The detection and characterisation of the solar UV network by Paterson, Rhys Leigh
Glasgow Theses Service 
http://theses.gla.ac.uk/ 
theses@gla.ac.uk 
 
 
 
 
 
 
Paterson, Rhys Leigh (2016) The detection and characterisation of the 
solar UV network. MSc(R) thesis. 
 
 
 
 
 
 
http://theses.gla.ac.uk/7260/  
 
 
 
Copyright and moral rights for this thesis are retained by the author 
 
A copy can be downloaded for personal non-commercial research or study 
 
This thesis cannot be reproduced or quoted extensively from without first 
obtaining permission in writing from the Author 
 
The content must not be changed in any way or sold commercially in any format 
or medium without the formal permission of the Author 
 
When referring to this work, full bibliographic details including the author, title, 
awarding institution and date of the thesis must be given 
 
 
The Detection and Characterisation
of the Solar UV Network
Rhys Leigh Paterson, BSc (Hons)
Submitted in fulfilment of the requirements for the
Degree of Masters of Science (By Research)
The University of Glasgow
2015
School of Physics and Astronomy
Kelvin Building
University of Glasgow
Glasgow, G12 8QQ
Scotland, U.K.
Abstract
High resolution images of the Sun taken at UV wavelengths show the presence of a fine
network like structure across the solar disc. This UV network contributes to the total
power radiated by the Sun so it is clear that a study of it is of great interest. This
thesis deals with the development of an automated method to quantify the covering
percentage of this network in the hopes that this could lead to greater insights into the
nature of said network.
Chapter 1 serves as an introduction to the Sun and the field of solar physics with
a specific focus on the UV network and the processes leading to its existence. We also
discuss the general motivations for solar research as whole and the particular interest
in the UV network. Finally we describe the SDO satellite, and its instruments, used
to gather the data used throughout this work.
Chapter 2 discusses the intricacies of the data itself and the various calibration and
preparation processes it has undergone between the raw data itself and the Level 1
data made available for research. We then describe the preparation of three images to
be used to test all our developed algorithms on.
Chapter 3 deals with the presence of solar limb darkening and the possible issues
caused by its presence. We develop and evaluate several methods to counter the limb
darkening, before determining the final algorithm to be used before any network de-
tection takes place.
In Chapter 4 we describe the development of several methods to detect the UV
network. We then attempt to determine which of these detection algorithms is the
most suitable for use on large data sets.
Chapter 5 discusses the results observed when applying our selected detection al-
gorithm to several years worth of data. From these results we discuss the behaviour of
the UV network and its correlation with other methods of solar variability.
In Chapter 6 we discuss whether, and to what extent, we have met the original
targets of this thesis work. We then go on to explore the problems that were encoun-
tered throughout our research before finally outlining future work that could be done
to further and improve upon our results.
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Chapter 1
Introduction
Mankind has long been fascinated with the Sun, with records of simple solar phenom-
ena such as eclipses dating back millennia [1]. Over time these records became more
detailed, and important, with the Chinese recording observations of sunspots as early
as circa 300BC [2]. Interest in the sun and its phenomena has not lessened over time,
though its focus has become more scientific rather than religious or cultural.
With the advent of both satellite and advanced imaging technologies current solar
observations have become incredibly detailed, leading to an abundance of high resolu-
tion images of the Sun at many wavelengths available to be analysed.
The work presented in this thesis uses images from one wavelength in particular, 1600
Angstroms. These wavelengths fall in the UV part of the spectrum and when viewed
at this wavelength a complex network-like structure is visible on the solar disc. This
work details the development of a method to quantify what percentage of the solar
disc is covered by this ‘network’. Using images from the Solar Dynamics Observatory
(SDO) satellite an algorithm is created to do just this over the lifetime of the SDO
mission. This algorithm depends heavily on the use of image processing, a field that
has become indispensable within solar physics research. To ensure the suitability of
the algorithm several are applied to a series of test images and their effectiveness anal-
ysed quantitatively and qualitatively. Once a particular algorithm is settled upon we
analyse the time related behaviour of the network before discussing the implications of
the analysis and then moving on to a final conclusion.
This chapter serves as an introduction to the field of solar physics and a discussion
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as to the nature of the UV network itself. We then move on to the motivations for
solar research and specifically this study of the UV network before finishing with a
summary of the SDO mission and the equipment on board that is responsible for the
capture of all the data used.
1.1 Solar Research Motivation
It is not difficult to justify solar research and over recent years the many motivations
for this research have multiplied. By virtue of being our nearest star the Sun offers us
our best, if not only, opportunity to study stars in real depth. Conditions within the
Sun and its atmosphere are not replicable within a laboratory and so offer a chance to
study the behaviour of plasmas at extreme physical conditions. Furthermore, it allows
us to advance our knowledge of stellar theory, stellar evolution and space weather. It is
the latter of these, the nature and effects of space weather, that is of particular interest
to this project.
The term ‘space weather’ is essentially a catch-all term referring to time varying
conditions within the Solar System, with an emphasis on the space surrounding Earth.
While the effects of space weather have been observed for centuries, the Aurora Borealis
being a rather dramatic example, it is only relatively recently that we have begun to
properly understand it and to certain extent, even care about it [3]. It was not until
the proliferation of satellite technology that many military and commercial systems
could conclusively be proven to be affected by space weather, prompting an increase
in research into it [4].
Within the solar system the greatest source of space weather components is of
course the Sun, and in particular the solar wind. The solar wind is a stream of plasma
emitted from the outer layers of the Sun that fills the heliosphere - an area of space that
extends out beyond the orbit of Pluto. As such, the solar wind may be the dominant
factor affecting space weather and the Earth but there is another measure that is of
interest. This other variable is known simply as the Solar Irradiance, which can be
divided into the total solar irradiance (TSI) and the spectral solar irradiance (SSI).
The TSI is, as it sounds, simply a measure of the total power radiated by the Sun at
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all electromagnetic wavelengths. While the TSI has steadily increased over the lifetime
of our nearest star it is not without fluctuations. Studies show that the TSI varies by
around 0.1% with its peak aligning with that of solar activity [5]. Though fluctuations
on the scale of 0.1% would often be thought of as negligible in many fields here it
is thought that this could have a direct effect on space weather and, through this,
the atmosphere of the Earth. In particular, there exist various wavelength-dependant
contributions to the TSI (described collectively as the SSI) that affect different regions
of the atmosphere. Changes to the atmosphere could not only effect our climate but
have a direct effect on the behaviour of satellites passing through it. With this in
mind there are many trying to quantify the various contributions to the TSI and this
is where we find the main motivation of this thesis. As the Solar UV Network is a
strongly varying component of the Sun’s structure it will contribute to the varying TSI
and SSI. We attempt to characterise its behaviour in this thesis. To fully understand
the network though it is first necessary to understand the general solar structure and
what leads to the network’s formation.
1.2 Solar Structure
The Sun, though of course special to us, is not so when compared to other stars. With
a luminosity of 3.844×1026W, a radius of 6.95×105km and a mass of 1.989×1030kg it
is very average in both energy output and size. As such it falls on the main sequence
and is classified as a star of spectral type G2V. The Sun has an average distance from
the Earth of 1.496×108km and formed about 4.5 billion years ago [6].
Understanding the structure of the Sun is hugely important to understanding the
myriad of physical processes taking place within it. The mass of the Sun has two main
components - hydrogen, helium and a small amount of metallic elements. Hydrogen is
by far the most abundant of the solar constituents making up about 74% of the Sun’s
mass with helium accounting for another 24%. The final 2% is made up of heavier
metallic elements, it been important to note that due to the abundance of hydrogen
and helium in the Universe a ‘metal’ is rather loosely defined in astronomical terms as
any other element [7]. The Sun can be split into different layers, each having distinctly
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different characteristics and hosting different physical processes.
The core is the inner most section of the Sun, extending out from the centre to about
0.2 solar radii. This volume is the source of the Sun’s energy and of the photons that
will eventually reach us here on Earth. The temperature and density are so high in this
region (up to 15MK and 150g/cm3) that nuclear fusion can take place, converting the
hydrogen within the hot, dense plasma into helium through the proton-proton chain.
At the edge of the core the temperature and density fall dramatically to around 7MK
and 20g/cm3 respectively.
Above the core, spanning the region from 0.2R to 0.7R, is the ‘radiative zone’,
so characterised as radiation is the main form of energy transfer within this region.
Over this zone the density of the plasma falls by a factor of 10 and the temperature
drops to about 2MK. The motion of the plasma within this region is relatively calm
but, due to the density of the particles, and their interaction with photons, light takes
around a million years to escape this zone.
Between the radiative and convection zones we find a small but rather important
section of the Sun known as the ‘Interface Layer’ or ‘Tacholine’. This region forms the
transition between the radiative energy transfer of the region below and the convection
in the region above. It is now thought that the shear caused by the differing fluid flow
velocities across this layer are the source of the Sun’s magnetic field [8].
As intimated above the next region of the Sun is known as the ‘convective zone’.
This extends from the limits of the interface layer to the ‘surface’ of the Sun. At the
surface the plasma density has again fallen, now by up to 6 orders of magnitude and the
temperature is now a much more modest 5 to 6 thousand Kelvin. These steep gradients
in temperature and density across the region means that motions within this region
are convective, and significantly more turbulent than in the radiative zone below. The
increased motion of the plasma is thought to twist and concentrate magnetic field lines
such to drive solar activity on the surface. Further, thought of rather simply, a volume
of high temperature plasma at the base of the convective zone moves upwards through
the increasingly cooler material. As it moves upwards it expands and cools until it
reaches the surface before falling back down for the process to begin again. This rising
and falling of material leads to granulation and super granulation cells on the surface
1.2: Solar Structure 19
[9].
Above the convective zone we find the solar atmosphere. Much like the atmosphere
here on Earth the solar atmosphere can be split into multiple parts - the photosphere,
chromosphere, transition region and finally the corona. The photosphere is a little
strange in that it can be classified as part of the solar atmosphere but also serves as
the ‘visible surface’ of the Sun, with an almost blackbody emission at a temperature of
5800K. Below this the interior of the Sun is opaque and this region marks the beginning
of the transparent solar regions. The photosphere is the most familiar solar region to
many people as it is also where we observe the most well known solar features, in visible
light at least. Here we see sunspots (possibly the oldest recorded solar features) and
more importantly to this work, the granulation and super-granulation cells caused by
convection.
Above the photosphere we find the chromosphere, spanning 2000km and heating
up to 20,000K at its upper limit. Unlike the photosphere, here the emissions are not
in visible light and are instead spectral emissions lines in optical and UV wavelengths.
Due to this the chromosphere is slightly red in colour, being dominated by Hα. This
is also the region in which we find the UV network which this work attempts to detect
and characterise.
The transition region is not a true region in and of itself but instead marks the
transition between the cooler temperatures within the chromosphere and the much
hotter corona. The mechanisms responsible for this huge increase in temperature are
not yet understood and this remains one of the major mysteries in modern astronomy
[10].
Finally we have the upper region of the solar atmosphere, the corona. This is by
far the hottest region of the solar atmosphere, reaching temperatures of up to 2MK,
and the most diffuse. The corona is visible in white light during eclipses as a faint haze
extending far out into space. The corona itself is also home to many solar features
and its shape changes over the activity cycle of the Sun. At times of solar minimum
the corona is limited to the lower latitudes and we see coronal holes at the poles of
the Sun. During periods of solar maximum, which align with the highest numbers
of sunspots, the coronal holes are no longer restricted to the polar latitudes and the
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Figure 1.1: An artificially coloured image of the sun in visible light showing
limb darkening [12].
corona in general becomes much more complex and varying in structure [11].
It is obvious from this section that Sun is an extremely variable celestial structure,
one which is either responsible for, or effects, many facets of life on Earth. While there
are many different regions and physical processes taking place it is those that lead to
the formation, and behaviour, of the UV network that are of particular interest to this
thesis.
1.3 Solar Limb Darkening
Limb darkening is a common optical phenomenon found in many stars and first ob-
served in our Sun. It is, as the name may suggest, the observation that moving away
from the centre and towards the limbs of the Sun the intensity starts to decline. This
can very clearly be seen in Figure 1.1.
This phenomenon is well understood but needs to be discussed here as it has a direct
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impact on almost all solar imaging projects, especially those that deal with full disc
images.
Before an explanation into the nature of limb darkening can begin an understanding
of the concept of optical depth is required.
Optical depth is an important concept in many scientific fields but within astrophysics
it is related to the transparency of an object, such as a gas cloud or atmosphere. The
optical depth describes the integrated absorption, κν , due to material of density along
the line of sight [6]. A stars ‘surface’ is commonly defined as the position at which the
optical depth is equal to 1.
With this definition of optical depth we can begin to understand limb darkening.
When we view the Sun we are looking through the transparent atmosphere down
to the point at which the optical depth equals 1, which is where the photons we see
are emitted. When we look at the centre of the solar disc we are seeing deeper into the
Sun than when we look at the limb. Since below the chromosphere the temperature
of the material falls as its distance from the centre of the Sun increases this means we
are seeing hotter material when we look at the centre of the Sun than when we look at
the limb. Hence, the limb appears darkened [6].
Obviously this can cause issues for imaging projects reliant on the brightness of
the Sun and so corrections for it must often be made. These corrections though are
commonly trivial as all that need be done is create a fit to the limb darkening profile,
an act that can be accomplished through many techniques.
1.4 The Solar UV Network
The solar UV network, or photospheric network, is a fine web like structure visible on
the surface of the Sun when viewed at UV wavelengths. The photospheric network
is essentially the combination of photospheric magnetic flux concentrations, be they
faculae around sunspots or the more diffuse network present over the quiet Sun. As
such it is cospatial with the more understood chromospheric network but exists on a
much finer scale [13].
As mentioned earlier the convection processes that lead to the formation of granulation
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Figure 1.2: The solar network at 1600 Angstroms.
cells, or granules, are important to the creation and location of the network. As the
hot material within the convection cell reaches the surface it cools and falls back down.
The material towards the edge of the cells cools quicker however and so the granules are
brighter in the centre and dim towards the edge. This convection blocks the magnetic
field lines within the cells leading to a concentration of them within the boundaries of
the cells. As the cells are only about 1500km in size and exist on timescales as short
as 20 minutes the granular structure is extremely variable. This small granulation is
organised into even larger scale patterns showing much weaker flow patterns. This
larger pattern is called super-granulation and is on scales exceeding 20,000km. The
brighter boundaries between the super-granulation cells are outlined by the quiet Sun
UV network.
Given we find the network around sunspots too we see even more variance here in the
network through the motions of these spots.
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Figure 1.3: A zoomed in view of a section of UV network at the centre of the
solar disc.
It is known that the emission from the photospheric network contributes to the TSI,
especially the bright faculae areas around sunspots, but the extent to which it con-
tributes is not well understood [14]. It is only relatively recently, with the launch of
SDO, that such high resolution images have existed for the UV network allowing this
project to take place.
Though we know the general nature and appearance of the network it needs to be
known what it appears like at these high resolutions, as that will of course form the
basis of any detection method. When viewed up close (Figure 1.3) the network still
maintains its web-like structure but it is obvious that defining the absolute extent of
the network will be a subjective issue. The centremost regions of the network are
often bright enough to saturate the data range and so are easy to differentiate from
the quiet background Sun; the outer regions of the network are not however quite so
easily distinguished. The brightness of the centremost pixels gradually bleeds out to
the neighbouring pixels until it fades into the background Sun. Differentiating between
the background Sun and outer network pixels will thus be a rather subjective task and
how to incorporate it into a successful detection method will be discussed later.
1.5 The SDO Mission
Within the last decade NASA has developed the Living With a Star program. This
is a space weather based program with the goal of understanding the causes of solar
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(a) The Sun at 513 Angstroms. (b) The Sun at 94 Angstroms.
(c) The Sun at 121 Angstroms. (d) The Sun at 1700 Angstroms.
Figure 1.4: Sample images taken by the Atmospheric Imaging Assembly on
board the Solar Dynamics Observatory satellite.
variability and its impact on the Earth and society. With this in mind the Solar
Dynamics Observatory (SDO) was the first of its satellites launched in February 2010
[15]. The SDO aims to help our understanding of solar variability by taking continuous
data at many wavelengths simultaneously. The SDO Atmospheric Imaging Assembly
(AIA) has a spatial resolution of 1.2” (0.6” per pixel) and captures an image in each
of 10 wavelengths approximately every 10 seconds [16].
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This amount of high resolution data is unprecedented and is by some estimates as much
as 50 times more science than any previous NASA mission.
On board the SDO there are three main scientific experiments responsible for the
gathering of all this data. These are the EUV Variability Experiment, Helioseismic
and Magnetic Imager and the Atmospheric Imaging Assembly. While all three of these
collect incredibly detailed and useful data it is the data collected by the final of these,
the Atmospheric Imaging Assembly, that is used throughout this research.
1.5.1 The Atmospheric Imaging Assembly
The Atmospheric Imaging Assembly is led by the Lockheed Martin Solar and Astro-
physics Laboratory in California. Of the 10 wavelengths at which AIA captures data
seven are extreme ultraviolet (EUV), two are ultraviolet (UV) and one is of visible
light.
The AIA consists of four dual-channel telescopes, each of which with a field of
view of 41 arc-minutes. Each of the EUV channels is serviced by a half-aperture
of a telescope while the final half-aperture records 1600, 1700 and 4500 Angstrom
measurements. These three wavelengths are recorded by cycling through a set of focal
plane filters.
Each of the AIA telescopes has a 16 megapixel back-illuminated CCD. These CCDs are
separated into four 2048 by 2048 pixel quadrants, all of which are read out separately
and simultaneously.
Chapter 2
Image Examination and
Preparation
When undertaking research it is usually preferable to acquire the data firsthand, this
way any nuances within the equipment can be fully explored and accounted for. Of
course, this is not often possible in astronomy. Instead we rely on data obtained by
a variety of large telescopes and satellite imaging systems, as is the case here. To
ensure the data is suitable to be worked on though and is not flawed in any way we
need to understand both the acquisition process and any processing it undergoes before
becoming available to us.
In this chapter we discuss the data post capture and investigate any procedures that
may alter it from its raw state. Further, we then create a series of test images to be
used throughout the rest of the investigation.
2.1 SDO Processing
The data used for this research is made available to the public in the form of Flexible
Image Transport System (FITS) files. Within the field of astronomy this is the most
commonly used file system as it was designed specifically for the storage of scientific
data and as such has many benefits to the storage of astronomical images. Primary
among these is the fact that metadata concerning the capture of the images can be
stored in a header alongside the image data itself, such as the exposure time for the
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image, the date of capture, the wavelength or any relevant spatial calibration informa-
tion.
The data itself is then categorised based upon the level of processing it has under-
gone at the hands of the SDO science team. The ‘Level 0’ designation is for the raw
data exactly as it is captured whereas the ‘Level 1’ data has been heavily processed.
Unfortunately the raw Level 0 data is not generally made available to those outside the
science team and so we instead use the already processed ‘Level 1’ data. We assume
that the processing between the levels was done correctly but it is still necessary to
investigate this given its importance to the data.
The processing in question is for the most part standard procedure common to all
CCD-based imaging projects: dark image correction; removal of ‘overscan’ rows and
columns; ‘bad’ pixel removal and spatial corrections to account for the movement of the
imaged object. The movement of the imaged object here being the apparent movement
of the Sun caused by the movement of the spacecraft, not the constant movement of
material seen on the surface of the Sun.
As common as some of these processes are they are not trivial and so will be discussed
in more detail. Further, some processes such as the removal of ‘spikes’ or the produc-
tion of flatfields are either unique to astronomical imaging or more complicated than
their earth based counterparts.
2.1.1 Overscan Removal and Dark Image Correction
The first step performed during the processing between Level 0 and Level 1 is the
removal of any overscan rows and columns.
For each pixel to collect charge a small potential difference must be applied to the
CCD and the simple act of doing this causes the chips to read a value - this is known
as the bias level. The use of overscan is how this bias level is removed. The region
of overscan rows and columns are not real pixels that form part of the CCD but are
instead ‘pseudo-pixels’ created by sending additional clock cycles to the CCD output
electronics [17]. The mean value within this overscan region is then determined and
removed from all other pixels and the overscan region then ‘trimmed’ from the image.
This technique is not normally necessary if flatfield and dark image correction is also
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used (which it is here) but is used by the SDO team for engineering purposes.
After the removal of any overscan rows and columns a dark image correction is
applied to account for CCD read noise, dark current and the digital offset. The dark
current for the CCD onboard the AIA should be negligible as its temperature is gen-
erally less than -65◦C [16]. These factors combined however can have a similar affect
to the bias level detailed above, causing the pixels to read a value that does not corre-
spond to the imaged object. Here the correction is a little simpler though and all that
need be done is capture an image with the shutter closed and then subtract this from
each subsequent image captured.
2.1.2 Bad Pixels and Spikes
Bad pixels and spikes are issues at extremely small scales, affecting small groups of
pixels and even lone individual ones. While spikes are more unique to astronomical
imaging bad pixels are an issue found in all CCD imaging. These bad pixels are simply
pixels that do not behave in the same way as the average pixel in the CCD does.
These pixels make up a tiny amount of the actual CCD, no more than 0.1%. An
algorithm is used to identify these and then to correct them. They are ‘corrected’
by simply replacing their value in each image with one that is an interpolation of the
neighbouring pixels.
In images taken by space based systems it is also common to find many spikes in the
image. That is, extremely bright points only a few pixels or less in size that are not bad
pixels or a legitimate feature of the imaged object. These spikes are in fact evidence of
cosmic rays interacting with the CCD. Cosmic rays are a frequent problem that must
be accounted for in all equipment in orbit but obviously have a very noticeable effect
on imaging systems.
The word ray is a historical misnomer in this regard as cosmic rays are actually high
energy particles rather than electromagnetic radiation. While their origins are still
somewhat mysterious it is known that they originate from outwith the solar system
and are generally produced by exotic bodies such as black holes or supernovae. The
majority of cosmic rays are high energy protons or atomic nuclei. When they strike a
CCD they can deposit this energy directly into the CCD itself or, through interactions
2.1: SDO Processing 29
with the structure of the CCD, give rise to photons which are then detected by the
CCD [16].
While these spikes are extremely small they are generally very easily identified as
they are not only significantly brighter than the surrounding pixels but they also only
exist for one frame.
The SDO team use a well documented algorithm, adopted from the one used as part
of the Transition Region and Coronal Explorer (TRACE) mission, to remove cosmic
ray spikes from all images before publishing them. The algorithm detects these spikes
by comparing each pixel with that of those surrounding it and if it is not statistically
consistent with what one would expect from the point spread function of the imaging
equipment then it is replaced by the mean pixel value of its neighbours. There is always
the issue that this correction method could introduce undesirable artefacts when the
features of interest to the project have similar properties to the spikes (such as the
small, bright nature of compact flares) but here we assume that the network that is
the focus of this work is large enough compared to such spikes as to be unaffected by
their removal process.
2.1.3 Flatfielding
The production of, and the correction for, flatfields is a technique common to all
scientific imaging projects. It is possible to find artefacts within an image that come
from inconsistencies or deficiencies intrinsic to the detector itself. It is these systematic
issues that flatfields aim to fix. The CCD in the AIA equipment, while cutting edge
technology, is prone to several of these effects. There can be slight sensitivity differences
between the pixels, vignetting and even shadows cast by the protective mesh on the
focal plane of the detector [18]. Obtaining flatfields for this CCD though is not a trivial
task.
To take a flatfield on Earth one would simply expose the detector to something of
uniform intensity (the sky above or a sheet of white paper). Any major differences in the
intensity observed in such an image thus come from differences in the pixels themselves
or unavoidable shadows caused by the equipment etc. and can then be corrected for.
It is not quite as easy as that in space - there is nothing in such a situation to expose
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the detector to that is of uniform intensity and so a different approach must be taken.
Some information relevant to the flatfielding process can be gained from the CCD
before launch but the rest must be done in orbit.
The flatfields are created through the oft used in astronomy Kuhn, Lin and Loranz
algorithm [19]. This algorithm takes 14 out of focus images taken at different offsets
and combines them into one flatfield. The range of motion of the secondary mirror
however is limited by the PZT motions and for the larger offsets needed the pointing of
the spacecraft itself must be adjusted. This of course is not a minor operation and so
flatfields are taken at three month intervals [18]. Figure 2.1 shows four of the flatfields
taken throughout the mission so far.
We can see in Figure 2.1 that the flatfields darken slightly over time, meaning that
the CCD has degraded and become less sensitive as one would expect. Along with this
darkening there are clear patterns present on the flatfields. Heavy vignetting can be
seen around the edges and a regular grid like structure is visible. This most likely is
the shadow of the protective mesh that covers the CCD.
Without then using this flatfield to correct the data received the values from each pixel
would similarly decrease over time, and the patterns observed would also be present.
This obviously needs to be accounted for so that captured images truly represent the
imaged object and are free of artificial artefacts. The correction process for this is rather
simple, each image need only be divided by the relevant flatfield and any systematic
issues in the image are removed.
The flatfields at this wavelength were taken at regular three month intervals apart from
the first eighteen month period from the beginning of the mission up until January
2012. This lack of flatfielding at the start of mission may cause problems later and
is discussed further in Section 2.2.0.2. Such a lack of flatfielding is not ideal but is
perhaps easily explained by the complexity of the flatfield acquisition procedure.
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(a) Flatfield dated 01/01/2012. (b) Flatfield dated 15/02/2013.
(c) Flatfield dated 01/03/2014. (d) Flatfield dated 15/12/2014.
Figure 2.1: Sample flatfields taken at 1600 Angstroms.
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2.2 Image Properties
We now know as much as we can about the acquisition of the data and the preparatory
processes it has undergone. Now however we must examine the data in a little more
detail before we begin to work with it to ensure there are no artefacts or flaws that
will hinder our investigation.
Figure 2.2 shows one of the full disc images used throughout this investigation. The
first obvious flaw with the image is that it is rather dark, now this is not an issue for
detection methods but will make judgements of a detection methods effectiveness more
difficult later on. This will be dealt with later in this chapter.
Before doing this however we conduct some simple tests on the images.
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Figure 2.2: A full disc image at 1600 Angstroms.
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2.2.0.1 Histogram
As is standard for many imaging projects we produced a histogram of the data counts
in the image seen in Figure 2.2. A histogram of an image plots the number of pixels for
each intensity value, with the intensity or pixel value along the x axis and the number
of pixels with that value on the y axis. For the solar images used here we would
expect to see the majority of data points on the left side of the plot indicating darker
pixels with a minority on the right for the brighter active regions and network. Figure
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Figure 2.3: A histogram of a 1600 Angstrom solar image.
2.3 shows a histogram much as was expected for these images. It has a distribution
centred around the darker pixels with a large spike on the 0 intensity value arising
from the background area around the Sun. What however is not as expected is the
‘spiky’ outliers every second or third intensity value. There is nothing inherent in the
solar features imaged to create this so it follows that this must be an artefact created
through either the data acquisition process or the post processing the data undergoes.
After contacting the SDO team they suggested that the odd crenellation-like pattern is
more than likely a result of the rather heavy compression that images of this wavelength
undergo. The pattern appears to repeat every 4 DN values with the majority of the
values with a range of 4 going into one bin. Therefore the photometry is good to 4
parts in 100. Such a small corruption of the data should not have an adverse affect on
any of the work we attempt throughout this investigation.
Aside from the pattern discussed above the distribution is fairly smooth. There is
no distinguishing feature at the brighter end of the histogram that could be easily used
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as a threshold to detect the network.
2.2.0.2 Brightness
As another test of the data an initial investigation into the brightness of the images
was undertaken. We already know that individual images are rather dark but we don’t
yet know how the brightness of the images varies over the duration of the mission. It
would be expected that the brightness would not vary largely over this duration but
if it did so it would suggest the presence of flaws that would need to be dealt with.
Calculating the mean brightness of one image a day for the period of data examined
should serve this purpose (Figure 2.4).
It is abundantly clear from Figure 2.4 that for a large amount of the 4 year period ex-
amined the brightness is relatively consistent. However, there is a clear and significant
drop in the brightness at the start of 2012. Obviously this needs to be addressed, or
at least explained.
If we compare the date at which the large brightness drop occurs in Figure 2.4 with
the dates of the flatfields we find a correlation. The taking of the first flatfield coincides
exactly with this brightness drop. It was suspected earlier that the lack of flatfielding
here would have implications and Figure 2.4 confirms this.
Later in this work when we come to the development of the network detection methods
Figure 2.4: The average image brightness from January 2011 to January 2015.
this drop in brightness is likely to cause problems.
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2.2.0.3 Exposure Time
One aspect of the data acquisition not corrected for in the Level 1 data is the exposure
time of each image. We thus investigated any possible effects of the variations in expo-
sure time over the course of the mission. The exposure time was investigated on two
time scales. We looked at every image taken within a given day (27th January 2013)
and one image a day from January 2011 to January 2015.
Our investigation found that the exposure time does indeed vary, on both these scales.
This variation however is on the order of microseconds and is unlikely to have a notice-
able or relevant affect on the data. The variance of the exposure time over the period
spanning January 2011 to January 2015 can be seen in Figure 2.5. Further, when the
Figure 2.5: The exposure time of one image a day from Jan 2011 to 2015.
exposure time over the four year period is compared with the mean brightness over this
same period the variations in exposure time do not correlate with those in brightness.
This confirms that the lack of calibration for exposure time has no effect on the data,
at least not at observable scales, and so the exposure time can be justifiably ignored.
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2.3 Creation of Test Images
Before a detection method can be tested on a full data set it is much more efficient to
test it on a small series of test images first, especially as the detection methods used
later can take in excess of 24 hours per data set. To this end a set of test images were
carefully chosen.
While all the calibrations and alterations done to the images before they are shared
with the public are now understood the images still need a little refining before they
are suitable for this project.
The first such task is to make the images a little clearer and easier to view. If the
images are looked at from a purely visual angle, ignoring data values and such, they
appear to be rather dark, as seen earlier in Figure 2.2. This is a result of the large
data range for each pixel, the pixel values typically falling anywhere between -10 and
8000, and the imbalance of their distribution within this range. Throughout the data
series it was not uncommon for less than 0.005% of the pixels in an image to have a
value above 2000, a fact that heavily skews the apparent brightness of the images. This
is not much of a hindrance for detection algorithms but given that at some level we
need to physically look at the images to evaluate the effectiveness of a method it then
becomes a problem.
Since such a small percentage of the pixels lie at the upper end of the data range
the range can be reduced to improve the clarity of the image without compromising
the detail. The technique to do this is extremely simple. Any pixel below a certain
value is changed to a higher one and any above a certain threshold lowered. This must
be done carefully though to ensure that no important information is lost. To this end
several changes to the data range were tried to find the ideal compromise between an
improved image and a loss of detail.
Figure 2.6 shows that lowering the data range makes the image definitively clearer but
when reduced too much a significant amount of important information is lost. Through
these tests it was found that to both preserve all the relevant information within the
data and make the image more suitable for viewing the ideal data range was from pixel
values of 0 to 700. This range allows the network to clearly stand out but no detail is
lost in the quiet sun areas. This can be seen in Figures 2.7 through 2.9.
38 2: Image Examination and Preparation
(a) Upper pixel unchanged from original. (b) Upper pixel value of 2000.
(c) Upper pixel value of 1000. (d) Upper pixel value of 250.
Figure 2.6: A 1600 Angstrom image of the Sun with the lower pixel value set
to 0 and the upper set at decreasing values.
With this step finished all changes to the raw data were complete and a series of
test images were ready to be chosen. To ensure that all subsequent image processing
and analysis would be successful on all the images we need to investigate three test
images were carefully chosen - one representing the quiet sun; one a busy, more active
sun and one between the two. These images can be seen in Figures 2.7, 2.8 and 2.9
with the previously agreed upon reduction of the data range applied.
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Finally it should be noted that all these processes detailed were applied to every
image subsequently analysed throughout this research.
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Figure 2.7: The full disc quiet Sun test image.
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Figure 2.8: The full disc medium activity Sun test image.
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Figure 2.9: The full disc active Sun test image.
Chapter 3
Limb Darkening Correction
Earlier in this thesis the phenomenon encountered in stellar physics known as ‘limb
darkening’ was very briefly discussed. There it was mentioned that limb darkening can
cause problems in work that requires analysis of the Sun at visible wavelengths but it
is also true that its effects are not negligible here at ultraviolet wavelengths.
Given that the limb darkening causes the brightness to diminish approaching the edge
of the solar disc any detection method based solely upon the brightness of the network
would need to account for this. That is, the reduction in brightness towards the limb
means that a later detection method based on pixel brightness would need to account
for this. Further, when viewing the images as they are in Figures 2.7, 2.8 and 2.9 the
limb darkening makes it more difficult to view and detect the network at the limb.
Due to this it was decided that some form of correction should be applied to the
‘background intensity’ of each image before detection of the network was attempted.
It was hoped that the background could be corrected in such a way as to reduce the
large-scale variations in brightness across the disc and also give us an opportunity to
investigate the limb darkening at a wavelength where it had not previously been much
examined.
In this chapter we explore the limb darkening at ultraviolet wavelengths a little more
thoroughly. We then describe the various methods used to correct the intensity profile
of the images, after which the merits of each method are discussed and through a
series of comparisons and evaluations the most appropriate process to apply to all
future images is decided upon.
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3.1 Limb Darkening in More Detail
Knowing that the limb darkening will effect all the work we try to do in this thesis it is
necessary for us to examine it in more detail. Previously we had discussed the physics
behind limb darkening but now we look at it more specifically, that is we examine the
nature of limb darkening at 1600 Angstroms in particular.
In our earlier discussion of the general concept of limb darkening we plotted the
intensity values of a single line across the centre of the Sun, here instead we take a
larger section of the solar disc to examine the limb darkening in a little more detail. A
section 100 pixels in height was taken, again across the centre of the Sun, and can be
seen in Figure 3.1.
The mean value of each column in this section was then calculated and plotted against
the position of said column, also in (Figure 3.1). The shape of the plot matches that
Figure 3.1: The mean brightness across the centre of the solar disc, illustrating
limb darkening at 1600 Angstroms.
which was expected and the frequent small fluctuations seen likely originate from the
presence of active regions and the network.
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3.2 Correcting for the Background Intensity
It is clear that detection methods relying on pixel brightness need to account for limb
darkening. The intended approach to account for the limb darkening is to create a full
disc profile that reproduces the baseline intensity of the solar disc and then to divide
the original image by this. This is much the same process used when flat fields are
applied to images and should help to reduce the intensity variations. However, since the
profiles we are dividing by will have lower values towards the limb, when dividing by
this the fluctuations of the network at the limb compared to the background material
will be amplified. This makes them more visible, but the noise that this may create at
the limb is a compromise that must be made.
Considering the importance of this background correction we must be sure that it
is done reliably, careful that minimal relevant information is lost in the process, but it
must also be done relatively quickly. It would be preferable of course that a process
be judged only on its effectiveness and not how long it takes but given that there is a
finite time in which to complete this work and several thousand images will be analysed
then it is an unfortunate fact that the length of each process is a considerable factor
in weighing its suitability.
With that in mind several methods were tried, all of which are described below. It
should also be noted that each method was tested on the quiet Sun test image seen in
Figure 2.7
3.2.1 Markov Chain Monte Carlo Profile
The first method tried to create an intensity profile was the most mathematically
intricate of all used as it was based on a statistical technique, the Markov Chain
Monte Carlo method. Starting with such a method was not a dismissal of simpler,
and perhaps more obvious, techniques but more an acknowledgement of its previous
successes. A similar method was demonstrated successfully in 1999 by Denker and
Johannesson et al. [20] and has been used many times since to remove the effects of
limb darkening [21].
As such, it was of course thought that this method would be not only suitable, but
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exceedingly effective.
Markov Chain Monte Carlo (MCMC) methods are a series of algorithms used in
statistics to sample form a probability distribution. A large subclass of these algorithms
are ‘random walk’ Monte Carlo methods and can be used to approximate a multi-
dimensional integral, such as the parameters of a polynomial line profile to fit to the
limb darkening. The particular MCMC method used here was the Metropolis-Hastings
algorithm, a technique that works by generating a selection of sample variables which
are then changed iteratively based on a set of conditions [22].
Given the shape we see for the limb darkening present (Figure 3.1) it should be
possible to fit a polynomial to this that approximates the correct shape. It was decided
that an equation of the form y = a+b cos(x) would be sufficient, where x is the distance
the point lies from the centre with the centre at 0 and the extreme limb at 1. The
starting variables were set at values of 0.05 and 0.4 for a and b respectively.
These starting variables are then changed by a random value between -0.005 and 0.005
before being tested. If the new proposed variables pass this test they are kept and
used as the starting variables for another iteration of the process, and if not then the
current variables are used. The test used to decide whether the variables will be kept
or discarded is known as a likelihood function, l. This likelihood function (Eq. 3.1)
is calculated and if the result is greater than 1 then the variables are kept, otherwise
the variables are discarded. It should be noted that χproposed and χcurrent represent
the chi squared test values of using the proposed and current a and b values in the
y = a+ b cos(x) equation.
l = e−χproposed+χcurrent (3.1)
After many iterations of this process we begin to home in on the variables that provide
the best fit to the data [23]. After doing so a successful fit is created (Figure 3.2) with
the equation y = −0.045 + 0.403 cos(x).
Of course this is simply a line profile and from this a full disc background is needed.
Assuming that the limb darkening is radially symmetric then this profile can be revolved
about its centre to create such a disc. This was accomplished by creating a matrix
the same size as the original image in which the value of each element was equal to its
distance from the centre of the matrix. Thus when this is multiplied by the equation for
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Figure 3.2: The successful fit to an average solar UV intensity created using
the MCMC algorithm.
the fit to the limb darkening a good estimation to the background should be created.
Figure 3.3 shows that this method did indeed successfully create a background and
when the original image is divided by this background (shown in Figure 3.4 the large-
scale intensity variations are all but removed and the image appears to be much more
evenly bright (Figure 3.10).
What was not immediately apparent upon looking at Figure 3.4 (or the original
images), but became obvious when the background shown in Figure 3.3 was subtracted
from the original rather than divided into it was that the upper left area of the solar
image appears subtly darker than the rest. Upon further examination of the other
images to be analysed this feature was found in all of them. There is no solar reason that
this should be the case and so it must be an issue with either the imaging equipment
or the post processing. Knowing this issue is present an attempt should be made
to counter it during this process and unfortunately a radially symmetric background
cannot accomplish that. Therefore from this point on all the methods used to create a
background will have to account for non-symmetric local variations.
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Figure 3.3: The background created from the MCMC fit.
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Figure 3.4: Final background correction with the MCMC profile.
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3.2.2 Fast Fourier Transform Filter
Fast Fourier transforms (FFTs) are one of the simplest and most ubiquitous image
processing techniques, having become almost universal throughout image processing
[24], and so the use of one was the next logical step. Also, as the primary issue with the
MCMC method outlined above was that it was unable to account for local variations
then the fact that a Fourier transform would be able to do so is another reason to
consider it as a suitable candidate. The main boon however of such a method is
that the majority of the process takes place within the frequency domain. While the
conversion between spatial and frequency domains (and back) takes time, the processes
undertook in the frequency domain are generally quicker than their counterparts in the
spatial domain. The general procedure when using a Fourier transform is to convert
the image first to the frequency domain, undertake whatever processing is needed and
then reconstruct the original image from this processed frequency domain image.
To complete the first step in the process and convert the image to its frequency
(or Fourier) counterpart the image must be Fourier transformed. This is calculated in
MATLAB as first an FFT in one dimension followed by an FFT in the other. The for-
mula for the 2D FFT of an image of size NxN is given in Equation 3.2 while Equation
3.3 shows the inverse FFT used to convert back to the spatial domain.
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Here f(a, b) is the image in its original spatial domain and F (x, y) the corresponding
points in Fourier space.
Given that the aim here is to create a background that gives a general idea of the
image intensity we want to blur the original image. This is easily achieved within
the Fourier domain by multiplying the transformed image by a smoothing filter. To
ensure a smooth blurring without introducing any edge effects into the image a gaussian
filter is used [25]. Once these two Fourier images are multiplied the resultant image
is converted back to the spatial domain using the inverse fourier transform (Equation
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Figure 3.5: Intensity profile created by the FFT process.
3.3). Figure 3.5 shows the results of doing this. As was done earlier, the original
image can then divided by this background to even out the brightness across the disc.
An issue with this is immediately evident however; the background created has been
shifted spatially compared to the original image and the output image which should
show an evenly bright solar disc is clearly flawed (Figure 3.6).
This spatial offset is a peculiarity of the MATLAB implementation. It is directly
related to the scale of the blurring filter used and so is easily corrected. Since we
know what size blurring filter is used we need only shift the blurred image back by the
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Figure 3.6: Initial background application with the FFT method.
appropriate amount before the division. Figure 3.7 shows the final image when the
background is correctly shifted before the division.
Unfortunately this highlights another issue with this method, namely that the Fourier
transformation process seems to shrink the image slightly meaning that when it is
applied to the original image the limb appears brightened. Introducing limb brightening
where we were trying to correct limb darkening is clearly undesirable and so suggests
this background intensity correction method is also unsuitable.
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Figure 3.7: Final background correction with the FFT method
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3.2.3 Top-hat Transform
A Top-hat transform is one of the most ubiquitous image processing techniques and a
version of it is used here as the final method to create a background intensity. Tech-
nically a top-hat filter involves doing a morphological opening of an image and then
removing this from the original image [26]. What the opening essentially does is blur
the image on the scale of the top-hat filter used, creating a representation of the back-
ground intensity. The mathematical techniques involved in computing an opening are
described thoroughly later in Section 4.2 where the fundamental techniques are used
for feature detection.
The top-hat filter as it is described serves to highlight bright features rather than
equalise the image brightness across the disc. This is where we deviate from the tra-
ditional top-hat procedure since rather than subtracting the morphological opening
from the original image we divide by it much as we did with the previously created
backgrounds.
Given that we wish to create a relatively smooth background to divide into the
original image, we use a disc shaped filter here so as not to create sharp corners or
edges in the background. The size of filter we use determines to what extent the image
is blurred. The effects of several variously sized filters can be seen in Figure 3.8.
From this figure it is obvious that a large filter on the scale of several hundred to
thousands of pixels is unsuitable as at that scale we begin to lose the local variations
we need, and even the original shape of the image. A filter of diameter 120 pixels was
used as this size of filter offers a good compromise between the time taken and the
quality of background correction it offers. Figure 3.9 shows the effect of applying this
correction to the quiet Sun test image.
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(a) Disc shaped filter of diameter 20 pix-
els.
(b) Disc shaped filter of diameter 120 pix-
els.
(c) Disc shaped filter of diameter 200 pix-
els.
(d) Disc shaped filter of diameter 2000
pixels.
Figure 3.8: The background using a top-hat transform and various filters.
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Figure 3.9: Final background correction with the top-hat transform method.
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3.2.4 Comparison of Methods
Whichever method is chosen will be applied to every image subsequently analysed and
so it is of great importance that not only does the chosen method sufficiently compen-
sate for limb darkening but does not, in doing so, introduce other faults. Therefore,
while at first glance there would seem to be some obvious issues with the three methods
described above a more thorough comparison of them must be undertaken.
As stated earlier the time taken by each method must also be considered. Table 3.1
shows the time taken for analysing one image with each of the three. The FFT method
Method Time (s)
MCMC 7.241
FFT 1.225
Opening 3.896
Table 3.1: The time taken for each background correction method.
was, as expected, the quickest of the three. The other two methods were several seconds
longer, particularly the MCMC. The extra time for this method can be attributed to
relatively lengthy process of determining the best fit to the limb darkening profile,
whereas the longer time for the opening method is because the operation is applied to
each individual pixel in the image one at a time.
Of course the time taken is not the only metric to judge the suitability of each
method; the much more important factor is how well the background created represents
the general brightness of the image. The most sensible way to judge this is by both
simply looking at the image and by re-plotting the mean brightness across the centre
of the images. If the created backgrounds are suitable the distinctive limb darkening
shape we observed earlier would no longer be present and the baseline brightness across
the centre would now be even.
Figure 3.10 shows that FFT method fails in this regard. This was already suspected
from simply looking at the resultant image after this background was applied but the
plot confirms that it does indeed brighten the limb significantly when compared to the
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rest of the disc. This method was the quickest of the three (Table 3.1) but is clearly
not suitable given its failing in this regard.
Figure 3.10: Mean intensity across the centre of the Sun after the three different
backgrounds have been applied.
That leaves the MCMC and the Opening backgrounds. Though both of these create
an even brightness profile, across the centre of the disc at least, the MCMC process
takes almost double the time of the Opening. Furthermore, given the radial symmetry
of this background it will be unable to account for any local variances in brightness,
much as was seen earlier. These two factors combine to make the MCMC background
a less suitable option and so that leaves the background created by the morphological
opening.
The morphological opening clearly creates the most suitable background and while
it was not the quickest process a duration of approximately 4 seconds per image is
not prohibitive. The test images created earlier can be seen in Figures 3.11, 3.12 and
3.13 with the morphological background correction applied. All of them show an even
brightness profile with no clearly observable faults introduced through the background
correction process.
At this stage we also created another histogram of the active Sun test image to deter-
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Figure 3.11: The quiet Sun test image with the morphological opening back-
ground correction.
mine how the chosen background correction affects the individual pixel values (Figure
3.14).
It is clear from this that the distribution of pixel values has shifted to the right, to
higher values, as we would expect since we have brightened the darker regions of the
image. The general shape of the distribution however remains the same as it was for
the original image, confirming we have not drastically altered the image through our
background corrections.
From this point on all images used throughout this work will have the morphological
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Figure 3.12: The medium activity Sun test image with the morphological open-
ing background correction.
opening background correction applied to them.
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Figure 3.13: The active Sun test image with the morphological opening back-
ground correction.
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Figure 3.14: A histogram of the quiet Sun test image with the top-hat back-
ground correction applied.
Chapter 4
Network Detection
With the initial work on the calibration of the images and the improvement of the image
quality completed we now begin to detail the main parts of the thesis. It is known
that the network is visible over the entirety of the solar disc at UV wavelengths, and at
many scales. It is also known that since the network is brighter than the background
Sun it must contribute to the Total Solar Irradiance. It is hoped that by successfully
detecting and quantifying the solar UV network further work could then be done to
determine what percentage of the TSI is caused by said network.
The simplest way of thinking of the network is as a concentration of magnetic flux.
These concentrations appear around areas where various solar processes are inhibiting
magnetic field lines, namely sunspots and granulation cells, which are present over the
entirety of the solar disc. As such the network is also present over the entire disc. The
network found between granulation cells is however on a much finer scale than that
formed around sunspots. Combined with this variety in scale the network also varies
hugely in morphology.
It is clear that the detection is far from trivial, mainly due to the large variations in
scale and morphology of the network. Also, while the network is consistently brighter
than the background Sun the amount by which it is brighter is not equal across the
disc, with the brightness ratio between network and background decreasing towards
the limb. This combination of factors means it is not possible to detect the network
by simply searching for a feature of standard size or shape. As such, many methods,
ranging in complexity, need be tried.
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(a) Small test section at the centre of the active Sun test image.
(b) Small test section at the limb of the active Sun test image.
Figure 4.1: The two small zoomed in test images for detection method evalua-
tion.
The development of the various detection methods and an evaluation and comparison
of their effectiveness constitutes the rest of this chapter.
Here we must also discuss how in fact we are to judge the effectiveness of a detection
method. There is no known pattern to the network or disc covering percentage that
we can use to quantitatively judge a detection and simply stating that a method seems
to be correct is not substantive enough. To this end we take two small sections from
the active test image shown in Figure 2.9 in which we can identify the network. These
two regions are taken from an active area towards the centre of the Sun and a much
quieter area at the limb and can be seen in Figure 4.1.
Both of these regions are very small, only 125 by 45 pixels, so that we can more easily
determine whether individual pixels are network or not. On these images we mark
pixels that we deem to be network in blue (Figure 4.2).
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The characterisation of a pixel as network is of course subjective but here we use the
condition that it is either close to the maximum brightness present in the image or if
it forms part of a structure that is on average brighter than the darker background.
Note that we don’t mark all the pixels that we deem to be network, just a selection of
those within larger areas of both bright and dim network that a successful detection
method must detect. Therefore we expect a successful detection algorithm to detect all
the pixels shown in blue. We would also expect a successful detection method to mark
other pixels as network, namely those that form part of a large bright structure or those
that are significantly brighter than the background. If a detection method should mark
all the pixels in the image as network it is clearly unsuccessful as it should also detect
a minimum (ideally none) of the darker background pixels. It should be noted that
when we refer to darker background pixels we mean those that are significantly darker
than the brightest network and do not form the same web like structures exhibited by
the network.
We then compare each detection method once it is fully developed to these smaller
sections as a test of their effectiveness. This of course is not a definitive test, as whether
one pixel can be designated network or not is still a somewhat subjective method and
is dependant on a human observer, but using the criterion outlined above is perhaps
the best we can do.
The methods used for network detection can be categorised as follows: brightness-
based detection methods and morphological-based methods. There are benefits, and
of course deficiencies, to both these methods, which will be examined and discussed in
detail in this chapter.
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(a) Small test section at the centre of the active Sun test image with a
number of network pixels marked in blue.
(b) Small test section at the limb of the active Sun test image with a
number of network pixels marked in blue.
Figure 4.2: The two small zoomed in test images for detection method evalua-
tion.
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4.1 Brightness Based Detection
The simplest of the detection methods, both in concept and computationally, are those
based on the brightness of the network. These methods use simple thresholds to de-
termine whether a pixel is determined to be network or not, and due to having this
simplicity at their core they also run rather quickly. This is not an insignificant factor
when judging the utility of a detection method.
4.1.1 Basic Threshold
The first detection method attempted was a very basic threshold on the pixel values.
It has already been stated that a straightforward detection method, such as basing the
network detection on a uniform brightness level, would be unlikely to work. Despite
this, using a basic threshold is such a simple method that not much is lost in the
attempt. Further, it serves as something to compare more complex methods against as
well as possibly highlighting the areas that more complex methods need improve upon.
Given the scale of the network compared to that of the solar disc it would be difficult
to fine tune a detection method when viewing the whole of the disc. Instead we look at
three regions of the active Sun test image that share properties of the individual whole
disc images, that is we look at a quiet, medium activity and heavily active section.
Each of these smaller sections is 400 by 400 pixels and are shown in Figure 4.3. We
fine tune our detection on these smaller sections and then apply it to the whole disc
images.
Several different thresholds were tried. The data had already been normalised so
the pixels values ranged from 0 to 1. First the thresholds were set at 0.1 value intervals
between 0.2 and 1 (the histogram in Figure 3.14 shows that very few pixels have a value
lower than 0.2). This was done to all three of the test sections to test the thresholds
on all levels of solar activity.
Figures 4.4, 4.5 and 4.6 show the results of such thresholds with the pixels detected as
network by the threshold shown in red.
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(a) Quiet test section (b) Medium activity test
section
(c) Active test section
Figure 4.3: Three small test sections for the development of detection methods.
It is clear from these figures that a threshold which may detect well in active sections
does less so in the quieter areas and vice versa. It seems that a constant-value threshold
cannot detect equally well across the disc and so a certain level of activity must be
given preference. Here we decide that the priority should be on the active section as it
contains larger, more defined, features making it easier to judge whether the detected
network meshes with the feature boundaries.
Doing so suggests that the most suitable threshold lies between 0.4 and 0.5 so we
now test this range, at intervals of 0.01. Figure 4.7 shows the results of this with the
detected network again shown in red.
From Figure 4.7 it would seem that the network detected by a threshold of value
0.45 gives a good representation of the network. This then is the most suitable basic
threshold for the full disc solar images, though it may fail in the quieter dimmer areas
of the Sun. Such a judgement however is very subjective. In an attempt to rectify
this we turn to the extremely small sections in which we identified the network (Figure
4.1). First we look at that same area, showing the pixels detected as network by our
threshold in red, and then overlay on that the pixels we defined as network in blue.
When the two overlap, that is, when a pixel was detected as network by both us and
the algorithm we highlight those in green. The hope is that a successful method will
have detected all of those that we did and so there should be no blue pixels in the final
image, just green and red. What we in fact see here though is that the basic threshold
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(a) Quiet test section. (b) Threshold = .20 (c) Threshold = .30
(d) Threshold = .40 (e) Threshold = .50 (f) Threshold = .60
(g) Threshold = .70 (h) Threshold = .80 (i) Threshold = .90
Figure 4.4: Quiet test section with increasing thresholds.
works well at the centre of the Sun, detecting almost all the pixels we designated
(Figure 4.8) and the rest of the surrounding network but fails to detect many of the
same pixels we did at the limb (Figure 4.9).
Though we know this method to be rather unsuccessful we use it on the full disc
test images seen in Figures 3.11, 3.12 and 3.13. The network detected in these test
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(a) Medium activity section. (b) Threshold = .20 (c) Threshold = .30
(d) Threshold = .40 (e) Threshold = .50 (f) Threshold = .60
(g) Threshold = .70 (h) Threshold = .80 (i) Threshold = .90
Figure 4.5: Medium activity test section with increasing thresholds.
images will not be an accurate representation of the actual network but it serves to
compare later methods to. The fraction of the full solar disc detected as network with
this method is given in Table 4.1.
As expected we find that a greater network covering is found when the Sun is active,
due to the presence of the large active regions. The fact that this detection method
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(a) Active test section. (b) Threshold = .20 (c) Threshold = .30
(d) Threshold = .40 (e) Threshold = .50 (f) Threshold = .60
(g) Threshold = .70 (h) Threshold = .80 (i) Threshold = .90
Figure 4.6: Active test section with increasing thresholds.
fails towards the limb though is interesting. It suggests that either the background
correction we applied does not wholly counter the presence of limb darkening or that
the network towards the limb is less bright relative to the surrounding material than
the network at the centre of the Sun.
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(a) Active test section (b) Threshold = .42 (c) Threshold = .43
(d) Threshold = .44 (e) Threshold = .45 (f) Threshold = .46
(g) Threshold = .47 (h) Threshold = .48 (i) Threshold = .49
Figure 4.7: The results of using a fine tuned increasing basic threshold on the
active test section.
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(a) A number of network pixels determined by us.
(b) Network detected by threshold of value 0.45
(c) Network detected by us and the algorithm, with the pixels where these
overlap shown in green.
Figure 4.8: Test of the basic threshold’s effectiveness at the centre of the active
Sun test image.
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(a) A number of network pixels determined by us.
(b) Network detected by threshold of value 0.45
(c) Network detected by us and the algorithm, with the pixels where these
overlap shown in green.
Figure 4.9: Test of basic threshold’s effectiveness at the limb of the active Sun
test image.
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Test Image Detected Network
Quiet Sun 29.74%
Medium Activity Sun 31.06%
Active Sun 41.89%
Table 4.1: The fraction of pixels identified as network at a basic threshold of
0.45 for the three full disc test images.
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4.1.2 Concentric Thresholds
This is also a thresholding method but is a little more complex than the one used
previously. We have already stated that the largest problem with the simple threshold
was its uneven detection of the network over the solar disc. To address this we attempt
to use a different threshold in different areas of the disc. Given the problem seems to
be one of radial differences in the network intensity a solution presents itself - split
the disc into a series of concentric sections, using an appropriately sensitive threshold
within each.
The number of concentric sections used must first be decided upon. If we choose too
few we run the risk of not gaining anything from it compared to the basic threshold,
whereas if we choose too many sections the time taken for the procedure will increase
to the point of being prohibitive.
The previous section suggests that a threshold normalised intensity value of about
0.45 is reasonable so that will serve as the starting point for all thresholds tested here.
Further, we know that the threshold value need not be changed in the centre of the
disk, but that it should be set a little lower towards the limb. It was decided that
separating the disk into three concentric sections would be enough, as this allows us to
account for both the over-detection at the centre of the disk and the under-detection
towards the limb, without increasing the length of the processing time by too large an
amount.
The boundaries of the three sections were set so that the inner section spans from the
center of the Sun out to 0.55 solar radii, the middle section from here to 0.85 solar radii
and the outer section from here to the limb. These boundaries applied to the active
Sun test image can be seen in Figure 4.10.
In attempt to identify possible thresholds to use, rather than just basing them on the
previous method we use the previous basic threshold detection method and calculate
the covering percentage for a large range of values. The hope here is that when the
covering percentage is plotted against the threshold, steep gradients in the trend will
identify important thresholds to be investigated. The thresholds used spanned pixel
values from 0 to 1 at 0.01 intervals and the resulting plot is shown in Figure 4.11.
However, this figure shows a very smooth trend between the covering percentage and
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(a) Inner Section (b) Middle Section (c) Outer Section
Figure 4.10: The three sections used for the concentric thresholding technique.
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Figure 4.11: The network covering percentage plotted against the threshold at
which it was detected.
threshold, with no clear indication of threshold values of particular interest.
Thus, much as we did when testing the basic threshold in the previous section we test
the threshold again on smaller 400 by 400 pixel sections. Unlike earlier where we chose
the sections based on the activity of the Sun here we take a section from each of the
concentric sections shown in Figure 4.10. These sections can be seen in Figure 4.22.
We do not, however, test thresholds within the inner section as although the previous
detection method failed overall, it at least showed that a threshold value of 0.45 is
appropriate for this inner section.
Given that the regions clearly need different thresholds, the range of threshold
values tried in each section differs slightly and can be seen in Table 4.2.
The effectiveness of each method was once again judged by how well it fit to the most
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(a) Test section from the middle concentric
ring.
(b) Test section from the outer concentric
ring.
Figure 4.12: The two test sections used for the development of the concentric
threshold detection method.
Section Thresholds Used
Middle 0.430 0.435 0.440 0.445 0.450 0.455 0.460 0.465
Outer 0.380 0.385 0.390 0.395 0.400 0.405 0.410 0.415
Table 4.2: The thresholds tested in the concentric sections for network detection.
distinctive of the features present in each section while later the detection over the
entire disc will be tested using the zoomed-in images used earlier (Figure 4.1, where
individual pixels are visible.
First we start by determining a suitable threshold for the middle section using the
values given in Table 4.2. The results of this are shown in Figure 4.13.
Figure 4.13 suggests that a threshold value of 0.435 would be most suitable here
as this threshold detects the most network without going beyond the original feature
boundaries.
This process is repeated for the outer section, shown in Figure 4.14,and using the same
criteria a threshold of value 0.405 is chosen here.
While using a different threshold in each area may detect the network in each area
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(a) Test section within mid-
dle concentric ring
(b) Threshold = 0.430 (c) Threshold = 0.435
(d) Threshold = 0.440 (e) Threshold = 0.445 (f) Threshold = 0.450
(g) Threshold = 0.455 (h) Threshold = 0.460 (i) Threshold = 0.465
Figure 4.13: The results of using increasing threshold values for the test section
within the middle concentric ring.
very well we run the risk of when these individual rings are combined back together
there is a clear difference in the network detected in each, resulting in very visible band
like structures in the final image. Figure 4.15 shows just this.
To ensure that this does not happen we combine the individual rings to estimate the
network coverage for the whole disc. This is shown in Figure 4.16.
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(a) Test section within outer
concentric ring.
(b) Threshold = 0.380 (c) Threshold = 0.385
(d) Threshold = 0.390 (e) Threshold = 0.395 (f) Threshold = 0.400
(g) Threshold = 0.405 (h) Threshold = 0.410 (i) Threshold = 0.415
Figure 4.14: The results of using increasing threshold values for the test section
within the outer concentric ring.
Looking at Figure 4.16 it appears that there is no major banding created by the
separate rings but we examine it in more detail to make sure of this. We first take two
small sections of the image, each at a region where the bands meet. We then increase
the size of the inner section so that it overlaps the middle, and increase the size of that
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Figure 4.15: An example of unwanted banding using the concentric section
thresholds.
so it overlaps the outer.
In this overlap section we then mark only the pixels that are detected by both thresholds.
If this aligns with what is detected by the individual thresholds then it suggests that
the transition from one ring to the other is appropriately smooth. Figure 4.17 shows
this for the middle and outer overlap sections with the pixels that are detected by
both thresholds shown in green. This figure shows that the pixels detected by both
thresholds within the overlap section align very well with each separate threshold,
suggesting a smooth detection transition between the regions and so requiring no fine
tuning of the currently used thresholds.
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Figure 4.16: Active Sun test image with final concentric thresholds applied.
Once again to lend some level of qualitative judgement on the methods effectiveness we
look at the very small 125 by 45 pixel sections where we have marked network pixels
(Figures 4.18 and 4.19).
From this we can see that the use of concentric thresholds detects the network very
well at the centre as it detects almost all the ones we designated here. Further, the
pixels detected as network at the limb align with those we designated network much
more than with the use of the basic threshold.
While obviously the percentage of network detected here is larger than was seen
using a basic threshold the relationship between network covering and solar activity
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(a) The original threshold boundaries where
the inner and middle rings meet.
(b) The original threshold boundaries where
the middle and outer rings meet.
(c) The overlap section between the inner
and middle sections with the pixels detected
by both thresholds shown in green.
(d) The overlap section between the middle
and outer sections with the pixels detected
by both thresholds shown in green.
Figure 4.17: A test of whether the concentric thresholds create a smooth overall
detection.
Test Image Detected Network (%)
Quiet Sun 32.29
Medium Activity Sun 35.59
Active Sun 44.73
Table 4.3: The fraction of pixels identified as network using the final concentric
thresholds on the three test images.
remains the same (Table 4.3).
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(a) A number of network pixels determined by us.
(b) Network detected by the final concentric thresholds.
(c) Network detected by us and the algorithm, with the pixels where these
overlap shown in green.
Figure 4.18: Test of concentric threshold’s effectiveness at the centre of the
active test image.
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(a) A number of network pixels determined by us.
(b) Network detected by the final concentric thresholds.
(c) Network detected by us and the algorithm, with the pixels where these
overlap shown in green.
Figure 4.19: Test of concentric threshold’s effectiveness at the limb of the active
test image.
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4.2 Morphology Based Detection
Feature detection methods based on the feature morphology have become more com-
monplace within the sciences as the methods have improved. While they were originally
developed for use on binary images they have been extended to grayscale images and
even 2D full colour images [27]. While these methods may have become almost ubiq-
uitous they are still rather computationally intensive and very time consuming. They
should, however, be immune to many of the issues that the previous methods had
when dealing with a varying brightness, as they work solely on the shape of a feature
rather than its absolute or relative brightness. To understand the detection algorithms
developed in this section there are several mathematical morphology concepts and
definitions that must be explained.
In grayscale, 2D morphology images are viewed as functions mapping Euclidean
space into R ∪ {∞,−∞} with R being a real number between ∞ and −∞. and the
basic morphological operations are dilation and erosion.
Integral to both of these operations are objects called structuring elements. These
objects are what the images are dilated or eroded with and so share the same number
of dimensions and are also represented by a function. If the structuring element is rep-
resented by the function b(x) then it is defined by Equation 4.1 where B is a subset of E.
b(x) =
 0, x ∈ B,−∞, otherwise, (4.1)
With the structuring element thus defined and the image defined as the function a(x)
then the dilation of a with the structuring element b, (a⊕ b), is given by Equation 4.2
[28].
(a⊕ b)(x) = sup
y∈E
[a(y) + b(x− y)] (4.2)
This is perhaps more intuitively explained through a visual representation of the
process. The structuring element can be viewed as an arbitrary array of 1s and 0s that
can take any shape or size. The 1s are defined as foreground and the 0s as background
with the central element known as the origin. Figure 4.20 shows three examples of
such structuring elements.
The dilation process superimposes one of these structuring elements over every pixel
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Figure 4.20: Three different structuring elements with the foreground regions
shown in black and the origin as a small white circle.
in the image to be dilated. The value of the pixel falling within the origin of the
structuring element is then changed to the highest found throughout the foreground
of the structuring element. What this serves to do is extend the boundaries of any
pixels brighter than their neighbourhood, essentially causing any bright features found
to grow [27].
Erosion is simply the dual operator to dilation and so causes bright features to shrink
rather than grow. If using the same image and structuring element as before then the
erosion of a(x) with b(x), (a	 b), is given by Equation 4.3.
(a	 b)(x) = inf
y∈B
[a(x+ y)− b(y)] (4.3)
Along with dilation and erosion the two other fundamental morphological opera-
tions are opening and closing. These are much more simply defined than the previous
two operations, as an opening is simply the dilation of an erosion and a closing the
erosion of a dilation. Using the same definitions as in Equations 4.2 and 4.3 an opening
is denoted as (a ◦ b) and a closing as (a • b) [29].
Openings are generally used for the removal of noise from an image as they cause small
bright features to disappear. A closing on the other hand removes small holes from an
image, that is small features darker than their surroundings.
88 4: Network Detection
4.2.1 Morphological Dilation
A basic morphological technique (top-hat filtering) has already been used in this work
(Section 3.2.3) to create a background intensity. A similar technique is used here as
part of a more complex algorithm to detect the UV network.
It is already known that a morphological dilation of an image causes bright features to
grow out beyond their original boundaries. Of course growing out the bright features
in our images would make the network unidentifiable if they are grown too far. There
is however a way to use dilation to emphasise the network compared to the background
rather than blurring it beyond recognition. The things required for this are a mask
image containing the original boundaries of the features and a marker image that
contains the locations of all the features. The mask image is the simplest to obtain,
we need an image that contains the original boundaries of the features we wish to
detect and of course the original image itself fulfils this. The marker image is not much
more difficult to create. As the marker image need only contain some of the pixels
from within each feature, as the dilation process will grow these pixels out, we simply
subtract a constant value from every pixel in the image and use this as the initial
marker image.
The first step of this process is to dilate the marker image and then compare it to
the image containing the feature boundary information. A new image is then created
in which each pixel has the minimum value of those in the two compared images.
This means that the brightness from the pixels at the centre of features can spread to
adjacent pixels over the many iterations of the dilations but it cannot extend beyond the
original bounds of the feature due to the minimum taking step. This new image then
becomes the marker image and is then dilated and the process repeats until no changes
are observed. At this point all the brighter features should have become uniform in
intensity, as should all the background pixels, allowing for easy identification of the
features.
Like the other detection algorithms there are variations on this algorithm that must
be tested and compared to find the most effective. Here we use the same small test
sections seen in Figure 4.3 to judge the effectiveness of the method as we develop it.
To begin the detection process we now need the images with feature boundary and
4.2: Morphology Based Detection 89
(a) Quiet marker. (b) Medium marker. (c) Active marker.
Figure 4.21: The marker images for each of the morphological test sections.
position data. The test sections seen in Figure 4.3 are used as the mask images as
they obviously include the original boundaries of the features. For the marker image
we subtract a constant from the mask. The value of the constant subtracted here was
1.5. We now have the images to be dilated (Figure 4.21).
Given that the dilation requires a structuring element (that can be of any arbitrary
shape and size) to function there are many options that need to be explored. We can
quickly narrow down an appropriate shape for the structuring element however. It is
generally the case that structuring elements that contain straight edges and defined
corners are better suited when trying to detect features that have similar properties.
Smooth features of an arbitrary shape are best detected using a circular structuring
element. The UV network definitely falls into the latter of these categories and so
we will use circular structuring elements in our detection algorithms. Further, the
structuring element must be similar in size to the features we are attempting to detect.
Since the long-term goal is to use this algorithm on 1000s of images without user
interference we cannot pick and choose a size of structuring element to best suit each
individual image so a compromise must be made. We thus choose a circular structuring
element of diameter 30 pixels as this is similar in scale to the majority of the network
while not being too small compared to the less common larger active regions.
While the process has already been thoroughly described qualitatively a visual
representation aids in understanding the steps. Figure 4.23 shows the marker images
for each test section with subsequent images showing the results of dilating with the
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(a) The medium activity test section. (b) The same section after 20 iterations.
Figure 4.22: A comparison between the original test image and the results of
the morphological processing.
circular structuring element of diameter 30 pixels and then taking the minimum of the
two images an increasing number of times.
If we compare the results of this process with the original it was used on (Figure 4.22)
it is obvious that the network becomes much clearer. That is, the network starts to
become even in colour and all pixels that are not network become black. When this
process is complete we will then hopefully be left with a binary image where the entirety
of the network is represented by one colour of pixel.
After demonstrating that a structuring element of that size and shape could be
used successfully to detect the network the algorithm was then used on the full disc
active test image until completion.
Again we need look at the detections by this method in more detail by comparing it to
the network defined by us at a pixel level. Figures 4.24 and 4.25 show this comparison.
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(a) Quiet marker. (b) Medium marker. (c) Active marker.
(d) One iteration. (e) One iteration. (f) One iteration.
(g) Five iterations. (h) Five iterations. (i) Five iterations.
(j) 20 iterations. (k) 20 iterations. (l) 20 iterations.
Figure 4.23: The results of increasing iterations of the morphological network
detection on three test sections.
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(a) A number of network pixels determined by us.
(b) Network detected by the final morphological dilation.
(c) Network detected by us and the algorithm, with the pixels where these overlap shown in
green.
Figure 4.24: Test of morphological opening’s effectiveness at the centre of the
active test image.
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Test Image Detected Network (%)
Quiet Sun 42.26
Medium Activity Sun 46.58
Active Sun 58.06
Table 4.4: The network detected using the final morphological detection on the
three test images.
These figures show that like the previous two methods the morphological opening
detects well at the centre and just as the concentric threshold method did it also detects
well at the limb.
However, it is clear from these two figures that this method detects significantly more
than the concentric thresholds did. The detected sections are also much more conjoined
than we have previously seen with fewer small individual sections. This is a direct result
of this method been based on shape and not brightness.
When this method is applied to the three full disc test images the fraction of the disc
found to be network is noticeably higher than previously (Table 4.4).
This higher percentage is likely due to the fact that the network does not have sharp
and clear boundaries and often seems to blur into the surrounding material. Since this
detection method is based on the shape of the network rather than its brightness it
likely over detects at these blurred regions.
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(a) A number of network pixels determined by us.
(b) Network detected by the final morphological dilation.
(c) Network detected by us and the algorithm, with the pixels where these overlap shown in
green.
Figure 4.25: Test of morphological opening’s effectiveness at the limb of the
active test image.
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4.2.2 Granulometry
The last of the methods used to detect the UV network was another form of mor-
phological analysis, called Granulometry. Here, rather than using a dilation we use a
series of openings. Earlier we defined the opening of an image a(x) with a structuring
element b(x) as (a ◦ b), that is as the dilation of an erosion. This of course means that
this method will also be very time consuming when compared to the brightness based
detection methods.
Granulometry determines the size distribution of objects within an image and then
detects those objects. It accomplishes this by performing a series of openings of increas-
ing size so that after each opening objects of different sizes are left. This is a rather
robust process that has been used previously for feature detection and has frequently
shown success [30].
The first step required to use this algorithm for feature detection is the determination
of the scales at which objects appear. This is done by performing a series of openings
of increasing size and calculating the remaining intensity surface area, that is the sum
of the remaining pixel values in the image.
When this sum of intensity values is plotted against the opening at which it was calcu-
lated a decreasing trend should be observed. If there is a sharp increase in the gradient
of this trend between any two openings then that is a suggestion there are objects
present of that size. To more easily identify these sharp drops one need only take the
derivative of the intensity area and identify the minima of the resulting plot.
As this is another morphological technique we use the smaller test sections created
earlier (Figure 4.3) to limit the computing time during preliminary tests. Using the
quiet section test image we perform the series of openings required and the subsequent
differentiation to identify possible scales for features. These plots are shown in Figure
4.26.
There are a large number of minima present in Figure 4.26 suggesting that there are
objects existing on many scales. The two most prominent minima occur at openings
of radius 2 and 5 pixels. If we examine the objects relating to these openings we find
the detected ‘features’. These are shown in Figure 4.27. It is clear from this that
this method does not work at all as well as was hoped. It certainly detects something
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(b) The differential of the surface intensity values against the radius of the openings.
Figure 4.26: The two preliminary plots from the use of granulometry.
and the location of the brighter objects within the images shown in Figure 4.27 does
vaguely align with the location of the UV network in the test image. It seems that this
method would possibly work well at detecting objects that were all of a similar size
and shape but struggles when the features vary as much as the UV network does.
All this means is that this morphological granulometry algorithm is not a feasible
candidate for the detection of the UV network.
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(a) Opening features at a radius of 2 pix-
els.
(b) Opening features at a radius of 9 pix-
els.
Figure 4.27: The resultant features at two scales from a granulometry based
network detection.
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4.3 Comparison of Methods
The network detection algorithm chosen will be applied to several thousand images.
These images will all be of roughly the same average brightness but the network and
presence of large active regions will vary over the dataset. Thus the selected method
needs to be capable of detecting the network equally well across all levels of solar
activity. Also, just as we had to consider it for the background correction, the time
taken for each method is an important factor.
The behaviour of the network, or at least how its position and covering percentage
evolves over time, is not well understood. This means there are no known definitive
qualities we would expect to see that we can compare to our findings and thus judge
them, though some similar work has been done by others in this area (admittedly not
at the wavelength we have examined here). This leaves us with the method that has
been used so far throughout this work, a combination of whether the detection appears
correct and on much smaller scales how it compares to pixels we have designated to be
network.
Clearly we can rule out the use of granulometry as a detection method. Further,
the use of a basic threshold must also be ruled out. While it was capable of detecting
the network well, at points a static-valued threshold was just incapable of dealing
with even small variations in pixel value across the disc, as was seen by its failure to
detect network at the solar limb. However given its simplicity this method was also
the quickest of the three candidates left (Table 4.5).
This leaves the concentric thresholds and the morphological dilation as candidates for
the most suitable detection methods. Both of these adequately counter the issues with
the basic threshold, being able to detect the network in darker parts of the image. It
could be argued that the dilation detection method is more reliable than the concentric
thresholds as it based solely on the shape of the network. However, we must consider
the length of time each method takes to run. Again looking at Table 4.5 we can see
that the time taken for the morphological dilation detection is two whole orders of
magnitude greater than that of the concentric thresholds.
Such a large time for the completion of the dilation detection algorithm is prohibitive,
and so the use of concentric thresholds is deemed the most suitable. Further, it can
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Method Average Time Taken (s)
Basic Threshold 0.65
Concentric Threshold 1.42
Morphology 296.57
Table 4.5: The time taken for each UV network detection method.
easily be argued that while the morphological detection works equally well across the
whole disc it slightly over-detects across the whole disc too. Thus concentric thresholds
will be used on the thousands of images analysed in the upcoming chapter to investigate
the behaviour of the solar UV network.
We have successfully developed a method to detect the network over several years
worth of UV observations, though it is possible the network detected is systemati-
cally over or under estimated due to the somewhat subjective nature of our detection
method. Such an error being systematic across all detections however means that we
can investigate the behaviour of the UV network over the life time of the mission.
Chapter 5
Behaviour of the Network
As detailed thoroughly in the previous chapter a method to detect the UV network was
successfully developed. There are obvious issues with the evaluation of such a method
and thus its ability to confidently estimate the absolute network covering percentage
for an individual image. However, given that the same method can be applied to
multiple images over the lifetime of the SDO mission it can be used to systematically
examine the relative behaviour of the network. Further, we can also compare the
relative variability of the UV network to other measures of solar variability.
5.1 Temporal Behaviour
The first and most obvious examination of the network’s behaviour is to examine its
variation, if indeed there is any, over time. Due to the high cadence of the AIA imaging
system the behaviour of the UV network can be examined in great detail over short
time periods but the lifetime of the mission makes any long term analysis difficult as
the data only goes back five years.
5.1.1 Short Scale
With the frequently sampled SDO observations, we can examine the short time-scale
behaviour of the network at a relatively high cadence.
December 2014 was chosen as the month to be examined, we analysed 12 images a day
every 2 hours beginning at 1AM on the 1st of December up until 11PM on the 31st.
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This amounts to 372 images analysed, a process that took 2492 seconds to complete.
Figure 5.1 shows the results of this analysis.
What is immediately obvious from Figure 5.1 is that the percentage covering of
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Figure 5.1: The covering percentage of the UV network throughout December
2014.
the network detected here is significantly less than was detected in the test images
earlier (4.3. There we were seeing a covering percentage of 30-45% where as here the
percentage fluctuates over the range of 5-20%. Aside from this very large disparity in
the covering percentage range (which is discussed briefly in the following section and
detailed thoroughly in Section 5.2.1) the covering percentages detected here frequently
fluctuate by a factor of two with a clear and pronounced increase by a factor of 3
around the middle of the month. One month alone is not enough to begin to draw
conclusions from the data and the so the range investigated is extended. We repeat
the previous examination for the entirety of 2014.
For the investigation over the course of 2014 we reduce the cadence at which we sample
to save both time and storage. We now sample three images per day; at midnight, 8AM
and 4PM. Though a reduced cadence this is still a comprehensive sampling over the
course of a year. Figure 5.2 shows that the mid monthly increase in covering percentage
of the network observed for December is not an isolated phenomenon but observable
for every month of 2014.
This almost monthly feature is easily explained if we consider it to be related to the
rotation of the Sun. The equatorial regions of the Sun rotate at a period of about 26
days with this increasing to 36 at the poles [31]. As the Sun rotates so to do the large
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Figure 5.2: The covering percentage of the UV network throughout 2014.
active regions and sunspots on solar surface. These large regions are detected as part
of our network detection algorithm and thus as these appear on one limb of the Sun
and rotate off the other we can expect our detected network to similarly increase and
fall off.
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5.1.2 Long Scale
The longest scale on which we can examine the behaviour of the UV network is from
the current date back to the launch of the SDO mission in 2010. In astronomical terms
this is far from enough to make any significant long term analysis but analysis on such
a scale is far from meaningless as it is still a significant portion of a solar cycle - during
which we expect to see the contributions of active regions changing. Image data at
these wavelengths does exist from before the launch of SDO but either the resolution
of these older images is not sufficient for this work or the data is not ‘full-Sun’. We
thus restrict ourselves to the data available from SDO.
To examine the behaviour of the network at this time-scale we simply repeat what
was done earlier for a month and a years worth of data. The frequency at which we
sample the images must be reduced yet again to make our analysis feasible. We choose
to investigate the period spanning from January 2011 up until Dec 2014 - taking one
image a day, at 1AM, giving us a total of 1440 images.
We can see in Figure 5.3 the results of this examination. First, it is encouraging to see
that the apparently monthly variations in the covering percentage that were observed
earlier are still present here, from 2012 onwards at least.
We also here gain some insight into the low network covering observed earlier. It can
be seen that the covering fraction post January 2012 is consistently around 10% but
much larger for the period preceding this. Before this the detected network is much
more in line with the percentages found using the test images. All of the test images
were taken from this time period (all coming from the first half of 2011), meaning of
course that perhaps the problem is with these images and not the images post January
2012. However, we had come to the conclusion that the percentages detected using
the test images were reasonable, suggesting that the issue is in fact with the majority
of images tested. This of course is not a reassuring conclusion, though it does have a
plausible explanation (5.2.1).
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Figure 5.3: The covering percentage of the UV network from January 2011 to
January 2015.
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5.2 Comparison with other measures of Solar Vari-
ability
We now know how the solar UV network varies over short timescales but there is still
the rather large unsolved issue of its sudden, and severe, drop in covering percentage in
January 2012. Examining the relationship between the covering percentage and other
measures of solar variability will perhaps offer insight as to the cause of this disparity.
Further, such examinations could also serve as a check on the effectiveness of our
detection algorithm and even offer new information as to the nature of the network.
5.2.1 Brightness
5.2.1.1 Comparison with Brightness
Earlier, in Section 2.2.0.2, we plotted the average brightness of each image examined
over the last four years of the SDO mission. Here we plot that average brightness
together with the network covering percentage for the same time period. It is already
known that the presence of the network increases the Total Solar Irradiance, and hence
the brightness, of the Sun and so it should follow that there would be a correlation
present between the average brightness and the network coverage.
If we momentarily ignore the large drop observed at the start of 2012 that we
earlier concluded could be attributed to infrequent flatfielding then we can see that a
correlation is indeed present (Figure 5.4). Throughout the data post 2012 we know that
there should be nothing affecting the average image brightness that is not physical (the
exposure time is relatively constant throughout the mission and flatfields were taken
at appropriate intervals after 2012). Thus when we observe that small fluctuations in
the brightness coincide with spikes in the covering percentage we can conclude that it
is the network covering percentage causing these fluctuations.
Returning to the large drop present at the start of 2012 it makes sense that if there was
a drop in the brightness of every image there would be a drop in the network covering
percentage given that the detection algorithm that was settled upon is dependent on
the brightness of the pixels. Since the algorithm was perfected using test images from
the period before the drop in brightness it severely under-detects the network in the
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Figure 5.4: The covering percentage of the UV network and the average bright-
ness of each image from January 2011 to January 2015
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darker images.
The plus side to this is that the issue is seen to be a problem with the data rather than
our detection algorithm. Since we know that the detection algorithm works well for
the brighter images, and that the drop in brightness is very similar to the drop in the
network detected, we can simply apply an appropriate correction to all the calculated
network coverage values that are affected by this issue.
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5.2.1.2 Correction of Network Covering Percentage
An appropriate correction must be applied to the network covering percentage so that
we can gain a true understanding of its temporal behaviour. We understand now that
the problem encountered is a result of the application, or lack thereof, of flatfields.
Given that flatfields result in a change in the response of each pixel the correction
applied must be multiplicative in nature. Before January 2012 we observed network
covering percentages in the range of 30% while after they fell to around 10%. As
such an appropriate correction would be to increase the affected covering percentages
by a factor of 3. Although this is an ad hoc correction it is motivated by a known
change in the observing conditions so we expect that the results are still adequate for
an examination in comparison to other features.
The results of this correction can be seen in Figure 5.5.
The network covering percentage is now much more consistent over the 4 year period.
A further comparison between this now corrected network covering percentage and the
average image brightness (5.6) clarifies the correlation between the two. There is the
same roughly downward trend apparent throughout 2012 and much of 2013 with an
increase seen in both brightness and network covering fraction towards the end of 2013
and in the beginning of 2014.
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Figure 5.5: The covering percentage of the UV network from January 2011 to
January 2015 with a correction applied.
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Figure 5.6: The corrected covering percentage of the UV network and the
average image brightness from January 2011 to January 2015.
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5.2.2 F10.7 Flux
The F10.7 Flux is, as it sounds, simply a measure of the radio flux emitted by the Sun
at a wavelength of 10.7cm (or 2800MHz). It generally ranges from 50 solar flux units
(s.f.u) to as high as 500 s.f.u and above, where 1 s.f.u is equal to 104Jy. The F10.7
flux arises high in the chromosphere and into the corona, with coronal contributions
through bremsstrahlung and gyroresonance mechanisms [32]. It is one of the longest
records of solar variability, and one of the most easily recorded, with daily records
dating back to 1947 [33].
It is frequently used in the reconstructions of solar EUV flux and is known to correlate
well with TSI and sunspots [34] [35] and as such we would expect at least a small level
of correlation between the F10.7 flux and our detected network.
Using the F10.7 measurements provided by Leif Svalgaard [36] we plot the F10.7 flux
and corrected network covering percentage over the January 2011 to January 2015
period. What we observe is that there is indeed a correlation between the two. The
large scale trends over the 4 year period line up very well and even the shorter scale
fluctuations on the periods of months appear to correlate. This correlation lends a
certain amount of credence to out detection algorithm in that it shows that the relative
behaviour of our detected network is as expected.
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Figure 5.7: The corrected covering percentage of the UV network and the F10.7
flux from January 2011 to January 2015.
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5.3 Behaviour of the Quiet Sun
While the previous sections deal with the behaviour of the network and its relations
with other measures of solar variability they do highlight a small issue. Some of the
behaviours observed, such as the monthly fluctuation, and even the correlations with
the F10.7 flux could be wholly attributed to active regions. That is, they may not
be down to the more distributed network that we find between granulation cells but
instead the large active regions often present in bands north and south of the equator
of the Sun.
This section deals with the attempt to either remove these large active regions from
our detection algorithm or otherwise account for them. This way it is hoped we could
get a truer representation of the quiet Sun’s network behaviour.
5.3.1 Removal of Active Regions
The ideal approach here would be to remove the active regions completely from our
detection methods so that the covering percentage we calculate only corresponds to
the ‘true’ quiet Sun network. We describe below the two methods used to try and
remove the large active regions from our detections. It should be noted that for these
two methods a different test image was used, seen in Figure 5.8.
This image was specifically chosen as it has large distinct active regions and (high-
lighted by the two red boxes) clear areas of quiet Sun should the removal of said active
regions be unsuccessful.
5.3.1.1 Singular Spectrum Analysis
Singular Spectrum Analysis (SSA hereafter) is a nonparametric spectral estimation
method that was originally developed for use with time series data. Its aim within
time series analysis was the decomposition of a time series into several meaningful
components [37]. It is important to note here that the use of the word ‘spectrum’
relates to the ‘spectrum’ of eigenvalues used in the decomposition method.
Since its original inception the applications of the basic SSA methodology have been
extended into many areas and it is now possible to use a more advanced version of it
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Figure 5.8: The test image used for active region removal with two quiet areas
shown in red.
for large scale feature extraction, hence the motivation for its use here [38].
The SSA methodology is perhaps best explained using the most basic example, a
simple time series TA. If TA = (t1, ..., tA) this can be decomposed into several compo-
nents, where each component represents either a trend, periodic component or noise.
The technique itself has two stages, a decomposition followed by a reconstruction, each
of which consists of two further steps themselves. The steps are as follows: for de-
composition; ‘Embedding’ and ‘Singular value decomposition’, and for reconstruction;
‘Grouping’ and ‘Diagonal averaging’.
The embedding stage transfers the one dimensional time series TA into the multi-
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dimensional series B1, ..., BX with the vectors Bi = (ti, ..., ti+L−1). Here X = T −L+1.
The parameter L introduced here is the only parameter throughout the entire SSA pro-
cess that needs to be predetermined. It is called the ‘window length’ and is simply the
scale limit at which the periodicity in the components is searched. This step creates
a ‘trajectory matrix’ B = [B1, ..., BX ] = (bij)
L,X
i,j=1 which is operated upon throughout
the subsequent steps.
The next step, singular value decomposition (SVD), takes the trajectory matrix created
earlier and first computes a new matrix S such that S = BBT . From this we take the
eigenvalues, λ1, ..., λL, in decreasing order of magnitude so that (λ1 > ... > λL > 0),
and the eigenvectors corresponding to these eigenvalues are denoted by U1, ..., UL. We
then set d = rankB =maxi, such that λi > 0. If we then denote Vi = B
TUi/
√
λi the
SVD of the trajectory matrix B can be written as B = B1+...+Bd with Bi =
√
λiUiV
T
i .
With the decomposition now completed we move on to the complementary SSA stage
- reconstruction. We begin this by creating a series of subsets I1, ..., Im where m is the
number of subsets created, which in this case corresponds to the number of components
we wish to decompose the original time series to. If we set I = i1, ..., in then the matrix
BI corresponding to the group I is BI = Bi1 + ... + Bin. The final stage of the SSA
process now follows. Each of these matrices I is diagonally averaged and the result
of this averaging is an additive component of the original time series. Each of these
components can either then be viewed individually to analyse any periodic behaviour
or reconstructed into the original series.
The SSA technique is far from trivial but can be easily adapted from its use in
time series to be used in images. The only change between the two methods is that
the window length L explained earlier now becomes a box with a width and height.
The resultant individual components from using the SSA technique on an image are
thus images of the same size of the original but, rather than each representing periodic
patterns in a time series, they now show features present in the original image over a
span of scales.
We (with the assistance of Dr. Jaime Zabalza from the University of Strathclyde)
similarly extended the basic SSA procedure to a 2D version to be used here.
The effects of using SSA on the active Sun test image, with a window size of 500 by
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500 pixels and decomposing into 4 components is shown in Figure 5.9.
In general the use of SSA results in simply very blurred versions of the original image,
(a) The first SSA component. (b) The second SSA component.
(c) The third SSA component. (d) The fourth SSA component.
Figure 5.9: The resultant components from using SSA on the active Sun test
image.
but hopefully with different features appearing in the different components. Figure
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5.9 shows that the first SSA component approximates the average brightness of the
full disc with no clearly visible features. This of course is not particularly helpful
here. When we look at the second through fourth components however (Figure 5.9)
brighter features begin to stand out from the background, though they are clearest
in the fourth component. If we compare these to the test image used (5.8) it is clear
that these brighter blurred sections represent the large active regions present as was
hoped. While the large active regions found in this particular image are visible in
the SSA components they are not clearly defined and distinct from the background.
The lack of a clear edge on the detected active regions in Figure 5.9 means that they
cannot adequately be removed from a full disc image to leave the quiet Sun network.
This failing may be due to both the arbitrary shape and size of the solar features.
This shortcoming would be by itself enough to mark this method unsuitable for the
hoped purpose but it is also extremely computationally intensive. Attempting the SSA
procedure on the full resolution 4096 by 4096 pixel image takes several days for each
individual image, clearly a prohibitive amount of time. Given that we are trying to
isolate large features here we can reduce the resolution of the images without worrying
about the fine scale network but even with the images reduced to 10% of their original
size the process takes at least an hour.
118 5: Behaviour of the Network
5.3.1.2 Increasing Gaussian Filters
The use of gaussian filters is significantly simpler than the SSA method described in
the previous section, but the output is very similar. We use the same process we used
earlier in Section 3.2.2 to create a background though with a few changes here.
As we already know convolving an image with a gaussian filter blurs the image, and
the amount by which it is blurred is determined by the size of the filter used in the
convolution. The theory here is that we could use ever-increasing filter sizes to blur
the image to greater and greater extents and subtracting these blurrings from one
another would leave behind the features present at the scale of those blurrings. For
example, if we performed a series of 10 convolutions with 10 differently sized filters,
resulting in ten different images blurred by different amounts, and then subtracted the
9th image from the tenth we should be left with an image that has only the features
present at the tenth scale. We use that concept here to try and isolate the large active
regions, using 4 filters of increasing size. Figure 5.10 shows the resultant images after
subtracting the first filtered image from the second; the second from the third and so
forth. The resultant images shown in Figure 5.10 are very similar to those created by
the SSA and would lead to similar problems when trying to remove them. The active
regions have indeed been highlighted but once again their boundaries are not sharp
and clear; we have obtained an approximate indication of the active regions locations
rather than strict boundaries which can be used to remove them. The bonus to this
method, compared to the use of SSA at least, though is that it is a relatively quick
process, taking no more than a minute per image.
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(a) Active regions detected at a scale of 100
pixels.
(b) Active regions detected at a scale of 70
pixels.
(c) Active regions detected at a scale of 40
pixels.
(d) Active regions detected at a scale of 10
pixels.
Figure 5.10: The resultant images from using a series of increasing gaussian
filters to detect active regions.
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5.3.2 Behaviour of ‘Quiet’ Areas
Given that the complex method of removing the active regions detailed in the previous
section was rather unsuccessful a much simpler, though less comprehensive method, is
developed here.
Rather than try to remove the active regions what we do is simply examine sections
of the Sun that will never have active regions present. The active regions only ever
form in a band across the center of the Sun, meaning that the regions around the poles
are always free of active regions. Thus it can be assumed that a region taken here is
representative of the entire Sun without active regions.
To examine this we take two regions measuring 800 by 200 pixels from the top and
bottom of the Sun. The locations of these sections can be seen in Figure 5.8, and are
highlighted by two red boxes.
The same detection algorithm using a series of concentric thresholds is used as earlier
but once the network is detected the quiet areas shown above are simply cut out. A
new value is then calculated for the covering percentage of the network within these
smaller regions, with the same multiplicative correction applied that was used earlier
on the full disc images. We then plot this over the same time period as we did earlier
to see how the quiet Sun network varies. What we find is shown in Figure 5.11. While
there are still monthly fluctuations present they are now less pronounced than they
were for the full disc images, their peaks now several percent lower. Due to this it
would appear that the covering fraction of the quiet Sun network does vary slightly on
short monthly scales but is overall more consistent than the whole, active, Sun.
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Figure 5.11: The covering percentage of the network within the two active
region free areas of the Sun from January 2011 to January 2015.
Chapter 6
Discussion and Conclusions
6.1 Accomplishment of the Initial Aim
The initial aim of this thesis work was to develop an automated method of accurately
measuring both the absolute value of the solar UV network covering fraction and its
behaviour and correlation with other measures of solar variability.
This was to be done through the development of an automated algorithm to detect the
network and thus quantify its covering percentage.
Chapter 4 describes this process and here we demonstrated a certain level of success
in our primary aim. Through the use of a series of concentric thresholds we were able to
estimate the covering fraction of the solar UV network on three test images. We found
that the covering percentages were, for a quiet, mid activity and active Sun; 32.29%,
35.59% and 44.73% respectively. We cannot however confidently state that these are
the correct absolute values. They more correctly represent the relative covering of the
UV network. Attempts were made to justify these covering fraction values in terms of
the ‘baseline’ provided by a human observer but it remains the case that these are still
somewhat subjective.
In Chapter 5 we explored the behaviour of the UV network and its correlation with
other methods of solar variability.
We were able to effectively use the detection algorithm developed in Chapter 4 on large
data SDO sets to observe the temporal behaviour of the network. We discovered that
there was a long term variability in the covering percentage of the network with it
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falling significantly and then slightly rising over the 4 years analysed. Further, a clear
monthly variation perhaps related to the rotation of the Sun was present.
Comparing our detected network to the F10.7 radio flux and finding a strong correlation
on both long and short timescales helped to indicate the effectiveness of the algorithm
for network behaviour monitoring.
We did not manage to remove the active regions from our detection algorithm to fully
investigate the behaviour of the quiet Sun network compared to the active. We were
however, through the use of two ‘always-quiet’ sections of the solar images, able to
successfully demonstrate that there is less variation in the quiet Sun network when
compared to the active Sun.
We were not able to demonstrate full automation as corrections to the covering
percentage were required. Though this is partly the fault of the data and not wholly
down to our algorithm and it is thought full automation could be demonstrated in the
future.
6.2 Problems Encountered
The first problem faced in this thesis work was the initial presentation of the data.
It was inevitable that a large part of this work would rely on the visualisation of
the data and a human observer been able to easily identify features. The original
data range of the images made this difficult though within Chapter 2 we were able to
account for this. Also in Chapter 2 we dealt with the size of the images. Using such
high resolution data was always going to be necessary for this work but was also not
without problems, namely the acquisition, storage and most importantly, the use of
this data. A strict time constraint for the work was in place and so it was not possible
to test our algorithms on many images. This we accounted for by carefully choosing
three test images to represent all the properties needed to develop our algorithms.
The lack of flatfielding first mentioned in Chapter 2 presented issues in our later
work. The detection algorithm was affected by this lack of flatfielding but a solution was
found. The solution took the form of a retroactive correction applied to the calculated
network covering percentages.
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Such a correction should not diminish our results too much as though it was slightly
ad hoc it was well justified.
The most prevalent problem encountered throughout the entirety of this work was
the definition of the network itself. It is known that the network should be brighter
than the surrounding material and should form a web-like structure. However, what
this looks like on a pixel scale is not quite so easily defined. At this level it is all but
impossible to definitively draw the boundaries of the network and as such there is no
avoiding a certain level of subjectivity.
6.3 Future Work and Improvements
As detailed above, many of the issues present are down to the nature of the network
itself. As such, until more is known about the nature of said network the improvements
that can be made to this detection method are a little limited. A more thorough
knowledge of the causes of the photospheric network would hopefully lead to a better
understanding of its boundaries and so aid in the future improvement of the algorithms
presented here.
Given a less restrictive timescale there are aspects of the work presented that could
be improved upon. The most obvious of these is in the cadence at which we sampled
images when we observed the networks behaviour. With more time to analyse the data,
and more space to store it, more comprehensive measurements of the network’s covering
percentage over time could be gained. Further, we could improve on the subjectivity
of the detection algorithm slightly given more time, and volunteers. Where we took
small sections of the image and marked some of the pixels that we determined to be
network we could instead mark all the pixels we felt were network. This could be done
by many people also giving a more accurate representation of the network to measure
the detection algorithms against.
It would also be desirable to apply the morphological dilation detection algorithm to the
full four years of data. Here there was only time to fully explore the most promising
method but comparisons of two methods that gave quite similar results could offer
useful insights.
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It is hoped that in the future such an algorithm as presented here could continue
to be used on recent SDO data and even further developed for use on older data. The
ability to measure decades worth of the UV network’s behaviour as opposed to only
four years could potentially aid in the future understanding of its nature.
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