In recent years, the problem of community structure detection has attracted more and more attention and many approaches have been proposed. Recently, Newman pointed out that this issue can be transformed into the problem of constrained maximization of the assignment matrix over possible divisions of a network. He presents further that this maximization process can be written in terms of the eigenspectrum of the "modularity matrix". On the basis of this work and the vector partition approach in computer science, we propose a kind of multiway division approach for detecting community structure of complex networks. Experimental results indicate that the algorithm works well and is effective at finding both good communities and the appropriate number of communities.
Introduction
Many systems can usefully be represented as networks or graphs-collections of vertices joined in pairs by edges. Examples include the Internet and the World Wide Web, citation networks, social networks, and biological and biochemical networks of various kinds [1] [2] [3] .
The problem of detecting and characterizing the community structure is one of the outstanding issues [4] [5] [6] [7] . There are different formal definitions of community structure; the most popular one is based on the relative frequency of links. In this case communities are seen as groups of nodes within which connections are dense and between which connections are sparser [8, 9] . The community structure has been empirically found in many real technological, biological and social networks. They are believed to play an important role in the functional properties of complex network structure, and so detecting such structure could be of significant practical importance. For instance, in information networks, detecting the community structure allows one to mine information in a more efficient way, narrowing the exploring of a network as large as the World Wide Web to a limited portion of it [10] . When used in the analysis of large collaboration networks, such as companies or universities, communities reveal the informal organization and the nature of information flows through the whole system [11, 12] .
The problem of finding communities is closely related to the problem of graph partitioning in computer science and hierarchical clustering in sociology [13] . The traditional algorithms that come from the two subjects provided the inspiration for detecting the community structure. We can find impressions of these classical algorithms more or less from the approaches adopted in recent years for detecting community structure. In [13, 14] , Newman and Boccaletti et al. look back on the above traditional approaches, review some methods newly proposed in the physics community, and compare the performances of different algorithms. Here, we will give more consideration of the algorithms based on spectral analysis.
Previous approaches to graph partitioning from spectral analysis have been mostly developed in the computer science community. Spectral analysis provides a tool for bi-partitioning. Many networks contain more than two communities, so we would like to extend the method to find good divisions of networks into large numbers of parts. In practice, most approaches to graph partitioning have been based on iterative bisection. When applied to finding community structures these methods have the disadvantage that repeated bisection is not guaranteed to reach the best or most natural partition in general cases. Moreover, they give no indication of when the bisection should terminate, and thus need extra information on the expected number of communities [15] .
This raises a new problem: How do we know when the communities found by the algorithm are good ones? To get round this problem, Newman introduces a benefit function "modularity", often using the symbol Q to represent it. The modularity is the number of edges falling within groups minus the expected number in an equivalent network with edges placed at random. This quantity, it is claimed, is high for good community divisions and low for poor ones. Thus, one can search for community structure precisely by looking for the divisions of a network that have positive, and preferably high, values of the modularity. It can also be used to automatically select the optimal number of communities p, by finding the value of p for which Q is maximized. In his recent paper [15, 16] , Newman uses the modularity matrix and the assignment matrix to represent the modularity. He shows that the problem of multiway division of community structure can be transformed into the problem of constrained maximization of the assignment matrix, and can be expressed in the form of Eq. (1) (see details in Section 2).
On the basis of the concept of modularity, some authors propose the spectral method for dividing networks into more than two communities.
White and Smyth apply the standard technique of clustering based on group centroids to this optimization problem and find good results. They project the network nodes into an eigenvector space of tunable dimensionality. Then they apply clustering techniques such as the k-means clustering method to split the network into various groups, calculate the modularity of possible groupings for every dimension considered for the eigenvector space and, finally, find the global maximum over all possible numbers of eigenvectors [17] . Doneti et al. adopt a method which combines spectral methods with hierarchical clustering techniques, and also use the modularity to develop building up the dendrogram and judge the results of division [18, 19] . By introducing modularity, these new methods are flexible enough to apply to quite general network structure.
Our aim in this paper is to develop the spectral based algorithm to reveal the structure of a complex network. By analogy with Newman's method for reformulating the expression of the modularity using the eigenvectors and eigenvalues of the modularity matrix, we transform the problem into the vector partition question, and propose a new vector partition algorithm.
The method described in this paper all assume that we are given a network structure that we wish to divide into communities in such a way that every vertex belongs to one of the communities. We assume that the network is of the simplest kind possible, with a single type of undirected, unweighted edge connecting unweighted vertices of a single type.
Eigenvector space of the modularity matrix and community structure
Let G(V, E, A) be an undirected network consisting of the set of vertices V , the set of edges E, and a symmetric adjacency matrix A ∈ R n×n , whose elements A i j are equal to 1 if i points to j and 0 otherwise. We denote as d i the degree of vertex i. Consider the partition of a network G into p non-overlapping communities. The corresponding assignment matrix X = (x i h ) has x i h = 1 if vertex i belongs to community h and x i h = 0 otherwise. In fact X represents the solution of our problem. We can generalize its properties as follows:
1. X is a 0-1 matrix; each row is non-zero and sums to unity. Column h has sum |C h |, where |C h | denotes the number of vertices in the community h. 2. X I p = I n , where I n is n ranks unit vector. 3. The columns of X are mutually orthogonal. The matrix satisfies the normalization condition Trace(X T X ) = n.
Here the trace of a matrix is the sum of its diagonal entries.
According to [15] , modularity function Q can be expressed as Q = 1 2m Trace(X T B X ), and the problem of the multiway community detection can be expressed as
where B is the real symmetric matrix having elements
. This matrix is called the modularity matrix and it plays a role in the maximization of the modularity equivalent to that of the Laplacian in standard spectral partitioning. Note that the modularity matrix can take other forms [15] ; we adopt here the simplest one.
The standard spectral partitioning methods are often based on analysis of the adjacency matrix A.
In particular, such methods analyze simple functions of A, such as the Laplacian matrix L = D − A and the normal matrix
, where D is the diagonal matrix with elements d ii = n j=1 A i j and n is the number of vertices in the network [20] .
The Laplacian matrix has many attractive properties that make it very useful for partitioning large sparse arrays. L has the lowest eigenvalue 0 with eigenvector (1, 1, . . . , 1). When the graph consists of p components, i.e. it can be perfectly separated into p non-overlapping communities, the multiplicity of the null eigenvalue is equal to the number of components p. On the other hand, when the graph has an apparent, though not perfect, community structure with p communities, there will be only one eigenvalue equal to 0, p − 1 eigenvalues slightly larger than 0, and the remaining eigenvalues lying a gap away from 0 [10] .
It is clear that there is useful information about the structure of network stored in the eigenvectors corresponding to the eigenvalues slightly larger than 0 of the Laplacian matrix [16] .
Similar information is encoded in the modularity matrix. Analogously to the Laplacian matrix, the modularity matrix B always has a trivial eigenvalue equal to 0 and a corresponding trivial constant eigenvector, due to each row summing to zero. Unlike the case for the Laplacian, however, the eigenvalues of the modularity matrix are not necessarily all of one sign and in practice the matrix usually has both positive and negative eigenvalues [15] . In a network with an apparent community structure with p communities, B has also a certain number p − 1 of leading eigenvalues apparently larger than the other eigenvalues. So just as is the case with the Laplacian, the eigenspectrum of the modularity matrix is in general closely tied to the community structure.
In [18] , Donetti et al. illustrate the relationship between the community structure and the eigenspectrum of the Laplacian matrix. This suggested to us applying this idea to the modularity matrix. We can choose the first few leading eigenvectors of the modularity matrix (note that they are not the first few non-trivial eigenvectors now); then each vertex in the graph can be represented by a point in a corresponding dimensional space in which the coordinates are given by projection on these eigenvectors. Fig. 1(a) shows the components of the first leading eigenvector of the modularity matrix of a computer-generated graph including 4 communities, each composed of 32 vertices (see Section 5 for details). We can identity the two communities clearly. Now taking into account some more eigenvectors, we can extract more precise information. This is illustrated in Fig. 1(b) and Fig. 1(c) , where the nodes of the same graph are plotted using the components on the first two and three leading eigenvectors as coordinates, respectively. Simple inspection by eye shows that in Fig. 1(b) , we can identify three communities clearly and in Fig. 1(c) , all communities are distinctly separated now.
From above observation, we can see that if we want to detect the community structure clearly and directly from the eigenvectors of the modularity matrix, we should provide enough eigenvectors. If we use only a single eigenvector, we will find at most two groups. If we use two, we will find at most three groups, and so on. So the choice of how many eigenvectors p to work with is determined to some extent by the network: if the overall optimum modularity is for a division into p groups, we will certainly fail to find that optimum if we use less than p − 1 eigenvectors [15] .
From another point of view, we now consider the assignment matrix X . Apart from the basic constraint conditions on the rows and columns of matrix X , the choice of p communities would be equivalent to choosing p−1 independent, mutually orthogonal columns x 1 , . . . , x p−1 . So the optimal modularity would be achieved by choosing exactly as many independent columns of X as there are positive eigenvalues or, equivalently, by choosing the number of groups p to be 1 greater than the number of positive eigenvalues. Thus again we see that there is an intimate connection between the properties of the modularity matrix and the community structure of the network that it describes [15] .
The description of the algorithm
We denote the set of normalized eigenvectors of B by u 1 , u 2 , . . . , u n with corresponding eigenvalues λ 1 , λ 2 , . . . , λ n . Without loss of generality, assume that the eigenvalues are labeled in decreasing order
Assume that matrix B has k positive eigenvalues and form the k × k eigenvalue matrix Λ = (λ ii ) having diagonal entries λ ii = λ i and 0 entries elsewhere. There is a corresponding n × k eigenvector matrix
As B is a real symmetric matrix, there exists a normal matrix U s.t. B = U ΛU T . So
Now, we only choose the p most positive eigenvalues in Eq. (2) and also drop the last n − p eigenvectors of U ; we have
We denote as y i row i of U Λ 1/2 , i.e.
and now,
where C h is the set of vertices comprising group k and the community vector Y h , h = 1, . . . , p.
The community structure detecting problem is now equivalent to choosing a division of the vertices into groups so as to maximize the magnitudes of the vectors Y h . This means that we need to arrange that the individual vertex vectors y i going into each group point in approximately the same direction. Problems of this type are called vector partitioning problems [21] .
Eq. (4) shows that if y i and y j sum to a vector of large magnitude, then these vectors likely belong to the same subset. On the other hand it is intuitive that the vectors in a given group will point in the same general direction. This reminds us of a simple method for finding the maximum of modularity Q. Now we take into account the simplest situation, i.e. we only choose the most positive eigenvector of the modularity matrix, and intend to find two possible communities. In this case, y is a one-dimensional vector, and each y i is a point on a line. So just as in the standard spectral bisection method, we can separate the vertex by seeing whether the corresponding element in y is greater than or less than 0. In other words, we can get the two groups according to the sign of y i .
Generally speaking, when we drop the first p positive eigenvectors, we can treat each y i as a point in R p , then cluster them into 2 p clusters according to the sign of the coordinate of y i . Through this step, we get a coarse assignment matrix X * . Then we choose the p groups which contain more vectors. Once we have p groups which contain some of the vectors, we should assign the rest of the vectors to these selected groups. Observe that adding a vector y i to a community h produces a change in the corresponding term Y h − y i 
Algorithm
Assume that we are seeking up to a maximum of k clusters (k p + 1; p is the number of positive eigenvectors of modularity matrix B) and that we have an adjacency matrix A:
1. Compute the modularity matrix B. 2. Compute the first leading k − 1 eigenvalues and corresponding eigenvectors using a sparse eigenvector decomposition method. These eigenvectors form the matrix U k = (u 1 , u 2 , . . . , u k−1 ).
For each value of h, 2 h k:
(a) Form the matrix U h from the first h − 1 columns of 
(d) Construct a coarse assignment matrix X * ; put the y i into 2 h−1 groups. (e) Choose the first h groups which contain more vectors. Assume that the number of the remaining vectors is m; for i from 1 to m and j from 1 to h, calculate Y j · y i , then find the maximum of these m values; finally add the y i to the corresponding groups. (f) If y i ∈ C h label node i as community h. So we get the assignment matrix X ; x i j equals 1 means node i is attributed to community j. 4. Calculate Q(P h ) = 1 2m trace(X T B X ). Pick the h and the corresponding partition that maximizes Q(P h ). 
Tests of the algorithm
One way that has been employed to test sensitivity in many cases is to see how well a particular method performs when applied to computer-generated random graphs with a well-known predetermined community structure [22] . We adopt this test method, using networks of 128 nodes which are grouped into four equal sized communities of size 32. Each node has an average degree k = 16. Edges between two nodes are introduced with different probabilities depending on whether the two nodes belong to the same group or not: every node has k in links on average to its fellows in the same community, and k out links to the outer world, keeping k in + k out = 16.
This produces graphs that have known community structure, but which are essentially random in other respects. Feeding these graphs into our algorithm, we measured the fraction of the average number of intercommunity edges per vertex. The results are shown in Fig. 2(a) . As the figure shows, the algorithm performs nearly perfectly when k out < 7, classifying 95% or more of the vertices correctly. Only for k out 7 does the fraction correctly classified start to fall off substantially. In other words, the algorithm performs very well almost to the point at which each vertex has as much intercommunity as intracommunity connection.
For comparison, we also show in Fig. 2(b) the maximum modularity found by our algorithm (circle) and the real modularity of the known splitting of the computer-generated networks (square). We can see, for these computergenerated networks, that our algorithm generates excellent results. We notice that when k out > 9, the modularity found by our algorithm is larger than the real modularity. This may be attributed to the fact that the community structure is blurred now, and so we can get communities through our algorithm better than those generated by computer.
Conclusions
In this paper we have introduced a new algorithm aimed at detecting community structure in complex networks. The method combines spectral techniques, a vector partition problem, and the concept of modularity and is a natural extension of bi-partitioning to multiple eigenvectors.
In practice, as Section 5 shows, the algorithm works very well, finding the known split of the network into four groups almost perfectly.
The weakest part of the method is that when K is get larger, the number of columns of the coarse assignment matrix X * gets larger exponentially. But in practice, in all the cases studied, the best splitting is found with a relatively small number of eigenvectors. So we think that our method is a reliable and very efficient one.
