Historically, the study of Qur'an in Indonesia evolved along with the spread of Islam. Learning methods of reading the Qur'an have been found ranging from al-Baghdadi, al-Barqi, Qiraati, Iqro', Human, Tartila, and others, which can make it easier to learn to read the Qur'an. Currently, the development of speech recognition technology can be used for the detection of Iqro vol 3 reading pronunciations. Speech recognition consists of two general stages of feature extraction and speech matching. The feature extraction step is used to derive speechfeature and speech-matching stages to compare compatibility between test sound and train voice. The speech recognition method used to recognize Iqro readings is extracting speech signal features using Mel Frequency Cepstral Coefficient (MFCC) and classifying them using Vector Quantization (VQ) to get the appropriate speech results. The result of testing for speech recognition system of Iqro reading has been tested for 30 peoples as a sample of data and there are 6 utterances indicating the information failed, so the system has a success rate of 80%.
Introduction
Historically, the study of Qur'an in Indonesia evolved along with the spread of Islam. The establishment of a Mosque or Mushalla as a place of worship and as a central study for both children, adolescents, adults, parents, and public education. Learning methods of reading the Qur'an have been found ranging from alBaghdadi, al-Barqi, Qiraati, Iqro' [1] , Human, Tartila and others, which can make it easier to learn to read the Qur'an. This study identifies the reading sound of Iqro.
The previous research conducted by Heriyanto and N, Azhari S. They have studied about the reading of Iqro volume one, which consisted of 29 letters hijaiyah. The research's results obtained the conclusion as follows, Iqro reading detection through voice recognition with sampling method of energy and wave deviation get 1 wave analysis value, 2 wave analysis and so on has accuracy approximately 45%. In the same person has done testing for indexed first, there is a precision of 60% [1] . Based on the previous research, our research was inspired by that research to build applications for learning Iqro reading through voice recognition using MFCC and VQ method. In this research used Iqro volume 3, which introducing another harokat, such as fathah, kasroh and dhomah.
Speech recognition consists of two general stages of feature extraction and voice matching. The feature extraction step is used to determine the sound characteristic. Then, the voice matching will find out the suitability of test sound and voice training. Two widely feature extraction techniques are Mel-Frequency Cepstral Coefficients (MFCC) and Linear Prediction Coefficients (LPC). MFCC is more accurate than LPC [2] . The MFCC algorithm is used to simulate the feature extraction module. Using the MFCC algorithm, co-efficient cepstral is calculated from the Mel frequency scale. The VQ (Vector Quantization) method is used to reduce the amount of data, thus to reduce the computation time. In matching stage, Euclidean distance applied for calculating the similarity in criterion [3] .
Therefore, in this study, the authors will design a system that can recognize the Iqro readings correctly. Voice training for pronunciation fluent is extracted characteristics using MFCC and matched using VQ. , the students will be recorded according to Iqro reading after the recording process is completed will be processed feature extraction using MFCC in order to obtain a value corresponding to training data. Then the test data will be matching using the VQ method to see the results of matching test data with the train data, whether 'appropriate or not appropriate'.
Discussion
Speech recognition is defined as the process of converting voice signals to machine language in the form of digital data [5] . The voice recognition system is a combination of speaker recognition and speech recognition [6] .
In Figure 1 , the initial step to creating a system is sound recording. In this system, there are two sub-processes, namely processing training data and testing data. The initial process is undertaken to detect Iqro readings to perform data processing. The training data is used as a parameter or reference to detect Iqro readings while the second process is used for the adjustment of test data with training data from this application. Training data is taken from several sound samples based on the Iqro reading by recording sound and then stored as reference data while test data is taken by performing the process of recording the user's voice directly or by taking recorded data (voice already saved). Figure 1 is the steps of learning process Iqro reading system, and the steps as follows.
Figure 1 Block diagram of training and recognition process

Voice Acquisition Process
Spoken words are transformed into digital signals by converting sound waves into a set of numbers that are then adapted to specific codes to identify the words [7] . The results of the spoken word identification can be displayed in a written form or can be read by a technology device as a command to perform the job, such as pressing a button on a handheld phone that is done automatically with a voice command. In the process of a voice data will be explained in the data acquisition.
Data acquisition system is a system that serves to retrieve, collect and prepare data, process it to produce the desired data. This method aims to simplify every step taken in the whole process.
Sound signal data is obtained by recording sound through a microphone connected to the computer. Voice recording is performed on the application using the standard 44100 Hz sampling frequency. Sound signal can use 16 bits/sample and 1 for the mono channel. Shorter recording duration in a short time is easier to take the difference between its features. In this analysis, we use a 5-second sample. The calculation to determine the sampling data can use Equation 1 as follows.
X: signal sampling data Fs: sampling frequency bit: number of bits of resolution dt: recording duration (sec) j: channel (mono = 1)
Calculations on the data acquisition process for sampling are:
To calculate sample rate, use it in a way and time 5 seconds then the result. = = 88200
Feature Extraction
After obtaining the digital voice through data acquisition process, next process is feature extraction. In this research, Mel Frequency Cepstral Coefficient (MFCC) is used to extract the characteristics of a sound signal. Sound recordings that have been entered into the system are extracted using MFCC method to be recognized by the computer [8] . Steps of MFCC process [9] are described in Figure 2 as follows. DC -Removal DC-Removal aims to calculate the average voice sample data and subtract the value of each sound sample by an average value. The goal is to get the normalization of voice input. The input of this process is the sample sound in the form of an array and the result is the normalization of array sound samples.
Based on Equation 2 for DC Removal calculations, the following is an example of some sample data that will be used for calculation using formulas contained in the MFCC method. The sample data consists of 10, 11, 13, 14, 16, 18, 20, 9, 6, 4 are calculated as reference data.
After the average value is known in Equation 3, the initial signal value is subtracted with DC Removal result, so resulting from the signal value as follows. So the result of signal data after DC Removal is (-2.1, -1.1, 0.9, 1.9, 3.9, 5.9, 7.9, -3.1, -6.1, -8.1).
b. Pre-Emphasize
Pre-emphasize is used to correct the signal from noise interference, thus increasing the accuracy of the extraction process. The default alpha value is 0.97. If the result of DC removal is (-2.1, -1.1, 0.9, 1.9, 3.9, 5.9, 7.9, -3.1, -6.1, -8.1), so pre-emphasize is calculated using Equation 4 and value α = 0,97 as follows. 
c. Frame Blocking
Frame blocking is a process that aims to divide the sample sound into several frames or slots of a certain length. In this research, the sound was cut out along 20 ms in each shift. The Equation 6 is used to calculate the number of frames and number of samples per frame. In this study, number of frame is obtained with time = 20 ms, and sample rate = 88200 Hz, N = 88200 * 0.02 = 1764 Sample Point and M = 1764/2 = 882.
time: 20 ms (milliseconds) = 0.02 s (seconds) I: sample rate, 88200Hz. The result of Equation 1 is the data acquisition process N: sample point Number of frames = ((88200-1764)/882+1) = 98
d. Windowing
The windowing process is used to reduce the signal discontinuity at the beginning and the end of the frame caused by frame blocking process. In the windowing process, the signal will be tapered toward point 0 (zero crossing) at the beginning and the end of the frame.
Based on Equation 7, the windowing process using the Hamming window with the point sample 1764, as follows. 
e. Fast Fourier Transform (FFT)
FFT is one of the methods to convert a voice signal into a frequency signal. Equation 9. 
g. Discrete Cosine Transform (DCT)
The DCT process is the last step of the feature extraction process. DCT is used to obtain some dimensional value of the corresponding vector. DCT is calculated by the Equation 12. h.
Cepstrum (Cepstral Liftering)
The result of DCT process is Cepstrum which is the end result of feature extraction process. Cepstrum is the inverse term for the spectrum. It is used to obtain information from human speech sound signals. To be able to improve the quality of the recognition process, then the result of the DCT process must be through the process of Cepstral Liftering. Cepstral Liftering is calculated by the Equation 13
.
L = number of cepstral coefficients N = index of cepstral coefficients
Voice Matching Process
The output obtained from the feature extraction are used as input data in the sound matching process. Vector Quantization (VQ) is the template matching methods. VQ is a vector mapping process of many vectors become certain vector only. In speech pronunciation, the vector is the characteristic of each utterance derived from the feature extraction process.
VQ has produced a vector representation of the characteristics of each utter with a number of vectors. The vector is referred to as the codebook of each utterance The algorithm used to construct the codebook is the LBG algorithm (algorithm Linde Buzo Grey) [10] shown in Figure 3 .
The LBG algorithm [11] is implemented in the following repetitive procedure. 
= (1+∈)
Equation 14 = (1−∈)
Equation 15 Where has a value between 1 to M (desired codebook size), and ∈ is the divisor parameter (where ∈ = 0.01).
3. Searching Nearest -Neighbors for a feature vector, find the codeword in the codebook (the closest codebook) (distortion at least) and place the vector in the codeword group. obtained that is below the specified limit ( ). D' is the initial distortion value whose value is determined at initialization at the beginning of the program. 6. Iteration II. Repeat steps 2, 3 and 4 until the code book of size M is obtained.
Figure 4 Match Result (codebook)
After the extraction process, the sound characteristics are stored in the application database as training data.
VQ method has checked the suitability by calculated the distance of the test data value with the training data. The results of matching data can be seen in Figure 4 .
Result
In the application of "Iqro reading system through voice recognition using the MFCC and VQ methods" can identify with the closest distance. System process can be seen in Figure 5 .
Figure 5 Display the results of Iqro reading identification
Identification process can be done by pressing the record button or sound file (retrieve existing voice data), then pressed recognize the reading button. If the user's utterance is in accordance with training data, so system displayed the appropriate image Iqro. But, if the user's utterance is not in accordance with the training data, the system displays the information cannot be detected or displayed another image that has the closest distance. 
100%
Equation 16
As shown in Table 2 , there are 30 data for pronunciation "qodiro" from male and female training voice. Of the 30 test data, there are 6 pronunciations indicated that the information failed. In the test of 
Conclusion
Based on research "Iqro reading learning application through speech recognition using Mel Frequency Cepstrum Coefficient (MFCC) and Vector Quantization (VQ) method", the conclusion is as follows.
The application can be used to identify the pronunciation of words on Iqro vol 3 by checking the suitability of the pronunciation derived from using MFCC feature extraction and matching using VQ. Application tests results reached 80%. In terms of the accuracy and appropriateness of pronunciation in Iqro vol 3, this application can help to learn Iqro vol 3 which consists of words that have a harokat, such as fathah, kasroh and dhomah. This application can be used to improve the speech of the user to study reading Iqro vol 3.
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