On a limit behavior of a sequence of Markov processes perturbed in a
  neighborhood of a singular point by Pilipenko, Andrey & Prykhodko, Yuriy
ar
X
iv
:1
50
9.
03
52
9v
1 
 [m
ath
.PR
]  
11
 Se
p 2
01
5
On a limit behavior of a sequence of Markov processes
perturbed in a neighborhood of a singular point
Andrey Pilipenko∗ and Yuriy Prykhodko †
August 19, 2018
We study a limit behavior of a sequence of Markov processes (or Markov chains) such
that their distributions outside of any neighborhood of a “singular” point attract to
some probability law. In any neighborhood of this point the behavior may be irregular.
As an example of the general result we consider a symmetric random walk with the unit
jump that is perturbed in a neighborhood of 0. The invariance principle is obtained
under standard scaling of time and space. The limit process turns out to be a skew
Brownian motion.
1 Introduction
The main goal is to investigate a limit behavior of a sequence of Markov processes
{Xn} (or scaled Markov chains).We assume that outside any neighborhood of a fixed
“singular” point the distribution of the sequence converges to a certain law. At a
neighborhood of this singular point the behavior of a sequence may be irregular. For
example, let Sn = ξ1+· · ·+ξn, n > 0 be a standard random walk with Eξk = 0 and finite
variance of the jump σ2 = V arξk. It is well known that the distributions of {S[nt]σ√n , n >
1} converge weakly to a Brownian motion in D([0;T ]). Assume now that {S˜n} is a
Markov chain such that its transition probabilities outside the set [−m,m] coincide
with transition probabilities of {Sn}, and they are arbitrary inside of [−m,m]. Then a
sequence { S˜[nt]
σ
√
n
, n > 1} behaves exactly as {S[nt]
σ
√
n
, n > 1} outside any neighborhood of
zero (note that the rescaled interval [−m/√n,m/√n] is shrinking to zero as n→∞).
In this case a limit of {S[nt]
σ
√
n
, n > 1} may be not a Brownian motion. For example, if
{S˜n} is a walk on Z with the following transition probabilities p˜i,i±1 = 1/2 for i 6= 0,
and p0,1 = p, p0,−1 = q = 1− p, then the limit is a skew Brownian motion [1]. That is,
the limit is a continuous Markov process with transition probability density function
pt(x, y) = ϕt(x− y) + γ sign(y)ϕt(|x|+ |y|), x, y ∈ R,
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where ϕt(x) =
1√
2pit
e−x
2/2t is the density of the normal distribution N(0, t). In this
case parameter of skewness γ equals (p− q). The case of the arbitrary m and bounded
integer-valued jumps was considered in [2, 3, 4]. The limit process also was a skew
Brownian motion. If jumps from [−m,m] are not integrable, then the limit could be
a discontinuous process, for example a Brownian motion with Wentzell’s boundary
conditions [5].
Another examples are diffusions on graphs, see [6, 7]. They can be obtained, for
example, as a limit of a symmetric random walks on edges of a graph with additional
assumptions on jumps from vertices. Diffusions on graphs can also be obtained as a
limit of more complex systems, where in a limit few vertices are “tied” together [8].
Construction of a reflecting Brownian motion in a cone is also can be considered as
a diffusion with irregularity at a vertex, see [9, 10, 11] and references therein. Until the
hitting of the vertex, reflecting Brownian motion can be defined as a strong solution
of a certain SDE. A problem to determine a process after the hitting of the vertex
is non-trivial. One way of a construction of the process is to determine a limit of a
sequence of reflecting Brownian motions that jumps instantly on a vector with length
ε inside the cone when these processes hit the vertex. Certainly it is not obvious that
the limit exists and is unique.
One more example is a Peano phenomenon for diffusions with a small noise, see
for example [12, 13]. There one studied a limit behavior as ε → 0 of the following
diffusions
dξε(t) = b(ξε(t))dt+ εσ(ξε(t))dw(t).
It was assumed that b is continuous, b(0) = 0, ξ(0) = 0, but the limit equation
dξ(t) = b(ξ(t))dt (1)
may have non unique solution. Under some assumptions on b and σ it was proved
that the limit process equals the maximal solution of (1) with some probability p, and
equals the minimal solution with probability (1− p).
We propose a technique to determine the limit of processes with irregularities at
a neighborhood of a fixed point. Generally, we even do not assume that the initial
sequence {Xn} is Markov. A general abstract result is given in §2. We provide sufficient
conditions if {Xn} satisfies some renewal properties in §3 (Theorem 2). In §4 we give
an example of our methodology application. There a Markov chain {S˜k, k ≥ 0} in Z is
considered, where transition probabilities are
pi,i±1 = 1/2, for |i| > m,∑
j
pij |j| <∞, |i| 6 m,
i.e., if |i| 6 m, then the expectation of a jump is finite.
It is proved that a sequence { S˜[nt]
σ
√
n
, n > 1} converges to a skew Brownian motion. A
parameter of skewness is calculated exactly. In contrast to [2, 3, 4] we do not assume
the boundedness of jumps for |i| 6 m. This example may be considered by resolvent
or semigroup theory. However, our considerations have more transparent probabilistic
interpretation. On the other hand, our methods can be applied also for continuous
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semi-Markov processes (see the corresponding definition in [14]) that are perturbed at
neighborhoods of a point x∗. We only need to assume that some exit moments and
entrance moments are renewal.
2 A general limit result
In this section we describe a general approach for studying of a limit behavior of
stochastic processes with irregularities at a neighborhood of a fixed point x∗. In order
to determine a limit we will “delete” certain parts of trajectories that belong to a
neighborhood of x∗ and then study a sequence with “deleted” time intervals.
Consider the formal reasoning.
Let (E, ρ) be a locally compact metric space. By C([0,∞)) = CE([0,∞)) and
D([0,∞)) = DE([0,∞)) denote spaces of functions with values in E, that have contin-
uous and ca`dla`g trajectories respectively.
Let f ∈ D([0,∞)), σ = {σn}, τ = {τn} be sequences of real numbers such that
0 6 τ0 6 σ0 < τ1 < σ1 < τ2 < . . . , (2)
lim
n→∞
τn = +∞, λ(∪k[σk, τk+1)) = +∞, (3)
where λ is the Lebesque measure.
Define
L(t) = Lτ,σ(t) :=
∫ t
0
1I∪k[σk,τk+1)(s)ds,
A(t) = Aτ,σ(t) := L
−1(t) := inf{s > 0|L(s) > t}.
Definition 1. We will say that the function
f τ,σ(t) := f(Aτ,σ(t)), t > 0
is obtained from f by deleting the time interval ∪k[τk, σk).
Remark 1. Informally, we delete time intervals [τk, σk) from the graph of f , then the
remaining time intervals are moved tightly to the left.
Denote the modulus of continuity of f by ωf(δ) = ω
T
f (δ) := sup
s,t∈[0,T ]
|s−t|6δ
ρ(f(s), f(t)).
Lemma 1. Assume that
(T + 1)− L(T + 1) =
∫ T+1
0
1I∪k[τk,σk)(s)ds 6 δ 6 1.
Then
sup
t∈[0,T ]
ρ(ft, f
τ,σ
t ) 6 ω
T+1
f (δ).
The proof follows from the fact that |A(t)−t| 6 δ, t ∈ [0, T ], under our assumptions.
Remark 2. Below we will consider only continuous processes or ca`dla`g processes.
3
Theorem 1. Let T > 0. Assume that a sequence of stochastic processes {Xn, n > 1}
satisfies the following condition
∀ ε > 0 ∃ δ > 0 ∃ n0 ∀ n > n0
P(ωT+1Xn (δ) > ε) 6 ε. (4)
Suppose that for any α ∈ (0, 1) there exist sequences of random variables
τ (n) = τ (n,α) = {τ (n,α)k , k > 0}, σ(n) = σ(n,α) = {σ(n,α)k , k > 0},
that satisfy (2), (3) for all n > 1, and there exists a process X(α) such that
P(T + 1− L(α)n (T + 1) > α) 6 α, n > n0(T, α); (5)
X(α)n ⇒ X(α) as n→∞, in D([0, T ]), (6)
where
L(α)n (t) =
∫ t
0
1I∪k [σ(n,α)k ,τ
(n,α)
k+1 )
(s) ds, A(α)n (t) = (L
(α)
n )
−1(t),
and X
(α)
n (t) = Xn(A
(α)
n (t)) is obtained by deleting a time interval from Xn.
Then distributions of {Xn, n > 1} converge weakly in D([0, T ]) as n→∞.Moreover,
distributions of {X(α)} converge weakly in D([0, T ]) as α → 0+, and the distribution
of limits for {X(α)} and {Xn} coincide.
Remark 3. It follows from (4) that the limit process has a continuous modification.
Proof. It follows from the Skorokhod’s theorem [15] that for any α > 0 there exist
copies of random elements X(α) and X
(α)
n , n > 1, given on the joint probability space
(Ω˜, F˜ , P˜) such that
X˜(α)n
P→ X˜(α) in n→∞ in D([0, T ]). (7)
We can construct a sequence of random elements {X˜n, τ˜ (n,α)k , σ˜(n,α)k , k > 0} on some
extension of (Ω˜, F˜ , P˜) such that
{X˜(α)n , X˜n, τ˜ (n,α)k , σ˜(n,α)k , k > 0} d= {X(α)n , Xn, τ (n,α)k , σ(n,α)k , k > 0}
(see reasoning, for example, in [16], Ch.5).
Note that X
(α)
n can be considered as a measurable function of {Xn, τ (n,α)k , σ(n,α)k , k >
0}. Thus X˜(α)n equals a.s. the value of the mentioned function of {X˜n, τ˜ (n,α)k , σ˜(n,α)k , k >
0}. I.e., we obtain X˜(α)n by deleting time intervals ∪k[τ˜ (n,α)k , σ˜(n,α)k ) from X˜n.
Let dT0 be the metric in D([0, T ]) (see for example [17], §14). Observe that dT0 is
dominated by the uniform metric on [0, T ].
Then Lemma 1 yields
P(dT0 (X˜n, X˜
(α)) > 2ε) 6
6 P(dT0 (X˜n, X˜
(α)
n ) > ε) + P(d
T
0 (X˜
(α)
n , X˜
(α)) > ε) 6
6 P( sup
t∈[0,T ]
ρ(X˜n, X˜
(α)
n ) > ε) + P(d
T
0 (X˜
(α)
n , X˜
(α)) > ε) 6
6 P(T + 1− L˜(α)n (T + 1) > α) + P(ωT+1X˜n (α) > ε) + P(d
T
0 (X˜
(α)
n , X˜
(α)) > ε).
(8)
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For a given ε > 0 let us select α ∈ (0, ε) and n0 such that (see (4) and (7)) the
second and the third expressions on the right hand side of (8) do not exceed ε for
n > n0. Then (5) implies that (8) is less than or equal to 3ε.
So, for any n,m > n0
P(dT0 (X˜n, X˜m) > 4ε) 6 P(d
T
0 (X˜n, X˜
(α)) > 2ε) + P(dT0 (X˜m, X˜
(α)) > 2ε) 6 6ε.
Therefore the sequence of distributions of {Xn, n > 1} is a Cauchy sequence in the
Levy-Prokhorov metric (see [18]) and hence it is convergent.
Convergence of {X(α), α > 0} to the same limit as α→ 0+ can be verified similarly
using bound (8). Theorem 1 is proved.
Remark 4. The theorem can be used in the following case. Let {Xn} be a sequence of
homogeneous strong Markov processes. Denote by τ a hitting time of a fixed point x0.
Assume that the sequence {Xn(· ∧ τ)} converges in distribution to {X(· ∧ τ)} if initial
values of the processes converge. Let τ
(n,α)
k , σ
(n,α)
k be sequential entrances into the ball
B(x0, α/2) and exits from the ball B(x0, α) respectively. Condition (5) means that if
α is small, then “deleted time” is small uniformly in n. For example, this is true if the
average time spent in B(x0, α) is small as α→ 0+ uniformly in n:
∀T > 0 : lim
α→0+
sup
n
E
∫ T
0
1Iρ(Xn(t),x0)6αdt = 0. (9)
In some cases the verification of (9) may be relatively simple (see, for example, con-
struction of a reflecting Brownian motion in a cone [9, 11]).
Condition (4) about modulus of continuity is similar to a condition that ensures
weak relative compactness of processes in a space of continuous functions. It is not
difficult to show that if X is continuous and Xn(· ∧ τ) ⇒ X(· ∧ τ) whenever initial
conditions converge, then (4) is satisfied if, for example, condition (9) holds.
3 Convergence of processes that are obtained by deleting time
intervals
In this section sufficient conditions that ensure convergence (6) are given. Theorem 2
given at the end of this section is an analogue of Theorem 1 that takes into account
these sufficient conditions.
We assume that hitting times of some points are renewal moments for processes
{Xn}. In this case a distribution of a process with deleted time can be obtained by
construction given below.
Consider a space
M =
{
t = {ti, i > 1} ∈ (0;∞)N :
∑
i
ti = +∞
}
with the metric of coordinate-wise convergence ρM(t, s) =
∑
n 2
−n|tn − sn| ∧ 1.
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Let E be a locally compact space. Let F be a map of CE([0,∞))N×M toDE([0;∞))
defined as
(f, t) = (f1, f2, . . . ; t1, t2, . . . )→ F (f, t) =
∑
k
fk(·+
k−1∑
i=1
ti)1I[
∑k−1
i=1 ti,
∑k
i=1 ti)
.
Here metric in CE([0,∞)) corresponds to the uniform convergence on compact sets,
metric on CE([0,∞))N is introduced similarly to ρM .
It is not difficult to see that the function F is continuous on CE([0,∞))N × M .
Therefore, if a sequence of CE([0,∞))N×M-valued random elements {(ξ(n), τ (n)), n ≥
0} is such that
(ξ
(n)
, τ (n))⇒ (ξ(0), τ (0)) as n→∞,
then
F (ξ
(n)
, τ (n))⇒ F (ξ(0), τ (0)) as n→∞
in DE([0;∞)).
Remark 5. Everything above (and also results below) is true if τk ∈ (0,∞] are extended
random variables. The corresponding definitions should be naturally corrected in this
case. For example, if τk = +∞, then we should exclude summands with numbers
greater than k in the definition of F (f, t).
Let X be E-valued homogeneous strong Markov process. By Qx denote the dis-
tribution of X given X(0) = x. Let 0 = σ0 6 τ1 < σ1 < τ2 < . . . be a sequence of
stopping times such that
∑
k(τk+1 − σk) = +∞ a.s. Set
ηk =
{
τk+1 − σk, if τ1 > 0,
τk+2 − σk+1, if τ1 = 0,
ξk(t) =
{
X((σk + t) ∧ τk+1), if τ1 > 0,
X((σk+1 + t) ∧ τk+2), if τ1 = 0.
By X(τ,σ) denote a process obtained from X by deleting time intervals ∪k[τk, σk). It
can be seen that X(τ,σ) = F (ξ, η).
Strong Markov property forX yields that a sequence of random elements {(ξk, ηk), k ≥
1} is CE([0,∞))×(0,∞)-valued Markov chain (may be non-homogeneous). So, we need
a result on convergence in distribution for a sequence of Markov chains (In fact, we
will consider not a general sequence of stopping times {τk, σk}, we will select it in a
special way).
Let {Xn}n>1 be a sequence of continuous homogeneous strong Markov processes
taking values in E. Denote by Q
(n)
x the distribution of Xn given Xn(0) = x. Assume
that there exists a point x∗ such that for any n the process Xn infinitely often enters
any ball B(x∗, ε) and infinitely often exits from any ball B(x∗, ε) with Q(n)x probability
1 for any x ∈ E. Let α > 0, α1 ∈ (0, α). By {τk, σk}k>1 denote sequential entrances
into the ball B(x∗, α1) and exits from the ball B(x∗, α), respectively. Set σn0 := 0,
τnk = τ
(n,α1,α)
k := inf{t > σ(n,α1,α)k−1 : ρ(Xn(t), x∗) 6 α1}, k > 1,
σnk = σ
(n,α1,α)
k := inf{t > τ (n,α1,α)k : ρ(Xn(t), x∗) > α}, k > 1.
(10)
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Assume that for any n ≥ 1 and any initial distribution the following condition is
satisfied ∑
k
(τnk+1 − σnk ) =∞ a.s. (11)
Similarly to the previous reasoning let us construct sequences
(ξ
n
, ηn) = {ξn1 , ξn2 , . . . ; ηn1 , ηn2 , . . . } = {(ξnk , ηnk ), k ≥ 1}.
Now the sequence {(ξnk , ηnk ), k ≥ 1} is a homogeneous CE([0,∞)) × (0,∞)-valued
Markov chain. Note that its transition probability Pn((f, t), A) depends only on f(t).
Moreover,
Pn((f, t), A) =
∫
E
Q(n)u
(
(Xn(· ∧ τn1 ), τn1 ) ∈ A
)
Q
(n)
f(t) (Xn(σ
n
1 ) ∈ du) . (12)
Modifying in a minor way proofs in [19], relation (12) yields the following result.
Lemma 2. Let P˜0(x, A˜), x ∈ E, A˜ ∈ B(E) and P¯0(x, A¯), x ∈ E, A¯ ∈ B(CE([0,∞)) ×
[0,∞)) be stochastic kernels that are continuous in x (topology of weak convergence is
considered on the space of measures). Assume that the initial distributions Xn(0) of
Markov chains converge weakly to a measure µ0. Suppose also that for any x ∈ E and
any sequence {xn} that converges to x we have
A1. Q
(n)
xn (Xn(σ
n
1 ) ∈ ·)⇒ P˜0(x, ·) as n→∞,
A2. Q
(n)
xn
(
(Xn(· ∧ τn1 ), τn1 ) ∈ ·
)
⇒ P¯0(x, ·) as n→∞.
Then the sequence of homogeneous Markov chains {(ξnk , ηnk ), k ≥ 1} converges weakly
in (CE([0,∞))× (0,∞))N as n→∞ to a homogeneous Markov chain {(ξ0k, η0k), k ≥ 1}
with the transition kernel (compare with (12))
P0((f, t), A) =
∫
E
P¯0(u,A)P˜0(f(t), du).
In particular, if X0 is a Markov process such that
µ0 =
d X0(0), Q
(0)
x
(
(X0(· ∧ τ 01 ), τ 01 ) ∈ ·
)
= P¯0(x, ·), (13)
Q(0)x
(
X0(σ
0
1) ∈ ·
)
= P˜0(x, ·) (14)
and {(ξ0k, η0k), k ≥ 1} are constructed from X0 in the same way as {(ξnk , ηnk ), k ≥ 1}
constructed from Xn, then
(ξ
(n)
, τ (n))⇒ (ξ(0), τ (0)) as n→∞.
Moreover, we have a convergence of processes obtained by deleting of time intervals:
X(τ
n,σn)
n ⇒ X(τ
0,σ0)
0 , n→∞
in DE([0;∞)).
Combining Theorem 1 and obtained sufficient conditions, we get the following results
on convergence of stochastic processes.
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Theorem 2. Let {Xn, n > 0} be a sequence of continuous homogeneous strong Markov
processes in a locally compact metric space E. Assume that for any T > 0 condi-
tion (4) is satisfied, and for any α > 0 there exists α1 ∈ (0, α) such that sequences
{(τ (n,α1,α)k , σ(n,α1,α)k ), k > 1}, (defined in (10)) satisfy the following conditions:
1) (11);
2) (5) or (9);
3) conditions A1, A2 of Lemma 2.
Then distributions of {Xn} converge weakly as n→∞ in C([0,∞)).
If additionally (13), (14) hold and also∫ ∞
0
1I{X0(t)=x∗}dt = 0a.e., (15)
then Xn ⇒ X0 as n→∞ in C([0,∞)).
Remark 6. It follows from (15) that
X
(τ (0,α1,α),σ(0,α1,α))
0 ⇒ X0 as α→ 0+,
in D([0,∞)). Since all processes {Xn} are continuous, then the weak convergence in
D([0, T ]) implies the convergence in C([0, T ]) as well.
Remark 7. Instead of the strong Markov property in Theorem 2 we may assume only
that the moments of entrance into any ball and moments of the exit from any ball were
“renewal” for the processes. For example, this holds if E = R and {Xn} are continuous
semi-Markov processes, see the corresponding definition in [14].
Remark 8. The similar statement is also true for processes constructed from Markov
chains with a natural correction of formulation. For example, let {X0(t), t > 0} be a
continuous strong Markov process with values in Rd, {X(n)(k), k > 0} be Rd-valued
Markov chains. Put Xn(
k
n
) := 1√
n
X(n)(k) and define the process Xn(t) for all t > 0 by
linearity or in a step-wise manner. Then analogous versions of Lemma 2 and Theorem
2 are true with the following modifications.
Sequences τ
(n)
k , σ
(n)
k should be defined as follows
τ
(n)
k = τ
(n,α1,α)
k := inf{t ∈ 1nZ+, t > σ(n,α1,α)k−1 : |Xn(t)− x∗| 6 α1}, k > 1,
σ
(n)
k = σ
(n,α1,α)
k := inf{t ∈ 1nZ+, t > τ (n,α1,α)k : |Xn(t)− x∗| > α}, k > 1.
(16)
Moreover, if the phase space for {X(n)(k), k ≥ 1} is Zd instead of Rd, then in Lemma
2 we have to consider only sequences {xn}, limn→∞ xn = x0 such that xn ∈ 1√nZd for
any n ≥ 1.
Remark 9. It most likely that (4) is superfluous in Theorem 2, where continuous strong
Markov processes are considered. However, we cannot omit this condition in the case
when processes are generated by Markov chains. Theoretically, {Xn} could jump far
away from a ball B(x∗, α1) by a single “large” jump.
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4 Limit behavior of perturbed random walk
Let {X(k), k ∈ Z+} be a Markov chain on Z with transition probabilities pi,j such
that for some fixed m:
pi,i+1 = pi,i−1 = 1/2 for |i| > m
and ∑
j∈Z
|j| pi,j <∞ for |i| 6 m. (17)
We will call X a random walk with a membrane [−m,m]. Condition (17) means
that jumps of X from the membrane are integrable.
Extend the chain
{
X(k), k ∈ Z+
}
to all t > 0 by linearity. Define
Xn(t) :=
1√
n
X(nt), t > 0, n ∈ N.
In this section we will prove that distributions of {Xn} converge weakly.
Let us introduce auxiliary variables. By
τ := inf{k > 0: |X(k)| > m} (18)
denote the exit time from the membrane. Let ξ(±) be a random variable whose distri-
bution equals the distribution of
(
X(τ)−m signX(τ)) given X(0) = ±m.
Theorem 3. Assume that all states of the chain
{
X(k), k ∈ Z+
}
are connected. Then
a sequence of stochastic processes {Xn} converges in distribution in C([0, T ]) to a skew
Brownian motion Wγ, Wγ(0) = 0, with a parameter
γ =
Eξ(+)P(ξ(−) > 0) + Eξ(−)P(ξ(+) < 0)
E|ξ(+)|P(ξ(−) > 0) + E|ξ(−)|P(ξ(+) < 0) , (19)
i.e., the limit is a continuous Markov process with the transition density
pt(x, y) = ϕt(x− y) + γ sign(y)ϕt(|x|+ |y|), x, y ∈ R,
where ϕt(x) =
1√
2pit
e−x
2/2t is the density of the normal distribution N(0, t).
Remark 10. The initial distributions are Xn(0) = X(0)/
√
n. It is not difficult to prove
the result in a scheme of series, where Xn(0) = xn ∈ 1√nZ and limn→∞ xn = x. In this
case, the limiting skew Brownian motion starts from x.
Remark 11. A limit for the sequence {Xn} exists even if we omit the assumption that
all states of the chain
{
X(k), k ∈ Z+
}
are connected. Then the limit may be not a
skew Brownian motion. For example, it could be a Brownian motion that sticks at
zero or a mixture of two reflected Brownian motions that reflects at 0 up and down.
The list of all possibilities was discussed in [4]. Consideration of those cases is much
simpler than the proof of Theorem 3 below.
Proof of Theorem 3. Let us apply Theorem 2 or more precisely, its modification for
Markov chains (see Remark 8).
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Let α > 0 and α1 ∈ (0, α) be arbitrary fixed numbers. Set σ(n)0 := 0,
τ
(n)
k = τ
(n,α1,α)
k := inf{t > σ(n)k−1, t ∈ 1nZ+ : |Xn(t)| 6 α1} =
= inf{t > σ(n)k−1, t ∈ 1nZ+ : |X(nt)| 6 α1
√
n},
σ
(n)
k = σ
(n,α1,α)
k := inf{t > τ (n)k , t ∈ 1nZ+ : |Xn(t)| > α} =
= inf{t > τ (n)k , t ∈ 1nZ+ : |X(nt)| > α
√
n}.
(20)
For any n > 1 consider a processX
(α)
n constructed fromXn by deleting time intervals
∪k[τ (n,α1,α)k , σ(n,α1,α)k ).
Let X0 from Theorem 2 be a skew Brownian motionWγ. Note that a skew Brownian
motion Wγ behaves as a Wiener process before hitting 0 (see, e.g., [1]). So, conditions
A2 and (13) reformulated for Markov chains are satisfied. Condition (15) also holds
because a skew Brownian motion has a transition density.
4.1 Distribution at an instant of exit time
Let us verify conditions A1 and (14) of Lemma 2 for the sequence {Xn, n > 0},
where X0 equals Wγ . At first, let us find the conditional distribution of Wγ(σ
(0)
k ) given
Wγ(τ
(0)
k ) = α1. This distribution is concentrated at ±α. The corresponding weights
are equal to probabilities for Wγ to exit from [−α, α] through the right or left ends,
respectively, given Wγ(0) = α1.
It is known that (see, e.g., [20]) the scale function for the skew Brownian motion
Wγ equals
ψ(x) =
{
x/p, x > 0,
x/q, x < 0,
where p = 1+γ
2
, q = 1−γ
2
. Thus,
P(Wγ(σ
(0)
k ) = +α | Wγ(τ (0)k ) = +α1) =
ψ(α1)− ψ(−α)
ψ(α)− ψ(−α) ,
P(Wγ(σ
(0)
k ) = −α | Wγ(τ (0)k ) = +α1) =
ψ(α)− ψ(α1)
ψ(α)− ψ(−α) ,
If Wγ(τ
(0)
k ) = −α1, then the corresponding distribution is
P(Wγ(σ
(0)
k ) = +α | Wγ(τ (0)k ) = −α1) =
ψ(−α1)− ψ(−α)
ψ(α)− ψ(−α) ,
P(Wγ(σ
(0)
k ) = −α | Wγ(τ (0)k ) = −α1) =
ψ(α)− ψ(−α1)
ψ(α)− ψ(−α) .
Let us find the distribution of Xn(σ
(n)
k ).
Set Cn = −[−α
√
n], where [·] denotes the integer part.
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Let X(0) = i ∈ {−Cn, . . . ,+Cn}. By ρ(n)i denote the probability that {X(k)} hits
+Cn before it visits the set (−∞, Cn]∪(Cn,+∞). These probabilities satisfy the system
of linear equations: 
ρ
(n)
Cn
= 1,
ρ
(n)
i = ρ
(n)
−Cn = 0, |i| > Cn,
ρ
(n)
i =
1
2
ρ
(n)
i−1 +
1
2
ρ
(n)
i+1, m < |i| < Cn,
ρ
(n)
±m =
∑
m<|j|6Cn
p±m,jρ
(n)
j ,
where p±m,j = P
(
ξ(±) = j −m sign(j)).
Consider ρ
(n)
i for m 6 i 6 Cn. Note that all points
(m, ρ(n)m ), (m+1, ρ
(n)
m+1), . . . , (Cn, ρ
(n)
Cn
)
belong to the same line. Therefore,
ρ
(n)
m+k = ρ
(n)
m +
k
C′n
(1− ρ(n)m ) = ρ(n)m (1− kC′n ) +
k
C′n
, k = 0, C ′n,
where C ′n = Cn −m.
Similarly,
ρ
(n)
−m−k = ρ
(n)
−m(1− kC′n ), k = 0, C ′n.
Substituting these expressions into the equations for ρ
(n)
±m and then rewriting the
obtained systems in terms of ξ(+) and ξ(−), we get
ρ(n)m
(
CnP(ξ˜
(+)
n < 0) + E(ξ˜
(+)
n ∨ 0)
)
=
= ρ
(n)
−m
(
CnP(ξ˜
(+)
n < 0) + E(ξ˜
(+)
n ∧ 0)
)
+ E(ξ˜(+)n ∨ 0),
ρ
(n)
−m
(
CnP(ξ˜
(−)
n > 0) + E(ξ˜
(−)
n ∧ 0)
)
=
= ρ(n)m
(
CnP(ξ˜
(−)
n > 0)− E(ξ˜(−)n ∨ 0)
)
+ E(ξ˜(−)n ∨ 0),
where ξ˜
(±)
n := ξ(±)1I|ξ(±)|6C′n. Thus,
ρ(n)m =
CnP(ξ˜
(+)
n < 0)E(ξ˜
(−)
n ∨ 0) + CnP(ξ˜(−)n > 0)E(ξ˜(+)n ∨ 0) + An
CnP(ξ˜
(+)
n < 0)E|ξ˜(−)n |+ CnP(ξ˜(−)n > 0)E|ξ˜(+)n |+ An
,
where An = E(ξ˜
(+)
n ∧ 0)E(ξ˜(−)n ∨ 0)− E(ξ˜(+)n ∨ 0)E(ξ˜(−)n ∧ 0).
Analogously,
ρ
(n)
−m =
CnP(ξ˜
(+)
n < 0)E(ξ˜
(−)
n ∨ 0) + CnP(ξ˜(−)n > 0)E(ξ˜(+)n ∨ 0)
CnP(ξ˜
(+)
n < 0)E|ξ˜(−)n |+ CnP(ξ˜(−)n > 0)E|ξ˜(+)n |+ An
.
It can be easily checked that for any α > 0
P
(
ξ˜(±)n 6= ξ(±)
)
6 P
(|ξ(±)| > Cn])→ 0 as n→∞
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and
lim
n→∞
ρ(n)m = lim
n→∞
ρ
(n)
−m =
= p =
P(ξ(+) < 0)E(ξ(−) ∨ 0) + P(ξ(−) > 0)E(ξ(+) ∨ 0)
P(ξ(+) < 0)E|ξ(−)|+ P(ξ(−) > 0)E|ξ(+)| . (21)
The above reasoning implies that for any α > 0 we have the uniform convergence
sup
m6|i|6Cn
∣∣∣ρ(n)i − ψ( in)− ψ(−α)ψ(α)− ψ(−α) ∣∣∣→ 0 as n→∞.
The similar formulas are also true for the probabilities of hitting −α. In particular,
these formulas yield that the probability to exit from [−α, α] by a large jump from the
membrane goes to 0 as n→∞.
Thus, conditions A1 and (13) are satisfied.
4.2 Modulus of continuity of Xn
Let us verify condition (4) for processes {Xn}. It is sufficient to show that
∀ T > 0 ∀ ε > 0 ∃ δ > 0 ∃ n0 ∀ n > n0
P(ωTXn(δ) > ε) 6 ε,
where ωf(δ) = ω
T
f (δ) is the modulus of continuity of a function f on [0, T ].
Compare the distribution of the modulus of continuity of a process Xn with the
distribution of the modulus of continuity of a symmetric random walk with unit jumps.
To do this, we construct copies of these processes on the same probability space.
Let {S(k)} be a symmetric random walk with unit jumps that is independent of a
chain X .
Let ξk be jumps of X from the membrane:
ξk = X(τk)−m sign(X(τk)), k > 1,
where τk is the k-th exit of X from [−m,m].
Introduce the following auxiliary process. Set
X˜(k) := S(k), k = 0, t1,
where t1 is the first instant of hitting 0 for X˜ .
Define the next increment for X˜ by ξ1:
X˜(t1 + 1) := X˜(t1) + ξ1 = 0 + ξ1 = ξ1.
Further increments of X˜ are the same as for S until the instant t2 of the next hitting
zero by X˜ :
X˜(k) := X˜(t1 + 1) + S(k − 1), k = t1 + 2, t2.
Set
X˜(t2 + 1) := ξ2,
12
and so on.
We have a representation
X˜(k) = S(k − r(k)) +
r(k)∑
j=1
ξj,
where r(k) = rX˜(k) is the number of visits of zero by the sequence {X˜(l), l = 0, k}.
Set
Sn(t) =
1√
n
(
S([nt]) + (nt− [nt])S([nt] + 1)), t > 0,
X˜n(t) =
1√
n
(
X˜([nt]) + (nt− [nt])X˜([nt] + 1)), t > 0.
It can be seen that the distribution of the following processes coincide
X˜n(t)
d
= X(τ,τ˜)n (t)− m√n sign(X(τ,τ˜)n (t)), t > 0, (22)
where X
(τ,τ˜)
n is the process obtained from Xn by deleting time intervals
⋃
k>1[τk, τ˜k).
Here τ˜0 = 0,
τk = τ
(n)
k := inf{t > τ˜ (n)k−1, t ∈
1√
n
N : |Xn(t)| 6 m/
√
n}, k > 1,
τ˜k = τ˜
(n)
k := inf{t > τ (n)k , t ∈
1√
n
N : |Xn(t)| > (m+ 1)/
√
n}, k > 1.
It follows from the construction of a process with deleted time intervals that
ωXn(δ) 6 ωX(τ,τ˜)n (δ) + 2m/
√
n, δ > 0. (23)
Let us compare modulus of continuity for the sequences {S(k)} and {X˜(k)}, and
then for the processes {Sn(t)} and {X˜n(t)}. Consider the difference X˜(l)−X˜(k), where
l and k > l are integers from [0, nT ], r(n) = rX˜(n) is the number of visits of zero by
the sequence {X˜(i), i = 0, n}.
Observe that for any p ∈ N and 0 6 k < l 6 nT
sup
|l−k|6p
|X˜(l)− X˜(k)| 6 2 sup
|l−k|6p
|S(l)− S(k)|+ sup
j6r(nT )
|ξj|.
Indeed, if there was no visit of zero by {X˜(j), j ∈ [k, l]}, then |X˜(l)− X˜(k)| does not
exceed sup|j−i|6|l−k| |S(j) − S(i)| by construction. Otherwise, let k1 := inf{j ≥ k :
X˜(j) = 0}, l1 := sup{j ≤ l : X˜(j) = 0}. Then
|X˜(l)− X˜(k)| 6 |X˜(k1)− X˜(k)|+ |X˜(l1)− X˜(k1)|+ |X˜(l1 + 1)− X˜(l1)|+
+|X˜(l)− X˜(l1 + 1)| = |X˜(k1)− X˜(k)|+ |X˜(l1 + 1)− X˜(l1)|+ |X˜(l)− X˜(l1 + 1)| 6
6 2 sup
|j−i|6|l−k|
|S(j)− S(i)|+ sup
j6r(nT )
|ξj|.
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So, for any δ > 0 we have
ωX˜n(δ) 6 2ωSn(δ) +
1√
n
sup
j6r(nT )
|ξj|. (24)
Therefore, for any α > 0
P(ωX˜n(δ) > α) 6 P(ωSn(δ) > α/3) + P(
1√
n
sup
j6r(nT )
|ξj| > α/3). (25)
It follows from the weak convergence of Sn in C([0, T ]) (Donsker’s theorem) and [17,
Theorem 8.2] that
∀ε > 0 ∀α > 0 ∃δ > 0 ∃n1 ∀n > n1 :
P(ωSn(δ) > α/3) < ε/2.
To estimate the second summand in (25), let us verify that for any δ > 0
P(max
j6r(n)
|ξj| > δ
√
n)→ 0 as n→∞.
For x > 0, bound
P(max
j6r(n)
|ξj| > δ
√
n) 6 P(r(n) > x
√
n) + P( max
j6x
√
n
|ξj| > δ
√
n). (26)
To bound the first item on the right hand side of (26), we will study a random walk
S˜ with unit jumps which is constructed in a special way using trajectories of X˜ . Then
we compare the number of visits of zero by S˜ and X , see below. Informally, if we have
a greater jump from zero, then we need more time to return to zero again. So the
number of visits of zero would be less.
The formal construction is the following. Define
S˜(k) := X˜(k), k = 0, t˜1,
where t˜1 := inf{k : S˜(k) = 0} is the first instant of hitting zero by S˜. Furthermore,
define
S˜(t˜1 + 1) := sign(X˜(t1 + 1)),
where t1 is the first instant of hitting zero by X˜ .
Let increments of S˜ be the same as the corresponding increments of X˜ until t˜2,
where t˜2 is the second hitting time of zero by S˜:
S˜(t˜1 + 1 + k) := X˜(t1 + 1 + k)− X˜(t1 + 1), k = 1, t˜2−t˜1−1,
and
S˜(t˜2 + 1) := sign(X˜(t2 + 1)).
Further construction can be done in the similar way.
Since |X˜(ti + 1)| > 1 = |S˜(t˜i + 1)| and |X˜(k + 1) − X˜(k)| = 1, k /∈ {ti}, we have
t˜i+1 − t˜i 6 ti+1 − ti, i > 1. So, the number of visits of zero by X˜ is less than or equal
to the number of visits of zero by S˜:
rX˜(k) 6 rS˜(k), k > 0. (27)
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Note that {|S˜(k)|, k = 0, n}, has the same distribution as the absolute value of a
symmetric random walk. Therefore, the number of visits of zero for S˜ (or |S˜|) coincides
with the one for a symmetric random walk S with unit jumps. The asymptotics for
this is well known (see, e.g., [21]). Hence,
∀x > 0 lim
n→∞
P(rS˜(n) 6 x
√
n) =
√
2
pi
∫ x
0
e−z
2/2 dz. (28)
It follows from (27) and (28) that
∀ε > 0 ∃x > 0 ∃n0 ∀n > n0:
P(rX˜(n) > x
√
n) 6 P(r
S˜
(n) > x
√
n) < ε.
We have as n→∞
P
(
max
j6x
√
n
|ξj| > δ
√
n
)
= P
( ⋃
j6x
√
n
{|ξj| > δ
√
n}) 6 ∑
j6x
√
n
P
(|ξj| > δ√n) 6
6 [x
√
n]
{
P
(|ξ(+)| > δ√n)+ P (|ξ(−)| > δ√n)}→ 0,
because Eξ(±) <∞ by assumption of the Theorem.
It follows from (26) and (25) that
∀ε > 0 ∀α > 0 ∃δ > 0 ∃n0 ∀n > n0 :
P
(
ωX˜n(δ) > α
)
< ε. (29)
We have (see (22))
P
(
ω
X
(τ,τ˜)
n
(δ) > α
)
6 P
(
ωX˜n(δ) > α− 2m/
√
n
)
6 P
(
ωX˜n(δ) > α/2
)
for n > 16m2/α2. So (23) yields
∀ ε > 0 ∃ δ > 0 ∃ n0 ∀ n > n0 :
P(ωXn(δ) > ε) 6 P(ωX(τ,τ˜)n (δ) > ε/2) 6 ε.
Thus, condition (4) holds.
4.3 Investigation of a time spent in a neighborhood of zero
In this Section we prove that
∀T > 0 ∀δ > 0 lim
α→0+
lim
n→∞
P
(∫ T
0
1I|Xn(t)|6αdt > δ
)
= 0. (30)
This, in particular, implies that the sequence of processes {Xn, n > 1} satisfies (5).
Similarly to the reasoning of Section 4.2, construct processes S˜n, X˜n, X
(τ,τ˜)
n . The
time spent by {S˜n(t), t ∈ [0, T ]} in [−α, α] does not exceed the similar time for the
process X˜n. So, for all T > 0, δ > 0
lim
α→0+
lim
n→∞
P
(∫ T
0
1I|X˜n(t)|6αdt > δ
)
6 lim
α→0+
lim
n→∞
P
(∫ T
0
1I|S˜n(t)|6αdt > δ
)
. (31)
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Since {|S˜n(t)|, t ∈ [0, T ]} converges in distribution to a reflected Brownian motion, the
right hand side of (31) equals 0. Therefore,
lim
α→0+
lim
n→∞
P
(∫ T
0
1I|Xn(t)|∈( m√n ,α]dt > δ
)
6 lim
α→0+
lim
n→∞
P
(∫ T
0
1I|X˜n(t)|6αdt > δ
)
= 0.
Thus, to prove (30), and hence to prove Theorem 3, it suffices to verify
∀T > 0 ∀δ > 0 : lim
n→∞
P
(∫ T
0
1I|Xn(t)|6 m√ndt > δ
)
= 0. (32)
Assume that random variables ζ (+) and ζ (−) have the same distribution as the time
spent by X in the membrane {−m,−m + 1, . . . , m} if X enters this set through m
or −m, respectively. By rX(k) denote the number of entrances of {X(i), 0 6 i 6 k}
in the membrane. Let ζ
(+)
j , ζ
(−)
j , j > 0, be independent copies of ζ
(±) that are also
independent of S˜. It can be easily seen that for any x > 0, k ∈ N :
P(rX(k) > x) 6 P(rS˜(k) > x),
P
rX(k)∑
i=1
1I|X(i)|6m > x
 6 P
rS˜(k)∑
i=1
(ζ
(+)
i + ζ
(−)
i ) > x
 .
Therefore
lim
n→∞
P
(∫ T
0
1I|Xn(t)|6 m√ndt > δ
)
6 lim
n→∞
P
rS˜([nT ]+1)∑
i=1
ζ
(+)
i + ζ
(−)
i
n
> δ
 .
Arguing as in §4.2, the last inequality and (28) imply (32). Theorem 3 is proved.
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