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Introduction
Hebbian plasticity, such as long-term potentiation (LTP) and long-term depression (LTD), is essential to strengthen or weaken specific connections within neuronal circuits to store information as relative differences in the gain between competing inputs. However, for proper functioning of the nervous system neuronal firing must be maintained within a desired "target range" of activity but Hebbian plasticity alone is insufficient to provide such stability. To the contrary, Hebbian plasticity has an innate positive feedback, which destabilizes neural firing. For example, LTP of inputs would increase the firing of the postsynaptic neuron, which could further potentiate other inputs to the cell by increasing the probability of pre-and postsynaptic spike correlation. Therefore, there has to be additional mechanism(s) in place that can provide stability to neuronal firing. This ensures that neurons remain flexible and plastic to changing inputs, but also maintain a physiologically relevant range of firing to avoid excitotoxicity caused by hyperexcitability and to prevent the loss of valuable information after a sustained period of quiescence. The term "homeostatic plasticity" is used to describe changes that allow neurons to adjust their activity and compensate for prolonged periods of increased or decreased input activity. There are several ways in which cortical neurons can stabilize their own activity in response to prolonged changes in incoming signals, including altering their intrinsic excitability or changing the relative strength of excitatory and inhibitory inputs [reviewed in Turrigiano and Nelson (2004) ] as well as adapting their plasticity mechanisms in accordance to the "sliding threshold" model (Bear, 1995; Bear et al., 1987; Bienenstock et al., 1982) . Homeostatic plasticity allows for the adjustment of overall neuronal activity while preserving the relative strength of individual synapses, and therefore is particularly important to maintain physiological functions in situations of chronic alterations in neuronal drive, as would happen with the loss of a sensory modality or when changes in network activity are triggered by various neurological conditions. In this review, we will focus on experience-driven homeostatic changes that occur in sensory cortical areas. It is especially critical for the sensory cortices to adequately adapt to prolonged periods of sensory deprivation or overstimulation because it impacts the organism's ability to survive in a changing environment.
Experience-dependent homeostatic regulation of excitatory synapses
Homeostatic plasticity was initially demonstrated in vitro as a scaling of quantal amplitude of a-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid receptor (AMPAR)-mediated synaptic responses to alterations in activity of cultured neurons, such that chronic inactivity produces larger miniature excitatory postsynaptic currents (mEPSCs) while a prolonged increase in activity decreases the amplitude of mEPSCs (O'Brien et al., 1998; Turrigiano et al., 1998) . Since this initial proposal of a mechanism by which neurons homeostatically regulate activity, numerous studies have followed up to examine the molecular mechanisms as well as in vivo counterparts [reviewed in Lee (2012) ; Turrigiano (2008) ]. One of the initial models used to demonstrate homeostatic synaptic plasticity in vivo is the visual cortex, which has long been used as a model for studying various forms of experience-dependent plasticity. To manipulate neural activity in vivo that can result in homeostatic adaptation of visual cortical neurons, various visual deprivation paradigms have been used including dark rearing (DR), dark exposure (DE), monocular or binocular lid suture, binocular enucleation, and monocular tetrodotoxin (TTX) injections. While all of these manipulations should alter incoming sensory information to visual cortex (V1) to a varying degree, their effects on cortical neurons vary (Fig. 1) . For example, several days of intraocular TTX injections, DR from birth, several days of DE, or binocular enucleation all homeostatically scale up AMPAR-mEPSC amplitudes in V1 layer 2/3 (L2/3) pyramidal neurons (Desai et al., 2002; Gao et al., 2010; Goel et al., 2006 Goel et al., , 2011 Goel and Lee, 2007; He et al., 2012) , while lid suture either decreases (Maffei and Turrigiano, 2008) or does not change the average mEPSC amplitude in the same neurons. These discrepancies probably result from the different sensory deprivation paradigms used. It is known that diffuse light penetrating through the eyelids produces some degree of cortical activation (Blais et al., 2008) , which may prevent homeostatic plasticity or even produce LTD (Rittenhouse et al., 1999) . Collectively the visual deprivation experiments suggest that a complete lack of visually driven cortical activity is needed to elicit homeostatic synaptic plasticity in L2/3 of V1 (Fig. 1) .
It is pertinent to mention that monocular deprivation (MD) paradigms have traditionally been used in the context of studying Hebbian synaptic changes related to ocular dominance plasticity (ODP) (Frenkel and Bear, 2004; Gordon and Stryker, 1996; Hubel and Wiesel, 1970; Sawtell et al., 2003) . Specifically, MD using monocular lid suture initially decreases the strength of the closed eye inputs and later strengthens the open eye inputs to V1 neurons, phenomena which respectively mimic LTD and LTP (Frenkel and Bear, 2004; Rittenhouse et al., 1999; Sawtell et al., 2003; Yoon et al., 2009) . Though the initial weakening of the deprived eye inputs may seem to contradict studies reporting homeostatic scaling up of mEPSCs following monocular deprivation paradigms, there are some key differences in experimental design when considering these findings. Studies reporting homeostatic scaling up of mEPSCs following MD were observed in the contralateral monocular zone of V1, which receives only the deprived eye inputs (Desai et al., 2002; Maffei et al., 2004; Maffei and Turrigiano, 2008) . Furthermore, these studies utilize intraocular TTX injection, which completely silences all retinal activity. Therefore, in these studies the postsynaptic neuron experiences a total reduction or absence of visually driven activity. It is also known that MD-induced weakening of the deprived eye inputs are far less effective with intraocular TTXinjection method of monocular inactivation than monocular lid suture or monocular blurring (Frenkel and Bear, 2004; Rittenhouse et al., 1999 Rittenhouse et al., , 2006 . It is of interest to note that while intraocular TTX injection can abolish all retinal activity (both visually-driven and spontaneous), it paradoxically produces rhythmic oscillatory firing of thalamic neurons in the lateral geniculate nucleus (LGN) (Linden et al., 2009) . Furthermore, intraocular TTX injection increases, while monocular lid suture decreases, the correlative firing between two LGN neurons when compared to recordings from normal controls (Linden et al., 2009) . Therefore, the quality and pattern of neural activity arriving to V1 likely varies across different modes of visual deprivation.
While the exact alterations in neural activity arriving at V1 remain unclear for each visual deprivation paradigm, the consensus is that a prolonged absence of visually driven activity (as opposed to spontaneous activity) produces homeostatic scaling up of mEPSC amplitudes, while uncorrelated visually driven activity triggers LTD-type of synaptic weakening (Fig. 1) . In support of the idea that lacking visually driven activity produces homeostatic synaptic changes, specifically removing visually driven activity, while leaving spontaneous retinal activity intact with DE, globally scales up synapses in L2/3 of V1 (Gao et al., 2010; Goel et al., 2006 Goel et al., , 2011 Goel and Lee, 2007) . DE-induced homeostatic changes are reversible, because re-exposing DE animals to light reduces the amplitude of mEPSCs in L2/3 neurons of V1 to match that of normal animals (Gao et al., 2010; Goel et al., 2006 Goel et al., , 2011 Goel and Lee, 2007) . In contrast to intraocular TTX injection or DE paradigms, MD via lid-suture initially weakens the deprived eye inputs to the binocular zone of V1 contralateral to the deprived eye (Frenkel and Bear, 2004; Rittenhouse et al., 1999; Sawtell et al., 2003; Yoon et al., 2009 ). The binocular zone receives input from both eyes, hence there is visually driven activity from the open eye, albeit this is quite weak in rodents due to a large contralateral bias. In addition, as mentioned above, there is also visually driven activity arising from diffuse light across the closed lid of the dominant contralateral eye. Therefore, the lid-suture paradigm does not eliminate all visually driven activity. The uncorrelated visually driven activity arising from the closed eye then triggers LTD-type of Hebbian synaptic weakening (Frenkel and Bear, 2004; Rittenhouse et al., 1999 Rittenhouse et al., , 2006 . It is thought that the overall reduction in neural activity caused by the initial depression of the deprived eye inputs then either slides down the synaptic modification threshold to promote LTP at the open eye inputs (Frenkel and Bear, 2004; Ranson et al., 2012) or initiates a global scaling up of excitatory inputs (Mrsic-Flogel et al., 2007) to manifest the delayed open eye input potentiation (see Section 4 for more details).
Laminar specificity of homeostatic changes
It is clear that there are laminar differences in homeostatic synaptic plasticity in V1 following visual deprivation (Fig. 2) . For instance, Desai et al. (2002) reported that L2/3 and layer 4 (L4) neurons of the mouse visual cortex have distinct windows of "critical period", during which modulation of visual activity can affect synaptic gain. For example, L4 has an early and narrow critical period for homeostatic synaptic plasticity (Desai et al., 2002) , which opens at postnatal day 16 (P16) and closes by P21. In L2/3, homeostatic plasticity is elicited at a later age (by P21) (Desai et al., 2002; Goel and Lee, 2007) and persists at least through P90 (Goel and Lee, 2007) . Layer 6 (L6) appears to have a unique response to visual deprivation in that there is an agedependent reversal in the polarity of synaptic change between P16 and P21 (Petrus et al., 2011) . In L6 pyramidal neurons, DE initiated at P16 increases, while DE initiated at P21 decreases, the average amplitude of mEPSCs. This suggests that either there is a developmental change in the cortical activity in L6 circuit after DE, or that there is a change in the mechanism by which L6 neurons adapt to DE with synaptic scaling-like mechanism at younger ages and LTD-type of plasticity later on (Petrus et al., 2011) . In either case, the results suggest that experience alters sensory processing differently based on the developmental stage of the cortex. The developmental switch in the polarity of excitatory gain change in L6 is interesting considering a recent finding that L6 neurons act to bidirectionally modulate the gain of visually evoked activity in other cortical layers independent of its projection back to the LGN (Olsen et al., 2012) . While homeostatic synaptic plasticity has not been studied in layer 5 (L5) neurons directly, visual deprivation between P19-P21 is reported to reduce the intrinsic excitability of L5 pyramidal neurons (Nataraj et al., 2010) . Therefore, it is clear that cortical neurons adapt to losing visual experience in a laminar-specific manner. Adding to the complexity, each lamina of cortex has unique inputs and outputs (Binzegger et al., 2004) hence there is a possibility that specific inputs may respond differentially to the same change in visual experience. Multiplicative synaptic scaling was observed initially in cortical cultured neurons when activity was deprived pharmacologically with TTX . Based on this experimental data, it was proposed that multiplicative synaptic scaling reflects a global adaptation of excitatory synaptic gain. This mode of homeostatic adaptation is thought to be critical for preserving information storage at individual synapses while allowing homeostatic adaptation of neuronal firing (Lee, 2012; Turrigiano, 2008; Turrigiano and Nelson, 2004) . However, in vivo homeostatic adaptation of L2/3 neurons only follows the rules of multiplicative synaptic scaling in early development (Gao et al., 2010; Goel and Lee, 2007; Goel et al., 2011; He et al., 2012) , but not when visual deprivation occurs later in life (Goel and Lee, 2007) . Furthermore, homeostatic synaptic changes observed during development in L6 are also not multiplicative at any age (Petrus et al., 2011) . The non-multiplicative homeostatic synaptic scaling likely reflects changes at a subset of synapses. At this point, it is not known whether the non-multiplicative synaptic scaling of cortical neurons in vivo is due to changes in activity of specific inputs, but there is evidence of input-specific synaptic scaling from in vitro studies (Beique et al., 2011; Kim and Tsien, 2008; Lee et al., 2013) . In particular, inactivating a specific presynaptic axon by expressing inward-rectifying potassium channel (Kir1.4) specifically scales up AMPA receptor function in the apposing dendritic spine without altering the strength of neighboring spines (Beique et al., 2011) . Moreover, there is recent evidence that input-specific homeostatic plasticity operates in vivo. In the optic tectum of Xenopus laevis tadpoles, two days of DE produces homeostatic strengthening of visual inputs without changes in the strength of mechanosensory inputs, which converge onto the same tectal neuron (Deeg and Aizenman, 2011) . Such synapse-specific scaling may be especially critical in a complex neural network, which receives diverse inputs with different activity levels as is in the sensory cortices. Thalamorecipient layers of primary sensory cortices (i.e. L4 and L6) receive two main distinct types of inputs: thalamocortical (TC) and intracortical (IC). Although less numerous, TC synapses from the LGN to L4 principal neurons tend to have more release sites and higher probability of release than IC synapses (Gil et al., 1999; Stratford et al., 1996) , which is why TC synapses are thought to be the primary driver of these neurons. On the other hand, IC inputs reflect projections from other layers or other cortical areas. Hence the information content and the activity levels arising from TC and IC inputs are likely to be very different. Thus, input-specific homeostatic synaptic changes may be more beneficial to complex cortical circuits with multiple inputs, in terms of proper adaptation to incoming activity. Whether this is the case will require further studies.
Molecular mechanisms of experience-dependent homeostatic synaptic plasticity
Homeostatic synaptic plasticity is mediated at least in part by modulation of the number, subunit composition, and conductance of AMPARs [for a recent review see Lee (2012) ]. AMPARs exist as tetramers made up of subunits including GluA1, 2, 3, and 4 (or GluR1-4), with GluA1 and GluA2 being more prevalent in most cortical areas [reviewed in Traynelis et al. (2010) ]. Due to RNA Fig. 2 . Lamina-specific homeostatic adaptation to visual deprivation in V1. Principal neurons of different lamina are shown, and their known modes of homeostatic adaptation at different ages are noted. Results for visual deprivation leading to complete loss of visually driven activity (see Fig. 1 ) is shown, except for L5 neurons where lid suture was used. Note that there is a switch in the polarity of synaptic changes in L4 and L6 during the course of development, such that homeostatic adaption occurs only early in development. L2/3 changes are initiated later and persist through adulthood. E/I: excitation/inhibitory balance. IE: intrinsic excitability.
editing, GluA2 subunits contain a positively charged arginine residue, which is bulkier than the genetically encoded glutamine, at the pore loop (Burnashev et al., 1992; Sommer et al., 1991) . This confers GluA2-containing AMPARs with their hallmark electrophysiological properties. These include impermeability to Ca 2þ , a linear currentevoltage (IeV) relationship, and insensitivity to polyamines [reviewed in Liu and Zukin (2007); Traynelis et al. (2010) ]. In contrast, AMPARs lacking GluA2 are Ca 2þ permeable, display inward rectification of current, have larger conductance, and are blocked by polyamines, especially at positive potentials. Though initially described in a subset of interneurons (Bochet et al., 1994; Isa et al., 1996; McBain, 1998; Otis et al., 1995; Washburn et al., 1997) , recent studies indicate that Ca 2þ -permeable AMPARs (CP-AMPARs) are present at pyramidal synapses under certain conditions [reviewed in Isaac et al. (2007) ; Liu and Zukin (2007)], including homeostatic adaptation to inactivity [reviewed in Lee (2012) ].
Sensory experience-dependent homeostatic synaptic plasticity can alter receptor composition, phosphorylation, and conductance of AMPARs at cortical synapses. For example, visual deprivation in the form of DE scales up mEPSCs of L2/3 neurons in V1 and increases the content of GluA1, but not GluA2, at the postsynaptic density (PSD) of V1 (Goel et al., 2006) . These changes correlated with the appearance of functional CPAMPARs, which are likely GluA1 homomers, at synapses (Goel et al., 2006 . The plasma membrane targeting of GluA1 in V1 requires phosphorylation of GluA1 on the serine 845 (S845) residue similar to what has been reported in other brain areas (Esteban et al., 2003; Oh et al., 2006; Sun et al., 2005) . GluA1-S845 is phosphorylated by cAMP-dependent protein kinase (PKA) (Roche et al., 1996) , and targeted by various neuromodulators linked to the cAMP signaling (Chao et al., 2002; Hu et al., 2007; Qian et al., 2012; Seol et al., 2007) . While increasing GluA1-S845 phosphorylation via pharmacological activation of beta-adrenergic receptors is able to increase the amplitude of mEPSCs in L2/3 of V1, the increase did not occur via multiplicative scaling as seen with DE . This suggests that there are likely other mechanism(s) responsible for providing multiplicative scaling, and that phosphorylation of GluA1-S845 itself is likely a targeting signal for increasing cell surface GluA1 levels. One peculiar aspect of L2/3 synapses in V1 is that both pharmacological phosphorylation of GluA1-S845 and mutation of GluA1-S845 to an alanine residue to prevent phosphorylation increase the amplitude of mEPSCs and synaptic expression of CP-AMPARs . This is quite distinct from CA1 synapses, where mEPSC amplitude is not affected by these two manipulations (He et al., 2011) . This led to a speculation that synaptic expression of CP-AMPARs may be more permissive at cortical synapses compared to CA1 (He et al., 2011; Lee and Kirkwood, 2011) . There is additional evidence that CPAMPARs expression is relatively tightly controlled at CA1 synapses. For example, CP-AMPARs are located predominantly at perisynaptic locations, and only express at synapses in small quantities following mGluR activation (He et al., 2009) or only transiently after LTP under limited conditions (Guire et al., 2008; Plant et al., 2006) [but see Adesnik and Nicoll (2007) ]. This contrasts the relatively robust recruitment of synaptic CP-AMPARs following visual deprivation in V1 (Goel et al., 2006 , as well as with single whisker experience in rodent barrel cortex (Clem and Barth, 2006) .
In contrast to the proposed role of GluA1 in homeostatic adaptation to visual deprivation (Goel et al., 2006 He et al., 2012) , Gainey et al. (2009) reported that GluA2 rather than GluA1 is critical for scaling synapses in V1. The apparent contradiction may be due to several factors. One difference is that the mode of visual deprivation is different: the studies showing GluA1 dependence were done with DE (Goel et al., 2006 He et al., 2012) , while GluA2 dependence was demonstrated using monocular TTX injection and recording from the monocular zone of V1 (Gainey et al., 2009 ). As discussed above, these two modes of visual deprivation may produce different degrees of activity changes in vivo in V1. Another possibility is that the GluA1 changes may happen in conjunction with GluA2-dependent mechanisms. In a recent study, we showed that DE increases the conductance of synaptic AMPAR without changes in the number of open channels at peak current . This idea is consistent with an interpretation that synaptic expression of GluA1 CP-AMPARs may be replacing existing synaptic GluA2 to mediate up-scaling.
Experience-dependent homeostatic plasticity in other cortical areas
Although it is tempting to make a generalization that changes in activity produce uniform results across all brain areas, not all cortices respond in the same manner and their basal synaptic transmission may differ as well. There are many similarities and differences between visual (V1), auditory (A1) and somatosensory (S1) cortical plasticity. Some of the differences may be due to the distinct qualities of various sensory inputs and processing required for proper sensory perception, but some may be apparent differences arising from studying distinct cell types or laminae. As mentioned previously, distinct layers in V1 respond differentially to sensory deprivation (Fig. 2) , and also the mode of visual deprivation is an important determinant (Fig. 1) .
Sensory neural hearing loss (SNHL) produced by bilateral cochlear ablation increases the strength of excitatory synapses in L2/3 of A1 (Kotak et al., 2005) . SNHL is similar to binocular enucleation, in that it removes both sensory evoked activity as well as spontaneous activity arising in the sensory organ. As mentioned above, binocular enucleation scaled up L2/3 synapses in V1 , which highlights the similarity of L2/3 neurons in A1 and V1 when responding to sensory organ damage. However, there are qualitative differences in that mEPSC frequency is reduced in A1 L2/3 neurons following SNHL (Kotak et al., 2005) , but unaltered in V1 L2/3 with enucleation .
In rodent barrel cortex (S1BF), whisker deprivation studies have revealed dramatic changes in both synaptic function and connectivity [reviewed in Feldman and Brecht (2005) ]. However, it is pertinent to note that the majority of whisker deprivation studies are done under conditions that promote competition of different whisker inputs, such as depriving a single row of whiskers or a checkerboard deprivation paradigm, which elicit Hebbian plasticity. In contrast, uniform deprivation of all whiskers produces minimal change in synaptic function of S1BF neurons (Finnerty and Connors, 2000; He et al., 2012) , unless such deprivation is done from birth (Popescu and Ebner, 2010) . In particular, a week of bilateral whisker deprivation initiated later in development does not alter the average amplitude or frequency of mEPSC in L2/3 S1BF neurons . The apparent lack of homeostatic synaptic changes in L2/3 S1BF following bilateral whisker deprivation was suggested to be due to its similarity to bilateral lid suture manipulation, which does not elicit global homeostatic synaptic changes in L2/3 of V1 . A recent study reported that unilateral infraorbital nerve resection, which is expected to abolish all tactile driven activity, potentiates thalamocortical inputs to S1BF (Yu et al., 2012) . These results further support the idea that a complete loss of sensory driven activity is needed to trigger homeostatic synaptic plasticity in primary sensory cortices.
Experience-dependent homeostatic adaptation of inhibitory synapses
There are several aspects of inhibitory transmission in V1 that are affected by periods of visual deprivation, including reduced expression of GABA and the GABA synthesizing enzyme glutamic acid decarboxylase (GAD) (Benevento et al., 1995; Hendry and Jones, 1986; Huang et al., 1999; Kreczko et al., 2009 ) and alterations in the overall maturation of inhibitory circuits (Huang et al., 1999) . While there is a relative wealth of knowledge regarding experience-dependent homeostatic changes in excitatory drive in the cortex, there is much less known about homeostatic adaptation of the inhibitory circuit after altered sensory input. Inhibitory tone in the cortex is a function of several different aspects of inhibitory transmission, including diverse inhibitory cell types, excitatory drive to these inhibitory neurons, and, of course, the way in which the inhibitory neurons affect each other and excitatory neurons in the circuit. It is perhaps not surprising then, that experience does not alter all classes of inhibitory cells in all layers in the same manner. While maintaining excitatory-to-inhibitory (E/I) balance is thought critical for normal cortical functions, in some cases experience driven homeostatic adaptations in cortical inhibitory transmission occur inversely with excitatory changes, yielding a net shift in the E/I balance (discussed below). Presumably, the shift in E/I balance is an adaptive mechanism to maintain cortical activity within a desired functional range.
Excitatory drive onto inhibitory neurons
The first reports of homeostatic plasticity in culture revealed that excitatory and inhibitory circuits change differently after prolonged changes in activity. Specifically, blocking neuronal activity with TTX causes excitatory synapses onto pyramidal neurons to be scaled up, without changes in excitatory drive onto interneurons . To the contrary, pharmacologically enhancing activity in neuronal cultures via brainderived neurotrophic factor (BDNF) or through addition of GABA A receptor antagonist bicuculline (Chang et al., 2010) increases the average amplitude of mEPSCs onto GABAergic neurons, suggesting a net increase in inhibition. These data suggest that the excitatory synapses onto inhibitory neurons only adapt to increased activity. Consistent with this idea, sensory experience (which is expected to increase patterned activity in the cortex) is critical for the developmental increase in the strength of excitatory inputs to GABAergic neurons in S1BF. Excitatory thalamic input to feed-forward inhibitory interneurons in L4 of S1BF shows a developmental strengthening, which is attenuated in whisker-trimmed animals (Chittajallu and Isaac, 2010) . This study was performed during the second postnatal week, an age at which thalamocortical inputs to L4 stellate cells do not respond to sensory deprivation (Feldman and Brecht, 2005) . Thus, the same whisker deprivation does not alter the strength of thalamic input to L4 stellate cells nor the synaptic strength of unitary inhibitory inputs from L4 interneuron to stellate cells (Chittajallu and Isaac, 2010) . This suggests that the modification of excitatory inputs to L4 interneurons is the main locus of adaptation in L4 S1BF in response to whisker deprivation after the critical period of plasticity for L4 stellate neurons has closed. The net outcome of these changes conforms to the idea that these are homeostatic adaptations, because it is predicted to increase the E/I balance in response to sensory deprivation. Whether these types of adaptation exist beyond the initial developmental period needs to be tested.
Homeostatic adaptation of inhibitory synapses
Early studies that directly measured inhibitory currents in cultured neocortical neurons revealed that after two days of TTXinduced activity blockade, miniature inhibitory postsynaptic currents (mIPSCs) in pyramidal neurons scale down due to a loss of GABA A Rs clustered at the synapse and an overall loss of functional inhibitory synapses (Kilman et al., 2002) . In contrast, prolonged increase in activity triggers accumulation of postsynaptic GABA A Rs (Rannals and Kapur, 2011) . Both of these studies also report corresponding alterations in presynaptic GABA synthesizing enzyme levels, as well as changes in mIPSC frequency, suggesting that these homeostatic changes involve both pre-and post-synaptic mechanisms. Reduced inhibitory transmission after periods of neuronal inactivity would result in an overall increase in excitability of pyramidal neurons, which would complement homeostatic increase in excitatory transmission to increase the E/I balance in the network.
As discussed above, many sensory deprivation paradigms have been developed over the years to identify experience-dependent alterations in network activity in vivo, and different layers of the cortex have distinct critical periods during which experience can shape excitatory synapses. In L4 of V1, 2 days of monocular deprivation from postnatal day 14e17 (P14-17) causes a decrease in the amplitude of unitary IPSCs (uIPSCs) from fast-spiking interneurons to principal neurons in the contralateral monocular zone (Maffei et al., 2004 ). This was accompanied by an increase in the strength of excitatory inputs between principal neurons of L4, which indicates an increase in E/I balance (Maffei et al., 2004) . In line with the idea that this is a homeostatic adaptation to inactivity, visual deprivation at this early age increases the spontaneous firing of L4 principal neurons (Maffei et al., 2004) . However, this type of homeostatic adaptation in L4 only occurs in early development, and the same visual deprivation paradigm initiated at P18 does not alter the recurrent excitatory connections of the principal neurons in L4, but increases the uIPSC amplitude (Maffei et al., 2006) . These alterations would decrease the E/I balance, and are consistent with the finding that spontaneous activity in L4 principal neurons are decreased with visual deprivation at this later age (Maffei et al., 2006) . These results illustrate that the mechanisms by which the cortical circuit adapts to changes in sensory inputs may be distinct depending on the developmental age. The opposite regulation of inhibitory inputs to L4 principal neurons by sensory deprivation during different phases of development is reminiscent of the opposite changes in the strength of excitatory inputs to L6 principal neurons (Petrus et al., 2011) . These changes would act to increase E/ I balance to the principal neurons during early development, but decrease this at a later age. L4 and L6 are the major thalamorecipient layers, and whether the developmental change in how they adapt to sensory deprivation reflects any specific nature of thalamocortical inputs is unclear at this point. It is interesting to note that the developmental switch seems to coincide with the transition from pre-critical to critical period for cortical plasticity (Feller and Scanziani, 2005) .
In L2/3 of V1 changes in the E/I balance seem dependent on the mode of visual deprivation. For instance, 2 days of monocular TTX injection leads to an increase, while the same duration of monocular lid suture decreases, the E/I ratio of L2/3 pyramidal neurons in the monocular zone of V1 (Maffei and Turrigiano, 2008) . Using a minimal stimulation paradigm, it was shown that the changes in E/I ratio with intraocular TTX injection are due to an increase in L4 to L2/3 excitatory inputs and a concomitant decrease in the inhibitory inputs, but monocular lid suture only decreased the amplitude of excitatory inputs (Maffei and Turrigiano, 2008) . This conforms to the idea that V1 L2/3 neurons differentially adapt their inhibitory network to distinct visual deprivation paradigms. This parallels the effect of various modes of binocular deprivation on homeostatic regulation of mEPSCs in L2/3 V1 neurons (Fig. 1) . Distinct from monocular deprivation paradigms and in vitro studies, a week of DE does not alter the amplitude, but decreases the frequency, of mIPSCs recorded from L2/3 V1 neurons (Gao et al., 2011) . These changes were not accompanied by alterations in presynaptic parameters of evoked IPSCs (eIPSCs) or the density of inhibitory synapses as measured by GAD-65 puncta density (Gao et al., 2011) . These data suggest that experience driven homeostatic plasticity can selectively modify spontaneous inhibitory transmission while leaving evoked inhibitory transmission unaltered, perhaps allowing experience to set the overall inhibitory "tone" or "background noise" in sensory systems while preserving the temporal response properties of cortical neurons which critically depend on action potential evoked inhibition (Zhang et al., 2011) .
Potential relationship between synaptic scaling and sliding threshold
As mentioned in the introduction, synaptic scaling is not the only mechanism used to maintain homeostasis in cortical circuits. In particular, the sliding threshold is another homeostatic mechanism that can provide stability to a network. The sliding threshold model differs from synaptic scaling in that it maintains neuronal homeostasis by altering the induction threshold of LTP and LTD (Bear, 1995 (Bear, , 1996 Bear et al., 1987; Bienenstock et al., 1982) . For example, in the sliding threshold model a neuron would adapt to a prolonged increase in activity by increasing the threshold for LTP induction, while chronic inactivity would decrease the LTP induction threshold. In essence, enhanced neuronal activity promotes LTD at synapses, which would act to dampen excitatory inputs and reduce excitability. On the other hand, chronic inactivity facilitates LTP induction at synapses, which would increase the impact of excitatory inputs in driving neuronal firing. Thus, the regulation of the synaptic modification threshold in effect provides a negative feedback to stabilize neuronal responses. In order for sliding threshold to properly maintain neuronal firing, the synaptic modification threshold needs to "slide" with a longer time scale (i.e. hours to days) compared to LTP/LTD which occur within seconds to minutes (Bear, 1995 (Bear, , 1996 Bear et al., 1987; Bienenstock et al., 1982) . It is pertinent to note that a key difference between synaptic scaling and sliding threshold is that the latter can only be inputspecific and activity-dependent, because it relies on Hebbian modification of active inputs. Although there is evidence that one prevalent mechanism for sliding the synaptic modification threshold is through changes in NMDA receptor (NMDAR) function (Philpot et al., 2007 (Philpot et al., , 2001 Quinlan et al., 1999a Quinlan et al., , 1999b , in principle any manipulation that alters the postsynaptic Ca 2þ signal could alter the threshold as well (Cummings et al., 1996) . While synaptic scaling and sliding threshold are largely considered two independent mechanisms to maintain homeostasis, there are several indications that they may interact at various levels. Indeed, recent studies showed that chronic inactivity or sensory deprivation paradigms, which scale up excitatory synapses, promote LTP induction (Arendt et al., 2013; Guo et al., 2012) . The initial studies of synaptic scaling, which were done in vitro neuronal cultures, demonstrated that this mode of homeostatic synaptic plasticity is independent of NMDARs (O'Brien et al., 1998; Turrigiano et al., 1998) . The NMDAR independence of synaptic scaling distinguishes this form of plasticity from sliding threshold, which is known to depend on changes in NMDAR function (Philpot et al., 2007 (Philpot et al., , 2001 Quinlan et al., 1999a Quinlan et al., , 1999b . However, there is evidence that blocking NMDAR activity can accelerate synaptic scaling (Sutton et al., 2006) and knocking out the obligatory GluN1 (or NR1) subunit of NMDAR increases the amplitude of mEPSCs (Adesnik et al., 2008) . These results suggest that alterations in NMDAR activity may also influence synaptic scaling mechanisms in addition to sliding the LTP/LTD threshold. The effect of NMDAR function on synaptic scaling may involve regulation of retinoic acid (RA) signaling with subsequent local translation and synaptic expression of GluA1-containing AMPARs . Experimental evidence suggests that inhibiting NMDAR in conjunction with TTX, but not TTX alone, up-regulates RA synthesis . RA then binds to retinoic acid receptor alpha (RARa), which relieves the brake on local translation of dendritic mRNAs, including that of the GluA1 subunit (Maghsoodi et al., 2008; Poon and Chen, 2008) . This mechanism can serve to increase the synaptic content of CP-AMPARs, which are GluA1-homomers, following prolonged inactivity Beique et al., 2011; Ju et al., 2004; Sutton et al., 2006; Thiagarajan et al., 2005) . Whether similar mechanisms act in vivo is unclear, but may underlie synaptic recruitment of CP-AMPARs at L2/3 synapses in V1 after DE (Goel et al., 2006 . It would also be of interest to know whether sensory experience induced homeostatic synaptic plasticity is NMDAR dependent. Considering a relatively large contribution of NMDAR responses in sensory evoked potentials (Fox et al., 1989; Lavzin et al., 2012; Miller et al., 1989) , alterations in sensory inputs may also have a direct impact on NMDAR signaling.
Another mechanism through which synaptic scaling and sliding threshold may interact is via synaptic recruitment of CP-AMPARs by inactivity, which could alter postsynaptic calcium transients to influence the LTP/LTD threshold. Because of differences in their physiological properties, synapses containing CP-AMPARs integrate neuronal activity differently than those without CP-AMPARs. Specifically, CP-AMPARs exhibit faster decay kinetics than Ca 2þ -impermeable AMPARs (Hollmann et al., 1991) , which predict diminished summation at low input frequencies. Conversely, the activity-dependent relief from polyamine block in CP-AMPARs predicts enhancement of the summation of synaptic responses following periods of high input activity (Rozov and Burnashev, 1999; Rozov et al., 1998) . As a result, synaptic expression of CPAMPARs following a period of inactivity may serve to slide the induction threshold for LTP/LTD by altering the temporal summation properties of inputs. In addition, because of their Ca 2þ permeability, it is likely that CP-AMPARs may enhance the activation of signaling cascades dependent on Ca 2þ
. CP-AMPAR mediated Ca 2þ influx may summate with NMDAR mediated Ca 2þ signaling, which is predicted to enhance LTP at the expense of LTD. There is evidence that Ca 2þ through CP-AMPARs can support LTP. For example, GluA2 knockout mice, which express CP-AMPARs at synapses, produce LTP (Jia et al., 1996; Meng et al., 2003; Wiltgen et al., 2010) exclusively mediated by Ca 2þ influx through CP-AMPARs (Asrar et al., 2009) even at hyperpolarizing membrane potentials (Wiltgen et al., 2010) . These studies suggest that the experience-dependent homeostatic changes, which recruit CP-AMPARs to synapses, may in fact be sufficient to alter the induction threshold for LTP/LTD in neurons. In line with this idea, a recent study showed that 2 days of DE, which is known to recruit CP-AMPAR to L2/3 synapses in V1 , slides the threshold to promote LTP and suppress LTD at L4 to L2/3 synapses . A recent study adds another mechanism of interaction between synaptic scaling and sliding threshold. Arendt et al. (2013) demonstrated that chronic inactivity not only scales up the strength of existing synapses, but also promotes the formation of silent synapses. Silent synapses are excitatory synapses that contain NMDA receptors but lack functional AMPA receptors and hence are "silent"' under resting membrane potentials (Isaac et al., 1995; Liao et al., 1995) . A key feature of silent synapses is that they can be "unsilenced" by LTP via recruitment of AMPA receptors (Isaac et al., 1995; Liao et al., 1995 Liao et al., , 1999 . Arendt et al. (2013) demonstrated that neurons chronically treated with TTX had additional silent synapses, which were then "unsilenced" to enhance the magnitude of LTP. Thus, chronic inactivity may promote LTP by creating more synapses.
In vivo functions of experience-dependent homeostatic synaptic plasticity
There is emerging evidence that ocular dominance plasticity (ODP) is orchestrated by the coordinated recruitment of Hebbian and homeostatic synaptic plasticity. It is well documented that a brief MD functionally disconnects the deprived eye inputs to V1 (Hubel and Wiesel, 1970; Wiesel and Hubel, 1965a,b) . The basic cellular mechanisms underlying ODP have been extensively studied in rodents. The main idea emerging from many studies is that there are two phases to ODP: an initial depression of the closed eye inputs followed by a delay potentiation of the open eye inputs. Evidence suggests that the former is mediated by LTD-like Hebbian plasticity, while the latter is mediated by homeostatic synaptic plasticity such as sliding threshold or synaptic plasticity. After a brief period of MD, V1 neurons decrease responsiveness to the closed eye, which is then followed by an increase in response to the open eye (Frenkel and Bear, 2004) resulting in a preferential responsiveness to the remaining open eye (Gordon and Stryker, 1996) . There is clear evidence that the initial weakening of the closed eye inputs is due to LTD of excitatory synapses (Heynen et al., 2003; Rittenhouse et al., 1999) , which is mainly due to the degradation of the quality of the visual input rather than a general reduction in retinal illumination (Rittenhouse et al., 2006) . The delayed potentiation of the open eye inputs was initially proposed to be due to the sliding down of LTP induction threshold by the loss of the closed eye inputs, which promotes potentiation of synapses serving the open eye inputs (Frenkel and Bear, 2004) . Later this idea was challenged and it was suggested that the open eye potentiation is due to homeostatic synaptic scaling triggered by losing the closed eye inputs. This proposal was based on the observation that both the open eye and closed eye inputs display a delayed potentiation (Mrsic-Flogel et al., 2007) . The latter idea was further supported by the demonstration that the delayed potentiation of the open eye inputs following MD does not occur in the TNFalpha knockout mouse (Kaneko et al., 2008) , which specifically lack up-scaling of excitatory synapses by inactivity (Stellwagen and Malenka, 2006) . However, a recent study showed that synaptic scaling based potentiation of the open eye inputs only occur in young mice, but not in adults (Ranson et al., 2012) . TNFa knockouts lack the delayed potentiation of the open eye inputs during the critical period (Kaneko et al., 2008) , but display normal delayed potentiation in adults (Ranson et al., 2012) . On the other hand, mice specifically lacking LTP (i.e. CaMKIIa-T286A mutant) display normal open eye potentiation when young, but lack this in adults (Ranson et al., 2012) . These results indicate that the mechanisms of the delayed open eye potentiation seen following MD changes with age, and fits nicely with data showing that V1 L2/3 neurons exhibit multiplicative synaptic scaling only during early development, but not in adults (Goel and Lee, 2007) . In adults, the non-multiplicative increase in mEPSC amplitude suggests that only a subset of synapses remain plastic (Goel and Lee, 2007) consistent with recruitment of input-specific plasticity mechanisms such as LTP. It is possible that MD in adults slides down the LTP threshold such that spontaneous cortical activity may be sufficient to produce LTP at a subset of active synapses, which would result in the delayed potentiation of the open eye inputs following MD (Ranson et al., 2012; Sawtell et al., 2003) .
In addition to unimodal homeostatic synaptic plasticity, there are also cross-modal homeostatic changes apparent in vivo. It is well documented that losing a sense produces compensation of the remaining senses in a phenomenon coined as "cross-modal plasticity" [reviewed in Bavelier and Neville (2002)] . Studies aimed at understanding human sensory compensation are widespread, but experiments addressing the synaptic basis for this phenomenon are just beginning to surface. Cross-modal changes in excitatory synaptic strength have been observed in L2/3 of S1 and A1 of visually deprived mice (Goel et al., 2006; He et al., 2012) (Fig. 3) . Depriving vision via a week of DE decreases the average amplitude of mEPSCs, which is reversed by subsequent visual experience. The crossmodal synaptic changes follow the rules of multiplicative synaptic scaling, at least in juveniles (Goel et al., 2006; He et al., 2012) , which suggests global adaptation in synaptic strength. Interestingly, cross-modal synaptic changes require a longer duration of DE than unimodal changes . Furthermore, while a milder form of vision loss (i.e. lid suture) can trigger a cross-modal decrease in mEPSC amplitudes in S1BF, the unimodal increase in mEPSCs requires a complete loss of visually driven activity . Despite the difference in the sensory requirement, at the molecular level cross-modal homeostatic synaptic adaptation employs the same mechanisms as unimodal changes observed in V1 (Fig. 3) . For instance, in S1 the cross-modal scaling down of mEPSCs by visual deprivation is accompanied by removal of synaptic AMPARs , including CP-AMPARs (Goel et al., 2006) , while scaling up of mEPSCs by re-exposure to light recruits CP-AMPARs to synapses (Goel et al., 2006) . In addition to homeostatic synaptic plasticity, cross-modal plasticity can also occur via Hebbian mechanisms. It was demonstrated that 3 days of bilateral lid suture potentiates L4 inputs to L2/3 neurons in S1BF by transiently driving GluA1 containing AMPARs to synapses (Jitsuki et al., 2011) . This LTP-like cross-modal change was accompanied by sharpening of whisker maps, measured as a decrease in the response to surround whiskers in the visually deprived mice (Jitsuki et al., 2011) . This study attributed the sharpened whisker maps to LTP of the L4 inputs to L2/3 neurons, which is expected to increase the impact of feedforward sensory information arising from the principal whisker. However, a global scaling down of mEPSCs in L2/3 of S1BF following visual deprivation (Goel et al., 2006) could also explain the sharper whisker map by reducing the strength of previously weak inputs (such as those from surround whiskers) below the action potential threshold. This in essence would sharpen the receptive field (RF) of L2/3 neurons in S1BF. There is evidence that global scaling down of cortical excitatory synapses may sharpen neuronal RFs. For example, orientation selectivity is broadened in Arc knockout mice (Wang et al., 2006) , which lack down scaling of mEPSCs by visual experience (Gao et al., 2010) .
Homeostatic mechanisms of maintaining optimal synaptic performance need not be limited to sensory experience. Sleep is hypothesized to maintain the integrity of neuronal circuits via homeostatic mechanisms [reviewed in Tononi and Cirelli (2003) ]. During wakefulness synapses are actively processing information, including but not limited to sensory experience, which may increase overall excitability in the system. Sleep has been hypothesized to homeostatically down-regulate cortical excitability in order to normalize the synaptic strength, which then facilitates memory consolidation and enhance performance on a variety of motor and procedural tasks [reviewed in Stickgold et al. (2001) ]. In support of this hypothesis, molecular markers of LTP increase during the wake cycle, while markers of LTD increase during sleep (Vyazovskiy et al., 2008) . However, whether sleep associated synaptic depression is truly mediated by synaptic scaling type of global homeostatic synaptic plasticity is unclear at this point. At least in V1, sleep induced consolidation of ODP is mediated in part by facilitation of LTP-like mechanisms that enhance the open eye inputs (Aton et al., 2009) .
It is pertinent to point out that deciphering whether synaptic change is due to synaptic scaling or Hebbian LTP/LTD-type of mechanism is often difficult. For example, neuromodulators linked to cAMP signaling, which promote LTP (Seol et al., 2007) , produce apparent global scaling up of mEPSCs in L2/3 of V1 . On the other hand, neuromodulators linked to phospholipase C (PLC) enhance LTD globally to scale down synapses . A surprising aspect of this particular study is that the same visual experience either triggers global LTP or global LTD depending on the neuromodulator present . This study underscores the difficulty in distinguishing synaptic scaling from Hebbian plasticity in vivo, where the exact nature of change in activity following sensory manipulation or the neuromodulatory tone is often unknown.
Concluding remarks
Sensory cortices process and store information about the world from a multitude of incoming signals, integrate them, and produce appropriate responses for the organism. Hebbian-type of plasticity is considered critical for developmental fine tuning and rewiring of the cortical circuits in tune with the environment, as well as for memory storage. However, such changes at synapses and circuits require another level of plasticity that can provide homeostasis, such that neurons can function within its dynamic range and prevent over-excitation or insufficient activation. Cortical circuits are endowed with multiple homeostatic plasticity mechanisms, many of which target the regulation of both excitatory and inhibitory synaptic transmission. These homeostatic synaptic plasticity mechanisms are required to work in coordination to keep balance in neuronal function despite the changing sensory environment or processing requirements.
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Arc P P P S1 V1 Slower. Loss of behaviorally relevant vision. Depend on whisker inputs. Arc? Fig. 3 . Visual deprivation induced unimodal and cross-modal homeostatic synaptic plasticity. Unimodal changes in V1 and cross-modal changes in S1 require distinct sensory requirements. At the cellular level, unimodal and cross-modal changes occur in opposite directions at excitatory synapses and follows the rules of multiplicative synaptic scaling. The underlying molecular mechanisms are conserved, such that scaling up of synapses in both cortical areas involve synaptic expression of CP-AMPARs, and scaling down depend on immediate early gene Arc and remove of synaptic AMPARs.
