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" INTRODUCTION
Modal identification is the process of determining the modal parameters
(natural frequencies, damping factors, modeshapes, and modal masses) of a structure
from experimental measurements. In general, these parameters are not directly
measurable quantities. A commonlyused approach is to infer their values from a set
of measured frequency response functions (FRFs). This parameter identification
process, though relatively straightforward in principle, is often quite difficult
and time-consuming in practice, particularly for large or built-up structures.
Large structures may have many local modes in the frequency range of interest,
making it difficult to determine global characteristics at nearby frequencies. And
built-up structures, consisting of two or more components connected together with
fasteners or joints, are often nonlinear due to imperfect load paths across the
connections.
For these structures, it may be difficult to determine the true numberof
modes, and manyof the identified modeshapes maybe questionable. Identification
results can vary considerably using different analysis techniques.
Manydifferent approaches are possible for the identification of structures
(e.g., Refs. I-7). Somework has been done on comparing various techniques
mathematically (Refs. 8-9). However, virtually no information is yet available on
how the techniques compare in practice. Theoretical considerations, of course, form
the foundation of any technique. Unfortunately, however, the performance actually
observed in practice can be affected significantly by a number of factors not
accounted for explicitly in most techniques. These factors include nonlinearities,
unusually high modal density or damping, local modes, unmeasuredexcitations, large
differences in modal response amplitudes, nonstationarity, sensor noise, off-axis
sensor response, signal-processing biases, inconsistent data, finite dynamic range,
and roundoff error, amongothers.
This paper discusses a new method for studying the performance of various
identification techniques in practice. The procedure is analogous to using
simulated data corrupted by randomnoise--a commonlyused procedure--except now the
simulated data is "corrupted" instead with a set of complex experimental data. For
this study, a set of 128 frequency response functions from an erectable truss
structure with high modal density and significant nonlinearity was used. These data
were modified numerically by adding two artificial modeswith knownparameters. The
resulting "hybrid data" were then analyzed using both the Polyreference technique
(Refs. 10-13) and the Eigensystem Realization Algorithm (ERA) (Refs. 14-17) over a
wide range of analysis orders (i.e., assumed number of modes). Identification
performance is studied by comparing the identified parameters for the artificial
modes with their known values. Six different cases, using distinct and then
repeated eigenvalues at three different response amplitudes, were analyzed.
Representative portions of the results are discussed.
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CONSTRUCTION OF "HYBRID DATA"
Figure I illustrates the construction of a typical "hybrid" frequency response
function. The top plot shows individual FRFs for each of two simulated modes. In
this case (referred to later as Case 2) the modes have natural frequencies of 50 and
55 Hz, modal damping factors of 0.5 percent, residue amplitudes of 1.0, and residue
phase angles of 1.571 rad.
The middle plot in Figure I shows a driving-point FRF measured during a modal
survey test of the erectabletruss structure. More than thirty resonances appear
between 10 and 128 Hz. This relatively wide frequency band was chosen for the test
because there are only four or five global bending and torsion modes of the
structure in the interval. The remaining resonances are associated with local modes
of individual members of the truss, modes of the suspension cables, rigid-body
modes, and harmonics of lower frequencies arising from nonlinearities.
The bottom plot shows the corresponding hybrid function constructed by summing
the top and middle functions shown in the figure. In this case the two added modes
are large enough in amplitude to rise moderately above the original experimental
data. Two other modal amplitudes were also used in the study: one in which both
modes were ten times larger in amplitude than those shown in Figure I, and the other
in which they were ten times smaller.
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GENERIC l /Q-SCALE SPACE STATION TRUSS 
F i g u r e  2 shows t h e  truss s t r u c t u r e  from which t h e  experimental  data f o r  t h i s  
s tudy  were obtained.  I t  is a gene r i c  qua r t e r - sca l e  model of  a c o n f i g u r a t i o n  b e i n g  
c o n s i d e r e d  f o r  t he  Space S t a t i o n .  The s t ructure  is 26-1/4 fee t  (8.0 m )  long ,  3-3/4 
fee t  ( 1 . 1 4  m )  wide ,  and was suspended by two s t e e l  cables about  30 f e e t  ( 9  m )  l o n g  
a t t a c h e d  nea r  t h e  node p o i n t s  o f  t h e  f i r s t  g l o b a l  bend ing  mode. The tes t  was 
conducted u s i n g  d u a l - s h a k e r ,  burs t - random e x c i t a t i o n  (Ref .  1 8 ) ,  w i t h  v e r t i c a l  
e x c i t a t i o n  appl ied  a t  one end whi le  l a t e r a l  e x c i t a t i o n  was app l i ed  s imul taneous ly  a t  
the  o t h e r .  Response measurements were made i n  t h e  Y and  Z d i r e c t i o n s  ( s ee  F i g u r e  
2 ( b ) )  a t  each of t h e  32 j o i n t s  us ing  a roving  se t  of  e i g h t  accelerometers .  The Hv 
method (Ref .  1 9 )  and one  hundred  a v e r a g e s  were used  i n  g e n e r a t i n g  t h e  s e t  o f  
f requency response func t ions .  
( a )  Test Configurat ion 
F igu re  2 
c x , .= 
(b) Measurement P o s i t i o n s  
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NONLINEARITYSTUDY
As mentioned earlier, the truss exhibited significant nonlinearity and high
modal density. Figures 3 and 4 illustrate these characteristics. The frequency
response functions shown in Figure 3 were measured at the lateral driving point
using four different excitation amplitudes ranging from 0.01 lb rms at each shaker
to 1.0 ib rms at each shaker. If the structure were linear, these four functions
would be identical. However, considerable differences are observed. The two
resonances near 70 Hz, in particular, changedrastically as the amplitude is varied.
Closer examination shows that most of the other resonances change as well, both in
frequency and in damping level. An excitation amplitude of 0.1 lb rms at each
shaker was used to acquire the data discussed in the remainder of the paper.
5.00E+00
A
c
e
o
I-
?.,
e
#
I ! o.ol
I /_'_l / I (each 'shaker)
,,r if, It
S. 00E-03
3.50E +0 ! F_la_OT_.,_, Hz g.goE+01
FreqResp-Hodulus
8Z- 8Z + # 0
021986-11sg03
07!586-093535
F lgure 3
403
ORIGINAL PAGE IS
oe
ESTIMATED NATURAL FREQUENCIES USING "SEARCH-FOR-PEAKS" TECHNIQUE
Figure 4 provides a quick overview of the high modal density exhibited by the
truss. This plot contains 128 horizontal lines, one for each FRF which was
measured. A simple "search-for-peaks" procedure (Ref. 20) was used to detect peaks
occurring in each frequency response function, and the results are plotted using
small tic marks. For simple, linear structures the figure would display a straight,
vertical line at each natural frequency. For this data set, however, several
discrepancies from this ideal behavior are observed. One discrepancy is the
seemingly random scatter of peaks in the frequency interval from approximately 50 to
55 Hz. Another is that the mode near 75 Hz shifts abruptly in frequency at two
different places.
The resonances between 50 and 55 Hz correspond to local resonances of the
individual members of the truss. The shifts in the 75-Hz peak correspond to times
during data acquisition when the eight accelerometers were moved. Whenever sensors
are moved over a structure, the varying mass loading can cause frequency shifts.
Miniature accelerometers were used in the test to minimize this effect, and no
frequency shifting is evident except for the 75-Hz mode. It is also possible that
slight variations in excitation amplitude may have occurred unintentionally during
the test when the accelerometers were moved from one set of positions to the next.
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MODALPARAMETERSANDMODESHAPESFORARTIFICIALMODES
The modal parameters and modeshapes used in constructing the two artificial
modes, for each of six cases, are shown in Figure 5. Natural frequencies of 50 and
55 Hz were arbitrarily selected for Cases I through 3. The only change made in
going from Case I to Case 3 was a reduction in residue amplitude from 10.0, to 1.0,
to O.I. The parameters chosen for Cases 4 through 6 are the sameas those for Cases
I through 3, respectively, except that the frequency of the second modewas lowered
to 50 Hz. This change generated a repeated eigenvalue for these three cases.
Modeshapes for the two addedmodeswere also arbitrarily selected. The simple
alternating pattern of +I and -I shown in Figure 5(b) was used.
Modal Parameters, CASE 1
Label Freq Damping Amplitude Phase
1 50.000 0.00500 10.00 1.571
2 55.000 0.00500 10.00 1.571
Ref ges Mode Flags
1Y+ lX+ 1 0 0 0 I 1
1¥÷ 1_+ 2 0 0 0 1 1
Modal Parameters, CASE 2
Label Freq Damping Amplitude Phase
1 50.000 0.00500 1.000 1.571
2 55.000 0.00500 1.000 1.571
Ref Res Mode Flags
1¥+ 1Y+ 1 0 0 0 1 1
1¥+ 1Y+ 2 0 0 0 1 1
Distinct Eigenvalues --
Varying Amplitude
Modal Parameters, CASE 3
Label Freq Damping Amplitude Phase
1 50,000 0.00500 0.!000 !.57!
2 55.000 0.00500 0.1000 1.571
Ref Rea Node Flags
• - • _ v v , ,
IY+ IY* 2 0 0 0 1 I
Modal Parameters, CASE q
Label Freq Damping Amplitude Phase
1 50.000 0.00500 10.00 1.571
2 50.000 0.00500 10.00 1.571
Modal Parameters, CASE 5
Label Freq Damping Amplitude Phase
1 50.000 0.00500 1.000 1.571
2 50.000 0.00500 1.000 1.571
Modal Parameters, CASE 6
Label Freq Damping Amplitude Phase
1 50.000 0.00500 0.1000 1.571
2 50.000 0.00500 0.1000 1.571
Ref Rea Node Flags
IY+ 1Y+ 1 0 0 0 1 1
1T÷ 1T÷ 2 0 0 0 1 1
Re£ Res Mode Flags
1¥+ 1Y+ 1 0 0 0 1 1
1¥+ 1Y+ 2 0 0 0 1 1
Re£ Res Mode Flags
1¥+ 1¥+ 1 0 0 0 I 1
IY+ 1Y+ 2 0 0 0 1 1
Repeated Eigenvalue --
Varying Amplitude
(a) Parameters
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DATAANALYSISSELECTIONS
Several analysis options must be selected when using either Polyreference or
ERA (see Refs. 20 and 14). It is important to recognize that considerable freedom
is available to a user in choosing these analysis parameters and that the results
will vary somewhatwith different selections.
For this study the following choices were made: For Polyreference, a maximum
mode count of 64 and a frequency interval from 35 to 99 Hz were selected; data from
both references and all 64 response coordinates were accumulated into the
correlation matrix; Modal Confidence Factors (MCFs) and complex residues were
computed; and the assumed number of modes was incremented from I to 64. These
selections resulted in the use of 194 time samples from each unit impulse response
function.
For ERA, a block data matrix of 384 rows and 376 columns was established; data
from both references (inputs) and all 64 responses (outputs) were used
simultaneously, resulting in a block size of 64 by 2; time shifts of one data sample
were used betweenall block rows, between all block columns, and between the two
data matrices; a frequency interval from 35 to 99 Hz was used; and the assumed
numberof modes(one-half the numberof retained singular values) was incremented
from I to 64. These values were chosen so that 194 time samples were also used from
each unit impulse response function.
The unit impulse response functions for both techniques were obtained by
inverse Fourier transformation of the FRFdata in the interval from 35 to 99 Hz (256
spectral lines).
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IDENTIFICATIONRESULTS
All identification results shownin this paper were generated on a VAX11/780
computer, using Version 9.0 of Modal-Plus (Ref. 20) for all Polyreference analyses
and the single-precision version of the ERAprogramfor all ERAanalyses.
To begin, the natural frequencies identified by Polyreference and ERAfor Case
2 are plotted in Figures 6(a) and 6(b), respectively. These figures show all of the
modescalculated by each method as the assumednumberof modes (an analysis option
in both techniques) was incremented from I to 64. The identified frequencies are
indicated by short, vertical line segments. The height of each line segment is
proportional to the corresponding MCF(for Polyreference) or to the corresponding
Input Modal Amplitude Coherence (for ERA) calculated for the mode. Both MCF and
IMAC are "accuracy indicators" used to help differentiate between extraneous
elgenvalues due to noise and data distortions and the actual modes of the system.
If the value of the indicator is 100 percent, the corresponding line segment is
drawn as long as the distance between tic marks on the vertical axis. All
identified eigenvalues are included in these plots; if the indicator had a value of
zero, the corresponding modeappears as just a dot in the figure. Numbered arrows
at the top of the plots indicate the frequencies selected for the two artificially
addedmodes.
With simple, linear data these plots would also consist of straight, vertical
lines located at the natural frequencies of the structure. Any data point falling
off the lines would have a small accuracy-indicator value. However, as seen in
Figure 6, things are not that straightforward with complex experimental data.
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IDENTIFICATIONRESULTS(CONTINUED)
Figures 7 and 8 provide a closer look at the results for Case 2 near the
frequency of the second added mode (55 Hz). Figure 7 shows the Polyreference
results and Figure 8 the corresponding ERAresults. The identified frequencies are
shownin the upper-left plots using the sameformat as in Figure 6. In this case,
however, only the results for modes from 53 to 58 Hz are displayed to improve
clarity. The five other plots in the figures provide additional, corresponding
results for these modes. The true values of each parameter used for the artificial
modes are again indicated by numbered arrows above the top axes. The two
correlation plots at the bottom of the figures show the square of the correlation
i coefficient (Ref. 21) between each of the two chosen modeshapes (Figure 5(b)) and
each identified shape.
A comparison bf Figures 7 and 8 shows that both techniques identified the
frequency, damping, residue amplitude, and modeshape information accurately for
Case 2 as the assumednumber of modeswas increased sufficiently, although the rate
of convergence is different. However, the identified residue phase angle shows a
bias of approximately +15 degrees in both results. The cause of the bias is unknown
at this time.
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IDENTIFICATION RESULTS (CONTINUED)
Additional identification results are provided in Figures 9 and 10 for Cases 3
and 5, respectively. Case 3 used the same parameters as Case 2 except that the
residue amplitudes were reduced by a factor of ten. At this low amplitude, the
total energy in each of the two added modes is only slightly above the background
noise floor. The amplitude reduction has caused the results to be uniformly less
accurate than for Case 2. The residue and mode shape results, in particular, show
significant deviations from their true values. Also note that the scatter in the
frequency and damping results for the weak structural mode at slightly less than 56
Hz is similar in character to that for the 55-Hz artificial mode. This suggests a
similar degree of inaccuracy in the identified mode shapes as well.
Figure 10 shows corresponding results for Case 5, in which the frequency of the
second added mode was lowered to 50 Hz to generate a repeated eigenvalue. Both
techniques successfully identified both modes. Again, however, the convergence
rates are different. Note that the residue results are not determined uniquely in
this case. The sum of the two identified residues, however, should equal the sum of
the two true residues. Note also that the two correlation plots have been replaced
by a single plot showing the total correlation between each identified mode shape
and the shapes of the two added modes. The total correlation would be 100 percent
for each mode for perfect identification.
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CONCLUDING REMARKS
Modal identification of seemingly simple structures, such as the generic truss
discussed in the paper, is often surprisingly difficult in practice due to high
modal density, nonlinearities, and other nonideal factors. Under these
circumstances, different data analysis techniques can generate substantially
different results. This paper summarizes the initial application of a new "hybrid-
data" method for studying the performance characteristics of various identification
techniques with such data.
This approach offers new pieces of information for the system identification
researcher. First, it allows actual experimental data to be used in the studies,
while maintaining the traditional advantage of using simulated data. That is, the
identification technique under study is forced to cope with the complexities of real
data, yet the performance can be measured unquestionably for the artificial modes
because their true parameters are known. Secondly, the accuracy achieved for the
true structural modes in the data can be estimated from the accuracy achieved for
the artificial modes if the results show similar characteristics. This similarity
occurred in the study, for example, for a weak structural mode near 56 Hz (ref.
Figure 9). It may even be possible--eventually--to use the error information from
the artificial modes to improve the identification accuracy for the structural
modes.
It .... 4" " "L.u_ be emphasized, in closing, that zt ....._v_be _i_^_ma_4-...._ _....._._ra_zze_ _,e
identification results shown in this paper. More work, both numerical and
mathematical, is needed to fully characterize the performance of either the
Polyreference or the ERA technique with complex experimental data.
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