Atoms in transversely pumped optical cavities "self-organize" by forming a density wave and emitting superradiantly into the cavity mode(s). For a single-mode cavity, the properties of this self-organization transition are well characterized both theoretically and experimentally. Here, we explore the self-organization of a Bose-Einstein condensate in the presence of two cavity modes-a system that was recently experimentally realized [Leonard et al., Nature 543, 87 (2017)]. We argue that this system can exhibit a "vestigially ordered" phase in which neither cavity mode exhibits superradiance but the cavity modes are mutually phase-locked by the atoms. We argue that this vestigially ordered phase should generically be present in multimode cavity geometries.
I. INTRODUCTION
Strongly correlated condensed-matter systems, such as high-temperature superconductors, are often subject to various distinct ordering tendencies at once. These orders are often nontrivially coupled or intertwined, e.g., when superconductivity coexists with charge-and spindensity wave order [1] . Intertwined order gives rise to hybrid topological defects (such as vortex-dislocation bound states [2] [3] [4] ) as well as to novel, partially melted phases, such as charge-4e superconductors and Ising-nematic phases [3, 5] . What is distinctive about these partially melted or "vestigially ordered" (VO) states is that their order parameters are composites (e.g., products) of the "parent" order parameters corresponding to the microscopic ordering tendencies. For example, if the parent orders have order parameters O 1 and O 2 , the vestigialorder phase is one in which O 1 = 0 and O 2 = 0 but O 1 O 2 = 0. Although such phases exhibit spontaneous symmetry breaking, they are difficult to identify within mean-field theory, and may arise in solid-state systems because the VO phase is more stable to fluctuations or disorder than the parent phases [3, 5, 6] .
In the present work, we argue that intertwined and vestigial order arise naturally in systems of ultracold atoms coupled to multiple optical cavity modes (see Fig. 1 ). We focus on a simple system consisting of a pumped Bose-Einstein condensate confined in two standing-wave cavity modes at a relative angle θ. Such a system was recently experimentally realized [7, 8] ; for two frequencydegenerate cavity modes, a phase was observed with emergent continuous U (1) symmetry breaking (as opposed to the Ising symmetry-breaking in the single-mode problem [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] ). This continuous symmetry and the associated Goldstone modes [8] are indicative of a "supersolid" phase [22, 23] . The self-organization transition in the single-mode case has been extensively explored; its physical origin is that atoms form a density-wavewhich scatters light coherently from the pump laser to the cavity-and at the same time the cavity mode exhibits superradiance [22] .
As observed in Refs. [7, 23, 24] , the analogous transition is richer for multiple degenerate cavity modes, since the system must select a mode to superradiate into. We focus here on the two-mode case. Here, the simplest expectation is that there are two intertwined Ising order parameters at the transition, so the symmetry group remains discrete. Remarkably, there is a regime in which the ordered state possesses an approximate emergent continuous symmetry, which was experimentally observed [7, 8] . This approximate symmetry emerges when certain nonlinear couplings are small. In the present work we explore a different regime of this system where such nonlinearities are important, and argue that they give rise to a new phase, the "vestigially ordered" (VO) phase, which is intermediate between the normal and superradiant phases. In this phase, the atoms form a density wave but neither cavity is superradiant. We identify regimes in which the VO phase can be realized in near-term experiments. We also find that the VO phase is in general more stable when the number of relevant cavity modes increases: thus, it is a generic feature of the phase diagram of multimode cavities, although it was missed in previous studies of these systems [23, 24] . The physical origin of vestigial order in this context can be summarized as follows. The atomic density wave that forms at the self-organization transition has a short wavelength, corresponding to the momentum difference between the pump and cavity modes. Thus this density wave costs appreciable kinetic energy (on the order of a recoil energy). However, the density wave in the VO phase corresponds to the momentum difference between the two cavity modes, which potentially costs much less recoil energy. Therefore, the VO phase can be energetically cheaper than regular superradiance whenever the difference between these recoil energies is large enough (e.g., if the two cavity modes have similar momenta, or if the kinetic energy is made spatially anisotropic by adding external lattice beams). Moreover, if many cavity modes are involved, the same atomic modulation can couple to multiple momentum differences between cavity modes.
The rest of this paper is organized as follows. In Sec. II we write down the general microscopic model we will consider. In Sec. III we review and re-derive the linearized (i.e., Gaussian) theory of self-organization, in terms of atomic and photonic polaritons [13, 21, 25] . In Sec. IV we discuss the microscopic origin of the key nonlinear couplings between the polariton modes in the low-energy theory. This leads us to a simple (but crucially incomplete) mean-field theory, developed in Sec. V. In Sec. VI we identify low-energy fluctuations that are missed by this mean-field theory, and regimes in which such fluctuations are important. In Sec. VII we develop a lowenergy theory including all soft fluctuations, and explore its phase diagram, including the VO phase. In Sec. VIII we identify experimental parameters for which the VO phase can be detected. Sec. IX extends the analysis to systems with many modes, and argues that the VO phase is stabilized by having multiple cavity modes. Finally, Sec. X summarizes our results and experimental predictions.
II. MODEL
We begin with a microscopic model for a Bose-Einstein condensate confined in a standing-wave pump field of the form cos(Q p z), interacting with two cavity modes with mode functions ∼ cos(Q i ·x). We also allow for additional trapping beams along the z direction. We assume that the atomic transition is very far detuned from the optical transitions (as is typically the case in experiments), and that the atoms are high-field seekers, so that all atomic internal states other than the ground state can be adiabatically eliminated. In addition, we work in a frame rotating at the pump laser frequency [22] . The Hamiltonian then takes the form
The coupling constants Ω and G can be related to the microscopic parameters for a system of two-level atoms as follows: Ω ≡ ηg/∆ A , and G ≡ g 2 /∆ A , where η is the Rabi frequency of the pump, g is the atom-cavity coupling, and ∆ A is the detuning of the atomic transition from the pump. However, the form (1) is general and does not assume that the atoms are two-level. We note that the last line of Eq. (1) includes terms of the form Ga † n a n N/2, where N is the total number of atoms in the cavity. In what follows absorb this constant dispersive shift of the cavity mode due to the atoms into a redefinition of ∆ n ≡ ∆ 0 n − GN/2. Note also that we have allowed the cavity detunings to be asymmetric, but have assumed symmetric couplings and a symmetric geometry: this case is qualitatively identical to the case where all quantities are asymmetric, so this assumption does not involve any loss of generality.
In realistic experiments there will also be dissipative processes such as photon leakage out of the cavity (at a rate κ) and atomic spontaneous emission (at a rate γ). For simplicity, we will assume in the main discussion that these processes are suppressed because the detunings obey ∆ n κ, ∆ A γ. We return to the effects of loss in Sec. VIII.
III. REVIEW OF POLARITON PICTURE
We now review the self-organization transition, specializing to the case of Bose condensed atoms with a condensate fraction near unity, and only working to quadratic order in all quantum fields. We discuss the approach to the self-organization transition from the disordered (i.e., non-superradiant) phase, so that the classical expectation values of the cavity modes, i.e., a i = 0. The atomic fields can be written asψ k √ N 0 (δ k,0 + Qδ k,2Qpẑ ) +φ k . For simplicity we shall begin with the minimal model that exhibits self-organization; thus we shall neglect both the overall potential term proportional to V (z) and the inter-cavity scattering term in the last line of Eq. (1). In the general geometry, the pump and cavity are not perfectly perpendicular (see sketch in Fig. 1 ). Thus, Q pẑ + Q n and Q pẑ − Q n are not perfectly degenerate. Thus, in general there are two separate atomic Bogoliubov modes φ nτ = σ=± φ σ(Qpẑ+τ Qn) that couple to the laser. Thus one must in general solve a pair of decoupled three-mode problems, {a 1 , φ 1,± } and {a 2 , φ 2,± },
Note that at this level there are no terms coupling the cavities. It is convenient to rewrite Eq. (2) in terms of coordinate and momentum operators,q n = (q
n− ), defined as follows:
In this basis, the Hamiltonian takes the form
where the indices α, β run from 1 to 3, indexing thep and q vectors introduced above. The main advantage of this basis is that the kinetic energy part (involving the canonical momenta) is proportional to the identity. Thus, to bring this Hamiltonian to diagonal form it suffices to diagonalize the potential-energy terms, which commute with one another. The potential part of the Hamiltonian in the coordinate basis reads
We choose the unitary transformation U n such that it diagonalizes Q αβ,n , H pot n =q n Q nqn =q n U T n Λ n U nqn , where Λ n is a diagonal matrix of eigenvalues (λ n ) i , i = 1, 2, 3. After the unitary transformation we introduce the polariton degrees of freedomx n = U nqn ,π n = U npn . The commutation relation between new degrees of freedom is preserved, [
In the polariton picture the quadratic part of the Hamiltonian is
There are correspondingly three eigenvalue branches, which we denote (λ n ) i , i = 1, 2, 3 in ascending order of energy. We note two limiting cases:
, the energy difference between the two polariton modes is a small perturbation, the lowest polariton has the approximate annihilation operator
while the "intermediate" polariton, β n φ + n −φ − n , softens only weakly.
, the two polaritons soften independently. Again, each polariton acquires a small admixture of the cavity mode, but the overall shift of each polariton due to the cavity is weaker:
Except for numerical factors, therefore, the overall structure is the same in this case: the lower-energy polariton softens while the other polariton is still at a relatively high energy ∼ E n . This justifies a low-energy description of the phase transition in terms of the α-polariton branch for each cavity mode. The photonic admixture in α n generically scales as Ω √ N /∆ n , although the prefactor varies (by up to a factor of two) depending on the geometry. In what follows we shall work in this low-energy subspace.
IV. MICROSCOPIC ORIGIN OF NONLINEARITIES
We now incorporate nonlinear couplings into the Hamiltonian (6) . Even in the single-mode case, such nonlinear couplings are necessary to stabilize the selforganized crystalline phase. In multimode problems, their importance is even greater, as they determine which ordered state is selected: at the quadratic level, the system may be equally unstable to self-organizing into any linear combination of modes 1 and 2; nonlinearities are needed to break this degeneracy, and pick out a "preferred" basis for self-organization. In the regime where these nonlinearities preserve the degeneracy, an approximate U (1) symmetry exists, as was seen experimentally [7] .
Since nonlinearities are naturally expressed in terms of the microscopic fields, we must re-express them in terms of the polariton modes to construct an effective low-energy theory. We proceed as follows: first, we rotate the coordinates and momenta according to the transformation above; second, we project out terms that do not act on the low-energy subspace. Mapping the original Hamiltonian into the low-energy polariton subspace is implemented by using the elements of the inverse unitary transformation U n such that (q
n− x n ) (and the same for π n ) where
Before turning to the low-energy theory, we discuss the microscopic origins of the main cubic and quartic nonlinearities.
Cubic terms. Cubic nonlinearities in Eq. (1) come from terms involving one condensate (either atomic or photonic) and three quantum fields. Cubic nonlinearities are generated in three different ways: (i) a photon can get Bragg-scattered from one cavity mode to another, giving rise to a term of the form
(ii) an atom starting in mode 1 (i.e., in a density-wave of wavevector Q 1 ) can scatter a photon from the laser into mode 2, getting a momentum kick ±Q 2 , leading to a cubic coupling of the form Ω(a † 2 +a 2 )φ † Q1±Q2 φ Q1 +h.c.; and (iii) there are cubic interactions among the ψ modes, due to the contact interaction between the atoms, which we shall neglect in what follows.
Note that owing to quasimomentum conservation, all cubic nonlinearities necessarily involve at least one mode that is outside the polariton subspace (because it lies in the wrong momentum sector). Thus, in the simplest low-energy theory (which involves projection onto a subspace spanned by α 1 and α 2 ) these nonlinearities do not appear. A key conclusion of our work is that these nonlinearities in fact have a crucial role in the self-organization transition.
Quartic terms. In a theory consisting purely of the α i modes, the leading symmetry-allowed nonlinear couplings are quartic in the α i . In practice the dominant nonlinearity stabilizing the ordered state is number conservation: in the self-organized phase, atoms move from the uniform condensate into condensates at wavevectors corresponding to φ n . Since the total atom number is conserved, the zero-momentum condensate must be depleted as a result. This depletion leads to a weakening of the effective atom-light matrix element, i.e.,
Weaker quartic terms arise from the contact interaction and terms of the form Ga † 1 a 2 φ † 1 φ 2 , as well as from integrating out high-momentum modes that are coupled in by the cubic nonlinearities. These cases are discussed in the Appendix.
V. LOW-ENERGY THEORY FOR TWO CAVITY MODES
The simplest way to extend the single-cavity analysis to two cavities is to make the assumption that the only relevant low-energy excitations are the two lowest polaritons, α n . Later, we will re-examine the validity of this assumption. At the quadratic level, when the two cavity modes are degenerate, the system can organize into either of these polariton modes or any linear combination of the modes. Nonlinearities will lift this degeneracy and either favor an equal-weight superposition of both cavity modes, or symmetry-breaking between them. When one projects the Hamiltonian onto the subspace spanned by the lowest polaritons α i , the leading such nonlinearities are quartic; this is mandated by the Z 2 symmetry of the self-organization transition in each mode.
This class of two-mode problems has been studied extensively; we review the main results. At the level of mean-field theory, we can treat mode occupations as cnumbers, α i → α i . Moreover, we can choose the condensate and pump phases so that α i is real. We then arrive at the following generic classical Hamiltonian, which includes all symmetry-allowed terms up to quartic order:
There are two generic possibilities for the phase diagram of H 2m , depending on the sign ofλ. Whenλ > 0, the system minimizes its energy by breaking the symmetry between the two cavity modes, and condensing entirely into one of the modes. In this case a phase transition happens, for r 1 = r 2 < 0, between a phase that is selforganized into mode 1 and one that is self-organized into mode 2. When λ < 0, a "mixed" phase appears in the phase diagram, when r 1 ∼ r 2 < 0, in which both cavity modes are macroscopically occupied. In the experimental setting [7] the leading nonlinear process can be shown to contribute exclusively to λ: the physical mechanism is that the atom-light coupling (which depends on the number of condensed atoms) is decreased by the depletion of the k = 0 condensate when the system self-organizes. Thus, the experimental system approximately realizes a critical phase at λ = 0, r 1 = r 2 < 0: in this phase, there is an approximate emergent U (1) symmetry corresponding to arbitrary linear combinations of modes 1 and 2. Such an approximate symmetry has been experimentally observed [7] .
We note that this emergent U (1) symmetry is finetuned, and is broken by weaker quartic perturbations. However, our focus in the present work is on a more striking feature of this problem, which is that the low-energy theory outlined above is in general inadequate to describe all the low-lying modes that govern the phase transition.
VI. ANCILLARY SOFT FLUCTUATIONS
. In the previous section, we constructed the phase diagram of the theory in which all modes other than the polaritons α i had been eliminated. We now revisit the validity of this elimination. In general, cubic nonlinearities involve at least one atomic mode that is not directly hybridized with either of the cavity modes. Such atomic modes have momenta |Q 1 ± Q 2 |. Generically these momenta are of the same order of magnitude as Q 1 , Q 2 , and the corresponding modes are not directly "softened" by the atom-light interaction. Thus they usually be adiabatically eliminated, giving rise to weak corrections to the quartic term but no more fundamental changes.
There are, however, at least two cases in which adiabatic elimination is inappropriate because the bare (unsoftened) energy of one such mode is small to begin with. These cases correspond either to (a) two cavities with a small angle between their axes, or (b) two cavities at a generic angle, in the presence of a strong pump standing wave. The latter case is straightforward to realize in experiment, as we discuss below. Thin black lines indicate the atomic and photonic polaritons that are familiar from the single-mode problem. These are at energies ER and ∆C in the uncoupled problem, and the former softens giving the usual Dicke transition in a singlemode cavity. Note that there are additional atomic modes (thin gray lines), which are weakly coupled to the photons and are insensitive to the self-organization transition. The χ mode, which softens to give vestigial order, is depicted by a thick black line. Photon-mediated interactions mix atomic density waves with photons, and also mix the χ mode with the two-polariton branch (dashed gray line).
(a) When the two cavity axes are at a small angle with respect to one another, the momentum
The bare kinetic energy of this mode is ∼ Q 2 1 θ 2 /(2M ) E R , so it cannot be adiabatically eliminated and must be retained in the low-energy theory.
(b) Suppose the two cavity axes are at an arbitrary angle to one another, but are symmetrically arranged with respect to the pump axis (Fig. 1) . The difference Q 1 −Q 2 is parallel to the pump axis, i.e., it points alongẑ. We consider a regime in which the pump-induced standing wave is deep, or there is an additional standing wave (of approximately the same wavelength as the pump beam) that lies along the z axis. The single-particle kinetic energy can then be written in the form
where λ/2 is the wavelength of the optical lattice, and J is a hopping matrix element along the z axis, which can be computed within a tight-binding model [26] . When the lattice beams are strong, the kinetic energy along z is quenched relative to that alongx andŷ. Therefore, modes with momenta lying alongẑ are much lowerenergy than those with components along the other axes. Specifically, the kinetic energy of the atomic modes φ ±(Q1−Q2) can be made arbitrarily small by increasing the lattice strength. We emphasize that this mechanism is not sensitive to the wavelength of the standing wave alongẑ: the role of this standing wave is simply to suppress the bandwidth of atomic density modes along that direction.
In either of the cases discussed above, the polaritons α 1 , α 2 do not exhaust the low-energy subspace. There is an additional mode, χ ≡ 1 √ 2 (φ Q1−Q2 + φ Q2−Q1 ), which must be treated on the same footing. In what follows, we work with this three-mode mean-field theory.
VII. THREE-MODE LOW-ENERGY THEORY
A. Hamiltonian and numerical approach
Including both the cubic and quartic terms from Sec. IV, and projecting onto a low-energy subspace spanned by the modes α 1 , α 2 , and χ, we arrive at the following effective theory for the three-mode problem:
where the cubic ξ and quartic non-linearity coefficient γ, γ are defined using the polariton transformation (see Appendix A). For consistency we rewrite the mode χ in x χ andπ χ with the coefficient λ χ = E 2 χ . We find the ground state of this Hamiltonian numerically, using the Dirac-Frenkel varitional principle [27] . This approach is based on a projection of the many-body wave function onto a submanifold of the full Hilbert space spanned by a set of trial wavefunctions in a form of correlated Gaussian state. We shall turn to these numerical results in Sec. VII D. To develop intuition for this phase diagram, however, we first discuss its properties in various limits using heuristic arguments.
B. Three-mode mean-field theory
We first consider the mean-field theory that one would arrive at by treating all three low-energy fields as classical. Including all symmetry-allowed terms, and taking α n , χ real, then leads to the phenomenological Hamiltonian
where . . . includes quartic and higher-order terms, which stabilize ordered phases. Note that the cubic term can always be made to lower the energy, by choosing signs appropriately. Thus, the presence of the χ mode favors a state in which both cavity modes are condensed, as opposed to a state in which only one cavity mode is occupied. Furthermore, the Hamiltonian (12) exhibits a first-order phase transition even when all three modes E 1 , E 2 , χ are individually stable. The overall structure is shown in Fig. 4 .
C. Renormalization effects and vestigial-order phase
By treating all fields as c-numbers, the mean-field Hamiltonian (12) neglects the renormalization of each mode by virtual fluctuations into the others. Consider, in particular, the limit E χ E 1 = E 2 . In this limit, the frequency of the χ mode is renormalized downward tõ
This renormalized mode frequency can go through zero even when all the bare energies are positive, thus triggering a phase transition into a phase in which χ acquires a macroscopic expectation value but the α i do not-namely, the vestigial-order (VO) phase. We now briefly summarize the physical properties of the vestigial-order phase that occurs when the χ mode softens. In the VO phase, the density wave at momentum ±(k 1 − k 2 ) is macroscopically occupied. Therefore time-of-flight imaging will show Bragg peaks at this momentum. On the other hand, there is no superradiance in either of the cavity modes.
By substituting a classical expectation value for the χ mode (which we, once again, take to be real) into Eq. (11), we arrive at the following quadratic Hamiltonian for the α n :
To solve for the cavity modes in the VO phase, one has to diagonalize Eq. (14) ; the new normal modes of the cavity are symmetric and antisymmetric combinations of the original cavity modes. Whether the symmetric or antisymmetric mode is lower in energy is determined by the sign of χ : in other words, the degeneracy between the two original cavity modes is spontaneously broken in the VO phase. This splitting, and the associated symmetry breaking, can be detected by standard spectroscopic probes of the cavity mode frequency.
D. Gaussian variational approach and results
We now extend our previous mean-field theory to account for the renormalization effect that leads to the VO phase. It is simplest to frame this extension in terms of variational wavefunctions. The traditional mean-field theory corresponds to a variational state in which each of the three modes is in a coherent state. We can include the renormalization effect by also allowing the composite order parameters x 1 x 2 , etc., to have an expectation value. In the most general case we describe the system with a Gaussian state ijR iQijRj −h.c. |0 (15) where the operatorR = (x 1 . . .x n ,π 1 . . .π n ) and n running through the polariton modes α 1 and α 2 as well as the low-energy χ-mode; σ y is an extended Pauli matrix
with an identity matrix I 3 of the size three. Here v i and Q ij are the variational parameters of the state which can be understood as the displacement and squeezing amplitudes correspondingly. Wavefunction (15) is normalized, since all the exponents are taken to be anti-Hermitian. This is ensured by the equality Q ij = Q ji . In addition to the naive order parameters, this variational wavefunction allows for squeezing between modes 1 and 2, which is a crucial ingredient in the softening of the χ mode. For our numerical approach we further allow for squeezing in the other pairs of modes. (Note that inter-mode squeezing is the crucial indicator of a phase transition. Squeezing of individual polariton modes is present-i.e., expectation values of the form α 1 α 1 = 0-because of Gaussian fluctuations, even in the normal state, as a result of the atom-cavity interaction. However, in the normal state, symmetry dictates that
We minimize the energy using the imaginary time evolution of the parameters of the Gaussian wavefunction, which can be cast in the following form [28] 
Tr[e −2Ĥτρ (0)] (16) From Eq. (16) we derive the differential form for the evolution of the density matrix. We take an infinitesimally small time step τ → ∆τ and expand exponents both in numerator and denominator up to the leading order in ∆t. From this we obtain the following equation for the evolution of the density matrix
Here Tr[Ĥρ(τ )] is the energy of the system. Averaging one-and two-operators with the density matrix we obtain the equations of motion for the order parameters, ( x , π ) and two point correlation functions ( xx , πx etc.) in imaginary time. We solve those equations numerically for given parameters of the effective low-energy Hamiltonian (11) . The results are shown in Fig. 3 (and Fig. 5 in Appendix D), and include a VO phase for parameters ξ = 1, E χ = 0.01, and γ = 0.1.
The phase diagram of the system (11) demonstrates five distinct phases (Fig. 3) . In the upper right corner of the phase diagram, all the modes in the low-energy theory are stable, and the system is in a "trivial" (or "normal") phase with all order parameters equal to zero, x 1 = x 2 = x χ = 0 (see panels (b-d) in Fig. 3 of the specific order parameters). Fluctuations x 2 n , however, grow as the phase boundary is approached. When λ 1 or λ 2 is decreased, the system undergoes a phase transition from this trivial phase to the superradiant phase in cavity 1 or cavity 2 respectively: e.g., when cavity 1 is superradiant, x 1 = 0, x 2 = x χ = 0. These phases are shown in the upper-left and lower-right corners of Fig. 3 (a-d) . When both parameters λ 1 and λ 2 are sufficiently reduced all modes are macroscopically occupied x 1 = 0, x 2 = 0, and x χ = 0 (see in the lower left corner in Fig. 3(a-d) ). The vestigial order phase, x χ = 0 and x 1 = x 2 = 0 occurs between the trivial phase and the phase in which both modes are occupied, specifically in the center of the phase diagram Fig. 3 (a-d) .
E. Vestigial phase and multicritical points
In agreement with our previous, heuristic discussion, we have numerically found that a VO phase exists in the phase diagram of the two-cavity system. As discussed in Sec. VII C, this phase has expectation values χ = 0 as well as α 1 α 2 = 0, α † 1 α 2 = 0. These expectation values are zero in the normal phase, and are also zero in the phase where only one cavity is superradiant. However, unlike the phase in which both cavities are ordered, the VO phase has α 1 = α 2 = 0. The symmetry broken by the VO phase (similar to the superradiant phases) is a discrete Ising symmetry. The VO phase occurs between the trivial phase and the phase with fully broken symmetry.
The boundary of the VO phase has two multicritical points, P 1 and P 2 , shown in Fig. 3(a) . Each separates the corresponding individually ordered phase, VO phase, trivial phase, and fully ordered phase. For specificity we focus on the vicinity of the point marked P 1 in Fig. 3(a) . Near this point, the order parameter α 2 is not central to the physics: one can thus write down an effective twomode description of this region, in terms of the order parameters α 1 and χ ∼ α 1 α 2 . Since α 1 α 2 is itself an Ising variable, the resulting two-mode theory takes the same form as in Sec. V for two coupled Ising transitions. There are two possibilities for the phase diagram.
(a) The two order parameters compete, such that only one of them is ever present, and there is a firstorder phase transition line between a phase with α 1 = 0, α 1 α 2 = 0 and α 1 = 0, α 1 α 2 = 0.
(b) The two order parameters cooperate, giving rise to a tetracritical point and a "mixed" phase in which both order parameters are present. In this mixed phase, α 1 = 0, α 1 α 2 = 0. It immediately follows that α 2 = 0. Note that one can think of the mixed phase in two completely equivalent ways: either as featuring condensation of modes 1 and 2, or as condensation in one mode plus vestigial order. Although there might seem to be three separate order parameters-α 1 , α 2 , α 1 α 2 -there are only two independent Ising symmetries in the problem. The "third" order parameter is automatically generated once two Ising symmetries are broken.
Our numerical results indicate that possibility (b) is what occurs in practice. The normal phase has two separate Ising symmetries. In the mixed phase, both Ising symmetries are broken, so all the order parameters have finite expectation values. The transition between the normal and mixed phases generically happens in two stages, with an intervening intermediate phase in which one Ising symmetry is spontaneously broken: the order parameter for this phase can be either one of the original Ising variables α i , or a composite such as α 1 α 2 . At special multicritical points, however, both Ising symmetries can break at once.
VIII. EXPERIMENTAL PARAMETERS
We now discuss prospects for observing the predicted phenomena using the cavity parameters of the ETH group. Typically these experiments involve N ≈ 100, 000 particles in a high-finesse single-mode cavity with a linewidth κ ≈ 2π ×2 MHz and a microscopic atom-cavity coupling g 0 ≈ 2π × 10 MHz. The atomic spontaneous emission linewidth is γ ≈ 2π × 3 MHz. Further, atom loss and heating limit the duration of the experiment to a few seconds; therefore, any experimentally relevant instability needs to have a rate that is at least in excess of 10 Hz in order to be clearly visible.
The key parameter controlling the VO phase is the coupling ξ in Eq. (11) . In the case of interest this is given by ∼ E R / √ N , where N is the recoil energy. This scale is approximately 30 Hz, which also sets the maximum achievable instability rate. The vestigial-order phase is achievable whenever the lattice depth along the z direction is large enough that the bare E χ 30 Hz. Using standard data for Rb [26] , we estimate that this requires a lattice depth that is 15E R . This is larger than the (sub-Hz) rate at which momentum excitations decay due to spontaneous emission or contact interactions.
In realistic experiments, cavity losses may lead to decoherence and thus destroy the VO phase. We expect that the VO phase can still be observed whenever the relaxation time to the VO phase is shorter than the decoherence time. Indeed, the lifetime of the VO phase might be longer than that of the superradiant phases, since it has less photonic admixture than the superradiant phases, and thus might be more robust against photon decay; we will address this possibility in future work. To provide an estimate for relaxation time to the VO phase we make an estimation for the gap within the VO phase (see Appendix E). For the parameters E χ = 0.01 and γ = γ = 0.1 in the units of ξ (this is the same parameters as used for the Fig. 3 ) we obtain the the relaxation time of the order of τ rel ≈ 2 sec (assuming that ξ ≈ 30 Hz).
IX. VESTIGIAL ORDER BEYOND TWO CAVITIES
The bulk of this paper considered systems having two degenerate cavity modes, corresponding to physically separate cavities. However, there has been considerable experimental progress in realizing systems of ultracold atoms coupled to multimode optical cavities [29] [30] [31] . Previous theoretical work [23, 24, [32] [33] [34] argued that the self-organization transition should persist in such systems, although it might generally become first-order [23] . We now revisit this problem in light of the previous discussion, and argue that VO phases should generally be present in these geometries.
Consider, for concreteness, the case of a transversely pumped concentric cavity, as introduced in Refs. [23, 32] . In this setup there is a family of cavity modes (and corresponding density-wave-like ordered states) parameterized by radial and angular quantum numbers m, n (approximately enumerating the nodes in each direction) such that m + n is fixed. Each such configuration has approximately the same kinetic energy per particle, on the order of a recoil energy. However, an atomic configuration that merely mixes the modes m, n and m + 1, n − 1 requires very little kinetic energy, and mixes every neighboring pair of cavity modes. Thus, it softens by an amount proportional to the number of modes in the cavity. A closely analogous phenomenon occurs in the case of a photoniccrystal waveguide in which the band to which the atoms are coupled is a p-type band. Again, self-organization costs kinetic energy on the order of the recoil energy, whereas the VO phase costs parametrically less kinetic energy (by an amount set by the system size). Thus, the present mechanism applies with minor changes to those problems also.
X. CONCLUSION
In this work we have argued that the self-organization transition of ultracold atoms in optical cavities changes its character dramatically when the cavity has more than one degenerate mode. In particular, a vestigially ordered (VO) phase, featuring density modulations but no superradiance, emerges between the normal and superradiant phases (Fig. 3) . The mechanism for vestigial order in the present context is very different from that in, e.g., high-temperature superconductors [1] . There, the VO phase occurs because it is more robust to disorder than its parent ordered states. Here, on the other hand, the VO phase occurs because the energetics of a longwavelength density-wave are more favorable than those of a short-wavelength density wave. We have presented a concrete protocol for realizing the VO phase in a setup consisting of two optical cavities at an angle to one another; we estimate a maximal growth rate for the VO phase of order 30 Hz, which should in principle make it accessible with present-day experiments. We have also argued that a many-mode geometry would further stabilize this phase. Many questions remain for future work, however, such as the nature of the fluctuations around the VO phase and the transition from the VO phase to regular superradiance-particularly in the highly multimode case-as well as the nonequilibrium dynamics of ordering [35] . We note that there are intriguing formal parallels between the present system and the case of bosonic mixtures near a Feshbach resonance [36] their "molecular" superfluid corresponds to the VO phase while their "atomic" superfluids correspond to the regular superradiant phases-although the cavity QED platform avoids some of the competing instabilities that arise near a bosonic Feshbach resonance. We also point out that VO type phase can be realized using ion chains [37] Note added.-While our work was being completed, a paper on a related topic appeared [38] . The regime considered in that work (as in the existing experiments) is one in which the VO phase is not expected to be present.
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Recall (Sec. III) that the coefficients u (a) , u (φ) denote atomic and photonic components of the α polaritons, and σ = ± refers to the upper (+) and lower (−) bare energies of the atomic modes that are coupled to cavity mode n. Close to the phase transition cubic and quartic coefficients vary weakly, thus, for simplicity we can approximate the Hamiltonian (11) with its more simplified version when coefficients are taken at the high-symmetry line, ∆ 1 = ∆ 2 and E 1σ = E 2σ . In this case the nonlinearity can be described with two scalar coefficients γ and γ .
Equations of motion can be written in a compact form
where the symmetric connected part of the two operator average is defined as R mRm
Here we defined effective Hamiltonians defining the evolution in imaginary time for the one and two operator averages:
Let us provide an example, for the most general quartic Hamiltonian in the form
the average of the Hamiltonian reads: obtain the state dependent Hamiltonians h (1) In this section we want to point out that the vestigial order is not always present at the phase diagram even at the level when all relevant fluctuations are included. Fig. 5 demonstrates the phase diagram and order pa-rameters x χ , x 1 , and x 2 as a function of detunings for the quartic non-linearity γ = 0.2 (in the units cubic anisotropy to ξ = 1). In this case only one critical point is present in the system (compare it with Fig. 3 ). This critical point separates four phases.
1. trivial phase x 1 = x 2 = x χ = 0; 2. cavity 1 is in the superradiant phase x 1 = 0 and x 2 = x χ = 0;
3. cavity 2 is in the superradiant x 2 = 0 and x 1 = x χ = 0;
4. all modes are macroscopically occupied x 1 = 0, x 2 = 0, and x χ = 0.
There is no VO phase present on the phase diagram.
Appendix E: Estimation for the gap inside the vestigial order phase
A simple estimate for the relaxation time to the VO phase can be made using the ground state calculation. While calculating the order parameters and correlation functions for any given point in the phase diagram we have access to the all the observables of the system calculated in the ground state. In particular, the information about the energy of the system is particularly useful. By making fit to the energy in the vicinity of the phase transition from the trivial phase to the VO phase we can estimate the energy gap between those two states inside the VO phase. In our calculations we use the quadratic fit to the energy in both phases.
For the typical parameters used in this paper, E χ = 0.01 and γ = γ = 0.1, we obtained an estimate for the gap equal to δE = 0.015 (all in the units of ξ). The dependence of the energy difference as a function of λ 1 (for λ 2 = λ 1 ) is shown in Fig. 6 can be increased by decreasing the ration between quartic and quibic nonlinearity γ/ξ. For instance, by decreasing γ = γ = 0.05 one can achieve the difference which is δE = 0.07. This result agrees with our calculation for the phase diagram for larger non-linearity γ = γ = 0.2 (shown in Fig. 5 ) where the VO phase is never the lowest energy state of the system.
From this simple gap calculation we can estimate the time system need to achieve its ground state in the experiment as an inverse of the energy difference, τ rel = δE −1 . Our estimate for the aforementioned parameters are τ rel ≈ 2 s and τ rel ≈ 0.5 s for the quartic nonlinearity equal to 0.1 and 0.05 correspondingly.
