Introduction
Speech can be divided into numerous voiced and unvoiced regions. The classification of speech signal into voiced, unvoiced provides a preliminary acoustic segmentation for speech processing applications, such as speech synthesis, speech enhancement, and speech recognition."Voiced speech consists of more or less constant frequency tones of some duration, made when vowels are spoken. It is produced when periodic pulses of air generated by the vibrating glottis resonate through the vocal tract, at frequencies dependent on the vocal tract shape. About two-thirds of speech is voiced and this type of speech is also what is most important for intelligibility. Unvoiced speech is non-periodic, random-like sounds, caused by air passing through a narrow constriction of the vocal tract as when consonants are spoken. Voiced speech, because of its periodic nature, can be identified, and extracted .In recent years considerable efforts has been spent by researchers in solving the problem of classifying speech into voiced/unvoiced parts . A pattern recognition approach and statistical and non statistical techniques has been applied for deciding whether the given segment of a speech signal should be classified as voiced speech or unvoiced speech. Qi and Hunt classified voiced and unvoiced speech using nonparametric methods based on multi-layer feed forward network . Acoustical features and pattern recognition techniques were used to separate the speech segments into voiced/unvoiced .
The method we used in this work is a simple and fast approach and may overcome the problem of classifying the speech into voiced/unvoiced using zero-crossing rate and energy of a speech signal. Here we are using phonemes of devnagari script a speech sample. The methods that are used in this study are presented in the second part. The results are given in the third part.
II. The Devnagari Script
Devnagari script is a script of phonemes arranged in a well structured scientific manner showing unambiguous classification and grouping of phonemes according to the organs used in producing that sound. The letter order of Devnagari is based on phonetic principles which consider both the manner and place of articulation of the consonants and vowels they represent. Accordingly these letters (Akshar) are grouped into different classes called Varnas ("TulyasyaPrayatnam Savarnam") . Every letter and its pronunciation is unique and can't be represented or pronounced by using any other letter(s). This gives us a unique representation for every word uttered by human irrespective of human and context of speech. This feature is absent in languages like English in which one representation and pronunciation of a word or letter can be done in more than one way, e.g. bye, buy both are pronounced similarly.
The first 25 consonants of Devnagari script, arranged in a 5X5 matrix, form five different groups of phonemes as in Table 1 Each row of five consonants is generated in totally different way. First four rows are classified depending on the touch point of tongue inside the mouth as Kanthhawya (Velar), Talawya (Palatal), Murdhanya (Retroflex) and Dantawya (Dental). The fifth group is called Aushthawya (Labial) because it is generated using lips only. The elements in a single row are generated using the same organs but varying the time period of touch and pressure at the same or near the touch point of group.Different phonemes in these varnas are Shown in following Table 1 . 
III. Present work
The objective of work is to determine zero crossing rate and energy calculation of Devnagari speech sample. Depending upon the ZCR and energy ,we determine whether the segment is voiced or unvoiced.The steps used in the present work system are discussed below.
Input Acquisation
After capturing the speech by using microphone the speech data is saved in .wav files. For that purpose window XP sound recorder is used. We are using complete list of Devnagari alphabets uttered by 10 different persons (5 females + 5 males) in normal daily use rooms at 8 kHz with 8 bits per sample.The work being focused mostly on calculating zero crossing rate and energy calculation of speech sample.
The Speech Utterance (Data Collection)
The source of data is a database consisting of 25 characters taken from 5 phone classes and spoken 10 times by 10 speakers; those are 5 males and 5 females of various ages.The data, which is speaker dependent, will be used for further processing.. These characters are recorded by Windows XP sound recorder with sampling rate 8 kHz, 8-bit and mono is used to record the utterance.
IV. Method
In our design, we combined zero crossings rate and energy calculation. Zero-crossing rate is an important parameter for voiced/unvoiced classification. It is also often used as a part of the front-end processing in automatic speech recognition system. The zero crossing count is an indicator of the frequency at which the energy is concentrated in the signal spectrum. Voiced speech is produced because of excitation of vocal tract by the periodic flow of air at the glottis and usually shows a low zero-crossing count], whereas the unvoiced speech is produced by the constriction of the vocal tract narrow enough to cause turbulent airflow which results in noise and shows high zero-crossing count. Energy of a speech is another parameter for classifying the oiced/unvoiced parts The voiced part of the speech has high energy because of its periodicity and the unvoiced part of speech has low energy.
Zero-Crossings Rate
In the context of discrete-time signals, a zero crossing is said to occur if successive samples have different algebraic signs. The rate at which zero crossings occur is a simple measure of the frequency content of a signal. Zero-crossing rate is a measure of number of times in a given time interval/frame that the amplitude of the speech signals passes through a value of zero, Fig 1. Speech signals are broadband signals and interpretation of average zero-crossing rate is therefore much less precise However, rough estimates of spectral properties can be obtained using a representation based on the shorttime average zero-crossing rate . The analysis for classifying the voiced/unvoiced parts of speech has been illustrated in the flow chart in Fig.2 
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Energy of the Discrete Speech Signal
The amplitude of unvoiced segments is noticeably lower than that of the voiced segments. The shorttime energy of speech signals reflects the amplitude variation. In a typical speech signal we can see that its certain properties considerably changes with time.For example, we can observe a significant variation in the peak amplitude of the signal and a considerable variation of fundamental frequency within voiced regions in a speech signal. These facts suggest that simple time domain processing techniques should be capable of providing useful information of signal features, such as intensity, excitation mode, pitch, and possibly even vocal tract parameters, such as formant frequencies. Most of the short time processing techniques that give time domain features (Qn), can be mathematically represented as Such a quantity has little meaning or utility for speech since it gives little information about time dependent properties of speech signal. We have observed that the amplitude of the speech signal varies appreciably with time. In particular, the amplitude of the unvoiced segment is generally much lower than amplitude of the voiced segment. The short time energy of the speech signal provides a convenient representation that reflects the amplitude variation and can be defined as
m=-∞ The major significance of En is that it provides a basis for distinguishing voiced speech segment from unvoiced speech segment. It can be seen that the value of En for the unvoiced segments are significantly smaller than voiced segments. The energy function can also be used to locate approximately the time at which voiced speech become unvoiced speech and vice versa, and for high quality speech (high signal to noise ratio) the energy can be used to distinguish speech from silence. In voiced speech the short-time energy values are much higher than in unvoiced speech , which has a higher zero crossing rate. The above discussion cites the importance of energy function (En) for speech analysis purpose.
V. Results
MATLAB 7..3 is used for our calculations. We chose MATLAB as our programming environment as it offers many advantages. It contains a variety of signal processing and statistical tools, which help users in generating a variety of signals and plotting them. MATLAB excels at numerical computations, especially when dealing with vectors or matrices of data.One of the speech signal used in this study is given with Fig.6 . Proposed voiced/unvoiced classification algorithm uses short-time zero-crossings rate and energy of the speech signal. The results of voiced/unvoiced decision using our model are presented in Table2.
In the frame-by-frame processing stage, the speech signal is segmented into a non-overlapping frame of samples. It is processed into frame by frame until the entire speech signal is covered. Table 2 includes the voiced/unvoiced decisions for phoneme "ka." It has 3600 samples with 8000Hz sampling rate. At the beginning, we set the frame size as 100 samples. For every 100 samples we calculate zero crossing rate and energy of speech signal. 
VI. Conclusion
We have presented an approach for separating the voiced /unvoiced part of speech in a simple and efficient way. The algorithm shows good results in classifying the speech as we segmented speech into many frames. For unvoiced speech, most of the energy is found at higher frequencies. Since high frequencies imply high zero crossing rates, and low frequencies imply low zero-crossing rates, there is a strong correlation between zero-crossing rate and energy distribution with frequency. A reasonable generalization is that if the zero-crossing rate is high, the speech signal is unvoiced, while if the zero-crossing rate is low, the speech signal is voiced.
