In this paper, we discuss the strong convergence rates and strong representation of the Kaplan-Meier estimator and the hazard estimator based on censored data when the survival and the censoring times form negatively associated (NA) sequences. Under certain regularity conditions, strong convergence rates are established for the Kaplan-Meier estimator and the hazard estimator, and the Kaplan-Meier estimator and the hazard estimator can be expressed as the mean of random variables, with the remainder of order n -1/2 ln 1/2 n a.s. MSC: Primary 60F15; secondary 60F05
Introduction and main results
Let {T i ; i ≥ } be a sequence of true survival times. Random variables (r.v.s) are not assumed to be mutually independent; it is assumed, however, that they have a common un- the number of uncensored observations less than or equal to t, and
the number of censored or uncensored observations greater than or equal to t. The following nonparametric estimationF n of F due to Kaplan and Meier [] is widely used to estimate F on the basis of the data (Z i , δ i ):
Since the sequences {T n ; n ≥ } and {Y n ; n ≥ } are independent, it follows that
and the empirical d.f. of F * is defined by
We have then
and dF * (t) =Ḡ(t) dF(t).
Another question of interest in survival analysis is the estimation of the hazard function h defined as follows when it is further assumed that F has a density f :
is called the cumulative hazard function. The empirical cumulative hazard functionĤ n (x) is given bŷ
Since N n (t) is a step function, and dN n (Z (k) ) = δ (k) , k = , , . . . , n, it can be easily seen that
where
There is extensive literature on the Kaplan-Meier and the hazard estimatorF n (x) and H n (x) for censored independent observations. We refer to papers by Breslow The main purpose of this paper is to study the strong convergence rates and strong representation of the Kaplan-Meier estimator and the hazard estimator based on censored data when the survival and the censoring times form the NA (see the following definition) sequences. Under certain regularity conditions, we find strong convergence rates of the Kaplan-Meier and hazard estimator, and the expression of the Kaplan-Meier estimator and the hazard estimator as the mean of random variables, with the remainder of order n -/ ln / n a.s.
Definition Random variables X  , X  , . . . , X n , n ≥  are said to be negatively associated (NA) if for every pair of disjoint subsets A  and A  of {, , . . . , n}, Theorem . Let {T n ; n ≥ } and {Y n ; n ≥ } be two sequences of NA random variables. Suppose that the sequences {T n ; n ≥ } and {Y n ; n ≥ } are independent. Then, for any
here and in the sequel, a n = n -/ (ln n) / .
For positive reals z and t, and δ taking value  or , let
. 
Proofs
Proof of Theorem . It is easy to see from Property P  of Joag-Dev and Proschan [] that {Z n ; n ≥ } and {(Z n , δ n ); n ≥ } are also two sequences of NA r.v.s. Therefore
follow from Lemma . and the fact that both L n and F * n are empirical distribution functions of L and F * . Now, by (.) and (.), let us writê
Therefore, by the combination of equations (.) and (.), andL n (τ ) →L(τ ) > , for  < τ < τ L , we obtain
Thus, (.) holds. Now we prove (.). By (.) and (.),
Therefore, by combining the inequality  < ln
By (.),(.) and (.), using the Taylor expansion, e x =  + x + o(x), we obtain
Thence, the combination (.), (.) holds. This completes the proof of Theorem ..
Proof of Theorem
Thus, by the combination of (.),
and N n (s) is a step function, we get
Therefore, to prove (.), it suffices to prove that
To estimate I  , we further subdivide each [
, it follows that Taking t = a n in Lemma ., yields the following probability bound: 
