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DISCRETE MIRANDA–TALENTI ESTIMATES AND
APPLICATIONS TO LINEAR AND NONLINEAR PDES
Mohan Wu, PhD
University of Pittsburgh, 2019
In this thesis, we construct simple and convergent finite element methods for linear
and nonlinear elliptic differential equations in non-divergence form with discontin-
uous coefficients. The methods are based on a discrete Miranda-Talenti estimate,
which relates the H2 semi-norm of piecewise polynomials with the L2 norm of its
Laplacian on convex domains. We develop a stability and convergence theory of the
proposed methods, and back up the theory with numerical experiments. Further-
more, we construct a finite element method for the Monge-Ampe`re problem by using
an equivalent Hamilton-Jacobi-Bellman formulation.
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1.0 INTRODUCTION
In this thesis, we consider finite element methods for linear and nonlinear second
order elliptic problems in non-divergence form. A prototypical (linear) example is
given by
A(x) : D2u(x) = g(x) in Ω ⊂ Rd, (1.0.1)
accompanied with Dirichlet boundary conditions. Here, g ∈ L2(Ω) is a given source
term, and A : Ω→ Rd×d is symmetric and uniformly positive definite on a bounded
domain Ω. Such problems naturally appear in stochastic optimal control in the form
of the Hamilton–Jacobi–Bellman equation, and they also arise as linearizations of
fully nonlinear second-order PDEs.
This thesis focuses on the case in which the coefficient matrix is not differentiable,
in particular, integration-by-parts cannot be performed on (1.0.1), and weak solutions
based on variational principles are not applicable. In this setting, there are some
distinct theories and solution concepts concerning the well-posedness of the problem,
each depending on the regularity of the matrix A. For example:
• If A is Ho¨lder continuous and if the boundary of the domain is sufficiently smooth,
then there exists a classical solution satisfying the PDE pointwise in Ω [15, Chap-
ter 6].
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• If A is uniformly continuous on Ω or if A has vanishing mean oscillation, then
there exists a unique strong solution u ∈ W 2,p(Ω) to the problem, i.e., u satisfies
the PDE a.e. in Ω [4,15].
• If A is essentially bounded and it satisfies the so-called Cordes condition (cf. Def-
inition 3), and if the domain Ω is convex, then there exists a strong solution
u ∈ H2(Ω) [22,30].
In this thesis we focus on the third case which assumes the least regularity conditions
on the coefficient matrix, i.e., we assume that the matrix is possibly discontinuous but
satisfies the Cordes condition. The Cordes condition, a type of anisotropy condition
on A, is a crucial assumption to establish the well-posedness of the elliptic problem
(1.0.1); counterexamples in d ≥ 3 show that solutions to (1.0.1) are not unique for
general discontinuous A (cf. Example 1). Another key ingredient to show the well-
posedness of (1.0.1) is the Miranda-Talenti estimate, which relates the H2 semi-norm
of a function with the L2 norm of its Laplacian on convex domains.
Lemma 1 (Miranda-Talenti inequality [16, 22]). Suppose that Ω ⊂ Rd is a bounded
convex domain. Then there holds
‖D2v‖L2(Ω) ≤ ‖∆v‖L2(Ω) ∀v ∈ H2(Ω) ∩H10 (Ω). (1.0.2)
The important feature of the estimate (1.0.2), and crucial to the analysis of
problem (1.0.1), is that the equivalence constant is exactly one on convex domains.
A goal of this thesis is to develop finite element methods for PDEs in non-
divergence form and a convergence theory by extending Lemma 1 to piecewise poly-
nomial functions. In particular, we shall prove the following discrete Miranda-Talenti
inequality. A more detailed explanation of the notation is given in subsequent chap-
ters.
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Theorem 1 (Discrete Miranda-Talenti inequality). Let Ω ⊂ Rd (d = 2, 3) be a
convex polytope. Let Vh ⊂ H10 (Ω) denote the kth degree Lagrange finite element space
with respect to a simplicial mesh Th. Then for any vh ∈ Vh, we have
‖D2vh‖L2(Th) ≤ ‖∆vh‖L2(Th) + C†
∑
f∈FIh
h−1f ‖[[∂vh/∂nf ]]‖2L2(f)
1/2 , (1.0.3)
where the constant C† > 0 is independent of h and vh.
We shall show that the estimate (1.0.3) naturally leads to simple and efficient
finite element methods for linear and fully nonlinear problems in non-divergence form
as well as a stability and convergence theory.
Despite its non-variational structure, a flurry of finite element methods have
recently been developed for problems in non-divergence form (1.0.1). In the case
that the coefficient matrix is continuous, finite element methods have been devel-
oped in [9, 11, 25]; these methods and their analysis are based on discrete Calderon-
Zygmund estimates. The first Galerkin method in the case of discontinuous coeffi-
cients was done in [30], where an intricate hp-discontinuous Galerkin (DG) method
was proposed for elliptic PDEs satisfying the Cordes condition. There, the authors
bypass a discrete Miranda–Talenti estimate by adding auxiliary terms in their formu-
lation. This method was extended to the fully nonlinear Hamilton–Jacobi–Bellman
equation with continuous coefficients satisfying the Cordes condition in [31,32]. The
method was then extended to Lipschitz continuous domains with piecewise curved
boundaries in [20]. A related but simpler DG method for elliptic problems in non-
divergence form based on a least-squares formulation is proposed in [24]. However,
it is unclear whether this method extends to fully nonlinear problems. A weak
Galerkin method was presented in [34], and a mixed discretization based on stable
finite element Stokes spaces is proposed in [12]. A finite element method based on
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the convolution of finite differences for (1.0.1) was proposed in [27], and the sta-
bility of the method was shown via discrete Alexandrov-Bakelman-Pucci estimates.
Extensions of these results to fully nonlinear problems was done in [28].
An advantage of the proposed methods is their relative simplicity; the methods
can be readily implemented on standard finite element method software packages.
Furthermore, in contrast to [9,11,25], the methods are provably convergent for linear
problems with discontinuous coefficients satisfying the Cordes condition. Finally,
as far as we are aware, the methods have the fewest number of global degrees of
freedom on simplicial meshes for problems with discontinuous coefficients. On the
other hand, the cost for the simplicity of the methods are restrictions on the finite
element spaces and the mesh. For example, in contrast to [30–32], we require that
the mesh is simplicial and does not contain hanging nodes, and that the polynomial
degree does not vary between elements. Furthermore, we do not track the dependence
of the polynomial degree in the stability and error estimates.
The rest of the thesis is organized as follows. In Section 1.1 we establish the
notation and state some preliminary results. In Section 2.1 and 2.2 we build an
enriching operator that connects the Lagrange finite element space with a cubic
spline space in two and three dimensions. With this enriching operator, we prove
Theorem 1 in Section 2.3. In Chapter 3 we propose a finite element method for linear
PDEs in non-divergence form, prove the well-posedness of the method, and derive
optimal order estimates. These results are extended to the fully nonlinear Hamilton–
Jacobi–Bellman equation in Chapter 4 and numerical experiments are presented in
Section 4.3. Then we discuss the Monge-Ampe`re problem in Chapter 5, its relation
with Hamilton–Jacobi–Bellman representation, and propose a finite element method
based on this formulation. Finally in Chapter 6, we make a conclusion of the thesis
and discuss possible future research.
4
1.1 PRELIMINARIES
Let Ω ⊂ Rd (d = 2, 3) be a bounded, convex polytope, and let Th be a conforming
and shape–regular simplicial triangulation of Ω without hanging nodes. For each
element T ∈ Th, let hT := diam T and h := maxT∈Th hT . We denote by Vh and Fh
the set of vertices and the set of (d − 1)–dimensional faces of Th, respectively. We
write Fh = F Ih ∪ FBh , where F Ih denotes the set of interior faces and FBh denotes
the set of boundary faces. Likewise, we denote the sets of interior and boundary
vertices as VIh and VBh , respectively. Let VT and MT be the set of vertices and (1-
dimensional) edge midpoints, respectively, of a simplex T ∈ Th. Let Tp be the set of
simplexes in Th that share the common vertex p ∈ Vh. We also denote by F Ip (resp.,
FBp ) the set of interior (resp., boundary) (d−1)–dimensional faces in F Ih (resp., FBh )
that share the common vertex p. The set of interior and boundary edge midpoints
in Th is denoted by MIh and MBh , respectively, and we set Mh =MIh ∪MBh .
For each face f ∈ Fh, let nf ∈ Rd denote a fixed choice of a (constant) unit
normal vector to f . If f ∈ FBh , we assume that nf coincides with the outward unit
normal of ∂Ω restricted to f . We then define the jump operator [[·]] on f by
[[v]] := v|Tout − v|Tin if f = ∂Tout ∩ ∂Tin ∈ F Ih ,
[[v]] := v|Tout if f = ∂Tout ∩ ∂Ω ∈ FBh ,
where v is a sufficiently regular scalar valued or vector-valued function. Here, the
labeling is chosen so that nf is outward pointing for Tout and inward pointing for Tin.
Remark 1. The assumptions of Th implies that there is a cT > 0, independent of h,
such that
max
T∈Th
card{T ′ ∈ Th : T ∩ T ′ 6= ∅} ≤ cT ∀h > 0. (1.1.1)
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Now let T , T ′ ∈ Th such that they share a common vertex p. Since Ω is assumed
to be a convex polytope, T and T ′ can be connected by simplices through faces, i.e.,
there exists a finite sequence {Tj}Mj=0 ⊂ Tp labeled such that T0 = T, TM = T ′, and
∂Tj ∩ ∂Tj+1 ∈ Fh for all j. By (1.1.1) we have M ≤ cT .
Definition 1. We say that a node p ∈ VBh ∪MBh is a flat node if the normal vectors
of all the faces in FBp are parallel. Otherwise we say that p is a sharp node. We set
VBh = V[h ∪V#h and MBh =M[h ∪M#h , where V[h and M[h denote the set of flat nodes
in VBh and MBh , respectively, and V#h and M#h denote the set of sharp nodes in VBh
and MBh , respectively.
Let Pk(D) denote the space of polynomials of degree less than or equal to k with
domain D, and let
Vh := {v ∈ C(Ω) ∩H10 (Ω) : v|T ∈ Pk(T ) for T ∈ Th}
be the kth–degree Lagrange finite element space associated with Th.
We define the piecewise defined semi–norms | · |H2(Th) and ‖ · ‖L2(Th) by
|v|2H2(Th) =
∑
T∈Th
|v|2H2(T ), ‖v‖2L2(Th) =
∑
T∈Th
‖v‖2L2(T ).
And we define u ∈ H2(Ω) if and only if ‖v‖2H2(Ω) := ‖v‖2L2(Ω) +‖∇v‖2L2(Ω) + |v|2H2(Ω) <
∞. We define . such that u . v means that u ≤ Cv for some C > 0 independent of
the mesh size h.
Inverse-type estimates are widely used in the error analysis in this thesis. Clas-
sical inverse estimates are of the form
‖v‖Hs(T ) . h−sT ‖v‖L2(T ) ∀v ∈ Vh.
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The scaling technique is defined as following: Let T be a simplex in a regular
mesh. Define Tˆ := { 1
hT
x : x ∈ T}, where hT is the diameter of T . Then for any
function v ∈ Pk(T ), we define vˆ(xˆ) = v(x), with xˆ = 1hT x. We have an affine map F
from Tˆ to T , F (xˆ) = hT xˆ = x, |DF | = hdT . Thus, we can compare the norm of v in
T and norm of vˆ in Tˆ .
‖v‖2L2(T ) =
∫
T
|v|2 dx =
∫
F (Tˆ )
|v|2 dx =
∫
Tˆ
|vˆ|2|DF | dxˆ = hdT‖vˆ‖2L2(Tˆ ),
‖∇v‖2L2(T ) =
∫
T
|∇v|2 dx =
∫
F (Tˆ )
|∇v|2 dx =
∫
Tˆ
| 1
hT
∇vˆ|2|DF | dxˆ = hd−2T ‖∇vˆ‖2L2(Tˆ ).
Definition 2. We say that u is a strong solution to a PDE with zero Dirichlet
boundary condition on Ω if it has regularity
u ∈ V := H2(Ω) ∩H10 (Ω),
and satisfies the PDE almost everywhere in Ω.
Theorem 2 (Browder–Minty Theorem). Let 〈M[u], v〉 be a dual pairing between V ∗
and V . If the operator M is bounded, continuous, coercive and strongly monotone,
then there exist a unique u ∈ V satisfying 〈M[u], v〉 := 0 ∀v ∈ V .
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2.0 DISCRETE MIRANDA-TALENTI INEQUALITY
In this chapter, we develop a proof for the Discrete Miranda-Talenti inequality stated
in Theorem 1. First we consider aH2-conforming Clough-Tocher finite element space,
and then build an enriching operator from the this space to Lagrange space Vh. We
use the stability properties of this enriching operator and the continuous Miranda-
Talenti inequality to give the full proof.
2.1 THE CLOUGH-TOCHER FINITE ELEMENT
To prove the discrete Miranda-Talenti inequality (1.0.3), we first introduce the (aux-
iliary) Clough-Tocher finite element space, a d–dimensional C1 piecewise cubic poly-
nomial space defined on a simplicial mesh [5,35] . Its construction is done on a split
of each simplex of the mesh obtained as follows:
• For d = 2, the simplex is split by connecting the vertices to the barycenter of the
simplex (cf. Figure 2.1 left).
• For d = 3, each of the 2–dimensional faces of the simplex is split by connecting
the vertices to the barycenter of the face. Then the vertices and the barycenters
of the faces are connected to the barycenter of the tetrahedron (cf. Figure 2.1
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Figure 1: The two-dimensional and three-dimensional Clough-Tocher element. Solid
circles indicate function evaluation, large circles indicate derivative evaluation, and
straight lines indicate directional derivative evaluation.
right).
Thus we see that each simplex is split into Nd := (d + 1)!/2 subsimplices. We
denote the set of subsimplices of this split by Tr := {Ti}Ndi=1 and define
Pk(Tr) :=
Nd∏
i=1
Pk(Ti),
to be the space of (local) piecewise polynomials of degree k with respect to the
split. A unisolvent set of degrees of freedom which induces a globally C1 piecewise
polynomial space is given in the next proposition. We refer to [35] for a proof.
Proposition 1. For a one-dimensional edge e, denote by {sei}d−1i=1 ⊂ Rd a set of unit
vectors such that, together with the direction determined by the edge, they provide a
basis for Rd. Then
1. The dimension of C1(T ) ∩ P3(Tr) is 12(d+ 1)(d2 + d+ 2).
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2. A function vh ∈ C1(T ) ∩ P3(Tr) is uniquely determined by
(a) the values vh(p) and ∇vh(p) for all p ∈ V(T );
(b) the values ∇vh(p) · sei for all p ∈ MT and i ∈ {1, . . . , d − 1} such that p is
the edge midpoint of e.
Remark 2. For the convenience of the proofs below, we set the direction vectors
{sei}d−1i=1 associated with a (boundary) flat edge midpoint as follows: In two and three
dimensions, we take se1 to be the common normal vector given in Definition 1. In three
dimensions, we take se2 to be orthogonal to both the common normal and the edge.
Note that se2 is tangent to the boundary faces associated with the edge. Furthermore,
we omit the superscript e in the notation when the context is clear.
The degrees of freedom given in Proposition 1 induce a global piecewise cubic
space
V˜h := {vh ∈ H2(Ω) : vh|T ∈ C1(T ) ∩ P3(Tr), ∀T ∈ Th}.
A characterization of the associated space with zero Dirichlet boundary conditions
with respect to the degrees of freedom is summarized in the next lemma.
Lemma 2. A function vh ∈ V˜h satisfies vh ∈ V˜h,0 := V˜h ∩ H10 (Ω) if and only if (i)
vh(p) = 0 for p ∈ VBh ; (ii) ∂vh∂t (p) = 0 for all p ∈ V[h and tangent vectors t with respect
to faces/edges in FBp ; (iii) ∇vh(p) = 0 for all p ∈ V#h ∪M#h ; and in three dimensions
(iv) ∂vh
∂s2
(p) = 0 for all p ∈M[h.
Proof. It is clear that if vh ∈ V˜h,0 then (i) is satisfied.
Let p ∈ V[h be a flat vertex, and denote the common normal vector at p by n. If
vh ∈ V˜h,0, then vh = 0 on FBp , and so the tangential derivatives of vh are zero along
the boundary faces in FBp ; thus (ii) and (iv) hold. Note that the derivative of vh in
the direction of n is not restricted on V[h ∪M[h.
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We now show that if vh ∈ V˜h,0 then ∇vh = 0 on sharp nodes. Let p ∈ V#h ∪M#h
be a sharp node, and denote by f1, f2 ∈ FBp two faces with nonparallel unit normal
vectors n1, n2. Then there exist two orthogonal bases of Rd, {n1, t1,1, . . . , t1,d−1} and
{n2, t2,1, . . . , t2,d−1}, where {t1i}d−1i=1 are the tangential vectors of f1, {t2,j}d−1j=1 are the
tangential vectors of f2. Therefore, for each i = 1, . . . , d − 1, there exist a unique
decomposition t1,i =
∑d−1
j=1 ci,jt2,j + ci,dn2 (ci,j ∈ R). We claim that there exists
1 ≤ i ≤ d− 1 such that ci,d 6= 0.
Suppose the claim is not true, i.e., ci,d = 0 for all i, which implies that
span{t1,i}d−1i=1 ⊂ span{t2,j}d−1j=1 for all j. Since the dimensions of the (linearly inde-
pendent) sets are the same, we conclude that span{t1,i}d−1i=1 = span{t2,j}d−1j=1, and
therefore n1 · t2,j = 0 for all j. Hence, since {n2, t2,1, . . . , t2,d−1} is a orthogonal basis,
we have
n1 =
d−1∑
j=1
(n1 · t2,j)t2,j + (n1 · n2)n2 = (n1 · n2)n2,
implying that n1 and n2 are parallel, a contradiction. Thus there exists 1 ≤ i ≤ d−1
such that ci,d 6= 0.
Now since vh = 0 on FBp , the tangential derivatives of vh are zero along the
boundary faces f1 and f2, i.e.,
∂vh
∂t1,i
(p) = 0 and ∂vh
∂t2,j
(p) = 0 for i, j = 1, . . . , d− 1. We
then have
0 =
∂vh
∂t1,i
(p) =
d−1∑
j=1
ci,j
∂vh
∂t2,j
(p) + ci,d
∂vh
∂n2
(p) = ci,d
∂vh
∂n2
(p)⇒ ∂vh
∂n2
(p) = 0.
Therefore, the directional derivatives of vh at p are zero along {n2, t2,1, t2,2..., t2,d−1},
the basis of Rd, and it thus follows that (iii) is satisfied.
Finally, suppose that vh ∈ V˜h vanishes at the values (i)–(iv). Since vh, respected
to an edge, is a one-dimensional cubic polynomial, we conclude from (i)–(iii) that
vh vanishes on the boundary edges. Therefore in the case d = 2, vh = 0 on ∂Ω. In
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three dimensions, we use condition (iv) and the two-dimensional unisolvency result
in Proposition 1 to conclude that vh = 0 on ∂Ω when d = 3 as well.
Remark 3. Let p ∈ V]h ∪M]h, and let {t1,i}d−1i=1 and {t2,j}d−1j=1 span the tangent space
of some f1, f2 ∈ FBp with nonparallel unit normal vectors. Then the proceeding proof
shows that there exists an i such that {t1,i, t2,1, . . . , t2,d−1} forms a basis of Rd.
2.2 ENRICHING OPERATOR
In this section, we construct a linear operator connecting the Lagrange finite element
space to the Clough–Tocher finite element space by averaging. This is done by
assigning the values specified in Proposition 1 and Lemma 2.
Let N be any (global) degree of freedom of V˜h,0. If N is an interior degree of
freedom, then we set
N(Ehvh) =
1
|TN |
∑
T∈TN
N(vT ), (2.2.1)
where vT := vh|T is the function vh restricted to the simplex T , TN is the set of
simplexes in Th that share the degree of freedom N , and |TN | is the number of
elements in TN .
If N corresponds to a function evaluation at a boundary vertex p ∈ VBh , we set
N(Ehvh) = 0. If N is a boundary degree of freedom corresponding to the function
gradient at a flat vertex p ∈ V[h, let the common unit normal vector of faces in F bh
be n, and set
N(Ehvh) =
1
|TN |
∑
T∈TN
(N(vT ) · n)n. (2.2.2)
Thus, N(Ehvh) is a vector with direction n and magnitude
1
|TN |
∑
T∈TN
∂vT
∂n
(p).
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If N is a boundary degree of freedom corresponding to a function directional
derivative at p ∈ M[h with direction unit vector si, let the common unit normal
vector be n, and set
N(Ehvh) =
1
|TN |
∑
T∈TN
(si · n)∂vT
∂n
(p). (2.2.3)
Finally, if N is a boundary degree of freedom corresponding to the function derivative
or directional derivative at some p ∈ V#h ∪M#h , we set N(Ehvh) = 0. Note that this
construction and Lemma 2 show that Ehvh ∈ V˜h,0.
Lemma 3. For k = 2 or 3, the map Eh satisfies the estimate
|vh − Ehvh|2H2(Th) .
∑
f∈FIh
h−1f ‖[[∂vh/∂nf ]]‖2L2(f) ∀vh ∈ Vh. (2.2.4)
Proof. The proof of (2.2.4) in the two dimensional setting is given in [1, 13], thus it
suffices to prove the result when d = 3.
Let vh ∈ Vh be arbitrary and set wh = vh−Ehvh. Fix T ∈ Th and set wT = wh|T .
Let Tˆ := 1
hT
T , define xˆ ∈ Tˆ by xˆ = 1
hT
x for x ∈ T and define wˆ by wˆ(xˆ) = w(x) for
any x ∈ T . From Proposition 1, the inclusion P3(T ) ⊂ P3(Tr) ∩ C1(T ), scaling and
shape regularity, and since wh(p) = 0 for all p ∈ Vh, we have
‖vh − Ehvh‖2L2(T ) = ‖w‖2L2(T )
= h3T‖wˆ‖2L2(Tˆ )
.
∑
pˆ∈VTˆ
(h3
Tˆ
|wˆ(pˆ)|2 + h3
Tˆ
|∇ˆwˆTˆ (pˆ)|2) +
∑
mˆ∈MTˆ
2∑
i=1
h3
Tˆ
∣∣∣∣∂wˆTˆ∂si (mˆ)
∣∣∣∣2
.
∑
p∈VT
(h3T |w(p)|2 + h5T |∇wT (p)|2) +
∑
m∈MT
2∑
i=1
h5T
∣∣∣∣∂wT∂si (m)
∣∣∣∣2
=
∑
p∈VT
h5T |∇wT (p)|2 +
∑
m∈MT
2∑
i=1
h5T
∣∣∣∣∂wT∂si (m)
∣∣∣∣2 .
(2.2.5)
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By (2.2.1), for an interior point p (i.e., a point that is not on ∂Ω), we have
|∇wT (p)|2 =
( 1
|Tp|
∑
T ′∈Tp
|∇vT (p)−∇vT ′(p)|
)2
.
∑
T ′∈Tp
|∇vT (p)−∇vT ′(p)|2.
(2.2.6)
For any T ′ ∈ Tp, there exist a finite sequence of simplices {Tj}Mj=0 ⊂ Tp labeled
such that T0 = T, TM = T
′, and ∂Tj ∩ ∂Tj+1 ∈ F Ih . We emphasize that M is is
bounded uniformly in h by the shape regularity of Th (cf. Remark 1). Hence, by an
inverse estimate, and since vh is continuous across the faces,
|∇vT (p)−∇vT ′(p)| ≤
M−1∑
j=0
|∇vTj(p)−∇vTj+1(p)|
≤
∑
f∈FIp
∥∥[[∇vh]]∥∥L∞(f)
.
∑
f∈FIp
h−1f
∥∥[[∂vh/∂nf ]]∥∥L2(f).
(2.2.7)
Applying (2.2.7) to (2.2.6), we find that
|∇w(p)|2 .
∑
f∈FIp
h−2f
∥∥[[∂vh/∂nf ]]∥∥2L2(f). (2.2.8)
Using similar arguments, we have for any interior midpoint m and i ∈ {1, 2},∣∣∣∂vT
∂si
(m)− ∂vT ′
∂si
(m)
∣∣∣ ≤ ∑
f∈FIm
∥∥[[∇vh]]∥∥L∞(f) . ∑
f∈FIm
h−1f
∥∥[[∂vh/∂nf ]]∥∥L2(f),
and therefore,∣∣∣∣∂wT∂si (m)
∣∣∣∣2 = ∣∣∣ 1|Tm| ∑
T ′∈Tm
|∂vT
∂si
(m)− ∂vT ′
∂si
(m)|
∣∣∣2 . ∑
f∈FIm
h−2f ‖[[∂v/∂nf ]]‖2L2(f) .
(2.2.9)
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At a sharp vertex p, ∇Ehvh vanishes, and thus
|∇wT (p)|2 = |∇vT (p)|2.
Since p is a sharp vertex, there exist two simplexes T ′, T ′′ ∈ Tp, boundary faces
f1 ⊂ ∂T ′ ∩ ∂Ω, f2 ⊂ ∂T ′′ ∩ ∂Ω, and f1, f2 do not have a common normal vector.
Hence, by Remark 3, there exist a tangential vector t1,i of f1 and two tangential
vectors {t2,1, t2,2} of f2 such that together, the three vectors form a basis of R3.
By connecting T through a sequence of simplex in Tp to T ′, we have∣∣∣ ∂vT
∂t1,i
(p)
∣∣∣2 . ∑
f∈FIp
h−2f
∥∥[[∂vh/∂t1,i]]∥∥2L2(f) + h−2f1 ‖∂vT ′/∂t1,i‖2L2(f1)
.
∑
f∈FIp
h−2f
∥∥[[∂vh/∂nf ]]∥∥2L2(f) (2.2.10)
because the tangential derivatives of v vanish on ∂Ω.
Similarly, by connecting T through a sequence of simplex in Tp to T ′′, we have
∣∣∣ ∂vT
∂t2,j
(p)
∣∣∣2 . ∑
f∈FIp
h−2f
∥∥[[∂vh/∂nf ]]∥∥2L2(f) for j = 1, 2,
and therefore
|∇wT (p)|2 .
∣∣∣ ∂vT
∂t1,i
(p)
∣∣∣2+ 2∑
j=1
∣∣∣ ∂vT
∂t2,j
(p)
∣∣∣2 . ∑
f∈FIp
h−2f ‖∂vh/∂nf‖2L2(f) ∀p ∈ VT∩V]h.
(2.2.11)
Next, for a boundary flat vertex p ∈ V[h with common unit normal vector n, we
first write
|∇wT (p)|2 .
∣∣∣∂vT
∂n
(p)n−∇Ehvh(p)
∣∣∣2 + ∣∣∣∇vT (p)− ∂vT
∂n
(p)n
∣∣∣2. (2.2.12)
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By (2.2.2) and by applying similar steps in (2.2.6), (2.2.7), and (2.2.8), we have
|∂vT
∂n
(p)n−∇Ehvh|2 .
∑
T ′∈Tp
∣∣∣(∂vT
∂n
(p)−∇vT ′(p) · n
)
n
∣∣∣2
=
∑
T ′∈Tp
∣∣∣∂vT
∂n
(p)− ∂vT ′
∂n
(p)
∣∣∣2
.
∑
f∈FIp
h−2f ‖[[∂vh/∂nf ]]‖2L2(f) .
(2.2.13)
Since p is a flat vertex, there exist a simplex T ′ with a boundary face f3 ∈ FBp .
Let {t3,1, t3,2} denote an orthonormal basis of f3. Then by marching to the boundary
(as in (2.2.10)), we have
|∇vT (p)− ∂vT
∂n
(p)n|2 = |
2∑
i=1
∂vT
∂t3,i
(p) t3i|2
.
2∑
i=1
| ∂vT
∂t3,i
(p)|2 .
∑
f∈FIp
h−2f ‖[[∂v/∂nf ]]‖2L2(f) .
(2.2.14)
Hence, by (2.2.12)–(2.2.14), we have
|∇w(p)|2 .
∑
f∈FIp
h−2f ‖[[∂v/∂nf ]]‖2L2(f) ∀p ∈ VT ∩ V[h. (2.2.15)
For a boundary flat midpoint m, by (2.2.3) and (2.2.10), we have∣∣∣∣ ∂w∂s1 (m)
∣∣∣∣2 . ∣∣∣(s1 · n)∂vT∂n (m)− ∂Ehvh∂s1 (m)
∣∣∣2 + ∣∣∣∂vT
∂s1
(m)− (s1 · n)∂vT
∂n
(m)
∣∣∣2
.
∑
T ′∈Tm
∣∣∣∂vT
∂n
(m)− ∂vT ′
∂n
(m)
∣∣∣2
.
∑
f∈FIm
h1−df ‖[[∂v/∂nf ]]‖2L2(f) .
(2.2.16)
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Likewise, we have that∣∣∣∣ ∂w∂s2 (m)
∣∣∣∣2 . ∣∣∣(s2 · n)∂vT∂n (m)− ∂Ehvh∂s2 (m)
∣∣∣2 + ∣∣∣∂vT
∂s2
(m)− (s2 · n)∂vT
∂n
(m)
∣∣∣2
=
∣∣∣∂vT
∂s2
(m)
∣∣∣2 . ∑
f∈FIm
h−2f ‖[[∂v/∂nf ]]‖2L2(f) .
(2.2.17)
Combining (2.2.5), (2.2.8), (2.2.9), (2.2.11), (2.2.15), (2.2.16), and (2.2.17) yields
‖vh − Ehvh‖2L2(T ) . h5T
( ∑
p∈VT
∑
f∈FIp
h−2f ‖[[∂v/∂nf ]]‖2L2(f)
+
∑
m∈MT
∑
f∈FIm
h−2f ‖[[∂v/∂nf ]]‖2L2(f)
)
.
Finally, by an inverse estimate and the shape regularity of Th, we obtain
|vh − Ehvh|2H2(Th) .
∑
T∈Th
h−4T ‖vh − Ehvh‖2L2(T )
.
∑
T∈Th
hT
( ∑
p∈VT
∑
f∈FIp
h−2f ‖[[∂v/∂nf ]]‖2L2(f)
+
∑
m∈MT
∑
f∈FIm
h−2f ‖[[∂v/∂nf ]]‖2L2(f)
)
.
∑
f∈FIh
h−1f ‖[[∂v/∂nf ]]‖2L2(f) .
Remark 4. In two dimensions, there exists a family of C1 Clough-Tocher spaces
of degree greater than or equal to three [7]. As a result, the estimate (2.2.4) can
be generalized to arbitrary k ≥ 2 [13]. However, as far as we are aware, degrees of
freedom for higher-order Clough-Tocher spaces in three dimensions are not found in
the literature; see [33] for partial results. As a result, the estimate (2.2.4) is restricted
to 2 ≤ k ≤ 3 if d = 3.
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Remark 5. A recent paper by Brenner and Sung [2] shows that the restriction of
polynomial degree for d = 3 is not necessary. Instead of the Clough-Tocher space, they
map Vh to a H
2 conforming virtual element space by a similar enriching operator Eh.
Thus we still have the same conclusion without the restriction of polynomial degree
for d = 3.
Remark 6. An operator that maps piecewise polynomials to H2(Ω) ∩ H10 (Ω) con-
forming functions has been recently been constructed in [29]. There, the mesh is
allowed to have hanging nodes, and the dependence of the polynomial degree is ex-
plicitly stated in the estimate. On the other hand, the operator is constructed in a
global fashion, and as such, it seems that the mesh must be quasi-uniform in order
to get an estimate analogous to (2.2.4) by directly using [29, Theorem 4].
2.3 PROOF OF DISCRETE MIRANDA-TALENTI INEQUALITY
With the result of Lemma 3, we are able to prove Theorem 1.
Proof. For vh ∈ Vh, we have Ehvh ∈ H2(Ω)∩H10 (Ω), and therefore, by the Miranda-
Talenti and triangle inequalities,
|vh|H2(Th) ≤ |Ehvh|H2(Th) + |vh − Ehvh|H2(Th)
≤ ‖∆Ehvh‖L2(Th) + |vh − Ehvh|H2(Th)
≤ ‖∆(vh − Ehvh)‖L2(Th) + ‖∆vh‖L2(Th) + |vh − Ehvh|H2(Th).
(2.3.1)
We then use the identity ‖∆vh‖L2(Th) ≤
√
d|vh|H2(Th) and Lemma 3 to get
‖D2vh‖L2(Th) ≤ ‖∆vh‖L2(Th) + (1 +
√
d)|vh − Ehvh|H2(Th)
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≤ ‖∆vh‖L2(Th) + C(1 +
√
d)
( ∑
f∈FIh
h−1f ‖[[∂vh/∂nf ]]‖2L2(f)
)1/2
.
The proof is complete with C† = C(1 +
√
d).
Corollary 1. There holds, for all τ ∈ (0, 1) and vh ∈ Vh,
‖∆vh‖2L2(Th) ≥ (1− τ)‖D2vh‖2L2(Th) −
C2†
τ
∑
f∈FIh
h−1f
∥∥[[∂vh/∂nf ]]‖2L2(f).
Proof. Applying the Cauchy–Schwarz inequality to Theorem 1 yields
‖D2vh‖2L2(Th) ≤
(
1 + ρ
)‖∆vh‖2L2(Th) + C2† (1 + 1ρ) ∑
f∈FIh
h−1f
∥∥[[∂vh/∂nf ]]‖2L2(f)
for any ρ > 0. Letting τ = ρ/(1 + ρ) ∈ (0, 1) and rearranging terms, we have
‖∆vh‖2L2(Th) ≥ (1− τ)‖D2vh‖2L2(Th) − C2†
(1− τ)
τ
∑
f∈FIh
h−1f
∥∥[[∂vh/∂nf ]]‖2L2(f)
≥ (1− τ)‖D2vh‖2L2(Th) −
C2†
τ
∑
f∈FIh
h−1f
∥∥[[∂vh/∂nf ]]‖2L2(f).
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3.0 APPLICATIONS TO LINEAR PROBLEMS IN
NONDIVERGENCE FORM
In this chapter, we develop a numerical method for the linear PDE problem in non-
divergence form. We show that the method is well-defined and give some numerical
examples.
3.1 ANALYSIS
In this section, motivated by the discrete Miranda-Talenti estimate, we construct
simple convergent finite element methods to approximate strong solutions for elliptic
problems in non-divergence form:
Lu := A : D2u+ b · ∇u− cu = g in Ω, (3.1.1a)
u = 0 on ∂Ω. (3.1.1b)
Here, A : B :=
∑d
i,j=1Ai,jBi,j denotes the Frobenius inner product of two matrices.
We say that u is a strong solution to (3.1.1) if it has regularity
u ∈ V := H2(Ω) ∩H10 (Ω),
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and satisfies (3.1.1a) almost everywhere in Ω.
To ensure the well-posedness of problem (3.1.1) we assume that g ∈ L2(Ω), the
coefficients satisfy A ∈ [L∞(Ω)]d×d, b ∈ [L∞(Ω)]d, c ∈ L∞(Ω) with c ≥ 0, and that
A is uniformly positive definite in Ω, i.e., there exists ν, ν¯ > 0 such that
ν|ξ|2 ≤ ξtA(x)ξ ≤ ν¯|ξ|2 a.e. x ∈ Ω,
for all ξ ∈ Rd. Here, |ξ| denotes the Euclidean distance of ξ from the origin. More
importantly, we assume that the coefficients satisfy the Cordes Condition.
Definition 3. The coefficients satisfy the Cordes Condition if
(i) whenever c 6≡ 0 or b 6≡ 0, there exists λ > 0 and  ∈ (0, 1) such that
|A|2 + |b|2/2λ+ (c/λ)2
(trA+ c/λ)2
≤ 1
d+ 
a.e. x ∈ Ω. (3.1.2a)
Here, |A| = √A : A, and trA = ∑di=1 Aii is the trace of A.
(ii) whenever c ≡ 0 and b ≡ 0, there exists  ∈ (0, 1) such that
|A|2
(trA)2
≤ 1
d− 1 +  a.e. x ∈ Ω. (3.1.2b)
Remark 7. In two dimensions, and in the case c ≡ 0 and b ≡ 0, uniform ellipticity
of A implies the Cordes condition with  = 2ν/(ν + ν¯) [31, Example 2].
Proof. In the case d = 2, let the two eigenvalues of A be λ ≤ λ¯, we have |A|2 =
trAAT = λ2 + λ¯2 and trA = λ+ λ¯. Thus, we have
|A|2
(trA)2
=
λ2 + λ¯2
λ2 + 2λλ¯+ λ¯2
=
1
2− 1 + 2λλ¯
λ2+λ¯2
=
1
2− 1 + 2
λ/λ¯+λ¯/λ
Since A is uniform ellipticity, we have ν ≤ λ ≤ λ¯ ≤ ν¯. Therefore, we get
|A|2
(trA)2
≤ 1
2− 1 + 2
1+ν¯/ν
=
1
2− 1 + 2ν/(ν + ν¯) =
1
d− 1 + .
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Remark 8. Uniformly ellipticity of A ∈ [L∞(Ω)]d×d is not sufficient to ensure that
there exists a unique strong solution to problem (3.1.1), at least in three dimensions.
The following classical example from [15] illustrates this feature.
Example 1. Let d = 3, Ω = B1(0) be the unit ball, c ≡ 0, b ≡ 0, and
A(x) = I3 +
(1 + α
1− α
)xxt
|x|2 ,
where 1/2 < α < 1 and I3 denotes the 3× 3 identity matrix. Clearly A is essentially
bounded and uniformly positive definite with ν = 1 and ν¯ = 2/(1− α).
The function u(x) = |x|α − 1 satisfies u ∈ V ,
D2u(x) = α(α− 2)|x|α−4xxt + α|x|α−2I3,
and since I3 : (xx
t) = (xxt) : (xxt)/|x|2 = |x|2,
A(x) : D2u(x) = α(α− 2)|x|α−2
(
1 +
1 + α
1− α
)
+ α|x|α−2
(
3 +
1 + α
1− α
)
= 0.
Therefore both u = |x|α− 1 and the zero function are strong solutions to (3.1.1) with
g ≡ 0.
Note that
|A|2 = 3 + 2
(1 + α
1− α
)
+
(1 + α
1− α
)2
=
2(α2 − 2α + 3)
(1− α)2 ,
(trA)2 =
(
3 +
1 + α
1− α
)2
=
4(α2 − 4α + 4)
(1− α)2 ,
and therefore
|A|2 − 1
2
(trA)2 =
2(2α− 1)
(1− α)2 > 0.
Thus, the coefficients do not satisfy the Cordes condition.
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Define the function γ ∈ L∞(Ω) by
γ :=
trA+ c/λ
|A|2 + |b|2/2λ+ (c/λ)2 . (3.1.3)
Since A is positive definite and c is non-negative, we clearly see that γ > 0. In
particular, if the Cordes condition (3.1.2a) is satisfied, then
γ ≥ d+ 
trA+ c/λ
≥ d+ 
dν¯ + ‖c‖L∞(Ω)/λ =: γ0.
To state the well-posedness of problem (3.1.1), we define the operator Lλ : V →
L2(Ω) by
Lλv := ∆v − λv. (3.1.4)
where in the case that b ≡ 0 and c ≡ 0, we set λ = 0 in (3.1.4). Note that, since λ is
nonnegative and Ω is convex, the mapping Lλ : V → L2(Ω) is surjective. Moreover,
since γ ≥ γ0 > 0 a.e. in Ω. A simple argument will show that u ∈ V satisfies (3.1.1a)
if and only if γLu = γg a.e. in Ω.
Proof. If u ∈ V satisfies (3.1.1a), then Lu− g = 0 a.e. in Ω. Thus γ(Lu− g) = 0⇒
γLu = γg a.e. in Ω.
Conversely, if γLu = γg a.e. in Ω, we have γ(Lu−g) = 0 a.e. in Ω. Since γ ≥ γ0 > 0,
we have Lu− g = 0/γ = 0 a.e. in Ω, therefore u satisfies (3.1.1a).
Thus, these two observations show that u ∈ V is a strong solution to (3.1.1) if
and only if
B(u, v) :=
∫
Ω
(γLu)(Lλv) dx =
∫
Ω
γg(Lλv) dx ∀v ∈ V. (3.1.5)
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Lemma 4. Under the given assumptions, there holds the following inequality a.e. in
Ω:
|γLw − Lλw| ≤
√
1− 
√
|D2w|2 + 2λ|∇w|2 + λ2|w|2 ∀w ∈ V. (3.1.6)
Proof. Suppose that b 6≡ 0 or c 6≡ 0.
Applying the definitions of the operators and the Cauchy–Schwarz inequality, we
have
|γLw − Lλw| ≤ |γA− Id||D2w|+ |γ||b||∇w|+ |λ− cγ||w|
≤
√
M
√
|D2w|2 + 2λ|∇w|2 + λ2|w|2,
(3.1.7)
with
M := |γA− Id|2 + |γ|2 |b|
2
2λ
+
|λ− cγ|2
λ2
.
Expanding this expression out and using the definition of γ and the Cordes condition
(3.1.2a), we have
M = d+ 1− 2γ(trA+ c
λ
) + |γ|2(|A|2 + |b|
2
2λ
+
|c|2
λ2
)
= d+ 1− γ(trA+ c/λ)
= d+ 1−
(
trA+ c/λ
)2
|A|2 + |b|2/(2λ) + (c/λ)2
≤ 1− .
Combining this inequality with (3.1.7) yields (3.1.6).
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Likewise, for the special case b ≡ 0, c ≡ 0 and λ = 0, we have by (3.1.2b),
|γLw − Lλw| ≤ |γA− Id||D2w|
=
√
d− 2γtrA+ |γ|2|A|2|D2w|
=
√
d− γtrA|D2w|
≤ √1− |D2w|.
Lemma 5. If Ω is convex, then there holds
‖Lλv‖2L2(Ω) ≥
∫
Ω
(|D2v|2 + 2λ|∇v|2 + λ2|v|2) dx ∀v ∈ V.
Proof. Integration by parts gives
‖Lλv‖2L2(Ω) =
∫
Ω
(|∆v|2 + 2λ|∇v|2 + λ2|v|2) dx.
An application of the Miranda-Talenti estimate now yields the result.
Theorem 3. There exists a unique strong solution to (3.1.1) provided the Cordes
condition is satisfied.
Proof. A proof of this result is given in [23] (also see [30, 31]). However, we give it
here for completeness and to motivate the numerical analysis of the method given in
the next section.
Let v ∈ V , and write
B(v, v) =
∫
Ω
|Lλv|2 +
∫
Ω
(
γLv − Lλv
)
(Lλv) dx.
Applying Lemmas 4–5 yields
B(v, v) ≥ (1−√1− )∥∥Lλv∥∥2L2(Ω),
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and therefore B(·, ·) is coercive on V . Since v → ∫
Ω
γgLλv dx is clearly a bounded lin-
ear form on V , with
∣∣ ∫
Ω
γgLλv dx
∣∣ ≤ ‖γ‖L∞(Ω)‖g‖L2(Ω)‖Lλv‖L2(Ω), the Lax–Milgram
theorem shows that there exists a unique u ∈ V satisfying B(u, v) = ∫
Ω
γgLλv dx for
all v ∈ V . Equivalently, there exists a unique solution u ∈ V satisfying (3.1.1).
3.2 FINITE ELEMENT METHOD
Based on the discrete Miranda–Talenti estimate and the arguments given in Theorem
3, we propose the following finite element scheme to approximate the solution to
(3.1.1): Find uh ∈ Vh such that
Bh(uh, vh) =
∑
T∈Th
∫
T
γgLλvh dx ∀vh ∈ Vh, (3.2.1)
where the bilinear form B(·, ·) is given by
Bh(w, v) =
∑
T∈Th
∫
T
(γLw)(Lλvh) dx+ σ
∑
f∈FIh
h−1f
∫
f
[[∂w/∂nf ]][[∂v/∂nf ]] ds,
σ > 0 is a positive penalization parameter, and we recall that Vh is the Lagrange
finite element space of degree k.
We immediately notice that the scheme (3.2.1) is consistent. Indeed, if u ∈ V is
a strong solution to (3.1.1) then γLu = γg a.e. in Ω and [[∂u/∂nf ]] = 0 on F Ih ; thus,
Bh(u, vh) =
∑
T∈Th
∫
T
γgLλvh dx ∀vh ∈ Vh.
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To analyze method (3.2.1) and to show that there exists a unique solution, we
introduce the following norm on V + Vh:
‖v‖2h := ‖D2v‖2L2(Th) +2λ‖∇v‖2L2(Ω) +λ2‖v‖2L2(Ω) +
∑
f∈FIh
h−1f ‖[[∂v/∂nf ]]‖2L2(f) . (3.2.2)
Note that if ‖v‖h = 0 with v ∈ V + Vh, then the Hessian of v vanishes on each
element T ∈ Th, and [[∂v/∂nf ]] = 0 on all f ∈ F Ih . This implies that v is a linear
polynomial on Ω. Since v vanishes on ∂Ω, then we conclude that v ≡ 0. Thus, ‖ · ‖h
is indeed a norm on V + Vh for λ ≥ 0.
The next lemma, a discrete analogue of Lemma 5, relates the discrete norm ‖ · ‖h
with the operator Lλ on Vh.
Lemma 6. There exists a constant C1 > 0, depending on k and the shape-regularity
of the mesh such that, for all τ ∈ (0, 1),
‖Lλvh‖2L2(Th) ≥ (1− τ)‖vh‖2h − C1τ−1
∑
f∈FIh
h−1f
∥∥[[∂vh/∂nf ]]∥∥2L2(f) ∀vh ∈ Vh.
Proof. Using the definition of Lλ and integrating by parts, we have
‖Lλvh‖2L2(Th) =
∑
T∈Th
∫
T
(
|∆vh|2 + λ2|vh|2 − 2λvh∆vh
)
dx
= ‖∆vh‖2L2(Th) + 2λ‖∇vh‖2L2(Ω) + λ2‖vh‖2L2(Ω)
− 2λ
∑
f∈FIh
∫
f
vh[[∂vh/∂nf ]] ds.
Therefore by Corollary 1,
‖Lλvh‖2L2(Th) ≥ (1− τ)‖D2vh‖2L2(Th) + 2λ‖∇vh‖2L2(Ω) + λ2‖vh‖2L2(Ω)
− C
2
†
τ
∑
f∈FIh
∥∥[[∂vh/∂nf ]]∥∥2L2(f) − 2λ∑
f∈FIh
∫
f
vh[[∂vh/∂nf ]] ds
(3.2.3)
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for all τ ∈ (0, 1).
By the Cauchy-Schwarz inequality and scaling, we find that
2λ
∑
f∈FIh
∫
f
vh[[∂vh/∂nf ]] ds ≤ Cλ‖vh‖L2(Ω)
( ∑
f∈FIh
h−1f
∥∥[[∂vh/∂nf ]]∥∥2L2(f))1/2
≤ λ2τ‖vh‖2L2(Ω) +
C2
4τ
∑
f∈FIh
h−1f
∥∥[[∂vh/∂nf ]]∥∥2L2(f).
Applying this estimate to (3.2.3) and applying the definition of ‖ · ‖h yields
‖Lλvh‖2L2(Th) ≥ (1− τ)‖D2vh‖2L2(Th) + 2λ‖∇vh‖2L2(Ω) + λ2(1− τ)‖vh‖2L2(Ω)
−
(C2†
τ
+
C2
4τ
) ∑
f∈FIh
h−1f
∥∥[[∂vh/∂nf ]]∥∥2L2(f)
≥ (1− τ)‖vh‖2h −
(
1− τ + C
2
†
τ
+
C2
4τ
) ∑
f∈FIh
h−1f
∥∥[[∂vh/∂nf ]]∥∥2L2(f)
≥ (1− τ)‖vh‖2h −
(
τ−1 +
C2†
τ
+
C2
4τ
) ∑
f∈FIh
h−1f
∥∥[[∂vh/∂nf ]]∥∥2L2(f).
Setting C1 = 1 + C
2
† + C
2/4 yields the result.
Lemma 7. For any α ∈ (0, 1), there exists σα > 0, independent of h, such that if
σ ≥ σα, there holds
Bh(vh, vh) ≥ α
(
1−√1− )‖vh‖2h.
Consequently, there exists a unique solution uh ∈ Vh to (3.2.1) provided σ is suffi-
ciently large.
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Proof. We add and subtract Lλvh and apply Lemma 4 and the Cauchy–Schwarz
inequality to obtain
Bh(vh, vh) =
∑
T∈Th
∫
T
(
γLvh − Lλvh
)
(Lλvh) dx+ ‖Lλvh‖2L2(Th)
+ σ
∑
f∈FIh
h−1f
∥∥[[∂vh/∂nf ]]∥∥2L2(f)
≥‖Lλvh‖2L2(Th) −
√
1− ‖vh‖h‖Lλvh‖L2(Th) + σ
∑
f∈FIh
h−1f
∥∥[[∂vh/∂nf ]]∥∥2L2(f)
≥(1− 1
2
√
1− )‖Lλvh‖2L2(Th) − 12√1− ‖vh‖2h
+ σ
∑
f∈FIh
h−1f
∥∥[[∂vh/∂nf ]]∥∥2L2(f).
Using Lemma 6 we find that
Bh(vh, vh) ≥
(
(1− τ)(1− 1
2
√
1− )− 1
2
√
1− 
)
‖vh‖2h
+
(
σ − C1τ−1
(
1− 1
2
√
1− )) ∑
f∈FIh
h−1f
∥∥[[∂vh/∂nf ]]∥∥2L2(f)
for any τ ∈ (0, 1). For given α ∈ (0, 1), we set τ = (1−α)(1−√1− )/(1− 1
2
√
1− ).
This yields
Bh(vh, vh) ≥ α
(
1−√1− )‖vh‖2h
+
(
σ − C1
(1− 1
2
√
1− )2
(1− α)(1−√1− )
) ∑
f∈FIh
h−1f
∥∥[[∂vh/∂nf ]]∥∥2L2(f).
This inequality provides the desired result provided that
σ ≥ σα : = 1 + C1
(1− α)(1−√1− ) . (3.2.4)
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Lemma 8. There holds
|Bh(v, wh)| ≤ C‖v‖h‖wh‖h
for all v ∈ V + Vh and wh ∈ Vh.
Proof. We assume that λ > 0; the other case is proved in a similar fashion.
Applying the definition of Bh(·, ·)| together with the Cauchy–Schwarz inequality
yields
|Bh(v, wh)| ≤‖γLv‖L2(Th)‖Lλwh‖L2(Th)
+ σ
( ∑
f∈FIh
h−1f
∥∥[[∂v/∂nf ]]∥∥2L2(f))1/2( ∑
f∈FIh
h−1f
∥∥[[∂wh/∂nf ]]∥∥2L2(f))1/2.
We easily find that
‖γLv‖2L2(Th) ≤2‖γ‖2L∞(Ω)
(‖A‖2L∞(Ω)‖D2v‖2L2(Th)
+ ‖b‖2L∞(Ω)‖∇v‖2L2(Ω) + ‖c‖2L∞(Ω)‖v‖2L2(Ω)
)
≤2‖γ‖2L∞(Ω) max{‖A‖2L∞(Ω), ‖b‖2L∞(Ω)/(2λ), ‖c‖2L∞(Ω)/λ2}‖v‖2h,
and
‖Lλwh‖2L2(Th) ≤ 2
(‖∆wh‖2L2(Th) + λ2‖wh‖2L2(Ω)) ≤ 2d‖wh‖2h.
Thus, we find that
|Bh(v, wh)| ≤C∗‖v‖h‖wh‖h
+ σ
( ∑
f∈FIh
h−1f
∥∥[[∂v/∂nf ]]∥∥2L2(f))1/2( ∑
f∈FIh
h−1f
∥∥[[∂wh/∂nf ]]∥∥2L2(f))1/2
≤(σ + C∗)‖v‖h‖wh‖h,
30
with
C∗ = 2
√
d‖γ‖L∞(Ω) max{‖A‖L∞(Ω), ‖b‖L∞(Ω)/
√
2λ, ‖c‖L∞(Ω)/λ}.
Theorem 4. Suppose that the solution to (3.1.1) has regularity u ∈ Hs(Ω) for some
2 ≤ s ≤ k + 1, and let uh ∈ Vh satisfy (3.2.1). Then there holds
‖u− uh‖2h ≤ C inf
vh∈Vh
‖u− vh‖2h .
∑
T∈Th
h2s−4T ‖u‖2Hs(T ). (3.2.5)
Proof. The first inequality is a result of Lemmas 7–8 and Cea’s Lemma. The second
inequality follows from standard approximation theory and scaling [5].
3.3 NUMERICAL EXPERIMENT FOR LINEAR PROBLEM
In this chapter we perform some numerical experiments and test the accuracy of
the finite element methods for linear problems in non-divergence form. The penalty
parameter is taken to be σ = 10 in all experiments.
3.3.1 Test 1
In the first experiment we solve the linear problem (3.1.1) in two dimensions on the
domain Ω = (−pi, pi)2. The coefficients are taken to be
A = 10I2 +
xxt
|x|2 , b = 0, c = 0. (3.3.1)
The right-hand side function g is chosen such that the exact solution to (3.1.1)
u(x1, x2) = sin(5x1) sin(5x2)/(3x
2
1 + x
4
2 + 2). (3.3.2)
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Figure 2: Test 1: Convergence plot of the two-dimensional linear problem with k = 2 
(left) and k = 3 (right). The red reference line has slope (k − 1), the blue reference 
line has slope k, and the green reference line has slope (k + 1).
It is easy to see that 9|ξ|2 ≤ ξtA(x)ξ ≤ 11|ξ|2 for all ξ ∈ R2, and therefore the Cordes 
condition is satisfied with  = 0.9 (cf. Remark 8).We compute the numerical scheme 
(3.2.1) for polynomial degrees k = 2 and k = 3 and report the resulting errors in Figure 
2. The figure clearly shows asymptotic (k − 1)th order convergence in the H2-type 
norm; this agrees with the theoretical results given in Theorem 4. In addition, the 
experiments indicate that the method converges with optimal kth order convergence 
in the H1 norm. The L2 error converges with (sub-optimal) second order convergence 
when k = 2 and (optimal) fourth order convergence when k = 3.
32
3.3.2 Test 2
We again solve the linear problem (3.1.1) but in three dimensions with Ω = (−pi, pi)3,
and with lower order terms:
A = 10I3 +
xxt
|x|2 , b = (1 0 0)
t, c = 10. (3.3.3)
Note that trA = 31, |A|2 = 321, and therefore
|A|2 + |b|2/(2λ) + (c/λ)2
(trA+ c/λ)2
=
321 + 1/(2λ) + (10/λ)2
(31 + 10/λ)2
.
Taking (for example) λ = 1/2 yields
|A|2 + |b|2/2λ+ (c/λ)2
(trA+ c/λ)2
=
722
2601
,
and therefore the Cordes condition is satisfied with  = 435/722 (cf. Definition 3).
In the numerical experiments, the right-hand side function g is chosen such that the
exact solution to (3.1.1) is given by
u(x1, x2, x3) = sin(5x1) sin(5x2) sin(5x3)/(3x
2
1 + x
4
2 + 2).
The computed errors, listed in Figure 3, show similar behavior as the previous
two-dimensional experiments. Namely, we observe asymptotic (k − 1)th order con-
vergence in the H2-type norm, and
‖u− uh‖H1(Ω) = O(hk), ‖u− uh‖L2(Ω) =
 O(h2) k = 2,O(h4) k = 3.
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Figure 3: Test 2: Convergence plot of the three-dimensional linear problem with
k = 2 (left) and k = 3 (right). The red reference line has slope (k − 1), the blue
reference line has slope k, and the green reference line has slope (k + 1).
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4.0 APPLICATIONS TO NONLINEAR PROBLEMS IN
NONDIVERGENCE FORM
In this chapter, we develop a numerical method for the nonlinear Hamilton-Jacobi-
Bellmen problem in nondivergence form. We show that the method is well defined
and give some numerical examples.
4.1 ANALYSIS
In this chapter, we extend the method and analysis of Section 3, and consider nu-
merical approximations of the Hamilton–Jacobi–Bellman equation:
F [u] := sup
α∈A
[Lαu− gα] = 0 in Ω, (4.1.1a)
u = 0 on ∂Ω, (4.1.1b)
where A is a compact metric space, and {Lα}α∈A is a family of second–order opera-
tors in non–divergence form, namely,
Lαv = Aα : D2v + bα · ∇v − cαv. (4.1.2)
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As in the previous section, Ω ⊂ Rd is a convex domain, but we assume the coefficients
satisfy the stronger conditions bα ∈ [C(Ω¯)]d, cα ∈ C(Ω¯), and Aα ∈ [C(Ω¯)]d×d for
all α ∈ A, and that the data is continuous with respect to α, e.g., the function
α → Aα(x) is continuous on A for fixed x ∈ Ω¯. In addition, we assume that cα is
nonnegative, and that the family of operators {Aα}α∈A is uniformly positive definite
and uniformly satisfies the Cordes condition with respect to α, i.e.,
ν|ξ|2 ≤
d∑
i,j=1
Aαij(x)ξiξj ≤ ν¯|ξ|2 ∀ξ ∈ Rd,∀x ∈ Ω,∀α ∈ Λ, (4.1.3)
and if cα 6≡ 0 or bα 6≡ 0 for some α ∈ A, there exists λ > 0 and  ∈ (0, 1) such that
|Aα|2 + |bα|2/2λ+ (cα/λ)2
(trAα + cα/λ)2
≤ 1
d+ 
∀x ∈ Ω. (4.1.4a)
Otherwise, if cα ≡ 0 and bα ≡ 0 for all α ∈ A, there exists  ∈ (0, 1) such that
|Aα|2
(trAα)2
≤ 1
d− 1 +  ∀x ∈ Ω. (4.1.4b)
Under these conditions, there holds the following result [31, Theorem 3].
Theorem 5. Under the given conditions, there exists a unique strong solution u ∈ V
to (4.1.1).
Proof. We refer to [31, Theorem 3] for a complete proof of this result. Here, we just
state the main ideas of the proof.
Analogous to (3.1.3), for each α ∈ A, we define the (positive) function
γα :=
trAα + cα/λ
|Aα|2 + |bα|2/2λ+ (cα/λ)2 in Ω, (4.1.5)
and in the special case where bα ≡ 0 and cα ≡ 0 for all α ∈ A, we set
γα :=
trAα
|Aα|2 in Ω.
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The Cordes condition and the uniform ellipticity of A shows that there exists γ0 such
that γ ≥ γ0 for all α ∈ A.
Define the operator Fγ : H2(Ω)→ L2(Ω) by
Fγ[u] := sup
α∈A
γα
(Lαu− gα).
With Lλ defined by (3.1.4), one concludes that u ∈ V is a strong solution to (4.1.1)
if and only if
〈M[u], v〉 :=
∫
Ω
Fγ[u]Lλv dx = 0 ∀v ∈ V, (4.1.6)
where 〈·, ·〉 is the dual pairing between V ∗ and V . Continuity of the data and the
compactness of A implies that M is Lipschitz continuous. Let u, v, z ∈ V we have
|〈M[u]−M[v], z〉| ≤ ‖Fγ[u]−Fγ[v]‖L2(Ω)‖Lλz‖L2(Ω) ≤ C‖u− v‖H2(Ω)‖z‖H2(Ω)
And, by using the Cordes condition, one can show that M is strongly monotone.
Lemma 9. Let Ω be a bounded convex polygonal domain of Rd. Suppose that (4.1.3)
holds, and that the coefficients and continuous and satisfy the Cordes condition
(4.1.4). Then there holds the following inequality:
|Fγ[v]−Fγ[z]− Lλ(v − z)| ≤
√
1− 
√
|D2(v − z)|2 + 2λ|∇(v − z)|2 + λ2|(v − z)|2.
(4.1.7)
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Proof. Using Lemma 4, we have
∣∣γαLαw − Lλw∣∣ ≤ √1− √|D2w|2 + 2λ|∇w|2 + λ2|w|2 ∀α ∈ A,
and therefore
sup
α∈A
∣∣γαLαw − Lλw∣∣ ≤ √1− √|D2w|2 + 2λ|∇w|2 + λ2|w|2.
It then follows, with w = v − z, that
|Fγ[v]−Fγ[z]− Lλw| =
∣∣ sup
α∈A
(γα(Lαv − gα))− sup
α∈A
(γα(Lαz − gα)− Lλw
∣∣
≤ sup
α∈A
|γαLαw − Lλw|
≤ √1− 
√
|D2w|2 + 2λ|∇w|2 + λ2|w|2.
By the Cauchy-Schwarz inequality, we have
〈M[v], w〉 − 〈M[z], w〉 =
∑
T∈Th
∫
T
(Fγ[vh]−Fγ[zh]− Lλwh)Lλwh dx
+ ‖Lλw‖2L2(Th)
(4.1.8)
Continuing as in the proof of Lemma 7, we conclude that, for any α ∈ (0, 1), we have
〈M[v], w〉 − 〈M[z], w〉 ≥ α(1−√1− )‖w‖2h,
provided that (3.2.4) is satisfied; thus, Mh is strongly monotone. The Browder–
Minty Theorem then gives the existence and uniqueness of u ∈ V satisfying (4.1.6),
and thus (4.1.1). We adopt this framework in the finite element analysis below.
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4.2 FINITE ELEMENT METHOD
Define the operator Mh : Vh + V → V ∗h such that
〈Mh[w], v〉 :=
∑
T∈Th
∫
T
Fγ[w]Lλvh dx+ σ
∑
f∈FIh
h−1f
∫
f
[[∂w/∂nf ]][[∂vh/∂nf ]] ds.
We consider the following finite element method for problem (4.1.1): Find uh ∈ Vh
such that
〈Mh[uh], vh〉 = 0 ∀vh ∈ Vh. (4.2.1)
Note that since the exact (strong) solution to (4.1.1) has regularity u ∈ H2(Ω),
and therefore, since u satisfies (4.1.1) almost everywhere in Ω, we conclude that
〈Mh[u], vh〉 = 0 for all vh ∈ Vh, i.e., the method is consistent.
Theorem 6. Let Ω be a bounded convex polygonal domain of Rd, let Th be a simpli-
cial, conforming, and shape-regular mesh of Ω without hanging nodes. Suppose that
the coefficients are continuous in Ω and satisfy the Cordes condition (4.1.4). Then
there exist a unique solution uh ∈ Vh satisfying (4.2.1) provided σ is sufficiently large.
Moreover, there holds
‖u− uh‖h ≤ C inf
vh∈Vh
‖u− vh‖h ≤ C
∑
T∈Th
h2s−4T |u|Hs(T ) (4.2.2)
provided that u ∈ Hs(Ω) for some 2 ≤ s ≤ k + 1.
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Proof. Let vh, zh ∈ Vh, and set wh = vh−zh, then by the Cauchy-Schwarz inequality,
we have
〈M[vh], wh〉 − 〈M[zh], wh〉 =
∑
T∈Th
∫
T
(Fγ[vh]−Fγ[zh]− Lλwh)Lλwh dx
+ ‖Lλw‖2L2(Th) + σ
∑
f∈FIh
h−1f
∫
f
[[∂wh/∂nf ]][[∂wh/∂nf ]] ds
(4.2.3)
Continuing as in the proof of Lemma 7, we conclude that, for any α ∈ (0, 1), we have
〈M[vh], wh〉 − 〈M[zh], wh〉 ≥ α
(
1−√1− )‖wh‖2h,
provided that (3.2.4) is satisfied; thus, Mh is strongly monotone. Continuing as in
Lemma 8, we also conclude thatMh is Lipschitz continuous (with respect to ‖ · ‖h).
By the Browder-Minty theorem there exist a unique solution uh ∈ Vh to (4.2.1).
Finally, the error estimate (4.2.2) follows from the consistency of the scheme, the
monotonicity and Lipschitz continuity ofMh, and standard interpolation estimates.
To implement the method, we use the discretization of A and Howard’s algo-
rithm 1 to solve the nonlinear system. By [25, Section 5.3], the Howard’s algorithm
converges superlinearly to uh with a good initial guess α0.
4.3 NUMERICAL EXPERIMENT FOR NONLINEAR PROBLEM
In this section we perform some numerical experiments and test the accuracy of the
finite element methods for nonlinear problems in non-divergence form. The penalty
parameter is taken to be σ = 10 in all experiments.
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Algorithm 1 Howard’s algorithm
1: Initialize α0 ∈ A,
2: while i ≥ 0 do
3: Find uih such that ∀vh ∈ Vh,∑
T∈Th
∫
T
γαi(Lαiuih − gαi)Lλvh dx+ σ
∑
f∈FIh
h−1f
∫
f
[[∂w/∂nf ]][[∂vh/∂nf ]] ds = 0.
4: if i ≥ 1 and ‖uih − ui−1h ‖h ≤ tolerance then Stop.
5: end if
6: αi+1 = argmaxα∈A(Lαuih − gα),
7: i = i+ 1.
8: end while
4.3.1 Test 3
In these series of experiments, we solve the nonlinear Hamilton-Jacobi-Bellman prob-
lem (4.1.1) with d = 2, Ω = (−pi, pi)2, A = {1, 2}, and
A1 =
 2 1/2
1/2 3/2
+ x1|x1| x2|x2|
 1 1/2
1/2 1/2
 ,
A2 =
3/2 1/2
1/2 2
+ x1|x1| x2|x2|
1/2 1/2
1/2 1
 ,
b1 = b2 = (1 0)t, c1 = c2 = 1.
The source functions {gα}α∈A are chosen so that the solution of (4.1.1) is
u(x1, x2) = sin(x1) sin(x2). (4.3.1)
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Figure 4: Test 3: Convergence plot of the two-dimensional nonlinear problem with
k = 2 (left) and k = 3 (right). The red reference line has slope k and the blue
reference line has slope (k − 1).
With this data, we can verify that the Cordes condition (3.1.2) holds with λ = 1 and
 = 1/6. Note that the matrices are discontinuous at the lines x1 = 0 and x2 = 0.
Therefore the problem does not satisfy the conditions assumed in Theorems 5 and 6.
Nonetheless, the plots of the errors given in Figure 4 show that for k = 2, the method
converges at sub-optimal rate for L2 error and optimal rates for H1 and h norm error.
For k = 3, all the errors converge at rate k − 1. Namely, the numerical experiments
indicate that the method converges with at least the following convergence rates:
‖u− uh‖L2(Ω) = O(hk−1), ‖u− uh‖H1(Ω) = O(hk−1), ‖u− uh‖h = O(hk−1).
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4.3.2 Test 4
In this experiment, we solve the nonlinear Hamilton-Jacobi-Bellman problem (4.1.1)
with d = 2, Ω = (−pi, pi)2, A = [0, 1], and
Aα =
2 + α 1
1 1 + α
 , b1= b2 = (0 0)t, c1 = c2 = 0.
The source functions {gα}α∈A are chosen so that the solution of (4.1.1) is
u(x1, x2) = sin(x1) sin(x2). (4.3.2)
With this data, we can verify that the Cordes condition (3.1.2) holds with  = 2/7.
The plots of the errors given in Figure 5 show that the method converges as the mesh
is refined, at optimal rate for h-norm error when k = 2, 3, but at sub-optimal rates
for both L2 norm and H1 norm when k = 3. Namely, the numerical experiments
indicate that the method converges with at least the following convergence rates:
‖u− uh‖L2(Ω) = O(hk−1), ‖u− uh‖H1(Ω) = O(hk−1), ‖u− uh‖h = O(hk−1).
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Figure 5: Test 4: Convergence plot of the two-dimensional nonlinear problem with
k = 2 (left) and k = 3 (right). The red reference line has slope k and the blue
reference line has slope (k − 1).
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5.0 MONGE-AMPE`RE PROBLEM
In this chapter, we consider the following Dirichlet boundary value problem of a fully
nonlinear elliptic Monge-Ampe`re equation:
det(D2u) =(
f
d
)d in Ω, (5.0.1a)
u(x) =g(x) on ∂Ω, (5.0.1b)
where Ω and ∂Ω denote, respectively, a bounded convex polygonal domain in Rd(d ≥
2) and its boundary. The Hessian of the function u is denoted D2u. The function
f : Ω → [0,∞) and g : ∂Ω → R are assumed to be bounded and continuous. The
Monge-Ampe`re equation is a well-known example of fully nonlinear second order
PDEs. It arises from many fields in science and engineering such as astrophysics,
antenna design, differential geometry, geostrophic fluid dynamics, image processing,
materials science, mathematical finance, mesh generation, meteorology, and optimal
transport [8]. For the classical solution theory, see [14] for existence and unique-
ness of the solution for Monge-Ampe`re equations. For the numerical solution, the
fully nonlinear structure of the PDE prevents any Galerkin-type numerical method
to be used directly. In this chapter, we approach the Monge-Ampe`re equations by
an equivalent Hamilton-Jacobi-Bellman (HJB) formulation. Then using the Discrete
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Miranda Talanti inequality we design a numerical method to solve the HJB equations.
5.1 HAMILTON-JACOBI-BELLMAN FORM OF THE
MONGE-AMPE`RE EQUATION
Let S be the set of d × d symmetric real matrices, let S+ := {A ∈ S : A ≥ 0} be
the set of nonnegative symmetric matrices and S1 := {B ∈ S+ : trB = 1}. S1 is a
compact subset of S+ and S1 is bounded in the Euclidean norm.
To simplify the notation, we define the Bellman operator
H(A, f) := sup
B∈S1
(−B : A+ f d
√
det(B)) ∀A ∈ S, f ∈ [0,∞), (5.1.1)
and the Monge-Ampe`re operator
M(A, f) :=
(
f
d
)d
− det(A) ∀A ∈ S, f ∈ [0,∞). (5.1.2)
Then the Monge-Ampe`re problem (5.0.1) can be rewritten as
M(D2u(x), f(x)) =0 ∀x in Ω, (5.1.3a)
u(x) =g(x) ∀x on ∂Ω. (5.1.3b)
We can also define the Bellman problem
H(D2u(x), f(x)) =0 ∀x in Ω, (5.1.4a)
u(x) =g(x) ∀x on ∂Ω. (5.1.4b)
The following Lemma is given by [21, Page 49].
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Lemma 10. Let B ∈ S+, and ci(B) denote the determinant of the submatrix result-
ing from removing the first i rows and columns of B. Then we have
det(B) ≤
(
i∏
k=1
Bkk
)
ci(B)
for 1 ≤ i ≤ d.
Lemma 11. Let f ∈ [0,∞) and A ∈ S. Then H(A, f) = 0 holds if and only if
M(A, f) = 0 and A ∈ S+.
Proof. For any A ∈ S, there exists a unitary matrix Q and a diagonal matrix D such
that A = QDQT , where the diagonal entries of D are the eigenvalues of A. Then for
any B ∈ S1, we have
−B : A+ f d
√
det(B) = −tr (BA) + f d
√
det(B)
= −tr (BQDQT ) + f d
√
det(B)
= −tr (QTBQD) + f d
√
det(QT )det(B)det(Q)
= −(QTBQ) : D + f d
√
det(QTBQ).
Since Q is unitary matrix, we have QTS1Q = S1. Therefore
sup
B∈S1
(−B : A+ f d
√
det(B)) = sup
B∈S1
(−(QTBQ) : D + f d
√
det(QTBQ))
= sup
B∈S1
(−B : D + f d
√
det(B)).
Thus the supremum with the matrix A is the same as the supremum with the diagonal
matrix D, i.e., H(A, f) = H(D, f). And by det(A) = det(QDQT ) = det(A), we have
M(A, f) = M(D, f). Hence we can assume that A is a diagonal matrix without loss
of generality.
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Let SD := {BD ∈ S1 : BD is a diagonal matrix}. Set ai = Aii and set bi = Bii.
Consider the case f > 0. By Lemma 10, choose i = d− 1, we have that
det(B) ≤
(
d−1∏
k=1
Bkk
)
cd−1(B) =
(
d∏
i=1
bi
)
.
For any B ∈ S1 ⊂ S+, we have bi ≥ 0 for all i and trB =
∑d
i=1 bi = 1. Then there
exist a matrix BD ∈ SD ⊂ S1 with (BD)ii = bi for all i and
−B : A+ f d
√
det(B) ≤ −
d∑
i=1
aibi + f(
d∏
i=1
bi)
1
d = −BD : A+ f d
√
det(BD),
so that
sup
B∈S1
(−B : A+ f d
√
det(B)) ≤ sup
BD∈SD
(−BD : A+ f d
√
det(BD)). (5.1.5)
Since SD ⊂ S1, we also have
sup
B∈S1
(−B : A+ f d
√
det(B)) ≥ sup
BD∈SD
(−BD : A+ f d
√
det(BD)). (5.1.6)
By (5.1.5) and (5.1.6), we have that
H(A, f) = sup
B∈S1
(−B : A+ f d
√
det(B)) = sup
BD∈SD
(−BD : A+ f d
√
det(BD)).
Then to prove the Lemma, we can instead prove
sup{−
d∑
i=1
aibi + f(
d∏
i=1
bi)
1
d : bi ≥ 0,
d∑
i=1
bi = 1} = 0 (5.1.7)
if and only if
ai ≥ 0, fd = dd
d∏
i=1
ai. (5.1.8)
First we show that (5.1.7) implies (5.1.8). When d = 1, we have f = a1, and the two
equation are the same. When d ≥ 2, if bi = 1 and bj = 0 for all j 6= i, by (5.1.7) we
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have ai ≥ 0 for all i. If a1 = 0, let b1 = 1− (d− 1)t, b2 = b3 = . . . = bd = t > 0, then
we have
−t
d∑
i=1
ai + f((1− (d− 1)t)td−1) 1d ≤ 0.
However, for t is small enough, we have
−t
d∑
i=1
ai + f((1− (d− 1)t)td−1) 1d ≈ −t
d∑
i=1
ai + t
d−1
d f > 0.
Which contradicts the assumption, so a1 > 0. Thus, by similar arguments, ai > 0
for all i. Hence, for any B ∈ S1, we have
−
d∑
i=1
aibi ≤ − min
1≤i≤d
{ai} < 0.
Since S1 is a closed set and −B : A+f d
√
det(B) is a continuous function with respect
to B, there exist a maximizer B′ ∈ S1 that maximize (5.1.7). Then f(
∏d
i=1 b
′
i)
1
d > 0
implies b′i > 0 for all i. Therefore, by the inequality between arithmetic and geometric
means, we have that
0 =−
d∑
i=1
aib
′
i + f(
d∏
i=1
b′i)
1
d
≤(
d∏
i=1
b′i)
1
d (f − d(
d∏
i=1
ai)
1
d ).
This implies f − d(∏di=1 ai) 1d ≥ 0. For the other direction, let bi = a−1i (∑di=1 a−1i )−1,
which satisfy bi ≥ 0,
∑d
i=1 bi = 1. By (5.1.7), we have
0 ≥ −
d∑
i=1
aibi + f(
d∏
i=1
bi)
1
d
= −d(
d∑
i=1
a−1i )
−1 + f
(
d∏
i=1
ai
)− 1
d
(
d∑
i=1
a−1i )
−1
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= (
d∑
i=1
a−1i )
−1
(
d∏
i=1
ai
)− 1
d
(f − d
(
d∏
i=1
ai
) 1
d
).
This implies
f − d
(
d∏
i=1
ai
) 1
d
≤ 0.
Thus, (5.1.8) holds.
Second to show that (5.1.8) implies (5.1.7). By the inequality between arithmetic
and geometric means, we have
−
d∑
i=1
aibi + f(
d∏
i=1
bi)
1
d ≤ (
d∏
i=1
bi)
1
d (f − d(
d∏
i=1
ai)
1
d ) = 0.
So
sup{−
d∑
i=1
aibi + f(
d∏
i=1
bi)
1
d : bi ≥ 0,
d∑
i=1
bi = 1} ≤ 0.
Let bi = a
−1
i (
∑d
i=1 a
−1
i )
−1, then we have
−
d∑
i=1
aibi + f(
d∏
i=1
bi)
1
d = (
d∑
i=1
a−1i )
−1
(
d∏
i=1
ai
)− 1
d
(f − d
(
d∏
i=1
ai
) 1
d
) = 0.
Hence sup{−∑di=1 aibi + f(∏di=1 bi) 1d : bi ≥ 0,∑di=1 bi = 1} ≥ 0, implies that (5.1.7)
holds.
For the case where f = 0, the solution is ai = 0 for some i. Thus both conditions
are satisfied.
Lemma 12. We have the following inequality:
det(A)
1
ddet(B)
1
d ≤ 1
d
trAB =
1
d
(A : B), ∀A,B ∈ S+
with equality holds if and only if B1/2AB1/2 = cI for some scalar c ≥ 0, where B1/2
is the symmetric nonnegative square root of B.
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Proof. By the inequality between arithmetic and geometric means, we have 1
d
trM ≥
(det(M))
1
d for any matrix M ∈ S+, and the equality holds if and only if M = cI
for some scalar c ≥ 0. Let C = B1/2AB1/2, C ∈ S+, then 1dtrC ≥ (det(C))
1
d with
equality holds if and only if C = cI for some c ≥ 0. By det(C) = det(B1/2AB1/2) =
det(A)det(B) and trC = trAB1/2B1/2=trAB = A : B, we have det(A)
1
ddet(B)
1
d ≤
1
d
(A : B).
Lemma 13. There exists a maximizer B′ ∈ S1 of the supremum in (5.1.1) which
commutes with A ∈ S. In particular, there is a coordinate transformation, depending
on A, which simultaneously diagonalizes A and B′.
Proof. Let A be the solution for H(A, f) = 0. Then by Lemma 11, f = d(det(A))
1
d .
By Lemma 12 we have −B : A + f(det(B)) 1d ≤ (det(B)) 1d (f − d(det(A)) 1d ) = 0,
the equality holding if and only if B1/2AB1/2 = cI for some scalar c ≥ 0. If B′
is the maximizer in (5.1.1), then −B′ : A + f(det(B′)) 1d = H(A, f) = 0, thus
B′1/2AB′1/2 = cI, B′ must be commute with A.
Lemma 14. If A is invertiable and A = QDQT , then the maximizer B′ ∈ S1 of the
supremum in (5.1.1) is B′ = Q D
−1
trD−1Q
T .
Proof. By Lemma 13, if A ∈ S+, we can compute the supremum by finding the
maximizer B′ ∈ S1. If A is not invertible, then the supremum is 0. If A is invertible,
then there exist unitary matrix Q and diagonal matrix D > 0 such that A = QDQT .
By B′ commutes with A and B′1/2AB′1/2 = cI, we have B′ = cQD−1QT . Since
B′ ∈ S1, we have c = 1tr (QD−1QT ) = 1trD−1 . Therefore, the maximizer B′ = Q D
−1
trD−1Q
T
and H(A, f) = − d
trD−1 + f(det(D
−1)
1
d ).
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5.2 MONGE-AMPE`RE EQUATION WITH PERTURBATION
In this section, we find the relation between the solution to the HJB problem (5.1.4)
and the Monge-Ampe`re problem (5.1.3). To ensure the existence of a strong solution
to the HJB problem, we add a small perturbation to it. Then we do the analysis for
the HJB problem with perturbation and the corresponding Monge-Ampe`re problem
with perturbation.
Theorem 7. Any H2 regular strong solution u to the HJB problem (5.1.4) is also a
strong solution to the Monge-Ampe`re problem (5.1.3).
Proof. Let u ∈ H2(Ω) be a strong solution to (5.1.4). Then we have that u satisfied
(5.1.4) almost everywhere, i.e. H(D2u, f) = 0 a.e. in Ω and u = g at ∂Ω. Thus,
by Lemma 11, M(D2u, f) = 0 a.e. in Ω. Which implies u satisfied (5.1.3) almost
everywhere. Therefore, u is a strong solution of (5.1.3).
In the case d = 2, we have
1 0
0 0
 ∈ S1 but 12+02(1+0)2 = 1 > 11+ for any  > 0. So
the Bellman operator does not satisfy the Cordes condition, and the existence of a
strong solution is not guaranteed. To make the Bellman operator satisfy the Cordes
condition, we introduce a small perturbation to it.
We define the Bellman operator with perturbation as following.
H(A, f) := sup
B∈S1
(−trA−B : A+ f d
√
det(B)) ∀A ∈ S, f ∈ [0,∞). (5.2.1)
And we define the corresponding Monge-Ampe`re operator with perturbation
M(A, f) :=
(
f
d
)d
− det(A)− (2 + )(trA)2 ∀A ∈ S, f ∈ [0,∞), (5.2.2)
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and consider the Monge-Ampe`re problem with perturbation
M(D
2u(x), f(x)) =0 ∀x in Ω, (5.2.3a)
u(x) =g(x) ∀x on ∂Ω. (5.2.3b)
We also define the Bellman problem with perturbation
H(D
2u(x), f(x)) =0 ∀x in Ω, (5.2.4a)
u(x) =g(x) ∀x on ∂Ω. (5.2.4b)
Then we have a similar result as Lemma 11.
Lemma 15. Let d = 2 and f ≥ 0. Then H(A, f) = 0 if and only if M(A, f) = 0
and trA ≥ 0.
Proof. Without lost of generality, we can assume that A,B are diagonal matrix by
the same reasoning as Lemma 10. Let A =
a1 0
0 a2
 and B =
λ 0
0 1− λ
. Let
h(λ) = −(a1 + a2)− a1λ− a2(1− λ) + f
√
λ(1− λ).
Thus, we have that
H(A, f) = sup
0≤λ≤1
h(λ).
For the case f > 0, by taking the derivative of h(λ), we have
h′(λ) = a2 − a1 + f(1− 2λ)
2
√
λ(1− λ) ,
h′′(λ) = − f
4(λ− λ2)3/2 .
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So h′′(λ) < 0 for all λ and h′(λ) = 0 when λ∗ =
(
1− a1−a2√
(a1−a2)2+f2
)
/2. Therefore
h(λ) achieves a maximum at λ∗ and
H(A, f) = h(λ∗) = −(+ 1
2
)(a1 + a2) +
1
2
√
(a1 − a2)2 + f 2.
For the case f = 0, we have
H(A, f) = max{h(0), h(1)} = −(+ 1
2
)(a1 + a2) +
1
2
|a1 − a2|.
Which has the same form as the case f > 0.
If H(A, f) = 0, we have
−(+ 1
2
)(a1 + a2) +
1
2
√
(a1 − a2)2 + f 2 =0,
1
2
√
(a1 − a2)2 + f 2 =(+ 1
2
)(a1 + a2),
1
4
((a1 − a2)2 + f 2) =(+ 1
2
)2(a1 + a2)
2,
(
f
2
)2 − a1a2 − (2 + )(a1 + a2)2 =0,
M(A, f) =0.
Furthermore,
trA = a1 + a2 =
1
2+ 1
√
(a1 − a2)2 + f 2 ≥ 0.
Thus H(A, f) = 0 implies M(A, f) = 0 and trA ≥ 0.
If M(A, f) = 0, then (
f
2
)2− a1a2− (2 + )(a1 + a2)2 = 0. Also if trA = a1 + a2 ≥ 0,
we have
(
f
2
)2 − a1a2 − (2 + )(a1 + a2)2 =0,
1
4
((a1 − a2)2 + f 2) =(+ 1
2
)2(a1 + a2)
2,
1
2
√
(a1 − a2)2 + f 2 =(+ 1
2
)(a1 + a2),
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−(+ 1
2
)(a1 + a2) +
1
2
√
(a1 − a2)2 + f 2 =0,
H(A, f) =0.
Therefore, we have that H(A, f) = 0 if and only if M(A, f) = 0 and trA ≥ 0.
Lemma 16. When d = 2, the operator H satisfies the Cordes condition.
Proof. Let eigenvalue of B ∈ S1 to be λ, 1− λ. Then we have
|I +B|2
(tr I + trB)2
=
22 + 2+ λ2 + (1− λ)2
42 + 4+ 1
≤ 2
2 + 2+ 1
42 + 4+ 1
=
1
1 + 2
2+2
22+2+1
.
Since 0 < 2
2+2
22+2+1
< 1 is fixed for any λ, (5.2.1) satisfies the Cordes condition.
Remark 9. This methodology does not work for the case d ≥ 3. For example, con-
sider for some 1
3
>  > 0 and B =

1 0 0
0 0 0
0 0 0
 ∈ S1. Then |I+B|2(tr (I+B))2 = (1+)2+22(1+3)2 >
1
2
, and thus the Cordes condition fails.
Theorem 8. There exist a unique H2 strong solution to the regularized HJB problem
(5.2.4).
Proof. Since the Bellman operator with perturbation satisfies the Cordes condition
when d = 2, by Miranda-Talanti inequality, (5.2.4) has a unique strong solution
u.
Theorem 9. The unique H2 regular strong solution u to the regularized HJB prob-
lem (5.2.4) is also a strong solution to the regularized Monge-Ampe`re problem (5.2.3).
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Proof. By Theorem 8, we have a unique H2 strong solution to (5.2.4). Hence, by
Lemma 15 and similar argument of the proof of Theorem 7, u is also a strong solution
to (5.2.3).
The converse is also true.
Theorem 10. There exist a unique subharmonic H2 strong solution u to the reg-
ularized Monge-Ampe`re problem (5.2.3). And the unique subharmonic H2 regular
strong solution u to the regularized Monge-Ampe`re problem (5.2.3) is also a strong
solution to the regularized HJB problem (5.2.4).
Proof. By Theorem 8 and Theorem 9, there exist a H2 strong solution u to the
regularized Monge-Ampe`re problem (5.2.3). By Lemma 15, we have ∆u ≥ 0 a.e.,
so u is a subharmonic H
2 strong solution.
Suppose there exist another subharmonic H2 regular strong solution u2 to the
regularized Monge-Ampe`re problem (5.2.3). Then by Lemma 15, u2 satisfies (5.2.3)
a.e., which implies that u2 satisfies (5.2.4) a.e. Therefore u2 is also a strong solution
to (5.2.4). By Theorem 8, the strong solution to (5.2.4) is unique implies u = u2.
Thus, u is unique.
5.3 VISCOSITY SOLUTION
Since the existence of classical solutions strongly depends on both the regularity
of the data and boundary ∂Ω, the classical solution may not exist without enough
regularity of the domain. Thus, the strong solution of Monge-Ampe`re problem does
not exist in general. Instead, we can consider the weak solution theories and look
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for weak derivatives that are not defined in pointwise sense. Therefore, we will solve
the Monge-Ampe`re problem for the weak soluion.
Due to no variational formulation for the fully nonlinear second order PDEs, we
can not use integration by parts to shift the derivative from solution to test functions.
Hence, we have the following non-variational concept of viscosity solution.
Consider the second-order fully nonlinear PDE of the form
F (D2u,Du, u, x) = 0 in Ω, u = g on ∂Ω, (5.3.1)
where F : S× Rd × R× Ω→ R.
Definition 4. We say that the operator F is degenerate elliptic if F (X, p, r, x) ≤
F (Y, p, r, x) whenever Y ≤ X, X, Y ∈ S.
Definition 5. We say a function f : Ω → R ∪ {−∞,∞} is upper (resp. lower)
semicontinuous at x0 ∈ Ω if and only if either f(x0) =∞ (resp. f(x0) = −∞) or for
any  > 0, there exist a neighborhood U of x0 such that f(x) ≤ f(x0)+ (resp. f(x) ≥
f(x0)− ) for all x ∈ U . We denote the space of upper semicontinuous functions by
USC(Ω) := {f : f is upper semicontinuous at all x ∈ Ω} and the space of lower
semicontinuous functions by LSC(Ω) := {f : f is lower semicontinuous at all x ∈
Ω}.
Then we have the following definition of viscosity solution from [6].
Definition 6. Let F be degenerate elliptic. A function u ∈ USC(Ω) (resp., u ∈
LSC(Ω)) is called a viscosity subsolution (resp. viscosity supersolution) of (5.3.1) if
for all ϕ ∈ C2(Ω) such that u− ϕ has a local maximum (resp., minimum) at x ∈ Ω
we have
F (D2ϕ,Dϕ, ϕ, x) ≤ 0 (resp., F (D2ϕ,Dϕ, ϕ, x) ≥ 0),
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and
u ≤ g on ∂Ω (resp., u ≥ g on ∂Ω).
The function u is said to be a viscosity solution if it is simultaneously a viscosity
subsolution and viscosity supersolution.
Since the Monge-Ampe`re equation is degenerate elliptic only on the set of convex
functions, we need to restrict u and ϕ to be convex functions. Thus we have the
following definition.
Definition 7. Let F be degenerate elliptic. A convex function u ∈ USC(Ω) (resp.,
u ∈ LSC(Ω)) is called a viscosity subsolution (resp. viscosity supersolution) of
(5.3.1) on the set of convex functions if for all convex function ϕ ∈ C2(Ω) such
that u− ϕ has a local maximum (resp., minimum) at x ∈ Ω we have
F (D2ϕ,Dϕ, ϕ, x) ≤ 0 (resp., F (D2ϕ,Dϕ, ϕ, x) ≥ 0),
and
u ≤ g on ∂Ω (resp., u ≥ g on ∂Ω).
The function u is said to be a viscosity solution on the set of convex functions if
it is simultaneously a viscosity subsolution and viscosity supersolution on the set of
convex functions.
For the Monge-Ampe`re problem, we have F (D2u,Du, u, x) = M(D2u, f). And
for Bellman problem, we have F (D2u,Du, u, x) = H(D2u, f).
Then by the theorem and proposition from [18], we have the following theorem.
Theorem 11. Let Ω ⊂ Rn be a bounded convex domain and f ∈ C(Ω¯) is positive in
Ω. A function u ∈ C(Ω) is a viscosity solution of the Dirichlet problem detD2u = f
in Ω, u = g on ∂Ω if and only if g ∈ C(∂Ω) can be extended to a function g˜ ∈ C(Ω¯)
that is convex in Ω.
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Thus, if f > 0 in Ω and g can be extended to a convex function in Ω, there will
exist a unique viscosity solution to the Monge-Ampe`re problem. And by [10], we
have this theorem.
Theorem 12. Let f ∈ C(Ω) be nonnegtive, then u is a viscosity solution of HJB
problem (5.1.4) if and only if u is a viscosity solution of Monge-Ampe`re problem
(5.1.3) on the set of convex functions.
Therefore, the existence of a unique viscosity solution to the Monge-Ampe`re
problem (5.1.3) implies that there exists a unique viscosity solution of Bellman prob-
lem (5.1.4). To compute this viscosity solution, we will use the viscosity solution u
of the regularized HJB problem (5.2.4) as an approximation. First we need to show
the uniqueness and existence of the viscosity solution for (5.2.4). For uniqueness, we
need the operator to satisfy the comparison principle.
Definition 8. We say that the nonlinear PDE problem (5.3.1) satisfies the com-
parison principle if u∗ is a viscosity subsolution of (5.3.1) and u∗ is a viscosity
supersolution of (5.3.1), then u∗ ≤ u∗.
Lemma 17. If (5.3.1) satisfies the comparison principle, then there exist at most
one viscosity solution to (5.3.1).
Proof. Suppose there exist two viscosity solutions u, v to (5.3.1). Then by Lemma
17, since u is a viscosity subsolution and v is a viscosity supersolution there holds
u ≤ v. And v is viscosity subsolution and u is viscosity supersolution imply that
v ≤ u. Thus, u = v and so viscosity solutions are unique.
To show H that satisfies the comparison principle, we use some sufficient con-
ditions for the existence of comparison principle. The following theorem is from [26,
Theorem 2.71].
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Theorem 13. The Dirichlet problem satisfies comparison principle if the operator F
is degenerate elliptic, independent of r and p variables and satisfies, for some γ > 0,
F (x,M) ≥ F (x,M + tI) + γt, ∀t ≥ 0.
We apply Theorem 13 to the HJB problem with perturbation. First we show
that this problem is degenerate elliptic.
Lemma 18. H is degenerate elliptic operator, i.e., for any Y ≤ X, we have
H(X, f) ≤ H(Y, f).
Proof. For any 0 ≤ B ∈ S1,  > 0 and Y ≤ X, we have
−(I +B) : X ≤ −(I +B) : Y,
−trX −B : X + f d
√
det(B) ≤ −trY −B : Y + f d
√
det(B),
H(X, f) ≤ H(Y, f).
Thus H is degenerate elliptic.
By Theorem 13 and Lemma 18, we have the following result.
Lemma 19. The HJB problem with perturbation (5.2.4) satisfies the comparison
principle.
Proof. By Lemma 18, H is a degenerate elliptic operator. For the HJB problem
with perturbation, the nonlinear operator is H. For any matrix M , we have
H(x,M + tI) = sup
B∈S1
(−(B + I) : (M + tI) + f d
√
det(B)),
= sup
B∈S1
(−(B + I) : M + f d
√
det(B))− (1 + )t,
=H(x,M)− (1 + )t.
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Thus H(x,M) ≥ H(x,M + tI) + (1 + )t, and by Theorem 13, (5.2.4) satisfies the
comparison principle.
Thus, by Lemma 17, we have at most one viscosity solution of (5.2.4); uniqueness
is proved. For the existence of the viscosity solution, first we need an extra condition
for the operator.
Definition 9. The operator F is called uniformly elliptic if for any matrix P ≥ 0,
there exist 0 < µ ≤ ν such that
F (x, r, p,X)− νtrP ≤ F (x, r, p,X + P ) ≤ F (x, r, p,X)− µtrP.
Lemma 20. The operator H is uniformly elliptic.
Proof. For any B ∈ S1, we have 0 ≤ B ≤ I. Then P ≥ 0 implies that 0 ≤ B : P ≤
trP . Thus,
H(x,X + P ) = sup
B∈S1
(−(B + I) : (X + P ) + f d
√
det(B)),
= sup
B∈S1
(−B : X −B : P + f d
√
det(B))− trP,
⇒ sup
B∈S1
(−B : X + f d
√
det(B))− (1 + )trP
≤ H(x,X + P )
≤ sup
B∈S1
(−B : X + f d
√
det(B))− trP
⇒ H(x,X)− (1 + )trP ≤H(x,X + P ) ≤ H(x,X)− trP.
Therefore, with ν = 1 + , µ = , H is uniformly elliptic.
We can define the Pucci operator and a more general structure condition.
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Definition 10. We define the Pucci extremal operators as the following:
P+(X) = −µtr (X+) + νtr (X−), P−(X) = −νtr (X+) + µtr (X−),
where X = X+−X−, X+, X− ≥ 0 are the positive and negative parts of X. And we
say the operator F satisfies structure condition if
P−(X − Y ) ≤ F (x,X)− F (x, Y ) ≤ P+(X − Y ),
for any X, Y ∈ S.
Lemma 21. The operator H satisfies structure condition.
Proof. By similar argument of Lemma 11, we can assume X, Y are diagonal matrices
without loss of generality. Since H uniformly elliptic, X−Y = (X−Y )+−(X−Y )−
and (X − Y )+, (X − Y )− ≥ 0, there holds
−νtr (X − Y )− ≤ H(x, Y + (X − Y )+)−H(x,X) ≤ −µtr (X − Y )−,
−νtr (X − Y )+ ≤ H(x, Y + (X − Y )+)−H(x, Y ) ≤ −µtr (X − Y )+.
Thus, combine the above two inequality, we have
−νtr (X − Y )+ + µtr (X − Y )− ≤H(x,X)−H(x, Y )
≤− µtr (X − Y )+ + νtr (X − Y )−,
⇒ P−(X − Y ) ≤H(x,X)−H(x, Y ) ≤ P+(X − Y ).
Therefore, H satisfies structure condition.
By [3, Lemma 2.5], we have the following theorem.
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Theorem 14. Let F (x,X) satisfies the structure condition. If u is a strong solution
of F = f on Ω, then u is a viscosity solution of F = f on Ω. The converse is also
true.
Then we can prove the following theorem.
Theorem 15. There exist unique viscosity solution for the HJB problem with per-
turbation (5.2.4).
Proof. By Theorem 8, we have a unique strong solution to (5.2.4). Then by Lemma
21 and Theorem 14, the unique strong solution is a viscosity solution. We have the
existence of viscosity solution. Therefore, together with the uniqueness of viscosity
solution for (5.2.4), the unique strong solution of HJB problem with perturbation
(5.2.4) is also the unique viscosity solution of (5.2.4).
5.4 A PRIORI ESTIMATES
In this section we are looking for the priori estimate for the viscosity solution u to
(5.2.4) in the case d = 2.
Lemma 22. Let g = 0 and u be the unique viscosity solution to (5.2.4), we have
‖∆u‖L2(Ω) ≤ 1√8‖f‖L2(Ω).
Proof. By u is also a strong solution to (5.2.4) and Theorem 9, we have that
M(D
2u, f) = 0 a.e. in Ω and u ∈ H2(Ω) ∩H10 (Ω). So u satisfies Miranda-Talenti
estimate, |u|H2(Ω) ≤ ‖∆u‖L2(Ω). By d = 2, we have
det(D2u) =
1
2
|∆u|2 − 1
2
|D2u|2 ⇒
∫
Ω
det(D2u) =
1
2
(‖∆u‖2L2(Ω) − |u|2H2(Ω)) ≥ 0.
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Thus, by M(D
2u, f) = 0 a.e. in Ω, for small , we have
(2 + )|∆u|2 + det(D2u) =
(
f 2
4
)
⇒
∫
Ω
(
f 2
4
)
≥
∫
Ω
(2 + )|∆u|2
⇒‖∆u‖2L2(Ω) ≤
1
4(2 + )
‖f‖2L2(Ω) ≤
1
8
‖f‖2L2(Ω)
⇒‖∆u‖L2(Ω) ≤ 1√
8
‖f‖L2(Ω).
Lemma 23. Let g = 0, u be the unique viscosity solution to (5.2.4) and u be the
unique convex viscosity solution to (5.1.4), we have u ≤ u in Ω.
Proof. Suppose that for some φ ∈ C2(Ω), u − φ has a maximum at some x0 ∈ Ω.
Since u is a viscosity solution to (5.1.4), we have H(D2φ(x0), f(x0)) ≤ 0. And
by [17, Remark 1.3.2], u is convex implies D2φ(x0) ≥ 0. Thus, we have
H(D
2φ(x0), f(x0)) = −∆φ(x0) +H(D2φ(x0), f(x0)) ≤ 0.
Hence, u is a viscosity subsolution to (5.2.4). By Lemma 19, H satisfies comparison
principle so we have u ≤ u.
Lemma 24. Let g = 0, u1 , u2 be the unique subharmonic viscosity solutions to
(5.2.4) with  = 1, 2 and 1 < 2, then we have u1 ≤ u2 in Ω.
Proof. Similar to the proof of Lemma 23, we have H1(D
2φ(x0), f(x0)) ≤ 0. And u1
is subharmonic implies ∆φ(x0) ≥ 0. Thus, we have
H2(D
2φ(x0), f(x0)) = −(2 − 1)∆φ(x0) +H1(D2φ(x0), f(x0)) ≤ 0.
Hence, u1 is a viscosity subsolution to (5.2.4) with  = 2. By Lemma 19, H2
satisfies comparison principle so we have u1 ≤ u2 .
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Remark 10. Since u is convex, by maximum principle, we have maxx∈Ω u(x) = 
maxx∈∂Ω u(x) = 0, u ≤ 0. Similar for u is subharmonic, u ≤ 0. Thus u ≤ u ≤ 0 
implies ‖u‖L∞(Ω) ≤ ‖u‖L∞(Ω). {u} is uniformly bounded.
A good property of the viscosity solution is its stability. We have the following 
theorem from [19, Theorem 3.2].
Theorem 16. Let {Fk}k∈N be a sequence of uniformly degenerate elliptic operators 
and let {uk}k∈N ⊂ C(Ω) be, for each k, viscosity subsolutions to the equations
Fk(D
2uk, Duk, uk, x) = 0, in Ω.
If Fk → F uniformly on compact subsets of S × Rd × R × Ω and uk → u uniformly 
in compact subsets of Ω as k → ∞, then u is a viscosity subsolution of
F (D2u, Du, u, x) = 0, in Ω.
Hence we can use the strong solution of (5.2.4) to approach the viscosity solution 
of (5.1.3).
       Suppose that {u}  is uniformly bounded and satisfies Ho¨lder continuity of order α, 
0 < α ≤ 1 with a fixed constant M .
|u(x) − u(y)| ≤ M |x − y|α, x, y ∈ Ω.
This result will be the topic of future research.
If we have the Ho¨lder continuity for u, then there exist a uniformly convergent 
subsequence of {u}.
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Definition 11. Let F be a family of functions on Ω. We say that F is equicontinuous
if for every  > 0 and x ∈ Ω, there is δ > 0 such that |f(x)− f(y)| <  for all f ∈ F
when |x− y| < δ. We say that F is uniformly equicontinuous if δ does not depends
on x.
Under the given assumptions, {u} is uniformly equicontinuous by setting δ <
( 
M
)−α, thus |u(x)− u(y)| ≤M |x− y|α < , for all |x− y| < δ.
Theorem 17 (Arzela`-Ascoli theorem). Let F be a family of continuous functions
on Ω. If F is uniformly bounded and equicontinuous, then there exists a subsequence
{fnk}k∈N that converges uniformly.
Proof. Fix an enumeration {xi}i∈N where xi are all the x ∈ Ω with rational coor-
dinate. Since F is uniformly bounded, the set of points {f(x1)}f∈F are bounded.
By BolzanoWeierstrass theorem, there is a sequence {fn1} of distinct functions in
F such that {fn1(x1)} converges. Repeat the same argument for x2, there is a
subsequence {fn2} of {fn1} such that {fn2(x2)} converges. By induction, we have
{fn1} ⊇ {fn2} ⊇ ... and for each k ∈ N, {fnk} converges at x1, x2, ..., xk. Then form
a new subsequence {f} such that fm = fnmm , the mth term of {f} is the mth term
of {fnm}. Thus, {f} converge at all {xi}. Therefore, for any  > 0 and xi, there exist
an integer Ni = N(, xi) such that for all n,m > Ni we have |fn(xi) − fm(xi)| < 3 .
Since F is equicontinuous, for every xi we have a open ball Bi = Bxi(δi) such that
|f(s) − f(t)| < 
3
for all f ∈ F and s, t ∈ Bi. ∪Bi forms an open cover of Ω, Ω is
compact implies it has only finite subcover Bin , Bi1 , Bi2 , ..., BiJ . Thus for any x ∈ Ω,
there exist k such that x, xk are in the same Bik . Hence, we have
|fn(x)− fm(x)| ≤ |fn(x)− fn(xk)|+ |fn(xk)− fm(xk)|+ |fm(x)− fm(xk)| ≤ 
for all n,m > N = max1≤n≤J{Nin}. Therefore, {f} converges uniformly.
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Thus, by Theorem 17 and if {u} is uniformly bounded and equicontinuous, there
exists a sub sequence of {u} converges uniformly to a function u.
Lemma 25. Suppose that {u} is uniformly Holder continuous with respect to .
Then {u} converges uniformly to u as → 0.
Proof. {u 1
n
} is a sub sequence of {u}, by similar argument in the proof of Theorem
17, {u 1
n
} has a uniformly convergent subsequence {u 1
nk
}. Hence for any ′ > 0, there
exist N such that for any p > q > N , we have |u 1
np
− u 1
nq
| < ′. Then for any
0 < 1 < 2 <
1
nN+1
, there exist p > q > N such that
1
np
< 1 < 2 <
1
np
.
Hence, by Lemma 24, we have
u 1
np
≤ u1 ≤ u2 ≤ u 1
nq
.
Therefore we have |u1 − u2| ≤ |u 1
np
− u 1
nq
| < ′, {u} converges uniformly to some
function u. And by Theorem 16, u is the solution to (5.0.1).
5.5 FINITE ELEMENT METHOD
Consider the case for d = 2. To solve the Monge-Ampe`re problem, we can solve
the Bellman problem with perturbation instead. We denote the set of all d × d
orthonormal matrices by O(d) and set Λ := [0, 1]×O(d). The set Λ is compact. Let
α := (λ,Q) ∈ Λ and D =
λ 0
0 1− λ
. Equation (5.2.4) can be rewritten as
inf
α∈Λ
(
LαD2u(x)− fα(x)) =0 ∀x in Ω (5.5.1a)
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u(x) =g(x) ∀x in ∂Ω, (5.5.1b)
where LαA = (Q(Id +D)Q
T ) : A, fα = f(x) d
√
det(QDQT ).
Thus, the method we developed from the Discrete Miranda-Talanti inequality can
be used to solve this problem. Define the operator F (u) := inf
α∈Λ′
(LαD2u(x)− fα(x)),
the function γα := 1
λ2+(1−λ)2 , and the operator Fγ(u) := infα∈Λ′
γα
(Lαu − fα). Let Th
be a shape-regular mesh of Ω, F Ih be the set of all interior faces, set the form
B(u, v) :=
∑
T∈Th
∫
T
Fγ(u)∆v dx+ σ
∑
f∈FIh
h−1f
∫
f
[[∂u/∂nf ]][[∂v/∂nf ]] ds.
Let Vh be the kth degree Lagrange finite element space, then the finite element
method is to find uh ∈ Vh such that B(uh, vh) = 0 for all vh ∈ Vh and let → 0. We
will use the following algorithm 2 to find the solution.
By Lemma 16, Lα satisfies the Cordes condition, thus there exist a unique strong
solution u ∈ H2(Ω) to (5.5.1a). Therefore, since u satisfies (5.5.1a) almost ev-
erywhere in Ω, we conclude that B(u, vh) = 0 for all vh ∈ Vh. When  → 0, the
result of u → u is not clear. By Theorem 6, there exist a unique solution uh and
‖u−uh‖h ≤ C
∑
T∈Th h
2s−4
T |u|Hs(T ) provided that u ∈ Hs(Ω) for some 2 ≤ s ≤ k+1.
5.6 NUMERICAL EXPERIMENT
5.6.1 Test 5
In this experiment, we solve the Monge-Ampe`re problem (5.0.1) with d = 2, Ω =
[0, 1]2. The source functions f are chosen so that the solution of (5.0.1) is
u(x1, x2) =
4
7
(x21 + x
2
2)
7
4 . (5.6.1)
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Algorithm 2 Solve the Bellman problem with perturbation
1: k=0
2: Choose a initial α0 ∈ Λ
3: for k ≤Maxiteration do
4: Find uk solves L
α0uk − fα0 = 0
5: Find Q(x) ∈ O(2) such that Q diagonalize D2uk
6: Find λ(x) = arg min
λ∈[0,1]
(Q(Id +D)Q
T ) : D2uk(x)− f(x) d
√
det(QDQT )
7: αk+1 = (λ,Q)
8: if k ≥ 1 then
9: if ‖uk − uk−1‖L2(Ω) ≤ tol then
10: Break
11: end if
12: end if
13: k = k + 1
14: end for
And we assume that  = h2. The plots of the errors given in Figure 6 show that the
method converges as the mesh is refined, at optimal rate for H1 and h-norm error
when k = 2 and at sub-optimal rates for L2 norm. When k = 3, only h-norm error
reaches optimal convergence rate. Namely, the numerical experiments indicate that
the method converges with at least the following convergence rates:
‖u− uh‖L2(Ω) = O(hk−1), ‖u− uh‖H1(Ω) = O(hk−1), ‖u− uh‖h = O(hk−1).
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Figure 6: Test 5: Convergence plot of the two-dimensional nonlinear problem with
k = 2 (left) and k = 3 (right). The red reference line has slope k and the blue
reference line has slope (k − 1).
5.6.2 Test 6
In this experiment, we solve the Monge-Ampe`re problem (5.0.1) with d = 2, Ω =
[0, 1]2. The source functions f are chosen so that the solution of (5.0.1) is
u(x1, x2) =
4
3
(x21 + x
2
2)
3
4 . (5.6.2)
And we assume that  = h2. The plots of the errors given in Figure 7 show that
the method converges as the mesh is refined, at rate 0.5 for h-norm error for both
k = 2, 3.
‖u− uh‖h = O(h0.5).
This result is understandable since the true solution is u ∈ H2.5(Ω), thus the best
approximation for h-norm is at rate 0.5.
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Figure 7: Test 6: Convergence plot of the two-dimensional nonlinear problem with
k = 2 (left) and k = 3 (right). The blue reference line has slope 0.5.
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6.0 CONCLUSION AND FUTURE RESEARCH
In my thesis, we introduce a new inequality, Discrete Miranda-Talanti inequality, 
which is the extension of Miranda-Talanti inequality. The proof is done by introduc-
ing an enriching operator from Lagrange element space to the Clough-Tocher finite 
element space. By applying the Discrete Miranda-Talanti inequality, we develop fi-
nite element methods to solve linear and nonlinear PDEs in non-divergence form. Our 
method has relatively less extra terms than previous method and is easy to 
implement with numerical software. We test our method with several numerical test 
for both linear and nonlinear case, the result matches our expectation.
      We further study the Monge-Ampe`re problem, a special nonlinear PDE form. We 
find the Hamilton-Jacobi-Bellman representation of the Monge-Ampe`re problem and 
then introduce a perturbation term  to ensure the Cordes condition is satisfied. A 
generalized type of solution, viscosity solution, is used for solving the Monge-Ampe`re 
problem, and we prove the equivalence of viscosity solution between Monge-Ampe`re 
problem and Hamilton-Jacobi-Bellman representation with or without the 
perturbation. For a priori estimate, we assume that {u} satisfied Ho¨lder continuity. 
The proof of this Ho¨lder continuity is to be done in future research. And with this 
assumption, the strong solutions of Hamilton-Jacobi-Bellman representation with 
perturbation will converge uniformly to the viscosity solution of the Monge-Ampe`re
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problem. The error estimate is also for the future research. Finally, we develop a
new finite element method to solve the Monge-Ampe`re problem and do a few test
for it. The result reaches optimal convergence rate for h-norm error.
My future research is about proving the Ho¨lder continuity and develop error
estimate with  and h.
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