In a hierarchically-structured cloud/edge/device computing environment, workload allocation can greatly affect the overall system performance. This paper deals with AIoriented medical workload generated in emergency rooms (ER) or intensive care units (ICU) in metropolitan areas. The goal is to optimize AI-workload allocation to cloud clusters, edge servers, and end devices so that minimum response time can be achieved in life-saving emergency applications.
I. INTRODUCTION
With the rapid development of user-end Internet of Things (IoT) [19] , [31] , edge computing emphasizes real-time computing near the end devices [30] . A common hierarchical framework of distributed cloud and edge computing consists of three layers: cloud cluster, edge server, and end devices. The principal advantage of this distributed computing paradigm is reducing the latency by reducing the time of data transmission to users [29] .
Artificial Intelligence (AI) technology is widely used in edge computing to support edge intelligence [32] . There are a lot of edge AI scenarios closed to human daily life, such as smart home, smart health, smart factory and so on. What's more, most of them are latency-sensitive applications. Thus how to reduce the response time of these edge AI applications has become a really important problem.
Many corporations, such as Google's edge TPU [5] and Intel's neural compute stick [9] , put efforts on edge AI accelerator chips to speed up the processing time on the edge device. And [2], [21] implements the light-weighted model to reduce the complexity of the AI models which can be applied Jianfeng Zhan is the corresponding author. to edge servers. And there is also some benchmarking work to evaluate the inference of AI workload on edge devices. [20] , [23] have evaluated the inference performance on the edge devices.
However, common practices usually deploy real-time processing on edge servers. But they don't consider changing the workload deployment layer for different workloads. Different allocation strategies of the AI workload greatly influence the response time. Deploying the inference process of an AI workload on the edge server layer doesn't always achieve the minimum latency. Therefore, an AI workload allocation model is lacked for edge computing latency-sensitive applications now. Considering different device computational abilities of each level and peak network bandwidth, how to make the trade-off between them is still a problem in edge computing hierarchical framework.
We extract medical AI workloads as the problem environment from Edge AIBench [15] in this paper. Based on the hierarchically-structured framework, this paper proposes a workload allocation strategy for the medical edge AI workload. And we give a numerical interpretation of the response time of a single workload. What's more, we also propose an efficient scheduling algorithm for multi-job AI scenarios to reduce the total response time of jobs.
We attempt to evaluate the application response time in the hierarchical computing system in the following two aspects. 1) Processing time: Since the AI workloads are usually compute-intensive applications, the processing time is decided by the computing ability function.
2) Transmission time: The data transmission time is represented by the network function.
The workload allocation aims to reduce the response time for the medical latency-sensitive applications. We give a latency reduction algorithm for single and multiple workloads. Finally, we use the real-world edge AI workload and ICU datasets from Edge AIBench [15] to validate the efficiency and effectiveness. The experimental results show our allocation algorithm can get the minimum response time comparing with other strategies.
The rest of this paper is organized as follows. Section II introduces the problem environment of the hierarchicallystructured framework and edge AI workload. Section III and IV present the workload allocation problem and an optimal algorithm for a single job. In section V and VI, we present an efficient allocation and scheduling algorithm for multi jobs. Section VII gives the experimental setup and section VIII shows the experiment results analysis. Section IX introduces recent and related work. Finally, we conclude in section X.
II. THE PROBLEM ENVIRONMENT
A. Hierarchically-structured Cloud/Edge/Device Computing Edge computing is a distributed computing paradigm with the three-layer framework: cloud cluster, edge computing server and user-side end devices. Figure 1 shows the hierarchically-structured cloud/edge/device computing framework of edge computing. The cloud cluster is a centralized server cluster remote away from the edge devices. Traditionally in cloud computing, most of the computing tasks are being executed in the datacenter. But the transmission latency from the cloud server to user-side devices is long, sometimes even longer than the processing time. Therefore, in the edge computing framework, the cloud server usually executes offline tasks and central control.
Edge computing layer server is closer to users than the cloud cluster, which can be personal computers, mobile phones, routers, base stations and so on. And the edge server has more computational resources than user-side end devices. Online tasks are usually executed on the edge computing layer.
There is a great diversity of user-side end devices, such as smartwatches, sensors, unmanned aerial vehicles, and smart vehicles, and etc. The end devices usually gather data and conduct some simple preprocess tasks because of the restriction of the computing resources.
Generally in the three-layer framework, the higher the layer, the more computational resources of the device, the faster the speed of processing, but the longer the data transmission time. Thus, how to trade off the computational ability and data location becomes a problem.
B. Medical AI Workloads Benchmark
Edge AIBench [15] is a comprehensive end-to-end benchmark towards AI edge computing. By surveying the edge computing scenarios extensively, Edge AIBench finds that most of these workloads use AI technology. Therefore, we focus on edge AI workloads in this paper. Figure 2 shows the main workflow of AI workloads, including offline and online processes [26] .
Considering the complexity of the AI workload, there are high requirements for computing machines [6] . Because the cloud cluster has a better computational ability, offline processes in figure 2 are always executed on the cloud cluster in the edge computing framework. And the pre-trained model will be sent to the online processing device after completing training on the cloud cluster. And the most common edge AI workload allocation method is putting the training on the cloud server and putting the inference or other online processes on the edge computing layer [18] , [28] .
However, where to deploy the online process greatly influence the response time considering the data transmission time. What's more, many edge AI workloads are latency-sensitive applications. Therefore, response time reduction is important in edge computing workload distribution.
From 4 typical edge AI scenarios and 8 application benchmarks in Edge AIBench, we extract the ICU patient monitor as the workload allocation problem background.
ICU Patient monitor is a typical latency-sensitive edge AI scenario. Because ICU is the treatment place for critical patients, the response latency of any task is very important for doctors' further action. As figure 3 shows, there are several patients in serious condition in an ICU room. Each patient has many end devices to measure vital signs such as temperature, respiration, pulse, and heartbeat, and etc. And there is one end computing device for one patient and one edge server of one ICU room. What's more, there is a cloud server for heavy computation tasks and data storage. In this scenario, an AI model LSTM [27] is usually used as the AI network model and real-world ICU patients' data are usually text data.
There are many applications in the ICU scenario and we choose three typical AI workloads from Edge AIBench: shortof-breath alerts, patient phenotype classification, and life-death prediction to conduct the evaluation experiments. Based on the purpose of these workloads, we set different priorities for them.
III. LATENCY ANALYSIS FOR SINGLE WORKLOAD

A. Basic Assumptions
As figure 1 shows, the hierarchically-structured framework consists of three levels: CC indicates cloud clusters, ES indicates edge computing servers, and ED indicates end devices. The three major factors that determine the latency of the inference process are the computational ability of each level, the size and the complexity of the model and the dataset, and the network latency. In this paper we make the following assumptions:
(a). The data is gathered from the end devices, thus data transmission needn't be considered if the process is on the end devices.
(b). The transmission time from the cloud cluster to the end device T CC−ED is equal to the sum of the transmission time from the cloud cluster to the edge server T CC−ES plus the transmission time from the edge server to the device T ES−ED .
(c). Considering the AI workload is compute-intensive, the computational ability of each layer is expressed by the floating point operations per second (FLOPS) [13] , [33] of devices.
(d). To simplify the problem, there are just one cloud server and one edge server to be considered in this model.
(e). The response time of any workload depends on the workload model complexity, dataset size, the device processing the workload, and the network condition.
(f). The transmission time of the inference result T rt is relatively much lower than the transmission time of the inference data T dt . Therefore we don't consider T rt in this problem.
Based on the above assumptions, the problem can be expressed as: there are a cloud server, an edge server, and an end device constructed following the hierarchically structured framework as figure 1 shows. The problem is which layer to allocate the given online AI workload (such as inference) can get the minimum response time.
From the online tasks in figure 2, we mainly consider the inference allocation problem in this paper for the actual production environment. Figure 4 shows the three different inference location methods respectively on cloud cluster, edge server, and end devices.
B. Objective Function for Latency Reduction
In order to find the optimal solution for this problem, we express it as a numerical problem. Table I shows the notations in this problem. 
Notation
Interpretation D i the transmission time of data from end device to the execution layer i I i the time of making the inference on the layer i s the size of the workload data comp the FLOPs of the AI model in workload i AI i the FLOPS of the layer i λ1 the weight coefficient of the data transmission time λ2
the weight coefficient of the inference processing time For different layers, the probability of whether to make inference on this layer is expressed by:
The data transimission time D is expressed by:
The computational ability of the device is expressed by
The inference processing time I is expressed by:
Where the inference processing time on layer i is expressed by I i .
Therefore, the objective function can be expressed by:
C. Performance Metrics for AI Workload
We measure the computational ability of devices from each layer by FLOPS [13] , [33] . And the FLOPS is calculated by the number of cores × operating frequency × operations per cycle.
And we also measure the complexity of the AI model by FLOPs. The FLOPs is computed using the number of parameters multiplying with the size of the feature map for convolution kernels. The computation formula is F LOP s = 2HW (C in K 2 + 1)C out . And for fully connected layers, the FLOPS equals to the number of the parameters [25] . The computation formula is F LOP s = (2I −1)O. H indicates the height, W indicates the width and C in indicates the number of channels of the input feature map. K indicates the kernel width and C out indicates the number of output channels. I indicates the input dimensionality and O indicates the output dimensionality [25] .
IV. ALLOCATION ALGORITHM FOR LATENCY REDUCTION
This section gives an optimization strategy to get the minimum latency with a given workload and devices environment. In order to solve the problem we defined, we simplify the problem by assuming that the quantity of each layer's device is one.
For a given edge AI workload and device environment, we can calculate the computational ability of three layers and the network condition firstly. Then we can calculate the minimum response time by putting the inference in different layers. Algorithm 1 shows the procedure of our optimization strategy.
Firstly, for each workload, we analyze their computation model parameters and calculate the FLOPs comp needed to execute.
Secondly, we calculate the unit network transmission latency D iu for deploying on the cloud server and edge server using a unit size extracting from the given dataset. Therefore we can calculate the given workload transmission time D i by multiplying the dataset size and weight coefficient.
Thirdly, we calculate the computation ability AI i of the device in each layer by FLOPS. Because most of the AI workloads are computation-intensity, so we just consider FLOPS here.
The next step is to calculate the weight coefficient for processing time and transmission time. We conduct an experiment to compute the time of one respectively small dataset and get λ 1 and λ 2 by comparing them.
Next, we get the estimated response time for deploying on each layer by summing up the processing time I i and transmission time D i .
Finally, we choose the minimum response time layer as the deployment layer for this workload. D iu = latency time of unit dataset transmission 5: Calculate the computational of each layer's device 6: for i = CC, ES, ED do 7:
AI i = F LOP S of device i 8: Normalize the transmission time and inference time by calculating the weight coefficient λ 1 , λ 2 9: Calculate the inference processing time. 10: for i = CC, ES, ED do 11:
AIi 12: Calculate the data transmission time. 13: for i = CC, ES do 14: 
Considering the real-life ICU edge computing environment, every patient has an end device to conduct preprocessing in one emergency room. And these patients share one edge server in the emergency room and one cloud server remote from the ICU. These machines, including one cloud server, one edge server, and several patients' end devices, can be considered as several unrelated parallel machines.
Each patient's end device may release an inference job randomly. Assume these jobs are released in a time sequence, our goal is to minimize the overall response time of all jobs. Then this problem can be considered as an unrelated parallel machine scheduling problem [3] , [35] .
From the above section, we can calculate the response time for every single job deployed on different layers and get the best layer of the minimum latency. And we set the following constraints in this problem:
C1. Each device can only execute one job at a time to simplify the problem.
C2. The preemption of jobs is not allowed in our system. C3. The release time and response time are normalized as the non-zero integer units of time.
C4. The job data can be transmitted to the execution layer first and wait for executing.
C5. The workload is prioritized by its importance in reallife. The workload with the higher priority needs to be considered firstly.
Thus, the scheduling problem can be summarized as follows: there are n patients' jobs (T 1 , T 2 , ..., T n ) needed to be executed in one emergency room. These jobs have their own priority (w 1 , w 2 , ..., w n ). The bigger the w i , the higher the priority of the job i. And these jobs can be processed on one cloud server (M c ), one edge server (M e ), or an individual patient end device (M d ). Each job T i has a known release time (R 1 , R 2 , ..., R n ) in the time sequence. And the response latency time of job T i executed on machine M j is L ij . Table  II shows the notation of this problem.
The main goal of this problem is to reduce the whole response time of multiple jobs. 
B. Objective Function to Minimize Reponse Time
To get the minimum whole response time of all the jobs, the objective function can be expressed by:
The whole response time is calculated by summing up the response time of all jobs. The response time L i of job i equals the end time E i minus the release time R i . And for different priorities of these jobs, we multiply the response time with the priority weight W i to get the new response time L * i . End devices don't need to subject to this constraint because we assume every job has its own end device.
And p ij and I ijT are binary variables equal 0 or 1. The constraint m j=1 p ij = 1 needs to be considered to ensure the job i is exactly only on one machine. And the constraint n i=1 I ijT ≤ 1 ensures there is only one job executing on the machine j at a time.
From section III we know the execution time of job i consists of the transmission time D i and processing time I i . The exact processing time on the machine is I i . And the job can transmit data to the machine j while another job is running on the same machine.
VI. WORKLOAD ALLOCATION HEURISTIC ALGORITHM
We can change the lower bound from 0 to the sum of the minimum execution time of all the jobs. The lower bound can be expressed by:
Therefore, the problem can be simplified to be selecting the minimum response time of the last release job.
Because the scheduling problem for n jobs executed on m machines is very complicated, so we develop a heuristic greedy algorithm to solve the problem in this section. Considering each patient has its own end device, so the end device is not the shared machine. And jobs can be executed on end devices at the same time.
We can obtain the initial feasible solutions by ensuring the earliest released job to have the shortest response time. And then we optimize the solution by a neighborhood search method [24] . Algorithm 2 shows the concrete steps. And algorithm 2 needs to follow the constraints we mentioned in the previous section.
Firstly, we use algorithm 1 to calculate the estimated execution time of each job deployed on each layer. And then we normalize the response time to the integer time units. We use a heuristic greedy method to get the initial deployment strategy. We find the optimal deployment machine for each job to have the minimum completion time by time sequence. Then we obtain the initial feasible solution.
Then we generate the neighborhood solutions from the current solution by swapping the current job i to another machine. And then calculate the deployment machine of other jobs using the above heuristic greedy method. If the whole response time reduces, then we swap the deployment machine of job i.
And we set max number of iterations maxCount as the stopping condition for the algorithm.
VII. EXPERIMENTAL SETUP A. Experimental Environment
We set the experimental environment to simulate the realistic cloud/edge/device computing scenario. We consider that the cloud server has the highest computational ability, while the edge server's performance is lower and the end device's performance is lowest. Meanwhile, the cloud server has a longer distance to the end device than the edge server.
We conduct our experiment on three devices respectively representing cloud server, edge server, and end device. The cloud server has 12 2.20-GHz Intel(R) Xeon(R) Gold 5220 CPU cores and 128GB of DDR4 RAM. The edge server has 4 2.20-GHz Intel(R) Xeon(R) Gold 5220 CPU cores and 32GB of DDR4 RAM. The end device is a Raspberry Pi 4B with 4 1.5-GHz speed Quad-core Broadcom CPU cores and 4GB of DDR4 RAM.
Algorithm 2 Multi-job Allocation Heuristic Algorithm
Input: W i , R i Output: the minimum response time of the whole jobs L sum 1: Calculate the execution time L i j of job i deployed on machine j. And get the response time matrix l. 2: Get l * by multiplying with the job priority w i . 3: L * ij = w i L ij 4: Normalize matrix l * . 5: Set L sum = n i min L i 6: Set L * sum = n i w i min L i 7: Initial the tabu array, 0 represents the job or machine can be switched and 1 represents can't be switched. 8: Set tabu m [cc, es, ed] = 0 9: Optimize the solution by swaping the job to another machine reduce the whole response time. 10: Set maxCount = C max (large enough) 11: while maxCount do 12: Set tabu j [1, ..., n] = 0 13: for i = 1, 2, ... , n do 14: Set tabu m [cc, es, ed] = 0 15: from all the jobs which tab j [k] = 0 choose the earliest completion job k 16: Set tab j [k] = 1 17: Initial the max response time improvement. 18: Set V max = 0 19: for j = cc, es, ed do 20: if tabu m [j] = 0 then 21:
Calculate the L * sum reduction V ij when swap job i to machine j 22: tabu m [j] = 1 23: if V ij ≥ V max then 24: V max = V ij 25: swap = j 26: if V max > 0 then 27: Swap the job k to machine swap 28: M axCount = M axcount − 1 29: return L sum And we refer to [36] to set the network latency between the cloud server to the end device as 42ms and network bandwidth as 2.9MB/s. What's more, we measure the network latency between the edge server and end device in our lab LAN environment as 0.239ms and bandwidth as 10MB/s. Then we calculate the FLOPS of each device using the processor information. Table III shows the basic computational ability of devices of each layer. 
B. AI Workload in ICU Scenario
For the medical dataset, we choose MIMIC-III [22] as the real-world dataset. MIMIC-III includes vital signs and other medical information for over 60000 ICU stays of 40000 unique ICU patients. And we preprocess the original data from the MIMIC-III website [1] to get the training data.
We choose three ICU AI applications from Edge AIBench [15] for the experiment: short-of-breath alerts, patient phenotype classification, and life-death prediction.
Short-of-breath alerts uses the information of ICU vital signs including glucose, heart rate, height, mean blood pressure, and oxygen, and etc. The purpose of this application is to predict if the patient will suffer short-of-breath later using the LSTM model. Therefore the priority of this application needs to be set high. For the workload of short-of-breath alerts, we set the weight w as 2. And using the number of parameters of the LSTM model in this application, we get the number of FLOPs of this model is 105089.
Life-death prediction uses the information of ICU vital signs including heart rate, height, mean blood pressure, oxygen, and other physiological records. The purpose of this application is to predict whether the patient will die in the hospital. The priority of this application also needs to be set high. So we also set the priority weight w of this application as 2. And using the number of parameters of the LSTM model in this application, we get the number of FLOPs of this model is 7569.
Patient phenotype classification uses the information of the complete ICU physiological record until the time. The purpose of this application is to conduct a 25 separate binary classification task using the LSTM model. Because it's not a very emergency task comparing with the above two tasks. We set lower priority weight w of this application as 1. And using the number of parameters of the LSTM model in this application, we get the number of FLOPs of this model is 347417.
We implement these three ICU AI applications by Python using Tensorflow and Keras [14] , [16] , [17] . And we train these three models offline on our cloud server to get the pretrained model for inference.
What's more, we set 6 different inference data sizes for ICU AI applications to get 18 different workloads. Table IV shows the concrete information of each workload.
The size of data in table IV is calculated in proportion of the number of record files, the real sizes of these workloads datasets are [700, 1300, 2300, 5000, 10700, 21500, 479, 950, 1900, 3900, 7800, 15900, 836, 1700, 2900, 5300, 10800, 21600] KB.
VIII. EXPERIMENTS AND PERFORMANCE ANALYSIS A. Single Medical Workload Allocation
Firstly for each workload, we calculate the estimated response time of deploying on different layers by using algorithm 1. Then we choose the optimal deployment layer referring to the results. Table V shows our estimated computation results and the best deployment layer for each workload. 
B. Measured Response Time for Single Workload
For validating the effectiveness of the computational results, we deploy each workload respectively on each layer to conduct the inference experiment on the real experimental environment. Then we get the real response time for each workload deployed on different layers. Figure 5 shows the experimental results. Figure 5a shows the results for the short-of-breath application. Deploying the workload on the edge server can get the lowest response time, and deploying on the cloud server can get the highest response time. Figure 5b shows for life-death prediction, the end device is the optimal deployment layer. And figure 5c shows the edge layer is the optimal deployment layer for patient phenotype classification.
By comparing table V with figure 5, we find most of the estimated deployment layer will get the lowest response time. For WL2-1 and WL2-2, it's better to deploy on edge server but we predict to deploy on end device. But the response time of deploying on the edge server and end devices are very close in these two workloads.
In general, the experimental result demonstrates the effectiveness of our optimal strategy for the single healthcare workload deployment.
What's more, we begin exploring the critical influence factor of the response time by the breakdown figure 6 . We choose the workload WL1-6, WL2-6, and WL3-6 to represent the three applications. Figure 6 shows the processing time and transmission time of the three workloads. From figure 6 , we have the following observations. The model of patient phenotype classification is more complicated than the other two applications. So the processing time on the end device is respectively higher. Therefore, the transmission time has a smaller influence on this condition.
For life-death prediction, the optimal deployment layer is the end device. Because the number of parameters of this model is small, the end device can satisfy the requirements of this model. In this situation, workloads don't need to be offloaded on the edge or cloud server.
We can conclude that the more simplified the workload models, the greater influence the transmission time has. Therefore, computing near the user may get the lowest response time.
On the contrary, for a heavy-weight workload, being processed on the higher layer may get the lowest response time.
So for the AI workload deployment on edge computing framework, we need to estimate the computation ability of the devices on different layers and the network condition firstly. Then we can decide which layer to offload the workload by trading off between the processing time and transmission time.
C. Multi-job Scheduling Strategy
To validate the scheduling algorithm, we extract 10 jobs from the above experimental workload execution time results. And we normalize their response time. Meanwhile, we set release time for each workload to simulate the real-world environment. Tabel VI shows the scheduling experiment setting.
We use algorithm 2 to calculate the efficient workload deployment strategy for these 10 jobs. Firstly we calculate the initial feasible deployment strategy. We choose the best deployment layer for each workload by time sequence. Then we adjust the deployment strategy using the heuristic method iteratively. Figure 7 shows the scheduling method by our workload allocation algorithm 2. The horizontal axis represents the time sequence. And it shows the start execution time and completion time of each job on the deployment layer. Our workload allocation strategy gets 150 whole response time and the last completion time is 43. And there are 4 workloads that need to be deployed on end devices, 4 on the edge server, and 2 on the cloud server. And we can see the deployment layer of each job is not optimal for the single workload. For comparison, we calculate the response time of the other 4 deployment strategies. We deploy all the workloads on the cloud, edge server, end devices, or each job's optimal layers.
And figure 8 shows the scheduling strategy by choosing the optimal deployment layer of each job. For job 1, the optimal deployment layer is the cloud server. And for other jobs are edge server. We can see from figure 8 that a lot of jobs need to wait for the completion of the last one. So it leads to great delays, which indicates the necessity of our strategy. Transmission  Processing  Transmission  Processing  J1  1  2  6  56  9  11  14  J2  1  2  3  32  3  6  12  J3  3  1  4  12  6  2  49  J4  5  1  7  23  11  5  69  J5  10  2  4  27  5  5  11  J6  20  2  5  70  5  14  22  J7  21  2  5  70  5  14  22  J8  21  1  4  12  6  2  49  J9  22  1  4  12  6  2  49  J10  25  1  7  23  11 5 69
D. Measure Total Response Time of Multi Jobs
We calculate the sum of whole response time and the last completion time of our allocation and scheduling strategy and other 4 strategies. Table VII shows the results of these strategies. Our strategy has the lowest whole response time and the lowest last response time. And for the whole response time, our optimal deployment strategy respectively gets 33%, 48%, 63%, and 59% lower response time than other strategies. The comparison results demonstrate our strategy can get the minimum whole response time and last response time.
IX. RELATED WORK
In this section, we review the recent and related work of edge computing workload deployment and resource allocation.
Xu et al. [34] proposed a resource allocation model in the edge computing platform. Cao et al. [4] proposed a task allocation strategy to reduce resource consumption. However, these studies focus on resource allocation among edge computing servers, assuming that the workload is deployed on the edge computing layer.
Fan et al. [11] designed an application-aware workload allocation scheme to minimize the response delay. This scheme decides which cloudlet to allocate the workload by considering the computing resources allocated location and the type of the application.
Chen et al. [7] proposed an optimal caching strategy for mobile services. But this work doesn't consider the multiple jobs deployment problem.
Feng et al. [12] proposed an optimal offload algorithm to maximize the data utility and minimize energy consumption.
It encourages offload computing tasks to the MEC server and doesn't consider the other layer to offload the computing tasks.
Dong et al. [10] proposed a graph cut problem solution to reduce the transmission consumption and energy consumption during offloading.
Chen et al. [8] focused on task allocation by considering the importance of the task. They proposed an allocation approach to accelerate the computational efficiency.
To the best of our knowledge, this paper is the first research effort focusing on the AI workload allocation and multiple jobs scheduling strategy in time sequence towards the three-layer cloud/edge/device hierarchical framework.
X. CONCLUSIONS
In this work, we focus on the AI-oriented medical workload allocation algorithm on cloud/edge/device computing hierarchically-structured framework. Our work can be applied to reduce the response time for latency-sensitive workload such as ICU patient monitor applications.
Firstly, we propose a method to deploy on the optimal layer for a single workload. We analyze the complexity of the model, the device computation ability of the three edge computing layer and the network condition. Then we estimate the response time by summing up the processing time and transmission time. Therefore, we can choose the optimal deployment layer.
Based on the above algorithm, we also propose an allocation and scheduling strategy for multiple jobs in the time sequence. This strategy's goal is to minimize the whole response time of all jobs, which considers the different priorities of these jobs. We use a heuristic algorithm in this strategy.
At last, we have conducted several experiments for medical AI applications on the cloud/edge/device environment. And we choose three latency-sensitive healthcare applications: shortof-breath alerts, life-death prediction, and patient phenotype classification. And we use the real-world medical datasets.
Experimental results show that the allocation strategy will greatly influence the response time of the workload. And by comparison with other strategies, the results demonstrate the effectiveness and efficiency of our workload allocation strategies.
