Abstract-Estimation of distribution has been used to solve the batch scheduling problem with job release problem ,which minimizing the makespan as the objective function. According to the characteristic of the batch scheduling problem with job release time and the estimation of distribution algorithm, this paper builds the probabilistic model based on the characteristic of batching process and designs the mechanism of personal sampling and probability update, then proposes a new estimation of distribution algorithm to solve the batch scheduling problem with job release time. The mechanism of population generation and probability updating has been improved in the standard compact genetic algorithm a kind of EDA which accelerate the convergence rate of algorithm. Moreover, the influence of parameter setting is investigated based on design of experiment and suitable parameter values are suggested. Simulation results based on some instances and comparisons with some exiting algorithms demonstrate the effectiveness and robustness of the proposed algorithm.
INTRODUCTION
Batch scheduling is a type of optimization problem with important application background that emerged in 1990s. The basic assumption is that machines can process multiple workpieces simultaneously. Batch machines are widely used in the manufacturing industry, such as heat treatment in the metal-processing industry, shiplock scheduling with multiple stages, cargo handling in port and presintering in the manufacturing of semiconductor integrated circuit [1] . In this paper, the single parallel batch scheduling problem with compatible workpiece group is taken as an example. The object function is to minimize the maximum processing time in parallel batch scheduling with arrival time.
The traditional solutions for batch scheduling problem are the exact algorithms [2] [3] and heuristic algorithms [4] [5] [6] . In the theory of exact algorithm, optimal solution can be obtained. However, due to the long computing time, it is only suitable for small-size problems. In the heuristic algorithm, the solution for problems can be obtained with low time complexity. But the accuracy of solutions cannot be 1 guaranteed. Because of the drawbacks of traditional algorithms, swarm intelligence algorithm for solving the batch scheduling problem is being studied by many researchers, and good results have been achieved [7] [8] [9] . 1 
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The estimation of distribution algorithm (EDA) is a probability modeling evolutionary algorithm. A brand-new evolutionary model is used in the algorithm. There are no intersection and mutation operations in genetic algorithms. However, statistical learning is used to establish a probability model that describes the distribution of solutions from the macroscopic point of view. Evolution of samples [10] is realized through repeated sampling for generating new groups in the probability model. EDA can effectively realize the mixing and recombination of building blocks through establishing the mutual relationship between descriptive variables of probability model. Hence problems that are difficult to be solved by the existing swarm intelligence algorithm can be solved. Nonlinear and high-dimensional problems can be processed much more effectively [11] . Currently, EDA has already been widely used in the field of engineering optimization, machine learning, pattern recognition and operations research [12] [13] [14] [15] [16] . Literature research shows that the EDA algorithm has not been used in the batch scheduling problem yet. In this paper, addressing the batch scheduling problem and EDA algorithm, a variable-related probability model based on workpiece group is proposed. The method of initializing the probability model, individual sampling and updating the model are designed. Moreover, the cGA (compact genetic algorithm) in EDA is improved, and then an IcGA (improved compact genetic algorithm) that can solve the batch scheduling problem with arrival time for workpieces is proposed.
II.
PROBLEM DESCRIPTION In this paper, the research object is the single parallel batch scheduling problem of compatible workpiece group with finite batch capacity and unequal arrival times, and the object function is to minimize the maximum processing time. In the batch scheduling model, the capacity of each batch is limited. It cannot be larger than the maximum processing capability S of batch machines, and neither can it be smaller than the lower bound L of batch machines out of the consideration of energy conservation and other reasons. The job release times of different workpieces are unequal. There is only one batch machine in the model. Before system modeling, relevant parameters are presented as follows.
(1) The workpieces in the same batch are processed simultaneously.
(2) Interruption is not allowed in the processing procedure of a batch of workpieces. , which is equal to the maximum processing time of the workpiece in batch on the batch machine. That is,
(1) (9) The start time of on the batch machine is . It is equal to or greater than the maximum arrival time of the workpiece in batch and the maximum job release time of a batch of workpieces on the batch machine.
(2) (10) The decision variable is described as follows.
(3) (11) The completion time of batch on the batch machine is . (4) According to the constraints above, the mathematical model of parallel batch scheduling problem discussed in this paper is shown as follows.
(10) (11) Formula (5) shows that the objective function of the model is to minimize the maximum production cycle. Formula (6) ensures that each workpiece can only be distributed to one batch. Moreover, formula (7) defines that the overall size of workpieces that are distributed to one batch cannot be larger than the maximum capacity of batch machine. Formula (8) shows that the processing time of each batch on the m-th parallel machine is equal to the longest processing time of workpiece in this batch. Furthermore, formula (9) shows that the start time of processing of each batch on each batch machine is equal to or greater than the lastest arrival time and maximum job release time of the workpiece in the batch on the parallel machine. Finally, formula (10) shows that the completion time of one batch on a certain parallel machine is equal to the sum of start time and processing time on the machine.
III.
ICGA cGA is a type of EDA. It does not directly operate on the individuals of the group but represents the change of individuals through statistical probability distribution of the group, which is different from the genetic algorithm. This processing method is derived from random walk model and the mechanism of poplulation-based incremental learning.
The operation process of cGA is simple and clear, and it only requires saving the probability distribution on different gene positions of the individual. However, when complicated problems are solved with cGA, the probability model is likely to premature since the group size of each generation is only 2, and then the model easily generates the local minimum. Moreover, in cGA, each generation will give up the original individual to generate new groups according to the probability model. Hence the superior individuals in the system cannot be preserved. That is to say, the superior individual may contribute to the probability model for only once, and the optimal solution that the algorithm solves is not necessarily the best individual during the searching process of algorithm. Therefore, addressing the drawback of cGA in the process of solving complicated problem, the algorithm is improved as follows by keeping the algorithm simple and clear.
1. The group size is increased, and two individuals are still generated by the probability matrix each time. The fitness values of the individuals are compared. The superior individual is preserved and the inferior one is rejected. Then another new individual is generated by the probability model to be compared with the original superior one. The superior one is reserved, and the inferior one is rejected. In this way, the process does not stop until the generated individual satisfies the assumed group size, and then the superior ones are selected to update the probability model. The process can guarantee that the individuals of each generation used to update the probability model are superior ones in the group (not the superior ones between two individuals). Then the probability model can converge in the right direction.
2. The superior individuals in each generation are preserved to be compared with the next generation. Two new individuals are generated in the standard cGA. In this way, the contributions of superior individual and ordinary individual to the probability model are the same, and the algorithm will be affected. Moreover, the final individual solved by the algorithm may not necessarily be the best one during the searching process. Therefore, combining the advantages of traditional genetic algorithm, the superior individuals in each generation are preserved to be compared with the next generation.
The flow chart of improved cGA is shown as Figure  1 . 
A. Probabilistic Model
In the EDA, new individuals are generated by establishing the probability model and through sampling. Hence whether the probability model is reasonable is crucial to the performance of EDA. In this section, the probability model based on the workpiece batches is proposed to fully represent the relationship whether the workpieces belong to the same batch.
The probability model of algorithm is a lower triangular matrix , where the row and column represent the workpiece. The sequence of workpieces ranked by the arrival time is : ( ). is the probability that the i-th workpiece is from the same batch as the j-th workpiece during the sampling process.
is the probability that the i-th workpiece is from different batches from the workpiece in (0, 1, 2, ..., i-1) of . The matrix reflects the probability relationship of workpiece batches numerically. The larger the is, the higher the probability that the i-th workpiece is in the same batch as the j-th workpiece is. The quality of solution will be improved if the i-th one and the j-th one are in the same batch.
Since each element in matrix represents the probability that an event occurs, . For a certain workpiece , the sum of probabilities that it belongs to the same batch as some workpiece in (0, 1, 2, ..., i-1) before i in and that it belongs to different batches from the workpiece in (0, 1, 2, ..., i-1) is equal to or greater than 1. To make the sampling convenient, when the probability model is initialized, each row in the matrix of probability model needs to be normalized to make the probability model to be a random matrix. Moreover, the sum of probabilities of each row is ensured to be 1 in the process of updating the probability model. 
B. Initializing the Probability Model
To promote the accuracy of initial probability model, the model is established by using statistical methods. The main procedures are as follows.
Step 1 Establishing the Probability Model for Statistical Sampling
The probability model A is a probability model established for obtaining the statistical samples. The distribution of samples should be guaranteed to be uniform. The row of model represents the workpiece, and the column represents the batch. For the workpiece group, the largest batch is . Hence the probability model A is a matrix, where represents the probability that workpiece is distributed to . Since each element in matrix represents the probability that an event occurs, . For a certain workpiece located at i, it will be processed in some batch. Hence , that is, the sum of elements in each row of matrix , is 1. To ensure that the solution space is sampled uniformly in the initial phase of algorithm, the probability matrix is initialized according to the following method.
(13) In the probability model, the probability relationship between different workpieces in the group is not established. Moreover, the probabilities that a certain workpiece is distributed to any batch are equal during sampling. In this way, the uniformity of sampling is guaranteed.
Step 2 Statistical Sampling Statistical sampling is a process to obtain a certain number of samples through sampling according to the probability model. The sampling is performed according to the arrival sequence of the workpieces during the process. For a certain workpiece, the batch to which it belongs is determined through roulette wheel selection. In the sampling process, if batch has already reached the maximum capacity S, then all the elements in the k-th column in matrix are set as 0 (that is, no new workpieces are included in the batch.), and the rest columns are normalized. After the distributions of all workpieces are accomplished, the latest arrival time of the workpiece in each batch can be obtained. According to the sequence of , each batch is processed on the batch machine.
N individuals are obtained according to the procedures above, and the longest completion times of each individual are obtained. The first δ (0<δ<1, which indicates the proportion of the chosen superior individuals in the whole group) individuals with the highest fitness values are selected as the superior individual BetterGroup.
Step 3 Initializing the Probability Model For workpiece , the numbers ( , , ..., ) of the workpieces ( , , ..., ) in superior group BetterGroup belonging to the same batch as workpiece are calculated. Moreover, ( δ , δ , ..., δ ) are assigned to ( ), respectively. They represent the initial probabilities that workpiece is in the same batch as ( , , ..., ). In addition, the numbers of the workpieces ( , , ..., ) in superior group BetterGroup belonging to different batches as are calculated. Then / δ is assigned to , which represents the initial probability that workpiece is from different batches as ( , , ..., ). The rest rows are assigned with the initial values according to the procedures above, and each row of the probability model is normalized to obtain the initialized probability model.
C. Individual Sampling
The process of obtaining a new individual through the probability model is called sampling. In the algorithm proposed in this paper, sampling is performed according to the arrival sequence of workpieces. For the first arriving workpiece in the group, it can choose any batch from ). For the workpiece (i ), it can choose the same batch as a certain workpiece in ( ) through roulette wheel selection or a different batch from ( ) in ) if the batch is still vacant. If there is no such batch, then a vacant batch is randomly chosen. For the batch without any vacant positions, since no new workpieces can be added to it, the probability that the workpiece to be sampled is in the same batch as the workpiece is supposed as 0. Then the model is normalized again. In this way, the process is performed until all the workpieces are distributed. After all the compatible groups are distributed, the latest arrival time of the workpiece in each batch can be obtained. Each batch is processed on the batch machine according to .
D. Updating the Probability Model
The final winner x in each generation is chosen as the superior individual, and the probability model is updated by using the following incremental learning method. β β (where l is the number of iterations) ( ) (14) where n is the number of workpieces that ( ) are in the same batch as . If all workpieces ( ) are in different batches as , then n=1. β (0, 1) is the learning speed, and (l) is the function defined as follows. If :
(16) It can be proved that the sum of each rows in the probability matrix after updating is still 1 through formula (14) . The randomness of the matrix of probability model is guaranteed. Through iterations for many times, the probability matrix tends to be mature. The maximum number of iterations (MaxGen) is supposed as the termination condition of algorithm in this paper.
E. Time Complexity Analysis of the Algorithm
The time complexity of workpiece grouping by roulette wheel selection during the sampling process is . The time complexity of arranging the sequence of each batch is . Max is the largest number of batches in practice, and Max n. Moreover, the time complexity of updating the probability model is O( ). For the key processes such as comprehensive sampling and updating the probability model, the complexity is not high by using the improved cGA. In addition, since the algorithm only preserves two individuals at any moment during the operational process, the space complexity is greatly decreased in comparison with the swarm intelligence algorithm.
V. SIMULATION TESTING AND COMPARISON

A. Simulation Examples
The test cases proposed in literature [8] are used. The processing time of workpiece is randomly distributed in the interval [1, 50] . The arrival time of workpiece is distributed randomly, and the distribution interval is between 0 and , where is the optimal value under the condition that all workpieces are supposed to arrive at the same time.
can be obtained through the heuristic rule of full batch longest processing time (FBLPT). Moreover, r is the range parameter of the arrival time of workpiece, and it determines the relative frequency that the workpiece arrives. When r=0, all the workpieces arrive at the same time. When r gradually increases, the time interval between the arrivals of workpieces increases, and the number of workpieces processed in the same batch decreases. Table 1 The algorithm is compared from three dimensions, which are the number of workpieces C, the maximum capacity S of machines and the range parameter r of arrival time. See Table (1). The number of workpiece n has 5 grades (20, 40, 60, 80, 100). The maximum capacity S of machine is S, and the range of arrival time r has 4 grades (0.5, 1.0, 1.5, 2.0). 20 different types of test problems can be generated in total. For each type of problem, 50 cases are generated randomly. Each case is run for 10 times to obtain the average.
B. Experimental Statistical Result and Comparison
In this study, the simulation environment is the AMD Dual-Core CPU 2.6GHz with 64bits and memory of 2GB. Each simulation program of the algorithm is written by C#. In the following simulation experiment, the improved compact genetic algorithm IcGA β is compared with the standard cGA algorithm ( β ), MMAS-BSJR algorithm, MMAS1 algorithm, MMAS2 algorithm and standard ant colony algorithm AS, respectively [8] .
To evaluate the algorithm performance objectively, is defined as the lower bound (LB) of relative case of algorithm A (represents each algorithm). shows that the smaller the longest completion time obtained by algorithm A, the nearer the solution obtained by algorithm A is close to the lower bound under the same case, and the better the optimization effect of the algorithm is. The lower bound used in this study has been improved based the lower bound LB3 proposed by LEE. The condition of is taken into consideration. Then the LB is much closer to the optimal solution [14] in comparison with LB3. The calculation method for LB is shown as lemma 1.
Lemma (1) The arrival times of workpieces are arranged in a non-decreasing order. Suppose that set B = {j| }. When B= , lower bound LB= . When , lower bound . The average solution quality of each algorithm is shown as Table 5 . The ratios of relative lower bound under each condition are the averages of with each algorithm in 50 test cases, and * represents the quality of optimal solution in this row. It can be found that the result of standard cGA algorithm is not satisfactory, and it can be proved that there is a large drawback when complicated problems are solved with the algorithm. The simulation results in most cases are best by using the improved compact genetic algorithm IcGA. The results are improved to some extent in comparison with other algorithms, which proves the validity of algorithm. The variation trends of ratios of relative lower bounds in IcGA with different grades of arrival time r of workpieces and number n of workpieces are shown in ) that as r increases, the ratio of relative lower bound decreases. This is mainly because when r increases, the time interval between the arrivals of two workpieces increases. The relationship between workpieces in terms of time weakens. That is to say, the probability relationship between workpieces becomes more clear, and the number of local minimums in the solution space decreases. The convergence direction of algorithm is stable during the convergence process. Hence approximate optimal solution can be easily found by the proposed algorithm. Moreover, the distance between the lower bound obtained by the calculation method introduced in this paper and the actual optimal solution are negatively correlated with the arrival time of the latest workpiece. Hence when r increases, the arrival time of last workpiece increases. The distance between the lower bound and the optimal solution becomes smaller, and the ratio of relative lower bound decreases as well. It is shown in Figure (5 ) that when the number n of workpiece increases, the ratio of relative lower bound increases. This is because as the size of problem increases, the increase of lower bound of the case is polynomial, and the increase of solution space is exponential. Therefore, under the same parameter configuration, the ratio of relative lower bound in large-scale case is larger than that in small-scale case. The learning speed can be reduced by increasing the number of iterations to enhance the algorithm, and then the searching ability for large-scale problem can be increase. VI. CONCLUSION A new approach for solving the batch scheduling problem with arrival time by using the estimation of distribution algorithm is proposed in this paper. For unequal arrival time of workpieces and the characteristics of batches, the probability model based on the workpiece groups is designed. The model effectively reflects the probability relationship whether different workpieces are from the same batch. The searching speed and ability of searching for the optimal solution of the algorithm have been improved. Moreover, the probability model is initialized through statistical sampling performed using the sampling probability model that is irrelevant to variables. In this way, the accuracy of initialized probability model is promoted. The mechanism of generating and evolving groups by cGA in the estimation of distribution algorithm is improved by referring to the characteristics of other algorithms. The drawback that the cGA algorithm is easy premature is overcome. On this basis, the corresponding individual sampling and probability updating method are designed. Then the estimation of distribution algorithm for solving the batch scheduling problem with arrival time of workpiece is proposed. Finally, the validity and robustness of the algorithm are proved through experimental verification and comparison. Future research is to design reasonable probability model for the batch scheduling problems in other conditions such as workpiece with different sizes, interruptible process of workpieces and different workpiece groups. Moreover, local search strategies should be introduced by referring to good mechanism of other algorithms to further expand the application of estimation of distribution algorithm in the field of batch scheduling.
