Numerical simulations provide a controlled, non-perturbative method to investigate properties of conformal systems. These simulations can be performed using different lattice discretizations. It is, however, of utmost importance to ensure that the lattice simulations are in the same universality class as their continuum counterpart. Universality of lattice fermions is well established for QCD-like systems. In particular for staggered fermions the correct continuum QCD symmetries are recovered and flavor (taste) breaking terms disappear if the gauge coupling is tuned to the Gaussian fixed point at vanishing coupling. Conformal systems have an infrared fixed point where the gauge coupling does not vanish. A priori there is no reason for the taste breaking terms to vanish at the conformal fixed point. Thus in conformal systems staggered fermions might not be in the same universality class as continuum fermions.
Introduction
The concept of universality is the basis for lattice investigations of quantum field theories. It ensures that in the infinite cut-off "continuum" limit the details of the lattice discretizations are irrelevant, as long as the continuum symmetries of the system are preserved or restored at the corresponding ultraviolet fixed point (UVFP). The symmetries relevant for universality include global symmetries (e.g. fermion flavor symmetries or symmetries of scalars) as well as local gauge invariance. While gauge invariance is usually preserved by the lattice action, flavor symmetries are most often not. In particular, staggered fermions break the SU(N f ) × SU(N f ) flavor symmetry to SU(N f /4) × SU(N f /4), and the full continuum symmetry is not recovered even in the chiral limit at any finite value of the gauge coupling. Universality arguments cannot be used to argue the validity of staggered fermions, unless one shows first that the continuum-like symmetries are restored as the system approaches the UVFP where the the infinite cut-off limit is defined.
QCD is asymptotically free and its continuum limit is defined around the perturbative g 2 = 0 Gaussian fixed point (GFP). Perturbatively the flavor (or taste) breaking terms of staggered fermions enter as O(g 2 ). Proving the continuum flavor symmetries are recovered if the bare gauge coupling g 2 is tuned to zero is non-trivial because one has to show that all taste-breaking operators are irrelevant at the GFP [1] . A concise description can be found e.g. in Ref. [2] . When the number of flavors is increased a new infrared fixed point (IRFP) emerges where the gauge coupling becomes irrelevant. This conformal (IRFP) is actually an UVFP in the mass, which is the only relevant operator. Thus conformal systems allow to define two different continuum limits: 1) If the gauge coupling and mass are both tuned to zero, the continuum limit is governed by the GFP. This is very similar to the 3-dimensional scalar model when both the mass and the quartic coupling are tuned to zero, describing a tricritical system. 2) It is also possible to define a continuum limit by tuning only the mass to zero and letting the gauge coupling run. Without tuning, the gauge coupling runs to the IRFP, its renormalized value is finite and independent of the bare coupling at the cut-off. This is similar to the 3-dimensional scalar model when only the mass is tuned and the quartic coupling is allowed to run to the Wilson-Fisher fixed point Figure 1: Sketch of the RG flows on the critical surface of the scalar model with symmetry breaking term as described in the text. The infrared limit is characterized by a new "cubic" fixed point [3] .
(WFFP). The critical behavior of the WFFP depends on the O(n) symmetry structure of the scalar fields.
Since the O(n) symmetric scalar models in three dimensions have a similar structure like 4-dimensional conformal gauge-fermion systems, it is worth looking at an example that mimics the taste breaking terms of staggered fermions. Fig. 1 sketches the RG flows on the critical surface of an n-component scalar model that has an O(n)
2 and another interaction that preserves the Z 2 symmetry but breaks the O(n), in the form of g 2 i φ 4 i . The system has a GFP with meanfield exponents for all n, and two WFFPs, the Ising and Heisenberg FPs that have different critical behavior. The g 2 term breaking the O(n) symmetry leads to a rather complex multicritical phenomena. The infrared limit is governed neither by the O(n) nor the Z 2 symmetric fixed point but by a new, "cubic" fixed point. For details see e.g. Refs. [3, 4] .
Similarly staggered formulations of a conformal system are not in the same universality class as continuum fermions unless the taste breaking terms of staggered fermions vanish at the conformal IRFP. If that is not the case the IR limit could be different from either fixed point.
1
Whether staggered fermions are indeed in a different universality class cannot be answered perturbatively, a non-perturbative calculation comparing the critical behavior described by staggered and continuum-like fermions at a conformal IRFP is needed. Instead of comparing critical indices or spectra of the mass-deformed systems, we choose here to investigate the renormalized renormalization group (RG) β function in a fixed renormalization scheme to gain insight. In particular, we investigate the finite volume gradient flow step scaling function of the 10 and 12 flavor SU(3) gauge systems with domain wall (DW) fermions. Since this quantity is derived from a renormalized gauge coupling, in the continuum limit it depends only on the renormalization scheme but not on the lattice regularization. Using the fully O(a 2 )-improved combination of tree level improved Symanzik gauge action and energy density operator with Zeuthen gradient flow allows us to base our analysis on "raw" data, avoiding commonly used fitting procedures which may introduce systematical bias. This is particularly important when the step scaling function is small, like in the twelve flavor case.
First we verify our set-up by comparing results for 10 flavors with an independent calculation also using DW fermions [5, 6] . Next we compare our 12 flavor DW results to existing staggered fermion calculations in the same renormalization scheme and find significant differences between the two fermion formulations. This indicates that staggered and DW fermions are not in the same universality class at the conformal FP.
The remainder of this paper is organized as follows: In Sec. 2 we define the gradient flow discrete β function and how it is calculated on the lattice. We provide details of our numerical simulations in Sec. 3, present our analysis with a discussion of the results in Sec. 4, but defer technical details to two appendices. Preliminary results of this work were presented at Lattice 2017 [7] .
Gradient flow discrete β function
The continuum step scaling function, or discrete β function is the infinite volume (a/L) → 0 limit of the finite volume discrete β function corresponding to a change of scale by a factor s
where g 2 c (L; a) is a renormalized coupling at the energy scale set by the volume µ = (cL) −1 , and c is an arbitrary parameter that defines the renormalization scheme. Gradient flow can be used to to define g
where the flow time t is related to the energy scale as µ = 1/ √ 8t, E(t) is the energy density at t and δ c denotes the finite volume corrections in a periodic box [8, 9, 10, 11, 12] . The continuum limit extrapolated discrete β-function β s (g Therefore it should be independent of irrelevant operators introduced by the lattice regularization and depend only on the renormalization conditions e.g. the parameter c.
Cut-off effects to g 2 c (L; a) and β s (g 2 c ; L) originate from the discretization of the lattice action, the gradient flow transformation, and the operator used for measuring E(t) . Full O(a 2 ) Symanzik improvement is possible by using the Lüscher-Weisz (LW) tree-level improved gauge action, the Zeuthen gradient flow, and the LW operator to measure the energy density [13, 14] . Alternatively a combination of the plaquette and clover operators (PC) is also suitable to calculate E(t) . Higher order and non-perturbative corrections, as well as corrections due to boundary conditions in finite volumes still require an (a/L) → 0 extrapolation to obtain the continuum limit. Most of these can be removed by a slight shift in the flow time where the energy density is computed [15] 
(3) Different values of τ 0 lead to the same β s (g 2 c ) in the continuum limit [15] and we choose its value empirically.
Analyzing the gradient flow coupling to predict the continuum step scaling function often relies on multiple fits. A standard approach is to fit the finite volume coupling g 2 c (L; a) as function of the bare gauge coupling β on fixed volume L. The form of the fitting function can be a polynomial or a rational function, either in β or g 2 0 = 6/β. Even though the fitting form is not known a priori, with good statistics and simulations at many β values this is a valid approach. However, when the step scaling function is small, even small systematical errors due to the particular form of the fitting function can lead to large deviations in β s (g 2 c ; L). Especially in the strong gauge coupling region this can become problematic. We therefore follow a different approach to avoid this potential systematic error.
In our simulations we generated gauge configurations at the same set of bare gauge couplings {β} on all volumes. Hence we can calculate β s (g 
motivated by the perturbative expansion. We find that n = 2 provides a good interpolation form. The perturbative form of the fit function is particularly well motivated when using Zeuthen flow because the finite volume results show very little volume dependence. We can even set b 0 to match the 1-loop β function, but in practice we allow all coefficients in Eq. (4) to vary unconstrained. The continuum (a/L) 2 → 0 extrapolation is performed using these fitted functional forms. However a small t-shift often makes even this last extrapolation step trivial as we illustrate in the following.
Numerical simulations
To determine the β-function nonperturbatively, we generate ensembles of gauge field configurations with either ten or twelve dynamical flavors using Möbius domain wall fermions [16] with three levels of stout smearing [17] in combination with tree-level Symanzik (Lüscher-Weisz (LW)) gauge action [18, 19] . 2 The gauge fields are generated using the Grid code [22, 23] and we choose periodic boundary conditions (BC) for the gauge field and antiperiodic BC for the fermion fields in all four space-time directions.
Chiral DW-fermions are simulated with an additional fifth dimension of extent L s separating the physical modes of the four dimensional space-time. In practice L s is finite which leads to residual chiral symmetry breaking parametrized by an additive mass am res . For our simulations we set the bare fermion mass to zero and ensure that am res is sufficiently small compared to the energy scale set by the lattice size and the parameter of the renormalization scheme, volumes. We identified a first order bulk phase transition for both N f = 10 and 12 around β = 4.0 − 4.05. When we approach this phase transition, the residual mass increases exponentially, further limiting the range of couplings we can simulate.
We monitored m res for our simulations and report details in Appendix A. By increasing L s at the strongest couplings on the larger volumes, we ensure that am res is sufficiently small to be negligible for our analysis.
We measure the gradient flow on configurations separated by 10 MDTU. Initially we performed measurements using Wilson flow (for preliminary results see [7] ), but report here on new results obtained using the Zeuthen flow [13, 14] which, when combined with LW gauge action and LW observable, has small discretization errors. Measurements of the Zeuthen flow are carried out with qlua [24, 25] .
Analysis of the step scaling function
We investigate the step scaling function using the Zeuthen flow and estimate the energy density with the LW operator according the description in section 2. Any remaining, small cut-off effects are removed by an empirical t-shift [15] . The resulting data are basically free of cut-off effects and allow us to pursue a more direct analysis.
First, we illustrate our new analysis method for the 10-flavor system where we have the advantage to be able to compare to DW results of ref. [5, 6] . Next we apply the same analysis method to the 12-flavor system where we contrast our findings to existing results based on staggered fermions. Further details and a discussion of systematic effects are presented in Appendix B.
To ease the comparison of different step scaling functions, we add the perturbative 2-loop and 4-loop MS predictions to the plots. The gradient flow step scaling function is only 1-loop universal for calculations performed with periodic BC for the gauge field [10] . Thus we do not expect the non-perturbative lattice results to follow perturbative curves outside the small g 2 c -range. Nevertheless these curves help to guide the eye and compare results.
With respect to our preliminary results [7] , we have increased our statistics, in particular for the N f = 12 simulations, and have enhanced our analysis method. Moreover, the use of Zeuthen flow instead of Wilson flow considerably reduces discretization errors. Our conclusions, however, are unchanged from Ref. [7] .
Results for
For each value of the bare coupling β and on all volumes, we calculate the Zeuthen flow to obtain the renormalized coupling g 2 c (L; a), Eq. (2). We use c = 0.3 and the LW operator to estimate the energy density E(t). Choosing the scale factor s = 2, we pair the volumes 8 → 16, 10 → 20, and 12 → 24 to calculate the discrete β s -function according to Eq. (1). In the top panel of Fig. 2 we show β 2 (g 2 c ; L) for the three volume pairs. Despite using Zeuthen flow, small discretization effects are present. These discretization effects are removed by a small t-shift (τ 0 = 0.017) according to Eq. (3) as can been seen in the bottom panel of that figure. The value of the t-shift is determined by minimizing the deviation between the three step scaling functions in the region 3.0 < g 2 c < 6.0. Based on the t-shifted data, we continue our analysis by using Eq. (4) to interpolate our data in g 2 c . We fit each of the three volume-pair data separately using three free fit parameters. The fit results are shown by the dotted lines in the same color as the corresponding data points in Fig. 3 . Using these three interpolated finite volume β-functions, we perform a linear extrapolation in (a/L) 2 to the infinite-volume continuum limit shown by the black line with gray error band. Due to using Zeuthen flow and applying a small t-shift, our data are essentially free of discretization effects which leads to a flat and benign extrapolation. In Fig. 3 this is apparent by the fact that most of our data points fall within the uncertainty of the extrapolated curve.
Our resulting β-function can be compared to the determination by Chiu [5, 6] . Overlaying his results (green crosses) in Fig. 3 , we find good agreement for g 
Results for N f = 12
We analyze the N f = 12 system following the steps detailed for ten flavors. Again we compute the renormalized coupling g 2 c (L; a) on all volumes and for all values of the bare coupling β using the LW operator. For N f = 12 we also include at some bare β values volumes with L = 32. We obtain four finite volume step-scaling functions at the renormalization scheme c = 0.25 using a scale change of s = 2 by pairing the volumes 8 → 16, 10 → 20, 12 → 24, and 16 → 32. After applying a small t-shift of τ 0 = 0.018 to remove remaining discretization effects, we show the finite volume discrete β function by the colored symbols in Fig. 4 . As before, these show our "raw" data without any interpolation or extrapolation.
At first sight it is noticeable that the largest values of the N f = 12 β-function are almost four times smaller than for N f = 10. Consequently it is numerically more challenging to achieve relative uncertainties of similar size. Despite increasing our statistics to 8-10k MDTU, the relative statistical errors are still larger compared to ten flavors. We therefore chose a different renormalization scheme, c = 0.25, where our predictions for β 2 (g 2 c ; L) are more precise. While a small τ 0 = 0.018 t-shift is sufficient to remove most discretization errors from the larger volumes, we observe that the smallest, 8 → 16 data set does not follow the perturbative (a/L) 2 dependence. It appears that non-perturbative cut-off effects dominate the gradient flow coupling at c = 0.25 on 8 4 volumes. These cannot be removed by a t-shift. This explains why the 8 → 16 data set (pink triangles) in Fig. 4 is separated from the other Step scaling functions for ten flavors. The pink triangles, purple squares, and red diamonds show our "raw" data as in the bottom panel of Fig. 2 . We fit the data set for each of the three volume pairs separately to Eq. (4) to interpolate in g 2 c . This results in the dotted lines in the same color as the data points. Performing a linear extrapolation in (a/L) 2 , we obtain the infinite volume limit given by the solid black line with gray error band. Comparing our extrapolation to the results obtained in Refs. [5, 6] (green crosses), we see good agreement for g 2 c < 4.5 but deviations for larger values.
volume pairs. A similar behavior occurs for N f = 10 as can be seen in Fig. B .7 in Appendix B. In the following we discard the 8 → 16 data set but include instead the 16 → 32 volume pair in our analysis for N f = 12.
We interpolate these three volume pairs by performing again a fit of our "raw" data points according to Eq. (4). The outcome is shown by the dotted lines in the same color as the corresponding data points in Fig. 4 .
As with N f = 10, the differences between the three interpolation curves are very small and we find a rather flat extrapolation to the infinite volume continuum limit using a linear ansatz in (a/L) 2 . We only extrapolate the β-function in the range of renormalized couplings where we have three volume pairs. The outcome is shown by the solid black line with gray error band and the interpolation curves at fixed volume pairs fall within the 1σ standard deviation. While our simulations have not yet uniquely identified an IRFP, the data are however suggestive of an IRFP near g 2 c ∼ 6. Furthermore, it is noteworthy that our extrapolated step-scaling function obtained with DW fermions always lies below the 2-loop (dashed line) and 4-loop MS (dashed-dotted line) predictions.
The main objective of this paper is to compare the continuum step scaling function predicted by DW with the one predicted by staggered fermions. While the infrared behavior of the 12-flavor system with staggered fermions is still controversial, a consistent prediction for the continuum step scaling function in the g 2 c 6.5 region has emerged from several different calculations [15, 26, 27, 28] . Results from three calculations using different staggered actions are compared in Ref. [26] . The agreement be- Step scaling functions for degenerate 12 flavors. We analyze our data for the renormalization scheme c = 0.25. After removing remaining discretization effects, we observe that step scaling function for the three large volume pairs are very close to each other, while we discard the smallest volume pair 8 → 16 because nonperturbative cut-off effects dominate. Fitting each data set for the three largest volume pairs results in the interpolation curves (dotted line in the color corresponding color of the data points). Linearly extrapolating these interpolation curves to the infinite volume limit results in the solid black line with gray error band. Our extrapolation is several standard deviations below than the β function obtained from staggered simulations (green error band with dotted central line) and below the 4-loop MS prediction (dashed-dotted line). Our DW data suggest an IRFP near g 2 c ∼ 6 which would also be in contradiction to the prediction from staggered fermions.
tween these calculations gives rise to confidence that the renormalized step scaling function based on the gradient flow coupling in the infinite volume continuum limit is indeed independent of the lattice regularization for a given fermion formulation. In the following we use the result of Ref. [26] to represent the prediction from staggered fermions in the regime g 2 c ≤ 6.5 where the results of [15, 26, 27, 28] are mutually consistent.
The step scaling function obtained with staggered fermions is shown by the green shaded error band with dotted central line in Fig. 4 . It falls between the 2-loop and 4-loop MS predictions and is several sigma separated from the DW result for g 2 c > 3. When comparing the prediction in the range 3 < g 2 c < 6 the staggered and DW results are not compatible. This is a very strong indication that the two fermion formulations are not in the same universality class in a (near) conformal system, independent of whether the system has a conformal IRFP or not. While many interesting questions regarding the infrared 3 During the final stages of preparing this manuscript, Ref. [29] was posted presenting results for step scaling functions based on simulations with staggered fermions. In case of N f = 12, they confirm the picture for g 2 c < 6.5, but report discrepancies w.r.t. Ref. [26] for g 2 c 6.5, which remain to be understood. In case of N f = 10, their preview result shows a step scaling function larger than the perturbative 4-loop MS prediction indicating violations of universality for ten flavors when compared to DW results.
limit of the N f = 12 system remain, the observation, summarized in Fig. 4 , is our main conclusion. Our results rely neither on the t-shift nor the choice of the LW operator as we demonstrate in Fig. B.6 in Appendix B.
Conclusion
Universality between continuum and staggered fermions at the Gaussian g 2 = 0 fixed point is subtle, but can be proven perturbatively. This proof does not apply at a g 2 = 0 non-trivial conformal IRFP. A 3-dimensional scalar model with two interaction terms possessing O(n) and Z 2 symmetries respectively illustrates how systems with multiple fixed points can exhibit unusual infrared behavior. Several existing lattice calculations point to tensions between staggered and other fermion formulations in 4-dimensional conformal or near-conformal systems (see e.g. ref. [7] ).
Motivated by these observations and the importance of conformal and near-conformal models for BSM phenomenology, we have studied the gradient flow step scaling function of N f = 10 and 12 fundamental flavors with domain wall fermions. The gradient flow step scaling function depends on the renormalization condition but should not depend on the regularization. After exploring our setup and demonstrating the validity of our analysis method for ten flavors, we revisit the step scaling function for 12 flavors using DW fermions. By comparing results with DW and staggered fermions we show that the two fermion formulations predict results differing by several standard deviations in the infinite volume continuum limit. Our analysis benefits from the fully O(a 2 ) Symanzik improved setup, considerably reducing cut-off effects.
The infrared limit of both 10 and 12 flavors is controversial. Our simulations do not probe the regime where an IRFP might appear, therefore we do not comment on this issue. In the N f = 10 model we likely need to change our action or at least the DW kernel to reach stronger couplings and keep the residual mass sufficiently small. In the N f = 12 system our existing results suggest that an IRFP might develop close to the region we investigated.
In summary, our results for N f = 12 imply that staggered fermion simulations of conformal systems are in a different universality class and thus have to be taken with caution. While the staggered studies provide important information on conformal systems, their quantitative predictions might not be reliable. 
Appendix B. Systematic effects
In this appendix we consider alternative options to analyze our data in order to explore systematic effects on the step scaling function. In particular we investigate whether the operator used for determining the energy density E(t) or the use of the t-shift to remove remaining discretization errors affects the infinite volume limit. Moreover, we present the analysis using an alternative renormalization scheme, c = 0.25 for N f = 10 and c = 0.30 for N f = 12.
In Fig. B .6 we compare the continuum limit extrapolated step scaling functions obtained using the LW and the PC operator for determining the energy density E(t). It is a sign of remaining cut-off effects if the continuum limit step scaling functions of different energy density operators do not agree [27] . In our case both step scaling functions, for N f = 10 in the left panel and N f = 12 in the right panel of Fig. B.6 , show that the LW and PC operators predict, within errors, the same continuum step scaling functions at the chosen values of the parameter c. Recall that the N f = 12 system is analyzed using L = 10 → 20, 12 → 24 and 16 → 32 volume pairs. Including the L = 8 → 16 volume pair with c = 0.25 leads to statistically inconsistent predictions. In Fig. B.6 we also show the result when we analyze the data with and without t-shift. As expected, a small t-shift has no effect on the continuum limit predictions. A t-shift chosen independently of the gauge coupling mainly enhances the visualization.
Finally we present our analysis of the step scaling data for N f = 10 and N f = 12 using an alternative renormalization scheme in Fig. B.7 . For N f = 10 we present the data using c = 0.25, while for N f = 12 we show the analysis for c = 0.3. In the case of ten flavors, we observe that, similar to Fig. 4 , for c = 0.25 the data on the smallest volume suffer from nonperturbative discretization effects and cannot be used for the infinite volume analysis; whereas in case of twelve flavors for c = 0.3, the data points for the smallest volumes move close to the ones corresponding to pairs of larger volumes. In both cases, the infinite volume β-function depends only weakly on the chosen renormalization scheme. 
