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We generalize the Majorana stellar representation of spin-s pure states to mixed states, and in
general to any hermitian operator, defining a bijective correspondence between three spaces: the
spin density-matrices, a projective space of homogeneous polynomials of four variables, and a set
of equivalence classes of points (constellations) on spheres of different radii. The representation
behaves well under rotations by construction, and also under partial traces where the reduced
density matrices inherit their constellation classes from the original state ρ. We express several
concepts and operations related to density matrices in terms of the corresponding polynomials, such
as the anticoherence criterion and the tensor representation of spin-s states described in [1].
I. INTRODUCTION
The Majorana stellar representation [2] enlightens,
among other properties, an image of any spin-s state,
and in consequence provides a glance of the (projective)
Hilbert space Hs structure of the pure states. The rep-
resentation defines a bijection between states |ψ〉 ∈ Hs
and 2s points (stars) on the sphere S2, called the con-
stellation of |ψ〉, Cψ. The spin coherent (SC) states [3, 4],
which are the most ‘classical’ quantum states, have the
simplest constellations: all the stars point in the same
direction. In the opposite extreme, the most ‘quantum’
states are related to constellations spreading their stars
over the unit sphere S2, where the ‘quantum’ property
can be measured in several ways, e.g., the quantumness
[5, 6], anticoherence and higher-order multipolar fluctu-
ations [7–10], and states with maximal Wehrl-Lieb en-
tropy [11]. They have important applications in quan-
tum metrology, as they contain the most sensitive states
under small rotations for a known or unknown rotation
axis [12–15]. The Hilbert space Hs as a whole can be
seen as a stratified manifold foliated by the SU(2) or-
bits of all the possible configurations of constellations
[16]. In addition, the Majorana constellation has been
useful in other applications, such as the classification of
spinor Bose-Einstein-condensate phases [17–19] or the in-
vestigation of the thermodynamical limit in the Lipkin-
Meshkov-Glick model [20, 21]. This representation also
plays a role in the Atiyah mapping related to his conjec-
ture on ‘configurations of points’ [22]. Other characteri-
zations of quantum systems via points on a manifold are
also commonly used. Examples include the use of zeroes
of the Husimi function, or zeroes of Haldane’s trial wave
function for the fractional quantum Hall effect [23–25].
Many representations and parametrizations have been
found for pure and/or mixed spin states which also be-
have well under rotations [26–31] or Lorentz transforma-
tions [1]. Moreover, there are complete parametrizations
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of quantum states for small values of spin-s [32, 33]. How-
ever, for the case of mixed states, none of them share all
the properties of the standard Majorana representation
for pure states as: bijection with a projective space of
polynomials [34], bijection with a set of points in the
physical space, and well–behavior under rotations. The
Majorana representation for mixed states that we intro-
duce in this paper has all these properties, with addi-
tional properties associated with the partial trace and
the tensor product. While the bijection of mixed states
with polynomials is new and studied here, the bijection
with a set of points (constellations) in the physical space
is described in a little known paper [35], and it uses the
decomposition of the density matrix in irreducible rep-
resentations of the SU(2) group [36]. We call it accord-
ingly the Ramachandran-Ravishankar representation, or
T -rep for short. The T -rep associates to any density
matrix a set of equivalence classes of constellations on
spheres of different radii [35]. The bijective correspon-
dence between matrices and polynomials implies that the
irreducible representations in both spaces are equal, and
hence both of them end up with the same stellar rep-
resentation as the T -rep. There is another representa-
tion of mixed states close to the Majorana representation
described in this paper, given by the tensor product of
Pauli matrices projected in the fully symmetric sector.
This tensor representation is described in [1] and it has
been helpful to study the problem of classicality of spin
states [37], to establish a relation between entanglement
and the truncated moment problem [38], and to study
genuinely entangled symmetric states [39], among others
works [6, 40]. The latter representation will be denoted
as the S-rep. The connection between the T - and S-
representations, not known until now, is presented here.
The paper is organized as follows: In Sec. II we present
the Majorana polynomial for density matrices, the nec-
essary elements to build it and the translation of the
physical operations of interest to this representation. In
Section III we explain the Ramachandran-Ravishankar
T -rep, i.e., the bijection between the mixed states and a
set of equivalence classes of points on the physical space.
The way we introduce this bijection is different from the
ar
X
iv
:1
90
9.
07
74
0v
1 
 [q
ua
nt-
ph
]  
17
 Se
p 2
01
9
2pioneering paper [35] but closer to our notation and def-
initions. In addition, we deduce the properties of the
Majorana representation of mixed states with respect to
partial traces, the polynomial expression of the antico-
herence criterion, and the connection of the S- and T -
reps. The relation between the Majorana polynomial for
mixed states and the Husimi and P- quasiprobability dis-
tributions is explained in Sec. IV. We end the paper with
some final comments in Sec. V.
II. MAJORANA POLYNOMIAL FOR MIXED
STATES
A. The standard Majorana representation
The Majorana stellar representation for pure spin-s
states [2, 41] associates one-by-one each point of the
Hilbert space |ψ〉 ∈ Hs with N = 2s points on the sphere
S2 that contains the full information of the state since
the real dimension of the projective Hilbert space, af-
ter taking out the normalization and global phase factor
of the state, is dim(Hs) = 2N . E. Majorana [2] de-
fined this representation via a polynomial constructed
with the expansion of the state |ψ〉 in the Sz-eigenbasis,
|ψ〉 = ∑sm=−s λm |s,m〉
pψ(Z) =
s∑
m=−s
(−1)s−m
√(
2s
s−m
)
λmZ
s+m . (1)
The complex roots of pψ(Z) specify uniquely the polyno-
mial and hence the state |ψ〉 up to an irrelevant global
complex factor. The polynomial pψ(Z) has degree at
most N = 2s, and by a rule which be clarified later, its
set of roots {ζk}k is always increased to 2s by adding the
sufficient number of roots at the infinity. The constella-
tion Cψ of |ψ〉 is the set of points on S2 called stars ob-
tained with the stereographic projection from the South
Pole of the roots {ζk}Nk=1, where the complex plane is
situated in the xy-plane and the x- and y- axes are the
real and imaginary axes, respectively. The stereographic
projection maps the complex number ζ = tan(θ/2)eiφ to
the point n on the sphere S2 with polar and azimuthal
angles (θ, φ).
In order to generalize this polynomial to density ma-
trices, we work with a similar representation defined by
H. Bacry [42] that associates to each state |ψ〉 a homoge-
neous polynomial of two variables, that it can be written
as pψ(z1, z2) ≡ 〈−nB |ψ〉, where
〈−nB | ≡
s∑
m=−s
(−1)s−m
√(
2s
s−m
)
zs+m1 z
s−m
2 〈s, m| .
(2)
Following the habit in quantum optics, we call |nB〉 the
Bargmann Spin Coherent (BSC) state, which is propor-
tional to the Spin Coherent (SC) state pointing in the
direction n associated with the complex number z1/z2
via the stereographic projection. The latter polynomial,
which we call also the Majorana polynomial of |ψ〉 for
simplicity, has the expression given by
pψ(z1, z2) =
s∑
m=−s
(−1)s−m
√(
2s
s−m
)
λmz
s+m
1 z
s−m
2 .
(3)
In principle, one could work with the zeroes of the new
polynomial (3) and then one would associate to any state
|ψ〉 an algebraic variety in C2. But this is more informa-
tion than we need to specify a state and it is not easy to
visualize. To avoid these complications, we use the fact
that the polynomial (3) is homogeneous and hence the
polynomial is fully factorizable
pψ(z1, z2) =
N∏
k=1
(z1αk − z2βk) , (4)
which implies that the polynomial is characterized by N
rays on C2 {(z1, z2) ∈ C2|z1αk−z2βk = 0}Nk=1, or equiv-
alently, by N points {ζk = βk/αk}Nk=1 in the projective
complex space P(C2) = CP 1, defined by the set of (com-
plex) rays in C2 and isomorphic to the extended complex
plane ∈ C∪{∞}. The set {ζk}Nk=1 obtained here is equal
to the set of roots defined by (1) and hence the same con-
stellation is obtained using the stereographic projection
explained above. On the other hand, any spin-s state is
a fully symmetric state of N constituent spin-1/2 states
|nk〉
|ψ〉 ∝
∑
pi∈SN
pi (|n1〉 ⊗ · · · ⊗ |nN 〉) , (5)
where the summation is over all the elements of the
permutation group of N elements SN and the spin-1/2
states are labeled by its respective Bloch vector nk.
The definition of the Majorana polynomial implies that
the stars of Cψ are equal to the directions of the con-
stituents spin-1/2 of |ψ〉. In particular, the complex num-
ber ζk = tan(θ/2)e
iφ with stereographic projection nk of
angles (θk, φk) is associated to the constituent of |ψ〉,
|nk〉 = αk |1/2, 1/2〉 + βk |1/2,−1/2〉 with βk/αk = ζk
and |αk|2 + |βk|2 = 1. To summarize, the Majorana stel-
lar representation defines bijective mappings among the
Hilbert space Hs, the projective space of homogeneous
bivariate polynomials of degree N and the set of constel-
lations on S2 with N stars.
A transformation |ψ′〉 = U(R) |ψ〉 in Hs where the uni-
tary transformation U(R) ≡ exp(−ie · Sη/~) represents
a rotation R ∈ SO(3) with rotation angle η about the e-
axis of unit norm and angles (Θ, Φ), and S = (Sx, Sy, Sz)
is the vector of angular momentum operators, rigidly ro-
tates the corresponding constellation Cψ ⊂ S2 with the
same rotation R. The roots of the Majorana polynomial
of |ψ′〉 ∈ Hs are ζ ′k = M(ζk) for k = 1, . . . , N [16] and
M(ζ) =
aζ − b
b∗ζ + a∗
(6)
3is the Mo¨bius transformation associated to the rota-
tion R with a = cos(η/2) − i sin(η/2) cos Θ and b =
−i sin(η/2) sin ΘeiΦ ([43], p.27). The complex numbers
(a, b) with |a|2 + |b|2 = 1 are called the Cayley-Klein pa-
rameters of a rotation R. In polynomials, pψ′(z1, z2) =
pψ(z
′
1, z
′
2) where the new variables are(
z′1
z′2
)
=
(
a∗ b
−b∗ a
)(
z1
z2
)
, (7)
and the matrix (
a∗ b
−b∗ a
)
∈ SU(2) (8)
is the projective matrix representation of the rotation
R−1 and hence the matrix associated to the inverse of
the Mo¨bius transformation (6). The covariant trans-
formation of the constellations implies that the point-
group symmetry of Cψ is the point-group symmetry of
|ψ〉 under the respective unitary transformations repre-
senting the symmetry operations. A similar statement
holds true for Lorentz symmetries, where invariants other
than the shape of the constellation become relevant, see
[16, 42, 44]. In this case, a Lorentz transformation is
associated with a generic Mo¨bius transformation
M(ζ) =
aζ + b
cζ + d
, with ad− bc = 1 . (9)
The derivative of the Majorana polynomial
A not well-known result about the Majorana polyno-
mial is about the physical meaning of its derivative. Here
we explain it briefly following Sec. 2.6 of [45]. The state
|ψ〉 defined in Eq. (5) becomes, after the contraction of
the first of its constituents with, let us say, the spin-1/2
state pointing in the z direction |z〉 = |1/2, 1/2〉, a state
|ψz〉 of spin s′ with s′ = s− 1/2 and proportional to
|ψz〉 ∝
N∑
k=1
αk
∑
pi∈SN−1
pi
(
|n1〉 ⊗ · · · ⊗ |̂nk〉 ⊗ · · · ⊗ |nN 〉
)
,
(10)
where the hat means exclusion in the expression. On the
other hand, the derivative with respect to z1 of pψ(z1, z2)
given by (4) is equal to
∂z1pψ(z1, z2) =
N∑
k=1
αk
∏
j 6=k
(αjz1 − βjz2) ∝ pψz (z1, z2) ,
(11)
i.e., the partial derivative ∂z1pψ(z1, z2) of the Majo-
rana polynomial of |ψ〉 is, up to an irrelevant global
factor, the polynomial pψz (z1, z2) of the spin-s
′ state
|ψz〉. This result can be generalized in each direction (not
only along z): for a direction m with angles (θ, φ) and
its respective spin-1/2 state |m〉 = cos(θ/2) |1/2, 1/2〉 +
sin(θ/2)eiφ |1/2,−1/2〉,
pψm(z1, z2) =
(
cos(θ/2)∂z1 − sin(θ/2)e−iφ∂z2
)
pψ(z1, z2) .
(12)
In particular pψ−z (z1, z2) = ∂z2pψ(z1, z2) where the
global phase factor is not relevant for the roots of the
resulting polynomial and hence for the respective final
state.
B. Majorana polynomial for a density matrix and
its partial traces
We reviewed how to associate a bivariate homogeneous
polynomial of degree N to a spin-s pure state |ψ〉, and
how the contraction of one of its constituent spin-1/2 is
associated with the derivative of its Majorana polyno-
mial. Now, we want to generalize this result to spin-s
operators in B(Hs), in particular to mixed states. To
achieve this goal, we apply the BSC states (2) to a gen-
eral density matrix ρ from the left and right to obtain
pρ(za, z
a) = 〈−nB | ρ |−nB〉 , (13)
with za ≡ z∗a the conjugated complex variables of za for
a = 1, 2. While kets transform covariantly under ro-
tations via their respective irreps U(R), bras transform
contravariantly [46], as well as the BSC states variables,(
z1
z2
)
→
(
a∗ b
−b∗ a
)(
z1
z2
)
,
(
z1 z2
)→ (z1 z2)( a −b
b∗ a∗
)
. (14)
We consider the set of variables (z) ≡ (za, za) for a = 1, 2
independent, i.e., ∂az
b = ∂azb = 0 and ∂azb = ∂
azb =
δab where ∂a = ∂za and ∂
a = ∂za , and partial derivatives
transform as the inverse of their variables. Let us men-
tion that the Majorana polynomial (13) can be applied to
a general operator C, and in this way we have defined a
mapping between B(Hs) and homogeneous polynomials
pC(z) of degree 2N where each monomial z
α
1 z
β
2 (z
1)γ(z2)δ
of pC(z) satisfies α + β = γ + δ = N . The last property
implies that
za∂apC(z) = NpC(z) , z
a∂apC(z) = NpC(z) , (15)
for any operator C and where from here and forth we
use the Einstein sum convention for repeated indices. We
denote the vector space of polynomials of four variables
(z1, z2, z
1, z2) as P (N,N)(z) and pC(z) is called the Ma-
jorana polynomial of C. The mapping between B(Hs)
and P (N,N)(z) is bijective. The space P (N,N)(z) has been
used before in [47] to calculate the Clebsch-Gordan coef-
ficients in terms of the Hahn polynomials.
The Majorana polynomial for states ρ presented here
is related to the standard Majorana polynomial in the
4case of pure states. For instance, the polynomial of ρψ =
|ψ〉 〈ψ| is equal to
pρψ (z) = pψ(za) (pψ(za))
∗ ≡ pψ(za)p¯ψ(za) , (16)
where p¯ψ(z
a) denotes that we only conjugate the coeffi-
cients of the polynomial. Let us give an example of the
Majorana polynomial for spin-1/2. The density matrix
ρ = |n〉 〈n| has Majorana polynomial
pρ(z) = (αz1 − βz2)(α∗z1 − β∗z2) , (17)
with α = cos(θ/2) and β = sin(θ/2)eiφ. In particular,
pρ(z) = z
1z1 and pρ(z) = z
2z2 for n = ±z, respectively.
As we mentioned before, we can associate a polynomial
to any operator. For instance, the Pauli matrices σµ for
µ = x, y, z and the ladder operators σ± = σx ± iσy have
polynomials
p0(z) =zaz
a , px(z) =− z1z2 − z2z1 ,
py(z) =i
(
z1z
2 − z2z1
)
, pz(z) =z1z
1 − z2z2 ,
p+(z) =− 2z1z2 , p−(z) =− 2z2z1 , (18)
with pµ(z) ≡ pσµ(z) for µ = 0, x, y, z, +, − and σ0 = 12
is the 2 × 2 identity matrix. The polynomial of the ad-
joint of an operator A, pA†(z), is obtained interchanging
za ↔ za and conjugating the coefficients in pA(z). The
polynomial of an Hermitian operator is invariant under
this transformation. We can observe these properties in
the Pauli matrices and ladder operators.
According to the discussion of the previous subsection,
the reduced density matrix ρs′ with s
′ = s − 1/2 ob-
tained by tracing the spin-s state ρ over a constituent
spin-1/2, ρs′ = Tr1(ρ), can be written as the applica-
tion of the differential operator (∂a∂
a) to the Majorana
polynomial of ρ. We define the partial trace operator
L : P (N,N)(z)→ P (N−1,N−1)(z) as
L(p(z)) ≡ N−2∂a∂ap(z) , (19)
where, as we will see in Theorem 1, the factor N−2 guar-
antees that the trace of the operators is preserved. The
operator L is invariant under rotations due to the trans-
formation laws of the partial derivatives. The application
of the operator L 2(s− k)-times to pρ(z) yields the asso-
ciated polynomial of the spin-k reduced density matrix
ρk = Tr2(s−k)(ρ),
pρk(z) = L
2(s−k)(pρ(z)) . (20)
C. Operations in B(Hs) in terms of polynomials
We are interested in making calculations in terms of
polynomials, and here we briefly deduce the most com-
mon operations in B(Hs). Let us start with the trace of
an operator C, given by the action of the partial trace
operator applied N times
pTr(C)(z) = L
N (pC(z)) = (N !)
−2 (∂a∂a)
N
pC(z) . (21)
In particular, the identity matrix polynomial p1(z) =
(zaza)
N satisfies pTr(1)(z) = N + 1.
Another basic operation in B(Hs) is the calculation of
an operator C given by a product of operators C = DE.
How to calculate it in terms of polynomials is the result
of the following
Lemma 1 Let C, D, E ∈ B(Hs) such that C = DE
and with Majorana polynomials pC(z), pD(z), pE(z) ∈
P (N,N)(z), respectively. Then
pC(z) = (N !)
−1pD(za, ∂a)pE(za, za) ,
pC(z) = (N !)
−1pE(∂a, za)pD(za, za) , (22)
where the order of the variables in each monomial of
pD(za, ∂a) and pE(∂
a, za) is such that the partial deriva-
tives go to the right of the monomial, to affect only the
polynomial on the right.
The result of lemma 1 can be applied iteratively for a
product of several operators. In particular, an operator
given by C = DEF can be written in terms of differential
operators acting on the polynomial pE(za, z
a),
pC(z) = (N !)
−2pF (∂a, za)pD(za, ∂a)pE(za, za) . (23)
For instance, the X = σx channel XρX has an output
polynomial equal to
pXρX(z) =
(
z1∂2 + z2∂1
)
(z1∂2 + z2∂1) pρ(z) . (24)
The combination of the trace and the product of opera-
tors has a simplified expression:
Lemma 2 Let C, D ∈ B(Hs) with Majorana polynomi-
als pC(z), pD(z) ∈ P (N,N)(z). Then
Tr (CD) = (N !)−2pC(∂a, ∂a)pD(za, za) . (25)
In particular, if the operators are such that Tr(CD) = 0,
hence pC(∂
a, ∂a)pD(z) = 0.
The proofs of the previous lemmas can be found in Ap-
pendix A. We end this section writing the expectation
value of an operator C in a pure state |ψ〉 with constella-
tion Cψ. Using the polynomial of a pure state and Lemma
2, we obtain that
〈ψ|C|ψ〉 =(N !)−2pψ(∂a)p¯ψ(∂a)pC(z)
=(N !)−2∂nN . . . ∂n1∂nN . . . ∂n1pC(z) , (26)
where {nk}k is the set of stars of Cψ with angles (θk, φk)
and
∂nk = cos(θk/2)∂z1 − sin(θk/2)eiφk∂z2 ,
∂nk = cos(θk/2)∂z1 − sin(θk/2)e−iφk∂z2 . (27)
The positive semidefinite condition of a state ρ can be
written as the condition that (26) is non-negative for
any N points {nk}. As an extra result, we obtain
that the only polynomials p(z) ∈ P (N,N)(z) such that
p(za, ∂a)p(za, z
a) = N ! p(za, z
a) are the polynomials as-
sociated with a pure state p(z) = pψ(za)p¯ψ(z
a), i.e.,
polynomials that are factorizable with respect to the vari-
ables (za) and (z
a).
5III. CONSTELLATIONS FOR MIXED STATES
The Majorana representation for pure states allows us
to visualize any state |ψ〉 via the stereographic projec-
tion of the roots of the polynomial pψ(z). For the case of
mixed states ρ, the equation pρ(za, z
a) = 0 defines an al-
gebraic variety on C4, or C2 taking into account that za =
z∗a. The algebraic variety is not, in general, the product
of a set of rays, and hence its projection in the extended
complex plane is not necessarily a set of finite points.
A extreme case is given by the maximally mixed state
ρ∗ = (2s + 1)−11, with pρ∗(z) = (2s + 1)−1(zaza)2s and
hence the equation to fulfill is pρ∗(z) ∝
(|ζ|2 + 1)2s = 0
with ζ = z1/z2. Instead of working with the zeroes of the
full Majorana polynomial pρ(z), and in order to represent
a state with a finite set of points, we work with the irre-
ducible representations (irrep) of SU(2) in P (N,N)(z), or
equivalently, in B(Hs). The SU(2)-irreps of B(Hs) are
spanned by the well-known (multipolar) tensor operators
{T (s)σµ |0 ≤ σ ≤ 2s, |µ| ≤ σ}, and their use to associate to
any mixed state a set of points in the physical space was
discovered by Ramachandran and Ravishankar [35], lead-
ing to what we called the Ramachandran-Ravishankar
representation or T-rep for short. In order to make the
paper self-contained and for a better understanding of
the next sections, we explain the T -rep in terms of Ma-
jorana constellations. The T -rep has been used recently
in Quantum Information [31, 48].
A. T -representation
A tensor operator T
(s)
σµ : Hs → Hs [43, 46, 49] of rank
σ is an element of a set of linear operators {T (s)σµ }σµ=−σ
that transforms under a unitary transformation U(R)
representing a rotation R ∈ SO(3) according to an ir-
rep D(σ)(R) of SO(3) (or equivalent, of SU(2)),
U(R)T (s)σµ U
−1(R) =
σ∑
µ′=−σ
D
(σ)
µ′µ(R)T
(s)
σµ′ , (28)
where D
(σ)
µ′µ(R) ≡ 〈σ, µ′|e−iαSze−iβSye−iγSz |σ, µ〉 is the
Wigner D-matrix [43] of a rotation R with Euler angles
(α, β, γ), and σ = 0, 1, 2, . . . labels the irrep. The explicit
expression of T
(s)
σµ can be given in terms of the Clebsch-
Gordan coefficients Cjmj1m1j2m2 ,
T (s)σµ =
s∑
m,m′=−s
(−1)s−m′Cσµsm,s−m′ |s,m〉 〈s,m′| . (29)
From now on, we omit the super index (s) when there is
no possible confusion. It is easy to deduce that 0 ≤ σ ≤
2s, |µ| ≤ σ and the following properties:
Tr(T †σ1µ1Tσ2µ2) = δσ1σ2δµ1µ2 , T
†
σµ = (−1)µTσ−µ .
(30)
The set {Tσµ : 0 ≤ σ ≤ 2s, −σ ≤ µ ≤ σ} forms hence
an orthonormal basis over the complex numbers for the
complex square matrices of order N+1 satisfying (28). In
other words, the set of Tσµ is the matrix analogue of the
spherical harmonic functions Ylm(θ, φ), which span the
space of real-valued functions on the sphere f(θ, φ). A
density matrix ρ ∈ B(Hs) has then a block decomposition
in the Tσµ basis
ρ =
2s∑
σ=0
ρσ · Tσ , (31)
where ρσ = (ρσσ, . . . , ρσ−σ) ∈ C2σ+1 with ρσµ =
Tr(ρ T †σµ), Tσ = (Tσσ, . . . , Tσ,−σ) is a vector of matrices,
and the dot product is short for
∑σ
µ=−σ ρσµTσµ. Each
vector ρσ can be associated to a constellation a` la Ma-
jorana (3) consisting of 2σ points on S2 obtained with
the stereographic projection of the complex roots of the
polynomial p
(σ)
ρ (z1 = ζ, z2 = 1) defined as
p(σ)ρ (ζ) =
σ∑
µ=−σ
(−1)σ−µ
√(
2σ
σ − µ
)
ρσµ ζ
σ+µ . (32)
The respective constellation is denoted as C(σ)ρ or C(σ)
when there is no possible confusion. The vector ρ0 =
(ρ00) does not have an associated constellation and its
value is fixed to ρ00 = (2s + 1)
−1/2 by Trρ = 1. On the
other hand, the hermiticity condition implies that
ρσµ = (−1)µρ∗σ−µ , for all |µ| ≤ σ , (33)
which in turn implies that every constellation C(σ) has
antipodal symmetry. For a proof it is enough to show
that if ζ = ξ is a root of p
(σ)
ρ (ζ), the corresponding an-
tipodal complex number ξA ≡ −1/ξ∗ is also a root:
p(σ)ρ (ξ) =
∑
µ
(−1)σ−µ
√(
2σ
σ − µ
)
ρσµ ξ
σ+µ
=ξ2σ
(∑
µ
(−1)σ−2µ
√(
2σ
σ + µ
)
ρσ µ ξ
∗−σ−µ
)∗
=(−1)σξ2σ
(
p(σ)ρ (ξ
A)
)∗
, (34)
where in the second equality we use (33). Hence, the
proof is done for any root ξ 6= 0 but the statement also
holds in the case of ξ = 0 and its corresponding antipodal
point ξ = ∞: Let us suppose that the constant term in
p
(σ)
ρ (ζ) is zero, and hence there is a root ξ = 0. The her-
miticity property (33) implies that the coefficient of the
highest exponent ζ2σ is also zero, implying that p
(σ)
ρ (ζ)
has an extra root at infinity. Hence, the roots at zero
and infinity come also in pairs.
The standard Majorana representation associates to
each pure spin-s state a unique polynomial up to a global
6factor, which does not change its roots and is of no con-
cern as the state can always be assumed normalized and
the global phase is irrelevant. But now a pre-factor of a
polynomial p
(σ)
ρ (ζ) is a relative factor that carries impor-
tant information about the relative weights and phases
of different irreps contained in the state. Hence the set of
constellations of a state is not sufficient yet to specify the
state uniquely: Two states ρ and ρ′ with the same con-
stellation C(σ)ρ = C(σ)ρ′ have the same vector ρσ only up to
arbitrary complex weights wσe
iφσ (in polar coordinates)
that need to be given in addition to the constellations
in order to fully specify the state. In order to do so, we
specify for each constellation C(σ) the absolute value of
the weight with respect to a vector ρ˜σ with unit norm,
ρσ = wσρ˜σ. The state ρ can then be written as
ρ =
1
2s+ 1
+
2s∑
σ=1
wσρ˜σ · Tσ , (35)
with
wσ =
(
σ∑
µ=−σ
ρσµρ
∗
σµ
)1/2
, (36)
and in particular w0 = ρ00 = (2s + 1)
−1/2. For the
phase factor eiφσ , one could define a “gauge” for each σ-
block, i.e., for each constellation C(σ) one could specify a
particular normalized vector ρ˜gσ that works as a reference
to the phase factor ρ˜σ = e
iφσ ρ˜gσ. A disadvantage of
fixing the gauge in this way is that under rotations, the
phase factor can have non-trivial transformation laws.
In fact, we know that a generic spin state may pick up
an extra global phase after it traces a closed trajectory
in the quantum states space by a sequence of rotations,
which is the so-called geometric phase [50]. The best
way to handle the phase factor is the following: First,
let us remark that two normalized (2σ + 1)−vectors ρ˜σ
and ρ˜′σ that represent the σ-block of a physical state
with equal constellation C(σ), can differ only by a phase
factor ρ˜σ = e
iφρ˜′σ with e
iφ = ±1, otherwise one of the
vectors does not satisfy the hermiticity condition (33).
On the other hand, again by the hermiticity condition,
the constellation C(σ) defined by the (2σ + 1)−vector ρ˜σ
has antipodal symmetry. This implies that there exists
σ stars c ≡ (n1, . . . , nσ) in C(σ) such that
{c} ∪ {−c} = C(σ) , (37)
with −c ≡ (−n1, . . . , −nσ) and where c is a tuple and
{c} its respective unordered set, and the same for −c
and {−c}. In general, the tuple c that satisfies (37) is
not unique. The other choices can be written with re-
spect to c inverting the direction of some of its stars
γc ≡ (γ1n1, . . . , γσnσ) with γk = 1 or −1. For sim-
plicity, we refer to the unordered set {γc} with the same
symbol as the tuple γc, and we call it a subconstellation
of C(σ). Now, we can define a spin-σ state for each sub-
constellation γc given by the projected bipartite state
Pσ |φ, φA〉 ≡ Pσ(|φ〉 ⊗ |φA〉), with Pσ the projection op-
erator in the fully symmetric subspace of spin-σ states,
|φ〉 the spin-σ/2 state with Majorana constellation γc,
and |φA〉 ≡ A |φ〉, where A is the time-reversal operator
defined by
A |φ〉 ≡
∑
m
(−1)s+mλ∗−m |s, m〉 , for |φ〉 =
∑
m
λm |s, m〉 .
(38)
We also call A the antipodal operator because the con-
stellation of |φA〉 is −γc. The projector operator Pσ is
a function with domain the states space of 2σ spins-1/2
(H1/2)2σ and image the set spanned by the symmetric
Dicke states |D(m)2σ 〉
|D(m)2σ 〉 = K
∑
pi
pi(|z〉 ⊗ · · · ⊗ |z〉︸ ︷︷ ︸
2σ−m
⊗ |−z〉 ⊗ · · · ⊗ |−z〉︸ ︷︷ ︸
m
) ,
(39)
with K =
(
2σ
σ−m
)−1/2
and where the sum runs over the
permutations of 2σ objects of two types, with 2σ −m of
the first type and m of the second one. The symmetric
Dicke states coincide with the Sz-eigenbasis |σ, µ〉. From
now on, we consider the projector operators restricted to
its image Pσ : (H1/2)2σ → Hσ, and the direction of its
action, left or right, is implicitly given in the equation.
The expansion of the state Pσ |φ, φA〉 in the Sz-eigenbasis
|σ, µ〉 constitutes a (2σ+1)−vector that satisfies the her-
miticity condition (33) and produces the same constella-
tion of ρ˜σ, C(σ),
Pσ |φ, φA〉 ∝ |±n1, . . . , ±nσ〉 , (40)
with |±n1, . . . , ±nσ〉 the spin-σ state with constellation
C(σ). Moreover, if one changes |φ〉 by a phase factor
eiδ |φ〉, the coefficients of (40) are invariant. On the other
hand, if one turns the direction γk → −γk of a star of
γc, the state (40) remains equal times a global factor −1
because P1
(|n〉 ⊗ |nA〉) = −P1 (|nA〉 ⊗ |(nA)A〉) and
the states |φ〉 and |φA〉 are fully symmetric σ/2-states.
The last result suggests us to split the subconstellations
c ⊂ C(σ)ρ satisfying (37) into two equivalence classes,
where two subconstellations are equivalent if they differ
by an even number of stars. Both equivalence classes can
be defined with respect to a particular subconstellation
c = {nk}k{
γc ⊂ C(σ)
∣∣∣γk = 1 or − 1 and σ∏
k=1
γk = +1
}
,{
γc ⊂ C(σ)
∣∣∣γk = 1 or − 1 and σ∏
k=1
γk = −1
}
. (41)
Any element of any class produces the same state (40),
but only elements of the same class produce the same
(2σ + 1)-vector, i.e., the same state and the same phase
factor of the (2σ + 1)-vector. In particular, for a state ρ
and for each σ = 1, . . . , 2s, the vector ρ˜σ belongs to one
7of these classes, with the respective constellations of ρ.
We denote the belonging subconstellation class of ρ˜σ of
the state ρ by [c
(σ)
ρ ], with c a representative element of
the class. The components of ρ˜σ can be written as
ρ˜σµ = Nφ 〈σ, µ| Pσ |φ, φA〉 , (42)
where |φ〉 = |n1, . . . ,nσ〉 is a state with constellation
lying in the class [c
(σ)
ρ ], and Nφ a positive factor that
guarantees ρ˜σ is a normalized vector, namely
Nφ =
|〈±n1, . . . , ±nσ|n1 ⊗−n1 ⊗ · · · ⊗ nσ ⊗−nσ〉|
|〈n1 , . . . ,nσ|n1 ⊗ · · · ⊗ nσ〉|2
,
(43)
with |n1 ⊗ · · · ⊗ nσ〉 = |n1〉 ⊗ · · · ⊗ |nσ〉. The scalar
product (42) is given by
〈σ, µ| Pσ |φ, φA〉 = 〈φ|T †(σ/2)σµ |φ〉 . (44)
We conclude that any density matrix ρ is uniquely
specified through 2s subconstellation classes [c(σ)] and
2s non-negative real numbers wσ considered as the radii
of the spheres where each subconstellation class lies,
respectively. The (continuous) degrees of freedom that
parametrize the subconstellation classes [c(σ)] are 2σ,
and therefore the number of free continuous parameters
in {wσ, [c(σ)]}2sσ=1 is 4s2 + 4s, the same as the number of
real degrees of freedom of the mixed states ρ ∈ B(Hs).
The correspondence also works for any Hermitian op-
erator H, where in this case the component Tr(HT00) is
not fixed. In addition, the correspondence between phys-
ical states ρ and the set {wσ, [c(σ)]} is bijective. The
parameters domain is restricted by the positive semidef-
inite condition 〈ψ|ρ|ψ〉 ≥ 0 for all |ψ〉 ∈ Hs, which with
the unit trace condition Trρ = 1 implies that all eigen-
values of ρ are in [0,1]. This condition is considerably
more complicated to impose compared to hermiticity and
unit trace. One necessary condition for positivity is that
Trρ2 ≤ 1, which gives an inequality independent of the
subconstellation classes,
2s∑
σ=1
w2σ ≤
2s
2s+ 1
. (45)
However, the positivity condition leads in general to a
dependence of the allowed range of the radii wσ on the
classes [c(σ)].
As an example, let us consider the s = 1/2 case. Any
vector r = (rx, ry, rz) with norm r ≤ 1 is associated
with a density matrix ρ
ρ =
1
2
(1+ r · σ) , (46)
where σ = (σx , σy , σz) are the Pauli matrices and r is
called the Bloch vector of ρ. For a general spin value
s > 0, the necessary tensor operators with σ = 1 are [51]
T
(s)
10 =
(
3
s(s+ 1)(2s+ 1)
)1/2
Sz , (47)
T
(s)
1,±1 =∓
(
3
2s(s+ 1)(2s+ 1)
)1/2
S± . (48)
The state ρ written in the T -rep has a unique vector ρ(1)
equal to
ρ(1) =
1
2
(
−rx + iry,
√
2rz, rx + iry
)
. (49)
The radius w1 is obtained after normalization of the
vector (49), yielding that w1 = r/
√
2. The condition
(45) imposes that
√
2w1 = r ≤ 1, while the constel-
lation C(1) is specified with the roots {ζ} of the Ma-
jorana polynomial associated to the vector ρ(1). It is
obtained that ζ1 = tan(θ/2)e
iφ and ζ2 = ζ
A
1 the an-
tipodal complex number of ζ1, with (θ, φ) the spheri-
cal angles of the vector r. Therefore, the stars of C(1)
point in the parallel and anti-parallel directions of the
Bloch vector ±r. Lastly, the subconstellation classes
[c(1)] are [r] and [−r], where each class has a unique
element. We deduce the class to which the state (49)
belongs by comparing with the coefficients of the state
P1
(|r〉 ⊗ |rA〉). For instance, with the parametrization
|r〉 = cos(θ/2) |1/2, 1/2〉+sin(θ/2)eiφ |1/2, −1/2〉, its co-
efficients in the |s = 1,m〉 basis are
1
2
(
− sin(θ)e−iφ ,
√
2 cos θ , sin(θ)eiφ
)
, (50)
which are the same coefficients as in (49) for ρ1 in spher-
ical coordinates and hence its class is [r]. Conversely,
given a particular set {w1, [c(1)]}, we can obtain the re-
spective density matrix, i.e., the Bloch vector r. We
remark that states ρ may differ only by some subconstel-
lation classes [c
(σ)
ρ ], as in our s = 1/2 example where the
states with Bloch vector ±r have the same constellation
C(1) but different class [±r]. We can generalize the re-
lation between antipodal states ρ and ρA = AρA† using
the fact that A is anti-unitary and A2 |ψ〉 = (−1)2s |ψ〉,
ρA = AρA† =
2s∑
σ=0
(−1)σρσ · Tσ . (51)
Therefore, the states ρ and ρA differ only by the subcon-
stellation classes [c(σ)] of σ odd.
At first sight, it seems that how we deal with the rela-
tive phase factors in (35) via the subconstellation classes
is rather complicated compared to other gauges that one
could use. However, as we already mentioned, the phase
factors can not be invariant under rotations, and could
have complicated transformations laws in other gauges
as well. The main advantage to associate the relative
phase factors with the subconstellation classes is that
their transformation laws under rotations are the same
8as for all the subconstellations. In addition, when one
parametrizes the whole set of density matrices, the sub-
constellation classes can be also counted. Let us dis-
cuss this at the hand of the s = 1 case. Here the
states are labeled with two radii wσ (σ = 1, 2) and they
have two associated constellations: C(1) is the pair of an-
tipodal points ±r with subconstellation classes [r] and
[−r] and C(2) is given by two axes that span a rectan-
gle (see Fig. 1) with classes [n1,n2] = [−n1,−n2] and
[−n1,n2] = [n1,−n2]. Let us orient the coordinate sys-
tem such that the sides of the rectangle C(2) are parallel
to the x and y-axes. We denote by φ the angle between
the x-axis and the star n1 in the first quadrant and spec-
ify the class [c(2)] with the vectors n1 and n2 (see Fig.
1). As we can observe, to parametrize all the possible
classes [c(2)] we must consider φ ∈ [0, pi/2]. The associ-
ated vectors of the subconstellations are
ρ˜(1) =N1
(
−rx + iry,
√
2rz, rx + iry
)
,
ρ˜(2) =N2
(
1, 0,− 2√
6
cos(2φ), 0, 1
)
, (52)
with
N1 =
1√
2r
, N2 =
(
2 +
2
3
cos2(2φ)
)−1/2
. (53)
Therefore, we have parametrized the whole set of spin
s = 1 states modulo the semidefinite positive condition.
The first question regarding the semidefinite positive
condition is whether there is a set of classes {[c(σ)]}2sσ=1
such that for any possible radii wσ, the respective density
matrix does not represent a physical state. We can prove
that in a ball close enough to the maximally mixed state
ρ∗ = (2s+ 1)−11, there exist states with any subconstel-
lation classes {[c(σ)]}2sσ=1. The statement is proved by
Mehta’s lemma ([16] p. 466):
Lemma 3 Let M be a Hermitian matrix of size D and
let δ = TrM/
√
Tr (M2). If δ ≥ √D − 1 then M is
positive.
For a density matrix (35), δ =
(∑2s
σ=0 w
2
σ
)−1/2
and
hence if
2s∑
σ=1
w2σ ≤
1
2s(2s+ 1)
, (54)
then ρ represents a physical state, independent of its sub-
constellation classes [c
(σ)
ρ ].
Examples
Let us study some spin-state families. Some of these
families are also described in [31] using the T -rep without
taking into account the subconstellation classes.
FIG. 1. The constellation C(2)ρ of ρ for σ = 2 and s = 1. C(2)ρ
is oriented such that the constellation lies in the xy-plane.
The black points are an element of the class [c
(2)
ρ ].
Spin Coherent (SC) states: Let us consider first the
state |ψ〉 = |s, s〉, which is the SC state pointing in the
z direction. We use the expression of (29) to obtain the
decomposition of ρ = |s, s〉 〈s, s|
ρσµ = δµ,0(2s)!
[
2σ + 1
(2s+ σ + 1)!(2s− σ)!
]1/2
. (55)
Therefore
• The components of ρσ are zero except ρσ0.
• Every constellation C(σ) has σ stars in each Pole,
which are the simplest constellations with antipo-
dal symmetry.
• [c(σ)] = [z, . . . , z], i.e., an element of the class
[c(σ)] is the subconstellation formed by σ stars
along the z direction.
• The radii wσ have the values
wσ = (2s)!
[
2σ + 1
(2s+ σ + 1)!(2s− σ)!
]1/2
. (56)
The density matrix of the pure SC state in direction
n(θ, φ) is obtained rotating the state ρz by a rotation
with Euler angles (φ, θ, 0). Using the equations in [43] (
p. 113), we obtain that
ρn =ρ00T00 +
2s∑
σ=1
wσ
σ∑
µ=−σ
D
(σ)
µ,0(φ, θ, 0)Tσµ , (57)
=
1
2s+ 1
+
2s∑
σ=1
wσ
√
4pi
2σ + 1
σ∑
µ=−σ
Y ∗σµ(θ, φ)Tσµ ,
with Yσµ(θ, φ) the spherical harmonics. The respective
subconstellation classes are [n, . . . , n] for each σ. The
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w1 w2 w3 w1 w2 w3 w1 w2 w3
ρ 3
2
√
5
1
2
1
2
√
5
0 1
2
1√
2
1
2
√
5
1
2
3
2
√
5
ρ1
1√
2
1√
6
0 1√
6
1
3
√
2
1√
6
ρ1/2
1√
2
0 1
3
√
2
TABLE I. The T -representation of the SC, GHZ and W states for s = 3/2 in a particular orientation. Top: The radii wσ
of ρ and their reduced density matrices ρ1 and ρ1/2 after loss of one or two particles (Eq. (66)), respectively. Bottom: A
representative element of each subconstellation class {[c(σ)ρ ]}σ for the three states where for each value of σ = 1, 2, 3 we assign
the color red, yellow and blue to the respective sphere with radius wσ(ρ). We add the degeneracy number of each star in case
it is degenerate. The reduced density matrices ρk inherit the constellations of ρ up to σ = 2k with different radii.
states |±n〉 only differ by the classes [c(σ)] of σ odd (see
Eq. (51)).
General pure state: Let us take a spin-s state |ψ〉 and
its density matrix ρψ = |ψ〉 〈ψ|. The state ρ expanded in
the T -rep is given by
ρψ =
∑
σµ
〈σ, µ| Pσ |ψ,ψA〉T (s)σµ , (58)
where we use the bipartite notation |ψ, ψA〉 = |ψ〉⊗|ψA〉
and the antipodal state |ψA〉 is defined as (38). We can
observe that the constellations of the T -rep come from
the irrep decompositions of the bipartite state |ψ, ψA〉,
where the antipodal state |ψA〉 appears from the fact
that it transforms in the same way as the bra 〈ψ| under
rotations [46]. In particular, the standard Majorana con-
stellation Cψ of the pure spin-s state |ψ〉 is an element
of the class [c(2s)]. However, only with the knowledge of
the class [c(2s)], we cannot specify the state |ψ〉. An algo-
rithm to recover the standard Majorana polynomial from
[c
(2s)
ρψ ] is the following: calculate the overlap between ρψ
and the SC states pointing to a star n of an element of
[c(2s)]. If 〈n|ρψ|n〉 = 0, then−n ∈ Cψ, otherwise n ∈ Cψ.
Dicke state: The Dicke states ρm = |s,m〉 〈s,m| with
m = −s, . . . , s satisfy Tr(ρmTσµ) = 0 for µ 6= 0. For ρm,
wσ = | 〈s, m|Tσ0|s, m〉 | = |Cσ0sms−m|. We conclude the
following results:
• The constellations C(σ)ρm are the same for all m =
−s, . . . s, with σ stars in the each Pole.
• The respective classes [c(σ)] are obtained calculat-
ing the sign of the coefficients in (58),
〈σ, µ|Pσ |ψ,ψA〉 = (−1)s−mδµ0Cσ0sms−m . (59)
In Table I we observe the Dicke states for spin-3/2
states which are equivalent up to a rotation to the
SC and W states.
• The antipodal states ρm and ρ−m just differ by
some classes [c(σ)] of σ odd, as we show in (51).
B. The polynomials of Tσµ
The polynomials of the tensor operators T
(s)
σµ are the
irreps of SU(2) in P (N,N)(z), where one can compare
and multiply polynomials of different degrees (i.e., ele-
ments of different spaces P (N,N)(z)) more easily than for
their matrix counterpart, which involves tensor product
and projections in the fully symmetric sector. The first
result regarding this property is associated with the com-
parison of the tensor operators of different spin-s. Before
explaining the general results, let us compare the Majo-
rana polynomials for T
(s)
10 for s = 1/2, 1. From equation
(13) we obtain that
p
(1)
10 (z) = (z
aza) p
(1/2)
10 (z) . (60)
We observe that the binomial (zaza) is the factor be-
tween polynomials representing the same operator but
10
for different spin. In addition, it is easy to observe that
L(p
(1/2)
10 ) = 0. We summarize these results in the follow-
ing theorem. Its proof can be found in Appendix B.
Theorem 1 The polynomials p
(s)
σµ(z) associated to the
operators T
(s)
σµ have the following properties
1. The action of the partial trace operator L under
p
(s)
σµ(z) is equal to
L
(
p(s)σµ(z)
)
=
{ √
(2s+σ+1)(2s−σ)
2s p
(s−1/2)
σµ (z) if s > σ/2
0 otherwise
.
(61)
In particular,
(2s+ 1)−1/2L
(
p
(s)
00 (z)
)
= (2s)−1/2p(s−1/2)00 (z) , (62)
and therefore L leaves the trace of the respective
operator invariant.
2. For any value of σ ≤ 2s,
p(s)σµ(z) = l(s, σ)
−1(zaza)2s−σp(σ/2)σµ (z) , (63)
with
l(s, σ) ≡
√
(2s+ σ + 1)!(2s− σ)!
(2σ + 1)!
σ!
(2s)!
. (64)
Inherited constellations in the T -rep
By construction, the action of a SU(2) transformation
on ρ rigidly rotates all its classes [c
(σ)
ρ ] while their radii
wσ are invariant. In addition to the well-behaviour under
rotations of the T -rep and a visual representation of our
states (see Table I), there is an additional property as-
sociated to their reduced matrices ρk. From Theorem 1,
the spin-s′ (with s′ = s−1/2) reduced state ρs′ = Tr1(ρ)
is equal to
ρs′ =
2s−1∑
σ=0
√
(2s+ σ + 1)(2s− σ)
2s
wσρ˜σ · T (s′)σ . (65)
As we can observe, each component is re-scaled by a fac-
tor independent of µ leaving the subconstellation classes
invariant, i.e., the reduced density matrices inherit the
lowest classes of ρ, {[c(σ)ρs′ ]}s
′
σ=1 = {[c(σ)ρ ]}s
′
σ=1. The re-
scaled factor can be absorbed in the radius wσ
wσ(ρs′) =
√
(2s+ σ + 1)(2s− σ)
2s
wσ(ρ) , (66)
where we write the weights as a function of the density
matrix. The radius wσ increases with respect to a par-
ticle loss if σ(σ + 1) < 2s. If the state loses more than
one particle, the lowest classes are still inherited and the
radii are re-scaled with a product of factors of the front
of (66) with successively reduced spin s. In Table I we
plot the radii and classes of ρ {wσ, [c(σ)]} for ρ equal to
the SC, GHZ and W states with s = 3/2. We only plot a
representative element of [c(σ)] to simplify the visualiza-
tion in the figures. The table also includes the radii wσ
for each reduced density matrix ρk with k = 1/2, 1.
To study another example, let us discuss the constel-
lation differences between the quantum linear superpo-
sition ρQ = |ψ〉 〈ψ| with |ψ〉 = (|s, s〉 + |s,−s〉)/√2 (a
“Schro¨dinger cat” state) and a classical mixture of the
same states ρC = (|s, s〉 〈s, s| + |s,−s〉 〈s,−s|)/2 (which
we will call “classical cat state” for short). ρQ has an
additional term with respect to ρC ,
ρQ =ρC +
1
2
(|s, s〉 〈s,−s|+ |s,−s〉 〈s, s|)
=ρC +
1
2
((−1)2sT (s)2s,2s + T (s)2s,−2s) , (67)
and it yields that the constellations set of these two states
will be equal except for C(N)ρ , and hence [c(N)ρ ], with N =
2s. Let us calculate the constellations of ρC first. Using
equation (55) and that |s,−s〉 〈s,−s| = A |s, s〉 〈s, s|A†,
we obtain that
(ρC)σµ =
 δµ,0(2s)!
[
2σ+1
(2s+σ+1)!(2s−σ)!
]1/2
σ even
0 σ odd
,
(68)
and hence ρC does not have constellations for σ odd. In
particular, C(N)
ρC
for N odd does not exist and for N even
it is equal to N points in each Pole. On the other hand,
the vector ρ(N) of ρQ and the respective polynomials are
given by
ρ
(N)
ρQ
=

(
1
2 , 0, . . . , 0,
(2s)!√
(4s)!
, 0, . . . , 0, 12
)
for N even(
(−1)2s
2 , 0, . . . , 0,
1
2
)
for N odd
,
p
(N)
ρQ
(ζ) =
{
1
2 (z
2s + 1)2 for N even
(−1)2s
2 (z
4s + 1) for N odd
. (69)
The roots of the polynomials (69) draw on the sphere a
4s-agon in the odd case and a 2s-agon with all the stars
doubly-degenerate in the even case. The radii wN for
each case are equal to
wCN =
{
(2s)!√
(4s)!
for N even
0 for N odd
,
wQN =

√
1
2 +
((2s)!)2
(4s)! for N even
1√
2
for N odd
. (70)
Our calculations are in agreement with the results in [31]
were the authors also calculated the constellations of the
11
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FIG. 2. T -rep for the density matrices of Schro¨dinger cat states ρQ and classical cat states ρC for s = 5/2, 3. Left: ρQ for
s = 5/2. ρC is equal to ρQ with the highest class [c
(2s)
ρQ
] taken out, which corresponds in the figures to the stars lying on the blue
sphere. Center: ρC for s = 3. Right: ρQ for s = 3. The states ρC and ρQ differ only by [c(2s)]: For integer spin s, the highest
constellation for ρC shrinks to a small value given by eq.(70), whereas for half-integer s the radius of the sub-constellation
vanishes and hence does not contribute. For any spin value, the states ρC and ρQ after the partial trace of one of its constituent
spins-1/2 are the same, ρQs−1/2 = ρ
C
s−1/2.
classical and quantum cat states for a general spin value
s. In figure 2 we plot the states ρQ and ρC for s =
5/2, 3 with an element of their respective classes [c(σ)].
In addition, by the results of the previous subsection, the
states after the reduction of one constituent spin-1/2 have
the same subconstellation classes and radii and therefore
they are equal, ρQs−1/2 = ρ
S
s−1/2. As a consequence, we
obtain the old known result that the GHZ state after the
loss of a particle is separable [52].
C. Tensor product and the S-rep
Some operators C ∈ B(Hs) are the projection of the
tensor product of N spin-1/2 operators C = PsC1 ⊗
· · · ⊗ CNPs, where, again, the projector operator Ps is
considered to be restricted to its image. The polynomials
of these operators are factorizable
pC(z) =
N∏
k=1
pCk(z) , (71)
where the proof consists in the calculation of
〈−nB |PsCPs| − nB〉 in terms of the symmetric Dicke
states (39). In particular, the set of operators given
by the tensor product of N Pauli matrices σµ with
µ = 0, x, y, z projected in the fully symmetric space is
a tight frame of B(Hs) [1] that we called the S-rep. In an
equivalent way and following the same reasoning as in [1],
the set of projected tensor products of the spin-1/2 opera-
tors {σ0, σ−, σz, σ+}, Sτ1...τN ≡ Psστ1⊗· · ·⊗στNPs with
τk = 0, −, z, +, is a tight frame. The operator Sτ1...τN
is independent of the order of its indices τk, and the only
relevant information can be encoded in a 4-vector of nat-
ural numbers ~ν = (ν0, ν−, νz, ν+), where
∑
j νj = N and
νj is the number of times that j appears in the indices of
Sτ1...τN . Following the previous result, the polynomial of
S~ν is factorized in powers of the polynomials of σj with
j = 0, ±, z,
pS~ν (z) =
∏
j
(pj(z))
νj . (72)
D. Connection between T - and S-reps
In this subsection we will obtain an explicit formula for
writing the Tσµ operators in terms of the S-rep, using
their respective polynomials. The operators in the T -
rep and S-rep share the property that their polynomials
contain the factor (zaz
a)k, where k = 2s−σ for T (s)σµ and
k = ν0 for S~ν . Both of them are a basis of B(Hs). In
particular, the operators T
(s)
σµ can be written in terms of
the S-rep
T (s)σµ =
∑
~ν
A~νσµS~ν . (73)
Lemma 2 and Theorem 1 yields that
Tr
((
T (s)σµ
)†
S~ν
)
∝
∏
j
(
pj(∂
b, ∂b)
)νj
p(s)σµ(za, z
a) (74)
∝
∏
j 6=0
(
pj(∂
b, ∂b)
)νj
p(s−ν0/2)σµ (za, z
a)
∝Tr
((
T (s−ν0/2)σµ
)†
S(0,ν−,νz,ν+)
)
,
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and hence A~νσµ = 0 for ν0 > 2s−σ. The resolution of the
Tσµ operators in the S-rep is not unique because the S
matrices form a tight frame instead of a basis. However,
it is possible to write a resolution only with one running
index and ν0 = 2s− σ fixed,
T (s)σµ =
σ∑
k=µ
A(s, σ, µ, k)S(2s−σ,k−µ,σ+µ−2k,k) , (75)
with
A(s, σ, µ, k) =
√
(σ + µ)!(σ − µ)!
(2σ)!
l(s, σ)−1(−1)k2µ−2k(σ!)
k!(k − µ)!(σ + µ− 2k)! .
(76)
The proof of this equation is in Appendix C. The S-
rep has also an additional property under partial traces
[1]: the coefficients c′(ν0, ν−, νz, ν+) = Tr(ρkS(ν0, ν−, νz, ν+))
with
∑
j νj = 2k of the reduced spin-k state ρk are equal
to a subset of coefficients c~ν of the original state ρ
c′(ν0, ν−, νz, ν+) = c(ν0+2(s−k), ν−, νz, ν+) . (77)
We can prove that the latter result of the S-rep is related
to the property of the inherited constellations of the T -
rep discussed in subsection III B by using the connection
between the representations: A state ρ =
∑
ρσµT
(s)
σµ has
reduced state ρs−1/2 equal to eq. (65), and the same eq.
(77) for k = s− 1/2 can be obtained using that
Tr
(
T (s)σµ S(ν0+1, ν−, νz, ν+)
)
(78)
=
√
(2s+ σ + 1)(2s− σ)
2s
Tr
(
T (s−1/2)σµ S(ν0, ν−, νz, ν+)
)
.
The last equation is proved by Theorem 1.
E. Anticoherence order in terms of polynomials
We end this section writing the criterion for the anti-
coherent states in terms of polynomials. Zimba [7] de-
fined an anticoherent state of order-t, or t-anticoherent
for short, if the expectation value 〈(n · S)k〉 is indepen-
dent of the unit vector n for any k with 0 ≤ k ≤ t.
The criterion of anticoherence in terms of the S- and
T - representations were obtained in [1]. A state is t-
anticoherent if and only if its spin-t/2 reduced state ρt/2
is the maximally mixed state ρ∗ = (2t + 1)−11 which
is equivalent to that 〈Tσµ〉 = 0 for all 1 ≤ σ ≤ t and
−σ ≤ µ ≤ σ. In terms of the Majorana polynomial
of ρ, pρ(z), a state ρ is t−anticoherent if and only if
L2s−t(pρ(z)) ∝ p1(z) = (zaza)t.
IV. THE HUSIMI- AND P-FUNCTIONS OF ρ
Several quasiprobability distributions are expressed in
terms of the coefficients ρσµ [51], and we are going to
study two of them: The Husimi- and the P-functions
[51]. The Husimi function of a state ρ, Hρ(n) ≡ 〈n|ρ|n〉,
is related to the Majorana polynomial of pρ(z) as
Hρ(−n) = pρ(z)
(zaza)N
, (79)
with n the direction associated to the complex number
ζ = z1/z2 via the stereographic projection. As we can
observe, the variables (z1, z2) (and hence (z
a) = (z∗a)) are
defined up to a common factor. In particular, if one takes
z1 = cos(θ/2) and z2 = sin(θ/2)e
iφ, the denominator of
the last equation is one and hence Hρ(−n) = pρ(z). On
the other hand, the P-function of a state ρ is defined as
the function Pρ(n) such that
ρ =
∫
Pρ(n) |n〉 〈n|dΩ , (80)
with dΩ the volume element of the 2-sphere. The P-
function of a state is not unique and the notion of classical
states for spin systems can be expressed in terms of the
P-function [53]: A state ρ is classical iff a representation
of the form (80) with non-negative P-function exists. If
one restricts the P-function to a linear combination of the
first 2s spherical harmonics {Yσµ(θ, φ)}2sσ=1, one obtains
a unique P-function for each state [51]
Pρ(θ, φ) ≡
2s∑
σ=0
∑
µ
(−1)σ−µl(s, σ)√(2σ + 1)!√
4pi(σ!)
ρσµYσµ(θ, φ) .
(81)
Using Theorem 1, we can calculate the P -function of the
spin-k reduced density matrices ρk in terms of the coef-
ficients of the original state ρ, yielding that
Pρk(θ, φ) =
2k∑
σ=0
∑
µ
(−1)σ−µl(s, σ)√(2σ + 1)!√
4pi(σ!)
ρσµYσµ(θ, φ) ,
(82)
i.e., the P-function of the reduced density matrices is
equal to the P-function of the original state omitting the
higher multipolar terms.
V. SUMMARY AND CONCLUDING REMARKS
We have generalized the Majorana stellar representa-
tion of pure states to Hermitian operators, in particular
to density operators and hence mixed states. The map-
ping is a bijective correspondence between states ρ ∈
B(Hs), polynomials pρ(z) ∈ P (N,N)(z) and a set of sub-
constellation classes on the Euclidean space R3, where
the latter is equal to the Ramachandran-Ravishankar
representation [35], called here the T -rep. The repre-
sentation behaves well under rotations by construction.
In addition, it has also attractive properties such as: defi-
nition of polynomials for any operator C ∈ B(Hs); inher-
ited constellations under partial traces; the tensor prod-
uct of operators in the fully symmetric sector is reduced
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to the product of their polynomials; and any other op-
eration in B(Hs) can be written as differential operation
acting on the corresponding polynomials. Some of these
results have been found previously in the T - and S- rep-
resentations, and now, with the Majorana polynomial,
the bridge between them has been explained and their
results can be translated from one to another. In addi-
tion, we discussed the T -representation in terms of sub-
constellation classes that allows us to completely follow
the state under rotations and, with the results derived
here, also under the partial trace. Each subconstella-
tion class represents the σ-block of the state ρ, and its
radius wσ represents its magnitude. The states written
in the T -rep have been used to study the quantum po-
larization of light [10]. The results presented here helps
to represent each block easily and track its changes un-
der partial traces. We also wrote the relation between
the Majorana representation of a state ρ and its Husimi
and P-functions. We hope that this new representation,
as the standard Majorana representation for pure states,
can give the readers more intuition about the space of
the mixed states and the action of the SU(2) group on
it.
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Appendix A: Proofs of some Lemmas
Proof of Lemma 1. Let us consider first the polynomi-
als pD(z
′) and pE(z) written in different variables, with
product equal to
pD(z
′)pE(z) = 〈−n′B |D| − n′B〉 〈−nB |E| − nB〉 . (A1)
To obtain the polynomial of C = DE, pC(z), we have
to apply a differential operator O dependent only on the
variables za
′
and za, such that O(|−n′B〉 〈−nB |) = 1.
Note that |−n′B〉 〈−nB | can be seen as a matrix with
entries
〈s,m′| − n′B〉 〈−nB |s,m〉 = (−1)2s−m−m
′
(A2)
×
√(
2s
s−m
)(
2s
s−m′
)
zs+m1 z
s−m
2 (z
1′)s+m
′
(z2′)s−m
′
,
and the operator O acts entry by entry. The en-
tries are equal to the Majorana polynomial of the op-
erator |s,m〉 〈s,m′| written in the respective variables,
(|−n′B〉 〈−nB |)m′m = 〈−nB |s,m〉 〈s,m′| − n′B〉. The
operatorO has to produce a Kronecker-delta δmm′ , which
is equivalent to saying that it has to act as a trace op-
erator on |s,m〉 〈s,m′|. Hence, O is similar to the trace
operator (21),
O = (N !)−2(∂1′∂1 + ∂2′∂2)N . (A3)
We can calculate the action ofO in two steps: we evaluate
first the derivatives of the prime variables, yielding that
O(〈s,m′| − n′B〉 〈−nB |s,m〉) = (−1)2s−m−m
′
(N !)−1
×
√(
2s
s−m
)(
2s
s−m′
)
∂s+m
′
1 ∂
s−m′
2 (z
s+m
1 z
s−m
2 ) , (A4)
and then we let the remaining derivatives act. The last
result showed us that the action of O is equivalent to
interchange the prime variables (z1′, z2′) by (∂1, ∂2), and
then we apply the remaining derivatives in the second
factor of the r.h.s. of Eq. (A1). pC(z) is obtained, after
O acts on (A1), by making the substitution 〈−n′B | →
〈−nB |,
pC(z) = (N !)
−1pD(za, ∂a)pE(za, za) , (A5)
where the derivatives only act on pE(z), which can be
ensured by writing the variables in each monomial of
pD(za, ∂a) such that the partial derivatives go to the
right of the monomial, to affect only the polynomial on
the right. In a similar way, we can do the same pro-
cedure evaluating first the derivatives over the variables
za instead of the prime variables z
a′, obtaining a similar
equation as the previous one,
pC(z) = (N !)
−1pE(∂a, za)pD(za, za) .  (A6)
Proof of Lemma 2
(N !)3Tr (CD) = (∂a∂a)
N
[pC(zb, ∂b)pD(z)]
= (∂c1...ckpC(zb, ∂b))
(
∂c1...cN∂ck+1...c2spD(z)
)
= (∂c1...cN pC(zb, ∂b)) (∂
c1...c2spD(z))
=
(
(∂c∂c)
2spC(zb, ∂b)
)
(pD(z))
=(N !)pC(∂
b, ∂b) (pD(z)) , (A7)
where the repeated indices cj run from 1 to 2 and ∂
c1...ck
is short notation for ∂c1 . . . ∂ck , and where in the second
line there are no derivatives ∂k acting in pD(z), otherwise
the number of partial derivatives exceeds the degree of
pD(z) in the za variables. The last equation is equivalent
to the application of the operator O, and it yields the
final result. 
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Appendix B: Proof of Theorem 1
1. We use the equation (29) to calculate explicitly its polynomial using (13)
pσµ(z) =
∑
m,m′
(−1)3s−2m′−mCσµsm,s−m′
√(
2s
s−m
)(
2s
s−m′
)
zs+m1 z
s−m
2 (z
1)s+m
′
(z2)s−m
′
. (B1)
The action of L in the last equation yields
(2s)2L
(
p(s)σµ
)
=
∑
m,m′
(−1)3s−2m′−mCσµsm,s−m′
√(
2s
s−m
)(
2s
s−m′
)
×
[
(s+m)(s+m′)zs+m−11 z
s−m
2 (z
1)s+m
′−1(z2)s−m
′
+ (s−m)(s−m′)zs+m1 zs−m−12 (z1)s+m
′
(z2)s−m
′−1
]
,
=
∑
m,m′
2s(−1)s−m′Cσµsm,s−m′
(√
(s+m)(s+m′) 〈−nB |s− 1/2,m− 1/2〉 〈s− 1/2,m′ − 1/2| − nB〉
+
√
(s−m)(s−m′) 〈−nB |s− 1/2,m+ 1/2〉 〈s− 1/2,m′ + 1/2| − nB〉
)
,
= 2s
∑
m,m′
(−1)s−m′ 〈−nB |s− 1/2,m− 1/2〉 〈s− 1/2,m′ − 1/2| − nB〉×(
Cσµsm,s−m′
√
(s+m)(s+m′)− Cσµsm−1,s−m′+1
√
(s−m+ 1)(s−m′ + 1)
)
= 2s
√
(2s− σ)(2s+ σ + 1)
∑
m,m′
(−1)s−m′Cσµs−1/2m−1/2,s−1/2−m′+1/2×
〈−nB |s− 1/2,m− 1/2〉 〈s− 1/2,m′ − 1/2| − nB〉
= 2s
√
(2s− σ)(2s+ σ + 1)p(s−1/2)σµ , (B2)
where
〈−nB |s,m〉 = (−1)s−m
√(
2s
s−m
)
zs+m1 z
s−m
2 , 〈s,m′| − nB〉 = (−1)s−m
′
√(
2s
s−m′
)
(z1)s+m
′
(z2)s−m
′
, (B3)
and we use the following properties of the Clebsh-Gordan coefficients ([43], p.254).
(2s+ 1)(s+m′)1/2Cσµsm,s−m′ = [(s+m)(2s− σ)(2s+ σ + 1)]1/2 Cσµs−1/2m−1/2,s−1/2−m′+1/2
+ [(s−m+ 1)σ(σ + 1)]1/2 Cσµs+1/2m−1/2,s−1/2−m′+1/2 , (B4)
(2s+ 1)(s−m′ + 1)1/2Cσµsm−1,s−m′+1 =− [(s−m+ 1)(2s− σ)(2s+ σ + 1)]1/2 Cσµs−1/2m−1/2,s−1/2−m′+1/2
+ [(s+m)σ(σ + 1)]
1/2
Cσµs+1/2m−1/2,s−1/2−m′+1/2 . (B5)
In particular, L(p
(σ/2)
σµ (z)) = 0. Now, for p
(s)
00 (z) = (2s+
1)−1/2(zaza)2s,
√
2sL(p
(s)
00 (z)) =
√
2s+ 1p
(s−1/2)
00 (z), or
equivalent, (2s + 1)−1/2T (s)00 →L (2s)−1/2T (s−1/2)00 , both
of them with unit trace. Because T
(s)
00 is the only non-
traceless operator in the basis {T (s)σµ }σ µ for each (s), we
conclude that the partial trace operator preserves the
trace. 
2. The set {p(s)σµ(z)}σ µ of P (N,N)(z) is an orthonor-
mal basis due to its bijection with the tensor op-
erators {T (s)σµ }σµ, and hence (zaza)2s−σp(σ/2)σµ (z) =
∑
τν cτνp
(s)
τν (z) where the coefficients cτν can be calcu-
lated using Lemma 2
cτν =(−1)ν(N !)−2(∂a∂a)N−σp(σ/2)σµ (∂a, ∂a)
(
p
(s)
τ−ν(za, z
a)
)
∝(−1)νp(σ/2)σµ (∂a, ∂a)
(
p
(σ/2)
τ−ν (za, z
a)
)
∝Tr(T (σ/2)σµ T †(σ/2)τν ) = δστδµν , (B6)
implying that p
(s)
σµ(z) = K(zaz
a)2s−σp(σ/2)σµ (z), with K a
proportional factor. Using Eq. (61) of Theorem 1 (2s−σ)
times, we obtain that
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L(2s−σ)(p(s)σµ(z)) =K
(2s+ σ + 1)(2s− σ)
(2s)2
L(2s−σ−1)
(
(zaza)
2s−σ−1p(σ/2)σµ (z)
)
= Kl(s, σ)2p(σ/2)σµ (z) , (B7)
where we conclude that K = l(s, σ)−1.
Appendix C: T
(s)
σµ in the S-rep
In this appendix, we prove the equations (75)-(76).
First, we calculate eq. (75) with s = τ/2 and σ = τ .
The next equation (from [54], p.90) helps us to write
the expansion of T
(τ/2)
τµ in terms of the S operators with
ν0 = 0,
T (τ/2)τµ =
[
(τ + µ)!
(2τ)!(τ − µ)!
]1/2 [
S−, T (τ/2)ττ
]
(τ−µ)
, (C1)
where S− is the ladder operator in the (τ/2)-irrep, and
[A,B]q ≡ [A, [A, . . . , [A,B]] . . . ]︸ ︷︷ ︸
q
, (C2)
is the nested commutator. The operators S− and T
(τ/2)
ττ
in terms of the S-rep are equal to
T (τ/2)ττ =(−2)−τS(0,0,0,τ)
=(−2)−τPτ/2(σ+ ⊗ · · · ⊗ σ+︸ ︷︷ ︸
τ
)Pτ/2 , (C3)
S− =
τ
2
S(τ−1,1,0,0) ,
=
τ
2
Pτ/2(σ− ⊗ σ0 ⊗ · · · ⊗ σ0︸ ︷︷ ︸
τ−1
)Pτ/2 . (C4)
The commutator in eq. (C1) can be calculated with the
following
Lemma 4 Let p(z) ∈ P (N,N)(z), hence
1.) zc1 . . . zck∂c1...ckp(z) =
N !
(N − k)!p(z) , (C5)
2.) zc1 . . . zckza∂c1...ckbp(z) =
(N − 1)!
(N − k)!z
a∂bp(z) , (C6)
where ∂c1...ck is short notation for ∂c1 . . . ∂ck and repeated
indices run from 1 to 2.
Proof. 1.) By induction: k = 2 is easy to prove. Let us
assume the result is valid for k and prove it for k + 1,
zc1 . . . zck+1∂c1...ck+1p(z)
=zc1 . . . zck∂c1 (zck+1∂c2...ck+1p(z))
− zck+1zc2 . . . zck∂c2...ck+1p(z)
=zc1 . . . zck∂c1...ck (zck+1∂ck+1(p(z))− kp(z))
=
N !
(N − (k + 1))!p(z) . (C7)
The proof of 2.) is analogue. 
The commutator G ≡ [S−, S~ν ] is calculated with poly-
nomials using the previous result, Lemma 1 and eq. (71),
pG(z) =(τ !)
−1(pS−(za, ∂a)− pS−(∂a, za))pS~ν (z)
=
1
2
(p−(za, ∂a)− p−(∂a, za))
∏
j
(pj(z))
νj (C8)
=(p0)
ν0(p−)ν−(pz)νz−1(p+)ν+−1(νzp−p+ − 2ν+p2z) ,
where we use the commutators of the Pauli matrices and
ladder operators
[σ−, σz] = 2σ−, [σ−, σ+] = −4σz . (C9)
We obtain that
[S−, S~ν ] = νzS(ν0, ν−+1, νz−1,ν+)−2ν+S(ν0, ν−, νz+1,ν+−1) .
(C10)
The constants νz and ν+ can be thought as the number
of possible operators σz and σ+ where one can apply the
commutator of σ−. The next step to do is the calculation
of the equation (C1) applying iteratively the latter result.
This implies that T
(τ/2)
τµ is a linear combination of S-
operators satisfying the following: ν0 = 0, ν+ − ν− = µ
and ν− + νz + ν+ = τ . Hence
T (τ/2)τµ =
τ∑
k=µ
A(τ/2, τ, µ, k)S(0,k−µ,τ+µ−2k,k) , (C11)
with the condition that τ + µ − 2k ≥ 0. A(τ/2, τ, µ, k)
accumulates the constant factors of eqs. (C1), (C3), the
factor (−2)τ−k from eq. (C10), where the exponent is the
difference between the initial and final values of ν+, and
a combinatorial number given by: the number of ways
to choose (τ − k) σ+ operators from a set of τ ,
(
τ
τ−k
)
(to apply [σ−, •] and obtain σz); the number of ways to
choose (k−µ) σz operators from a set of (τ−k),
(
τ−k
k−µ
)
(to
apply [σ−, •] and obtain σ−); and the number of possible
orders to apply the (τ − µ) σ− operators to obtain the
respective operator S(0,k−µ,τ+µ−2k,k), (τ−µ)!/2k−µ. The
expression of A(τ/2, τ, µ, k) is equal to
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A
(τ
2
, τ, µ, k
)
=
√
(τ + µ)!
(2τ)!(τ − µ)! (−2)
−k
(
τ
τ − k
)(
τ − k
k − µ
)
(τ − µ)!
2k−µ
=
√
(τ + µ)!(τ − µ)!
(2τ)!
(−1)k2µ−2k(τ !)
k!(k − µ)!(τ + µ− 2k)! .
(C12)
The equations (75)-(76) for T
(s)
σµ and A(s, σ, µ, k) for a
general s is obtained with the polynomial expression of
eq. (C11) after we multiply by (zaza)
2s−σ and use The-
orem 1.
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