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This paper investigates the dynamics of a class of recurrent neural networks where the
neural activations are modeled by discontinuous functions. Without presuming the bound-
edness of activation functions, the sufﬁcient conditions to ensure the existence, unique-
ness, global exponential stability and global convergence of state equilibrium point and
output equilibrium point are derived, respectively. Furthermore, under certain conditions
we prove that the system is convergent globally in ﬁnite time. The analysis in the paper is
based on the properties ofM-matrix, Lyapunov-like approach, and the theories of differen-
tial equations with discontinuous right-hand side as introduced by Filippov. The obtained
results extend previous works on global stability of recurrent neural networks with not
only Lipschitz continuous but also discontinuous neural activation functions.
 2009 Published by Elsevier Inc.1. Introduction
In the recent literature a great number of papers study extensively the dynamical behaviors of neural networks, because
neural networks have been successfully applied in many ﬁelds as signal processing, pattern recognition, optimization, auto-
matic control and associative memories, especially in static image treatment. When designing a neural network to solve an
actual problem such as anyone of above, for example, we need foremost to guarantee that the neural network model is glob-
ally stable. Due to this desirable property, exploring the global stability of neural network models is a very important topic.
Consider a class of recurrent neural networks described by the following models:dyiðtÞ
dt
¼ diyiðtÞ þ gi
Xn
j¼1
wijyjðtÞ þ ui
 !
; i 2 f1;2; . . . ;ng;or, equivalently, in vector form given bydyðtÞ
dt
¼ DyðtÞ þ gðWyðtÞ þ uÞ; ð1Þy Elsevier Inc.
Foundation of China (10771055, 60835004) and Key Project of Hunan Province Programs for Applied
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with di > 0;W ¼ ½wij 2 Rnn is the constant connection weigh matrix, and u ¼ ðu1;u2; . . . ;unÞT 2 Rn is a constant input vector,
gðyðtÞÞ ¼ ðg1ðy1ðtÞÞ; g2ðy2ðtÞÞ; . . . ; gnðynðtÞÞÞT is a vector-valued non-linear activation function from Rn to Rn.
The RNN model (1) can be found in [1,2], and is widely applied to solve various optimization problems such as the linear
variational inequality problem that contains linear and convex quadratic programming problems and linear complementary
problem as special cases [3–5]. By using direct analysis method in [6,7], the global asymptotic stability and global exponen-
tial stability of system (1) have been investigated. The model (1), being called a static model, and another local ﬁeld model
are alternatively used as a reference model to discuss their counterparts in [8]. A series of uniﬁed stability results on both
models are derived by using the reference model approach.
If W is a non-singular matrix, by using xðtÞ ¼WyðtÞ þ u, the model (1) is transformed todxðtÞ
dt
¼ WDW1xðtÞ þWgðxðtÞÞ þWDW1u: ð2ÞParticularly, if W and D are commutative, i.e., WD ¼ DW , then the neural self-inhibition WDW1 is still the n n constant
diagonal matrix D ¼ diagðd1; d2; . . . ; dnÞ. For this case, the global asymptotic stability and global exponential stability of
the model (2) have received much attentions (see, e.g., [9–18]).
All of these existing global stability results for the neural network models (1) and (2) are based on the assumption that the
activation functions are continuous and even Lipschitzen. However, it is known that neural networks with discontinuous
activations do frequently arise in the application. For example, concern the class of neural networks introduced by Kennedy
and Chua [19] to solve linear and non-linear programming problems. In order to guarantee satisfaction of the constrains,
those diode-like input–output activations are required to possess a very high slope in the conducting region, i.e., they should
approximate some discontinuous functions. Therefore, it is also an important topic to study the dynamical behaviors of neu-
ral networks with discontinuous activation functions.
As far as we know, a class of additive neural networks possessing activations with bounded jump discontinuities are
introduced ﬁrstly by Forti and Nistri [20], and the issue of global convergence toward a unique equilibrium point has been
addressed. Then in papers [21,22], Forti and Nistri give further researches on global exponential convergence of the state and
output solutions, and new sufﬁcient conditions of convergence in ﬁnite time are also obtained for the same neural network
models as in [20]. These neural networks can be described by model (2) with the conditionWD ¼ DW . Dropping the restric-
tion of boundedness of activation functions, Lu and Chen explore global stability of discontinuous Cohen–Grossberg neural
networks, providing a set of sufﬁcient conditions based on the concept of Lyapunov diagonal stability for these networks to
be absolutely stable [23]. By using different methods, [24,25] present sufﬁcient conditions of global stability for delayed neu-
ral networks with discontinuous and unbounded non-linear activation functions, respectively.
This paper is concerned with the global exponential stability, and global convergence in ﬁnite time of the RNN model (2)
with discontinuous activation functions. As pointed out by Song [26], in some applications, one requires to use unbounded
activation functions. For instance, when neural networks are designed for solving optimization problems in the presence of
constraints (linear, quadratic or more general programming problems), unbounded activations modeled by diode-like expo-
nential-type functions are needed to impose constraints satisfaction. Therefore in this paper, we also drop the assumption of
boundedness of activation functions. Moveover, we just suppose that W is a non-singular matrix, but not require that
WD ¼ DW , since W and D in (2) are not commutative in general situation. Thus, the applied scopes of the neural network
models in this paper are more wide-ranging than those in [20–22]. Due to these assumptions, we will use Leray–Schauder
ﬁxed point theorem of multivalued version and Gronwall inequality to address the existence and uniqueness of the equilib-
rium point, and the global existence of solutions. In addition, two valid Lyapunov-like functions will be constructed to obtain
the global exponential stability, and global convergence of output solution, respectively. Those results extend previous works
on global stability of recurrent neural networks with not only Lipschitz continuous but also discontinuous neural activation
functions.
The remainder of this paper is outlined as follows. In Section 2, some preliminaries are presented. In Section 3, the exis-
tence and uniqueness of state equilibrium point and output equilibrium point are studied. The viability and global existence
of solution are obtained in Section 4. Section 5 discusses the global exponential stability and global convergence in ﬁnite
time. Finally, concluding remarks are made in Section 6.2. Preliminaries
Let k  k be any vector norm in Rn and the corresponding induced matrix norm in Rnn; kxk1 ¼
Pn
i¼1jxij and kxk2 ¼
Pn
i¼1x
2
i
 1
2
for x ¼ ðx1; x2; . . . ; xnÞT 2 Rn. If A is a symmetric matrix, denote kmaxðAÞ and kminðAÞ as its largest and smallest eigenvalue,
respectively. If A is a matrix, denote kAk2 ¼ supfkAxk : kxk ¼ 1g ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
kmaxðATAÞ
q
. A  0ðA  0Þ implies that the matrix A is sym-
metric positive (negative) deﬁnite. For any set E  Rn;K½E denotes the closure of convex hull of E;lðEÞ the Lebesgue measure
of E and @E the boundary of E.
In the following, we present a number of deﬁnitions and basic properties concerning non-smooth analysis and matrix
analysis, which will be used throughout this paper.
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Deﬁnition 1 [27]. Suppose E  Rn. Then x,!FðxÞ is called a set-value map from E,!Rn if to each point x of a set E  Rn,
there corresponds a non-empty set FðxÞ  Rn. A set-value map F with non-empty values is said to be upper semicontinuous
at x0 2 E, if for any open set N containing Fðx0Þ, there exists a neighborhood M of x0 such that FðMÞ  N. FðxÞ is said to have
a closed (convex, compact) image if for each x 2 E; FðxÞ is closed (convex, compact). Graph ðFðEÞÞ ¼ fðx; yÞjx 2
E; and y 2 FðxÞg.
Deﬁnition 2 [28]. A real square matrix A is said to be positive stable if one of the following conditions holds
(M1) all of its eigenvalues lie in the open right half plane,
(M2) there exist a matrix Q  0 such that QAþ ATQ  0.
Deﬁnition 3 [6]. A real square matrix A is said to be Lyapunov diagonally stable (LDS) if there exists a diagonal matrix P  0
such that ½PAS :¼ ðPAþ ATPÞ=2  0. We denote LDS the class of LDS matrices.
Deﬁnition 4 [6]. Let A ¼ ½aij be an n nmatrix with non-positive off-diagonal elements. Then, A is said to be a non-singular
M-matrix if one of the following conditions holds
(N1) all principal minors of A are positive,
(N2) the real part of each eigenvalue of A is positive,
(N3) the diagonal elements of A are all positive and there exists a positive diagonal matrix P ¼ diagðp1; p2; . . . ; pnÞ such that
PA is strictly diagonal column dominant; that is,piaii >
Xn
j¼1;j– i
pjjajij; i 2 f1;2; . . . ;ng;ðN4Þ there exist a positive diagonal matrix P ¼ diagðp1; p2; . . . ; pnÞ such that PAþ ATP is positive deﬁnite; that is, A 2LDS.
In this paper, we assume that the activation functions gðxðtÞÞ in (2) satisﬁes the following conditions:
ðA1Þ gi is non-decreasing in R, and gi is continuous except a countable set of points of discontinuity, fqkg, where there exist
ﬁnite right and left limit giðqþk Þ and giðqk Þ with giðqþk Þ > giðqk Þ; moreover, gi has a ﬁnite number of discontinuities on
any compact interval of R.
ðA2Þ For any gi 2 K½giðxiÞ, there exist ai P 0; bi P 0, such that 0 6 signðxiÞgi 6 aijxij þ bi, where K½giðxiÞ ¼
½giðxi Þ; giðxþi Þ; signðxiÞ ¼ 1 if xi > 0; signðxiÞ ¼ 1 if xi < 0; and signð0Þ undeﬁned.
The assumption ðA2Þ implies 0 2 K½gið0Þ, which is feasible in general. In fact, if 0 2 K½gið~xiÞ, then we consider s ¼ xi  ~xi
such that 0 2 K½gið0Þ, where giðsÞ ¼ giðsþ ~xiÞ  giðsÞ. This transformation does not change the basic form of model (2). The
assumption ðA2Þ also indicates that the functions giðxiÞ; i 2 f1;2; . . . ;ng are allowed to be unbounded.
2.2. Filippov solutions of the neural networks model
Since gðxðtÞÞ in (2) is a discontinuous function of the state, we need to specify what we mean by solution of the equation
having a discontinuous right-side. On this purpose, we consider solutions of Cauchy problem for this model in the sense of
Filippov [29].
Deﬁnition 5 [20]. An absolutely continuous function x : ½0; TÞ ! Rn; T 2 ð0;þ1, is a state solution of Cauchy problem with
initial condition xð0Þ ¼ x0 of the model (2), if xð0Þ ¼ x0, and there exists a measurable function gðtÞ 2 K½gðxðtÞÞ for a.e.
t 2 ½0; TÞ, such thatdxðtÞ
dt
¼ WDW1xðtÞ þWgðtÞ þWDW1u; a:e: t 2 ½0; TÞ; ð3Þwhere K½gðxðtÞÞ ¼ ðK½g1ðx1ðtÞÞ;K½g2ðx2ðtÞÞ; . . . ;K½gnðxnðtÞÞÞT. Any function g satisfying (3) is called output solution associ-
ated to the state x.
With this deﬁnition it turns out that the state x is a solution of (2) in the sense of Filippov since it satisﬁesdxðtÞ
dt
2 WDW1xðtÞ þWK½gðxðtÞÞ þWDW1u; a:e: t 2 ½0; TÞ: ð4Þ
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0 2 WDW1x	 þWK½gðx	Þ þWDW1u; ð5Þor, equivalently, there exist g	 2 K½gðx	Þ such that
0 ¼ WDW1x	 þWg	 þWDW1u: ð6ÞWe say that g	 is an output equilibrium point of (2) corresponding to x	.
Deﬁnition 7 [20]. Let x	 be an equilibrium point of model (2). x	 is said to be globally asymptotically stable if any solution
xðtÞ of (2) is deﬁned on ½0;þ1Þ, and there holds limt!þ1xðtÞ ¼ x	. Moreover, xðtÞ is said to be globally exponentially stable if
there exists  > 0 and M > 0, such that kxðtÞ  x	k 6 Met .
In general, the output function g is not continuous but only measurable on ½0;þ1Þ. Therefore, the usual deﬁnition of limit
is not suitable to deal with the asymptotic behavior of g. In [20], the notion of convergence in measure is successfully given
as follows.
Deﬁnition 8. If g : ½0;þ1Þ ! Rn is a measurable function, we say that g	 is an limit in measure of gðtÞ as t ! þ1, if
8 > 0; 9t > 0 such that lft 2 ½t;þ1Þ : kgðtÞ  g	k > g < , and we write llimt!þ1gðtÞ ¼ g	.3. Existence and uniqueness of equilibrium point
In this section, we address the existence and uniqueness of equilibrium point and the corresponding output equilibrium
point of model (2). We ﬁrstly present the following deﬁnition and ﬁxed point theorem which will be used in the proof of the
main result.
Deﬁnition 9 [27]. Suppose K is a convex subset of Rn. The tangent cone TKðxÞ to K at x 2 K is deﬁned asTKðxÞ ¼
[
h>0
K  x
h
;where
S
is the closure of the union set.
Theorem 1. (Leray–Schauder Fixed Point Theorem, see [27]). Let us consider a compact convex subset K  Rn with non-empty
interior and an upper hemicontinuous set-valued map F from ½0;1  K to Rn, with non-empty closed convex values. Suppose the
set-valued map x ! Fð0; xÞ satisﬁes the tangential condition8x 2 @K; Fð0; xÞ \ TKðxÞ–;
and8x 2 @K; 8k 2 ½0;1; 02Fðk; xÞ:
Then there exists x 2 K such that 0 2 Fð1; xÞ.
Theorem 2 (Existence and uniqueness of equilibrium point). Suppose that ðA1Þ is satisﬁed and W is a non-singular M-matrix,
then system (2) has a unique equilibrium point x	 and a unique corresponding output equilibrium point g	.
Proof. Let x	 ¼ ðx	1; x	2; . . . ; x	nÞT 2 Rn be an equilibrium point of the neural network model (2), then x	 satisﬁes the differential
inclusion (5). Since W is a non-singular M-matrix, we know that (5) is equivalent to0 2 x	 þWD1K½gðx	Þ þ u; ð7Þ
moreover by Deﬁnition 4, there exist constants ri > 0 satisfyingriwii >
Xn
j¼1;j– i
rjjwjij; i 2 f1;2; . . . ; ng: ð8ÞConsider the following differential inclusion:0 2 uðxÞ ¼ xþWD1K½gðxÞ þ u: ð9Þ
It is easy to see that the solutions of inclusion (9) are the equilibrium points of model (2), so we only need to prove the exis-
tence of solutions of inclusion (9). By using above expression of uðxÞ, we construct a family of homotopic multi-valued maps
as follows:Uðx; kÞ ¼ kuðxÞ þ ð1 kÞðxÞ ¼ xþ kWD1K½gðxÞ þ ku; ð10Þ
where k 2 ½0;1. Then, for a given point x 2 Rn and any p ¼ ðp1; p2; . . . ; pnÞT 2 Uðx; kÞ, there exists g ¼ ðg1;g2; . . . ;gnÞT 2 K½gðxÞ,
such that
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According to the monotonicity of giðxiÞ, we can deﬁne a vector v ¼ ðv1;v2; . . . ;vnÞT withv i ¼
any value; if xi ¼ gi ¼ 0;
ri signðgiÞ; if xi ¼ 0 and gi–0;
ri signðxiÞ ¼ ri signðgiÞ; if xi–0 and gi–0;
8<:
where ri satisﬁes (8). It shows that v ixi ¼ rijxij and v igi ¼ rijgij for any i 2 f1;2; . . . ;ng. Thus by inequality (8), we havevTp ¼
Xn
i¼1
v ipi ¼
Xn
i¼1
rijxij þ kv i
Xn
j¼1
wijd
1
j gi þ kv iui
 !
6
Xn
i¼1
rijxij þ kriwiid1i jgij þ k
Xn
j– i
rijwijjd1j jgjj þ krijuij
 !
¼ 
Xn
i¼1
rijxij þ k
Xn
i¼1
riwii þ
Xn
j– i
rjjwji
 !
d1i jgij þ k
Xn
i¼1
rijuij 6 
Xn
i¼1
rijxij þ k
Xn
i¼1
rijuij 6 rminkxk1 þ rmaxkuk1;where rmin ¼ min16i6nfrig; rmax ¼max16i6nfrig. LetUðR0Þ ¼ xjkxk1 < R0 ¼
rmax
rmin
ðkuk1 þ 1Þ
 
: ð11ÞThen for any x 2 @UðR0Þ, we have kxk1 ¼ R0 ¼ rmaxrmin ðkuk1 þ 1Þ andvTp 6 rmin  rmaxrmin ðkuk1 þ 1Þ þ rmaxkuk1 < 0; 8k 2 ½0;1:This inequality implies p–0, i.e., 02Uðx; kÞ for any x 2 @UðR0Þ; k 2 ½0;1. Moreover, if k ¼ 0, then Uðx; 0Þ ¼ fxg  TUðR0ÞðxÞ,
i.e., Uðx;0ÞT TUðR0ÞðxÞ ¼ fxg–;. By Theorem 1, there exists x	 2 UðR0Þ such that 0 2 Uðx	;1Þ ¼ uðx	Þ, namely, system (2) ex-
ists at least one equilibrium point x	. In addition from (7), there is g	 2 K½gðx	Þ satisfying0 ¼ x	 þWD1g	 þ u:
Hence, the existence of output equilibrium point g	 corresponding to x	 is also obtained.
In the following, we consider the uniqueness of x	 and g	. Firstly, we declare if x	 is unique, so is g	. In fact, we have
g	 ¼ DW1ðx	  uÞ where DW1 is non-singular. Therefore, it is sufﬁcient to prove the uniqueness of equilibrium point x	.
Suppose, for contradiction, that there exist two distinct equilibrium points x1	 and x2	 of model (2) which correspond to
two output equilibrium points g1	 2 K½gðx1	Þ and g2	 2 K½gðx2	Þ, such that x1	 þWD1g1	 þ u ¼ 0;
 x2	 þWD1g2	 þ u ¼ 0:Then, we haveðx1	  x2	Þ þWD1ðg1	  g2	Þ ¼ 0: ð12Þ
In light of giðxiÞ being non-decreasing functions, there exists li P 0 and holdsg1	i  g2	i ¼ liðx1	i  x2	i Þ; i 2 f1;2; . . . ;ng:
Denotes L ¼ diagðl1; l2; . . . ; lnÞ, then (12) can be written asðI þWD1LÞðx1	  x2	Þ ¼ 0;
where I is identity matrix. Since W is non-singular M-matrix and D1L is a non-negative diagonal matrix, we have
detðI þWD1LÞ–0 [30]. This means x1	 ¼ x2	, which results in a contradiction. Therefore, the neural network model (2)
has one unique equilibrium point x	. h4. Viability and global existence of solution
In this section, we will investigate the global existence of the solution of model (2), which is a prerequisite for the global
exponential stability and global convergence of state equilibrium point and corresponding output equilibrium point of mod-
el (2). The result is based on the following deﬁnition and Viability Theorem.
Deﬁnition 10 (Viability domain, see [31]). Let F : X#X be a non-trivial set-value map. We say that a subset K  DomðFÞ is a
viability domain of F, if for all x 2 K , there holdsFðxÞ
\
TKðxÞ–;;
where DomðFÞ is the domain of F.
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image from Banach space X to X, and a closed subset K  DomðFÞ. If K is a viability domain, then for any initial state x0 2 K, there
exist a positive T (T can be þ1) and an absolutely continuous solution xðtÞ; t 2 ½0; TÞ, satisfying xð0Þ ¼ x0; dðxðtÞÞdt 2 FðxÞ, for a.e.
t 2 ½0; TÞ viable in K, andeither T ¼ þ1;
or T < þ1; lim sup
t!T
kxðtÞk ¼ 1:
8<:
By Theorem 3, if one can prove the solution xðtÞ is bounded on its existence interval, then its existence interval is ½0;þ1Þ.
Theorem 4 (Global existence of solution). Suppose that the assumption ðA1Þ and ðA2Þ are satisﬁed. Then, for any x0 2 Rn, system
(2) has a absolutely continuous solution xðtÞ for t 2 ½0;1Þ, and satisfying xð0Þ ¼ x0.
Proof. By Deﬁnition 5, we need to prove that there exists an absolutely continuous function xðtÞ deﬁned on t 2 ½0;þ1Þ, sat-
isfying xð0Þ ¼ x0, and for almost all t 2 ½0;þ1ÞdxðtÞ
dt
2 WDW1xðtÞ þWK½gðxðtÞÞ þWDW1u: ð13ÞIn fact, by Theorem 3, there exists an absolutely continuous solution xðtÞ of differential inclusion (13) on t 2 ½0; T0Þ, satisfying
xð0Þ ¼ x0. Therefore, if T0 ¼ þ1, then Theorem 4 is obviously correct. If T0 < þ1, we will give an estimate of the solution xðtÞ
on t 2 ½0; T0Þ.
In view of measurable selection theorem [27, p. 90], there exists a measurable function gðtÞ 2 K½gðxðtÞÞ such thatdxðtÞ
dt
¼ WDW1xðtÞ þWgðtÞ þWDW1u; a:e: t 2 ½0; T0Þ: ð14ÞUsing the assumption ðA2Þ, we havekgðtÞk 6 kbAkkxðtÞk þ kb^k;
where bA ¼ diagða1;a2; . . . ;anÞ 2 Rnn; b^ ¼ ðb1; b2; . . . ; bnÞT 2 Rn. It follows thatk WDW1xðtÞ þWgðtÞ þWDW1uk 6 kWDW1kkxðtÞk þ kbAkkWkkxðtÞk þ kWkkb^k þ kWDW1kkuk
¼ ðkWDW1k þ kbAkkWkÞkxðtÞk þ ðkWkkb^k þ kWDW1kkukÞ:Integrating both sides of (14) from t ¼ 0 to t < T0, we havexðtÞ ¼ x0 þ
Z t
0
ðWDW1xðtÞ þWgðtÞ þWDW1uÞds; 8t 2 ½0; T0Þ:Thus, we obtain that for all t 2 ½0; T0Þ,kxðtÞk 6 kx0k þ
Z t
0
k WDW1xðtÞ þWgðtÞ þWDW1ukds
6 ðkx0k þ T0ðkWkkb^k þ kWDW1kkukÞÞ þ ðkWDW1k þ kbAkkWkÞZ t
0
kxðtÞkds:According to Gronwall’s Lemma [32], we havekxðtÞk 6 ðkx0k þ T0ðkWkkb^k þ kWDW1kkukÞÞ  expððkWDW1k þ kbAkkWkÞtÞ
6 ðkx0k þ T0ðkWkkb^k þ kWDW1kkukÞÞ  expððkWDW1k þ kbAkkWkÞT0Þ < þ1; 8t 2 ½0; T0Þ:That is, the solution xðtÞ of (13) is bounded on t 2 ½0; T0Þ if T0 < þ1. By virtue of Theorem 3, the solution xðtÞ (and also, gðtÞ)
of (13) exists in the time interval ½0;þ1Þ. h5. Global convergence
In this section, we will give the sufﬁcient conditions on the global exponential stability of equilibrium point and global
convergence of output equilibrium point for the recurrent neural network (2) with discontinuous activation functions.
Moveover, one condition is presented to ensure global convergence in ﬁnite time for this system. Before that, we introduce
the following deﬁnitions and theorem which will be used to prove the global convergence of output equilibrium point.
4332 L. Li, L. Huang / Applied Mathematical Modelling 33 (2009) 4326–4336Deﬁnition 11 [33]. A function VðxÞ : Rn ! R is said to be C-regular, if for each x 2 Rn, and m 2 Rn,
(i) there exists the usual right directional derivativeDþVðx; mÞ ¼ lim
h!0þ
Vðxþ hmÞ  VðxÞ
h
;(ii) there holdsDcVðx; mÞ ¼ DþVðx; mÞ;
where
DcVðx; mÞ ¼ lim sup
h!0;y!x
Vðyþ hmÞ  VðyÞ
h
:Deﬁnition 12 [33]. Clarke generalized gradient @cVðxÞ is deﬁned as follows:
@cVðxÞ ¼ p 2 Rn : DcVðx; mÞ 6 pTm 6 DcVðx; mÞ; for all m 2 Rn
 
;whereDcVðx; mÞ ¼ lim inf
h!0;y!x
Vðyþ hmÞ  VðyÞ
h
:Theorem 5 (Chain Rule, see [34]). If VðxÞ : Rn ! R is C-regular, and xðtÞ : ½0;þ1Þ ! Rn is absolutely continuous on any compact
interval of ½0;þ1Þ, then xðtÞ and VðxðtÞÞ are differentiable for a.e. t 2 ½0;þ1Þ, and there ared
dt
VðxðtÞÞ ¼ cðtÞT _xðtÞ; 8cðtÞ 2 @cVðxðtÞÞ:We now investigate the global exponential stability of equilibrium point of model (2). For convenience, denote
WDW1 ¼ A, then A is positive stable since A and D are similar matrices. On the other hand, if W is a non-singularM-matrix,
then W 2LDS. Therefore, by Deﬁnitions 2 and 3, there exist a positive diagonal matrix P ¼ diagðp1; p2; . . . ; pnÞ  0 and a
symmetric matrix Q ¼ QT  0 satisfyingPW þWTP  0; QAþ ATQ  0: ð15Þ
Denotekmin ¼ kminðPW WTPÞ; k^min ¼ kminðQAþ ATQÞ:Theorem 6 (Global exponential stability). Suppose that assumption ðA1Þ and ðA2Þ hold, and W is a non-singular M-matrix. If
there exist P ¼ diagðp1; p2; . . . ; pnÞ  0 and Q ¼ QT  0 satisfying (15), such thatk ¼ kmin  1
k^min
QW  1
2
ATP
				 				2
2
> 0; ð16Þthen system (2) is globally exponentially stable.
Proof. From Theorem 2, the hypothesis of Theorem 6 implies that system (2) have a unique equilibrium point x	 and a
unique corresponding output equilibrium point g	 2 K½gðx	Þ satisfying0 ¼ Ax	 þWg	 þ Au;
where A ¼WDW1. Make a transformation zðtÞ ¼ xðtÞ  x	, then (4) is equivalent to the differential inclusiondzðtÞ
dt
2 AzðtÞ þWK½GðzðtÞÞ; a:e: t 2 ½0; TÞ; ð17Þwhere GðzðtÞÞ ¼ gðzðtÞ þ x	Þ  g	. It thus shows that z ¼ 0 2 K½Gð0Þ is a unique equilibrium point of (17), and GiðziÞ satisﬁes
ðA1Þ. Moreover, by Theorem 4, system (17) with any initial value zð0Þ ¼ z0 exists at least a state solution zðtÞ deﬁned on
½0;1Þ, i.e., there exists a measurable function cðtÞ 2 K½GðzðtÞÞ such thatdzðtÞ
dt
¼ AzðtÞ þWcðtÞ; a:e: t 2 ½0;1Þ: ð18Þ
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Z zi
0
GiðrÞdr 6 zici; i 2 f1;2; . . . ;ng: ð19ÞThus, we can construct a Lyapunov function as follows:VðtÞ ¼ eet zTðtÞQzðtÞ þ
Xn
i¼1
pi
Z zi
0
GiðrÞdr
( )
; ð20Þwhere e > 0. Differentiating VðtÞ along system (18), we obtaind
dt
VðtÞ ¼ eet 2zTQðAzþWcÞ þ
Xn
i¼1
pici
Xn
j¼1
ðaijzj þwijcjÞ
( )
þ eeet zTQzþ
Xn
i¼1
pi
Z zi
0
GiðrÞdr
( )
: ð21ÞBy (19), we haved
dt
VðtÞ 6 eet zT QAþ ATQ

 
zþ 2zTQWc cTPAz cT PW WTP

 
cþ ezTQzþ ezTPc
n o
6 eet  k^min  ekmaxðQÞ

 
zTzþ zT 2QW  ATP þ eP

 
c kmincTc
n o
¼ eet  k^min  ekmaxðQÞ

 1
2
z k^min  ekmaxðQÞ

 12
QW  1
2
ATP þ 1
2
eP
 
c
 T(
 k^min  ekmaxðQÞ

 1
2
z k^min  ekmaxðQÞ

 12
QW  1
2
ATP þ 1
2
eP
 
c
 
þ k^min  ekmaxðQÞ

 1
cT QW  1
2
ATP þ 1
2
eP
 T
 QW  1
2
ATP þ 1
2
eP
 
c kmincTc
)
6 eet kmin þ 1
k^min  ekmaxðQÞ
kQW  1
2
ATP þ 1
2
ePk22
( )
cTc
6 eet kmin þ 1
k^min  ekmaxðQÞ
kQW  1
2
ATPk2 þ
1
2
ekPk2
 2( )
cTc
¼ e
et
k^min  ekmaxðQÞ
k^minkþ e kQW  12 eA
TPk2kPk2 þ kkmaxðQÞ
 
þ 1
4
e2kPk22Þ
 
cTc:Pick e satisfying0 < e 6 min k^min
kmaxðQÞ ;
2bþ 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
b2 þ kk^minkPk22
q
kPk22
8<:
9=;;where b ¼ kQW  12ATPk2kPk2 þ kkmaxðQÞ, then we haved
dt
VðtÞ 6 0;which implies VðtÞ is monotone non-increasing on ½0;1Þ. It follows from (20) that for all t 2 ½0;1Þ,
eetkminðQÞkzðtÞk22 6 eetzTðtÞQzðtÞ 6 Vð0Þ;i.e.,kxðtÞ  x	k2 ¼ kzðtÞk2 6
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Vð0Þ
kminðQÞ
s
e
e
2t :Hence, system (2) is globally exponentially stable. h
Remark 1. The Lyapunov function VðtÞ in (20) is not C-regular, since the expression of VðtÞ is concerned with variables both
t and z. However, it is easy to see that the second term in brace of VðtÞ is C-regular. Therefore, VðtÞ is differentiable on t, and
there exists a measure function cðtÞ 2 K½GðzðtÞÞ such that (21) holds.
4334 L. Li, L. Huang / Applied Mathematical Modelling 33 (2009) 4326–4336Remark 2. Theorem 6 is an improvement over the papers [20–22]. Speciﬁcally, we can ﬁnd (i). the model (2) is a more gen-
eral neural network type. In fact, those models in [20–22] are the special cases of (2), i.e., when WD ¼ DW in (2); (ii). the
assumption of boundedness of activation functions, which is needed in [20–22], has been removed here; (iii). In [20] only
the weaker property of global convergence towards the equilibrium point x	 was studied, but Theorem 6 has given the esti-
mate of exponential convergence time.
Theorem 7 (Global convergence of output solution). Suppose that assumptions ðA1Þ and ðA2Þ hold, and W is a non-singular
M-matrix. If there exist P ¼ diagðp1; p2; . . . ; pnÞ  0 and Q ¼ QT  0 satisfying (15), such that inequality (16) holds, then the out-
put solution gðtÞ of system (2) converges to the output equilibrium point g	 in measure, i.e., llimt!þ1gðtÞ ¼ g	.
Proof. According to the assumptions, we can use the same transformation zðtÞ ¼ xðtÞ  x	 as in Theorem 6, such that (17)
and (18) hold. And also, for any cðtÞ 2 K½GðzðtÞÞ, we have0 6
Z zi
0
GiðrÞdr 6 zici; i 2 f1;2; . . . ;ng: ð22ÞDeﬁne a Lyapunov functionVðzÞ ¼ zTQzþ
Xn
i¼1
pi
Z zi
0
GiðrÞdr:It is easily seen that VðzÞ is C-regular. By Theorem 5 (Chain Rule), for any cðtÞ 2 K½GðzðtÞÞ, we haved
dt
VðzðtÞÞ ¼ 2zTQðAzþWcÞ þ
Xn
i¼1
pici
Xn
j¼1
aijzj þwijcj

 
¼ zT QAþ ATQ

 
zþ zT 2QW  ATP

 
c cT PW WTP

 
c 6 k^minzTzþ zT 2QW  ATP

 
c kmincTc
¼  k^min

 1
2
z k^min

 12
QW  1
2
ATP
 
c
 T
 k^min

 1
2
z k^min

 12
QW  1
2
ATP
 
c
 
þ k^min

 1
cT QW  1
2
ATP
 T
QW  1
2
ATP
 
c kmincTc
6 kmin þ 1
k^min
kQW  1
2
ATPk22
 
cTc ¼ kcTc; a:e: t 2 ½0;1Þ:Integrating both sides from 0 to t, there holdsVðzðtÞÞ  Vðzð0ÞÞ 6 k
Z t
0
cTðsÞcðsÞds:By Theorem 6, limt!þ1VðzðtÞÞ ¼ 0, which results inZ þ1
0
cTðsÞcðsÞds 6 1
k
Vðzð0ÞÞ:Thus, for any  > 0, let E ¼ ft 2 ½0;þ1Þ : kcðtÞk > g, we can get1
k
Vðzð0ÞÞP
Z þ1
0
cTðsÞcðsÞdsP
Z
E
cTðsÞcðsÞdsP 2lðEÞ:Therefore, lðEÞ < þ1, that is,
lft 2 ½0;þ1Þ : kcðtÞk 6 g ¼ þ1:From Proposition 2 in [20], we have llimt!þ1cðtÞ ¼ 0; i.e., llimt!þ1gðtÞ ¼ g	. h
Theorem 8 (Global convergence in ﬁnite time). Suppose that assumptions ðA1Þ and ðA2Þ hold, W is a non-singular M-matrix,
and there exist P ¼ diagðp1; p2; . . . ; pnÞ  0, Q ¼ QT  0 satisfying (15) and (16). Moveover, for the equilibrium points
x	 ¼ ðx	1; x	2; . . . ; x	nÞT and the corresponding output equilibrium point g	 ¼ ðg	1;g	2; . . . ;g	nÞT of model (2), the following conditions
are satisﬁed
(i) 8i 2 f1;2; . . . ; ng; giðxiÞ is discontinuous at x	i ,
(ii) 8i 2 f1;2; . . . ; ng; giðx	i Þ < g	i < giðx	þi Þ, then any solution of (2) converges to x	 in ﬁnite time, to be precise, there exists
x
,x
Fig. 1.
variable
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nkd2
ðx0  x	ÞTQðx0  x	Þ þ
Xn
i¼1
pi
Z ðxi0x	i Þ
0
GiðrÞdr
( )
;such that xðtÞ ¼ x	 for t P t	, where x0 ¼ ðx10; x20; . . . ; xn0Þ is the initial value, and
d ¼ min
16i6n
fdig; di ¼ min
16i6n
fjgiðx	i Þ  g	i j; jgiðx	þi Þ  g	i jg > 0:Proof. From Theorem 7, for any cðtÞ 2 K½GðzðtÞÞ,d
dt
VðzðtÞÞ 6 kcTðtÞcðtÞ:Furthermore, since giðxiÞ is non-decreasing, we have jciðtÞjP di for any ciðtÞ 2 K½giðxiðtÞÞ  g	i =f0g. Therefore,
d
dt
VðzðtÞÞ 6 kkcðtÞk22 6 nkd2:It shows that VðzðtÞÞ ¼ 0 and zðtÞ ¼ 0 for t P t	, wheret	 ¼ 1
nkd2
Vðzð0ÞÞ:According to the transformation zðtÞ ¼ xðtÞ  x	, we have xðtÞ ¼ x	 for t P t	, i.e., xðtÞ becomes x	 in ﬁnite time. h
Remark 3. It is well known that the trajectories can be only asymptotic convergence toward the limit for systems described
by smooth vector ﬁelds. Therefore, convergence in ﬁnite time represents a peculiar feature of systems described by vector
ﬁelds which are discontinuous on the state.
Now, we present a numerical example to verify our convergent theorems given in this section. Consider the following
two-neuron network_x1 ¼ 5:488x1 þ 0:064x2  8g1ðx1Þ þ g2ðx2Þ þ u1;
_x2 ¼ 0:096x1  6:012x2 þ 1:5g1ðx1Þ  8g2ðx2Þ þ u2;

ð23ÞwheregiðxiÞ ¼
xi þ 1; if xi P 0;
xi  1; if xi < 0;

i ¼ 1;2:It is clear that the activations are unbounded and discontinuous.
Notice thatW ¼ 8 1
1:5 8
 
; D ¼ 5:5 0
0 6
 
; A ¼WDW-1 ¼ 5:488 0:064
0:096 6:012
 
;0 0.5 1 1.5 2
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(a) Exponential stability of the state variable x1ðtÞ and x2ðtÞ for the neural network with u1 ¼ 5; u2 ¼ 6. (b) Convergence in ﬁnite time of the state
x1ðtÞ and x2ðtÞ for the neural network with u1 ¼ u2 ¼ 0.
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 
 0, such that PW þWTP  0;QAþ ATQ  0 andk ¼ kmin  1
k^min
QW  1
2
ATP
				 				2
2
¼ 1:3949 > 0:As a result, all the conditions needed in Theorem 6 are satisﬁed, which implies that system (23) is exponential stability for
any constant input u ¼ ðu1;u2ÞT. Fig. 1 shows that the trajectory of the system with input u ¼ ð5;6ÞT and the initial condition
x0 ¼ ð2;1ÞT.
Moreover, if u ¼ ð0;0ÞT, then system (23) has one unique equilibrium point ð0;0ÞT. Since giðxiÞ; i ¼ 1;2, are discontinuous
at zero, the conditions of Theorem 8 hold. Therefore, the system converge globally to origin in ﬁnite time (cf. Fig. 1, where
x0 ¼ ð2;1ÞT).
6. Conclusion
In this paper, by using the different methods from existing ones, we discuss the existence and uniqueness of both state
equilibrium point and output equilibrium for a class of recurrent neural networks with discontinuous activation functions.
Comparing with the recent works on global stability of discontinuous neural networks, the neural network models provided
in this paper are more general and the assumed conditions in main results are weaker. We provide the sufﬁcient conditions
to ensure global exponential stability of the state trajectories and global convergence in measure of the output solutions of
the neural networks by constructing two valid Lyapunov-like functions. These results extend previous work on global sta-
bility of recurrent neural networks described by not only smooth but also discontinuous vector ﬁelds. Moreover, under cer-
tain conditions we prove the system is globally convergent in ﬁnite time.
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