Gchatia's may are obvious: the time ~lceded for a velocity run is much smaller than the t,ime ncccssarp for equilibrium or approach to equilibriunl runs. Furthermore, the usual methods yield only Al, not S and 1) separately.
The disadvantages, how-ever, which have limited the practical use, are twofold.
Firstly, C:ehatia's method requires a few experimentally difficult to observe parameters such as the initial time (t,,,) , the initial position of t,he phase boundary ( r,, 1. Secondly, the arithmetical analysis necessary to obtain S and I) is very cumberdomc~.
In this article a least squares mctliotl is dwcribcd, employing a model that, has bcxen derived from (khatiu's theory (1 1. By means of two parameter transformations the determinntiou of I .,) and f,, can be bypassed. -4 scheme for automatetl data handling facilitates the execution of the tedious calculat~ions considerably.
The theory of sedimentation velocity expcrimenta has been cliscusscd extensively in the literature [(+chatia (I'), Fujita (4) ]. The results of Gehatia's analysis will be used as a starting point for t,he development of a mode1 relating 8, n and AI to the measurable variables, i.e., refractive index gradient, versus time and radial distance. This section describes the development of the model, while See. III clcals with the application of the model to the data processing.
The sedimentation velocity cxpcrimcnt is assumed to satisfy the conditions listed below: a. Initially the liquid mixture consists of two pliascs of tlirt same solute and sokent with tlifierciit concentratioiw of the solute and sq)arated by an indcfinitcly sharp intcrfacc (stelwlistribution) b. The solute and the solvent arc both mono-diqwrec nonelc~trolytcs and completely miscible.
r. The mixtuw has :a negligible compwibility ant1 show no \-iqcous effects or convection during ultracentrifugation.
d. Thr tempc~rxturc is constant. The angular velocity is increased rapidly to the d&w1
Icvcl and remains constant till the twl of the experiment e. During the experiment the concentration profile must. not be affected by the prwcncc of the tangential walls (bottom and meniscus).
f. A sector cell is used. 
In the second place, the argument (2ppO) is normally large enough (2pm > 4 X 10') to approximate I, (2pp,) by the first, t,erm of an appropriate asymptot'ic power expansion series [see (7)) Sec. 9.71 :
Substitution of the simplificat.ions (2) and (3) T~~~sfor~~ntions. Equat'ion (6) can bc used as a modc~l in the computation of /3 and D assuming the refractive index gradient is measured as a function of radial distance and time. The quantities r,), A?Z and F must also be detcrmincd. However, in doing so two difficulties arise. Firstly, Eq. (6) has not a suitable form to calculate /3 and 1) easily. Secondly, an accurate experimental dctcrmination of rO and T is hardly possible due to some unavoida~blc mixing near thch inkrface as the start and to an uncertainty with respect to thr exact, moment of intcrfnre formation. These difficult,ics can be solved by means of two transformations. The The scconrl transformation relates the romponrnts of the m vector to the transport cocificients via a ncx set of pnrxmekrs.
As the roni~~onents of m are time depentlwt a subscript i is nttnclictl to refer to clkcretc time Ti. The suhscript8 1' intlicntes the rct'creure time and its corresponding pnr:mleter ~:~lucs;. III ,.r :iild v~,,,.
The t.imc d~~rixttives of Z, and Z, are independent of the time and are equal to the tr:lusport, coefiAents times n factor two. The original prol)l~n to deduce /!I and D from the esperimcntal (data has Iwcti rcparatc(l in tuw suhproblr~me:
a. Determination of m; from the cxlx~rimcntnl data. 1). Coml)utntion of Z, and Z, and their time clerivatires. after selecting a reference time :md a corrwpontling m vector. Both .sulyvohlcms ('a11 he sol\-cd by the methoil of least squares a:: described in Sect. III.
Once the transport coefficients arc knotvn, the molecular n-eight of the solute follow immediately from the Svedlwrg equation (5) 
Derivation of the m vector
During an experiment a certain number of refractive index gradient curves are registered. Each curw must be represented numerically, which can be done by measuring the moment of recording t, the radial magnification factor G and the coordinates of at least three points on a curve: the height y with respect to the base line and the radial distance d relative to a reference line. The product of G and d added to the distance rz between the reference line and the center of rotat'ion, is the actual distance r of :I. point on a curve to the axis of rot'ation. It is convenient to select the points radially equidistant. The zero time may be chosen arbitrarily. Then t,he outcome of an experiment is given by the following set of data:
The subscript k refers to a selected point; the subscript i refers to a curve. These data suffice to determine a m vector for each curve. As the derivation is identical for each curve, the suffix i will he deleted from now 011.
The connection bet'ween the experimental data and the theoretical model is made by relating the experimental height l/l< to the predicted height h(~h; m) is given by Eq. 18) :
yk. = h (rn ; m) + tk 1; = 1. . . . , h7.
ill)
The residue cL accounts for the discrepancy between the model and reality. In order to find the closest fit of the model to the experimental The variable Q (vL~, VL,) is a positive, continuous, twice differentiable scalar function of ~1~ and We, defined for ~2, > 0 and ')tll > 0. The variable mO" is also a function of m, and '~1~. Equation (14.1) is the objec,tive fun&on of the SEARCH routine. Appendix B describes the various activities of this module.
At the end of the optimnlisation the routine produces the minimised sum of square residues (Q min) and the optimal values of 'WL~ and 17~~. The corresponding value of 'r)bn " is calculated via (14.2). Finally a new parameter /TL:, is introduced representing the average scatter of the experimental points along the optimal curve:
The division by the square of v~L,, * is necessary to eliminate the influence of the vertical scaling factor. The procedure as described in this part of the section has to be repeated for each curve. The obtained set of m vectors, mi, i = 1,
. , I will be used to derive the transport coefficients. In order to test tlicb lwrformancc of the nunwrical solution method three sets of artificial "cslx~rimc~ntal data" have hw~ gencratcd :riitl processerl." These clnta cm1 lw consitlcrctl as being r:miplccl from artificially construct,ed curves. The first test dealt nith curves satisfying the model (the Eqs. (8) and ( 101 1 exactly. In the second test the curves of the first case were shifted upward n-it11 rcspt'ct to the base line (about ,55/r of the maximum height ). This 'test accounts for those situations in which the licight, of a curw has :I systematic tlcviation due to an uncertainty in the position of either the lbasc line or the curve.
In the third test the right ,sides of t,hc curves have been omitted in order to check t,he senaitivity of the method to incomplete data. Table 1 lists the input. values of the m vectors from which the curves hnw been constructed and the output values of the m Twtore as dcrivcd by the SEARCH routine. Component v1, is well reproduced and not wry sensitive to inaccurate data. Component ~1, i-b also well reproduced in the first test case; in the other tests moderate systematic clwiations occur. In the second test the SEARCH tries to minimise the deviation from the model by making w, eysteninticallp greater than the original input, value. The abwwe of the right sides of the curves apparently causes a systematic underestimation of m,. The output vnlucs of wz,,, calculated according to (14.2), show a rat)her strong rorwlation with ~2~. Tlrc consistent offset produced in the first curve of each case is causrcl by the ver? sharply peaked curves (ratio of low& to highest value is 1.0 E -141 and to the small number of specified coordinates (five 1.
The transport coefficients nml their dcvintcs are calculated from the output values of w1 and w3 as described in the second part of Sect. III. Table 2 lists the preassigned values and the reproduced values of the transport coefficients and the molecular weight. The values of the auxiliary physical quantities used in the computation of Ili are given in footnote a of Table 2 . The sedimentation coefficient is not very sensitive to disturbances. Ewn in the worst cast (third test) tlic relative error remains smaller than O.lp/r. The cliffusion coefficient and its sample error are much more afYccted by the upsets. The systematic deviations of rr~~ in the ecconcl and third test case (see Table 1 ) propagate into the diffusion coefficient, but the second transformation and t,hc weighted least squares method smooth the scatter to some extent. These tests with artificial "cxperilnerltnl" tlnta give an indication of the accurary of the method under various circumstances. But the simultaneous effect of all sources of upsets, i.e., numerically, experimentally and inadequacies of the model can only be obscrretl from real experimental data. Table 3 lists the experimental conditions and the calculated m vectors including t.he normalized weight factors of a test wit,h a-chymot,rypsinogcn. Table 4 is a survey of the calculated transport coefficients, their sample errors and the molecular weight t,ogether with some corresponding data from the litcraturc~.
'I'hc~ answers obtained by the method of least squares are in satisfartory agreement with the data found in t,he lit,erature. The numeriral errors do not, prcwil over the experimental inacrurncies. There are some indications that the o\wall accuracy has been improved by applying this method.
DIS('USSIOK
The discussion will bc restricted to the presented method for data processing and the applicability of the model. The experimental procedure itself is not, considered in the discussion because this procedure is common t'o each data processing method. Table II The investigated liroblems gave no indications that these points had a serious bearing on the results, but they should be ment,ionetl for sake of completeness.
As st#ated above the definition of the curve weight factors is nn arbitrary choice, but, it provides a means to account for the relative accuracy of each curve. ,4 cliffcrent definition jvould product different numerical values for the weight fnct,ors. However, the selection of the reference curve is hardly affected by the definition. The influence of the value of the weight factors on the transport coefficients has been investigated for the 'a-chpmotrypsinogcll experiment. A repetition of the calculations with equal weights and the same reference curve yields: &' = 2.59 S' and I) = 0.903 X lo-" (nC/srcl. The differences Ivith the values in Table 4 are rather small amI can almost bc neglected wit'h respect to the saniple errors.
The applicability of the method of least squares is not restricted to the model as presented in Sect,. IT. Under certain conditions (wry small sedimentation coefficient) the factor #N = (e'@ -1)/2Pt bccome~ virtually equal to OIW and can be left out. In this Case the definition of Z2.i (9.31 simplifies to Z,,i = I)?,,, -ws,,-. It is also possible to retain more terms of the power series cxpnnsion [we Eq. (3) .I. The transformations do not, change.
It should bc noted that the method allow us to compare preclic%erl values of rn, f,, and F.LW wit,11 observed values. After the derivation of s and D the quantities r,, and t, ran be calculated from the definitions of VI,, and ~1,. Applying the definition of /110 yields the product of F-A~. This provides :I means to check for a possible discrepancy between model and rcnlity at tlits initial stage of an experiment.
CONCI,TXSIONS
In the description of the least squares method the matliemat.icnl aspects hare been more en~pl~asiscd than the expcrimcntal aides. Summnrising the features, the method requires neither the difficult to observe qunntities r0 and f,, at the top or the ar('a of a refractive index gradient curve. hut uses sampled curve heights around the top. Apart from the transport constants anal the molecular weight, it producc~e also the same errors of the constants. The performanrc of the method with respect to the rcproducibility is good. ds far as the method has been tested on esperimrnt:11 scdimentntioti data, the results arch cwc~ouraging. Therefore, it III:L~ be ;tn useful tool for the processing of sc,rlittlcrtt:ltiot1 vcloci@ data of proteins. where S :~t11 D :~rc intlcpcntl~nt of the c~onceiitration. In this appendix it is show1 that. El. (1 ) of Sect. 11 is valid for :i tlvo-component system. initially consisting of two solutions wkh a concentration difference. This includes 31~0 a two-com~~otient iystem initially n-ith n pure solvent, phase and 3 solution.
The sedimentation process in nn infinite sector ~11 i.; dwc~rihed by the folloning set of equations: is explored. The sum of square residues is calculated in base point 0. Afterwards the points 1, 2, 3 and 4 follow. Suppose point 1 has the smallest sum, then point 1 becomes the second base point (II). Point 6 is both third and fourth base point, assuming the step sizes have been reduced between the third and fourth exploration.
The termination section declares the last explored base point to be the minimum. A message is given when the number of explorations cxceeds 50.
