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This dissertation contains three essays. It provides an application of quantile regres-
sion in Financial Economics.
The first essay investigates whether tail dependence makes a difference in the esti-
mation of systemic risk. This chapter develops a common framework based on a copu-
la model to estimate several popular return-based systemic risk measures: Delta Con-
ditional Value at Risk (∆CoV aR) and its modification (∆CoV aR6); and Marginal
Expected Shortfall (MES) and its extension, systemic risk measure (SRISK). By
eliminating the discrepancy of the marginal distribution, copula models provide the
flexibility to concentrate only on the effects of dependence structure on the systemic
risk measure. We estimate the systemic risk contributions of four financial industries
consisting of a large number of institutions for the sample period from January 2000
to December 2010. First, we found that the linear quantile regression estimation
of ∆CoV aR, proposed by Adrian and Brunnermeier (AB hereafter) (2011), is inade-
quate to completely capture the non-linear contagion tail effect, which tends to under-
estimate systemic risk in the presence of lower tail dependence. Second, ∆CoV aR
originally proposed by AB (2011) is in conflict with dependence measures. By com-
parison, the modified version of ∆CoV aR6 put forward by Girardi et al. (2011) and
MES, proposed by Acharya et al. (2010), are more consistent with dependence mea-
sures, which conforms with the widely held notion that stronger dependence strength
results in higher systemic risk. Third, ∆CoV aR6 is observed to have a strong cor-
relation with tail dependence. In contrast, MES is found to have a strong empirical
relationship with firms’ conditional CAPM β. SRISK, however, provides further
connection with firms’ level characteristics by accounting for information on market
capitalization and liability. This stylized fact seems to imply that ∆CoV aR6 is more
in line with the “too interconnected to fail” paradigm, while SRISK is more related
to the “too big to fail” paradigm. In contrast, MES offers a compromise between
these two paradigms.
The second essay proposes a quantile regression approach to stock return predic-
tion. I show that incorporating distributional information together with combining
model information can produce a superior forecast for the conditional mean as well
as the entire distribution of future equity premium, which significantly outperforms
the forecast that utilizes either source of information alone. Meanwhile, the order of
combination strategies appears to make a difference in the efficiency of pooling both
distributional information and model information. It turns out that aggregating dis-
tributional information in the first step, followed by combining model information in
the second step is more advantageous in return forecast than the alternative combi-
nation strategies which reverse the order of combination strategy. Furthermore, the
forecast based on LASSO model selection can be significantly improved as well if the
distributional information is further incorporated. In other word, aggregating distri-
butional information via combining multiple quantiles estimators contributes to the
improvement of forecasts obtained either from model combination or model selection.
This paper not only investigates the forecast of conditional mean, but also studies the
forecast of the whole distribution of future stock returns. The approaches of quantile
combination together with either model combination or model selection turn out to
deliver statistically and economically significant out-of-sample forecasts relative to a
historical average benchmark.
The third essay proposes a quantile-based approach to efficiently estimate the
conditional beta coefficient without assuming a parametric structure on the distri-
bution of data generating process. Multiple quantiles estimates are combined in a
weighting scheme to utilize distributional information across different quantile of the
distribution. Monte Carlo simulation demonstrated that combining multiple quantile
estimates can substantially improve the estimation efficiency for beta risk estimates in
the absence of Gaussian distribution. The robustness of quantile-based beta estimates
are pronounced during financial crisis when the distribution of stock returns deviates
most from normality. I also explored the performance of different beta estimators in
an application of portfolio management analysis and found that beta estimates from
the proposed quantile combination approaches are superior to the OLS estimates in
constructing Global Minimum Variance Portfolio, which generates lower variance of
portfolio but does not come at the expense of persistent lower returns.
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Chapter 1
Does Tail Dependence Make A Difference In the Estimation
of Systemic Risk? ∆CoV aR and MES
1.1 Introduction
The financial crisis that occurred during 2007-2009 has spurred intensified re-
search attempting to understand the interdependence of risk factors and the fragility
of the financial system. In the past few years, the distress associated with some in-
dividual financial institutions has spread throughout the entire financial system. An
individual financial institution is considered of systemic importance1 if its distress
or failure increases the likelihood that other firms will go bankrupt and threaten-
s the stability of the entire system, either due to its size or its interconnectedness
with the rest of the financial industry. Basel III had proposed a capital surcharge
for Systemically Important Financial Institutions (SIFIs). In December 2011,
the Fed introduced such a surcharge for eight banks: Bank of America, Bank of New
York Mellon, Citigroup, Goldman Sachs, JPMorgan, Morgan Stanley, State Street
and Wells Fargo. As a result, the questions of how to accurately quantify the risk
of spill-over effects and how to identify systemically important financial institutions
1Federal Reserve Governor Daniel Tarullo defined it: “Financial Institutions are systemically
important if the failure of the firm to meet its obligations to creditors and customers would have
significant adverse consequences for the financial system and the broader economy.”
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have become crucial for macro-prudential regulators and supervision authorities.
Value at Risk (VaR) and Expected Shortfall (ES), the most widely-used risk
measures by financial institutions and academic researchers, have been criticized for
their failure to take into account the escalated risk of spill-over effects among financial
institutions during episodes of financial crisis. Ang, Chen and Xing (2006) document-
ed that conditional correlations between assets are much higher in downturns of the
financial market. More recently, Brunnermeier and Pedersen (2008) show that the
negative feedback of a “loss spiral” or “margin spiral” leads to the joint depression
of asset prices. Systemic risk arises because of increasing co-movement and linkages
among financial institutions’ assets and liabilities during a crisis. Therefore micro-
prudential regulation, which historically focused on a bank’s risk in isolation, is not
adequate to contain the contagion effects of an extreme tail event2.
However, the co-movement of downside risk for financial institutions during a
financial crisis cannot be completely captured by Pearson’s correlation ρ, which on-
ly considers linear dependence but disregards nonlinear dependence between asset
prices. It is widely accepted that the linear correlation ρ is inadequate to characterize
the full dependence structure of non-normally distributed random variables such as
the daily returns of financial institutions. Figure 1.1 displays the scatter plot of real
data for AIG and the Dow Jones Financial Index Return (a proxy for the financial
system), and the simulated data from a bivariate normal distribution based on the
first two moments of actual data. Even though their first two moments (including
correlation ρ) are identical, their respective behaviors in the tail are quite differen-
t. The exceedance correlation and quantile dependence3 both lie outside the 95%
confidence interval for a joint normal distribution, which implies the presence of non-
2Extreme tail event is defined as the days when the return of financial institutions or the market
drop below a certain extreme threshold value rit < F
−1
r (τ).
3Exceedance correlation of X1 and X2 (Ang & Chen 2001) is defined as corr(X1, X2|X1 6
F−11 (u), X2 6 F−12 (u)) in the left tail and corr(X1, X2|X1 > F−11 (u), X2 > F−12 (u)) in the right
tail. Analogously, quantile dependence=P (X2 6 F−12 (u)|X1 6 F−11 (u)) in the left tail and P (X2 >
F−12 (u)|X1 > F−11 (u)) in the right tail.
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linear dependence in the tail. Therefore, even though the average linear dependence
strength ρ between real and simulated data is controlled to be the same, their tail
dependence is quite different as shown in the lower panels of Figure 1.1.
In other words, the co-movements between financial institutions and the mar-
ket under conditions of distress (tail dependence) cannot be measured by their co-
movements under normal times (ρ). As systemic risk mainly studies the extent to
which extreme values tend to occur together, what really matters for the magnitude
of systemic risk is the dependence between the tail risk of individual institutions and
the financial system instead of the characteristics of the marginal distribution for
individual firms.
There is an extensive and growing body of literature proposing alternative ap-
proaches to quantifying the systemic risk of financial institutions. Huang, Zhou and
Zhu (2009) used Credit Default Swaps (CDS) and equity price correlations to con-
struct a systemic risk indicator: Distress Insurance Premium (DIP), a measure com-
puted under risk-neutral probability. Zhou (2010) studied systemic importance mea-
sures under the multivariate Extreme Value Theory (EVT) framework and found that
the “too big to fail” argument is not always valid. Billio et al. (2010) used principal
component analysis and a Granger-Causality test to measure the interconnectedness
among the returns of hedge funds, banks, brokers and insurance companies. Balla,
Ergen and Migueis (2012) recently used extreme value theory to investigate the ex-
treme tail dependence among stock prices of US bank holding companies and found
that it is the extreme tail dependence that makes a difference in the measurement of
systemic risk. A good survey of systemic risk measures can be found in Bisias et al.
(2012).
The most direct measure of systemic risk is simply the joint distribution of neg-
ative outcomes for a collection of systemically important financial institutions. Two
leading metrics for return-based estimation of systemic risk are CoVaR, proposed by
3
Adrian and Brunnermeier (2011), and Marginal Expected Shortfall (MES), proposed
by Acharya et al. (2010), which estimate the contribution of a single institution to
the overall systemic risk of the financial system during a tail event. More specifically,
Acharya et al. (2010) defined CoVaR as the VaR of the financial system when an
individual financial institution is in financial distress. They further defined an insti-
tution’s contribution to systemic risk of the financial system as the difference between
CoVaR when the firm is, or is not, in financial distress. Acharya et al. (2010), Brown-
less and Engle (2011), among others, introduced the novel concepts of systemic risk
measure (SRISK) and marginal expected shortfall (MES) to estimate the systemic
risk exposure of an institution. MES is the expected loss an equity investor would
experience if the overall market is in the left tail. SRISK extends the MES in order to
take into account both the liability and size of institutions. Over the past few years,
dozens of research papers and media coverage4 have discussed, implemented and gen-
eralized these systemic risk measures. Hundreds of financial institutions in the world
have been assessed for their systemic importance based on these measures5. Benoit
et al. (2013) proposed a theoretical and empirical comparison of Marginal Expected
Shortfall (MES), Systemic Risk Measure (SRISK) and ∆CoVaR. They assumed that
the time varying correlation coefficient completely captures the dependence between
the firm and market returns, and investigated under what conditions these different
systemic risk measures converge in identifying systemic important financial institu-
tions (SIFIs).
The notion of systemic risk is based on the interdependence of financial institu-
tions and the financial system, especially in the context of extreme tail events. In this
paper, we study these most widely used market-return-based systemic risk measures:
MES and ∆CoVaR in the framework of a wide range of copula models, which is very
4See Bloomberg Businessweek (2011), The Economist (2011), and Rob Engle’s interview on
CNBC (2011).
5For online computation of systemic risk measures, see the Stern-NYU’s V-Lab initiative at
http://vlab.stern.nyu.edu/welcome/risk/.
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straightforward in accommodating the nonlinear pattern of dependence structure. We
aim to determine if these measures of systemic risk are consistent with the measures
of tail dependence. Formally, the Lower Tail Dependence (LTD) is defined as
LTD = lim
u−→0+
P (X2 6 F−12 (u)|X1 6 F−11 (u)) (.)
Where F−1(u) is the inverse CDF at quantile u. Therefore, we want to investigate if
the higher value of dependence strength in the LTD between financial firms and the
market indicates the higher systemic risk: ∆ CoVaR or MES. Georg et al. (2012) in-
vestigated the dependence consistency of CoVaR mainly with respect to its statistical
properties. They found that CoVaR based on a stress event X 6 V aRx(α) is consis-
tent with a dependence measure of correlation ρ. By contrast, the most widely used
CoVaR proposed by AB (2011), which is conditional on stress event X = V aRx(α),
does not monotonically increase with the linear correlation ρ.
In contrast, this chapter provides a more thorough empirical study for a panel
of 64 top US financial institutions over the period from January 2000 to December
2011. Our empirical analysis delivers the following main results: first, we found that
the linear quantile regression estimation of ∆CoV aR proposed by AB (2011) is in-
adequate to completely take into account the non-linear contagion tail effect, which
tends to underestimate systemic risk in the presence of lower tail dependence. Second,
∆CoV aR, originally proposed by AB (2011), is in conflict with dependence measures
in terms of correlation ρ, Kendall τ or lower tail dependence (LTD). Stronger de-
pendence strength could instead lead to lower systemic risk, which contradicts the
common view that higher dependence leads to higher systemic risk. In comparison,
the modified version of ∆CoV aR6, based on the stress condition X 6 V aRx(α), is
more consistent with dependence measures. However, it tends to converge as depen-
dence strength (correlation ρ or Kendall τ) is high during a financial crisis, when
it is most desirable for supervision authorities to identify systemically important fi-
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nancial institutions (SIFIs). MES, on the other hand, provides a moderately better
response to the dependence structure if the heterogeneity of the marginal distribution
can be eliminated. Third, ∆CoV aR6 is observed to have a strong correlation with
tail dependence. In contrast, MES is found to have a strong empirical relationship
with firms’ conditional CAPM β. SRISK, however, provides further connection with
firms’ level characteristics by accounting for information on market capitalization and
liability. This stylized fact seems to imply that ∆CoV aR6 is more in line with the
“too interconnected to fail” paradigm, and SRISK is more related to the “too big
to fail” paradigm. In contrast, MES is a compromise between these two paradigms.
More specifically, MES is a risk exposure measure. Firms’ specific marginal hetero-
geneity, such as volatility, and the dependence structure between firms and market
jointly determine the value of MES. ∆CoV aR6, however, is only related to the
dependence between firms and the market.
The remainder of this chapter is organized as follows: Section 2 introduces
the definition of Delta Conditional Value at Risk (∆CoV aR) and its modification
(∆CoV aR6); and Marginal Expected Shortfall (MES) and its extension, systemic
risk measure (SRISK). Then we discuss their estimation in the common frame-
work of a copula model. Section 3 discusses the consistency of all these systemic
risk measures with the dependence measures (linear correlation ρ, Kendall correla-
tion and lower tail dependence). Section 4 describes the estimation strategy for both
the marginal and copula models. Section 5 presents the data and empirical studies
for a group of 64 top US financial institutions from January 2000 to December 2011.
Section 6 concludes.
6
1.2 Methodology
In this section, we introduce a formal definition of systemic risk measures pro-
posed by Adrian and Brunnermeier (2011) and Acharya et al. (2010). Let us assume a
financial system composed of a large number of institutions. Denote by rmt and rit the
daily return for the market, i.e. the financial system and firm i on time t, respectively.
The market return can be considered as the portfolio of all firms’ returns
rmt =
N∑
i=1
ωitrit (.)
where ωit denotes the weight (market capitalization) of firm i in the portfolio at time
t.
1.2.1 Definitions
∆ CoVaR
Paralleling the definition of Value at Risk (VaR), the conditional Value at Risk
(CoVaR) is defined as the expected maximal loss of a certain portfolio at some con-
fidence interval (τ quantile) given another portfolio at the same time experiences
expected maximal loss. Formally, the CoVaR of financial institution i corresponds
to the Value at Risk of the financial system m conditioning on the occurrence of tail
event rit = V aR
i
τ∗ for the institution i.
Pr
(
rmt ≤ CoV aRm|i(τ, τ ∗)|rit = V aRiτ∗
)
= τ (.)
when τ ∗ = τ , we simply denote CoV aRm|i(τ, τ) = CoV aRm|rit=V aR
i
τ
τ . The Value at
Risk of the financial institution i: V aRiτ∗ is defined as the τ
∗ quantile of its loss
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probability distribution
Pr
(
rit ≤ V aRiτ∗
)
= τ ∗ (.)
Further, AB (2011)6 proposed ∆CoVaR as the difference between CoV aR
m|rit=V aRiτ
τ
when the financial institution i is in distress and CoV aR
m|rit=Median
i
τ when the
financial institution i is in the normal state.
∆CoV aRm|iτ = CoV aR
m|rit=V aRiτ
τ − CoV aRm|rit=Medianτ
= CoV aRm|i(τ, τ)− CoV aRm|i(τ, 0.5)
(.)
Therefore ∆CoVaR measures the increment of the VaR (difference between two con-
ditional VaR), which aims to capture the contribution of a particular institution i to
the tail risk of financial system as a whole.
∆CoV aR6
Defining the financial distress being exactly at its VaR is arguably too restrictive.
Girardi and Ergun (2012), among others, extended the definition of stress event to
be below (rit 6 V aRit(τ)) rather than exactly being at its VaR (rit = V aRit(τ)),
which allows for more severe distress event being further in the tail. Formally, the
alternative CoV aR (hereafter called CoV aR6) can be defined as:
Pr
(
Y 6 CoV aRτ |X 6 V aRq
)
= τ (.)
6Adrian and Brunnermeier (2011) further introduces “Exposure CoVaR”, which reverses the
conditioning set to be the tail event for market return: rmt = V aR
m
τ∗ .
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Pr
(
Y 6 CoV aRτ , X 6 V aRq
)
Pr
(
X 6 V aRq
) = τ (.)
Pr
(
Y 6 CoV aRτ , X 6 V aRq
)
= τq (.)
where q(τ) is the quantile defining the tail event of the financial institution (mar-
ket). Therefore the alternative CoVaR at confident interval τ can be solved from the
following equation: ∫ CoV aRτ
−∞
∫ V aRq
−∞
f(x, y)dxdy = τq
where f(x, y) is the joint density function of X and Y .
By analogy, the modified version of Delta CoVaR: ∆CoV aR6 can be specified as
∆CoV aR6τ = CoV aR
m|rit6V aRit(τ)
τ − CoV aRi|r
it6Median
τ (.)
Such a slight change of tail event from rit = V aRit(τ) to rit 6 V aRit(τ) seems to be
trivial, but will prove to make a significant difference in both the estimation strategy
and its statistical properties.
MES
Marginal Expected Shortfall (MES) measures the marginal contribution of firm
i loss to systemic loss, or the average return of firm i on the α% worse days when
the market as a whole is in the tail of its distribution. Formally, the coherent risk of
system can be measured by its conditional Expected Shortfall (ES):
ESm,t−1 = Et−1(rmt|rmt < C) =
N∑
i=1
ωiEt−1(rit|rmt < C) (.)
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where C is the threshold value which defines the tail event when the market return
exceeds it rmt < C. The MES of firm i is defined as the partial derivative of the sys-
tem’s aggregate risk (ES) with respect to the weight of firm i in the market portfolio:
ωi
MESit =
∂ESm,t−1(C)
∂ωi
= Et−1(rit|rmt < C) (.)
This measures the marginal contribution of firm i to the systemic risk. The higher
the value of MES, the higher the individual contribution of the firm i to the risk of
the financial system as a whole. Brownless and Engle (2011) recently show that the
estimation of MES can be reduced into the estimations of three components such
as volatility, correlation and tail expectation. The linear market model of Brownless
and Engle (2011) can be summarized as:
rmt = σmtmt (.)
rit = σitρitmt + σit
√
1− ρ2itξit (.)(
mt, ξit
)
∼ F (.)
where the innovation process ξit is uncorrelated but not independent with mt. There-
fore the conditional MES can be expressed as a function of the firm’s return volatility
σit, its correlation with the market return ρit and the co-movement of the tail distri-
bution:
MESit(C) = σitρitEt−1
(
mt|mt < C
σmt
)
+ σit
√
1− ρ2itEt−1
(
ξit|mt < C
σmt
)
= βitEt−1
(
rmt|rmt ≤ C
)
+ σit
√
1− ρ2itEt−1
(
ξit|mt < C
σmt
)
(.)
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where βit = ρit
σit
σmt
measures the risk exposure of financial institution i to the market
based on CAPM model. Suppose that the dependence structure between the firm i
and the market return is completely captured by the time varying conditional corre-
lation ρit (or ξit ⊥ mt ), then the second term of the above equation becomes zero,
and the first component completely describes the systemic risk exposure of financial
institution i.7 Therefore, the second component is dedicated to capture the non-
linear dependence between the firms i and the market. Brownless and Engle (2011)
proposed a nonparametric kernel approach to estimate the tail expectation of return
between firm i and market.
SRISK
Brownless and Engle (2011) and Acharya, Engle and Richardson (2012) extended
MES and proposed the systemic risk measures (SRISK) to account for the level of
firms’ characteristics (size, leverage, etc), which corresponds to the expected capital
shortfall of a financial firm if we have another financial crisis as a whole. More
formally, Brownless and Engle (2011) defined SRISK as8
SRISKit = max
(
0; kDebtit − (1− k)(1− LRMESit)Equityit
)
(.)
where k is the prudential capital ratio which we take as 8%, Debtit is the quarterly
book value of total liabilities, Equityit is the market value of equity (market capi-
talization) today, and LRMESit is long term Marginal Expected Shortfall (MES),
which corresponds to the expected drop in equity return conditioning on the market
falling by more than 40% within the next six months.9 Brownless and Engle (2011)
7Benoit et al. (2013) compared systemic risk measures ∆CoV aR and MES by assuming that
the conditional correlation ρ completely captures dependence between firms and market.
8By analogy, a short-run SRISK can also be defined as SRISKit = max(0; kDebtit − (1 −
k)(1−MESit)Equityit) by replacing long term MES with short run MES.
9For more details, see Acharya, Engle and Richardson (2012).
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obtained LRMESit by implementing a simulation exercise.
10 Therefore SRISK can
be estimated by scaling up MES to account for the leverage and size of firms.
1.2.2 Copula Based Estimation of ∆CoV aR and MES
Since both systemic risk measures ∆CoVaR and MES are concerned with the
joint distribution of downside risk, in this paper, we study CoVaR and MES in the
framework of the copula model, which is well suited to accommodate the non-linear
dependence of tail risk between financial institutions and the market. Copula based
multivariate models provide the flexibility to specify the models for the dependence
structure (copula) of multivariate random variables separately from their marginal
distribution. The essence of copula based model for CoVaR and MES is to model
the local dependence between the lower quantile of two assets.
Theorem 1 (Sklar)(1959) Let G be a joint distribution function with n
marginals Fi. Then there exists an n dimension copula C such that
G(x1, x2, · · · , xn) = C
(
F1(x1), F2(x2), · · · , Fn(xn)
)
(.)
If all margins Fi are continuous, then the copula C is unique.
In contrast to the traditional dependence measure like Pearson’s correlation ρ
and Kendall’s τ , the copula model is capable of measuring the whole dependence
structure including tail dependence between random variates.
10For the threshold value C = 2%, Acharya, Engle and Richardson (2012) proposed an approxi-
mation to the LRMES without simulation exercises. Namely, LRMES ≈ 1− exp(−18×MESit).
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Definition 1: Tail Dependence
Let X1 and X2 be two random variables with CDF F1 and F2. Then the
lower tail dependence (LTD) coefficient of two random variables (X1, X2)
is defined as
LTD(X1, X2) = lim
u−→0+
Pr
(
X2 < F
−1
2 (u)|X1 < F−11 (u)
)
= lim
u−→0+
C(u, u)
u
(.)
Analogously, the upper tail dependence (UTD) coefficient of two random
variables (X1, X2) is defined as
UTD(X1, X2) = lim
u−→1−
Pr
(
X2 > F
−1
2 (u)|X1 > F−11 (u)
)
= lim
u−→1−
1− 2u+ C(u, u)
1− u
(.)
In the following, a wide range of copula models are to be used to estimate the
systemic risk measures ∆CoV aR and MES, and we will study their relationship with
the tail dependence between the financial institutions and market.
∆ CoVaR Estimation
If the joint distribution F (x, y) has a continuous marginal distribution, Sklar’s
Theorem (1959) stated that there exists a unique copula function such that any bivari-
ate distribution can be represented by the combination of their marginal distributions
in a certain form of copula function:
F (x, y) = C
(
Fx(x), Fy(y); θ
)
= C(u, v; θ) (.)
where u and v are the marginal distributions Fx(x) and Fy(y) of x and y respectively.
Differentiating C(u, v; θ) with respect to u, we can obtain the conditional distribution
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of y given x (See the proof in the Appendix):
F (y|x) = ∂C(u, v; θ)
∂u
= C1(u, v; θ) = C1(Fx(x), Fy(y); θ) (.)
where F (y|x) denotes the conditional distribution of y given x and C1(u, v; θ) repre-
sents the partial derivative of the copula with respect to the first argument.
By defining τ = F (y|x) and inverting C1 with respect to the second argument can
derive the marginal distribution of y: Fy(y) as
Fy(y) = C
−1
1 (Fx(x), τ ; θ) (.)
Let x = V aRx(τ), and y = CoV aR
y|x
τ . The solution for CoVaR in the context of the
copula framework can be explicitly expressed as:
CoVaRy|xτ = F
−1
y
(
C−11
(
Fx(V aRx(τ)), τ, θ
))
(.)
The representation in Equation (1) shows the attractiveness of the copula approach
for modeling the nonlinear dependence between the lower quantiles of x and y. A
wide range of CoV aR can be obtained by combining different marginal distributions
F (.) with different copula functional forms C(., .). Since we aim to study the non-
linear dependence of tail risk, we restrict our attention to the different specifications
of copula models to see if the nonlinear dependence structure in the tail risk plays a
role in the estimation of CoV aR.
Proposition 2.1
Suppose X and Y are the returns of two assets with Gaussian joint distri-
bution (Gaussian Margins and Gaussian Copula model C(u, v; θ) ). Then
the closed form solution of CoV aRy|x can be expressed as (See the proof in
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Appendix 1):
CoV aRy|xτ = ρ
σy
σx
V aRx(τ)− ρσy
σx
µx + σy
√
1− ρ2Φ−1(τ) + µy (.)
∆CoV aRy|x=V aRx(τ) = CoV aRy|xτ − CoV aRy|x=median
= ρ
σy
σx
(
V aRx(τ)− V aRx(0.5)
)
= ρσyF
−1
 (τ)
where ρ denotes the linear Pearson correlation between x and y, σx and
σy represent volatility of x and y respectively, µx denotes the mean of x,
Φ−1 denotes the inverse of standard normal distribution, and  is the stan-
dardized residual with  ∼ N(0, 1).
It is very common to estimate CoVaR with a Gaussian joint distribution as
normality is the workhorse distribution assumption in the financial literature. Under
the Gaussian joint distribution, the calculation of CoVaR is very straightforward and
become a trivial issue. The dependence structure between tail risks of two assets is
linear and can be completely captured by the second moment of the joint distribution
ρσy
σx
. It is noteworthy that the linear dependence coefficient ρσy
σx
is not quantile specif-
ic, which means that the dependence structure in the lower tail is exactly the same as
that in any other part of joint distribution. However, this statistical property is only
specific to the joint Gaussian distribution. In general, there is no explicit reason to
justify why the dependence of the tail risk at different quantiles should be identical.
More often than not, the contribution of a financial institution to the systemic risk
of financial market when it is in bankruptcy (x = V aRx(τ)) should be quite different
from that when it is in the normal state (x = V aRx(0.5)).
AB (2011) employed a linear quantile regression model to estimate CoVaR as
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quantile regression is robust to the unknown distribution.11 In this paper, we consider
the quantile regression of the financial market returns rmt on a particular institution’s
return rit at the α quantile
Qrmt(τ) = α(τ) + β(τ)rit (.)
The CoVaR of financial market, conditional on the financial institution being in dis-
tress, can be defined as:
CoV aRm|V aRit(α) = α(τ) + β(τ)V aRit(α) (.)
Therefore the systemic risk measure ∆CoV aR put forward by AB (2011) can be
constructed as:
∆CoV aR(τ) = β(τ)
(
V aRit(τ)− V aRit(0.5)
)
(.)
Figure 1.2 displays the simulation result for the ∆CoV aR estimated by various
copula based models and quantile regression models under different data generating
processes. In each panel of the figure, the data are generated by
corresponding copula model shown in the title. All marginal distributions are set
to be the standard normal distribution except for student-t copula where the margin
is set to student t with df = 5. Therefore the discrepancy of ∆CoVaR estimation can
only be attributed to the discrepancy of dependence structure in tail risk. As we can
see, when the data are generated from a joint normal distribution, quantile based and
copula based estimation of ∆CoVaR fit quite well. However, as the data are simulated
from a copula model with positive lower tail dependence in the downside risk (Clay-
11AB (2011) extended the quantile regression by including some additional state variables such
as VIX, liquidity spread, etc. In this paper, we consider a slightly different approach to facilitate
the comparison with the copula based model.
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ton, Rotated Gumbel), quantile based estimation of systemic risk ∆CoVaR, which
was the most widely used estimation strategy in the recent literature, is consistently
underestimated, compared with copula based estimation. This fact is not surprising,
considering that the linear quantile regression still assumes linear local dependence
between downside risk, which is not adequate to estimate CoVaR when the left tail
of the distribution exhibits positive and nonlinear dependence between downside risk.
∆CoV aR6 Estimation
With the stress condition being X 6 V aRx(τ), the modified version of CoV aR
proposed by Girardi and Ergun (2012) can also be analyzed under the framework of
the copula model.
Starting from the above equation
∫ CoV aRτ
−∞
∫ V aRq
−∞
f(x, y)dxdy = τq (.)
The joint density function f(x, y) can be substituted by the cross product of marginal
density and copula density f(x, y) = ∂
2C(u,v)
∂u∂v
f(x)f(y). By a simple manipulation, we
have:
∫ CoV aRτ
−∞
∫ V aRq
−∞
∂2C(u, v)
∂u∂v
f(x)f(y)dxdy = τq
∫ Fy(CoV aRτ )
0
∫ Fx(V aRq)
0
∂2C(u, v)
∂u∂v
dudv = τq
(.)
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Let q = τ , we can solve CoV aRy|x6V aRx(τ) numerically from Equation (2). Analogous-
ly, let q = 0.5, CoV aRy|x6V aRx(0.5) can be obtained as well. Therefore, ∆CoV aR6
can be estimated as
∆CoV aRτ = CoV aR
y|x6V aRτ
τ − CoV aRy|x6V aR0.5τ
Girardi and Ergun (2012) compared the bivariate skewed t distribution (Bauwens
and Laurent (2005)) with bivariate Gaussian distribution to model the density func-
tion f(x, y), and they found that the former joint density outperformed the latter in
the estimation of CoVaR. But they fail to explain whether this performance improve-
ment comes from the difference in the specification of marginal distribution or the
dependence structure in the tail. In our paper, we only focus on the discrepancy of
dependence structure and eliminate the effect of marginal distribution as we believe
that what really matters in the estimation of systemic risk is the dependence struc-
ture (especially tail dependence) rather than marginal characteristics.
Figure 1.3 illustrates the CoV aR6 and ∆CoV aR6 under two copula models
with different dependence structures in the tail of the distribution. The left panel
present the Clayton copula joint distribution with lower tail dependence, while the
right panel displays the joint distribution of the Gumbel copula with upper tail de-
pendence. Suppose that bank i financial condition moves from its normal state (at
median) to its financial distress (at 1% quantile). We want to investigate what is the
change of 1% quantile for the financial system. 8000 random draws are simulated
from two bivariate joint distributions. The parameters of each copula model are cho-
sen to provide a linear correlation of random variates equal to 0.8. It is not surprising
that the systemic risk measure ∆CoV aR6 under the Clayton copula is larger than
that under the Gumbel copula because the former joint distribution is characterized
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by the larger lower tail dependence, which results in stronger co-movement in the tail
risk of financial institutions and the market.
MES Estimation
Analogous to the calculation of CoVaR, the value of MES is associated with the
joint distribution of downside risk between the returns of the market and financial
firms.
Proposition 2.2
Suppose X and Y are the returns of two assets with the marginal dis-
tributions being X ∼ Fx and Y ∼ Fy. The joint distribution of X and Y
are defined by a parametric copula C(u, v; θ). The closed form solution of
marginal expected shortfall MES = −E(X|Y < V aRy(τ)) can be expressed
as (see the Proof in Appendix 2):
MES(τ) = −1
τ
∫ 1
0
F−1x (u)
∂C(u, τ ; θ)
∂u
du (.)
where τ is the quantile percentage for the distribution of Y which defines
the tail event Y < V aRy(τ).
Figure 1.4 compares the copula-based estimation of MES with the non-
parametric kernel estimation following Brownless and Engle (2011).12 As we can
see, Brownless–Engle’s approach provides a good approximation to the estimation of
MES even when the data are generated by student-t copula (symmetrical tail de-
pendence) or Rotated Gumbel Copula characterized by lower tail dependence. This
simulation exercise seems to justify the nonparametric kernel estimation in capturing
12For the details of nonparametric kernel estimation of MES, see Brownless and Engle (2011)
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nonlinear tail dependence.
Following the models proposed by Brownless and Engle (2011), the return of
market and financial institution i is specified as
rm,t = σm,tm,t ri,t = σi,ti,t (.)
Proposition 2.2 implies that the marginal expected shortfall of financial institution i
can be written as:
MSEi,t−1(K) = −Et−1(ri,t|rm,t 6 K)
= −σi,tEt−1
(
i,t|m,t 6 K
σm,t
)
= −σi,t
τt
∫ 1
0
F−1i,t (u)
∂C(u, τt)
∂u
du
where the threshold value K = rm(τ) is the unconditional quantile at τ% of the
market return rmt, which defines the tail event when the market return exceeds K
(namely, rm,t 6 K). τt = Fm,t( Kσm,t ) is the CDF of the market return evaluated at
the scaled threshold value K
σm,t
. C(u, τ) is the copula function between the innovation
process i,t and m,t.
It is noteworthy that the value of MES relies not only on the dependence struc-
ture determined by copula function C(u, v; θ), but also on the marginal characteristics
such as volatility σit and F
−1
i,t
. In other words, two firms with the same dependence
structure (C(u, v; θ)) with market but with different volatility (σit) would otherwise
be considered as similarly systemically important, but will be treated differently by
the measures of MES. This has been highlighted by Archaya et al. (2012) in the case
of the joint Gaussian distribution where the linear correlation ρ captures the full de-
pendence structure. Therefore, unlike ∆CoV aR or ∆CoV aR6, which solely depend
on dependence structure determined by the copula model, MES is a firm-specific
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value, which is determined by the dependence structure between firms and market as
well as the marginal characteristics of financial firms such as volatility σit. Thus, it is
possible to observe a situation where a financial institution is more systemically risky
according to the MES measure (higher volatility), but could be less risky based on
the ranking of ∆CoV aR6 (lower dependence with the market).13 Although MES is
associated with firms’ specific volatility, it still fails to account for some important
firm level characteristics such as size and leverage which related directly to the dis-
tress condition of financial institutions.
SRISK Estimation
The discussion so far disregards the question of causality. Tail dependence only
describes the extent of interconnectedness between the tail risks of financial firms
and the market, but fails to indicate whether the crisis happens because the firms
fail, or conversely, firms fail because of the crisis14. Therefore, tail dependence alone
cannot accurately measure systemic risk. It is likely that a small, unlevered firm (with
higher tail dependence on the market because of the fragility of a small firm per se)
can appear more “dangerous” for the financial system than a big, levered one (with
lower tail dependence on the market because of robustness of the big firm per se).
Brownless and Engle (2011), Acharya, Engle and Richardson (2012) extended MES
and proposed the systemic risk measures (SRISK) to account for the levels of firms’
characteristics (size, leverage, etc.). We have shown in Section 2.1.4 that SRISK is
13Benoit et al. (2013) discussed the condition when systemic risk measure ∆CoV aR and MES
are consistent or converge under the assumption of joint normal distribution,where ∆CoV aR and
MES have a clean closed form solution.
14Acharya, Engle and Richardson (2012) argued that both of them are jointly endogenous vari-
ables.
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a linear function of the long run MES, liability and market capitalization
SRISKit = max
(
0; kDebtit − (1− k)(1− LRMESit)Equityit
)
(.)
In the followings, we elaborate on the simulation procedure and illustrate how to
obtain LRMESit in the framework of the copula model.
The following five step procedures are implemented for each “market-institution”
pair.
Step 1. Draw S sequences of length h of pairs of marginal distribution (uit, vmt) from
the parametric copula model C(u, v; θit) for the innovation series i,t and m,t
(
usit, v
s
mt
)T+h
t=T+1
, for s = 1, 2, · · · , S (.)
Step 2. Obtain the sequence (sit, 
s
mt)
T+h
t=T+1 by setting 
s
it = F
−1
i (u
s
it) and 
s
mt =
F−1m (v
s
mt), where Fi (Fm) is the empirical marginal distribution for asset i (market).
Step 3. Obtain the sequence of firm and market returns by setting rsit = σit
s
it and
rsmt = σmt
s
mt, where σit (σmt) is the forecast standard deviation by GJR-GARCH
model for asset i (market).
Step 4. Calculate the simulated cumulative return of firm i: RsiT+1:T+h (analogously
for the market return RsmT+1:T+h) relying on the properties of logarithm returns
RsiT+1:T+h = exp
( h∑
k=1
rsi,T+k
)
− 1 (.)
Step 5. The long run MES (LRMESi,T+1:T+h) can be obtained according to Acharya
et al. (2010)15
MESi,T+1:T+h =
∑S
s=1R
s
iT+1:T+h1[RsmT+1:T+h<C]∑S
s=1 1[RsmT+1:T+h<C]
(.)
15Copula based estimation of MES can be applied here as well
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where C represents the threshold value defining the systemic event.
1.3 On the Dependence Consistency of Systemic
Risk: ∆CoV aR and MES
It still remains to be determined whether the proposed return-based systemic
risk measures, ∆CoV aR and MES, are consistent with the dependence measures.
Intuitively, a good metric of systemic risk measure should be able to reflect the fact
that stronger dependence strength (higher value of ρ or Kendall τ) between market
and firms should result in a higher value of systemic risk. In addition, given the
identical value of average dependence strength (ρ or Kendall τ), those dependence
structures with lower tail dependence (e.g., Student-t Copula or Rotated Gumbel
Copula) should indicate higher value of systemic risk than those without tail depen-
dence (Normal copula). In other words, a higher value of dependence strength in the
lower tail of distribution should lead to a higher value of systemic risk.
Figure 1.5 compares the ∆CoV aR=, ∆CoV aR6 and MES estimated by a Normal
Copula (without tail dependence) with those estimated by Student t Copula (with
symmetric tail dependence). The marginal distributions for all copula models are set
to be Student-t16with df = 5. Having eliminated the effect of the marginal distribu-
tion, the discrepancy of systemic risk measures, therefore, can only be attributed to
the effect of dependence structures.
It is surprising to find that the behavior of ∆CoV aR becomes quite strange.
First, ∆CoV aR does not monotonically increase with the correlation ρ. It declines
16When I changed the degree of freedom, or control all marginal distributions to be skewed t
distribution instead, the main result remain unchanged.
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in the end when the strength of dependence, the correlation ρ, approaches a high
value. Second, the lower tail dependence implied by the Student t copula does not
necessarily result in a higher value of systemic risk than the Normal copula without
tail dependence. When the correlation ρ is sufficiently large, ∆CoV aR estimated
by the Normal copula becomes significantly larger than that estimated by student t
copula.
Figure 1.6 provides further evidence that ∆CoV aR is not consistent with depen-
dence measures. As the average co-movement of data becomes stronger (Kendall
τ increases), the ∆CoV aR estimated by Normal copula (without tail dependence)
or Gumbel Copula (with only upper tail dependence) approaches the highest val-
ue, which contradicts the common view that stronger lower tail dependence im-
plied by Clayton or Rotated Gumbel copula should yield a higher value of systemic
risk ∆CoV aR. Furthermore, the value of ∆CoV aR begins to decline when the co-
movement of data becomes even stronger (Kendall τ increases), which again conflicts
with the commonly-held notion that higher interconnectedness between the firm and
the market should indicate a larger value of systemic risk ∆CoV aR.
Figure 1.7 displays various systemic risk measures against tail dependence (ei-
ther lower or upper). Again it shows that ∆CoV aR fails to provide a consistent
measure of systemic risk. When tail dependence (X-axis) is sufficiently high, upper
tail dependence (e.g., Gumbel Copula), on the contrary, implies higher systemic risk
∆CoV aR than lower tail dependence (e.g., Rotated Gumbel Copula). Furthermore,
∆CoV aR does not monotonically increase with tail dependence, as the left panel of
Figure 1.7 illustrates. All of these odd behaviors of ∆CoV aR estimation cast into
doubt its reliability in measuring systemic risk.
In contrast, ∆CoV aR6 and MES are much more consistent with dependence
measures. In other words, stronger lower tail dependence, implied by the Rotated
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Gumbel and Student t copula, leads to higher systemic risk without exception. In
addition, the values of systemic risk measure, ∆CoV aR6 and MES, both mono-
tonically increase with the correlation ρ, Kendall τ or tail dependence of the data
generating process. These two facts seem to provide strong support for the reliabil-
ity of using ∆CoV aR6 and MES, instead of ∆CoV aR, to measure systemic risk.
Finally, MES seems to provide a better response to the dependence measures than
∆CoV aR6 in the simulation.17 As the correlation ρ, Kendall τ or tail dependence
attains a high value, the systemic risks measured by ∆CoV aR6 seem to converge and
fail to detect the discrepancy of dependence structure, which implies that ∆CoV aR6
would fail to identify the systemically important financial institutions (SIFIs) during
financial crisis, when the correlation or tail dependence between financial institutions
and market as a whole is high. By comparison, MES works much better to detect the
discrepancy of dependence structures even when the dependence strength attains a
high value. For instance, when Kendall τ = 0.8, MES can still discriminate between
the value estimated by normal and that estimated by Rot-Gumbel Copula, as the
right panel of Figure 1.6 displays.
Figure 1.6 and 1.7 further show that the upper tail dependence also affects the
estimation of systemic risk, which mainly concerns downside risk co-movement in the
lower tail of distribution. This provides evidence that we cannot ignore what happens
in the upper tail, even if our interest lies primarily in the lower tail18 (∆CoV aR and
MES are both estimated based on the joint distribution on the lower tail). The up-
per tail dependence increases the market’s and firms’ propensity to flourish together,
representing abnormal profit and reward in economic prosperity, which should dis-
17As we discussed before, MES is not only associated with dependence structure, but also related
to firm specific characteristics such as volatility. In the simulation, we eliminate the effect of marginal
distribution (controlling volatility of the data generating processes to be identical) and concentrate
only on the difference of dependence structure.
18Distaso, Fernandes and Zikes (2012) pointed out that the variation in the upper tail dependence
may affect the estimation of the conditional lower tail dependence and vice versa. Therefore they
employ the symmetrized Joe-Clayton copula rather than focusing on the lower tail dependence by
means of either the clayton or the rotated Gumbel copula.
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count systemic risk during economic recession. In other words, when we evaluate
the systemic risk of a financial institution, we should not restrict our attention to
what is happening during financial turbulence (lower tail), but also keep an eye on
its performance during economic prosperity (upper tail).
Comparing the definition of ∆CoV aR6 with MES in detail reveals that their
conditioning events are completely different. More generally, ∆CoV aR6 measures the
sensitivity of market return with respect to firms’ return, which eventually reduces
to the estimation of tail risk for market return.19. Therefore, the heterogeneity of
marginal distribution is not the major issue for the estimation of ∆CoV aR6. Instead
what really matters is the dependence structure between market and firms return. On
the other hand, MES is a risk exposure measure, which depends on the linear projec-
tion of firm return onto market return. Therefore, firm-specific marginal distribution
characteristics such as volatility, tail thickness and skewness, all make a difference in
the estimation of MES. In other words, the estimation of MES is determined by
the dependence structures between market and firms as well as the heterogeneity of
marginal characteristics for firms.
1.4 Estimation
1.4.1 Modeling the Marginal Dynamics
Even though we concentrate on the dependence structure of tail risk, this is by
no means to imply that marginal distribution is of no importance. As demonstrated
by Fermanian and Scaillet (2005), misspecification of the marginal distribution may
lead to spurious results for the dependence measure estimation. Furthermore, the
19Adrian and Brunnermeier (2011) further introduced “Exposure CoVaR”, which reverse the
conditioning information set to be the tail event for market return.
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measures of systemic risk (CoVaR or MES) fundamentally depend on the estimation
of marginal VaR or Expected Shortfall (ES) for either the market or firms’ return.
Therefore we must first model the conditional marginal distributions.20
The time series of equity data usually exhibit time varying volatility and heavy-
tailedness, we model each marginal series i for simplicity by a univariate AR(1) and
GJR-GARCH(1,1,1) model:
Yi,t = φ
i
0 + φ
i
1Yi,t−1 + ei,t where ei,t = σi,t i,t and i,t ∼ iid(0, 1) (.)
σ2i,t = ω
i + αie2i,t−1 + γ
ie2i,t−1I(ei,t−1<0) + β
iσ2i,t−1 (.)
where I(ei,t−1<0) captures the leverage effect in which volatility tends to increase more
with negative shocks than positive ones. We estimate the model using QML which
guarantees the consistency of parameter estimates as long as the conditional variance
is correctly specified.
After constructing the conditional mean and volatility model, the estimated s-
tandardized residuals can be specified as
ˆi,t =
Yi,t − µˆi,t
σˆi,t
(.)
where µˆi,t is the estimated conditional mean µˆi,t = φˆ
i
0 + φˆ
i
1Yi,t−1, and σˆi,t is the esti-
mated conditional volatility following the above GJR-GARCH(1,1,1) model. Given
the distribution function F i for i,t, the conditional τ quantile VaR and ES for each
time series i can be computed as
V̂ aR
i
t(τ) = µˆi,t + σˆi,tF
i

−1
(τ) (.)
20Modeling the dependence structure of the variables usually condition on the available informa-
tion, and thus lead to a study of the conditional copula, which requires the specification of models
for conditional marginal distribution.
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ÊS
i
t(C) = µˆi,t + σˆi,tE(i,t|i,t 6
C
σˆi,t
) (.)
It is generally agreed that financial time series are fat tailed and asymmetric.
In order to account for both skewness and kurtosis in the estimation of the univari-
ate distribution, the standardized innovations i,t are assumed to have a univariate
skewed t distribution 21: i,t ∼ f(i,t;λi,t, νi,t), where f denotes the pdf of the skewed t
distribution (Hansen (1994), see also Jondeau and Rockinger (2003)), with νit being
the degrees of freedom and λit being the asymmetry parameter.
Figure 1.8 displays an example of the fitted parametric estimates of skewed t
distribution for Market Index (the Dow Jones Financial Index) and one financial
institution in our sample: AIG.22 As we can see, the fitted density seems to provide
a reasonable fit to the empirical histogram for both market index and daily return
of AIG. A QQ plot shows that most of empirical observations can be captured by
the estimated skewed t distribution. Having modeled the marginal distribution of
standardized residuals i,t, the estimated probability integral transformations can be
specified as23
Uˆi,t = Fˆskew,t(ˆi,t; νˆ, λˆ) (.)
21Girardi and Ergun (2012) found that the estimation of CoVaR improves in its performance
when accounting for both skewness and kurtosis by assuming a skewed t distribution for margins.
22To save space, we only display the fitted estimates of the skewed distribution for AIG. The
result is quite similar for the daily return of most of other financial institutions.
23In the robustness check, we estimate the marginal distribution Uˆi,t = Fˆit() by empirical dis-
tribution function EDF, but the main results below remain unchanged.
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1.4.2 Copula Models Estimation
As we have discussed before, the systemic risks are all concerned with the joint
distribution of tail risk, which relies on the dependence structure of the innovation
process. Therefore we need to estimate a joint distribution that allows us to capture
the possible non-linear dependence across the innovation processes. A straightforward
approach is to use a copula model to describe the joint distribution of innovations.
With the estimation of probability integral transformations Uˆi,t, the copula model for
the bivariate time series of the standardized residuals can be constructed as:
t =
[
it, jt
]T ∼ Ft = Ct(U, V ; θ) (.)
where U = Fi(it) and V = Fj(jt) (.)
Assuming twice differentiability of the conditional joint distribution, the copula mod-
el as well as the conditional marginal distribution yields the decomposition for the
conditional joint density function:
f(it, jt) = f
i(it)f
j(jt)c(u, v; θ) (.)
where u = Fi(it) and v = Fj(jt) (.)
Assuming the parameters in the marginal and copula densities are independent, we
can separately estimate the parameters of the copula model θ by maximizing the log
likelihood of the copula density function.
θˆ = argmax
θ
T∑
t=1
log c(u, v; θ) (.)
where c(u, v; θ) = ∂
2C(u,v)
∂u∂v
is the density function for the copula model.
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Dynamic Copula Models
Patton (2006) and Creal, Koopman and Lucas (2012) suggested similar observation-
driven dynamic copula models for which the dependence parameter is a parametric
function of lagged data and an autoregressive term. In this paper, we used the “Gen-
eralized Autoregressive Score” (GAS) model (Creal, Koopman and Lucas (2012)) to
estimate time-varying parameters for a wide range of copula models in the same dy-
namic framework. Since the parameters of copula θt are often constrained to lie in a
particular range, this approach applies a strictly increasing transformation (e.g., log,
logistic, arctan) to the copula parameter, and then model the dynamics of trans-
formed parameters ft without constraints.
Let the copula model be C(Ut, Vt; θt). The time varying evolution of transformed
parameter ft can be modeled as
ft = h(θt)⇐⇒ θt = h−1(ft) (.)
Where ft+1 = ω + βft + αI
−1/2
t st (.)
st =
∂
∂θ
logC(Ut, Vt; θt) (.)
It = Et−1(sts′t) (.)
where I
−1/2
t st is the standardized score of the copula log-likelihood
24, which defines a
steepest ascent direction for improving the model local fit in term of likelihood. For
the student-t copula, the transformation function ρt =
1−exp(−ft)
1+exp(−ft) is used to ensure
that the conditional correlation ρt takes an value inside (−1, 1).
Table 2 presents the bivariate copula models studied in this paper. Since different
24The score of the copula log-likelihood can be estimated numerically if there is no closed form
solution.
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copula models imply different dependence structures in the tail of the distribution, it
is essential to be aware how well the competing specifications of copula models are
capable of accurately estimating the underlying dependence process. A very simple
and reliable way to select the best fitting model is to compare the value of the log
likelihood function of different copula models and choose the ones with the highest
likelihood.25 The metrics that will be used to test the Goodness of Fit (GoF) of
copula models is Akaike’s Information Criterion (AIC) which is given as26
AIC = 2k − 2 log
(
cˆ(u, v; θˆ)
)
(.)
where k is the number of model parameters and log
(
cˆ(u, v; θ)
)
is the maximized
log-likelihood at the estimate of the parameter vector θ.
1.4.3 Backtesting CoVaR
Changing the distress condition from rit = V aRit(τ) to the more flexible tail
event rit 6 V aRit(τ) facilitates the backtest of CoVaR estimates as it is very straight-
forward to observe the days when institution i was in financial distress. Girardi and
Ergun (2012) investigated the backtest of CoVaR by modifying the financial distress
from an institution being exactly at its VaR to being at most at its VaR. In this
section, we briefly describe the procedure of backtest for CoV aR6.
Comparing ex-ante VaR forecasts with ex-post losses, the “hit sequence” of vio-
25Generally speaking, the standard likelihood ratio test can’t be performed when the models are
non-nested. However, Rivers and Vuong (2002) discussed how to construct non-nested likelihood
ratio tests. Therefore, non-nested models can still be compared by their log-likelihood values.
26Genest, Quessy and Remillard (2007) introduced an alternative metric for a goodness-of-fit test:
Cramer-von-Mises statistic, which measures the distance between the parametric copula and the
empirical copula. However, Cramer-von-Mises statistic fail to account for the number of parameters
estimated, which may lead to overfitting of the data.
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lation for VaR can be defined as
I it+1 =
 1 if rit 6 V aRit(τ)0 if rit > V aRit(τ) (.)
Analogously, conditioning on the sub-sample I it+1 = 1 when the financial institution
i being in distress, the hit variable for CoVaR can be easily constructed as
I
m|i
t+1 =
 1 if rmt 6 CoV aRmt(τ) and rit 6 V aRit(τ)0 if rmt > CoV aRmt(τ) and rit 6 V aRit(τ) (.)
Having defined the conditional hit sequence I
m|i
t+1 for CoV aR
6, we assess the per-
formance of CoV aR6 by unconditional coverage testing and independence testing
proposed by Kupiec (1995) and Christoffersen (1998).
Unconditional Coverage Testing
The hypothesis to test for unconditional coverage is
Ho : E
(
I
m|i
t+1 = τ
)
(.)
which is dedicated to test whether the average violation (rmt 6 CoV aR6) is equal to
the coverage ratio τ . Kupiec (1995) proposed a likelihood ratio test on the difference
between the observed and expected number of VaR exceedances. More formally, the
likelihood ratio test statistic can be specified as
LRuc(τ) = −2 log (1− τ)
T−NτN
(1−N/T )T−N(N/T )N ∼ χ(1) under Ho (.)
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where T is the total number of observation in the sub-sample I it+1 = 1 when finan-
cial institutions are in distress, and N is the number of violations for CoVaR which
satisfy I it+1 × Im|it+1 = 1, that is, when both financial firms and market are in distress.
Therefore N/T is the empirical hit ratio for the CoV aR6 in the sub-sample I it+1 = 1.
Conditional Coverage Testing
If the forecast of CoVaR is precise, we would not expect that the violation of
CoVaR is clustered. In other words, the hit sequence I
m|i
t+1 should be independent
over time. Christoffersen (1998) suggested the following likelihood approach for the
independence test:
LRcc = 2log
(1− pi01)n00pin0101 (1− pi11)n10pin1111
(1−N/T )T−N(N/T )N ∼ χ(1) under Ho (.)
where piij i, j = 0, 1 is the transition probability. For example, conditional on today
being a non-violation (I
m|i
t = 0), the probability of tomorrow being a violation(I
m|i
t+1 =
1) is pi0,1. and nij i, j = 0, 1 is the total number of days that state j occurred after state
i occurred the previous days. Therefore, the transition probability can be calculated
as pi0,1 =
n0,1
n0,0+n0,1
and pi1,1 =
n1,1
n1,0+n1,1
.
An approximate estimates of CoVaR should satisfy at least these two backtests.
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1.5 Data and Empirical Results
1.5.1 Data
The recent financial crisis provides ample evidence of a risk spill-over effect from
individual financial institutions to the whole financial industry. The sample studied
in this paper is common and widely used in the recent literatures. We consider daily
holding period returns for almost the same panel of financial institutions studied by
Acharya et al. (2010), Brownless and Engle (2011) and Benoit et al. (2013) between
January 3, 2000 and December 30, 2011. The sample contains almost all U.S. financial
institutions with equity market capitalization in excess of 5bln USD as of end of June
2007 (92 firms in total), among which, there are about 64 companies that have been
trading
continuously during the whole sample period in which each institution has 3018
observations. Following Brownless and Engle (2011), the sample of institutions can
be split into four groups based on their two-digit SIC classification codes (Deposito-
ries, Insurance, Broker-Dealers and Others). Table 1 presents the full list of financial
institutions studied in the paper. The return on the Dow Jones U.S. Financials Index
(DJUSFN) is used as a proxy for the market return of the financial system. CoVaR
and MES are computed at the most common confidence interval τ = 5%. We obtain
our data from Bloomberg.
Table 1.3 gives some descriptive statistics for the unfiltered return series over
the whole sample. We can observe that the broker-dealers companies have been the
riskiest groups: high volatility, large kurtosis, large VaR and Expected Shortfall (ES).
The Jarque-Bera test confirms that all time series of daily returns are not normal-
ly distributed with significant excess kurtosis. The Ljung-Box test can be rejected
for the market index (DowJones), depositories and broker-dealer companies, which
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indicates the presence of autocorrelation for these groups of financial institutions.
As the characteristics of the extremes of the distribution show, the asymmetry of the
distribution toward right tail is mildly pronounced for all categories of financial firms.
Table 1.4 provides summary statistics on the parameter estimates (median
across firms) for the institutions in various industry categories. As we can see, the dif-
ference between all categories are trivial. The individual volatility estimation displays
the same persistence across all groups of financial firms. The univariate distributions
have fat tails as expected. The degrees of freedom ν of skewed t distribution ranges
between 3.8 to 4.1. The asymmetry parameter λ is found to be close to zero, in-
dicating the univariate distribution being quite symmetrical. The estimation of the
dynamic student-t copula model shows that all financial firms are highly correlated
with the market index return, with the median linear correlation ρ ranging from 0.64
to 0.77, which is consistent with the fact that the dependence between financial in-
stitutions and market is strong.
Figure 1.9 displays the median across firms of conditional correlation ρ for dy-
namic student t copula estimated by ’GAS’ model discussed in Section 4.2, The lower
panel presents the median across firms of lower (upper) tail dependence for mixture
Copula model Clayton+Gumbel+Normal. It is clear that the conditional correlation
is higher during the financial crisis than that prior to crises, which is consistent with
the well-documented empirical results that conditional correlations increase during an
economics downturn. However, the rolling window estimation of the mixture copula
model shows that tail dependences do not display the same persistence. The lower
tail dependence seems to be stronger than upper tail dependence only after or in the
early stage of financial crisis, which calls for further scrutiny.
Having set up the margin and copula model, we next estimate ∆CoV aR and
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MES under different copula models and check if dependence structure in the tail risk
between financial firm and market makes a difference in the measures of systemic risk.
1.5.2 Empirical Results
Estimation of Systemic Risk under Different Copula Models
Figure 1.10 displays the median across the firms of the time series estimates of three
systemic risk measures ∆CoV aR, ∆CoV aR6 and MES estimated based on different
copula models which are characterized by the different properties of tail dependence.
Normal copula based estimation fails to take into account tail dependences. Rotated-
Gumbel Copula based estimation, however, is supposed to account for lower tail
dependences of financial data. Gumbel copula based estimation, on the contrary, is
assumed to accommodate upper tail dependence.27 All series of estimates peak at
the end of 2008 or the beginning of 2009 and then decay slowly to the lower level
comparable to the one before the crisis. This pattern of time evolution is perfectly
consistent with the occurrence of the financial crisis as of September 17, 2008 when
Lehman Brothers filed for bankruptcy after the financial support offered by Federal
Reserve Bank was stopped. The upper panel of Figure 1.10 shows clearly that the
systemic risk measure for ∆CoV aR fails to reflect the fact that higher lower tail de-
pendence tends to result in higher systemic risk as the normal copula based estimation
of ∆CoV aR, which disregards the tail dependence property of data, could be larger
than that estimated by rotate Gumbel copula characterized by lower tail dependence.
By comparison, the systemic risk measures ∆CoV aR6 and MES, which are displayed
in the middle and lower panels of Figure 1.10, seem to succeed in indicating the impor-
27Note that all of these copula based estimations may be misspecified without model selection.
It is well known that the daily return of financial assets are characterized by the tail dependence on
both sides of distribution. Here we just illustrate how the outcomes could differ if tail dependence
on either side is or is not accounted for.
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tance of tail dependence in the estimation of systemic risk. Accounting for lower tail
dependence (Rotated Gumbel) always leads to a larger value of ∆CoV aR6 and MES.
Figure 1.11 shows the cross sectional relationship of the average systemic risk
measures which is defined as:
∆CoV aRi =
1
T
T∑
t=1
∆CoV aRi,t ∆CoV aR
6
i =
1
T
T∑
t=1
∆CoV aR6i,t andMESi =
1
T
T∑
t=1
MESi,t
The x-axis displays the estimations of these systemic risks based on the normal copula
model, which is well-known to disregard the tail dependence. The y-axis show the
estimations which take into account either symmetric tail dependence on both sides
(student-t copula) or tail dependence only on left side (Rotated Gumbel Copula).
Again it indicates that all systemic risk measures except for ∆CoV aR are consistent
with dependence measures in the cross sectional estimation. In other words, taking
into account lower tail dependence would result in higher estimates of systemic risk
measures for ∆CoV aR6 and MES (all values lie above the diagonal line). However,
the same situation is not observed in the upper panel of Figure 1.11, as the values of
the cross sectional estimation for ∆CoV aR could lie below the diagonal line, which
indicates that, normal copula based estimation could, on the contrary, leads to the
larger value of the systemic risk measure ∆CoV aR than those taking into account
tail dependence. It is noteworthy that, accounting for lower tail dependence seems to
merely scale up all values of ∆CoV aR6 and MES, but does not significantly change
the ranking of systemic importance for financial institutions. This is indicated by the
strong cross sectional link in Figure 1.11, which implies that the values on the y-axis
and x-axis increase or decrease concurrently.
Since different copula models result in different estimates of the systemic risk
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measure, it has yet to be determined which copula model fits the data best. Table
1.5 provide a Goodness of Fit test for various copula models based on Akaike’s Infor-
mation Criteria (AIC). As we can see, the dynamic copula model always outperforms
its corresponding static model. This fact is not surprising as it is widely accepted
that financial data exhibit time varying evolutions in distributions. In addition, the
dynamic student t copula model out-performs all other parametric models with no
exception, including some mixture copula models, which implies that the joint distri-
bution of daily returns between financial firms and market exhibit tail dependence on
both sides of distribution. Note that AIC or the maximal log-likelihood value only
provides the average goodness of fit for the distribution as a whole. Higher AIC does
not necessarily imply better goodness of fit in each area of distribution, especially in
the tail of distribution, on which the estimation of systemic risk primarily concen-
trates. Therefore it is essential to test the performance of systemic risk estimation,
especially in the tails of the distribution.
Table 1.6 presents the summary statistics of the P-value in the backtest for
the CoV aR6 estimated by different copula models with different marginal distribu-
tions. The testing results show that all estimates of CoV aR6 satisfy the conditional
coverage property (P-value for LRindp are all larger than 10%), which indicates that
the probability of violation rmt 6 CoV aRm|i(τ) in the next period when financial
firm i is in distress (namely, rit 6 V aRi(τ)) doesn’t depend on the violation to-
day. However, the unconditional coverage testing Lucp do fail for some estimates.
The first two columns of Table 1.6 demonstrates that the specification of margin
is essential for the unconditional coverage property. Even though the dependence
structure remains unchanged (normal copula), changing marginal distribution from
normal to skewed t distribution alone would significantly improve unconditional cov-
erage testing (the p-value of LRucp increase significantly). This result is consistent
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with most empirical results that VaR estimation based on Gaussian distribution often
potentially underestimates downside risk. Girardi and Ergun (2012) found that the
CoV aR6 estimation based on the bivariate joint skewed t distribution significantly
outperforms the estimation based on the bivariate Gaussian distribution. As we can
see now, this improvement of performance mainly comes from the specification of
marginal distribution (from normal to skewed t) rather than the change of depen-
dence structure. Second, comparing the last four columns of Table 1.6 reveals that
the specification of dependence structure does make a difference in the estimation of
CoV aR6. The last column of Table 1.6 presents the estimation of CoV aR6 based on
the Gumbel copula model which is characterized by the upper tail dependence. As
shown, disregarding the property of lower tail dependence in the data would cause
the estimations of CoV aR6 for the 50% financial institutions in our sample to fail
the unconditional coverage test. In contrast, taking into account tail dependence on
both sides of distribution (e.g.,student-t copula) would produce the most accurate
estimation of CoV aR6. As the third column displays, the CoV aR6 estimation based
on the skewed t margin and student-t copula perform best with respect to the P
values for both the unconditional and conditional coverage tests.28 This fact is also
in line with the empirical result that student-t copula in our sample data has best
goodness of fit compared with other copula models (as Table 1.5 shows).
Table 1.7 reports the average values of three systemic risk measures by industry
category from Jan. 2000 to Dec. 2011 :
∆CoV aR =
1
N
N∑
i=1
1
T
T∑
t=1
∆CoV aRit and MES =
1
N
N∑
i=1
1
T
T∑
t=1
MESit
28Simulation results in section 1.3 show that as dependence strength (ρ or Kendall τ ) attain
a high value, CoV aR6 estimated by different copula models would converge. This is the reason
why normal copula (second column of Table 1.6) and rotated Gumbel (fourth column of Table 1.6)
copula based estimations also perform pretty well in terms of both conditional and unconditional
coverage tests. Therefore it is hard to detect the discrepancy of dependence structure based on the
estimates of CoV aR6.
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First, comparing the last two columns of each panel of table indicates that, when low-
er tail dependence implied by student-t copula is taken into account, both ∆CoV aR6
and MES increase while ∆CoV aR decreases, which again verifies the previous discus-
sion that only the former two systemic risk measures are consistent with dependence
measures. Second, as the first two columns of Panel A show, the quantile regres-
sion estimation of ∆CoV aR proposed by AB (2011) is only comparable in magnitude
to the value estimated by joint normal distribution (Norm-Norm), which tends to
underestimate systemic risk in the presence of lower tail dependence. Third, the
specification of marginal distribution seem to be much more influential in the esti-
mation of ∆CoV aR and ∆CoV aR6 than the estimation of MES. Relaxing margin
from normal to skewed t distribution yields a significant increase for the value of
∆CoV aR6 as well as ∆CoV aR, while relaxing the dependence structure from Gaus-
sian to student t only brings about a moderate increase for ∆CoV aR6 (comparing
the second and third column of Panel B). However, the influence of margin and de-
pendence structure seems to play equal role in the estimation of MES (see Panel C).
Relaxing the margin from Norm to Skewed t distribution (the first two columns of
Panel C) only results in a moderate increase of value by 10.95% (from 3.38 to 3.75) for
overall financial institutions. In contrast, relaxing dependence structure from norm
to student-t copula (see the last two columns of Panel C) also brings about a mild
increase of value by 12.80% (from 3.75 to 4.23).
Finally, Table 1.7 reveals that Depository institutions are the most systemically
risky group based on the measure of ∆CoV aR6 or ∆CoV aR, no matter what is the
specification of margin and dependence structure. This finding is consistent with
the results of Billio et al. (2010) and Girardi and Ergun (2012) that the commercial
banks have been most systemically risky due to their illiquid assets, coupled with
their structure, which is not designed to withstand rapid and large loss. Summary
statistics of Table 1.4 also reveal that the dependence (correlation ρ) between de-
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pository and market is strongest compared with other groups, which further verifies
that commercial banks are more vulnerable to economics meltdown. However, based
on the ranking of MES, broker and dealer become the most systemic risky group
instead. This discrepancy in the ranking results from the fact that the value of MES
is determined not only by the dependence structure between firm and market, but
also by the the firms’ individual characteristics such as volatility.
Which Firms are the SIFIs
The discussion so far indicates that ∆CoV aR6 and MES are all consistent with
dependence measures. But it has yet to be determined if these two measures of
systemic risk are convergent or divergent in identifying systemic important financial
institutions (SIFIs), especially with regards to the financial crisis that started in
September 2008 when the supervision authorities had to determine which financial
institutions to bail out based on their systemic importance.
In this paper, we define the financial crisis as the situation in which the market
return exceeds its VaR at 5%, and derive the measures of ∆CoV aR6, lower tail
dependence, MES and SRISK respectively for a list of financial institutions in our
sample, which are all estimated based on the student-t copula with margins being
skewed t distribution.
Table 1.8 presents the tickers of top ten most risky financial institutions on
September 17, 2008 when Lehman Brothers filed for bankruptcy after financial sup-
port facility offered by Federal Reserve stopped. Comparing the concordant pattern
of each pair of risk measures in the lower panel of Table 1.8 reveals some interest-
ing facts. First, we found that ∆CoV aR6 is observed to have a stronger correlation
with tail dependence than other risk measures. Five of the ten financial institutions
belong to the top 10 SIFIs with respect to the ranking of ∆CoV aR6 and tail depen-
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dence. In contrast, MES and firms’ conditional CAPM β are highly concordant with
each other. Nine of the ten financial institutions are commonly identified as SIFIs
by the ranking of MES and conditional CAPM β. In addition, SRISK provides
a strong connection with the firm level characteristics such as leverage and market
capitalization.
Table 1.9 reports the value of rank similarity ratio between each pair of sys-
temic risk measure for the date in analysis which covers the periods prior to, during
and post financial crisis respectively. The similarity ratio are defined as the propor-
tion of common financial firms in each pair of rankings at a given date. For instance,
a similarity ratio equal to 0.60 for the pair of systemic risk measure ∆CoV aR6 and
tail-dependence means that among the 10 firms in the top, there are 6 firms that are
commonly identified as SIFIs by these two systemic risk measure. The concordant pat-
tern of systemic risk ranking over multiple dates indicates that the converging ranking
is not specific to any particular day for each pair of ∆CoV aR6 and Tail-Dependence,
MES and CAPM β, or SRISK and firm characteristics such as leverage. Further-
more, the similarity ratio among each pair of systemic risk measure (last panel of
Table 1.9) is pretty low, indicating that these systemic risk measures complement
instead of replace each other.
Figure 1.12 provides further evidence for the concordant ranking of each pair of
systemic risk measures. A stronger cross-sectional link can be found in the diagonal
panels of Figure 1.12, which indicates that ∆CoV aR6 is more closely related to the
measure of tail dependence. MES, however, shows a stronger cross sectional relation
with conditional Beta. By comparison, SRISK seems to provide closer connection
with firm level characteristics such as leverage. As the first (upper left) panel of
Figure 1.12 illustrates, the time series averages of ∆CoV aR6 are highly correlated
with the average values of tail dependence across firms. Analogously, the middle
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panel shows the stronger cross sectional link between the average MES and Beta. In
addition, the cross sectional link between MES and tail dependence is not as strong
as that between ∆CoV aR6 and tail dependence. This observation is not surprising,
as ∆CoV aR6 relies only on the dependence structure, while MES is determined by
the dependence structure as well as marginal characteristics like firms’ volatility σit,
which is taken into account by the estimation of the conditional beta βit = ρit
σit
σmt
.
The last (lower right) panel shows that SRISK is more closely related to firm level
information such as leverage than the other two systemic risk measures.29 This styl-
ized fact seems to imply that ∆CoV aR6 is more in line with the “too interconnected
to fail” paradigm, and SRISK is more related to the “too big to fail” paradigm. In
contrast, MES offers a compromise between these two paradigms.
29As the value of SRISK can be negative for some firms, We keep only those financial firms
with positive values of SRISK and thus positive contributions to the systemic risk of the financial
market.
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1.6 Concluding Remarks
The global financial crisis initiated in 2008 has altered the regulators’ awareness
of fragility of financial system. This paper develops a common framework based on
copula model to estimate several widely used return-based systemic risk measures:
Delta Conditional Value at Risk (∆CoV aR) and its Modified (∆CoV aR6), Marginal
Expected Shortfall(MES) and its extension, systemic risk measure (SRISK). The
nonlinear dependence of tail risk is straightforward to be accommodated in the copula
model. By eliminating the discrepancy of the marginal distribution, the copula spec-
ification provide a flexibility to concentrate on the effect of the dependence structure
in the estimation of systemic risk. Our empirical studies shows that the nonlinear
dependence of tail risk does make a difference in the estimation of ∆CoV aR6 and
MES. Simulation exercises reveal that ∆CoV aR originally proposed by AB (2011)
is in conflict with dependence measures. The modified version of ∆CoV aR6 and
MES is more consistent with dependence measures, which is line with economic in-
tuition that stronger dependence strength results in higher systemic risk measures.
Furthermore, we found that the linear quantile regression estimation of ∆CoV aR
proposed by Adrian and Brunnermeier (2011) is inadequate to completely capture
the non-linear contagion tail effect, which tends to underestimate systemic risk in the
presence of lower tail dependence. We estimate the systemic risk contributions of four
financial industry sample consisting of a large number of institutions for the sample
period from January 2000 to December 2010, and we found that ∆CoV aR6 is ob-
served to have a strong correlation with tail dependence. In contrast, MES is found
to have a strong empirical relationship with firms’ conditional CAPM β. SRISK,
however, provides further connection with firms level characteristics by accounting for
information on market capitalization and liability. This stylized fact seems to imply
that ∆CoV aR6 is more in line with the “too interconnected to fail” paradigm, and
SRISK is more related to the “too big to fail” paradigm. In contrast, MES offers a
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compromise between these two paradigms.
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1.A Appendix
1.A.1 Proof on the relationship between conditional distri-
bution and copula
Define F (y|x) as the conditional distribution of y given x, and let C(u, v) be a copula
function where u = Fx(x) and v = Fy(y). Therefore, the following proof shows that
the conditional distribution F (y|x) is equal to the first order derivative of C(u, v)
with respect to u
F (y|x) = Pr(Y 6 y|X = x)
= Pr
(
Fy(Y ) 6 Fy(y)|Fx(X) = Fx(x)
)
Let Fy(Y ) = V and Fx(X) = U
= Pr(V 6 v|U = u)
= lim
∆u−→0+
Pr(V 6 v, u 6 U 6 u+ ∆u)
Pr(u 6 U 6 u+ ∆u)
= lim
∆u−→0+
Pr(V 6 v, U 6 u+ ∆u)− Pr(V 6 v, U 6 u)
Pr(U 6 u+ ∆u)− Pr(U < u)
= lim
∆u−→0+
C(u+ ∆u, v)− C(u, v)
∆u
=
∂C(u, v)
∂u
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1.A.2 Proof of Theorem 2.1
Assume a Gaussian copula model C(u, v; ρ) where u = Φ(x) and v = Φ(y) are
standard Gaussian marginal distribution
C(u, v; ρ) = Φρ(Φ
−1(u), Φ−1(v))
=
1
2pi
√
1− ρ2
∫ Φ−1(u)
−∞
∫ Φ−1(v)
−∞
exp{−(s
2 − 2ρst+ t2)
2(1− ρ2) }dsdt
The first order derivative of C(u, v; ρ) with respect to u can be derived as:
∂C(u, v; ρ)
∂u
=
∂Φρ[Φ
−1(u), Φ−1(v)]
∂Φ−1(u)
∂Φ−1(u)
∂u
=
∂Φρ(X, Y )
∂X
1
φ(x)
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Where the first component ∂Φρ(X,Y )
∂X
can be further derived as:
∂Φρ(X, Y )
∂X
=
1
2pi
√
1− ρ2
∫ Y
−∞
exp{−(x
2 − 2ρxt+ t2)
2(1− ρ2) }dt
=
1
2pi
√
1− ρ2
∫ Y
−∞
exp{−(x
2 − ρ2x2 + ρ2x2 − 2ρxt+ t2)
2(1− ρ2) }dt
=
1
2pi
√
1− ρ2
∫ Y
−∞
exp{− [x
2(1− ρ2) + (t− ρx)2]
2(1− ρ2) }dt
=
1
2pi
√
1− ρ2
∫ Y
−∞
exp{−x
2
2
} ∗ exp{− (t− ρx)
2
2(1− ρ2)}dt
=
1√
2pi
exp{−x
2
2
} 1√
2pi
√
1− ρ2
∫ Y
−∞
exp{− (t− ρx)
2
2(1− ρ2)}dt
= φ(x) ∗ 1√
2pi
√
1− ρ2
∫ Y
−∞
exp{− (t− ρx)
2
2(1− ρ2)}dt
= φ(x) ∗ 1√
2pi
∫ Y
−∞
exp{− (t− ρx)
2
2(1− ρ2)}d
(t− ρx)√
1− ρ2
= φ(x) ∗ Φ( Y − ρX√
1− ρ2 )
= φ(x) ∗ Φ(Φ
−1(v)− ρΦ−1(u)√
1− ρ2 )
Therefore
∂C(u, v; ρ)
∂u
=
∂Φρ(X, Y )
∂X
1
φ(x)
= Φ(
Φ−1(v)− ρΦ−1(u)√
1− ρ2 )
(1.A.2.1)
Let τ = ∂C(u,v;ρ)
∂u
, we can solve v from the above equation(4) as:
v = Φ
[
ρΦ−1(u) +
√
1− ρ2Φ−1(τ)
]
(1.A.2.2)
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Note that v = FY (y) and u = FX(x).
We have assumed that both X and Y follow Gaussian marginal distribution
Y ∼ N(µy, σy) X ∼ N(µx, σx)
Therefore
v = FY (y) = Φ(
y − µy
σy
)
u = FX(x) = Φ(
x− µx
σx
)
Substituting the above two equations into the equation (5) yields
Φ(
y − µy
σy
) = Φ
[
ρΦ−1
(
Φ(
x− µx
σx
)
)
+
√
1− ρ2Φ−1(τ)
]
y − µy
σy
= ρ(
x− µx
σx
) +
√
1− ρ2Φ−1(τ)
y = ρ
σy
σx
x− ρσy
σx
µx + σy
√
1− ρ2Φ−1(τ) + µy
Now, set both x and y to be on their tail risk, respectively. Namely, x = V aRxτ and
y = CoV aR
y|x
τ , we have
CoV aRy|xτ = ρ
σy
σx
V aRx(τ)− ρσy
σx
µx + σy
√
1− ρ2Φ−1(τ) + µy
Therefore there is linear dependence between CoV aR
y|x
τ and V aRxτ , The linear depen-
dence coefficient ρσy
σx
is constant over quantiles. The time variation of this coefficient
can be driven by the time variation of ρx,y,t or the ratio of their volatility
σy,t
σx,t
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Following AB (2011), we can further derive ∆CoVaR as
∆CoV aRy|xτ = CoV aR
y|x
τ − CoV aRy|x=median = ρ
σy
σx
(V aRxτ − V aRx0.5)
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1.A.3 Proof of Theorem 2.2
Suppose X and Y are the returns of two assets with the marginal distribution
being X ∼ Fx and Y ∼ Fy. The marginal expected shortfall of X conditioning on the
tail event Y < V aRy(τ) can be defined as MES = −E(X|Y < V aRY (τ)). Following
the definition of expectation, we have
MES(τ) = −E
(
X|Y 6 V aRy(τ)
)
= −
N∑
i=1
xiPr
(
X = xi|Y 6 V aRy(τ)
)
= −
N∑
i=1
xi
Pr
(
X = xi, Y 6 V aRy(τ)
)
Pr
(
Y 6 V aRy(τ)
)
= −
N∑
i=1
xi
Pr
(
Y 6 V aRy(τ)|X = xi
)
Pr
(
Y 6 V aRy(τ)
) Pr(X = xi)
= −1
τ
N∑
i=1
xiPr
(
Y 6 V aRy(τ)|X = xi
)
Pr(X = xi)
(1.A.3.1)
Let Pr(Y = yi) = v and Pr(X = xi) = u, we have already proved in the beginning of
appendix that the conditional distribution F (yi|xi) is equal to the first order derivative
of copula function C(u, v) with respect to u
Pr
(
Y 6 yi|X = xi
)
=
∂C(u, v)
∂u
Therefore
Pr
(
Y 6 V aRy(τ)|X = xi
)
=
∂C(u, τ)
∂u
(1.A.3.2)
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Substituting equation (6) into the equation (5) yields
MES(τ) = −E
(
X|Y 6 V aRy(τ)
)
= −1
τ
N∑
i=1
xi
∂C(u, τ)
∂u
Pr(X = xi)
In the case of continuous random variables, the above equation can be further sim-
plified as:
MES(τ) = −E
(
X|Y 6 V aRy(τ)
)
= −1
τ
N∑
i=1
xi
∂C(u, τ)
∂u
Pr(X = xi)
= −1
τ
∫ +∞
−∞
x
∂C(u, τ)
∂u
f(x)dx
= −1
τ
∫ 1
0
F−1x (u)
∂C(u, τ)
∂u
du
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Figure 1.1: The upper panel graphs display the scatter plot of actual data and the
simulated data from a bivariate normal distribution based on the first two moments
of real data. The lower panel graphs show the exceedance correlation and quantile de-
pendence: AIG and the Dow Jones Financial Index Return (a proxy for the Financial
system). The line marked with open circles shows the average exceedance correlations
(probability) across 5000 simulation of series with T = 2646 from a bivariate normal
distribution with the first two moments equal to those of real data. The dashed lines
are 5th and 95th percentiles of the distribution for exceedance correlation (proba-
bility) estimates in this simulation. The sample data run from January 3, 2000 to
December 31, 2010.
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Figure 1.2: This figure displays the ∆CoV aR (y-axis) estimated by copula mod-
el and quantile regression model. The ∆CoV aR
y|x
τ are defined as: ∆CoV aR
y|x
τ =
CoV aR
y|x=V aRx(0.05)
τ − CoV aRy|x=median. In each panel of the figure, the data are
generated by the corresponding copula model shown in the title. All marginal dis-
tributions are set to be standard normal distribution except for the student t copula
in which the margin is set to be student t with df=5. The parameter of each copula
model is chosen such that the linear correlation ρ or Kendall correlation τ is equal to
the value displayed in the X-axis.
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Figure 1.3: This figure displays 8000 random draws from two bivariate joint distri-
butions: Clayton-copula (left) and Gumbel-copula (right). Both margins are set to
be standard Gaussian N(0, 1). In each panel, the parameter is chosen such that the
linear correlation ρ of random variates is equal to 0.8. CoVaR is estimated at 1%
quantile of financial market return. Visually, ∆CoV aR6 in the left panel is obviously
greater than that in the right panel.
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Figure 1.4: This figure compares the copula-based estimation of MES with the non-
parametric kernel estimation following Brownless and Engle (2011). In the left panel,
data are generated by the student t copula with degree of freedom df = 5. In the
right panel, data are generated by the Rotated Gumbel Copula. Both margins are
set to be student t with df = 5. The parameters of both copula models are selected
such that the Kendall correlation of generated data is 0.5. The X-axis denotes the
unconditional cut-off value τ which determines the tail event of the market return
when rmt 6 V aRrm(τ). The simulations are implemented for 5000 times.
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Figure 1.5: This figure displays the ∆CoV aR=, ∆CoV aR6 and MES (y − axis)
estimated by Normal Copula (without tail dependence) and Student t Copula (with
symmetric tail dependence). The marginal distributions are set to be Student t with
df = 5. The x-axis displays linear correlation ρ which measures the average co-
movement strength of the data. The parameters of copula models are chosen such
that the linear correlation ρ of generated random variates is equal to the value shown
in the x− axis.
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Figure 1.6: This figure displays the ∆CoV aR=, ∆CoV aR6 and MES (y − axis)
estimated by Normal Copula (without tail dependence), Rotated Gumbel Copula
(with lower tail dependence) and Gumbel Copula (with Upper tail dependence). The
marginal distributions are set to be Student t with df = 5. The x-axis displays kendall
τ , which measures the co-movement strength of data. The parameters of copula model
are chosen such that the kendall τ of generated random variates is equal to the value
shown in the x− axis.
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Figure 1.7: This figure displays the ∆CoV aR=, ∆CoV aR6 and MES (y − axis) es-
timated by the Copula of Student t (symmetrical tail dependence), Rotated Gumbel
(lower tail dependence) and Gumbel (Upper tail dependence). All margins are Stu-
dent t with df = 5. The x-axis displays the value of Lower tail dependence or Upper
tail dependence implied by these copulas: LTD = limu−→0+ P (X2 6 F−12 (u)|X1 6
F−11 (u)) and UTD = limu−→1− P (X2 > F−12 (u)|X1 > F−11 (u)). The parameters of
copula model are chosen such that the tail dependence of generated random variates
is equal to the value shown in the x− axis.
.
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Figure 1.8: This figure displays the fitted parametric estimates of a skewed t(Hansen
1994) distribution for the daily return of DowJones Financial Index (Proxy for finan-
cial market return) and AIG
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Figure 1.9: The upper panel of figure displays the median across firms of conditional
correlation for the dynamic student t copula. The lower panel of figure presents the
median across firms of lower (upper) tail dependence for mixture Copula C+G+N.
The acronyms C+G+N refers to the mixture copula: Clayton+Gumbel+Normal.
The parameters of mixture copula model are estimation every 1 month in the Rolling
window of 24 months.
61
Figure 1.10: This figure displays the median across the firms of the time series es-
timates of ∆CoV aR, ∆CoV aR6 and MES under copulas models characterized by
different tail dependence properties. The acronyms Rot-Gumbel refers to Rotated
Gumbel Copula. The sample period runs from 2007/01/02 to 2010/12/31.
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Figure 1.11: This figure displays the cross sectional relationship of systemic risk
measure ∆CoV aR, ∆CoV aR6 and MES estimated with Gaussian copula(x-axis)
and Student t, Rotated Gumbel copula(y-axis) from left to right, Where ∆CoV aR
i
=
1
T
∑T
t=1 ∆CoV aR
i
t and MES
i
= 1
T
∑T
t=1 MES
i
t . Each point represents an financial
institution listed in the table 1.1. The diagonal solid line represents the equal value
corresponding to x-axis and y-axis. The acronyms ”St” refers to Student t copula
based estimation. ”Rot-Gumbel” represents rotated Gumbel copula based estimation.
The sample period covered from 2000/01/03 to 2010/12/31.
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Figure 1.12: Note: The scatter plots show the cross sectional link between the time
series average of the systemic risk measures displayed on the y-axis, which are all
estimated by student t copula with marginal distribution being skewed t distribution.
The conditional Beta is estimated as βit = ρit
σit
σmt
. The tail dependence implied by
student t copula is τ = 2 − 2T1+νt(
√
1 + νt
√
1−ρt
1+ρt
). The SRISK is calculated by
the simulation exercise described in the previous section 2.2.4. The solid line in
each panel is the OLS regression predicted line, which indicates the strength of cross
sectional link between the two variables on the axis. Each point represents a financial
institution. The estimation period is from 2004/01/02 to 2010/12/30.
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Table 1.3: Summary Statistics for the unfiltered return series
DowJones Index Depository Insurance Broker-Dealer Others
Mean 0.0116 0.0396 0.0557 0.0472 0.0572
Std.dev 2.1113 2.8772 2.9194 4.4298 3.4317
Skewness 0.3022 0.7225 0.4246 1.3455 0.7839
Kurtosis 14.107 23.0947 27.9047 31.3129 25.5438
5%-VaR(left) -2.7719 -3.9201 -4.0153 -4.8486 -3.8385
5%-VaR(right) 2.7517 4.6253 4.5193 5.5541 4.0362
5%-ES(left) -0.2496 -0.3258 -0.3275 -0.3693 -0.3864
5%-ES(right) 0.2655 0.3616 0.3591 0.4283 0.4352
P-Value
Jarque-Bera 0.0000 0.0000 0.0000 0.0000 0.0000
Ljung-Box 0.0001 0.0137 0.2187 0.0225 0.1909
This table provides summary statistics on the daily holding period return of some
major US financial institutions and DowJones U.S. Financial Index for the period from
2000/01/03 until 2011/12/30. For each category, we report the average value across
all institutions about the mean,the standard deviation, the skewness, the kurtosis, the
5% VaR and ES for the left and right tail of distribution. The second last row gives
the median over all institutions of p-value of Jarque-Bera test for normality. and the
last row reports the median of p-value for the Ljung-Box test with m = log(T ) lags.
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Table 1.4: Summary Statistics on Parameter Estimates(medians)
DowJones Index Depository Insurance Broker-Dealer Others
Panel A: GARCH Model σ2t = ω + αe
2
t−1 + γe
2
t−1I(ei,t−1<0) + βσ
2
t−1
ω 0.0103 0.0228 0.0339 0.0413 0.0591
α 0.0174 0.0363 0.0344 0.0176 0.0332
γ 0.1039 0.0866 0.0932 0.0891 0.0670
β 0.9291 0.9190 0.9148 0.9366 0.9224
Panel B: Skewed t distribution
ν 4.1092 3.9022 4.0798 3.8338 3.7901
λ -0.0106 0.0038 0.0135 0.0015 0.0047
Panel C: ’GAS’ Dynamic Student t Copula Model(median of means)
ρ - 0.7728 0.6451 0.7634 0.6353
df - 7.5087 8.3618 6.9992 7.6626
This table provides summary statistics on parameter estimates for all industry cate-
gories. Panel A reports the median across the institutions of the parameter estimates
of the GJR-GARCH model for standardized residuals. Panel B reports the median
across firms of the parameter estimates of the skewed t distribution for innovations.
Panel C reports the median across firms of the mean over time of parameters for the
”Generalized Autoregressive Score” student t copula.
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Table 1.5: AIC for the Different Copula Models
The metric for Goodness of Fit(GoF) test of Copula model will be Akaike’s
Information Criterion(AIC)
AIC := 2k − 2log(cˆ(u, v; θˆ))
Comparing Dependence Structures Using Information Criteria(AIC)
Sample (2000/01/03 ∼ 2011/12/31)
Q5 Q25 MEAN Median Q75 Q95
Static Model
Gaussian -3159.956 -2555.641 -1862.686 -1830.318 -1189.603 -479.192
Clayton -2501.409 -2118.555 -1534.261 -1539.268 -989.298 -406.144
Frank -3042.834 -2528.719 -1838.441 -1822.108 -1176.598 -513.067
Gumbel -3077.362 -2507.419 -1777.572 -1722.641 -1120.790 -428.260
RotGumbel -3070.431 -2590.530 -1849.739 -1837.672 -1181.537 -473.883
Student -3287.925 -2769.306 -1966.828 -1941.210 -1244.634 -517.695
SJC -3120.191 -2594.273 -1859.488 -1830.459 -1201.617 -485.712
G+RG+N -3300.940 -2773.381 -1976.469 -1955.856 -1253.859 -511.862
G+RG+F -3291.014 -2785.613 -1977.939 -1938.122 -1259.680 -528.553
C+G+F -3273.078 -2755.918 -1954.758 -1917.125 -1255.380 -516.206
C+G+N -3310.359 -2783.591 -1981.901 -1965.040 -1260.544 -515.251
Dynamic Model
Gaussian -3349.462 -2700.856 -1992.150 -2028.358 -1295.944 -515.971
Gumbel -3219.850 -2590.012 -1895.849 -1886.464 -1226.038 -478.020
RoGumbel -3182.384 -2677.920 -1953.231 -1979.007 -1260.206 -517.688
Student -3424.752 -2859.831 -2084.023 -2098.774 -1348.755 -563.794
SJC -3246.307 -2676.910 -1953.047 -1941.163 -1268.510 -519.535
The acronyms ”SJC” refers to symmetrized Joe-Clayton Copula, which was pro-
posed by Andrew Patton (2006). Dynamic Copula model was estimated following
the ”Generalized Autoregressive Score”(GAS) model suggested by Creal,et al(2011),
which was discussed in section 3.2. The acronyms ”G+RG+N” refers to mixture cop-
ula model of Gumbel+Rotated Gumbel+Normal. ”G+RG+F”: Gumbel+Rotated
Gumbel+Frank. ”C+G+F”: Clayton+Gumbel+Frank. and ”C+G+N” : Clay-
ton+Gumbel+Normal
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Table 1.7: Comparison of ∆CoV aR and MES Measures (2000/01/03 ∼
2011/12/30)
Distress Definition ri,t = V aR
i
t(τ) ∆CoV aR
=(τ) τ = 0.05
Margin-Copula Margin-Copula Margin-Copula
Panel A AB(quantile) Norm - Norm Skewt - Norm Skewt - T
Overall 1.73 1.68 2.28 2.23
Depository 1.95 1.92 2.52 2.40
Insurance 1.55 1.46 2.06 2.06
Broker-Dealer 1.68 1.70 2.33 2.26
Others 1.67 1.61 2.22 2.18
AB(quantile) refer to the estimation of ∆CoV aR by quantile regression following
Adrian and Brunnermeier (2011). Norm-Norm represents bivariate normal join-
t distribution. As proposition 1 shows, the close form solution in this case is
∆CoV aR = ρσmF
−1
 (τ)
Distress Definition ri,t 6 V aRit(τ) ∆CoV aR6(τ) τ = 0.05
Margin-Copula Margin-Copula Margin-Copula
Panel B Norm - Norm Skewt - Norm Skewt - T
Overall 1.16 1.81 1.93
Depository 1.27 2.00 2.02
Insurance 1.05 1.64 1.84
Broker-Dealer 1.17 1.85 1.95
Others 1.13 1.76 1.92
MES = E(rit|rmt 6 q0.05)
Margin-Copula Margin-Copula Margin-Copula
Panel C Norm - Norm Skewt - Norm Skewt - T
Overall 3.38 3.75 4.23
Depository 3.52 3.90 4.27
Insurance 2.80 3.13 3.63
Broker-Dealer 4.26 4.78 5.37
Others 3.57 3.91 4.48
Norm-Norm represents bivariate normal joint distribution. The close form solution
in this case is MES = E(rit|rmt 6 q0.05) = ρ σiσmE(rmt|rmt 6 q0.05).
71
Table 1.8: Systemic Risk Rankings: ∆CoV aR6, Tail Dependence, MES, β
and SRISK
Rank ∆CoV aR6 Tail-DeP MES β SRISK LEV MV
1 NYX JPM AIG AIG C FRE BAC
2 BAC C LEH LEH JPM FNM JPM
3 JPM BAC WB WB BAC NCC WFC
4 C TROW FNM FNM AIG MS C
5 GNW BEN FRE FRE FNM WB GS
6 AIZ LM BAC BAC MS AIG MET
7 TROW AXP C C FRE ETFC PRU
8 AXP PFG ABK ABK GS SLM MER
9 TMK PRU MS MS MER MER STT
10 FNF UNM MBI SLM WB C AIG
Pairs ∆CoV aR6 Tail-DeP MES β SRISK LEV MV
∆CoV aR6 - 5 2 2 3 1 3
Tail-DeP 5 - 2 2 3 1 4
MES 2 2 - 9 7 6 3
β 2 2 9 - 7 7 3
SRISK 3 3 7 7 - 7 6
LEV 1 1 6 7 7 - 3
MV 3 4 3 3 6 3 -
Notes: The upper panel displays the ranking of the top 10 financial institutions based
on the estimation of ∆CoV aR6, Tail Dependence (Tail-DeP), MES, conditional
CAPM β and SRISK which are all estimated by the student t copula with marginal
distribution being skewed student t distribution. The last two columns display the
firms’ characteristics: Leverage (LEV) and Market Capitalization (MV). In the lower
panel, we report the number of concordant pair between every two systemic risk
measure. The ranking is implemented on September 17, 2008 when Lehman Brothers
filed for bankruptcy.
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Chapter 2
Model Combination or Distributional Aggregation?
A Quantile Regression Approach to Stock Return Prediction
2.1 Introduction
Stock return predictability has become one of the most debated and high-profile
issues in the past few decades. Forecasting the conditional mean or even the en-
tire distribution of future equity premia is of profound importance for many aspects
of finance such as portfolio choice and risk management. It is thus not surprising
that academia and practitioners have devoted a vast amount of efforts attempting
to understand the nature of stock return predictability and increase the forecast
performance of asset pricing models. Despite being at the forefront of the current
research agenda, stock return predictability at both time series and cross sectional
level, is still an evergreen research area in finance. One of the most biased aspects
in the current return forecast research is that most predictive models only describes
the average relationship of return with a set of predictors. Yet much less is known
about the predictability of other parts of the return distribution beyond the con-
ditional mean and variance. However, from the standpoint of practitioners in risk
management, the information contained in the lower tail of the distribution usually
is considered to be most important in explaining the whole profile of the risk return
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trade-off1. Meanwhile, knowledge of the first two moments frequently is not adequate
for portfolio management under standard preferences such as constant relative risk
aversion (CRRA), which generally requires the estimation of the entire distribution
of future returns. Furthermore, even the interest is exclusively focused on the first
two moments (conditional mean and volatility) estimation, aggregating the multiple
quantiles information across the entire distribution can potentially improve estima-
tion efficiency for the variables concerned (see e.g. Zou and Yuan (2008), and Xiao
and Zhao (2011)). In this sense, understanding the return predictability in the whole
distribution is of fundamental significance in many aspects of finance economics.
Even though stock return forecasting is promising and fascinating, the results
of empirical studies are quite frustrating. There is ample empirical evidence indi-
cating that US aggregate market return is fairly predictable for the in-sample test.
However, when it comes to out-of -sample forecast exercises, the predictability of
a variety of popular economic variables disappears. Goyal and Welch (2008) found
that most of commonly used macro-finance variables used in the literature fail to
deliver a consistent superior forecast than the historical average benchmark model.
This finding casts doubt on the reliability of stock return predictability. Recognizing
that no simple individual model is a complete description of reality, Timmerman-
n (2006), Rapach, Strauss and Zhou (2010), among others, proposed a variety of
models combination approaches and found that pooling information across multi-
ple models tends to produce a superior forecast to that based on a single predictive
model. As a result, model combination has become a standard technique attempt-
ing to improve the forecast performance of predictive regression models in the horse
race of stock return prediction. However, surprisingly very few studies recognized
or acknowledged the significance of information within the model (distribution). In
the absence of a Gaussian distribution, optimally integrating distributional informa-
1In asset pricing model, higher order moments such as skewness and kurtosis have proven useful
to explain variation of the risk premium (see e.g. Harvey and Siddique (2000), Dittmar (2002)
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tion turns out to produce a robust and more efficient forecast than the least square
estimation. Pohlman and Ma (2010) briefly investigated how to employ the distri-
butional information for return forecasting and portfolio construction. Even though
the macro-finance variables considered in the current literature appear to have little
value in forecasting the conditional mean of stock return (Goyal and Welch (2008)),
their predictability ability can be strong in the other part (either left or right tail)
of the stock return distribution (Cenensizoglu and Timmermann (2008)). Therefore,
optimally combining the information from other parts of distribution may provide a
positive contribution in forecasting either the conditional mean or the entire distri-
bution. To explore this possibility, I consider predictive quantile regression models
for equity premium forecasting.
Since the seminar work of Koenker and Bassett (1978), quantile regression ap-
proaches have been intensively used in the area of financial economics, especially
in research on risk management (Chernozhukov and Umantsev (2002), Engle and
Mangenelli (2004), Rubia and Sanchis-Marco (2013)), asset pricing models (Barnes
and Hughes (2002), Pohlman and Ma (2010), Meligkotsidou, Vrontos and Vrontos
(2009)) and stock return prediction (Cenensizoglu and Timmermann (2008), May-
nard, Shimotsu and Wang (2011)). Pedersen (2010) provides detailed insights into
predictability of the entire stock and bond return distribution through the use of
quantile regression and found that the state variables primarily predict only location
shifts in the stock return distribution, while they also predict changes in higher-order
moments in the bond return distribution. Cenensizoglu and Timmermann (2012)
compares statistical and economic measures of forecasting performance across a large
set of stock return prediction models and found that the message conveyed from a
model’s statistical RMSE performance can only be weakly associated with that e-
merging from an analysis of the models’ economic value. Recently, Baur, Dimpfl and
Jun (2012) provides a comprehensive description of the dependence pattern of stock
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returns by studying a range of quantiles of the conditional return distribution using
quantile autoregression and found that lower quantile exhibit positive dependence on
past returns while upper quantiles are marked by negative dependence.
This chapter is most closely related to the studies from Meligkotsidou et al.
(2012) who proposed a robust point forecast by combining a set of quantile forecasts
using a simple constructed time varying weighting scheme. The author found that
exploiting the distributional information associated with each predictor can deliver
statistically and economically significant out of sample forecasts relative to the his-
torical benchmark average.
The main contribution of this chapter, however, is to provide a more compre-
hensive investigation on how to combine quantile information more efficiently in the
forecast of conditional mean as well as density estimation, which is proven to be more
advantageous than the simple weighting schemes used by Meligkotsidou et al. (2012).
The goal of this paper is not attempting to create a “super” model to produce superior
forecast in any situation, but to show that, not only the information across differ-
ent models, but also the information within the model (distribution) contributes to
the improvement of forecast performance. More specifically, incorporating distribu-
tional information combined with model information can produce a superior forecast
for the conditional mean as well as the entire distribution of future equity premia,
which significantly outperforms the forecast that utilizes either source of information
alone. Meanwhile, the order of combination strategies appears to make a significant
difference in the efficiency of pooling both distributional information and model in-
formation. It turns out that aggregating distributional information in the first step,
followed by combining model information, is more advantageous in return forecasting
than the combination strategies which revert the combination order. This chapter not
only investigates the forecast of conditional mean, but also studies the forecast of the
whole distribution of future stock returns, which incorporates the entire distribution-
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al information provided by a find grid of quantiles forecasts for density estimation.
Different test statistics are discussed to evaluate the performance of conditional mean
and density forecasts.
This chapter also studies the economic evaluation of predictive performance. I
attempt to investigate whether the statistical evidence of stock return predictability
can be converted automatically to a significant utility gain for risk-averse investors.
The investor is assumed to have either mean variance utility or power utility, which
require the estimation of either the first two moments or the entire distribution. D-
ifferent forecasts result in different optimal portfolio choice which in turn give rise
to different realized utility gains. This chapter shows that pooling distributional in-
formation via quantile combination does add significant economic values in term of
average utility gain and certainty equivalent rate. This improvement of economic val-
ue is robust to the choice of the risk aversion coefficient. However, the relative utility
gain decreases as investors become more risk averse, as the accuracy of forecast in
tail of distribution declines.
The rest of this chapter is organized as follows: Section 2 describes the predictive
regression model which will be used in the forecast of the equity premia. In-sample
test of quantile forecast performance is discussed briefly. Section 3 outlines a variety
of quantile combination approaches and illustrates how to pool distributional infor-
mation efficiently. Section 4 discusses a few most widely used model combination
approaches. Section 5 extends to discuss how to forecast the entire density by taking
advantage of the whole distributional information via quantile regression. Section 6
presents how to evaluate forecast performance in term of both statistical and econom-
ic criteria. Section 7 report the empirical studies for the proposed forecast models
which pool both distributional and model information. Section 8 concludes.
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2.2 Predictive Regression Model
The predictive regression model for the equity premium can be written as
yt = µt−1 + σt−1t with t ∼ iid F(0, 1) (2.2.0.1)
where µt−1 and σt−1 signify the location (mean) and scale(volatility) for the distribu-
tion of y conditional on information F t−1. t is a IID innovation process with mean
zero and variance one.
Assume that the predictive variables xt−1 not only significantly influence the con-
ditional mean (location shift effect), but also affect the conditional volatility (scale
effect) of stock return yt. This is indicative of some form of heteroscedasticity.
µt−1 = β0 + β1xt−1 (2.2.0.2)
σt−1 = θ0 + θ1xt−1 (2.2.0.3)
Therefore the data generating process (DGP) with conditional mean and variance
dynamics can be defined as
yt = (β0 + β1xt−1) + (θ0 + θ1xt−1)t with t ∼ iid F(0, 1) (2.2.0.4)
The least squares estimation (OLS) can only obtain the estimate of the central part
of return distribution, but not the entire part of conditional distribution of returns,
which could fail to provide insight of the whole profile of the risk-return relation.
E(yt|Ft−1) = β0 + β1xt−1 (2.2.0.5)
Suppose the predictor state variable xt−1 has a significantly positive influence on stock
returns, Least Squares estimation is unable to tell whether the increase of stock return
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yt+1 in next period is associated with the increase of risk (scale shift on left tail) or is
merely associated by the entire return distribution being shifted to the right (location
shift of the entire distribution). The model prediction of volatility σt can partially
provide further insight for measuring the market risk. However, the concentration of
study only on the first two moments of distribution is too restrictive and inadequate
to conceal the underlying true return and risk relation. In other word, forecasting the
entire distribution of stock return is more crucial to completely describe the whole
profile of return and risk relation, which is key to understanding the price of financial
assets and determining the optimal portfolio of multiple assets. In contrast, quantile
regression introduced by Koenker and Bassett (1978) provides significant flexibility
in the estimation of the entire return distribution without imposing restrictive distri-
bution assumption. With the setup of data generating process in the above equation
(2.4), the predictive quantile model of stock returns can be constructed as
Qyt(τ |Ft−1) = β0 + β1xt−1 + (θ0 + θ1xt−1)Qt(τ)
= β0,τ + β1,τxt−1
where β0,τ = β0 + θ0Qt(τ) and β1,τ = β1 + θ1Qt(τ). If the predictor variable xt−1 is
positively correlated with the volatility (θ1 > 0), the slope coefficient βτ increases as
τ increases from 0 to 1. By varying quantile τ from 0 to 1, a complete picture of the
covariate effect on return distribution can be obtained.
Empirical results from stock return prediction literatures suggest that the con-
ditional mean slope coefficient β1 is insignificant from zero β1 ≈ 0. Goyal and Welch
(2008) shows that all of macro-finance predictor variables appear to have little value
in forecasting the mean of stock returns. Cenensizoglu and Timmermann (2008),
however, provides statistical evidence that most predictor variables are useful in pre-
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dicting either the left, or the right tails of stock return distribution, but not the
central part of the distribution. Therefore β1,τ = β1 + θ1Qt(τ) ≈ θ1Qt(τ), which
implies that the absolute value of β1,τ increases as quantile τ converges to extreme
value (τ −→ 0 or τ −→ 1)2. This may explain why the location (mean or median) of
stock returns tends to be much more difficult to predict than the extreme tail (lower
or upper) of the distribution.
Koenker and Bassett (1978) introduced a seminal work on quantile regression
estimation
[
β0,τ , β1,τ
]
= argmax
β0,τ ,β1,τ
T−1∑
t=1
ρτ (yt − β0,τ − β1,τxt−1)
where T is the sample size and ρτ (.) indicates the quantile check loss function
ρτ (yt−β0,τ−β1,τxt−1) =
(
τ−I(yt−β0,τ−β1,τxt−1)
)(
yt−β0,τ−β1,τxt−1
)
(2.2.0.6)
with I(.) being indicator function. In the special case where τ = 0.5, the check loss
function reduces to the absolute loss function which is exactly used in the median re-
gression model. The inference of consistency and asymptotical normality for quantile
estimation is well established in the literature (i.e. see Koenker (2005)).
2.2.1 Predictive Model Selection in Quantile Regression Set-
ting
The stock return prediction literature proposed a large family of macro-finance
variables, attempting to forecast the conditional mean or entire distribution of eq-
2Give the assumption that the return innovation is iid process t ∼ iid F(0, 1), in the central
part of distribution when τ is close to 0.5, Qt(τ) ≈ 0, therefore β1,τ ≈ θ1Qt(τ) ≈ 0. But in the
extreme tail of distribution when τ −→ 0 or τ −→ 1, the absolute value of Qt(τ) explodes to a
large value, so does the quantile slope coefficient at extreme tail β1,τ
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uity premia. In these forecasting models, the number of all possible regressors N
is usually very large compared with sample size. Instead of including all of these
predictor variables in forecasting models (Kitchen Sink Forecast), much effort has
been devoted to establish statistical model selection criterion to choose the optimal
combination out of 2N − 1 possible outcomes. Unlike the conditional mean regression
model, the commonly used model selection criteria like the Bayes Information Crite-
rion (BIC) or the Akaike Information Criterion (AIC), are not available in a quantile
setting. Belloni and Chernozhukov (2011), among others, introduced a data-driven
selection of relevant covariates by employing a statistical shrinkage technique which is
known as the least absolute shrinkage and selection operator (LASSO). Accordingly,
the `1 penalized regression estimator βˆ(τ) is a solution to the following optimization
problem:
βˆ(τ) = argmax
β
1
T
T∑
t=1
Qˆτ (Yt −Xtβ) + λ
√
τ(1− τ)
T
N∑
j=1
σˆj|βj| (2.2.1.1)
where σˆj = ET (x
2
t,j) =
1
T
∑T
t=1 x
2
t,j is component-wise variation. Qˆτ (.) is the common
check loss function used in the ordinary quantile regression. Therefore, the Lasso
model selection is implemented by minimizing the sum of check loss function with a
penalty function given by a scale `1 norm of the parameter space, which selects the
relevant covariates based on the absolute value of their shrunk coefficients (scaled by
regressor variation). Increasing the penalty level will cause more and more of the
parameters to be driven to zero. In the following model selection exercise, I eliminate
the regressors in the forecast model if their absolute value of shrunk coefficient is
below 10−6. Specifically, the support of parameter space T̂τ can be set as
T̂τ = Support(β̂(τ)) =
{
i ∈ {1, 2, · · · , N} : |β̂i(τ)| > 10−6
}
(2.2.1.2)
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After removing all regressors that are not selected, the unrestricted quantile model is
re-estimated with only including the selected relevant regressors. The post-LASSO
estimator β˜(τ) therefore can be derived as:
β˜(τ) = argmax
β∈T̂τ
1
T
T∑
t=1
Qˆτ (Yt −Xtβ) (2.2.1.3)
The perfect model selection entails that the estimated parameter space T̂τ coincides
with the true one T̂τ = Tτ . However, this goal might be unlikely to achieve for many
designs of interest. Even for this scenario, Belloni and Chernozhukov (2011) shows
that the rate of converge for the post-penalized estimators perform quite well.
The success of relevant regressors selection via the LASSO procedure also de-
pends on the precise determinant of penalty parameter λ. The overall penalty level
λ
√
τ(1− τ) is a function of the quantile of interest, in which λ itself is also quantile
specific value. Larger value of λ(τ) will result in more regressors eliminated. When
λ = 0, the LASSO procedure is equivalent to ordinary quantile regression. Belloni
and Chernozhukov (2011), Hautsch, Schaumburg and Schienle (2012) provide a de-
tailed discussion on the selection of the data-driven penalty parameter λ(τ). For more
detail of empirical procedure, I refer to Appendix 2.
2.3 Robust Point Forecasts Based on Optimally
Combining Quantile Information
When the data are exactly normal distributed, the most widely used approaches
of least square estimation (LS) coincides with a maximum likelihood interpretation
and can be considered as the most efficient estimator. However, in the absence of
a Gaussian error distribution, the LS method usually fails to provide efficient esti-
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mation and may have extremely poor performance when the data have a heavy-tail
distribution with large amount of outlier observations. It is well known that finan-
cial data are usually characterized by the high volatility, skewness, fat tails and a
significant departure from normal distribution. The standard conditional expecta-
tion estimators notoriously places too much weight on extreme observations (equal
weight on the deviation from mean), rendering the LS method inadequate to fore-
cast financial series. In the presence of outlier observation, it is well known that the
Least Absolute Deviation (LAD) estimation is more robust relative to OLS. However,
LAD estimation corresponds to only one specific quantile (τ = 0.5), which ignores
other parts of the distribution that may contain more important information when it
comes to the efficient quantification of risk. In addition, even in the case when me-
dian regression is more efficient than estimates at other part of quantile, combining
multiple quantile estimates may further improve the efficiency of estimation. More
generally, a more efficient estimator can be obtained by optimally aggregating the
distributional information from multiple quantile estimators. Along this direction,
Zou and Yuan (2008) proposes the composite quantile regression (CQR) for param-
eter estimation and variable selection in the classical linear regression models and
demonstrated that combining multiple quantile information enjoys great advantages
in terms of estimation efficiency. Kai, Li and Zou (2010) proposes a local composite
quantile regression smoothing to further improve local polynomial regression. More
recently, Xiao and Zhao (2011) develop an efficient quantile combination approach
and demonstrated that the asymptotical variance of new estimator derived by op-
timally combining multiple quantile information approaches the Cramer-Rao lower
bound under approximate conditions and thus leads to advantageous efficient estima-
tion.
Furthermore, it is reasonable to believe that the effects of a predictive variable
may differ across quantiles of distribution. In certain situations, some quantiles may
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deliver better estimations than others. In other word, the sensitivity of response to
factors may be quite different in the tail than the central part of distribution. Ce-
nensizoglu and Timmermann (2008) found that the tail behavior of the stock market
is more predictable than the central part of distribution. At the time of a Financial
Crisis, all factors tend to move together in the same direction. The dependence of re-
sponse and factor are usually greater and easier to be captured than that at the time
of economic prosperity or normal times. Combining multiple quantiles may aggregate
more useful information from the dependence structure between response and factor.
From this perspective, the performance of quantile regression at a specific quantile
τ can be further improved by incorporating distributional information from multiple
quantiles.
Unlike the LS method which focuses on the conditional mean, quantile regres-
sion provides the flexibility to estimate the entire conditional distribution and thus
naturally offers a framework to aggregate distributional information across multiple
quantiles. In general, the forecast of the τ th conditional quantile of the distribution
of the equity premium Yt+1(τ), conditional on the i
th predictor Xi,t, can be obtained
as
Ŷt+1(τ) = β̂0(τ) + β̂1(τ)Xi,t (2.3.0.4)
By choosing a fine grid of quantiles, say, τ = 0.01, · · · , 0.99, one can trace out the
entire distribution of equity premium when conditioning information shifts more than
just the location of the distribution. Now a question can be raised naturally: how
can we take advantage of the distributional information associated with quantile re-
gressions to produce a more efficient and robust point predictions on the conditional
mean of the equity premis E(Yt+1|Xi,t).
Basically, the combination of quantile information can be implemented with re-
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spect to either the coefficient estimator β(τ) or point forecast Yt+1(τ) directly
3. In
statistics literature, much effort has been devoted to the robust estimation or predic-
tion via quantile combination. In the following, I propose several quantile combination
approaches, attempting to aggregate distributional information from multiple quan-
tile estimation to produce a superior forecast for equity premium both in terms of
statistical and economic evaluation.
2.3.1 Combining Quantile Forecasts of Y (τ)
Early literature on robust point estimation from regression quantiles can be
traced to Gastwirth (1966), Judge et al. (1988), which proposed a fixed weighting
scheme to combine a set of quantile forecasts. In general, the quantile combination
predictor Yˆt+1 can be proposed as:
Yˆt =
N∑
i=1
ωˆi,tYˆt(τi) Where
N∑
i=1
ωˆi,t = 1 and ωˆi,t > 0 for all i = 1 · · ·N (2.3.1.1)
where ωˆi,t is the estimated weight for a particular τith quantile forecast Yˆt(τi). N
is the number of quantile to be combined. Here the weights ωi,t can be considered
as the probabilities assigned to different quantile forecasts, suggesting how likely the
specific regression quantile Yˆt(τi) coincides with (or predicts) the realized return for
the next period. By carefully choosing the combination weight ωi,t, the above robust
forecast can incorporate distributional information from multiple quantile estimates,
and therefore can be more accurate than the conditional expectation forecasts espe-
cially when the return distribution deviates significantly from normality.
3This chapter concentrates on the forecast of equity premium Yt+1 rather than the estimation of
slope coefficient β, which is the marginal effect of predictor variable. To this end, the performance
evaluation of a variety of quantile combination approaches is measured only by how well the proposed
point forecast Yˆt+1 after combining quantile information can predict equity premium Y at next period
t+ 1.
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DMSFE Quantile Combination (DMSFE)
Analogous to the discounted mean square forecast error (DMSFE) approaches
put forth by Stock and Watson (2004), the first class of combination method can be
naturally constructed as (hereafter I call it DMSFE):
ωi,t =
Ω−1i,t∑N
j=1 Ω
−1
j,t
(2.3.1.2)
where
Ω−1i,t =
t−1∑
s=P0
ξt−1−s
(
Ys − Yˆs(τi)
)2
(2.3.1.3)
where P0 is the start date for out of sample forecast evaluation, ξ is a discount factor
which attaches higher weight to the more recent forecasting accuracy. Lower value
of ξ indicates less importance of forecast performance in history. This method is in
the same spirit of Stock and Watson (2004), who suggested constructing a weighting
scheme based on the historical performance of forecasting models. If the historical
return more frequently coincided with a specific quantile forecast (the squared fore-
cast error is smaller), it is reasonable to expect that the next period’s return is more
likely as well to coincide with this specific quantile. Pohlman and Ma (2010) also
claimed that the rank of the return of stock usually does not change dramatically for
two consecutive periods. The location of quantile in the previous periods can predict
in some degree what is the most likely quantile to be realized in next period.
Regression Approach of Quantile Combination (Regression)
The second weighting scheme of quantile combination is in the same spirit of con-
strained regression approach of forecast (Granger and Ramanathan (1984)), which can
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be estimated straightforwardly by recursively minimizing the mean square forecast
error E(Yt−
∑N
i=1 ωˆi,tYˆt(τi))
2 between the true value Yt and the linear combination of
multiple quantile estimator
∑N
i=1 ωˆi,tYˆt(τi). In particular, the optimal weight vector
ωt is chosen to minimize the following optimization problem
4
ωˆt = argmin
ωt
t−1∑
s=P0+1
[
Ys −
N∑
i=1
ωˆi,tYˆs(τi)
]2
and
N∑
i=1
ωˆi,t = 1 ωˆi,t > 0 for all i
(2.3.1.4)
where P0 is the number of observations (holdout out of sample) used to construct the
first forecast. The weight ωˆt can further be constrained
5 not to exceed certain lower
and upper bounds in order to reduce the volatility and stabilize forecast. Granger
and Ramanathan (1984) suggested both constrained and unconstrained regression ap-
proaches to estimate weights. As the predictive quantile estimates Yˆs(τi) are likely to
be biased predictors of Ys, I include the intercept in the linear combination of quantile
predictors, Therefore the bias is picked up by the intercept and quantile combination
estimator ω0 +
∑N
i=1 ωˆi,tYˆs(τi) can generate unbiased predictor of Ys. Since the es-
timation strategy is analogous to least square regression, I denote this combination
scheme as Regression approach.
2.3.2 Combining Quantile Estimation of Coefficient β(τ)
The above discussion concentrates on how to combine the point quantile fore-
cast Yˆt(τi). It turns out that quantile combination can be conducted as well on the
coefficient estimation β(τi). Zou and Yuan (2008), Kai, Li and Zou (2010) and Xiao
4The number of quantiles N to be combined can not be too large due to the increased parameter
space in the following optimization. Otherwise, the solution to optimal weight ωˆt is very likely end
up with the local minimum instead of global minimum.
5In the following discussion, I will show that the weight to each quantile is determined by the
shape of distribution. The quantile at the tail of distribution can be assigned a larger value than that
at the center part of distribution. Without knowledge of distribution information. The constraint
restriction should be carefully designed.
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and Zhao (2011) all investigated how to combine quantile information to estimate the
global parameter β more efficiently. Consider a standard conditional linear quantile
regression model
Ŷt+1(τ) = α̂(τ) + β̂(τ)Xt (2.3.2.1)
The global coefficient β̂ can be obtained by the weight average of multiple “local”
quantile estimators β̂(τj).
βˆ =
N∑
j=1
ωjβˆ(τj) (2.3.2.2)
Thus the forecast of Yˆt+1 can be constructed as:
Yˆt+1 = αˆ + βˆXt where βˆ =
N∑
j=1
ωjβˆ(τj) αˆ = Y¯ − βˆX¯ (2.3.2.3)
I only discuss how to combine quantile information for the robust estimation of the
slope coefficient β. Xiao and Zhao (2011) suggested that the combination weight for
the intercept α can be constructed in the same way as that for β if the distribution
is symmetric. In general, the global intercept can be derived as. αˆ =
∑N
j=1 φjαˆ(τj).
Without further assumptions on the distribution of t, the global parameter α may
not be identified. Since my goal is to predict the conditional mean Yt+1, setting
αˆ = Y¯ − βˆX¯ can ensure that the predicted value Yˆt+1 is an unbiased estimator of
Yt+1.
Density Weight Quantile Combination (Density)
Following Koenker (2005), consistency and asymptotic normality of quantile
coefficients can be established under certain mild regularity conditions. The asymp-
totic distribution of β̂(τ) are considerably simpler and easier to describe under the
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IID model.
√
n
(
β̂(τ)− β(τ)
)
∼ N
(
0,
τ(1− τ)
f 2 (Q(τ))
C−1
)
(2.3.2.4)
where C is a positive definite matrix such that C = lim−∞ 1nXTX.
The quantile regression estimator of β at τ has an asymptotic variance matrix in the
form of
τ(1− τ)
f 2 (Q(τ))
C−1 (2.3.2.5)
The precision of coefficient estimator β at each quantile τi, therefore, can be measured
by its inverse asymptotic variance. A higher value of asymptotic variance represents a
lower precision of βτi . The major source of quantile heteroskedasticity is only reflected
by the scalar term
τ(1− τ)
f 2 (Q(τ))
(2.3.2.6)
Therefore, I can weight each quantile estimation of β(τi) by the standardized value
of the above scalar term :
ωi =
f(Q̂(τi))√
τi(1− τi)
/Sw where Sw =
∑
i
f(Q̂(τi))√
τi(1− τi)
(2.3.2.7)
Note that the weight average ωi now is not a predetermined constant but instead de-
pends on the shape of the distribution, which could be adjusted automatically based
on the estimated density function over various quantiles. This is important when the
distribution becomes skewed and the density is no longer symmetric.
Optimal Weight Quantile Combination (OWQ)
Xiao and Zhao (2011) constructed an estimator that combine distribution in-
formation across multiple quantiles. Considering the weighted average of multiple
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quantiles estimator
βˆWQ =
N∑
j=1
ωjβˆ(τ) where
N∑
j=1
ωj = 1 (2.3.2.8)
By some mild regularity conditions, Xiao and Zhao (2011) showed that the weighted
average of quantile combination estimator βˆWQ has the following asymptotic distri-
bution:
√
n
(
βˆWQ − β
)
∼ N (0, S(ω)C−1) (2.3.2.9)
where C is a positive definite matrix which is independent of quantile τ . S(ω) is a
quadratic form given by
S(w) = wTHw, where H =
(
min(τi, τj)− τiτj
f(Q(τi))f(Q(τj))
)
16i,j6N
(2.3.2.10)
The optimal weight can, thus, be chosen by minimizing the asymptotic variance of
βˆWQ. In other word, the optimal weight ω
∗ for quantile combination can be obtained
by solving the following optimization problem:
ω∗ = argmin
ω
ωTHω where H =
(
min(τi, τj)− τiτj
f(Q(τi))f(Q(τj))
)
16i,j6N
=
H−1e
eTH−1e where e = (1, 1, · · · , 1)
T
Given a family of estimated conditional quantile functions , it is straightforward
to estimate the conditional density of residuals f(Q̂(τi)) as (see Koenker (2005))
f(Q̂(τi)) =
2h
Q̂(τi + h)− Q̂(τi − h)
(2.3.2.11)
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where h is the bandwidth6 which connects two neighboring points on the cumulative
probability function.
The conditional densities can also be estimated by the Epanechnikov kernel,
which would generate smooth densities especially when the time series sample size is
short. This is going to be the case in our empirical analysis in which lower frequency
data (quarterly) are employed.
f
(
Q̂(τi)
)
=
1
Thn
T∑
t=1
K
(
t − Q̂(τi)
hn
)
(2.3.2.12)
where Q̂(τi) is the estimated quantile of  at τi, K is the Epanechnikov kernel density
and hn is the bandwidth for the density estimation
7.
A natural question can be raised on how to select quantiles τ1, · · · , τN when com-
bining distributional information from multiple quantiles. There are a couple of issues
that deserve highlighting. Chernozhukov (2005) demonstrated that the conventional
quantile regression does not work well on the “extreme quantiles”. So the small-
est and largest quantile should be chosen sensibly and carefully. Secondly, “extreme
quantiles” are considered as a “rare event”, which may be trivial in the estimation
of global parameter if distribution has a bell shape. In other word, the information
contained in the “extreme quantiles” may be of no use and should be discarded 8
when combining multiple quantiles estimators. More generally, given a small number
of ξ, i.e ξ = f(Q̂(0.05), we can discard information in the tail below 5% quantile or
upper 95% quantile via multiplying the estimated density by the indicator function
I(|f(Q̂(τi)| > ξ). Therefore the truncated version of the estimated density can be
6bandwidth for each quantile can be estimated by Bofinger (1975) or Hall and Sheather (1988)
method where hn = z
2/3
α [1.5φ2(Φ−1(τ))/(2(Φ−1(τ))2 + 1)1/3]n1/3 and zα satisfies Φ(zα) = 1− α/2
7we follow Silverman (1986) to choose the rule-of-thumb bandwidth
8As I will show in the following Monte Carlo simulation, when the distribution has extreme
fat tail, say Cauchy distribution, the optimal weight for the extreme quantile converge to zero and
even negative value, indicating negative contribution to aggregating distribution information from
multiple quantiles
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constructed as:
f˜
(
Q̂(τi)
)
= f
(
Q̂(τi)
)
I
(
|f(Q̂(τi)| > ξ
)
(2.3.2.13)
Furthermore, since the quantile regression curves are estimated independently, the
issue of “crossing” in quantile regression can be raised. Higher quantile estimator
may exhibit lower value than that of the lower quantile, leading to an invalid distri-
bution for the response. I followed Bondell et al. (2011) approach and estimated
the quantiles simultaneously under the non-crossing restriction to avoid the crossing
problem for the linear quantile curves 9.
Finally, a question on what is the optimal number of quantiles to be combined,
or which part of distribution contain most useful information, still remains unan-
swered. Xiao and Zhao (2011) demonstrated that the asymptotical variance of their
proposed quantile combination estimator approaches the efficient Cramer-Rao lower
bound if the number of combining quantile N −→∞. Undoubtedly, large number of
quantiles N leads to computation complexity and may introduce significant measure
error, while small number N may result in efficiency loss. Fortunately, Xiao and Zhao
(2011) showed that the efficiency gain stabilizes quickly as N increases. Without any
prior information of the shape of distribution, they suggested the set of uniformly
spaced quantiles with N = 9 where τ = 0.1. · · · , τ = 0.9.
Quantile Combination Illustration
Figure 2.1 displays the combination weight for the quantile estimator of slope
coefficient β(τ), under a few widely used distribution assumptions. Two combination
weighting schemes are compared with each other: (1) the density weighting scheme
which is based on the asymptotic variance of individual quantile estimator β(τ); (2)
9The detail of non-crossing quantile regression proposed by Bondell et al. (2011) can be found
in the followings link: http://www4.stat.ncsu.edu/ reich/Code/
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the optimal weighting scheme that is constructed by minimizing the asymptotic
variance of combined quantile estimator
∑N
j=1 ωjβˆ(τ). The dispersion of combina-
tion weights, as shown in Figure 1, is determined by the shape of distribution. The
density weights seem to be more smooth than the optimal weight. The optimal
weighted average of quantile combination wins the horse race in the forecast perfor-
mance relative to density weighted quantile combination, as will be shown in the
following Monte Carlo simulation and empirical studies. Thus I only concentrate the
discussion on the optimal weighting scheme of quantile combination suggested by
Xiao and Zhao (2011).
Corresponding to the benchmark normal distribution, the optimal weighting
scheme suggests roughly equal weights for a set of uniformly spaced quantiles from
τ = 0.1. · · · , τ = 0.9, which indicates that different part of distribution of normal-
ity play almost equal roles in aggregating distributional information. In particular,
simple equally averaging multiple quantile regression estimators is asymptotically effi-
cient and equivalent to OLS estimation under the normality assumption. In contrast,
the optimal combination weight for the fat-tailed student t distribution display a sym-
metrical pattern with more weight assigned to the center part of distribution, and less
weight to both tails of distribution. In the case of extreme fat tail distribution such
as standard Cauchy (Student t with df = 1), the central part of distribution such as
the quantiles τ = 0.4, 0.5, 0.6 contribute almost all useful information. Whereas, the
tail of distribution at quantiles τ = 0.1, 0.2, 0.8, 0.9 are assigned even negative weight.
With respect to left (right) skewed distribution, the quantile at upper (lower) tail
contain almost all useful information. Higher value of weight is assigned to the right
(left) tail where the larger mass of the distribution is concentrated. In the extreme
case when data are generated by standard log normal distribution (right tail ‘tilt’
extremely rightwards), quantile at the tail τ = 0.1 contains almost all proportional
distributional information. The illustration in Figure 2.1 shows that different quan-
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tiles contains different proportional distributional information, which is determined
by the shape of its density function10.
Table 2.1 presents the Monte Carlo Simulation results for the in-sample
forecast performance of coefficient estimation βˆ, which is estimated using a variety of
quantile combination approaches discussed above. The simulated data are generated
to mimic a wide range of distributions which are characterized by heavy tails, skewness
or any other features deviating from normality assumption. In the benchmark nor-
mal distribution, OLS estimation has a MLE interpretation and give rise to estimates
closest to MLE. With the departure from normality assumption, the slope coefficient
estimation βˆ significantly improved after aggregating distributional information via
multiple quantiles combination. In some distributions such as Hansen (1994) Skew-t
distribution, the optimal weight quantile combination estimation achieves an efficien-
cy gain even close to MLE estimation. Furthermore, the number of quantiles to be
combined seems to have a trivial effect on the estimation efficiency gain. Increasing
the number of uniform spaced quantile from 9 to 19 does not result in a significant im-
provement of estimation efficiency. Lastly, kernel based estimation of density perform
quite well in the quantile combination estimation. There are not many differences
in the efficiency gain of quantile combination even if the density is estimated by the
non-parametric kernel instead of theoretic simulated distribution.
The Monte Carlo simulation in Table 2.1 is implemented in an ideal situa-
tion where both regressor and innovation process are independently simulated in the
identical distribution. Now it is of interest to see if the efficiency gain from quantile
combination still prevails in real data. One of characteristics of stock return forecast
10In some distributions such as a mixture of normal distributions with different mean u = ωz1 +
(1− ω)z2, where z1 ∼ N(−2, 1), z2 ∼ N(2, 1) and ω = 0.5, the quantiles in both tails can outweigh
the quantiles in the central part of distribution since the larger mass of distribution concentrates on
both tails.
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model is the low value of goodness fit of (R2). The model simulated in Table 2 at-
tempts to capture this feature of forecast model in stock return prediction, which is
set as
Yt+1 = α + βXt + σut (2.3.2.14)
where the regressor Xt corresponds to one of widely used predictive variables in em-
pirical studies: Dividend Yield Ratio (DY ). The selected slope coefficient β = 0.0243
is the OLS slope coefficient for the univariate forecast with dividend yield ration as
regressor during 1926Q4− 2010Q4. The scale value σ is selected as σ2 = 1−R2
R2
∗ β2 ∗
V ar(X) such that the goodness fit (R2) of simulated model is similar to the empirical
forecast model with R2 = 1.03%. Unlike the in-sample prediction in Table 2.1, all
parameters in the simulation of Table 2 are estimated recursively in the out-of-sample
forecast exercises, in which the parameter estimates are updated as the forecast moves
forward by adding one additional pseudo-observation to the estimation sample at
each step. As shown in Table 2.2, in the presence of a fat-tailed distribution, most
of the slope coefficient βˆ estimates significantly improved after aggregating distribu-
tional information via quantile combination (except for Hansen Skew-t distribution).
Meanwhile, the estimated weight average of quantile combination outperforms the
uniform weighted average of quantile combination. When it turns to the evaluation
of the point forecast Yˆt+1, it is noteworthy that the efficiency gain for the slope coef-
ficient βˆ estimation is not equivalent to that for point forecast Yˆt+1. In other words,
advantageous estimation of coefficient βˆ is not automatically converted to a superior
estimation of point forecast Yˆt+1 (See Apendix 2.9.1 for the comparison of MSE for
predicted βˆ and point forecast Yˆ ). Table 2.2 shows that almost all weighted average
of quantile combination estimation produces superior forecasts to OLS estimation in
the out of sample forecast exercises.
100
2.4 Model Combination
Since the seminal work of Bates and Granger (1969), it has been understood
that combining forecasts across multiple models often produces more accurate fore-
casts than a single selected model based on a rigorous model selection procedure.
Timmermann (2006) suggested that forecast combination can be considered as a diver-
sification strategy that can reduce uncertainty risk associated with a single predictive
model and increase forecast performance in the same manner that asset diversification
improves portfolio performance. It is generally believed that a particular forecasting
model is unable to take into account all conditioning information during the whole
sample period. Instead, the true data generating process is usually unknown and
time varying. A particular individual model, more often than not, can only provide
a reasonable “local” instead of a “global” approximation. In other words, no single
model can dominate other models uniformly over all sample periods.
In contrast, given a collection of multiple models, combining forecasts across
different models instead of placing all weight on a single model can provide flexibili-
ty to mitigate misspecification biases and measurement error in the data generating
process. More specifically, even though a particular model under-perform all other
models on average, it can still contribute a positive value to the optimal prediction
pool as long as it occasionally although not frequently beats other models. In the
study of equity premium predictability, pooling information across multiple models
has been proven to be superior to a forecast based on a single model and wins the
horse race in stock return forecast competition. In the past few decades, numerous
forecast combination approaches have been proposed. (e.g. Timmermann (2006),
Rapach, Strauss and Zhou (2010), Hsiao and Wan (2011)). Since the approaches of
model combination have been discussed intensively in the current forecasting litera-
ture, I will not provide a complete survey of studies for model combination. The goal
of this paper is to show that model combination joined with quantile combination
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can further improve forecast performance.
In the following sections, I consider several commonly use combination approach-
es and examine whether model combination improve forecast performance not only
for conditional mean but also for a particular quantile forecast. Since combination
approaches for conditional mean have been discussed extensively, I concentrate my
discussion on the model combination for quantile forecast, which is exactly in line
with the combination for conditional mean (The only difference is the loss function
in the estimation).
In general, the combination of multiple forecasts at τth quantile Yˆ Ct+1(τ) can be
derived as the weighted average of the N individual τth quantile forecasts Yˆi,t+1(τ) for i =
1, 2, · · · , N
Yˆ Ct+1(τ) =
N∑
i=1
ωi,t(τ)Yˆi,t+1(τ) (2.4.0.15)
where ωi,t(τ) refers to the weight for model i at time t and quantile τ . N is the
number of models to be combined. To prevent some abuse of notation, I omit the
subscript t and τ in the following discussion unless it is essential to highlight them.
The simplest combination scheme is Pool Average, which just sets ωi =
1
N
and assigns equal weight for all individual model at each quantile. This strategy
is analogous to the “naive” portfolio rule that places equal weight on every asset.
It turns out that this simple combination strategy performs surprisingly pretty well
in the equity premium forecast (e.g. see Timmermann (2006), Rapach, Strauss and
Zhou (2010)). To avoid the effect of outliers, the trimmed mean approaches also
can be called for which remove outlier observations when taking average of different
forecasts.11 The next simple combination scheme I employ is the Median, which is
nothing but the median of all forecasts across different models: [Yˆi,t+1(τ)]
N
i=1
Combination weight can also be “tilted” towards certain individual forecasts
11I do not see many differences of trimmed mean approach from “Pool Average” in the following
study.
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which tend to have superior performance in history. In line with the idea of DMSFE
proposed by Bates and Granger (1969), the weight for individual model i at quantile
τ also can be constructed as
ωi =
φ−1i,t∑N
j=1 φ
−1
j,t
(2.4.0.16)
where
φi,t =
t−1∑
s=P0
ξt−1−sρτ
(
Ys − Yˆs(τ)
)
(2.4.0.17)
where ξ is the discount factor which assigns more weight to more recent forecasting
accuracy. ρτ (.) is the check loss function for quantile regression at τ . When ξ = 1,
the forecast accuracy in the whole historical period is evaluated equally. If ξ < 1,
more recent forecasting performance is considered more important in the evaluation12.
Therefore those models who have better performance in the previous period will be
assigned more weight in the next period forecast.
Another development in the large forecasting literature has been the recognition
that using the first few principal components from a large set of predictor variables
can avoid the curse-of-dimensionality problem which plagues many econometric mod-
els (Stock and Watson (2004)). Many studies have shown that using the first few
principal components can outperform the larger multivariate model which includes
too many predictive variables. Ludvigson and Ng (2007), Kelly and Pruitt (2012)
and Neely et al. (2012) adopt a latent factor model structure to improve equity pre-
mium forecasting. Ando and Tsay (2011) discussed the quantile regression models
with factor-augmented predictors. In particular, the quantile forecast of Yt can be
constructed as
Yˆt(τ) = βˆ0(τ) + βˆ1(τ)ft−1 (2.4.0.18)
where ft−1 are the first r principal components of predictor variable (X it−1)
N
1 . Ando
and Tsay (2011) proposed a factor selection rule for quantile regression. In my em-
12I set ξ = 0.9 and ξ = 1 in the following empirical studies.
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pirical study, r is set to 1 since the forecast accuracy is worse when r > 1.
2.5 Combining Information Both Across Models
and In Distribution
In the previous sections, I have discussed how to aggregate distributional infor-
mation via quantile combination and how to pool model information by weighting
average multiple different forecasts. In application, these two combinations strate-
gies can be flexibly implemented in different turns in order to take advantage of the
information both across models and within distribution. More specifically, the com-
bination strategy can be conducted in the order of model combination first followed
by quantile combination afterwards.
Yˆt+1 =
1
I
I∑
i=1
ϕi(τi)
(
1
J
J∑
j=1
ωjYˆ
j
t+1(τi)
)
(2.5.0.19)
where i denotes the ith quantile at τi and j represents the jth model. ϕi(τi) is the
combination weight for a specific quantile at τi, and ωj is the averaging weight for
the jth model.
Alternatively, we can switch the order of combination strategies. First, quantile
information is aggregated in each individual model Yˆ jt+1 =
1
I
∑I
i=1 ϕi(τi)Yˆ
j
t+1(τi) .
In the second step, the point forecast Yˆt+1 can be obtained by combining different
forecasts for multiple models.
Yˆt+1 =
1
J
J∑
j=1
ωj
(
1
I
I∑
i=1
ϕi(τi)Yˆ
j
t+1(τi)
)
(2.5.0.20)
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Intuitively, these two orders of combination strategies should be equivalent if there are
no measurement errors in every step of estimation and all information is completely
combined. It is generally believed that the information across different models is much
easier to pool (equal weights do a good job !) than the distributional information
within the model, which is estimated by quantile regression. Since the goal of this
paper is to forecast the conditional mean of the equity premium, model combination
in the second step would be much easier to utilize information across different models.
In the following empirical studies, I will show that the efficiency gain for the second
combination strategy is more advantageous than the first one.
2.5.1 Density Combination
So far, I concentrate my discussion on how to improve the forecast of conditional
mean by pooling information either within the distribution or across different models.
However, forecasting the first moment is undoubtedly inadequate to measure the
whole profile of tradeoffs between market risk and return. From the standpoint of
practitioners in risk management or portfolio choice, the information contained in
the tail of the distribution sometimes is more important than that in the central
part of the distribution. In this sense, the forecast of entire density is of profound
importance for many aspects in finance. By choosing a fine grid of quantiles, quantile
regression naturally provides a flexible framework to trace out the entire distribution
of stock return conditional on covariates Xi,t−1. Zhao (2013) and Gaglianone and
Lima (2012) proposed a nonparametric kernel method to estimate the predictive
conditional distribution of stock returns:
f(Yt|Xi,t−1) = 1
nhn
0.99∑
τ=0.01
K
(
Yt − QˆYt(τ |Xi,t−1)
hn
)
, for i = 1, 2, · · · , N (2.5.1.1)
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where
Q̂Yt(τ |Xi,t−1) = βi,0(τ) + βi,1(τ)Xi,t−1 (2.5.1.2)
Different macro-finance variablesXi,t−1 may deliver different quantile estimates QˆYt(τ |Xi,t−1),
which results in different density forecasts f(Yt|Xi,t−1) for Yt. The benchmark model
for comparison is the historical kernel density estimation which is based on histor-
ical estimation of unconditional quantile regression that disregards any predictive
variables.
Q¯Yt(τ) = qt(τ) (2.5.1.3)
Therefore, the estimation of benchmark kernel density can be set as
fBen(Yt) =
1
nhn
0.99∑
τ=0.01
K
(
Yt − Q¯Yt(τ)
hn
)
(2.5.1.4)
Before employing the distributional information provided by each quantile regression,
the information across different models can be pooled firstly by combining multiple
forecast models at each specific quantile τ , which had already been discussed in
Section 4.
Q̂CYt(τ |Xi,t−1) =
N∑
i=1
ωi,t(τ)QˆYt(τ |Xi,t−1) (2.5.1.5)
Therefore the density forecast which first employing model information in the first
step, followed by taking advantage of distributional information in the second step,
can be constructed as
fC(Yt|Xi,t−1) = 1
nhn
0.99∑
τ=0.01
K
(
Yt − QˆCYt(τ |Xi,t−1)
hn
)
, for i = 1, 2, · · · , N (2.5.1.6)
Alternatively, these orders of combination strategies can be reversed, which now can
instead be quantile information aggregation in the first step, followed by density
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model combination in the second step.
f(Yt|Xt−1, ωt) =
N∑
i=1
ωi,tf(Yt|Xi,t−1) (2.5.1.7)
where
f(Yt|Xi,t−1) = 1
nhn
0.99∑
τ=0.01
K
(
Yt − QˆYt(τ |Xi,t−1)
hn
)
, for i = 1, 2, · · · , N (2.5.1.8)
where (Xi,t−1)Ni=1 denote different macro-finance predictors. (ωi,t−1)
N
i=1 is the weight
for different density forecast based on different macro-finance predictors. Geweke
and Amisano (2011) suggested that the predictive density f(Yt|Xt−1, ωt) is at least
weakly concave, therefore a non-negative weight will be assigned to all participating
models in combination pool. Optimally weighting average of different density forecast∑N
i=1 ωi,tf(Yt|Xi,t−1) may deliver more precise estimation of the whole distribution
than the density forecast based on the individual source of information.
In the same spirit of model combination for conditional mean, the simplest and
“naive” combination strategy is the equally weighted average of a variety of density
forecasts
f(Yt|Xt−1, ωt) = 1
N
N∑
i=1
f(Yt|Xi,t−1) (2.5.1.9)
Zhao (2013) proposed an estimation of weighted average which was measured by the
predictive accuracy of density forecast over the out-of-sample forecasting period. More
specifically, the optimal combination weight ω∗t for multiple density forecasts can be
estimated by maximizing the summed value of log likelihood function during forecast
evaluation period (hereafter I call it Likelihood-Weight Density Combination).
ω∗t = argmax
ωt
t−1∑
s=P
log
( N∑
i=1
ωi,tf(Ys|Xi,s−1)
)
and
N∑
i=1
ωˆi,t = 1 ωˆi,t > 0 for all i
(2.5.1.10)
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where P is the start date for forecast evaluation period. N is the number of models
that are being combined. With the observation of data over the out-of-sample period{
YP , YP+1, · · · , · · ·Yt−1
}
, the accuracy of individual density forecast can be measured
by its log predictive likelihood. A higher value of likelihood indicates greater weight
to be assigned. With the estimation of optimal weight ω∗, the predictive density of
stock return at time t is the weighted average of the different individual predictive
density forecasts by the end of time t− 1
f(Yt|Xt−1, ω∗t ) =
N∑
i=1
ω∗i,tf(Yt|Xi,t−1) (2.5.1.11)
Figure 2.2 displays the kernel density forecast f(Yt|Xi,t−1) at 2010Q4 obtained
either from some individual macro-finance variables (i.e. Dividend Price Ratio, Book
to Market Ratio, Treasury Bill Rate and Inflation rate) or from density model combi-
nation estimations (right panel). The individual density forecast displayed in the left
panel of Figure 2.2 looks more jagged and distinct, indicating that different macro-
finance variable contain different information for the forecast of stock return density.
However, after aggregating both distributional and model information, the density
forecast becomes much more smooth and converge to each other, as the right panel
of Figure 2 illustrates. Furthermore, the distribution of stock return at 2010Q4 (right
panel) looks slightly left skewed and fat tailed compared with the normal density,
which was constructed by defining the identical value of first two moments (mean µ
and variance σ) of the real data at 2010Q4.
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2.6 Forecast Evaluation
One of the major issues in the return predictability literatures is how to conduct
out-of-sample evaluation for the competing forecasting models. I next briefly describe
both the statistical and economic metrics used to measure return predictability.
2.6.1 Statistical Evaluation of Return Predictability
Quantile Forecast Evaluation
The accuracy of predictive regression forecast is compared to the historical
benchmark forecast. Following Campbell and Thompson (2008), I define the out-of-
sample R2 at quantile τ as
R2(τ) = 1−
∑T
t=P ρτ (yt − qˆτ,t)∑T
t=P ρτ (yt − q¯τ,t)
(2.6.1.1)
where P is the start date for forecast evaluation. qˆτ,t is the one period ahead prediction
of the τth quantile of the excess return at time t using data from the previous in-
sample periods; q¯τ,t is the simple historical unconditional quantile estimation which
is used as the benchmark prediction. Since the estimation of out of sample R2(τ) is
based on a particular sample, a question naturally arises in any particular sample as
to whether the positive value of R2(τ) can truly indicate the superiority of competing
model to the benchmark. The Diebold and Mariano (1995) (DM) test was designed
to allow one to assess the significance of forecast superiority. More specifically, the
significance of R2(τ) > 0 provides the evidence of higher accuracy of predictor model
qˆτ,t than the historical benchmark model in forecasting τth quantile of the excess
return.
In line with Diebold and Mariano (1995), I perform pairwise comparisons of
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different models at each quantile τ , based on the check loss function of quantile
regression. The time t loss differential of quantile regression between forecast i and j
can be constructed as
dt+1,τ = ρτ (ei,t+1)− ρτ (ej,t+1)
=
(
τ − I(yt+1 − qˆiτ,t)
)
(yt+1 − qˆiτ,t)−
(
τ − I(yt+1 − qˆjτ,t)
)
(yt+1 − qˆjτ,t)
(2.6.1.2)
where I(.) is the indicator function, and qˆiτ,t and qˆjτ,t are quantile forecasts for model
i and j respectively
When the models being compared are non-nested, Diebold and Mariano (1995)
suggested that the asymptotic distribution of test statistics follows the standard nor-
mal distribution
tτ =
d¯τ√
var(d¯τ )
∼ N (0, 1) (2.6.1.3)
where d¯τ is the average of
{
dt+1,τ
}T
t=P
over the out-of-sample evaluation period.
However, when the competing models are nested13, which is the exact case in this
paper, the asymptotic distribution is no longer normal14. Therefore, a bootstrap p-
value was reported for the test statistics. The procedure starts with resampling from
{
[
(ρτ (ei,t+1), ρτ (ej,t+1)
]
}Tt=P+1 for N = 1000 times and create N bootstrap statistics
tbootτ =
d¯bootτ√
var(d¯bootτ )
. Therefore, the α percent p-value can be obtained from the series
of N bootstrap statistics.
13Two models are nested if one of them is the special case of the other. If neither of them can be
expressed as the special case of the other model, these two models are non-nested. In this chapter,
I compared the conditional forecast model (larger model) with the unconditional benchmark model
(parsimonious model which is the special case of larger ones), so the pairwise comparing model are
nested in the forecast evaluation exercise.
14This situation is analogous to point forecast evaluation. Clark and West (2007) found that
the test statistics proposed by Diebold and Mariano (1995) have a nonstandard distribution as a
function of stochastic integrals of Brownian Motion.
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Economically Motivated Model Restriction
Recall the bivariate predictive quantile regression model is given by
Yˆt+1(τ) = αˆi(τ) + βˆi(τ)Xi,t (2.6.1.4)
where αˆi(τ) and βˆi(τ) are out-of-sample quantile estimates of the true parameters
αi(τ) and βi(τ) respectively, based on data recursively withdrawn from the start of
sample through time t. Since out-of-sample forecast is based only on the information
up to the time of the sample available, the parameter estimates out-of-sample are
considered less efficient than the in-sample counterpart. As discussed by Campbell
and Thompson (2008), and Rapach and Zhou (2012b), imposing sign restriction on
both coefficient estimated βˆ and the stock return forecast Yˆ can significantly improve
out-of-sample forecast performance. In the context of quantile forecasts, theory sug-
gests that stock returns in the lower (upper) tail of distribution are often negative
(positive). Analogously, I imposed the sign restriction on quantile forecast
 Yˆt+1(τ) = 0 if Yˆt+1(τ) > 0 and τ < 0.5 (Lower tail Restriction)Yˆt+1(τ) = 0 if Yˆt+1(τ) < 0 and τ > 0.5 (Upper tail Restriction) (2.6.1.5)
Meanwhile, the sign of out of sample estimated coefficient βˆt(τ) are set to be consis-
tent with the sign of in-sample counterpart estimates βˆIn−sample(τ).
 Yˆt+1(τ) = q¯τ,t if the sign of βˆt(τ) and βˆIn−sample(τ) are in-consitentYˆt+1(τ) = qˆτ,t if the sign of βˆt(τ) and βˆIn−sample(τ) are consitent
(2.6.1.6)
Imposing such sign restrictions turn out to reduce parameter estimation uncertainty
and helps to stabilize predictive regressions.
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Conditional Mean Forecast Evaluation
Campbell and Thompson (2008) suggested the out-of-sample R2 to evaluate the fore-
cast performance of conditional mean estimation, which attempts to measure the
proportional reduction in MSFE for the predictive regression forecast yˆt relative to
the historical average y¯t
R2 = 1−
∑T
t=P (yt − yˆt)2∑T
t=P (yt − y¯t)
(2.6.1.7)
where P is the start date of forecast, yˆt is the proposed forecast model for the con-
ditional mean. and y¯t is the unconditional historical average. Undoubtedly, the
significant positive value of R2 indicates the superiority of the conditional forecast
model yˆt relative to y¯t.
Diebold and Mariano (1995), West (1996) (hereafter DMW) suggested a test
statistic to compare forecast performance from non-nested models. Let yA,t and yB,t
denote the forecast for yt obtained from models A and B respectively. The average
forecast comparison f¯ can be calculated as
f¯ =
1
T − P
T∑
t=P
(yt − yA,t)2 − (yt − yB,t)2 (2.6.1.8)
DMW shows that f¯ follows a standard normal distribution asymptotically when the
comparing models are non-nested
f¯
var(f¯)
∼ N(0, 1) (2.6.1.9)
However, when we compare the prediction from nested models (say, a parsimo-
nious model A and a larger model B), the average forecast comparison f¯ is no longer
a standard normal distribution but a Brownian motion. The estimation of additional
variables in the larger model B introduces noise into forecast process that will, in the
finite sample, inflate its MSFE. Even in the null hypothesis of equal MSFE, the
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larger model B could generate greater MSFE than the parsimonious model A. Clark
and West (2007) adjusted DMW test to produce a modified MSFE-adjusted statis-
tic, which is very straightforward to compute by first defining the adjusted forecast
comparison f˜t
f˜t = (yt − yA,t)2 −
[
(yt − yB,t)2 − (yA,t − yB,t)2
]
(2.6.1.10)
The test statistic of Clark and West, denoted as MSFE− adjusted, corresponds to
the standard t-statistic from the regression of f˜t on a constant.
Density Forecast Evaluation
As discussed in the previous sections, the mean or the downside risk of stock
return is hard to predict, but the other part of distribution may be more easily
predictable. To compare the whole forecast performance of any two models instead
of focusing only on the mean, I used the likelihood ratio test statistics developed by
Amisano and Giacomini (2007) to analyze the predictability performance of individual
density relative to the benchmark model based on the historical unconditional model.
The test statistics takes the form
AG =
∆LR
σˆ/
√
T − P (2.6.1.11)
where
∆LR =
1
T − P
T∑
t=P+1
∆LRt =
1
T − P
T∑
t=P+1
log f(yt+1|xt)− log g(yt+1|xt) (2.6.1.12)
where P is the start date for out-of-sample forecast evaluation, σˆ2 is a heteroskedas-
ticity and autocorrelation consistent (HAC) estimator of asymptotic variance of the
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∆LRt. f(yt+1|xt) and g(yt+1|xt) are the predictive densities of the candidate model
and the benchmark model, respectively.
If the two competing models are non-nested, the test statistics AG asymptotical-
ly follow a normal distribution. The null hypothesis of equal performance of forecasts
f and g can be rejected at level α if |AG| > zα/2, where zα/2 is the (1−α/2) quantile
of a standard normal distribution. One can choose f if AG > 0, or g if AG < 0.
2.6.2 Economic Evaluation of Return Predictability
The previous sections discussed how to statistically evaluate the out-of-sample
performance of two competing forecast models and determine which one wins the
horse race in forecast competition. This section attempts to answer the question
if such statistical evidence of predictability bears any economic significance to risk
averse investors who make portfolio choices strictly based on return forecasts. I per-
form an out-of-sample portfolio study based on an investor with Mean Variance or
CRRA utility preference and show that aggregating distributional information along
with model information can significantly add economic value in portfolio managemen-
t. Firstly, I will explain how the forecasts of conditional mean and density estimation
are employed in the portfolio selection procedures. The following portfolio choice ex-
ercise is closely in line with the studies from Cenensizoglu and Timmermann (2012).
Optimal Portfolio Choice
Consider a risk averse investor who constructs a dynamically balanced portfolio
and has access to only one risky asset (equity) and a risk free asset (i.e. Bond). At
time t, the investor has to allocate ωtWt wealth to the risky asset and (1− ωt)Wt to
the risk free asset. The budget constraint for the wealth of the investor at time t+ 1
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is set as
Wt+1 = Wt
(
ωtRt+1 + (1− ωt)rft+1
)
= Wt
(
rft+1 + ωtrt+1
)
(2.6.2.1)
where Rt+1 and rt+1 are the gross return and excess return of risky asset respectively.
Assuming the utility function at t+ 1 is U(Wt+1), the portfolio choice question is the
solution to the following optimization problem
ω∗ = argmax
ωt
Et
(
U(Wt+1)
)
(2.6.2.2)
where Et[.] denotes the conditional expectation on the investor’s information at time
t.
I consider two commonly used utility functions for investors’ preference to eval-
uate the forecast for the conditional mean as well as the entire density estimation.
In the mean-variance framework, utility function is determined only by the first two
moments of the distribution:
U(Wt+1) = E(Wt+1)− γ
2
V ar(Wt+1) (2.6.2.3)
where γ is the absolute risk aversion coefficient, reflecting investor’s appetite for risk
under mean variance utility preference. Et(.) and V art(.) denote the conditional mean
and variance. The optimal portfolio holdings, conditional on the predicted mean µˆt+1
and variance σˆ2t+1, can be solved as (Campbell and Viceira (2002), Campbell and
Thompson (2008) and Rapach and Zhou (2012b))
ω∗ =
1
γ
Et(rt+1)
V art(rt+1)
(2.6.2.4)
115
As the forecast exercise in this paper is implemented exclusively for the continuously
compounded rate15, I reset the budget constraint for the wealth of an investor in the
next period t+ 1 as 16
Wt+1 = (1− ωt)exp(rft+1) + ωtexp(rft+1 + rt+1) (2.6.2.5)
where rt+1 is the stock return in excess of the risk free rate, r
f
t+1, both in continuously
compounded rates. Now the optimal portfolio holding under Mean Variance
preference can be obtained instead as 17
ωˆ∗t+1 =
1
γ
exp(µˆt+1 + σˆ
2
t+1/2)− 1
exp(rft+1)exp(σˆ
2
t+1 − 1)exp(2µˆt+1 + σˆ2t+1)
(2.6.2.6)
where µˆt+1 and σˆt+1 now are the forecast of conditional mean and volatility respec-
tively for the continuously compounded rate. Following Campbell and Thompson
(2008), I used a 5 year rolling window 18 of historical return to estimate the sample
variance σˆ2t+1.
The second utility function I consider is relative risk aversion preference (CRRA)
U(Wt+1) =
W 1−γt+1
1− γ (2.6.2.7)
where γ is the relative risk aversion under CRRA utility preference.
Assume that the conditional distribution of excess stock return is log normal with
predicted mean and variance as µˆt+1 and σˆt+1, respectively. Campbell and Viceira
15Note that the simple gross return Rt =
Pt+Dt−Pt−1
Pt−1
can be connected with the continuous
compounded return rt = log(
Pt+Dt
Pt−1
) by the equation rt = log(1 +Rt).
16I set the initial wealth Wt = 1
17The optimal portfolio weight is obtained by maximizing the expected utility in equation (6.15)
in term of weight ωt, but subject to the new budget constraint in equation (6.17)
18To account for time varying property of volatility, sample variance can be estimated by GARCH
type dynamic model. Andersen et al. (2006) provideed an extensive survey for return volatility fore-
cast. As matter of fact, GARCH(1,1) forecasts of future volatility fail to make noticeable difference.
For the sake of brevity, these results are not reported but will be available upon request.
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(2002) derived the log linearized approximation to the investor’s wealth and obtained
the optimal portfolio weight approximately as
ω∗ ≈ 1
γ
µˆt+1 + σˆ
2
t+1/2
σˆ2t+1
(2.6.2.8)
Therefore, the analysis of optimal portfolio choice only requires the knowledge of the
first two moments of the return distribution, which is consistent with mean-variance
analysis. However, without the restrictive assumption of log normal distribution,
the above approximation of optimal portfolio weight usually does not hold. More
generally, the expected utility maximization problem under CRRA utility preferences
requires a forecast of the entire conditional distribution of future returns, rather than
just the conditional first two moments including mean and volatility. As discussed
before, different macro-finance variables Xi,t−1 can deliver a different forecast of the
entire density of future return f(rt+1|Xi,t). Combining multiple density forecasts can
produce more precise forecast of the conditional distribution of future stock returns.
The optimal portfolio weight ω∗ under CRRA utility preference, thus, can be obtained
by solving the following optimization problem
ω∗ = argmax
ωt
∫ ((1− ωt)exp(rft+1) + ωtexp(rft+1 + rt+1))1−γ
1− γ f(rt+1|Ft) (2.6.2.9)
where rt+1 is the continuously compounded excess return. The density of rt+1 can
be estimated by the previously discussed kernel estimation which combine a wide
range of quantile information. Different density forecasts f(rt+1|Ft) lead to different
optimal portfolio choices ω∗ over out-of-sample evaluation period. Intuitively, more
precise estimates of the density forecast ̂f(rt+1|Ft) should add economic value in the
portfolio management.
Following Kandel and Stambaugh (1996), the optimal weight ω∗t+1 under CRRA
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prefrence was restricted in the range ω ∈ (0, 1) to ensure that the utility is bounded
in the CRRA preference. However, under the framework of mean variance utility, the
optimal weight ω∗t+1 was relaxed to the constraint ω ∈ (0, 1.5), which is in line with
Campbell and Thompson (2008).
Therefore, different forecasts of the future conditional mean µˆt+1 and volatili-
ty σˆt+1, or the entire distribution of stock returns, yield different optimal portfolio
holding ω∗t+1, which in turn give rise to a different realized utility level in the next
period.
U
(
Wt+1(ω
∗
t+1)
)
= U
(
Wt
[
(1− ω∗t )exp(rft+1) + ω∗t exp(rft+1 + rt+1)
])
(2.6.2.10)
The average realized utility level 19 over the out-of-sample forecast evaluation period
can be constructed as
U(ω∗) =
1
T − P
T∑
t=T−P
U
(
Wt+1(ω
∗
t+1)
)
(2.6.2.11)
where P is the start date of the forecast evaluation period.
Analogously, suppose the investors instead rely on the unconditional historical
benchmark estimation µ¯ to predict future returns and construct the dynamic balanced
optimal portfolio holding ω0. The average realized utility based on this “naive” model
can be instead derived as
U(ωo) =
1
T − P
T∑
t=T−P
U
(
Wt+1(ω
o
t+1)
)
(2.6.2.12)
19I set the initial wealth W0 = 1.
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Therefore, the economic gain benefits from the conditional predictive model relative
to historical average benchmark can be given as 20
∆U = 400× (U(ω∗)− U(ωo)) (2.6.2.13)
The average utility gain ∆U(%) can also be considered as the portfolio management
fee that an investor would be willing to pay to have access to the conditional forecast
model relative to the unconditional benchmark forecast. A positive value of ∆U(%)
indicates that the conditional model produce superior forecasts in the utility based
metrics than the unconditional model.
Alternatively, the economic significance of the predictive model can also be
evaluated by the certainty equivalent rate of return (CER), which is the equivalent
risk free compensation that provides the same utility level as the risky portfolio.
Under the mean variance preference, the CER
CER =
1
T − P
T∑
t=T−P
U
(
Wt+1(ω
∗
t+1)
)
(2.6.2.14)
where P is the start date for forecast evaluation.
In contrast, under CRRA utility preference, the CER can be computed as
CER =
{
(1− γ) 1
T − P
T∑
t=T−P
U
(
Wt+1(ω
∗
t+1)
)}1/(1−γ)
− 1 (2.6.2.15)
where 1
T−P
∑T
t=T−P U
(
Wt+1(ω
∗
t+1)
)
is the average realized utility level over the fore-
cast evaluation period, which is obtained by deriving the optimal portfolio weight
ω∗t+1 suggested by a particular predictive model.
20I multiply the following equation by 400 to express it to be average annualized return (basis
points, bps)
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2.7 Empirical Results
2.7.1 Data
The data employed in this paper are closely in line with Goyal and Welch (2008),
Cenensizoglu and Timmermann (2008) and Rapach, Strauss and Zhou (2010). The
equity premium is measured by the difference between the log return on the S&P 500
index returns (including dividends) and the log return on the treasury bill rate. The
forecasting exercises in this paper are conducted on the quarterly frequency data,
which span the sample period from 1926Q4 to 2010Q4.
In this paper, I adopt the recursive method to obtain the out-of-sample fore-
casts. The total number of observations T is divided into the in-sample portion of R
observations, used to construct the first forecast and out-of-sample portion of T −R
observations, used for forecasting. Under the recursive scheme, the parameters esti-
mates are updated as the forecast moves forward by adding one additional observation
to the estimation sample at each step.
At each time t = R + 1, R + 2, · · · , T , the parameters are estimated by utiliz-
ing the information only from 1, · · · , t − 1. In the following discussion, some of the
combination methods are constructed based on the forecasts in the holdout out-of-
sample period. Therefore, the total sample is divided into an in-sample portion of R
observation, P0 holdout out-of-sample forecasts and P out-of-sample forecasts.
More specifically, the first out-of-sample forecast is calculated for 1947Q1, which
is based on the in-sample data from 1926Q4 to 1946Q4 (80 quarters). Following the
recursive (expanding) scheme, such forecast experiments are repeated continuously
once an additional new observation is added. Meanwhile, the initial ten years’ (40
quarters from 1947Q4− 1956Q4) forecasts are used as the holdout out-of-sample pe-
riod before the start of forecast evaluation21. The out-of-sample forecast evaluation
21some forecasts (i.e. DMSFE) are constructed based upon the historical forecast performance
in the initial holdout out-of-sample period
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starts from 1957Q4 − 2010Q4, which covers the oil price shocks of 1970s; the long
economics booms of 1960s, 1980s and 1990s; and the recent global financial crisis.
This choice of forecast evaluation period is somewhat arbitrary and exactly in line
with Rapach, Strauss and Zhou (2010)22. Hansen and Timmermann (2012) recently
developed the out-of-sample test of forecast ability that is robust to in-sample/out-
of-sample split.
Alternative to the recursive (expanding) window estimation, rolling window esti-
mation schemes seems to be more appealing for the data with structural breaks or time
varying dynamic evolution. However, precise estimation of optimal rolling window
is considered as a big challenge. Therefore, it is typically a bias-efficiency trade-off.
Shortening the window length, in one hand, increase the variation of forecast, but
on the other hand, introduces estimation bias and reduces estimation precision. Pe-
saran and Timmermann (2007) and Clark and McCracken (2009) demonstrated that
recursive window estimation frequently beats rolling-window estimation in term of
MSFE.
Many studies have used a similar set of predictor variables to examine stock
return predictability. Following Cenensizoglu and Timmermann (2008) and Rapach,
Strauss and Zhou (2010), the predictor regressors in this paper consists of 14 eco-
nomic variables, which can be classified into the following four categories.
• Valuation ratios capturing some measures of ‘fundamental’ value to market val-
ue
1. Dividend-price ratio (DP ): log of a 12-month moving sum of dividends
paid on the S&P500 index minus the log of stock price (S&P500 index)
22Undoubtedly the choice of in-sample/out-of-sample split may affect forecast evaluation. I use
the same forecast evaluation as Rapach, Strauss and Zhou (2010) to manifest the improvement of
forecast performance for our proposed methodology
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2. Dividend yield (DY ): log of a 12-month moving sum of dividends paid
on the S&P500 index minus the log of lag stock price
3. Earning Price Ratio (EP ): log of a 12-month moving sum of earning
paid on the S&P500 index minus the log of stock price
4. Book-to-market ratio (BM): Book to market value ratio for DowJones
Index
• Bond yield measures capturing the level or slope of the term structure or mea-
sures of default risk
5. Three Month T-bill rate (TBL): interest rate for three months Trea-
sury bill (secondary market)
6. Long term yield (LTY ): Long term government bond yield
7. Term spread (TMS) long term yield minus the Treasury bill rate
8. Default Yield Spread (DFY ): Difference between BAA and AAA rat-
ed corporate bond yields
9. Default Return Spread (DFR): Long term corporate bond return mi-
nus the long term government bond return
• Estimates of Equity Risk
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10. Long term return (LTR): Return on Long term government bonds
11. Stock Variance (SV AR): Sum of squared daily returns on the S&P500
index
• Corporate finance variables
12. Dividend Payout Ratio (DE): log of a 12 month moving sum of div-
idends minus the log of a 12 month moving sum of earnings
13. Net Equity Expansion (NTIS): the ratio of 12 month net issues by
NYSE-listed stocks over their end-year market capitalization
Finally, I also consider the inflation rate as a macroeconomics variable
14. Inflation (INFL): the rate of change in the consumer price index (all urban
consumers). We use one time lag Xt−1 for inflation to account for the delay in CPI
release
Additional details on the data sources and the construction of these variables
are provided by Rapach, Strauss and Zhou (2010)23.
23The data are available at http://sites.slu.edu/rapachde/home/research
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2.7.2 Empirical Results for Conditional Mean Forecast
In-Sample Stock Return Prediction
Table 2.3 reports the slope coefficient estimates for the in-Sample stock return
predictions in the univariate quantile and OLS regression model, which cover the the
sample period from 1946Q4 to 2010Q4. Panel A shows that, even for the in-sample
forecast exercise, many of the predictor variables suggested in the literature actually
fail to predict stock return successfully. Among fourteen predictor variables, only four
regressors (DP , DY , TBL and DFR) have significant slope estimates. The good-
ness fit measures of R2 are pretty low without exception, which casts doubt on the
reliability of the suggested predictive variables in forecasting stock return. Turning
to the estimation results based on quantile regression. Panel B displays the slope
estimates for the univariate quantile forecast. Two interesting features deserve men-
sion. First, no predictive variables can uniformly predict stock return in every part
of the distribution. For instance, the Treasury Bill Rate (TML) seems to be more
successful in predicting the lower shoulder of the return distribution, whereas stock
variance SV AR is more predictable in the upper tail of the stock return distribution.
In general, the extreme tail of return distribution tends to be more predictable than
the central part of distribution. Most of the slope estimators are statistically signifi-
cant from zero either in the lower or the upper tail of the distribution. Secondly, the
magnitude of the slope coefficient estimates in extreme (lower or upper) tails tends
to be much larger than that in the central part of distribution, which is consisten-
t with the previous discussion in Section 2 that the magnitude of slope coefficients
tends to increase when quantiles converge to the extreme tail. This observation is
especially prominent in the forecast with Stock return variance SV AR as regressor.
An increase of stock variance SV AR leads to an increase in the upper quantile of
return and a decrease in the lower quantile of return. Furthermore, the median slope
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coefficient (τ = 0.5) is of similar magnitude as the least squares slope coefficient, in-
dicating rough symmetry in the returns distribution. Panel C of Table 2.3 reports the
wald test for slope equality across multiple quantiles. Among the fourteen quantile
regression models, only three slope coefficient estimates show statistical significantly,
indicating that most of predictor variables fail to capture the variation of stock re-
turns distribution beyond the first moment.
Since the overall number of regressors proposed for stock return prediction
is quite large, including all predictive variables in the forecasting model might result
in inconsistent estimators. Table 2.4 reports the post-LASSO estimation of slope
coefficients in the multivariate forecast model. The LASSO selection for OLS esti-
mation in Panel B follows the procedures proposed by Belloni, Chernozhukov and
Wang (2012), which suggested a pivotal method for estimating high-dimensional s-
parse linear regression models that are valid for both Gaussian and non-Gaussian
distribution. After de-selecting regressors via LASSO procedures, the goodness of
fit of the overall forecast model improves to 5.13%. Some predictive variables (e.g.
DP and DY ) which originally had a significant marginal effect are eliminated by
the LASSO selection method. Panel C shows the quantile LASSO selection following
Belloni and Chernozhukov (2011). Surprisingly, the post-LASSO step produces the
pretty identical forecast model for different quantiles of the returns distribution. The
Dividend Price Ratio DP and Default Yield Spread DFY are most frequently select-
ed in forecasting almost all parts of the distribution. Except for the extreme lower
and upper quantile (τ = 0.05 and τ = 0.95), the Pseudo R2 for post-LASSO quantile
regression are superior to those of ordinary quantile regression24.
24To save space, I hold the report for Pseudo R2 for univariate quantile regression and post-
LASSO regression model. The results will be available uppon request
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Out of sample performance of predictive model
Table 2.5 reports the out-of-sample predictive R2(%) for the forecast of the con-
ditional mean of the equity premium during the sample period from 1957 Q1 - 2010
Q4. Panel A succinctly conveys the message exactly in line with Goyal and Welch
(2008) and Rapach and Zhou (2012b): a univariate regression model based on indi-
vidual predictive variable, more often than not, fails to outperform the “naive” simple
model (unconditional historical average benchmark). Among 14 univariate predictive
regression models (over the whole sample period), only one forecast based on predic-
tive variable DY significantly beats the historical average model. Most other forecast
models, however, are inferior to (higher MSFE) the historical average benchmark.
Panel B presents predictive performance for the forecast models based on model
selection. The Sink-Model includes all predictive variables in the regression without
any selection procedures. As well known, the linear regression in the high-dimension
sparse models is inconsistent, the out-of-sample performance for the Sink Model,
therefore, can be expected to be extremely poor, as displayed in the first row of panel
B. The model selection based on the comparison of information criteria AIC25 are p-
resented in the second row of panel B. The forecast performance is still disappointing
even though it improves a little bit compared with the sink model. Finally, LAS-
SO model selection turns out to provide a successful forecast for the future equity
premium, and the out of sample R2 are statistically significant positive, indicating
the regressors after LASSO selection provides superior forecasts to the benchmark
model26.
Panel C reports the forecast performance from the model combination of d-
ifferent individual point forecast Yˆt+1. Four simple model combination approaches
25Up to three regressors are selected to calculate AIC and choose the model with highest value
of AIC from all possible 214 combinations
26If no regressors survive after LASSO selection, the post-LASSO forecast is exactly the historical
benchmark model.
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are employed attempting to improve equity premium forecast by pooling information
from different models. The results in Panel C demonstrate the extreme success of
model combination in equity premium forecast. The out-of-sample predictive R2(%)
becomes positive at least at 10% significance level, indicating that pooling informa-
tion across different models can successfully improve the equity premium forecast and
beat the historical average benchmark.
Table 2.5 also conveys a interesting message that return predictability is largely
a recessionary phenomenon. The values of out-of-sample R2(%) during the reces-
sion are much higher than those during expansion or overall period. This result is
consistent with the empirical finding from Henkel et al. (2011) who suggested that
the out-of-sample forecast gains are highly concentrated during recessions. When a
financial crisis is prevalent, all factors tend to move together. The dependence of
response and factor are usually greater (correlation is higher) and is more easily to be
captured than that in times of economics prosperity. This explains why stock returns
are more predictable during recession period.
Now I turn to discuss what role the distributional information plays in the
forecast of conditional mean of the equity premium. Table 2.6 presents the Out-of-
Sample predictive R2(%) for the conditional univariate Quantile forecast based on
each individual predictor variable (Panel A), model combination for every specific
quantile (Panel B), conditional mean Yˆ forecast developed by Model Combination
at each quantile joined with quantile combination afterwards (Panel C), and model
selection (Quantile LASSO) in the first step followed by quantile combination at sec-
ond step (Panel D). The value of R2(%) in Panel A of table convey an interesting
message: the left tail of the distribution seems to be much more difficult to predict
than the right tail. The Out-of-Sample predictive R2(%) are nearly all negative in the
lower quantile of the return distribution from τ = 0.1 to τ = 0.4. Most of the predic-
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tive variables listed in the first column of panel A fail to provide a superior forecast of
the downside risk than the benchmark unconditional quantile forecast. In contrast,
the upper shoulder of quantiles between τ = 0.6 and τ = 0.8 are more predictable,
as demonstrated by the highlighted values in Panel A. This pattern of predictability
becomes more prominent after model combination over each specific quantile τ . As
panel B of the table show, the upper tail of the distribution appears to be significantly
predictable. Almost all value of the out of sample predictive R2(%) become positive
and statistically significant in the upper tail of distribution from quantile τ = 0.6 to
τ = 0.9. Meanwhile, with respect to the downside risk forecast, principal component
analysis PCA seems to provide better forecasts than other model combinations ap-
proaches because all R2(%) obtained from PCA are positive in the lower tail of the
distribution, even though some of them are still not statistically significant. In sum-
mary, combining different models in a particular quantile can significantly improve
forecast performance, which is consistent with the empirical results on the conditional
mean forecasts.
After pooling information from multiple models for each quantile forecast Yˆ (τ),
I attempt to aggregate distributional information and examine whether the forecast
performance for the conditional mean of equity premium can be further improved via
combining distributional information from multiple quantile estimators. Correspond-
ing to model combination on each quantile forecast, only the principal component
(PCA) approach provides reasonable forecast in both tails of distribution 27(as the
last row of panel B show). Therefore, when aggregating distributional information,
I just consider the principal component analysis (PCA) for the model combination
of quantile forecasts(the last row of panel B). Panel C presents the forecast of con-
ditional mean Yˆ of equity premium based on model combination for each quantile
estimation in the first step joined with quantile combination in the second step. As
27Other model combination approaches provide reasonable forecast only in the right tail, but not
in the left tail, as shown in the panel B of table 4
128
shown, by taking advantage of information both across the model (model combina-
tion) and within the distribution (quantile combination), most of forecasts for the
conditional mean Yˆt outperform the unconditional historical average Y¯t. Again, the
forecast performance during recessions improved in the greatest degree.
However, a careful comparison of Table 2.5 and Table 2.6 reveals that, the im-
provement of forecast performance after quantile combination is very slight and even
trivial. Model combination followed by quantile combination afterwards does not pro-
duce obvious superior forecasts to that derived only from model combination. This
fact is not surprising as the information across different models is much easier to pool
than the information within distribution28. Directly combining multiple forecasts of
the conditional mean in the second step instead of in the first step would make it eas-
ier to utilize information across different models when predicting the mean of equity
premium.
Lastly, Panel D of Table 2.6 presents the performance of forecasts derived from
model selection via quantile LASSO in the fist step along with quantile combination
in the second step. Compared with the forecast obtained only from quantile lasso
model selection in table 5(R2 = 2.04%), the improvement of forecast performance
after quantile combination is very impressive and prominent which can even reach a
higher value R2 = 3.06%. This result seems to provide a strong evidence that dis-
tributional information aggregated via multiple quantiles combination can result in a
superior conditional mean forecast relative to the one that only utilizes the source of
information alone in model selection.
In the previous discussion, a combination strategy is implemented in the
order of either model combination in the first step followed by quantile combination
28Return forecast literatures demonstrated that even a simple equal weight model combination
can surprisingly achieve a extreme success in pooling model information. However, the information
across different part of distribution is much difficult to aggregate.
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in the second step.
Yˆt+1 =
1
I
I∑
i=1
ϕi(τi)
(
1
J
J∑
j=1
ωjYˆ
j
t+1(τi)
)
(2.7.2.1)
where i denotes the ith quantile at τi, j represents the jth model. ϕi(τi) is the
combination weight for a specific quantile at τi, and ωj is the combination weight for
the jth model.
Alternatively, we can switch this order of combination. Firstly, multiple quantile
estimators in each individual model j are combined in a weighted average scheme
to utilize distribution information within the model and produce the point forecast
Yˆ jt+1 =
1
I
∑I
i=1 ϕi(τi)Yˆ
j
t+1(τi) for the jth model. After that, the point forecast Yˆt+1
can be obtained eventually by combining different models afterward. Generally,
Yˆt+1 =
1
J
J∑
j=1
ωj
(
1
I
I∑
i=1
ϕi(τi)Yˆ
j
t+1(τi)
)
(2.7.2.2)
Now I change the order of the combination strategy and turn to examine if the dis-
tributional information within the model can be utilized in the first step and help
further improve forecast performance in the second step. Table 2.7 presents the out
of sample predictive R2(%) horse race comparing the forecasts derived from quantile
combination firstly along with model combination afterwards. Panel A presents fore-
cast evaluation for each univariate predictive model which combines multiple quantile
estimators. Four quantile combination approaches are employed to aggregate distribu-
tion information within the model: (1) optimal weight quantile combination (OWQ)
which was developed by Xiao and Zhao (2011); (2) Density weighted quantile combi-
nation (Density)which is based on the asymptotical distribution of quantile estimator
for coefficient; (3) Regression approach combination which is in the same spirit of
Granger and Ramanathan (1984); (4) combination quantile forecast that depend on
recent historical forecast performance (DFMSE). All of these approaches have been
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discussed in Section 3.
The last four rows of panel A show that the improvement (compared with OLS
estimation in table 5) of forecast performance after quantile combination is obvious.
More specifically, after combining multiple quantile estimations, the out of sample
Predictive R2(%) for the individual model based on DP and DY all become positive
and statistically significant at least 10% level. Meanwhile, the forecast performance
of almost all other individual models improved in some degree compared with the
OLS estimation, even though most of which are still inferior to the historical average
benchmark (R2(%) is negative, but closer to zero than OLS forecast). Among these
four quantile combination approaches, it is not difficult to find that the first two
quantile combination approaches (OWQ and Density weight) perform somewhat
better than the last two quantile combination methods (Regression and DFMSE).
It appears that the former two combination approaches are more successful in col-
lecting distributional information from the predictive regression models than the last
two methods. Therefore, in the following discussion, I only concentrate on the first
two approaches when implementing both model and quantile combination.
Finally, Panel B of Table 2.7 presents how the forecast performance for the
conditional mean Yˆ of the equity premium can be further improved by utilizing
both distributional information (quantile combination) and model information (mod-
el combination). The comparison of Table 2.7 with Table 2.5 provides insights into the
extreme success of distributional information combination for stock return prediction.
Relative to the only model combination in Table 2.5, combining quantile estimation
followed by model combination can generate significantly higher R2OS without excep-
tion for the conditional mean forecast of the equity premium, which indicates the
positive contribution of distributional information in the conditional mean forecast.
It is noteworthy that the order of the combination strategy does make a difference in
collecting both distributional and model information efficiently. By comparison with
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Table 6, the combination strategy in Table 2.7 is much more efficient.
Economic Measures of Forecasting Performance Under Mean Variance U-
tility
This section is dedicated to analyze stock return forecast with profit or utility-
based metrics, which attempts to investigate whether the statistical evidence of stock
return predictability can be converted directly to a significant economic gain for risk-
averse investors. If the different statistical and economic measures are not consistent,
how closely related are these two measures of forecast performance 29?
Table 2.8 presents the economic evaluation for the conditional mean forecasts
derived from different estimation strategies under Mean Variance utility preference
with absolute risk aversion coefficient γ = 5. Average utility gain ∆U(%) can be
considered as the portfolio management fee (in annualized percent return) that an
investor would be willing to pay to have access to the conditional return forecast
relative to the historical average benchmark forecast. CER refers to certainty equiv-
alent rate of return that provides the same risk free utility level as the risky portfolio
which is constructed based on return forecast. A higher value of CER indicates the
better return forecast in terms of utility gain metrics. Panel B of the table reports
the utility gain for an investor under mean variance preference who makes portfo-
lio choices following the guidance of the return forecasts that are derived only from
model combination estimation strategy. Panel C presents the economic gain for the
investor under the same preferences who uses the return forecasts obtained from the
estimation strategy of quantile Lasso model selection in first step followed by quantile
combination in the second step. Finally, Panel D reports the utility gain for the in-
29Cenensizoglu and Timmermann (2012) found that the message conveyed from a model’s RMSE
performance can be quite different from that emerging from an analysis of the model’s economic
value.
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vestor who uses the return forecasts based on quantile combination followed by model
combination. The comparison of Panel B and Panel D provides insight that quantile
combination does add additional significant economic value if an investor takes ad-
vantage of distributional information to forecast returns and makes portfolio choice
accordingly. Higher values of average utility gain (∆U(%)) and CER are obtained
without exception when an investor has access to return forecasts which assimilate
both distributional information and model information.
Figure 2.3 compares the economic gain for the forecasts that are derived
from model selection followed by quantile combination (LASSO+Quantile Combina-
tion) with the forecasts that are obtained only from model selection (LASSO). As
investors become more risk-averse (γ > 3), LASSO model selection combined with
the “Regression” approach of quantile combination outperforms the forecast based on
only LASSO model selection in term of measures of average utility gain (∆U%) and
certainty equivalent return (CER), which provides strong evidence that aggregating
distributional information can further improve the performance of forecast that only
based on model selection.
Figure 2.4 and 2.5 show the contribution of distributional information when
it works together with model combination. Figure 4 displays how the average utility
gain (Y axis) under mean variance preference changes with absolute risk aversion
coefficient (X axis). The values of average utility gain ∆U(%) are derived based on
a specific return forecasts which either pools only model information or both model
and distributional information. I intend to show that the conclusion arrived in Table
2.8 is robust to the choice of absolute risk coefficient (risk appetite of an investor).
As illustrated in Figure 2.4, quantile combination followed with model combination
can give rise to higher utility gain than that only based on model combination, no
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matter how risk averse of the investor. The relative utility gain appears to attain
its largest value when the investor become mildly risk averse (γ=4 or 5), but decays
slowly as the risk aversion coefficient γ increase. When investors become more risk
averse, the accurate forecast of conditional mean becomes less important than the
tail of the distribution, which explains why the economic gain relative to benchmark
forecast shrinkss as the risk aversion coefficient γ increase. Figure 5 describes almost
the same pattern of the relationship between the values of CER derived from a va-
riety of forecasts and the absolute risk aversion coefficient γ. In a nutshell, pooling
distributional information as well as model information can further improve utility
gain under mean variance preferences.
Finally, the time series of utility gain (∆U%) is displayed in Figure 2.6, which
conveys a succinct message that utilizing distributional information via quantile com-
bination contributes to the improvement of out-of-sample performance for forecasts
either obtained from model combination or derived from model selection. As time
moves on, the utility gain relative to the benchmark model declines. Since all fore-
casts are estimated recursively, the historical benchmark forecast performs better and
better as more observations added in the sample for estimation. This explain why
the utility gain relative to benchmark model decays with time.
2.7.3 Empirical Results for Density Forecast
Statistical Measures of Density Forecast Performance
Table 9 reports the Amisano and Giacomini (2007) (AG) test results for the
predictive density comparison of individual models and a wide range of combination
models. The benchmark model is the kernel density estimation based on historical
unconditional quantile regression. Panel A displays that all of individual density fore-
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casts under-perform the benchmark historical estimation without exception (AG test
statistics are all negative), which indicates that all macro-financial variables fail to
provide superior density forecast than the benchmark model in the term of AG test
statistics. This fact is line with the empirical finding that most of macro-financial
variables cannot predict the conditional mean of the equity premium (Goyal and
Welch (2008)).
Panel B and C of Table 9, however, show the significant improvement of density
forecast performance after utilizing both model and distributional information. All
values of the AG test statistics become strongly positive and some of them are even
statistically significant at the 5% level. More specifically, Panel B reports the AG test
results for the estimation strategy of combining models of every quantile estimation in
the first step, followed by kernel density estimation employing distributional informa-
tion in the second step. In contrast, Panel C reverses the combination strategy, which
estimates the individual kernel density first and then combines the different models
of density forecasts in the second step. Table 9 shows that both the distributional
and model information are useful to make forecasts in density estimation.
Economic Measures of Density Forecast Performance
Table 2.10 presents the economic evaluation of a wide ranges of density forecasts
under relative risk aversion preference (CRRA). Again, the economic significance of
density forecast are evaluated by two metrics: (1) Average Utility Gain ∆U(%) can
be considered as the portfolio management fee that an investor under CRRA prefer-
ence would be willing to pay to have access to the proposed conditional kernel density
forecast relative to unconditional benchmark forecast. (2) CER refers to certainty
equivalent rate of return that provides the same utility level as the risky portfolio. As
Panel A of Table 10 shows, most conditional density forecasts based on macro-finance
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variables fail to provide economic gain relative to historical benchmark kernel den-
sity forecasts. Panel B reports the results of economic evaluation for the estimation
strategy of model combination in the first step followed by kernel density estimation
in the second step. As we can see, combining the information both across different
models and multiple quantiles can lead to superior density forecast in term of utility
metrics. All values of ∆U(%) and CER obtained from the proposed density forecast
in Panel B are greater than those derived from benchmark kernel density estimation
in which no predictive variables are used to make the forecast. In contrast, Panel C
reverses the combination order in which the kernel density estimation is implemented
for each macro-finance variable first, followed by combining different density forecasts
in the second step. Again density forecasts utilizing both model and distributional
information significantly outperform the benchmark kernel density estimation.
Figure 2.7 and 2.8 displays how the average utility gain ∆U(%) and CER
under CRRA preference changes with relative risk aversion coefficient γ. I intend to
show that the conclusion arrived in table 2.10 is robust to the choice of relative risk
aversion coefficient (risk appetite of an investor).
The first two panels of Figure 2.7 show the utility gain based on density fore-
cast which pools the distributional information in the first step, followed by models
combination in the second step. The other panels of Figure 2.7 derive the value of
∆U(%) based on the density forecast in which the order of combination strategies
reverse , namely, model combination in the quantile estimation followed by density
kernel estimation. As we can see, pooling distributional information as well as model
information can produce better density forecasts relative to the hisotrical benchmark
forecast, which results in higher economic value in the measurement of average utility
gain ∆U(%) and CER30. The first combination strategy perform slightly better than
30∆U(%) is positive in Figure 2.7, indicating a better density forecast relative to the historical
benchmark forecast. In Figure 2.8, the value of CER based on the forecast of model combination
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the second combination strategy, and the likelihood weight density forecast gener-
ates a higher utility gain than the other density forecasts. Furthermore, the average
utility gain ∆U(%) attains the greatest value when investors are mildly risk averse
γ = 3, but decays slowly as the risk aversion coefficient γ increases. This fact is not
surprising since the forecast of tail distribution become more and more important
as investors become more and more risk averse, but the accuracy of forecasts in the
tail of distribution deteriorates dramatically31. Therefore, the relative utility gain
decreases as investors become more risk averse since the accuracy of forecast in the
tails of the distribution decrease relative to historical benchmark forecast. This can
explain why the value of ∆U(%) decays gradually as the risk aversion coefficient γ
increases.
followed with kernel density estimation is also higher than that derived from the historical benchmark
density forecast.
31The forecast performance in the extreme tail of distribution can be really poor.
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2.8 Conclusion
This paper finds that incorporating distributional information via combining
multiple quantiles estimates can improve the performance of forecasts that use the
single source of information either from model combination or model selection. A
Monte Carlo simulation shows that by optimally weighting of multiple quantile esti-
mators, the efficiency gain for coefficients as well as point forecast improves signifi-
cantly. This paper contributes to the stock return prediction literature by providing
empirical evidence that distribution information can provide a positive contribution
to both conditional mean and density forecasts, which have not been recognized by
many studies. A portfolio study shows that quantile combination does add additional
significant economic value if an investor takes advantage of distributional information
to forecast return and makes portfolio choice accordingly. Higher value of average u-
tility ∆U% and CER are obtained without exception when an investor has access to
return forecasts which assimilate both distributional information and model informa-
tion.
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2.9 Appendix
2.9.1 Comparison of Mean Square Error(MSE) of coefficient
estimates βˆ with MSE of point forecast Yˆ
Consider a linear regression model
Yt+1 = α + βXt + t+1 t+1 ∼ F(0, 1) t = 1, 2, · · · , T
For illustration purposes, I assume the regressor Xt as an univariate vector with
dimension T × 1. The predicted model is estimated as
Yˆt+1 = αˆ + βˆXt
And the conditional mean square error of point forecast Yˆ can be obtained as
MSE(Yˆ |X) = E
(
(Yˆ − Y )2|X
)
= E(αˆ + βˆX − α− βX − )2
= E
[
(αˆ− α) + (βˆ − β)X − 
]2
= E(αˆ− α)2 +X2E
(
(βˆ − β)2|X
)
+ E2 + 2XE
(
(αˆ− α)(βˆ − β)|X
)
−2E
(
(αˆ− α)
)
− 2XE
(
(βˆ − β)|X
)
= MSE(αˆ) +X2MSE(βˆ) + σ2 + 2Xcov(αˆ, βˆ)− 2cov(αˆ, )− 2Xcov(βˆ, )
In the out-of-sample prediction, the sample covariance between the estimated
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parameters (αˆ or βˆ) and the innovation process () can be derived as
cov(αˆ, ) =
1
T − P
T∑
t=P
(αˆt − α)t+1
cov(βˆ, ) =
1
T − P
T∑
t=P
(βˆt − β)t+1
Where P is the start date for out-of-sample prediction.
Assuming the innovation process t is IID, These two terms will converge to zero
cov(αˆ, ) = 0, cov(βˆ, ) = 0
Therefore the MSE(yˆ) is reduced as
MSE(Yˆ ) = MSE(αˆ) +X2MSE(βˆ) + σ2 + 2Xcov(αˆ, βˆ)
In the linear regression model, the estimated intercept αˆ can be set as αˆ = Y¯ −βˆX¯
such that the sample mean Y¯ can be precisely predicted Y¯ = αˆ+ βˆX¯ Therefore, the
covariance between the estimated parameter can be further reduced as
cov(αˆ, βˆ) = −X¯var(βˆ)
As a result, the MSE of predicted model Yˆ is not only determined by the MSE of
predicted parameters αˆ and βˆ, but also determined by the covariance of predicted
parameters cov(αˆ, βˆ), the sign of which could be undetermined. Therefore, a more
precise estimation of the coefficient does not necessarily lead to a superior forecast of
the response variable Yˆ .
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2.9.2 Choice of Quantile LASSO penalty parameter λ in Quan-
tile Model Selection
The penalty parameter λ in quantile LASSO procedure is determined in a bootstrap-
type way following Belloni and Chernozhukov (2011), and Hautsch, Schaumburg and
Schienle (2012).
• Step 1: Draw randomly a T × 1 i.i.d process from uniform (0, 1) distribution,
denoted as U1, U2, · · · , UT , which are controlled to be independent with regres-
sor, x1, x2, · · · , xK , and then calculate the corresponding value of the following
random variable Λ
Λ = T max
16i6K
∣∣∣∣E[xt,i(τ − I{Ut ≤ τ})σˆi√τ(1− τ)
]∣∣∣∣ (2.9.2.1)
where σˆi is the componentwise sample variance for each regressor σˆi =
1
T
∑T
t=1 xt,i
• Step 2: Repeat Step 1 R = 1000 times, generate the bootstrap-type empirical
distribution of random variables Λ conditioning on regressorsX at each quantile:
Λ1,Λ2, · · · , · · · ,ΛR. For a selected confidence interval α = 0.10, set the penalty
parameter λ as
λ = c Q(Λi, 1− α|X) (2.9.2.2)
Where Q(Λi, 1−α|X) denotes the (1−α) quantile of empirical distribution for Λ.
Following Belloni and Chernozhukov (2011), I set constant c = 2. Furthermore,
the parameter c can be set as the value which maximizes the in-sample equity
premium predictability for the family of macro-finance variables.
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Figure 2.1: This figure displays the combination weight (y axis) of quantile estimator
β(τ) for a set of uniformed spaced quantiles (x axis) under different distribution
assumption. The red line marked with circles denotes the optimal weights quantile
(OWE) combination developed by Zhao & Xiao (2011). The blue line marked with
squares display the density combination weights discussed in the section 2.3.2
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Figure 2.2: This figure displays the kernel density forecast f(Yt|Xi,t−1) at 2010Q4
obtained either from some individual macro-finance variables (left panel), or from
model combination estimations (right panel). The notation ‘Likelihood Weight’ refers
to likelihood weighted density combination discussed in section 5.1. By analogy,
‘Pool Average’ denotes equal weight density combination. ‘DMSFE-Quantile-Density’
represent the DMSEF of model combination at each quantile firstly, followed by kernel
density estimation. Normal Density is displayed as well with the identical value of
first two moment at 2010Q4
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Figure 2.3: This figure displays utility gain (∆U% and CER) for a variety of forecasts
either obtained from model selection or derived from model selection jointed with
quantile combination. The notation ‘LASSO’ denotes Square-Root Lasso estimation
for conditional mean, which follow the method proposed by Belloni, Chernozhukov
and Wang (2010). ‘LASSO + Regression’ refers to quantile lasso model selection
at first step followed by Regression approach of quantile combination at second
step. By analogy, ‘LASSO + DMSFE(0.9)’ represents quantile LASSO estimation
firstly followed by quantile combination approach of discount mean forecast error
(DMSFE) with discount factor 0.9.
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Figure 2.4: This figure displays how the average utility gain (Y axis) under mean
variance preference changes with absolute risk aversion coefficient (X axis). The black
line marked with triangle is the value of ∆U(%) derived from the return forecast only
based on model combination; The red line marked with circle denotes that the values
of ∆U(%) are derived from the return forecast based on optimal weighted quantile
combination followed by a specific model combination. By analogy, the blue line
marked with diamond represents that the values of ∆U(%) are derived from the
return forecast based on density weighted quantile combination plus a specific model
combination. The horizontal green line denotes zero ∆U(%) which corresponds to
the historical average benchmark forecast.
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Figure 2.5: This figure displays how the CER (Y axis) under mean variance preference
changes with absolute risk aversion coefficient (X axis). The black line marked with
triangle is the value of CER derived from the return forecast only based on model
combination; The red line marked with circle denotes that the values of CER are
derived from the return forecast based on optimal weighted quantile combination
followed by a specific model combination. By analogy, the blue line marked with
diamond represents that the values of CER are derived from the return forecast
based on density weighted quantile combination plus a specific model combination.
The green line denotes the value of CER which corresponds to the historical average
benchmark forecast.
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Figure 2.6: This figure displays the time series of utility gain ∆U% derived from a
variety of forecasts under Mean Variance Utility with absolute risk aversion coefficient
γ = 5. ‘OWQ + Pool Average’ denotes the forecast from optimal weight quantile
combination in first step followed by pool average of model combination in second
step. ‘Lasso + Regression’ denotes the forecast from quantile lasso model selection
in first step followed by the Regression approach of quantile combination in second
step
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Figure 2.7: This figure displays how the average utility gain (Y axis) under CRRA
preference changes with relative risk aversion coefficient γ (X axis). The red line
marked with circle is the value of ∆U(%) derived from the density forecast based on
model combination followed by kernel density estimation; The bold horizontal green
line denotes zero ∆U(%) which corresponds to the historical benchmark density esti-
mation. The acronyms ‘Likelihood-Weight-Density’ refers to likelihood weighted com-
bination of density forecast. ‘Equal-Weight-Density’ refers to simple equal weighted
combination of density forecast. ‘Mean-Quantile-Density’ denotes equal weight com-
bination of quantile estimation firstly followed by density kernel forecast afterwards.
DMSFE-Quantile-Density’ denotes DMSFE combination of quantile estimation firstly
followed by density kernel forecast afterwards
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Figure 2.8: This figure displays how the Certain Equivalent Return CER (Y axis)
under CRRA preference changes with relative risk aversion coefficient γ (X axis).
The red line marked with circle is the values of CER derived from the density fore-
cast based on model combination followed by kernel density estimation; The blue line
marked with diamond denotes the values of CER which corresponds to the histori-
cal benchmark density forecast. The acronyms ‘Likelihood-Weight-Density’ refers to
likelihood weighted combination of density forecast. ‘Equal-Weight-Density’ refers
to simple equal weighted combination of density forecast. ‘Mean-Quantile-Density’
denotes equal weight combination of quantile estimation firstly followed by density
kernel forecast afterwards. DMSFE-Quantile-Density’ denotes DMSFE combination
of quantile estimation followed by density kernel forecast
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