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振動が supercritical Hopf 分岐点の近くで起こる場合、その挙動は Stuart‐Landau 振動




動子の状態にどのように依存するか [11, 12] に基づき紹介する。
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2 確率的 Poincaré 振動子
Poincaré 振動子は極座標系で以下のように記述される [1, 11] 。
 \frac{dR_{t}^{(0)}}{dt}=KR_{t}^{(0)}(1-R_{t}^{(0)}) ,
  \frac{d\Phi_{t}^{(0)}}{dt}=1 (1)
ここで、  t は時間、  R_{t}^{(0)}\geq 0 は動経方向、  \Phi_{t}^{(0)}\in[0,1 ) 、  K>0 はリミットサイクルへの
緩和率、リミットサイクルの周期は1で、上付き文字 (0) は決定論的な解であることを意
味する。この振動子で原点を除く任意の点からはじまる軌道は反時計回りにリミットサイ
‐ クルへ収束する。この振動子は  x_{t}^{(0)}=R_{t}^{(0)}\cos(2\pi\Phi_{t}^{(0)}) 、  Y_{t}^{(0)}=R_{t}^{(0)}\sin(2\pi\Phi_{t}^{(0)}) を用
い、デカルト座標系へ変換できる。
 n 番目の入力は  X_{t}^{(0)} を  A_{n} だけ遷移させ、次の入力までの間隔が  I_{n} だとする。  n 番目




  \phi_{n}'=F_{\Phi} (r_{n}, \phi_{n})=\frac{1}{2\pi}\arccos\frac{r_{n}\cos(2\pi
\phi_{n})+A_{n}}{F_{R}(r_{n},\phi_{n})} (2)
さらに、入力間隔  I_{n} 後の  n+1 番目の入力直前の状態点  (r_{n+1}, \phi_{n+1}) は次のようになる。
 r_{n+1}=R_{I_{n}}^{(0)} (r_{n}, \phi_{n})=r_{n}'/\{(1-r_{n}')e^{-KI_{n}}+r_{n}'
\},
 \phi_{n+{\imath}}=\Phi_{I_{n}}^{(0)} (r_{n}, \phi_{n})=\phi_{n}'+I_{n} (mod 1) (3)
 R_{I_{n}}^{(0)}(r_{n}, \phi_{n}) 、  \Phi_{I_{n}}^{(0)}(r_{n}, \phi_{n}) の  (r_{n}, \phi_{n}) は  n 番目の入力直前の状態点を表す。
次に (1) をデカルト座標系に変換し、  x_{t}^{(0)} を決める式へ、標準 Wiener 過程にノイズ強











確率的 Poincaré 振動子で、  n 番目の入力直前の状態が、  n+1 番目の入力直前の状態に
どのように遷移するかを表すマルコフ作用素 (確率的位相遷移作用素) を導入する。  n 番












ている [7] 。そこで我々は  (r_{n}', \phi_{n}') からはじまる推移確率を計算するため小分散理論を用
いる [3] 。  x_{I_{n}}^{(\epsilon)}\equiv(R_{I_{n}}^{(\epsilon)}, \Phi_{I_{n}}^{(\epsilon)}) と置き、  x_{I_{n}}^{(\epsilon)} を  \epsilon に関して次のように展開する。
 X_{I_{n}}^{(\epsilon)}=x_{I_{n}}^{(0)}+\epsilon A_{1I_{m}}+o(\epsilon) ,
ここで、  x_{I_{n}}^{(0)}=(R_{I_{n}}^{(0)}, \Phi_{I_{n}}^{(0)}) 、  A_{1I_{n}}=(A_{1rI_{n}}, A_{1\phi I_{n}})= \frac{\partial X_{I_{n}}^{(\in)}}
{\partial\epsilon}|_{\epsilon=0} である。次に、決定
論的な解の周りの確率的挙動を表す新しい確率変数   S_{I_{n}}^{(\epsilon)}=(X_{I_{n}}^{(\epsilon)}-X_{I_{n}}^{(0)})/\epsilon を導入する。
 S_{I_{n}}^{(\epsilon)} を  \epsilon に関し展開すると
 S_{I_{n}}^{(\epsilon)}=A_{1I_{n}}+o(1) (6)





ここで、  u=(u_{1}, u_{2})\in R^{2} であり、  n[u;0, \Sigma_{I_{n}}] は平均ゼロ、分散共分散行列  \Sigma_{I}. を持つ
2次元ガウス密度関数を表す。  A_{1rI_{n}} と  A_{1\phi I_{n}} を用い行列  \Sigma_{I_{n}} は次のように与えられる。
 \Sigma_{I_{n}}=(\begin{array}{ll}
\sum_{rrI_{n}}   \sum_{r\phi I_{n}}
\sum_{r\phi I_{n}}   \sum_{\phi\phi I_{n}}
\end{array})
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ここで、  \Sigma_{rrI_{n}}=E[A_{1rI_{n}}^{2}]_{\backslash }\Sigma_{\phi\phi I_{n}}=E[A_{1
\phi I_{n}}^{2}]_{N}\Sigma_{r\phi I_{n}}=E[A_{1rI_{n}}A_{1\phi I_{n}}] である。これ
ら行列  \Sigma_{I_{n}} の要素は解析的に得られる。最終的に  x_{I_{n}}^{(\epsilon)} の密度関数は
 f_{x_{I_{n}}^{(\epsilon)}}(u)=n[u;X_{I_{n}}^{(0)}, \epsilon^{2}\Sigma_{I_{n}}]+
0(1) (7)
となる。以後、  n 番目の入力直後の動経方向成分が  r_{n}'\neq 0 のとき、(7) の第一項までを用
い推移確率を近似する  (r_{n}'=0 のときは、デカルト座標系を用いた式で、同様に推移確
率の近似を導く)。  u_{1} と  u_{2} はそれぞれ動経方向と偏角方向の座標のため、座標  (u_{1}, u_{2})
は  (-u_{1}, u_{2}+0.5) と同じである [11]。  (r_{n}, \phi_{n}) からはじまる推移確率には  (u_{1}, u_{2}) と
 (-u_{1}, u_{2}+0.5) の確率密度の値が含まれている。したがって、極座標系における  (r_{n}, \phi_{n})
からはじまる推移確率は次のようになる。
 9K,\epsilon,A_{n},I_{n}(\nu, \psi;r_{n}, \phi_{n})
 = \sum_{p=-\infty}^{p=+\infty}\{n[(\nu, \psi+p);X_{I_{1}}^{(0)}(r_{n}, \phi_{n}
), \epsilon^{2}\Sigma_{I_{n}}]+n[(-\nu, \psi+0.5+p);X_{I_{n}}^{(0)}(\tau_{n}, 
\phi_{n}), \epsilon^{2}\Sigma_{I_{n}}]\}
(8)
ここで、  \nu>0 、  \psi\in[0,1 ) であり、  X_{I_{n}}^{(0)}(r_{n}, \phi_{n}) は  x_{I_{n}}^{(0)} の初期値を明示的に示し、(2)
で決まる  n 番目の入力による影響も  X_{I_{n}}^{(0)}(r_{n}, \phi_{n}) に含まれる。総和は原点周りの複数回
の回転の可能性を含めるためであり、  g_{K,\epsilon,A_{n},I_{n}} の下付き文字は各パラメータへの依存性
を表す。
最終的に、  n 番目の入力直前と  n+1 番目の入力直前の関係を表すマルコフ作用素は次
のようになる。
  h_{n+1}( \nu, \psi)=P_{K,\epsilon,A_{n},I_{n}}h_{n}(\nu, \psi)=\int_{0}^{1}
\int_{0}^{\infty}g_{K,\epsilon,A_{n},I_{n}}(\nu, \psi;r, \phi)h_{n}(r, \phi)
drd\phi (9)
ここで、  h_{n} は  n 番目の入力直前の確率的 Poincaré 振動子の状態密度を表す。我々はこ
のマルコフ作用素を確率的位相遷移作用素と呼ぶことにする。
確率的位相遷移作用素は線形作用素なので、その特徴は固有値と固有関数で決まる。
 \{\alpha_{i}\} と  \{e_{i}\}(i=1,2, \ldots, ) をそれぞれ  P_{K,\epsilon,A_{n},I_{n}} の固有値 (絶対値の大きい順に並べて
ある)、それに対応する固有関数とする。上で求めた積分核の近似が  g_{K,\epsilon,A_{n},I_{n}}>0 を満
たすので、  \alpha_{1} は重複度  1_{\backslash }\alpha_{1}=1、対応する固有関数は不変密度  h_{K,\epsilon,A_{n},I_{n}}^{*}(K,  \epsilon が一
定で、同じ入カパラメータ  A_{n}、疏で無限回入力が加わったときの状態密度) となる。こ
れは (7) の第一項までの近似で構築した確率的位相遷移作用素がエルゴード性を満たすと
ことを意味し [6] 、不変密度  h_{K,\epsilon,A_{n},I_{n}}^{*} は定常状態のダイナミクスに対応する。さらに、1
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以外の固有値は  |\alpha_{i}|<1 となるので、これらの固有値とそれに対応する固有関数は作用素
 P_{K,\epsilon,A_{n},I_{n}} の過渡的挙動を表す。この特性から、確率的位相遷移作用素を二つの部分に分
解することができる。
 P_{K_{6},A_{n},I_{n}}h(\tau, \phi)=V_{K_{6},A_{n},I_{n}}h(r, \phi)+Q_{K_{6},
A_{n},I_{n}}h(\tau, \phi) , (10)
ここで、  V_{K,\epsilon,A_{n},I_{n}} 定常状態の挙動、すなわち、  V_{K,}h(r, \phi)=h_{K,\epsilon,A_{n},I_{n}}^{*}(r, \phi) を
表し、  Q_{K,\epsilon,A_{n},I_{n}} は過渡的挙動に対応する  [6]_{0} ‐確率的位相遷移作用素によって得られた
不変密度とオイラー法によって得られた不変密度の比較し、  \epsilon=0.6 程度まで、確率的位
相遷移作用素が相平面全体の挙動をとらえていることを確認した [11]。
一般に、確率的 Poincaré 振動子に  n+1 個の時間変化する入力が加わるのであれば、
 n+1 番目の入力直前の状態密度は (10) を繰り返し用い、次のように表される [12] 。
 h_{n+1}(r,  \phi)=h_{K,\epsilon,A_{n},I_{n}}^{*}(r, \phi)+\sum_{i=1}^{n-1}
(\prod_{j=0}^{n-i-1}Q_{K,\epsilon,A_{n-j},I_{n-j}})h_{K,\epsilon,A_{\iota},I_{i}
}^{*}(r, \phi_{\backslash })
 + \prod_{l={\imath}}^{n-1}Q_{K,\epsilon,A_{n-l},I_{n-l}}h_{1}(r, \phi) (11)





確率的 Poincaré 振動子に対し、確率的回転数を定義する。[11] の (8) によれば、  n+1
番目の入力直前の状態密度は
 n[(r, \theta);U_{I_{n}}^{(0)}(r_{n}, \phi_{n}), \epsilon^{2}\Sigma_{I_{n}}
(r_{n}, \phi_{n})]+n[(-r, \theta+0.5);U_{I_{n}}^{(0)}(r_{n}, \phi_{n}), 
\epsilon^{2}\Sigma_{I_{n}}(r_{n}, \phi_{n})]
(12)
となる。ここで、  \Sigma_{I_{n}}(r_{n}, \phi_{n}) 、  U_{I_{n}}^{(0)}(r_{n}, \phi_{n})=(R_{I_{n}}^{(0)}(r_{n}, \phi_{n}), 
\Theta_{I_{n}}^{(0)}(r_{n}, \phi_{n})) は  n 番目の
入力直前の状態点  (r_{n}, \phi_{n}) に対する依存を陽に表し、(2) により決まる  n 番目の入力によ
る影響も含む。  r>0 、  \theta は  R へ持ち上げられた偏角である。持ち上げられた偏角の  n 番
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目の入力と  n+1 番目の入力による差は
 w_{K,\epsilon,A_{n},I_{n}}(r_{n},  \phi_{n})=\int_{0}^{\infty}\int_{-\infty}
^{\infty}(\theta-\phi_{n})n[(r, \theta);U_{I_{n}}^{(0)}(r_{n}, \phi_{n}), 
\epsilon^{2}\Sigma_{I_{n}}(r_{n}, \phi_{n})]d\theta dr
 + \int_{0}^{\infty}\int_{-\infty}^{\infty}(\theta-\phi_{n})n[(-r, \theta+0.5);
U_{I_{n}}^{(0)}(r_{n}, \phi_{n}), \epsilon^{2}\Sigma_{I_{n}}(r_{n}, \phi_{n})]
d\theta d\tau
(13)
となる。ここで、  w の下付き文字はパラメータ  K 、  \epsilon 、  n 番目の入力振幅  A_{n} 、  n 番目の入
力間隔疏に依存することを示す。これを用いれば  n 番目と  n+1 番目の入力間の確率的
回転数は
  \Omega_{K,\epsilon,A_{n},I}. =\frac{1}{I_{n}}\int_{0}^{1}\int_{0}^{\infty}
w_{K,\epsilon,A_{n},I_{n}}(r_{n}, \phi_{n})h_{n}(r_{n}, \phi_{n})dr_{n}d\phi_{n} (14)
となる。これが瞬時確率的回転数であり、  \Omega_{K,\epsilon,A_{n},I_{n}} は  n 番目と  n+1 番目の入力間の確
率的回転数なので、入力振幅  A_{n}、入力間隔  I_{n} に対応するといえる。




 + \int_{0}^{1}\int_{0}^{\infty}w_{K,\epsilon,A_{n},I_{n}}(r_{n}, \phi_{n})\sum_
{\dot{i}=1}^{n-2}(\prod_{j=0}^{n-i-2}Q_{K,\epsilon,A_{n-1-\prime},I_{n-1-j}})
h_{K,\epsilon,A.,I}^{*}.(r_{n}, \phi_{n})dr_{n}d\phi_{n}
 + \int_{0}^{1}\int_{0^{W_{K,\epsilon,A_{n},I_{n}}}}^{\infty}(r_{n}, \phi_{n})
\prod_{l=0}^{n-2}Q_{K_{6},A_{n-1-l},I_{n-1-l}}h_{1}(r_{n}, \phi_{n})dr_{n}d\phi_
{n} (15)
第一項は  n-1 番目の入力における不変密度の貢献を表す。第二項は入カパラメータ
 \{A_{1},1_{1}\} , ,  \{A_{n-2}, I_{n-2}\} に対する不変密度が、対応する過渡的挙動で重みづけられた
項。第三項は初期状態密度からの影響を表す項である。
各入力に対する不変密度をもとに考えれば、  n-1 番目の入力で決まる成分は (15) の第
一項で決まり、  n-2 番目の入力で決まる成分は、第二項から対応する成分を取り出し求
められる。これを順に過去に遡るように繰り返すと、現在から過去に遡るとき、何番目の





















 \epsilon=0.3、入力振幅を  A=0.95 とし、次式を用い、瞬時入力頻度  f_{n} を変化させた。
 fn=1/I_{n}= fstart  + \frac{f_{end}-fstart}{N}  (n- 1) 、fstep  =  ( fend  - fstart)  /N。入力範囲は
fstart  =1.05 、  f_{end}=0.95、入力の数は  N=24、1つの入力と1つの出力が確率的














[1] L. Glass and J. Sun. Periodic forcing of a limit‐cycle oscillator: Fixed points,
arnold tongues, and the global organization of bifurcations. Phys. Rev.  E, Vol. 50,
pp. 5077‐5084, Dec 1994.
[2] E. M. Izhikevich. Dynamical Systems in Neuroscience: The Geometry of Ex‐
citability and Bursting. The MIT Press, 2010.
[3] N. Kunitomo and A. Takahashi. On validity of the asymptotic expansion ap‐
proach in contingent claim analysis. Ann. Appl. Probab., Vol. 13, pp. 914‐952,
2003.
[4] Y. Kuramoto. Chemical Oscillation, Waves, and Turbulence. Dover Publications,
Inc. Mineola, New York, 2003.
[5] Y. A. Kuznetsov. Elements of Applied  Bifurcati_{0^{\backslash }}n Theory, 3rd ed. Springer,
2004.
[6] A. Lasota and M. C. Mackey. Chaos, Fractals, and Noise: Stochastic Aspect of
Dynamics, 2nd ed. Springer‐Verlag Berlin Heidelberg New York, 1998.
[7] H. Risken. The Fokker‐Planck equation, 2nd ed. Springer‐Verlag Berlin Heidel‐
berg New York, 1989.
[8] J.P. Segundo, J.‐F. Vibert, M. Stiber, and Hanneton S. Periodically modulated
inhibition and its postsynaptic consequences —  i . general features. influence of
modulation frequency. Neuroscience, Vol. 68, pp. 657‐692, 1995.
[9] J.P. Segundo, J.‐F. Vibert, M. Stiber, and Hanneton S. Periodically modulated
inhibition and its postsynaptic consequences‐ii. influence of modulation slope,
depth, range, noise and of postsynaptic natural discharges. Neuroscience, Vol. 68,
pp. 693‐719, 1995.
[10] J. A. White, J. T. Rubinstein, and A. R. Kay. Channel noise in neurons. Trends
Neurosci., Vol. 23, pp. 131‐137, 2000.
[ı1] T. Yamanobe. Stochastic phase transition operator. Phys. Rev.  E(3) , Vol. 84,
148
p. 011924, Jul 2011.
[ı2] T. Yamanobe. Global dynamics of a stochastic neuronal oscillator. Phys. Rev.  E
(3), Vol. 88, p. 052709, 2013.
