Abstract-Audio watermarking is a method that allows the insertion of an imperceptible mark on an audio data set. Although the watelinarking is often used to guarantee copyrights, it can also be used to increase the information transmitted in a communication context. In typical watermarking applications, the audio data set represents the host that supports the embedded information and it is considered as "noise''. However, we can use the fact that this signal is not random but completely known at the transmitter to reduce imperceptibility and improve robustness. Based on this idea, we derive a model from a classical data transmission technique and we take advantage of the knowledge of the host information to design an informed embedding scheme. This model has been then improved using an iterative controlling of the transmitted power and optimal fdter. This informed embedding scheme allows us to provide a robust data-hiding system for several treatments, and it's compared to non informed and matched fiter embedding schemes.
I. INTRODUCTION
Watermarking is usually presented as a copyright protection technique. The basic idea consists on adding a mah (also called a signature) into the data to be pmtected [l] . This mark must be unoticiable: it's not allowed to include any audible distortion while treating audio signals. Audio watermarking must also be robust to usual signal processing as well as to the malevolent attacks. However, this mark must be detectable by the authorized people.
In addition to its use for copyrights protection, the watermarking techniques can be employed in data transmission technologies for audio data hiding purposes [2,3]. Several applications are possible in this context. For example, if the priority information to be transmitted is the speech voice, then it may be useful to transmit video analysis information such as the lips motion parameters, the speaker's face or any other information ideneing the speaking face. Sych an application is addressed in the project ARTUS which aims to embed animation parameters into audio and video contents.
In this paper, we want to present an enhanced audio watermarking scheme that is applied to digital communications.
Well defined constraints are required in this framework:
The transmission rate of the inserted message must be as high as possible. The inserted message must be imperceptible to the listeners (No audible distortion is permitted). In addition to channel's noise, detection is perturbed by the audio signal used as support of the information. The embedded information must be preselved after audio compression. MPEG layer 3 (MP3) will be often used [4]. Contrary to copyright protection based watermarking techniques, the mark embedded message does not represent significant data and consequently is not subject to intentional attacks.
IMPLEMENTATION

A. General Scheme
The proposed watermarking method relies on a CDMA-like watermarking scheme [7] . This technique allows simultaneous multi-user communications and can be also used for low S N R (Signal to noise ratio) monousers applications. It's based on the Spread Spectrum modulation technique that allows a homogeneous power distribution in all available bandwidth.
I) Embedding
The modulation pmcesses uses just one single code to carry a bimy message in this implementation. The values +1 and -1 represent this binary message. Positive version of the code corresponds to bit 1 and, negative version will be used to carry bit 0. (Fig. 1) . The meaning of this product can be expressed as the
In this equation MSG(t) represents the message that will be sent, C(t) the single code and W(t) the signal obtained from modulation process. This signal W(t) is then added to the speech signal to provide S,(t).
S,(O =S(t) + W(t) (2)
In order to diminish the audibility of the message, the inserted codes have to fulfill several power and spectral distribution requirements. These conditions will be studied fiuther in this paper.
calculation of
2) Optimal Detection
At the reception stage, the SNR has been maximized. This is done in complement of the classical spread spectrum data hiding scheme in which the noise is considered to be white and gaussian. In data hiding applications, the audio signal plays the role of a noise. In fact, this "noise" (music, speech) has a very dynamical frequency behavior and it can be treated in an optimized way by the use of the Optimal Filter [8].
This kind of filtering maximizes the S N R for signals immerged in a non-white noise. The equation characterizing this filter is:
This filter can be described in two parts. The first one has been noted as C*Qlk* and it is the matched filter to the sent signal C(t). The argument of the exponential represents a temporal delay and T is the signal duration. The second one, noted as S a refers to a whitening process of the audio signal. In fact, it denotes the Spectral Power Density SPD of the signal to be whitened.
The detection is then computed by convolution of the received signal (sent signal + channel noise) with the Optimal Filter. This convolution is then sampled evey T seconds in a synchronized way. The decision will be taken by comparing its value with a threshold fuced beforehand. The result of this operation will be called Y(t).
In this system the value of the threshold is zero (binaly message). The decision law is described by the two classical following equations:
B. Additional Improvements
Once the watermarking method has been defined, several modifications have been implemented in order to enhance the system behavior. The main idea of this implementation lies on the use of the value of each sound realization to attain the desired conditions. The resulting scheme is refered as informed embedding scheme [5] because the host signal is used to construct the emedded mark. This scheme has been improved take into account the modifications included by this implementation (informed embedding). This amelioration has been donde in a iterative way yielding to an the iterative informed data hiding scheme.
This process can be decomposed in four stages:
1. Controlling the Codes Power. detection but also a minimal audible distortion. To find this quantity of power, it is necessary to determinate the minimal coefficient value for which each code must be multiplied. Based on the equations (4) Qetection System) the Calculation yields the following result:
In this equation C,,, denote the code weighted by the human psychoacoustics model, Fop is the same as in (3).
In the Fig. 2 , the region labeled "informed embedding" represents the calculation of K is done from a local replica of the detection system.
The modifications yield by this implementation affect the final design of the scheme, particularly the message detection step and the implementation of the psychoacoustics model. Before explaining those points, it is important to clari@ the generated modifications.
Modification of Ss(t). In the equation (4) the Spectral Power Density of S(t) and is substitued by S,(t)+N(t).
Although there is a little difference between them, it can generate a high number of errors. The calculation of the coefficient K (5) was thus modified in order to decrease the effect produced by this approximation. This is explained in the paragraph 2).
Modification of W,,,(t).
In reception, It is necessary to determine the appearance of the transmitted code. This code has been spectralweighted by the psychoacoustics model (stage 3)). To that end, we have assumed that the difference obtained while computing the psycoacoustics model from S(t) and that one computed from S,(t) is negligible. This assumption has been corroborated by the fd tests.
2) Power Control by Iterative System
We have modified the calculation of K regarding the difference between the desired and available Spectral Power Density. The idea is to recalculate the necessary power from the modified Spectral Power Density called S-obtained from S,+WCr). This development takes us to the implementation of the iterative system represented in the Fig. 2 by the region labeled "Informed Iterative Embedding". The block "computation of K" shown in this figure is the same as that one described in (5). While calculating every single iteration, the system affects the computation until free error detection has been attained.
The resulting equations are:
With&=l.
3) Psychoacoustics Model
The psychoacoustics stage allocates the spectral representation of the code in the frequencies where the human audio system is less sensitive. This is done by a frequency modulation of the code using a model derived from the compression standard MPEG-1 [6] 
4) Synchronization
The synchronization stage is guaranteed by the addition of a synchronization code that is detected using classical sliding correlation techniques.
C. Dejnitive Implementation
Once we have totally developed each one of the stages involved in this development we can do a presentation of the final scheme (Fig. 3) . 
RESULTS
To compare the proposed scheme to classical embedding systems, three computations of the Signal to Message Ratio have been done.
The first one corresponds to the proposed scheme ( Fig.  No. 3) .
In the second test, the matched filter has replaced the optimal filter. The obtained power ratio compared to the result obtained in the fist test allows us to compare the performances between the optimal and matched filter. 
IV. CONCLUSIONS AND PERSPECTIVES
The data-hiding scheme based on the deterministic knowledge has been presented. The fact that the optimal filtering detection is more performant that than the classical correlation detector has been comborated by measuring the necessary power for free e m r detection. By the other hand, this approach outlines the fact that the audio host can be treated in a different way from a noise. An iterative data hiding system has been developed based on this idea and it has been shown that acceptable bit rates can be reached without perceptible audio distortion using this technique. This is idea can be used to improve the performances of the system synchronisation.
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