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Abstract Springtime stratospheric final warming (SFW) variability has been suggested to be linked to
the tropospheric circulation, particularly over the North Atlantic sector. These findings, however, are
based on reanalysis data that cover a rather short period of time (1979 to present). The present work aims to
improve the understanding of drivers, trends and surface impact of dynamical variability of boreal SFWs
using chemistry‐climate models. We use multidecadal integrations of the fully coupled chemistry‐climate
models Community Earth System Model version 1 (Whole Atmosphere Community Climate Model) and
ECHAM/Modular Earth Submodel System Atmospheric Chemistry‐O. Four sensitivity experiments are
analyzed to assess the impact of external factors; namely, the quasi‐biennial oscillation, sea surface
temperature (SST) variability, and anthropogenic emissions. SFWs are classified into two types with respect
to their vertical development; that is, events which occur first in the midstratosphere (10‐hPa first SFWs)
or first in the upper stratosphere (1‐hPa first SFWs). Our results confirm previous reanalysis results
regarding the differences in the time evolution of stratospheric conditions and near‐surface circulation
between 10 and 1‐hPa first SFWs. Additionally, a tripolar SST pattern is, for the first time, identified over the
North Atlantic in spring months related to the SFW variability. Our analysis of the influence of remote
modulators on SFWs revealed that the occurrence of major warmings in the previous winter favors the
occurrence of 10‐hPa first SFWs later on. We further found that quasi‐biennial oscillation and SST variability
significantly affect the ratio between 1‐hPa first and 10‐hPa first SFWs. Finally, our results suggest that
ozone recovery may impact the timing of the occurrence of 1‐hPa first SFWs.
1. Introduction
A stratospheric final warming (SFW) consists of an irreversible breakup of the winter polar vortex, which
marks the springtime transition between the winter (cyclonic) and summer (anticyclonic) dynamical
regimes in the extratropical stratosphere (Black & McDaniel, 2007). SFWs occur in both hemispheres and
their timing and dynamical evolution are characterized by a combination of radiative and planetary wave
forcing effects. In the Northern Hemisphere, the enhanced planetary wave activity (due to larger orography
and land‐sea contrasts) leads to a large SFW interannual variability in its timing and vertical structure that in
turn can have remarkable consequences in the stratosphere and the troposphere.
SFW onset dates vary by about 2 months and are, apart from the upward‐propagating wave activity, also sen-
sitive to the stratospheric background state (Salby & Callaghan, 2007; Waugh et al., 1999). The timing of
SFWs can have consequences on polar ozone depletion and the stratospheric chemical composition in spring
and summer (e.g., Manney et al., 2011). For instance, anomalously early SFWs (i.e., early vortex breakup)
can lead to a rapid cessation of ozone loss as it was the case in the springs 2005 and 2016 (Manney,
Santee, et al., 2006; Manney & Lawrence, 2016). Waugh and Rong (2002) also showed strong differences
in the polar vortex mixing processes with midlatitude air in association with the SFW timing. More recently,
Thiéblemont et al. (2011, 2013) revealed that early SFWs are more likely to feature “Frozen‐In” anticyclone
occurrences in spring and summer (Manney, Livesey, et al., 2006), which lead to anomalously high nitrous
oxide and methane concentrations in the polar stratosphere. However, not only does the variability of SFW
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timing alter the stratospheric composition and circulation, but it is also associated with tropospheric anoma-
lies. For instance, Ayarzagüena and Serrano (2009) found significant changes in the tropospheric circulation
in April, particularly over the Euro‐Atlantic sector, when separating early and late SFWs in ERA‐40
reanalysis.
Hardiman et al. (2011) characterized the variability of SFWs by their vertical temporal development rather
than their timing: they found that in some years, SFWs occur first in themid‐stratosphere (10 hPa or ~30 km,
hereafter referred to as 10‐hPa first), and in others first in the upper stratosphere (1 hPa or ~50 km, hereafter
referred to as 1‐hPa first). They showed that years in which 10‐hPa first SFWs occur are associated with a
more negative North Atlantic Oscillation (NAO)‐like pattern in April mean sea level pressure than years
in which 1‐hPa first SFWs occur. These results hence indicate that the knowledge of SFW characteristics pro-
vides additional predictability skills of springtime tropospheric climate. In this regard, it is important to iden-
tify factors that influence the variability of SFWs and to understand the associated mechanisms.
Previous findings based on reanalyses suggested that the variability of SFWs is highly dependent on strato-
spheric dynamical conditions in the previous winter. For instance, Waugh et al. (1999) found a very strong
correlation between the activity of planetary waves entering the stratosphere two months before the SFW
(diagnosed as the eddy heat flux at 100 hPa and averaged over the latitude range 45–75°N) and the polar vor-
tex breakup date. Wei et al. (2007) related the evolution of the strength of the polar vortex and wave activity
during the previous winter to the SFW timing. Hu et al. (2014) found that early spring SFWs (approximately
March) are more likely to be preceded by winters unperturbed by sudden stratospheric warming (SSW)
events, while late spring SFWs are mostly preceded by SSW events in midwinter. Hardiman et al. (2011) also
found that the vertical profile of the SFW appears to be influenced by the strength of the polar vortex before:
a weaker polar vortex tends to favor 10‐hPa first SFWs. These various results hence suggest that a better
understanding of the SFWs variability requires understanding the drivers of the stratospheric polar vortex
dynamical variability in winter.
Numerous reanalysis and climatemodel studies have examined the sensitivity of the strength of the boreal strato-
spheric polar vortex to external and/or remote variability factors in winter such as the quasi‐biennial oscillation
(QBO), solar irradiance fluctuations, or oceanic variability. Holton and Tan (1980) suggested a relationship
between the strength of the polar vortex and the phase of the QBO (the “Holton‐Tan (HT) relationship”).
Specifically, they found that the vortex is weaker on average in the easterly phase of the QBO than in the westerly
phase. This relationship has afterward been supported by modeling studies using atmospheric models of various
complexity (e.g., Calvo et al., 2007; Hansen et al., 2013). The influence of the QBO on the wintertime polar vortex
strength has further been proposed to bemodulated by the 11‐year solar cycle (e.g., Camp& Tung, 2007; Matthes
et al., 2013). It is also well established that the polar vortex is modulated by the El Niño–Southern Oscillation
(ENSO; e.g., Garfinkel & Hartmann, 2008; Calvo et al., 2017; Domeisen et al., 2019). Relationships between sea
surface temperatures (SSTs) and the winter Arctic stratosphere variability have also been found in other sectors
such as the North Pacific (Hurwitz et al., 2012) and the Atlantic (Omrani et al., 2014). However, a link between
these external or remote factors and SFW variability has not been established yet.
The stratospheric polar vortex is also expected to change in the future as a result of long‐term anthropogenic
changes in atmospheric composition, that is, increasing greenhouse gas (GHG) concentrations and strato-
spheric ozone layer recovery. For instance, several studies have examined possible trends in the future occur-
rence of midwinter SSWs (e.g., Ayarzagüena et al., 2018; Bell et al., 2010; Hansen et al., 2014; Karpechko &
Manzini, 2017; Kim et al., 2017; Manzini et al., 2014; Mitchell et al., 2012; SPARC CCMVal, 2010), but no
consensus has been reached yet. Nevertheless, the effects of projected climate change on SFWs have not
been addressed.
Drivers of polar vortex variability and trends, and their associated mechanisms, are, by far, more documen-
ted in winter than in spring. The aim of the present study is to improve the understanding of the dynamical
variability of SFWs by assessing how the QBO, variable SSTs, and anthropogenic emissions modulate their
dynamical characteristics; that is, vertical profile and timing. Note also that the previous studies, which
examined the dynamical features of SFWs were based on reanalysis data sets, not on climate model simula-
tions, and so the length of observations is relatively short to derive robust conclusions. Here, we use for the
first time a set of fivemultidecadal integrations (more than 140 years) of two fully coupled ocean‐atmosphere
chemistry‐climate models (Community Earth System Model, CESM [Whole Atmosphere Community
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Climate Model, WACCM] and EMAC‐O) in which the external factors have been systematically switched on
and off to investigate SFWs. Such long experiments allow for a large statistical sampling.
The paper is organized as follows. Section 2 describes the models, the sensitivity experiments, and the defi-
nition of the different classifications of SFWs on which the composite analysis is based. Section 3 examines
the stratospheric dynamics of SFWs and the associated surface climate response simulated by the model. In
section 4, we investigate the relationship between the polar vortex strength in winter and the dynamical evo-
lution of SFWs. Section 5 assesses the influence of external factors (i.e., QBO, transient SSTs, and anthropo-
genic forcing) on the distribution of SFWs (according to their class) and their timing. A summary of the study
is provided in section 6.
2. Data and Methods
2.1. CESM1 (WACCM)
CESM, version 1.0.2, developed at the National Center for Atmospheric Research, is a fully coupled model,
which includes an interactive ocean (POP), land (CLM), sea ice (CICE), and an atmospheric component
with interactive chemistry (WACCM3.5;Marsh et al., 2013). The POP oceanmodule has a tripolar horizontal
grid of 1° × 1° and 60 depth levels. WACCM3.5 (Gent et al., 2011) uses a vertical hybrid σ‐P coordinate and
has 66 levels and a lid height at ~140 km (~5.1 × 10−6 hPa). The model is integrated with a horizontal resolu-
tion of 2.5° in longitude and 1.9° in latitude. Interactive chemistry is calculated with the 3‐D chemistry mod-
ule based on version 3 of the Model for Ozone And Related chemical Tracers (Kinnison et al., 2007).
WACCM3.5 is forced by daily spectrally resolved solar irradiance from the NRLSSI1 data set (Lean
et al., 2005).
In our model version, the vertical resolution of WACCM is not high enough to internally generate a QBO.
Therefore, the modeled tropical zonal winds are relaxed to observations between 22°S and 22°N using a
Gaussian weighting function with a half width of 10°, which decays latitudinally from the equator
(Matthes et al., 2010). The relaxation extends in the vertical from 86 to 4 hPa with a time constant of
10 days. The equatorial QBO forcing time series is determined from the climatology of 1953–2004 recon-
structed from combined radiosonde (Naujokat, 1986) and rocketsonde measurements (Gray et al., 2001).
The QBO is then projected into the future by developing Fourier coefficients for the QBO time series
determined from the past climatology (1953–2004). More information on the QBO climatology used for
the nudging procedure can be found at http://www.pa.op.dlr.de/CCMVal/Forcings/qbo_data_ccmval/u_
profile_195301‐200412.html website.
2.2. Model Experiments
To examine the influence of external variability sources on Northern Hemisphere SFWs, four CESM1
(WACCM) simulations (Hansen et al., 2014), spanning 145 years, were performed by systematically switch-
ing on and off particular variability factors as summarized in Table 1. All experiments start in January 1955
and run until December 2099. The four model experiments are forced by the NRLSSI1 (daily solar spectral
irradiance data set; Lean et al., 2005) from 1955 to 2009. From 2010 to 2099, the solar forcing is prescribed by
repeating twice the last four solar cycles provided in NRLSSI1. The three major volcanic eruptions observed,
that is, Agung (1963), El Chichón (1982), and Mount Pinatubo (1991), are included by prescribing the volca-
nic forcing described in (SPARC CCMVal, 2010).
Table 1
Summary of CESM (WACCM) Experiments.
Name Period GHGs/ODSs QBO SST/sea ice
Natural 1955–2099 Fixed at 1960s level Nudged Interactive
RCP85 1955–2099 RCP8.5 scenario Nudged Interactive
NoQBO 1955–2099 Fixed at 1960s level No Interactive
FixedSST 1955–2099 Fixed at 1960s level Nudged Climatological
Note. Text in bold emphasizes the varying factor in the sensitivity experiment in comparison with the Natural experi-
ment. CESM = Community Earth System Model; WACCM = Whole Atmosphere Community Climate Model; GHG
= greenhouse gas; ODS = ozone depleting substance; QBO= quasi‐biennial oscillation; SST = sea surface temperature.
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The Natural experiment simulates the natural variability of climate, that is, without including anthropogeni-
cally induced GHG and ozone concentration changes. This experiment is hence performed by keeping the
concentrations of GHGs and ozone depleting substances (ODSs) constant at the 1960s level but includes
all natural sources of variability such as ENSO or QBO. The RCP85, NoQBO, and FixedSST experiments
are designed by modifying specific settings of the Natural experiment. In the RCP85 experiment, the
observed GHG and ODS concentrations are prescribed until 2005 and the RCP8.5 scenario (Meinshausen
et al., 2011) is used from 2006 onward. In the NoQBO experiment, the QBO nudging procedure is switched
off, leading to weak easterlies throughout the depth of the tropical stratosphere. Finally, in the FixedSST
experiment, the ocean interactive coupling is switched off and the SST is instead prescribed based on the sea-
sonal climatology derived from the Natural experiment; the FixedSST experiment has therefore no ENSO
variability. Hence, comparing the RCP85, NoQBO, and FixedSST experiments with the Natural experiment
allows for quantifying the effects of anthropogenic forcing, QBO and ocean variability, respectively, on SFWs
in the Northern Hemisphere.
The analyses of CESM (WACCM) simulations are compared with ERA‐Interim (ERA‐I) products (Dee et al.,
2011), which provide meteorological reanalyses from 1979 to present (about 40 years) and cover the full
troposphere/stratosphere region. CESM (WACCM) results are also compared with results of a multidecadal
simulation performed with the EMAC (ECHAM/Modular Earth Submodel System Atmospheric Chemistry)
chemistry‐climate model (version 1.10; Jöckel et al., 2006; 140 years) run under constant 1960s levels of
GHGs and ODSs, that is, comparable to the Natural CESM (WACCM) simulation. In this configuration,
EMAC is fully coupled with the MPI‐OM ocean module (Jungclaus et al., 2006; hereafter denoted EMAC‐
O; Abalichin, 2016). In the EMAC‐O simulation, the QBO variability is accounted for through a nudging pro-
cedure. The EMAC‐O results are shown in the supporting information.
2.3. Classification of SFWs and Composite Analysis
The SFWonset date is defined, at each pressure level between 50 and 1 hPa, as the time when the zonal mean
zonal wind at 60°N becomes easterly without returning to westerlies until the subsequent autumn
(Hardiman et al., 2011). As explained in Hardiman et al. (2011), this definition can be applied either on daily
or monthly data. Although the use of daily data seems a priori more accurate, in many years the zonal mean
zonal wind value at 60°N near the time of the SFW can durably fluctuate around zero before stabilizing to
summer easterlies. This can make the SFW date very sensitive to small perturbations which are not repre-
sentative of large scale dynamics and which may require a readjustment of the date by visual inspection
or the addition of complexity in the algorithm; for example, defining zonal mean zonal wind thresholds
or applying running averages on daily data (e.g., Black et al., 2006). Given the large amount of simulated
years (580 in total), the number of model levels where SFW dates are defined (9 between 50 and 1 hPa)
and the fact that the background zonal mean zonal wind can change between our four sensitivity experi-
ments, the number of additional criteria to define SFW onsets may become very large and add toomuch sub-
jectivity. As a consequence, instead of daily data, we used monthly data that are linearly interpolated to the
day where the zonal mean zonal wind crosses the zero line at each level. Note that we used linearly interpo-
lated monthly data only for defining the wind reversal date. All analysis performed on sub‐monthly time-
scales (e.g., section 3) are based on daily data. Once the vertical profile of the SFW date is defined, we
classify the type of SFW by comparing the dates at 10 and 1 hPa. If the SFW occurs first at 10 or 1 hPa, then
it is labeled as “10‐hPa first” or “1‐hPa first,” respectively. Note that if less than 5 days separate the SFW dates
at 10 and 1 hPa, the SFW is classified as “neutral.” This classification of SFWs allows the consideration of the
full vertical evolution of the springtime transition in the stratosphere (Hardiman et al., 2011).
Figure 1 shows the vertical profile of the SFW dates for the (a) 1‐hPa first, (b) 10‐hPa first, and (c) neutral
cases. The four CESM (WACCM) experiments are considered together. For 1‐hPa first SFWs, the polar vor-
tex initially breaks near the stratopause (i.e., at 1 hPa). In CESM (WACCM), the average timing of the SFW
onset at 1 hPa is found on 22 April (±1.5 days; Figure 1a). This is consistent with the average SFW timing
found in ERA‐I (20 April; ±13.3 days). On average, the vortex breakup date propagates downward progres-
sively from 1 to 30 hPa in ~20 days in both model and reanalysis. For the 10‐hPa first SFWs (Figure 1b), the
average timing of SFW onset at 10 hPa in CESM (WACCM) is found on 19 April (±5.9 days; i.e., 19 April 19)
and shows a comparatively slower downward propagation (i.e., 16 days from 10 to 30 hPa). The average
onset of 10‐hPa first SFWs is found to occur significantly earlier in ERA‐I, on 10 April (±1.9 days). It is
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noteworthy that SFW onsets (i.e., at 10 hPa on Figure 1a and 1 hPa on Figure 1b) exhibit a bimodal
distribution with early and late clusters (see section 4 for further discussion).
In CESM (WACCM) simulations, 1‐hPa first SFWs occur (51.4% or 298 cases in total) more frequently than
10‐hPa first SFWs (36% or 209 cases in total). A similar distribution is found in the EMAC‐O simulation with
56% of 1‐hPa first and 32% of 10‐hPa first SFWs (not shown). This contrasts with ERA‐I results that revealed
statistically significantly more frequent 10‐hPa first SFWs (~55%). Finally, in simulations of both models
(CESM [WACCM] and EMAC‐O), around 12% of SFWs were classified as neutral SFWs and are not
considered thereafter.
We then perform a composite analysis to examine the atmospheric circulation perturbations and responses
associated with both types of SFWs (1‐hPa and 10‐hPa first). The central dates of the SFWs are defined as the
vortex breakup date (see Figure 1) at the 1‐ and 10‐hPa levels for the 1‐hPa and 10‐hPa first cases, respec-
tively. The composites for a given SFW type are constructed by averaging the fields and/or field anomalies
derived for each SFW of the same type. Here, monthly/daily anomaly refers to deviation from the correspond-
ing calendar monthly/daily climatology. The statistical significance of the composites is estimated using a
bootstrapping technique; that is, random sampling with replacement (Mudelsee, 2014). The procedure is
to select a random subset from the original time‐dependent data set with the number of samples equal to
the original composite subset. More specifically, the original SFW onset dates are preserved but years are
shuffled randomly. We reiterate this selection procedure 1,000 times to build a probability density function,
which is then used to determine the likelihood of the derived signals to arise by chance. For two‐dimensional
fields, the procedure is done at each grid point independently. Two‐tailed tests are employed.
To explore the influence of the wintertime dynamical evolution on the following springtime SFW character-
istics, the frequency and timing of SSWs are analyzed. SSWs are identified by the simultaneous reversals of
the zonal mean zonal wind at 10 hPa and 60°N and the zonal mean temperature difference between 60°N
and the pole (Labitzke, 1981). Note that these particular criteria define Major SSWs, which we thereafter
refer simply to as SSWs. The winter season is defined from 1 November to 15 days before the SFW central
date in order to avoid any overlap between the SFW and SSWs.
3. Dynamical Evolution During SFWs
We first examine the stratospheric dynamics and the surface climate response associated with the 10‐hPa
and 1‐hPa first SFWs in the four CESM (WACCM)model simulations. Note that in sections 3 and 4, the com-
posite analysis combines all experiments averaged together as the atmospheric dynamical changes asso-
ciated with the SFW lifecycle were found to be nearly independent of the experimental setting.
3.1. Stratospheric Dynamics
Figure 2 shows the anomalous stratospheric dynamical state for 10 days before the onset of the 10‐hPa and
1‐hPa first SFWs. Before the onset of 10‐hPa first SFWs (Figure 2a), the zonal mean zonal wind anomalies
are negative throughout the depth of the polar stratosphere (northward of 60°N) with a minimum of
Figure 1. Vertical profile of the vortex breakup date (see text for details) for all final warmings simulated by the model
(480 in total, thin gray profiles) classified as (a) 1‐hPa first, (b) 10‐hPa first, and (c) neutral. The solid (dashed) black line
indicates the average of all profiles for the model (ERA‐I reanalysis). Error bars indicate the 2σ standard error from the
mean for ERA‐I. CESM = Community Earth System Model.
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−10 m/s centered at 75°N and 5 hPa (~40 km). This clearly indicates an anomalously weak polar vortex
before the SFWs. Conversely, the 1‐hPa first cases display positive zonal mean zonal wind anomalies in
the polar stratosphere up to 3 hPa before the SFW, denoting an anomalously strong polar vortex, and
negative values higher up that represent the start of the polar vortex breakup (Figure 2b). In the tropical
stratosphere, for the 10‐hPa first case, the zonal‐mean zonal wind anomalies show anomalous westerlies
centered at 20 hPa (6 m/s) and anomalous easterlies at about 50 hPa (−2 m/s). In the 1‐hPa first case, the
opposite pattern (but with a reduced magnitude) is found with anomalous easterlies at 20 hPa (−4 m/s)
and westerlies at 50 hPa (1 m/s). The identification of this zonal‐mean zonal wind dipole pattern in the
tropical stratosphere hence would suggest a possible influence of the phase of the QBO on the SFW type
in CESM (WACCM).
Figures 2c and 2d show the anomalies of planetary wave propagation and wave mean‐flow interactions diag-
nosed by the Eliassen‐Palm flux (EPF, vectors) and its divergence (contour). Recall that an anomalous con-
vergence of EPF (or negative anomaly) leads to an enhanced wave drag and thus a relative westward
acceleration of the zonal flow (i.e., a net deceleration of the westerly flow). Before the 10‐hPa first SFW
(Figure 2c), an anomalous increase in upward wave propagation is seen at high latitudes in the stratosphere.
This increase in wave activity triggers an anomalous EPF convergence (i.e. enhanced wave breaking), which
maximizes (0.8 m·s−1·day−1) near 75°N between 30 and 5 hPa. The wave‐induced westward acceleration at
these altitudes hence favors the westerly‐to‐easterly reversal of the wind that defines 10‐hPa first SFWs. For
Figure 2. Zonal mean zonal wind anomaly (contour, drawn every 2 m/s) associated with the (a) 10‐hPa first and (b) 1‐hPa
first cases averaged from −10 to 0 days relative to the stratospheric final warming central date. (c, d) As for (a) and (b) but
for the Eliassen‐Palm flux (vectors, scales and units are shown on the upper left of each panel) and its divergence
(contours, drawn every 0.4 m·s−1·day−1) anomalies. Shading indicates regions where anomalies are statistically different
from zero at the 95% confidence level.
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the 1‐hPa first SFWs, the wave activity anomaly entering the stratosphere is stronger and concentrates in a
narrower latitude band, which is centered at 65°N (Figure 2d). In comparison with the 10‐hPa first cases, the
EPF convergence anomaly for the 1‐hPa first cases is also substantially larger (greater than 2 m·s−1·day−1)
and localized at higher levels (above 3 hPa), in the stratopause region. This is consistent with the negative
zonal mean zonal wind anomalies found in the upper polar stratosphere (Figure 2b).
The stratospheric dynamical characteristics prior to SFWs in our simulations are found to be consistent with
Hardiman et al. (2011), which were based on the ERA‐I reanalysis data set. Their analysis further revealed
that SFWs were followed by significant perturbations of the tropospheric circulation. The following section
focuses on the surface signals associated with the different SFW types and their effect on regional climate in
our CESM (WACCM) simulations.
3.2. Surface Signals
The evolution of the 10‐day average sea level pressure (SLP) anomalies around the onset of the SFWs is
shown in Figure 3. No significant SLP signal is found during the period preceding 10‐hPa first SFWs
(Figure 3a). Within the 10 days following 10‐hPa first SFWs (Figure 3b), a high‐pressure anomaly (greater
than 1 hPa) starts to develop over the polar cap, accompanied with low pressure anomalies over Europe
and East Asia. The high‐pressure anomaly then further enlarges and persists throughout the following
month (Figures 3c–3e), while the low‐pressure anomalies vanish earlier (days 20–30; Figure 3d). The evolu-
tion of the SLP anomalies associated with 1‐hPa first SFWs differs markedly. Before the onset of 1‐hPa first
SFWs (Figure 3f), the SLP signal shows clear negative anomalies extending over the polar cap and Greenland
and positive anomalies at mid‐latitudes that encompass the East Atlantic‐European sector, Northern Asia,
and the North Pacific. This pattern, which strongly resembles the positive phase of the Arctic Oscillation,
then progressively vanishes within the month following the 1‐hPa first SFW (Figures 3g–3j). Note that for
both types of SFWs, the SLP anomaly evolves similarly (toward a more negative North Atlantic/Arctic
Oscillation) despite different tropospheric initial situations as shown by the temporal evolution of
Figures 3a‐to‐3e and Figures 3f‐to‐3j. Hence, this suggests that there are no different stratosphere‐
troposphere processes at work between the two types of SFWs.
A similar SLP analysis has also been conducted with the EMAC‐O simulation and ERA‐I data (Figures S1
and S2). EMAC‐O results show a temporal and spatial response consistent with that of CESM (WACCM)
but with reduced statistical significance. In ERA‐I, although the anomalies appeared consistent with those
Figure 3. Sea level pressure anomaly associated with the 10‐hPa first cases (a–e) and 1‐hPa first cases (f–j) averaged in the ranges [‐10,0], [0,10], [10,20], [20,30], and
[30,40] days relative to the stratospheric final warming central date. All experiments are considered together. Contours are drawn every 0.5 hPa. Shading indicates
regions where anomalies are statistically different from 0 at the 95% confidence level.
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of CESM (WACCM) for the 1‐hPa first cases, the statistical significance is
substantially reduced. For the 10‐hPa first cases, while some statistically
significant polar positive signal is found at lag‐10 to zero, no statistically
significant signal could be identified after lag zero. This suggests that, at
this 10‐day timescale, a relatively large sample is required for the signal
to be identified and overcome the large interannual variability. We exam-
ined the effect of the sampling size on the strength of the signal and its sig-
nificance in our CESM (WACCM) experiments. Figure 4 shows how the
sampling size (number of years used to perform the composite analysis)
affects the SLP anomaly signal averaged northward of 85°N and from 0
to 10 days relative to the SFW onset (corresponding to panels b and g of
Figure 3). For each sample size n (spanning from 10 to 570 years by incre-
ment of 10 years), we randomly select n years fromwhich we calculate the
1‐hPa and 10‐hPa first composite anomalies. This procedure is repeated
1,000 times for each n, allowing to construct distributions of the average
composite values. The results show that a sample of more than ~200 years
is needed to have a more than 97.5% chance to obtain averaged SLP
anomalies 10 days after 10‐hPa first (red) and 1‐hPa first (blue) SFWs that
are different from the climatological anomaly associated with SFWs. Even
if the model and reanalysis are not directly comparable since the SLP
variability and the frequency of 10‐hPa and 1‐hPa first SFW years are dif-
ferent, these results suggest that large samples are needed to obtain a
robust SLP signal associated with the type of SFW and may partly explain why the signals are not well iden-
tified in the ~40 years of the ERA‐I data set.
Although the analysis of the signals relative to the central date of SFWs provides relevant insights regarding
the dynamical evolution of the near‐surface circulation associated with SFWs, it does not quantify the sub-
seasonal surface climate signals associated with SFWs that are important for seasonal forecasts. We now
examine the differences in springtime SLP and surface temperature anomalies between years featuring
1‐hPa first SFW and years featuring 10‐hPa first SFW. Results for April and May are shown in Figure 5.
In April (Figure 5a), the SLP mean difference between 10‐hPa and 1‐hPa first SFWs reveals a pattern similar
to the negative phase of the NAO/Arctic Oscillation, with a maximum positive pressure anomaly greater
than 3 hPa over the polar cap/Greenland and minimum pressure anomalies of −1 hPa at midlatitudes.
These atmospheric circulation perturbations lead to substantial surface temperature changes at regional
scale with cold anomalies lower than −1 K over Northern Eurasia, and moderate (but statistically signifi-
cant) warm anomalies over Greenland and Southern Eurasia (Figure 5c). Note that excluding years where
SFWs occur in May from these April composites (Figures 5a and 5c) does not significantly affect the results
on the surface response (not shown). In May, similar but weaker responses are found in SLP (Figure 5b) and
surface temperature (Figure 5d). CESM (WACCM) results are consistent with EMAC‐O (Figure S3a) and
ERA‐I (Hardiman et al., 2011), which reveal similar NAO‐like signals in April when 1‐hPa first SFW years
are compared to 10‐hPa first SFW years.
Atmospheric circulation changes associated with the NAO affect the underlying Atlantic Ocean by mod-
ulating surface air temperature, atmosphere‐ocean heat fluxes, and midlatitude wind stress (Visbeck et al.,
2003). This induces SST anomalies that we examined in Figures 5e and 5f. In April (Figure 5e), the SST
signal is characterized by warm anomalies in the North Atlantic (50–60°N) and subtropical North Atlantic
(~30°N), and cold anomalies at midlatitudes (~40°N). This tripolar SST pattern agrees well with the typi-
cal oceanic response to negative NAO‐like atmospheric anomalies (Czaja & Frankignoul, 2002). In May
(Figure 5f), a similar SST signal is found which is further amplified at mid and high latitudes.
Nevertheless, the statistical significance of this SST tripole is relatively weak despite the large sample
(435 years since the FixedSST experiment is not included). This may partly explain the absence of a
SST signal in observations (not shown).
In this section, we have shown that the two different types of SFWs are associated with significant
regional climate perturbations in the Northern Hemisphere, which may contribute to a better
Figure 4. SLP anomalies averaged northward of 85°N and from 0 to 10 days
after the SFW onset as a function of the number of years sampled. Each is
based on 1,000 random realizations. The solid line shows the average and
the dashed line the 2.5th and 97.5th percentiles. The horizontal line at −0.5
hPa indicates the climatological anomaly of SLP averaged from 0 to 10 days
before SFW onset, regardless of their type. SFW = stratospheric final
warming; SLsea level pressure.
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understanding of interannual climate variability in spring. Given the remarkable different stratospheric
dynamical conditions preceding the two types of SFWs (e.g., Figure 2), we further examine in the next
sections whether the stratospheric dynamical evolution throughout the previous winter and the
influence of external stratospheric variability factors can provide insights on the spring SFW
transition. In other words, can we identify a stratospheric preconditioning that helps to predict the
type of SFW?
Figure 5. Difference between 10‐hPa and 1‐hPa first years of the (a, b) sea level pressure (SLP), (c, d) air surface tempera-
ture, and (e, f) SSTs in (a, c, and e) April and (b, d, and f) May. All experiments are considered together, except for (e, f)
where FixedSST is discarded. Contours are drawn every (a, b) 0.5 hPa, (c, d) 0.3 K, and (e, f) 0.04 K. Shading indicates
regions where differences are statistically significant at the 95% confidence level. SST = sea surface temperature.
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4. Influence of Preceding Winter on SFWs
To investigate the stratospheric dynamical preconditioning, we first analyze the zonal flow anomalies in late
winter preceding 1‐hPa and 10‐hPa first SFWs. Figure 6 shows the zonal‐mean zonal wind anomalies in
March associated with 1‐hPa and 10‐hPa first SFWs in CESM (WACCM) and ERA‐Interim. Statistically sig-
nificant strong westerly anomalies, in excess of 5 m/s from 30 to 1 hPa, are found in the polar stratosphere in
March for years featuring 1‐hPa first SFWs (Figures 6a and 6b). This finding is robust across CESM
(WACCM) and ERA‐Interim (and EMAC‐O; see Figure S4), supporting that the polar vortex is anomalously
strong during the late‐winter period which precedes 1‐hPa first SFWs. Inversely, the polar vortex preceding
10‐hPa first SFWs is anomalously weak as revealed by the strong and significant easterly anomalies
(Figures 6c and 6d). Note that, for February, we consistently found an anomalously strong (weak) polar vor-
tex strength associated with 1‐hPa first (10‐hPa first) SFWs in CESM (WACCM) and EMAC‐O (not shown).
In the tropical stratosphere, the zonal mean zonal wind anomalies associated with SFW types markedly dif-
fer between CESM (WACCM) and reanalysis. CESM (WACCM) composites show that the tropical strato-
sphere for 1‐hPa SFWs is dominated by easterly anomalies at 10 hPa and westerly anomalies at 50 hPa
(Figure 6c), and the opposite for 10‐hPa SFWs (Figure 6a). Note that this tropical zonal wind anomaly pat-
tern is found in the three CESM (WACCM) sensitivity experiments with a nudged QBO (i.e., Natural,
RCP85, and FixedSST) when they are analyzed separately (not shown). This indicates that, in CESM
(WACCM) simulations, the easterly (westerly) phase of the QBO (defined at 50 hPa) favor 10‐hPa (1‐hPa)
Figure 6. Composites of zonal‐mean zonal wind anomalies in March for the (a, b) 1‐hPa first and (c, d) 10‐hPa first
stratospheric final warming years. Panels (a) and (c) and (b) and (d) show CESM (Whole Atmosphere Community
Climate Model) and ERA‐Interim results, respectively. Shading indicates regions where anomalies are statistically
different from the climatology at the 95% confidence level. CESM = Community Earth System Model.
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first SFWs. In contrast, no such preceding QBO‐like signature is found in relation with either the 10‐hPa or
1‐hPa SFW type in ERA‐interim. In the same way, EMAC‐O results do not show evidence of a link between
the QBO phase and the type of SFWs (Figure S4). The relationship between the QBO phase and the type of
SFWs, found in CESM (WACCM) results, is thus not a robust feature, clearly showing model dependency.
Given the relationship between the preceding polar vortex strength in late winter and the type of SFW later
on, any factor modulating the polar vortex in winter may thus indirectly affect the occurrence and timing of
spring SFWs. Since SSWs are the primary driver of polar vortex strength variability in winter, we now inves-
tigate whether there is a relationship between their occurrence in winter and the type of SFWs in spring.
Figure 7 examines the link between SSW characteristics (i.e., frequency and timing) and the type of SFW for
CESM (WACCM) and ERA‐I. As shown by the probability distributions, if SFW years are sampled randomly
(i.e., independently of the SFW type), there is a climatological probability of ~37% to have at least 1 SSW per
winter in CESM (WACCM; peak of the distributions in Figures 7a and 7b) and ~50% in ERA‐I (peak of the
distribution in Figures 7d and 7e). Note that the large difference between CESM (WACCM) and ERA‐I is
consistent with the anomalously strong polar vortex (also referred to as “cold pole bias”) in CESM
(WACCM), which makes SSWs less frequent (Marsh et al., 2013). If, instead, the sampled years are not ran-
domly distributed but defined according to the nature of the SFW, the chances that at least 1 SSW occurs
over the previous winter decrease to 26% in CESM (WACCM) for the 1‐hPa first case (vertical line in
Figure 7a) and increase to 52% in CESM (WACCM) for the 10‐hPa first case (vertical line in Figure 7b).
These probability frequencies are significantly different from the climatological likelihood at the 95% confi-
dence level. This indicates that, for the SFW years in our CESM simulations, winters with and without SSW
are more likely to be followed by 10‐hPa and 1‐hPa first SFWs, respectively. Such a relationship is also found
Figure 7. (a, b, d, and e) Monte Carlo test of the likelihood (expressed in percent) that at least one SSW occurred during
winter using 10,000 synthetic time series generated with random assignments of the SFW type but preserving the same
number of years in each group (i.e., [b] 209 for 10‐hPa first and [a] 298 for 1‐hPa first in CESM [WACCM]) among
the total number of years (i.e., 580). The vertical solid line indicates the likelihood when the (a, d) 1‐hPa and (b, e) 10‐hPa
first years are sampled separately. (c, f) Box diagram of the SSW central date (see text for details) for the 1‐hPa and 10‐hPa
first cases. The center line, box edges, and whiskers indicate the median, first and third quartiles, and extreme values,
respectively. Panels (a)–(c) and (d)–(f) show CESM (WACCM) and ERA‐Interim results, respectively. SSW = sudden
stratospheric warming; WACCM = Whole Atmosphere Community Climate Model.
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in EMAC‐O results (see Figure S5). In CESM (WACCM), winters featur-
ing more than one SSW occurrence further increase the likelihood of a
10‐hPa first SFW to occur in spring (not shown).
As shown in Figure 1, SFW onsets reveal a bimodal distribution with early
and late dates. We investigate the possible causes of this bimodal structure
by separating each SFW type according to the timing of their onset. We
hence define four clusters: early 10‐hPa first, late 10‐hPa first, early
1‐hPa first, and late 1‐hPa first SFWs. By repeating the analysis of
Figures 7a and 7b, we find (not shown) that late 10‐hPa first SFWs are
associated with a probability of SSWs even higher (60% instead of 52%)
than when all 10‐hPa first SFWs are considered. The opposite is found
for early 1‐hPa first SFWs with a decrease in the frequency of SSWs
(20% instead of 26%). This suggests that SSW occurrences in previous win-
ter not only affect SFW types but can additionally influence the timing of
the SFW as suggested by Hu et al. (2014).
Inversely, the timing of the SSWs also impacts the type of SFW. Figure 7c
shows the distribution of central dates of SSWs preceding 1‐hPa (blue) and
10‐hPa (red) SFWs in CESM (WACCM). Note that if several SSWs occur
over one winter, only the central date of the latest one is included in the
distribution. This analysis demonstrates that SSWs recorded in winters
preceding 1‐hPa first SFWs are more likely to occur significantly earlier
in the season than for the case of 10‐hPa first SFWs. Again, this finding is confirmed with EMAC‐O results
(see Figure S5). Hence when a SSW occurs in early winter, despite the partial breakup of the polar vortex, the
relatively long time lapse before spring allows the recovery of a strong polar vortex (through radiative pro-
cesses), which thus favors the occurrence of 1‐hPa first SFW. In contrast, if a SSW occurs in late winter,
the polar vortex recovery through radiative processes is less efficient since the meridional gradient of the
net radiative heating is less pronounced (e.g., Mlynczak et al., 1999). As a consequence, the polar vortex is
more likely to remain weak until spring, hence favoring the occurrence of 10‐hPa first SFW.
We also examine the link between the occurrence of SSWs in winter and the type of SFW using ERA‐I, but
no relationship is found (Figures 7d and 7e). Analogously to the SLP analysis presented in section 3, we test
the influence of the sampling size on the statistical significance of the relationship between SSWs in winter
and the type of SFW using CESM (WACCM) data. Results are shown in Figure 8. As expected, the spread of
the probability distribution that at least 1 SSW occurs before each type of SFW decreases with increasing
sample size. The results also suggest that samples of more than 150 years are required to have more than
97.5% likelihood that the frequencies of SSWs before 10‐hPa first (red) and 1‐hPa first (blue) cases differ from
the climatological frequency (i.e., 37%). The relatively short period covered by ERA‐I may thus partly explain
the absence of detection of SSW‐/SFW‐type relationships. Nonetheless, analysis of ERA‐I suggests a relation-
ship between the SSW timing and the SFW type, which is consistent with themodel results (Figure 7f): SSWs
recorded in winter preceding 1‐hPa first SFWs are more likely to occur earlier in the season than for the case
of 10‐hPa first SFWs.
In this section, model results demonstrate that the dynamical variability of the polar stratosphere during
winter has a significant impact on the development of SFW recorded later in spring. The next section focuses
on the influence of external sources of variability and forcings on SFW.
5. Influence of Remote Variability Sources on SFWs
As developed in the introduction, it is well established that the stratospheric polar vortex can be influenced
by external variability sources such as, for example, ENSO, QBO, or anthropogenic emissions. Since we
demonstrated in the previous section that the type of SFW is significantly connected to the strength of the
polar vortex, SFW variability should also be linked to these external variability sources. In this regard, we
now examine the influence of the different experimental settings (i.e., FixedSST, NoQBO, and RCP85) on
SFWs in the CESM (WACCM) simulations.
Figure 8. Probability that at least 1 SSW occurs in the previous winter for
(black) random years sampling, (red) 10‐hPa first years sampling, and
(blue) 1‐hPa first years sampling as a function of the number years
considered. Each is based on 1,000 random realizations. The solid line shows
the average and the dashed line the 2.5th and 97.5th percentiles. SSW =
sudden stratospheric warming.
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5.1. Frequency
Figure 9a shows the distribution of the SFW type as a function of the experimental setting. The most impor-
tant differences in SFW distribution with respect to the Natural experiment are found in the FixedSST and
NoQBO simulations. Removing the interannual SST variability in the FixedSST experiment leads to an 18%
increase in the 1‐hPa first SFW frequency and a decrease of 17% in 10‐hPa first SFWs frequency compared to
the Natural experiment. This difference is statistically significant at the 95% level according to the χ2 test.
Conversely, removing the QBO variability in the NoQBO experiment results in a 7% decrease in the 1‐hPa
first SFW frequency and a 12% increase in the 10‐hPa first SFWs frequency compared to the Natural experi-
ment (significant at the 90% level). Note that the NoQBO experiment is the only simulation showing more
frequent 10‐hPa first than 1‐hPa first SFWs (+10%). The NoQBO SFW distribution is significantly different
from the FixedSST one at the 99% confidence level. The RCP85 SFW distribution shows no statistically sig-
nificant difference with the Natural experiment.We further investigated whether the distribution of SFWs in
the RCP85 could change in time but no significant trend was found. Note that an averaged frequency of
~12% of neutral SFWs is found, independently of the experimental setting.
Given the relationship found between the type of SFW and the occurrence of SSWs in the preceding winter
(Figure 7), we investigate the influence of the remote variability sources on SSWs. Figure 9b shows the sea-
sonal distribution of SSWs for the four different experiments. Overall, removing the QBO leads to a substan-
tial increase of SSW frequency (6.2 SSWs/decade in the NoQBO experiment compared to 4.1 SSWs/decade in
the Natural experiment), while removing the inter‐annual SST variability leads to a decrease of SSWs fre-
quency (2.8 SSWs/decade in the FixedSST experiment) as noticed by Lubis, Matthes, et al. (2016). The most
pronounced differences in SSW frequency between the experiments are found in December, January, and
February (DJF), which correspond to the months when SSW have a prominent impact on the type of
SFWs (Figure 7c). The changes in the number of SSW events with respect to the Natural experiment are con-
sistent with the changes in the type of SFW. In the NoQBO experiment, the important increase of SSW
events in DJF is, as expected, accompanied with an enhanced occurrence of 10‐hPa first SFWs. In the
FixedSST experiment, the dramatic reduction of SSWs in winter (particularly pronounced in February) is
also consistent with the enhanced occurrence of 1‐hPa first SFWs and reduced occurrence of 10‐hPa
first SFWs.
The influence of the external variability sources on the seasonal climatological evolution of the extratropical
zonal mean zonal wind is further investigated in Figure 10. It shows the differences between the FixedSST
(panel a), NoQBO (panel b), or RCP85 (panel c) simulations and the Natural experiment. Constraining
the model with climatological SSTs (Figure 10a) leads to a substantial strengthening of the polar vortex,
which is particularly pronounced in late winter/early spring with differences greater than 4 m/s from
January to April between the Natural and FixedSST experiments. These strong vortex anomalies during this
period are in turn consistent with the significant increase (decrease) of 1‐hPa (10‐hPa) first SFWs in the
FixedSST experiment. Note that the stronger and hence less disturbed polar vortex in the FixedSST
Figure 9. (a) Distribution of SFWs and (b) seasonal distribution of SSWs in the (black) Natural, (blue) RCP85, (red)
FixedSST, and (green) NoQBO experiments. SFW = stratospheric final warming; SSW = sudden stratospheric warming.
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experiment is consistent with missing variability sources in the troposphere, which results in reduced
upward wave propagation and decreased wave dissipation/breaking in the stratosphere (see Figure S1 in
Lubis, Matthes, et al., 2016).
Removing the QBO nudging (i.e., resulting in constant weak easterlies in the tropical lower stratosphere on
average) is found to have less impact on the polar night jet strength than removing interannually variable
SSTs (Figure 10b). In the NoQBO experiment, the polar night jet appears climatologically weaker than in
the Natural experiment inmidwinter (i.e., DJF) but the differences are only marginally significant. In spring,
no differences are found between both experiments.
The polar night jet anomalies associated with the RCP85 scenario show an overall strengthening
(Figure 10c), which is statistically significant in early winter (i.e., October/November) and spring (i.e.,
March/April). These two periods of seasonal transitions in the stratosphere—when the polar vortex forms
and breaks up—are particularly sensitive to radiative effects. Despite the absence of significant effects of
these polar vortex changes on the distribution of SFW type (Figure 9), these anomalies may still affect the
timing of SFWs that we examine in the next part.
5.2. Timing
Previously we showed that in CESM (WACCM) the SFW onset occurs on average on 22 and 19 April for 1‐
hPa first and 10‐hPa first cases, respectively (Figure 1). As shown in Figure 11, the timing of SFWs is, how-
ever, sensitive to natural and anthropogenic external drivers. In the
Natural and RCP85 experiments, 10‐hPa first SFWs occur on average
7–8 days earlier than 1‐hPa first SFWs. This behavior is consistent with
reanalysis results (see Figure 1). The early occurrence of 10‐hPa first
SFWs compared to 1‐hPa first SFWs is also seen in the FixedSST experi-
ment, although the timing difference is substantially reduced and not sta-
tistically significant. Finally, in the NoQBO experiment, there is no
difference in the averaged timing of both types of SFWs. Furthermore,
on average, 10‐hPa first SFWs occur later in the NoQBO experiment and
1‐hPa first SFWs occur earlier in the FixedSST experiment in comparison
with the Natural and RCP85 experiments. As mentioned in section 4, we
find that SSW occurrences not only affect SFW types but can also influ-
ence their timing: late 10‐hPa first (early 1‐hPa first) SFWs are associated
with a higher (lower) probability of SSWs occurrence in the previous win-
ter, respectively. The anomalously high frequency of SSWs in the NoQBO
experiment may hence lead to favor late 10‐hPa first SFWs, while the
anomalous low frequency of SSWs in the FixedSST experiment may rather
favor early 1‐hPa first SFWs.
Figure 10. Differences of daily climatology of 10‐hPa zonal mean zonal wind from November to April in the Northern
Hemisphere between (a) FixedSST, (b) NoQBO, (c) RCP85, and the Natural experiments. Solid (dashed) contours
indicate positive (negative) anomalies and are shown with intervals of 1 m/s. Shading indicates that differences are
statistically significant at the 95% confidence level (two‐tailed Student's t test).
Figure 11. Averaged timing (number of days since 1 March) of the (star)
1‐hPa first and (dots) 10‐hPa first stratospheric final warmings for the
four Community Earth System Model (Whole Atmosphere Community
Climate Model) experiments. Bars indicate the 2‐σ confidence intervals.
Horizontal dashed line indicates the day number corresponding to 15 April.
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An additional noticeable difference in the SFWs averaged timing is the anomalously late 1‐hPa first SFWs
found in the RCP85 experiment (Figure 11), which is consistent with the climatologically stronger polar wes-
terly anomalies found in April (Figure 10c), and which should be related to changes in ODS and/or
GHG concentrations.
Figure 12 shows the time evolution of the SFW timing (panel a) and the geopotential height (panel b) over
the polar cap at 10 hPa in April for the years with a 1‐hPa first SFW for the RCP85 experiment. The 1‐hPa
first SFW timing is not stationary over time. Our results rather suggest that from 1955 to 2010 (2010 to
2099), 1‐hPa first SFWs tend to occur increasingly later (earlier) in spring as indicated by the positive (nega-
tive) trend of ~3 days (−1.5 days) per decade (Figure 12a). This piecewise SFW timing evolution is consistent
with the evolution of the polar vortex strength in April as diagnosed by the geopotential height (Figure 12b),
which shows that the spring polar vortex gradually strengthens (weakens) before (after) 2010. Note that this
piecewise evolution is not found for both types of SFWs in the Natural, NoQBO, and FixedSST experiments
and not found either for 10‐hPa first SFWs in the RCP85 experiment (not shown). Furthermore, the inflec-
tion period (near 2010) seems to coincide with the onset of the ozone recovery in the Northern Hemisphere
in the RCP85 experiment (see Lubis, Omrani, et al., 2016, which shows the ozone recovery in this CESM
(WACCM) RCP85 experiment). These results hence suggest that 1‐hPa first SFW timing may be influenced
by ODSs and related to long‐term ozone changes.
6. Summary and Discussion
This study examines the dynamics, surface signals, and drivers of the variability of boreal SFWs based on
multidecadal simulations of the CESM (WACCM) and EMAC‐O models, and the ERA‐Interim data set.
SFWs are classified according to their vertical temporal development (Hardiman et al., 2011), that is, events
can occur first in the midstratosphere (10‐hPa first SFWs) or in the upper stratosphere (1‐hPa first SFWs).
We demonstrate that the CESM (WACCM) and EMAC‐O models are able to simulate both types of SFWs
(i.e., 10‐hPa and 1‐hPa first) identified in reanalyses (Hardiman et al., 2011). However, both models simulate
more frequent 1‐hPa first SFWs (greater than 50%) than 10‐hPa first SFWs (lower than 40%), in contrast to
ERA‐I that shows a vast majority of 10‐hPa first SFWs (55%) against only 21% of 1‐hPa first SFWs. We found
that the type of SFW is linked to the polar vortex strength in March with 1‐hPa/10‐hPa first SFWs preceded
by an anomalously strong/weak polar vortex. Given that the climatological polar vortex of both models is
anomalously strong in late winter, it is likely that this contributes to the biased high frequency of 1‐hPa first
SFWs in models compared to reanalysis.
In springtime, CESM (WACCM) and EMAC‐O simulations reveal a statistically significant surface signal
associated with the SFW type, which projects onto a pattern resembling the AO/NAO as found in
Hardiman et al. (2011) based on reanalysis data. In the CESM (WACCM) experiments, the NAO‐like surface
response to SFW variability is further associated with a tripolar SST pattern in the North Atlantic sector.
Figure 12. Annual evolution of (a) the 1‐hPa first SFWs timing and (b) the April polar cap mean geopotential height for
years associated with 1‐hPa first SFWs in the RCP85 experiment. Brackets indicate the 2‐σ error of the trend estimate. SFW
= stratospheric final warming; GPH = geopotential height.
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Note, however, that this SST anomaly is not detected in the reanalysis and the EMAC‐O simulation, possibly
because the number of years is too low to separate the SFW SST signal from other sources of ocean variabil-
ity. Furthermore, the springtime SST tripole signature associated with the NAO index in EMAC‐O appears
much weaker than the one of CESM (WACCM), which may be indicative of reduced air‐sea coupling inten-
sity in EMAC‐O (Figure S6).
Given the potential impact of SFW variability on the seasonal forecast, we then examined whether particular
wintertime stratospheric conditions can influence SFWs. Notably, the very large number of model years
allowed us to find that both SFW types are associated with specific characteristics in the occurrence of mid-
winter SSWs. Both models reveal that winters with SSWs are more likely to be followed by 10‐hPa SFWs,
while winters without SSWs usually end up with 1‐hPa SFWs. Furthermore, if a SSW is recorded in winters
preceding 1‐hPa first SFWs, the SSW is more likely to occur significantly earlier in the season than for the
case of 10‐hPa first SFWs. The link between SSW and SFW is only partially identified in ERA‐I. Although
we found that the ERA‐I period seemed too short for deriving a statistically significant relationship between
SSW occurrence and SFW types, possible shortcomings in the representation of stratospheric dynamical
variability in the two models cannot be discarded. Note also that our results suggest that SSW occurrences
in previous winter not only affect SFW types but can additionally influence the timing of the SFW in agree-
ment with Hu et al. (2014).
The separate analysis of the CESM (WACCM) sensitivity experiments revealed that the interannual variabil-
ity of SST and stratospheric equatorial winds has a substantial influence on the type of SFW. We found that
removing interannually varying SSTs results in a climatological stronger polar vortex and a reduced number
of SSWs, which in turn leads to a significant increase/decrease of the 1‐hPa first/10‐hPa first SFW frequency.
Conversely, removing the QBO nudging in the tropical stratosphere (leading to relatively constant weak
easterlies) induces an increase/decrease of the 10‐hPa first/1‐hPa first SFW frequency, which is consistent
with the increased frequency of SSWs found in January/February (i.e., favoring 10‐hPa first occurrence).
This further agrees with the findings of Gray et al. (2004), based on idealized experiments, that showed that
imposing easterlies at any height in the tropical stratosphere increases the frequency of SSWs. A link
between the QBO phase and SFW frequency is not clear, however. In CESM (WACCM), we found that
10‐hPa first SFWs are associated with equatorial westerly/easterly anomalies centered at 10/50 hPa and
the opposite for 1‐hPa SFWs. This appears consistent with the H‐T relationship: that is, the easterly QBO
phase (defined at 50 hPa) leads to a more disturbed polar vortex in winter, and hence to a higher chance
of 10‐hPa first SFW occuring in spring. Our CESM (WACCM) findings are however neither supported by
ERA‐I (our study or Hardiman et al., 2011) nor EMAC‐O results. We performed additional analysis, which
revealed amuch weaker H‐T effect in ERA‐I and EMAC‐O than in CESM (WACCM; not shown). This might
be indicative of a model dependency of this relationship, which may be a consequence of the QBO nudging
procedure. Further investigation based on experiments with an internally generated QBO would be neces-
sary to test the robustness of the QBO/SFW relationship in CESM (WACCM).
Finally, the sensitivity of SFW characteristics to long‐term changes in GHG and ozone depleting substance
concentrations was investigated. While the distribution of SFW frequency appears not to be affected by these
changes, their timing does. Namely, 1‐hPa first SFWs tend to occur increasingly later/earlier before/after
2010 in the RCP85 CESM simulation, which is consistent with piecewise trends in the strength of the polar
vortex in April. This change in 2010 also appears to correspond approximately to the change from ozone
depletion to ozone recovery in the CESM simulation. Note that a similar relationship between late
winter/early spring Arctic polar vortex strengthening and ozone depletion for years without winter major
warmings was also identified by Ivy et al. (2014) based on reanalysis and observations. In contrast, we found
no significant trend for 10‐hPa first SFWs in the RCP85 experiment (not shown). As shown in our study,
1‐hPa first SFWs are favored by anomalously strong vortex conditions in spring throughout the depth of
the stratosphere. These strong vortex conditions in spring are expected to be further strengthened in an
ozone depleting context (i.e., decreasing ozone leads to radiative cooling over the polar cap), which in turn
can delay 1‐hPa first SFWs. Such a relationship between vortex strength and its breakup timing in associa-
tion with ozone depletion was already detected in the Southern Hemisphere (Waugh et al., 1999). This is not
found for 10‐hPa first SFWs since, in this case, the vortex is more perturbed by wave forcing over the preced-
ing winter (i.e., increasing likelihood of SSW to occur), which in turn leads generally to a reduced ozone loss
in spring (e.g., Kuttippurath & Nikulin, 2012). Although the analysis of additional and independent model
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experiments is required to assess the robustness of this link, it may be an additional possible sign of the
impact of ozone changes on Arctic stratosphere dynamical evolution, suggesting the potential importance
of accounting for ozone‐circulation feedback when simulating long‐term stratosphere and climate evolution
(Previdi & Polvani, 2014).
Overall, this model‐based study provides a better understanding of the processes driving springtime dynami-
cal variability of the boreal stratosphere and its connection with near‐surface climate. As a final remark it is
important to highlight that most of our main findings in this study could be determined thanks to the very
large data set offered by themultiple model realizations that considerably enhanced the signal‐to‐noise ratio.
This would not have been possible by restricting our study to reanalysis data solely.
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