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Decidability of Linear Affine Logic*
A. P. Kopylov1
Department of Mathematics and Mechanics, Moscow State University,
119899 Moscow, Russia
The propositional linear logic is known to be undecidable. In the
current paper we prove that the full propositional linear affine logic con-
taining all the multiplicatives, additives, exponentials, and constants is
decidable. The proof is based on a reduction of linear affine logic to
sequents of specific ‘‘normal forms’’ and on a generalization of Kanovich
computational interpretation of linear logic adapted to these normal
forms. ] 2001 Academic Press
1. INTRODUCTION AND SUMMARY
Linear logic was introduced by Girard [1] and the undecidability of linear logic
was established in [5]. Linear affine logic is linear logic with the weakening rule
[6]. We will abbreviate linear logic and linear affine logic as LL and LLW, respec-
tively. The decidability problem for linear affine logic has remained open.
In the current paper the decidability proof for linear affine logic is based on three
results. First, the entire LLW is reduced (according to Turing) to its certain frag-
ment (normal fragment). Second, the derivability of a normal form sequent is
characterized in terms of vector games. Third, by means of this computational
interpretation, we prove that the normal fragment of LLW is decidable.
At the same time we prove that the entire linear logic is also reduced to its nor-
mal fragment and the derivability in this fragment is characterized in terms of
analogous games.
The inference rules of linear logic are shown in Table 1a, and the weakening rule
is in Table 1b.
Theorem 1 (Girard). The cut rule is eliminated both in LL and in LLW.
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TABLE 1
a. Inference rules of LL
(I )
A O A
(Cut)
11 O 21 , A A, 12 O 22
11 , 12 O 21 , 22
(L=)
1 O A, 2
A=, 1 O 2
(R=)
A, 1 O 2
1 O A=, 2
(L )
A, B, 1 O 2
AB, 1 O 2
(R )
11 O A, 21 12 O B, 22
11 , 12 O AB, 21 , 22
(L )
A, 11 O 21 B, 12 O 22
A  B, 11 , 12 O 21 , 22
(R )
1 O A, B, 2
1 O A  B, 2
(L &b )
11 O A, 2 B, 12 O 22
A &b B, 11 12 O 21 , 22
(R &b )
A, 1 O B, 2
1 O A &b B, 2
(L=)
= O
(R=)
1 O 2
=, 1 O 2
(L1)
1 O 2
1 O 1, 2
(R1)
O 1
(L 6)
A, 1 O 2
A 6 B, 1 O 2
B, 1 O 2
A 6 B, 1 O 2
(R 6)
1 O A, 2 1 O B, 2
1 O A 6 B, 2
(L )
A, 1 O 2 B, 1 O 2
AB, 1 O 2
(R )
1 O A, 2
1 O AB, 2
1 O B, 2
1 O AB, 2
(L0)
0, 1 O 2
(R)
1 O , 2
(L !)
A, 1 O 2
!A, 1 O 2
(R !)
!1 O A, ?2
!1 O !A, ?2
(W !)
1 O 2
!A, 1 O 2
(C !)
!A, !A, 1 O 2
!A, 1 O 2
(L?)
A, !1 O ?2
?A, !1 O ?2
(R?)
1 O A, 2
1 O ?A, 2
(W?)
1 O 2
1 O ?A, 2
(C?)
1 O ?A, ?A, 2
1 O ?A, 2
b. Weakening rule for LLW
(W )
W, 10 O 20
W, 1 O 2
, where 10 1; 20 2
2. NORMAL FRAGMENT AND ITS COMPUTATIONAL INTERPRETATION
Now we give the definition of the normal fragment. The normal fragment is an
expansion of the  -Horn fragment [2, 3]. Let us recall some definitions from [2].
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Definitions. A simple product is a tensor product of literals and the constant 1.
(For example, 1, p, pq.) A Horn implication is an implication of the form.
X &b Y, where X and Y are simple products. A  -Horn implication is an implica-
tion of the form X &b (YZ), where X, Y, and Z are simple products.
Definitions. A simple disjunction is a disjunction of the form X  Y, where X
and Y are simple products. Horn implications,  -Horn implications, and simple
disjunctions are called normal formulas. A normal sequent is a sequent of the form
W, !1 O ?2,
where W is a simple product, 1 is a multiset of normal formulas, and 2 is a multiset
of simple products. The normal fragment is a fragment containing only normal
sequents.
Let us give the definition of the interpretation of normal sequents. We begin with
the remark: there is a simple correspondence between simple products and vectors
with natural coordinates (cf. [3]). Namely, we can associate a n-dimensional vector
(x1 , x2 , ..., xn) with a simple product px11 p
x2
2  } } } p
xn
n . Here p
x= pp
 } } } p (x times) and p0=1. If X is a simple product, then X9 denotes the corre-
sponding vector.
Let 8=(W, !1 O ?2) be a normal sequent. Let us consider the following two
single-person games associated with this sequent.
Game A8
1. Initially, all vectors from 29 are written on the blackboard.
2. We may write new vectors with natural coordinates by the following rules:
(a) If X &b Y # 1 and a vector a+Y9 has been already written, for some
vector a with natural coordinates, then we may write a+X9 .
(b) If X &b (Y1 Y2) # 1 and vectors a+Y9 1 and a+Y9 2 have been already
written for some a # |n, then we may write a+X9 .
(c) If Y1  Y2 # 1 and vectors a1+Y9 1 and a2+Y9 2 have been already
written for some a1 , a2 # |n, then we may write a1+a2 .
3. The aim of the game is to obtain the vector W9 .
Game B8
This game is the game A8 with the additional rule:
4. If a vector a has been written and ac then2 we may write c.
In the current section we prove the following
Theorem 2 (The computational interpretation). It is possible to reach the aim in
the game A8 (B8) if and only if the sequent 8 is derivable in LL (LLW).
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2 We say that (x1 } } } xn)( y1 } } } yn) iff \i (x i yi).
TABLE 2
a. Inference rules of NLL
(I )
W O W
(Cut)
W, 11 O 21 , U U, 12 O 22
W, 11 , 12 O 21 , 22
(L )
W, 1 O 2
U, 1 O 2
, where W9 =U9 . (M)
W, 1 O Z, 2
WV, 1 O ZV, 2
(H)
YU, 1 O 2
XU, X &b Y, 1 O 2
(H )
Y1 U, 1 O 2 Y2 U, 1 O 2
XU, X &b (Y1 Y2), 1 O 2
(H )
Y1 U1 , 11 O 21 Y2 U2 , 12 O 22
U1 U2 , Y1  Y2 , 11 , 12 O 21 , 22
(L !)
W, A, 1 O 2
W, !A, 1 O 2
(R?)
W, 1 O 2, Z
W, 1 O 2, ?Z
(W !)
W, 1 O 2
W, !A, 1 O 2
(W?)
W, 1 O 2
W, 1 O 2, ?Z
(C !)
W, !A, !A, 1 O 2
W, !A, 1 O 2
(C?)
W, 1 O 2, ?Z, ?Z
W, 1 O 2, ?Z
b. Weakening rules for NLLW
(W )
W, 1 O 2
WU, 1 O 2
;
W, 10 O 20
W, 1 O 2
, where 10 1; 20 2
Proof. To prove the theorem, we introduce auxiliary logics NLL and NLLW
(normal linear logic and normal linear logic with the weakening rule). These logics
are the development of calculus HLL, which was used in [2] for justification of the
computational interpretation of the  -Horn fragment of linear logic. The inference
rules of NLL are represented in Table 2a and NLLW is NLL with the weakening
rules (Table 2b).
In Tables 2a and 2b, U, V, W, X, Y, Z are simple products; 1, 11 , 12 are multi-
sets of normal formulas and normal formulas with ‘‘!’’; 2, 21 , 22 are multisets of
simple products and simple products with ‘‘?’’; and A is a normal formula. We
define the NLL and NLLW so that the set of normal sequents which are derivable
in NLL (NLLW) is equal to the set of normal sequents which are derivable in LL
(LLW). In order to verify it we use the following four lemmas.
Lemma 2.1. If 6=P1 } } } Pn is a multiset of simple products and the sequent
6, 1 O 2
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is derivable in LL (LLW ), then the sequent
6  , 1 O 2 (1)
is derivable in NLL (NLLW ), where 6  =P1  } } } Pn .
Lemma 2.2. We can eliminate the rule (M) both in NLL and NLLW.
Lemma 2.3. Let the sequent
W, 1, !1 O 2, ?2 (2)
be derivable in NLL (NLLW ) without the rule (M). Here 1, 1 are multisets of nor-
mal formulas and 2, 2 are multisets of simple products. If 8=(W, !1, !1 O ?2, ?2 ),
then it is possible to reach the aim in the game A8 (B8).
Lemma 2.4. Let 8 be a normal sequent. Assume that one can write the vector W9
by the rules of the game A8 (B8). Then the sequent 8 is derivable in LL (LLW ).
It follows from Lemmas 2.12.4 that the following three assertions are equivalent:
v LL |&8,
v NNL |&8,
v It is possible to reach the aim in the game A8 .
And by analogy for linear affine logic the following three assertions are equiv-
alent:
v LLW |&8,
v NLLW |&8,
v It is possible to reach the aim in the game B8 .
Hence, Theorem 2 follows from Lemmas 2.12.4. K
Now let us prove these lemmas by induction. For shortness, we prove these
lemmas only for linear affine logic. In order to obtain the proofs for linear logic we
need only except cases of weakening.
Proof of Lemma 2.1. We prove the lemma by induction on the cut-free deriva-
tion of the sequent 6, 1 O 2 in LLW.
Case 1. The last rule in the derivation is (L ).
In this case 6=P1 , P2 , 60 and the derivation has the form:
P1 , P2 , 60 , 1 O 2
P1 P2 , 60 , 1 O 2
(L ).
Hence, since (P1 , P2 , 60)  =(P1 P2 , 60)  , then by the induction hypothesis,
the sequent (1) is derivable in NLLW.
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TABLE 3
Proof of the Lemma 2.1
a. Case 2
6 1 , 11 O Z1 , 21
6 1 6 2 , 11 O Z1 6 2 , 21
(M)
6 2 , 12 O Z2 , 22
Z1 6 2 , 12 O Z1 Z2 , 22
(M)
6 1 6

2 , 11 , 12 O Z1 Z2 , 21 , 22
(61 , 62)  , 12 , 12 O Z1 Z2 , 21 , 22
(L )
(Cut)
b. Case 3.1
6 1 , 1 O X, 21
6 1 6

2 , 11 O X6

2 , 2
(M)
Y6 2 , 12 O 22
X6 2 , X &b Y, 12 O 22
(H)
6 1 6 2 , X &b Y, 11 , 12 O 21 , 22
(61 , 62)  , X &b Y, 11 , 12 O 21 , 22
(L )
(Cut)
c. Case 3.2
6 1 , 11 O X, 21
6 1 6

2 , 11 O X6

2 , 21
(M)
Y1 6 2 , 12 O 22 Y2 6

2 , 12 O 22
X6 2 , X &b (Y1Y2), 12 O 22
(H )
6 1 6

2 , X &b (Y1 Y2), 11 , 12 O 21 , 22
(61 , 62)  , X &b (Y1 Y2), 11 , 12 O 21 , 22
(L )
(Cut)
Case 2. The last rule in the derivation is (R ).
In this case the derivation has the form:
61 , 11 O Z1 , 21 62 , 12 O Z2 , 22
61 , 62 , 11 , 12 O Z1 Z2 , 21 , 22
(R ).
Hence, the sequent (1) is derivable in NLLW (see Table 3a).
Case 3. The last rule in the derivation is (L &b ).
There are two subcases:
Case 3.1. The derivation has the form
61 , 11 O X, 21 Y, 62 , 1 O 22
61 , 62 , X &b Y, 11 , 12 O 21 , 22
(L &b ),
where Y is a simple product. In this case, the sequent (1) is derivable in NLLW (see
Table 3b).
Case 3.2. The derivation has the form:
61 , 11 O X, 21 62 , Y1 Y2 , 12 O 22
61 , 62 , X &b (Y1 Y2), 11 , 12 O 21 , 22
(L &b ).
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One can prove that if the sequent
Y1 Y2 , 62 , 12 O 22
is derivable in LLW then the following sequents are also derivable in LLW:
Y1 , 62 , 12 O 22 , Y2 , 62 , 12 O 2
Moreover, the derivation length of each of these sequents is shorter than the deriva-
tion length of sequent Y1 Y2 , 62 , 12 O 22 . Hence, we can apply the induction
hypothesis to these sequents. Therefore, the following sequents are derivable in
NLLW:
Y1 6 2 , 12 O 22 ,
Y2 6 2 , 12 O 22 ,
6 1 , 11 O X, 21 .
The sequent (1) is derivable from them in NLLW (see Table 3c).
Case 4. The last rule in the derivation is (L ):
Y1 , 61 , 11 O 21 Y2 , 62 , 12 O 22
61 , 62 , Y1  Y2 11 , 12 O 21 , 22
(L ).
Hence, the sequent (1) is derivable in NLLW:
Y1 6 1 , 11 O 21 Y2 6 2 , 12 O 22
6 1 6

2 , Y1  Y2 , 11 , 12 O 21 , 22
(61 , 62)  , Y1  Y2 , 11 , 12 O 21 , 22
(L ).
(H )
Case 5. The last rule in the derivation is (L1):
60 O 2
1, 60 O 2
(L1).
Hence, sine 6 0 =(1, 60)
 , the sequent (1) is derivable in NLLW:
6 0 , 1 O 2
(1, 60)  , 1 O 2
(L ).
Case 6. Our sequent is an axiom (R1): O 1. Then, 6=<, 6  =1, and the
sequent (1) is an axiom in NLLW: 1 O 1.
Case 7. The last rule in the derivation is (W):
60 , 10 O 20
60 , 61 , 1 O 2
(W),
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where 10 1 and 20 2. Hence, the sequent (1) is derivable in NLLW:
6 0 , 10 O 20
6 0 6

1 , 1 O 2
(60 , 61)  , 1 O 2
(L ).
(W)
Case 8. The last rule in the derivation os one of the rules (L !), (W !), (C !),
(R?), (W?), or (C?); then the sequent (1) is derivable by the same rule in
NLLW. K
Proof of Lemma 2.2. Let the sequent
W, 1 O Z, 2, (3)
be derivable in NLLW without rule (M). We shall prove, by induction on deriva-
tion length, that the sequent
WV, 1 O ZV, 2
is also derivable without rule (M).
Case 1. The Sequent (3) is an axiom in NLLW: W O W. Then the sequent
WV O WV is also an axiom.
Case 2. The Sequent (3) is derivable by the rule (L ) in NLLW:
W, 1 O Z, 2
U, 1 O Z, 2
(L ).
Here W9 =U9 . By the induction hypothesis the following sequent is derivable in
NLLW:
WV, 1 O ZV, 2
The sequent
UV, 1 O ZV, 2
is derivable from it by the rule (L ) in NLLW, since WV

=UV

.
Case 3. The Sequent (3) is derivable by the rule (H):
YU, 10 O Z, 2
XU, X &b Y, 10 O Z, 2
(H).
By the induction hypothesis the following sequent is derivable:
YUV, 10 O ZV, 2.
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The sequent
XUV, X &b Y, 10 O ZV, 2
is derivable from it by the rule (H).
Case 4. The Sequent (3) is derivable by the rule (H ):
Y1 U, 10 O Z, 2 Y2 U, 10 O Z, 2
XU, X &b (Y1 Y2), 10 O Z, 2
(H ).
By the induction hypothesis the following sequents are derivable:
Y1 UV, 10 O ZV, 2,
Y2 UV, 10 O ZV, 2.
The sequent
XUV, X &b (Y1 Y2), 10 O ZV, 2
is derivable from them by the rule (H ).
Case 5. The sequent (3) is derivable by the rule (H ):
Y1 U1 , 11 O Z, 21 Y2 U2 , 12 O 22
U1 U2 , Y1  Y2 , 11 , 12 O Z, 21 , 22
(H ).
By the induction hypothesis the following sequent is derivable:
Y1 U1 V, 11 O ZV, 21 .
The sequent
U1 U2 V, Y1  Y2 , 11 , 12 O ZV, 21 , 22
is derivable from it and from the sequent Y2 U, 12 O 22 by the rule (H ).
Case 6. The sequent (3) is derivable by the rule (Cut).
Case 6.1. The derivation has the form:
W, 11 O Z, 21 , U U, 12 O 22
W, 11 , 12 O Z, 21 , 22
(Cut).
By the induction hypothesis the following sequent is derivable
WV, 11 O ZV, 21 , U.
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The sequent
WV, 11 , 12 O ZV, 21 , 22
is derivable from it and from the sequent U, 12 O 22 , by the rule (Cut).
Case 6.2. The derivation has the form:
W, 11 O 21 , U U, 12 O Z, 22
W, 11 , 12 O Z, 21 , 22
(Cut).
By the induction hypothesis the following sequents are derivable:
WV, 11 O 21 , UV,
UV, 12 O 22 , ZV.
The sequent
WV, 11 , 12 O ZV, 21 , 22
is derivable from them by the rule (Cut).
Case 7. The sequent (3) is derivable by the rule (W).
Case 7.1. The derivation has the form:
W, 1 O 2
W, 1 O Z, 2
(W).
In this case the sequent WV, 1 O ZV, 2 is derivable:
W, 1 O 2
WV, 1 O 2
WV, 1 O ZV, 2
(W).
(W)
Case 7.2. If the derivation has some other form, then the rule (M) commutes
with the rule (W). Hence, by the induction hypothesis, the sequent WV,
1 O ZV, 2 is derivable without the rule (M).
Case 8. The sequent (3) is derivable by the rule (L !), (W !), (C !), (R?), (W?),
or (C?).
Note that the rule (M) commutes with all these rules. Hence, by the induction
hypothesis, the sequent WV, 1 O ZV, 2 is derivable without the rule (M). K
Proof of Lemma 2.3. We prove this lemma by the induction on the length of a
derivation of the sequent (2).
Case 1. The sequent (2) is an axiom W O W. This case is trivial.
Case 2. The sequent (2) is derivable by the rule (L ). This case is also trivial.
182 A. P. KOPYLOV
TABLE 4
Cases of Lemma 2.3
a. Case 4
Y1 U, 10 , !1 O 2, ?2 Y2 U, 10 , !1 O 2, ?2
XU, X &b (Y1 Y2), 10 , !1 O 2, ?2
(H )
b. Case 5
Y1 U1 , 11 , !1 1 O 21 , ?2 1 Y2 U2 , 12 , !1 2 O 22 , ?2 2
U1 U2 , Y1  Y2 , 11 , 12 , !1 1 , !1 2 O 21 , 22 , ?2 1 , ?2 2
(H )
c. Case 7
W, 11 , !1 1 O 21 , ?2 1 , U U, 12 , !1 2 O 22 , ?2 2
W, 11 , 12 , !1 1 , !1 2 O 21 , 22 , ?2 1 , ?2 2
(Cut)
Case 3. The sequent (2) is derivable by the rule (H):
YU, 10 , !1 O 2, ?2
XU, X &b Y, 10 , !1 O 2, ?2
(H).
Consider the sequent 9=(YU, !10 , !1 O ?2, ?2 ). By the induction hypothesis
one can write the vector Y9 +U9 by the rules of the game B9 . Hence, one can write
it by the rules of the game B8 too. Therefore, one can also write the vector X9 +U9
by the rules of this game (the rule (a)).
Case 4. The sequent (2) is derivable by the rule (H ) (see the Table 4a).
Similarly to the previous case, one can write Y9 1+U9 and Y9 2+U9 by the rules of
the game B8 . Therefore, one can also write X9 +U9 by the rules of the game (the
rule (b)).
Case 5. The sequent (2) is derivable by the rule (H ) (see Table 4b). Similarly,
one can write the vectors Y9 1+U9 1 and Y9 2+U9 2 by rules of the game B8 . Therefore,
one can also write the vector U9 1+U9 2 by the rules of this game (the rule (c)).
Case 6. The sequent (2) is derivable by the rule (W):
W, 10 , !1 0 O 20 , ?2 0
WU, 1, !1 O 2, ?2
(W).
Similarly, one can write the vector W9 by rules of the game B8 . Therefore, one can
also write the vector W9 +U9 by the rules of this game (the rule (d)).
Case 7. The sequent (2) is derivable by the rule (cut) (see Table 4c). Consider
the sequents
91=(W, !11 , !1 1 O ?21 , ?2 1 , ?U)
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TABLE 5
Proof of Lemma 2.4
a. Case 1
UY, !1 O ?2 UX, X &b Y O UY
UX, X &b Y, !1 O ?2
UX, !1 O ?2
(L !, C !)
(Cut)
b. Case 2
U, Y1 , !1 O ?2 U, Y2 , !1 O ?2
U, Y1 Y2 , !1 O ?2
(L )
X, X &b (Y1Y2) O Y1Y2
U, X, X &b (Y1 Y2), !1 O ?2
UX, X &b (Y1 Y2), !1 O ?2
(L )
(Cut)
UX, !1 O ?2
(L!, C!)
and
92=(U, !12 , !1 2 O ?22 , ?2 2).
By the induction hypothesis one can write the vector W9 by the rules of the game
B91 and the vector U9 by the rules of the game B92 . Hence, if one can write a vector
by the rules of the game B91 , then one can write the same vector by the rules of the
game B8 . In particular, one can write the vector W9 by the rules of the game B8 .
The other cases ((L !), (W !), (C !), (R?), (W?), (C?)) are trivial. K
Proof of Lemma 2.4. We prove this lemma by the induction on the number of
moves, which are necessary to obtain the vector W9 . If W9 can be obtained at zero
moves (i.e., W # 2), then, apparently, the sequent W, !1 O ?2 is derivable.
Otherwise, four cases may occur.
Case 1. W9 is obtained by the rule (a) from V9 . In this case
W=UX,
V=UY,
X &b Y # 1.
By the induction hypothesis, the sequent V, !1 O ?2 is derivable in LLW and the
sequent W, !1 O ?2 is derivable from it in LLW (see Table 5a).
Case 2. W9 is obtained by the rule (b) from V9 1 and V9 2 . In this case
W=UX,
V1=UY1 ,
V2=UY2 ,
X &b (Y1 Y2) # 1.
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By the induction hypothesis, the sequents V1 , !1 O ?2 and V2 , !1 O ?2 are
derivable in LLW. Then, the following sequents are derivable,
U, Y1 , !1 O ?2,
U, Y2 , !1 O ?2,
and the sequent W, !1 O ?2 is derivable from them in LLW (see Table 5b).
Case 3. W9 is obtained by the rule (c) from V9 1 and V9 2 . In this case
W=U1 U2 ,
V1=U1 Y1 ,
V2=U2 Y2 ,
Y1  Y2 # 1.
By the induction hypothesis, the sequents V1 , !1 O ?2 and V2 , !1 O ?2 are
derivable in LLW. Then the following sequents are derivable,
U1 , Y1 , !1 O ?2,
U2 , Y2 , !1 O ?2,
and the sequent W, !1 O ?2 is derivable from them in LLW:
U1 , Y1 , !1 O ?2 U2 , Y2 , !1 O ?2
U1 , U2 , Y1  Y2 , !1, !1 O ?2, ?2
(L )
U1 U2 , Y1  Y2 , !1 O ?2
U1 U2 , !1 O ?2
(L!, C !).
(L , C !, C?)
Case 4. W9 is obtained by the rule (d) from V9 . In this case W=VU.
By the induction hypothesis, the sequent V, !1 O ?2 is derivable in LLW, and the
sequent W, !1 O ?2 is derivable from it in LLW:
V, !1 O ?2
V, U, !1 O ?2
VU, !1 O ?2
(L ).
(W)
3. THE DECIDABILITY OF THE NORMAL FRAGMENT OF LLW
Theorem 3. The normal fragment of linear affine logic is decidable.
We begin with
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Definitions. 1. The set of vectors A is closed under the Horn implication
X &b Y if
\a # |n a+Y9 # A O a+X9 # A.
(Here |n is the set of vectors with natural coordinates).
2. The set of vectors A is closed under the -Horn implication
X &b (Y1 Y2) if
\a # |n a+Y9 1 # A, a+Y9 2 # A O a+X9 # A.
3. The set of vectors A is closed under the simple disjunction Y1  Y2 if
\a1 , a2 # |n a1+Y9 1 # A, a2+Y9 2 # A O a1+a2 # A.
4. Let 1 be a multiset of normal formulas. The set of vectors A is 1-closed
if it is closed under all formulas from 1.
5. The set of vectors A is closed under the weakening rule if
\a # A \ca c # A.
Lemma 3.1. Let 8=(W, !1 |&?2) be a normal sequent. Then the following two
conditions are equivalent:
(i) It is possible to reach the aim in the game B8 .
(ii) For any A|n if A is 1-closed and closed under the weakening rule and
29 A then W9 # A.
Proof. (ii) O (i). Let us consider the set
A=[x: x can be obtained by the rules of B8].
By the definition of the game B8 and closed sets, the set A is 1-closed and closed
under the weakening rule. Moreover, it includes the set 29 . Hence, according to our
hypothesis, W9 # A. So, W9 can be obtained by the rules of the game B8 .
(i) O (ii). Let A be any 1-closed set which is closed under the weakening
rule, and 29 A. Then, by the definition of the game B8 and closed sets, A includes
all vectors, which can be written by the rules of the game B8 . In particular, W9 # A.
Remark. It is possible to formulate the analogous lemma for the game A8 .
Definition. A cone with the vertex z is a set of vectors Kz=[ y: yz].
Note that any set of vectors which is closed under the weakening rule is a union
of cones. We shall prove that such set is a union of a finite set of cones. This fact
follows from the central lemma:
Lemma 3.2. Any set of vectors from |n which are incomparable pairwise is finite.
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Proof. Let A|n and \x, y # A (x< y). We shall prove that A is finite by
induction on n. For n=1 it is trivial. To verify the induction step, we consider any
vector a # A. Let a=(a1 , ..., an). We define the following sets:
Ai=[x # A : xiai].
One can easily verify that A=ni=1 Ai . Now we define the sets
Aij=[x # Ai : xi= j].
It is evident that Ai=aij=1 Aij . By the induction hypothesis, the sets Aij are finite.
Hence, A is finite too. K
Corollary 3.3. Let A be a set of vectors with natural coordinates. In this case
if A is closed under the weakening rule, then A is a union of finite set of cones.
Proof. Let B be a set of the minimal elements of the set A, i.e.,
B=[z # A : c_y # A y<z].
Then
A= .
z # B
Kz .
According to 3.2, B is finite.
Definition. Let x, y # |n, then
max(x, y) :=(max(x1 , y1), ..., max(xn , yn)).
Definition. Let A, BZn, x # Zn (here Z is a set of integers), then
A+x :=[a+x : a # A],
A+B :=[a+b : a # A, b # B].
Lemma 3.4. Let A=z # B Kz , then
1. A is closed under X &b Y if and only if
\z # B max(z&Y9 , 0)+X9 # A.
2. A is closed under X &b (Y1 Y2) if and only if
\z1 , z2 # B max(z1&Y9 1 , z2&Y9 2 , 0)+X9 # A.
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3. A is closed under Y1  Y2 if and only if
\z1 , z1 # B max(z1&Y9 1 , 0)+max(z2&Y9 2 , 0) # A.
Proof. 1. By the definition, A is closed under X &b Y if and only if
[a+X9 : a # |n; a+Y9 # A]A.
But
[a+X9 : a # |n; a+Y9 # A]=(A&Y9 ) & |n+X9 =\ .z # B Kz&Y9 +& |
n+X9
= .
z # B
[(Kz&Y9 ) & |n+X9 ]= .
z # B
[Kz&Y9 & |n+X9 ]
= .
z # B
[Kmax(z&Y9 , 0)+X9 ]= .
z # B
Kmax(z&Y9 , 0)+X9 .
So, A is closed under X &b Y if and only if
.
z # B
Kmax(z&Y9 , 0)+X9 A,
i.e.,
\z # B max(z&Y9 , 0)+X9 # A.
2. The situation is similar to the previous item. A is closed under X &b
(Y1 Y2) if and only if
[a+X9 : a # |n; a+Y9 1 # A; a+Y9 2 # A]A.
But
[a+X9 : a # |n; a+Y9 1 # A; a+Y9 2 # A]
=(A&Y9 1) & (A&Y9 2) & |n+X9
=\ .z # B Kz&Y9 1+& \ .z # B Kz&Y9 2+& |
n+X9
=\ .z # B Kz&Y9 1+& \ .z # B Kz&Y9 2+& |
n+X9
= .
z1 , z2 # B
Kz1&Y9 1 & Kz2&Y9 2 & |
n+X9
= .
z1 , z2 # B
Kmax(z1&Y9 , z2&Y9 2 , 0)+X9 .
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So, A is closed under X &b (Y1 Y2) if and only if
.
z1, z2 # B
Kmax(z1&Y9 1 , z2&Y9 2, 0)+X9 A,
i.e.,
\z1 , z2 # B max(z1&Y9 1 , z2&Y9 2 , 0)+X9 # A.
3. A is closed under Y1  Y2 if and only if
[a1+a2 : a1 , a2 # |n; a1+Y9 1 # A; a2+Y9 2 # A]A.
But
[a1+a2 : a1 , a2 # |n; a1+Y9 1 # A; a2+Y9 2 # A]
=(A&Y9 1) & |n+(A&Y9 2) & |n
=\ .z # B Kz&Y9 1 +& |
n+\ .z # B Kz&Y9 2+& |
n
= .
z # B
Kmax(z&Y1 , 0)+ .
z # B
Kmax(z&Y9 2 , 0)
= .
z1 , z2 # B
Kmax(z1&Y9 1, 0)+max(z2&Y9 2 , 0) .
So, A is closed under Y1  Y2 if and only if
.
z1 , z2 # B
Kmax(z1&Y9 1 , 0)+max(z2&Y9 2 , 0) A,
i.e.,
\z1 , z2 # B max(z1&Y9 1 , 0)+max(z2&Y9 2 , 0) # A. K
Corollary 3.5. For any finite set of vectors B the property of the set A=
z # B Kz to be 1-closed is decidable.
Proof. Note that all conditions in the last lemma are decidable. Hence, the
property to be 1-closed is also decidable. K
Now we can prove Theorem 3. Let us look at condition (ii) from Lemma 3.1. By
Corollary 3.3 this condition is equivalent to the following condition:
(iii) For any finite set B/|n if z # B Kz is 1-closed and 29 z # B Kz then
W9 # z # B Kz .
By Corollary 3.5 the condition standing after the words ‘‘For any finite set
B/|n } } } ’’ is decidable. Hence, condition (iii) is recursively coenumerable. By
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Lemma 3.1, condition (iii) is equivalent to condition (i). And by Theorem 2, condi-
tion (i), in its turn, is equivalent to the condition that LLW |&8. Hence, the set of
derivable normal sequents in LLW is coenumerable. On the other hand it is clear
that this set is recursively enumerable. So, by Post’s theorem, it is decidable.
4. REDUCTION TO THE NORMAL FRAGMENT
Theorem 4. Linear logic and linear affine logic are reduced to their normal
fragments.
Definition. A good sequent is a sequent of the form 4, !1 |&2, where 4, 1, and
2 contain neither ‘‘!’’ nor ‘‘?’’.
The proof of Theorem 4 consists of two steps. First, we prove that the good frag-
ment is reduced to the normal fragment (Lemma 4.1). And second, we prove that
the whole LL and LLW are reduced to their good fragment (Lemma 4.2).
Lemma 4.1. For any good sequent 8 one can effectively construct a normal
sequent 9 such that
LLW |&8 iff LLW |&9;
LL |&8 iff LL |&9.
In order to prove Lemma 4.1 we introduce
Definition. Let A and B be formulas and 1 be a multiset of formulas. We say
that A &1 B in any logic (A is equal to B according to 1 ), if the following sequents
are derivable in the logic:
!1, A O B,
!1, B O A.
If 1 is an empty multiset, then we write A=B.
Analogous to the traditional equality the following lemma holds for LL as well
as for LLW:
Lemma 4.1.1. If A &1 B then
!A &1 !B, AC &1 BC, C &b A &1 C &b B,
?A &1 ?B, A 6 C &1 B 6 C, A &b C &1 B &b C,
A= &1 B=, AC &1 BC, and A  C &1 B  C.
Proof. Let the sequents
!1, A O B, !1, B O A
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TABLE 6
Proof of Lemma 4.1.1
!1, A O B
!1, !A O B
(L !)
!1, !A O !B
(R!)
!1, A O B
!1, A O BC
(R )
C O C
!1, C O BC
(R , W !)
!1, AC O BC
(L )
!1, A O B C O C
!1, C, C &b A O B
(L &b )
!1, C &b A O C &b B
(R &b )
Proof of !A &
1
!B Proof of AC &
1
BC Proof of C &b A &
1
C &b B
!1, A O B
!1, A O ?B
(R?)
!1, ?A O ?B
(L?)
!1, A O B
!1, A 6 C O B
(L 6)
C O C
!1, A 6 C O C
(L 6, W !)
!1, A 6 C O B 6 C
(L 6)
!1, B O A C O C
!1, B, A &b C O C
(L &b )
!1, A &b C O B &b C
(R &b )
Proof of ?A &
1
?B Proof of A 6 C &
1
B 6 C Proof of A &b C &
1
B &b C
!1, B O A
!1, A=, B O
(L=)
!1, A= O B=
(R=)
!1, A O B C O C
!1, A, C O BC
(R )
!1, AC O BC
(L )
!1, A O B C O C
!1, A  C O B, C
(L )
!1, A  C O B  C
(R )
Proof of A= &
1
B= Proof of AC &
1
BC Proof of A  C &
1
B  C
be derivable. We must prove the derivability of the sequents of the form !1,
D(A) O D(B) and of the form !1, D(B) O D(A), where D( p)=!p, p, pC, C &b p,
and so on. The derivations of the first sequents are represented in Table 6. The
derivations of the second sequents are obtained by replacing A by B and B by A
in the derivations in Table 6. K
Lemma 4.1.2. If A &1 B then the sequent !1, 6 O 2 is derivable if and only if the
sequent !1, 6$ O 2$ is derivable, where $ stands for substitution of the formula B for
some occurrences of the formula A.
Proof. We may assume without loss of generality that $ stands for substitution
of the formula B for only one occurrence of the formula A. Let us suppose that the
formula A occurs in the external formula C=C(A) (i.e., C # 6 or C # 2). Then
C$=C(B) and according to the last lemma C &1 C$.
Case 1. C # 6, i.e., 6=C, 60 ; 6$=C$, 60 ; 2$=2.
Then the sequent !1, 6$ O 2$ is derivable from the sequent !1, 6 O 2:
!1, C, 60 O 2 !1, C$ O C
!1, !1, C$, 60 O 2
!1, C$, 60 O 2
(C !).
(Cut) (4)
Case 2. C # 2, i.e., 2=C, 20 ; 2$=C$, 20 ; 6$=6.
Then the sequent !1, 6$ O 2$ is derivable from the sequent !1, 6 O 2:
!1, 6 O C, 20 !1, C O C$
!1, !1, 6 O C$, 20
!1, 6 O C$, 20
(C !).
(Cut) (5)
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Replace the formula C by the formula C$ and the formula C$ by the formula C in
the derivations (4) and (5). We obtain the derivation of the sequent !1, 6 O 2 from
the sequent !1, 6$ O 2$. K
Lemma 4.1.3. The sequent
!(A &b p), !( p &b A), 6 O 2
is derivable if and only if the sequent
6$ O 2$
is derivable, where $ stands for substitution of the formula A for all occurrences of the
literal p.
Proof. Let
1=A &b p, p &b A.
Then A &1 p. Hence, if the sequent 6$ O 2$ is derivable, then the sequent !1, 6 O 2
is derivable too (by the rule (W !) and the last lemma).
Conversely, suppose that the sequent !(A &b p), !( p &b A), 6 O 2 is derivable. If
we substitute the formula A for the literal p in this sequent, then we obtain the
derivable sequent
!(A &b A), !(A &b A), 6$ O 2$.
The sequent 6$ O 2$ is derivable from this sequent:
!(A &b A), !(A &b A), 6$ O 2$
!(A &b A), 6$ O 2$ O !(A &b A)
6$ O 2$
. K
Using this lemma, let us prove Lemma 4.1 for LLW. Let us have good sequent
8. We shall transform this sequent, watching that the new sequent will be always
derivable in LLW if and only if the old one is derivable too.
First, by De Morgan’s equalities, we eliminate from our sequent the following
connectives: 6, , &b , =, 0. Namely, we replace the formulas A 6 B by
(A= B=)=, A  B by (A= B=)=, A &b B by (AB=)=, = by 1=, and 0 by =.
Second, using that 1= in LLW, we replace  by 1. After that we obtain a good
sequent 81 which contains only the following connectives: !,  ,  , =, and 1.
Then, using the Lemma 4.1.3, we may replace all formulas of the forms pq,
pq, p=, and 1 by new literals and add formulas of the form from Table 7 to the
antecedent.
After all these replacements we obtain a good sequent of the form
71 , 72 , 73 O ,
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TABLE 7
!(r &b ( pq)), !(( pq)&b r),
!(r &b ( pq)), !(( pq)&b r),
!(r &b p=), !( p= &b r),
!(r &b 1), !(1&b r).
where 71 is a multiset of the formulas of the kind from Table 7. 72 is a multiset of
new literals, and 73 is a multiset of the formulas of the kind !p, where p is a new
literal.
Then we transfer formulas from 71 and 73 to equivalent normal formulas.
Namely, since p=(1 &b p), we may replace formulas !p from 73 by the Horn
implication !(1 &b p). Since p= &b q= p  q, we may replace !( p= &b q) by the
simple disjunction !( p  q). And using that !(( pq) &b r)=!( p &b r) !(q &b r),
we may replace the formulas of the form !(( pq) &b r) by the pair of Horn
implications !( p &b r) and !(q &b r). Finally, since !(r &b p=)=(?(rp))=, we may
remove the formulas !(r &b p=) from the antecedent and add the formula ?(rp)
to the consequent. After all this we obtain a sequent of the form
72 , !1 O ?2,
where 1 is a list of normal formulas and 2 is a list of simple products.
Then we replace the multiset of literals 72 by simple product W=7 2 and obtain
a normal sequent 9=(W, !1 O ?2). This sequent is derivable in LLW if and only
if the sequent 8 is.
For LL this lemma is proved similarly except the point where we use the fact that
=1 in LLW. For LL it is proved that LL is reduced to the fragment without
constants 0 and . K
Lemma 4.2. Linear logic and linear affine logic are reduced (according to Turing)
to the problems of the derivability of good sequents in the corresponding logic.
Proof. Note that since ?A=(!A=)= we can confine ourselves without, loss of
generality to the sequents without ‘‘?’’. Let us have any sequent 8 without ‘‘?’’.
Consider the set X=[A: !A # Sub 8]. With any formula A from X we associate
a new literal pA . For any formula B # Sub 8 we define the formula B$ as a
formula obtained from B by replacement of subformulas of the form !A (which
is not a subformula of any other subformula of the kind !C) by the literal pA . For
example, if B=(!q &b !(r !t)) then B$=( pq &b p(r !t)). We define also the inverse
operation ‘ as follows,
‘B=B[!A1 pA1 , ..., !An pAn],
where X=[A1 , ..., An]. It is clear that ‘(B$)=B.
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Consider the multiset 6X consisting of the following formulas,
( pA &b pA pA), ( pA &b 1), ( pA &b A$),
for any A # X.
We shall also consider the multiset 7X with the following properties:
(a) For any set of the formulas A1 , ..., An , C # X (all Ai ’s are different) if the
sequent
!6X , !7X , pA1 , pA2 , ..., pAn O C$ (6)
is derivable, then
( pa1  } } } pAn &b pC) # 7X .
(b) 7X is the least set that meets the property (a), i.e., if any set 7 meets the
property (a) then 7X 7 .
(It is easy to verify that the desired least set exists and is finite. Moreover, if we
have a decidability algorithm for the good sequents of LL (LLW) then we can effec-
tively construct this set, because the sequents of the form (6) are good).
Lemma 4.2.1. If B # 6X , 7X , then the sequent O !‘B is derivable.
Proof. 1. If B # 6X , then ‘B=(!A &b !A !A), or (!A &b 1), or (!A &b A). In
all these cases the sequent O ‘B is easily derivable, and so is the sequent O !‘B.
2. In order to prove this lemma for B # 7X , we consider the set 7 X , which
consists of the formulas of the form
B=( pA1  } } } pAn &b pC)
(where Ai , C # X, and all Ai ’s are different), such that the sequent O !‘B is
derivable. Let us verify that the set 7 X meets the property (a). Indeed, suppose that
the sequent
!6X , !7 X , pA1 , ..., pAn O C$
is derivable, then we verify that ( pA1  } } } pAn &b C) # 7 X . If we substitute the
formulas !A for all literals pA in the last sequent, then we get the derivable sequent
!‘6X , !‘7 X , !A1 , ..., !An O C. (7)
For any formula B # 6X , 7 x the sequent O !‘B is derivable (item 1 of this lemma
and the definition of 7 X ). The sequent
!A1 , ..., !An O C
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is derivable from these sequents and the sequent (7) by the rule (Cut). Thus, the
sequent
O !(!A1  } } }  !An &b !C)
is derivable. Hence, by the definition of the set 7 X ,
( pA1  } } } pAn &b pC) # 7 X .
So, the set 7 X meets the property (a). And therefore, by the property (b),
7X 7 X . Hence. if B # 7X then the sequent O !‘B is derivable. K
Lemma 4.2.2. If we have the sequent 8=(1=2) (which does not contain any
‘‘?’’), then the sequent 8 is derivable if and only if the sequent
!6X , !7X , 1 $ O 2$
is derivable.
Proof. First, we prove that if the sequent
!6X , !7X , 1 $ O 2$
is derivable then the sequent 8 is derivable too. If we substitute the formulas !A for
the literals pA in this sequent, then we obtain the derivable sequent
!‘6X , !‘7X , 1 O 2. (8)
For any formula B # 6X , 7X the sequent O !‘B is derivable (Lemma 4.2.1). The
sequent 8=(1 O 2) is derivable from these sequents and the sequent (8) by the
rule (Cut).
Now we prove by induction on the derivation of the sequent 8 that if this
sequent is derivable, then the sequent
!6X , !7X , 1 $ O 2$
is derivable too.
Case 1. 8 is derived by the rule (L !):
A, 10 O 2
!A, 10 O 2
(L!).
Then A # X. Hence, ( pA &b A$) # 6X . According to the induction hypothesis the
sequent !6X , !7X , A$, 1 $0 O 2$ is derivable. Hence, the sequent !6X , !7X , pA ,
1 $0 O 2$ is also derivable:
!6X , !7X , A$, 1 $0 O 2$ pA , pA &b A$ O A$
!6X , !7X , pA , pA &b A$, 1 $0 O 2$
!6X , !7X , pA , 1 $0 O 2$
(L !, C !).
(Cut)
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TABLE 8
!6X , !7X , pA , pA , 1 $0 O 2$
!6X , !7X , pA pA , 1 $0 O 2$ pA , pA &b pA pA O pA pA
!6X , !7X , pA , pA &b pA pA , 1 $0 O 2$
!6X , !7X , pA , 1 $0 O 2$
(L !, C !)
(Cut)
Case 2. 8 is derived by the rule (W !):
10 O 2
!A, 10 O 2
(W!).
Then A # X. Hence, ( pA &b 1) # 6X . By the induction hypothesis the sequent !6X ,
!7X , 1 $0 O 2$ is derivable. Hence, the sequent !6X , !7X , pA , 1 $0 O 2$ is also
derivable:
!6X , !7X , 1 $0 O 2$
!6X , !7X , 1, 1 $0 O 2$
(L1)
pA , p1 &b 1 O 1
!6X , !7X , pA , pA &b 1, 1 $0 O 2$
!6X , !7X , pA , 1 $0 O 2$
(L!, C !).
(Cut)
Case 3. 8 is derived by the rule (C !):
!A, !A, 10 O 2
!A, 10 O 2
(C !).
Then A # X. Hence, ( pA &b pA pA) # 6X . By the induction hypothesis the
sequent
!6X , !7X , pA , pA , 1 $0 O 2$
is derivable. The derivation of the sequent !6X , !7X , pA , 1 $0 O 2$ from this sequent
is represented in Table 8.
Case 4. 8 is derived by the rule (R !):
!A1 , ..., !An O C
!A1 , ..., !An O !C
(R !).
By the induction hypothesis the sequent
!6X , !7X , pA1 , ..., pAn O C$
is derivable. Consider formulas B1 , ..., Bm , such that all Bi ’s are different and
[B1 , ..., Bm]=[A1 , ..., An].
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The sequent
!6X , !7X , pB1 , ..., pBm O C$
is derivable (similarly to the case 3). Hence, by definition of the set 7X ,
( pB1  } } } pBm &b pC) # 7X .
Therefore, the sequent
!6X , !7X , pB1 , ..., pBm O pC
is derivable. Similarly to the case 2, the sequent
!6X , !7X , pA1 , ..., pAn O pC
is derivable from the last sequent.
The other cases not associated with ‘‘!’’ are trivial. K
It is easy to see that Lemma 4.2 follows from the last lemma. And Theorem 4
follows from Lemmas 4.1 and 4.2. K
Theorems 13 provide the main
Theorem. Linear affine logic is decidable.
5. CONCLUSION
Here we consider one more corollary from the computational interpretation of
the normal fragments. In [4] the certain fragment H2LL(!,  , &b ,  ) was con-
sidered. The sequents from this fragment were interpreted in terms of so-called non-
determinate Petri nets with conditional transitions. In fact, it is possible to express
the rules of the game A8 in the terms of these nets and vice versa. As corollary of
this fact we have that the whole linear logic is reduced to the fragment
H2 LL(!,  , &b ,  ). By analogy the multiplicative-exponential fragment of linear
logic (MELL=LL(!, ?, =, &b , , 1, =)) is reduced to H2LL(!,  , &b ). Hence, the
following fragments are decidable or undecidable simultaneously:
(i) MELL=LL(!, ?,  , , &b ,=, 1, =)
(ii) LL(!,  , &b )
(iii) The normal fragment of LL(!, ?,  , , &b ).
The decidability problem of these fragments remains open.
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