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Abstract
We study phase transformations in finite nuclei as a function of interaction parameters. The signature of a transition is given by
invariant correlational entropy that reflects the sensitivity of an individual many-body state to changes of external parameters;
peaks in this quantity indicate the critical regions. This approach is able to reveal the pairing phase transition, identify the
isovector and isoscalar pairing regions and determine the role of other interactions. We show the examples of the phase diagram
in the parameter space.
 2003 Published by Elsevier B.V.
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Open access under CC BY license.Recently, an appreciable effort has been applied
to understand and classify quantum phase transitions
[1–3]. Although the concept of a phase transition is
strictly applicable in the thermodynamic limit only,
there are numerous examples of structural changes in
mesoscopic systems, ranging from molecular clusters
and semiconductors to atomic nuclei or quark sys-
tems, under variation of control parameters. Proper
understanding of such transitions is crucial for ar-
eas from cosmology and formation of the universe to
quantum computing and decoherence. The typical fea-
ture of phase transitions in small systems is the ab-
sence of discontinuities in the observables, and, there-
fore, difficulty for identification and classifications of
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Open access under CC BY licesuch transitions. The counterparts of phase changes in
small systems involve restructuring, critical sensitiv-
ity to parameters, and chaotic large-scale fluctuations.
In this work we study mesoscopic phase transitions
in atomic nuclei using shell model interactions, which
are known to reproduce the low-lying states in selected
nuclei with a remarkable quality. The instrument we
suggest for such studies can be similarly applied to
other finite quantum systems.
We identify the presence of a phase transformation
as an enhancement in the invariant correlational en-
tropy (ICE) which was introduced in [4]. ICE pro-
vides a measure of sensitivity of a given state in the
many-body system to variations of external parame-
ters. From earlier studies of bosonic models the in-
crease of ICE is known to be associated with critical
points [5]. We do not consider here thermal phase tran-nse   .
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sible, see [4] and [5], to introduce an effective tem-
perature as a measure of fluctuations in the dynamical
response to the change of parameters.
Following [4], we assume a Hamiltonian H(λ) that
depends on a parameter λ, so that, in an arbitrary basis
|k〉, any eigenstate |α(λ)〉 of H(λ) can be decomposed
as |α(λ)〉 =∑k Cαk (λ)|k〉. The ICE is then defined as
(1)Sα(λ)=−Tr{ρα ln(ρα)},
where ρα is the density matrix of the state |α〉 in the
basis k averaged over a small region λ ∈ [λ,λ+ δ],
(2)ραkk′(λ)= Cαk Cα∗k′ .
The discussion of various entropy-like quantities of
individual wave functions can be found in Ref. [4].
ICE is basis-independent von Neumann entropy that
reflects the correlations between the wave function
components along the evolution path determined by
the parameter λ. It should not be confused with basis-
dependent Shannon information entropy
(3)Iα =−
∑
k
∣∣Cαk ∣∣2 ln∣∣Cαk ∣∣2
that was extensively used for studying the degree of
complexity of the state |α〉 with respect to the given
basis |k〉 [6,7] without taking into account correlations
between the amplitudes Cαk .
For a pure state, i.e., without averaging, the density
matrix has a single non-zero eigenvalue equal to one
because of the normalization Trρ = 1. This results in
Sα = 0. After averaging, we deal with a mixed state,
and the eigenvalues of ρ deviate from the trivial limit.
As shown in [4], higher orders of perturbation theory
bring in new non-zero eigenvalues. Averaging over
only two discrete points λ and λ′ leads to a factorized
matrix ρα with two non-zero eigenvalues
(4)rα± =
(
1± |〈α(λ)|α(λ′)〉|)
2
.
Now ICE can change from 0 (in the absence of any
evolution of the state) to the maximum value ln 2
reached for the orthogonal states in the representative
points λ and λ′. Thus, ICE in a basis-independent
way shows how “quickly” the eigenstate α reorients
due to sudden change of interaction from H(λ) to
H(λ′). This makes ICE an ideal tool for studying
phase transitions.We apply the ICE tool to spherical shell-model sys-
tems, where the general Hamiltonian includes inde-
pendent particle orbitals and two-body residual inter-
actions,
(5)H =
∑
1
1a
†
1a1 +
∑
1234LΛ
V
(12;34)
L
(
P
(12)
LΛ
)†
P
(34)
LΛ .
Here pair creation and annihilation operators couple
corresponding single-particle operators to an appropri-
ate angular momentum, i.e., P (12) = (1 + δ12)−1/2 ×
[a1 × a2]LΛ. The usual pairing interaction is given by
theL= 0 term. We suppress the isospin degree of free-
dom, but it is straightforward to include it in direct
analogy to angular momentum.
We start with a simple model, where the pairing
interaction is known to result in a phase transition
in the BCS approach. N identical nucleons occupy
two single-particle orbitals 1 = − and 2 =  of
equal spherical degeneracy Ω1 = Ω2 = Ω . They
interact via off-diagonal pair transfers determined by
a parameter λ as V (11;22)0 = V (22;11)0 = −2λ/Ω. Let
the system be half-occupied, N = Ω , which sets
the chemical potential µ = 0. It is known from the
BCS theory that the pairing interaction causes the
normal to superconducting phase transition, and, in
the asymptotic limit of a large system, any weak but
attractive pairing is sufficient for creating the Cooper
instability. For a finite system the BCS solution is
approximate. Because of the finite single-particle level
spacing at the Fermi surface, the BCS phase transition
takes place at the critical strength value,
(6)λ2c =
162
Ω2
.
The exact solution of the problem [8] determines
the ground state and the excited states of two types,
“pair-vibrational” states with seniority s = 0 and
redistribution of the pairs, and states with broken
pairs and s = 0. For each state one can calculate ICE
varying λ. The results for the ground and two lowest
pair-vibration states calculated with the averaging
interval δ = 0.01 are shown in Fig. 1. The clear ICE
peak in the ground state indicates the presence of
the phase transition. For  = 1 and Ω = N = 16 the
BCS theory predicts a phase transition at λc = 0.25.
Corrections to the BCS vacuum [8,9] make λc slightly
larger, and ICE reaches its maximum at λc = 0.3. In
the excited states the phase transition is quenched. The
A. Volya, V. Zelevinsky / Physics Letters B 574 (2003) 27–34 29Fig. 1. Invariant correlational entropy of the ground and two lowest
pair-vibrational excited states calculated for the two-level pairing
model as a function of pairing strength λ and with averaging interval
δ = 0.01.
Fig. 2. Energy of the first pair-vibration level in the BCS + RPA
(dashed line with instability at λc) and exact solution (solid line)
that shows softening at the shifted point.
first excited state is collective and exhibits a broadened
peak of ICE. For the second excited state the peak
disappears although there is still a maximum of S(λ) at
λ = 0 indicating an enhanced sensitivity to switching
on pairing.
It is also possible to recognize the signature of
the phase transition in the exact energy spectrum. In
Fig. 2 the excitation energy of the first pair vibration
state is shown. The softening of this mode at the same
point λc = 0.3 is characteristic for the phase transition
and supports the level crossing interpretation. With the
dashed line we show the same state in the random
phase approximation, RPA, built on the BCS conden-Fig. 3. ICE (computed with averaging interval δ = 0.1), upper panel,
and occupancy of the lowest f7/2 orbital, lower panel, as a function
of pairing strength for different scales of non-pairing interactions,
λnp = 0.2, 1, 2, 3, and 4.
sate [8]. The instability of the BCS + RPA approach
for a soft mode is an artifact of the invalid approxima-
tion, see also [9,10].
As a realistic example we consider the case of
the N = 28 subshell closure in 48Ca. It has been
emphasized in Ref. [11] that although the BCS ap-
proach predicts no paired ground state in this nu-
cleus, the exact solution indicates presence of pair-
ing correlations. The interplay of weak pairing and
self-consistent monopole renormalization of single-
particle energies leads to correlation energy of nearly
2 MeV. The specifics of pairing correlations and self-
consistent mean field in N = 28 nuclei have recently
been a subject of experimental [12] and theoretical
[13,14] interest. Here we go beyond the mean field and
solve exactly the many-body Hamiltonian with the ef-
fective interaction [15] in the plane of parameters λp
and λnp that scale all pairing (T = 1, L = 0) and re-
maining non-pairing matrix elements, respectively.
The results for the ground state of 48Ca are given in
Figs. 3 and 4. The peaks in ICE in the upper panel
in Fig. 3 unambiguously identify the pairing phase
transition. The drop in the occupancy of the lowest
30 A. Volya, V. Zelevinsky / Physics Letters B 574 (2003) 27–34Fig. 4. Phase diagram of the shell model ground state wave function of 48Ca. The parameters are the pairing strength λp and an overall strength
λnp of remaining non-pairing matrix elements. Panel (a) shows ICE with the averaging interval δ = 0.05 in both scales. ICE is normalized by a
factor 0.015. Panels (b) and (c) show the occupancy of the f7/2 orbital and the average number of correlated pairs N1, Eq. (7), respectively. To
emphasize the consistency between these quantities and location of phase changes, the dotted contours in panels (b) and (c) outline the region
where ICE is enhanced above the value of 0.5.f7/2 orbital shown in lower panel is also consistent
with this behavior indicating the disappearance of
subshell closure and a transition into a paired state.
Five curves in both panels of Fig. 3 allow one to track
the evolution of the phase transition as a function of
strength λnp of non-pairing matrix elements. Panel (a)
in Fig. 4 shows ICE with a contour plot in the λp–
λnp plane. Higher values are indicated with shaded
areas. ICE is enhanced along the diagonal outlining,
as in a phase diagram, the boundary between the
normal Fermi state (lower right) and superconducting
paired state (upper left). The panel (c) confirms this
identification of phases. Here the effective number of
pairs NT=1, computed as an expectation value of the
operator [7]
(7)N̂T =
∑
12
(
P
(11)
L=1−T ,T
)†
P
(22)
L=1−T ,T
in the ground state, is shown. This quantity reaches its
maximum valueN1 = (1/4)(N − s)(Ω −N − s + 2),
where Ω is the total capacity of the valence space, and
seniority s gives the number of unpaired particles, in
the degenerate limit, i.e., when the pairing becomes so
strong that differences in single-particle energies can
be ignored. The maximum number of pairs is expected
for a fully paired state with s = 0, which for our
model, with Ω = 20 andN = 8, leads toN1 = 28. Thenon-pairing interactions create a random background,
mixing seniorities and adding some statistical number
of pairs to any state. This background can be estimated
by averaging operator N̂1 over all many-body states,N1 = [N(N − 1)]/[2(Ω − 1)], which gives N1 ≈ 1.5
in our model. Indeed, the major part of the valley in
Fig. 4(c), shown as a white area, is leveled at around
this value. In the phase transition region, along with
the enhancement of ICE, the number of correlated
pairs quickly rises, finally becoming close to 28.
The full saturation at N1 = 28 is not expected to
be reached, since it is only possible for the constant
pairing interaction.
The enhancement of ICE not only allows one to
localize the phase transition but also quantifies the
sharpness of the transformation and the size of the
critical region. In macroscopic BCS theory it is usually
assumed that the non-pairing interactions renormalize
quasiparticles but essentially do not participate in
the phase transition. The shell model analysis [7]
demonstrated that this is not the case, at least in
a finite system. As seen from Figs. 3 and 4, the
scaling factor λnp plays a significant role in the
overall picture. At λnp = 0, the pairing phase transition
is quite sharp and takes place slightly below λp =
1.0. Indeed, the comparison of earlier studies [11,16]
shows that pairing would be stable and treatable with
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48Ca. Presence of other parts of residual interaction
softens and widens the transitional region, putting the
physical state λnp = λp = 1 in the normal domain
below the phase transition peak, although within the
region of enhanced pair fluctuations. It was also shown
earlier [7] that other interactions destroy the purity
of the seniority classes (in the first order the ground
state acquires the contribution of s = 4) moving the
dynamics to many-body quantum chaos [7,8].
The non-pairing interactions shape the properties
of the mean field and redefine effective single-particle
energies; on the other hand, they induce chaotic
residual dynamics. In Fig. 4(b), the occupancy of
the f7/2 orbital is mapped in the same parameter
space. The lowest f7/2 level in 48Ca is separated from
other single-particle levels by almost 2 MeV. At weak
residual interactions the ground state is the slightly
perturbed Fermi sea, with nearly all N = 8 valence
neutrons occupying the f7/2 level. This region is seen
as the dark area in the lower left corner in Fig. 4(b).
As λp grows, the pairing phase transition breaks the
magicity, and the depopulation of the f7/2 orbital is
consistent with the line of pairing phase transition,
see also Fig. 3. Along the λnp axis, the original state
with the fully occupied lowest orbital also disappears
around λnp = 4. The bare single-particle energies
correspond well to the mean field defined with respect
to the 40Ca core. The increase of residual interactions
renormalizes the mean field and at some point makes
the original single-particle basis inconsistent with
the potential. Strong residual interactions make the
dynamics chaotic that can be interpreted as a non-zero
single-particle temperature [7,8]. The occupation of
the lowest orbital falls from N7/2 = 8 to the “thermal”
occupation N7/2 = 8(N/Ω)= 3.2. When non-pairing
interactions grow to around λnp = 5 and beyond, the
pairing to normal phase transition again sharpens.
Here the rise in ICE is much higher than at λnp = 0. In
order to create a coherent paired state, pairing forces
need to overcome not only the spread of single-particle
energies but also random motion generated by strong
residual interactions.
From ICE in Fig. 4(a) we learn that the evolution
of the wave function driven by increase of non-
pairing interactions is not followed by an enhancement
of entropy. Since with a closed proton core a non-
perturbative change in the mean field, such as onset ofFig. 5. The evolution of ICE: along the line of increasing isovector
pairing λT=1 at fixed λT=0 = λnp = 1, solid line; as a function
of λT=0 at fixed λT=1 = λnp = 1, dashed line; and as a function
of λnp at fixed λT=1 = λT=0 = 1, dotted line. The scale of ICE
S(λnp) shown with dotted line is reduced by a factor of 10. Interval
δ = 0.05 was used here.
deformation, is not expected, the evolution of spherical
orbitals, as well as chaotization of dynamics or rise
in effective temperature, are not associated with any
phase transition. The role of λnp and the mean field
in the pairing phase transition in nevertheless eminent.
Supporting earlier studies in [7,17,18], the sharpness
of change and the transitional region between normal
and paired states are influenced significantly by non-
pairing interactions.
As our last example, we consider the sd shell model
for 24Mg. At N = Z, the competition of isovector,
isoscalar, deformation and alpha-particle correlations
makes the physical picture very complex. Empirical
information [19], studies of simple models [20–24]
and analytic works [25], supplemented by the direct
shell model diagonalization [26], support the plausible
existence of different phases. However, it still remains
unclear whether these phases are pure enough to be
identified, or whether they are separated by distinct
critical regions. Here the ICE provides a helpful tool.
For this example we extend the list of parameters
to include λT=1, λT=0 and λnp, which scale isovec-
tor (T = 1, L = 0), isoscalar (T = 0, L = 1), and
all remaining two-body matrix elements in the Hamil-
tonian, respectively. The shell model is defined in this
example with single-particle energies and interaction
matrix elements from Ref. [27]. In Fig. 5, where ICE
is shown as a function of λT=1 with λT=0 = λnp = 1
as a solid line, as a function of λT=0 while λT=1 =
λnp = 1, as a dashed line, and as a function of λnp
32 A. Volya, V. Zelevinsky / Physics Letters B 574 (2003) 27–34Fig. 6. ICE of the ground state in 24Mg computed on the plane λT=0–λT=1. The three panels show the evolution of the phase diagram
depending on the overall scale of non-pairing matrix elements λnp. The averaging interval of δ = 0.05 was used, and the entropy is scaled
(divided) by 0.015.at realistic strength of pairing λT=1 = λT=0 = 1, dot-
ted line, indicates again phase transitions. The contour
plot of ICE for this example is shown in Fig. 6. We
limit ourselves here to three different strengths of non-
pairing interactions λnp = 0.5,1, and 2. This already
gives a general idea of the ICE evolution. The valley in
the vicinity of small λT=0 and λT=1 that corresponds
to a normal state is clearly separated, and with increase
of the strength of non-pairing interactions this region
widens. However, at large λnp the sharpness of the
phase transition is significantly reduced; note that the
scale in the right panel in Fig. 6 is ten times smaller.
This effect is analogous to the situation observed in
48Ca, where, except for some special area, non-pairing
interactions smeared the phase transition region.
The only valley clearly separated by the mountains
of ICE corresponds to the normal state. To identify
phases of T = 1 and T = 0 pairing, similarly to
our previous example, we calculate the number of
coherent pairs for λnp = 1 case shown in Fig. 7. We
consider isovector, T = 1,L = 0, and isoscalar, T =
0,L = 1, pairs (7). For both limiting cases of pure
isovector and isoscalar pairing, NT can be calculated
using group algebra, see for example [28]. In the states
of degenerate isovector pairing model
(8)N1 = 12
[
1
4
(N − s)(Ω −N − s + 6)+ t2 −T2
]
,
where t is isospin of unpaired particles, while T is
total isospin of the system. Thus, in the state with
maximum isovector pairing, s = 0, t = T = 0, oneFig. 7. Effective average number of T = 0 and T = 1 pairs, upper
and lower panels, respectively, for the ground state of 24Mg at
λnp = 1 on the λT=0–λT=1 plane. The dashed line outlines the
regions where ICE is enhanced above 0.45.
would expect N1 = N(Ω − N + 6)/8, which in
our case of N = 8 and Ω = 24 leads to N1 = 22.
Interchanging angular momentum and isospin and
taking normalization of operators into account we
obtain N0 = N(Ω − N + 6)/(2Ω), which results
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1.8 and N0 ≈ 0.3. This analysis along with Fig. 7
allow us to confirm the presence of isovector and
isoscalar paired states in the upper left and lower
right areas of the phase diagram. The isovector pairing
phase appears as a shaded area in the lower panel
of Fig. 7, and the shaded area of the upper panel
indicates the isoscalar pairing state. Furthermore, the
enhancement of ICE, the region outlined by a dashed
line on both panels of Fig. 7, is consistent with the
presence of the phase transition from normal to either
of superconducting phases; this is the area of the most
rapid rise in the number of coherent pairsN0 or N1.
Further examination of Fig. 6 indicates a notable
absence of any additional phase transition, as for
example between isovector–isoscalar and possibly
alpha-clustering phases. Clearly there are no phase
separating lines far from the origin, i.e., at large λT=0
and λT=1. Thus, a continuous path between isovector
and isoscalar phases does not involve a transitional
behavior, unlike a transition from the normal state to
any paired state.
The point corresponding to the realistic nucleus,
λT=1 = λT=0 = λnp = 1, is located in the transitional
region from the normal to isovector pairing phase on
the side of the paired state. On the other hand, the
isoscalar pairing matrix elements are to be increased
by a factor of three to bring the system onto a
border between the normal phase and quasideuteron
T = 0 pairing coherence, this seen best from Fig. 5.
Our result, that in the N = Z nucleus the T = 1
pair coherence is enhanced in contrast to T = 0, is
supported by other findings [19,26].
The dotted line in Fig. 5, that describes the behavior
of ICE as a function of the strength of non-pairing
matrix elements λnp while the strength of pairing
is fixed to the realistic value λT=1 = λT=0 = 1,
shows another sharp peak. Although further study is
necessary, it is tempting to associate this enhancement
with the shape phase transition. It occurs here at a
strength of non-pairing interactions that is weaker than
its realistic value in agreement with the fact that 24Mg
is deformed. An interesting question of distinction
between the first and second order phase transitions
also deserves to be studied.
Let us summarize the results for our shell model
examples. In 48Ca we are able to unambiguously
identify the pairing phase transition. This nucleuswould be in the paired state if no interactions of non-
pairing type had been present. The incoherent residual
interactions in reality put the ground state below the
phase transition line although in the region of large
fluctuations preceding the onset of well developed
pairing. This explains earlier results [11]: the failure
of the BCS theory and large pairing correlation energy
found in the exact solution. We have also found that
the change in non-pairing interactions does not lead to
a phase transition, however it influences substantially
the normal-to-pairing critical region. Weak residual
incoherent interactions smear the phase transition as
they facilitate the pair excitation. Strong non-pairing
interactions create complexity in dynamics, and a
strong phase transition occurs when such system is
“cooled” and the superconducting order is established.
Considering the 24Mg nucleus we observed a clear
phase transition between the normal and supercon-
ducting state. We identified the regions where two dif-
ferent types of pairing, isovector and isoscalar, exist.
The 24Mg nucleus is found, in agreement with ear-
lier results, to be in the isovector phase and within the
critical region of the normal to superconducting tran-
sition. The isoscalar pairing should have been three
times stronger compared to the realistic shell model
forces in order to lead to the corresponding conden-
sate. Within limited shell model space we found no ev-
idence of a phase transition between different types of
pairing or alpha-clustering. However, we found signs
of the transition that can be associated with the change
of shape of the 24Mg nucleus.
To conclude, in this work we suggested a new
theoretical technique for tracking and quantitatively
studying the phase transitions in nuclei and, more ge-
nerally, in mesoscopic systems. Invariant correlational
entropy serves not only as an indicator of the degree of
complexity along the spectrum [7] but as a powerful
tool for identifying the regions of rapid changes
of structure in response to variations in a control
parameter, here it was a strength of the interaction.
A mesoscopic system is sufficiently large to display
statistical regularities but still sufficiently small to
allow one to probe, theoretically and experimentally,
individual wave functions. Such a system significantly
alters the features of phase transitions, and opens a
door for “secondary” interactions to leave a noticeable
footprint. The ICE clearly shows the sensitive spots of
the parameter space.
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