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We consider the second-order nonlinear differential equation with an un-
bounded right-hand side and two-point or nonlinear boundary conditions on a
compact interval. Using the method of a priori estimates and the relation between
the topological degree of the operators associated to the above boundary value
problems and the strict lower and upper solutions, we get the multiplicity results
for the problems. Q 2000 Academic Press
1. INTRODUCTION
w xIn 11 we studied the boundary value problems for the second-order
differential equation
x0 s f t , x , x9 , 1Ž . Ž .
2 w xwith f continuous and bounded on J = R , J s a, b ; R, i.e.,
2’M g 0, ‘ : f t , x , y - M for all t , x , y g J = R . 2Ž . Ž . Ž . Ž .
We have considered the periodic conditions
x a s x b , x9 a s x9 b , 3Ž . Ž . Ž . Ž . Ž .
the Neumann conditions
x9 a s 0, x9 b s 0, 4Ž . Ž . Ž .
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and the nonlinear conditions
g x a , x9 a s 0, g x b , x9 b s 0, 5Ž . Ž . Ž . Ž . Ž .Ž . Ž .1 2
Ž 2 .where g , g g C R are increasing in the second argument and g is1 2 1
nonincreasing and g is nondecreasing in the first argument.2
Ž . Ž .  4For the problems 1 , k , k g 3, 4 , we have defined the associated
operators L and N:
L: dom L “ C J , x ‹ x0 , dom L s x g C 2 J : x fulfills k , 4Ž . Ž . Ž .
N : C1 J “ C J , x ‹ yf ?, x ? , x9 ? ,Ž . Ž . Ž . Ž .Ž .
Ž . Ž .and for the problem 1 , 5 we have defined
L: C 2 J “ C J = R2 , x ‹ x0 , 0, 0 ,Ž . Ž . Ž .
N : C1 J “ C J = R2 ,Ž . Ž .
x ‹ yf ?, x ? , x9 ? , g x a , x9 a , g x b , x9 b .Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž . Ž .Ž .1 2
Ž . Ž .  4The problems 1 , k , k g 3, 4, 5 , can be written in the form of the
operator equation
L q N x s 0. 6Ž . Ž .
w x w xFor more details see 4, 8, 10 . In 11 we have proved for the degree d ofL
the operator L q N the following results:
 4 Ž . Ž .THEOREM 1.1. Suppose k g 3, 4, 5 . Let 2 be fulfilled, 6 be the
Ž . Ž .operator equation corresponding to the problem 1 , k , and let s , s be1 2
Ž . Ž .strict lower and upper solutions of 1 , k with
s t - s t for all t g J .Ž . Ž .1 2
Then
d L q N , V s 1,Ž .L 1
where
1V s x g C J : s t - x - s t , x9 t - c for all t g JŽ . Ž . Ž . Ž . 41 1 2
Ž .Ž .  4 Ž .Ž .with c G 2 M q r q 1 b y a for k g 3, 4 and c G 2 M q r q 1 b y a
Ž . Ž . 5 5 5 5q 2 r q 1 r b y a for k s 5, r s s q s .max max1 2
Theorem 1.1 concerns the case of well-ordered s , s . The case of1 2
s , s ordered in the opposite way is described in Theorem 1.2.1 2
 4 Ž . Ž .THEOREM 1.2. Suppose k g 3, 4, 5 . Let 2 be fulfilled; 6 be the
Ž . Ž .operator equation corresponding to the problem 1 , k ; and s , s be strict1 2
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Ž . Ž .lower and upper solutions of 1 , k satisfying
s t - s t for all t g J .Ž . Ž .2 1
Then
d L q N , V s y1,Ž .L 2
where
1 5 5 5 5V s x g C J : x - A , x9Ž . max max2
- B , ’ t g J : s t - x t - s t ,Ž . Ž . Ž . 4x 2 x x 1 x
Ž . 5 5 5 5 Ž .2  4with B G 2 b y a M, A G s q s q 2 b y a M for k g 3, 4 ,max max1 2
Ž . 5 X 5 5 5 5 5 Ž .and B G 2 b y a M q s , A G s q s q b y a B for kmax max max2 1 2
s 5.
Here, we extend the results of Theorems 1.1 and 1.2 onto differential
equations with an unbounded right-hand side f. For the whole paper we
 4 Ž .suppose that k g 3, 4, 5 ; that 6 is the operator equation corresponding
Ž . Ž .to the problem 1 , k ; and that s , s are strict lower and upper1 2
Ž . Ž .solutions of 1 , k .
In the mathematical literature there are many existence results via the
lower and upper solutions method. We should mention the papers by H. B.
w x Ž .Thompson 14, 15 , where the existence of solutions to the equation 1
with fully nonlinear two-point boundary conditions has been established
and many references and further information can be found. The boundary
Ž . Ž . Ž . wconditions 3 , 4 , and 5 in our paper are a specification of those in 14,
x15 . However, thanks to their special properties we need only one-sided
growth restrictions for f instead of the two-sided ones which are required
w x w xin 14, 15 . Moreover, the crucial assumption in 14, 15 is the existence of
a lower solution s and an upper solution s which are well ordered, i.e.,1 2
s F s . But we consider also the opposite order s - s . Our theorems1 2 2 1
on multiplicity results from Section 4 combine both types of ordering of
lower and upper solutions and so they cannot be obtained by the approach
w xpresented in 14, 15 . For other results concerning nonordered or reverse-
wordered lower and upper solutions we refer the reader to the papers 2, 5,
x6, 9 . In the literature we can find multiplicity results reached via proper
modifications of the Leggett]Williams fixed point theorem. In this way the
existence of three positive solutions of the autonomous differential equa-
w xtion with the Dirichlet boundary conditions has been proved in 1 . It
should be interesting to apply this method to the nonautonomous differen-
Ž . Ž . Ž . Ž .tial equation 1 with the boundary condition 3 , 4 , or 5 and to compare
the results obtained with our results in Section 4.
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2. NAGUMO]KNOBLOCH]SCHMITT CONDITIONS
Using the method of a priori estimates, we can replace the condition
Ž .regarding 2 in Theorem 1.1 with the Nagumo]Knobloch]Schmitt condi-
tion with bounding functions w , w ,1 2
’w , w g C1 K : w t , s t F s X t , w t , s t G s X t ,Ž . Ž . Ž . Ž . Ž .Ž . Ž .1 2 1 i i 2 i i
›w t , x ›w t , xŽ . Ž .1 1
f t , x , w t , x - q w t , x ,Ž . Ž .Ž 1 1› t › x
›w t , x ›w t , xŽ . Ž .2 2
f t , x , w t , x ) q w t , x ,Ž . Ž .Ž 2 2› t › x
 4 Ž . w Ž . Ž .xfor i g 1, 2 and for all t, x g K s J = s t , s t .1 2
Ž .THEOREM 2.1. Let 7 be fulfilled and let
s t - s t for all t g J .Ž . Ž .1 2
Further, suppose that for k s 3,
i
w b , x y w a, x y1 G 0; 8Ž . Ž . Ž . Ž .Ž .i i
for k s 4,
iXw b , x y s b y1 ) 0; 9Ž . Ž . Ž . Ž .Ž .i i
and for k s 5,
ig x , w b , x y1 ) 0, 10Ž . Ž . Ž .Ž .2 i
w Ž . Ž .xwith i s 1, 2, x g s t , s t .1 2
Then
d L q N , V s 1,Ž .L 3
where
V s x g C1 J : s t - x t - s t ,Ž . Ž . Ž . Ž .3 1 2
w t , x - x9 t - w t , x on K .Ž . Ž . Ž . 41 2
Proof. Put
¡s t for x ) s tŽ . Ž .2 2~x for s t F x F s tŽ . Ž .s t , x sŽ . 1 2¢s t for x - s t ,Ž . Ž .1 1
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¡w t , x for y ) w t , xŽ . Ž .2 2~y for w t , x F y F w t , xŽ . Ž .w t , x , y sŽ . 1 2¢w t , x for y - w t , x ,Ž . Ž .1 1
f * t , x , y s f t , s t , x , w t , x , y ,Ž . Ž . Ž .Ž .
and consider the auxiliary equation
x0 s f * t , x , x9 . 11Ž . Ž .
Ž .  < Ž . < Ž .We can see that f * satisfies 2 with M ) max f t, x, y : t, x, y g J =
w Ž . Ž .x w Ž . Ž .x4s t , s t = w t, x , w t, x and s , s being the strict lower and1 2 1 2 1 2
Ž . Ž .  4upper solutions for the problem 11 , k , k g 3, 4, 5 . Let us define the
set
1V s x g C J : s t - x - s t , x9 t - c for all t g J ,Ž . Ž . Ž . Ž . 41 2
where
 4c G 2 M q r q 1 b y a for k g 3, 4 ,Ž . Ž .
c G 2 M q r q 1 b y a q 2 r q 1 r b y a for k s 5,Ž . Ž . Ž . Ž .
and
5 5 5 5r s s q s .max max1 2
 4Further, for k g 3, 4 we put
N*: C1 J “ C J , x ‹ yf * ?, x ? , x9 ? ,Ž . Ž . Ž . Ž .Ž .
and for k s 5 we put
N*: C1 J “ C J = R2 ,Ž . Ž .
x ‹ yf * ?, x ? , x9 ? , g x a , x9 a , g x b , x9 b .Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž . Ž .Ž .1 2
Then, by Theorem 1.1,
d L q N*, V s 1. 12Ž . Ž .L
Ž . Ž .  4Let us prove that for any solution u of the problem 11 , k , k g 3, 4, 5 ,
Ž . Ž . Ž .the implication u g V « u g V holds. Put z t s u9 t y w t, u and3 2 2
Ž . Ž . Ž .  4z t s w t, u y u9 t and suppose that there exists i g 1, 2 and t g J1 1 0
such that
max z t : t g J s z t G 0. 4Ž . Ž .i i 0
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XŽ . w . Ž . XŽ .Then z t F 0 for t g a, b . On the other hand, by 7 , z t ) 0, ai 0 0 i 0
Ž . Ž .contradiction. Now, suppose that t s b. For k s 3, we have u9 b s u9 a0
Ž . Ž Ž Ž .. Ž Ž ...Ž . i Ž . Ž .and, by 8 , w b, u b y w a, u a y1 G 0, thus z b s u9 b yi i 2
Ž Ž .. Ž . Ž Ž .. Ž . Ž . Ž Ž .. Ž .w b, u b F u9 a y w a, u a s z a , and z b s w b, u b y u9 b2 2 2 1 1
Ž Ž .. Ž . Ž . Ž . Ž .F w a, u a y u9 a F z a . So z b s z a and we can put t s a. For1 1 i i 0
Ž . Ž . XŽ . XŽ . XŽ .k s 4 we have u9 a s u9 b s 0 and s a G 0, s b F 0, s a F 0,1 1 2
XŽ . Ž . Ž Ž .. XŽ . Ž Ž .. XŽ .s b G 0, thus, by 9 , w b, u b - s b F 0, w b, u b ) s b G 0,2 1 1 2 2
Ž . Ž .and z b - 0, z b - 0, which is a contradiction. For k s 5, according to2 1
Ž . Ž Ž . Ž .. Ž Ž . Ž Ž ..10 , we have g u b , u9 b G g u b , w b, u b ) 0 if i s 2, and2 2 2
Ž Ž . Ž .. Ž Ž . Ž Ž ..g u b , u9 b F g u b , w b, u b - 0 if i s 1. In both cases we get a2 2 1
contradiction. Therefore
w t , u t - u9 t - w t , u t on KŽ . Ž . Ž .Ž . Ž .1 2
Ž .and thus u g V . By the excision property of the degree we get from 123
d L q N*, V s 1,Ž .L 3
and since N s N* on V Theorem 2.1 is proved.3
For the constant functions s , s , w , w Theorem 2.1 implies1 2 1 2
COROLLARY 2.2. Suppose that there exist real numbers r - r , c - 0 -1 2 1
c , such that2
f t , r , 0 - 0, f t , r , 0 ) 0, 13Ž . Ž . Ž .1 2
f t , x , c - 0, f t , x , c ) 0, 14Ž . Ž . Ž .1 2
Ž . w xfor all t, x g J = r , r .1 2
w xIf k s 5 we suppose moreo¤er that for x g r , r ,1 2
ig x , c y1 ) 0, i s 1, 2, 15Ž . Ž . Ž .2 i
g r , 0 G 0, g r , 0 F 0, 16Ž . Ž . Ž .1 1 1 2
g r , 0 F 0, g r , 0 G 0.Ž . Ž .2 1 2 2
Then
d L q N , V s 1,Ž .L 4
where
V s x g C1 J : r - x t - r , c - x9 t - c , ; t g J .Ž . Ž . Ž . 44 1 2 1 2
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Now, let us consider the special case of bounding functions depending
on t only.
’b , b g C1 J : b t F s X t , b t G s X t ,Ž . Ž . Ž . Ž . Ž .1 2 1 i 2 i
f t , x , b t - b X t , f t , x , b t ) b X t , 17Ž . Ž . Ž . Ž . Ž .Ž . Ž .1 1 2 2
Ž . w x  Ž . 4 b Ž .for all t, x g J = s , s , where s s min s t : t g J y H g t dt, s s2 1 2 2 a 1
 Ž . 4 b Ž . Ž .  < Ž . < < Ž . <4max s t : t g J q H g t dt, g t s max b t , b t .1 a 1 2
Ž .THEOREM 2.3. Let 17 be fulfilled and let
s t - s t for all t g J .Ž . Ž .2 1
Further suppose that for k s 3
i
b b y b a y1 G 0, 18Ž . Ž . Ž . Ž .Ž .i i
for k s 4
iXb b y s b y1 ) 0, 19Ž . Ž . Ž . Ž .Ž .i i
and for k s 5
ig x , b b y1 ) 0, 20Ž . Ž . Ž .Ž .2 i
 4 w xwith i g 1, 2 , x g s , s .2 1
Then
d L q N , V s y1,Ž .L 5
where
V s x g C1 J : s - x t - s , b t - x9 t - b t for all t g J ,Ž . Ž . Ž . Ž . Ž .5 2 1 1 2
’ t g J : s t - x t - s t .Ž . Ž . Ž . 4x 2 x x 1 x
Proof. Put
s for x ) s¡ 1 1~x for s F x F sr x sŽ . 2 1¢s for x - s ,2 2
¡b t for y ) b tŽ . Ž .2 2~y for b t F y F b tŽ . Ž .b t , y sŽ . 1 2¢b t for y - b t ,Ž . Ž .1 1
f * t , x , y s f t , r x , b t , y ,Ž . Ž . Ž .Ž .
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Ž . Ž .and consider the equation 11 . We can see that f * satisfies 2 with
 < Ž . < Ž . w x w Ž . Ž .x4M ) max f t, x, y : t, x, y g J = s , s = b t , b t and s , s2 1 1 2 1 2
Ž . Ž .  4are strict lower and upper solutions for the problem 11 , k , k g 3, 4, 5 .
Let us define the set
1 5 5 5 X 5V s x g C J : x - A , x - B ,Ž . max max
’ t g J : s t - x t - s tŽ . Ž . Ž . 4x 2 x x 1 x
Ž . 5 5 5 5 5 5 Ž .with B s 2 b y a M q g , A s s q s q b y a B formax max max1 2
Ž . 5 5 5 X 5 5 5k s 3, 4; and B s 2 b y a M q g q s , A s s qmax max max2 1
5 5 Ž .s q b y a B for k s 5.max2
Further, we define the operator N* as in the proof of Theorem 2.1, and
using Theorem 1.2 we get
d L q N*, V s y1.Ž .L
Ž . Ž .We can follow the proof of Theorem 2.1, and using 17 ] 20 we prove that
Ž . Ž .  4for any solution u of 11 , k , k g 3, 4, 5 ,
u g V « b t - u9 t - b t , for all t g J .Ž . Ž . Ž .1 2
Integrating the last inequality we get
s - u t - s for all t g J ,Ž .2 1
i.e., u g V . By the excision property of the degree we get5
d L q N*, V s y1,Ž .L 5
and since N s N* on V Theorem 2.3 is proved.5
COROLLARY 2.4. Suppose that there exist real numbers r ) r , c - 0 -1 2 1
Ž . Ž . Ž . w Žc , such that 13 and 14 are satisfied for all t, x g J = r q c b y2 2 1
. Ž .x Ž . Ž .a , r q c b y a . If k s 5, we suppose that 15 , 16 are satisfied for1 2
w Ž . Ž .xx g r q c b y a , r q c b y a .2 1 1 2
Then
d L q N , V s y1,Ž .L 6
where
V s x g C1 J : r q c b y a - x t - r q c b y a ,Ž . Ž . Ž . Ž .6 2 1 1 2
=c - x9 t - c , ; t g J , ’ t g J : r - x t - r .Ž . Ž . 41 2 x 2 x 1
IRENA RACHUNKOVA˚ ´454
Ž .EXAMPLE. Suppose f , f , f g C J , k, m g N. The function1 2 3
f t , x , y s f t x 2 kq1 q f t y2 mq1 q f tŽ . Ž . Ž . Ž .1 2 3
satisfies the conditions of Corollary 2.2 if f , f ) 0 on J; and it satisfies1 2
the conditions of Corollary 2.4 if f - 0, f ) 0 on J and either m ) k or1 2
Ž . 5 5 Ž .2 kq1m s k, f t ) f b y a for all t g J.max2 1
3. ONE-SIDED GROWTH CONDITIONS
Ž .Other types of conditions which can be used instead of 2 in Theorems
1.1 and 1.2 are the one-sided growth conditions which were used by
w xKiguradze 7 in some existence theorems.
Ž .1. THE ONE-SIDED BERNSTEIN]NAGUMO CONDITION. ’v g C R , vq
‘Ž Ž ..positive, H dsrv s s ‘, and0
< < < <f t , x , y F v y ? 1 q y ; t , x g J = s t , s t = R. 21Ž . Ž . Ž . Ž . Ž .Ž . Ž . 1 2
Ž .2. THE ONE-SIDED LINEAR GROWTH CONDITION. ’a , a g 0, ‘ , r1 2
Ž .g C J = R , non-negative and non-decreasing, in the second argument,
such that
< < < < < < < < 2f t , x , y F a x q a y q r t , x q y ; t , x , y g J = R , 22Ž . Ž . Ž .Ž .1 2
where
2a b y a q a b y a - 1 23Ž . Ž . Ž .1 2
and
1 b
lim r t , z dt s 0.Ž .Hzz“‘ a
Ž . Ž .Note. Let us remember that if f satisfies 22 it satisfies 21 as well.
First, we will prove the lemmas on a priori estimates for solutions of the
Ž . Ž .  4problems 1 , k , k g 3, 4, 5 .
LEMMA 3.1. Suppose
s t - s t for all t g J .Ž . Ž .1 2
Ž .Let 21 be satisfied. If k s 5, suppose moreo¤er
lim g r , y ) 0, lim g r , y - 0, 24Ž . Ž . Ž .1 2 2 2
y“‘ y“y‘
 Ž . 4  Ž . 4r s min s t : t g J , r s max s t : t g J .1 1 2 2
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Ž .Then there exists m* g 0, ‘ such that for any solution u of the problem
Ž . Ž .1 , k , the implication
5 5s t - u t - s t on J « u9 - m* 25Ž . Ž . Ž . Ž .max1 2
is ¤alid.
Ž . Ž .Proof. Let u be a solution of 1 , k and let
s t - u t - s t for all t g J . 26Ž . Ž . Ž . Ž .1 2
5 5 5 5  < Ž . < 4Let us put r s s q s , m s max u9 t : t g J . The conditionmax max1 2
Ž .21 implies that
u0 F v u9 t 1 q u9 t , ; t g J . 27Ž . Ž . Ž .Ž . Ž .
Ž . Ž .1. Let k s 3. Then we can find t g a, b such that u9 t s 0.0 0
Ž . Ž .From 21 it follows that there exist m , m* g 1, ‘ , m - m*, such that1 1
m ds dsm*1
s K ) 2 r , ) K q 2 r . 28Ž .H H
v s v sŽ . Ž .1 1
Ž . Ž xa Suppose that there exists t g t , b such that1 0
w xmax u9 t : t g t , b s u9 t s c ) 1. 4Ž . Ž .0 1 1
Ž .Then we can find a g t , t such that1 0 1
xu9 a s 1 and u9 t ) 1 ; t g a , t .Ž . Ž . Ž1 1 1
Ž .Integrating 27 from a to t we get1 1
u0 t dtŽ .t t1 1F 2 u9 t dt ,Ž .H H
v u9 tŽ .Ž .a a1 1
thus
c ds1
F 2 r ,H
v sŽ .1
Ž . w x Ž .which gives c - m . Therefore u9 t - m for all t g t , b , u9 a - m .1 1 1 0 1
w .Further suppose that there exists t g a, t such that2 0
w xmax u9 t : t g a, t s u9 t s c ) m . 4Ž . Ž .0 2 2 1
w .Then we can find a g a, t such that2 2
xu9 a s m and u9 t ) m for all t g a , t .Ž . Ž . Ž2 1 1 2 2
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Ž .Integrating 27 from a to t we get2 2
c ds2
F K q 2 r ,H
v sŽ .1
which gives c - m*. Thus we have proven2
u9 t - m* for all t g J . 29Ž . Ž .
Ž .b Now, we will estimate u9 from below. Suppose that there exists
w .t g a, t such that3 0
w xmin u9 t : t g a, t s u9 t s yc - y1. 4Ž . Ž .0 3 3
Ž . Ž . Ž .If we put ¤ 9 t s yu9 t , we can prove as in a that c - m , i.e.3 1
Ž . w x Ž .u9 t ) ym on a, t , u9 b ) ym . Supposing that1 0 1
w xmin u9 t : t g t , b s u9 t s yc - ym , 4Ž . Ž .0 4 4 1
Ž .we can also use for ¤ 9 s yu9 the same argument as in a and get
c - m*, i.e.,4
ym* - u9 t for all t g J . 30Ž . Ž .
Ž . Ž .2. Let k s 4. From 21 it follows that there exists m* g 1, ‘ such
that
dsm*
) 2 r . 31Ž .H
v sŽ .1
Now, we can use the same considerations as for the periodic problem
Ž . Ž . w x w x1 , 3 , but instead of proving the estimate on t , b and then on a, t in0 0
Ž . w x w x Ž .step a , and on a, t and then on t , b in step b , we can put t s a in0 0 0
Ž . Ž . Ž . Ž .step a and get 29 and then put t s b in step b and get 30 .0
Ž . Ž .3. Let k s 5. Then 24 guarantees the existence of g g 1, ‘ such
Ž . Ž . Ž .that for any solution x of 1 , 5 satisfying 26 ,
x9 a - g , x9 b ) yg . 32Ž . Ž . Ž .
 4‘ Ž . Ž .Otherwise, we could find a sequence of solutions x of 1 , 5 satisfyingn 1
Ž . X Ž . X Ž .26 with x a “ ‘ or x b “ y‘ for n “ ‘. So, there exists n g Nn n 0
Ž Ž . X Ž .. Ž Ž . X Ž ..such that g x a , x a ) 0 or g x b , x b - 0, a contradiction.1 n n 2 n n0 0 0 0
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Ž . Ž .Further, from 21 it follows that there exists m* g g , ‘ such that
gds dsm*
) 2 r q . 33Ž .H H
v s v sŽ . Ž .1 1
Ž . Ž . Ž .Then we can argue as for k s 4, and using 33 we get 29 in step a , and
Ž . Ž .30 in step b .
Ž .LEMMA 3.2. Let r , r g R, r - r , and let 22 be satisfied. If k s 5,1 2 1 2
suppose moreo¤er that
lim g x , y ) 0, lim g x , y - 0, 34Ž . Ž . Ž .1 2
y“‘ y“y‘
uniformly for x g R .q
Ž .Then there exists n* g 0, ‘ such that for any solution u of the problem
Ž . Ž .1 , k , the implication
5 5’ t g J : r - u t - r « u9 - n* 35Ž . Ž .maxu 1 u 2
is ¤alid.
Ž . Ž .  4Proof. Let x be a solution of 1 , k , k g 3, 4, 5 , and let there exist a
Ž . < < < <  < Ž . <t g J such that r - u t - r . Let us put r s r q r , m s max x9 t :x 1 x 2 1 2
4 Ž .t g J . The condition 22 implies that
< < < <x0 t F a x t q a x9 t q r t , x q x9 ; t g J . 36Ž . Ž . Ž . Ž . Ž .1 2
< Ž . < Ž .1. Let k s 3. We have x t F m b y a q r for all t g J and we
Ž . Ž .can find t g a, b such that x9 t s 0.0 0
Ž . Ž . Ž xa Integrating 36 from t to t g t , b , we get0 0
w xx9 t F A m , t , b ; t g t , b and x9 a F A m , t , b , 37Ž . Ž . Ž . Ž . Ž .0 0 0
where
A m , t , b s a m b y a q r b y t q a m b y tŽ . Ž . Ž . Ž .0 1 0 2 0
b
q r s, m b y a q 1 q r ds.Ž .Ž .H
t0
Ž . Ž x Ž .Integrating 36 from a to t g a, t and using 37 , we get0
w xx9 t F A m , t , b q A m , a, t s A m , a, b ; t g a, t .Ž . Ž . Ž . Ž .0 0 0
Thus
x9 t F A m , a, b for all t g J . 38Ž . Ž . Ž .
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Ž . Ž . w .b Now, let us integrate 36 from t g a, t to t :0 0
w xyx9 t F A m , a, t ; t g a, t and yx9 b F A m , a.t .Ž . Ž . Ž . Ž .0 0 0
39Ž .
Ž . Ž . w .Finally, using 39 and integrating 36 from t g t , b to b, we have0
xyx9 t F A m , a, t q A m , t , b s A m , a, b ; t g t , b .Ž . Ž . Ž . Ž .0 0 0
Therefore
yx9 t F A m , a, b for all t g J . 40Ž . Ž . Ž .
Ž . Ž .Inequalities 38 and 40 give
m F A m , a, b . 41Ž . Ž .
Ž .2. Let k s 4. Then we can put t s a in step a and t s b in step0 0
Ž . Ž .b and get 41 .
3. Let k s 5. We can show as in the proof of Lemma 3.1, Part 3,
Ž . Ž . Ž .that 32 is valid for any solution x of 1 , 5 . For proving the estimation of
the first derivatives of the solutions we can argue as for k s 4 and get
m F g q A m , a, b . 42Ž . Ž .
Ž .Let us show that there exists a n* g 0, ‘ such that
max x9 t : t g J s m - n* 4Ž .
Ž . Ž .  4for any solution x of the problem 1 , k , k g 3, 4, 5 . Suppose that such a
 4‘constant n* does not exist. Then we can find a sequence of solutions xn 1
Ž . Ž .  4‘of the problem 1 , k and the associated sequence of m such thatn 1
 4 Ž . Ž .lim m s ‘. If k g 3, 4 we get, according to 41 , m F A m , a, b ,n“‘ n n n
i.e.,
1 21 F A m , a, b s a b y a q a b y aŽ . Ž . Ž .n 1 2mn
1 1 b
q a r b y a q r s, m 1 q b y a q r ds,Ž . Ž .Ž .H1 nm m an n
Ž .and if k s 5 we get from 42
1 1
1 F g q A m , a, b .Ž .nm mn n
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 4Provided m “ ‘ we get for k s 3, 4, 5n
21 F a b y a q a b y a ,Ž . Ž .1 2
Ž . Ž .which contradicts 23 . So the implication 35 is valid and Lemma 3.2 is
proved.
Ž .THEOREM 3.3. Let 21 be fulfilled and let
s t - s t for all t g J .Ž . Ž .1 2
Ž .If k s 5 suppose moreo¤er 24 .
Ž .Then there exists r* g 0, ‘ such that
d L q N , V s 1,Ž .L 6
where
1 5 5V s x g C J : s t - x t - s t ; t g J , x9 - r* .Ž . Ž . Ž . Ž . 4max6 1 2
Proof. Let m* be the constant from Lemma 3.1. Put
5 5 5 5 5 X 5 5 X 5r s s q s , r* s r q max m*, s , s , 4max max max max1 2 1 2
1 for 0 F s F f¡~2 y srf for f - s - 2f ,x s, f sŽ . ¢0 for s G 2f
< < < <f * t , x , y s x x q y , r* f t , x , y ,Ž . Ž .Ž .
 4and define for k g 3, 4
N*: C1 J “ C J , x ‹ yf * ?, x ? , x9 ? ,Ž . Ž . Ž . Ž .Ž .
and for k s 5
N*: C1 J “ C J = R2 ,Ž . Ž .
x ‹ yf * ?, x ? , x9 ? , g x a , x9 a , g x b , x9 b .Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž . Ž .Ž .1 2
The differential equation
x0 s f * t , x , x9 43Ž . Ž .
has also s , s as its strict lower and upper solutions and the function f *1 2
Ž .  < Ž . < < < < < 4satisfies 2 with M s 1 q max f * t, x, y : t g J, x q y F 2 r* . There-
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fore, by Theorem 1.1,
d L q N*, V s 1, 44Ž . Ž .L
where
1V s x g C J : s t - x t - s t , x9 t - c ; t g JŽ . Ž . Ž . Ž . Ž . 41 2
with
2 r q 1Ž .
c s 2 M q r q 1 b y a q q r*.Ž . Ž .
b y a
Ž .We can see that f * fulfills 21 and thus, by Lemma 3.1, the implication
Ž . Ž . Ž .25 is valid. This means that any solution u g V of the problem 43 , k
belongs to V . Thus, by the excision property of the degree6
d L q N*, V s 1,Ž .L 6
and since N* s N on V Theorem 3.3 is proved.6
Ž .THEOREM 3.4. Let 22 be fulfilled and let
s t - s t for all t g J .Ž . Ž .2 1
Ž .If k s 5, suppose moreo¤er 34 .
Ž .Then there exists r* g 0, ‘ such that
d L q N , V s y1,Ž .L 7
where
1 5 5 5 5V s x g C J : x q x9 - r*,Ž . max max7
’ t g J : s t - x t - s t .Ž . Ž . Ž . 4x 2 x x 1 x
 Ž .Proof. Let n* be the constant from Lemma 3.2. Put r s min s t :1 2
4  Ž . 4 Ž . < < < < 5 X 5t g J , r s max s t : t g J , r* s n* 1 q b y a q r q r q s max2 1 1 2 1
5 X 5q s . Now, we can follow the proof of Theorem 3.3, define f * andmax2
Ž .N* in the same way, and using Theorem 1.2 we get 44 , where
1 5 5 5 5V s x g C J : x - A , x9 - B ,Ž . max
’ t g J : s t - x t - s t ,Ž . Ž . Ž . 4x 2 x x 1 x
Ž . 5 5 5 5 Ž .2with B s 2 b y a M q r*, A s s q s q 2 b y a M.max max1 2
Ž .We can see that f * fulfills 22 and thus, using Lemma 3.2, we can finish
the proof similarly to that of Theorem 3.3.
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4. MULTIPLICITY RESULTS
Let us suppose that s , s , and s are strict lower, upper, and lower1 2 3
Ž . Ž .  4solutions of 1 , k , k g 3, 4, 5 . Using Theorems 2.1 and 2.3 we get the
following multiplicity result:
THEOREM 4.1. Suppose that
s t - s t - s t for all t g J 45Ž . Ž . Ž . Ž .1 2 3
Ž . Ž . Ž . Ž .and that 17 and, according to k, the condition 18 or 19 or 20 are
Ž . w Ž . x  Ž . 4fulfilled for all t, x g J = s t , s , where s s max s t : t g J q1 3 3 3
b Ž .H g t dt.a
Ž . Ž .Then 1 , k has at least two different solutions u, ¤ satisfying
s t - u t - s t , s t - ¤ t for all t g J ,Ž . Ž . Ž . Ž . Ž .1 2 1
s t - ¤ t - s t for a t g J . 46Ž . Ž . Ž . Ž .2 ¤ ¤ 3 ¤ ¤
Ž . Ž . Ž . Ž .Proof. Since 17 ] 20 is the special case of 7 ] 10 , the existence of a
solution u lying between s and s follows from Theorem 2.1. The1 2
Ž .existence of the second solution ¤ satisfying 46 follows from Theorem
2.3. The inequality s - ¤ on J can be proved in the same way as for u in1
the proof of Theorem 2.1.
Similarly, by means of Theorem 3.3 and Theorem 3.4 and the fact that
Ž . Ž . Ž . Ž .22 and 34 are the special cases of 21 and 24 , we get:
Ž . Ž .THEOREM 4.2. Let us suppose that 45 and 22 are fulfilled, and for
Ž .k s 5 suppose moreo¤er 34 . Then the assertion of Theorem 4.1 is ¤alid.
Now, let us consider the dual situation, where s is an upper solution of3
Ž . Ž .1 , k .
THEOREM 4.3. Suppose that
s t - s t - s t for all t g J , 47Ž . Ž . Ž . Ž .3 1 2
Ž . Ž . Ž . Ž .and that 17 and, according to k, the condition 18 or 19 or 20 are
Ž . w Ž .x  Ž . 4fulfilled for all t, x g J = b , s t , where b s min s t : t g J y3 2 3 3
b Ž .H g t dt.a
Ž . Ž .Then 1 , k has at least two different solutions u, ¤ satisfying
s t - u t - s t , ¤ t - s t for all t g J ,Ž . Ž . Ž . Ž . Ž .1 2 2
s t - ¤ t - s t for a t g J .Ž . Ž . Ž .3 ¤ ¤ 1 ¤ ¤
Ž . Ž .THEOREM 4.4. Let us suppose that 47 and 22 are fulfilled, and for
Ž .k s 5 suppose moreo¤er 34 . Then the assertion of Theorem 4.3 is ¤alid.
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For constant lower and upper solutions we can generalize the theorems
w xfrom 12 concerning the multiplicity results of the Ambrosetti]Prodi type
for the periodic problem.
 4THEOREM 4.5. Suppose k g 3, 4 . Let n g N, n G 2, c , c , s ,1 2 1
r , . . . , r g R be such that1 nq1
r - r - ??? - r , 48Ž .1 2 nq1
c - 0 - c ,1 2
i  4s y f t , r , 0 y1 ) 0 for all t g J , i g 1, . . . , n , 49Ž . Ž . Ž .Ž .1 i
and
f t , x , c - 0, f t , x , c ) 0 50Ž . Ž . Ž .1 2
Ž . w xfor all t, x g J = r , r* , where1
r for n oddnq1
r* s 51Ž .½ < <r q max c , c b y a for n e¤en. 4 Ž .nq1 1 2
Ž .Then there exist s , s g y‘, s , s F s , such that the problem2 3 1 3 2
x0 q f t , x , x9 s s, k 52Ž . Ž . Ž .
has:
Ž .i at least n different solutions u , i s 1, . . . , n, satisfyingi
 4r - u t - r* for all t g J , i g 1, . . . , n ; 53Ž . Ž .1 i
Ž . ŽŽ . .Ž . Ž .ii at least n q 1 r2 nr2 solutions satisfying 53 for s s s and2
Ž .n odd e¤en ;
Ž . Ž . w .iii pro¤ided s - s at least one solution satisfying 53 for s g s , s ;3 2 3 2
Ž . Ž .iv no solution satisfying 53 for s - s .3
 4 Ž .Proof. Let j g 1, . . . , n q 1 . The condition 49 implies that there
Ž . Ž .exists s - s such that for j odd even r is a strict lower upper solution2 1 j
Ž . Ž x Ž .to 52 for s g s , s . Therefore, by using Theorem 4.1 we get i . For2 1
Ž .s s s at least one of the strict upper solutions r of the problem 522 j
becomes nonstrict and so at least two solutions of this problem can be the
same. In the case where all the upper solutions become nonstrict for
Ž . Ž .s s s , all neighbor pairs of solutions of 52 can be identical. Thus ii is2
Ž . Ž .true. Suppose that x is a solution of 52 satisfying 53 . Put m -
 Ž . Ž . w x w x4min f t, x, y : t, x, y g J = r , r* = c , c . Then, by integrating the1 1 2
Ž . Ž .equation 52 from a to b we get m - s. Thus for s F m the problem 52
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Ž . Ž .has no solution satisfying 53 . Suppose that for some s* g m, s the1
Ž . Ž .problem 52 has a solution u*. Then there exists a solution of 52 for all
w x Ž .s g s*, s because u* is an upper solution, r is a lower solution of 521 1
w x Ž .  Ž .for s g s*, s , and u* t ) r on J. So, we can set s s inf s: s - s , 521 1 3 1
Ž .4 Ž xhas a solution satisfying 53 ; then s g m, s . If s - s , we consider a3 2 3 2
 4 Ž .sequence s ; s , s converging to s and the corresponding sequencen 3 2 3
 4 Ž . 4of solutions u of the problems 52 , s s s . This sequence is equi-n n
1Ž .bounded and equi-continuous in C J , and by the Arzela]Ascoli theorem`
1Ž .we can choose a subsequence converging in the space C J to a solution
Ž . Ž . Ž .of 52 for s s s . Thus iii and iv are valid.3
Similarly, we can prove:
Ž .THEOREM 4.6. If we change the inequality 49 in Theorem 4.5 to the
opposite one, i.e.,
i  4s y f t , r , 0 y1 - 0 for all t g J , i g 1, . . . , n ,Ž . Ž .Ž .1 i
Ž . Ž . w xand suppose that 50 is fulfilled for all t, x g J = s*, r* where r* is gi¤en
Ž . Ž .  < < 4 Ž . Ž .by 51 and s* s r y b y a max c , c , then the assertions i ] iv of1 1 2
Theorem 4.5 remain ¤alid.
Using one-sided growth conditions and Theorems 3.3., 3.4, 4.2, and 4.4,
we get:
 x4THEOREM 4.7. Suppose k g 3, 4 . Let n g N, n ) 2 be odd, and
Ž . Ž . Ž .s , r , . . . , r g R satisfy 48 and 49 . Further, let 21 be fulfilled. Then1 1 nq1
Ž . Ž .there exists r* G r such that i ] iv of Theorem 4.5 are ¤alid.nq1
 4THEOREM 4.8. Suppose k g 3, 4 . Let n g N, n G 2, be e¤en and let
Ž . Ž . Ž .s , r , . . . , r g R satisfy 48 and 49 . Further, let 22 be fulfilled. Then1 1 nq1
Ž . Ž .there exists r* G r such that i ] iv of Theorem 4.5 are ¤alid.nq1
Similar results concerning the existence of two or three solutions of the
w x w xperiodic problem can be found in 3 and 13 also.
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