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Abstract
We work in an ordered Banach space with closed generating positive cone. We show that a pos-
itive compact operator has zero spectral radius or a positive eigenvector with the corresponding
eigenvalue equal to the spectral radius.
§ 1 The Perron-Frobenius Theorem in Rn
(A) Nonnegative Vectors and Matrices
Definition 1.1
• A vector x ∈ Rn is nonnegative, and we write x ≥ 0, if its coordinates are nonnegative. It
is positive, and we write x > 0, if its coordinates are (strictly) positive. Furthermore, a matrix
A ∈ Mnm(R) (not necessarily square) is nonnegative (respectively, positive) if its entries are
nonnegative (respectively, positive); we again write A ≥ 0 (respectively, A > 0). More generally,
we define an order relation x ≤ y whose meaning is y − x ≥ 0.
• Given x ∈ Cn, we let |x| denote the nonnegative vector whose coordinates are the numbers
| xj | Likewise, if A ∈Mn(C), the matrix |A| has entries |aij |.
• Observe that given a matrix and a vector (or two matrices), the triangle inequality implies
|Ax| ≤ |A||x|.
For a systematic study of positive matrices, we can consult the volumes 1 and 2 of Gantmacher
[Gantmacher].
Proposition 1.2
A matrix is nonnegative if and only if x ≥ 0 implies Ax ≥ 0. It is positive if and only if x ≥ 0
and x 6= 0 imply Ax > 0.
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Proof
Let us assume that Ax ≥ 0 (respectively,> 0) for every x ≥ 0 (respectively, ≥ 0 and 6= 0). Then
the ith column A(i) is nonnegative (respectively, positive), since it is the image of the ith vector
of the canonical basis. Hence A ≥ 0 (respectively, > 0).
Conversely, A ≥ 0 and x ≥ 0 imply trivially Ax ≥ 0. If A > 0, x ≥ 0, and x 6= 0, there exists an
index l such that xl > 0. Then (Ax)i =
∑
j
aijxj ≥ ailxl > 0, and hence Ax > 0.
Primitive and irreducible non-negative square matrices
Definition 1.3 (see for example [Sternberg])
• A non-negative matrix square A is called primitive if there is a k such that all the entries of
Ak are positive.
• It is called irreducible if for any i, j there is a k = k(i, j) such that (Ak)ij > 0.
• An n × n matrix A = (aij) is said to be reducible if n ≥ 2 and there exists a permutation
matrix P such that :
tPAP =

 A11 A12
0 A22


where A11 and A12 are square matrices of order at least one. If A is not reducible, then it is said
to be irreducible.
Lemma 1.4
If A is irreducible then I +A is primitive.
Proof
Indeed, the binomial expansion I +A)k = I + kA+
k(k − 1)
2
A2 + ... will eventually have posi-
tive entries in all positions if k large enough.
An important point is the following:
Proposition 1.5
If A ∈Mn(R) is nonnegative and irreducible, then (I +A)
n−1 > 0.
Proof
2
2019
Let x 6= 0 be nonnegative, and define xm = (I +A)mx, which is nonnegative too. Let us denote
by Pm the set of indices of the nonzero components of x
m: P0 is nonempty. Because x
m+1 ≥ xmi ,
one has Pm ⊂ Pm+1. Let us assume that the cardinality |Pm| of Pm is strictly less than n. There
are thus one or more zero components, whose indices form a nonempty subset I, complement of
Pm. Because A is irreducible, there exists some nonzero entry aij, with i ∈ Iand j ∈ Pm. Then
xm+1i ≥ aijx
m
i > 0, which shows that Pm+1 is not equal to Pm, and thus |Pm+ 1| > |Pm|.
By induction, we deduce that |Pm| ≥ minm+ 1, n. Hence |Pn−1| = n, meaning that xn−1 > 0.
We conclude with Proposition 1.2.
(B) The Perron-Frobenius Theorem:Weak Form
Here we denote by σ(A) the spectrum (the set of all eigenvalues) of a (square) matrix A, and by
ρ(A) the spectral radius of A, i.e., the quantity max{| λ |;λ ∈ σ(A)}
Theorem 1.6
Let A ∈ Mn(R) be a nonnegative matrix. Then its spectral radius ρ(A) is an eigenvalue of A
associated with a nonnegative eigenvector.
Proof
Let λ be an eigenvalue of maximal modulus and v an eigenvector, normalized by || v ||1= 1.
Then ρ(A) | v| |= |λv| = |Av| ≤ A|v|.
Let us denote by C the subset of Rn (actually a subset of the unit simplex Kn) defined by the
(in)equalities
∑
i
xi = 1, x ≥ 0, and Ax ≥ ρ(A)x. This is a closed convex set, nonempty, inas-
much as it contains |v|. Finally, it is bounded, because x ∈ C implies 0 ≤ xj ≤ 1 for every j;
thus it is compact.
Let us distinguish two cases.
1 There exists x ∈ C such that Ax = 0. Then ρ(A)x ≤ 0 furnishes ρ(A) = 0. The theorem is
thus proved in this case.
2 For every x ∈ C, Ax = 0. Then let us define on C a continuous map f by
f(x) =
1
|| Ax ||1
Ax.
It is clear that f(x) ≥ 0 and that || f(x) ||1= 1. Finally,
Af(x) =
1
|| Ax ||1
AAx =
1
|| Ax ||1
Aρ(A)x = ρ(A)f(x).
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so that f(C) ⊂ C. Then Brouwer’s theorem (see [Berger et al], p. 217) asserts that a continuous
function from a compact convex subset of Rn into itself has a fixed point.
Thus let y. be a fixed point of f . It is a nonnegative eigenvector, associated with the eigenvalue
r =|| Ay ||1. Because y ∈ C, we have ry = Ay ≥ ρ(A)y and thus r ≥ ρ(A), which implies
r = ρ(A).
Remark 1.7
(i) That proof can be adapted to the case where a real number r and a nonzero vector y are
given satisfying y ≥ 0 and Ay ≥ ry.
Just take for C the set of vectors x such that
∑
i
xi = 1, x ≥ 0, and Ax ≥ rx. We then conclude
that ρ(A) ≥ r.
(ii) In section 2 (the main of this work), we prove that a positive compact operator has either
zero spectral or a positive eigenvector with the corresponding eigenvalue equal to the spectral
radius.
(C) The Perron-Frobenius Theorem: Strong Form
Theorem 1.8
Let A ∈ Mn(R) be a nonnegative irreducible matrix. Then ρ(A) is a simple eigenvalue of A,
associated with a positiveeigenvector. Moreover, ρ(A) > 0.
Proof
For r ≥ 0, we denote by Cr the set of vectors of R
n defined by the conditions
x ≥ 0, || x ||1= 1 and Ax ≥ rx.
Each Cr is a convex compact set. We know that if λ is an eigenvalue associated with an eigen-
vector x of unit norm || x ||1= 1, then | x |∈ C|λ|. In particular, Cρ(A) is nonempty.
Conversely, if Cr is nonempty, then x ∈ Cr, r = r || x ||1≤|| Ax ||1≤ A || x ||1=|| A ||1, and
therfore r ≤|| A ||1.
Furthermore, the map r −→ Cr is non increasing with respect to inclusion, and is “ left continu-
ous” in the following sense. If r > 0, one has Cr =
⋂
s<r
Cr.
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Let us then define R = sup{r; Cr 6= ∅}, so that R ∈ [ρ(A), || A ||1]. The monotonicity with re-
spect to inclusion shows that r < R implies Cr 6= ∅.
If x > 0 and || x ||1= 1, then Ax > 0 because A is nonnegative and irreducible.
Setting r := minj(Ax)j/xj > 0, we have Cr 6= ∅, whence R ≥ r > 0. The set CR, being the
intersection of a totally ordered family of nonempty compacts sets, is nonempty.
Let x ∈ CR be given. the lemma 1.9 below
Lemma 1.9
Let r ≥ 0 and x ≥ 0 such that Ax ≥ rx and Ax 6= rx. Then there exists r′ > r such that Cr′ is
nonempty.
shows that x is an eigenvector of A associated with the eigenvalue R.We observe that this eigen-
value is not less than ρ(A) and infer that ρ(A) = R. Hence ρ(A) is an eigenvalue associated with
the eigenvector x.
The following lemma :
Lemma 1.10
The nonnegative eigenvectors of A are positive. The corresponding eigenvalue is positive too.
ensures that x > 0 and ρ(A) > 0.
The simplicity of the eigenvalue ρ(A) is given in
Lemma 1.11
The eigenvalue ρ(A) is simple.
Finally, we can state the following result:
Lemma 1.12
Let M,B ∈Mn(C) be matrices, with M irreducible and |B| ≤M . Then
ρ(B) ≤ ρ(M).
In the case of equality (ρ(B) = ρ(M)), the following hold:
5
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• |B| = M .
• For every eigenvector x of B associated with an eigenvalue of modulus ρ(M), |x| is an eigen-
vector of M associated with ρ(M).
(D) Proof of Lemmas
Proof of Lemma 1.9
Set y := (In +A)
n−1x. Because A is irreducible and x ≥ 0 is nonzero, one has y > 0. Likewise,
Ay − ry = (In +A)
n−1(Ax− rx) > 0.
Let us define r := minj(Ay)j/yj , which is strictly larger than r. We then have Ay ≥ ry, so that
Cr contains the vector y/ || y ||1.
Proof of Lemma 1.10
Given such a vector x with Ax = λx, we observe that λ ∈ R+. Then x =
1
(1 + λ)n−1
(In +A)
n−1x
and the right-hand side is strictly positive, from Proposition 1.5. Inasmuch as A is irreducible
and nonnegative, we infer Ax = 0. Thus λ = 0; that is, λ > 0.
Proof of Lemma 1.11
Let PA(X) be the characteristic polynomial of A. It is given as the composition of an n-linear
form (the determinant) with polynomial vector-valued functions (the columns of XIn −A). If φ
is p-linear and if V1(X), ..., Vp(X) are polynomial vector-valued functions, then the derivative of
the polynomial P (X) := φ(V1(X), ..., Vp(X)) is given by
P ′(X) = φ(V
′
1 , V2, ..., Vp) + φ(V1, V
′
2 , ..., Vp) + + φ(V1, V2, ..., V
′
p ).
One therefore has
PA(X) = det(e1, a2, ..., an) + det(a1, e2, ..., an) + + det(e1, a2, ..., an−1, en),
where aj is the jth column of XIn −A and {e1, ..., en} is the canonical basis of R
n.
Developing the jth determinant with respect to the jth column, one obtains
P
′
A(X) =
n∑
j=1
PAj (X)
where Aj ∈Mn−1(R) is obtained from A by deleting the jth row and the jth column.
Let us now denote by Bj ∈ Mn(R) the matrix obtained from A by replacing the entries of the
6
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jth row and column by zeroes. This matrix is block-diagonal, the two diagonal blocks being
Aj ∈Mn−1(R) and 0 ∈M1(R). Hence, the eigenvalues of Bj are those of Aj , together with zero,
and therefore ρ(Bj) = ρ(Aj). Furthermore, |Bj | ≤ A, but |Bj | = A because A is irreducible and
Bj is block-diagonal, hence reducible. It follows (Lemma 12) that ρ(Bj) < ρ(A). Hence PAj does
not vanish over [ρ(A),+∞). Because PAj (t) ∼ t
n−1 at infinity, we deduce that PAj (ρ(A)) > 0.
Finally, PA(ρ(A)) is positive and ρ(A) is a simple root.
Proof of Lemma 1.12
In order to establish the inequality, we proceed as above. If λ is an eigenvalue of B, of modu-
lus ρ(B), and if x is a normalized eigenvector, then ρ(B)|x| ≤ |B||x| ≤ M |x|, so that Cρ(B) is
nonempty. Hence ρ(B) ≤ R = ρ(M)
Let us investigate the case of equality. If ρ(B) = ρ(M), then |x| ∈ Cρ(M), and therefore |x| is
an eigenvector: M |x| = ρ(M)|x| = ρ(B)|x| ≤ |B||x|. Hence, (M − |B|)|x| ≤ 0. Because |x| > 0
(from Lemma 10) and M − |B| ≥ 0, this gives |B| = M .
The above results have a long history, in fact In 1907, Perron [Perron1] and [Perron2] gave
proofs of the following famous theorem, which now bears his name, on positive matrices:
Perron Theorem (1907)
Let A be a square positive matrix. Then ρ(A) is a simple eigenvalue of A and there is a corre-
sponding positive eigenvector.
Furthermore, | λ |< ρ(A) for all λ ∈ σ(A), λ 6= ρ(A).
In 1912, Frobenius [Frobenius] extended the Perron theorem to the class of irreducible nonneg-
ative matrices:
Frobenius Theorem (1912)
Let A ≥ 0 be irreducible. Then
(i) ρ(A) is simple eigenvalue of A, and there is a corresponding positive eigenvector.
(ii) If A has m eigenvalues of modulus ρ(A), then they are in the following form ρ(A)e
2ikpi
m ;
k = 0, ....,m − 1.
(iii) The spectrum of A is invariant under a rotation about the origin of the complex plane
by 2pi
m
, i.e., e
2ipi
m σ(A) = σ(A).
(iv) If m > 1 then there exists a permutation matrix P such that :
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tPAP =


0 A12
0 A23
0
. . .
. . . Am−1,m
Am,1 0


where the zero blocks along the diagonal are square.
we refer the reader to the intersting paper of C. Bidard and M. Zerner [Bidard et al] for an
application of the Perron-Frobenus theorem in relative spectral theory and [Alintissar et al]
on some economic models.
A natural extension of the concept of a nonnegative matrix is that of an integral operator with
a nonnegative kernel. The following extension of Perron’s theorem is due to Jentzsch [Jentzsch]:
Jentzsch Theorem (1912)
Let k(., .) be a continuous real function on the unit square with k(s, t) > 0 for all 0 ≤ s, t ≤ 1.
If K : L2[0, 1] −→ L2[0, 1] denotes the integral operator with kernel k defined by setting
(Kf)(s) =
∫ 1
0
k(s, t)f(t)dt, f ∈ L2[0, 1],
then
(i) K has positive spectral radius;
(ii) the spectral radius ρ(K) is a simple eigenvalue, with (strictly) positive eigenvector;
(iii) if λ = ρ(K) is any other eigenvalue of K, then | λ |< ρ(K).
A generalization of Jentzsch theorem is given by Schaefer in his book [Schaefer] as follow:
Schaefer Theorem(1974)
Let (X,T , τ) be a measure space with positive measure τ and Lp(τ) be the set of all measurable
functions on X whose absolute value raised to the p−th power has finite integral.
Let T be an integral bounded operator defined on Lp(τ) by a kernel N ≥ 0.
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We suppose that:
(i) There exists n ∈ N such that n is compact operator.
(ii) For S ∈ T ; τ(S > 0 and τ(X− S) > 0 we have :
∫
X−S
∫
S
N (s, t)dτ(s)dτ(t) > 0
Then the spectral radius r(T ) of integral operator T is simple eigenvalue associated to an eigen-
function f satisfying f(s) > 0 τ -almost everywhere.
An fine study on above theorems is given in an article of Zerner in 1987 [Zerner] in particular
the following result :
Zerner Theorem (1987)
Suppose that A is irreducible and that ρ(A) is a pole of its resolvent. Then ρ(A) is non-zero
and it is a simple pole, any positive eigenvector associated with ρ(A) is quasi-interior and any
positive eigenvector of the transpose A′ of A associated with ρ(A) is a form strictly positive.
If moreover ρ(A) is of finite multiplicity, it is a simple eigenvalue.
Remark 1.13
•We should not be under any illusions about the conclusion “ ρ(A) nonzero ”. In applications, we
do not really see how we could prove that ρ(A) is a pole sarees at the same time that it is non-zero.
• We refer the reader to an original application of Jentzsch Theorem in reggeons field theory
see T. Ando and M. Zerner (1984) in [Ando et al] and A. Intissar and J.K Intissar (2019) in
[Intissar et al]
§ 2 The Perron-Frobenius Theorem in an ordered Banach space with closed gener-
ating positive cone
(A) Introduction and statement of the results
Below we give some abstract properties of ordered relation on a Banach space
Let (E,≤) be an ordered vector space and C is a proper C∩(−C) = {0} convex positive cone in E,
• x ≤ y =⇒ x+ a ≤ y + a
• x ≤ y ⇐⇒ y − x ∈ C
9
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• C + C ⊂ C
• x ≤ y and t ≥ 0 =⇒ tx ≤ ty
• x1 ≤ y1 andx2 ≤ y2 =⇒ x1 + y1 ≤ x2 + y2
• x ∈ C and − x ∈ C =⇒ x = 0
• C , is closed.
Definition 2.1
A real Banach space E equipped with a closed convex proper and generating cone C is called an
ordered Banach space.
By proper is meant that there exists no x 6= 0 in E such that both x and −x belong to C and by
generating that every x ∈ E has a decomposition x = x+−x− where x+ and x− both belong to C
The cone C defines an order relation in E.
A vector in E is called positive (agreement with the French terminology) if it belong to C ,
negative if its opposite is positive.
The elements belonging to the cone C are called positive elements of E
An operator A acting on an ordered Banach space E is said to be positive if it transforms positive
elements into positive elements i.e. A(C) ⊂ C.
In 1948, in an abstract order-theoretic setting, in the important memoir [14] Krein and Rut-
man have partially extended the Perron-Frobenius theorem to a positive compact linear operator
leaving invariant a convex cone in a Banach space.
They obtained the following:
Krein-Rutman Theorem (1948)
(i) Let A be a positive compact linear operator on E. Suppose that A(C) ⊆ C, where C is a closed
generating cone in E. If ρ(A) > 0, then there exists a nonzero vector x ∈ C such that Ax = ρ(A)x.
(ii) Let A be a positive compact linear operator on E. Assume there is a non negative vector x,
a natural number p and a positive real λ such that
10
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Apx ≥ λpx (2.1)
(The inequality x ≤ y means that y − x ∈ C)
Then A has a positive eigenvector associated with an eigenvalue at least equal to λ.
Remember that the spectral radius of an operator is the radius of the smallest closed disk con-
taining its spectrum. In the case of a compact operator, it is either zero or the largest modulus
of its eigenvalues.
This suggest the following result which is the main part of this work:
Theorem 2.2
The spectral radius ρ(A) of a positive compact linear operator A on E is either 0 or an eigenvalue
corresponding to a positive eigenvector.
Proof
We give the proof in several steps.
This section will be devoted to proof of this theorem. But before, we give the following corollary
and remark and two classical theorems from Kato’s book on the structure of spectrum of compact
operator
Corollary 2.3 (monotonicity of the spectral radius)
Let A1 and A2 be two positive compact linear operators on E such that A2 −A1 is positive.
Then the spectral radius of A2 is at least equal to the spectral radius of A1.
Proof
Call r the spectral radius of A1. We may assume r>0, otherwise the conclusion is obvious. By
theorem 2.2, r is an eigenvalue of A1 corresponding to a positive eigenvector u. Then we have
A2u ≥ A1u = ru.
So that by (ii) of Perron Frobenius theorem with p = 1 A2 has an eigenvalue at least equal to r.
Remark 2.4
From now on, A will denote a positive compact linear operator on E with non zero spectral radius.
11
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Multiplying A by a positive factor multiplies its spectral radius by the same factor. So we can
assume the spectral radius of A to be equal to one and we shall do so henceforth.
A simple and well know special case is if we suppose that A have an eigenvalue of the form e
ikpi
n .
Then one is an eigenvalue of A2n.
Let u be an eigenvector associated with this eigenvalue (A2nu = u).
We assume u to be non negative otherwise we would take −u instead. So we can apply (ii) of
Krein-Rutman theorem, obtaining a positive eigenvector of A associated with an eigenvalue at
least equal to one but it cannot be larger.
The spectrum of a compact operator A in E has a simple structure “analogous” to that of an
operator in a finite-dimensional space. This is translated by the following theorem
Theorem 2.5 (Kato theorem III.6.26 p. 185, [Kato])
Let A be a compact operator acting on E. Then
(i) its spectrum σ(A) is a cuntable set with no accumulation point different from zero.
(ii) each nonzero λ ∈ σ(A) is an eigenvalue of A with finite multiplicity, and λ is an eigenvalue
of A′ with same multiplicity.
In this section we will also use the following theorem adapted from theorem III. 6.17 p. 178
[Kato] on the separation of spectrum.
Theorem 2.6 (Kato theorem III.6.17 p. 178, [Kato])
E can to be split into the direct sum of two closed subspaces E′ and E′′, both invariant under
A, with the following properties where A′ and A′′ denote the restriction of A to E′ and E′′
respectively.
(i) All eigenvalues of A′ have modulus one.
(ii) The spectral radius of A′′ is at most equal to r (equal if we have chosen r as small as possible).
Moreover, the eigenvalues of modulus one being isolated and of finite multiplicity, E′ has a finite
dimension.
It follows from above theorem that a crucial step in the proof of theorem 2.2 is that E′ contains
a non zero positive vector.
This will be proved after the following proposition in following step:
12
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(B) Construction of a sequence of nearly eigenvectors
Proposition 2.7
The aim of this proposition is to construct a sequence of vectors wk and a sequence pk with the
following properties:
(α) wk is positive and has norm one.
(β) lim pk = +∞ as k −→ ∞.
(γ) There is a sequence of real numbers λk such that :
(i) lim infλk ≥ 1 as k −→∞.
(ii) lim zk = 0 as k −→∞. by setting zk = λkwk −A
pkwk.
Proof
As a preliminary, we need the following simple consequence of Hahn-Banach . A positive form
on E is a form which is non negative on C :
Lemma 2.8
Let u be any non negative vector. then there is a continuous positive linear form f on E such
that f(u) > 0.
Proof of lemma
−C is a closed convex set and u /∈ (−C). So there is an affine form f1 which is non positive on
(−C) and positive at u ([Bourbaki] ch. 11 § 3 proposition 4)
Let us define f by :
f1(x) = f(x) + f1(0). (2.2)
and check that it has the desired properties.
First f(u) = f1(u)− f1(0) where f1(u) is positive and f1(0) is not, thus f(u) > 0.
Now let x ∈ C and look at f1(tx) = tf(x) + f1(0) which we know to be non positive for all
negative t implying f(x) ≥ 0. The lemma is proved.
13
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Now for technicalities, we may assume that A has an eigenvalue eiθ where θ
pi
is irrational. Let
u+ iv. be a corresponding eigenvector. Here again we may and will assume u non negative and
we write v = v+ − v− with v+ and v− positive.
Let f given by the above lemma, we define an operator B by
B(x) =
f(x)
f(u)
v+ (2.3)
Remark 2.9
Note that B is positive, compact (even of rank one) and maps u on v+.
Now let p be any natural number such that p ∈]0, pi2 [mod 2π then we have :
Ap(u+ iv) = eipθ(u+ iv). (2.4)
Taking the real pats of above equality to get
Apu = cos(pθ)u− sin(pθ)v (2.5)
So that
(Ap + sin(pθ)B)u = cos(pθ)u+ sin(pθ)v−1 ≥ cos(pθ)u (2.6)
We apply the (ii) of Krein-Rutman theorem to the operator Ap + sin(pθ)B, the number p of the
statement of the theorem being here equal to one.
We conclude that there is a positive vector xp of norm one such that:
(Ap + sin(pθ)B)xp = µpxp (2.7)
with
µp ≥ cos(pθ) (2.8)
As
θ
π
is irrational, we can find a strictly increasing sequence (pk) with :
pkθ = ǫk mod. [2π], ǫk > 0 , lim ǫk = 0 as k −→∞ (2.9)
Setting wk = xpk and λk = µpk we check (α) and (β) and we have:
zk = sin(pkθ)Bwk (2.10)
14
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so that
|| zk ||≤ ǫk || B || (2.11)
and by (2.8):
λk ≥ cos(pkθ) (2.12)
where the second member has limit one when k tends to infinity. Then properties (α) to (γ) hold.
In this step, we consider the projecteur P ′ with kernel E′′ and range E′ and let P ′′ = I − P ′
then we will show the following lemma :
Lemma 2.10
limP ′′wk = 0 as k −→ ∞
Proof
By the property (γ) of preceding step, we have λkwk = A
pkwk + zk where λk is bounded from
below and zk converges to zero. So what we have to show is that P
′′Apkwk converges to zero.
Let r′ be a number satisfying r < r′ < 1 (As the non zero eigenvalues of A are isolated , there
is a number r < 1 such that the modulus of any eigenvalue of A is either one or not larger than r).
Notice that
P ′′Apkwk = A
pkP ′′wk = A
′′pkP ′′wk (2.13)
By Gel-fand’s theorem, we know that the spectral radius of A′′ is the limit of || A′′n ||
1
n soi that
we have, for k large enough, the following inequality :
|| A′′pk ||< r′pk (2.14)
Now, putting together (2.13) and (2.14) we get:
|| P ′′Apkwk ||≤ r
′pk || P ′′ || (2.15)
As r′ is smaller than one, this ends the proof of the lemma.
Remark 2.11 (Extracting a convergent subsequence)
(P ′wk) is a bounded sequence in the finite dimensional vector space E
′. We can extract from
it a convergent subsequence and, by above lemma, the corresponding subsequence of the w′ks
15
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converges to the same limit w.
As a limit of the P ′w′ks , w belongs to E
′. As a limit of the w′ks, it is positive and has norm one.
In this last step we will see the situation in E′ in particular we will derive the existence of a
positive eigenvector in E′ by the following Lemma:
Lemma 2.11
Let C be a closed convex cone in finite dimensional vector space F . Assume C to be neither {0}
nor the whole space.
Let T be a linear operator on F which maps C into itself.
Then T has an eigenvector belong to C.
Proof
If T maps some non zero vector of C to 0, we are through. If not, call S the unit sphere of some
euclidian metric on F and C1 the intersection of S and C.
C1 is homeomorphic to closed ball of some space R
k (take for instance the stereographic projec-
tion from some point of S not belong to C ; we get a compact convex set).
The mapping x −→
T (x)
|| T (x) ||
is continuous from C1 into itself. By Brouwer’s therem [Brouwer],
it has a fixed point, and this is an eigenvector of T . The lemma is proved.
Summing up
We have proved the existence of a positive eigenvector in E′. As has already been indicated in
step 2, the corresponding eigenvalue is positive, the eigenvector being positive; it has modulus
one, the eigenvector belong to E′. It must be one, the spectral radius of A.
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