Cosmological constraints from HII starburst galaxy apparent magnitude
  and other cosmological measurements by Cao, Shulei et al.
MNRAS 000, 1–16 (2020) Preprint 27 May 2020 Compiled using MNRAS LATEX style file v3.0
Cosmological constraints from HII starburst galaxy apparent
magnitude and other cosmological measurements
Shulei Cao,1? Joseph Ryan,1† Bharat Ratra1‡
1Department of Physics, Kansas State University, 116 Cardwell Hall, Manhattan, KS 66502, USA
Accepted XXX. Received YYY; in original form ZZZ
ABSTRACT
We use HII starburst galaxy apparent magnitude measurements to constrain cosmological
parameters in six cosmological models. A joint analysis of HII galaxy, quasar angular size,
baryon acoustic oscillations peak length scale, and Hubble parameter measurements result
in relatively model-independent and restrictive estimates of the current values of the non-
relativistic matter density parameter Ωm0 and the Hubble constant H0. These estimates favor
a 2.0σ to 3.4σ (depending on cosmological model) lower H0 than what is measured from the
local expansion rate. The combined data are consistent with dark energy being a cosmological
constant and with flat spatial hypersurfaces, but do not strongly rule out mild dark energy
dynamics or slightly non-flat spatial geometries.
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1 INTRODUCTION
The accelerated expansion of the current universe is now well-
established observationally and is usually credited to a dark en-
ergy whose origins remain murky (see e.g. Ratra & Vogeley 2008;
Martin 2012; Coley & Ellis 2020). The standard ΛCDM model of
cosmology (Peebles 1984) describes a universe with flat spatial hy-
persurfaces predominantly filled with dark energy in the form of
a cosmological constant Λ and cold dark matter (CDM) together
comprising ∼ 95% of the total energy budget. While spatially-flat
ΛCDM is mostly consistent with cosmological observations (see
e.g. Alam et al. 2017; Farooq et al. 2017; Scolnic et al. 2018;
Planck Collaboration 2018), there are indications of some (mild)
discrepances between standard ΛCDM model predictions and cos-
mological measurements. In addition, the quality and quantity of
cosmological data continue to grow, making it possible to consider
and constrain additional cosmological parameters beyond those that
characterize the standard ΛCDM model.
Given the uncertainty surrounding the origin of the cosmologi-
cal constant, many workers have investigated the possibility that the
cosmological “constant” is not really constant, but rather evolves
in time, either by positing an equation of state parameter w , −1
(thereby introducing a redshift dependence into the dark energy
density) or by replacing the constant Λ in the Einstein-Hilbert ac-
tion with a dynamical scalar field φ (Peebles & Ratra 1988; Ratra
& Peebles 1988). Non-flat spatial geometry also introduces a time-
dependent source term in the Friedmann equations. In this paper we
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study the standard spatially-flatΛCDMmodel as well as dynamical
dark energy and spatially non-flat extensions of this model.
One major goal of this paper is to use measurements of the
redshift, apparent luminosity, and gas velocity dispersion of HII
starburst galaxies to constrain cosmological parameters.1 An HII
starburst galaxy (hereinafter “HIIG”) is one that contains a large
HII region, an emission nebula sourced by the UV radiation from
an O- or B-type star. There is a correlation between the measured
luminosity (L) and the inferred velocity dispersion (σ) of the ionized
gases within these HIIG, referred to as the L-σ relation (see Sec.
2) which has been shown to be a useful cosmological tracer (see
Melnick et al. 2000; Siegel et al. 2005; Plionis et al. 2011; Chávez
et al. 2012, 2014, 2016; Terlevich et al. 2015; González-Morán
et al. 2019, and references therein). This relation has been used to
constrain the Hubble constant H0 (Chávez et al. 2012; Fernández
Arenas et al. 2018), and it can also be used to put constraints on the
dark energy equation of state parameter w (Terlevich et al. 2015;
Chávez et al. 2016; González-Morán et al. 2019).
HIIG data reach to redshift z ∼ 2.4, a little beyond that of
the highest redshift baryon acoustic oscillation (BAO) data which
reach to z ∼ 2.3. HIIG data are among a handful of cosmological
observations that probe the largely unexplored part of redshift space
from z ∼ 2 to z ∼ 1100. Other data that probe this region include
quasar angular size measurements that reach to z ∼ 2.7 (Gurvits
et al. 1999;Chen&Ratra 2003;Cao et al. 2017;Ryan et al. 2019, and
references therein), quasar flux measurements that reach to z ∼ 5
1 For early attempts see Siegel et al. (2005), Plionis et al. (2009, 2010,
2011) and Mania & Ratra (2012). For more recent discussions see Chávez
et al. (2016), Wei et al. (2016), Yennapureddy & Melia (2017), Zheng et al.
(2019), Ruan et al. (2019), González-Morán et al. (2019), Wan et al. (2019),
and Wu et al. (2020).
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(Risaliti & Lusso 2015, 2019; Yang et al. 2019; Khadka & Ratra
2020a,b; Zheng et al. 2020, and references therein), and gamma ray
burst data that reach to z ∼ 8 (Lamb & Reichart 2000; Samushia &
Ratra 2010; Demianski et al. 2019, and references therein). In this
paper we also use quasar angular size measurements (hereinafter
“QSO”) to constrain cosmological model parameters.
While HIIG and QSO data probe the largely unexplored
z ∼ 2.3–2.7 part of the universe, current HIIG and QSO mea-
surements provide relatively weaker constraints on cosmological
parameters than those provided bymorewidely usedmeasurements,
such as BAO peak length scale observations or Hubble parameter
(hereinafter “H(z)”) observations (with these latter data being at
lower redshift but of better quality than HIIG or QSO data). How-
ever, we find that the HIIG and QSO constraints are consistent with
those that follow from BAO and H(z) data, and so we use all four
sets of data together to constrain cosmological parameters. We find
that the HIIG and QSO data tighten parameter constraints relative
to the H(z) + BAO only case.
Using six different cosmological models to constrain cosmo-
logical parameters allows us to determine which of our results are
less model-dependent. In all models, the HIIG data favor those parts
of cosmological parameter space for which the current cosmolog-
ical expansion is accelerating.2 The joint analysis of the HIIG,
QSO, BAO and H(z) data results in relatively model-independent
and fairly tight determination of the Hubble constant H0 and the
current non-relativistic matter density parameter Ωm0 .3 Depend-
ing on the model, Ωm0 ranges from a low of 0.309+0.015−0.014 to a
high of 0.319 ± 0.013, being consistent with most other estimates
of this parameter (unless indicated otherwise, uncertainties given
in this paper are ±1σ). The best-fit values of H0, ranging from
68.18+0.97−0.75 km s
−1 Mpc−1to 69.90±1.48 km s−1 Mpc−1, are, from
the quadrature sum of the error bars, 2.01σ to 3.40σ lower than the
local H0 = 74.03± 1.42 km s−1 Mpc−1measurement of Riess et al.
(2019) and only 0.06σ to 0.60σ higher than the median statistics
H0 = 68 ± 2.8 km s−1 Mpc−1estimate of Chen & Ratra (2011a).
These combined measurements are consistent with the spatially-flat
ΛCDMmodel, but also do not strongly disallow somemild dark en-
ergy dynamics, as well as a little non-zero spatial curvature energy
density.
This paper is organized as follows. In Sec. 2 we introduce the
data we use. Section 3 describes the models we analyze, with a
description of our analysis method in Sec. 4. Our results are in Sec.
5, and we provide our conclusions in Sec. 6.
2 DATA
We use a combination of H(z), BAO, QSO, and HIIG data to obtain
constraints on our cosmological models. The H(z) data, spanning
the redshift range 0.070 ≤ z ≤ 1.965, are identical to the H(z) data
used in Ryan et al. (2018, 2019) and compiled in Table 2 of Ryan
et al. (2018); see that paper for description. The QSO data compiled
by Cao et al. (2017) (listed in Table 1 of that paper) and spanning the
redshift range 0.462 ≤ z ≤ 2.73, are identical to that used in Ryan
2 This result could weaken, however, as the HIIG data constraint contours
could broaden when HIIG data systematic uncertainties are fully accounted
for. We do not incorporate any (as yet unknown) HIIG systematic uncertain-
ties into our analysis; see below.
3 The BAO and H(z) data play a more significant role than do the HIIG
and QSO data in setting these and other limits, but the HIIG and QSO data
tighten the BAO + H(z) constraints.
Table 1. BAO data.
z Measurementa Value Ref.
0.38 DM
(
rs,fid/rs
)
1512.39 Alam et al. (2017)b
0.38 H(z) (rs/rs,fid) 81.2087 Alam et al. (2017)b
0.51 DM
(
rs,fid/rs
)
1975.22 Alam et al. (2017)b
0.51 H(z) (rs/rs,fid) 90.9029 Alam et al. (2017)b
0.61 DM
(
rs,fid/rs
)
2306.68 Alam et al. (2017)b
0.61 H(z) (rs/rs,fid) 98.9647 Alam et al. (2017)b
0.122 DV
(
rs,fid/rs
)
539 ± 17 Carter et al. (2018)
0.81 DA/rs 10.75 ± 0.43 DES Collaboration (2019b)
1.52 DV
(
rs,fid/rs
)
3843 ± 147 Ata et al. (2018)
2.34 DH /rs 8.86 de Sainte Agathe et al. (2019)c
2.34 DM /rs 37.41 de Sainte Agathe et al. (2019)c
a DM
(
rs,fid/rs
)
, DV
(
rs,fid/rs
)
, rs , and rs,fid have units of Mpc, while
H(z) (rs/rs,fid) has units of km s−1 Mpc−1, and DA/rs is dimension-
less.
b The six measurements from Alam et al. (2017) are correlated; see eq.
(20) of Ryan et al. (2019) for their correlation matrix.
c The twomeasurements from de Sainte Agathe et al. (2019) are correlated;
see eq. (27) below for their correlation matrix.
et al. (2019); see these papers for descriptions. Our BAO data (see
Table 1) have been updated relative toRyan et al. (2019) and span the
redshift range 0.38 ≤ z ≤ 2.34. Our HIIG data are new, comprising
107 low redshift (0.0088 ≤ z ≤ 0.16417) HIIG measurements,
listed in Table 2, and 46 high redshift (0.636427 ≤ z ≤ 2.42935)
HIIG measurements, listed in Table 3. These extinction-corrected
measurements (see below for a discussion of extinction correction)
were very kindly provided to us by Ana Luisa González-Morán
(private communications, 2019 and 2020).
In order to use BAO measurements to constrain cosmological
model parameters, knowledge of the sound horizon scale at the drag
epoch (rs) is required. We compute this scale more accurately than
in Ryan et al. (2019) by using the approximate formula (Aubourg
et al. 2015)
rs =
55.154 exp [−72.3(Ων0h2 + 0.0006)2]
(Ωb0h2)0.12807 + (Ωcb0h2)0.25351
. (1)
Here Ωcb0 = Ωc0 + Ωb0 = Ωm0 − Ων0 with Ωcb0 , Ωc0 , Ωb0 , and
Ων0 = 0.0014 (following Carter et al. 2018) being the current values
of the CDM+ baryonic matter, CDM, baryonic matter, and neutrino
energy density parameters, respectively, and the Hubble constant
H0 = 100 h km s−1 Mpc−1. Here and in what follows, a subscript
of ‘0’ on a given quantity denotes the current value of that quantity.
Additionally, Ωb0h
2 is slightly model-dependent; the values of this
parameter that we use in this paper are the same as those originally
computed in Park & Ratra (2018, 2019a,c) and listed in Table 2 of
Ryan et al. (2019).
As mentioned in Sec. 1, HIIG can be used as cosmological
probes because they exhibit a tight correlation between the observed
luminosity (L) of their Balmer emission lines and the velocity dis-
persion (σ) of their ionized gas (as measured from the widths of the
emission lines). That correlation can be expressed in the form
log L = β logσ + γ, (2)
where γ and β are the intercept and slope, respectively, and log =
log10 here and in what follows. In order to determine the values of
β and γ, it is necessary to establish the extent to which light from an
HIIG is extinguished as it propagates through space. A correction
must be made to the observed flux so as to account for the effect of
this extinction. Here we use the González-Morán et al. (2019) data
corrected by assuming a Gordon et al. (2003) extinction law, from
MNRAS 000, 1–16 (2020)
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Table 2: 107 low redshift HIIG measurements from Chávez et al. (2014). Here σ has units of km s−1 and f has units of 10−17 erg s−1 cm−2.
The fluxes ( f ) and their errors (log f ) have been corrected using the extinction law of Gordon et al. (2003). See Sec. 2 for discussion.
Target name logσ log f z logσ log f z
J001647-104742 1.377000 -12.961514 0.022030 0.039000 0.059883 0.000546
J002339-094848 1.463000 -13.324746 0.051910 0.036000 0.059947 0.000721
J002425+140410 1.538000 -13.169602 0.012570 0.034000 0.090752 0.000516
J003218+150014 1.577000 -13.296725 0.016360 0.034000 0.102083 0.000526
J005147+000940 1.454000 -13.925041 0.036370 0.036000 0.057735 0.000618
J005602-101009 1.529000 -13.897993 0.057120 0.034000 0.078140 0.000759
J013258-085337 1.527000 -14.109510 0.094240 0.033000 0.056909 0.001067
J013344+005711 1.283000 -13.964494 0.018120 0.042000 0.101923 0.000532
J014137-091435 1.369000 -13.533100 0.017180 0.040000 0.064439 0.000529
J014707+135629 1.625000 -13.546175 0.055740 0.033000 0.058641 0.000749
J021852-091218 1.144000 -13.675824 0.012070 0.060000 0.098689 0.000514
J022037-092907 1.706000 -13.641514 0.112350 0.033000 0.070647 0.001230
J024052-082827 1.651000 -13.513648 0.081640 0.034000 0.065205 0.000957
J024453-082137 1.590000 -13.764942 0.076870 0.034000 0.111520 0.000917
J025426-004122 1.390000 -13.538059 0.014200 0.038000 0.105179 0.000520
J030321-075923 1.782000 -14.031014 0.164170 0.032000 0.046954 0.001716
J031023-083432 1.419000 -13.991651 0.050970 0.039000 0.138287 0.000714
J033526-003811 1.350000 -13.685671 0.022820 0.041000 0.110553 0.000550
J040937-051805 1.548000 -13.881823 0.074430 0.034000 0.070702 0.000897
J051519-391741 1.446000 -13.514478 0.050410 0.026000 0.371554 0.000710
J074806+193146 1.576000 -13.566925 0.063470 0.025000 0.049195 0.000808
J074947+154013 1.567000 -13.983456 0.074850 0.022000 0.096264 0.000900
J080000+274642 1.484000 -13.559480 0.039930 0.026000 0.117506 0.000640
J080619+194927 1.791000 -13.106847 0.070510 0.032000 0.068136 0.000864
J081334+313252 1.463000 -13.279979 0.020210 0.035000 0.103277 0.000539
J081403+235328 1.480000 -13.697493 0.020770 0.026000 0.164738 0.000541
J081420+575008 1.565000 -13.764540 0.055470 0.033000 0.123718 0.000747
J081737+520236 1.588000 -13.107429 0.023700 0.033000 0.144789 0.000553
J082520+082723 1.532000 -14.044713 0.087690 0.035000 0.095635 0.001009
J082530+504804 1.649000 -13.676080 0.097290 0.033000 0.107583 0.001094
J082722+202612 1.688000 -13.467184 0.109370 0.025000 0.071328 0.001203
J083946+140033 1.707000 -13.770589 0.112450 0.024000 0.113406 0.001231
J084000+180531 1.664000 -13.735653 0.073020 0.019000 0.073270 0.000885
J084029+470710 1.637000 -13.078866 0.042580 0.034000 0.094948 0.000657
J084219+300703 1.652000 -13.463964 0.084790 0.024000 0.091820 0.000984
J084220+115000 1.490000 -13.026278 0.030650 0.035000 0.051792 0.000586
J084414+022621 1.747000 -13.190611 0.092090 0.024000 0.048153 0.001048
J084527+530852 1.449000 -13.400668 0.031270 0.035000 0.056751 0.000590
J084634+362620 1.406000 -12.951493 0.011250 0.040000 0.054861 0.000513
J085221+121651 1.725000 -13.108798 0.076870 0.032000 0.056379 0.000917
J090418+260106 1.766000 -13.387042 0.099220 0.024000 0.099828 0.001111
J090506+223833 1.646000 -13.865034 0.126410 0.025000 0.094891 0.001359
J090531+033530 1.566000 -13.751448 0.040380 0.025000 0.063369 0.000643
J091434+470207 1.535000 -13.106010 0.027710 0.035000 0.055581 0.000572
J091640+182807 1.477000 -13.611311 0.022930 0.035000 0.062460 0.000550
J091652+003113 1.614000 -13.884634 0.058150 0.024000 0.071859 0.000767
J092749+084037 1.737000 -13.579443 0.108090 0.023000 0.074989 0.001191
J092918+002813 1.561000 -13.888984 0.094940 0.025000 0.077072 0.001073
J093006+602653 1.441000 -13.196188 0.013520 0.036000 0.072541 0.000518
J093424+222522 1.700000 -13.663958 0.085360 0.024000 0.060528 0.000989
J093813+542825 1.787000 -13.257152 0.102630 0.031000 0.081591 0.001142
J094000+203122 1.602000 -13.736065 0.045870 0.025000 0.268713 0.000679
J094252+354725 1.536000 -13.471440 0.015580 0.034000 0.053746 0.000524
J094254+340411 1.496000 -14.085513 0.023290 0.036000 0.062030 0.000552
J094809+425713 1.434000 -13.513023 0.017650 0.036000 0.055979 0.000530
J095000+300341 1.440000 -13.517299 0.018220 0.035000 0.065102 0.000532
J095023+004229 1.750000 -13.597890 0.098830 0.025000 0.057031 0.001108
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Table 2: – Continued from previous page
Target name logσ log f z logσ log f z
J095226+021759 1.746000 -13.516043 0.120290 0.025000 0.059485 0.001303
J095227+322809 1.296000 -13.488610 0.015780 0.044000 0.065289 0.000524
J095545+413429 1.425000 -13.107952 0.016210 0.042000 0.055701 0.000526
J100720+193349 1.297000 -14.162993 0.032590 0.035000 0.083503 0.000597
J100746+025228 1.532000 -13.325259 0.025180 0.034000 0.058079 0.000560
J101042+125516 1.681000 -13.261483 0.062440 0.042000 0.056520 0.000800
J101136+263027 1.612000 -13.599062 0.055640 0.025000 0.060200 0.000748
J101157+130822 1.709000 -13.915591 0.144860 0.032000 0.069552 0.001532
J101430+004755 1.774000 -13.729106 0.148070 0.024000 0.143746 0.001563
J101458+193219 1.279000 -13.962054 0.013900 0.044000 0.067167 0.000519
J102429+052451 1.560000 -13.142532 0.034760 0.037000 0.061601 0.000609
J102732-284201 1.540000 -13.286073 0.033750 0.034000 0.453660 0.000603
J103328+070801 1.791000 -12.750665 0.045830 0.033000 0.059094 0.000678
J103412+014249 1.597000 -13.957055 0.069880 0.022000 0.076333 0.000859
J103509+094516 1.630000 -14.004237 0.050500 0.034000 0.115739 0.000711
J103726+270759 1.593000 -13.791738 0.078060 0.025000 0.104702 0.000927
J104457+035313 1.410000 -13.355578 0.014530 0.038000 0.058826 0.000521
J104554+010405 1.593000 -13.000510 0.027770 0.034000 0.056036 0.000572
J104653+134645 1.446000 -13.228660 0.012160 0.036000 0.057440 0.000515
J104723+302144 1.639000 -12.566266 0.030390 0.033000 0.056788 0.000585
J105032+153806 1.561000 -13.286623 0.085640 0.033000 0.054586 0.000992
J105040+342947 1.544000 -13.531791 0.053140 0.026000 0.067443 0.000730
J105108+131927 1.569000 -13.865061 0.046700 0.034000 0.083173 0.000684
J105210+032713 1.587000 -14.142504 0.151340 0.032000 0.165533 0.001594
J105331+011740 1.660000 -13.929827 0.124990 0.024000 0.127090 0.001346
J105741+653539 1.396000 -13.325551 0.011110 0.038000 0.059104 0.000512
J110838+223809 1.434000 -13.434116 0.024920 0.027000 0.052087 0.000559
J121329+114056 1.465000 -13.312660 0.021870 0.016000 0.061504 0.000546
J121717-280233 1.407000 -13.381279 0.027650 0.020000 0.379818 0.000571
J131235+125743 1.431000 -13.349295 0.026710 0.022000 0.117127 0.000567
J132347-013252 1.309000 -13.530593 0.023620 0.032000 0.065671 0.000553
J132549+330354 1.424000 -13.372234 0.015080 0.027000 0.070090 0.000522
J134531+044232 1.609000 -13.180576 0.031380 0.024000 0.039095 0.000590
J142342+225728 1.683000 -13.448540 0.033280 0.024000 0.113770 0.000601
J144805-011057 1.688000 -12.848870 0.028080 0.024000 0.017683 0.000573
J162152+151855 1.739000 -13.265677 0.034370 0.023000 0.036868 0.000607
J171236+321633 1.340000 -13.585556 0.010940 0.021000 0.073723 0.000512
J192758-413432 1.494000 -12.579995 0.008800 0.025000 0.000880 0.000508
J211527-075951 1.397000 -13.441331 0.027110 0.017000 0.099012 0.000569
J212332-074831 1.441000 -13.760087 0.026620 0.036000 0.166588 0.000566
J214350-072003 1.559000 -14.086838 0.108800 0.046000 0.100658 0.001197
J220802+131334 1.757000 -13.721187 0.115060 0.033000 0.068989 0.001255
J221823+003918 1.707000 -13.805707 0.107260 0.025000 0.080616 0.001183
J222510-001152 1.627000 -13.593601 0.065510 0.031000 0.070321 0.000824
J224556+125022 1.662000 -13.426094 0.079280 0.033000 0.059940 0.000937
J225140+132713 1.660000 -13.024565 0.060940 0.033000 0.062780 0.000788
J230117+135230 1.318000 -13.449350 0.022830 0.046000 0.063837 0.000550
J230123+133314 1.568000 -13.026635 0.028730 0.033000 0.071190 0.000577
J231442+010621 1.393000 -14.045026 0.032780 0.041000 0.179339 0.000598
J232936-011056 1.573000 -13.680841 0.064790 0.033000 0.065650 0.000818
MNRAS 000, 1–16 (2020)
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Table 3. 46 high redshift HIIG measurements.a Here σ has units of km s−1 and f has units of 10−17 erg s−1 cm−2. The fluxes ( f ) and their errors
(log f ) have been corrected using the extinction law of Gordon et al. (2003). See Sec. 2 for discussion.
Target name logσ log f z logσ log f z
HDF-BX1277 1.7993406 -16.4377646123 2.2713 0.062000003 0.0660492971733 0.022713
Q0201-B13 1.7923917 -16.7818292431 2.1663 0.069999998 0.066493447344 0.021663
Q1623-BX215 1.845098 -16.4807992475 2.1814 0.093000001 0.0695031804489 0.021814
Q1623-BX453 1.7853298 -16.0221614052 2.1816 0.028459015 0.0642926408673 0.021816
Q1623-BX502 1.8750613 -16.0414665772 2.1558 0.046293334 0.0653232336581 0.021558
Q1700-BX794 1.90309 -16.3295315813 2.2473 0.075949999 0.068895307122 0.022473
Q2343-BM133 1.7557067 -15.7041585778 1.4774 0.0073498289 0.0651189475091 0.014774
Q2343-BX418 1.7606781 -16.2589505134 2.3052 0.0062858989 0.0648984591641 0.023052
Q2343-BX660 1.8076242 -16.188912661 2.1735 0.0088551799 0.0665992560767 0.021735
Q2343-MD80 1.8692317 -16.6568905065 2.0138 0.09383784 0.0758396176179 0.020138
Q2346-BX120 1.7923917 -16.4377646123 2.2664 0.083999997 0.0685436875957 0.022664
Q2346-BX405 1.69897 -16.0159124625 2.03 0.034719999 0.0642839005545 0.0203
HoyosD2-5 1.6157922 -15.6256745318 0.636427 0.0099147692 0.185126434358 0.00636427
HoyosD2-1 1.7026257 -15.6356747623 0.85089 0.045037569 0.185126444606 0.0085089
HoyosD2-12 1.5586119 -15.6656745213 0.681622 0.011237193 0.185126441137 0.00681622
GOODS-S-43928 1.5646498 -16.5088279952 1.472 0.097585303 0.132311440021 0.01472
COSMOS-16566 1.5786784 -16.5367280876 1.437 0.096750201 0.341544423237 0.01437
COSMOS-17839 1.6747086 -16.6474927042 1.412 0.082058667 0.429787056345 0.01412
WISP159-134 1.6945227 -16.0097521514 1.3 0.044334292 0.070271726802 0.013
WISP173-205 1.8331649 -16.1128224733 1.444 0.044861579 0.0680824798605 0.01444
WISP46-75 1.8374324 -16.0285016221 1.504 0.065817584 0.0762711864063 0.01504
WISP22-216 1.654137 -16.1806749618 1.543 0.039147878 0.0672962960051 0.01543
WISP64-2056 1.7490635 -16.2766792777 1.61 0.039090095 0.0647019553087 0.0161
WISP138-173 1.8137914 -16.1875288232 2.158 0.040282173 0.0733781829127 0.02158
WISP170-106 1.8685482 -16.32382126 2.165 0.041347517 0.0657478409679 0.02165
WISP64-210 1.8294762 -16.2716195002 2.177 0.038851385 0.0664367122964 0.02177
WISP204-133 1.7669444 -16.6045333014 2.191 0.062620045 0.0772632495976 0.02191
WISP70-253 1.6426649 -16.6331238094 2.215 0.040199792 0.0661282018709 0.02215
WISP96-158 1.7089084 -16.3774232093 2.234 0.042885929 0.0664211691485 0.02234
WISP138-160 1.8368251 -16.0381888614 2.264 0.044484596 0.0640670768955 0.02264
WISP206-261 1.7009654 -16.4161852872 2.315 0.043679638 0.0653423395177 0.02315
HDF-BX1376 1.64000825866 -16.5818228422 2.42935 0.103238592402 0.0991614587013 3.3×10−4
3D-HST10245 1.86914347359 -16.6551243845 1.35915 0.0356164043107 0.0683477234464 2.757×10−5
UDS40 1.76972915533 -17.085788238 1.61126 0.0694288841309 0.0789922926489 6.245×10−5
UDS25 1.75455934671 -16.5819110516 1.66582 0.0276579234284 0.0795562557413 2.442×10−5
UDS23 1.65153306108 -17.2023832002 1.60012 0.0450752252177 0.107232462231 3.19×10−5
UDS-11484 1.83081069755 -16.38802894 2.18561 0.103490762985 0.129007247035 1.4×10−5
UDS-109082 1.7660188233 -16.8489780885 1.68144 0.0732655321527 0.0975278799794 3.535×10−5
UDS-12435 1.8296260507 -16.5729004694 1.61136 0.0329920132133 0.070503425406 2.386×10−5
COSMOS-16207 1.62871056211 -16.4234726936 1.6482 0.0129755756621 0.0573725802773 7.42×10−6
COSMOS-13848 1.44974838028 -17.1535588861 1.44327 0.0623370212878 0.0836442271959 2.417×10−5
COSMOS-16566 1.61834610599 -16.6980175977 1.4366 0.0205906498397 0.064931878145 9.92×10−6
COSMOS-18358 1.82105710393 -16.2194317382 1.64914 0.0247038517899 0.0573296333994 1.488×10−5
COSMOS-12807 1.72729506353 -16.9851180761 1.58196 0.035129012284 0.0676294368385 3.091×10−5
COSMOS-15144 1.65633441093 -16.4193829652 1.41204 0.0188231086353 0.0616637904316 9.63×10−6
COSMOS-17118 1.50448085967 -16.7091014426 1.65538 0.0350763591789 0.0690148449294 1.394×10−5
a 15 from González-Morán et al. (2019), 25 from Erb et al. (2006), Masters et al. (2014), and Maseda et al. (2014), and 6 from Terlevich et al.
(2015).
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which González-Morán et al. (2019) find
β = 5.022 ± 0.058, (3)
and
γ = 33.268 ± 0.083, (4)
respectively. These are the values of β and γ that we use in the L-σ
relation, eq. (2).
Once the luminosity of an HIIG has been established through
eq. (2), this luminosity can be used, in conjunction with a measure-
ment of the flux ( f ) emitted by the HIIG, to determine the distance
modulus of the HIIG via
µobs = 2.5 log L − 2.5 log f − 100.2 (5)
(see e.g. Terlevich et al. 2015, González-Morán et al. 2019, and ref-
erences therein). This quantity can then be compared to the value of
the distance modulus predicted within a given cosmological model
µth (p, z) = 5 log DL (p, z) + 25, (6)
where the luminosity distance DL(p, z) is related to the transverse
comoving distance DM (p, z) and the angular size distance DA(p, z)
through DL(p, z) = (1 + z)DM (p, z) = (1 + z)2DA(p, z). These are
functions of the redshift z and the parameters p of the model in
question, and
DM (p, z) =

DC (p, z) if Ωk0 = 0,
c
H0
√
Ωk0
sinh
[√
Ωk0H0DC (p, z)/c
]
if Ωk0 > 0,
c
H0
√
|Ωk0 |
sin
[√|Ωk0 |H0DC (p, z)/c] if Ωk0 < 0. (7)
In the preceding equation,
DC (p, z) ≡ c
∫ z
0
dz′
H(p, z′), (8)
Ωk0 is the current value of the spatial curvature energy density
parameter, and c is the speed of light (Hogg 1999).
The measured values of logσ, log f , and z that we use are
listed in columns 2, 3, and 4 of Tables 2 and 3. The uncertainties
on each of these quantities are listed in columns 5, 6, and 7 of the
same tables (see Sec. 4 for a discussion of how we handle these
uncertainties).
3 COSMOLOGICAL MODELS
The redshift z is related to the scale factor a as 1+ z ≡ a0/a and the
Hubble parameter is H ≡ Ûa/a, where the overdot denotes the time
derivative. In this paper we consider three pairs of flat and non-flat
cosmological models.4 The data we use are at z ≤ 2.73 and in
what follows we ignore the insignificant contribution that radiation
makes to the late-time cosmological energy budget.
In the ΛCDM model, the Hubble parameter is
H(z) = H0
√
Ωm0 (1 + z)3 +Ωk0 (1 + z)2 +ΩΛ, (9)
4 Observational constraints on non-flat models are discussed in Farooq et al.
(2015), Chen et al. (2016), Yu & Wang (2016), Rana et al. (2017), Ooba
et al. (2018a,b,c), Yu et al. (2018), Park & Ratra (2018, 2019a,b,c, 2020),
Wei (2018), DES Collaboration (2019a), Ruan et al. (2019), Coley (2019),
Jesus et al. (2019), Handley (2019), Wang et al. (2019), Zhai et al. (2019), Li
et al. (2020), Geng et al. (2020), Kumar et al. (2020), Efstathiou & Gratton
(2020), Di Valentino et al. (2020), Gao et al. (2020), and references therein.
whereΩΛ is the (constant) dark energy density parameter. In the flat
ΛCDM model the parameters to be constrained are conventionally
chosen to be H0 and Ωm0 . In this model Ωk0 = 0, which implies
ΩΛ = 1 − Ωm0 . In the non-flat ΛCDM model the parameters to be
constrained are H0, Ωm0 , and ΩΛ, and the curvature energy density
parameter is a derived quantity, being related to the non-relativistic
matter and dark energy density parameters throughΩk0 = 1−Ωm0−
ΩΛ.
In the XCDM parametrization, dark energy is modeled as an
ideal, spatially homogeneous X-fluid with equation of state wX =
pX/ρX, where pX and ρX are the X-fluid’s pressure and energy
density, respectively.5 In the XCDM parametrization, the Hubble
parameter is
H(z) = H0
√
Ωm0 (1 + z)3 +Ωk0 (1 + z)2 +ΩX0 (1 + z)3(1+wX),
(10)
whereΩX0 is the present value of the X-fluid energy density param-
eter. From this equation, it can be seen that when wX = −1 XCDM
reduces to ΛCDM. In the non-flat case the model parameters to be
constrained are H0, Ωm0 , Ωk0 , and wX, with ΩX0 = 1 −Ωm0 −Ωk0
as a derived parameter (we do not report constraints on its value in
this paper). In the spatially-flat case the parameters to be constrained
are H0, Ωm0 , and wX, with ΩX0 = 1 −Ωm0 .
In the flat and non-flat φCDMmodels, dark energy is modeled
as a dynamical scalar field φ, with a potential energy density given
by
V(φ) = 1
2
κm2pφ
−α, (11)
where mp is the Planck mass, α is a non-negative scalar, and
κ =
8
3m2p
(
α + 4
α + 2
) [
2
3
α(α + 2)
]α/2
(12)
(Peebles & Ratra 1988; Ratra & Peebles 1988; Pavlov et al. 2013).6
Note that when α = 0 the φCDM model reduces to the ΛCDM
model. In the spatially homogeneous approximation, valid for the
cosmological tests we consider in this paper, the dynamics of the
scalar field is governed by two coupled non-linear ordinary differ-
ential equations, the first being the scalar field equation of motion
Üφ + 3
( Ûa
a
)
Ûφ − 1
2
ακm2pφ
−α−1 = 0, (13)
and the second being the Friedman equation( Ûa
a
)2
=
8pi
3m2p
(ρm + ρφ) − k
a2
. (14)
5 It should be noted, however, that the XCDM parametrization cannot sen-
sibly describe the evolution of spatial inhomogeneities, and is therefore,
unlike the ΛCDM and φCDM models, physically incomplete. It is possible
to extend this parametrization by allowing for an additional free parameter
c2
s,X = dpX/dρX and requiring that c2s,X > 0.
6 Observational constraints on the φCDM model are discussed in Chen &
Ratra (2004), Samushia et al. (2007), Yashar et al. (2009), Samushia et al.
(2010), Chen & Ratra (2011b), Campanelli et al. (2012), Farooq & Ratra
(2013), Farooq et al. (2013), Avsajanishvili et al. (2015), Solà et al. (2017),
Zhai et al. (2017), Sangwan et al. (2018), Solà Peracaula et al. (2018, 2019),
Ooba et al. (2019), Singh et al. (2019), and references therein.
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In eq. (14), −k/a2 is the spatial curvature term (with k = 0, −1,
+1 corresponding to Ωk0 = 0, > 0, < 0, respectively), and ρm and
ρφ are the non-relativistic matter and scalar field energy densities,
respectively, where
ρφ =
m2p
32pi
(
Ûφ2 + κm2pφ−α
)
. (15)
It follows that the Hubble parameter in φCDM is
H(z) = H0
√
Ωm0 (1 + z)3 +Ωk0 (1 + z)2 +Ωφ(z, α), (16)
where the scalar field energy density parameter
Ωφ(z, α) = 1
12H20
(
Ûφ2 + κm2pφ−α
)
, (17)
as can be determined from eqs. (13) and (14). For non-flat φCDM
the parameters to be constrained are α, H0, Ωm0 , and Ωk0 and for
flat φCDM the parameters to be constrained are α, H0, and Ωm0 .
4 DATA ANALYSIS METHODOLOGY
Weperform aMarkov chainMonte Carlo (MCMC) analysis with the
Pythonmodule emcee (Foreman-Mackey et al. 2013) and maximize
the likelihood function, L, to determine the best-fit values of the
parameters p of the models. We use flat priors for all parameters
p. For all models, the priors on Ωm0 and h are non-zero over the
ranges 0.1 ≤ Ωm0 ≤ 0.7 and 0.50 ≤ h ≤ 0.85. In the non-flat
ΛCDM model the ΩΛ prior is non-zero over 0.2 ≤ ΩΛ ≤ 1. In the
flat and non-flat XCDM parametrizations the prior range on wX is
−2 ≤ wX ≤ 0, and the prior range on Ωk0 in the non-flat XCDM
parametrization is−0.7 ≤ Ωk0 ≤ 0.7. In the flat and non-flat φCDM
models the prior range on α is 0.01 ≤ α ≤ 3 and 0.01 ≤ α ≤ 5,
respectively, and the prior range on Ωk0 is also −0.7 ≤ Ωk0 ≤ 0.7.
For HIIG, the likelihood function is
LHIIG = e−χ
2
HIIG/2, (18)
where
χ2HIIG(p) =
153∑
i=1
[µth(p, zi) − µobs(zi)]2
2
i
, (19)
and i is the uncertainty of the ith measurement. Following
González-Morán et al. (2019),  has the form
 =
√
2stat + 
2
sys, (20)
where the statistical uncertainties are
2stat = 6.25
[
2log f + β
22logσ + 
2
β(logσ)2 + 2γ
]
+
(
∂µth
∂z
)2
2z .
(21)
Following González-Morán et al. (2019) we do not account for the
(unknown) systematic uncertainties in our analysis, so the uncer-
tainty on the HIIG measurements consists entirely of the statistical
uncertainty (so that  = stat). The reader should also note here that
although the theoretical statistical uncertainty depends our cosmo-
logical model parameters (through the theoretical distance modulus
µth = µth (p, z)), the effect of this model-dependence on the param-
eter constraints is negligible for the current data.7
7 In contrast to our definition of χ2 in eq. (19), González-Morán et al. (2019)
For H(z), the likelihood function is
LH = e−χ
2
H/2, (22)
where
χ2H(p) =
31∑
i=1
[Hth(p, zi) − Hobs(zi)]2
2
i
, (23)
and i is the uncertainty of Hobs(zi).
For the BAO data, the likelihood function is
LBAO = e−χ
2
BAO/2, (24)
and for the uncorrelated BAO data (lines 7-9 in Table 1) the χ2
function takes the form
χ2BAO(p) =
3∑
i=1
[Ath(p, zi) − Aobs(zi)]2
2
i
, (25)
where Ath and Aobs are, respectively, the theoretical and observa-
tional quantities as listed in Table 1, and i corresponds to the un-
certainty of Aobs(zi). For the correlated BAO data, the χ2 function
takes the form
χ2BAO(p) = [Ath(p) − Aobs(zi)]TC−1[Ath(p) − Aobs(zi)], (26)
where superscripts T and −1 denote the transpose and inverse of the
matrices, respectively. The covariance matrix C for the BAO data,
taken from Alam et al. (2017), is given in eq. (20) of Ryan et al.
(2019), while for the BAO data from de Sainte Agathe et al. (2019),
C =
[
0.0841 −0.183396
−0.183396 3.4596
]
. (27)
For QSO, the likelihood function is
LQSO = e−χ
2
QSO/2, (28)
and the χ2 function takes the form
χ2QSO(p) =
120∑
i=1
[
θth(p, zi) − θobs(zi)
i + 0.1θobs(zi)
]2
, (29)
where θth(p, zi) and θobs(zi) are theoretical and observed values of
the angular size at redshift zi , respectively, and i is the uncertainty
of θobs(zi) (see Ryan et al. 2019 for more details).
For the joint analysis of these data, the total likelihood function
is obtained by multiplying the individual likelihood functions (that
is, eqs. (18), (22), (24), and (28)) together in various combinations.
For example, for H(z), BAO, and QSO data, we have
L = LHLBAOLQSO. (30)
We also use the Akaike Information Criterion (AIC) and
defined anH0-independent χ2 function in their eq. (27) andweighted this χ2
function by 1/2stat (where 2stat is given by their eq. (15)) which we do not do.
This procedure is discussed in the literature (Melnick et al. 2017; Fernández
Arenas et al. 2018), and when we use it we find that it leads to a reduced χ2
identical to that given in González-Morán et al. (2019) (being less than 2
but greater than 1) without having a noticeable effect on the shapes or peak
locations of our posterior likelihoods (hence providing very similar best-fit
values and error bars of the cosmological model parameters). As discussed
below, with our χ2 definition we find reduced χ2 values ∼ 2.75. González-
Morán et al. (2019) note that an accounting of systematic uncertainties could
decrease the reduced χ2 values towards unity.
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Bayesian Information Criterion (BIC) to compare the goodness
of fit of models with different numbers of parameters, where
AIC = −2 lnLmax + 2n ≡ χ2min + 2n, (31)
and
BIC = −2 lnLmax + n ln N ≡ χ2min + n ln N . (32)
In these two equations, Lmax refers to the maximum value of the
given likelihood function, χ2min refers to the corresponding mini-
mum χ2 value, n is the number of parameters of the given model,
and N is the number of data points (for example for HIIG we have
N = 153, etc.).
5 RESULTS
5.1 HIIG constraints
We present the posterior one-dimensional (1D) probability distribu-
tions and two-dimensional (2D) confidence regions of the cosmo-
logical parameters for the six flat and non-flat models in Figs. 1–6,
in gray. The unmarginalized best-fit parameter values are listed in
Table 4, along with the corresponding χ2, AIC, BIC, and degrees
of freedom ν (where ν ≡ N − n). The marginalized best-fit parame-
ter values and uncertainties (±1σ error bars or 2σ limits) are given
in Table 5.8
From the fit to theHIIG data, we see thatmost of the probability
lies in the part of the parameter space corresponding to currently-
accelerating cosmological expansion (see the gray contours in Figs.
1–6). This means that the HIIG data favor currently-accelerating
cosmological expansion,9 in agreement with supernova Type Ia,
BAO, H(z), and other cosmological data.
From the HIIG data, we find that the constraints on the non-
relativistic matter density parameter Ωm0 are consistent with other
estimates, ranging between a high of 0.300+0.106−0.083 (flat XCDM) and
a low of Ωm0 = 0.210+0.043−0.092 (flat φCDM).
The HIIG data constraints on H0 in Table 5 are consistent with
the estimate ofH0 = 71.0±2.8(stat.)±2.1(sys.) km s−1 Mpc−1made
by Fernández Arenas et al. (2018) based on a compilation of HIIG
measurements that differs from what we have used here. The H0
constraints listed in Table 5 are also consistent with other re-
cent measurements of H0, being between 0.90σ (flat XCDM) and
1.56σ (non-flat φCDM) lower than the recent local expansion rate
measurement of H0 = 74.03 ± 1.42 km s−1 Mpc−1(Riess et al.
2019),10 and between 0.78σ (non-flat φCDM) and 1.13σ (flat
XCDM) higher than the median statistics estimate of H0 = 68± 2.8
km s−1 Mpc−1(Chen & Ratra 2011a),11 with our measurements
8 We plot these figures by using the Python package GetDist (Lewis 2019),
which we also use to compute the central values (posterior means) and
uncertainties of the cosmological parameters listed in Table 5.
9 Although a full accounting of the systematic uncertainties in the HIIG
data could weaken this conclusion.
10 Note that other local expansion rate measurements are slightly lower with
slightly larger error bars (Rigault et al. 2015; Zhang et al. 2017; Dhawan
et al. 2018; Fernández Arenas et al. 2018; Freedman et al. 2019, 2020;
Rameez & Sarkar 2019).
11 This is consistentwith earliermedian statistics estimates (Gott et al. 2001;
Chen et al. 2003) and also with a number of recent H0 measurements (Chen
et al. 2017; DES Collaboration 2018; Gómez-Valent & Amendola 2018;
Haridasu et al. 2018; Planck Collaboration 2018; Zhang 2018; Domínguez
et al. 2019; Martinelli & Tutusaus 2019; Cuceu et al. 2019; Zeng & Yan
2019; Schöneberg et al. 2019; Lin & Ishak 2019; Zhang & Huang 2019).
ranging from a low of H0 = 70.60+1.68−1.84 km s
−1 Mpc−1(non-flat
φCDM) to a high ofH0 = 71.85±1.96 km s−1 Mpc−1(flat XCDM).
As for spatial curvature, from the marginalized 1D likeli-
hoods in Table 5, for non-flat ΛCDM, non-flat XCDM, and non-flat
φCDM, we measure Ωk0 = 0.094
+0.237
−0.363,
12 Ωk0 = 0.011
+0.457
−0.460,
and Ωk0 = 0.291
+0.348
−0.113, respectively. From the marginalized likeli-
hoods,we see that non-flatΛCDMandXCDMmodels are consistent
with all three spatial geometries, while non-flat φCDM favors the
open case at 2.58σ. However, this seems to be a little odd, especially
for non-flat φCDM, considering their unmarginalized best-fit Ωk0
′s
are all negative (see Table 4).
The fits to theHIIG data are consistent with dark energy being a
cosmological constant but don’t rule out dark energy dynamics. For
flat (non-flat) XCDM, wX = −1.180+0.560−0.330 (wX = −1.125+0.537−0.321),
which are both within 1σ of wX = −1. For flat (non-flat) φCDM,
2σ upper limits of α are α < 2.784 (α < 4.590), with the 1D
likelihood functions, in both cases, peaking at α = 0.
Current HIIG data do not provide very restrictive constraints
on cosmological model parameters, but when used in conjunction
with other cosmological data they can help tighten the constraints.
5.2 H(z), BAO, and HIIG (HzBH) constraints
The HIIG constraints discussed in the previous subsection are con-
sistent with constraints from most other cosmological data, so it is
appropriate to use the HIIG data in conjunction with other data to
constrain parameters. In this subsection we perform a full analysis
of H(z), BAO, and HIIG (HzBH) data and derive tighter constraints
on cosmological parameters.
The 1D probability distributions and 2D confidence regions of
the cosmological parameters for the six flat and non-flat models are
shown in Figs. 1–6, in red. The best-fit results and uncertainties are
listed in Tables 4 and 5.
When we fit our cosmological models to the HzBH data we
find that the measured values of the matter density parameter Ωm0
fall within a narrower range in comparison to the HIIG only case,
being between 0.314 ± 0.015 (non-flat ΛCDM) and 0.323+0.014−0.016
(flat φCDM). Similarly, the measured values of H0 also fall within a
narrower range when our models are fit to the HzBH data combina-
tion (and are in better agreement with the median statistics estimate
of H0 from Chen & Ratra 2011a than with the local measure-
ment carried out by Riess et al. 2019; this is because the H(z) and
BAO data favor a lower H0 value) being between H0 = 68.36+1.05−0.86
km s−1 Mpc−1(flat φCDM) and 70.21 ± 1.33 km s−1 Mpc−1(non-
flat ΛCDM).
In contrast to the HIIG only cases, when fit to the HzBH
data combination the non-flat models mildly favor closed spatial
hypersurfaces. This is because the H(z) and BAO data mildly favor
closed spatial hypersurfaces; see, e.g. Park & Ratra (2019b) and
Ryan et al. (2019). For non-flat ΛCDM, non-flat XCDM, and non-
flat φCDM, we find Ωk0 = −0.029+0.049−0.048, Ωk0 = −0.082+0.135−0.119, and
Ωk0 = −0.153+0.114−0.079, respectively, with the non-flat φCDM model
favoring closed spatial hypersurfaces at 1.34σ.
The fit to the HzBH data combination produces weaker evi-
dence for dark energy dynamics (in comparison to the HIIG only
12 Since Ωk0 = 1 − Ωm0 − ΩΛ, in the non-flat ΛCDM model analysis we
replace ΩΛ with Ωk0 in the MCMC chains of {H0, Ωm0, ΩΛ } to obtain
new chains of {H0, Ωm0, Ωk0 } and so measure Ωk0 central values and
uncertainties. A similar procedure, based on ΩΛ = 1 − Ωm0 , is used to
measure ΩΛ in the flat ΛCDM model.
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Table 4. Unmarginalized best-fit parameter values for all models from various combinations of data.
Model Data set Ωm0 ΩΛ Ωk0 wX α H0
a χ2 AIC BIC ν
Flat ΛCDM HIIG 0.276 0.724 — — — 71.81 410.75 414.75 420.81 151
H(z) + BAO + HIIG 0.318 0.682 — — — 69.22 434.29 438.29 444.84 193
H(z) + BAO + QSO 0.315 0.685 — — — 68.61 372.88 376.88 383.06 160
H(z) + BAO + QSO + HIIG 0.315 0.685 — — — 69.06 786.50 790.50 798.01 313
Non-flat ΛCDM HIIG 0.312 0.998 −0.310 — — 72.35 410.44 416.44 425.53 150
H(z) + BAO + HIIG 0.313 0.718 −0.031 — — 70.24 433.38 439.38 449.19 192
H(z) + BAO + QSO 0.311 0.665 0.024 — — 68.37 372.82 378.82 388.08 159
H(z) + BAO + QSO + HIIG 0.309 0.716 −0.025 — — 69.82 785.79 791.79 803.05 312
Flat XCDM HIIG 0.249 — — −0.892 — 71.65 410.72 416.72 425.82 150
H(z) + BAO + HIIG 0.314 — — −1.044 — 69.94 433.99 439.99 449.81 192
H(z) + BAO + QSO 0.322 — — −0.890 — 66.62 371.95 377.95 387.21 159
H(z) + BAO + QSO + HIIG 0.311 — — −1.045 — 69.80 786.19 792.19 803.45 312
Non-flat XCDM HIIG 0.104 — −0.646 −0.712 — 72.61 407.69 415.69 427.81 149
H(z) + BAO + HIIG 0.322 — −0.117 −0.878 — 66.67 432.85 440.85 453.94 191
H(z) + BAO + QSO 0.322 — −0.112 −0.759 — 65.80 370.68 378.68 391.03 158
H(z) + BAO + QSO + HIIG 0.310 — −0.048 −0.957 — 69.53 785.70 793.70 808.71 311
Flat φCDM HIIG 0.255 — — — 0.261 71.70 410.70 416.70 425.80 150
H(z) + BAO + HIIG 0.318 — — — 0.011 69.09 434.36 440.36 450.18 192
H(z) + BAO + QSO 0.321 — — — 0.281 66.82 372.05 378.05 387.31 159
H(z) + BAO + QSO + HIIG 0.315 — — — 0.012 68.95 786.58 792.58 803.84 312
Non-flat φCDM HIIG 0.114 — −0.437 — 2.680 72.14 409.91 417.91 430.03 149
H(z) + BAO + HIIG 0.321 — −0.132 — 0.412 69.69 432.75 440.75 453.84 191
H(z) + BAO + QSO 0.317 — −0.106 — 0.778 66.27 370.83 378.83 391.18 158
H(z) + BAO + QSO + HIIG 0.310 — −0.054 — 0.150 69.40 785.65 793.65 808.66 311
a km s−1 Mpc−1.
Table 5.One-dimensionalmarginalized best-fit parameter values and uncertainties (±1σ error bars or 2σ limits) for all models from various combinations
of data.
Model Data set Ωm0 ΩΛ Ωk0 wX α H0
a
Flat ΛCDM HIIG 0.289+0.053−0.071 — — — — 71.70 ± 1.83
H(z) + BAO + HIIG 0.319+0.014−0.015 — — — — 69.23 ± 0.74
H(z) + BAO + QSO 0.316+0.013−0.014 — — — — 68.60 ± 0.68
H(z) + BAO + QSO + HIIG 0.315+0.013−0.012 — — — — 69.06+0.63−0.62
Non-flat ΛCDM HIIG 0.275+0.081−0.078 > 0.501
b 0.094+0.237−0.363 — — 71.50
+1.80
−1.81
H(z) + BAO + HIIG 0.314 ± 0.015 0.714+0.054−0.049 −0.029+0.049−0.048 — — 70.21 ± 1.33
H(z) + BAO + QSO 0.313+0.013−0.015 0.658+0.069−0.060 0.029+0.056−0.063 — — 68.29 ± 1.47
H(z) + BAO + QSO + HIIG 0.310 ± 0.013 0.711+0.053−0.048 −0.021+0.044−0.048 — — 69.76+1.12−1.11
Flat XCDM HIIG 0.300+0.106−0.083 — — −1.180+0.560−0.330 — 71.85 ± 1.96
H(z) + BAO + HIIG 0.315+0.016−0.017 — — −1.052+0.092−0.082 — 70.05 ± 1.54
H(z) + BAO + QSO 0.322+0.015−0.016 — — −0.911+0.122−0.098 — 66.98+1.95−2.30
H(z) + BAO + QSO + HIIG 0.312 ± 0.014 — — −1.053+0.091−0.082 — 69.90 ± 1.48
Non-flat XCDM HIIG 0.275+0.084−0.125 — 0.011
+0.457
−0.460 −1.125+0.537−0.321 — 71.71+2.07−2.08
H(z) + BAO + HIIG 0.318 ± 0.019 — −0.082+0.135−0.119 −0.958+0.219−0.098 — 69.83+1.50−1.62
H(z) + BAO + QSO 0.320 ± 0.015 — −0.078+0.124−0.112 −0.826+0.185−0.088 — 66.29+1.90−2.35
H(z) + BAO + QSO + HIIG 0.309+0.015−0.014 — −0.025 ± 0.092 −1.022+0.208−0.104 — 69.68+1.49−1.64
Flat φCDM HIIG 0.210+0.043−0.092 — — — < 2.784 71.23
+1.79
−1.80
H(z) + BAO + HIIG 0.323+0.014−0.016 — — — < 0.411 68.36+1.05−0.86
H(z) + BAO + QSO 0.324+0.014−0.015 — — — 0.460+0.116−0.440 66.03+1.79−1.42
H(z) + BAO + QSO + HIIG 0.319 ± 0.013 — — — < 0.411 68.18+0.97−0.75
Non-flat φCDM HIIG < 0.321 — 0.291+0.348−0.113 — < 4.590 70.60
+1.68
−1.84
H(z) + BAO + HIIG 0.322+0.015−0.016 — −0.153+0.114−0.079 — 0.538+0.151−0.519 69.39 ± 1.37
H(z) + BAO + QSO 0.319+0.013−0.015 — −0.103+0.111−0.091 — 0.854+0.379−0.594 65.94+1.75−1.73
H(z) + BAO + QSO + HIIG 0.313+0.012−0.014 — −0.098+0.082−0.061 — < 0.926 68.83 ± 1.23
a km s−1 Mpc−1.
b This is the 1σ lower limit. The 2σ lower limit is set by the prior, and is not shown here.
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Figure 1. 1σ, 2σ, and 3σ confidence contours for flatΛCDM, where the right panel is the comparison zoomed in. The black dotted line is the zero-acceleration
line, which divides the parameter space into regions associated with currently accelerated (below) and currently decelerated (above) cosmological expansion.
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Figure 2. Same as Fig. 1 but for non-flat ΛCDM. The cyan dash-dot line represents the flat case, with closed spatial hypersurfaces to the upper right. The
black dotted line is the zero-acceleration line, which divides the parameter space into regions associated with currently accelerated (above left) and currently
decelerated (below right) cosmological expansion.
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Figure 3. 1σ, 2σ, and 3σ confidence contours for flat XCDM. The black dotted line is the zero-acceleration line, which divides the parameter space into
regions associated with currently accelerated (below left) and currently decelerated (above right) cosmological expansion. The magenta lines denote wX = −1,
i.e. the flat ΛCDM model.
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Figure 4. Same as Fig. 3 but for non-flat XCDM, where the zero acceleration lines in each of the three subpanels are computed for the third cosmological
parameter set to the HIIG data only best-fit values listed in Table 4. Currently-accelerated cosmological expansion occurs below these lines. The cyan dash-dot
lines represent the flat case, with closed spatial hypersurfaces either below or to the left. The magenta lines indicate wX = −1, i.e. the non-flat ΛCDM model.
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Figure 5. 1σ, 2σ, and 3σ confidence contours for flat φCDM. The black dotted zero-acceleration line splits the parameter space into regions of currently
accelerated (below left) and currently decelerated (above right) cosmological expansion. The α = 0 axis is the flat ΛCDM model.
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Figure 6. Same as Fig. 5 but for non-flat φCDM, where the zero-acceleration lines in each of the subpanels are computed for the third cosmological parameter
set to the HIIG data only best-fit values listed in Table 4. Currently-accelerating cosmological expansion occurs below these lines. The cyan dash-dot lines
represent the flat case, with closed spatial geometry either below or to the left. The α = 0 axis is the non-flat ΛCDM model.
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case) with tighter error bars on themeasured values ofwX andα. For
flat (non-flat) XCDM, wX = −1.052+0.092−0.082 (wX = −0.958+0.219−0.098),
with wX = −1 still being within the 1σ range. For flat (non-flat)
φCDM, α < 0.411 (α = 0.538+0.151−0.519), where the former is peaked
at α = 0 but for the latter, α = 0 is just out of the 1σ range.
5.3 H(z), BAO, and QSO (HzBQ) constraints
The H(z), BAO, and QSO (HzBQ) data combination has previously
been studied (Ryan et al. 2019). Relative to that analysis, we use
an updated BAO data compilation, a more accurate formula for rs ,
and the MCMC formalism (instead of the grid-based χ2 approach);
consequently the parameter constraints derived here slightly differ
from those of Ryan et al. (2019).
The 1D probability distributions and 2D confidence regions of
the cosmological parameters for all models are presented in Figs.
1–6, in green. The corresponding best-fit results and uncertainties
are listed in Tables 4 and 5.
The measured values ofΩm0 here fall within a similar range to
the range quoted in the last subsection, being between 0.313+0.013−0.015
(non-flatΛCDM) and 0.324+0.014−0.015 (flat φCDM). This range is larger
than, but still consistent with, the range of Ωm0 reported in Ryan
et al. (2019), where the same models are fit to the HzBQ data
combination.
The H0 measurements in this case fall within a
broader range than in the HzBH case, being between
65.94+1.75−1.73 km s
−1 Mpc−1(non-flat φCDM) and 68.60 ± 0.68
km s−1 Mpc−1(flat ΛCDM). In addition, they are lower than the
corresponding measurements in the HzBH cases, and are in better
agreement with the median statistics (Chen & Ratra 2011a) esti-
mate of H0 than with what is measured from the local expansion
rate (Riess et al. 2019). Compared with Ryan et al. (2019), the
central values are lower except for the non-flat XCDM model.
For non-flat ΛCDM, non-flat XCDM, and non-flat φCDM,
we measure Ωk0 = 0.029
+0.056
−0.063, Ωk0 = −0.078+0.124−0.112, and Ωk0 =
−0.103+0.111−0.091, respectively. These results are consistent with their
unmarginalized best-fits (see Table 4), where the best-fit to the non-
flat ΛCDM model favors open spatial hypersurfaces, and the best-
fits to the non-flat XCDM parametrization and the non-flat φCDM
model both favor closed spatial hypersurfaces. Note that the central
values are larger than those of Ryan et al. (2019), especially for
non-flat ΛCDM (positive instead of negative). In all three models
the constraints are consistent with flat spatial hyperfurfaces.
The fit to theHzBQdata combination provides slightly stronger
evidence for dark energy dynamics than does the fit to the HzBH
data combination. For flat (non-flat) XCDM, wX = −0.911+0.122−0.098
(wX = −0.826+0.185−0.088), with the former barely within 1σ ofwX = −1
and the latter almost 2σ away from wX = −1. For flat (non-flat)
φCDM, α = 0.460+0.116−0.440 (α = 0.854
+0.379
−0.594), with the former 1.05σ
and the latter 1.44σ away from the α = 0 cosmological constant. In
comparison with Ryan et al. (2019), central values of wX are larger
and smaller for flat and non-flat XCDM models, respectively, and
that of α are larger for both flat and non-flat φCDM models.
5.4 H(z), BAO, QSO, and HIIG (HzBQH) constraints
Comparing the results of the previous two subsections, we see that
when used in conjunction with H(z) and BAO data, the QSO data
result in tighter constraints on Ωm0 , Ωk0 (in non-flat XCDM), wX
(in non-flat XCDM), and H0 (in flat ΛCDM), while the HIIG data
result in tighter constraints on H0 (except for flat ΛCDM), ΩΛ,
Ωk0 (in non-flat ΛCDM and φCDM), wX (in flat XCDM), and α.
Consequently, it is useful to derive constraints from an analysis
of the combined H(z), BAO, QSO, and HIIG (HzBQH) data. We
present the results of such an analysis in this subsection.
In Figs. 1–6, we present the 1D probability distributions and
2D confidence constraints for the HzBQH cases in blue. Tables 4
and 5 list the best-fit results and uncertainties.
It is interesting that the best-fit values of Ωm0 in this case
are lower compared with both the HzBQ and the HzBH results,
being between 0.309+0.015−0.014 (non-flat XCDM) and 0.319 ± 0.013
(flat φCDM). The best-fit values of H0 are higher than the HzBQ
cases and have central values that are closer to those of the HzBH
cases, but are still in better agreement with the lower median statis-
tics estimate of H0 (Chen & Ratra 2011a) than the higher local
expansion rate measurement of H0 (Riess et al. 2019), being be-
tween 68.18+0.97−0.75 km s
−1 Mpc−1(flat φCDM) and 69.90 ± 1.48
km s−1 Mpc−1(flat XCDM).
For non-flat ΛCDM, non-flat XCDM, and non-flat φCDM,
we measure Ωk0 = −0.021+0.044−0.048, Ωk0 = −0.025 ± 0.092, and
Ωk0 = −0.098+0.082−0.061, respectively. For non-flatΛCDM and XCDM,
the measured values of the curvature energy density parameter are
within 0.48σ and 0.27σ ofΩk0 = 0, respectively, while the non-flat
φCDM model favors a closed geometry with an Ωk0 that is 1.20σ
away from zero.
There is not much evidence in support of dark energy dy-
namics in the HzBQH case, with Λ consistent with this data com-
bination. For flat (non-flat) XCDM, wX = −1.053+0.091−0.082 (wX =
−1.022+0.208−0.104). For flat (non-flat) φCDM, the 2σ upper limits are
α < 0.411 (α < 0.926), which indicates thatα = 0 orΛ is consistent
with these data.
5.5 Model comparison
From Table 6, we see that the reduced χ2 for all models is rela-
tively large (being between 2.25 and 2.75). This could probably be
attributed to underestimated systematic uncertainties in the HIIG
data.13 This is suggested by González-Morán et al. (2019), who
also found relatively large values of χ2/ν in their cosmological
model fits to the HIIG data (though not as large as ours, because
they compute a different χ2, as explained in footnote 7 in Sec. 4).
They note that an additional systematic uncertainty of ∼ 0.22 could
bring their χ2/ν down to ∼ 1. As mentioned previously, we do not
account for HIIG systematic uncertainties in our analysis.
One thing that is clear, regardless of the absolute size of (un-
known) HIIG or QSO systematics (and ignoring the large values of
χ2/ν), is that the flatΛCDMmodel remains themost favoredmodel
among the six models we studied, based on the AIC and BIC cri-
teria (see Table 6).14 In Table 6 we define ∆χ2, ∆AIC, and ∆BIC,
respectively, as the differences between the values of the χ2, AIC,
and BIC associated with a given model and their corresponding
minimum values among all models.
From the HIIG results for ∆AIC and ∆BIC listed in Table 6,
we see that the evidence against non-flat ΛCDM, flat XCDM, and
flat φCDM is weak (according to ∆AIC) and positive (according to
13 Underestimated systematic uncertainties might also explain the large
reduced χ2 of QSO data (Ryan et al. 2019).
14 Note that based on the ∆χ2 results of Table 6 non-flat XCDM has the
minimum χ2 in the HIIG and HzBQ cases, whereas non-flat φCDM has
the minimum χ2 for the HzBH and HzBQH cases. The ∆χ2 values do not,
however, penalize a model for having more parameters.
MNRAS 000, 1–16 (2020)
14 Cao et al.
Table 6. ∆χ2, ∆AIC, ∆BIC, and χ2min/ν values.
Quantity Data set Flat ΛCDM Non-flat ΛCDM Flat XCDM Non-flat XCDM Flat φCDM Non-flat φCDM
HIIG 3.06 2.75 3.03 0.00 3.01 2.22
∆χ2 H(z) + BAO + HIIG 1.54 0.63 1.24 0.10 1.61 0.00
H(z) + BAO + QSO 2.20 2.14 1.27 0.00 1.37 0.15
H(z) + BAO + QSO + HIIG 0.85 0.14 0.54 0.05 0.93 0.00
HIIG 0.00 1.69 1.97 0.94 1.95 3.16
∆AIC H(z) + BAO + HIIG 0.00 1.09 1.70 2.56 2.07 2.46
H(z) + BAO + QSO 0.00 1.94 1.07 1.80 1.17 1.95
H(z) + BAO + QSO + HIIG 0.00 1.29 1.69 3.20 2.08 3.15
HIIG 0.00 4.72 5.01 7.00 4.99 9.22
∆BIC H(z) + BAO + HIIG 0.00 4.35 4.97 9.10 5.34 9.00
H(z) + BAO + QSO 0.00 5.02 4.15 7.97 4.25 8.12
H(z) + BAO + QSO + HIIG 0.00 5.04 5.44 10.70 5.83 10.65
HIIG 2.72 2.74 2.74 2.74 2.74 2.75
χ2min/ν H(z) + BAO + HIIG 2.25 2.26 2.26 2.27 2.26 2.27
H(z) + BAO + QSO 2.33 2.34 2.34 2.35 2.34 2.35
H(z) + BAO + QSO + HIIG 2.51 2.52 2.52 2.53 2.52 2.53
∆BIC) where, among these three models, the flat XCDM model is
the least favored. The evidence against the non-flat XCDMmodel is
weak regarding∆AIC but strong based on∆BIC, while the evidence
against non-flat φCDM in this case is positive (∆AIC) and strong
(∆BIC), respectively, with it being the least favored model overall.
Largely similar conclusions result from ∆AIC and ∆BIC val-
ues for the HIIG and HzBQ data. The exception is that the HzBQ
∆AIC value gives only weak evidence against non-flat φCDM, in-
stead of the positive evidence against it from the HIIG ∆AIC value.
The HzBH and HzBQH values of ∆AIC and ∆BIC result in
the following conclusions:
1) the evidence against both non-flat ΛCDM and flat XCDM
is weak (HzBH) and positive (HzBQH) for ∆AIC and ∆BIC;
2) the evidence against flat φCDM is positive;
3) non-flat XCDM is the least favored model with non-flat
φCDMdoing almost as badly.∆AIC gives positive evidence against
non-flat XCDMand non-flat φCDM,while∆BIC strongly disfavors
(HzBH) and very strongly disfavors (HzBQH) both of these nonflat
models.
6 CONCLUSION
In this paper, we have constrained cosmological parameters in six
flat and non-flat cosmological models by analyzing a total of 315
observations, comprising 31H(z), 11BAO, 120QSO, and 153HIIG
measurements. TheQSO angular size andHIIG apparentmagnitude
measurements are particularly noteworthy, as they reach to z ∼ 2.7
and z ∼ 2.4 respectively (somewhat beyond the highest z ∼ 2.3
reached by BAO data) and into a much less studied area of redshift
space. While the current HIIG and QSO data do not provide very
restrictive constraints, they do tighten the limits when they are used
in conjunction with BAO + H(z) data.
By measuring cosmological parameters in a variety of cos-
mological models, we are able to draw some relatively model-
independent conclusions (i.e. conclusions that do not differ signif-
icantly between the different models). Specifically, for the full data
set (i.e the HzBQH data), we find quite restrictive constraints on
Ωm0 , a reasonable summary perhaps being Ωm0 = 0.310 ± 0.013,
in good agreement with many other recent estimates. H0 is also
fairly tightly constrained, with a reasonable summary perhaps be-
ing H0 = 69.5 ± 1.2 km s−1 Mpc−1, which is in better agreement
with the results of Chen & Ratra (2011a) and Planck Collaboration
(2018) than that of Riess et al. (2019). The HzBQH measurements
are consistent with the standard spatially-flat ΛCDMmodel, but do
not strongly rule out mild dark energy dynamics or a little spatial
curvature energy density. More and better-quality HIIG, QSO, and
other data at z ∼ 2–4 will significantly help to test these extensions.
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