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Lewis, William E. (Ph.D., Physics)
Strongly Interacting Fermi Gases: Hydrodynamics and Beyond
Thesis directed by Prof. Paul Romatschke
This thesis considers out-of-equilibrium dynamics of strongly interacting non-relativistic
Fermi gases in several two and three dimensional geometries. The tools of second-order hydro-
dynamics and gauge-gravity duality will be utilized to address this system. Many of the themes
of this work are motivated by the observed similarities in transport properties between strongly
interacting Fermi gases and other very different strongly interacting quantum fluids such as the
quark-gluon plasma, high temperature superconductors, and quantum field theories described by
gauge-gravity duality. In particular, these systems all nearly saturate the conjectured lower bound
on the ratio of shear viscosity to entropy density η/s ≥ ~/(4pikB) coming from the AdS/CFT
correspondence. Among other things, this observation, in conjunction with current experiment
and data analysis in atomic, condensed matter, and nuclear physics lends itself to the following
questions: How perfect of a fluid is the strongly interacting Fermi gas, and can one find a more
stringent constraint on η/s in Fermi gases? Do the similarities in transport properties among
strongly interacting quantum systems extend beyond dynamics controlled by the hydrodynamical
shear viscosity? In regards to the first question, by utilizing second-order hydrodynamics, it will
be demonstrated that higher-order collective modes of a harmonically trapped Fermi gas may serve
as a more sensitive probe of the shear viscosity. For the second question, both second-order hy-
drodynamics and a gravity dual theory are used to make predictions about dynamics occurring on
short timescales where hydrodynamics is expected to break down. In particular the appearance of
a class of “non-hydrodynamic” collective modes not contained within a Navier-Stokes description
of the strongly interacting Fermi gas will be discussed.
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Chapter 1
Introduction
1.1 A Brief History of Cold Atoms
Broadly, this thesis aims to contribute novel results to the ever growing field of cold atomic
physics. This field has a rich and fascinating progression. No attempt is made to provide com-
prehensive discussion of that history here. However, a few key developments are highlighted. The
theoretical underpinnings of cold quantum gases can be traced at least as far back as the early 1920s
with Satyendranath Bose and Albert Einstein’s work on the statistics of bosons [7, 8]. Bose first
applied Bose-Einstein statistics to photons in the case of thermal blackbody radiation. Soon after,
Einstein extended these ideas to non-interacting bosonic atoms. This work quickly culminated in
the theoretical discovery of a condensed phase termed the Bose-Einstein condensate (BEC) char-
acterized by all of the atoms simultaneously occupying the quantum mechanical ground state of
the system [9]. This phase of matter could theoretically be achieved in a gas of non-interacting
bosonic atoms cooled to very low temperatures such that n1/3λdB & 1, where n is the atomic
density and λdB = h/
√
2pimkBT is the thermal de Broglie wavelength. Just over a decade later, in
1938, Bose-Einstein condensation was proposed by Fritz London as an explanation for the observed
superfluidity in liquid 4He [10].
In 1926, shortly after the theoretical introduction of the Bose-Einstein condensate, there
were two papers, one by Enrico Fermi [11] (translated in Ref. [12]) and another by Paul Dirac [13],
discussing Fermi-Dirac statistics in a monoatomic ideal gas. Their results found near immediate
application to a range of problems including the collapse of a star to a white dwarf [14] and the
2resolution of a number of condensed matter conundrums such as the electron theory of metals [15]
and emission of electrons from metals in intense electric fields [16]. The ability of even simple models
of non-interacting atoms incorporating quantum statistics to span a range of physics from condensed
matter to astrophysical objects gives a first indication at a reason for the rise in prevalence of cold
atomic gas physics observed around the turn of the twentieth century (see Fig. 1.1 demonstrating
the increased volume of journal articles relating to cold atom physics). Namely, these models of
non-interacting atoms with quantum statistics provide a wealth of physical insight applicable across
many subfields.
Several decades later, in the 1990s, there was a series of events that triggered a rapid and vast
growth in popularity of cold atomic physics. It is important to note that these events were possible
largely due to advances in the field of atom trapping and cooling. However, the reader is referred
to other discussions of those developments (see e.g. Ref. [17]). Here only a handful of major results
coming from applying those techniques to cold atom systems will be discussed. To begin this part
of the epoch, in 1995, the group of Eric Cornell and Carl Wieman succeeded in producing the first
atomic BEC in a gas of weakly interacting rubidium−87 atoms [18]. This achievement was followed
shortly by Wolfgang Ketterle who demonstrated a variety of interesting features of BECs such as
matter wave interferometry [19].
In 1999, the group of Deborah Jin succeeded in cooling a gas of weakly interacting fermionic
potassium−40 atoms to degeneracy [20]. This was the first demonstration of a degenerate atomic
Fermi gas created in the lab. Degeneracy in a Fermi gas is achieved when the pressure in the
gas is primarily a result of fermionic quantum statistics which do not allow two identical particles
to occupy the same state. Similarly to the case of bosonic atoms, these quantum effects become
significant when n1/3λdB & 1. Finally, in 2002, the group of John Thomas succeeded in observing
a strongly interacting degenerate Fermi gas of Lithium−6 atoms later termed a “unitary Fermi
gas” (UFG) [2]. This experiment demonstrated hydrodynamic evolution of the gas, and motivates
the foundational goals of this work. Namely, a theoretical treatment of hydrodynamic as well as
“non-hydrodynamic” modes in strongly interacting Fermi gases. However, before moving on to
3those details, it is interesting to attempt to quantify the change in perception of cold atom physics
over time. Fig. 1.1 indicates that there was a dramatic rise in appearance of the topic of cold
atomic gases in the literature almost immediately following the series of events starting with the
first observation of a BEC in 1995 and culminating in the creation of a UFG in 2002.
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Figure 1.1: Fraction of articles published by Physical Review each year relating to cold atom gases.
The number of articles relating to cold atom gases was naively measured by the value returned
from a search ”Cold Atomic Gas” specifying the year start and end dates at the physical review
article database available at https://journals.aps.org/archive/.
The growth in popularity of cold atom physics demonstrated by Fig. 1.1 is not due solely to
an increase in the amount of research explicitly in the field. In fact, the broad and rather naive
search phrase “cold atom gas” used in the physical review article database for generating Fig. 1.1
was intentionally vague. A cursory survey of the resulting papers indicates a large number con-
tributions from other sub-fields including condensed matter and nuclear physics. Perhaps the key
reason is that, as of yet, cold atom gases provide one of the cleanest experimental realizations of
a quantum mechanical system, offering exquisite control over a large number of features including
4dimensionality, lattice structure, interaction strength and type, mass imbalance, spin imbalance,
and disorder. This enables cold atoms to play a role as a testbed for studying some of the most
cutting edge physics across sub-disciplines ranging from topological matter and strongly interact-
ing many body systems to far-from-equilibrium physics. The next section follows this trend of
taking inspiration from other sub-fields, particularly nuclear physics and gauge-gravity duality, to
introduce the questions that will be considered in this work.
1.2 Strongly Interacting Fermi Gases: Taking Inspiration from Nuclear
Physics and Gauge-String Duality
Strongly interacting quantum systems may be observed in a variety of settings, e.g. high Tc
superconductors [21], clean graphene [22], the quark-gluon plasma [23], and Fermi gases tuned to a
Feshbach resonance [24]. However, the theoretical treatment of these systems often precludes or at
best obfuscates the use of standard perturbation theory and/or kinetic theory techniques. In the
former, there is not a small parameter with which to organize a perturbative calculation, and in
the latter, the possible lack of a quasiparticle description in the regime of strong coupling means
the kinetic theory treatment is ill-defined and not well controlled. Thus it is of interest to develop
techniques that do not rely on these approaches.
Various extended formulations of hydrodynamics and the conjectured gauge-string duality are
two intimately linked non-perturbative approaches that do not rely on the validity of a quasi-particle
picture. These tools are quite general and may be adapted to treat a variety of interesting systems.
Due to the experimental flexibility of cold quantum gases, this work applies these techniques to
strongly interacting Fermi gases. The hope is that in addition to gaining a better understanding
of strongly interacting atomic fermi gases, this work may aid in developing general insight into the
nature of strongly interacting quantum systems.
As indicated by the section title, the particular questions addressed in this work are best
framed by appealing to some interesting properties of the now well-known conjectured duality
between gravity in anti-de-Sitter space and conformal field theory (AdS/CFT). Additional insight
5and inspiration is taken from experimental measures of transport properties in the quark gluon
plasma created in heavy-ion collisions of nuclei.
In experiments on a two-spin Fermi gas of 6Li in Ref. [2] the interaction strength between
the spin species was controlled with an external magnetic field by tuning through a Feshbach
resonance (to be discussed in more detail later). This allowed the system to be tuned from weakly
to strongly interacting, with expansion of an initially elliptically shaped cloud exhibiting ballistic
and hydrodynamic evolution respectively. In the case of hydrodynamic expansion, the subsequent
evolution is referred to as elliptic flow, and is shown in Fig. 1.2. This type of flow is a signature of
hydrodynamics as will be discussed in Chap. 2. Follow up experiments on elliptic flow as well as a
collective oscillation known as the breathing mode of the gas in a cigar shaped trap (see Ch. 5 for
details on this and other hydrodynamic modes) were used to extract a the ratio of shear viscosity
to entropy density in the gas (η/s), with a minimum value in the range of (η/s)UFG ∼ 0.2− 0.4 in
units where ~ = 1 = kB [25].
Figure 1.2: Demonstration of hydrodynamic expansion of a unitary Fermi gas from an initially
elliptical configuration. Note that the aspect ratio of the ellipse A.R. = ay/ax, where ax(ay) the
cloud radius along the x− (y−)axis, is initially A.R. < 1 but grows to A.R. > 1. This is driven by
pressure anisotropy in the fluid and is distinct from the case of ballistic expansion where A.R. ≤ 1.
Figure modified with permission from Ref. [2].
Beyond serving the purpose of characterizing the transport properties of strongly interacting
atomic fermi gases, the measured value of (η/s)UFG is surprisingly similar that of the quark-gluon
plasma (QGP) created in relativistic heavy ion collisions (η/s)QGP ∼ 0.1−0.2 extracted from elliptic
6flow measurements[26]. This fact is all the more striking when considering the fact that these fluids
differ by no less than 17 orders of magnitude in temperature and more than 40 orders of magnitude
in pressure (see Fig. 1.3a) [3]. Furthermore, a number of other systems have been calculated or
measured to have similar values of η/s. For example calculations for electron transport in clean
graphene (CG) near room temperature give (η/s)CG ∼ 0.2 for electron transport [22], experimental
measurements of electron transport in the high−Tc superconductor (HTSC) Bi2212 give (an albeit
controversial estimate) (η/s)HTSC ∼ 0.2 [21], and for strongly coupled electromagnetic plasma
(EMP) values were extracted to be of order (η/s)EMP ∼ 0.1 [27]. One may then ask whether there
is some unifying framework with which to think about the quantitative similarity in η/s for these
vastly different systems.
a)	 b)	
Figure 1.3: Left: Plot indicating pressure and temperature of a number of familiar systems. Of
particular interest are the ultracold Fermi gas, superfluid 4He, and the quark gluon plasma which
share quantitatively similar values of η/s as shown in b). Reproduced from Ref. [3] in accordance
with the Attribution-NonCommercial-ShareAlike 3.0 Creative Commons License. Right: Plot of
η/s vs T − Tc/Tc for ultracold Fermi gas, superfluid 4He, the quark gluon plasma, and water
for reference. Tc is the superfluid transition temperature for the Fermi gas, the deconfinement
temperature for the QGP and the endpoint temperature of the liquid-gas transition for water and
helium. Open symbols are from lattice calculations. Reproduced from Ref. [1] in accordance with
the Attribution-NonCommercial-ShareAlike 3.0 Creative Commons License.
For a first pass at understanding this similarity, one may consider an approach using kinetic
theory and the Heisenberg uncertainty principle (this argument follows that given for example in
Ref. [28]). Kinetic theory for a dilute gas gives the shear viscosity as η = np`/3 where n is the
quasiparticle density, p the average momentum of a particle, and ` the mean free path. At the same
time, the entropy density is expected to be proportional to density (s ∝ n). Combining these two
7expressions with the uncertainty principle p` ≥ ~ gives η/s & 1 up to a numerical prefactor. This
argument relies on kinetic theory and cannot be expected to hold quantitatively at large coupling
and in systems that lack quasiparticles. However, it does give insight that a lower bound on η/s in
quantum fluids may be expected on fairly general grounds.
A more precise calculation of this type of bound on η/s derives from the conjectured duality
between certain four-dimensional field theories and string theory on a higher dimensional curved
space. For example, an AdS/CFT calculation gives (η/s)AdS/CFT ≥ 1/(4pi) (known as the KSS
bound), while another theory by the name of Gauss-Bonnet gives (η/s)GB ≥ 4/(25pi). A detailed
discussion of the exact nature of these bounds is beyond the scope of this work. However, it is
clear that there are some grounds for the expectation of a lower bound on η/s in quantum fluids
dependent for example on symmetry properties of the system under consideration [29]. Thus it
is of interest to make precision studies of transport properties in strongly coupled quantum fluids
to address “big picture” questions like the nature of these lower bounds on transport coefficients.
This leads to one of the first major items addressed by this thesis. Namely, are there unexplored
methods which might aid in extracting a more precise value for η/s in the unitary fermi gas? This
question will be addressed by taking inspiration from the physics of the quark gluon plasma. There,
η/s was first extracted using elliptic flow measurements, but later it was realized that higher order
flows (e.g. triangular shape expansion) exhibited higher sensitivity to η/s and could be used to
obtain a better constraint on this transport coefficient [30]. It will be shown that collective modes
in a harmonically trapped strongly interacting Fermi gas (SIFG) obtained from a modified non-
relativistic hydrodynamics formalism (here referred to as second-order hydrodynamics) demonstrate
an analogous feature. This leads to the proposition that higher-order collective oscillations should
be used as a probe of transport properties in SIFGs.
In addition to working towards a more quantitative understanding of how close the SIFG
comes to saturating the KSS bound (η/s)AdS/CFT ≥ 1/(4pi), one may look for other ways in which
the SIFGs exhibit quantitatively similar features to other strongly interacting fluids. To this end
inspiration is taken yet again from AdS/CFT correspondence. As will be discussed later, the
8ringdown modes of a black hole in a gravity dual description contain both hydrodynamic modes
as well as modes not contained in the standard hydrodynamic description of a fluid (i.e. “non-
hydrodynamic modes”). This naturally leads to the question: Does the similarity in transport
properties of different strongly interacting quantum fluids extend beyond η/s? If so, one would
expect to find non-hydrodynamic modes when studying the early time dynamics of SIFGs, as such
modes are a general feature in the quasi-normal mode spectra of black hole duals. This thesis aims
to contribute to the understanding of this topic by working with both second-order hydrodynamics
and an approximate gravity dual to the UFG to explore the possibility for and expected properties
of such non-hydrodynamic modes in SIFGs.
1.3 Overview
This thesis is organized as follows. Chap. 2 reviews the necessary prerequisites needed to
understand how hydrodynamic behavior emerges in Fermi gases. This will rely on the existence
of a Feshbach resonant interaction. Therefore, the chapter proceeds from the basics of scattering
theory to a two-channel model of Feshbach resonances. Although this is a toy model for Feshbach
resonance, it will demonstrate all of the important features. In Chap. 3, the kinetic theory approach
to deriving hydrodynamics is discussed, and subsequently existing experimental techniques for ex-
tracting transport properties are outlined. Chap. 3 ends with a discussion of some challenges that
arise in applying a typical hydrodynamic framework to extract η/s in these experiments. This will
motivate the use of second-order hydrodynamics in this work to treat transport in SIFGs. Chap. 4
introduces various forms of modified hydrodynamics. The physical interpretation of the additional
fluid degrees of freedom introduced by these techniques is discussed. Particularly, the existence of
“non-hydrodynamic” modes is introduced. In Chap. 5, collective modes up to the decapole mode of
an isotropically harmonically trapped gas are derived from linearized second-order hydrodynamics.
After the derivation, properties of higher-harmonic modes lead to a proposal for their use in an
alternate technique for constraining η/s. The structure of non-hydrodynamic modes, which are col-
lective oscillations that are not described by the standard Navier-Stokes formalism is then discussed.
9Properties of these modes arising from the two models of second-order hydrodynamics as well as an
approximate gravity dual calculation will be one of the primary focuses of this work. Subsequently,
non-hydrodynamic mode excitation amplitudes are calculated within this framework. It is found
that these modes should be experimentally observable. Chap. 6 addresses the same problem in an
anisotropically trapped gas. In this case, the two transverse trapping frequencies are allowed to
differ. Here the properties of a smaller set of modes, which will include the experimentally relevant
scissors mode are derived. In Chap. 7 frequencies and damping rates of the shear and sound modes
in second-order hydrodynamics with a uniform density and temperature background are calculated.
These results may find application to model non-hydrodynamic behavior in experiments currently
being developed by M. Zwierlein’s group at MIT [31]. Chap. 8 will provide a brief overview of the
conjectured gauge-gravity duality needed to understand the results of Chap. 9. In Chap. 9, an ap-
proximate gravity dual for UFGs is used as a model to make predictions for the non-hydrodynamic
mode spectrum of a harmonically trapped UFG. Chap. 10 provides a summary of key results and
future outlook for this area of research.
Chapter 2
Introduction to Strongly Interacting Fermi Gases
This chapter reviews several aspects of Fermi gases relevant for this work. As will be discussed,
the presence of a Feshbach resonance allows tuning from weak to strong interactions between
atoms in the gas. A key step in understanding Feshbach resonances is the characterization of the
interaction potential by a single parameter, the scattering length, particularly in the low-energy
scattering limit. The chapter begins with a review of the scattering theory needed to understand
the scattering length. A small detour is taken to shown how the scattering cross section is related
to the s-wave scattering length with a brief discussion of the relevant features of this relationship for
the purposes of this thesis. The chapter then closes with a simple model of a Feshbach resonance.
Despite its simplicity, this model will give a realistic picture of how Feshbach resonances arise in
atomic Fermi gases.
2.1 Tunable Interactions: Feshbach Resonances
Perhaps the most straightforward way to reach an understanding of Feshbach resonances
is to consider simple two atom scattering where the structure of the atoms is ignored. In doing
so the concepts of scattering amplitude, the partial wave expansion, and subsequently scattering
length for the low-energy s-wave scattering case are reviewed. After doing this, a simple two-
channel scattering model accounting for the atomic structure is introduced to explain the existence
of Feshbach resonances. It should be noted that much of this section on Feshbach Resonances
is distilled from the review article Ref. [32]. In addition, some of the discussion in this section
11
is emphasized and clarified by including material which may be found in quantum mechanics
textbooks and notes such as Refs. [33, 34]. On a final note, scattering in d = 2 spatial dimensions
exhibits a number of subtleties, the details of which are omitted. However, the result for the
scattering amplitude in d = 2 in terms of the s-wave scattering length will be quoted.
2.1.1 Scattering Theory: Lippmann-Schwinger Equation
The starting point of quantum mechanical scattering theory of two particles of equal mass in
a non-relativistic setting is the two-particle (time-independent) Schro¨dinger equation
(−∇2r1
2m
+
−∇2r2
2m
+ V (|r1 − r2|)
)
ψ = Eψ, (2.1)
where E is the total energy of the two particle system. Working in relative and center-of-mass
coordinates, r = r1 − r2 and R = (r1 + r2)/2 respectively, one can separate the wave function
into a product of functions depending only on the center-of-mass (CM) and relative coordinates as
ψ = ψCM (r)ψrel(R) (see Fig. 2.1) where the two functions satisfy
r1 
r2 R 
r 
Figure 2.1: Coordinate system for evaluating the two-particle Schro¨dinger equation.
−∇2R
2(2m)
ψCM = ECMψCM , (2.2)( −∇2r
2(m/2)
+ V (r)
)
ψrel = Erelψrel, (2.3)
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and E = ECM + Erel. Eq. (2.2) is the Schro¨dinger equation for a free particle of mass 2m and
its solution is simple a plane-wave ψCM ∝ e−iK·R with dispersion relation ECM = K2/(4m), and
does not contain any physics of interest here. Thus Eq. (2.3) contains all of the relevant physics of
scattering needed here. In order to simplify notation the substitutions ψrel → ψ and Erel → E will
be made in the following.
It will be useful to recast Eq. (2.3) in a more formal language as
(
H0 + V
)
|ψ〉 = E|ψ〉, (2.4)
where H0 is the free part of the Hamiltonian in Eq. (2.3). Formal manipulation of Eq. (2.4) gives
the Lippmann-Schwinger equation:
|ψ(±)〉 = 1
E −H0 ± iV |ψ
(±)〉+ |φ〉, (2.5)
where the ±i is required to regulate the divergence caused by the continuous nature of the spectrum
of H0, and |φ〉 is the (plane-wave) solution of Eq. (2.4) with vanishing potential, i.e. V = 0.
The Lippmann-Schwinger equation encodes an interesting feature of the solution |ψ(±)〉 far
from the center of the scattering potential. Namely, the wave function may be written as a sum
of an incoming plane wave plus an outgoing spherical wave. This fact will be useful to define a
scattering amplitude which, in the low-energy scattering limit, may be characterized to lowest order
by a single value, the scattering length.
2.1.2 Scattering Theory: Scattering Amplitudes and the T-Matrix
To see that the wave function may be written as a sum of an incoming plane wave plus an
outgoing spherical wave, consider ψ(±)(r) given by
ψ(±)(r) = 〈r| 1
E −H0 ± iV |ψ
(±)〉+ 〈r|φ〉. (2.6)
Working in d = 3, insertion of the identity gives
ψ(±)(r) =
∫
d3r′ 〈r| 1
E −H0 ± i |r
′〉〈r′|V |ψ(±)〉+ 〈r|φ〉. (2.7)
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Now, recall that G(±)(r, r′) = 〈r| 1
E −H0 ± i |r
′〉 is the free-particle Green’s function which
up to a proportionality constant is given by
G(±)(r, r′) ∝ e
±ik|r−r′|
|r− r′| , (2.8)
so that
ψ(±)(r) =
∫
d3r′
e±ik|r−r′|
|r− r′| V (r
′)〈r′|ψ(±)〉+ 〈r|φ〉, (2.9)
where for now, the constant of proportionality in Eq. (2.8) is dropped as it is unimportant for the
purposes of this chapter. If the potential V is localized within some region of width ∆V around
r′ = r′0, the integrand of Eq. (2.9) may be expanded for |r−r′0|  ∆V . Without loss of generality,
let r′0 = 0 in which case one may use |r− r′| ≈ r − rˆ · r′ in Eq. (2.9) to obtain
ψ(±)(r) ≈ e
±ikr
r
∫
d3r′ e∓ik
′·r′V (r′)〈r′|ψ(±)〉+ eik·r, (2.10)
where k′ = krˆ, and the plane wave solution with V = 0 was used.
Upon inspection, one notices that Eq. (2.10) takes the form of a linear combination of an
outgoing (incoming) spherical wave for the plus (minus) choice of sign in ψ(±) and a plane wave.
Since a scattered state is considered here, the outgoing spherical wave is chosen giving the scattering
amplitude as
f(k′,k) ≡
∫
d3r′ e−ik
′·r′V (r′)〈r′|ψ(+)〉. (2.11)
One may define the T−Matrix operator by T |φ〉 = V |ψ(+)〉 such that Eq. (2.11) may be manipulated
to give
f(k′,k) =
∫
d3r′ e−ik
′·r′V (r′)〈r′|ψ(+)〉
=
∫
d3r′ e−ik
′·r′〈r′|T |φ〉
= 〈k′|T |k〉.
This result indicates that for r  ∆V the scattering problem is fully specified by the T−Matrix.
However, finding the T−Matrix is a difficult problem in its own right, and this form is not very
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useful for the purposes of this work. To arrive at a more useful formulation of the scattering
amplitude, additional geometric and physical features of the problem must be utilized.
2.1.3 Scattering Theory: Partial Wave Expansion and Scattering Phase Shift
Notice that as long as the scattering potential V is spherically symmetric, so is the T−Matrix.
Hence, f(k′,k) depends only on the magnitude k and the angle θ between k and k′. As a result,
one may expand f(k′,k) in terms of Legendre polynomials as
f(k′,k) =
∞∑
`=0
f`(k)P`(cos θ). (2.12)
This result will be combined with the expansion of of plane wave in Legendre polynomials
eik·r =
∞∑
`=0
(2`+ 1)i`j`(kr)P`(cos θ), (2.13)
where j`(kr) denotes the spherical Bessel function of the first kind. The asymptotic form of j`(kr)
for kr  1 is
j`(kr) ≈ sin(kr − `pi/2)
r
=
ei(kr−`pi/2) − e−i(kr−`pi/2)
2ir
, (2.14)
so that Eqs. (2.10)-(2.14) may be combined to arrive at
ψ(r) =
∞∑
`=0
(2`+ 1)
P`(cos θ)
2ik
((
1 +
2ikf`(k)
(2`+ 1)
)eikr
r
− e
−i(kr−`pi)
r
)
, (2.15)
for kr  1. Eq. (2.15) indicates that ψ(r) is the sum of an incoming and outgoing spherical waves
decomposed into a complete angular basis (see Fig. 2.2). The amplitudes of these incoming and
outgoing waves must match in magnitude if probability is to be conserved. Hence f`(k) must take
the form
f`(k) =
(2`+ 1)
2ik
(
e2iδ`(k) − 1) = (2`+ 1)
k cot
(
δ`(k)
)− ik , (2.16)
where δ`(k) is the energy-dependent scattering phase shift of the `
th partial wave. To make further
progress, the low-energy behavior of Eq. (2.16) is now considered.
15
Figure 2.2: Cross sectional geometry of the partial wave scattering states with the vertical axis
being the axis of rotation symmetry. Notice in particular that the s-wave has continuous rotation
symmetry.
2.1.4 Scattering Theory: Low-Energy Limit and Scattering Length
To study the low energy behavior of Eq. (2.16), it is most convenient to first note a quite
general feature of the `th scattering phase shift δ`. Namely, it has been shown that for a wide class
of short-range potentials δ` ∼ k2`+1 for ` < `max with `max > 0 and δ` ∼ k2`max+1 for ` > `max
at low-energy (see e.g. review articles Refs. [35, 36]). Cursory inspection of Eq. (2.16) with this
information clearly indicates that for low enough energy, only the s-wave (` = 0) contributes to the
wave-function.
Focusing on the s-wave phase shift one may expand k cot(δ0) ≈ −1/a +O(k2). As a result,
the scattering amplitude may be expressed as
f(k) ≡ f0(k) ≈ −11
a
+ ik
. (2.17)
This is the final form of the scattering amplitude which will be important in describing how the use
of Feshbach resonances in cold atom experiments allow for the atoms to strongly interact resulting
in the emergence of hydrodynamic behavior. The above derivation relied on the dimensionality
d = 3 of space being considered (see e.g. Ref. [37]), but this thesis considers both two- and
three-dimensional gas geometries, and hence the scattering amplitude in both d = 2, 3 is quoted
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here[38]
f(k) =

−4
2
pi
log(ka)− i
for d = 2
−1
1
a
+ ik
for d = 3
. (2.18)
2.1.5 Optical Theorem and Large Scattering Cross Section
The optical theorem reads [34, 38]
σ(k) =

−1
k
Im[f(k)] for d = 2
4pi
k
Im[f(k)] for d = 3
, (2.19)
where the form of f(k) appropriate to the dimension of space is taken from Eq. (2.18). Applying
this theorem results in a scattering cross section
σ(k) =

4
k
(
4
pi2
log2(ka) + 1
) for d = 2
4pi
1
a2
+ k2
for d = 3
. (2.20)
From this it is obvious to see that if it were possible to tune the scattering length, one could control
the scattering cross section. This feature is discussed in more detail below where the concepts of
unitarity and scale-invariance, which relate to certain assumptions utilized in later chapters, are
introduced.
2.1.5.1 Strong Interactions, Unitarity, and Scale-Invariance
For a given incident particle momentum k, one may find the value of scattering length which
maximizes the scattering cross section and hence corresponds the the regime of strongest interac-
tions between the atoms. For d = 2 the value of a which achieves this is a = 1/k while in d = 3
one finds a = ±∞ giving
σmax(k) =

4
k
for d = 2
4pi
k2
for d = 3
. (2.21)
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For a Fermi gas at a temperature not too far from the Fermi temperature, atoms that participate
in scattering events have momentum close to the characteristic Fermi momentum kF . Hence kFa is
a good parameter characterizing the interaction strength. Particularly, kFa ∼ 1 ∼ 1 is the regime
of strong interactions in d = 2, while |kFa|  1 is the regime of strong interactions in d = 3.
Now, considering the regime of strong interactions in d = 3 one has that a → ±∞. It turns
out that the only length-scale in such a situation is the density [39]. In this case the gas is said to be
in the unitary regime, a term which refers to the fact that the cross section takes its maximum value
allowed by unitarity of quantum mechanics. Furthermore, a→ ±∞ also implies that the scattering
length drops out as a physically relevant length scale. In this case, the gas is scale-invariant giving
rise to the relationship
Strongly Interacting ≡ Unitary ≡ Scale Invariant in d=3.
On the other hand, in d = 2, the logarithmic momentum dependence of the cross section (see
Eq. (2.20)) implies that in the regime of strongest interaction the scattering length is of the same
order as the density length scale (a ∼ 1/kF ) and therefore does not drop out. In this case the gas
is not exactly scale invariant, though, as will be discussed more later, collective mode properties
behave as though the strongly interacting 2D Fermi gas is scale-invariant [6, 40]. Thus in d = 2
Strongly Interacting ∼ Scale Invariant in d=2 for certain phenomena.
Notice that since the scattering length is a relevant length scale for strong interactions in d = 2
the gas is not said to be unitary. For this reason, the present work refers to strongly interacting
Fermi gases in both d = 2, 3 to mean gases near a Feshbach resonance where the scattering length
is nearly saturated.
To summarize, the regime of strongest interactions is exactly (approximately) scale-invariant
in d = 3 (d = 2) dimensions. This fact is built into assumptions for modeling hydrodynamic
behavior later in this thesis. Furthermore, interaction strength is characterized by the scattering
length. Thus if one had experimental control of the scattering length, one could then tune the
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strength of interactions in the gas. How to achieve this control in practice is the topic of Secs. 2.1.6
and 2.1.7.
2.1.6 Poles and Branch Cuts of the T-Matrix: Bound and Scattering States
To see the relationship between scattering length and bound state energy, consider the
T−Matrix. From Eq. (2.5) and the definition T |φ〉 = V |ψ〉 of the T−Matrix one has the for-
mal solution
T = V + V
1
E −H + iV. (2.22)
Recalling H = H0 + V , V in the denominator of the second term may be treated perturbatively
by expanding the fraction in a geometric series. In the original problem, the potential will have
both bound and scattering states. Letting n denote a discrete index for bound states and k be a
continuous index for scattered state, inserting a complete set of states gives
T = V + V
∑
n
|ψn〉〈ψn|
E − n + iV +
∫
ddk
(2pi)d
V
|ψk〉〈ψk|
E − k + iV. (2.23)
Thus, the analytic structure of the T−Matrix in the complex energy plane is such that it has poles
at (negative) bound state energies (second term in Eq. (2.23)) and a branch-cut along the positive
energies corresponding to scattered states (third term in Eq. (2.23)) . Now, utilizing Eq. (2.18) one
may see that for small positive energies E = k2/m the T matrix is given by
T ≈ 1
1− ia√mE . (2.24)
Analytic continuation to negative energies gives
T ≈ 1
1− a√−mE , (2.25)
which has a pole at energy E = −1/(ma2) where the scattering length a is taken large and positive.
Thus control over the energy of a bound state of the potential with small negative energy, would
allow tuning of the scattering length. This is achieved in practice through the use of Feshbach
resonances.
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2.1.7 Two-Channel Model of Feshbach Resonances
A variety of Fermonic alkali atoms/isotopes are typically utilized in experiments, perhaps the
most relevant being potassium-40 (40K) and lithium-6 (6Li). Internal atomic structure will lead
to many hyperfine states of slightly differing energy when an external magnetic field is applied.
Experimentally, two hyperfine states are selected and the system is prepared in an 50 : 50 incoherent
mixture of these two states. Hence each atom may take on one of two internal states labeled | ↑〉 and
| ↓〉. Now, for two colliding atoms, the internal states may be in a singlet or triplet configuration
which are up to normalization are
Singlet ∝ | ↑↓〉 − | ↓↑〉,
Triplet ∝

| ↑↑〉
| ↑↓〉+ | ↓↑〉
| ↓↓〉.
. (2.26)
Recalling that quantum statistics governs that Fermions (Bosons) in the same state can only scatter
via odd (even) partial waves and that p-wave scattering will be negligible when there is s-wave
scattering[34], the triplet configuration may be effectively reduced to one state for consideration in
the problem of s-wave scattering. Labelling the singlet state |S〉 and triplet state |T 〉 gives
|S〉 ∝ | ↑↓〉 − | ↓↑〉
|T 〉 ∝ | ↑↓〉+ | ↓↑〉. (2.27)
Quantum statistics ensures that the electrons may get closer together in the singlet configuration.
Hence one expects that the interatomic potential for atoms in the singlet state is deeper than that
in the triplet state.
Working in d = 3 and following the treatment of Ref. [32], one may approximate the inter-
atomic potential as a simple square-well of range R taken to satisfy R  k−1/3F (i.e. the range
is much smaller than the average inter-particle particle spacing) for both the singlet and triplet
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channels. The Schro¨dinger equation will then be of the form−∇
2
m
+ VT (r)− E Vhf
Vhf −∇
2
m
+ VS(r) + ∆µB − E

ψT (r)
ψS(r)
 = 0, (2.28)
where
VS,T (r) =

−VS,T for r < R
0 for r > R
. (2.29)
The off diagonal terms Vhf in Eq. (2.28) are the hyperfine terms which couple the internal states,
and ∆µB is the Zeeman energy splitting caused by the difference in total magnetic moment of the
singlet and triplet configurations. For simplicity, it will be assumed that VS is deep enough to have
one, but only one bound state. Furthermore, it is assumed that 0 < Vhf  VT , VS ,∆µB. This
model has three key features allowing for Feshbach resonant behavior. They are:
• Two channels with one of the channels having an interatomic potential with a bound state
(here the singlet channel).
• The ability to tune the location of the bound state within that channel (here through the
Zeeman splitting).
• Coupling of the bound state (singlet) to the continuum channel (triplet). Here the hyperfine
interaction couples the channels.
The detailed solution of this model is not particularly enlightening for the purposes of this thesis
and is not presented here (see Ref. [32] for the full solution). However, after finding the solution
one may calculate the resulting s-wave scattering length which is shown versus magnetic field in
Fig. 2.3. The resulting scattering length is well fit by the functional form
a(B) = abg
(
1− ∆B
B −B0
)
, (2.30)
where abg is a background scattering length at large magnetic field, B0 gives the location of the
resonance, and ∆B the width of the resonance. Clearly by tuning to the resonance, one obtains
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Figure 2.3: Left: Potential functions including Zeeman shift for the square-well model. Right:
Resulting scattering length versus applied magnetic field demonstrating divergence in scattering
length. Here we used VS = 10, VT = 1, and Vhf = 0.1 in units of (mR
2)−1.
unitarity in d = 3. This will be the regime of interest when discussing the applicability of hydro-
dynamics to cold atomic gases in the next chapter.
Chapter 3
Emergent Hydrodynamic Behavior
Hydrodynamics is a set of partial differential equations governing the dynamics of macroscopic
fields of density, temperature, and fluid velocity which arise from conservation of mass, momentum,
and energy. As will be discussed, the equations of hydrodynamics as the governing theory of a
strongly interacting Fermi gas may be arrived at through at least two approaches. The approach
considered in this chapter is one in which hydrodynamics arises from taking a strong-coupling
limit of a microscopic kinetic theory. In doing so, one may take moments of the kinetic theory
phase-space distribution function with respect to so called collision invariants. In order to close the
conservation equations that arise from this process, one may take two different avenues. First one
may arrive at a controlled expansion with an appropriate small parameter, namely the time between
collisions of atoms in the gas τ0. This collision time is inversely proportional to the scattering cross
section τ ∝ 1/σ so that in the regime of strong interactions one expects τ0 to be small. The second
approach treats hydrodynamics as a gradient expansion supplemented by symmetry considerations,
and will be further discussed in Chap 4.
In the remainder of this chapter, first the conservation equations of hydrodynamics from ki-
netic theory are derived. Subsequently, the relaxation time approximation is presented. A short re-
laxation time provides a small parameter motivating a truncated expression for the non-equilibrium
stress tensor in terms of gradients of fluid variables. This expression provides the final equation
required for closure of the hydrodynamic conservation equations. Finally, experimental methods
which utilize hydrodynamics to extract the shear viscosity coefficient are highlighted. The chapter
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closes with a discussion of problems that arise in applying the standard hydrodynamic theory to
these experiments, setting the stage for the introduction of second-order hydrodynamics in Chap 4.
3.1 Hydrodynamics from Kinetic Theory
Boltzmann kinetic theory describes the evolution of a quasi-particle distribution function
f(x,p, t) in phase space. Since the purpose of this section is to demonstrate how hydrodynamics
arises from a strongly interacting limit of kinetic theory, mean-field interactions and self-energy
effects are ignored (see e.g. Ref [41] for inclusion of mean-field interactions). In this case the
semi-classical non-relativistic Boltzmann equation for a gas with elastic collisions reads [42]
Dtf = (∂t +
p
2m
· ∇x −∇xU · ∇p)f = −C[f ], (3.1)
where C[f ] is a functional describing the change in the distribution function due to collisions,
C[f ] =
∫
ddp2
(2pi)2
2q
m
∫
dΩ
dσ
dΩ
[
f3f4(1− ξf)(1− ξf2)− ff2(1− ξf3)(1− ξf4)
]
. (3.2)
In Eq. (3.2) ξ = 1, 0,−1 for a gas with Fermi-Dirac, Classical, and Bose-Einstein statistics re-
spectively. Furthermore, in Eq. (3.2) fi is the distribution function evaluated at momentum pi, p
and p2 are momenta of the incoming particles, p3 and p4 are momenta of the outgoing particles,
q = |p − p2|/2 = |p3 − p4|/2 is the relative momentum for the collision, Ω is the reflection angle
between the incoming and outgoing momenta, and σ(θ, φ, q) is the scattering cross section.
Despite the rather complicated form of the collision integral, in a non-relativistic elastic
scattering problem, the conservation of particle number, momentum, and energy implies that mo-
mentum space moments of the collision integral with weights 1, p, and p2 are identically zero. In
order to derive conservation laws, one may define the N th-order moment operator N = 0, 1, 2, 3...
by
M
(N)
i1,i2,...,iN
[g] ≡ m1−(N+d)
∫
ddp
N∏
j=1
pijg, (3.3)
where m is the particle mass, and if N = 0 it is understood that
M (0)[g] ≡ m1−d
∫
ddp g. (3.4)
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Note that the distribution function satisfies [43]
M (0)[f ] = ρ(x), (3.5)
M
(1)
i [f ] = ρ(x)ui, (3.6)
1
2
∑
j
M
(2)
j,j [f ] =
ρ(x)(u2 +D Tm)
2
≡ , (3.7)
where ρ is the mass density, u is the local fluid velocity, T is the temperature, and  is the energy
density. Also note that
M (0)[C[f ]] = 0, (3.8)
M
(1)
i [C[f ]] = 0, (3.9)
1
2
∑
j
M
(2)
j,j [C[f ]] = 0, (3.10)
encoding that elastic collisions conserve particle number, momentum, and energy. Integration by
parts for the zeroth-moment leads to
M (0)[Dtf ] = ∂tρ+ ∂i(ρui) = 0. (3.11)
For the first-order moment one derives
M
(1)
i [Dtf ] = ∂t(ρui) + ∂j(ρuiuj + Pδij + piij) = ρ
Fi
m
, (3.12)
where P is the pressure. Finally, making use of the second order moment gives
∑
j
M
(2)
j,j [Dtf ] = ∂t+ ∂j
[
uj
(
+ P
)
+ piij
]
= ρ
Fk
m
uk = 0 = M
(2)[C[f ]], (3.13)
Eqs. (3.11)-(3.13) are a set of conservation laws. Yet, the system of equations is not closed.
In the above equations, piij is related to a second-order moment of the kinetic theory distribution
function, but in order to close the system of equations, piij must be expressed in terms of fluid
dynamical variables. This is the goal of the next subsection.
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3.1.1 Relaxation Time Approximation and Shear Viscosity
In order to simplify the analysis of piij , one may make the so called relaxation time approxi-
mation
C[f ] =
−(f − feq)
τ0
, (3.14)
where feq is an equilibrium distribution function satisfying
(∂t +
p
2m
· ∇x −∇xU · ∇p)feq = 0. (3.15)
Ignoring quantum statistics, feq is given by the Maxwell-Boltzmann distribution (see e.g. [43])
feq =
ρ(x)Nd
m1−d/2T dpid/2
exp
(−md/2(p/m− u)2
2T d/2
)
, (3.16)
where Nd = 1, 1/
√
8 in d = 2, 3 respectively ensuring integration over momenta gives the density
ρ(x). Eq 3.14 states that collisions cause the system to relax towards equilibrium on a timescale τ0,
capturing the essential physics of collisions. Furthermore, it is interesting to note that this approach
has been demonstrated to be quantitatively accurate for small deviations from equilibrium [44].
By linearizing Eq. (3.14) about equilibrium ( f = feq + δf
(1)) and taking moments as in the
previous section one finds [45]
τ0 = η/P, (3.17)
where η is the shear viscosity and P is the pressure. The stress tensor is
piij = −ησij , (3.18)
with
σij =
[
∂iuj + ∂jui − 2
d
δij∂kuk
]
. (3.19)
Eqs. (3.11)-(3.13) along with the closure relation Eq. (3.18) are the Navier-Stokes equations. It
is important to note, however, that Eq. (3.18) is valid only for τ0  1 and small spatial and
temporal derivatives of fluid variables (not too far from equilibrium). One may systematically take
the linearization of the distribution function to higher order. For example let f = feq + δf
(1) →
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feq + δf
(1) + 2δf (2) wherein one obtains terms in Eq. (3.18) up to second-order in derivatives
of fluid variables that are proportional to τ20 [45]. This process may be continued to even higher
orders in the expansion of piij with the behavior of increasing the derivative order by one along with
one higher power of τ0 in the prefactor. Thus one should think of Eq. (3.18) as the lowest order
of gradient expansion for the non-equilibrium stress tensor. Furthermore, the parameter τ0 which
controls this expansion is the relaxation time and should be related to the time between collisions
in the gas τ0 ∝ τcol ∼ 1/(nσvF ). Hence if σ is large, which is the case near a Feshbach resonance,
one expects τ0 to be small and thus for the gradient expansion of piij to be well controlled.
3.2 Methods for Extracting Transport Properties
When displaced from equilibrium, the system evolution in hydrodynamics will depend on
transport coefficients. Below two types of experiments that have been used to extract values for
the shear viscosity coefficient are discussed. Emphasis is placed on the qualitative relationship
between the measured quantity and shear viscosity.
3.2.1 Gas Expansion Dynamics
One approach for extracting shear viscosity is to release the gas from an elliptically shaped
trapping potential. The evolution of the cloud may then be used to extract shear viscosity [25].
Interestingly, this is similar to the method used to estimate shear viscosity of the quark-gluon
plasma created in relativistic ion collisions, a fact which will be leveraged later in order to motivate
the study of collective modes in Chap 5. It is simplest to understand how expansion from an
anisotropic initial configuration gives information about shear viscosity by considering two limiting
cases of the interaction strength. In particular, it is shown that when the gas is non-interacting
(i.e. η → ∞), the flow is such that the aspect ratio A measured as the ratio of the mean square
radii of the short to long axis of the cloud (so that initially A < 1) satisfies A → 1− as t → ∞.
When the interactions are so strong that ideal hydrodynamics holds (i.e. η = 0), one can show that
the aspect ratio actually continues to grow beyond A = 1 before decreasing again, a phenomenon
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known as elliptic flow. In essence then, by modeling the hydrodynamic flow for different values of
shear viscosity, one can match the measured aspect ratio from expansion dynamics.
Considering first the case of a non-interacting gas, a derivation for the cloud aspect ratio is
performed following closely the work of Ref. [41]. For a non-interacting gas, the cloud dynamics
are described by the collisionless Boltzmann transport equation
(∂t −∇xU · ∇v + v · ∇x)f(t,x,v) = 0. (3.20)
Denoting the time independent equilibrium distribution by feq(x,v) one has
(−∇xU · ∇v + v · ∇x)feq(x,v) = 0. (3.21)
For a harmonically trapped gas then
(∂t − ω2i ∂vi + vi∂xi)f(t,x,v) = 0, (3.22)
and
(−ω2i ∂vi + vi∂xi)feq(x,v) = 0, (3.23)
Multiplying Eq. (3.23) by xjvj and integrating over phase space
∫
ddxddv/N where N is the total
particle number then implies
ω2j 〈r2j 〉 − 〈v2j 〉 = 0, (3.24)
where it was assumed that feq(x,v) → 0 when either x → ∞ or v → ∞ sufficiently fast that
boundary terms from integrating by parts go to zero. Consider the scaling ansatz
f(t,x,v) = feq(X,V), (3.25)
where Xi = xi/λi(t) and Vi = λi(t)vi− λ˙i(t)xi. Substituting Eq. (3.25) into Eq. (3.22) and utilizing
the chain rule relations for partial derivatives one finds for the trapped gas(
Vi
λ2i
∂Xi − λiXi(λ¨i − ω2i λi)∂Vi
)
feq(X,V) = 0. (3.26)
Before moving on, notice that the last term here proportional to ω2i is a result of the trapping force
term −ω2i ∂vif(t,x,v) in Eq. (3.22). To study free streaming of a gas released from a harmonic trap
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with ωx  ωy, one should use an equilibrium solution feq appropriate for the harmonic trap, but
remove the term proportional to ω2i in Eq. (3.26). Integrating over phase space
∫
XiVid
dXddV/N
one finds
λ¨i − ω
2
i
λ3i
= 0. (3.27)
For free expansion one additionally has the initial conditions λi(0) = 1 and λ˙i(0) = 0, so that the
solution is
λi(t) =
√
1 + ω2i t
2. (3.28)
For a 2D gas with ωx < ωy the non-interacting aspect ratio becomes
ANI =
ω2x
ω2y
(
1 + ω2yt
2
1 + ω2xt
2
)
−−−→
t→∞ 1. (3.29)
A plot of ANI is shown in Fig. 3.1.
Figure 3.1: Aspect ratio for an initial gas configuration having ωy/ωx = 5 vs time in the limiting
cases of ideal hydro η = 0 (red) and a non-interacting gas η = ∞ (blue). Here a simple ideal gas
equation of state (P = nT ) is used. See e.g. Chap. 5 for a discussion of this assumption. Finite
non-zero shear viscosity will produce an aspect ratio vs time lying in the gray region assuming
ωy/ωx = 5. Hence, comparing experimental measurement of the aspect ratio of strongly interacting
Fermi gases to hydrodynamic simulations can be used to extract the shear-viscosity.
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Figure 3.2: Time snap shots of density profiles for non-interacting ballistic flow (top) and ideal
hydrodynamic elliptic flow (bottom). Notice that for the hydrodynamic case the aspect ratio grows
beyond unity while for the non-interacting case it approaches unity.
Considering the case of ideal hydrodynamics with vanishing shear viscosity (and hence van-
ishing stress tensor), the governing equations of motion are given by
∂tρ+ ∂i(ρui) = 0, (3.30)
∂t(ρui) + ∂j(ρuiuj + Pδij) = ρ
Fi
m
, (3.31)
∂t+ ∂j
[
uj
(
+ P
)]
= ρ
Fk
m
uk, (3.32)
In the above equations,  is specified in terms of the fluid velocity, mass density and pressure P as
 =
(
ρu2 + dP
)
2
. (3.33)
Assuming the gas to be either two-dimensional or translationally invariant along the z−axis one
may make the ansatz
ρ(x, t) = ρ0(X)/(bx(t)by(t)), (3.34)
where as before Xi = xi/bi(t) i ∈ {1, 2}. Substituting this ansatz into Eq. (3.30) one finds that the
fluid velocity must satisfy
ui =
xib˙i(t)
bi(t)
. (3.35)
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Assuming the gas is isothermal T (x, y, t) = T (t), and substituting the initial equilibrium profile
of a harmonic trap, ρ0(x) = ρ0 exp [
−(ω2xx2+ω2yy2)m
2T0
], where T0 is the initial temperature of the gas,
into Eqs. (3.31) and (3.32) one finds T (t) = 1/(bx(t)by(t))
(2/d). The time dependent scale factors
when the trapping force is removed are governed by
b¨i(t)− ω
2
i
(bx(t)by(t))2/dbi(t)
= 0. (3.36)
The aspect ratio obtained from solving these equations for d = 2 is shown in Fig. 3.1. Of par-
ticular interest is the fact that the aspect ratio exceeds unity before reducing again at late times
(not shown). Expansion dynamics between the cases of ideal hydrodynamics η = 0 and the non-
interacting theory η =∞may be simulated and matched with experiment to extract shear viscosity.
For concreteness, Fig. 3.2 demonstrates the density profile for an initial trap configuration with
ωy/ωx = 5 in both the non-interacting and ideal hydrodynamic cases. Note the qualitative similar-
ity of the fluid flow in the bottom row of Fig. 3.2 to the experimentally observed flow of a strongly
interacting Fermi gas shown in Fig. 1.2. However, in Fig. 3.2 the peak density is normalized to
unity at all times for ease of visualization, while it should scale with the inverse volume of the
gas ρpeak ∼ 1/(bx(t)by(t)) in order that particle number is conserved. Finally, while the above
derivation was conducted for an ideal gas equation of state, elliptic flow is a ubiquitous signature
of hydrodynamics also appearing in different systems such as the quark-gluon plasma created in
relativistic heavy-ion collision.
3.2.2 Collective Mode Damping
An additional method for extracting shear viscosity of strongly interacting Fermi gases found
in the literature is through the analysis of the damping rates of collective oscillations in nearly
harmonic trapping potentials. An example of the time dependence and density profile of the
quadrupole mode collective oscillation in an isotropic harmonic trapping potential is shown in
Fig. 3.3. In the hydrodynamic regime (small values of shear viscosity η), the energy dissipation
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rate in the fluid is given by [46]
E˙ = −
∫
ddx
[
1
2
η(x)
(
∂iuj + ∂kuj +
2
d
δij∇ · u
)2
+ ζ(x)
(∇ · u)2], (3.37)
where ζ is the bulk viscosity. The damping rate of a collective mode is then Γ = |〈E˙〉t/(2〈E〉t)|,
where 〈 〉t denotes time averaging [6]. For the two-dimensional quadrupole mode, parametrizing
the shear viscosity as η(x) = ~n2D(x)α(T/TF ), Ref. [6] obtains α(T/TF ) = m〈r2〉ΓQ/(2~), or
ΓQ ∝ η/(nT ) (where the factor of T is from 〈r2〉 ∝ T ). For the case of the breathing mode, the
damping rate is proportional to the bulk viscosity which has been demonstrated to be small for the
strongly interacting fermi gas experimentally in d = 2 [6] and theoretically in d = 3 [47].
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Figure 3.3: Time dependence of the quadrupole mode (blue) showing the exponential damping
envelope (red) with damping Γ ∝ η/P . The orange profiles above the maxima and minima show
the density profile of the gas at that time.
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The technique of measuring damping rates to extract shear viscosity was also carried out in
Ref. [25] for the breathing mode in a cigar shaped trap (d = 3) where one axis is approximately
translationally invariant (see Chap. 5 for more details about this mode). The measured damping
rate near TC is consistent with measurements from elliptic flow at higher temperatures. Addition-
ally, damping of the scissors mode in d = 3 (see Chap. 6 for more details about this mode) was
investigated in Ref. [48].
Studying the relationship between collective mode damping and transport coefficients is a
central theme of this work. Particularly, beginning in Chap. 5, this relationship is investigated
within a modified hydrodynamic framework and later in Chap. 9 with an approximate gravity
dual theory. However, before moving to the discussion and application of these frameworks, it
is important to understand the motivation for approaching the problem using tools beyond the
standard Navier-Stokes description.
3.2.3 Breakdown of Hydrodynamics
The previous sections sketched how to extract transport coefficients from matching hydro-
dynamic modeling to measurements of cloud dynamics. However, upon closer inspection one finds
that these models require the use of a trap averaged shear viscosity which introduces a poorly
characterized model dependence through a necessary cutoff radius in the trap averaging procedures
[45, 49, 50].
The need for this cutoff can be understood from high temperature scaling arguments. In the
high temperature regime, kinetic theory arguments show that viscosity scales as T 3/2 independent
of density and produces infinite viscous heating [49, 50]. Similar pathologies happen in the low-
temperature regime in the low density corona of the cloud. The reason the for the inapplicability
of the Navier-Stokes equations in the low density region of the cloud can be understood by appeal-
ing to the Knudsen number Kn = `mfp/Lphys where `mfp is the mean free path and Lphys is a
representative physical length scale (here the cloud radius). If the Knudsen number is large then
the continuum assumption of fluid mechanics is a poor approximation, and hence a Navier-Stokes
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description is inappropriate. In the low density corona, the mean free path will become large due
to low densities [45]. This then requires the application of a cutoff radius in trap averages of
hydrodynamic transport properties to arrive at sensible results.
Unfortunately, systematic errors are likely to arise from utilizing a cutoff radius in trap
averaging the shear viscosity, and the magnitude of these possible errors are poorly understood.
Hence it is desirable to develop an approach which circumvents these issues by providing an accurate
description of both the hydrodynamic core and low density corona. Furthermore, such a theory
would preferably not require matching of kinetic theory calculations in the low density corona
to hydrodynamic calculations for the core. Such an approach would likely be computationally
intensive. Additionally, one would need to demonstrate that the results were insensitive to the
particular matching procedure.
Chapter 4
Modified Hydrodynamics
This chapter summarizes two modified theories of hydrodynamics that are capable of address-
ing the breakdown of the standard Navier-Stokes treatment in the low-density corona of the gas
discussed at the end of the last chapter. The first section introduces second-order hydrodynamics
which is the next order in the gradient expansion of the non-equilibrium stress tensor. Particularly,
it is possible to use only symmetry properties of the fluid to build the gradient expansion without
reference to an underlying kinetic theory.
The second section will discuss a useful phenomenological theory termed “resummed” second-
order hydrodynamics which actually contains all-order derivatives. This repackaging may be further
simplified into a relaxation equation for the non-equilibrium stress tensor which will have a simpli-
fied physical interpretation. It is this simplified version of “resummed” second-order hydrodynamics
that will be used in coming chapters.
Next, the closely related theory of anisotropic hydrodynamics is presented. This theory
shares many similarities with “resummed” second-order hydrodynamics. Furthermore, the quan-
titative applicability of anisotropic hydrodynamics for extracting transport coefficients of Fermi
gases has been more extensively studied [49, 50]. Thus it is interesting to provide at least a quali-
tative comparison between second order and anisotropic hydrodynamics pointing out their shared
characteristics in order to anticipate novel behavior of the fluid predicted by these equations.
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4.1 Second-Order Hydrodynamics
Ref. [51] considers a three-dimensional non-relativistic fluid with conformal symmetry and
derives all the allowed terms in a second-order gradient expansion of the non-equilibrium stress
tensor. The result is given by [45, 51]
piij = −ησij + ητR
(
σ˙ij + u
k∇kσij + 2
3
〈σ〉σij
)
+ λ1σ〈ikσj〉k + λ2σ〈ikΩj〉k
+ λ3Ω〈ikΩj〉k + γ1∇〈iT∇j〉T + γ2∇〈iP∇j〉P + γ3∇〈iT∇j〉P
+ γ4∇〈i∇j〉T + γ5∇〈i∇j〉P. (4.1)
In the above expression τR, λ`, and γm for ` ∈ {1, ..., 3} and m ∈ {1, ..., 5} are second-order transport
coefficients, O〈ij〉 = 12
(Oij + Oji − 23δijOkk) is the traceless symmetric part of the tensor Oij ,
〈σ〉 = ∂kuk, and Ωij = ∇iuj −∇jui is the fluid vorticity.
4.2 Resummed Second-Order Hydrodynamics
The equations of hydrodynamics with the second-order equation for piij are known as the
Burnet equations. The Burnet equations are known to exhibit instabilities [52]. In the setting of
relativistic hydrodynamics, these instabilities may be regulated by treating the off-equilibrium stress
tensor as an independent dynamical variable in the gradient expansion [53]. In the non-relativistic
case, one may follow the same procedure to arrive at [45]
piij = −ησij − τR
(
p˙iij + u
k∇kpiij + 5
3
〈σ〉piij
)
+ ..., (4.2)
where other terms from Eq. (4.1) are denoted by “...”.
It is not difficult to see that solving iteratively, Eq. (4.2) matches Eq. (4.1) up to second order
but contains derivatives of all orders. While with this approach it is possible to correctly capture
the gradient expansion up to arbitrary order, a useful phenomenological approach is to reduce this
to a relaxation equation for piij [24]
piij + τpip˙iij = −ησij , (4.3)
36
where τpi is the timescale on which the non-equilibrium stress tensor relaxes to its Navier-Stokes
form. Eq. (4.3) in conjunction with the conservation equations Eqs. (3.11)-(3.13) are henceforth
referred to as the equations of second-order hydrodynamics, but it is important to note that Eq. (4.3)
contains gradients beyond this order, which will not exactly match all the gradients obtained from
symmetry arguments.
4.3 Anisotropic Hydrodynamics
One way to view the equations of second-order hydrodynamics is that the Navier-Stokes de-
scription is supplemented by additional “non-hydrodynamic” degrees of freedom allowing a smooth
crossover to the ballistic regime. In Eq. (4.3) these degrees of freedom are contained in the com-
ponents of the off-equilibrium stress tensor. Another formalism discussed in Refs. [49, 50] termed
anisotropic hydrodynamics takes exactly this approach arriving at a slightly different set of dy-
namical equations. In Refs. [49, 50], the modified fluid equations are motivated by appealing to
an underlying kinetic theory description and following the moment procedure outlined in Ch. 3.1-
3.1.1. However, instead of expanding around the equilibrium distribution function f0 in Ch. 3.1.1,
an expansion around an exact solution for ballistic expansion is used. The resulting equations of
motion for the fluid (without a trapping potential) are given by[49, 50]
D0ρ = −ρ∂iui, (4.4)
D0ui = −1
ρ
(∂iP + ∂jpiij), (4.5)
D0E = −1
ρ
∂i(uiP + ujpiij), (4.6)
D0Ea = −1
ρ
∂i(δiauiP + δiaujpiij)− P
2ηρ
(Pa − P ), (4.7)
where D0 = ∂t + uk∂k, E = /ρ is the energy per mass, P = 2/3E0, E0 = E − 1/2ρu2, Pa = 2E0a ,
E0a = Ea − 1/2ρu2a, P = 1/3
∑
a Pa, and piij =
∑
a δiaδja(Pa − P ) where a ∈ {1, 2, 3}. Notice from
these relations that Eqs. (4.4)-(4.7) may be rewritten in terms of a set of standard hydrodynamic
degrees of freedom ρ, u, and E along with the non-hydrodynamic degrees of freedom Ea.
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4.4 Additional Modes in Modified Hydrodynamics
As previously mentioned, both second-order and anisotropic hydrodynamics introduce new
non-hydrodynamic degrees of freedom. Hence one would generally expect the presence of additional
collective modes and modification of existing hydrodynamic modes arising from the inclusion of
these new degrees of freedom. Furthermore, from the form of Eq. (4.3) as a simple relaxation
equation, one might expect new modes decaying on the timescale τpi. As will be seen in the next
chapter this is indeed the case. These modes are termed “non-hydrodynamic” modes as they are
not present in the standard Navier-Stokes framework. Non-hydrodynamic modes along with their
hydrodynamic counterparts are discussed in detail in various experimentally relevant circumstances
in coming chapters. In particular, questions of how these modes alter the dynamical behavior of the
fluid, as well as whether or not these modes should be experimentally observable will be addressed.
Chapter 5
Isotropically Trapped Fermi Gas in Second-Order Hydrodynamics
This chapter provides a study of collective modes of a harmonically trapped gas in second-
order hydrodynamics (SOH) following very closely the presentation by the author of this thesis and
P. Romatschke in Ref. [54]. Particularly, the existence of a set of purely damped non-hydro modes
as well as higher-than-quadrupole-order hydrodynamic modes whose dispersion is modified from
the Navier-Stokes form are discussed. It is found that the damping of these higher-order modes
exhibits increased dependence of the damping rate on shear viscosity. Thus these modes may be of
use in extracting transport properties of strongly interacting Fermi gases.
The results of this chapter are closely related to Ref.[55], and in many aspects are comple-
mentary to the results therein. In this chapter, the focus is on effects arising from a non-vanishing
shear viscosity. Consideration is limited to ideal equation of state. In contrast, Ref. [55] considered
collective modes for polytropic equations of state and zero shear viscosity.
The chapter begins by presenting the equations of second-order hydrodynamics along with
the assumptions to be made in this chapter. The equations are then linearized for small deviation
from equilibrium. Next, the configuration space expansion solution method for these equations is
presented.Thee configuration space expansion is used to derive the frequencies, damping rates, and
spatial structures for the collective modes of harmonically trapped gases in both two and three
dimensions in Secs. 5.2 and 5.3. Finally, amplitudes for the breathing and quadrupole modes are
calculated for experimentally relevant excitation conditions in Sec. 5.4.
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5.1 Solving Second-Order Hydrodynamics
5.1.1 Equations of Motion
The equations of second-order hydrodynamics for a fluid in d spatial dimensions with a
trapping force F are given by
∂tρ+ ∂i(ρui) = 0, (5.1)
∂t(ρui) + ∂j(ρuiuj + Pδij + piij) = ρFi, (5.2)
∂t+ ∂j
[
uj
(
+ P
)
+ piijui
]
= ρFkuk, (5.3)
piij + τpi∂tpiij = −ησij , (5.4)
where  is the energy density, η is the shear viscosity, and τpi is the relaxation time for the stress
tensor. In the above equations,  and σij are specified in terms of the fluid velocity, mass density
and pressure P as
 =
(
ρu2 + dP
)
2
, (5.5)
σij =
[
∂iuj + ∂jui − 2
d
δij∂kuk
]
. (5.6)
Note that Eq. (5.5) corresponds to the equation of state for a scale-invariant system. It is easy see
the familiar Navier-Stokes equations are recovered upon taking the limit τpi → 0 in Eq. (5.4).
5.1.2 Assumptions
For simplicity, the bulk viscosity and heat conductivity coefficients are assumed to vanish.
The assumption of vanishing bulk viscosity is consistent with measurements in two dimensions
[40, 6]. Furthermore, calculations of bulk viscosity in d = 3 imply that the value of bulk viscosity
near unitarity in the high temperature limit should be small [47]. This chapter will consider a
Fermi gas in the normal phase, i.e. above the superfluid transition temperature Tc. Thus taking
the bulk viscosity to vanish should be a good approximation in the case d = 3 as well. The
assumption of vanishing thermal conductivity is justified as it is already a second-order gradient
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effect as discussed in Ref. [45]. Hence the gas is assumed to be isothermal, i.e. the temperature is a
function of time only and not of spatial coordinates. However, it is straightforward to see how the
procedure below can be extended to treat a non-isothermal gas. Additionally, in order to obtain
analytically tractable results, the gas is assumed to be described with an ideal equation of state:
P = nT =
ρT
m
, (5.7)
where n is the number density of particles (recall ~ = kB = 1). The effects of a realistic non-
ideal equation of state on collective mode behavior in a viscous fluid typically require numerical
treatments such as those presented in Ref. [43].
Moreover, η/P is assumed to be constant. While this assumption is not expected to hold in
the low density corona, it will allow analytic access to the spatial structure, frequency and damping
rates of collective modes. Numerical studies including temperature and density effects on the shear
viscosity are left for future work.
Finally, in order to access collective mode behavior of the gas, the equations of second-order
hydrodynamics are linearized for small perturbations around a time independent equilibrium state
characterized by ρ0(x), u0 = 0, and T0 which are solutions to Eqs. (5.1)-(5.7). In this case,
ρ = ρ0(1 + δρ), u = δu, and T = T0 + δT with δρ, δu, δT assumed to be small. Working in
the frequency domain one has δρ(t,x) = e−iωtδρ(x), with similar expressions holding for δu and
δT . To simplify notation, from now on perturbations such as δρ denote quantities where the time
dependence has been factored out, unless explicitly stated.
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5.1.3 Linearization
Expanding Eqs. (5.1)-(5.4) to linear order in perturbations and utilize Eqs. (5.5)-(5.7) as-
suming constant η/P , results in
− iωρ0δρ+ ∂i(ρ0δui) = 0, (5.8)
− iωρ0δui + ∂j((T0δρ+ δTρ0)
m
δij + δpiij)− δρFi = 0, (5.9)
− iωd
2
(T0δρ+ δTρ0)
m
+ ∂j
(
δuj
T0ρ0
m
)− ρ0Fkδuk = 0, (5.10)(
1− iτpiω
)
δpiij = − η
P
T0ρ0
m
[
∂iδuj + ∂jδui − 2
d
δij∂kδuk
]
. (5.11)
Eqs. (5.8)-(5.10) with Eq. (5.11) substituted into Eq. (5.9) are referred to as the linearized second-
order hydrodynamics equations. Interestingly, it may be shown that these equations exactly match
those arising from linearizing the anisotropic hydrodynamics framework of Ref. [49].
5.1.4 Configuration Space Expansion
The solution for the equilibrium density configuration for a harmonic trapping potential
with trapping frequency ω⊥ is given by ρ0(x) = ρ0 exp [
−(x2+y2)mω2⊥
2T0
]. For the rest of this work
dimensionless units are employed such that distances are measured in units of (T0/(mω
2
⊥))
1/2,
times in units of ω−1⊥ , temperatures in units of T0, and densities in units of m
d/2+1ωd⊥/T
d/2
0 . The
equilibrium solution is then
ρ0(x) = A0e
−(x2+y2)
2 , u0(x) = 0, T0(x) = 1,
where A0 is a dimensionless positive number setting the number of particles (cf. the discussion in
App. C).
In the absence of a trapping potential, a standard approach for obtaining collective modes
is the application of a spatial Fourier transform of Eqs. (5.8)-(5.11) in order to obtain the shear
and sound modes of the system. However, a harmonic trapping potential (linear trapping force)
breaks translation symmetry. Thus, it is more convenient to use a different basis in which to
expand the perturbations. Here an expansion in tensor Hermite polynomials is undertaken, though
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any complete basis of linearly independent polynomials will suffice. The N th order tensor Hermite
polynomials in d spatial dimensions may be obtained with the Rodrigues formula[56]
H
(N)
i1i2...iN
(x) =
(−1)N
g(x)
∂Ng(x)
∂xi1∂xi2 ...∂xiN
, g(x) =
1
(2pi)
d
2
e
−x2
2 , (5.12)
where ik ∈ {1, 2, ...d} for k = {1, 2, ..., N}. The tensor Hermite polynomials are orthogonal with
respect to a Gaussian weight function which makes them particularly useful for the case of a har-
monic trapping potential since in this case the equilibrium solution is itself Gaussian. In particular,
the tensor Hermite polynomials satisfy the orthogonality relations∫
ddx g(x) H
(N)
i1i2...iN
(x) H
(M)
j1j2...jM
(x) = δNM (δi1j1δi2j2 ...δiN jN + all permutations of j’s). (5.13)
In this work, only cigar shaped traps in d = 3 are considered. Hence to a good approximation,
translational invariance along the z-axis in d = 3 spatial dimensions may be assumed. In this case,
the expansion in both d = 2 and d = 3 will involve only the tensor Hermite polynomials for d = 2.
Recalling that the gas is taken to be isothermal, the polynomial expansion of perturbations is
δρ(x) =
N∑
M=0
M+1∑
j=1
a
(M)
mj H
(M)
mj (x),
δu(x) =
N∑
M=0
M+1∑
j=1
b
(M)
mj H
(M)
mj (x), (5.14)
δT (x) = c,
where, in the sum over j, mj is understood to run over all combinations of indices unique up to
permutations. For example, if M = 2 the second sum runs over m = {(1, 1), (1, 2), (2, 2)}, while
(2, 1) is excluded. The reason for this restriction is that H
(M)
m (x) is fully symmetric in the indices
as can be seen from Eq. (5.12). One should also note that in Eqs. (5.14), b
(M)
m is used as shorthand
for the polynomial coefficients of all components of δu, and for a given M and m is a column vector
with d components.
Now details of accessing the collective modes whose spatial structure is associated with poly-
nomials of low degree (“low-lying modes”) will be discussed. Substituting Eqs. (5.14) truncated
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at polynomial order N into the linearized second-order hydrodynamics equations and taking pro-
jections onto different tensor Hermite polynomials of order K ≤ N one obtains a matrix equation
for the polynomial coefficients in Eqs. (5.14). The (complex) collective mode frequencies ω˜ are
then obtained from requiring a non-trivial null-space of this matrix, and subsequently the spatial
structures are obtained from the corresponding null-vectors.
5.2 Collective Mode Solutions in d = 2
Results for the density and velocity of low-lying collective modes in d = 2 are shown in
Fig. 5.1. In particular, there is a breathing (monopole) mode which corresponds to a cylindrically
symmetric oscillatory change in cloud volume, a sloshing (or dipole) mode where the center of mass
of the cloud oscillates about the trap center, a quadrupole mode which is elliptical in shape, and
higher-order modes corresponding to higher-order geometric shapes. Note that the spatial structure
of these collective modes are similar to those reported in Ref. [55]. More detailed information about
the d = 2 collective modes can be found in App. A.
ω Γ
Number (Zero Mode) 0 0
Temperature (Zero Mode) 0 0
Rotation (Zero Mode) 0 0
Breathing (Monopole) 2 0
Sloshing (Dipole) 1 0
Quadrupole
√
2 ηP
Hexapole
√
3 2 ηP
Octupole 2 3 ηP
Decapole
√
5 4 ηP
Non-hydrodynamic Quadrupole 0 1τpi − 2
η
P
Non-hydrodynamic Hexapole 0 1τpi − 4
η
P
Non-hydrodynamic Octupole 0 1τpi − 6
η
P
Non-hydrodynamic Decapole 0 1τpi − 8
η
P
Table 5.1: Frequencies and damping rates in d = 2 from linearized second-order hydrodynamics
assuming ηP , τpi  1. The hydrodynamic mode damping rates depend on η/P times a prefactor
which increases with mode order. Note that for d = 2 there is no non-hydrodynamic sloshing or
breathing mode.
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Figure 5.1: Time snap shots of density profiles and subsequent momentum density (ρu) for the
oscillatory modes in d = 2. Note that the center of the monopole mode is at a lower density
than the centers of the other modes since it is volume changing and has a larger radius than the
equilibrium configuration. The damping rate of higher-order modes is more sensitive to η/P as
discussed in the text. Also note that non-hydrodynamic modes share the same spatial structure as
their hydrodynamic counterpart.
The collective mode frequencies ω and damping rates Γ are given as the real and imaginary
parts of roots of polynomials, which generally do not admit simple closed form expressions. Hence,
in Tab. 5.1 expressions for the complex frequencies and spatial mode structure from second-order
hydrodynamics for the low-lying modes in the hydrodynamic limit η/P  1 and τpi  1 (assuming
that τpi and η/P are of the same order of magnitude) are reported. In this case simple analytic
expressions may be obtained. In addition to the modes shown in Fig. 5.1 there are three modes
in Tab. 5.1 which have zero complex frequency. The first corresponds to a change in total particle
number, the second corresponds to a change in temperature and width of the cloud, and the third
45
0 0.5 1 1.5
0
1
2
3
4
η/P
ωh
Hydrodynamic Mode Frequencies in d=2
ωS ωQ ωO
ωB ωH ωD
0 0.5 1 1.5
0
0.25
0.5
0.75
1
η/P
Γh
Hydrodynamic Mode Damping Rates in d=2
ΓS ΓH
ΓB ΓO
ΓQ ΓD
Figure 5.2: Two-dimensional hydrodynamic collective mode frequencies ω (left panel) and damping
rates Γ (right panel) as a function of η/P . Subscripts denote mode name (monopole “B”; dipole
“S”; quadrupole “Q”; hexapole “H”; octupole “O”; decapole “D”). For the purpose of the figures
the kinetic theory relation τpi = η/P has been used.
“zero mode” is simply a rotation of the fluid about the central axis. While they are required for
the mode amplitude analysis (see Sec. 5.4), the role of the first two of the zero frequency modes is
relatively uninteresting. Hence, detailed discussion of these modes is relegated to App. C.
The rows of Tab. 5.1 starting with the number mode and ending with the decapole mode are
all hydrodynamic modes. Note that at order O(η/P ) the results for these modes match those from
an analysis of the mode frequencies with the Navier-Stokes equations at the same order. However,
for values of η/P where corrections to the hydrodynamic limit become significant, the frequencies
found from the Navier-Stokes equations and second-order hydrodynamics disagree. Fig. 5.2 shows
the full dependence of the hydrodynamic mode frequencies and damping rates on η/P (assuming
τpi = η/P based on kinetic theory [48, 45, 57]). Note that the result of second-order hydrodynamics
for the quadrupole mode exactly matches the result from kinetic theory when setting τpi = τR = η/P
[58, 43].
Furthermore, results shown in Tab. 5.1 demonstrate that the hydrodynamic mode damping
rates depend on η/P times a prefactor which increases with mode order. This is completely anal-
ogous to what has been observed in experiments on relativistic ion collisions, where simultaneous
measurement of multiple modes has been used to obtain strong constraints on the value of η/s [30].
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While it appears that higher-order modes have not yet been studied experimentally, it is conceiv-
able that measuring their damping rates could lead to a similarly strong experimental constraint
on shear viscosity in the unitary Fermi gas. This approach does not appear to have been suggested
elsewhere in the literature. When aiming to use higher-order modes to analyze shear viscosity in
Fermi gases one should recall that the present analysis is based on a linear treatment. Quantitative
analysis of higher-order flows will, however, require the inclusion of nonlinear effects, especially for
analysis of flows beyond hexapolar order due to mode mixing. For this reason, the hexapolar mode
is suggested as a prime candidate for the use of higher-order modes to extract shear viscosity.
Finally, Tab. 5.1 also indicates the presence of non-hydrodynamic modes. The physics of
non-hydrodynamic modes is largely unexplored (cf. Refs. [4, 29] for a brief discussion of the topic
in the context of cold quantum gases). Results shown in Tab. 5.1 imply that several such non-
hydrodynamic modes exist, all of which are purely damped in second-order hydrodynamics. The
non-hydrodynamic mode damping rates are sensitive to τpi and η/P . Thus the value of τpi could
be extracted experimentally by measuring any of the non-hydrodynamic mode damping rates in
combination with a hydrodynamic mode damping rate required to determine ηP . In Fig. 5.3, non-
hydrodynamic damping rates are shown as a function of η/P when setting τpi = η/P .
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Figure 5.3: Two-dimensional non-hydrodynamic collective mode damping rates Γ as a function of
η/P (using τpi = η/P ). Subscripts denote mode name (quadrupole “Q”; hexapole “H”; octupole
“O”; decapole “D”). Dotted line is Γnh = 1/τpi (cf. Ref.[4]). Note that in d = 2 there is no
non-hydrodynamic sloshing or breathing mode.
47
5.3 Collective Mode Solutions in d = 3
In the case of a three-dimensional gas in a harmonic trap with trapping frequencies ωz 
ωx = ωy, the resulting gas cloud takes on an elongated cigar shaped geometry. For ωz = 0, the
configuration space expansion Eqs. (5.14) can be applied because there is no dependence on the
coordinate z if translational invariance of the system along the z-axis is assumed. In this case, the
collective mode structures in d = 3 are qualitatively similar to those obtained in the two-dimensional
case, cf. the discussion in Refs. [59, 60].
Results for the low-lying modes in the limit η/P, τpi  1 are reported in Tab. 5.2 whereas
the full dependence of frequencies and damping rates on ηP is shown in Figs. 5.4,5.5 for the case
τpi = η/P . The only qualitative difference with respect to the d = 2 case is that the breathing mode
in d = 3 has a different frequency, a non-zero damping rate, and there is now a non-hydrodynamic
breathing mode. See App. B for more details about the spatial structure of the d=3 collective
modes.
It should be pointed out that, while second-order hydrodynamics predicts purely damped
non-hydrodynamic modes for both d = 2, 3, more general (string-theory-based, c.f. Chap. 9)
calculations suggest that there should be a non-vanishing frequency component in the case of d = 3
[29]. It would be interesting to measure non-hydrodynamic mode frequencies and damping rates in
order to describe transport beyond Navier-Stokes on a quantitative level.
5.4 Mode Amplitudes Calculations
In this section, experimentally relevant scenarios to excite the collective modes of the previous
sections are discussed. The corresponding mode amplitudes are calculated. For simplicity, it is
assumed that τpi = η/P in the following. In particular, the excitation amplitudes of the non-
hydrodynamic quadrupole (in d = 2, 3) and non-hydrodynamic breathing (in d = 3) modes are
considered, leaving a study of higher-order modes for future work. For simplicity, only simple trap
quenches (rapid changes in trap configuration) are considered. For the analysis, the cloud is taken
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ω Γ
Temperature (Zero Mode) 0 0
Number (Zero Mode) 0 0
Rotation (Zero Mode) 0 0
Breathing (Monopole)
√
10
3
η
3P
Sloshing (Dipole) 1 0
Quadrupole
√
2 ηP
Hexapole
√
3 2 ηP
Octupole 2 3 ηP
Decapole
√
5 4 ηP
Non-hydrodynamic Breathing 0 1τpi −
2η
3P
Non-hydrodynamic Quadrupole 0 1τpi − 2
η
P
Non-hydrodynamic Hexapole 0 1τpi − 4
η
P
Non-hydrodynamic Octupole 0 1τpi − 6
η
P
Non-hydrodynamic Decapole 0 1τpi − 8
η
P
Table 5.2: Frequencies and damping rates in d = 3 from linearized second-order hydrodynamics
assuming ηP , τpi  1. The hydrodynamic mode damping rates depend on η/P times a prefactor
with increases with mode order. Note that there is no non-hydrodynamic sloshing mode, but, unlike
for d = 2, there is a non-hydrodynamic breathing mode for d = 3.
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Figure 5.4: Three-dimensional hydrodynamic collective mode frequencies ω (left panel) and damp-
ing rates Γ (right panel) as a function of η/P . Subscripts denote mode name (monopole “B”; dipole
“S”; quadrupole “Q”; hexapole “H”; octupole “O”; decapole “D”). For the purpose of the figures
the kinetic theory relation τpi = η/P has been used.
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Figure 5.5: Three-dimensional non-hydrodynamic collective mode damping rates Γ as a function of
η/P (using τpi = η/P ). Subscripts denote mode name (monopole “B”; quadrupole “Q”; hexapole
“H”; octupole “O”; decapole “D”). Dotted line is Γnh = 1/τpi (cf. Ref.[4]). Note that in d = 2 there
is no non-hydrodynamic sloshing mode, but there is a non-hydrodynamic breathing mode.
50
to start in an equilibrium configuration of a (possibly biaxial, i.e. ωx, init 6= ωy, init) harmonic trap.
At some initial time, a rapid quench will bring the trap configuration into a final harmonic form,
which is assumed to be isotropic in the x-y plane with trapping frequency ωx, final = ωy, final = 1
in our units.
In the case of Navier-Stokes equations, initial conditions are fully specified through the initial
density ρ init, velocity uinit, and temperature T init or appropriate time derivatives of such quantities.
However, second-order hydrodynamics treats the stress tensor piij as a hydrodynamic variable, so,
in addition, an initial condition piij, init or its time derivative needs to be specified.
For equilibrium initial conditions of a general biaxial harmonic trap with trapping force given
by F = −γxx− γyy one obtains
ρinit(x) = Aie
−(σxx2+σyy2)
2T init , (5.15)
uinit = 0, (5.16)
piij, init = 0, (5.17)
where T init also needs to be specified. Initial equilibrium implies the condition γi = ω
2
i, init =
σi/T init so that the cloud width is fully specified once γi for i = x, y and T init are fixed. Notice
that the assumption of equilibrium in the initial trap leads to the condition piij, init = 0. The mode
amplitudes can then be obtained by projecting initial conditions onto the collective modes found
in the preceding sections (see App. C for details of the calculation).
5.4.1 Isotropic Trap Quench in d = 2
First the case of an isotropic trap quench γx = γy ≡ γ in d = 2 is considered. For simplicity
it is assumed that Ai/A0 = 1 and T init = 1. Although this case does not exhibit non-hydrodynamic
or higher-order collective mode excitation, it does allow for a direct comparison to results from the
literature for the breathing mode excitation amplitude. This type of initial condition corresponds
to a rotationally symmetric trap quench with no initial fluid angular momentum. Symmetry then
implies that only the number, temperature, and breathing modes can be excited (cf. Tab. 5.1), and
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the initial amplitude for these modes are readily calculated. Fig. 5.6 displays the (dimensionless)
breathing mode amplitude as a function of the quench strength γ. (Note that the amplitude of
the temperature mode is identical to the breathing mode amplitude in this case.) The number
mode is not excited since the number of atoms taken in the initial condition match the number of
atoms assumed in the final trap equilibrium (Ai/A0 = 1). The amplitude of the breathing mode
for the isotropic trap quench is compared to the results from an exact quantum mechanical scaling
solution by Moroz [5] in the left panel of Fig. 5.6. As can be seen from this figure, there is exact
agreement between the calculations for all strength values γ. Note that the amplitudes in this case
are independent of η/P since for d = 2, the breathing mode does not couple to the shear stress
tensor piij .
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Figure 5.6: Left: Absolute value of the (dimensionless) breathing (“B”) mode amplitude as a func-
tion the quench strength parameter γ for an isotropic trap quench in d=2. Results are independent
of ηP . The mode amplitude agrees perfectly with the result from an exact quantum mechanical
scaling solution (“Moroz 2012”) derived in Ref. [5]. Right: Absolute value of the (dimension-
less) breathing (“B”), hydrodynamic (“Qh”) and non-hydrodynamic (“Qnh”) quadrupole mode
amplitudes as a function the quench strength parameter γy for an anisotropic trap quench in d=2.
Results shown are for ηP = 0.5. Note that the temperature mode amplitude (not shown) matches
the breathing mode amplitude for both the isotropic and anisotropic trap quench in d=2.
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5.4.2 Anisotropic Trap Quench in d = 2
A similar analysis to that above is performed for the case Ai/A0 = 1, and T init = 1, but
now taking γxγy = 1, which corresponds to an anisotropic trap quench. The mode amplitudes in
this case depend on the value of η/P . In this case, the temperature, breathing and quadrupole
modes are excited. The right panel of Fig. 5.6 shows the absolute value of the mode amplitudes for
the hydrodynamic breathing and quadrupole modes, as well as the non-hydrodynamic quadrupole
mode as a function of the quench strength γy. Not surprisingly, Fig. 5.6 shows that the anisotropic
trap quench gives rise to a considerably larger quadrupole mode amplitude (both hydrodynamic
and non-hydrodynamic) than the amplitude of the breathing mode.
For a potential experimental observation of the non-hydrodynamic quadrupole mode, it is
interesting to consider the relative amplitude of this non-hydrodynamic mode to the (readily ob-
servable) hydrodynamic quadrupole mode. The (absolute) amplitude ratio calculated using the
above anisotropic trap quench initial condition is plotted in Fig. 5.7 as a function of η/P . One
finds that the non-hydrodynamic mode amplitude is monotonically increasing as a function of η/P .
This is plausible given that for small viscosities one expects the hydrodynamic mode to be dom-
inant, whereas one expects the non-hydrodynamic mode to dominate in the ballistic η/P → ∞
limit.
The present calculation is compared to mode amplitude ratios extracted from experimental
data [6] in Ref. [4]. To compare non-hydrodynamic damping rate data and theory, the procedure
used in Ref. [4] of employing the approximate kinetic theory relation
η
P
≈ K[1 + 4 ln
2(kFa)
pi2
], (5.18)
where K ≈ 0.12 in order to relate the experimentally determined kFa to η/P is followed (see
discussion in Refs. [4, 43] and references therein for more details on this relation). In order to get
a sense of the possible errors associated with this choice, an alternate approach for extracting η/P
motivated by the discussion in Chap. 3 and the results of this chapter is used. Namely, by fitting
53
the experimental data to the form
Q(t) = Ae−ΓH t cos (ωHt+ φ) +Be−ΓNH t + C, (5.19)
the difference between extracted values for the hydrodynamic frequency and damping (ωH and
ΓH) and the theoretical value may be minimized by tuning η/P . That is η/P is the value which
minimizes the loss function
min
η/P∈
[
0,∞
) [(ωexpH − ωH(η/P ))2 + (ΓexpH − ΓH(η/P ))2]. (5.20)
Using these procedures, one observes qualitative agreement of the amplitude ratios between cal-
culation and experimental data in Fig. 5.7 (left panel). In addition, one can extract the non-
hydrodynamic quadrupole mode damping rate, finding reasonable agreement with second-order
hydrodynamics especially when using Eq. (5.20) for the extraction of η/P (cf. right panel of
Fig. 5.7).
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Figure 5.7: Comparison of second-order hydro theory (lines) and experimental (red: “Brewer et al.
2015” using Eq. (5.18) for η/P , green: reanalysis of data in “Brewer et al. 2015” using Eq. (5.20)
and maximum likelihood estimation, blue: new analysis of data from Ref. [6] using Eq. (5.20) and
maximum likelihood estimation) results as a function of η/P for an anisotropic trap quench (results
independent of γ). Left: ratio of non-hydro to hydro quadrupole mode amplitudes. Error bars for
blue and green data points are from the 1σ confidence interval for the fit parameters. This allowed
for analysis of additional data (shown in blue) not studied in Ref. [4]. Right: non-hydrodynamic
quadrupole mode damping rate Γ.
There are several possible reasons why a quantitative agreement between second-order hydro
and experiment in Fig. 5.7 should not be expected. For instance, the present theory calculations
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neglect the presence of a pseudogap phase and pairing correlations (see e.g. Refs. [58, 61, 62, 63, 64]
on this topic). Furthermore, it is likely that the quantitative disagreement in Fig. 5.7 is at least
in part due to the assumptions discussed in Sec. 7.1, such as small perturbations, constant η/P
and ideal equation of state. In particular, for the strongly interacting quasi-two-dimensional Fermi
gas near the pseudogap temperature T ∗, significant modification of the equation of state has been
predicted and observed, cf. Ref. [61]. Studies aiming for achieving a quantitative agreement most
likely will have to rely on full numerical solutions, such as e.g. those discussed in Refs. [43, 50],
which is left for future work. In addition, the framework presented here only admits a single non-
hydrodynamic mode for each of the collective modes. While this may be appropriate in the kinetic
theory regime, other approaches such as that of Ref. [29] (discussed in Chap. 9) indicate that the
model may be too simple to capture quantitative features of early time dynamics. Finally, note that
the data shown in Fig. 5.7 was extracted from experiments that were not designed with the purpose
of considering early time dynamics. This may contribute to the large uncertainty of the existing
data, as well as possibly introducing significant systematic error. It is particularly interesting to
note that for smaller values of η/P the error bars in Fig. 5.7 tend to be larger. Simultaneously,
the damping rate for the non-hydrodynamic mode is increased meaning the dynamics of the non-
hydrodynamic modes are expected to occur on a shorter timescale. For reference, experimental
data and fits of the dynamics with and without the non-hydrodynamic mode (second term in
Eq. (5.19)) for η/P ≈ 0.396 (leftmost green data point in Fig 5.7) and η/P ≈ 1.30 (rightmost blue
point in in Fig 5.7) are shown in Fig. 5.8. One notices that the best fit for the case with η/P ≈
1.30 is significantly better when including the non-hydrodynamic mode, while for smaller η/P the
improvement is less noticeable. This is likely because the non-hydrodynamic mode amplitude is
expected to be somewhat smaller, and the damping rate is higher, meaning better time resolution
could improve accuracy of extraction.
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Figure 5.8: Top row: Fits without and with the non-hydrodynamic mode of experimental data from
Ref. [6] (blue points) with η/P ≈ 0.396 (from Eq. (5.20)). The best fit is shown in red, and the
grey band is the 3σ prediction interval. Bottom row: Fits without and with the non-hydrodynamic
mode of experimental data from Ref. [6] (blue points) with η/P ≈ 1.30 (from Eq. (5.20)). The best
fit is shown in red, and the grey band is the 3σ prediction interval. Notice the significantly improved
performance of the fit when including the non-hydro term. The fit without the non-hydrodynamic
term may be significantly improved by leaving out the early time data where the contribution from
the non-hydrodynamic mode is significant.
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5.4.3 Isotropic Trap Quench in d = 3
For the case of an isotropic trap quench (Ai/A0 = 1, T init = 1) in d=3, results for the
(hydrodynamic and non-hydrodynamic) breathing mode and temperature mode amplitudes are
shown in Fig. 5.9. Unlike the case of d=2, the three-dimensional geometry is capable of supporting
a non-hydrodynamic breathing mode; furthermore, the temperature mode amplitude is found to
differ from the (hydrodynamic) breathing mode amplitude.
The right panel of Fig. 5.9 shows the ratio of non-hydrodynamic to hydrodynamic breathing
mode amplitudes, which reaches up to about 20% for large enough η/P . It is interesting to note
that the apparent saturation of this ratio at about 20% is consistent with the amplitude ratio from
Ref. [4], extracted from experimental data in Ref. [59]. (Note that in the experiment of Ref. [59], the
gas was released from a symmetric trap, allowed to expand for a short period, and then recaptured
in a symmetric trapping potential, which is a different protocol than the trap quench considered
here. For this reason a direct comparison to mode amplitudes of Ref. [4] is not attempted in this
case.)
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Figure 5.9: Left: Absolute value of the (dimensionless) hydrodynamic breathing (“Bh”), non-
hydrodynamic breathing (“Bnh”) and temperature (“T”) modes as a function the quench strength
parameter γ for an isotropic trap quench in d=3. Results shown are for ηP = 0.5. Right: Ratio of
the non-hydrodynamic to hydrodynamic breathing mode amplitudes as a function of η/P for an
isotropic trap quench in d=3 (result independent of γ). The maximal ratio of about 20% is roughly
consistent with the results of Ref. [4], and suggests the possibility of experimental observation.
Chapter 6
Anisotropically Trapped Fermi Gas in Second-Order Hydrodynamics
The assumption of an isotropic harmonic trap in the previous chapter can be relaxed. One
reason to pursue this avenue is that, due to technical limitations, real experiments are often only
able to achieve traps which are anisotropic even though residual anharmonicity can be minimal. In
other cases the goal may be to study behavior of the gas in this geometry [65].
In this chapter, the assumption of an isotropic trap is relaxed while retaining the assumption
that the trap is harmonic. Note that all other assumptions used in the second-order hydrodynamic
formalism are the same. The second-order mode spatial structure, frequencies, and damping rates
are investigated. It is proposed that by controlling anharmonicity it may be possible to separate
out the non-hydrodynamic modes due to the relative independence of their damping rates from the
trap geometry.
6.1 Equilibrium
For an anisotropic harmonic trapping potential with trapping frequencies ωx = λω⊥ and ωy =
ω⊥, the solution for the equilibrium density configuration is given by ρ0(x) = ρ0 exp [
−(λ2x2+y2)mω2⊥
2T0
].
In dimensionless units the equilibrium solution is given by
ρ0(x) = A0e
−(λ2x2+y2)
2 , u0(x) = 0, T0(x) = 1,
where A0 is a dimensionless positive number setting the number of particles. For reference, the
equilibrium configuration for λ = 1.5 is shown in Fig. 6.1. A linear perturbation analysis about
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this equilibrium configuration can then be conducted exactly as in Chap. 5. It should be noted
here that sometimes in the literature, the unit normalization ω⊥ =
√
ωxωy is used.
Figure 6.1: Spatial snapshot of the equilibrium distribution for an anisotropic trap with ωx = λω⊥
and ωy = ω⊥ and λ = 1.5.
6.2 Collective Mode Solutions in d = 2
Note that in the isotropic case at second order in the configuration space expansion, there
were 8 hydrodynamic modes and 2 non-hydrodynamic modes. Thus in the anisotropic trap case,
there should be the same number of modes. This is indeed the case. However, results for the density
and velocity of the second-order collective modes in d = 2 for an anisotropic trap are relatively
complicated. This is because when introducing trap anisotropy, the diagonal-quadrupole mixes
with the zero-frequency rotation mode to produce two scissors modes, and the quadrupole mode
aligned with the coordinate axes mixes with the breathing mode producing two modes which share
some characteristics with both the breathing and quadrupole modes (see subsequent descriptions
of the modes for more detail). Thus rather than showing a single snapshot of the density profiles,
the time-evolution of these modes is shown in Fig. 6.2.
To elaborate, the hydrodynamic modes found include a zero-frequency number mode, a zero-
frequency temperature mode, two different sloshing (or dipole) modes where the center of mass
of the cloud oscillates about the trap center at ωx(ωy) if the gas sloshes along the x-(y-)axis, a
quasi-breathing mode which in the limit of no anisotropy maps back to the breathing mode, a
quasi-quadrupole which in the limit of no anisotropy maps back to the quadrupole mode, and two
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Figure 6.2: Each row is the time evolution (from ω⊥t = 0 to ω⊥t = 2pi in equal steps) of a mode
in an anisotropic trap with ωx = λω⊥ and ωy = ω⊥ and λ = 1.5. The black dashed ellipse denotes
the fixed trapping potential geometry to aid the eye in seeing the time dependence. Note that the
non-hydrodynamic modes and the damped scissors mode are not shown since they have the same
general spatial behavior but different time dependence.
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scissors modes which tilt back and forth making an angle with the long axis of the trap and limit
to the tilted-quadrupole and rotation modes in the limit of no anisotropy. Note that the scissors
mode has been discussed under different frameworks such as kinetic theory in Ref. [48] and using
the Navier-Stokes equations in Ref. [66]. It is interesting to note that the results discussed here for
the scissors mode frequency and damping rate match exactly those from the second-order moment
expansion of kinetic theory in Ref. [48].
ω Γ
Number (Zero Mode) 0 0
Temperature (Zero Mode) 0 0
X-Sloshing (Dipole) 1 0
Y-Sloshing (Dipole) λ 0
Quasi-breathing 2 +  42 ηP
Quasi-quadrupole
√
2 + √
2
η
P (1 + )
Scissors
√
2 + √
2
η
P (1 + )
Damped-Scissors 0 2 ηP (1 + )
Non-hydrodynamic Quasi-Mode 0 1τpi − 2
η
P (1 + )
Non-hydrodynamic Scissors 0 1τpi − 2
η
P (1 + )
Table 6.1: Frequencies and damping rates in d = 2 from linearized second-order hydrodynamics
letting  = λ − 1  1 and assuming ηP , τpi  1. Note that at this order the quasi-quadrupole and
scissors modes are the same, but at the next order results for the frequencies and damping differ.
As in the previous chapter, Tab. 6.1 gives expressions for the complex frequencies and spatial
mode structure from second-order hydrodynamics for the second-order modes for a nearly isotropic
trap (λ = 1 +  with 0 ≤   1) in the hydrodynamic limit η/P  1 and τpi  1 (assuming
that τpi and η/P are of the same order of magnitude). In addition to the modes shown in Fig. 6.2
there are two modes in Tab. 6.1 which have zero complex frequency. The first corresponds to a
change in total particle number, the second corresponds to a change in temperature and width of
the cloud. These modes are exactly analogous to their counterparts in Chap. 5 with a modified
spatial structure corresponding to the new trap equilibrium configuration. The mode frequencies
and damping rates are shown in Figs. 6.3 and 6.4 for several values of the trap anisotropy parameter
λ. Fig. 6.3 shows the frequencies and damping rates for the sloshing modes, quasi-quadrupole,
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quasi-breathing, as well as the scissors mode (but not the “damped scissors mode”). As expected
when λ = 1 results match the isotropic trap case. As the anisotropy increases, the scissors and
quadrupole mode split with the scissors mode taking on a higher frequency. The breathing mode
shifts to higher frequency as well. In addition, the quasi-breathing mode becomes damped.
The remaining hydrodynamic mode, the “damped scissors mode” is one of the modes shown
in the left panels of Fig. 6.4. Note that for λ = 1, the damped scissors mode has no damping, aero
frequency, and is identical to the rotation mode in the isotropic trap. The damping rate shown
is that of the non-hydrodynamic quadrupole mode to which the non-hydrodynamic scissors mode
limits to. However as soon as anisotropy is introduced, the rotation mode mixes with the tilted
quadrupole mode leading to the damped scissors mode. Interestingly, for λ 6= 1, the damping
rates of the damped scissors mode and the non-hydrodynamic scissors mode are seen to merge
at some value of η/P (see yellow circle in Fig 6.4) which decreases with increasing λ. When this
happens, the two modes pickup an non-zero oscillation frequencies (the red curve in Fig 6.4).
This behavior is also predicted in kinetic theory (see e.g. Refs. [48, 67]), and match exactly the
frequencies and damping rates predicted here. Note that there are two such modes, corresponding
to left- and right-movers. It is not clear if this behavior is just a consequence of the second-
order hydrodynamic treatment breaking down, or if this could be observed experimentally. To
understand the right panels, it is important to note that the quasi-breathing and quasi-quadrupole
modes share the same null vector up to replacement of the mode frequency appearing in the spatial
mode expressions. Consequently, there is a single non-hydrodynamic mode, termed here the “non-
hydrodynamic quasi-mode” for lack of a better descriptor, which is obtained by substituting the
expression for this mode’s frequency into the spatial structure of the quasi-modes. The right panels
of Fig. 6.4 show the non-hydrodynamic quasi-mode damping rate for different values of λ.
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Figure 6.3: Two-dimensional frequencies (left panel) and damping rates (right panel) for all hydro-
dynamic quasi-breathing (Q-B), quasi-quadrupole (Q-Q), scissors (S), and two sloshing (SX and
SY) modes vs η/P for λ = 1, 1.25, 1.5. Note that at λ = 1 the frequencies and damping rates match
the isotropic trap case as expected.
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Figure 6.4: All plots are for d = 2. Left panels: Frequencies (red) and damping rates (blue)
for the hydrodynamic damped scissors mode and non-hydrodynamic scissors modes vs η/P for
λ = 1, 1.25, 1.5. Note that in the λ = 1 case, the damped-scissors mode is no longer damped and
has zero frequency as it is mapped to the rotation mode for the isotropic trap. Also note that
for λ 6= 1 the non-hydrodynamic scissors and damped scissors modes merge at some value of η/P
indicated by the yellow circle producing two damped modes, one with real part shown in red, and
the other with the same damping but negative real part. The gray region shows where the modes
are purely damped. Right panels: Damping rate for the non-hydrodynamic quasi-mode.
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6.3 Collective Mode Solutions in d = 3
The spatial mode structure for the case d = 3 with translational invariance along the z-axis is
similar to the d = 2 case. However, several of the frequencies and damping rates, while they behave
in a qualitatively similar fashion, are quantitatively different. Particularly, the hydrodynamic quasi-
breathing and quasi-quadrupole (to higher order than shown in Tab. 6.2) modes behave differently
with respect to trap anisotropy. This can be physically understood from the fact that with trap
anisotropy the breathing and quadrupole modes couple, and for d = 3 the breathing mode now has
a different frequency and damping rate in the isotropic trap case. Therefore, when the modes are
coupled, their behavior will be different than for the d = 2 case. Furthermore, there are now two
distinct non-hydrodynamic quasi-modes, one which becomes to the non-hydrodynamic quadrupole
mode when λ = 1 and the other which limits to the non-hydrodynamic breathing mode. On the
other hand, the number, temperature, sloshing, scissors, damped scissors, and non-hydrodynamic
scissors modes have the same frequencies and damping rates as their d = 2 counterparts. Tab. 6.2
gives expressions for the complex frequencies and spatial mode structure for (λ = 1 +  with
0 ≤  1) in the hydrodynamic limit η/P  1 and τpi  1.
ω Γ
Number (Zero Mode) 0 0
Temperature (Zero Mode) 0 0
X-Sloshing (Dipole) 1 0
Y-Sloshing (Dipole) λ 0
Quasi-breathing
√
10
3 + 
√
5
6
η
3P (1 + )
Quasi-quadrupole
√
2 + √
2
η
P (1 + )
Scissors
√
2 + √
2
η
P (1 + )
Damped-Scissors 0 2 ηP (1 + )
Non-hydrodynamic Quasi-quadrupole 0 1τpi − 2
η
P (1 + /4)
Non-hydrodynamic Quasi-breathing 0 1τpi − (
2η
3P +
13η
6P )
Non-hydrodynamic Scissors 0 1τpi − 2
η
P (1 + )
Table 6.2: Frequencies and damping rates in d = 3 from linearized second-order hydrodynamics
letting  = λ−1 and assuming ηP , τpi  1. Note that at this order the quasi-quadrupole and scissors
modes are the same, but at the next order results for the frequencies and damping differ.
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Figure 6.5: Three-dimensional frequencies (left panel) and damping rates (right panel) for all
hydrodynamic quasi-breathing (Q-B), quasi-quadrupole (Q-Q), scissors (S), and two sloshing (SX
and SY) modes vs η/P for λ = 1, 1.25, 1.5. Note that at λ = 1 the frequencies and damping rates
match the isotropic trap case as expected.
66
λ=
1.
0
λ=
1.
25
λ=
1.
5
Da
m
pe
d-
Sc
iss
or
s
Non-hydrodynamic 
Scissors
Non-hydrodynamic 
Scissors
Da
m
pe
d-
Sc
iss
or
s
0.0 0.5 1.0 1.5
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
η
P
ω⊥
ω˜ ω
⊥
Non-hydrodynamic- and Damped-Scissors Modes
���� ����
� ������� ����
0.1 0.5 1 5 10
0.01
0.10
1
10
100
η
P
ω⊥
Γ n
hQ ω
⊥
Non-hydrodynamic Quasi-Modes
���-����� �-�
���-����� �-�
0.0 0.5 1.0 1.5
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
η
P
ω⊥
ω˜ ω
⊥
Non-hydrodynamic- and Damped-Scissors Modes
���� ����
� ������� ����
0.1 0.5 1 5 10
0.01
0.10
1
10
100
η
P
ω⊥
Γ n
hQ ω
⊥
Non-hydrodynamic Quasi-Modes
���-����� �-�
���-����� �-�
0.0 0.5 1.0 1.5
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
η
P
ω⊥
ω˜ ω
⊥
Non-hydrodynamic- and Damped-Scissors Modes
���� ����
� ������� ����
0.1 0.5 1 5 10
0.01
0.10
1
10
100
η
P
ω⊥
Γ n
hQ ω
⊥
Non-hydrodynamic Quasi-Modes
���-����� �-�
���-����� �-�
Figure 6.6: All plots are for d = 3. Left panels: Frequencies (red) and damping rates (blue)
for the hydrodynamic damped scissors mode and non-hydrodynamic scissors modes vs η/P for
λ = 1, 1.25, 1.5. Note that in the λ = 1 case, the damped-scissors mode is no longer damped and
has zero frequency as it is mapped to the rotation mode for the isotropic trap. Also note that
for λ 6= 1 the non-hydrodynamic scissors and damped scissors modes merge at some value of η/P
indicated by the yellow circle producing two damped modes, one with real part shown in red, and
the other with the same damping but negative real part. Right panels: Damping rate for the
non-hydrodynamic quasi-mode.
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6.4 Relative Frequency and Damping Rate Shifts
In this section, the relative shifts with respect to anisotropy in frequency and damping of
the quasi-modes with both hydrodynamic and non-hydrodynamic terms are highlighted. For d =
2, results are shown in Fig. 6.7 for the quasi-quadrupole mode for η/Pω⊥ = 0.25, 0.5 with the
definitions
∆ωQ =
(
Re
[
ω(λ)
]−Re[ω(λ = 1)])
Re
[
ω(λ = 1)
] , (6.1)
∆ΓQ =
(
Im
[
ω(λ)
]− Im[ω(λ = 1)])
Im
[
ω(λ = 1)
] . (6.2)
For d = 3 the results are shown in Fig. 6.8 using η/Pω⊥ = 0.5 for both the quasi-breathing
and quasi-quadrupole modes which in this case both have an associated non-hydrodynamic mode.
Perhaps the most interesting feature is that the non-hydrodynamic quasi-breathing mode is quite
insensitive to changes in trap anisotropy as compared to the frequency and damping for the hydro-
dynamic quasi-breathing mode. It would be interesting to consider for future work whether this
property could be utilized to isolate the non-hydrodynamic mode by tuning trap anisotropy since
the hydrodynamic mode is quite sensitive to anisotropy, while the non-hydrodynamic mode is not.
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Figure 6.7: Plot of the percent-difference in frequency and damping of the hydrodynamic and non-
hydrodynamic quasi-quadrupole modes compared to the isotropic trap case vs. trap anisotropy 
for η/Pω⊥ = 0.25, 0.5.
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Figure 6.8: Left panel: Plot of the percent-difference in frequency and damping of the hydrody-
namic and non-hydrodynamic quasi-breathing modes compared to the isotropic trap case vs. trap
anisotropy  for two values of η/Pω⊥ = 0.5. Notice that for all values of , the non-hydrodynamic
damping rate is far less sensitive to trap anisotropy than the hydrodynamic damping, suggesting
that anisotropy could possibly be use to extract the non-hydrodynamic mode. Right panel: Plot
of the percent-difference in frequency and damping of the hydrodynamic and non-hydrodynamic
quasi-quadrupole modes compared to the isotropic trap case vs. trap anisotropy  for η/Pω⊥ = 0.5
showing only slight difference from the d = 2 case.
Chapter 7
Uniform Fermi Gas in Second-Order Hydrodynamics
Recent experiments by the group of M. Zwierlein at MIT have created a spatially homoge-
nous strongly interacting Fermi gas [31]. This may prove a fruitful ground for exploring non-
hydrodynamic behavior in strongly interacting Fermi gases. Towards this end, the hydrodynamic
and non-hydrodynamic sound and shear excitations in a uniform density and temperature fluid in
d = 3 are studied in second-order hydrodynamics.
7.1 Solving Second-Order Hydrodynamics
7.1.1 Fourier Expansion
Unlike the previous two cases in a harmonic trapping potential, here the equilibrium solution
exhibits translational invariance. Specifically, for a uniform gas with no trapping potential the
equilibrium configuration is given by
ρ0(x) = ρ0, u0(x) = 0, T0(x) = T0,
where ρ0 is a dimensionless positive number setting the number of particles per unit volume and
T0 sets the gas temperature. In this chapter, dimensionless units such that
ρ0(x) = 1, u0(x) = 0, T0(x) = 1,
are employed.
For the uniform gas, a Fourier decomposition of the dynamics is useful. In particular it is
convenient to study excitations with wave-vector k‖u (sound channel) and k ⊥ u(shear channel).
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To approach this problem, first one may make the ansatz ρ = (1 + δρ), u = δu, and T = 1 + δT
with δρ, δu, δT assumed to be small. Then working in the spatial and time frequency domains one
has δρ(t,x) = ei(kx−ωt)δρ0, with similar expressions holding for δu and δT .
7.2 Shear Mode
For the shear channel, the analytic expressions for the complex frequencies may be written
as
ωsh± =
−i±
√
−1 + 4k2τ ηP
2τ
. (7.1)
The shear channel frequencies and damping rates are shown in the top row of Fig. 7.1 for τ = η/P .
There are a number of interesting features to notice. First, in the limit of small k, the frequencies
may be expanded as
ωsh± ≈

−i ηP k2 for the + branch
−i
τ + i
η
P k
2 for the - branch
. (7.2)
In this case, ω+ becomes the usual hydrodynamic result for the shear and diffusion mode, while ω−
is not present in the Navier-Stokes formalism and does not vanish as k → 0. Additionally, ω+ = ω−
when k = 1/(2
√
τη/P ) ≡ kc. For k > kc, the two purely damped modes split into two oscillatory
modes with the same damping rate but opposite signed frequency. Thus, while the applicability of
hydrodynamics is normally restricted to k  kc, one may wonder if the oscillatory character of the
shear modes for large k is physical. It is interesting to note that oscillatory shear modes, while not
present in the Navier-Stokes formalism, have been found with a similar dispersion relation in both a
different extended hydrodynamic formalism than that present here as well as from a kinetic theory
formalism in Ref. [68]. Furthermore, the presence of oscillatory shear modes was found necessary
to describe experimentally measured high frequency quality factors of nano-mechanical resonators
[69]. This is at least encouraging evidence that this high frequency oscillatory behavior is at least
qualitatively correct.
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Figure 7.1: Top row: Normalized shear channel frequencies and damping vs. momentum for two
values of η/P . Notice that for small k there is a mode whose frequency diverges as k → 0. This
is the non-hydrodynamic shear mode. Also note that similar to the scissors mode in the previous
chapter, the purely damped non-hydrodynamic and hydrodynamic modes merge and split into two
oscillatory modes with the same damping and opposite sign frequency. Bottom row: Normalized
sound channel frequencies and damping vs. momentum for two values of η/P . Notice that for
small k there is a mode whose frequency diverges as k → 0 (dashed blue line). This is the non-
hydrodynamic shear mode. Also note limk→0
dωsdH±
dk = cs, where cs is the speed of sound (dashed
black line).
7.3 Sound Mode
For the sound channel, the analytic expression for the complex frequency is unilluminating.
The frequencies and damping rates for the sound channel are shown in the bottom row of Fig. 7.1
for τ = η/P . Notice that there are three distinct sound modes. The first two (left and right
movers) are oscillatory with vanishing damping as k → 0 shown in solid lines with frequency shown
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in red and damping in blue. These are the usual hydrodynamic sound modes. The third is a purely
damped non-hydrodynamic mode (dashed red and blue lines). For k, η/P , and τ  1 the complex
frequencies for the hydrodynamic sound modes are given by
ωsd H± ≈ ±
√
5
3
|k| − i 2η
3P
k2, (7.3)
which are exactly the Navier-Stokes results, with the factor
√
5/3 coming from the speed of sound
of a monoatomic ideal gas. The non-hydrodynamic sound mode dispersion relation is given by
ωsd NH ≈ −i
τ
+ i
4η
3P
k2 +O(k3). (7.4)
Notice that limk→0
dωsdH±
dk = cs, where cs is the speed of sound in the fluid (see the black dashed
line in Fig. 7.1.
Chapter 8
Introduction to Holographic Duality
The formalism of second-order hydrodynamics provided perhaps the simplest possible ap-
proach to pre-hydrodynamization physics, that is, evolution of the hydrodynamic quantities such
as density and temperature on a timescale t / τpi. This is achieved through the incorporation of a
single purely damped non-hydrodynamic mode into the set of governing differential equations by
treating the viscous stress tensor as an independent dynamical variable. This type of approach can
be modified so that there are oscillatory non-hydrodynamics modes as discussed in Ref. [70, 71].
Another approach which, at least in part, motivated the discussions in Ref. [70, 71] is the conjec-
tured gauge-gravity duality. This chapter aims to provide a big picture overview of gauge-gravity
duality as an alternate approach for capturing pre-hydrodynamization physics as well as perhaps
indicating the presence of so-called transport universality in strongly coupled quantum fluids. Par-
ticularly, emphasis will be placed on an intuitive picture of the framework, as well as understanding
the types of results that may be obtained rather than a rigorous discussion of the framework itself.
For a much more detailed discussion, the reader is referred to the many excellent books and reviews
on the topic [1, 3, 72, 73]. This chapter is largely a summary of the exposition in Ref. [1].
Generally speaking, holographic duality is a conjectured mathematical correspondence be-
tween quantum field theories and gravity (or more generically string theory). A particularly useful
specific case of the duality is that of certain strongly coupled quantum field theories which corre-
spond to weakly coupled classical gravity theories (i.e. Einstein gravity) in one higher dimension.
One intuitive picture of how such a duality might arise when considering a strongly coupled quan-
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tum field theory comes from renormalization group flow.
Suppose one has the general Hamiltonian
H =
∑
x,i
Ji(x)Oi(x), (8.1)
where Ji(x) are position dependent couplings for the different position dependent operators Oi.
Given such a Hamiltonian, it is typically desirable to study properties of the ground state and low
energy excitations. Unfortunately, exact diagonalization of the hamiltonian is possible only in very
special cases. One approach then to understand the low energy physics is via the Kadanoff-Wilson
renormalization group (RG) theory. Depending on whether one works in real space or energy space
this corresponds to either i) successively coarse graining the spatial lattice by a given scale factor
and replacing the coupling constants with new coupling constants Ji(x, u) at the larger lattice scale
u which preserve the low energy physics or ii) successively integrating out high energy degrees of
freedom on energy scales larger than some cutoff. By pursuing such a procedure, one may derive a
differential equation for the coupling constants as a function of the lattice spacings which takes a
form such as
u
∂Ji(x, u)
∂u
= βi(Jj(x, u), u), (8.2)
where the β function describes the change of effective coupling with energy scale.
Given the β-function, one would then be able to describe physics of the system at fixed points
of the beta-function to which the couplings flow upon the renormalization procedure. Yet, one is
often confronted with the fact that the β function cannot be easily derived. However, one may
think of the RG scale u as labeled by a new coordinate r which runs continuously from the original
lattice scale r = a to r → ∞. Then in this higher dimensional space one may posit bulk fields
Φi(x, u) such that Φi(x, r = a) = Ji(x, a), and the dynamics of Φ encode the β-function without its
explicit calculation. Based on fairly general arguments (see e.g. Ref. [1]) the governing field theory
for Φi(x, u) should be a theory of gravity which reduces to general relativity at low energy. Given
this picture, the mapping from the gravity side to the quantum field theory shown in Tab. 8 taken
from Ref. [1] is expected to hold. Furthermore, if the QFT is a conformal field theory (CFT), and
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obeys Lorentz invariance, the metric for the gravity dual must be asymptotically Anti-de-Sitter
(AdS) in d + 1 spacetime dimensions hence the term AdS/CFT correspondence. However, it is
important to note that the AdS/CFT correspondence is still currently a conjectured rather than
proven duality.
There are a few key points to note from the dictionary in Tab. 8 for the purposes of the
next chapter. First, the presence of a black hole in the spacetime determines the thermodynamic
state of the boundary field theory. Second, one may calculate for example 2−point correlation
functions of the stress-energy tensor, allowing access to transport coefficients such as η/s where s is
the entropy density either by applying Kubo-relations or comparing to the Navier-Stokes result for
the same quantity. Finally, the ringdown or quasi-normal mode spectrum of the black hole on the
gravity side using an appropriate probe field for evaluating the spectrum gives the corresponding
operator spectrum on the boundary theory side. This will be the program of the next chapter,
where an approximate black hole dual is used to predict the non-hydrodynamic mode spectrum of
a harmonically trapped strongly interacting Fermi gas.
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Boundary QFT Bulk Gravity
Operator O(x) ←→ Φ(x, r) Field
Spin sO ←→ sΦ Spin
Global Charge qO ←→ qΦ Gauge Charge
Scaling dimension ∆O ←→ mΦ Mass
Source J(x) ←→ Φ(x, r)|∂ Boundary Value (B.V.)
Expectation Value 〈O(x)〉 ←→ ΠΦ(x, r)|∂ B.V. of Radial Momentum
Global Symmetry Group G ←→ G Gauge Symmetry Group
Source for Global Current Aµ(x) ←→ Aµ(x, r)|∂ B.V. of Gauge Field
Expectation of Current 〈J µ(x)〉 ←→ ΠµA(x, r)|∂ B.V. of Momentum
Stress Tensor Tµν(x) ←→ gµν(x, r) Spacetime Metric
Source for Stress-Energy hµν(x) ←→ gµν(x, r)|∂ B.V. of Metric
Expected Stress-Energy 〈Tµν(x)〉 ←→ Πµνg (x, r)|∂ B.V. of Momentum
# of Degrees of Freedom
N2 ←→
(
L
`p
)d−1 Radius of Curvature
Per Spacetime Point In Planck Units
Characteristic Strength
λ ←→
(
L
`s
)d Radius of Curvature
of Interactions In String Units
QFT Partition Function
ZQFTd [Ji] ←→ ZQGd+1 [Φi[Ji]]
Quantum Gravity
with Sources Ji(x) (QG) Partition Function
in AdS w/ Φi|∂ = Ji
QFT Partition Function
Zλ,N1QFTd [Ji] ←→ e
−IGRd+1 [Φ[Ji]] Classical GR Action
at Strong Coupling in AdS w/ Φi|∂ = Ji
QFT n-Point
〈O1(x1) . . .On(xn)〉
δnIGRd+1 [Φ[Ji]]
δJ1(x1)...δJn(xn)
∣∣∣
Ji=0
Classical Derivatives of
Functions at ←→ the On-Shell Classical
Strong Coupling Gravitational Action
Thermodynamic State ←→ Black Hole
Temperature T ←→ TH Hawking Temperature ∼ Mass
Chemical Potential µ ←→ Q Charge of Black Hole
Free Energy F ←→ IGR|(on−shell) On-Shell Bulk Action
Entropy S ←→ AH Area of Horizon
Table 8.1: The holographic dictionary relating quantities of the boundary field theory to the bulk
gravity dual. Not all arrows are equalities. For example, the temperature depends on both the
charge and mass of the black hole. Table reproduced from Ref. [1]
Chapter 9
Non-hydrodynamic Modes from a Lifshitz Black Hole
As indicated in Chap. 8, AdS/CFT provides a route to calculating transport quantities in
a gravitational picture. For a number of black hole duals including the one considered in this
chapter, one finds η/s = 14pi ≈ 0.079 (recall ~ = 1 = kB). This is quantitatively similar to
(η/s)UFG ≈ 0.2 − 0.4 in the cold Fermi gases in the regime of strong interactions [25] as well as
(η/s)QGP ≈ 0.1−0.2 for the quark-gluon plasma [74] despite the extreme difference in temperature
and pressure between these two systems (see Fig. 1.3). While precision determination of η/s in
both of these systems is still an active area of research [49, 75, 76, 77, 78], the minimum values of
η/s in these systems appear similar to well within a factor of 10.
It is possible that these quantitative similarities hint at (approximately) universal transport
properties in a wide range of strongly interacting quantum systems as proposed in Ref. [4]. It is
interesting to note in support of this that clean graphene [22] and high Tc superconductors [21]
are also being explored as possibly having η/s ∼ 1/(4pi). In order to further investigate this idea,
the quasi-normal modes of a Lifshitz black hole are used in this chapter to make predictions about
non-hydrodynamic modes in strongly interacting Fermi gases. It is important to note, however,
that despite recent progress [79, 80, 81], no exact black hole dual is known for a strongly interacting
Fermi gas. As a result it will be argued that a Lifshitz black hole provides a reasonable starting
point for making experimentally verifiable predictions.
To begin, a review of the modes of interest, namely the breathing and quadrupole modes
is provided. Following that, properties of the Lifshitz black hole are discussed, and assumptions
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needed to relate the black hole dual to experimentally realizable Fermi gases are stated. Finally,
by utilizing experimental input, predictions are made for the non-hydrodynamic quadrupole and
breathing modes in d = 2, 3 respectively.
9.1 Modes of Interest
The breathing mode is sketched in the left side of Fig. 9.1. The frequency and damping of
this mode may be extracted from experiment by considering the time dependence of the sum of the
widths in along the x- and y-axes. The resulting time dependence for a gas in a harmonic potential
and with small excitation amplitude may be found analytically as [24, 43]:
B(t) ∝ cos(ωBt)e−ΓBt, (9.1)
where ωB =
√
10/3 ω⊥ is the oscillation frequency and ΓB = η ω2⊥/3P is the damping rate in d = 3
[4, 82, 83] (see also the Chap. 5). In the expressions for ω and Γ, P is the local equilibrium pressure
and ω⊥ ≡ √ωxωy is the average trap frequency in the x-y plane. The breathing mode in d = 2
does not have a corresponding non-hydrodynamic mode, and will not be considered in this chapter.
The quadrupole mode represented in the right side of Fig. 9.1 is found by taking the difference in
widths along the x- and y-directions resulting in a similar time dependence [24, 43]:
Q(t) ∝ cos(ωQt)e−ΓQt, (9.2)
with ωQ =
√
2ω⊥, ΓQ = η ω2⊥/P . Note that, as in previous chapters of this work, a constant
ratio η/P has been assumed in order to derive these results. These hydrodynamic modes will be
contrasted with their non-hydrodynamic counterparts in the coming sections.
9.2 Black Hole in Asymptotically Lifshitz Space-Time
Here, a Lifshitz black hole dual is considered as it is capable of reproducing the equation of
state ((P ) = dP/2 where  is the energy density) of a strongly interacting Fermi gas. Particularly,
Lifshitz black holes involve a scaling parameter z which will specify the equation of state  =
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Figure 9.1: Sketch of shape oscillations of an atomic gas cloud in the x-y plane: breathing mode
(left) and quadrupole mode (right). The breathing mode changes the overall cloud volume while
the quadrupole mode corresponds to a surface deformation without volume change. The cloud’s
equilibrium configuration is indicated by the dashed circle.
dP/z [84]. In order to match the strongly interacting Fermi gas, z = 2 is chosen. The first key
assumption in this chapter is that black holes in asymptotically Lifshitz spaces are capable of
generally describing bulk features of strongly interacting Fermi gases.
The quasi-normal mode spectrum may be evaluated using a probe scalar with scaling dimen-
sion ∆. Specifically, the quasi-normal modes of a scalar field propagating in a fixed Lifshitz black
brane background are computed as described in [85]. ∆ is determined by the type of perturbation
considered. For example, ∆ = d corresponds to density perturbations (fermionic bilinears), while
∆ = d + 1 is the scaling dimension for energy density perturbations (fermionic bilinears with a
gradient). However, the probe field used in the above setup is scalar rather than a fermionic bilin-
ear, and hence it is unclear what operator scaling dimension should be used. Here d ≤ ∆ ≤ d+ 1
is assumed reasonable, where final results will include estimates of systematic error based on the
mean and difference from ∆ = d and ∆ = d+ 1.
For d = z analytic expressions for the quasi-normal modes are available [85], and may be
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applied here for d = 2 giving
ω(d=2)n = 0 , Γ
(d=2)
n =
(
n− 1 + ∆
2z
)
× 4piT , n ≥ 1 . (9.3)
For d = 3, results were found numerically following the approach in Ref. [86] and are collected in
Tab. 9.1.
∆ = 3 ∆ = 4
n ωn/(4piT ) Γn/(4piT ) ωn/(4piT ) Γn/(4piT )
1 0.2812 0.5282 0.3560 0.7540
2 0.5776 1.437 0.6507 1.663
3 0.8714 2.342 0.9446 2.568
4 1.165 3.246 1.239 3.472
Table 9.1: Numerical results for frequencies and damping rates for ring-down frequencies for d = 3
and two choices of ∆.
Eq. (9.3) and the results in Tab. 9.1 correspond to quasi-normal modes for a liquid of tem-
perature T , vanishing chemical potential, and η/s = 1/4pi [87]. However, real strongly interacting
Fermi gases may have considerable chemical potential [88] and shear viscosity over entropy ratios
different from η/s = 14pi . Kinetic theory provides guidance when attempting to connect the above
results to real Fermi gases. In particular, kinetic theory exhibits a single non-hydrodynamic mode
with a damping rate Γ1 = 1/τR with τR obeys τR ∝ η/P in the hydrodynamic limit [4]. In order
to bring the results into this form, one may perform three steps:
• Make the replacement 4piT → sT/η which holds trivially for a Lifshitz black hole.
• Utilize the thermodynamic identity sT = ( + P ) for a fluid with finite temperature and
zero chemical potential to remove reference to entropy density.
• Use the equation of state  = dP/2 to replace the energy density so that only shear viscosity
and pressure remain.
These three steps may be summarized with the replacement
4piT → (1 + d/2)P
η
. (9.4)
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In this form, experimental or theoretical values of η/P may be used to make predictions for the
non-hydrodynamic mode frequencies and damping rates.may An important final point before mak-
ing these predictions is that, the above calculations are for the case of an untrapped Fermi gas.
However, most experiments utilize approximately harmonic optical trap setups. To relate the above
untrapped results to the case of a trapping potential with average trapping frequency ω⊥, again
guidance from kinetic theory is employed. In kinetic theory, hydrodynamic mode oscillations change
qualitatively between a free system and a system placed in a trap, but the non-hydrodynamic modes
do not [4]. This observation also holds for the within second-order hydrodynamics. As seen in previ-
ous chapters, the non-hydrodynamic mode always scales as 1/τpi in the hydrodynamic limit. Based
on these observations, the non-hydrodynamic mode frequencies and damping rates from the black
hole dual calculation of an untrapped system above are assumed to hold for the case of a trapped
Fermi gas.
9.2.1 Assumptions in Applying to a Strongly Interacting Fermi Gas
For clarity, a summary of the assumptions made in this chapter are:
• Black holes in asymptotic Lifshitz spaces describe the bulk features of a strongly interacting
Fermi gas. Particularly, the equation of state is known to be recovered.
• A probe scalar with dimension ∆ ' d + 12 approximately describes density perturbations
in the strongly interacting Fermi gas. This is required since scalar rather than fermionic
operators were used to probe the black hole spectrum.
• Strongly interacting Fermi gases at non-zero density and ηs 6= 14pi are well approximated by
the calculation for a Lifshitz black hole done at zero density and ηs =
1
4pi when performing
the replacement (9.4)
• The frequencies and damping rates of non-hydrodynamic modes do not differ between the
untrapped and trapped Fermi gas. This is well supported by both kinetic theory and
second-order hydrodynamics.
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These assumptions can in practice be tested and, in most cases, lifted by performing more
general calculations. However, such calculations are left for future work.
9.3 Quasinormal Modes of a Lifshitz Black Hole
Density perturbations in a trapped, strongly interacting Fermi gas are now considered with
the framework discussed above. Black holes exhibit both hydrodynamic modes as well as an infinite
set of non-hydrodynamic collective modes. Provided the black hole dual calculation is applicable,
Eqs. (9.1) and (9.2) should take the more general form
H(t) = αH cos(ωHt+ φH)e
−ΓH t +
∞∑
n=1
αn cos(ωnt+ φn)e
−Γnt , (9.5)
where H = B,Q depending on the shape oscillation considered. Note that the first term is the
usual hydrodynamic mode, α’s are mode amplitudes, and φH , φn are phase shifts. The results from
the Lifshitz black hole in Sec. 9.2 are recast into experimentally accessible quantities in Tab. 9.2.
Note that for two dimensions, the result can be obtained analytically for all n, and one finds ωn = 0
and Γn = (2n− 3/4± 1/4)P/η.
d = 2 d = 3
n ωn × η/P Γn × η/P ωn × η/P Γn × η/P
1 0 1.25(25) 0.8(1) 1.6(3)
2 0 3.25(25) 1.5(1) 3.9(3)
3 0 5.25(25) 2.3(1) 6.1(3)
4 0 7.25(25) 3.0(1) 8.4(3)
Table 9.2: Numerical values for the frequencies and damping rates of the first n ≤ 4 non-
hydrodynamic modes in d = 2 and d = 3 dimensions, obtained from a string theory based cal-
culation. Results are expressed in terms of the ratio of pressure P to shear viscosity η. Note that
P/η can be re-expressed in terms of the damping rates ΓQ,ΓB of the hydrodynamic quadrupole
and breathing modes for a strongly interacting Fermi gas in a trap.
Note that, unlike the hydrodynamic component, the frequencies ωn and damping rates Γn of
the non-hydrodynamic modes turn out to be independent of the cloud’s average trapping frequency
ω⊥. (Note that this is also the case for the non-hydrodynamic modes in second-order hydrodynamics
where in dimensionful units Γ ≈ 1/τpi which is independent of ω⊥.) While the time-dependence
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of these modes are quite different from their hydrodynamic counterparts, the spatial oscillation
structure of the non-hydrodynamic modes is exactly the same. Furthermore, Tab. 9.2 demonstrates
that the non-hydrodynamic modes have greater damping than oscillation frequency. Testing the
novel prediction of an infinite set of non-hydrodynamic modes for strongly interacting Fermi gases
would help support the conjecture of transport universality mentioned in the introduction. The
different time-dependence exhibited by the non-hydrodynamic modes offers an experimental handle
to distinguish these modes from hydrodynamic oscillations (c.f. Chaps.5-7).
For direct comparison to experiment, the results from Tab. 9.2 are converted into predictions
in Fig. 9.2 for damping rates. These predictions are calculated by employing the following two
steps:
• First, the relations ΓQ = η ω2⊥/P and ΓB = η ω2⊥/3P discussed in Sec. 9.1 are used to
rewrite the expressions in Tab. 9.2 in terms of the relevant damping rate rather than η/P .
• Second experimentally measured damping rates ΓQ,ΓB [6, 59, 83] are substituted in order
to derive a numerical value (up to the trap frequency normalization factor).
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Figure 9.2: Predicted non-hydrodynamic mode damping rates Γn/ω⊥ (bands). Left: two-
dimensional quadrupole mode as a function of interaction strength ln(kFa), where a is the two-
dimensional s-wave scattering length and kF is the Fermi momentum related to the density n at
the cloud’s center as n = k2F /2pi. Also shown is the first non-hydrodynamic mode damping rate
Γ1 extracted from experimental data [4]. Right: three-dimensional breathing mode as a func-
tion of cloud’s temperature in units of the Fermi temperature TF = (3Nωxωyωz)
1/3 ~/kB where
N ' 5× 105 is the number of atoms in the three-dimensional optical trap.
84
For example, Γ1 = 1.25(25)
P
η for the d = 2 quadrupole mode from Tab. 9.2 becomes Γ1 =
1.25(25)Γ−1Q ω
2
⊥ which becomes Γ1 ' 4.17(83)ω⊥ when using the experimentally determined value of
ΓQ ' 0.30ω⊥ from Ref. [6] at log(kFa) ' 1.04. In Fig. 9.2, predictions for non-hydrodynamic mode
damping rates Γn/ω⊥ are shown in the case of the two-dimensional quadrupole mode and the three
dimensional breathing mode, given different choices of temperature and atom interaction strength.
Fig. 9.2 also shows the only published constraints on the two-dimensional quadrupole mode damping
rate Γ1 extracted from experimental data [4]. In order to extract the non-hydrodynamic damping,
Ref. [4] re-analyzed existing experimental data from Ref. [6] for the quadrupole mode in d = 2 using
the form (9.5) with αn = 0 for n > 1 (i.e. only a single non-hydrodynamic mode). With the time-
resolution and number of data-sets obtained in the experiment, the re-analysis of Ref. [4] found
evidence of the first non-hydrodynamic mode, albeit with low statistical significance. However,
this is expected since the non-hydrodynamic contribution to Q(t) in Eq. (9.5) decays quickly in
comparison to the hydrodynamic mode. In Ref. [6] the primary goal was the extraction of the
hydrodynamic frequency and damping. Accordingly, the time-sampling rate chosen in Ref. [6] was
not optimal to extract early-time information with high statistical significance. The statistical
significance of the evidence for a non-hydrodynamic component could likely be improved if the
experiment in Ref. [6] were repeated to yield 100 data sets with time-resolution increased by a
factor of 20. Regardless, it is promising that the experimental constraints on Γ1 obtained in
Ref. [4] are broadly consistent with the black hole dual predictions.
Finally, while it was possible to calculate excitation amplitudes of non-hydrodynamic modes
in the second-order hydrodynamics framework, the black hole dual calculation does note provide
such information. As an estimate, the ratio of the first non-hydrodynamic to hydrodynamic mode
amplitude αn/αH can be found by assuming random phase shifts φH , φn whereby | αnαH | ' (ωH +
ΓH)/(ωn + Γn). Evaluating for the first non-hydrodynamic quadrupole mode one finds | α1αH | ' 40%
while for the first non-hydrodynamic breathing mode in d = 3 | α1αH | ' 20%. These estimates are
roughly consistent with the calculations of Chap. 5 indicating that the first non-hydrodynamic
modes should be within the experimental detection capabilities of present experiments.
Chapter 10
Conclusion
10.1 Summary and Outlook
In this dissertation, the applicability of hydrodynamics to cold quantum gases near a Feshbach
resonance was discussed. Shortcomings of the Navier-Stokes formalism for studying transport
properties such as shear viscosity were highlighted. In order to address this issue, the framework
of second-order hydrodynamics was introduced. Second-order hydrodynamics was applied in the
cases of a isotropic and anisotropic harmonic trapping potentials as well as for a uniform gas leading
to proposals for improving precision extraction of transport coefficients as well as suggestions for
observing non-hydrodynamic modes linked to pre-hydrodynamization physics on timescales t < τpi.
Finally, the ideas of transport universality and non-hydrodynamic modes were explored within the
framework of holographic duality. The key findings of this work may be summarized as:
• For an isotropically trapped gas, the dependence of hydrodynamic collective mode damping
of the volume conserving modes is sensitive to the mode order w (see App. A, Figs. 5.2,
5.4 and Tabs. 5.1, 5.2). Particularly, the damping Γ ≈ wη/P .
• For an isotropically trapped gas, theoretical and experimental observations indicate that
the non-hydrodynamic modes may be excited with amplitudes significant enough for direct
observation using a trap quench excitation (see Figs. 5.7,5.9).
• To leading order, non-hydrodynamic modes are insensitive to trap geometry for isotropic,
anisotropic, and uniform gases (see Figs. 5.3, 5.5, 6.4, and 6.6, Tabs. 5.1, 5.2, 6.1, and 6.2,
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and Eqs. (7.2) and (7.4)). This fact is important, for example, in the interpretation of
results in Chap. 9.
• The damping rate for the quasi-breathing mode in d = 3 is much more sensitive to trap
anisotropy than its non-hydrodynamic counterpart (see Fig. 6.8). It is proposed that this
fact might be utilized in experiments to tease out the non-hydrodynamic behavior.
• Non-hydrodynamic damping of both the shear and sound channels in a uniform gas were
calculated (see Fig. 7.1 as well as Eqs. (7.2) and (7.4)).
• Calculations of non-hydrodynamic behavior from an approximate black hole dual show that
while the results of second-order hydrodynamics provide good guidance, more generally an
infinite tower of non-hydrodynamic modes which are not necessarily purely damped may
exists (see Fig. 9.2 and Tab. 9.2).
• If experimental observations consistent with the previous point are made, this would provide
strong evidence for the existence of approximately universal transport behavior in strongly
interacting quantum systems.
These results indicate many interesting avenues for further theoretical or experimental investigation:
• The observation that the hydrodynamic damping increases with mode number Γ ≈ wη/P
is similar to the higher sensitivity of η/s to higher-order collective flows in the quark gluon
plasma leading to a better constraint on η/s [30]. Would measurements of the damping
of higher-order collective modes (or expansions) in atomic gases similarly lead to better
constraints on η/P?
• Can non-hydrodynamic modes be excited more effectively by excitations other than a trap
quench?
• Can the insensitivity of non-hydrodynamic modes to trap geometry be exploited to separate
out hydrodynamic and non-hydrodynamic behavior?
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• Can the experimental techniques of Ref. [31] be adapted to measure non-hydrodynamic
behavior for perturbations about a fluid with uniform density and temperature?
• Evidence for the first non-hydrodynamic modes have been found in Ref. [4]. Can the
statistical significance of this result be improved by additional experiments with better
time resolution at early times?
• The random phase amplitude calculation of | αnαH | at the end of Chap. 9 give |
α2
αH
| ' 15% for
the second non-hydrodynamic quadrupole mode while for the second non-hydrodynamic
breathing mode in d = 3 | α1αH | ' 10%. Can these modes be experimentally detected in
support of the prediction of an infinite tower of non-hydrodynamic modes provided by the
Lifshitz black hole dual?
In addition to the questions listed above, it would be interesting from a theoretical standpoint to
consider the effects of lifting the various approximations and assumptions made throughout this
work. It is hoped that this work will inspire further progress in this field.
Bibliography
[1] Allan Adams, Lincoln D Carr, Thomas Scha¨fer, Peter Steinberg, and John E Thomas.
Strongly correlated quantum fluids: ultracold quantum gases, quantum chromodynamic plas-
mas and holographic duality. New Journal of Physics, 14(11):115009, 2012.
[2] K. M. O’Hara, S. L. Hemmer, M. E. Gehm, S. R. Granade, and J. E. Thomas. Observation
of a strongly interacting degenerate fermi gas of atoms. Science, 298(5601):2179–2182, 2002.
[3] Thomas Scha¨fer and Derek Teaney. Nearly perfect fluidity: from cold atomic gases to hot
quark gluon plasmas. Reports on Progress in Physics, 72(12):126001, 2009.
[4] Jasmine Brewer and Paul Romatschke. Nonhydrodynamic transport in trapped unitary fermi
gases. Phys. Rev. Lett., 115:190404, Nov 2015.
[5] Sergej Moroz. Scale-invariant fermi gas in a time-dependent harmonic potential. Phys. Rev.
A, 86:011601, Jul 2012.
[6] Enrico Vogt, Michael Feld, Bernd Fro¨hlich, Daniel Pertot, Marco Koschorreck, and Michael
Ko¨hl. Scale invariance and viscosity of a two-dimensional fermi gas. Phys. Rev. Lett.,
108:070404, Feb 2012.
[7] S. Bose. Plancks gesetz und lichtquantenhypothese. Z. Phys., 26:178, 1924.
[8] A. Einstein. Sitzungsber. Kgl. Preuss. Akad. Wiss., page 261.
[9] A. Einstein. Sitzungsber. Kgl. Preuss. Akad. Wiss., page 3, 1925.
[10] F. London. The λ-phenomenon of liquid helium and the bose-einstein degeneracy. Nature,
141:643–644, 1938.
[11] E. Fermi. Sulla quantizzazione del gas perfetto monoatomico. Rend. Lin-cei, 3:145–149, 1926.
[12] A. Zannoni. On the quantization of the monoatomic ideal gas. ArXiv:cond-mat/9912229v1,
1999.
[13] P. Dirac. On the theory of quantum mechanics. Proceedings of the Royal Society, Series A,
112:661–677, 1926.
[14] R. Fowler. On dense matter. Mon Not R Astron Soc, 87:114–122, 1926.
[15] A. Sommerfeld. Zur elektronentheorie der metalle. Naturwissenschaften, 15:825–832, 1927.
89
[16] R. Fowler and L. Nordheim. Electron emission in intense electric fields. Proceedings of the
Royal Society, Series A, 119:173–181, 1928.
[17] E. Cornell and C. Wieman. Bose-einstein condensation in a di-
lute gas; the first 70 years some recent experiments. http :
//www.nobelprize.org/nobelprizes/physics/laureates/2001/cornellwieman − lecture.pdf ,
2001.
[18] M. H. Anderson, J. R. Ensher, M. R. Matthews, C. E. Wieman, and E. A. Cornell. Obser-
vation of bose-einstein condensation in a dilute atomic vapor. Science, 269(5221):198–201,
1995.
[19] M. R. Andrews, C. G. Townsend, H.-J. Miesner, D. S. Durfee, D. M. Kurn, and W. Ketterle.
Observation of interference between two bose condensates. Science, 275(5300):637–641, 1997.
[20] B. DeMarco and D. S. Jin. Onset of fermi degeneracy in a trapped atomic gas. Science,
285(5434):1703–1706, 1999.
[21] J. D. Rameau, T. J. Reber, H.-B. Yang, S. Akhanjee, G. D. Gu, P. D. Johnson, and S. Camp-
bell. Nearly perfect fluidity in a high-temperature superconductor. Phys. Rev. B, 90:134509,
Oct 2014.
[22] Markus Mu¨ller, Jo¨rg Schmalian, and Lars Fritz. Graphene: A nearly perfect fluid. Phys.
Rev. Lett., 103:025301, Jul 2009.
[23] Yasuyuki Akiba, Aaron Angerami, Helen Caines Caines, Anthony Frawley, Ulrich Heinz
Heinz, Barbara Jacak Jacak, Jiangyong Jia, Tuomas Lappi, Wei Li, Abhijit Majumder, David
Morrison, Mateusz Ploskon Ploskon, Joern Putschke, Krishna Rajagopal Rajagopal, Ralf
Rapp, Gunther Roland, Paul Sorensen, Wiedemann, Nu Xu, and W.A. Zajc. The hot qcd
white paper: Exploring the phases of qcd at rhic and the lhc.
[24] Wilhelm Zwerger, editor. The BEC-BCS crossover and the unitary Fermi gas. Springer,
Heidelberg, 2012. pg.388-392.
[25] C. Cao, E. Elliott, J. Joseph, H. Wu, J. Petricka, T. Scha¨fer, and J. E. Thomas. Universal
quantum viscosity in a unitary fermi gas. Science, 331(6013):58–61, 2011.
[26] Huichao Song, Steffen A. Bass, Ulrich Heinz, Tetsufumi Hirano, and Chun Shen. Hadron
spectra and elliptic flow for 200 a gev Au+Au collisions from viscous hydrodynamics coupled
to a boltzmann cascade. Phys. Rev. C, 83:054910, May 2011.
[27] V. E. Fortov and V. B. Mintsev. Quantum bound of the shear viscosity of a strongly coupled
plasma. Phys. Rev. Lett., 111:125004, Sep 2013.
[28] Thomas Scha¨fer. Trend: Nearly perfect fluidity. Physics, 2, 2009.
[29] H. Bantilan, J. T. Brewer, T. Ishii, W. E. Lewis, and P. Romatschke. String-Theory-Based
Predictions for Nonhydrodynamic Collective Modes in Strongly Interacting Fermi Gases.
Phys. Rev., A94(3):033621, 2016.
[30] Bjo¨rn Schenke, Sangyong Jeon, and Charles Gale. Higher flow harmonics from (3 + 1)d
event-by-event viscous hydrodynamics. Phys. Rev. C, 85:024901, Feb 2012.
90
[31] Biswaroop Mukherjee, Zhenjie Yan, Parth B. Patel, Zoran Hadzibabic, Tarik Yefsah, Ju-
lian Struck, and Martin W. Zwierlein. Homogeneous atomic fermi gases. Phys. Rev. Lett.,
118:123401, Mar 2017.
[32] R.A. Duine and H.T.C. Stoof. Atom–molecule coherence in bose gases. Physics Reports,
396(3):115 – 195, 2004.
[33] Jun J. Sakurai. Modern Quantum Mechanics 2nd ed. Pearson, 2010.
[34] Thomas DeGrand. Quantum mechanics. http://www-hep.colorado.edu/∼ de-
grand/contents.pdf, 2015.
[35] H R Sadeghpour, J L Bohn, M J Cavagnero, B D Esry, I I Fabrikant, J H Macek, and A R P
Rau. Collisions near threshold in atomic and molecular physics. Journal of Physics B: Atomic,
Molecular and Optical Physics, 33(5):R93, 2000.
[36] Cheng Chin, Rudolf Grimm, Paul Julienne, and Eite Tiesinga. Feshbach resonances in ultra-
cold gases. Rev. Mod. Phys., 82:1225–1286, Apr 2010.
[37] S. K. Adhikari, W. G. Gibson, and T. K. Lim. Effective range theory in two dimensions. The
Journal of Chemical Physics, 85(10):5580–5583, 1986.
[38] J. Levinsen and M. Parish. Strongly interacting two-dimensional fermi gases. In K. Madison,
K. Bongs, L. Carr, A. Rey, and H. Zhai, editors, Annual Review of Cold Atoms and Molecules,
volume 3, chapter 1, pages 1–75. World Scientific, 2015. ArXiv:1408.2737.
[39] Michael Forbes. The unitary fermi gas: An overview.
http://www.int.washington.edu/PROGRAMS/12-2c/week3/forbes.pdf, 2012.
[40] Edward Taylor and Mohit Randeria. Apparent low-energy scale invariance in two-dimensional
fermi gases. Phys. Rev. Lett., 109:135301, Sep 2012.
[41] C. Menotti, P. Pedri, and S. Stringari. Expansion of an interacting fermi gas. Phys. Rev.
Lett., 89:250402, Dec 2002.
[42] E. A. Uehling and G. E. Uhlenbeck. Transport phenomena in einstein-bose and fermi-dirac
gases. i. Phys. Rev., 43:552–561, Apr 1933.
[43] Jasmine Brewer, Miller Mendoza, Ryan E. Young, and Paul Romatschke. Lattice boltzmann
simulations of a strongly interacting two-dimensional fermi gas. Phys. Rev. A, 93:013618,
Jan 2016.
[44] L. Landau and E. Lifshitz. Rarefied Gas Dynamics. Cambridge University Press, Cambridge,
2000.
[45] Thomas Scha¨fer. Second-order fluid dynamics for the unitary fermi gas from kinetic theory.
Phys. Rev. A, 90:043633, Oct 2014.
[46] L. Landau and E. Lifshitz. Fluid Mechanics. Butterworth-Heinemann, Oxford, 1976.
[47] Kevin Dusling and Thomas Scha¨fer. Bulk viscosity and conformal symmetry breaking in the
dilute fermi gas near unitarity. Phys. Rev. Lett., 111:120603, Sep 2013.
91
[48] G. M. Bruun and H. Smith. Frequency and damping of the scissors mode of a fermi gas.
Phys. Rev. A, 76:045602, Oct 2007.
[49] M. Bluhm and T. Scha¨fer. Dissipative fluid dynamics for the dilute fermi gas at unitarity:
Anisotropic fluid dynamics. Phys. Rev. A, 92:043602, Oct 2015.
[50] M. Bluhm and T. Scha¨fer. Model-independent determination of the shear viscosity of
a trapped unitary fermi gas: Application to high-temperature data. Phys. Rev. Lett.,
116:115301, Mar 2016.
[51] Jingyi Chao and Thomas Sch˙ Conformal symmetry and non-relativistic second-order fluid
dynamics. Annals of Physics, 327(7):1852 – 1867, 2012. July 2012 Special Issue.
[52] Sydney Chapman and T. G. Cowling. The Mathematical Theory of Non-uniform Gases: An
Account of the Kinetic Theory of Viscosity, Thermal Conduction, and Diffusion in Gases.
Cambridge University Press, 1991.
[53] W. Israel and J.M. Stewart. Transient relativistic thermodynamics and kinetic theory. Annals
of Physics, 118(2):341 – 372, 1979.
[54] W E Lewis and P Romatschke. Higher-harmonic collective modes in a trapped gas from
second-order hydrodynamics. New Journal of Physics, 19(2):023042, 2017.
[55] Giulia De Rosi and Sandro Stringari. Collective oscillations of a trapped quantum gas in low
dimensions. Phys. Rev. A, 92:053617, Nov 2015.
[56] Rodrigo C. V. Coelho, Anderson Ilha, Mauro M. Doria, R. M. Pereira, and Valter Yoshihiko
Aibe. Lattice boltzmann method for bosons and fermions and the fourth-order hermite
polynomial expansion. Phys. Rev. E, 89:043302, Apr 2014.
[57] Yuta Kikuchi, Kyosuke Tsumura, and Teiji Kunihiro. Mesoscopic dynamics of fermionic cold
atoms quantitative analysis of transport coefficients and relaxation times. Physics Letters
A, 380(24):2075 – 2080, 2016.
[58] Stefan K. Baur, Enrico Vogt, Michael Ko¨hl, and Georg M. Bruun. Collective modes of a
two-dimensional spin-1/2 fermi gas in a harmonic trap. Phys. Rev. A, 87:043612, Apr 2013.
[59] J. Kinast, A. Turlapov, and J. E. Thomas. Damping of a unitary fermi gas. Phys. Rev. Lett.,
94:170404, May 2005.
[60] A. Altmeyer, S. Riedl, M. J. Wright, C. Kohstall, J. Hecker Denschlag, and R. Grimm.
Dynamics of a strongly interacting fermi gas: The radial quadrupole mode. Phys. Rev. A,
76:033610, Sep 2007.
[61] Marianne Bauer, Meera M. Parish, and Tilman Enss. Universal equation of state and pseu-
dogap in the two-dimensional fermi gas. Phys. Rev. Lett., 112:135302, Apr 2014.
[62] Michael Feld, Bernd Fro¨hlich, Enrico Vogt, Marco Koschorreck, and Michael Ko¨hl. Observa-
tion of a pairing pseudogap in a two-dimensional fermi gas. Nature, 467:567, Sep 2010.
[63] Hao Guo, Dan Wulin, Chih-Chun Chien, and K. Levin. Microscopic approach to shear
viscosities of unitary fermi gases above and below the superfluid transition. Phys. Rev. Lett.,
107:020403, Jul 2011.
92
[64] Thomas Scha¨fer. Shear viscosity and damping of collective modes in a two-dimensional fermi
gas. Phys. Rev. A, 85:033623, Mar 2012.
[65] M. J. Wright, S. Riedl, A. Altmeyer, C. Kohstall, E. R. Sa´nchez Guajardo, J. Hecker Den-
schlag, and R. Grimm. Finite-temperature collective dynamics of a fermi gas in the bec-bcs
crossover. Phys. Rev. Lett., 99:150403, Oct 2007.
[66] Zhen-Bang Lu, Ji-Sheng Chen, and Jia-Rong Li. Study of the scissors mode for a trapped
unitary fermi gas based on hydrodynamics. Journal of Statistical Mechanics: Theory and
Experiment, 2012(01):P01020, 2012.
[67] Michael Urban. Radial quadrupole and scissors modes in trapped fermi gases across the bcs
phase transition. Phys. Rev. A, 78:053619, Nov 2008.
[68] Carlos Colosqui, Hudong Chen, Xiaowen Shan, I. Staroselsky, and Victor Yakhot. Propagat-
ing high-frequency shear waves in simple fluids. Physics of Fluids, 21(1):013105, 2009.
[69] Victor Yakhot and Carlos Colosqui. Stokes’ second flow problem in a high-frequency limit:
application to nanomechanical resonators. Journal of Fluid Mechanics, 586:249?258, 2007.
[70] Michal P. Heller, Romuald A. Janik, Michal Spalinski, and Przemyslaw Witaszczyk. Coupling
hydrodynamics to nonequilibrium degrees of freedom in strongly interacting quark-gluon
plasma. Phys. Rev. Lett., 113:261601, Dec 2014.
[71] Wojciech Florkowski, Michal P. Heller, and Michal Spalinski. New theories of relativistic
hydrodynamics in the LHC era. 2017.
[72] Makoto Natsuume. AdS/CFT Duality User Guide. Springer, Japan, 2015.
[73] Jorge Casalderrey-Solana, Hong Liu, David Mateos, Krishna Rajagopal, and Urs Achim
Wiedemann. Gauge/String Duality, Hot QCD and Heavy Ion Collisions. Cambridge Univer-
sity Press, 2014.
[74] Charles Gale, Sangyong Jeon, Bjrn Schenke, Prithwish Tribedy, and Raju Venugopalan.
Event-by-event anisotropic flow in heavy-ion collisions from combined Yang-Mills and viscous
fluid dynamics. Phys. Rev. Lett., 110(1):012302, 2013.
[75] G. M. Bruun and H. Smith. Shear viscosity and damping for a fermi gas in the unitarity
limit. Phys. Rev. A, 75:043612, Apr 2007.
[76] Tilman Enss, Rudolf Haussmann, and Wilhelm Zwerger. Viscosity and scale invariance in
the unitary fermi gas. Annals of Physics, 326(3):770 – 796, 2011.
[77] Gabriel Wlazlowski, Piotr Magierski, and Joaqu´ın E. Drut. Shear viscosity of a unitary fermi
gas. Phys. Rev. Lett., 109:020406, Jul 2012.
[78] J. A. Joseph, E. Elliott, and J. E. Thomas. Shear viscosity of a unitary fermi gas near the
superfluid phase transition. Phys. Rev. Lett., 115:020401, Jul 2015.
[79] D. T. Son. Toward an ads/cold atoms correspondence: A geometric realization of the
schro¨dinger symmetry. Phys. Rev. D, 78:046003, Aug 2008.
93
[80] Koushik Balasubramanian and John McGreevy. Gravity duals for nonrelativistic conformal
field theories. Phys. Rev. Lett., 101:061601, Aug 2008.
[81] Xavier Bekaert, Elisa Meunier, and Sergej Moroz. Towards a gravity dual of the unitary fermi
gas. Phys. Rev. D, 85:106001, May 2012.
[82] P. Massignan, G. M. Bruun, and H. Smith. Viscous relaxation and collective oscillations in
a trapped fermi gas near the unitarity limit. Phys. Rev. A, 71:033607, Mar 2005.
[83] S. Riedl, E. R. Sa´nchez Guajardo, C. Kohstall, A. Altmeyer, M. J. Wright, J. Hecker Den-
schlag, R. Grimm, G. M. Bruun, and H. Smith. Collective oscillations of a fermi gas in the
unitarity limit: Temperature effects and the role of pair correlations. Phys. Rev. A, 78:053609,
Nov 2008.
[84] Carlos Hoyos, Bom Soo Kim, and Yaron Oz. Lifshitz hydrodynamics. Journal of High Energy
Physics, 2013(11):145, Nov 2013.
[85] Watse Sybesma and Stefan Vandoren. Lifshitz quasinormal modes and relaxation from holog-
raphy. JHEP, 05:021, 2015.
[86] Andrei O. Starinets. Quasinormal modes of near extremal black branes. Phys. Rev. D,
66:124013, Dec 2002.
[87] Marika Taylor. Lifshitz holography. Classical and Quantum Gravity, 33(3):033001, 2016.
[88] Munekazu Horikoshi, Shuta Nakajima, Masahito Ueda, and Takashi Mukaiyama. Measure-
ment of universal thermodynamic functions for a unitary fermi gas. Science, 327(5964):442–
445, 2010.
[89] P. K. Kovtun, D. T. Son, and A. O. Starinets. Viscosity in strongly interacting quantum field
theories from black hole physics. Phys. Rev. Lett., 94:111601, Mar 2005.
[90] Y. Liao, A. Rittner, T. Paprotta, W. Li, G. Partridge, R. Hulet, S. Baur, and E. Mueller.
Spin-imbalance in a one-dimensional fermi gas. Nature, 467:567, Sep 2010.
[91] W. Ong, Chingyun Cheng, I. Arakelyan, and J. E. Thomas. Spin-imbalanced quasi-two-
dimensional fermi gases. Phys. Rev. Lett., 114:110403, Mar 2015.
[92] A. Trenkwalder, C. Kohstall, M. Zaccanti, D. Naik, A. I. Sidorov, F. Schreck, and R. Grimm.
Hydrodynamic expansion of a strongly interacting fermi-fermi mixture. Phys. Rev. Lett.,
106:115304, Mar 2011.
[93] C Cao, E Elliott, H Wu, and J E Thomas. Searching for perfect fluids: quantum viscosity in
a universal fermi gas. New Journal of Physics, 13(7):075007, 2011.
[94] C Cao. Universal Quantum Viscosity in a Unitary Fermi Gas. PhD thesis, Duke University,
2012.
[95] E Vogt. Collective Modes and Polarons in two-dimensional Fermi Gases. PhD thesis, Uni-
versity of Cambridge, 2012. See Sec. 4.3.
[96] E. Elliott, J. A. Joseph, and J. E. Thomas. Anomalous minimum in the shear viscosity of a
fermi gas. Phys. Rev. Lett., 113:020406, Jul 2014.
94
[97] T. Scha¨fer. Ratio of shear viscosity to entropy density for trapped fermions in the unitarity
limit. Phys. Rev. A, 76:063618, Dec 2007.
[98] P. Romatschke. Far from equilibrium fluid dynamics.
[99] H. Bantilan, J.T. Brewer, T. Ishii, W.E. Lewis, and P. Romatschke. String theory based
predictions for novel collective modes in strongly interacting fermi gases. Accepted to PRA,
2016.
[100] G. M. Bruun. Shear viscosity and spin-diffusion coefficient of a two-dimensional fermi gas.
Phys. Rev. A, 85:013636, Jan 2012.
[101] Roy A. Lacey, A. Taranenko, J. Jia, D. Reynolds, N. N. Ajitanand, J. M. Alexander, Yi Gu,
and A. Mwai. Beam energy dependence of the viscous damping of anisotropic flow in rela-
tivistic heavy ion collisions. Phys. Rev. Lett., 112:082302, Feb 2014.
[102] Tilman Enss, Carolin Ku¨ppersbusch, and Lars Fritz. Shear viscosity and spin diffusion in a
two-dimensional fermi gas. Phys. Rev. A, 86:013617, Jul 2012.
[103] Paul Romatschke. New developments in relativistic viscous hydrodynamics.
Int.J.Mod.Phys.E, 19:1, 2010.
[104] William A. Hiscock and Lee Lindblom. Generic instabilities in first-order dissipative rela-
tivistic fluid theories. Phys. Rev., D31:725–733, 1985.
Appendix A
Spatial Mode Structure for d = 2
In this appendix the spatial mode structures for the low lying modes in d = 2 are collected
(see Tab. A.1). It is interesting to note that, of the modes found, only the temperature mode
and breathing mode are associated with a non-zero value of δT . This is because they are the
only two modes which change the volume of the cloud, and hence can lead to heating and cooling
of the gas. Also note that each irrotational volume conserving mode (here: dipole, quadrupole,
hexapole, octupole, and decapole modes) has two independent realizations related by an appropriate
coordinate transformation. For example, the quadrupole mode and tilted quadrupole mode are
related by a rotation of 45o. In general, we can assign a mode the winding number w of the
associated velocity field u on a circle centered on the origin. This quantity merely counts the
number of full rotations made when following a vector around the prescribed circle. For example,
wDip = 0, wQuad = 1, wHex = 2,... so that the angle of coordinate rotations to get the second
independent mode for a given mode is conveniently given by
∆φ =
pi
2(w + 1)
. (A.1)
Of course, any rotation through an angle in the range ∆θ ∈ (0, pi/(w + 1)) will produce an equally
valid independent mode, but the angle in Eq. (A.1) provides a uniform approach to finding an
independent mode from one already found. This provides a connection for example to the approach
in Ref. [4] where inequivalent polynomials under rotation up to quadrupole mode were considered
in the second-order hydrodynamics framework used here.
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δρ δux δuy δT
Number (Zero Mode) 1 0 0 0
Temp. (Zero Mode) x2 + y2 − 2 0 0 2
Rotation (Zero Mode) 0 y −x 0
Breathing (Monopole) x2 + y2 − 2 −ixω˜B −iyω˜B −2
x-axis Sloshing (Dipole) x −iω˜S 0 0
y-axis Sloshing (Dipole) y 0 −iω˜S 0
Quadrupole y2 − x2 ixω˜Q −iyω˜Q 0
Tilted Quadrupole xy −iy2 ω˜Q −ix2 ω˜Q 0
Hexapole y3 − 3x2y 2ixyω˜H −i(y2 − x2)ω˜H 0
T-Hexapole −x33 + xy2 −i (y
2−x2)
3 ω˜H −i2xy3 ω˜H 0
Octupole x4 − 6x2y2 + y4 3i(−x33 + xy2)ω˜O −i(y3 − 3x2y)ω˜O 0
T-Octupole xy3 − x3y i (3x2y−y3)4 ω˜O i (x
3−3xy2)
4 ω˜O 0
Decapole y5 − 10x2y3 + 5x4y 4i(xy3 − x3y)ω˜D −i(y4 − 6x2y2 + x4)ω˜D 0
T-Decapole x
5
5 − 2x3y2 + xy4 −i (y
4−6x2y2+x4)
5 ω˜D −4i (xy
3−x3y)
5 ω˜D 0
Non-hydro Quad. y2 − x2 ixω˜nhQ −iyω˜nhQ 0
T-Non-hydro Quad. xy −iy2 ω˜nhQ −ix2 ω˜nhQ 0
Non-hydro Hex. y3 − 3x2y 2ixyω˜nhH −i(y2 − x2)ω˜nhH 0
Non-hydro Oct. x4 − 6x2y2 + y4 3i(−x33 + xy2)ω˜nhO −i(y3 − 3x2y)ω˜nhO 0
Non-hydro Dec. y5 − 10x2y3 + 5x4y 4i(xy3 − x3y)ω˜nhD −i(y4 − 6x2y2 + x4)ω˜nhD 0
Table A.1: Spatial structure of the various modes for d = 2 expressed in terms of the normalized
complex mode frequencies. Note that the tilted modes denoted Tilted- or T- for short in the table
can be found by an appropriate rotation of coordinates.
Appendix B
Spatial Mode Structure for d = 3
The spatial structure of modes in d = 3 are given in Tab. B.1. Results are very similar to those
for d = 2 shown in App. A. The only differences are that for a harmonic trapping potential which
is translationally invariant along one axis and isotropic along the other two in d = 3, the breathing
mode now couples to shear stresses. Hence there is now an associated non-hydrodynamic breathing
mode as well as a difference in the corresponding temperature perturbation associated with the
volume change of the cloud. Since there is no associated velocity field for the time independent
temperature zero mode, this mode is associated with a vanishing stress tensor, and hence the mode
structure is the same as in the d = 2 case. All other modes also exhibit the same spatial and
frequency structure.
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δρ δux δuy δT
Number (Zero Mode) 1 0 0 0
Temp. (Zero Mode) x2 + y2 − 2 0 0 2
Rotation (Zero Mode) 0 y −x 0
Breathing (Monopole) x2 + y2 − 2 −ixω˜B −iyω˜B −43
x-axis Sloshing (Dipole) x −iω˜S 0 0
y-axis Sloshing (Dipole) y 0 −iω˜S 0
Quadrupole y2 − x2 ixω˜Q −iyω˜Q 0
Tilted Quadrupole xy −iy2 ω˜Q −ix2 ω˜Q 0
Hexapole y3 − 3x2y 2ixyω˜H −i(y2 − x2)ω˜H 0
T-Hexapole −x33 + xy2 −i (y
2−x2)
3 ω˜H −i2xy3 ω˜H 0
Octupole x4 − 6x2y2 + y4 3i(−x33 + xy2)ω˜O −i(y3 − 3x2y)ω˜O 0
T-Octupole xy3 − x3y i (3x2y−y3)4 ω˜O i (x
3−3xy2)
4 ω˜O 0
Decapole y5 − 10x2y3 + 5x4y 4i(xy3 − x3y)ω˜D −i(y4 − 6x2y2 + x4)ω˜D 0
T-Decapole x
5
5 − 2x3y2 + xy4 −i (y
4−6x2y2+x4)
5 ω˜D −4i (xy
3−x3y)
5 ω˜D 0
Non-hydro Breath. x2 + y2 − 2 −ixω˜nhB −iyω˜nhB −43
Non-hydro Quad. y2 − x2 ixω˜nhQ −iyω˜nhQ 0
T-Non-hydro Quad. xy −iy2 ω˜nhQ −ix2 ω˜nhQ 0
Non-hydro Hex. y3 − 3x2y 2ixyω˜nhH −i(y2 − x2)ω˜nhH 0
Non-hydro Oct. x4 − 6x2y2 + y4 3i(−x33 + xy2)ω˜nhO −i(y3 − 3x2y)ω˜nhO 0
Non-hydro Dec. y5 − 10x2y3 + 5x4y 4i(xy3 − x3y)ω˜nhD −i(y4 − 6x2y2 + x4)ω˜nhD 0
Table B.1: Spatial structure of the various modes for d = 3 expressed in terms of the normalized
complex mode frequencies. Note that the tilted modes denoted Tilted- or T- for short in the table
can be found by an appropriate rotation of coordinates.
Appendix C
Details of Mode Amplitude Calculation
Given generic initial conditions on ρ, u, T , and piij , one can derive a system of equations for
complex mode amplitudes (an + ibn) of mode n (e.g. n =“number”, “temperature”, “breathing”,
etc.) by performing the following projections onto a mode m:∫
R2
d2x
[
ρ init(x)− ρ0(x)
]
δρm(x) = (C.1)∫
R2
d2xρ0(x)
∑
modes n
Re
[
(an + ibn)e
−iωntδρn(x)
]
δρm(x),∫
R2
d2x
[
ui init(x)
]
ρ0(x)δuim(x) = (C.2)∫
R2
d2x
∑
modes n
Re
[
(an + ibn)e
−iωntδun(x)
]
ρ0(x)δuim(x),∫
R2
d2x
[
T init − T0
]
ρ0(x)δTm = (C.3)∫
R2
d2x
∑
modes n
Re
[
(an + ibn)e
−iωntδTn
]
ρ0(x)δTm,
∫
R2
d2x
[
piij init(x)
]
δpiij m(x) = (C.4)∫
R2
d2x
∑
modes n
Re
[
(an + ibn)e
−iωntδpiij n(x)
]
δpiij m(x), .
It should be noted that as can be seen from Tabs.A.1 and B.1, not all of the individual perturbations
are orthogonal (the full mode structures are, however, independent). For example, while δρTemp =
δρB, it is not possible to construct the full mode structure δTemp = {δρTemp, δuTemp, δT Temp} as a
linear combination of the full mode structure of the other modes. Note that as a result, care should
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be used when obtaining the system of equations for the amplitudes give by evaluating Eqs. (C.1)-
(C.4) not to miss contributions from all the important modes. It is also pointed out that in the
process for finding mode structure, mode frequencies come in pairs, one with positive and the other
with negative real part. However, in allowing for a complex amplitude and taking the real part in
Eqs. (C.1)-(C.4) one need only consider modes to have positive real part of the frequency.
Consider a generic isotropic trap quench in d = 2 for multiple initial conditions in order to
demonstrate the role of the temperature and number modes. In this case, the amplitudes take on
a fairly simple form
aN =
Ai
A0
− 1, (C.5)
aT =
(1− γ)AiA0 − (T init − 1)γ
4γ
, (C.6)
aB =
(1− γ)AiA0 − (1− T init)γ
4γ
, (C.7)
bB = 0. (C.8)
Note that the above expressions contain both phase and magnitude information, as they may
be negative. Phase and amplitude will be plotted separately below. Additionally, one sees from
Eqs. (C.5)-(C.8) several features which should be expected. To explore this, the analysis is broken
into several cases.
Case 1: Ai/A0 = 1, T init = 1
This is the case discussed in the main text (see Sec. 5.4.1).
Case 2: Ai/A0 6= 1, T init = 1
For this case one may see from Eqs. (C.5)-(C.8) that the ratio Ai/A0 gives rise to a non-zero
amplitude of the number mode, but leaves the location of the zero of the other two modes at γ = 1.
This should be expected since this merely means that at γ = 1 there are more (Ai/A0 > 1) or
less (Ai/A0 < 1) atoms in the trap than what was assumed in the equilibrium solution expanded
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about. This should make the role of the number mode more clear and is demonstrated for the case
Ai/A0 > and Tinit = 1 in Fig. C.1. Particularly, it is only important if for some reason one choses
to expand dynamics about an equilibrium with a different number of particles than given by the
initial conditions.
Case 3: Ai/A0 = 1, T init 6= 1
For this case one may see from Eqs. (C.5)-(C.8) that the number mode is not excited, while the
value of T init alters the location of the zero for the temperature and breathing modes. This should
be expected since at γ = 1 the breathing mode is excited through the temperature difference.
Fig. C.2 shows the case where T init < 1, demonstrating that the phase of the breathing mode
vanishes at γ = 1 while the magnitude is non-zero. A positive amplitude at γ = 1 is expected since
the temperature is below its equilibrium value for the given cloud radius so the cloud will reduce
its size to try to reach equilibrium.
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Figure C.1: Left: Absolute value of the (dimensionless) number (’N’), temperature (’T’) and
breathing (’B’) mode amplitudes as a function of the quench strength parameter γ for an isotropic
quench in d=2 assuming Ai/A0 = 1.1 > 1 and T init = 1. Right: Phase of mode amplitude. Note
the amplitude and phase of the breathing and temperature modes are identical.
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Figure C.2: Left: Absolute value of the (dimensionless) temperature (’T’) and breathing (’B’)
mode amplitudes as a function of the quench strength parameter γ for an isotropic quench in d=2
assuming Ai/A0 = 1 and T init = 0.9. Right: Phase of mode amplitude.
