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𝐿 が観測されるとすると, max 𝑡𝑘 − 𝑡𝑘−1 →
𝑝 0 (
高頻度観測極限)の時に






















り，拡散係数のパラメトリック・モデル{𝑏 𝑡, 𝑥; 𝛽 }𝛽に対して，「ある𝛽∗が一意に存在して
𝑏 𝑡, 𝑋𝑡 = 𝑏 𝑡, 𝑋𝑡; 𝛽∗ 」が成り立つとは限らない状況を考える．このようなモデルは
misspecified modelと呼ばれ，真のモデルがパラメトリック・モデルに含まれる場合と異な
った漸近的性質が現れることがある． 𝑏 𝛽 = {𝑏 𝑡, 𝑋𝑡 , 𝛽 }0≤𝑡≤𝑇に対して
















1 + 𝜖𝑠, 𝑋𝑡
1 + 𝜖𝑡 ,
𝑋𝑢




二次元の潜在株価過程 𝑋𝑡 = (𝑋𝑡
1, 𝑋𝑡
2) は確率微分方程式
𝑑𝑋𝑡 = 𝜇 𝑡, 𝑋𝑡 , 𝜎∗ 𝑑𝑡 + 𝑏⋄ 𝑡, 𝑋𝑡 𝑑𝑊𝑡 , 𝑡 ∈ [0, 𝑇]





1, … , 𝑠𝑙
1と𝑠0
2, 𝑠1
2, … , 𝑠𝑚
2 で与え










2 + 𝜂𝑗 (0 ≤ 𝑗 ≤ 𝑚)
で与えられるとする. 観測データから𝑏⋄ 𝑡, 𝑥 の関数形を推定することで株価過程のボ
ラティリティや共変動などのリスク量を計算することができる.
【最尤型推定法】
パラメトリック・モデル{𝑏 𝑡, 𝑥, 𝜎 }𝜎を考え，あるパラメータの値𝜎∗に対し 𝑏⋄ 𝑡, 𝑥 ≡
𝑏(𝑡, 𝑥, 𝜎∗)とする．この時，潜在株価過程𝑋𝑡の局所ガウス近似を用いることにより
𝑏 𝜎 = {𝑏 𝑡, 𝑋𝑡 , 𝜎 }0≤𝑡≤𝑇に対して尤度関数の近似𝐻𝑛(𝑏(𝜎))が得られ, 最尤型推
定量  𝜎𝑛は  𝜎𝑛 = argmax𝜎𝐻𝑛(𝑏(𝜎))により得られる. 観測数のオーダーを𝑏𝑛と書くと, 
提案推定量  𝜎𝑛は一定の条件の下𝑛 → ∞で以下の漸近混合正規性を満たす:
𝑏𝑛
























1 = 1 − 𝑋𝑡




2 = 1 − 𝑋𝑡




【漸近的性質】 𝑏⋄ = {𝑏⋄ 𝑡, 𝑋𝑡 }0≤𝑡≤𝑇に対して，
𝑑 𝑏(𝛽), 𝑏⋄ ≔ lim
𝑛→∞
𝑏𝑛
−  1 2 𝐻𝑛 𝑏⋄ − 𝐻𝑛 𝑏 𝛽





𝑏𝑏⊤(𝑡, 𝑋𝑡, 𝛽) − 𝑏⋄𝑏⋄
⊤(𝑡, 𝑋𝑡)
2𝑑𝑡 ≤ 𝑑 𝑏 𝛽 , 𝑏⋄ ≤ 𝐶2  0
𝑇
𝑏𝑏⊤ 𝑡, 𝑋𝑡, 𝛽 − 𝑏⋄𝑏⋄
⊤ 𝑡, 𝑋𝑡
2𝑑𝑡.
定理． 𝑑 𝑏  𝛽𝑛 , 𝑏⋄ →
𝑝 min
𝛽
𝑑(𝑏 𝛽 , 𝑏⋄) as 𝑛 → ∞.
