Constructing Weyl group multiple Dirichlet series by Chinta, Gautam & Gunnells, Paul E.
ar
X
iv
:0
80
3.
06
91
v2
  [
ma
th.
NT
]  
14
 M
ay
 20
09
CONSTRUCTING WEYL GROUP MULTIPLE DIRICHLET
SERIES
GAUTAM CHINTA AND PAUL E. GUNNELLS
Abstract. Let Φ be a reduced root system of rank r. A Weyl group
multiple Dirichlet series for Φ is a Dirichlet series in r complex vari-
ables s1, . . . , sr, initially converging for Re(si) sufficiently large, that has
meromorphic continuation to Cr and satisfies functional equations un-
der the transformations of Cr corresponding to the Weyl group of Φ. A
heuristic definition of such series was given in [BBC+06], and they have
been investigated in certain special cases in [BBC+06,BBF06,BBFH07,
BBF08, BBFa, CG07, CFG08, CG, Chi05]. In this paper we generalize
results in [CG] to construct Weyl group multiple Dirichlet series by a
uniform method, and show in all cases that they have the expected
properties.
1. Introduction
This paper describes a technique to construct Weyl group multiple Dirich-
let series. Such series were first introduced in [BBC+06], which also de-
scribed a heuristic means to define, analytically continue, and prove func-
tional equations for a family of Dirichlet series in several complex variables.
Several subsequent papers have dealt with the problem of making the heuris-
tic definitions precise and completing the proofs of analytic continuation and
functional equation of these Weyl group multiple Dirichlet series along the
lines suggested in [BBC+06]. Before listing some of the partial results ob-
tained in these papers, we say a bit more about the type of multiple Dirichlet
series studied.
Let F be an algebraic number field containing the 2nth roots of unity. Fix
a finite set of places S containing all the archimedean places and those that
are ramified over Q. Take S large enough that OS , the ring of S-integers of
F , has class number one.
Let Φ be a reduced root system of rank r. Let m = (m1, . . . ,mr) be an
r-tuple of integers in OS and s = (s1, . . . , sn) an r-tuple of complex vari-
ables. In (5.6) we define a certain finite-dimensional vector space M(Ω,Φ)
of complex-valued functions on (F×S )
r, and we choose Ψ ∈ M(Ω,Φ). In Sec-
tion 4 we define coefficients H(c;m), where c and m are r-tuples of nonzero
integers in OS . To this data we associate a multiple Dirichlet series in r
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complex variables
(1.1) Z(s;m,Ψ) = Z(s;m,Ψ ; Φ, n) =
∑
c
H(c;m)Ψ(c)∏
|ci|si
,
where c = (c1, . . . , cr) and each ci ranges over (OSr{0})/O
×
S . (Although the
coefficients H and Ψ are defined for nonzero ci ∈ OS , their product HΨ is
unchanged when any ci is multiplied by a unit, as the arguments in [BBF06]
show.) The sum (1.1) is absolutely convergent when Re(si) > 3/2. We call
(1.1) a degree n Weyl group multiple Dirichlet series of type Φ with twisting
parameter m.
These series were introduced in the papers [BBC+06,BBFH07,BBF08].
Actually, except for the cases listed below, in these papers the coefficients
H(c1, . . . , cr;m1, . . . ,mr)
were defined only when the product c1 · · · cr ·m1 · · ·mr was squarefree—we
call these the powerfree coefficients—and it was suggested that it should be
possible to define the H-coefficients for all r-tuples (c1, . . . , cr) in such a
way that the resulting multiple Dirichlet series has an analytic continuation
to Cr and satisfies a group of functional equations isomorphic to the Weyl
groupW of Φ. These powerfree coefficients can be expressed in terms of nth
order Gauss sums and the root data.
The full definitions and expected properties of Z(s;m,Ψ ; Φ, n) have been
given in the following cases:
(1) [BBC+06] Φ = A2, n arbitrary, m = (1, 1).
(2) [BBF06,BBF08] Φ arbitrary and the degree n sufficiently large with
respect to Φ and the twisting parameterm. In [BBF06,BBF08], this
is called the stable case.
(3) [BBFH07] Φ = A2, n arbitrary, m arbitrary.
(4) [CG07,CFG08] Φ simply-laced, n = 2, i.e. the quadratic case. (The
methods of [CG07], which dealt only with the untwisted case, were
extended to arbitrary m in [CFG08].)
(5) [BBFa,BBFb] Φ = Ar, n arbitrary, m arbitrary. In these preprints,
Brubaker, Bump and Friedberg deal with the type Ar multiple Dirich-
let series in two different ways. In [BBFa] they show that the multiple
Dirichlet series coincide with Whittaker coefficients of a metaplectic
Eisenstein series, while in [BBFb], they use a combinatorial approach
based on crystal graphs. At present, both methods work only for the
type A root systems.
In this paper, we give by a uniform method, a complete definition of the
Weyl group multiple Dirichlet series and proofs of the expected properties
in all cases. That is, we have the following theorem (cf. Theorem 6.1):
Theorem 1.1. Let n ≥ 1 and let F, S,OS be as above. Let Φ be a re-
duced root system of rank r and let m be an r-tuple of nonzero integers in
OS . Then, the multiple Dirichlet series Z(s;m,Ψ ; Φ, n) defined in Section
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6 has an analytic continuation to s ∈ Cr and satisfies a group of functional
equations isomorphic to W , the Weyl group of Φ.
We now describe our method of proof. As stated above, the heuristic
definition of Z(s;m,Ψ) includes the definition of the powerfree coefficients
H(c1, . . . , cr;m1, . . . mr). Moreover, the coefficients satisfy a twisted multi-
plicativity (4.3)–(4.5) that reduces their specification to that of the prime
power coefficients H(̟k1 , . . . ,̟kr ;̟l1 , . . . ,̟lr), for ̟ prime in OS .We are
naturally led to consider the generating series
(1.2) N = N(x1, . . . , xr) =
∑
k1,...,kr≥0
H(̟k1 , . . . ,̟kr)xk11 · · · x
kr
r ,
where we have suppressed the twisting parameter from the notation. This
generating series, which turns out to be a polynomial in the indeterminates
x1, . . . , xr, must be defined in such a way that the resulting global object
Z(s;m,Ψ) can be shown to satisfy the right functional equations.
The main idea of this paper is that there is a certain action of W on
the field of rational functions C(x1, . . . , xr). Using this action we can con-
struct an invariant function h with an easily understood denominator D ∈
C[x1, . . . , xr]. We then take N to be the polynomial hD, and prove that
the multiple Dirichlet series constructed using (1.2) satisfies the requisite
functional equations under W . What makes things difficult is that the W -
action is a little complicated. Moreover, it is not obvious that this action has
anything to do with the functional equations of a global multiple Dirichlet
series.
There are at least three ways to motivate theW -action defined in Section
3. First, if the functional equations of Z(s;m,Ψ) are assumed, and one
works backwards through the proof of Theorem 5.8, one finds that the ̟-
parts of the multiple Dirichlet series must have precisely the W -invariance
defined in Section 3. For n = 2 and Φ = A2, this is the approach taken
in Section 5 of [CFH06]. A second way to motivate the action of W is
the remarkable fact that an untwisted Weyl group multiple Dirichlet series
over the rational function field coincides (after a simple change of variables)
with its own ̟-part. This was noted in [CFH06] for Φ = A2 and n = 2
and in [Chi08] for Φ = A2 and general n. Consequently, in this context,
the ̟-parts satisfy essentially the same functional equations as the multiple
Dirichlet series itself. These functional equations follow from the functional
equations of Kubota’s Dirichlet series. Over the rational function field,
Kubota’s theory has been very explicitly worked out by Hoffstein [Hof92]
and Patterson [Pat07]. This is the point of view which motivated our work
in [CG]. Yet another another approach to motivating the local functional
equations is via the Eisenstein conjecture described in [BBF06]. This con-
jecture essentially states that a Weyl group multiple Dirichlet series should
be a Whittaker coefficient of an Eisenstein series on an n-fold metaplectic
cover of G, the simply-connected algebraic group over F whose root sys-
tem is the dual of Φ. If this is true, then the ̟-part of a multiple Dirichlet
4 GAUTAM CHINTA AND PAUL E. GUNNELLS
series should be related to a local Whittaker function of a ̟-adic meta-
plectic group. The functional equations satisfied by a ̟-adic metaplectic
Whittaker function have been described by Kazhdan–Patterson [KP84]. At
least for root systems of type A, the group action we define in Section 3
coincides with the functional equations in Lemma 1.3.3 of [KP84]. From
this perspective, our averaging formula (3.25) can potentially be seen as a
Casselman–Shalika formula for ̟-adic Whittaker coefficients on metaplec-
tic groups. This connection is being further developed in current work of
Chinta and Offen.
We conclude this introduction with a description of the organization of the
paper. In Section 2 we review basic facts about Gauss sums and reciprocity
that we will need. Section 3 is devoted to the definition of the action of
the Weyl group on the field of rational functions C(x1, . . . , xr). We further
construct rational functions invariant under the group action. These invari-
ant functions play a key role in the definition of the Weyl group multiple
Dirichlet series. The results of this section depend only on the combinatorics
of the root system and its Weyl group.
Section 4 describes how to define the coefficients H(c;m) of the multiple
Dirichlet series. In short, the prime power coefficients
H(̟β1 , . . . ,̟βr ;̟l1 , . . . ,̟lr )
can be read off from the Taylor coefficients of the invariant functions con-
structed in Section 3. The general coefficient H(c;m) is then defined in
terms of the prime power coefficients via the “twisted multiplicity” given
in (4.3). In addition we show that certain combinations f̟;k of the local
factors satisfy the simple functional equation given in Theorem 4.1.
Section 5 begins with a review of Kubota’s Gauss sum Dirichlet series, as
presented in [BB06a]. These Dirichlet series, constructed with Gauss sum
coefficients, have a meromorphic continuation to the complex plane and sat-
isfy a functional equation as s 7→ 2 − s, see Proposition 5.1. We further
construct a single-variable Dirichlet series E (defined in (5.9) using the coef-
ficients H(c;m), and show that it can be written as a linear combination of
products of Kubota’s series and the local factors f̟;k defined in Section 4.
Consequently, E satisfies the functional equation described in Theorem 5.8.
In Section 6 we define the multiple Dirichlet series Z(s;m,Ψ) and prove
our main result, Theorem 6.1, which gives the functional equation and mero-
morphic continuation of Z. The single-variable Dirichlet series E act as the
building blocks of Z, and hence the functional equations of the multivariable
object follow from those of E established in the previous section. Then the
meromorphic continuation of the multiple Dirichlet series Z follows from
a simple convexity argument, as has been extensively used in the recent
papers [CG07,BBFH07,BBC+06,BBF06,CG].
In Section 7 we suggest how other examples of multiple Dirichlet se-
ries that have previously appeared in the literature fall into the framework
presented here, and make some further remarks. This final section is not
CONSTRUCTING WEYL GROUP MULTIPLE DIRICHLET SERIES 5
meant to be absolutely precise or definitive, but rather indicative of further
prospects for research in the field.
As the outline given above suggests, we have tried to minimize the in-
terdependence of the sections on one another. In particular the only result
from Section 4 that is used in the later sections is Theorem 4.1, which ap-
pears at the very end of the proof of Theorem 5.8. Theorem 5.8 is then the
only theorem from the earlier sections used in the proof of our main result
Theorem 6.1. The structure of this argument mimics the pattern established
in our earlier papers [CG07, Chi05, CG], where functional equations of lo-
cal factors induce functional equations in certain univariate Dirichlet series,
which in turn induce functional equations in the multivariate Weyl group
multiple Dirichlet series that are our main objects of interest. This approach
has by now become streamlined and dense, as necessitated by the increasing
notational complexities. The reader who is new to these techniques may
benefit from the presentation in [CG], where the case of the root system A2
is worked out in detail.
Acknowledgments. The authors are deeply grateful to Ben Brubaker,
Dan Bump, Sol Friedberg, Jeff Hoffstein, Joel Mohler, and Samuel Patterson
for their advice and extensive correspondence throughout the preparation
of this work. The authors also thank the referee for several comments that
greatly improved our paper.
2. Preliminaries
In this section we recall basic facts about Hilbert symbols and Gauss
sums we will need in the sequel. Our exposition follows [BBF08, §§2.3–2.7]
essentially verbatim.
Recall that F is a number field containing the 2n-th roots of unity, and
that S is a finite set of places containing all the archimedean places and those
ramified over Q. Recall also that S is assumed to be large enough that OS ,
the ring of S-integers of F , is a principal ideal domain. Let FS =
∏
v∈S Fv.
Similarly let Sfin ⊂ S be the subset of finite places, and let Ffin =
∏
v∈Sfin
Fv.
We embed OS → FS diagonally.
Each place v determines a local Hilbert symbol ( , )v : F
×
v × F
×
v → µn,
where µn is the group of n-th roots of unity [Neu99]. We assume fixed an
embedding ǫ from µn to C
× and identify µn with its image. The Hilbert
symbol leads to a pairing
( , )S : F
×
S × F
×
S → µn,
defined by (a, b)S =
∏
v∈S(a, b)v .
A subgroup Ω ⊂ F×S is called isotropic if ( , )S |Ω×Ω is trivial. Now let
Ω be the subgroup O×S F
×n
S , which is maximal isotropic. Given a positive
integer t, define the complex vector space Mt(Ω) by
Mt(Ω) =
{
Ψ: F×fin → C
∣∣∣ Ψ(εc) = (c, ε)−tS Ψ(c) for all ε ∈ Ω}.
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We abbreviate M1(Ω) by M(Ω). Note that if ε is sufficiently close to the
identity in F×fin, then ε is an n-th power at every finite place Sfin. Hence
functions in M(Ω) are locally constant. One can show that the dimension
of M(Ω) = [FS : Ω], which is finite.
Let a ∈ OS and let b ⊂ OS be an ideal. Let (
a
b
) be the n-th power residue
symbol defined in [BBF06]. In general this symbol depends on the set of
places S, but we omit this from the notation. Let t be a positive integer
and let a, c ∈ OS with c 6= 0. Choose a nontrivial additive character ψ of
FS such that ψ(xOS) = 1 if and only if x ∈ OS [BB06a, Lemma 1]. Then
we define a Gauss sum g(a, c; ǫt) by
(2.1) g(a, c; ǫt) =
∑
d mod c
ǫt
(( d
cOS
))
ψ
(ad
c
)
.
We list some properties of the residue symbol and Gauss sums. For
proofs, see [Neu99, Chapter 6/Theorem 8.3] for reciprocity, and Ireland–
Rosen [IR90] for the properties of Gauss sums.
Proposition 2.1. Let a, b,m ∈ OS with a, b relatively prime. Then
(1) [Reciprocity]
(
a
b
)
= (b, a)S
(
b
a
)
.
(2) g(m,ab; ǫt) = g(m,a; ǫt)g(m, b; ǫt)ǫt
((
a
b
)(
b
a
))
(3) g(am, b; ǫt) = ǫ−t
((
a
b
))
g(m, b; ǫt)
(4) If ̟ ∈ OS is prime and t does not vanish mod n, then
g(1,̟; ǫt)g(1,̟; ǫ−t) = |̟|.
3. A Weyl group action
We begin by recalling some basic definitions and properties of root sys-
tems. For more details we refer to [Hum90].
Let Φ be an irreducible reduced root system of rank r with Weyl group
W . Choose an ordering of the roots and let Φ = Φ+ ∪ Φ− be the decom-
position into positive and negative roots. Let {α1, α2, . . . , αr} be the set of
simple roots, and let σi be the Weyl group element corresponding to the
reflection through the hyperplane perpendicular to αi. Let {ω1, . . . , ωr} be
the fundamental weights.
Let Λ be the lattice generated by the roots. The Weyl group W acts on
Λ from the left: λ 7→ wλ. We choose a W -invariant inner product 〈 , 〉 on
Λ⊗ R normalized so that the short roots of Φ have squared length 1, that
is, 〈α,α〉 = 1 for all short roots α. With this convention, the inner product
of any two roots is always a half-integer.1 Our normalization implies that
1We remark that this is different from the usual Bourbaki convention, which takes the
normalization 〈α, α〉 = 2 for all short roots except those in type Br, where the short roots
satisfy 〈α, α〉 = 1.
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for α ∈ Φ, we have
‖α‖2 =

1 for all α in types A,D,E,
1 for α a short root in types B,C,F4, G2,
2 for α a long root in types B,C,F4,
3 for α a long root in type G2.
Label the nodes of the Dynkin diagram of Φ. We say that nodes i and
j are adjacent if i 6= j and (σiσj)
2 6= 1. The group W is generated by the
simple reflections σi, which satisfy the relations (σiσj)
r(i,j) = 1, where for
1 ≤ i, j ≤ r we have
(3.1)
r(i, j) =

1 if i = j,
2 if i, j are not adjacent,
3 if i, j are adjacent and αi, αj have the same length,
4 if i, j adjacent, Φ 6= G2 and αi, αj have different lengths,
6 for i, j adjacent in type G2.
Let c(i, j) = 2〈αi, αj〉/〈αj , αj〉 ∈ Z be the Cartan integer attached to the
simple roots αi, αj . These integers encode the action of W on the simple
roots:
(3.2) σj : αi 7−→ αi − c(i, j)αj .
Let length : W → Z≥0 be the length function with respect to the genera-
tors σ1, . . . , σr, and put
sgn(w) = (−1)length(w).
For any w ∈W , define Φ(w) by
Φ(w) = {α ∈ Φ+ | wα ∈ Φ−}.
We have length(w) = |Φ(w)|. If w ∈W satisfies length(σiw) = length(w)+1
for a simple reflection σi, then
(3.3) Φ(σiw) = Φ(w) ∪ {w
−1αi}.
Similarly, if length(wσi) = length(w) + 1 for a simple reflection σi, then
(3.4) Φ(wσi) = σi (Φ(w)) ∪ {αi}.
Moreover, define ρ ∈ Λ⊗Q by ρ =
∑
ωi. Then
ρ− w−1ρ =
∑
α∈Φ(w)
α.
Any λ ∈ Λ has a unique representation as an integral linear combination
of the simple roots
(3.5) λ = k1α1 + k2α2 + · · ·+ krαr.
Let
d(λ) = k1 + · · ·+ kr
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be the usual height function on Λ. Introduce the standard partial ordering
on Λ by defining λ  0 if λ is a nonnegative linear combination of the simple
roots. Given λ, λ′ ∈ Λ, define λ  λ′ if λ− λ′  0.
Our goal in this section is to study a certain Weyl group action. In fact we
will define a collection of Weyl group actions indexed by some parameters.
The first parameter is a strongly dominant weight θ. The weight θ deter-
mines an r-tuple ℓ = (l1, . . . , lr) of nonnegative integers by θ =
∑
(li+1)ωi.
We call ℓ a twisting parameter ; ultimately it will be connected to the global
twisting parameter m in the construction of our multiple Dirichlet series.
The weight θ determines an action of W on the root lattice through affine
linear transformations by
(3.6) w • λ = w(λ− θ) + θ.
It is not hard to check that for w = σi, a simple reflection, we have
σi • λ = σiλ+ (li + 1)αi.
The next parameter is a positive integer n. The integer n determines a
collection of integers {m(α)}α∈Φ+ by
(3.7) m(α) = n/ gcd(n, ‖α‖2).
Next we choose a positive integer q. Together with q we consider a collec-
tion of complex numbers γ(i) ∈ C, indexed by the integers modulo n, and
such that γ(0) = −1 and
γ(i)γ(−i) = 1/q if i 6= 0 mod n.
Later q will be taken to be the norm of a prime ̟ in OS , and up to a factor
of q the number γ(i) will be the Gauss sum g(1,̟; ǫi) from (2.1).
We are almost ready to define our action. Choose and fix parameters
(θ, n, q, {γ(i)}) as above. Let A = C[Λ] be the ring of Laurent polynomials on
the lattice Λ. Hence A consists of all expressions of the form f =
∑
β∈Λ cβx
β,
where cβ ∈ C and almost all are zero, and the multiplication of monomials
is defined by addition in Λ: xβxλ = xβ+λ. Given f , the set of {β | cβ 6= 0}
is called the support of f , and is denoted Supp f . We identify A with
C[x1, x
−1
1 , . . . , xr, x
−1
r ] via x
αi 7→ xi.
We define a “change of variables” action on A as follows. Write x =
(x1, . . . , xr). Then we define σjx = x
′, where
(3.8) (x′)i = q
−c(i,j)xix
−c(i,j)
j .
Note that (σjx)j = 1/(q
2xj) for all j, and (σjx)i = xi if and only if αi and
αj are orthogonal in Φ. It is easy to verify that this action of the simple
reflections extends to all of W , since it is essentially a reformulation of the
standard geometric action of W on Λ ⊗ R (cf. (3.2)). One can also easily
check that if fβ(x) = x
β is a monomial, then
(3.9) fβ(wx) = q
d(w−1β−β)xw
−1β.
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Now let Λ′ ⊂ Λ be the sublattice generated by the set {m(α)α}α∈Φ. A
direct computation with Cartan matrices shows that W takes Λ′ into itself.
Let A˜ be the field of fractions of A. We have the decomposition
(3.10) A˜ =
⊕
λ∈Λ/Λ′
A˜λ,
where A˜λ consists of the functions f/g (f, g ∈ A) such that Supp g lies in
the kernel of the map ν : Λ→ Λ/Λ′, and ν maps Supp f to λ.
We now define the action of W on A˜ for a generator σi ∈ W . Put
m = m(αi) (cf. (3.7)). For any β ∈ Λ, define the integer
(3.11) µℓ,i(β) = d(σi • β − β) ∈ Z.
Let (k)m ∈ {0, . . . ,m − 1} denote the remainder upon division of k by m,
and define rational functions
Pβ,ℓ,i(x) = (qx)
li+1−(µℓ,i(β))m
1− 1/q
1− (qx)m/q
,(3.12)
Qβ,ℓ,i(x) = −γ(−‖αi‖
2 µℓ,i(β))(qx)
li+1−m
1− (qx)m
1− (qx)m/q
.(3.13)
Definition 3.1. Let f(x) ∈ A˜β. Define
(3.14) (f |ℓσi)(x) = (Pβ,ℓ,i(xi) +Qσi•β,ℓ,i(xi))f(σix) ∈ A˜.
We extend this definition linearly to all of A˜ using (3.10).
Theorem 3.2. The action of the generators (3.14) extends to give an action
of W on A˜. More precisely, the action (3.14) satisfies the defining relations
(3.1).
Proof. The proof consists of explicit computations that are very similar to
those done in the proof of [CG07, Lemma 3.2]. The main point is that
verifying the relations (3.1) amounts to checking certain identities among
rational functions. These identities depend only in a minor way on n and
are easily implemented on a computer. Since the computations are rather
lengthy, we content ourselves with only explicitly presenting some of them
here. For the general computations, we merely give an overview and will
leave most of the details to the reader.
First we show that the σi act by involutions on A˜. Letm = n/ gcd(n, ‖αi‖
2)
as above. It suffices to check on functions of the form f(x) = xβ/h(x), where
h(x) ∈ A˜0. We compute (3.14) and separate the result into homogeneous
terms, and find
Pβ,ℓ,i(xi)f(σix) ∈ A˜β(3.15)
Qσi•β,ℓ,i(xi)f(σix) ∈ A˜σi•β ,(3.16)
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where we have abused notation and have denoted the image of β in Λ/Λ′ by
β as well. Applying σi again, we find
(3.17) f |ℓσ
2
i =
(
Pβ(x)Pβ(1/(q
2x)) +Qσi•β(x)Pβ(1/(q
2x))
+ Pσi•β(x)Qσi•β(1/(q
2x)) +Qβ(x)Qσi•β(1/(q
2x))
)
f.
In (3.17) we lightened the notation by removing ℓ, i from P,Q and by writing
x for xi. Now using the identities
µℓ,i(β) = −µℓ,i(σi • β)
and
(−k)m =
{
0 if m|k,
m− k otherwise,
we can check that the sum of the four products of P,Q on the right of (3.17)
equals 1. Indeed, there are two cases to consider, according to whether
µℓ,i(β) vanishes mod m or not. In the second case we have
Qσi•β(x)Pβ(1/(q
2x)) + Pσi•β(x)Qσi•β(1/(q
2x)) = 0,
Pβ(x)Pβ(1/(q
2x)) +Qβ(x)Qσi•β(1/(q
2x)) = 1,
and in the first case there are nontrivial cancellations among all four terms
that lead to the desired sum. This shows that the σi act by involutions.
Now we explain how to prove that the rest of (3.1) hold. We consider a
relation of the form σiσjσi = σjσiσj . This is only possible if ‖αi‖ = ‖αj‖,
and so without loss of generality we can assume m = n.
We again put f(x) = xβ/h(x) and compute f1(x) := (f |ℓσiσjσi)(x) and
f2(x) := (f |ℓσjσiσj)(x). Each of these expands to a sum of eight products.
Each product consists of three factors, and the factors are P’s and Q’s
with various inputs. In both f1 and f2 we eliminate a common denominator
coming from h(x), and then can factor out xσiσjσiβ, some common q-powers,
and some common monomials coming from the twisting parameter. After
this we find that the eight remaining terms in f1 are
(3.18) Pβ,i(xi)Pβ,j(qxixj)Pβ,i(xj), Pσi•β,i(xi)Pσi•β,j(qxixj)Qσi•β,i(xj),
Pσj•β,i(xi)Qσj•β,j(qxixj)Pβ,i(xj), Pσjσi•β,i(xi)Qσjσi•β,j(qxixj)Qσi•β,i(xj),
Qσi•β,i(xi)Pβ,j(qxixj)Pβ,i(xj), Qβ,i(xi)Pσi•β,j(qxixj)Qσi•β,i(xj),
Qσiσj•β,i(xi)Qσj•β,j(qxixj)Pβ,i(xj),
Qσiσjσi•β,i(xi)Qσjσiσi•β,j(qxixj)Qσi•β,i(xj),
and that f2 consists of the same eight terms with i and j switched. Here
we again eliminate ℓ from the notation. Note that each term in f1, f2 can
be uniquely identified by giving a length three word in P and Q and saying
whether it appears in f1 or f2. The first term in (3.18), for example, can be
encoded as (PPP)1.
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In summary, to prove f1 = f2, we need to verify the identity of rational
functions
(3.19) (PPP)1 + · · ·+ (QQQ)1 = (PPP)2 + · · ·+ (QQQ)2.
This can be done as follows. Let µi = µℓ,i(β) and µj = µℓ,j(β). Then the
identities needed to check (3.19) depend in a minor way on µi, µj mod n:
(1) We have (PPP)1 = (PPP)2, (QQQ)1 = (QQQ)2, (PQQ)1 =
(QQP)2, and (QQP)1 = (PQQ)2, independent of µi, µj mod n.
(2) If µi and µj are nonzero mod n, then (QPQ)1 = (QPQ)2, (PPQ)1+
(QPP)1 = (PQP)2, and (PQP)1 = (PPQ)2 + (QPP)2.
(3) If µi = 0 mod n and µj 6= 0 mod n, then (PQP)1 = (PPQ)2 +
(QPP)2 and (PPQ)1 + (QPP)1 + (QPQ)1 = (PQP)2 + (QPQ)2.
(4) If µi 6= 0 mod n and µj = 0 mod n, then we have the same identities
as in case 3, but with 1 and 2 switched.
These identities prove (3.19), which implies (f |ℓσiσjσi)(x) = (f |ℓσjσiσj)(x).
Lengthier but entirely similar computations show that the relations (σiσj)
4 =
1 and (σ1σ2)
6 = 1 (for Φ = G2) hold, as long as n is relatively prime to all
squared root lengths. It is also easy to check the required relations of the
form (σiσj)
2 = 1 if αi and αj have the same length.
If n is not relatively prime to all squared root lengths, then the computa-
tions are only slightly more complicated. For instance, assume that n = 2m
is even and that σi, σj satisfy (σiσj)
4 = 1. Assume ‖αi‖
2 = 2, ‖αj‖
2 = 1,
and let f = xβ/h(x) as before. Apply σi to f as in (3.15). One can then
use the distribution relation
(3.20)
1
1− z
=
1
1− z2
+
z
1− z2
to write each of the P and Q terms on the right of (3.15)—which have
denominator 1 − (qx)m/q—as sums of two terms with denominator 1 −
(qx)2m/q2. The resulting two terms from P lie in A˜β and A˜β+mαi , whereas
the two terms fromQ lie in A˜σi•β and A˜σi•β+mαi (here the congruence classes
should be taken in Λ/nΛ, not Λ/Λ′). Hence the computation is essentially
the same as that for n odd, except that each application of σi to f results in
a sum of four terms instead of the two in (3.15). The computation for G2 is
similar, except that one replaces (3.20) with an identity with denominator
1 − z3. Finally, the same trick works to check the required relations of the
form (σiσj)
2 = 1 when αi and αj have different lengths. 
We are now about to prove the main theorem of this section, but before
doing so we require some notation. Define
∆(x) =
∏
α>0
(1−qm(α)d(α)xm(α)α) and D(x) =
∏
α>0
(1−qm(α)d(α)−1xm(α)α).
Put
j(w,x) = ∆(x)/∆(wx).
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This function satisfies the 1-cocycle relation
j(ww′,x) = j(w,w′x)j(w′,x)
and can be explicitly computed as follows:
Lemma 3.3. We have
j(w,x) = sgn(w)qd(β)xβ ,
where
β =
∑
α∈Φ(w)
m(α)α.
Proof. Using (3.9) we have
∆(wx) =
∏
α>0
(1− qm(w
−1α)d(w−1α)xm(w
−1α)w−1α)
=
∏
α>0
w−1α<0
(1− qm(w
−1α)d(w−1α)xm(w
−1α)w−1α)
×
∏
α>0
w−1α>0
(1− qm(w
−1α)d(w−1α)xm(w
−1α)w−1α)
=
∏
α<0
wα>0
(1− qm(α)d(α)xm(α)α)
∏
α>0
wα>0
(1− qm(α)d(α)xm(α)α)
=
∏
α>0
wα<0
(1− q−m(α)d(α)x−m(α)α)
∏
α>0
wα>0
(1− qm(α)d(α)xm(α)α),
where we obtain the third equality above with the substitution α 7→ w−1α
in both products. Thus j(w,x) is equal to the quotient
∆(x)/
( ∏
α∈Φ(w)
(1 − q−m(α)d(α)x−m(α)α) ·
∏
α>0
α6∈Φ(w)
(1− qm(α)d(α)xm(α)α)
)
.
Multiplying the top and bottom of the last expression by∏
α∈Φ(w)
−qm(α)d(α)xm(α)α = (−1)|Φ(w)|
∏
α∈Φ(w)
qm(α)d(α)xm(α)α,
converts the denominator to ∆(x). After dividing we find
j(w,x) = (−1)|Φ(w)|
∏
α∈Φ(w)
qm(α)d(α)xm(α)α.
This agrees with the statement, since |Φ(w)| = length(w). 
We list some further properties of the group action that we will use.
Lemma 3.4. Let ℓ be an r-tuple of nonnegative integers.
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(1) Let f ∈ A˜. Let g(x) ∈ A˜β with σiβ − β = 0 ∈ Λ/Λ
′. Then
(3.21) (gf |ℓσi)(x) = g(σix)(f |ℓσi)(x).
Similarly, if β ∈ Λ′, then for all w ∈W
(3.22) (gf |ℓw)(x) = g(wx)(f |ℓw)(x).
(2) The function j(w,x)(1|ℓw)(x) is regular at the origin.
(3) Suppose length(σiw) = length(w) + 1. Then
j(σiw,x)(x
(li+1−m(αi))αi |ℓw)(x)
is regular at the origin.
Proof. SinceW preserves the sublattice Λ′, equation (3.22) is an easy conse-
quence of (3.21), so we prove (3.21). It suffices to prove (3.21) for f(x) ∈ A˜λ.
Then gf is still in A˜λ so (3.21) follows easily from Definition (3.14) of the
|ℓ action. (The point is that Pλ,ℓ,i(xi) and Qσi•λ,ℓ,i(xi) depend only on the
equivalence class of λ in Λ/Λ′.)
Statements (2) and (3) are proved simultaneously by induction. We will
show the details for the proof of (2); the proof of (3) is similar.
First of all, both statements are obviously true when length(w) = 0.
Now assume σiw satisfies length(σiw) = length(w) + 1, let m = m(αi), and
assume that (2), (3) are true for w. We prove that j(σiw,x)(1|ℓσiw)(x) is
regular. Indeed, we have
(3.23) j(σiw,x)(1|ℓσiw)(x) = j(σiw,x)
([
P0,ℓ,i(xi) +Qσ•0,ℓ,i(xi)
]∣∣
ℓ
w
)
(x),
and it suffices to check the regularity of the P and Q terms separately in
(3.23).
Now P0,ℓ,i(xi) ∈ A˜0, so we can apply (3.22) with f = 1, g = P0,ℓ,i(xi).
Thus, abbreviating P (x) = P0,ℓ,i(xi), we have
(P · 1|ℓw)(x) = P (wx)(1|ℓw)(x).
Up to irrelevant q-powers this expression can be written as
(3.24)
xkδ
1− qm−1xδ
(1|ℓw)(x),
where δ = mw−1(αi) ∈ Λ and k = (li + 1 − (li + 1)m)/m is nonnegative.
By the description of Φ(σiw) in (3.3), we have w
−1(αi) > 0. Therefore
the rational function in (3.24) is regular at the origin. By the induction
hypothesis j(w,x)(1|ℓw)(x) has no pole at the origin, and so we only need
to check that j(σiw,x)(1|ℓw)(x) has no pole at the origin. Looking again at
(3.3), we find ∑
α∈Φ(σiw)
m(α)α ≻
∑
α∈Φ(w)
m(α)α.
Hence by Lemma 3.3 the ratio j(σiw,x)/j(w,x) is a monomial of positive
degree. Therefore j(σiw,x)(1|ℓw)(x) has no pole at the origin. This com-
pletes the analysis of the P term.
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We can treat the Q term in (3.23) by a similar argument. We can apply
(3.22) by taking f = xli+1−mi , g = Qσi•0,ℓ,i(xi)/f . Applying |ℓw to gf , we
obtain a rational function with no pole at the origin times
(xli+1−mi |ℓw)(x).
By induction, this becomes regular at the origin after multiplying by j(σiw,x).
Therefore this case of (2) follows from prior cases of (2), (3). Similar com-
putations work to show that (3) follows from prior cases of (2), (3). 
Now define the rational function
(3.25) h(x; ℓ) = ∆(x)−1
∑
w∈W
j(w,x)(1|ℓw)(x) ∈ A˜.
The main result of this section is the following theorem:
Theorem 3.5. Let ℓ = (l1, . . . , lr) with each li ≥ 0. The rational func-
tion h = h(x; ℓ) satisfies h|ℓw = h for all w ∈ W. Furthermore N(x; ℓ) =
h(x; ℓ)D(x) is a polynomial in the xi’s. Finally, if ℓ = (0, . . . , 0) and
m = m(αi),
(3.26) h(0, . . . , 0, xi, 0, . . . , 0; ℓ) =
1 + γ(‖αi‖
2)qxi
1− qm−1xmi
.
Proof. The invariance of h is easy to see. Indeed, we have
h(x; ℓ) =
∑
w∈W
1
∆(wx)
(1|ℓw)(x).
For any u ∈W , after applying |ℓu and using Lemma 3.4 (1), we see that
(h|ℓu)(x) =
∑
w∈W
1
∆(wux)
(1|ℓwu)(x).
Thus h is invariant under the |ℓ-action.
To prove that N(x; ℓ) is a polynomial, introduce for each w ∈ W the
rational function
Pw(x) = j(w,x)(1|ℓw)Dw(x),
where
Dw(x) =
∏
α∈Φ(w)
(1− qm(α)d(α)−1xm(α)α).
We will show by induction on the length of w that each Pw(x) is a polyno-
mial. If w is the identity there is nothing to prove.
Suppose that for w ∈ W , the rational function Pw(x) is a polynomial.
Let σi be a simple reflection such that length(wσi) = length(w) + 1. Then
Pwσi(x) = j(wσi,x)(1|ℓwσi)(x)Dwσi(x)
= j(σi,x)
(
Pw
Dw
∣∣∣∣
ℓ
σi
)
(x) ·Dwσi(x)
=
j(σi,x)(Pw|ℓσi)(x)
Dw(σix)
·Dwσi(x), by Lemma 3.4 (1) .(3.27)
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By the definition (3.14) of the action of σi, we can write (Pw|ℓσi)(x) as
P ′w(x)/(1 − q
m(αi)−1x
m(αi)
i ) where P
′
w is a Laurent polynomial in the xi.
However, as Lemma 3.4 (2) implies that Pw(x) is regular at the origin, it
follows that P ′w is a polynomial. Moreover, the denominator Dw(σix) is
equal to
(3.28)
∏
α∈Φ(w)
(1− qm(α)d(σiα)−1xm(α)σiα) = Dwσi(x)/(1 − q
m(αi)−1x
m(αi)
i ),
where here we use (3.4) to compute Dwσi(x). Note also that m(α) = m(wα)
for all w ∈W,α ∈ Φ, since the Weyl group preserves root lengths. Plugging
(3.28) back into (3.27), we conclude that
j(wσi,x)(1|ℓwσi)(x)Dwσi(x) = j(σi,x)P
′
w(x)
is polynomial. Therefore h(x; ℓ)D(x)∆(x) = N(x; ℓ)∆(x) is a polynomial.
To complete the proof that N(x; ℓ) is a polynomial, we check that
(3.29) N(x; ℓ)∆(x) = D(x)
∑
w∈W
j(w,x)(1|ℓw)(x)
is divisible by ∆(x). We begin with the following simple computation. Let
Bλ(x) = x
λ be a monomial with nonnegative exponents. Let σi be a simple
reflection and let m = m(αi). Assume σiλ ≻ λ. Then we claim
(3.30) Bλ(x) + j(σi,x)(Bλ|ℓσi)(x)
can be written as a rational function with numerator divisible by 1− qmxmi
and with denominator 1− qm−1xmi . Indeed, we have that (3.30) equals
xλ − (qxi)
mqd(σiλ−λ)xσiλ(Pλ,ℓ,i(xi) +Qσi•λ,ℓ,i(xi)) =
xλ
(
(1− qm−1xmi )− q
d(σiλ−λ)xσiλ−λ(X + Y )
)
,
where
X = (qxi)
li+1+m−(µ)m(1− 1/q)/(1 − qm−1xmi ),
Y = γ(qxi)
li+1(1− qmxmi )/(1 − q
m−1xmi ), γ ∈ C,
µ = µℓ,i(σi • λ).
It is clear that the Y term has the correct denominator and is divisible by
1− qmxmi . For the X term, after bringing it together with the initial term
we find an expression of the form
(1− qm−1xmi + q
km−1xkmi − (qxi)
km)/(1 − qm−1xmi ), k ≥ 1,
which is a rational function with the required denominator and with numer-
ator divisible by 1− qmxmi .
We claim this computation shows that N(x; ℓ)∆(x) is divisible by 1 −
qmxmi . Indeed, to see this we use the cocycle property of j to write (3.29) as
a double sum, with the inner sum over a set of minimal length representatives
for the right cosets of σi in W , and with the outer sum running over 1, σi.
After multiplying byD(x) the inner sum becomes a polynomial, and then the
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computation above shows that after applying the operator 1+j(σi,x)( |ℓσi)
we obtain a rational function with denominator killed by D(x) and with
numerator divisible by 1 − qmxmi . This also implies (3.29) is divisible by
1− qm(α)xm(α)α for any simple root α.
We can now show that 1 − qd(α)m(α)xm(α)α divides h(x; ℓ)∆(x) for all
positive roots α. Indeed, write
(3.31) h(x; ℓ)∆(x) = (1− qm(αi)x
m(αi)
i )h0(x),
say, where D(x)h0(x) is a polynomial and the simple root αi has the same
length as α. Let w ∈ W map αi to α. Act on both sides of (3.31) by w.
Then ±h(x; ℓ)∆(x) = (1− qd(α)m(α)xm(α)α)(h0|w), by Lemma 3.4 (1). But,
arguing inductively as in the first part of the proof of the theorem, D(x) ·
(h0|w) is still polynomial. We conclude that h(x; ℓ)D(x)∆(x) is divisible by
1 − qd(α)m(α)xm(α)α for every positive root α. This completes the proof of
the polynomiality of N(x; ℓ).
Now we prove (3.26). Let ℓ = (0, . . . , 0) and set all variables of h equal to
zero except for xi in (3.25). The sum over W reduces to two terms, namely
w ∈ {1, σi}, since all other terms are easily seen to vanish by Lemma 3.3.
Let m = m(αi). Then ∆(x) becomes 1− (qxi)
m, since this is the only factor
of ∆ involving a monomial in xi alone. Combining (3.14) and (3.25) we find
(3.32) ∆(x)−1
(
1 + j(σi,x)(1|ℓσi)(x)
)
= (1− (qxi)
m)−1(P0,ℓ,i +Qσi•0,ℓ,i).
We have j(σi,x) = −(qxi)
m and µℓ,i(0) = −µℓ,i(αi) = 1. Thus the right of
(3.32) becomes
1
1− (qxi)m
(
1 +
−(qxi)
m(1− 1/q) + (qxi)(1− (qxi)
m)γ(‖αi‖
2)
1− (qxi)m/q
)
,
which after a short computation is easily seen to be the right of (3.26). This
completes the proof of the theorem. 
Write N(x; ℓ) =
∑
λ∈Λ aλx
λ. Given any β ∈ Λ and a simple root αi, we
define
Sβ = Sβ,i = {β + kmαi | k ∈ Z},
where m = m(αi). Define
Nβ,i(x) =
∑
λ∈Sβ
aλx
λ.
Now choose β ∈ Λ and assume σi • β = β + kαi with k ≥ 0. Define
δ = (k)m. Define
fβ,i(x) =
{
(Nβ,i(x) − γ(−δ)(qxi)
m−δNσi•β,i(x))/(1 − q
m−1xmi ) if δ 6= 0,
Nβ,i(x)/(1 − q
m−1xmi ) otherwise.
The function fβ,i(x) satisfies the following symmetry with respect to the
reflection σi:
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Theorem 3.6. We have
fβ,i(x)
fβ,i(σix)
=
{
(qxi)
li+1−δ if δ 6= 0,
(qxi)
li+1−m otherwise.
Proof. We prove the statement when δ 6= 0; the remaining case is simpler
and requires no new ideas.
We begin by defining
Fβ,i(x) = (Nβ,i(x) +Nσi•β,i(x))/(1 − q
m−1xmi )(3.33)
=
(∑
λ∈Sβ
aλx
λ +
∑
µ∈Sσi•β
aµx
µ
)
/(1 − qm−1xmi ).(3.34)
By the construction of h and Lemma 3.4, Fβ,i(x) is invariant under |ℓσi.
On the other hand, explicitly applying σi to F yields
(3.35) (Fβ,i|ℓσi)(x) =
(∑
λ∈Sβ
aλBλ(σix)(Pβ +Qσi•β)
+
∑
µ∈Sσi•β
aµBµ(σix)(Pσi•β +Qβ)
)
/(1− q−m−1x−mi ),
where we have written Bλ(x) = x
λ and have eliminated the ℓ, i from the
subscripts to P,Q to lighten the notation.
Now going from Fβ,i to fβ,i is achieved by multiplying the terms in Fβ,i
in Sσi•β by −γ(−δ)(pxi)
m−δ . Thus from (3.34) we have
fβ,i(x) =
(∑
λ∈Sβ
aλx
λ − γ(−δ)(qxi)
m−δ
∑
µ∈Sσi•β
aµx
µ
)
/(1 − qm−1xmi ),
which implies
(3.36) fβ,i(σix)
=
(∑
λ∈Sβ
aλBλ(σix)−γ(−δ)(qxi)
δ−m
∑
µ∈Sσi•β
aµBµ(σix)
)
/(1−q−m−1x−mi ).
But (3.35) also equals Fβ,i(x), and there the terms in Sβ (respectively, Sσi•β)
are those that are multiplied by Pβ,Qβ (resp., Pσi•β,Qσi•β). Hence
(3.37) fβ,i(x) =
(∑
λ∈Sβ
aλBλ(σix)
(
Pβ − γ(−δ)(qxi)
m−δQσi•β
)
+
∑
µ∈Sσi•β
aµBµ(σix)
(
−γ(−δ)(qxi)
m−δPσi•β +Qβ
))
/(1− q−m−1x−mi )
Comparing (3.36) and (3.37), we see that fβ,i(x)/fβ,i(σix) equals either of
Pβ − γ(−δ)(qxi)
m−δQσi•β, (qxi)
2(m−δ)Pσi•β −Qβ(qxi)
m−δ/γ(−δ),
both of which equal (qxi)
li+1−δ. This completes the proof of the theorem.

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4. The coefficients H(c;m)
In this section we explain how N(x; ℓ) will be used to construct the factor
H(c;m) that will later be used to define our multiple Dirichlet series (6.1).
Henceforth, the constants γ(i) used in the definition of the group action in
the last section will be specialized to be the modified Gauss sums
(4.1) γ(i) =
{
g(1,̟; ǫk)/q if k is not congruent to 0 mod n,
−1 otherwise.
Denote the xβ11 · · · x
βr
r coefficient of the polynomial N(x; ℓ) by
(4.2) H(̟β1 , . . . ,̟βr ;̟l1 , . . . ,̟lr).
To complete the definition of H we impose a twisted multiplicativity property
on its coefficients. For fixed (c1 · · · cr, c
′
1 · · · c
′
r) = 1, we put
(4.3) H(c1c
′
1, . . . , crc
′
r;m) = ξ(c, c
′)H(c1, . . . , cr;m)H(c
′
1, . . . , c
′
r;m),
where
(4.4) ξ(c, c′) =
r∏
i=1
(ci
c′i
)‖αi‖2(c′i
ci
)‖αi‖2∏
i<j
( ci
c′j
)2〈αi,αj〉∏
i<j
( c′i
cj
)2〈αi,αj〉
.
We also have the relation
(4.5)
H(c1, . . . , cr;m1m
′
1, . . . ,mrm
′
r) =
r∏
j=1
(m′j
cj
)−‖αj‖2
H(c1, . . . , cr;m1, . . . ,mr)
if (c1 · · · cr,m
′
1 · · ·m
′
r) = 1. Hence, using properties (4.3) and (4.5) with
(4.2), we define H(c;m) for any r-tuples of integers c,m in OS .
For later arguments it is convenient to state Theorem 3.6 in different
notation. Given an r-tuple of nonnegative integers k = (k1, . . . , kr), define
one variable polynomials
(4.6) N (̟;k)(x;m, αi)
=
∑
j≥0
H(̟k1 , . . . ,̟ki−1 ,̟jm+(ki)m ,̟ki+1 , . . . ,̟kr ;m)xjm+(ki)m ,
where m = m(αi). For each component mi of m, let li = ord̟mi. Define
f (̟;k)(x;m, αi) =
N (̟;k)(x;m, αi)
1− |̟|m−1xm
−δmki,k′i
g(m−1i ̟
li ,̟; ǫ‖αi‖
2(ki−k
′
i))q(ki−k
′
i−1)mx(ki−k
′
i)m
N (̟;k
′)(x;m, αi)
1− |̟|m−1xm
,
(4.7)
where k′ is defined by
k′ =
(
k1, . . . , ki−1,−ki + li + 1−
∑
j 6=i
kjc(j, i), ki+1, . . . , kr
)
,
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and δmi,j is 0 if i ≡ j (mod m) and 1 otherwise. Note that if β ∈ Λ is
written as β =
∑
kiαi, where the αi are the simple roots, then σi • β is∑
k′iαi. Moreover, if m consists of pure ̟-powers, then the polynomial
N (̟;k) (respectively f (̟;k)) coincides with Nβ,i (resp., fβ,i) from the end of
Section 3 after setting xj = 1 for all j 6= i. Then a mild generalization of
Theorem 3.6 yields the following:
Theorem 4.1. We have
f (̟;k)(x;m, αi)
f (̟;k)(1/(q2x);m, αi)
=
{
(qx)li+1−(k
′
i−ki)m if (k′i − ki)m 6= 0,
(qx)li+1−m otherwise.
.
5. Kubota’s Dirichlet series
In this section we define and describe the functional equations of the Kub-
ota Dirichlet series. These are Dirichlet series in one complex variable whose
coefficients are nth order Gauss sums. These series arise as the Whittaker
coefficients of an Eisenstein series on the n-fold metaplectic cover of GL2(F ).
For an integer j, Ψ ∈ Mj(Ω) and a ∈ O
×
S , we define
(5.1) D(s, a;Ψ , ǫj) =
∑
06=c∈OS/O
×
S
g(a, c; ǫj)Ψ(c)
|c|s
.
This is initially defined for Re(s) > 3/2, where the series is absolutely con-
vergent.
Let m = gcd(n, j) and set
(5.2) Gm(s) =
(
(2π)−(m−1)(s−1)Γ(ms−m)/Γ(s− 1)
)[F :Q]/2
.
Define
(5.3) D∗(s, a;Ψ , ǫj) = Gm(s)ζ(ms−m+ 1)D(s, a;Ψ , ǫ
j)
where ζ is the Dedekind zeta function of F.
If Ψ ∈ Mj(Ω) and η ∈ F
× we define
(5.4) Ψˆη(c) = (η, c)
jΨ(ηc) and Ψ˜η(c) = (η, c)
jΨ(η−1c−1).
It is easy to see that Ψˆη and Ψ˜η are both in Mj(Ω) and that they depend
only on the class of η in F×S /F
×n
S , where the n denotes taking nth powers.
Then we have the following:
Proposition 5.1 ([Kub71b,Kub71a,BB06a]). The function D∗(s, a;Ψ , ǫj)
has a meromorphic continuation to C and is holomorphic except for possible
simple poles at s = 1±1/m. Moreover D∗(s, a;Ψ , ǫj) satisfies the functional
equation
D∗(s, a;Ψ , ǫj) = |a|1−s
∑
η∈F×
S
/F×n
S
P jaη(s)D
∗(2− s, a; Ψ˜η, ǫ
j).
Here the P jaη(s) are Dirichlet polynomials supported on the places in S.
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Remark 5.2. Based on the explicit functional equations given in the func-
tion field case (see [Pat07,Hof92]), we expect the Dirichlet polynomials to
be closely related to the rational functions P and Q which appear in Section
3. However, the nature of the precise relationship is unclear and not needed
for what follows.
Given a set of primes T, we define
(5.5) DT (s, a;Ψ , ǫ
j) =
∑
06=c∈OS/O
×
S
(c,T )=1
g(a, c; ǫj)Ψ(c)
|c|s
.
If m0 =
∏
̟∈T ̟ we sometimes write Dm0(s, a;Ψ , ǫ
j) for DT (s, a;Ψ , ǫ
j).
Using properties of Gauss sums, we can relate the functions DT to the
functions DT ′ for different sets T and T
′. This is the content of the following
two lemmas.
Lemma 5.3. Let ̟ ∈ OS/O
×
S be prime of norm q. For an integer i with
0 ≤ i ≤ m− 1 and a1, a2,̟ all pairwise relatively prime, we have
Da1(s, a2̟
i;Ψ , ǫj)
= D̟a1(s, a2̟
i;Ψ , ǫj) +
g(a2̟
i,̟i+1; ǫj)
q(i+1)s
D̟a1(s, a2̟
(m−i−2)m ; Ψˆη, ǫ
j)
where η ∼ ̟i+1. Here we write a ∼ b to mean that a, b lie in the same coset
modulo F×nS .
Proof. For ̟, a1, a2 as in the statement,
Da1(s, a2̟
i;Ψ , ǫj)
=
∑
06=c∈OS/O
×
S
(c,a1)=1
g(a2̟
i, c; ǫj)Ψ(c)
|c|s
=
∑
k≥0
∑
(c,a1̟)=1
g(a2̟
i, c̟k; ǫj)Ψ(qkc)
|c|sqks
=
∑
k≥0
∑
(c,a1̟)=1
g(a2̟
i, c; ǫj)g(a2̟
i,̟k; ǫj)Ψ(qkc)
|c|sqks
( c
̟k
)j(̟k
c
)j
=
∑
(c,a1̟)=1
g(a2̟
i, c; ǫj)
|c|s
(∑
k≥0
g(a2̟
i,̟k; ǫj)Ψ(qkc)
qks
(̟2jk
c
)
(̟k, c)jS
)
The Gauss sum in the inner sum vanishes unless k = 0 or i+1. This proves
the lemma. 
Inverting the previous lemma, we obtain
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Lemma 5.4. If 0 ≤ i ≤ m − 2 and a1, a2,̟ are as above, and η ∼ ̟
i+1,
then
D̟a1(s, a2̟
i;Ψ , ǫj) =
Da1(s, a2̟
i;Ψ , ǫj)
1− |̟|m−1−ms
−
g(a2̟
i,̟i+1; ǫj)
|̟|(i+1)s
Da1(s, a2̟
m−i−2; Ψˆη, ǫ
j)
1− |̟|m−1−ms
,
and if i = m− 1, then
D̟a1(s, a2̟
i;Ψ , ǫj) =
Da1(s, a2̟
i;Ψ , ǫj)
1− |̟|m−1−ms
.
Before stating and proving the main result of this section, we need to
extend the functional equation of the Kubota seriesD(s, a;Ψ , ǫj) to a slightly
more general class of Ψ . We follow Section 5 of [BBF06] and Section 7
of [BBF08]. Let m = (m1, . . . ,mr). This r-tuple will be fixed for the rest
of the section. Let M(Ω,Φ) be the space of functions Ψ : (F×S )
r → C such
that
(5.6) Ψ(ε1a1, . . . , εrar) =
r∏
i=1
(εi, ai)
‖αi‖
2
S
(∏
i<j
(εi, aj)
2〈αi,αj〉
S
)
Ψ(a1, . . . , ar).
Let A be the ring of Laurent polynomials in |̟v|
si where v runs over the
places in Sfin. Define M = M(Ω,Φ) = A ⊗ M(Ω,Φ) and Mj(ω) = A ⊗
Mj(Ω). If Ψ ∈M(Ω,Φ) and a1, . . . , ar ∈ OS/O
×
S , define Ψ
(a1,...,ar)
i by
(5.7)
Ψ
(a1,...,ar)
i (s; c) = Ψ(s; a1, . . . , aic, . . . , ar)(c, ai)
−‖αi‖
2
S
∏
j>i
(c, aj)
−2〈αi,αj〉
S .
Lemma 5.5 (Lemma 5.3 [BBF06]). For fixed a1, . . . , ar ∈ OS/O
×
S , we have
Ψ
(a1,...,ar)
i ∈M‖αi‖2(Ω).
Continuing to follow [BBF06, BBF08] we define an action of the Weyl
groupW onM(Ω,Φ). First, we let the simple reflection σi act on the complex
vector s by
(σis)j = sj − c(j, i)(si − 1),
where c(j, i) is the Cartan integer. This corresponds to the action (3.8)
under the change of variables xi = q
−si . Then for the simple reflection σi
and Ψ ∈M(Ω,Φ), define
(σiΨ)(s; a1, . . . , ar) =
( ∑
η∈F×
S
/F×n
S
P
‖αi‖
2
ηmibi
(si)(η, ai)
‖αi‖
2
S
∏
j>i
(η, aj)
2〈αi,αj〉
S
)
×Ψ(σis; a1, . . . , ar)
(5.8)
where bi =
∏
i a
−2〈αi,αj〉/〈αi,αi〉
i and s = (s1, . . . , sr). TheW -action onM(Ω,Φ)
depends on the twisting parameterm, but we suppress this dependence from
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the notation. When there is no chance of confusion, we will not explicitly
indicate the s dependence for Ψ in M(Ω,Φ) or Mj(Ω).
Proposition 5.6 (Proposition 5.6 [BBF06]). If Ψ ∈ M(Ω,Φ) then σiΨ ∈
M(Ω,Φ).
We can now restate the functional equation of Proposition 5.1 in a slightly
cleaner form.
Proposition 5.7 (Lemma 5 [BBF08]). Given Ψ ∈M(Ω,Φ) we have
D∗(si,mibi;Ψ
(a1,...,ar)
i , ǫ
‖αi‖
2
)
= |mibi|
1−si D∗(2− si,mibi; (σiΨ)
(a1,...,ar)
i , ǫ
‖αi‖
2
)
for bi =
∏
i a
−2〈αi,αj〉/〈αi,αi〉
i .
We now turn to the main result of this section. Let a be the (r− 1)-tuple
(a1, . . . , aˆi, . . . , ar), where the hat on ai indicates that this entry is omitted.
Let Ψ ∈M(Ω,Φ). Introduce the Dirichlet series
E(si,a;m,Ψ , i) =
∑
06=ai∈OS/O
×
S
H(a1, . . . , ai, . . . , ar;m)Ψ(a1, . . . , ai, . . . , ar)
|ai|
si .
(5.9)
Let m = m(α) and define
(5.10) E∗(si,a;m,Ψ , i) = ζ(msi −m+ 1)Gm(si)E(si,a;m,Ψ , i).
Theorem 5.8. Let A =
∏
j 6=i a
−2〈αi,αj〉/‖αi‖
2
j . Then
E∗(si,a;m,Ψ , i) = |Ami|
1−si E∗(2− si,a;m, σiΨ , i).
Proof. To simplify notation, assume that i = 1. Let ̟1, . . . ,̟V be the prime
divisors of a2 · · · arm1 · · ·mr, with |̟j | = qj. Let T = {̟1, . . . ,̟V }. Write
aj = ̟
βj1
1 · · ·̟
βjV
V for j = 2, . . . r and Am1 = ̟
l1
1 . . . ̟
lV
V . If a1 has no
divisors in T and a′1 = ̟
β11
1 · · ·̟
β1V
V , we expand the H-coefficient
H(a1a
′
1, a2, . . . , ar;m) =
(a′1
a1
)2‖α1‖2(A
a1
)−‖α1‖2
(a′1, a1)
‖α1‖
2
S (A, a1)
−‖α1‖
2
S
×H(a1, 1, . . . , 1;m)H(̟
β11
1 · · ·̟
β1V
V ,̟
β21
1 · · ·̟
β2V
V , . . . ,̟
βr1
1 · · ·̟
βrV
V ;m).
By the multiplicativity relation (4.5) and Theorem 3.5, the firstH-coefficient
on the right-hand side is
H(a1, 1, . . . , 1;m) = g(1, a1; ǫ
‖α1‖
2
)
(m1
a1
)−‖α1‖2
.
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We further expand the second H-coefficient on the right-hand side as
H(̟β111 · · ·̟
β1V
V ,̟
β21
1 · · ·̟
β2V
V , . . . ,̟
βr1
1 · · ·̟
βrV
V ;m)
(5.11)
=
( ∏
1≤j≤r
i 6=i′
(̟βjii
̟
βji′
i′
)‖αj‖2)(∏
j<j′
i 6=i′
( ̟βjii
̟
βj′i′
i′
)2〈αj ,αj′ 〉) V∏
i=1
H(̟β1ii , . . . ,̟
βri
i ;m)
Therefore, up to a multiplicative factor of norm 1 coming from a product
of power residue symbols, E(s,a;m,Ψ , 1) is equal to
∑
(a,T )=1
k1,...,kV ≥0
g(1, a; ǫ‖α1‖
2
)
|a|s1 qk1s11 · · · q
kV s1
V
(̟2k11 · · ·̟2kVV A−1m−11
a
)‖α1‖2
Ψ
(̟
k1
1 ···̟
kV
V
,a2,...,ar)
1 (a1)
(5.12)
×
(∏
i 6=i′
(̟kii
̟
ki′
i′
)‖α1‖2)( ∏
2≤j≤r
i 6=i′
( ̟kii
̟
βji′
i′
)2〈α1,αj〉) V∏
i=1
H(̟kii ,̟
β2i
i , . . . ,̟
βri
i ;m)
=
m−1∑
k1,...,kV =0
DT (s1,̟
(l1−2k1)m
1 · · ·̟
(lV −2kV )m
V ;Ψ
(̟
k1
1 ···̟
kV
V
,a2,...,ar)
1 , ǫ
‖α1‖
2
)
×
V∏
i=1
N (̟i;ki,β2i,...,βri)(q−s1i ;m, α1)
(∏
i 6=i′
(̟kii
̟
ki′
i′
)‖α1‖2)( ∏
2≤j≤r
i 6=i′
( ̟kii
̟
βji′
i′
)2〈α1,αj〉)
.
Let θ(̟
k1
1 ) = Ψ
(̟
k1
1 ···̟
kV
V
,a2,...,ar)
1 and denote by C(k1) = C(k1, . . . , kr) the
product of residue symbols
(5.13)
(∏
i 6=i′
(̟kii
̟
ki′
i′
)‖α1‖2)( ∏
2≤j≤r
i 6=i′
( ̟kii
̟
βji′
i′
)2〈α1,αj〉)
.
Letting Ki = (li − 2ki)m for i = i, . . . , r, we have by Lemma 5.4
(1− |̟1|
m−1−ms1)DT (s1,̟
K1
1 · · ·̟
KV
V ; θ
(̟
k1
1 ), ǫ‖α1‖
2
)C(k1) =
(5.14)
DT−{̟1}(s1,̟
K1
1 · · ·̟
KV
V ; θ
(̟
k1
1 ), ǫ‖α1‖
2
)C(k1)− δ
m
K1,−1
g(̟K11 · · ·̟
KV
V ,̟
K1+1
1 ; ǫ
‖α1‖
2
)
q
(K1+1)s1
1
×DT−{̟1}(s1,̟
(2k1−l1−2)m
1 · · ·̟
KV
V ; θˆ
(̟
k1
1 )
η , ǫ
‖α1‖
2
)C(k1),
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where η ∼ ̟K1+11 and δ is defined after (4.7). Consider the second term on
the right, with k1 replaced by (l1 + 1− k1)m. For δ
m
K1,−1
6= 0 this gives
g(̟
(2k1−l1−2)m
1 ̟
K2
2 · · ·̟
KV
V ,̟
(2k1−l1−1)m
1 ; ǫ
‖α1‖
2
)
q
(2k1−l1−1)ms1
1
C(l1 − k1 + 1)
×DT−{̟1}(s1,̟
K1
1 · · ·̟
KV
V ; θˆ
(̟
(l1+1−k1)m
1 )
η′ , ǫ
‖α1‖
2
)
(5.15)
where η′ ∼ ̟2k1−l1−11 .
The Gauss sum can be written as
(5.16)
(̟K22 · · ·̟KVV
̟2k1−l1−11
)−‖α1‖2
g(̟
(2k1−l1−2)m
1 ,̟
(2k1−l1−1)m
1 ; ǫ
‖α1‖
2
).
Keeping careful track of the Hilbert symbols, we get
Lemma 5.9. For η′ as above,
C(k1)θ
(̟
k1
1 ) = C(l1 − k1 + 1)
(m1̟K22 · · ·̟KVV
̟2k1−l1−11
)−‖α1‖2
θˆ
(̟
(l1+1−k1)m
1 )
η′ .
Proof of Lemma 5.9. Define l′i by
∏
2≤j≤r̟
−2〈α1,αj〉βji
i = ̟
l′i
i . We have
C(k1)
C(l1 − k1 + 1)
=
(
̟
k1
1
̟
k2
2 ···̟
kV
V
)‖α1‖2(̟k22 ···̟kVV
̟
k1
1
)‖α1‖2( ̟k11
̟
l′
2
2 ···̟
l′
V
V
)−‖α1‖2
(
̟
l1−k1+1
1
̟
k2
2 ···̟
kV
V
)‖α1‖2(̟k22 ···̟kVV
̟
l1−k1+1
1
)‖α1‖2(̟l1−k1+11
̟
l′
2
2 ···̟
l′
V
V
)−‖α1‖2
(5.17)
=
( ̟2k1−l1−11
̟
2k2−l′2
2 · · ·̟
2kV −l
′
V
V
)‖α1‖2
(̟2k1−l1−11 ,̟
k2
2 · · ·̟
kV
V )
‖α1‖
2
=
(̟2k2−l′22 · · ·̟2kV −l′VV
̟2k1−l1−11
)‖α1‖2
(̟2k1−l1−11 ,̟
l′2−k2
2 · · ·̟
l′V −kV
V )
‖α1‖
2
Further, θ(̟
k1
1 )/θˆ
(̟
(l1+1−k1)m
1 )
η′ = (̟
2k1−l1−1
1 ,̟
k2−l′2
2 · · ·̟
kV −l
′
V
V )
‖α1‖
2
. Thus
C(k1)θ
(̟
k1
1 )
C(l1 − k1 + 1)θˆ
(̟
(l1+1−k1)m
1 )
η′
=
(̟2k2−l′22 · · ·̟2kV −l′VV
̟2k1−l1−11
)‖α1‖2
=
(m1̟K22 · · ·̟KVV
̟2k1−l1−11
)−‖α1‖2
.
(5.18)

We now continue from the last line of (5.12). Use (5.14) to write DT as a
linear combination of two Kubota series of type DT−{̟1} and replace k1 by
(l1 + 1 − k1)m in the second of these. Then we use Lemma 5.9 to put the
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two Kubota series back together and find that, up to a product of residue
symbols, E(s1,a;m,Ψ , 1) is
m−1∑
k1,...,kV =0
DT−̟1(s1,̟
(ll−2k1)m
1 · · ·̟
(lV −2kV )m
V ; θ
(̟k1 ), ǫ‖α1‖
2
)C(k1, . . . , kr)(5.19)
× f (̟1;k1,β21,...,βr1)(q−s11 ;m, α1)
V∏
i=2
N (̟i;ki,β2i,...,βri)(q−s1i ;m, α1).
Repeating this process for ̟2, . . . ,̟r in order to remove the remaining
primes from T, we arrive at
E(s1,a;m,Ψ , 1)
(5.20)
= ξ
m−1∑
k1,...,kV =0
D(s1,̟
(l1−2k1)m
1 · · ·̟
(lV −2kV )m
V ;Ψ
(̟
k1
1 ···̟
kV
V
,a2,...,ar)
1 , ǫ
‖α1‖
2
)
(5.21)
× C(k1, . . . , kr)
V∏
i=1
f (̟i;ki,β2i,...,βri)(q−s1i ;m, α1),
for ξ a product of residue symbols. The theorem is now a consequence of
the functional equation of Kubota’s Dirichlet series given in Proposition 5.7,
together with the functional equation of f given in Theorem 4.1. 
6. The multiple Dirichlet series
Given Ψ ∈M(Ω,Φ) and m = (m1, . . . mr) an r-tuple of nonzero integers
in OS , we define the multiple Dirichlet series in r complex variables
(6.1) Z(s;m,Ψ) =
∑
06=c1,...,cr∈OS/O
×
S
H(c1, . . . , cr;m)Ψ(c1, . . . , cr)∏
|ci|si
.
This is initially defined for s = (s1, . . . , sn) an r-tuple of complex numbers
with Re(si) > 3/2. To describe the functional equations satisfied by Z, we
need to introduce some Gamma factors. For any positive root α ∈ Φ+, write
α =
∑
kiαi as in (3.5). Define
ζα(s) = ζ
(
1 +m(α)
r∑
i=1
ki(si − 1)
)
,
where ζ is the Dedekind zeta function of F , and define
Gα(s) = Gm(α)
(
1/2 +
r∑
i=1
ki(si − 1)/2
)
,
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where Gm(s) is defined in (5.2). Finally we put
Z∗(s;m,Ψ) = Z(s;m,Ψ)
∏
α>0
Gα(s)ζα(s),
and we can now state our main result:
Theorem 6.1. Let Ψ ∈ M(Ω,Φ). The function Z(s;m,Ψ) has a mero-
morphic continuation to s ∈ Cr. Moreover Z(s;m,Ψ) satisfies a group of
functional equations under W, the Weyl group of Φ. For the simple reflection
σi we have
(6.2) Z∗(s;m,Ψ) = |mi|
1−si Z∗(σis;m, σiΨ).
The set of polar hyperplanes is contained in the W -translates of the hyper-
planes si = 1± 1/ gcd(n, ‖αi‖
2).
Proof. We will show that the functional equations are valid, whenever both
sides of (6.2) are defined. Given this, the meromorphic continuation of Z∗
and the validity of the functional equations for all s ∈ Cr away from the
polar hyperplanes is a routine consequence of the Bochner’s tube principle
as in [CG07] or [BBF06]. We refer the reader to these papers for the details.
To prove the σi functional equation, fix cj for i 6= j and consider the sum
over the ith index in the series defining Z(s;m,Ψ):
(6.3)
∑
06=ci∈OS/O
×
S
H(c1, . . . , cr;m)Ψ(c1, . . . , cr)
|ci|si
.
This is the function E(si, c;m,Ψ , i) of (5.9), which satisfies the functional
equation of Theorem 5.8. The functional equation of Z∗(s;m,Ψ) under σi
is now immediate. 
7. Examples and comments
We list some examples of the Weyl group multiple Dirichlet series con-
structed in this paper. In this section, we will simplify the exposition by
ignoring such complications as the exact form of reciprocity, Hilbert sym-
bols, and the use of S-integers instead of integers.
7.1. Quadratic series. In [CG07] we gave a list of examples of quadratic
Weyl group multiple Dirichlet series associated to simply-laced root system.
In summary, the A2, A3 and D4 series can be used to study the first, sec-
ond and third moments of quadratic Dirichlet L-functions respectively, as
in Goldfeld–Hoffstein [GH85], Fisher–Friedberg [FF04, FF03] or Diaconu–
Goldfeld–Hoffstein [DGH03]. The first named author used the A5 quadratic
series to study mean values of zeta functions of biquadratic fields in [Chi05].
In [BFH91] Bump, Friedberg, and Hoffstein computed the Whittaker co-
efficients of an Eisenstein series on the double cover of GSp(2r). The Eisen-
stein series they studied was induced from a (nonmetaplectic) cuspform on
GL(r). The authors found that the Whittaker coefficients of these Eisenstein
CONSTRUCTING WEYL GROUP MULTIPLE DIRICHLET SERIES 27
series involved quadratic twists of the L-function of f. In particular, these
Whittaker coefficients have Euler products. According to the Eisenstein
conjecture stated in the introduction, when the cuspform f is replaced by
a minimal parabolic Eisenstein series on GL(r), the Whittaker coefficients
of the induced metaplectic Eisenstein series on the double cover of GSp(2r)
are expected to coincide with the quadratic multiple Dirichlet series associ-
ated to the root system Br. Though a Weyl group multiple Dirichlet series
does not generally have an Euler product, it is easy to see from the rela-
tions (4.3),(4.4),(4.5) that for n = 2 and root systems of type B (normalized
so that the short roots have length one), the function H is actually multi-
plicative, not just twisted multiplicative. Therefore, modulo the validity of
the Eisenstein conjecture, our formula 3.25 can be seen as analogue of the
Casselman–Shalika formula in this metaplectic context. Bump, Friedberg,
and Hoffstein also give a Casselman–Shalika formula in [BFH91]. In work in
preparation, Brubaker, Bump, Chinta and Gunnells check that the formula
of [BFH91] agrees with the formula of this paper for type B and n = 2.
7.2. Cubic series. When n = 3, the Kubota Dirichlet series D(s, a) has
the nice property that for a ∈ OS squarefree, its residue at s = 4/3 is, up to
a constant and a power of a, the conjugate Gauss sum g(1, a) (cf. [Pat77a,
Pat77b]). This was exploited by Brubaker and Bump [BB06b] to show that
residues of the A3, n = 3 series give two double Dirichlet series involving L-
functions associated to cubic characters studied by Friedberg, Hoffstein, and
Lieman [FHL03]. Using similar reasoning, we expect that a triple residue of
the E6, n = 3 series will give the multiple Dirichlet series in three variables
studied by Brubaker [Bru03]. Labelling the outer nodes with the indices
1,2,3, the E6 series is of heuristically of the form
(7.1)
∑
a1,...,a6
g(a4, a1)g(a5, a2)g(a6, a3)g(1, a4)g(1, a5)g(1, a6)
(
a4
a5
)(
a6
a5
)
|a1|s1 · · · |a6|s6
.
Taking residues in s1, s2 and s3, the Gauss sums disappear and we expect
to be left with a series of the form
(7.2)
∑
a4,a5,a6
(
a4
a5
)(
a6
a5
)
|a4|s
′
4 |a5|s
′
5 |a6|s
′
6
for some new variables s′4, s
′
5, s
′
6. The squarefree coefficients coincide with
those of a series used by Brubaker to prove an asymptotic formula for sec-
ond moment of cubic Dirichlet L-series. Presumably, using the explicit de-
scription of the ̟-part we have given in Section 3 and using the techniques
of [BB06b] to compute the ̟-parts of residues of the cubic series, we can
show that residues of the E6, n = 3 series coincide with the series studied
by Brubaker. We have not checked this in detail.
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7.3. Higher n. Friedberg, Hoffstein, and Lieman [FHL03] have constructed
double Dirichlet series built out of L-functions of order n Hecke characters.
As mentioned above, Brubaker and Bump show in [BB06b] that, when n = 3,
these series arise after taking a single residue of the A3, n = 3 series. They
further conjecture that for general n, the series of [FHL03] are n − 2 fold
residues of the degree n An series. The methods of [BB06b] do not work for
n > 3 because of our incomplete understanding of the residues of Kubota’s
Dirichlet series. However, exploiting the fact that a Weyl group multiple
Dirichlet series over a function field can be explicitly computed as a rational
function, J. Mohler has verified the conjecture of [BB06b] over the rational
function field for n ≤ 9. It is likely that his techniques will yield a proof for
all n in the setting of a rational function field.
7.4. The Weyl character formula. The construction of the rational func-
tion h(x; ℓ) in Theorem 3.5 suggests that it should be thought of as a defor-
mation of the Weyl character formula. Indeed, it is not hard to prove
∆(x) =
∑
w∈W
j(w,x).
With this result the definition of h becomes
h(x; ℓ) =
∑
w∈W j(w,x)(1|ℓw)(x)∑
w∈W j(w,x)
,
which is clearly analogous to the Weyl character formula.
More precisely, let g be the complex semisimple Lie algebra determined
by Φ, and let ω1, . . . , ωr be the fundamental weights of Φ. Write h(x; ℓ) =
N(x; ℓ)/D(x). If n = 1 then it turns out that N(x; ℓ) is actually divisible by
D(x), so that h(x; ℓ) is actually a polynomial. After some simple changes
of variables and introduction of q-powers, this polynomial can be identified
with the character χθ of the representation Vθ of g of lowest weight −θ,
where as before θ =
∑
(li + 1)ωi.
On the other hand, if n > 1, then N(x; ℓ) is not divisible by D(x) in
general, and so h is not a polynomial. Nevertheless, one still might view h
as a deformation of a character. We plan to explore this connection between
characters, N(x; ℓ), and h(x; ℓ) in future work.
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