Schaeffer's sign language consists of a reduced set of gestures designed to help children with autism or cognitive learning disabilities to develop adequate communication skills. Our automatic recognition system for Schaeffer's gesture language uses the information provided by an RGB-D camera to capture body motion and recognize gestures using Dynamic Time Warping combined with k-Nearest Neighbors methods. The learning process is reinforced by the interaction with the proposed system that accelerates learning itself thus helping both children and educators. To demonstrate the validity of the system, a set of qualitative experiments with children were carried out. As a result, a system which is able to recognize a subset of 11 gestures of Schaeffer's sign language online was achieved.
Introduction
Disabled people are a group that requires special attention from governments and people with cognitive disabilities (learning difficulties, cerebral palsy, etc.) are a special group within that one. Caregivers and educators need a way to communicate with them. In the case of children with autism, aided communication systems from low (pictures) to high tech (speech devices), have been used. However, gestural communication or sign languages are still recommended as well to provide autistic children with augmentative or alternative means of communication [29] .
Several studies have been presented in fields like psychology, neuroscience or linguistics, demonstrating that the combination of speech with gestures forms an integrated and useful system during language production and comprehension [27] . In particular, several works have studied how that combination can improve children comprehension in many teaching contexts [28] . For that purpose, a special gesture set was developed by Schaeffer et al. [18] . To the best of our knowledge, there exists no system that is able to recognize these gestures.
Gesture languages based on hand poses (static gestures) or movement patterns (dynamic gestures) have been used for implementing command and control interfaces [1] [2] [3] [4] . Gestures, which involve spontaneous hand and arm movements that complement speech, have been proven to be a very effective tool for multimodal user interfaces [5] [6] [7] [8] [9] . For instance, object manipulation interfaces [10] [11] [12] use the hand for navigation, selection and manipulation tasks in virtual environments.
Several applications, such as heavy machinery control or manipulators, handling computer-generated avatars or musical interaction [13] , use the hand as an efficient control device and with a high number of Degree of Freedom (DoF). In addition, some applications such as surgical immersive virtual reality simulations [14] and training systems (VGX, nd), include the manipulation of complex objects in their own definition.
Almost all Human-Computer Interaction (HCI) systems based on gestures use hand movements as their main input. Currently, the most effective hand motion capture tools are electromechanical or magnetic detection devices (data gloves) [15, 16] . These devices are placed on the hand to measure the location and angles of the finger joints. They offer the most comprehensive set of real-time measurements, they are application-independent and allow full functionality of the hand in HCI systems. However, they have several disadvantages in terms of use and cost. In addition, they also hinder the movement of the hand and require complex calibration and installation procedures to obtain accurate measurements.
Computer vision represents a promising alternative to data gloves because of its potential to provide a more natural interaction without intrusive devices. However, there are still several challenges to overcome for it to become more widely used, namely precision, processing speed, and generality. Among the different parts of the body, the hand is the most effective tool for general purpose interaction due to its communicative and manipulative functionalities. Some trends in interaction tend to adopt both modalities, thus allowing an intuitive and natural interaction.
This work focuses on part of HCI, which is the branch of computer science that studies and develops new paths in the communication process between humans and machines. HCI is a multidisciplinary field that includes topics such as artificial intelligence, design, social sciences, and natural language understanding.
In particular, we present a gesture recognition system that is specially designed for Schaeffer's gestures. The system, apart from gesture recognition, is able to show the user examples of the correct way to make the gestures, combined with speech reproduction of the described concept. Once the user imitates the gesture, the system provides the most similar one in the dictionary. This document is structured as follows. In Section 2 we briefly introduce Schaeffer's gestures, what they are used for, and how they can help cognitively disabled people. Section 3 describes the general system architecture and explains the modules of the system: the input data, preprocessing and classification. Next, in Section 4 we present some experiments that were carried out using the gesture recognition system with different parameters over a set of recorded gestures in order to test its performance and its impact on children learning.
Finally, we draw some conclusions and outline future works in Section 5.
Schaeffer's gestures
Research on hand gesture falls within the behavioural analysis of interactions. Behavioural studies often involve observational methods, i.e., the adoption and/or adaptation of reliable coding systems shared by the scientific community [30] . There are many research studies that propose different taxonomies of gesture languages [30] [31] [32] [33] [34] .
However, we are interested in a special group of patients: children with autism or cognitive learning disability. This kind of patients need a special way to learn to talk. In the year 1980, Schaeffer, Musil and Kollinzas published a book entitled "Total Communication: A signed speech program for non-verbal children" [18] in which they lay the foundations for interaction among people who are not able to speak. That work describes a complete sign language so that these people can interact with others more effectively.
The speech signed program is an example of a system of signs, as classified by Kiernan [19] , in which the therapist introduces the user to the speech signed language. It follows the structure of oral language with some spoken words which are accompanied with signs. The real strength of this system is that its use is based on the child's overall development framework. The study of common development enables us to understand the communicative disorders that certain diseases cause. We can use this speech signed program without special authorization or training and it can be modified to meet the personal needs of people who might use it.
Its learning and use does not obstruct or hinder, or therefore slow the onset of language, quite the opposite, it promotes and motivates language development. Both this Alternative Communication System (ACS) and other alternative systems can be more than augmentative speech enhancers since they unlock this unique way of communication and allow others to be developed. The theoretical basis for ACS appeared in the USA in the year 1980, and a revised edition was published in 1994. The proposed system can recognize a subset of Schaeffer's gestures (see Table 1 ). We aim to recognize the complete Schaeffer's language in the future.
The system has been designed as a tool which educators can use with autistic children that do not speak at all. The curiosity and interest of children in computers can accelerate the learning process that begins with the children just repeating the gesture, but after some time it includes the pronunciation of the words. The system can help to promote self-correction. There are three main components in a sign: the final movement, the position of the hand (relative to the body), and the shape of the hand.
Firstly, it is necessary to use tactile help to show the children how to develop the gesture. Next, imitation aspects are very important and one of the steps where the system could be helpful. Finally, verbal support include full words, parts of words or even sentences. That part could also be improved with the system. 
Gestures recognition
In this section we explain the full system by giving an overview and describing the main device: the Microsoft Kinect v2 1 . Next, we outline the gesture acquisition and characterization process and describe the classification methodology. Finally, we provide description of the model database. Figure 1 shows a diagram of the system. When a person makes a gesture in front of the camera, the motion is captured by the Kinect v2. This information, summarized and packaged, is what the system understands as a gesture. The gesture object is sent to the Gesture Class Pre Selection (GCPS) module, which quickly executes with a naively selected subset of possible classes for the gesture, discarding others to improve performance. Then, both the subset of possible candidates classes and the gesture itself are sent to the classifier. The classifier compares the unknown gesture with every gesture present in the model using Dynamic Time Warping (DTW) [21] , and it uses the Nearest Neighbor (NN) algorithm [22] to select the one with the shortest distance. The class is returned as the tag for the unknown gesture. This result is then sent to the user. The whole process is executed online.
System Overview
There is also an offline stage that handles the training of the model. Editing and condensing processes are applied in order to obtain a fitted and error free model. 
Acquiring gestures: Microsoft Kinect v2
Microsoft Kinect v2 is an RGB-D camera capable of capturing the color and depth of a scene separately. The color stream is obtained with a common high definition RGB digital camera and for the depth stream it sends light beams that reflect on the surfaces and return to the sensor. By measuring the time difference between the emission and reception it calculates the depth of the element reflecting the beam. This process is known as Time of Flight (ToF).
This device is capable of capturing color images with a resolution of 1920 × 1080 pixels, while the depth images are captured with a resolution of 512 × 424. The device is also able to capture audio and its direction of origin, segment elements such as bodies and other objects, and most importantly for the task at hand: by using its API, it is also able to detect the joints of the skeleton of a person, which makes us able to detect gestures. Kinect v2 is able to capture up to 25 joints, although our recognition system only uses 11 joints for the upper part of the body of the person, the others are ignored.
Gesture Characterization
Once Kinect has captured these 11 joints of interest, two tasks are carried out before proceeding to the next module of the system: firstly, the points are grouped by joint type in order to facilitate the DTW comparison process in the classifier module, and then it runs a downsampling process in order to speed up the system. Kinect captures information at 30 fps, which means 330 points per second as long as a gesture lasts. Working with this amount of data implies a high computational cost, so the system reduces the information. The downsampling method used is k-means clustering with 20 centroids.
In addition, it is necessary to obtain independence of the angle at which the subject is located when performing the gesture and its position in the scene. For this purpose, a change on the reference system of the captured points is performed. Firstly, the system obtains two vectors, one from the neck joint to the right shoulder one, and another from the neck joint to the head one. These represent the X and Y axes of the new reference system. The Z axis is obtained by performing the cross product of these two vectors. Then, the transformation matrix is calculated from the rotation and translation between the new reference system and the camera one. At last, the transformation matrix is multiplied by all the points that compose the gesture. Some sample gestures and their associated point clouds are shown in Figure 2 . 
Gesture Class Pre Selection
The classification process compares the unknown gesture with all the gestures that compose the model, making it possible to accelerate the process by comparing it only with a subset of gestures.
This GCPS module implements a series of naive but fast to evaluate rules which examine the gesture features, such as hand position or point cloud centroids, and it is able to discard some classes. For example, if the gesture for Want is performed with the hand below the shoulders continuously, all gestures performed above them are automatically discarded. In this way, some classes are taken as impossible and pruned, so when the comparison with the model occurs, it contains a reduced set of examples, which leads to an improved runtime. The rules are evaluated in order and if the gesture does not meet any of the rules, the classifier runs with the full model. See Table 2 for an example of how the rules are checked.
The rules implemented by the GCPS are:
• Rule 1: If the performer keeps the hand all the time over his head and there is a z-index variation below a threshold of 0.1 meters, the gesture will be classified as "Shower".
• Rule 2: If the performer moves the hand over and between his shoulders all the time, and there is a z-index variation below a threshold of 0.05 meters, the gesture will be classified as "Dirty".
• Rule 3: If the performer has his hands all the time closer than 0.22 meters one from the other, the selected classes will be "Help" or "Sleep".
• Rule 4: If the performer keeps his hand under and between his shoulders, and far from his head 0.2 meters, the selected classes will be "Help", "Want" or "Sandwich".
• Rule 5: If the performer moves his hand over his neck all the time, the selected classes will be "Sick", "Shower" or "Water".
• Rule 6: If the centroid of the points that describe the hand motion when performing a gesture is located to the right of the performer, the selected classes will be "Water", "Dad" or "Clean".
• Rule 7: If the average distance between the hand and the head is below a threshold of 0.28 meters, the selected classes will be "Mom", "Dad", "Sick" or "Water". The GCPS module evaluates the rules from first to last (the order is important). If at some point a rule is evaluated to true, the classifier will be executed with the examples bonded to that rule.
Classifiers
In the classification process, the distance provided by DTW is calculated between the unknown gesture and every gesture that composes the model. The distance between two gestures is calculated by adding the partial distances arising from comparing each point collection of each joint. That is why they are packed in such a way in the Gesture module. The NN algorithm is then executed and its class is returned as the label for the unknown gesture. An early abandon technique is also applied as follows: after each comparison between the unknown gesture and a gesture of the model, a check is performed to determine if the distance returned is the minimum distance so far, in which case it is stored. This distance is sent to the following comparison as a threshold value and if at some point of the comparison between two gestures the partial distance obtained is greater than that threshold, the algorithm finishes. In this way, we improve the runtime of this module [24] .
Model
The model is composed of all the gestures that the system has learned. These gestures have been obtained from multiple persons who were recorded as they performed every gesture several times. Then, the gestures were labeled and stored. Within the model there are gestures that were not properly performed, mislabeled, or provide redundant or useless information. To eliminate these problems, two processes are performed.
Firstly, the editing algorithm [25] is applied so those mislabeled gestures are discarded, and then the condensing or CNN algorithm [26] is executed. The latter extracts only those examples that actually provide new information to form the final model. This whole training process is performed offline. The model used by the final recognition system is composed of 253 different gestures spread over 11 classes .
Experiments
Two different sets of experiments were carried out. On the one hand, we tested the system with a number of samples to prove its accuracy recognizing the proposed gestures. On the other hand, a small group of children with autism used the system under the supervision of educators to study the impact of its use on the sign language and speech learning process. A screenshot of the developed application is shown in Figure 3. 
Gesture Recognition Accuracy
The experimentation consists of using the system to classify a collection of 264 gestures captured with Kinect v2. In this collection, there exist 24 samples of each gesture type performed by five different persons. The classifier was set up with various parameters in order to determine the configuration that provides the best performance:
• Downsampling with 20 centroids, with GCPS activated and using k-Nearest Neighbors (k-NN) (k = 3) for the classifier.
• Downsampling with 20 centroids, with GCPS deactivated and using NN for the classifier. • Downsampling with 20 centroids, with GCPS activated and using NN for the classifier.
• Downsampling with 10 centroids, with GCPS activated and using NN for the classifier. Figure 4 shows the results for the different parameter configurations. The system setup that provides the best success rate is the one downsampled with 20 centroids, with the GCPS module deactivated and using NN for the classifier method. However, this configuration requires too much runtime, making it impractical for real-time uses, which is what this project aims to address. Figure 5 shows that the fastest method for gesture classification tasks is the 10 centroids, with the GCPS module activated and using NN, but its success rate is below the threshold of acceptance. The second fastest system configuration, the one downsampled with 20 centroids with the GCPS module activated and using NN, provides a very high success rate, making it the best option with a reasonable ratio of success rate to elapsed time. Figure 5 shows the average elapsed run time of a five cross validation round for these four configurations (a round is composed of 55 unknown gestures classifications). 1  5642  97  5545  1519  720  99  621  212  62  150  2  5396  58  5338  1463  563  59  504  179  29  150  3  6113  66  6047  1465  644  68  576  201  34  167  4  5708  60  5648  1399  632  63  569  190  31  159  5  5158  54  5104  1129  473  51  422  138  24  114 As seen in Table 3 , running the system with the GCPS module activated gives almost no impact in the overall runtime yet it improves the classification stage runtime. As exposed in Section 3.4 the GCPS module preselects some classes, decreasing the model size thus producing less comparisons in the classification stage.
Although the GCPS module introduces an error, it improves the execution time in every case while providing a high success rate, so its use is justified. We can see how the configurations with 20 centroids improve the execution time as well, while the 10 centroids one provides the best runtime but fails in terms success rate. Regarding the classification algorithm, the k-NN (k = 3) provides a high success rate but with a prohibitive processing time. Instead of that, the best option is to use the nearest neighbor algorithm, which not only provides a high success rate but it is also faster.
So, in the light of the experiments, the best setup for the gesture classification task is provided by the NN, GCPS activated and 20 centroids system.
The evaluation of the evolution of the gesture learning process should be based on two main groups of features: sign component (shape, position respect body and final movement), and conditions (in presence of the object or in absence of the object). Finally, it is also important to consider if it was necessary full help, partial help or absence of help by the educator.
Learning Improvement
To evaluate the impact of the system in the children learning process there are three main stages: gesture imitation, gesture and speech imitation, and autonomous speech.
The study with a large group of children in parallel with and without the use of the system was unable because of the absence of a large number of children in the same learning stage. The system is used mainly with children between 2 and 5 years and only a few children (1 or 2) begin at the same time.
However, the qualitative evaluation of the educators indicates that, in all cases, the learning process is accelerated. Once they pass the phase in which a tactile help is necessary, the use of the system stimulates the visual imitation and fosters self-correction thus reducing the average time to achieve autonomous spoken communication.
Conclusions
This approach provides an innovative, customizable and reliable system for Schaeffer's gesture language detection and learning using Kinect v2. The main use case of the system is providing a tool to help children with autism to communicate with gestures and speech. The system has been tested with excellent results with a group of children between two and five years old. It is also oriented to human-machine interaction for everyone, including people with cognitive disabilities, who can use this system to communicate with another person or a robot companion.
The system can only recognize a subset of 11 different gesture classes, but we aim, as a future work, to recognize the whole of Schaeffer's sign language and implement a system to detect when a gesture starts and ends in order to create a continuous real-time classification system. The main drawback of the proposed system is the GCPS module, as it is necessary to achieve realtime response, but its use decreases the accuracy of the system. In order to improve the performance of the system and make it more suitable for a realtime application with more gestures in the model, we also aim as a future work to parallelize the NN module. In addition, the whole system could be deployed in a heterogeneous computing platform for mobile robots such as the NVIDIA Jetson TK1, which features a multi-core CPU together with a many-core GPU for parallelization with low power consumption.
The proposed system has been tested with children, obtaining a positive qualitative evaluation from the educators. We could not get a quantitative evaluation due to the small population we can reach in a short period of time. We plan as a future work evaluate the system with more children in order to get a representative population.
