We propose a divide and conquer algorithm for the single resolution encoding of triangle mesh connectivity. 
Introduction
During the last years triangle meshes have emerged as the de facto standard for the representation of 3D models. With the evolution of the Internet and the subsequent growing demand for fast transmission of 3D models, mesh compression has become an area attracting the interest of both researchers and developers. The encoding of the connectivity is only a small part of any integrated algorithm £ ivrissim@mpi-sb.mpg.de Ý roessl@mpi-sb.mpg.de Þ hpseidel@mpi-sb.mpg.de compressing 3D models. Nevertheless, due to the intrinsic nature of the properties encoded in the connectivity, it usually plays an important role in determining the efficiency of the whole algorithm. Therefore, even though the compression ratio is still the main benchmark measuring the performance, it is also important to have simple and flexible algorithms that can be tailored by the programmer according to the requirements arising at different stages of a development project.
Indeed, 3D models, apart from connectivity, also include geometry and, increasingly with the years, a whole set of secondary properties, as normals, color, texture. The latter usually dominate the storage and transmission requirements [7] , and often their efficient compression can be a conflicting task. For example, the predictive encoding of the normals is more efficient along zig-zag strips, which naturally follow the curvature flow, while the predictive encoding of color, which is area localized, works better with fan strips. Here, addressing such considerations, we propose a new connectivity encoding algorithm based on the divide and conquer approach.
We organize the data acquired from this recursive process on a binary tree with positive integer numbers associated with its nodes. We give a simple criterion determining when such a tree is the valid code of a mesh, and we briefly discuss its theoretical implications. As the divide and conquer algorithm induces a traversal of the triangles of the mesh it can be fairly classified into the family of the Edgebreaker derived schemes. Using techniques initially developed for the Edgebreaker we are able to prove a guaranteed upper bound of 3.585 bits per vertex, while in practice we need around 3 bits per vertex for typical meshes and less than 2 bits per vertex for reasonably regular meshes.
Related Work
The theoretical foundations of the triangle mesh connectivity encoding were laid in 1962 with the results of Tutte Figure 1 . A triangle strip divides each mesh into two submeshes (left). The left and the right submeshes are processed the same way recursively defining a binary tree. The result is shown on the right side, the black lines denote the strip connectivity. We can encode a planar triangle mesh as the resulting binary tree with only the strip lengths stored in its nodes. Arbitrary topology can be handled in a straightforward way. [28] on the enumeration of the planar triangulations. Tutte found generating functions for the number of distinct triangulations over a plane, and studied their asymptotic behavior. His results established a theoretical upper bound of 3.24 bits per vertex for the encoding of sufficiently large triangle meshes. In [5] , Tutte's initial condition that two boundary vertices cannot be connected with a non-boundary edge is removed and it is proven that the generating functions have the same asymptotic behavior. The study of the asymptotic behavior of the number of polygonal meshes on surfaces of arbitrary topology is still a very active area of mathematics [3] .
On the applied side, the effort is in finding working algorithms and in the theoretical study of their properties. Many diverse techniques have emerged, each one with some advantages over all the others when a particular class of meshes is considered. Some of the main techniques include the encoding of the connectivity as a permutation of the vertices [8] , the topological surgery method [26] , where a mesh is transmitted as a vertex tree together with the dual face tree, and the Cut Border Machine [13] , [11] , which was the first recursive method based on a traversal of the triangles of the mesh.
Although not strictly comparable with ours, there are other methods that can still be used for triangle mesh connectivity encoding. Thus, we have the face-fixer [17] which encodes polygonal meshes, and many powerful multiresolution techniques, like [14] , [25] , [6] , [16] , [21] .
Some of the most efficient techniques are the valence driven methods, where each vertex transmits its valence together with some special symbols. This method was initiated by Touma-Gotsman in [27] , with a deterministic traversal of the mesh vertices, while Alliez-Desbrun used an adaptive traversal of the vertices [2] , reporting the best compression ratios in practice. Alliez and Desbrun's method has been expanded to more complex problems such as the progressive transmission of a 3D model including the geometry [1] , or the encoding of polygonal meshes, giving again the best reported results when compared with any other similar method.
Finally, another major branch of recently developed techniques is based on the Edgebreaker algorithm. The original Edgebreaker was proposed in [23] . It traverses a tree of the faces of a mesh and for each face returns one symbol from an alphabet of five, determining the adjacencies of that face with the not yet conquered part of the mesh. The method was originally published with a guaranteed worst-case bound of 4 bits per vertex, which later was improved to 3.67 bits per vertex [19] , and to 3.55 bits per vertex [12] . Numerous other improvements in the efficiency of the technique followed. For example, [22] make the encoding and decoding process linear in time, [15] simplify further the decoding algorithm especially for meshes of arbitrary topology, while [24] is an adaptation of the Edgebreaker for highly regular meshes.
Outside the mesh compression literature, a method for graph compression was reported in [9] , employing an approach very similar to ours. There, a graph is decimated with the use of graph separators, that is, subgraphs whose removal separates the graph into components of roughly similar size. In a recursive process they encode these components in a tree data structure. The different setting, especially the nature of the graph as a combinatorial rather than a geometric object, makes much more difficult conclusive answers, something that, as we see in this paper, is not the case with triangle meshes.
Overview
In this paper, we propose an algorithm for the encoding of triangle mesh connectivity based on the divide and conquer approach. Initially the algorithm marks all the boundary vertices as conquered and starting from a boundary edge grows a zig-zag strip, conquering its vertices and stopping when the last vertex of the strip reaches an already conquered vertex. This strip divides the mesh into two submeshes, possibly one of them or both empty, which are encoded separately in a recursive process. This stripification of the mesh is encoded in a binary tree: The root is the first strip, the left subtree encodes the stripification of the left submesh and the right subtree the stripification of the right submesh. Thus, each node of the final tree corresponds to a strip and we show that for planar meshes the lengths of the strips, together with the tree, give sufficient information for the reconstruction of the mesh. Some additional information is required for meshes of arbitrary topology.
The Divide and Conquer Algorithm
In this section we present the algorithm in detail and study its behavior, first for planar triangulations with boundary. We discuss several variations of the initial algorithm, and analyze the obtained data structure and the compression ratios. Then we show the necessary modifications for the algorithm to work on triangle meshes of arbitrary topology with handles and holes.
Preliminaries
We give some standard notation and terminology used by most references mentioned in the introduction. By a triangle mesh, in this paper, we mean a triangulation of an oriented manifold surface. We allow the existence of boundary but we do not deal with the non-manifold case. A rooted mesh is a mesh with one of its boundary directed edges marked. The marked boundary edge is the gate of the rooted mesh. In both cases the left leading directed edge is the one pointing at the leading vertex.
Encoding and Decoding Planar Meshes
In the beginning of the encoding process we mark the boundary vertices as conquered. If the mesh has no boundary we remove a triangle, creating a boundary with 3 edges. We randomly choose a directed edge on the boundary of the mesh as the initial gate and we build a zig-zag strip conquering its vertices. We stop when we arrive at an already conquered vertex. The latter happens when the leading vertex of the zig-zag strip reaches either the boundary of the mesh or another vertex of the strip. In both cases the original rooted mesh splits into two rooted submeshes: The left submesh with the left leading directed edge of the strip as gate, and the right submesh with the right leading edge of the strip as gate. Any of these submeshes or both can be empty. We continue recursively, encoding separately the two submeshes and the encoding process terminates when all the submeshes are empty.
We organize the data acquired in this process in the form of a binary tree with the strip lengths stored in its nodes. The length of the initial zig-zag strip is stored in the root of the tree, the encoding of the left submesh is the left branch of the tree, and the encoding of the right submesh is the right branch of the tree.
Encoding a triangle mesh can be written in pseudo code as: nextStripEdge() finds the next edge in the next triangle of the strip, e.g.´Ú ¾ Ú ½ µ ¾ ´Ú ¾ Ú ½ Ú ¿ µ, and leftLeading()/rightLeading() return the adjacent edges in the same triangle, e.g.´Ú ½ Ú ¾ µ ´Ú ¾ Ú ¼ µ. Navigation in the mesh can be reduced to several calls to next(edge,orientation) and neighbor(edge) operations returning the next edge and the neighboring directed edge in the adjacent triangle. Note that we do not have to explicitly construct the tree in memory but we can just output the nodes to a stream instead.
Conversely, in one recursive step of the decoding process we have a zig-zag strip of specified length and two rooted meshes, and we glue them together. We identify the gate of the left rooted mesh with the left leading edge of the strip, and we glue the left boundary of the strip with the boundary of the mesh stopping at the gate of the strip. Then we repeat the same for the right rooted mesh and the right boundary of the strip. The gate of the new mesh is the gate of the strip.
Assume that the tree encoding the mesh is traversed in preorder. Then the recursive decoding can be sketched as follows: can easily be calculated from the strip's length and parity, e.g. 6 and 7 for the strip of length 12. Note that some modification is needed to handle the self intersection, valence 3 and non-planar topology cases (see below). E.g. in Fig.1 (left) we glue starting from the leading edges (top right in the picture) first the blue and then the green submesh to the dividing strip (red). In both cases gluing stops at the gate of the strip (bottom left). Fig. 3 shows an example run of the algorithm that encodes and decodes a simple mesh.
Note that a strip may intersect not only with the boundary of a submesh but also with itself resulting in a loop (cf. Fig. 4, left) . This is the same situation as before but with an inner and an outer submesh. The leading vertex now induces some kind of singularity for gluing: When we start gluing from the inner leading edge (red-blue border) we cannot decide which direction to take once we arrive back at the leading vertex as the outer boundary has not been glued yet. This problem can easily be resolved by gluing both leading edges first (glueSingleEdges(leading [1] ,enterSub [1] ) removes the singularity) before gluing along the whole strip (glue(leading [0] ,enterSub [0] )) just as in the standard case.
Another fine point of the algorithm is the occurrence of empty submeshes. A strip of length 1, that is a single triangle, can have one or both submeshes empty if one or both leading edges are boundary edges of the mesh. A strip of length 2 can only have the left submesh empty because the non-gate vertex of the first triangle of the strip is not boundary. Otherwise the process of growing the strip would stop there. In a strip of length greater than 2 both the leading directed edges are not boundary and an empty submesh occurs only when the strip intersects itself and the internal submesh is empty. This happens precisely when the strip passes through a vertex of valence 3. The parity of the length of the strip determines if the right or the left mesh is empty (cf. Fig. 5 ).
This case has to be checked separately, as the empty submesh does not correspond to boundary.
If the strip length>2 and the submesh k is empty (enterSub[k]==EMPTY) then an extra glue operation is needed: glue(stripEdge,enterSub[k]), where stripEdge is the corresponding edge of the strip (cf. triangle 1 in Fig. 5 , right) which can be referenced easily by a fixed navigation path back through the strip.
Variations of the Algorithm
Before the analysis of the algorithm we present the divide and conquer approach in a more general setting, clarifying some aspects of the initial algorithm. A first observation is that the algorithm, like the Edgebreaker, implicitly 0000 0000 0000 1111 1111 1111 1111 00 00 00 00 11 11 
00 00 00 00 00 11 11 11 11 11 0000 0000 0000 0000 0000 1111 1111 1111 1111 1111 00 00 00 00 00 11 11 11 11 11 00 00 00 00 11 11 11 11 00 00 00 00 11 11 11 11 induces a traversal of the triangles of the mesh. This traversal of the triangles can be seen at two levels, the first level is the traversal of the triangles of a zig-zag strip, from the root of the strip to the leading edge, and the second level is the traversal of the tree that stores these zig-zag strips. Also, we notice that the algorithm works not only with zig-zag strips but with general strips as well. In fact, any bitstream the encoder and the decoder would agree on, defines a way of building general strips, and thus a variation of the method. Here we use the zig-zag strips as the most natural choice for making a strip.
The fan strip is another important class of strips. In this case, assuming a preorder traversal of the tree, we get the same traversal of the triangles as the Edgebreaker, and our approach differs only in the interpretation of the obtained data. In fact, we can translate the encoding of the binary tree and the strip lengths into the familiar Ä Ê Ë string of the Edgebreaker and vice-versa. Each strip length Ò can be written as a string of Ò ½ 's, and for each node of the tree we use one of the Ä Ê Ë symbols, depending on whether it has only left child, only right child, two children or no child. Notice that because our data structure is nonlinear, namely, a binary tree rather than a symbol stream, it is not necessary to assume any particular traversal of the tree to interpret the data. Although this has advantages in the theoretical analysis of the algorithm, nevertheless, in the implementation we usually assume a traversal to make things simpler.
Another variation comes from the choice of gates for the left and right submeshes. In the initial algorithm we chose the leading edges of the zig-zag strip, considering them as the most natural choice. Another obvious candidate would be two opposite boundary edges from the middle of the dividing strip, expecting that this way each submesh will be divided roughly in the middle, giving a more balanced tree. In the compression section we discuss why such a choice does not work in practice, at least from the compression point of view.
Another feature of the algorithm, indicative of its generality, is that at any stage of the recursive process we can switch on to any other method encoding rooted meshes. Indeed, the recursive decoding step requires one strip and two rooted submeshes without any assumption on their representation.
Data structures for triangle mesh encoding
With the divide and conquer algorithm the encoding of triangle mesh connectivity can be handled as two separate, although not independent problems, The encoding of a binary tree and the encoding of the strip lengths.
Starting with the binary tree, we can either encode the empty meshes as strips of length 0, or we can omit them. In the former case we get a complete binary tree, i.e., every node has either two or no children. In the latter case the binary tree is not necessarily complete. Here we use the second of these two equivalent approaches. To see the equivalence, we notice that from the incomplete tree we can obtain the complete one by appending a node with a zero length strip at every missing subtree. This is a standard procedure in tree compression, see for example [29] . Conversely, from the complete tree we can obtain the incomplete one by ignoring the nodes with zero length strips. Also, notice that the zero length strips play no part in the decoding process.
The total sum of the strip lengths is equal to Ø, the number of the triangles of the mesh. Given that the length of a strip varies from 1 to few hundred triangles for typical meshes, it is quite surprising that the following proposition holds. To prove it we first notice that a strip of length Ð conquers Ð ½ vertices, thus × strips of total length Ø conquer Ø × vertices. The number of vertices to be conquered is Ú Á , the number of interior vertices of the mesh, hence, we have Ø × Ú Á , giving × Ø Ú Á . The latter can also be written × Ú ¾ as we immediately see by applying Euler's formula.
Alternatively, there is an inductive proof with its own interest and we give a sketch of it. Indeed, the claim is true for a single triangle because then Ú ¿ and × ½.
Suppose now that we have two meshes with Ú ½ Ú ¾ vertices, respectively, which are encoded by the divide and conquer algorithm in × ½ Ú ½ ¾ and × ¾ Ú ¾ ¾ strips, respectively. Gluing them along a strip will give a new mesh with Ú ¼ Ú ½ · Ú ¾ ½ vertices, because all the vertices of the strip are identified with a vertex from exactly one of the submeshes, except of the leading vertex which is identified with one vertex from both the submeshes. The new mesh is one level above the two submeshes in the recursive process and can be encoded with × ¼ × ½ · × ¾ · ½ strips. We have × ¼ Ú ¼ ¾ completing the inductive step for this case. The four cases shown in Fig. 5 must be treated separately but they pose no special difficulty.
The binary tree and the strip length information can be combined in a single data structure, namely a binary tree with positive integer weights assigned to its nodes. The tree would have Ò Ú ¾ nodes and the sum of the weights would be equal to Ø. We use the term weighted tree for such a binary tree with positive integer weights assigned to the nodes, and the term valid weighted tree for a weighted tree representing a planar triangle mesh. The next proposition gives a simple characterization of the valid weighted trees. Condition (ii) describes the exceptional cases where one of the submeshes is empty.
Conversely, if the condition (i) of the proposition holds, there is enough free boundary to perform all the gluing operations and we get a valid triangle mesh corresponding to that weighted tree, while condition (ii) guarantees that we can perform the gluing in the exceptional cases as well. £
The above proposition says that with few exceptional cases the only condition for the validity of a weighted tree is that there is no overweighted subtree. Except of the obvious practical use in checking the validity of a weighted tree, and avoiding the transmission of redundant information, proposition 2.2 has also some interesting theoretical implications. One such consequence is that we can make every binary tree a valid weighted tree, by assigning suitable weights to its nodes. Indeed, a binary tree with 1's assigned to all the nodes is a valid weighted tree. That means that, any effort in improving the theoretical upper bound of the method should concentrate on the encoding of the strip length numbers.
Compression ratio
The binary tree is one of the most well-studied mathematical structures. In particular the problem of compressing a binary tree has been exhaustively studied. In [18] there is a survey of such methods. Although the maximum compression is achieved using one of the methods for the enumeration of the trees with Ò nodes, clearly such an approach is not practical for trees resulting from the relatively large meshes that now are the norm in geometric modeling.
Instead, we can use the method that better suits the application at hand and optimize some other parameters like the time to perform an operation in the compressed structure. In the implementation we chose the simplest encoding with an alphabet of 4 symbols, corresponding to nodes with only left child, only right child, two children and no children, respectively. This has a fixed cost of ¾Ò ¾ Ú bits. We can use the symbols Ä Ê Ë to make the analogy with the Edgebreaker clearer.
Notice that the number of incomplete binary trees with Ò nodes is given by the Catalan number
and its asymptotic behavior, see [10] Exercise 9.8, is given by
which means that, asymptotically, the 2 bits per node is the theoretical bound. The encoding of the strip lengths is equivalent to the encoding of Ú ¾ positive integer numbers summing up to Ø. A simple code that represents Ò as a string of Ò ½ 1's followed by a 0, which can be translated in the Edgebreaker code as a string of Ò ½ 's, will give an encoding with Ø bits. As the tree is encoded with ¾Ú bits, and Ø ¾Ú, we need less than 4 bits per vertex for the whole mesh. Again we can use the vast literature on binary trees to improve the results in practical applications. In [4] , 26 different traversals of a binary tree are identified. Each one is an alternative way to organize our strip length data, exploiting the entropy of different kinds of meshes. Some other simple observations can further improve the compression ratios. As a direct corollary of Proposition 2.2 all the leaves of the tree are 1's. So, if we transmit first the tree we do not need to send the strip lengths of the leaves. If the tree is nearly complete, then almost half of the nodes are leaves and we can save up to Ú ¾ bits.
Another observation is that a strip of length greater than 1 has always a non-empty submesh, (cf. Fig. 5 ). The parity of the length of the strip determines if the right or the left submesh is non-empty. If the length of the strip is even the right submesh is always non-empty, while if it is odd then the left submesh is always non-empty. Hence, if we transmit first the strip lengths we need only one bit for the tree nodes corresponding to strips of length greater than 1.
With this observation, using some entropy encoding techniques developed for the Edgebreaker, we can prove a guaranteed upper bound of 3.585. Indeed, for a string of Ò ½ 1's followed by a 0, encoding a strip length of Ò, there is a correspondence between each 1 and an Edgebreaker , and a correspondence between each 0 and one of the Ä Ê Ë . That makes the total number of bits corresponding to the Ä Ê Ë symbols 3. The number of 's is Ø Ú · ¾ and the number of Ä Ê Ë is Ú ¾. Any nonempty string of symbols denotes a strip of length greater than 1 and, as we noticed in the above paragraph, it can be followed by only two of the Ä Ê Ë, depending on the parity of the number of 's. These observations guarantee an upper bound of 3.585 bits per vertex ratio (cf. [12] ).
In practice we can use Huffman encoding or arithmetic encoding (cf. [20] ), to improve on this number for reasonably regular meshes. Notice that, because of Proposition 2.1, the average strip length for a mesh with relatively small boundary, is near 2, while for boundary heavy meshes this number is even smaller. Therefore, it is not a good strategy to try to have large strips, by taking, for example, directed edges on the middle of the dividing strip as the gates of the submeshes, instead of taking the leading edges. The situation is similar to the valence driven methods, where the large valences increase the entropy and the cost, despite the fact that a large valence itself decodes more triangles than a small. Instead, the best compression ratios for our algorithm occur when there are a lot of strips of length 2 and this is the case with the regular meshes. In Fig. 1 (left) , the large white strip passes through a regular part of the mesh, dividing it into two submeshes. The most of the vertices on the common boundaries between the strip and the two submeshes have valence 4. As a result, see Fig. 1 (right) , there are many strips of length 2 attached on the left and the right of the initial white strip.
Arbitrary Topology
In the case of arbitrary topology the main difference is that a strip can have the same non-empty submesh on the left and the right. The simplest example is a planar mesh with a hole in it, which is topologically equivalent to a cylinder (cf. Fig. 4, right) . In this case we need to encode only one branch of the tree and give some additional information on how the boundary of this submesh is glued to the other side of the strip.
This situation can be detected in a simple way during encoding: For every triangle we store the corresponding level of the binary tree when it is conquered. If the leading edge of a strip touches an edge of a triangle that has been conquered at the same or a higher level we output a special symbol referencing the corresponding edge for gluing (cf. Fig. 4, right) .
For handling arbitrary topology the encoding procedure is made aware of the current recursion level (encode(edge,level)) and conquered triangles are tagged with with this level as well as a serial number and the index ¼ ½ ¾ of the edge that it has been entered through. This information uniquely identifies the edge. The level test is straightforward, the number and the edge index are coded into the split symbol. If a split symbol is read instead of the code of a submesh then the edge is extracted, and the boundary is glued as if there were two submeshes: glue(getEdge(split),leading[i]), where leading[i] is given and getEdge() extracts the corresponding edge from the serial triangle number and the edge index information in split.
If the genus of the mesh is and there are holes in it, it is a simple topological fact that the number of the strips which do not separate the mesh is at most ¾ · . For each such strip we need Ç´¾ ÐÓ Úµ bits to identify the directed edge for gluing, and in the worst case Ç´½ ¾ ÐÓ Úµ bits for the extra symbol.
Implementation and Results
The algorithm is very intuitive due to the recursion and can be implemented easily. Our implementation spends about 100 lines of C++ code on the encoding and decoding plus 300 lines for the triangle mesh data structure (including gluing but not code for reading meshes from a file). For practical reasons we recommend an iterative implementation with the stack as an extra data structure for large meshes. This is due to better memory (no return information) and run-time efficiency (compiler optimizations) as well as possible restrictions on the program stack size in multithreading environments. The algorithm complexity is linear in the number of triangles, and we encode ¿¾Ã × and decode ½¼Ã × on average without file i/o and entropy coding (performed by external programs) on an Intel Pentium 4 processor running at 1.7 GHz (Linux/g++).
As mentioned, there are various ways of encoding the binary tree and the strip lengths. A simple method is to encode the length Ò and the two bit tree-connectivity Ð Ö into a single number Ò · Ð Ö µ ¾ . This will increase the number of symbols only slightly due to the fact that empty submeshes (e.g. [20] , bit model) to the output. The binary trees are traversed in preorder. We experimented with the same meshes that were used by Alliez and Desbrun in [2] along with the even larger Max-Planck mesh (Fig. 6) . The right column (A&D) shows the ratios from [2] , which gives the best currently available compression. 
Conclusion and Future Work
We presented an algorithm for triangle mesh connectivity encoding based on the divide and conquer approach. The acquired data can naturally be organized as a binary tree with integer positive weights assigned to its nodes. We gave a simple criterion characterizing the objects of that type representing valid codes of triangle meshes. Exploiting the similarities of the algorithm with the Edgebreaker, we found a sharp guaranteed upper bound of 3.585 bits per vertex. With the use of Huffman encoding or arithmetic encoding we can achieve better results in practice. The main advantage of our method is its simplicity. With a basic library handling triangle mesh connectivity the programming effort is only a few lines of code.
The future work can include generalizations like the encoding of quadrilateral or tetrahedral meshes with cubic trees. A deeper study of the relation between the binary tree and the strip lengths may further reduce the compression ratio. Probably the most promising area for future work is the implementation of divide and conquer algorithms on meshes with properties. 
