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I N T R O D U C T I O N
The MEG experiment, at the Paul Scherrer Institut (Zurich, Switzerland) aims at
searching the µ → eγ decay, prohibited in the framework of the Standard Model
but foreseen in many of its extensions. In 2013 the MEG collaboration estabilished
a new upper limit on the branching ratio BR (µ→ eγ) = 5.7× 10−13 at 90% CL,
20 times lower than the limit set by the previous experiment. The analysis of the
data collected during the first experimental phase, whose publication is expected
by the end of 2015, will saturate the sensitivity reach of the current experimental
apparatus.
The experimental search of the decay is based on the measurement of the four-
momentum of photons and positrons coming from the decays of muons at rest.
Photon four-momentum is measured by a liquid xenon calorimeter, while the mo-
mentum of the positron is measured by a set of drift chambers immersed in a mag-
netic field, coupled to scintillating bars for accurate determination of the positron
time. An upgrade of the experimental apparatus (MEG II) is currently going on: a
new drift chamber and a xenon calorimeter with larger acceptance and granularity
will be coupled to the current beam line and magnet.
Such an upgrade can improve the sensitivity in the search for the decay of an ad-
ditional factor of 10 (down to a few 10−14), where most of the extensions of the
Standard Model predict the existence of the decay.
The drift chamber of the MEG upgrade is a key element of the new apparatus. It
is designed to improve the acceptance to the signal, keeping the material on the
positron trajectory at minimum, since at the energies of the muon decay multiple
scattering is the limiting factor in the measurement of positron momentum. The
drift chamber is composed of more than a thousand wires with stereo configu-
ration, and is filled with a very low mass gas mixture of helium and isobutane,
that means a low ionization density along the charged particle flight path. The set
up proposed for the MEG II positron spectrometer falls within the very low mass
tracking systems category, where a high spatial resolution is required to track ioniz-
ing particles. In such configuration, primary ionization contribution dominates the
single-hit resolution. The coordinates of the first cluster not necessarily correspond
to the point of closest approach to the anode wire. This phenomenon, due to the
discreteness of ionization sites, leads to an overestimate of the impact parameter
that is relevant compared to single-hit resolution.
The topic of this thesis is the study of the usage of cluster timing algorithms to min-
imize the bias contribution to the impact parameter estimation. These techniques
v
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exploit the arrival times of all clusters on the sense wire and profit from fast front
end electronics for signal acquisition.
A new method, called MPS (Maximum Possible Spacing) will be introduced for the
first time to reduce the bias: we will show that the MPS provides an asymptotically
sufficient, constant and asymptotically efficient estimator of the impact parameter.
Cluster timing techniques will be tested both on simulated and, for the first time,
real data and we will show that they provide an improvement on the impact pa-
rameter reconstruction, preserving the desired spatial resolution.
The measurements performed in this work of thesis provided useful results, testing
the MEG II reconstruction efficiency and spatial resolution performances as prelim-
inary results.
In Chapter 1, the theoretical context of µ→ eγ searches is briefly explored. Chapter
2 shows the experimental issues for µ→ eγ searches and how the MEG experiment
has faced the challenge: the features and the obtained results are briefly discussed,
focussing on the changes that are envisaged for MEG II and on its sensitivity reach.
Chapter 3 summarizes some basic features of the MEG II drift chamber, highlight-
ing cluster timing motivations that will be useful in Chapter 4, where three algo-
rithms will be introduced to estimate the impact parameter and reduce its bias.
In Chapter 5 we present cluster timing results on simple tracking situations and
we will show also cluster timing improvements on positron momentum resolution.
In Chapter 6 we implement peak reconstruction in ideal and realistic noise condi-
tions as a preliminary step to finally analyze real data and apply cluster timing
algorithms. The last chapter of this thesis is focussed on cluster timing application
on real data in a controlled situation. We built a three cell drift chamber prototype,
filled with a He : Isobutane (85 : 15) gas mixture and we characterized its single-hit
resolution performance exploiting a cosmic ray facility, at INFN Pisa, that will be
described in the Appendix.
The obtained results are presented for both bias improvements and single-hit reso-
lution.
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Part I.
The µ→ eγ decay

1
S E A R C H I N G F O R M U O N L E P T O N
F L AV O U R V I O L AT I N G D E C AY S
We will follow a phenomenological and experimental-driven approach to explore physics
beyond the Standard Model (SM) in the lepton flavour violating muon decays, whose ob-
servation might be an explicit hint of new physics.
After a short overview of the underlying physics, we will focus on the current experimental
status of charged Lepton Flavour Violation (cLFV) searches.
1.1 theoretical features
Nowadays Lepton Flavour Violation (LFV) in the neutral sector is an established
fact, based on the experimental results of the solar neutrino deficit [1], [2], [3], [4],
the atmospheric neutrino anomaly [5] , accelerator and reactor neutrino oscillations
[6], [7] , [8].
Neutrinos have mass and they mix according to the Pontecorvo Maki Nakagawa
Sakata (PMNS) matrix and these oscillations imply that lepton flavour is definitely
not conserved 1 :
[Lν, H] 6= 0
It is natural to expect that also in the charged lepton sector there is LFV, which
implies the existence of physics beyond the SM, since assuming the SM alone, cLFV
processes are strongly suppressed.
1.1.1 The Standard Model of elementary particles and the conservation of lepton flavour
In the elementary particle physics scenario, the SM is a SU(3)C× SU(2)L×U(1)Y
gauge field theory of strong and electroweak interactions 2:
1 Neutrino oscillations are a complex quantum-mechanical effect and an experimental challenge, for a
detailed explanation we refer to [9].
2 A partial and tiny outline of Lepton Flavour conservation in the SM is presented, for a complete
introduction to the SM we refer to [10], [11].
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• SU(3)C is a representation of the Colour Symmetry and it provides massless
gluons as gauge fields (Gµ) mediating the strong interactions;
• SU(2)L and U(1)Y are related to the electroweak interactions, and represent
Weak Isospin Symmetry and Weak Hypercharge Symmetry. They imply the
existence of massive bosons (W± and Z) as propagators of ~Wµ and Bµ gauge
fields, after the spontaneous symmetry breaking.
Focusing on the electroweak sector, we can write a gauge-invariant Lagrangian
by following two fundamental steps:
1. exploiting the minimal coupling, we can replace the ordinary derivative ∂µ
with the covariant derivative Dµ in the kinetic term of the Lagrangian, defined
as:
Dµ = ∂µ + ig
~τ
2
~Wµ + ig
′ Y
2
Bµ (1)
where:
• ~τ, the Pauli matrices, and Y2 , the hypercharge, are the generators of the
subgroup SU(2)L ×U(1)Y and
e = τ3 +
Y
2
(2)
is the electric charge;
• in term of the electric charge the coupling constants g and g
′
are defined
as:
e = g sin θW = g
′
cos θW (3)
where θW is the weak mixing angle.
2. According to spontaneous electroweak symmetry breaking of SU(2)L×U(1)Y
into U(1)em, there is a non-null vacuum expectation value for the Higgs
SU(2)L doublet (H): v ' 174GeV. This implies [12]:
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mγ = 0 GeV
mW = 80.385± 0.015 GeV
mZ = 91.1876± 0.0021 GeV
mH = 125.7± 0.4 GeV
The Higgs coupling to fermions results in their mass terms. Quarks and leptons
are classified in three generations. Both quarks and leptons can be classified as
representations of SU(2)L, as schematically shown in the following tables:
three left-handed doublets six right-handed singlets
Qα = (uLα , dLα) Uα = uRα Dα = dRα
Table 1.: Quarks as representations of SU(2)L.
α is a flavour index: uα = u, c, t and dα = d, s, b.
three left-handed doublets three right-handed singlets
Li = (νLi , `Li) Ei = `Ri
Table 2.: Leptons as representation of SU(2)L.
i is a flavour index: i = e, µ, τ.
In the lepton sector, there is no experimental evidence of right-handed neutrinos.
Therefore, leptons are grouped in three doublets and three singlets.
The resulting SM electroweak lagrangian density is different for the quark (Q) and
lepton sectors (LS):
LQ =
3
∑
α,β=1
i
(
Q¯α /DQβ
)
δα,β
+ λUα,β
(
Q†βHUα +U
†
αH
†Qβ
)
+ λDα,β
(
Q†βHDα + D
†
αH
†Qβ
)
LLS =
3
∑
α,β=1
i
(
L¯α /DLβ
)
δα,β + λ
E
α,β
(
L†αHEβ + E
†
βH
†Lα
) (4)
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where f¯ = f †γ0 is the Dirac conjugate bispinor of f . In both equations, the first
terms are the kinematic+gauge terms and they are diagonal, while the latter ones
are the Yukawa terms. Since the lagrangian density is gauge-invariant, λIα,β (I =
U, D, E) is an hermitian matrix that verifies the relation:
λIα,β = U
†λIdiagU (5)
where λIdiag are real diagonal matrices with non negative eigenvalues.
Replacing (5) in the lagrangian density, we notice that only in the lepton sector a
suitable redefinition of the `Ri ’s is possible in order to simultaneously diagonalize
the kinetic+gauge term and the Yukawa term. The result is:
LLS =
3
∑
α=1
i (L¯α /DLα) + λEα
(
L†αHEα + E
†
αH
†Lα
)
(6)
All terms are diagonal in flavour, so the individual family lepton numbers Le, Lµ, Lτ
are conserved in the Standard Model, neglecting neutrino masses.
In the quark sector it is not possible to redefine the matter fields in order to si-
multaneously diagonalize both the kinetic+gauge term and the Yukawa term in (4),
because of the presence of the VCKMα,β (the Cabibbo, Kobayashi, Maskawa) matrix.
Thus only the overall baryon number is conserved because in the quark sector the
interaction eigenstates d′α = VCKMα,β dβ are a linear combination of flavour and mass
eigenstates dα.
1.1.2 Normal muon decay and neutrino oscillations
In the SM, muons (µ−, µ+) are particles whose mass and lifetime are extremely
well known and measured [12]:
mµ = 105.6583715± 0.0000035 MeV
τµ = (2.1969811± 0.0000022)× 10−6 s
they decay in one preferential way:
µ− −→ e−ν¯eνµ
µ+ −→ e+νµν¯µ
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These are typical three-body decays, called Michel decays, whose decay width,
neglecting radiative corrections, is:
Γµ =
G2Fm
5
µ
192pi3
' (2.2µs)−1 (7)
where GF ' (1.166× 10−5) GeV−2 is the Fermi coupling constant.
Figures 1a and 1b show the Feynman diagram of the SM muon’s decay at tree level
and the resulting electron energy spectrum, without radiative corrections.
Theoretical background of µæ e“ 11
µ ⌫µ
e
W
⌫¯e
Figure 1.2 Feynman diagram for the muon decay in the SM.
1.4.1 Neutrino Oscillation induced cLFV
From the introduction of neutrino mixing in the SM, it naturally follows a nonvanishing amplitude
for µæ e“: in Figure 1.3 the Feynman diagram of the process is shown.
µ e
W
 
⌫iU
⇤
µi Uei
Figure 1.3 Feynman diagram due to neutrino oscillations for µæ e“ .
The amplitude of the process can be estimated comparing Figure 1.2 with Figure 1.3.
Pictorially the latter di ers from the former in “closing” the two neutrino lines (i.e. enabling
oscillations) and adding a photon emission. Therefore the decay width of the process can be
estimated to be
  ≥ G
2
Fm
5
µ
192ﬁ3 ◊ –◊
-----
3ÿ
i=1
UúµiUei
m2i
M2W
-----
2
(1.7)
where – is due to the electromagnetic vertex and the oscillation factor is a kind of three-family
version of equation (1.3), with the oscillation taking place during a W ’s lifetime1. Neutrino
masses can be approximated using the mass-square di erences. Even taking the coe cients of the
PMNS matrix of the order of unity and considering three times the biggest of the mass-squared
di erences, the predicted Branching Ratio is [14]
1The insertion of neutrino masses is necessary in order to have a nonvanishing amplitude because
q
i
UúµiUei = 0
(U is unitary).
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Figure 4: The spectrum of µ+ ! e+⌫e⌫¯µ decays, commonly known as the Michel spectrum,
for the free decay of a muon at rest.(Michel [1950]) This calculation does not include
radiative corrections.
3. eN ! eN  from scattering o↵ a nucleus.
The “accidental” processes, where an electron born from one stopped
mu n combines with a photo from another, dominate (the intrinsic RMD
background is only about 10% of the accidental background in modern ex-
periments.) The size of the accidental backgrounds are tied to the detector
resolutions: as one searches for smaller and smaller signals, the resolution
requirements on energy, angle, and timing become progressively more strin-
gent. The dependence of the background on the various factors is given by
the convenient form of Eqn. 6. B is the “single-event sensitivity” for one
background event; another way to understand the Equation is by examining
1/B: 1/B, up to acceptances and the statistical factor for a 90% CL, is the
14
(b)
Figure 1.: µ− → e−ν¯eνµ Feynman diagram in the SM and the electron energy spectrum
without radiative corrections.
Since the discovery of neutrino oscillations, new proce es contribute to mu n
decays.
Neutri o mixing implies a non vanishing amplitude for the µ→ γ d c y, thro gh
the process shown in Fig. 2.
Theoretical background of µæ e“ 11
µ ⌫µ
e
W
⌫¯e
Figure 1.2 Feynman diagram for the muon decay in the SM.
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for µæ “: in Figure 1.3 the Feynman diagram of the process is s own.
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The amplitude of the process can be estimated comparing Figure 1.2 with Figure 1.3.
Pictorially the latter di ers from the former in “closing” the two neutrino lines (i.e. enabling
oscillations) and adding a photon emission. Therefore the decay width of the process can be
estimated to be
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5
µ
192ﬁ3 ◊ –◊
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3ÿ
i=1
UúµiUei
m2i
M2W
-----
2
(1.7)
where – is due to the electromagnetic vertex and the oscillation factor is a kind of three-family
version of equation (1.3), with the oscillation taking place during a W ’s lifetime1. Neutrino
masses can be approximated using the mass-square di erences. Even taking the coe cients of the
PMNS matrix of the order of unity and considering three times the biggest of the mass-squared
di erences, the predicted Branching Ratio is [14]
1The insertion of neutrino masses is necessary in order to have a nonvanishing amplitude because
q
i
UúµiUei = 0
(U is unitary).
i r 2.: µ→ eγ di ra induced by neutrin oscillations.
The branching ratio of this process can be estimated by noticing that figure 1a
is related to figure 2 closing the neutrino lines and adding an outgoing photon.
Including neutrino oscillations in the Minimal Standard Model lagrangian density,
the BRµ→eγ can be computed as:
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BR(µ→ eγ) ≡ Γ
Γµ
=
3α
32pi
∣∣∣∣∣ 3∑i=1 U∗µiUei m
2
i
M2W
∣∣∣∣∣
2
=
3α
32pi
(
1
4
)
sin2 2θ13 sin2 θ23
∆m213
M2W
(8)
as shown in [13].
By using the most recent data for neutrino mixing and oscillation [12], [6], [14]:
∣∣∆m213∣∣ ' 2.40× 10−3eV2 from atmospheric neutrinos
sin 2θ23 ' 1
sin θ13 ' 0.1 from reactor neutrinos
the resulting branching ratio is:
BR(µ→ eγ) = O(10−54) (9)
which is far too small to be detected by any possible experiment.
Therefore, any detection of cLFV is a proof of physics beyond the SM.
1.2 muon clfv phenomenology
Although the Standard Model predictions have been widely verified by exper-
imental evidences, the SM is considered to be a low energy approximation of a
more complete and general theory.
Several models of physics beyond the Standard Model have been proposed. We will
show a quick overview of their predictions concerning cLFV processes, in order to
get an estimation of cLFV rates focusing on the µ → eγ process that will be the
core of our studies.
Supersymmetric (SUSY) models are the favourite candidates for physics Beyond the
Standard Model. They postulate that each gauge boson has, as a supersymmetric
partner, a fermionic gaugino (photino, zino...), each fermion has a sfermion (smuon,
sneutrino, squark...). SUSY in general allows lepton-slepton transitions, therefore
any mixing in sleptons can provide cLFV. Figure 3 shows a Feynman diagram for
µ → eγ with slepton mixing [15]. According to Supersymmetric Grand Unified
Theories (SUSY-GUT), the µ → eγ branching ratio depends on a set of parameters
of the theory such as the mass of the supersymmetric particles and the vacuum
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diagram for µæ e“ with slepton mixing [18].
µ e
 
⌫˜k
 ˜±i
µ e
 
 ˜0i
l˜k
Figure 1.5 Slepton-chargino (left) and slepton-neutralino (right) contributions to µæ e“ in Minimal
Supersymmetric Standard Model.
Large nondiagonal terms in slepton mass matrix can be induced by top-quark quantum
corrections. TeV-scale supersymmetry may solve all of the SM problems above mentioned, and
in a wide area of parameters space give a predicted Branching Ratio BR(µæ e“) of about 10≠13
(see Figure 1.6).
In addition SUSY theories predict quite strong correlations between BR(µæ e“) and other
relevant physical quantities. In particular there is a tight link between BR(µæ e“) and muon
g≠ 2: in a mixing context, the former depends on the (µ, e) amplitude of mixing, while the latter
on the (µ, µ) amplitude1. Therefore a low BR(µæ e“) upper limit can significantly constrain
other predicted values and viceversa. For instance see in Figure 1.7 and 1.8 the correlation with
Ë13 and muon g ≠ 2 anomaly  aµ = aexpµ ≠ aSMµ in two di erent SUSY theories.
Figure 1.6 BR(µæ e“) as a function of the universal SUSY boson mass m0 and the universal SUSY
fermion mass M1/2 in a SUSY SU(5) GUT with Right-handed Neutrinos. Coloured areas are excluded by
other measurements (figure from [19]).
1the link between the two amplitudes will be clearer in the next section.
Figure 3.: Feynman diagrams for µ → eγ through TeV-scale supersymmetric particles that
carry flavour violating couplings. Figure from [16].
expectation value of the Higgs particles. Figure 4 shows the µ → eγ branching
ratio as a function of the mass of the new supersymme ric particl stau, supposed
to have mass not much higher than 1 TeV, in order to avoid fine tuning problems.
There are also non-GUT SUSY theories such as the see-saw mechanism, where
12
scale leptons and quarks belong to the same group representation (Grand Unification); radiative corrections
induce large non diagonal terms in the slepton mass matrix owing to the heavy top quark mass [8]. The
second term, which is independent from the previous one and adds up to it in contributing to the slepton
mass mixing, therefore giving rise to cLFV, is linked to neutrino oscillations. The introduction of see-saw
mechanisms to explain the neutrino mass pattern, with the addition of large mass right-handed neutrinos, in
SUSY models gives rise to these non diagonal mass terms [9],[10].
Predictions of the µ ! e  branching ratio depend on the particular SUSY-GUT model taken into con-
sideration and on the several other parameters of the theory such as the masses of the (yet unobserved)
supersymmetric particles and the vacuum expectation values of the Higgs particles. However the require-
ment of constructing a stable theory without the need of fine tuning of the parameters implies that the new
SUSY particles must have masses not much higher than 1 TeV. In this case most models predict that the sum
of the two cLFV terms described above gives a predicted B for µ! e  larger than 10 13. This is shown for
instance in Fig. 6 where the predicted µ! e  branching ratio is shown as a function of the mass of the stau
particle fo valu s round 1 TeV in a -GUT model based on SO(10).
FIG. 6: SUSY-GUT SO(10) predictions for the µ! e  decay [11].
In non-GUT SUSY models cLFV predictions are more dependent on parameters choices but the recent
observations [12],[13],[14],[15] of a non vanishing value for ✓13 ( the mixing angle between the first and
the third neutrino mass eigenstates, measured to be about 8.5 degrees) bring again models to predict large
branching ratios for µ ! e . This can be seen for instance in Fig. 7 where we show the predictions for
µ! e  vs for ⌧! µ  in a supersymmetric see-saw model [16] as a function of the largest of the masses of
the right-handed neutrinos introduced and of ✓13. This can be understood by the noting that ✓13 represents a
Figure 4.: µ→ eγ branching ratio in the SUSY-GUT SO(10) framework. Figure from [16].
the µ → eγ branching ratio depends on the masses of the right-handed neutrinos
introduced and on θ13 which is the mixing angle between the first and the third
neutrino mass eigenstates. In figure 5 see-saw predictions for µ → eγ vs τ → µγ
decays are shown. The last example of non-GUT SUSY model is shown in figure
6, where the predictions on the µ → eγ vs τ → µγ branching ratios are estimated
considering one of the squarks family to have mass in the TeV scale while the other
two can have higher mass values. In a wide area of parame ers space e super-
symmetric models mentioned above give a predicted Branching Ratio BRµ→eγ of
about 10−(14÷16). We notice that in all of these models the predictions on the rates
of the µ→ eγ cLFV decay are close to the current µ→ eγ experimental upper limit
established by the MEG experiment (5.7× 10−13), that will be presented in the next
chapter. Sensitivity of the order of 10−14 are required to improve this experimental
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13
mixing between the first and the other generations of neutral leptons, which is mapped to a large mixing, in
a model-dependent way, in the charged sector.
FIG. 7: SUSY see-saw model predictions for µ! e  vs ⌧! µ : see the text for an explanation
Another example of the predictions of a non GUT SUSY model[17] is shown Fig. 8, where again a
plot of ⌧ ! µ  vs µ ! e  branching ratio is given. In this model only one of the squarks families is
considered to have a mass in the TeV scale while the other two can have higher mass values as suggested
by the most recent LHC measurements. The regions with di↵erent colour intensities correspond to points
densities di↵ering by one order of magnitude.
The sensitivity of the µ ! e  decay with respect to ⌧ ! µ  roughly ranges from 500 to 104 in SUSY-
GUT models. This is not true in general for non-GUT SUSY models, as shown in Fig. 7, from which
it seems that the sensitivity in the search for cLFV at future B factories, in some of these models, cannot
compete with the sensitivity of the present proposal.
The comparison between µ ! e  versus µ ! e conversion and µ ! 3e is usually done in a model
independent way by using the e↵ective lagrangian[18]
LCLFV = mµ( + 1)⇤2 µ¯R µ⌫eLF
µ⌫ +

( + 1)⇤2
µ¯R µeL f¯ µ f (3)
which contains two possible terms contributing to cLFV. In the second one f stands for the appropriate
Figure 5.: µ→ eγ vs τ → µγ branching ratios for SUSY see-saw model. Figure from [16].14
FIG. 8: SUSY see-saw model predictions for µ! e  vs ⌧! µ : see the text for an explanation
fermion field: the electron in the µ ! 3e case or the relevant quarks in the µ ! e conversion case. While
µ ! e  proceeds only via the first term, corresponding to  = 0, the µ ! e conversion process and the
µ! 3e decay may proceed also through the other one (large  values). Fig. 9 shows the range of parameters
in the ( , ⇤) plane which can be explored for the sensitivities that can be reached by µ ! e conversion,
µ! 3e or µ! e  experiments. All the relevant SUSY - GUTmodels privilege the  = 0 term for which one
can see from the figure that MEG is not only competitive with the second phase of the µ ! 3e experiment
but also, with a much shorter timescale and a far lower budget, with the first phase of the Mu2e project.
We finally care to note that the upgraded MEG will represent the best e↵ort to address the search of the
µ ! e  rare decay with the available detector technology coupled with the most intense dc muon beam in
the world. We know that to achieve any significant improvement in this field several years are needed (one
decade was necessary to pass fromMEGA to MEG), and therefore we feel committed to push the sensitivity
to the ultimate limits.
Figure 6.: µ→ eγ vs τ → µγ branching ratios for SUSY see-saw model. Figure from [16].
search. The previous theoretical outline is just an overview and now we will focus
on phenomenological features of muon cLFV processes.
1.2.1 Effective models
Three main processes with
∣∣∆Lµ = 1∣∣ and |∆Le = 1| will be analyzed:
µ −→ eγ
µ −→ eee
µ− e conversion
(10)
1.2 muon clfv phenomenology 9
In order to study their decay amplitudes for cLFV, a model independent effective
Lagrangian can be written [17]:
LcLFV = mµ
(κ + 1)Λ2
µ¯RσµνeLFµν + h.c.
+
κ
(κ + 1)Λ2
µ¯LγµeL( f¯γµ f ) + h.c.
(11)
where κ is an adimensional parameter, Λ represents the energy scale of cLFV
physics and f is a fermion.
In this expression, two contributions appear: the first term represents the coupling
of muons and electrons to the electromagnetic field, therefore it is related to the
µ → eγ decay (κ = 0), while the second one represents a coupling between four
fermions and it is related to µ→ eee (in this case f is an electron) and µ− e conver-
sion (in this case f is the relevant quark).
µ → eγ, µ → eee and µ− e conversion experiments have different sensitivities in
exploring the range of parameters in the (Λ, κ) plane, as shown in figure 7.
Experiments looking for these cLFV processes are complementary in testing the-
ories beyond the Standard Model and if these processes, forbidden in the SM, ex-
ist, their independent measurements can provide a discrimination among the pro-
posed extensions. For instance, assuming that the first term is dominant in (11), if
the µ → eγ decay is found at a certain branching ratio, then the µ → eee decay
exists at a branching ratio given by [19]:
BRµ→eee
BRµ→eγ '
α
3pi
[
ln
(
m2µ
m2e
)
− 11
4
]
= 0.006 (12)
because they are induced by the same electromagnetic transition and α is the fine
structure constant. The muon-electron conversion of a muonic atom, µ−N → e−N,
can also proceed with the same electromagnetic transition and the ratio of conver-
sion to weak capture by the nucleus, µN → νµN1, is related to BRµ→eγ by [19]:
R(µ−N → e−N) ' G
2
Fm
4
µ
96pi3α
(
3× 1012
)
B(A, Z)BRµ→eγ (13)
where B(A, Z) is a nucleus dependent factor that includes atomic and nuclear ef-
fects. For example, for the muon-electron conversion of muonic aluminum (B(A, Z) =
1.1), one finds:
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FIG. 9: the range of parameters in the (⇤ ,  ) plane that are explored by µ ! e , µ ! 3e and µ ! e conversion
experiments (adapted from [2]).
Figure 7.: µ → eγ, µ → eee and µ − e conversion sensitivities plotted in the (Λ, κ) plane.
Figure from [16].
BRµ→eγ ' 389R
(
µ−Al → e−Al) (14)
The above relations give relative physics sensitivity of each cLFV process in super-
symmetric models.
Table 3 shows the experimental upper limits obtained in cLFV searches in the muon
sector and they represent a starting point for future planned experiments, which
we will briefly delineate in the following paragraphs before of restricting to the
main topic of this thesis, the µ→ eγ search.
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Branching Ratio Upper limit Confidence Level Experiment Year
µ→ eγ 5.7× 10−13 90% MEG 2013
µ→ eee 1.0× 10−12 90% SINDRUM 1988
µAu→ eAu 6.1× 10−13 90% SINDRUM II 2006
Table 3.: Current upper limits.
1.3 experimental searches
Figure 8 shows experimental upper limits established in cLFV searches as a func-
tion of the years. Starting from the first experimental search for the µ → eγ decay
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II. STATUS OF THE MEG EXPERIMENT IN THE FRAMEWORK OF EXPERIMENTAL CHARGED
LEPTON FLAVOUR VIOLATION (CLFV) SEARCHES
The experimental upper limits established in searching for cLFV processes including the µ! e  decay
are shown in Fig. 2 as a function of the year. Historically, the negative results of these experiments led to
the formulation of the Standard Model (SM) of elementary particles interactions, in which lepton flavour
conservation is put directly in from the beginning. During the past 35 years the experimental sensitivity to
the µ ! e  decay has improved by almost three orders of magnitude, thanks to improvements in detector
and beam technologies. In particular surface muon beams (i.e. beams of muons originating in the decay of
⇡+s that stopped in the pion production target) with a momentum of ⇠ 29MeV/c, o↵er the highest muon
stop densities obtainable at present, allowing for the low-mass experimental targets that are required to
reach the ultimate resolution in positro momentum and emiss on angle and to suppress the generation of
the unwanted  -background.
FIG. 2: Upper limits on cLFV processes as a function of the year
The MEG experiment at the Paul Scherrer Institute (PSI, Zurich, Switzerland) uses the world’s most
intense (higher than 108 µ/s) continuous surface muon beam but, for reasons explained in the following, the
stopping intensity is limited to 3 ⇥ 107 µ/s. The signal of the possible two-body µ ! e  decay at rest is
distinguished from the background by measuring the photon energy E , the positron momentum Pe, their
relative angle ⇥e  and timing te  with the best possible resolutions 1.
1 In the following we will indicate the (1 ) resolution on a variable with a   in front of that variable
Figure 8.: cLFV experimental upper limits as a function of the years. Figure from [16].
performed by Hincks and Pontecorvo in 1948 [18], negative experimental results
followed, leading to the formulation of a theory (the SM) where lepton flavour is
conserved.
Several improvements in experimental sensitivity have been achieved over the
years. Currently the muon is the most suitable particle to study LFV, due to the
large number of muons available for experimental searches.
In the following, other cLFV channels, complementary to the µ→ eγ decay, will be
considered: µ→ eee and µ− e conversion.
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1.3.1 µ→ eee
The µ → eee is an interesting tool to explore physics beyond the SM, since it is
sensitive to supersimmetry and leptoquarks.
Stopped positive muons that decay at rest are exploited: in order to identify the
µ → eee decay, the outgoing electron and positrons must satisfy kinematic con-
straints. The positrons and the electron have to be detected simultaneously by the
tracker and the momentum and the energy reconstructions have to satisfy |∑~p| = 0
and ∑ E = mµ.
Two classes of backgrounds may affect experimental measurements:
• ordinary Michel decays electrons overlap the µ → eee momentum range,
therefore there are accidental backgrounds from Michel positrons that co-
incide with e+e− pairs coming from γ conversion or with e+e− pairs coming
from Bhabha scattering of positrons with atomic electrons;
• µ→ 3eνν radiative decays.
A very precise tracking and vertexing of positrons and electrons are required: track-
ing detectors must have low momentum thresholds and cover a large solid angle
to efficiently measure the µ → eee decay. Silicon pixel detector technology is ex-
ploited.
The current upper limit for µ → eee searches is O(10−12), but a new experiment is
planned at the PSI yielding a potential limit of O(10−16) exploiting a muon stop-
ping rate in the target ' 109 µ/s.
1.3.2 µ− − e− conversion
Negative muons crossing materials can be trapped by nuclei in the 1− s ground
state and form exotic atoms where they can decay by µ− → e−ν¯eνµ or possibly
convert into an electron.
µ− − e− conversion is a coherent conversion of a muon into an electron inside a
muonic atom:
µ− + (A, Z) −→ e− + (A, Z) (15)
It violates the lepton flavour numbers
∣∣∆Lµ = 1∣∣ and |∆Le = 1|, but it preserves the
total lepton number L.
The signature of the outgoing electron is a monoenergetic spectrum at an energy:
1.3 experimental searches 13
Eµe = mµ − Eb −
E2µ
2mN
(16)
where mµ is the muon mass, Eb ∼ Z
2α2mµ
2 is the muonic atom binding energy and
E2µ
2mN
comes from nuclear recoil energy. In µ−− e− conversion searches the dominant
backgrounds are those correlated with the presence of beam impurities, mostly
pions.
The single particle electron signal is relatively clean because it does not suffer from
the accidental coincidences. The most considerable backgrounds are:
• so called DIO background due to the muon "decay-in-orbit": the outgoing
electron can exchange a photon with the nucleus that distorts the Michel
spectrum (as shown in figure 9). Further corrections may arise from:
of papers calculated the DIO spectrum; until recently, th most complete
calculation was from Shanker [1982] and Shanker and Roy [1997]. Czarnecki
et al. [2011] have recently performed a new calculation. Figs. 9 and 10 show
the new results.
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Figure 9: Electron spectrum for aluminum on a linear and logarithmic scale. Czarnecki
et al. [2011].
What should we learn from this plot? First, only ⇠ 10 17 of the spectrum
is within the last MeV from the endpoint; second, the spectrum is falling
rapidly. Broadly speaking, the less the signal is smeared by measurement
resolution or experimental e↵ects, the more powerful the search. Therefore
to reach the goals of current experiments, O(10 17), the experimental reso-
lution of the detector should be well below an MeV. An experimental e↵ect,
such as energy loss of the conversion electron from any source in the appa-
ratus, or from the capture material itself is also problematic — a converted
electron must pass through the material used to stop and capture the muon
before it can be detected, and therefore the signal has an unavoidable energy
loss. Although both conversion electrons and DIOs near the endpoint will
be equally shifted, since energy loss is stochastic it will widen the conversion
signal, automatically forcing the experiment to integrate over a wider region,
33
Figure 9.: Electron energy spectrum for DIO background. Figure from [17].
1. relativistic wave function of the electron;
2. the finite size of the nucleus;
3. screening;
4. radiative corrections;
• radiative pion capture (RPC), due to the process pi(A, Z) → γ(A, Z)∗ with a
consequent dis ccitation and pair production γ→ e+e−.
Next experiments are planned at Fermilab (Mu2e) and JPARC (COMET) with the
goal of reach a sensitivity ' O(10−17).
summary
Even if charged lepton flavor violating modes are forbidden in the Standard
Model, new physics theories foresee cLFV processes. cLFV searches are comple-
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mentary and their independent measurements can help in discriminating between
possible extensions of the Standard Model. Moreover, these high precision exper-
iments provide an alternative approach to the current LHC searches in testing
supersymmetric theories. Several experiments have been proposed and approved
and they are expected to reach such a sensitivity that they may set new limits or
measure cLFV processes in the next future.
2
T H E M E G E X P E R I M E N T A N D I T S
U P G R A D E
With the aim of searching for the cLFV µ+ → e+γ decay, the MEG experiment started
data taking in 2008 and stopped data taking in summer 2013. The data analyzed so far are
consistent with no signal event, establishing an upper limit to the µ+ → e+γ decay at 90%
confidence level: BR < 5.7× 10−13. In this Chapter an overview of the MEG experiment
and its upgrade MEG II are given: the main parts of these experiments are shown, after a
kinematic analysis of the µ+ → e+γ decay signature.
2.1 kinematical parameters
The µ+ → e+γ decay has a two body final state (see figure 10).
Chapter 2
Searching for the µæ e“ decay: the
MEG experiment
After showing the charact ristics of the µ æ e“ decay, we will describe th MEG apparatus ad its
performances. Years of operation showed tha in order to increase the detector sensitivity a re-design of
the key elements of the apparatus is necessary. The proposed upgrade is therefore described, paying special
attention to the new tracker.
2.1 Characterisation of the µæ e“ decay process
The µ æ e“ decay has a very simple kinematic signature: it is a two-body decay, so in the
reference frame where the muon is at rest the electron and the photon have the same energy,
equal to half of the muon mass1 E = mµ/2 = 52.83 MeV (see Figure 2.1).
Figure 2.1 Kinematics of the µæ e“ decay in the reference frame where the muon is at rest. The four
fundamental parameters are shown.
To identify experimentally the process one should look for a photon and a positron:
1neglecting corrections due to the nonzero electron mass of order (me/mµ)2 ≥ 10≠5.
Figure 10.: µ→ eγ kinematic overview.
In the rest frame of the decaying muon, the electron and the photon are emitted
simultaneously and collinearly back to back, with the same energy equal to half
the muon mass
(
E = mµ2 = 52.83 MeV
)
.
Positive muons are stopped in a thin target to observe their decay at rest, since posi-
tive muons do not form muonic atoms. Furthermore, the thin target minimizes mul-
tiple scattering effects that could spoil the measurement of the daughter positron
kinematic variables.
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A positron and a photon coming from a µ+ → e+γ decay must satisfy the following
requirements:
1. coming from a positive muon at rest;
2. moving back to back along the same line with a relative angle equal to ϑeγ =
pi;
3. produced simultaneously and detected in coincidence: ∆teγ = 0;
4. having the same energy.
These are essential items to experimentally identify the µ+ → e+γ decay. In prin-
ciple, an experiment searching for the µ+ → e+γ decay must be equipped with a
source of muons and two detectors to measure positrons and photons with good
angular, timing and energy resolutions.
Experimental physicists have to discriminate between background and signal events.
The dominant muon decay is the Michel decay µ± → e±νeν¯µ. The main back-
grounds that can mimic the µ+ → e+γ event can be classified in two categories:
• physical (in time) background;
• accidental background.
2.1.1 In time background
This is a prompt background due to a radiative muon decay (RMD) µ+ →
e+νeν¯µγ (1.4% for Eγ > 10 MeV), when neutrinos carry off small momentum and
e+ and γ are emitted almost back to back.
Introducing the variables:
x =
Ee+
Emaxe+
=
2Ee+
mµ
(0 < x < 1)
y =
Eγ
Emaxγ
=
2Eγ
mµ
(0 < y < 1)
(17)
that are the positron and the photon energies normalized to their maximum energy
value, we can write the differential RMD decay width as a function of x and y.
It is clear that the µ+ → e+γ signal region is close to the endpoint x = 1, y = 1.
Therefore, the background interesting cases are in the kinematical region where
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x ≈ 1 and y ≈ 1, with a relative angle ϑeγ = pi.
The resulting differential decay width dΓ, as derived in [19], is:
dΓµ+→e+νe ν¯µγ '
G2F m
5
µα
3× 28pi4×[
(1− x)2(4(1− x)(1− y))− 2z2]dxdyzdz (18)
where z = pi − ϑeγ, cos z is expanded in a polynomial of z, since z is small, GF is
the Fermi coupling constant and α is the fine-structure constant. We notice that the
RMD background is due to finite resolution effects. If x = 1, y = 1 and z = 0 ex-
actly, the resulting differential branching ratio BRµ+→e+νe ν¯µγ vanishes as shown in
[19], but real detectors have finite resolutions that limit the experimental sensitivity
of µ+ → e+γ searches.
The number of prompt background events increases with the sixth power of exper-
imental resolutions: this physics background can be estimated by integrating the
differential decay width (18) over the kinematical parameters resolutions:
dBRµ+→e+νe ν¯µγ =
1
Γµ+→e+νe ν¯µ
∫ 1
1−∆x
dx
∫ 1
1−∆y
dy
∫ δz
0
dz
dΓµ+→e+νe ν¯µγ
dxdydz
=
α
16pi
[J1 + J2]
(19)
where δz = min
(
∆z, 2
√
(1− x) (1− y)
)
, ∆x, ∆y and ∆z are the experimental reso-
lutions for x, y and z respectively. If δz > 2
√
∆x∆y, it results:
J1 = (∆x)
4 (∆y)2 and J2 =
8
3
(∆x)3 (∆y)3 (20)
Moreover, in the time signal region, signal and background overlap because e+ and
γ are correlated and simultaneous .
In modern experiments for typical resolutions of ∆x ' ∆y ' 1% the probability
of having one RMD event background is ' 10−15, about 10% of the accidental
background and it is kept under control.
2.1.2 Accidental background
Accidental background is the dominant background.
It arises when an energetic positron coming from a normal Michel decay that over-
laps, within the timing resolution, with a photon coming from:
• RMD;
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• annihilation in flight of positrons (e+e− → γγ), with an appropriate momen-
tum;
• eN → eNγ from scattering off a nucleus (Bremsstrahlung photons).
The dependence of the accidental background on the various experimental reso-
lutions is given by the formula:
Bacc = Rµ × ∆teγ × ∆x× (∆y)2 ×
(
∆ϑeγ
2
)2
(21)
where:
1. Rµ is the muon rate;
2. the Michel spectrum is a function of x: Γ(x)dx ∝ (3− 2x)x2dx. In the signal
region (x ≈ 1) the positron spectrum is almost flat, hence the ∆x = 2∆Eemµ
dependence;
3. the µ+ → e+γ peak is centered in y = 1 and the RMD photons, near the
y = 1 region mimic a Bremsstrahlung term that behaves as (1− y)dy. Hence
the background is proportional to:
∫ 1
1−∆y
(1− y)dy ∝ ∆y2 (22)
4. the angular term ∆ϑeγ is tied to the angular constraints of the µ+ → e+γ
kinematics: the direction of the photon is opposite to the direction of the
positron and the area of the resulting angular phase space is proportional to
∆ϑ2eγ. Therefore, the angular resolution is ' ∆ϑ
2
eγ
4 ;
5. the events are accidental events hence they are scorrelated and their time
distribution is flat ' ∆teγ.
Figure 11 shows kinematic and time distributions demonstrating the background
dependences in the MEG experiment. The bump in ∆teγ near t = 0 is from radiative
muon decay.
The expected number of accidental events in a time window T is:
Nacc = Rµ × T ×Bacc ∝ R2µ × T × ∆x× ∆teγ ×
(
∆y
)2 × (∆ϑeγ)2 (23)
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Figure 11.: Events distribution as a function of the five (two independent angles) main
kinematic variables. Figure from [20].
Bacc results comparable to the signal event rate, i.e. Bacc ' 10−(13÷14). Resolutions
of a few percent are needed to reach an event sensitivity of ∼ 10−14. We refer to
the following section for further details.
2.1.3 Single Event Sensitivity
In order to compare the accidental rate to those expected from real µ → eγ
decays, it is necessary to estimate of the expected number of signal events.
Supposing no background:
Nsign = Nµ+→e+γ = Rµ × T × ∆Ω× ee+ × eγ × eteγ × eϑeγ ×BRµ+→e+γ (24)
In a period of one year of data taking, with a solid angle ∆Ω ∼ 10%, 90% detector
efficiencies (ei) and a muon rate of Rµ = 108 µ/s, the probability of one signal event
(called single event sensitivity SES) is given by:
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O(1) = 1014 ×BRµ+→e+γ (25)
If BRµ+→e+γ = 10−14, the experiment would see one signal event.
Establishing a 90% confidence level, BRµ+→e+γ < 2.3× SES for statistical reasons.
Computing the ratio:
Nsign
Nacc
=
∆Ω× ee+ × eγ × eteγ × eϑeγ ×BRµ+→e+γ
Rµ × ∆x× ∆t×
(
∆y
)2 × (∆ϑeγ)2 (26)
one realizes that it is crucial to find a compromise between the muon stopping rate
and the experimental resolutions.
2.2 the meg experiment
Equation (24) implies that, in ideal conditions, the best single event sensitivity
and the largest intensity muon beam is recommended in order to increase statistics
and achieve the lowest possible BRµ+→e+γ.
At the same time the experimental resolutions must be also good enough to sup-
press the accidental background rate that increases as R2µ (23).
In order to balance those conflicting requirements, a successful µ+ → e+γ experi-
ment should satisfy the following requisites:
• a high intensity muon beam of
(
107 ÷ 108) µ/s, that is currently only avail-
able at the Paul Scherrer Institut (PSI) in Villigen (CH);
• a photon detector with high energy resolution to reject background photons
from RMD and annihilation of photons in material. Good position and timing
resolutions are also required to minimize accidental background events;
• a precision spectrometer that can manage high positron rates and that should
provide high position resolution.
The MEG experiment at PSI satisfies most of these requirements. Figure 12 shows
a sketch of the MEG experiment: a monochromatic muon beam is stopped in a thin
target, µ+’s decay at rest and the expected positrons and γ rays are measured
by a drift chamber coupled to a timing counter and a liquid xenon calorimeter
respectively.
Further improvements have been proposed [16] and approved for the MEG II
experiment to achieve the highest possible sensitivity and fully exploit the muon
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Figure 12.: A MEG experiment overview. Figure from [21].
beam intensity.
In the following the key elements of MEG and MEG II experiments are stated.
2.3 beam line and target
The MEG experiment muon source is supplied by the high rate DC muon beam
available at PSI which provides a
(
107 ÷ 108) µ/s.
Figure 13 shows a schematic overview of the MEG beam line and the piE5 channel.
The PSI 590 MeV isochronous cyclotron supplies a 2.2 mA proton beam with a 50.6
MHz time structure. Since the muon life time (τµ = (2.1969811± 0.0000035) µs
[12]) is much longer than the RF structure, the muon decay rate becomes constant
(DC).
Protons collide on the production target E, that is a 4 cm rotating graphite wheel,
producing secondary particles, mainly pions.
Most of the pi+ undergo the two body decay at rest pi+ → µ+νµ, generating
monochromatic muons with a fixed momentum equal to 29.79 MeV/c.
Because of the two body kinematic and the small mass difference between pions
and muons, the produced muons carry off small kinematic energy (4 MeV) and
they stop in a range of few hundred microns in carbon.
Only muons produced in the outer layer of the target ("surface muons") can escape.
The piE5 channel connects the production target to the piE5 area, through high ac-
ceptance 165° backward directed sextupoles and quadrupoles.
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Figure 13.: On the left the piE5 channel is shown, connecting the production target E to the
piE5 area. Then the MEG beam line starts: Triplet I, followed by a Wien-filter,
Triplet II and a collimator system, are shown. The superconducting solenoid
BTS follows. Finally muons are stopped in an ultra-thin target placed at the
centre of the COBRA positron spectrometer. Figure from [21].
The MEG muon beam line is optimized to transmit the high intensity surface muon
beam with minimal losses and it consists of two triplets of focussing quadrupole
magnets and a filter separator.
The first quadrupole triplet (Triplet I) is placed at the shielding wall, before of the
crossed field separator. This is an electrostatic filter which discriminates µ+ and e+
beam with a separation quality of 8.1 σ, that corresponds to 12 cm of physical sepa-
ration between electrons and muons (see figure 14). The second quadrupole triplet
(Triplet II) focusses muons and positrons onto a collimator system that separates
muons from beam positrons contamination. The resulting almost pure muon beam
Figure 14.: Separator scan plot, measured post collimator system. The black dot-line are
experimental results for a Wien filter with a fixed electric field value of−195 keV.
Measurements are fitted with a double Gaussian with a constant background.
Electron beam is eight time higher than the muon beam. Figure from [21].
propagates toward the superconducting transport solenoid (BTS).
A CH2 degrader system (890 µm total) is placed at the central focus of the BTS.
Muons have to cross 1.5 m of He-gas to reach the center of the spectrometer, where
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the stopping muon target is placed.
Muons finally impinge on the stopping target that is a polyethylene foil of 205 µm
thickness with an elliptical shape and whose semi-major and semi-minor axis are
10 cm and 4 cm respectively.
The muon stopping target is not perpendicular to the muon beam, but it is inclined
at an angle of ∼ 22° to minimize straggling and energy loss for positrons emitted
in the tracker region.
Figure 15 shows the stopping muon target in the bore of the COBRA magnet.
Figure 15.: Muon stopping target inside the COBRA magnet viewed from the downstream
side of the MEG detector. 16 drift chamber modules are mounted in the half
circle below. Figure from [21].
2.4 γ ray detector
In order to achieve high resolution photon measurements and consequently sup-
press the background, the MEG experiment adopted a liquid xenon (LXe) γ ray
detector.
Liquid xenon scintillation mechanisms have a fast time constant response to inci-
dent radiation (e+ or γ), equal to ∼ 45 ns. The result is a timing resolution of less
than 100 ps.
The MEG liquid xenon detector has an active volume of 900 `. 846 2” metal-dynode
photomultiplier tubes (PMTs) are submerged in the LXe in order to directly detect
scintillation light in the "Vacuum Ultra Violet" (VUV) range (λ = 175± 5 nm) and
they operate at cryogenic temperatures (165 K).
Figure 16 shows the side view and the top view of the calorimeter. The calorimeter
is placed 65 cm far from the muon stopping target with a radial depth of 45 cm,
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owing an acceptance of 11% for photons emerging from the target, namely 120°
in ϕ1 and bounded in a range | cos ϑ| < 0.35. Position and timing resolutions are
Figure 16.: Schematic view of the liquid xenon detector: from the side (left) and from the
top (right). Figure from [21].
inferred by the distribution of the scintillation light collected by the PMTs.
The resulting position resolution is ∼ 5 mm.
This scintillating calorimeter has a short radiation length X0 = 2.7 cm and the pho-
ton converts inside the LXe within ∼ 10 cm from the incident wall of the detector.
It provides high light yield per energy deposit and fast response to avoid photons
pile-up. The energy resolution depends on the distance of the photon conversion
from the PMTs: since photon energy is measured by summing all the scintillation
light collected by the PMTs, for a shorter distance light collection becomes non uni-
form and energy resolution gets worse. The resulting energy resolution is 1.6% for
conversions between 3 cm and 8 cm and 2.0%− 2.7% for conversions within 3 cm,
as shown in figure 17.
Calibration
A good and stable in time performance of the LXe calorimeter is required to
guarantee good energy resolution, therefore stability monitoring and precise cali-
bration are necessary.
This is a crucial point and the calorimeter undergoes several tests in a wide range
of physical processes and energies:
1 By convention, ϕ is the azimuthal angle, ϑ is the polar angle and z is the axis parallel to the muon
beam and passing through the center of the target.
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Figure 17.: Position resolution as a function of the photon conversion depth in the LXe
calorimeter. Figure from [21].
• α-particles: 241Am emits monochromatic α-particles (5.5 MeV). This process is
used to monitor PMT stability to check the absorption length of scintillation
light inside the calorimeter;
• γ rays: they provide the absolute energy calibration. γ rays generated by
several processes are exploited:
1. γ rays from the neutral pions produced in the charge exchange reac-
tion (CEX) pi−p → pi0n. pi0 decays in flight in two γs with an energy
spectrum between 55 MeV and 83 MeV;
2. γ rays from negative pion radiative capture on protons, producing a 129
MeV γ ray coincident with a 9 MeV neutron;
3. γ rays produced through nuclear reaction induced by the collision of
(400÷ 700) keV protons from a Cockcroft-Walton accelerator on a Li2Be4O7
target. This way either a 17.6 MeV γ-ray or a pair of simultaneous 4.4
MeV and 11.6 MeV γ-rays can be produced for calibration, respectively
from the resonance excitation reaction 7Li(p,γ)8Be and 11Be(p,γ)12C, al-
lowing also timing calibration between the calorimeter and the timing
counters.
The α-source calibration is performed on a daily basis test. The latter tests take a
few weeks and they are carried out once per year except from the Cockcroft-Walton
calibration that is carried out two times per week.
2.5 positron detector
The MEG positron spectrometer consists of a set of low mass drift chambers cou-
pled to a scintillation timing counter. They are both designed to operate in a special
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gradient magnetic field, called COBRA.
The COBRA (COnstant Bending RAdius) magnet, shown in figure 15, was specifi-
cally designed to provide a gradient field stronger at the center (z = 0) ∼ 1.27 T,
slowly decreasing as |z| increases to get a ∼ 0.49 T field at both ends.
This choice is advantageous because COBRA solves two problems:
1. the very high muon stopping rate yields a huge number of Michel positrons
emitted at 90° that might blind the detector, causing potential problems in
pattern recognition and momentum resolution;
2. in a normal solenoidal field, the bending radius depends on the emission an-
gle which makes it difficult to select the desired (52.83 MeV/c) high-momentum
tracks;
providing the solutions:
1. the positron tracker is located at large radius (r > 18 cm) and the gradient
field quickly sweps away positrons emitted at cos ϑ ∼ 0 (see figure 18);
2. the bending radius is set by the absolute momentum and not by the mo-
mentum transverse component, forcing monochromatic positrons to follow a
constant bending radius independent of the emission angle.
COBRA consists of five coils of three different radii, it must be reasonably transpar-
ent to the photon and it must be equipped with a pair of resistive compensation
coils to cancel the stray field up to∼ 50 Gauss, in order to preserve the performance
of the photomultiplier tubes used in the calorimeter.
2.5.1 Drift chamber
The drift chamber (see figure 15) is designed with minimum presence of passive
material and it runs with a low Z gas mixture of helium-ethane to minimize mul-
tiple scattering effects. The amount of material in the drift chamber corresponds
to an average number of radiation lengths of 2.0× 10−3X0, along the 52.83 MeV/c
positron track.
The detector apparatus consists of 16 trapezoidal modules (see figure 15), each with
two layers of anode planes containing nine drift cells, with a gap of 3 mm between
the consecutive planes of the module.
The chamber modules are mounted with the minor base of the trapezoid on the
inner coil of the magnet and they cover half a circle with 10° intervals.
The two layers are staggered by a half cell (4.5 mm) in order to solve the left-right
ambiguity.
The drift cell of each layer consists of a central anode wire and two potential wires
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Figure 18.: Inside the COBRA magnet, positrons follow trajectories at a constant bending
radius, weakly dependent on the emission angle (upper side) and positrons
emitted from the target at 90° are quickly swept away. Figure from [21].
Figure 19.: Anode frame with wires (front), middle cathode and hood cathode (back), yield-
ing to a drift chamber module. Figure from [21].
on either side, enclosed by two cathode foils spaced 7 mm (see figure 19). In order
to measure the hit position along the wire, namely the z-axis, two kind of informa-
tion are exploited:
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1. charge collected on both ends of the wire: since anodes consist of Ni − Cr
resistive wires, the resistance seen by the signal is directly proportional to the
distance covered on the wire;
2. the avalanche generated by the ionizing particle produces induction on the
Vernier Pad cathodes.
Vernier Pads are patterned cathode planes and the pattern of each cathode is
shifted by 14 of a period. They have an independent read-out, allowing the mea-
surement of the asymmetry in charge collection on the two pads as an additional
information on the z-coordinate (see figure 20). It results a resolution of σz = 550
Figure 20.: Schematic view of the cell structure of a drift chamber plane. Figure from [21].
µm on data.
The accuracy in the determination of the impact parameter on a wire, defined as
single-hit resolution, is σr = 210 µm in the core and σr = 780 µm in the tail.
The resolutions on the positron angle are: σϑe ∼ 9.4 mrad and σϕe ∼ 8.7 mrad.
The positron energy resolution is measured with a fit of the energy distribution to
the Michel spectrum multiplied by an acceptance function and a resolution func-
tion (see figure 21). It results σE = 330 keV in the core and σE = 1.1 MeV in the tail.
The resolution obtained on data are worse than the design values ( σr ∼ 200 µm,
σz ∼ 300 µm, σϕe,ϑe ∼ 5 mrad, σE ∼ 200 keV), because of the increased noise level in
the signals and an unexpected chamber instability, owning to a reduced number of
chamber for most of the run period, loosing hits and worsening the spectrometer
performance.
Calibration
Periodically monitoring is crucial in order to check resolutions and alignment of
the drift chamber.
The usage of coherent Mott scattering of 53 MeV/c positrons on the carbon atoms
of the polyethylene target provides an additional measurement of the angular and
momentum resolution, of the spectrometer acceptance and an independent check
for the spectrometer alignment.
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Figure 21.: In the top plot there is a fit to the Michel positron momentum spectrum (red),
dashed line are the theoretical Michel spectrum and the resolution function
of the drift chamber (blue dashed). In the bottom plot there is the detector
acceptance. Figure from [21].
2.5.2 Timing counter
In order to measure the positron time, a set of plastic scintillator bars and scintil-
lating fibre bundles are placed axially on either side of the drift chamber.
The plastic timing counters cover an angle of 145◦ at a radius of 29.5 cm and they
range from z = ±25 cm to z = ±95 cm.
The output arising from the 256 scintillation fibers is read by APDs, attached at
both ends. PMTs read the fiber signal and they are placed close to the center of the
COBRA high magnetic field (∼ 1 T), therefore fine mesh fast photomultipliers are
adopted.
Timing counters have good performance and the measured time resolution of the
bars is 50 ps, in accordance with expectations.
Fiber bundles and calorimeter information are primarily used to provide a first-
level trigger, in order to determine the positron direction with respect to the γ-ray.
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2.6 trigger and daq
The trigger apparatus plays a crucial role in managing information from detec-
tors and identifying the µ+ → e+γ signature, discriminating the huge beam-related
background from the desired signal in a fast and efficient way.
The trigger scheme consists of VME boards, arranged in a tree-structure, with three
levels (see figure 22): first digitize analog signals by means of 100 MHz flash-ADCs,
collecting signal amplitude and timing for each detector; then single detectors in-
formation are gathered, in order to reconstruct the kinematic observables needed
in the upper level and finally reject the event or provide the trigger signal.
The trigger selection criteria are based on the following set of kinematic parame-
Figure 22.: The MEG DAQ scheme. Figure from [21].
ters:
• γ-ray energy, resulting by the sum of the light collected by the PMTs in the
calorimeter;
• γ-ray timing and direction, provided by the waveform and the position of the
PMT collecting most of photoelectrons;
• e timing and momentum, inferred by the fired fibers and bars of the timing
counter.
The Data AcQuisition system (DAQ) supplies signal collection from the detectors
of the experiment through the Domino Ring Sampler (DRS4) waveform digitizer
chip (as shown in [21]).
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Fast front-end electronics provide a sample frequency of 1.6 GHz for calorimeter
and timing counter signals and 0.8 GHz for the drift chamber, yielding a 50 ps
resolution and reducing the pile-up of events.
2.7 meg physics results
The MEG experiment set the most stringent constrain on cLFV, establishing the
most stringent upper limit on the µ+ → e+γ branching ratio: BR = 5.7× 10−13 at
the 90% confidence level.
Figure 23 shows the event distribution in the signal regions for the 2009 − 2011
data, as a function of the kinematic variables of interest: the positron energy Ee,
the photon energy Eγ, the time difference te,γ and the cosine of the angle between
the reconstructed e− γ tracks: cos ϑe,γ. Curves shown in figure 23 are the expected
signal distributions, at 68, 90 and 95% of probability.
A MEG experiment upgrade (MEG II) has been prosed and approved [16] at PSI
Figure 23.: Event distribution in the kinematical variables planes: Ee vs Eγ and te,γ vs
cos ϑe,γ. Figure from [16].
in order to significantly improve the experimental sensitivity.
The following figures 24a and 24b show foreseen and measured resolutions for the
MEG experiment and the expected performances of the MEG upgrade (MEG II).
2.8 meg ii proposal
The MEG experiment upgrade is expected to provide a sensitivity enhancement
of one order of magnitude with respect to the final MEG result.
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(a) (b)
Figure 24.: Left: foreseen and measured resolutions for the MEG experiment. Right: ex-
pected physics sensitivity of MEG II, as a function of DAQ weeks and there are
also shown the upper limits obtained by MEG. Figure from [16].
To achieve this goal, the maximum use of the available muon intensity at PSI is
required. A higher muon stopping rate must operate in parallel with a larger de-
tector acceptance, improved detector resolutions and background suppression (see
equation (24)).
The main features of the MEG experiment upgrade are:
1. running at a higher muon stopping rate ((5÷ 7)× 107 µ/s);
2. a thinner stopping target (140 µm at 15° to the beam);
3. a new lower mass drift chamber with a reduced radiation length, improved
granularity and resolution (∼ 60 hits per track);
4. a better coupling between positron tracker and timing counter;
5. a new pixelated timing counter system with a better timing resolution for
positrons;
6. extending the calorimeter detector acceptance to achieve a better photon res-
olution: better energy, position and timing resolutions;
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7. an enhancement in photon efficiency with less material at the photon entrance
face of the calorimeter and a new layout of the PMTs at the lateral faces of
the calorimeter.
Figure 25 schematically shows the main improvements in the MEG II experiment
with respect to the MEG experiment. Since all the detectors are planned to improve
Figure 25.: The main components of the MEG experiment and their corresponding up-
graded version. Figure from [16].
their performances, also an improved trigger and DAQ are required, while main-
taining a high bandwidth.
R&D tests have been carried out, the detector construction is on going and the
MEG II detector is scheduled to be ready for an engineering run in 2016, with a
test data taking at reduced acceptance foreseen in fall 2015.
In the following, there is an overview of the proposed upgraded detectors.
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2.9 beam line and target upgrade
The MEG experiment had to reduce the available muon beam intensity by a
factor of ∼ 3, in order to achieve a muon stopping rate of 3× 107 Hz and thus
guarantee a stable operation of detectors and minimize accidental background.
The upgraded experiment aims at making the maximum use of the PSI muon beam
intensity.
Several target scenarios have been investigated to couple the higher beam intensity
to the target thickness.
On the one hand it is necessary to obtain the maximal stopping rate in the thinnest
possible target, on the other hand there is the strong requirement of minimizing
the positron multiple scattering (which establishes the intrinsic angular resolution),
tuning the muon straggling distribution.
The MEG II experiment exploits a surface muon beam of 29.79 MeV/c momentum,
as in MEG. Figure 26 shows the muon beam spectrum. A 140 µm thick target placed
Figure 26.: Measurement of the momentum spectrum from the piE5 channel. The red curve
is a fit to the data of a theoretical distribution. Figure from [16].
at 15° was chosen for the MEG II experiment, in order to minimize background
photons, annihilation in flight and Bremsstrahlung processes.
2.10 γ ray detector upgrade
The partial degradation of the MEG γ energy resolution was related to non uni-
form light collection in the MEG calorimeter. There was a tight dependence of the
calorimeter performance on the photon conversion point, as shown in figure 17.
The proposed upgrade solution is to reduce this non-uniformity by replacing the
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216 PMTs at the entrance face with more densely packed smaller photo-sensors,
the SiPMs shown in figure 27. Also the layout of the PMTs at the lateral faces will
Figure 27.: Left: MEG LXe detector. Right: upgraded LXe detector. The replacement of
246 PMTs at the photon entrance face with ∼ 4000 SiPMs (12× 12 mm2), to-
gether with the reconfiguration of the PMTs at the lateral faces, is shown. Figure
from [16].
be modified, in order to achieve a larger acceptance region (see figure 27 and 28).
The resulting improved imaging power (see figure 29) for a more efficient rejection
Figure 28.: MEG (left) and MEG II (right) overview of the PMTs on a given r − z plane.
Figure from [16].
of background photons and a reduced photon pile-up is expected. The expected
energy resolution values are 1.1% for shallow events and 1.0% for deeper events,
while timing resolution is expected to be ∼ 50 ps.
A prototype of the upgraded LXe detector is under test at PSI, using 55 MeV pho-
tons for the pi−p→ pi0n charge exchange reaction.
2.11 positron detector upgrade
An enhancement in the drift chamber energy, position and angular resolution is
required in order to satisfy the MEG II goals, coupled to a new pixelated timing
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Figure 29.: MEG (left) and MEG II (right) PMTs scintillation light distribution. A clear iden-
tification of two local energy deposits is possible with the upgraded detector.
Figure from [16].
counter and a DAQ system.
Figure 30 shows a schematic cut-out view of the new positron spectrometer.
Figure 30.: A MEG II positron spectrometer overview. Figure from [16].
2.11.1 Drift chamber upgrade
The biggest effort is focused to improve the drift chamber resolutions.
The new MEG II drift chamber will be a single volume gaseous detector, filled with
a low mass gas mixture He : Isobutane2 (85 : 15), to meet the best compromise
between track resolution and multiple scattering.
It will be a cylindrical wire drift chamber with alternating stereo angles, inspired
by the existing technology used in the KLOE experiment. Thin wires and small cell
2 The Isobutane is a iC4H10 molecule.
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size are adopted to minimize occupancy and multiple scattering effects.
The chamber construction is currently going on in Pisa and Lecce INFN. Several
prototypes have been realized and tested in order to guarantee an efficient opera-
tion performance.
The drift chamber final goals are:
• a single hit resolution equal to σr ∼ 120 µm;
• a momentum resolution of σp ∼ 150 keV;
• an angular resolution of σϕe,ϑe ∼ 5 mrad;
• a drift chamber-timing counter matching efficiency ∼ 90%, within the detec-
tor acceptance.
Further improvements in spatial and energy hit resolution can be achieved using
cluster timing techniques, coupled to fast front end electronics for signal acquisi-
tion, which will be the aim of the studies presented in this thesis.
A higher bandwidth (above 1 GHz) of the waveform digitizer system is needed
to recognize individual clusters, originating from the primary ionization in the
chamber and apply cluster timing algorithms and this will be an important up-
graded element of the new trigger and DAQ system. In the next chapters foreseen
improvements in hit resolution and track reconstruction will be presented using
cluster timing techniques.
In Chapter 3 we will focus on the main features of the MEG II drift chamber, high-
lighting cluster timing motivations, in Chapter 4 we will introduce three cluster
timing algorithms that will be tested both on simulated (Chapter 5 and 6) and, for
the first time, on real data (Chapter 7).
2.11.2 Timing counter upgrade
The timing counter upgrade consists in a new pixelated timing counter, com-
posed of two arrays of ∼ 300 small plastic scintillator plates (100× 40× 4 mm3)
with silicon photomultiplier (SiPMs) readouts at both ends (see figure 31). The
timing precision can be improved up to ∼ 30 ps with an appropriate counter ar-
rangement where a positron hits several scintillator plates, enabling several timing
measurements.
SiPMs do not degrade in the helium environment and should not suffer for radia-
tion damage in the COBRA magnetic field.
A beam test was carried out at Frascati and a resolution of ∼ 30 ps was obtained
for Nhits = 6 ∼ 7.
Figures 32a and 32b show a simulated positron signal in the pixelated timing
counter and a positron track reconstructed with more than one pixel.
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Figure 31.: Schematic of pixelated timing counter. Figure from [16].
(a) (b)
Figure 32.: Simulated positron track in the pixelated timing counter (left) and a positron
track crossing more than one pixel. Figure from [16].
2.12 trigger and daq upgrade
The upgraded MEG II DAQ system is a new integrated system, fully custom to
serve the MEG II experiment. It exploits WaveDREAM boards (WDBs) [23]. The
trigger is pyramidally organized in three levels: it collects data from the WDBs
to the master trigger concentrator board and operate real time reconstruction on
FPGA.
The clock and trigger bus distribution system (Ancillary) provide a system synchro-
nization at 10 ps level. The custom crate is a stand alone and fully programmable
TDAQ system with 256 channel, expandable to 10000 channels with trigger con-
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centrator crate, and provides point to point connections between boards and clock
and controls signal distribution.
summary
The MEG experiment set a benchmark in the charged lepton flavor violating
search, but further enhancements are required in order to improve the experimen-
tal sensitivity and fully exploit the high intensity muon beam available at PSI. An
upgrade of the MEG experiment has been approved and is currently under con-
struction. The new drift chamber will be a key detector of the upgrade, with per-
formances higher than that of the current experiment.

3
T H E M E G I I D R I F T C H A M B E R
The set up proposed for the MEG II positron spectrometer falls within the very low mass
tracking systems category.
After a chamber description, we will discuss two issues: chamber ageing and spatial resolu-
tion.
We will show that the usage of the arrival time of the first cluster to the anode wire intro-
duces a systematic overestimation (bias) of the track-to-wire distance of closest approach.
Since the bias contribution to single hit reconstruction is relevant compared to the single-hit
resolution, cluster timing methods are required to minimize the bias.
3.1 the positron tracker
Multiple scattering effects increase for low momentum particles and, since we
want to measure 52.8 MeV/c positrons, it is crucial to keep multiple scattering con-
tribution to the momentum and angular resolution under control. Table 4 shows the
average contribution to multiple scattering of various materials for tracks contained
in a plane perpendicular to the beam axis. As counting gas a low-mass mixture of
helium and isobutane will be used in the fraction 85 : 15 to minimize the total num-
ber of radiation lengths for the new tracker. The total number of radiation lengths
for a 52.8 MeV/c positron traversing the new chamber is 1.45× 10−3 X0. This is the
best compromise between track resolution and multiple scattering.
The new tracker is a single volume cylindrical drift chamber of ' 180 cm of length,
with the axis parallel to the muon beam. The azimuthal angle covered by the tracker
is about 270◦ and it is dictated by the calorimeter acceptance.
The drift chamber is located at a large radius (r ≥ 17 cm) so low energy positrons
are swept out of the magnet by COBRA magnetic field without crossing the sensi-
tive volume, while positrons with momentum larger than ' 45 MeV/c are tracked
until they reach the timing counter tiles, with minimum presence of passive mate-
rial.
The wire disposition, the drift chamber is made of 10 criss-crossing sense wires,
embedded between two field wire planes. Anodes extend along the beam axis and
span in the radial coordinate from 17 cm to 25 cm at z = 0 and from 20 cm to 28
cm in proximity of the end-caps (z = ±90 cm).
The stereo configuration of wires forms an hyperbolic profile along the z axis. The
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Item Description Thickness (10−3X0)
Target 140 µm Polyethilene 0.21
Sense wires 20 µm Gold-plated Tungsten 0.16
Field wires 40 µm Silver-plated Aluminum 0.38
Protective foils 20 µm Kapton 0.14
Inner gas Pure He 0.06
Tracker gas Helium : Isobutane (85 : 15) 0.50
Total One turn with(without) target 1.45 (1.24)
Table 4.: Material budget of the new MEG drift chamber along one track.
stereo angles vary from 8◦ in the outermost layer to 7◦ in the innermost ones. Such
configuration conveys information for reconstructing the z coordinate. Stereo wires
give the possibility of reconstructing the z-coordinate of the hit, but, because of pile-
up, pattern recognition algorithms should be supported by an additional method
of determining z. Currently a possibility of determining the z-coordinate with an
uncertainty of the order of 10 cm is represented by the measurement of the differ-
ence of the arrival times of the signal at the two ends of the wire.
Figure 33a shows the ground mesh realized by field wires.
The single drift cell has an approximately squared shape with a side of ' 7 mm,
there is a sense wire placed at the center of the cell and surrounded by eight field
wires. The external layer of field wires is surrounded by a layer of guard wires for
shaping the electric field on the outer cells.
Thin wires are adopted to minimize occupancy and multiple scattering effects: an-
ode wires will be gold-plated tungsten wires with a diameter of 20 µm, while field
wires are silver-plated aluminium wires. The total number of sense wires is about
1200, while the field wires are about 6400. Figure 34a shows a zoomed version of
the single cell outline, while figure 34b offers a schematic distribution of field and
anode wires in the proposed drift chamber, finally a track crossing the pattern of
anode wires is simulated in figure 33b.
We show the present status of realization of the mechanics of the new drift cham-
ber: the wire planes and the support end-wheels (see figures 35, 36b and 36a).
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Figure 33.: Left: MEG II schematic design of one of the hyperbolic mesh ground planes.
Right: a track crossing the proposed drift chamber. Figures from [16].
3.2 chamber ageing
The new drift chamber must withstand a particle flux more intense than that
in the current experiment (up to three times larger): 7× 107 µ+/s. At such rates
gas molecules fragment and form deposits on the wire surfaces, thus reducing the
performances of the chamber or in extreme cases making the detector not working.
While designing a new detector, it is fundamental to test in details its performances
by means of prototypes, and how the performances change because of the ageing
of the detector itself, since the total charge collected on the hottest wires will be of
the order of a few tenths of Coulombs per centimetre.
Several prototypes (see figures 37a and 37b) were realized in the Pisa INFN labo-
ratories and were characterized concerning their response to several kinds of radi-
ation (α-particles, electrons, X-rays).
The drift chamber prototype is placed in a stainless-steel chamber of 3500 cc vol-
ume, made of standard CF100 high vacuum components, equipped with HV and
signal feedthroughs as well as two 150 µm thin windows in order to let ionizing
radiation through, as shown in figure 38.
Currently, the new set-up shown in figure 39 was realized providing a control
chamber: in the upper CF100 a prototype undergoes radiations, while in the lower
CF100 another prototype is just fluxed with a Helium : Isobutane (85 : 15) gas
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(a) (b)
Figure 34.: Single cell zoomed (left) and wire configuration at the center of COBRA (right).
Figure 35.: MEG II final endplate produced in Pisa. Figure from [22].
mixture.
Ageing tests were conducted at an initial DC current of 120 nA/cm, i.e. 20 times
the maximum current foreseen in normal experimental conditions. This represents
also the ageing acceleration factor: in ten days we collect the equivalent charge of
one entire running year.
Chamber ageing was tested checking every day for possible sparks and discharges
and it poses no problem at least for three years operation with ∼ 15% chamber loss
per year (see figure 40).
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(a) (b)
Figure 36.: MEG II endplate, wire PCBs and spacers prototype. Figure from [22].
(a) (b)
Figure 37.: Drift chamber prototype used for ageing tests.
34
volume exchange in one hour.
A 2.5 cm long portion of the central wire is irradiated with a MOXTEK Magnum 40 keV reflection
source X-ray gun able to provide > 1011 X-rays/sec/sterad (see Figure 22 for a sketch of the measurement
set-up). The stability of the source is monitored by means of a NaI X-ray detector preceded by a 0.6 mm
diameter lead collimator. Its rate was measured to be linear with the X-ray source current.
Due to the lightness of our gas mixture most of the energetic X-rays go through the sensitive volume
undetected. A fraction of X-rays ionizes the gas in the cell region and contributes to the DC current.
We conducted the ageing test at an initial DC current of 120 nA/cm, i.e. 20 times the maximum current
foreseen in normal experimental conditions. This represents also the ageing acceleration factor: in ten days
we collect the equivalent charge of one entire running year. We operated the DC prototype at  1250 V
(a) (b)
FIG. 22: Schematics (a) and picture (b) of the ageing measurement setup.
corresponding to a gain of ⇠104. X-rays and ↵ particle signals are clearly visible on the oscilloscope with
no need of preamplification. The prototype was irradiated for 15 days continuously, and Figure 23 shows
the gain loss as a function of the time. Daily temperature oscillations induce a density variation which, in
turn, is reflected in the gain oscillation observed. We measured the gain-density relation by modifying the
system pressure (see Figure 23b) and applied the corresponding factor to correct the temperature-induced
oscillations (black line in Figure 23a). Variations of the X-ray source were measured to be well below 1%.
Every day we checked for possible sparks and discharges.
These preliminary tests showed that a yearly gain drop of < 25% is expected at the hottest spot of the
innermost DC wire; the large fraction of the DC is subject to a < 10% gain drop per year (see Figure 24).
This represents a good working point, where furhter optimization, such as material selection and di↵erent
Figure 38.: Schematics and picture of the ageing measurement set-up. Figure from [16].
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Figure 39.: New ageing measurement set-up.
35
gas flow rate, is possible.
3. Monte Carlo simulation
The response of the new chamber to 52.8 MeV/c positrons from µ! e  decay was studied by means of
a full Monte Carlo simulation program. We show in Fig. 25 the output of a simulated positron track in the
spectrometer.
The most probable number of wires hits is ⇠ 60, a factor of 3 larger than the present MEG DC system.
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FIG. 23: (a) Variation of the current collected by the anode wire as a function of the time. 250 hours of accelerated
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FIG. 24: Gain drop in 1-year od DAQ time at 7 ⇥ 107 µ+/sec.Figure 40.: ain drop in 1-y r od DAQ ime at 7× 107 µ+/s.
3.3 spatial resolution studies
The response of the new chamber to 52.8 MeV/c positrons from µ → e decay
was studied by means of a full Monte Carlo simulation program. The most prob-
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able number of wires hits is ' 60, a factor of 6 larger than the present MEG drift
chamber system.
Usually particle trajectories are reconstructed measuring the track-to-wire distance
of closest approach, called the impact parameter.
The uncertainty on the impact parameter determination on a single cell, called the
single-hit resolution, is a key parameter to evaluate the performance of the track
reconstruction.
With reference to KLOE results, figure 41 gives the accuracy on the impact param-
eter for a very low mass tracking detector.
The resolution is measured as a function of the drift distance in a drift chamber
76 5.2 Three–cell arrangement: the idea
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d
Figure 5.1 Bias in the estimation of the impact parameter from drift distance.
dominates, even if in our gas mixture (85:15) its contribution is reduced by about 25% 1. In
this Chapter we perform a very simple tracking of electrons from a 106Ru source and obtain an
estimate of the spatial resolution achieved using drift distances, through a three-cell prototype
reproducing the conditions of the MEGUP drift chamber. The obtained resolution will be the
starting point for optimisation studies towards the realisation of of the MEGUP drift chamber.
Figure 5.2 Single-hit resolution in 90:10 helium-isobutane mixture measured by the KLOE experiment.
Figure from [39].
Figure 41.: Single-hit resolution 90 : 10 Helium-Isobutane mixture measured by the KLOE
experiment. Figure from [16].
and shows the estimated individual contributions to single hit resolution: a track
extrapolation uncertainty, an electronic spread, an electron (longitudinal) diffusion
and a contribution of primary electron statistics, particularly important close to the
anode wire. Diffusion acts differently in the longitudinal or transverse direction:
while transverse diffusion is somehow harmless, longitudinal diffusion sets an irre-
ducible limit on the accuracy to which one can measure drift times and distances.
In a range below 3.5 mm, the uncertainty induced by diffusion is ≤ 60 µm while
primary ionization contribution dominates the single-hit resolution.
Measuring the dependence of the single-hit resolution on the gas mixture with dif-
ferent Helium : Isobutane content, from 50 : 50 to 95 : 5, one finds the resolutions
reported in Table 5 [24]. These values were obtained by our colleagues at INFN
Lecce exploiting a three-tube prototype tested with cosmic rays. A preliminary hit
reconstruction algorithm finds the point of closest approach to the wire from the
arrival time of the first avalanche electrons.
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We can use an empirical model for parameterizing the dependence of the single-hit
Mix HV σ NHe NIs N
50 : 50 2020 107.0± 1.4 3.7 27 30.7
75 : 25 1710 126.6± 5.5 5.55 13.5 19.05
80 : 20 1530 135.3± 5.6 5.92 10.8 16.0
85 : 15 1500 141.2± 6.6 6.29 8.1 14.39
90 : 10 1360 160.3± 10.7 6.66 5.4 12.06
95 : 5 1200 173.1± 21.8 7.3 2.7 9.73
Table 5.: Measured resolutions and expected numbers of clusters for different gas mixtures.
resolution on the gas mixture. We assume:
σ = σ0 +
α
N
(27)
where N is the average number of ionization clusters created in the gas volume, σ0
and α are free parameters. For a given helium fraction fHe of the mixture, we have:
N = fHeNHe + NIb(1− fHe) (28)
By subtracting the expected multiple scattering (MS) contribution 1, we find that
for a MEG II-like set up (He : Isobutane (85 : 15)), the requirement of σ ≤ 130 µm
is achieved.
First cluster information provides a systematic overestimate on the impact param-
eter (that we will call b), that depends on the discreteness of the ionization sites.
In the MEG II drift chamber this overestimate strongly affects the hit reconstruction
and its effects are comparable with the resolution values.
3.4 cluster timing motivations
Consider a drift tube made of a central anode wire surrounded by field and
guard wires and filled with an helium based gas mixture.
1 In Table 5 we report σTOT =
√
σ2MS +
(
σ0 +
α
N
)2 that includes the effect of Coulombian multiple
scattering in the 200 µm thick copper walls of the tubes. In the experimental set up σMS was ' 64
µm.
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A charged particle crossing a drift chamber ionizes the gas along its trajectory. The
resulting ionized electrons are drifted towards their respective anodes, set up at
positive potential, where they are amplified in avalanches and collected.
From a microscopic point of view, ionizing charged particles do not release energy
in a continuos way, but the ionization mechanism is realized through single pro-
cesses of electron extractions along the flight path. In dense media one can neglect
the discrete nature of energy deposits, but in gases single ionization events, called
clusters, can be observed. The cluster distribution is uniform in space and the av-
erage separation λ between two consecutive clusters is a specific feature of the gas
mixture filling the drift chamber. For instance, λ depends on the electron density
(N) inside the chamber and on the ionization cross section per electron (σ1):
λ =
1
Nσ1
(29)
Covering a distance L, the ionizing particle encounters the gas atoms in a random
and uniform way. The number of encounters are Lλ in mean and they follow a
Poisson-like statistics, as expressed in formula (30) and shown in figure 42.
P
(
L
λ
, k
)
=
( L
λ
)k
k!
e(−
L
λ ) (30)
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Figure 42.: Frequency distribution of encounters between the ionizing charged particle and
the gas atoms.
L = 1 cm, λ = 0.07 cm.
It results that the inefficiency of an ideal detector is given by:
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1− e = P
(
L
λ
, 0
)
= e(−
L
λ ) (31)
This is the probability that in a Poisson process, in the interval Lλ , no event has
occurred.
Moreover, λ is the mean value of the exponential distribution of the separation
between two consecutive clusters (see figure 43).
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Figure 43.: Frequency distribution of separation between two consecutive clusters.
L = 1 cm, λ = 0.07 cm.
By using (31), we can provide an estimation of the bias on the impact parameter
as the expectation value of L.
Consider the single cell perspective shown in figure 44a and suppose that clusters
are released only in the right side of the cell.
For b = 0, it results:
P
(
2L
λ
, 0
)
= e(−
2L
λ )
< L > =
λ
2
(32)
where λ is the mean free path (see figure 44b). This means that the smaller is the
cluster density, the larger is the bias.
Table 6 shows several physical properties of gases, including the number of pri-
mary electron pairs (np) and electron-ion pairs (nt) produced by a ionizing particle.
They affect the localization accuracy that depends on the average distance between
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Figure 44.: Single cell configuration for b = 3 mm (left) and b = 0 (right). In the case b = 0
ionization occurs only in one semi-plane.
Gas Z A Density 10−3
(
gr/cm3
)
Ex (eV) Ei (eV) wi (eV)
(
dE
dx
)
MIP
(keV cm−1) np ( cm−1) nt ( cm−1) Radiation length (m)
He 2 2 0.178 19.8 24.5 41 0.32 7.4 13 745
Ar 18 39.9 1.782 11.6 15.7 26 2.44 23 94 110
Ne 10 20.2 0.90 16.67 21.56 36.3 1.56 12 43 345
Xe 54 131.3 5.86 84.4 12.1 22 6.76 44 307 15
CF4 42 88 3.93 12.5 15.9 54 7 51 100 92.4
CO2 22 44 1.98 5.2 13.7 33 3.01 35.5 91 183
CH4 10 16 0.71 9.8 15.2 28 1.48 25 53 646
C2H16 18 30 1.34 8.7 11.7 27 1.15 41 111 340
iC4H10 34 58 2.59 6.5 10.6 23 5.93 54 105 169
Table 6.: Physical properties of gases at normal temperature and pressure (N.T.P.). Ex and
Ei are the excitation and ionization energy, respectively, wi is the average energy
required to produce one electron-ion pair in the gas,
(
dE
dx
)
MIP
is the most probable
energy loss by a minimum ionizing particle.
primary ionization clusters.
For the MEG II drift chamber, a mixture of He : Isobutane (85 : 15) will be used
and, in this configuration, a 52.8 MeV/c positron produces about 14.5 ionization
clusters/ cm resulting in an electron mean free path λ ' 0.07 cm, instead of ∼ 30
ionization clusters/ cm as in the MEG drift chamber where He : Ethane (50 : 50)
was used and λ was ' 0.03 cm.
This λ improvement leads to an overestimation in the measurement of the impact
parameter of the order of hundreds of µm, as explained in (32). For these reasons,
the bias becomes comparable to the single-hit resolution and the bias minimization
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is crucial to improve track reconstruction. The reduction of the bias on the impact
parameter is a key feature in the upgraded experiment.
The usage of helium based gas mixtures offers an advantage: since the high ioniza-
tion potential of helium (24.5 eV compared to the 15.7 eV of argon) causes small
primary ionization density, the time separation between consecutive clusters goes
from a few to a few tens of nanoseconds making cluster counting possible. Fast
electronics is required to record and identify more clusters information and apply
cluster timing techniques in order to reduce the bias on the impact parameter. In the
next chapter we will introduce three cluster timing algorithms that will be tested
on simulated and real data, providing an important improvement in the single hit
reconstruction of the MEG II drift chamber.
summary
In this chapter we discussed some of the main features of the MEG II drift cham-
ber and some issues related to the single-hit resolution, with the purpose of pro-
viding a framework to cluster timing techniques.
Part II.
Cluster timing techniques and
simulations

4
S T U D I E S O N T H E U S A G E O F C L U S T E R
T I M I N G M E T H O D S
In order to reduce the bias on the first cluster and provide a better single hit resolution
cluster timing techniques supported by fast electronics can be used.
We will show three different cluster timing algorithms with their respective features.
In the following chapters, these algorithms will be tested to evaluate the impact parameter
and reduce its bias.
4.1 alternating λ algorithm
First cluster information provides a systematic overestimate on the impact pa-
rameter. To reduce this bias and avoid undesirable multiple scattering effects, we
analyzed and tested three different algorithms which exploited more clusters infor-
mation.
In the following Monte Carlo simulations we consider 14 ionization clusters/ cm
(λ = 0.07) cm, in order to reproduce a track in a single cell filled with a He :
Isobutane (85 : 15) gas mixture, as shown in figure 45.
The first algorithm tested is an iterative algorithm, proposed and developed by
Grancagnolo et al. [25]. This method uses the information provided by the later clus-
ters to form a weighted average of the impact parameter estimates.
This algorithm exploits the average distance between two consecutive clusters (λ)
and relies on the hypothesis of alternating hits position between the positive and
the negative side of the cell.
Ionized electrons and ions move on equidrift lines. On the assumption that we
know λ, we can get the clusters positions (λi) along the ionizing particle trajectory
(see figure 46). Consider the first cluster, by using the Phytagoras theorem we get:
λ21 = d
2
1 − b2 (33)
Calculating b and λ1 exploiting the information of two points and assuming that
the di’s are not affected by error (no diffusion, no electronics), it results:
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Figure 45.: Monte Carlo simulation of a ionizing track in a cylindrical, single sense wire
cell drift chamber. di is the distance between the hit and the sense wire, b is the
impact parameter, λ = 0.07 cm.
Figure 4: Spatial resolution gets contributions from many diﬀerent
sources , data from the KLOE prototype test beam [2]. Cluster timing
techniques aim at reducing the primary ionization contribution.
The impact parameter computed using the ith cluster
distance is:
bi =
d21 + d
2
i
2
− 1
4
⎛⎜⎜⎜⎜⎝⎛⎜⎜⎜⎜⎝d21 + d2i
λi
⎞⎟⎟⎟⎟⎠ + (λi)2⎞⎟⎟⎟⎟⎠
and its variance is
σbi =
1
4λ2b2i
1
4
⎛⎜⎜⎜⎜⎜⎜⎝⎛⎜⎜⎜⎜⎝d21 + d2iλi
⎞⎟⎟⎟⎟⎠2 − (λi)2⎞⎟⎟⎟⎟⎟⎟⎠
2
σ2λ
where λi = int(i/2)λ and the definition of di, λi, etc. is
shown in Fig. 5.
Figure 5: An ionizing track together with the first five cluster deposi-
tions along its trajectory; di is the distance between the cluster gener-
ation point and the wire, λi is the projection of the distance along the
track direction.
We have realized a simple Garfield++ based simu-
lation of a 7 mm, 1:5, square drift cells, immersed in a
90/10 mixture of He/Ib. The distribution of the residuals
(the quantity bi − btrue) is shown in Fig. 6.
We believe we can obtain a better impact parameter b
by taking the weighted sum of several bi. Fig. 7 com-
pares the theoretical performance of the cluster timing
Figure 6: Distribution of the residuals for several estimators for b
in the interval 0.8 < btrue < 1 mm. The estimators are, in order,
d, b2, b3, b4, and b5.
Figure 7: Performance comparison of the cluster timing method (bot-
tom curve) vs. the classical method (top curve) for a drift cell of radius
r = 5 mm.
method vs. the classical method for a drift cell of radius
r = 5 mm.
3. Tracker based hit filter/trigger
Finally a preliminary study has been started to realize
a tracker based trigger algorithm for the Mu2e detector.
Its purpose is to determine t0, the moment when a elec-
tron track enters the tracker so that it can be used by the
pattern recognition program.
The algorithm exploits the fact that the last ionization
cluster should arrive at the sense wire about at the same
time for all wires (after correcting for the cell width).
A prototype classifier has been tested using the Mu2e
analysis and Monte Carlo framework. We build an his-
togram of the arrival time of the last clusters tlast (Fig. 8
left) the two peaks corresponds to two diﬀerent tracks.
This information can be used to filter hits that do not
belong to the track (select one peak) and to measure the
track time t0 ≃ ⟨tlast⟩ (Fig. 8 right).
M. Cascella et al. / Nuclear Physics B (Proc. Suppl.) 248–250 (2014) 127–130 129
Figure 46.: Clusters released by a ionizing particle along its trajectory. λi is the distance
between clusters along the flight path.
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λ21 = d21 − b2
λ22 = (λ− λ1)2 = d22 − b2
(34)
Replacing b2 = d22 − λ22, we obtain an estimate of λ1:
λ
(2)
1 =
λ
2
− d
2
2 − d21
2λ
(35)
Note that the minus sign on λ2 in (34) comes from the hypothesis of alternating
the hits along the point of closest approach.
By generalizing this result to the contribution of the i-th cluster, we get:
λ
(i)
1 =
(−1)i
2
[
int
(
i
2
)
λ− d
2
i − d21
int
( i
2
)
λ
]
(36)
Supposing that the hits are evenly distributed between the right side and the left
side of the cell (see figure 45), we can get the single hit position along the track
using the iterative formula:
λi = int
(
i
2
)
λ− (−1)i λ1 (37)
Since the number of ionization clusters has a Poisson distribution (30), the number
of hits along a track fluctuates with a variance σ2 (N) = N. We can estimate the
corresponding variance of λ ' 1N as:
σ2 (λ) ' 1
N4
σ2 (N) =
1
N3
' λ3 (38)
Computing the standard deviation on λ1 using two points information, it results:
σ1
(
λ
(2)
1
)
=
λ− λ(2)1
λ
σ (λ) =
λ2
λ
σ (λ) (39)
and:
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σ1
(
λ
(i)
1
)
=
λi
λ
σ (λ) (40)
Since:
λ21 = d
2
1 − b2
2λ1dλ1 = −2bdb
(41)
the standard deviation on b, using two points information, results:
σ(b) =
∂b
∂λ1
σ (λ1)
=
λ
(2)
1
b
σ
(
λ
(2)
1
)
=
λ
(2)
1 λ2
bλ
σ (λ)
(42)
The impact parameter computed using the i-th cluster distance is:
b2i = d
2
1 −
(
λ
(i)
1
)2
=
d21 + d
2
i
2
− 1
4
((
d21 + d
2
i
λi
)2
+ λ2i
)
(43)
with its corresponding variance:
σ2bi =
1
4λ2 b2i
1
4
((
d21 + d
2
i
λi
)2
− λ2i
)
σ2λ (44)
The ultimate estimate of the impact parameter is the weighted average of (43):
b =
∑ij=2
bj
σ2j (bj)
∑ij=2
1
σ2j (bj)
(45)
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4.2 λ2 algorithm
In the second algorithm, the hypothesis on alternate hits position is released be-
cause information on timing cancels the difference between the positive and the
negative side of the cell.
As shown in figure 47, we record all positive times. As a consequence, we ideally
Figure 47.: Simulated waveform example, arbitrary amplitude normalization.
moved all the clusters to the positive side of the cell, resulting in an average dis-
tance between two consecutive clusters equal to λ2 , as shown in figure 48.
In analogy with the previous setting, we can calculate λ1 with two points informa-
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Figure 48.: Moving all the clusters to the positive side, the average distance between clus-
ters changes to λ2 .
tion:
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λ21 = d21 − b2
λ22 =
(
λ
2 − λ1
)2
= d22 − b2
(46)
and obtain:
λ
(2)
1 =
d22 − d21
λ
− λ
4
(47)
The average distance between two consecutive clusters is now equal to λ2 and we
can compute the hits positions (for i ≥ 2) along the ionizing track as a function of
λ1:

λ2 = λ1 +
λ
2
λ3 = λ2 +
λ
2 = λ1 + λ
λ4 = λ3 +
λ
2 = λ1 +
3
2λ
...
(48)
proceeding by induction, we get the iterative formula:
λi = λ1 + (i− 1)λ2 (49)
By generalizing the result (47) to the contribution of the i-th cluster, it results:
λ
(i)
1 =
d2i − d21
(i− 1) λ − (i− 1)
λ
4
(50)
where the dependence from int
( i
2
)
is disappeared, with respect to (36). The corre-
sponding standard deviation is calculated replacing λ with λ2 in (40):
σ1
(
λ
(i)
1
)
=
2λi
λ
σ
(
λ
2
)
(51)
Proceeding as in (52) the standard deviation on b results:
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σ(b) =
2λ1λi
bλ
σ
(
λ
2
)
(52)
The impact parameter, calculated with the i-th cluster information, results:
b2i =
d21 + d
2
i
2
− (d
2
i − d21)2
(i− 1)2 λ2 − (i− 1)
2λ
2
16
(53)
with its proper variance:
σi(b) =
2
λ bi
λiλ1
(
λ
2
) 3
2
(54)
The ultimate b estimate is calculated as the weighted average of (53), in the same
way as (45).
4.3 the maximum possible spacings algorithm
The first algorithm was proposed as an alternative way of estimating the impact
parameter, beside the first cluster information. The second algorithm is a simple
variation of it which we devised to release the assumption on alternating hits. We
developed a third computational method that will be the core of our studies. It
is a statistically based algorithm, called that Maximum Possible Spacing (MPS)
algorithm.
4.3.1 Statistical preliminaries
The MPS was first proposed and independently developed by Cheng et al. [26]
and by Ranneby [27] as a method of estimating parameters in continuos distribu-
tions.
It is particularly useful in cases when one of the parameters is an unknown shifted
origin.
We will show that the MPS provides a suitable estimator for the impact parameter
and we will test it in our tracking problem.
The MPS can be applied in any univariate distribution, even when the maximum
likelihood (ML) method fails, and it supplies asymptotically sufficient, constant
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and asymptotically efficient estimators 1.
There are several simple statistical cases when the ML fails.
We start analyzing an ordered random sample {xi}’s drawn by n successive ob-
servations of a random variable x, whose distribution is constant, positive and
bounded from above.
We have to estimate the maximum value of a uniform, positive distribution. The
probability density function can be written as:
f (x|M)dx = dx
M
θ (0 < x < M) (55)
with θ (0 < x < M) we assume a function that is 1 if 0 < x < M, 0 elsewhere.
In order to find a ML estimator of M for this distribution, we have to consider the
likelihood function. Upon n consecutive observations {xi} of the random variable
x, the product of the single points likelihood results:
L(M|{xi}) = 1Mn θ (M > xmax) (56)
Maximizing L(M|{xi}), or equivalently its logarithm, we get M = xmax which is
a biased estimator because the integration limits of (55) depend upon the parameter
M. It results that the ML method fails in this case.
Flat distributions fall within the suitable framework to exploit the MPS.
Suppose x1, . . . , xn observations drawn from a uniform distribution with unknown
end points, we can identify the n + 1 differences Di = xi − xi−1 with the spacings
of the sample {xi}, with x0 = 0 and xn+1 = M.
The MPS estimator for the parameter M is the one that maximizes the geometrical
mean of the spacings
G =
{
n+1
∏
i=1
Di
M
} 1
n+1
(57)
or alternatively its logarithm H = log G:
H = (n + 1)−1
{
log x1 +
n
∑
2
log (xi − xi−1) + log (M− xn)− (n + 1) log M
}
(58)
1 For further mathematical demonstrations, outside from the aim of our studies, we refer to [26] and
[27].
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In order to find M, we have solve the equation ∂H∂M = 0.
∂H
∂M
=
∂
∂M
(
1
n + 1
log (M− xn)− log M
)
=
(
1
n + 1
)(
1
M− xn
)
− 1
M
=
M− (n + 1) (M− xn)
(n + 1) (M− xn) M
= 6 M− nM + nxn− 6 M + xn = 0
(59)
If [(n + 1) (M− xn) M] 6= 0, it results that the MPS estimator of M in this simple
case is :
MMPS = xmax
n + 1
n
(60)
it is larger than xmax and their relative difference is just the average spacing between
two consecutive xi’s.
Since the spacings sum to unity ∑i Di = 1, the maximum is bounded from above
and it is obtained only when all the Di’s are equal. Moreover, the Di’s become
identically distributed only when M is equal to the true parameter value.
We notice that the result achieved for the flat distribution can be generalized to
any distribution f (x|M) using the cumulative pd f . Let x1 < x2 < · · · < xn be
an ordered random sample of size n, drawn from the distribution with density
f (x, M). We transform all the x’s into the unit interval (0, 1) using the trasformation
yi = F(xi, M), i = 0, 1, 2 . . . , n + 1, where x0 = 0 and xn+1 = M and we obtain:
Di = yi − yi−1 =
∫ xi
xi−1
f (x|M)dx (i = 1, 2, . . . , n + 1) (61)
as shown in figure 49.
4.3.2 MPS estimator for the impact parameter
In the following, we will apply the statistical features developed above to es-
timate the track-anode point of closest approach b in a single drift cell in a 2-
dimensional perspective.
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Figure 49.: Cumulative function example.
Assume a charged particle crossing a cylindrical 2 drift cell of radius R generating
clusters randomly and uniformly along its path and let the {xi}’s be the clusters
coordinates (see figure 50).
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Figure 50.: ξi is the distance between the hit and the sense wire, xi is the hit position along
the ionizing particle trajectory, b is the impact parameter and R is the radius of
the drift cell.
2 We will develop all the machinery for a cylindrical cell, this being equivalent to setting a cut on the
maximum time of clusters for a square cell.
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It results a normalized probability density function for each xi:
f (x|b)dx = dx
2
√
R2 − b2 θ(−
√
R2 − b2 < x <
√
R2 − b2) (62)
supposed to be strictly positive in the interval −√R2 − b2 < x < √R2 − b2 and to
be zero elsewhere.
But the experimental observables are the arrival times {ti} of ionized electrons to
the anode wire, instead of clusters positions. Since electrons drift at known velocity
towards the anode wire, we can connect the drift-time tables to the corresponding
distances {ξi}.
In order to write a normalized pd f , a change in variable is required:
g(ξ|b)dξ = ξdξ√
R2 − b2√ξ2 − b2 θ(b < ξ < R) (63)
Given n observation drawn from the sample {ξi}, the likelihood results:
L(b|{ξi}) =∏
i
ξi√
R2 − b2
√
ξ2i − b2
θ(b < ξmin) (64)
The ML estimator is undefined in this case because the likelihood function di-
verges for b = ξmin.
This case satisfies suitable conditions (uniform and strictly positive distribution
bounded from above) to apply the MPS estimators.
We need to compute the cumulative distribution of (63):
yi =
∫ ξi
b
ξ√
R2 − b2√ξ2 − b2 dξ =
√
ξ2i − b2√
R2 − b2 (65)
using ξ0 = b and ξn+1 = R.
Computing the differences Di’s, it results:
Di = yi − yi−1 =
√
ξ2i − b2 −
√
ξ2i−1 − b2√
R2 − b2 (66)
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Finally, we obtain the MPS estimator of the impact parameter as the b which
maximizes:
H(b) =
1
n + 1
n+1
∑
i=1
log Di (67)
that is a function similar to that shown in figure 51.
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Figure 51.: The MPS estimator of the track-to-wire point of closest approach is the b which
maximizes this function.
We showed that the MPS method is applicable to an idealized drift chamber cell
and it provides the optimal estimator of the point of closest approach.
In the following chapters we will show that the MPS provides a better determina-
tion of the impact parameter and offers the largest bias reduction among the tested
algorithms.
summary
Three algorithms were introduced in order to estimate the impact parameter,
especially suited in cases of low mass tracking drift chambers.
Thanks to fast electronics, information from more clusters can be extracted and
exploited beside the first cluster information.
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In the following chapters, we will test the three algorithms and we will provide
results on both sigmas and bias values.

5
I M PA C T PA R A M E T E R E S T I M AT E S
The three algorithms previously introduced will be applied on Monte Carlo (MC) simulated
data, in order to improve the single-hit reconstruction of the MEG II drift chamber and esti-
mate the resulting resolutions with respect to that expected for the first cluster information.
Since the crucial issue in the MEG II drift chamber is the positron momentum resolution,
we will show cluster timing improvements also in this case.
Starting from the elementary configuration of a single cell prototype, more complex settings
will be analyzed, including a tracking example in a simplified geometry.
5.1 single cell perspective
We developed a Monte Carlo simulation of a single cell drift chamber with pa-
rameters that resemble those of the MEG II drift chamber. The single cell design and
the PCB prototypes are schematically shown in figures 52a, 52b and 52c. Moreover
the average number of ionization clusters expected in the MEG II drift chamber
(' 14 clusters/cm) is used.
Since multiple scattering effects are negligible, we can consider a ionizing particle
crossing a single cell on a straight line, parallel to the cell borders (see figure 53).
Neglecting boundary corrections, we can consider a region close to the anode wire
and suppose a cylindrical symmetry around the anode wire axis. Ionized electrons
and ions move on equipotential lines and, as shown in figure 54, drift lines and
times are symmetric under rotations around the anode wire up to a distance of
(a) (b) (c)
Figure 52.: Design, PCB schematics and picture of a single cell prototype.
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Figure 53.: Example of a Monte Carlo simulation of a ionizing track in a cylindrical, single
sense wire cell.
about 3.5 mm. This means that we can restrict to the case of a circular drift cell, set-
ting a temporal cut on signals at ' 120 ns. For longer integration times, isochrones
shown in figure 54 deviate from the circles schematically shown as the dashed lines
in figure 53.
The assumption of a linear r-t relation simplifies our problem here without spoil-
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Figure 4.11 Drift lines in the prototype. It is appreciable that pairs created inside the cell converge to
the anode with no leakage, while outer pairs drift to the rods.
Outside the cell, drift lines converge to the four rods. It is important to notice that in this
configuration the anode wire collects the same charge as if the cell were in an infinite matrix.
The charge collected by the cathodes, on the other hand, is a factor two (four) lower for edge
(corner) cathodes respectively, since multiplication occurs only inside the cell.
Figure 4.12 Drift times.
For short integration times, signal development is given by the drift times of electrons: Figure
4.12 shows the simulated drift times of electrons. It is noteworthy that up to drift distances of
3 mm (or drift times of 100 ns) cylindrical approximation holds: for larger distances isochrones
Figure 54.: Example of drift times simulation in a single cell.
ing its main results. Realistic r-t relations will be used in the next chapter when
dealing with real data. Estimating an average electric field in the cell of the order
of 2 kV/cm (' 1.5kV/0.7cm), the drift velocity is found to be ' 4 cm/µs. The
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crossing time of the ionizing charged particles through a cell is of the order of
nanoseconds, so we can assume that it is negligible, with a good approximation,
with respect to the drifted electrons velocity.
Assuming a drift velocity constant in space, it results the following distribution (68)
for the drift times of ionization clusters:
dN
dt
=
dN
dx
dx
dr
dr
dt
(68)
By using Pythagoras we have: r2 = b2 + x2 and we can rewrite (68) as:
dN
dt
=
1
λ
r
x
v =
v
λ
r√
r2 − b2 =
v
λ
vt√
v2t2 − b2 =
v
λ
t√
t2 − (b/v)2
(69)
where λ is the average distance between two consecutive clusters, as explained in
the previous chapter. If t = (b/v) there is a divergence in equation (69), called
jacobian peak.
Figure 55 shows the time distribution of clusters from tracks with impact parameter
b = 1 mm, b = 2 mm and b = 3 mm at a drift velocity v = 4 cm/µs crossing the
cell at t = 0. We simulated 10000 ionizing tracks for each value of the impact
parameter. The track crossing the cell releases discrete hits and ionization clusters
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Figure 55.: Drift time distributions for tracks with impact parameter b = 1 mm (yellow
line), b = 2 mm (blue line) and b = 3 mm (green line) with a drift velocity v = 4
cm/µs, truncated at 125 ns.
are uniformly distributed along the track. Exploiting the average distance between
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two consecutive clusters λ = 0.07 cm, we can randomly generate the hits positions
along the track. Moreover, since we assumed a one to one relation between time
and space information, we can register a time ordered list of clusters and apply
cluster timing algorithms.
5.1.1 Bias and sigma results
In this first step, we randomly generated the impact parameter (bmc) in a range
bmc ∈ [0, 3.5] mm.
Using the MC simulated hits of a track crossing a cylindrical cell in He : Isobutane (85 :
15), we can compare the generated distribution of the impact parameter bmc with
the results obtained reconstructing the impact parameter with cluster timing meth-
ods balgo.
We implemented the three cluster timing techniques presented in the previous
chapter, beside the first cluster information, in order to get different b estimates.
Plotting the bias for each estimator as a function of the randomly generated impact
parameter, we get a two-dimensional distribution (see figures 56a and 56b).
Points in figure 57 are the result of the profiling of the bias distribution for each
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Figure 56.: Examples of the two-dimensional distribution of the bias on the impact param-
eter.
estimator. First cluster method provides an overestimate of the impact parameter
and this bias is reduced by exploiting all the cluster timing techniques. We notice
that using the MPS estimator the bias (after an initial set-on for b < 0.5 mm) is
quite stable at a value of about ' 60 µm and it is reduced with respect to the ' 120
µm obtained in average with the first cluster information.
Moreover, computing the RMS for each algorithm, we achieved uncertainties on the
impact parameter comparable with the expected single-hit resolution, as shown in
figure 58.
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Figure 57.: Bias on the impact parameter for the three algorithms and for the first cluster
information.
Projecting on the y-axis the two-dimensional bias distributions bin per bin, we get
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Figure 58.: RMS on the impact parameter for the three algorithms.
the curves shown in figures 59a and 59b which are neither symmetric or Gaussian.
Since the presence of the tails distorts the distributions from a Gaussian shape, we
can not calculate the sigmas and compare the resolutions for each algorithm.
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Figure 59.: Example of mono-dimensional bias distribution in a central bin (left) and in a
final bin (right) of figure 57 for each algorithm presented.
5.2 multiple cells setting
The results shown in the previous section are obtained with a single cell, and
therefore some distributions exhibit large tails. We implemented a simplified track-
ing (a track crossing multiple cells) to get rid of some of these tails. We simulated
the simple tracking setting shown in figure 60. Considering an ionizing particle
crossing five cells on a straight line parallel to the cells borders, we calculated the
impact parameter in each cell and we took the average result for all the algorithms.
Figure 60.: Multiple cells configuration.
5.2.1 Bias and sigma results
Figure 61 shows the bias distribution for the three impact parameter estimators.
As in the previous configuration, the overestimate on the impact parameter reduces
with all the computational methods. The bias result obtained exploiting the MPS
algorithm is ' 60 µm, in agreement with the results obtained in the previous set-
ting.
The mono-dimensional bias distribution is shown in figure 62a for a single bin and
in figure 62b for all bin projections. In both cases distributions have a more gaus-
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Figure 61.: Bias results in multiple cells configuration.
sian shape and there is a reduction of the tails.
Although there is an improvement with respect to the single cell 1-D bias distribu-
tions, the curves obtained are not perfectly symmetric.
In order to compare the resolutions for each algorithm in a consistent way, we
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Figure 62.: Example of mono-dimensional average bias distribution in a single bin (left)
and in all the bins (right), for each algorithm presented.
considered medians and dispersions around the medians (see figure 63). We com-
puted the median as the point where you get the 50% of the integral under the
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curve and the dispersion as the difference between the points where you get the
16% of the integral value in each side of the curve. Figures 64 and 65 show the
Figure 63.: Example of estimation of medians and dispersions.
results obtained considering medians and dispersions around the medians for the
bias on the impact parameter for the three algorithms. We notice that the results
obtained for each algorithm confirm the performances achieved in the single cell
setting. Medians (64) show that a bias ≤ 60 µm is achievable (see the MPS curve),
moreover the uncertainties are comparable for all the three algorithms and they are
consistent with the 120 µm of resolution expected for the first cluster information.
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Figure 64.: Medians estimates for the bias on the impact parameter.
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Figure 65.: Uncertainties on the impact parameter computed as the dispersion around the
medians.
5.3 analysis of a simplified tracking
We can improve our tracking simulations considering a two-dimensional 5× 5
squared lattice. In this simplified geometry, suppose a ionizing particle generating
a track on a straight line (see figure 66). To generate the track we randomly simulate
the entry (c) and the exit (d) points of the track on the lattice and extract the slope
(a) of the line, exploiting the equation of the line y = ax + c.
The number of hits is extracted by considering the interaction length λ.
No diffusion or multiple scattering effects are taken into account.
We obtained a matrix of cells. If a cell is struck, we can go on applying algorithms
in order to get the impact parameter. For each algorithm, we draw a circle of radius
b. b corresponds to the impact parameter estimator for each algorithm and it is
different for the three methods.
Exploiting the formula for perpendicular distance from a point to a line (70), we
can calculate the distance from the reconstructed circles to the generated track in
each cell. Optimizing the TMinuit ROOT class, we get the best a and the best c
for each algorithm and find the best fit. We wrote a simplified tracking based on a
minimization technique. For each track, we minimized the quantity:
(
NCells
∑
i=0
|yc − axc − c|√
a2 + 1
)2
(70)
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Figure 66.: A track in a 2-D lattice.
Figures 67 and 68 show the difference between the simulated a and c and the results
obtained for the reconstructed slope and the intercept for each algorithm. There is
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Figure 67.: Slope distributions.
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a good agreement between the simulated parameters and the reconstructed values.
As regards both the slope and the intercept distributions, the MPS method provides
a mean value and an RMS consistent with zero and it provides the best fit.
5.3.1 Momentum resolution
Since we achieved a good reconstruction of the ionizing particle trajectory, we
improved our simulations in order to estimate the ionizing particle momentum.
As explained in the previous chapters, the sensitivity of the MEG II experiment
depends on the experimental resolutions with which the four relevant kinematic
variables (Eγ, Pe, ϑe,γ, te,γ) are measured. A good momentum resolution is a key pa-
rameter for the MEG II drift chamber.
We implemented a MEG II-like setting in a simple geometry. We simulated a
positron with a momentum equal to 52.8 MeV (as in the µ → eγ decay at rest)
crossing a magnetic field whose value is similar to that provided by the COBRA
magnet.
Consider the lattice configuration previously presented and suppose a magnetic
field whose value is equal to 1.4 T outside the lattice but it is still zero inside
the lattice (see figure 69) to exploit our simplified tracking. An horizontal electron
with 52.8 MeV/c momentum crossing a magnetic field moves on a circle at a fixed
bending radius (ρ) and it satisfies the relation (71):
Bρ =
p
e
(71)
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Figure 69.: Two-dimensional lattice configuration with a magnetic field B.
where p is the electron momentum and e is the electric charge.
The entry point of the charged particle in the lattice and the track slope depend on
the magnetic field and on the simulated coordinates of the electron starting point
(x0, y0), as shown in figures 70a and 70b. The electron starting point is uniform
generated in a box that allows a few and small x0 values.
In principle, exploiting the track slope tan θ, the electron impact point (xi, yi) and
the condition tan θin = 0 we can calculate the momentum p.
The track reconstruction is performed applying the method presented above.
From the reconstructed track, we extrapolate the electron starting position, assum-
ing parallel beam we extracted the momentum from the reconstructed track radius
(see figure 71).
The resulting distribution of the difference between the simulated and the recon-
structed momentum for each algorithm is shown in figure 72.
The usage of a logarithmic scale highlights that the MPS algorithm provides a
reduction on the tails with respect to the other two computational methods.
Since we obtained non Gaussian distributions, we used medians and dispersions
around the medians in order to evaluate the momentum resolution. Medians and
momentum results are shown in figure 73.
Among these methods the MPS algorithm provides the smallest bias and a com-
parable resolution also in this configuration. Applying the MPS method, we get a
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Figure 70.: Example of track parameters (a and c) dependence on the electron starting point
coordinates.
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Figure 71.: Calculation of p (not to scale).
12% improvement on the momentum reconstruction with respect to the first cluster
information and we strongly reduce the bias on the momentum reconstruction.
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Figure 72.: Reconstructed momentum distributions.
Figure 73.: Median and dispersion results for each algorithm.
5.4 intermediate comments
Analyzing the above simulated data, we can give an account of the advantages
and the disadvantages related to the usage of first cluster method and cluster tim-
ing techniques.
First cluster information provides an intuitive and computational safe method of
estimating the impact parameter, but it presents the worst bias in all the proposed
settings.
Both alternating l algorithm and l2 algorithm are based on iterative algorithms
and they provide a bias improvement. Since these algorithms can be truncated step
by step, missed clusters information do not cause an algorithm breakdown. On the
other hand, they depend on l which is supposed to be an input parameter and not
Momentum
Figure 72.: Reconstructed momentum distributions.
Figure 73.: Median and dispersion results for e ch algorithm.
5.4 intermediate comments
Analyzing the above simulated data, we can give an account of the advantages
and the disadvantages related to the usage of first cluster method and cluster tim-
ing techniques.
First cluster information provides an intuitive and computational safe method of
estimating the impact parameter, but it presents the worst bias in all the proposed
settings.
Both alternating λ algorithm and λ2 algorithm are based on iterative algorithms
and they provide a bias improvement. Since these algorithms can be truncated step
by step, missed clusters information do not cause an algorithm breakdown. On the
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other hand, they depend on λ which is supposed to be an input parameter and not
an unknown factor.
Finally, the usage of the MPS method is advantageous because it provides a bias
which decreases very quickly, but it requires, in principle, the knowledge of all
clusters.
Table 7 summarizes the pro and the cons found applying the three algorithms pro-
posed and the first cluster information.
Method Pro Cons
First cluster method intuitive and computational safe the worst bias
λ-based algorithms iterative algorithms depend on λ
MPS algorithm the bias decreases quickly statistical background
Table 7.: Advantages and disadvantages found applying first cluster information and clus-
ter timing techniques.
summary
We exploited three algorithms in order to test two simple tracking situations: sin-
gle cell, lattice and lattice with magnetic field configurations. The results achieved
for the track reconstruction show that the MPS method provides the smallest bias
and the best momentum calculation.
In the following, we will implement peak reconstruction in ideal and realistic noise
conditions as a preliminary step to finally analyze real data and apply cluster tim-
ing algorithms.

Part III.
Cluster timing results on real
data

6
S I M U L AT E D S I G N A L A N A LY S I S
Drift chamber detectors provide information on the arrival times of ionization electrons on
the sense wires. We have to analyze the waveforms recorded by the detector system and to
implement peak recognition algorithms in order to apply the cluster timing techniques pre-
viously introduced. The usage of Monte Carlo simulations is crucial to test peak recognition
algorithms and to estimate their efficiency.
6.1 peak simulation
Consider the single cell setting. As explained in the previous chapters, we can
generate a time ordered list of clusters for each ionizing particle crossing the cell.
Figure 74 shows the arrival times of electrons to the anode wire for a simulated
track. These times are crucial pieces of information in order to estimate the impact
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Figure 74.: Arrival times on the anode wire for a simulated track.
parameter of the track, exploiting cluster timing methods.
In real experiments, time data are the output signals induced on the detector sys-
tem and they must be processed by readout electronics. For timing purpose, fast
amplifiers are required in order to reduce time-walk effects.
In order to get a simulation as close as possible to the real situation, we have to
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mimic the signal processing of our radiation detector system.
A quick overview of some basic principles of operation of a drift tube is presented,
with the purpose of providing a suitable framework for our signal simulation and
data analysis.
After a ionizing particle crosses the detector gas volume, the moving electrons and
ions in the chamber give rise to electric signals on the electrodes. We suppose that
there are no secondary ionization processes or electron capture by electronegative
gas in the chamber.
Gas multiplication requires large values of the electric field. In a cylindrical geom-
etry the electric field rises like 1r , as shown in equation (72).
E(r) =
U0
r ln
(
ri
ra
) (72)
where U0 is the voltage applied between anode and cathode, ri is the anode wire
radius and ra is the inner radius of the cathode wire (see figure 75).
Anode and cathode wires of the ionization chamber act as a capacitor with a ca-
pacitance C and they are initially charged to the voltage U0. In a drift tube, the
capacitance C is equal to:
C =
2pie0`
ln
(
ri
ra
) (73)
where ` is the length of the drift tube.
In the proximity of the anode wire, the geometry of the prototype cell that we real-
ized and tested can be assumed cylindrical with good approximation. The electric
field preserves the 1r dependence, but the correct capacitance of the cell must be cal-
culated. Significative variations with respect to (72) occur nearby the cathode wire.
In a range below 3.5 mm around the anode wire, we can neglect these corrections.
Figure 75 shows a schematic view of the operation features of a cylindrical ion-
ization counter. The load resistor RL, that connects the wire to the voltage supply,
must be very large so that only a small fraction of the signal is lost into the power
supply.
The capacitor C1, decoupling the high voltage U0, must be large compared to C so
that the signal goes the preamplifier instead of flowing into C. Moreover, a resistor
R1 is needed in order to match the impedance of the cell, avoiding reflections of
signals through the cell. The resistor R1 and the capacitance C1 form a differentia-
tor circuit with characteristic τ1.
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Fig. 5.3. Principle of operation of a cylindrical ionisation counter.
where τ is the linear charge density on the wire. The potential distribution
is obtained by integration:
U = U(ri)−
∫ r
ri
E(r) dr . (5.15)
Here ra – radius of cylindrical cathode, ri – anode-wire radius (Fig. 5.3).
By taking into account the boundary condition U(ri) = U0, U(ra) = 0,
Formulae (5.15), (5.14) provide U(r) and E(r) using the intermediate
Cτ = 2πε0/ ln(ra/ri) for the capacitance per unit length of the counter
and U0 = τ/Cτ :
U(r) =
U0 ln(r/ra)
ln(ri/ra)
, |E⃗(r)| = U0
r ln(ra/ri)
. (5.16)
The field-dependent drift velocity can no longer assumed to be constant.
The drift time of electrons is obtained by
T− =
∫ ri
r0
dr
v−(r)
, (5.17)
if the ionisation has been produced locally at a distance r0 from the
counter axis (e.g. by the absorption of an X-ray photon). The drift velocity
can be expressed by the mobility µ(v⃗− = µ− · E⃗), and in the approxima-
tion that the mobility does not depend on the field strength one obtains
(v⃗∥(−E⃗)),
T− = −
∫ ri
r0
dr
µ− · E = −
∫ ri
r0
dr
µ− · U0 r ln(ra/ri)
=
ln(ra/ri)
2µ− · U0 (r
2
0 − r2i ) . (5.18)
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Figure 75.: Principles of operation of a cylindrical ionization counter. Figure from [29].
The AC signal is thus preamplified and the preamplifier acts as an integrator cir-
cuit (i.e. R2C2 circuit).
In the following simulations a 1 GHz bandwidth and a basic CR-RC circuit are
assumed.
A CR-RC network produces a response to a step voltage of amplitude V at t = 0,
given by the equations:
Vout =
Vτ1
τ1−τ2
(
e−
t
τ1 − e− tτ2
)
if τ1 6= τ2
Vout = Vτ1 e
− tτ1 if τ1 = τ2
(74)
where τ1 and τ2 are the time constants of the differentiating and integrating net-
work respectively (τ =RC, the units of τ are seconds if R is in Ohm and C is in
Farad). In the following simulations we used τ2 = 0.3 ns and τ1 = 3 ns, that are
values that match the real response of our detector system. Figure 76 shows the
achieved ideal CR-RC response. The generated time ordered list of clusters, folded
with the exponential signal 76, provides the simulated signal shown in figure 77.
A drift chamber gain equal to 105 and an electronic gain equal to 10, obtained by
Garfield++ simulations, are assumed [28].
Figure 78 offers a schematic overview of the basic signal processing features de-
scribed above. Since no noise is assumed, this is an ideal configuration.
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Figure 76.: The simulated response of a CR-RC network to a step voltage of amplitude V
at time ' 110 ns.
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Figure 77.: The simulated detector output.
6.2 peak recognition
We can apply a peak recognition algorithm on the simulated waveforms. In this
first step, we exploited the TSpectrum ROOT [30] class in order to reconstruct the
peak positions and their amplitude.
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where τ is the linear charge density on the wire. The potential distribution
is obtained by integration:
U = U(ri)−
∫ r
ri
E(r) dr . (5.15)
Here ra – radius of cylindrical cathode, ri – anode-wire radius (Fig. 5.3).
By taking into account the boundary condition U(ri) = U0, U(ra) = 0,
Formulae (5.15), (5.14) provide U(r) and E(r) using the intermediate
Cτ = 2πε0/ ln(ra/ri) for the capacitance per unit length of the counter
and U0 = τ/Cτ :
U(r) =
U0 ln(r/ra)
ln(ri/ra)
, |E⃗(r)| = U0
r ln(ra/ri)
. (5.16)
The field-dependent drift velocity can no longer assumed to be constant.
The drift time of electrons is obtained by
T− =
∫ ri
r0
dr
v−(r)
, (5.17)
if the ionisation has been produced locally at a distance r0 from the
counter axis (e.g. by the absorption of an X-ray photon). The drift velocity
can be expressed by the mobility µ(v⃗− = µ− · E⃗), and in the approxima-
tion that the mobility does not depend on the field strength one obtains
(v⃗∥(−E⃗)),
T− = −
∫ ri
r0
dr
µ− · E = −
∫ ri
r0
dr
µ− · U0 r ln(ra/ri)
=
ln(ra/ri)
2µ− · U0 (r
2
0 − r2i ) . (5.18)
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Figure 78.: Signal processing scheme.
We introduced an electronic noise and we analyzed three different situations in
order to evaluate the reconstruction efficiency:
1. no noise;
2. noise = 0.3 mV;
3. noise = 0.5 mV.
The markers in figure 79 show the identified peaks in an ideal no noise configu-
ration. Figure 80 shows an example of comparison between the generated peaks
and the reconstructed peaks, finally figure 81 offers an estimation of the missed
peaks fraction. The missed peaks fraction is equal to ' 19%. This means that in no
noise configuration the reconstruction algorithm provides an ideal efficiency equal
to 81%.
The study of the 0.3 mV noise setting provides the results shown in figures 82, 83
and 84, in analogy with th previous configuration. In this setting the reconstruc-
tion efficiency results equal to ' 82%.
Finally the results in 0.5 mV noise configuration are shown in figures 85, 86 and 87.
In this latter configuration a slightly worse efficiency equal to ' 72% is obtained.
Moreover, assuming a constant drift velocity equal to 4 cm/µs, there is a 150 ps
shift between the leading edge of the signal and the peak reconstructed time (see
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Figure 79.: TSpectrum peak recognition in ideal no noise situation.
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Figure 80.: Generated times versus reconstructed times for a track crossing a single cell in
ideal no noise situation.
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Figure 82.: TSpectrum peak recognition 0.3 mV noise situation.
figure 88). Thus producing corrections on the impact parameter estimators that are
small compared to the reconstruction resolution.
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Figure 83.: Generated times versus reconstructed times for a track crossing a single cell in
0.3 mV noise situation.
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Figure 84.: Lost peak fraction in 10000 trials in 0.3 mV noise situation.
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Figure 85.: TSpectrum peak recognition in 0.5 mV noise situation.
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Figure 86.: Generated times versus reconstructed times for a track crossing a single cell in
0.5 mV noise situation.
96 simulated signal analysis
h
Entries  100000
Mean   0.2812
RMS    0.1651
(nhit-npeaks)/nhit
-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
En
tri
es
0
1000
2000
3000
4000
5000
6000
7000
Figure 87.: Lost peak fraction in 10000 trials in 0.5 mV noise situation.
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Figure 88.: Signal leading edge versus peak reconstructed time.
6.2.1 Bias results
Once we obtained the reconstructed time ordered list of clusters from the simu-
lated waveforms, we can apply cluster timing algorithms in order to get the impact
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parameter estimators and compare the bias results from the reconstructed peaks
with those obtained from the generated times. Exploiting times related to the re-
constructed peaks, we can get the bias on the impact parameter in the three noise
configuration analyzed:
1. bias on the impact parameter in ideal condition of no noise (see figure 89);
2. bias on the impact parameter in 0.3 mV noise condition (see figure 90);
3. bias on the impact parameter in 0.5 mV noise condition (see figure 91).
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Figure 89.: Reconstructed bias on the impact parameter in no noise situation.
Cluster timing algorithms provide a bias improvement in all the analyzed situa-
tions. Exploiting the MPS method, the bias on the impact parameter reduces up to
' 100 µm even in the 0.5 mV noise configuration, until large impact parameters.
There is a relation between the missed peak fraction and the generated impact pa-
rameter: for larger b, we miss more peaks as shown in figure 92. For large impact
parameters the waveforms are more compact: this means that we collect more clus-
ters in less space (i.e. less time) and we loose several hits because of the pile-up
effects, especially in noise situations.
Comparing the bias on the impact parameter for generated and reconstructed
times, it results that the MPS method is competitive even in the 0.5 mV noise set-
ting. Moreover, in the 0.5 mV noise setting the MPS reconstructed bias is lower
than the first cluster simulated bias as shown in figure 93.
We increased the noise until 1 mV, as shown in figures 94 and 95, in order to test
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Figure 90.: Reconstructed bias on the impact parameter 0.3 mV noise situation.
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Figure 91.: Reconstructed bias on the impact parameter in 0.5 mV noise situation.
the recognition algorithm in an even worse situation.
In this noise configuration, the recognition efficiency worsens up to the 70% (see
figure 96).
Although the recognition algorithm has to be improved in order to reduce the
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Figure 92.: Lost peaks fraction as a function of the simulated impact parameter.
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Figure 93.: Simulated versus reconstructed bias. Light green points are the results of the us-
age of MPS algorithm on reconstructed times, dark green points are the results
of MPS algorithm on simulated times and cyan points are the results of first
cluster information for simulated times.
missed peaks fraction, even in 1 mV noise configuration we can compare the bias
on the impact parameter achieved with simulated and reconstructed times. Figure
97 shows the results obtained applying the MPS algorithm on both simulated (dark
green) and reconstructed (light green) times, while cyan points are the results ob-
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Figure 94.: TSpectrum peak recognition in 1 mV noise situation.
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Figure 95.: TSpectrum peak recognition in 1 mV noise situation.
tained exploiting the first cluster information on simulated times. We notice that
the MPS method on reconstructed times still provides a bias improvement with re-
spect to first cluster information on simulated times. For large impact parameters
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Figure 96.: Missed peak fraction in 10000 trials and 1 mV noise.
the MPS breaks down on reconstructed times because the more information we
loose (i.e. missed peaks), the worse bias we get.
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Figure 97.: Simulated versus reconstructed bias.
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summary
In this chapter we discussed waveform simulation features and the issues related
to peak recognition algorithm efficiency.
The usage of cluster timing techniques on reconstructed times provides a bias re-
duction in all the simulated noise configurations.
We showed the limits of the TSpectrum ROOT class, applied on our signals. Clus-
ter timing methods suffer from the increase of the missed peak fraction. Further
improvements on peak recognition algorithm will be presented in the next chapter.
7
R E A L D ATA A N A LY S I S
We built a three cell drift chamber prototype, filled with a He : Isobutane (85 : 15) gas
mixture and we characterized its single-hit resolution performance exploiting a cosmic ray
facility, at INFN Pisa. Hits reconstruction is performed with an electronic chain with re-
duced bandwidth with respect to the MEG II experiment. We used the measured arrival
times of electrons to the anode wire to apply cluster timing methods. Finally, we compared
the telescope impact parameter, whose accuracy is ' 40 µm, to the impact parameter result-
ing from the prototype data analysis and we got results on bias and resolutions.
7.1 experimental set-up
The positron tracker of the MEG II experiment is expected to provide a single-
hit resolution ' 120 µm. To measure experimentally such a resolution, a reference
detector with a much better resolution is required.
In order to validate the performance of a drift chamber prototype, a high resolution
cosmic ray tracker can be used as an external track reference.
Pisa cosmic ray facility is a test facility, which provides the detector under test
(DUT) with an external track with an intrinsic resolution of 15-30 µm, in the x-y and
z-y views respectively (see figure 98). This high precision facility is a telescope for
cosmic muons and it is a silicon based tracker. The tracker consists of four planes
of double-sided silicon strip detectors with orthogonal strips, giving coordinates in
the two orthogonal views.
Figure 98 offers an overview of the experimental apparatus. The four silicon vertex
tracker (SVT) layers are organized in two aluminum boxes. The gap between the
boxes can be matched to the DUT which is anchored to the telescope support
structure.
For a more detailed description of Pisa cosmic ray facility we refer the reader to
the Appendix.
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Figure 98.: Cosmic ray facility operating at INFN sezione di Pisa.
7.1.1 Cell prototype
Exploiting Pisa cosmic ray facility, we characterized the single-hit reconstruction
and resolution of a drift chamber prototype that we realized.
We implemented a three-cell prototype, as close as possible to that envisaged for
the MEG II experiment, in order to reproduce the behaviour of the new positron
tracker.
The configuration of wires was reproduced on two FR4 printed circuits boards
(PCBs), supported by four rods.
Figures 99a and 99b show the electric scheme and the picture of the PCB used to
wire the prototype. We wired the PCB cells enclosed in the white-dotted rectan-
gle in figure 99a, in order to realize a three-cell arrangement. Figure 99c offers a
zoomed picture of of the PCB part used for the three-cell prototype.
The single drift cell has a squared shape with a width of 7 mm. The central hole
in each cell hosts the anode wire (red points in figure 99c), which is surrounded
by eight holes for cathode wires (black points in figure 99c) and guard wires (blue
points in figure 99c).
Each anode wire is isolated from the other holes of the matrix, while the cathode
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Figure 5.8 Printed circuit board for the three-cell configuration. The rods were placed on the four
external big holes on the PCB (image on the left). The holes used for the three–cell arrangement are
enclosed in the white dotted rectangle (image on the right). The applied voltages are HV for the sense
wires, HVG for the guard wires and GND for the field wires (connected to the rods too).
Figure 5.9 shows supply and readout circuits of the three sense wires.
Power supply The capacitor CHV is needed to keep the high voltage stable: any resistive loss
of voltage due to charge drift in the chamber is compensated by the charge stored in
CHV = 4 nF. Since each sense wire has its capacitor, they are decoupled. In addition the
series RHVCHV works as a passive low-pass filter, attenuating high-frequency noise from
the high-voltage power supply. In order to have a low cuto  frequency, a big resistance has
been chosen for RHV = 1.8M⌦.
Readout Output signals are read at one extremity of the sense wires. A capacitor C decouples
the high-voltage, and the AC signal is thus preamplified of a factor 7 by a custom preamplifier
designed at INFN Lecce as a prototype for the front-end of final drift chamber. The
preamplifier has a bandwidth of ¥ 700MHz for a gain of ≥ 7 and needs a low voltage power
supply (GND, ±3 V). A 330 ⌦ resistor is needed on both ends to match the impedance of
the cell, avoiding reflections of signals through the wire.
GND
PreamplifierC
RR
C
drift cell
CHV
HV
RHV
Figure 5.9 Circuit of the power supply and the readout of a sense wire.
(a)
Tracking with a drift chamber: three-cell arrangement 81
Figure 5.8 Printed circuit board for the three-cell configuration. The rods were placed on the four
external big holes on the PCB (image on the left). The holes used for the three–cell arrangement are
enclosed in the white dotted rectangle (image on the right). The applied voltages are HV for the sense
wires, HVG for the guard wires and GND for the field wires (connected to the rods too).
Figure 5.9 shows supply and readout circuits of the three sense wires.
Power supply The capacitor CHV is needed to keep the high voltage stable: any resistive loss
of voltage due to charge drift in the chamber is compensated by the charge stored in
CHV = 4 nF. Since each sense wire has its capacitor, they are decoupled. In addition the
series RHVCHV works as a passive low-pass filter, attenuating high-frequency noise from
the high-voltage power supply. In order to have a low cuto  frequency, a big resistance has
been chosen for RHV = 1.8M⌦.
Readout Output signals are read at one extremity of the sense wires. A capacitor C decouples
the high-voltage, and the AC signal is thus preamplified of a factor 7 by a custom preamplifier
designed at INFN Lecce as a prototype for the front-end of final drift chamber. The
preamplifier has a bandwidth of ¥ 700MHz for a gain of ≥ 7 and needs a low voltage power
supply (GND, ±3 V). A 330 ⌦ resistor is needed on both ends to match the impedance of
the cell, avoiding reflections of signals through the wire.
GND
PreamplifierC
RR
C
drift cell
CHV
HV
RHV
Figure 5.9 Circuit of the power supply and the readout of a sense wire.
(b)
M. Venturini – SNS & INFN Pisa Irvine, CA – 12 Ma  2014 5
Three-cell prototyp  (I)
● Wire con9guration implemented on two FR4 PCBs
● 20-μm Gold-plated Tungsten anodes
● 80-μm Silver-plated Aluminum cathode and guard wires
● Central anode staggered by 500 µm
● 4 aluminum rods stretching the wires to a length 20 cm
● Prototype placed in a plexiglas box with 2 thin windows
20 cm
7 mm
(c)
Figure 99.: PCB schematics (left), picture (in the middle) and zoomed picture (right) of the
three-cell prototype.
wires are placed at a common potential, as well as the guard wir s.
The wires chosen for the prototype are:
• W(Au) 20 µm wires as anodes;
• Al (Ag) 40 µm wires as cathodes;
• Al(Ag) 80 µm wires as guard wires.
Four 20 cm-long PEEK rods were placed on the PCB corners to stretch the wires.
The pads shown in figure 99b are used for power supply and wire readout.
We performed the wiring procedures in the clean room of INFN, Pisa.
The wiring apparatus is shown is figure 100: the prototype is placed vertically and
the wires are inserted one by one from the top PCB to the bottom PCB.
First, we soldered the wire on the top PCB, then we attached a weight (a 28 gramme
weight for the anode wires, a 25 gramme weight for the cathode wires and a 30
gramme weight fo the guard wires) in order to apply the same tension to all the
wires and avoid mechanical imperfections that could affect the chamber stability.
Finally, the wire is soldered in the bottom PCB and the wire stubs are cut away.
The wiring procedure requires attention and patience because the wires are fragile.
Figures 101a and 101b show the wired prototype.
The wired prototype, shown in figure 102a with its power supply and readout
connections, was inserted in a 2 cm plexiglass gas tight box (see figure 102b).
The box was equipped with two 1 mm windows, to have a preferential input for ra-
diations, and with high voltage and low voltage feedthroughs and gas feedthroughs.
The DUT is placed in the y = 0 telescope plane in an horizontal position, with thin
windows perpendicular to the cosmic rays and with the wires positioned along the
telescope z-axis.
The box is filled with a He : Isobutane (85 : 15) mixture at 1 atm, as a compromise
between the number of ionization clusters and multiple scattering effects, as in the
106 real data analysis
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Figure 4.4 Circuit of power supply and readout of Prototype I.
wiring apparatus in its latest version. The wires are inserted one by one, from the top PCB to
Figure 4.5 Wiring apparatus. The wire slides from the spool (on the right–hand side of the picture) into
the prototype (on the left–hand side).
the bottom PCB with the prototype placed vertically. The wire spool turns around a fixed pivot,
and the outcoming wire slithers on a clean-room wipe soaked with isopropyl alcohol. The wire is
then inserted in its top and bottom holes, with the wire left protruding a few centimetres under
the lower PCB. After soldering the wire on the upper PCB, a 30 gramme weight is attached to
the lower end of the wire in order to apply the same tension to all the wires1. The wire is then
soldered in the lower PCB and the wire stubs are cut away.
Wiring is a very delicate procedure, as regards cleanliness and fragility: even taking the wire
with pliers produces mechanical deformation that prevent the wire from stretching in the right
way.
The finished prototype is shown in Figure 4.6, where one can see the central cell and the
1gain non-uniformity and chamber instability can arise owing to mechanical imperfections.
Figure 100.: Wiring apparatus. The wire slides from the spool are cleaned with isopropyl
alcohol and inserted into the prototype holes.
MEG II drift chamber.
The high voltage power supply is 1614 V, coupled with a load resistor, with a
gain in the chamber ∼ 2× 105. The output signals were read at one extremity of
the three anode wires. A capacitor C decouples the high voltage and the resulting
AC signal is preamplified by a custom preamplifier designed at Lecce INFN, as
a prototype for the front-end of the final drift chamber. The 300 MHz bandwidth
digitizer shown in figure 103b was exploited. The set of analyzed data are taken
from the right side cell (the cell crossed by the ionizing track in figure 111).
We notice that t e c rcuit sche e used for he thr e-cell prototype is similar to the
one presented in the previous chapter (see figure 75).
The information of each wire, joined with the information of the aligned track pro-
vide all the raw information needed for the offline analysis.
7.2 waveform analysis and time calibra-
tion
The reconstruction procedure starts with a waveform analysis, identifying hits
from signals.
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Figure 101.: Three-cell wired prototype.
Figure 103a shows an example of a cosmic muon track in the prototype: the anode
signals provide the information of all ionization clusters, while the trigger counters
give the crossing time of the cosmic track.
In order to reduce the noise contribution, we can subtract the signals of the first
and the last anode wires.
To extract single cluster, we used the TSpectrum ROOT class, supplemented with
the single hit template waveform shown in figures 104a and 104b. It is clear the
analogy with the waveforms simulated in the previous chapter, which could be
reproduced with characteristic times for the CR-RC circuit equal to: τ1 ' 1.5 ns
and τ2 ' 5 ns.
We implemented a peak recognition algorithm on true data whose main steps
are:
1. find n1 peaks with TSpectrum;
2. fit the waveform as a sum of n1 peaks;
3. subtract the result to the original n1 peaks;
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Figure 5.11 Three–cell prototype: the power supply and readout connections are visible. The two
L–shaped supports attached to the PCBs are used for anchoring the prototype on the plexiglass box.
After installing the prototype, the plexiglass box was sealed and connected to the gas line
described in Chapter 2. As counting gas, the mixture helium–isobutane (85:15) was used. The
flux was set to 5 sccm, corresponding to a gas volume exchange every about 15 hours.
5.5 Drift chamber operation
In order to improve the signal-to-noise ratio, we operated the chamber at a slightly larger
high voltage (1700 V), corresponding to a gain of about 106. The guard–wire voltage was
correspondingly set to 375 V. The maximum limit on the temporal width of an ionisation signal
is set by the maximum drift time in the cell: Figure 5.12 shows the drift times computed on the
three cells. The distribution is quite similar in the three cells and the drift times are lower than
100 ns, except for the area close to the cathode wires.
Though the box and the system were designed to operate with cosmic rays, we made
preliminary measurements with a Ruthenium source, whose activity was enough to reduce the
data acquisition of ≥ 1000 events to a few minutes, opposed to a few days needed by using
cosmic rays. Ruthenium —≠decays through the reaction
106Ruæ106 Rh e ‹¯e T1/2 = 373.6 d, Q = 0.0394MeV
(a)
82 5.4 Experimental setup
Guard wires are power-supplied through a resistor with RHV = 1.8M⌦. The preamplified signals
were acquired through a waveform digitizer with four channels, the Domino Ring Sampler (DRS).
We designed and built a plexiglass gas tight box to host the three-cell prototypes.The box
dimensions are 100 ◊ 100 ◊ 500 mm3; each face has a thickness of 1 cm, except for two thin
windows with dimensions 30◊ 120◊ 1 mm3 placed on two opposite faces (top and bottom) to
have a preferential input for radiation. The small lateral faces are equipped with high voltage
(for the wires) and low voltage (for the preamplifier supply) feedthroughs as well as feedthroughs
for gas inlet and outlet. The box has a top cover which is tightened by twenty screws with the
use of an O-ring. (see Figure 5.10). The internal faces of the boxes were covered with a thin
Figure 5.10 Plexiglass box realised for resolution measurements with a three–cell prototype.
aluminum foil, in order to have a surrounding common ground to screen the wire from outside
high frequency noise.
Figure 5.11 shows the prototype before being inserted in the gas box. On the right the
circuitry for power supplying is shown, while the three–channel preamplifier is connected on the
left.
For selecting cosmic ray tracks, two plastic scintillators can be placed above and below the
box: because of their very fast response1, they provide the trigger. For selecting events from
radioactive source tracks, just one scintillator can be placed below the box, to provide trigger
(being the source placed on the top of the thin window), since the low energy of the —-ray is not
enough to cross two scintillators.
1actually the fundamental property exploited is the fact that in our regime the arrival time of the signal from
the scintillator does not depend on the trajectory of the ionising particle.
(b)
Figure 102.: Left: Three-cell prototype with its power supply a readout co nections.
Right: Plexiglass box realized to host the three-cell prototype. The box dimen-
sions ar : 100× 100× 500 mm3.
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Figure 103.: Left: Signal event in the three-cell prototype placed inside the cosmic ray tele-
scope. The top signal is the time trigger provided by the telescope. Right: 300
MHz CAEN digitizer.
4. re-apply TSpectrum to find n2 peaks that are missed in the previous steps;
5. re-fit the n1 + n2 peaks 1.
1 we verified that further iterations of this algorithm do not improve the final peak finding efficiency
in a sensible way.
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Figure 104.: Single hit template waveform.
We analyzed ∼ 12700 signal events, collected in ' 1 month.
Figure 105 shows the original waveform, while the red curve in figure 106 is the
fit obtained by the sum of the first n1 peaks identified by TSpectrum as the red
triangles. The black line is the result of the subtraction of the red curve from the
110 real data analysis
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Figure 105.: Original waveform acquired from the experimental apparatus.
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Figure 106.: Fitted and subtracted waveforms (see text for explanations).
original histogram. The further red triangle are the n2 peaks found re-applying
TSpectrum on the subtracted histogram.
Figure 107 shows the final algorithm result: the positions of the (n1 + n2) peaks
establishe the arrival times of the avalanches to the anode wire.
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Figure 107.: Final plotted waveform.
Figures 119a, 119b, 119c, 120a, 120c, 120e and 120b, 120d, 120f show several exam-
ples of our peak recognition algorithm on real data, provided by the cosmic ray
facility. In order to calibrate the relative delays between the wire and the telescope
signals (see figure 103a), we subtracted the time trigger provided by the telescope
to the recorded arrival times. We obtained the distribution shown in figures 108a
and 108b. To set to zero the residual offset, we fitted the edge of the drift time dis-
tribution with the product of an error function with a first order polynomial and
we subtracted the resulting mean value to the arrival times.
Performing this procedure event by event, we can reconstruct the arrival times of
all the identified clusters.
Moreover, we can record the number of clusters and compare the resulting distri-
bution with the expected values. Figure 109 shows the number of reconstructed
clusters, for all the analyzed events. A Poisson fit of the obtained distribution re-
turns a mean value (the parameter p1 in figure 109) of ' 6.66 clusters per event. In
the reconstruction procedure we miss some clusters: the expected number of clus-
ters in a 7 mm drift cell filled with an He : Isobutane (85 : 15) gas mixture is ' 9.45
clusters. The bandwidth used (300 MHz) limits our performances: faster electronic
devices are required to improve our results.
The number of measured clusters depends on the impinging angle (θz) of the ion-
izing particle in the detector. Slanted trajectories lead to a longer flight path and to
a bigger time spread between the first and the last cluster produced inside the cell.
This means that we have more clusters with small overlap contribution, resulting
112 real data analysis
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Figure 108.: Arrival time distribution, subtracted by the trigger time. The red curve is the fit
function. On the right distribution a logarithmic scale is applied to the y-axis.
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Figure 109.: Number of clusters distribution, fitted with a Poison function as expected by
the theory.
in a better cluster recognition efficiency (see figure 110). In the following, we will
exploit all the reconstructed clusters information in order to apply cluster timing
techniques and get different estimators of the impact parameter b.
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Figure 110.: Number of identified clusters as a function of the cosine of the ionizing particle
impinging angle. the smaller is the angle, the more clusters we record.
7.3 drift time-space relations
The input parameters required to implement cluster timing techniques are the
hits positions.
A priori, in our measurements, we ignore the electrons drift velocity and the accu-
racy that can be obtained on the impact parameter depends on the good knowledge
of the space-time relationship.
The arrival time of the electrons swam to the anode wire depends on the space
coordinates (r) of the ionizing track crossing the chamber, according to the formula
(75).
r =
∫ t1
t0
vdri f tdt (75)
Time-space relations are measured by our facility in the following way:
1. t0 is the electron production time provided by the telescope facility;
2. t1 is the arrival time of electrons to the anode wire that we record with the
procedure explained in the above section;
3. vdri f t is the drift velocity.
114 real data analysis
We can measure the point (r) of passage of the ionizing particle through the cham-
ber exploiting the cosmic ray telescope of our apparatus.
When triggered, the SVT layers define four hits positions. For each combination of
these four hits, it is possible to evaluate the consistency with a straight track: the
set with the best χ2 is associated to a valid track. Figure 111 shows an example of
track reconstruction in a typical event.
Since cosmic rays in the acceptance of the apparatus are almost vertical, we can
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Figure 111.: Track example: in the left plot there is the x-y view and in the right plot there is
the z-y view. The DUT is placed in an horizontal position, with thin windows
perpendicular to the cosmic rays.
compute the distance of closest approach of the track to the anode wire (i.e. the
impact parameter) and get an r-t curve independent on the impinging angle. Thus,
our "external" tracker provides the impact parameter (btele) with an accuracy ' 40
µm. Such resolution is quite smaller than the single-hit resolution (' 120 µm),
therefore we can use btele as a reference (i.e. the true impact parameter) for our
impact parameter estimators.
Moreover, we can plot b2tele versus the arrival times of clusters to the sense wire
and get the measured drift velocity point by point fitting the obtained distributions
with a function of the form (76).
f 2(t) =
p0t + p1t2 if t ≤ t¯p2 + p3t if t > t¯ (76)
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For drift times up to t¯ ' 100 ns our approximation of uniform electric field does
not hold anymore because we get near the cathode wires.
Figures 112a and 112b show the measured drift space-time distributions. A mean
drift velocity ' 4 cm/µs is obtained, as expected. We notice that we have to dis-
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Figure 112.: Drift time-space distributions for positive x (left) and negative x (right). We
notice that we plotted b2tele versus t, instead of btele versus t.
criminate between two populations (see figure 113): tracks impinging the cell under
test with positive x and with negative x, in the reference frame of the cell. There
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Figure 113.: Drift time as a function of xImpact in the cell frame.
are two main differences between the two distributions:
116 real data analysis
1. different slopes in the tails;
2. different extensions of the central part.
The first effect arises from the asymmetries due to the different electric field acting
on the left (x < 0) and right (x > 0) side of the cell. Figure 114 shows a map of the
electric field in the drift cell, resulting from a Garfield++ simulation [28]. Remind
that the analyzed data are taken from the right side cell that has different electric
fields on the two sides: on its left there is the electric field generated by the central
cell and on its right there is the weaker electric field produced by the guard wires.
This peculiarity induces different slopes in the tails of the r-t distributions for the
two populations.
Moreover, since wiring is performed by hand, the anode can be off-centered. The
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Figure 114.: Garfield++ [28] simulation of the electric field in the three cell prototype. The
analyzed data are taken from the right side cell.
staggering of the anode reproduces the effect observed in the central region. Curves
simulated with a stagger of 300 µm in the wire position overlaps data, therefore in
the final chamber an accuracy on wire positioning better than 100 µm is required.
Finally, the time of each cluster is converted to distance by means of the proper r-t
function.
7.4 bias results and single-hit resolution
measurement
With an external tracker we can study the spatial resolution as a function of the
impact parameter being insensitive to statistical correlations.
We used the arrival times of electrons to the anode wire, joined with the obtained
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r-t curve, to get clusters positions and apply cluster timing techniques on real data
for the first time.
The impact parameter is estimated from the reconstructed data with the four algo-
rithms: first cluster, alternating λ, λ2 and the MPS method.
Figure 115 shows the average value of the bias distribution on the impact parame-
ter, obtained exploiting the four techniques, as a function of the telescope impact
parameter. The bias is the difference between the impact parameter measured in
the prototype and the "true" impact parameter measured by the telescope, with 40
µm of resolution.
Cluster timing techniques provide good performances also on measured data,
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Figure 115.: Average value of the measured bias on the impact parameter as a function of
the telescope impact parameter, for the proposed cluster timing methods.
highlighting both their potential in the bias reduction and their intrinsic limits.
Since we compute λ from the measured number of clusters, the two λ-based meth-
ods suffer from the imperfect cluster recognition efficiency. Alternating λ algorithm
and λ2 methods thus provide the worst bias for small impact parameters (see the
first bins in figure 115).
Exploiting the MPS method, we get the best bias reduction even on real data.
For 1 GeV cosmic muons crossing 1 mm plexyglass window, the multiple scattering
contribution to the single-hit resolution is expected to be ' 18 µm.
Primary ionization fluctuations and geometrical effects affect the resolution both
in width and shape. We found a non-gaussianity of the resolution that increases at
decreasing impact parameters.
118 real data analysis
We can parametrize the curve with a function consisting of a Gaussian matched
with an asymmetric tail function to each slide in btele (see figure 116).
Figure 117 shows the means returned by the fit as a function of impact parameter
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Figure 18: Distribution of the di↵erence between the impact parameters returned by the drift
chamber and the telescope in three intervals of impact parameter [0, 0.3], [0.9, 1.2] and [1.8, 2.1] mm.
Distributions are well described by the Gaussian/exponential function discussed in the text.
4.5 Single-hit resolution measurement
Physical and instrumental factors a↵ect the spatial resolution of the detector, with di↵erent de-
pendences on the impact parameters. With an external tracker we can study the spatial resolution
as a function of the impact parameter being insensitive to statistical correlations that arise com-
paring multi-cell measurements. Since we have small cells filled with a low mass gas mixture, the
largest contribution comes from primary ionisation fluctuations. This a↵ects the spatial resolution
both in its width and shape: a bias is introduced in the estimate of the impact parameter, since
drift distances are always larger than the true impact parameter. Due to geometrical e↵ects, this
behaviour results in a non-gaussianity of the resolution that increases at decreasing impact pa-
rameters, as shown in Figure 18. As a parametrisation of the curve we used a function consisting
of a Gaussian matched with an exponential at a distance   from the Gaussian mean, which well
describes data. The constraints of continuity and derivability in the matching point fix the param-
eter of the exponential; the parameters of the function are therefore the three parameters of the
Gaussian and  .
Figure 19(a) shows the parameters returned by the fit as a function of impact parameter. The
mean of the Gaussian function is quite stable at a value of about  10 ÷  20 µm, except for the
first bin (corresponding to impact parameters smaller than 300 µm) where it is about 50 µm. The
sigma of the Gaussian is about 100 µm for each value of impact parameter. The parameter  
increases for large impact parameters, ranging from 50 µm to 100 µm, as a result of the decrease
of the asymmetry. In the last bins the distributions are expected to have some distortions due to
the smaller statistics and to the stronger dependence of the electric field on '.
Figure 19(b) shows the distribution of the di↵erences between the impact parameters returned
by the drift chamber and the telescope integrated on all the impact parameters. The parameters
returned by the fit are
µ =  0.015± 0.002 mm
  = 0.106± 0.002 mm
  = 0.078± 0.003 mm
For a model independent comparison we compute the Full Width at Half Maximum:
FWHM =  
p
2log2 +  
✓
 2
 2
log2 +
1
2
◆
= 264 µm (8)
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Figure 116.: Distribution of the difference between the impact parameters returned by the
drift chamber and the telescope in two intervals of impact parameter [0, 0.3],
and [1.8, 2.1] mm. Distributions are well described by the Gaussian/asymmet-
ric in tail function discussed in the text. δ is a parameter related to the asym-
metric function.
for the first cluster and the MPS method.
The MPS bias results are consistent with zero, except for the first bin (correspond-
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Figure 117.: Distribution of the fitting parameters µ resulting from the first cluster and MPS
method, as functions of the impact parameter interval.
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ing to impact parameters smaller than 300 µm) where it is about 200 µm.
The sigma of the Gaussian is ' 120 µm for each value of impact parameter (see
figure 118). The resolution is, within uncertainty, unchanged with respect to the
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Figure 118.: Distribution of the fitting parameters σ resulting from the first cluster (FC) and
MPS method, as functions of the impact parameter interval.
MEG II foreseen single-hit resolution.
In this experimental set-up we are statistically limited because the obtained cluster
counting efficiency is constrained by the digitizer bandwidth that is worse than
MEG II .
summary
We used the cluster timing information on real data in a controlled situation,
meaning that we knew the impact parameter from an external cosmic muons
tracker with a single-hit resolution ' 40 µm. We exploited an hand-made prototype
and, although the electronic devices provided a bandwidth worse than that used
in MEG II, we extrapolated more clusters information with an efficiency ' 70%.
We evaluated the performance of cluster timing algorithms and we found that ap-
plying the MPS method the bias on the impact parameter is removed, preserving,
within uncertainties, the foreseen resolution expected for the MEG II experiment.
120 real data analysis
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Figure 119.: Peak recognition algorithm examples.
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Figure 120.: Peak recognition algorithm examples.

C O N C L U S I O N S
Charged lepton flavour violating decays are forbidden in the framework of the
Standard Model, but many of its extensions predict measurable values for such
decays. Several experiments are running or being designed to measure or set a
limit on such processes. Among these, the MEG experiment set the most stringent
constrain on the µ → eγ branching ratio, establishing a new upper limit equal
5.7× 10−13 at 90% C.L., in 2013.
Although the µ → eγ decay has a simple kinematic, very good resolutions are
required to reduce the huge background. Sensitivity of the order of 10−14 are re-
quired to improve this experimental search. An upgrade of the MEG experiment
has been approved and is under construction; the new drift chamber will be a key
detector of the upgrade, with performance and acceptance higher than that of the
current experiment.
Since the MEG II drift chamber falls within the very low mass tracking category
systems, cluster timing techniques supported by fast electronics are required in
order to reduce the bias on the impact parameter and provide a good single-hit
resolution.
We introduced three cluster timing algorithms, we discussed their main features
and we tested them on both simulated and real data.
We simulated three simple tracking situations: single cell, lattice and lattice with
magnetic field configurations. The results achieved using cluster timing methods
for track reconstruction show a bias reduction and a comparable single hit resolu-
tion in all the analyzed settings. We also showed cluster timing improvements in
the positron momentum resolution (' 12% in resolution) in a simplified geometry.
Among all the cluster timing methods that we tested, the MPS provides the small-
est bias and the best momentum calculation.
Before of testing cluster timing techniques on real data, we implemented a peak
recognition algorithm on simulated waveforms to evaluate its recognition efficiency.
We built a three cell prototype, we realized an experimental set-up as close as pos-
sible to the MEG II drift chamber and we tested cluster timing algorithms on real
data for the first time and in a controlled situation. We characterized the proto-
type single-hit resolution performance and the bias reduction exploiting a cosmic
ray facility, at INFN Pisa, as an external tracker. We evaluated the performances of
cluster timing algorithms and we found that applying the MPS method the bias
on the impact parameter is removed, preserving, within uncertainties, the foreseen
resolution.
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The algorithms discussed in this thesis will be applied in the official MEG II track-
ing code and will be used to estimate the improvement on momentum and direc-
tion resolution for µ→ eγ signal positrons.
C O S M I C R AY FA C I L I T Y
1 the telescope facility
The cosmic ray facility is a cosmic ray tracker, assembled at INFN, sezione di
Pisa.
This tracker consists of four spare ladders of the external layers of the Silicon Vertex
Tracker (SVT) of the BaBar experiment.
In the cosmic ray tracker configuration, the expected intrinsic resolution of the track
position, extrapolated to the detector under test (DUT) plane, is about 15 and 30
µm in the two views.
Figure 121 shows the technical design of the facility. Two aluminum boxes were
designed and each box hosts two SVT modules which are mounted at a relative
distance of 3 cm, as shown in figure 122. The gap between the two boxes is matched
to the DUT, which is anchored to the telescope support structure.
To suppress vibrations, the whole structure is mounted on a 15 cm thick granite
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Fig. 1. Technical drawings of the telescope facility, with dimensions expressed in millimeters.
Fig. 2. Technical drawing of an open box (3). The silicon detectors (1) (an SVT
module layer 5-type above and a layer 4-type beneath) are anchored to the two
aluminium turrets at the edges served with water cooling pipes. Each detector
half is equipped with a custom board (2) for detector supply and readout.
read out from one side with a PMT, are used for the trigger-level
selection of cosmic muons and, if needed, provide the timing in
the event reconstruction.
Each layer consists of 300- m-thick double-sided silicon de-
tectors made on n-type high-resistivity substrates ( k cm):
p strips are patterned on one face and n strips on the other.
p and n strips are mutually orthogonal: the p strips are par-
allel to the -axis and give the coordinate of the hit, while
the n strips are parallel to the -axis and provide the corre-
sponding -coordinate. They are usually referred to as and
-strips respectively. The strip pitches are m on the -view
and m on the -view. To reduce the number of necessary
readout channels for the -strips, in some cases two different
strips of the same layer are connected to one readout channel.
We will refer to this ambiguous strip index-readout channel as-
sociation as ganging.
The silicon strips are read out by the AToM, a 128-channel
readout chip speciﬁcally designed for the BaBar SVT de-
tector [3]. The input signal is ampliﬁed and shaped with a
CR-(RC) shaper and then compared with a programmable
threshold. The comparator threshold is controlled by an on-chip
6-bit dac common to all the 128 channels of the chip. The
comparator output is stored in a 193-cell deep pipeline clocked
at 15 MHz, half of the input clock frequency, resulting in a
s wide cyclic memory. The number of consecutive 1’s in
the pipeline is proportional to the time the signal has exceeded
the threshold, which in turn has a logarithmic dependence on
the energy deposit. The so-called trigger jitter window (the
time window centered around the signal) has an adjustable
width from one to 32 cells that, at the 15 MHz clock frequency,
means a maximum window size of s.
Upon receiving an external trigger the sparsiﬁed data are sent
to the output registers. For each channel with a hit in the trigger
jitter window we have three pieces of information: the 7-bit
channel identiﬁer which identiﬁes the position of the hit strip,1
the time of the ﬁrst 0 to 1 transition recorded in a 5-bit time-
stamp (TST) and the hit duration in a 4-bit time-over-threshold
word (TOT). A 16-bit long buffer is ﬁlled with these quantities.
In the telescope setup the trigger jitter window is ﬁxed to be 15
cells wide, so the TST is deﬁned in the (0,15) range, using ef-
fectively 4 bits.
1The channel identiﬁer is completed with the chip identiﬁer to be uniquely
identiﬁed
Figure 121.: Technical drawings of the telescope facility, with dimensions expressed in mil-
limeters. Figure from [31].
table.
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Two scintillator slabs, placed above and below the system and read out from one
side with a photomultiplier tube (PMT), are used for the trigger level selection and
provide the timing in the event reconstruction.
The SVT trackers are 300 µm thick double-sided silicon detectors, with orthogonal
strips providing coordinates in the two directions. p+ and n+ strips are mutually
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Fig. 1. Technical drawings of the telescope facility, with dimensions expressed in millimeters.
Fig. 2. Technical drawing of an open box (3). The silicon detectors (1) (an SVT
module layer 5-type above and a layer 4-type beneath) are anchored to the two
aluminium turrets at the edges served with water cooling pipes. Each detector
half is equipped with a custom board (2) for detector supply and readout.
read out from one side with a PMT, are used for the trigger-level
selection of cosmic muons and, if needed, provide the timing in
the event reconstruction.
Each layer consists of 300- m-thick double-sided silicon de-
tectors made on n-type high-resistivity substrates ( k cm):
p strips are patterned on one face and n strips on the other.
p and n strips are mutually orthogonal: the p strips are par-
allel to the -axis and give the coordinate of the hit, while
the n strips are parallel to the -axis and provide the corre-
sponding -coordinate. They are usually referred to as and
-strips respectively. The strip pitches are m on the -view
and m on the -view. To reduce the number of necessary
readout channels for the -strips, in some cases two different
strips of the same layer are connected to one readout channel.
We will refer to this ambiguous strip index-readout channel as-
sociation as ganging.
The silicon strips are read out by the AToM, a 128-channel
readout chip speciﬁcally designed for the BaBar SVT de-
tector [3]. The input signal is ampliﬁed and shaped with a
CR-(RC) shaper and then compared with a programmable
threshold. The comparator threshold is controlled by an on-chip
6-bit dac common to all the 128 channels of the chip. The
comparator output is stored in a 193-cell deep pipeline clocked
at 15 MHz, half of the input clock frequency, resulting in a
s wide cyclic memory. The number of consecutive 1’s in
the pipeline is proportional to the time the signal has exceeded
the threshold, which in turn has a logarithmic dependence on
the energy deposit. The so-called trigger jitter window (the
time window centered around the signal) has an adjustable
width from one to 32 cells that, at the 15 MHz clock frequency,
means a maximum window size of s.
Upon receiving an external trigger the sparsiﬁed data are sent
to the output registers. For each channel with a hit in the trigger
jitter window we have three pieces of information: the 7-bit
channel identiﬁer which identiﬁes the position of the hit strip,1
the time of the ﬁrst 0 to 1 transition recorded in a 5-bit time-
stamp (TST) and the hit duration in a 4-bit time-over-threshold
word (TOT). A 16-bit long buffer is ﬁlled with these quantities.
In the telescope setup the trigger jitter window is ﬁxed to be 15
cells wide, so the TST is deﬁned in the (0,15) range, using ef-
fectively 4 bits.
1The channel identiﬁer is completed with the chip identiﬁer to be uniquely
identiﬁed
Figure 122.: Technical drawings of an open box (3). The silicon detectors (1) (an SVTmod-
ule layer 5-type abov and a layer 4-type be eath) are anch red to the two
aluminum turrets at the edges served with water cooling pipes. Each detec-
tor half is equipped with a custom board (2) for detector supply and readout.
Figure from [31].
orthogonal: the p+ strips are parallel to the z-axis and give the x coordinate of the
hit, while the n+ strips are parallel to the x-axis and provide the corresponding
z-coordinate. They are usually referred to as φ and z-strips respectively.
2 intrinsic resolution a d r adout
The SVT resolution is dominated by the strip pitches , 100 and 210 µm in the
two directions. The single-hit resolution (σmeas) associated to the sensor is the strip
pitch divided
√
12 (the root mean square a sociated to a uniform dis ribution from
0 to 1), corresponding to 29 µm for the φ-view and 61 µm for the z-view.
The associated uncertainty on the intersection of the reconstructed muon with a
plane in the middle of the space within the boxes, without taking into account any
multiple-scattering effect (MS), results:
σq = σmeas/
√
N (77)
where N is the number of points used in the track fitting procedure. With four
points the expected uncertainty is 15 µm in the φ-direction and 30 µm the z-
direction.
3 track decision and alignment 127
The multiple scattering induced uncertainty has to be added in quadrature to the
intrinsic system resolutions. In the case of the drift chamber prototype described in
this thesis, the final uncertainty in the track crossing point is 24 µm in the φ-view
and 35 µm the z-view. These values are well below the expected position resolution
of the drift chamber prototype, which is of the order of 100 µm.
The angular acceptance is limited in the φ-view, since the detector width is 5 cm:
with a gap of 30 cm between the boxes the largest track angle in acceptance is
' 0.1rad. The angular range is rather larger in the z-view in which the detector
extends for almost 40 cm and the angular range is ' 0.6 rad.
The silicon strips are read out by a 128-channel readout chip (AToM) specifically
designed for the BaBar experiment. The input signal is amplified and shaped with
a CR-(RC)2 shaper and then compared with a programmable threshold.
Upon receiving an external trigger the sparsified data are sent to the output reg-
isters. The system readout time has been measured to be of the order of 50 ms,
which is negligible with an acquisition rate never larger than 1 Hz. In the current
configuration it is 0.3 Hz, the associated dead time is just 2%.
Currently a CAEN V11729 is used to digitize the differential signals from a three-
cell tracking device prototype in a possible final configuration for the MEG II ex-
periment. The VME board has four fast digitizers at 1 gigasample/s and a band-
width of 300 MHz.
3 track decision and alignment
In association to any trigger all the hits registered on any AToM chip are stored
on disk. This list of hits contains both muon crossings and a few noise-induced hits.
In order to separate the two populations, one can evaluate for each combination of
four hits (one for each plane) the consistency with a straight track and the set with
the best χ2 is associated to a valid track.
A preliminary alignment of the modules is obtained by means of an optical survey,
based on reference marks on the module structure and the support bench. The
accuracy of this survey is limited to 100 µm which is not sufficient for the desired
resolution of our tracking facility. Thus, a refinement of the relative position of each
module with respect to the others is performed by implementing procedure that
minimizes track-hit residuals with respect to module position.
The residual distributions before and after the software alignment are shown in
figures 123a and 123b. All the residuals obtained with the final alignment show
a regular Gaussian distribution, having all the same width of about 20 µm, in
agreement with the expectation based on single-hit resolution and MS effect. The
data shown were taken with no DUT, so the effect of MS is limited as discussed
above.
128 cosmic ray facility
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Fig. 9. Track-hit residuals in the – plane before (upper plot) and after (lower
plot) the alignment. The black line refers to upper plane (ordered in coordinate).
Then, going to lower planes there are the red dashed, green dotted, and blue
dashed/dotted lines. While the lower planes show distortions from Gaussian
distribution before the alignment due to the larger deviations with respect to
the ﬁnal aligned positions, the residual widths after alignment are of the order
of m for the four planes in agreement with expectations. The RMS before
alignment is of the order of m.
terial and from the ionizing gas. A foreseen single-hit resolution
of m requires a reference detector with a much better
resolution, therefore the silicon cosmic ray telescope is ideal for
this kind of measurement.
The prototype drift chamber is made of a pair of printed cir-
cuits kept at a distance of 20 cm by four aluminium rods. Each
printed circuit is equipped with m holes forming a pattern
of three square cells—an anode wire surrounded by light ﬁeld
wires—enclosed in a larger structure of guard wires, to simulate
the situation of the three cells in the real detector.
The anode wires are made of m Au-coated tungsten,
while both ﬁeld and guard wires are made of Ag-coated m
aluminium. The prototype is enclosed in a gas-tight 2 cm thick
plexiglass box equipped with two 1 mm windows, and also
houses preampliﬁers for the anode wire readout. The box is
ﬁlled with a He:iC (85:15) mixture at 1 atm as a best com-
promise between number of ionization clusters and material
budget. The signals from the three wires are read out by a 2 GHz
waveform digitizer, together with a signal from the telescope
trigger counters. The anode signals retain the information of all
Fig. 10. Event distribution on the DUT plane ( – ) view. The black points are
all track projections for the events with a hit in the DUT, the red triangles events
with a measured drift times lower than ns. Outliers are due to noise-induced
events in the DUT.
ionization clusters while the trigger counters give the crossing
time of the cosmic track (T ).
The prototype is positioned with the wires along the telescope
-axis; its alignment with respect to the telescope is performed
independently in the - and in the - plane with an itera-
tive procedure based only on the telescope reconstruction. To
align the detector in the - plane events with small drift time,
the time difference between a DUT channel and the reference
scintillation counter, are selected to produce the wire image as
shown in Fig. 10.
The telescope tracks are also used to measure the chamber’s
– relation, which is the relation between the track impact pa-
rameter and the arrival time of the ﬁrst ionization cluster on the
wire as shown in Fig. 11. The – relations are ﬁtted with a
parametric function and eventually used on an independent data
sample to measure the drift chamber prototype resolution as a
(a)
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Then, going to lower planes there are the red dashed, green dotted, and blue
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distribution before the alignment due to the larger deviations with respect to
the ﬁnal aligned positions, the residual widths after alignment are of the order
of m for the four planes in agreement with expectations. The RMS before
alignment is of the order of m.
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all track projections for the events with a hit in the DUT, the red triangles events
with a measured drift times lower than ns. Outliers are due to noise-induced
events in the DUT.
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time of the cosmic track (T ).
The protot pe is positioned w th t e wires along the telescope
-axis; its alignment with respect to the tel scope is perf rmed
independently in the - and i the - plane with an i era-
tive procedure based only on the telescope reconstruction. To
align the detector in the - plane events with small drift time,
the time difference between a DUT channel and the reference
scintillation coun er, are s lected to pr duce th wire image a
shown in Fig. 10.
The telescope t acks are also used to measure the chamber’s
– relation, wh ch is the relation between the track impact pa-
rameter and the arrival tim of the ﬁr t ionization cluster on the
wire as shown in Fig. 11. The – relati ns are ﬁtted with
parametric function and eventually used on an independent data
sample to measure the drift chamber prototype resolution as a
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Figure 123.: Track- it residuals in the x-y plan before (upper plot) and after (lower plot)
the alignment. The b ck lin refers to upper plane (ordered in y coordinate).
Then, going to lower planes there are the red dashed, green dotted, and blue
dashed/dotted lines. While the lo er lanes show dist rtions from Gaussian
distribution before the alignment due to the larger deviations with r spect to
the final aligned positions, the residual widths after alignment are of the order
of 20 µm for the four planes in agreement with expectations. The RMS bef re
alignment is of the order of 20 µm. Figure from [31].
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