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Аннотация: Предложена потоковая модель маршрутизации с учётом потерь пакетов на уз-
лах телекоммуникационной сети. В модели модифицировано условие сохранения потока в 
узлах (маршрутизаторах) и в сети в целом. Модификация касается учёта возможных потерь 
пакетов, вызванных перегрузкой очередей на интерфейсах узлов. В ходе аналитического 
моделирования установлено, что применение предложенной модели целесообразно в усло-
виях средней и высокой загруженности сети. 
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Abstract: The new flow model for routing in telecommunications network with packet loss on 
nodes is suggested. The model is based on the modified flow conservation condition for the nodes 
(routers) and the network as a whole. The proposed modification concerns the possible packet loss 
caused by the congestion queues on router’s interfaces. The results of analytical modeling show 
that the application of the proposed model appears to be sufficient under the conditions of medium 
and high network traffic. 
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Введение 
Постоянное расширение перечня предо-
ставляемых инфокоммуникационных 
услуг, а также рост требований к уровню 
качества обслуживания (Quality of Service, 
QoS) запросов пользователей является 
эффективным катализатором процесса 
совершенствования технологических 
средств управления трафиком. С другой 
стороны, появление концепции програм-
мно-конфигурируемых сетей (Software 
Define Networking, SDN) [1] нацеливает на 
возможность перехода к системным ре-
шениям в области маршрутизации как 
ключевой задачи по управлению трафи-
ком и обеспечения межконцевого каче-
ства обслуживания (end-to-end QoS). Ведь 
не секрет, что современные протоколы в 
своём подавляющем большинстве основа-
ны на математических моделях и алго-
ритмах поиска кратчайшего пути на графе 
[2, 3], предложенных в 50-60 годах про-
шлого века, что в свое время было больше 
продиктовано требованиями к минималь-
ной вычислительной сложности их прак-
тической реализации, чем к уровню каче-
ства обслуживания. Распределённый ха-
рактер маршрутизации, поддерживаемый 
в современных протоколах маршрутиза-
ции [4, 5] с целью повышения масштаби-
руемости конечных решений, также не-
редко становился причиной множества 
технологических проблем, связанных, 
например, с зацикливанием пакетов, реа-
лизацией эффективной балансировки 
нагрузки и т.д. 
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В рамках SDN-решений [1] предпола-
гается, что решение ряда системнозначи-
мых задач, таких, как маршрутизация, 
управление безопасностью и др., будет 
вынесено за пределы операционной си-
стемы маршрутизаторов, значительно 
удешевив последние. Эти и другие клю-
чевые задачи по управлению трафиком и 
сетью должны быть возложены на сете-
вую операционную систему, развёрнутую 
на специальных серверах. Вызванное та-
ким образом повышение централизации 
решений открывает дополнительные воз-
можности по использованию более эф-
фективных потоковых моделей и методов 
маршрутизации, более адекватно учиты-
вающих (по сравнению с графовыми мо-
делями) особенности структурно-
функционального построения телекомму-
никационной сети (ТКС) – её структуру, 
пропускные способности каналов связи, 
характеристики трафика, порядок обслу-
живания пакетов на узлах (маршрутизато-
рах, маршрутизирующих коммутаторах) 
сети и др. 
Важно отметить, что в настоящее вре-
мя известно достаточно большое число 
потоковых моделей маршрутизации, ос-
новные из которых представлены линей-
ными [6, 7], нелинейными [8, 9] алгебраи-
ческими или дифференциальными [10], 
разностными [11, 12] уравнениями состо-
яния ТКС. Эти модели значительно рас-
ширили возможности по исследованию 
процессов маршрутизации в ТКС на осно-
ве более полного учета особенностей 
обеспечения качества обслуживания, реа-
лизации многопутевой маршрутизации с 
балансировкой нагрузки и т.д. Однако в 
основу большинства из перечисленных 
моделей маршрутизации положены усло-
вия сохранения потока на отдельных 
маршрутизаторах и в ТКС в целом без 
учёта возможных отказов в обслуживании 
ввиду возможных перегрузок, сопровож-
дающихся переполнением очереди паке-
тов. В этой связи важной научной и при-
кладной задачей является разработка и 
исследование потоковой модели маршру-
тизации с учётом потерь пакетов на узлах 
ТКС. 
 
Разработка потоковой модели  
маршрутизации с учетом потерь  
пакетов телекоммуникационной сети  
В рамках разрабатываемой потоковой мо-
дели маршрутизации структура ТКС опи-
сывается с помощью графа ),( EVG = , где 
V
 – множество узлов сети, E  – множе-
ство каналов связи. Для каждого канала 
Eji ∈),(  характерна его пропускная спо-
собность ijφ , измеряемая в пакетах в се-
кунду (1/с). Каждый маршрутизирующий 
узел сети имеет несколько интерфейсов, 
через которые он передает пакеты инци-
дентным ему узлам-соседям. Причем но-
мера интерфейсов для каждого отдельно 
взятого узла соответствуют номерам под-
ключаемых через них соседних узлов. Ре-
зультатом решения задачи маршрутиза-
ции является расчёт множества маршрут-
ных переменных 
k
ijx , каждая из которых 
характеризует долю интенсивности k -го 
трафика, направленного с i -го на j -й 
маршрутизатор через соответствующий, 
т.е. j -й интерфейс. Стоит отметить, что в 
процессе функционирования ТКС на ин-
терфейсах сети могут возникать потери 
пакетов, которые обусловлены первона-
чально как перегрузкой самого канала, так 
и в последующем перегрузкой создавае-
мой очереди. Пусть 
k
ijp  – вероятность по-
терь пакетов k -го трафика на j -м интер-
фейсе i -го маршрутизатора по причине 
его перегрузки. Тогда выражение 
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)1( kijkij px −  (рис. 1) характеризует долю 
интенсивности k -го трафика, протекаю-
щего в канале Eji ∈),( , а произведение 
k
ij
k
ij px  численно определяет долю интен-
сивности k -го трафика, получившего от-
каз в обслуживании на j -м интерфейсе i -
го узла. 
Необходимость учёта потерь пакетов 
на узлах телекоммуникационной сети со-
пряжена с пересмотром общепринятой 
записи условия сохранения потока [6, 7], 
которое в рамках предлагаемой модели 
маршрутизации принимает вид: 









=∈=−
≠∈=−−
=∈=
∑
∑∑
∑
∈
∈∈
∈
,  ,  ,)1(
;,  ,K  , 0)1(
  ;  ,  ,1
),(:
),(:),(:
),(:
k
k
Eijj
k
ij
k
ji
kk
Eijj
k
ij
k
ji
Ejij
k
ij
k
Ejij
k
ij
diKkpx
dsikpxx
siKkx
ε
 (1) 
где K  – множество трафиков в сети; ks  – 
узел-отправитель и kd  – узел-получатель 
для пакетов k -го трафика; kε  – доля k -
го трафика, обслуженного сетью, т.е. па-
кеты которого доставлены от узла-
отправителя до узла-получателя. 
Важно отметить, что отбрасывание па-
кетов из очереди на каждом из интерфей-
сов узла может происходить ввиду её 
фактического переполнения, реализуя 
схему Tail Drop, или превентивно – в со-
ответствии с механизмами активного 
управления очередями (Active Queue 
Management, AQM) – RED (Random Early 
Detection), WRED (Weighted RED), ECN 
(Explicit Congestion Notification) [13] и др. 
В ходе расчётов интерфейс, функцио-
нирующий в соответствии со схемой Tail 
Drop, можно представить, например, в 
виде системы массового обслуживания с 
отказами вида NMM /1//  [14], в рамках 
которой вероятность потерь пакетов мо-
жет быть рассчитана как 
( )( )
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Рис. 1. Упрощенная архитектура узла сети при маршрутизации k-го трафика 
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где φ
λρ =  – коэффициент загруженности 
канала; 1+Θ= буфN  – максимальное ко-
личество пакетов, которое может нахо-
диться на интерфейсе, включая буфер       
( буфΘ ) и сам канал; λ  – суммарная пакет-
ная интенсивность трафика в рассматри-
ваемом канале, 1/с. В выражении (2) ин-
дексы, характеризующие принадлежность 
интерфейса тому или иному узлу (марш-
рутизатору) и номер трафика, для нагляд-
ности опущены. С учётом возможных по-
терь пакетов интенсивность трафика в 
канале Eji ∈),(  в рамках введенных вы-
ше обозначений рассчитывается как 
∑
∈
−=
Kk
k
ij
k
ij
k
ij pxr )1(λ ,                 (3) 
где kr  – средняя интенсивность k -го 
трафика, поступающего в сеть на обслу-
живание. 
Для примера, при использовании меха-
низма случайного раннего обнаружения 
(RED) [13] для превентивного ограниче-
ния длины очереди на интерфейсе вероят-
ность потерь (отбрасывания) пакетов 
определяется согласно следующему вы-
ражению: 
δ
1
minmax
min
⋅
Θ−Θ
Θ−
=
qp ,                (4) 
где q  – средняя длина очереди на интер-
фейсе; minΘ  – минимальное пороговое 
значение длины очереди, при превышении 
которого начинается процесс отбрасыва-
ния пакетов; maxΘ  – максимальное поро-
говое значение длины очереди, начиная с 
которого отбрасываются все поступаю-
щие в узел пакеты; δ  – знаменатель гра-
ничной вероятности (mark probability 
denominator). Вероятность потерь (отбра-
сывания) пакетов при minΘ<q  равна ну-
лю, а при minΘ>q  – равна единице. 
Традиционно [6, 7] в зависимости от 
вида дополнительно накладываемых 
ограничений на переменные 
k
ijx  задача 
маршрутизации может быть классифици-
рована двояко. В случае наличия ограни-
чений  
10 ≤≤ kijx                      (5) 
сформулированная задача классифициру-
ется как задача многопутевой маршрути-
зации, а если имеют место ограничения  
{ }1,0∈kijx ,                     (6) 
то реализуется однопутевой способ до-
ставки пакетов обслуживаемых трафиков. 
Условия-ограничения, отвечающие за 
предотвращение перегрузки каналов связи 
по пропускной способности, в рамках 
предлагаемой модели имеют вид 
 ij
Kk
k
ij
k
xr φ<∑
∈
, Eji ∈),( .         (7) 
Важно отметить, что выполнение усло-
вий (7) приводит к управляемости процес-
са борьбы с перегрузкой, т.к. обеспечива-
ет справедливость выражения (2), гаран-
тируя, что 1<ρ . Однако ввиду случайно-
го характера современного преимуще-
ственно мультимедийного трафика вы-
полнение условий (7) является лишь не-
обходимым, но далеко не достаточным 
условием отсутствия потерь пакетов на 
узлах ТКС по причине возможного пере-
полнения очередей. Достаточным услови-
ем выполнение ограничений (7) является 
лишь для случая обслуживания постоян-
ного по своей интенсивности трафика, 
например, трафика CBR (Constant Bit 
Rate). 
В ходе решения задачи маршрутизации 
в качестве критерия оптимальности полу-
чаемых решений выберем следующее 
условие: 
∑
∈Kk
kkk
x
ra ε
ε,
max ,                (8) 
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в котором весовые коэффициенты ka  мо-
гут, в общем случае, отражать приоритет 
k -го трафика. 
Использование критерия (8) обеспечи-
вает максимизацию производительности 
ТКС, т.е. суммарную интенсивность об-
служенного сетью трафика с учётом его 
приоритета. Тем самым минимизируются 
возможные отказы в обслуживании, вы-
званные перегрузкой элементов (каналов, 
очередей) сети. В приведенной постанов-
ке оптимизационная задача с критерием 
(8) и ограничениями (1)-(5), (7) относится 
к классу задач нелинейного программиро-
вания ввиду нелинейности условий со-
хранения потока (1). А при наличии мно-
жества ограничений (1)-(4), (6), (7) – это 
уже задача смешанного целочисленного 
нелинейного программирования (Mixed 
Integer Nonlinear Programming, MINLP). 
 
Анализ решений задачи маршрутиза-
ции с учётом потерь пакетов в теле-
коммуникационной сети 
Для наглядности получаемых результатов 
проведем решение задачи многопутевой 
маршрутизации с учётом отказов (потерь 
пакетов) в ТКС, представленной на рис. 1, 
основываясь на предложенной потоковой 
модели (1)-(8). Рассмотрим однопродук-
товый случай, когда сеть обслуживает 
один трафик, протекающий, например, от 
первого узла к шестому. На рис. 1 в раз-
рывах каналов связи указаны их пропуск-
ные способности (1/с). 
Для примера работа каждого из интер-
фейсов маршрутизаторов ТКС моделиро-
валась системой массового обслуживания 
M/M/1/N (2), а емкость буфера изменялась 
от десяти до тридцати пакетов                    
( 3010 ÷=N ). На рис. 2 показано, как из-
меняются интенсивности потерь пакетов 
на том или ином интерфейсе узлов ТКС 
ввиду переполнения очереди в зависимо-
сти от загруженности сети. Под загружен-
ностью сети понималось отношение ин-
тенсивности трафика, поступающего в 
сеть, к ее пропускной способности. Как 
видно из рис. 1, пропускная способность 
ТКС в направлении от первого к шестому 
узлу составляет 300 пакетов в секунду. В 
этой связи интенсивность трафика, посту-
пающего в сеть на первый маршрутизатор 
и предназначенного для шестого маршру-
тизатора, изменялась от нуля до 300 1/с. 
 
Как показали результаты моделирова-
ния (рис. 2), при загруженности сети от 
0,45 и выше практически на всех интер-
фейсах маршрутизаторов возникают по-
тери пакетов ввиду переполнения очере-
ди. Значения интенсивности отказов зави-
сели, как и ожидалось, от максимальной 
длины очереди (N), пропускной способно-
сти канала и его места в структуре ТКС.  
На рис. 3 приведены примеры решения 
задачи маршрутизации при различной ин-
тенсивности трафика ( r ), поступающего в 
сеть. Результатом решения являются зна-
чения интенсивности трафика (1/с), про-
текающего в каждом из каналов связи (эти 
значения указаны на рисунке в разрывах 
линий). В первом случае – случае низкой 
интенсивности входного трафика                
( 105=r ) – потерь пакетов на интерфейсах 
узлов сети не наблюдалось, т.к. очереди 
не переполнялись (рис. 3 а). Во втором 
случае ( 267=r , рис. 3 б) в сети имела ме-
 
Рис. 1. Структура анализируемой телеком-
муникационной сети 
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сто перегрузка очередей, и соответствен-
но происходили потери пакетов, интен-
сивность которых (1/с) указана дополни-
тельно возле каждого интерфейса. 
Потери пакетов на отдельных интер-
фейсах ТКС вызвали снижение и относи-
тельной производительности сети (рис. 4), 
под которой понималось отношение ин-
тенсивности обслуженного сетью трафика 
к общей интенсивности трафика, посту-
пающего в сеть.  
В рамках модели (1)-(8) относительная 
производительность ТКС рассчитывалась 
в соответствии с выражением 
∑
∈
=
Kk
kF ε .                      (9) 
   
а)                                                                                       б) 
  
в)                                                                                       г) 
 
д) 
Рис. 2. Зависимости интенсивности отказов на интерфейсах маршрутизаторов ТКС от макси-
мальной длины очереди на интерфейсах (N) и загруженности сети 
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Исходя из (9), согласно выражению 
F−1  можно аналитически оценить веро-
ятность потерь пакетов в сети в целом. 
 
 
Выводы 
Таким образом, как показали результаты 
моделирования (рис. 4), целесообразность 
применения предлагаемой модели напря-
мую связана с текущей загруженностью 
сети. Так, при невысокой загруженности 
ТКС (до 0,5) переполнения очередей не 
возникает, потери пакетов фактически 
отсутствуют, а потому имеет смысл при-
менять ранее известную и более простую 
по сравнению с (1)-(8) модель маршрути-
зации [6, 7] с линейными условиями со-
хранения потока 

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В подобных условиях применение 
условия (1) лишь усложняет процесс рас-
чётов, а его замена на выражение (10) 
значительно упрощает решение постав-
ленной задачи, переводя её в класс задач 
линейного программирования [6, 7]. 
Однако уже при средней, а тем более 
высокой загруженности сети (от 0,5 и 
выше) более адекватной является предла-
гаемая в данной статье модель, основан-
ная на нелинейном условии сохранения 
потока в узлах и сети в целом (1). Её при-
менение, как показано на рис. 4, позволяет 
более точно (в среднем на 3-4 %) оценить 
скоростные показатели QoS (интенсив-
ность обслуженного трафика) и показате-
ли надежности (вероятность потерь паке-
тов). Для примера, как указано в рекомен-
дациях Международного союза электро-
связи Y.1541 [15], 3% потерянных пакетов 
является граничным значением при обес-
печении качества обслуживания мульти-
медийного трафика. Кроме того, при рас-
чете показателей воспринимаемого каче-
ства обслуживания (Quality of experience, 
QoE) увеличение процента потерянных 
пакетов до 2-3% приводит практически к 
неудовлетворительному предоставлению 
услуг VoIP [16], IPTV [17] и видеотелефо-
нии [18]. Поэтому пренебрежение даже 2-
3% потерянных пакетов не является допу-
стимым в условиях маршрутизации муль-
тимедийного трафика, доля которого в 
а) N=20, r=105 
б) N=20, r=267 
Рис. 3. Примеры решения задачи маршру-
тизации при различной интенсивности 
трафика, поступающего в сеть 
 
Рис. 4. Зависимость относительной произ-
водительности ТКС от максимальной дли-
ны очереди на интерфейсах (N) и загру-
женности сети 
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современных мультисервисных ТКС по-
стоянно растет. 
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