1. Introduction. The unconstrained minimization of a smooth function in many variables is an important problem in mathematical programming. These problems are usually referred to as large scale unconstrained optimization problems and they occur frequently, for example, in structural design and in finite element methods for nonlinear partial differential equations.
Since the function is smooth, the local minima occur at stationary points, i.e., zeros of the gradient. Effective algorithms are usually based on Newton's method or some variation like the quasi-Newton methods for finding a zero of the gradient. To enlarge the region of convergence, the methods need to be modified. There are two main approaches to achieve global convergence. The most familiar modification is the line search approach where a direction p is computed followed by a search for an approximate local minimizer along the line defined by the direction p. An alternate, appealing approach is based on the observation that quasi-Newton methods model the function by a quadratic approximation around the current iterate. The quadratic is accurate only in a neighborhood of the current iterate and the new iterate is now chosen to be an approximate minimizer of the quadratic constrained to be in the region where we trust the approximation. Let 
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and C is a symmetric and positive definite matrix. We note that a solution of (1.2) always exists, but the solution is not necessarily unique. In ? 3, we summarize the convergence properties when the algorithm is imbedded in the class of trust region algorithms of Powell [12] and we show that the solution of (1.5) satisfies the condition for convergence in [12] . In the last section, we show that we may achieve a superlinear rate of convergence.
2. The basic algorithm. We include three different termination rules in the preconditioned conjugate gradient method. We terminate when we have a sufficiently good approximation to the quasi-Newton step, which is the inexact quasi-Newton step [4] , [13] . Secondly, we terminate when the norm of the approximation is too large, in which case we take a linear combination of the previous iterate and the current one. Finally, when we encounter a direction of negative curvature then we move to the boundary. This may be regarded as a generalized dogleg scheme. We then extend this strategy and show how to find a new approximate solution when the trust region bound is reduced and how to find a double dogleg curve.
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The algorithm is:
Step 1: Set po = 0 and ro =-g. Solve CFo = ro.
Set do = ro and set i = 0.
Step 2: Compute yi = (di, Bdi).
If yi > 0 then Continue with Step 3. (2.1)
Otherwise compute r > 0 so that ||pi + rdidlc = A, set p = pi + -rdi and Terminate.
Step 3 We now state our main theorem. Before we prove the result, we need some properties of the PCG method. IIPIIc >Ikpillc. In the proof of the theorem, we need the following lemma from Hestenes and Stiefel [8] Step 1: Given xo, Bo, A0 _ A and $0. Calculate f(xo) and g(xo), and set k = 0.
Step We will now show that for k sufficiently large, under the above assumption we do not use an inexact quasi-Newton step', i.e., where Xk+1 = Xk +Pk and ek -+ 0, then the sequence {Xk} converges superlinearly. In this section, we will show that if we have convergence to a local minimizer where the Hessian is positive definite, then the trust region algorithm also yields a superlinear rate of convergence.
In this section we assume that Proof. From the observations after Lemma 4.1 we know that since {Xk} converges, we are using the termination rule I[BkPk +g(Xk)ll/Ilg(Xk)l 11-k in the minor iterations an infinite number of times. Further, for k sufficiently large, we have from (3.2) that the step Pk is acceptable. We will show that the norm of the new step Pk+1 is strictly less than the norm of the current step Pk, hence the step Pk+1 also satisfies the relative residual termination rule, since otherwise IIPk+1II = Ak+1 lIPkIl. This shows that when we start taking inexact quasi-Newton steps, then we will continue with these steps. 
