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Introduction
The present work focuses on applications of classical probability theory, especially
point process theory, to quantum stochastics.
In classical statistical mechanics the state of a particle system can be described by
a probability measure on a suitable phase space. Due to this, point process theory
obtained wide application in classical statistical mechanics.
In [13, 16] an analogue application to statistical quantum mechanics was introduced.
The point process defined there (called position distribution) contains all informa-
tion about position measurements at the system. Of course for a non-classical system
this point process describes only one aspect of its state.
One possible access to quantum mechanics is the algebraic one. The system is mod-
elled by an algebra of observables, the state of the system is a functional on this
algebra.
More precisely, the state ωt of a quantum mechanical system at time t ∈ T can be
described as a linear functional on an algebra A of observables in the form
ωt = ω ◦ τt (t ∈ T )
with an initial state ω = ω0 and
τt(A) = U
∗
t AUt (A ∈ A).
Here (Ut)t∈T is a semigroup of unitary operators describing the time evolution of the
system. This evolution may be continuous (T = [0,∞) ) or discrete (T = N) in time.
If in addition to this evolution there is also a repeated (for T = N) or continuous
(for T = [0,∞) ) measurement, the assumption concerning the mappings τt has to
be dropped. To describe the ’perturbed’ evolution of the system in general, one will
only require (τt)t∈T to be a semigroup of completely positive linear mappings from
A to A.
In the work at hand we consider discrete evolutions und measurements described
by generalized beam splitting procedures. These models are generalizations of those
given in [2, 38].
Quantum Markov processes as continuous time versions of quantum Markov chains
and corresponding convergence statements are for instance treated in [32, 33].
Modelling light beams, one considers states on a quasilocal algebra acting on
a symmetric Fock space over some phase space G. The symmetric Fock space
describes a bosonic field. The publications [16, 17, 22] revealed a strong connection
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between the theory of boson states and classical point process theory using the
notion of position distribution. The basis of this connection is a correspondence of
Poisson processes and coherent states. In this context, beam splitting procedures
correspond to random splittings of point configurations. Systems of finitely many
bosons are modelled by normal states, locally finite boson systems are described by
locally normal states [14, 15, 17, 22].
The splitting procedure itself corresponds to a completely positive identity preserv-
ing map (called transition expectation, [2]) from the double tensor product of the
boson algebra into the boson algebra.
In the case of the so-called independent splitting, the procedure is modelled using
two complex-valued functions (splitting rates) α and β on the phase space G which
satisfy |α(x)|2 + |β(x)|2 = 1 for all x ∈ G, [26]. By interaction with a measurement
apparatus, a coherent signal is split into two also coherent signals of lower intensity
(One can imagine the apparatus as a half-reflecting mirror.). With probability |α|2
the beam is absorbed (or reflected or destroyed), with probability |β|2 it passes
through. The beam after the measurement can be split again. By repeating this
procedure again and again and considering the sequence of the results of interaction
with the measurement apparatus, one gets a quantum Markov chain in the sense of
ACCARDI [1, 2, 4]. In [24] there was considered a special class of such quantum
Markov chains.
Time evolutions of the quantum system and related invariance questions for
independent splittings were discussed in [26, 19].
In this case we will add independent evolutions of the quantum system and the
measurement apparatus.
The independent beam splitting model was generalized to dependent splittings in
[27].
One aim of this work is to bundle the results of numerous publications on beam
splitting models and corresponding quantum Markov chains and to provide a
common platform. We consider general interaction procedures with two outputs in
every time step n. Because of the history of origins we still call these procedures
generalized splittings, although they are more general interactions and not neces-
sarily splittings as described above. As far as possible, we do all calculations for
this generalized interaction procedure.
Many of the quoted papers [19, 24, 33] consider only diffuse reference measures ν
on the phase space, i.e. ν(x) = 0 for all singletons x ∈ G. [32] does not use this
restriction.
In this work we use general locally finite reference measures, atoms are allowed.
For the models described above we will discuss the following questions:
1. Given an initial state ω0, what does the state ωn at time n look like? Can it
be described in an explicit form?
What shape does the position distribution of the state ωn assume?
2. Which states ω are stationary (ω = ωn for all n ∈ N)? Such states describe
equilibrium systems.
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3. For which initial states ω do the states ωn converge in some sense towards a
stationary state as n tends to ∞?
Now we want to give the structure of this work and the contents of the chapters.
The first two chapters provide the necessary notions from quantum mechanics and
point process theory. Chapter 1 contains the mainly algebraic part coming from
quantum mechanics. Basic notions like transition expectation, quantum Markov
chain and the quasilocal algebra are introduced. Hereby we follow mainly [2, 3, 8].
In chapter 2 we define the symmetric Fock space in the language of point process
theory and prepare technical tools, especially for using also atomic reference mea-
sures. We introduce generalized binomial coefficients and prove the corresponding
calculation rules in detail to handle multiplicities in the point configurations
([32, 28]). We give also a complete proof of the so-called
∑∫
- Lemma for the case
of atomic reference measure ([30, 17, 24, 35, 36]).
Chapter 3 describes the generalization of the beam splitting procedures considered
in [26, 32, 27, 28]. In section 3.1 we define transition expectations EU1,U2 to model a
quantum measurement process with additional independent inner evolutions of the
quantum system and the measurement apparatus (given by isometric operators U1
and U2). We compute the transition expectation EnU1,U2 corresponding to the nth
step in a chain of such generalized splitting procedures (Prop. 3.4 and Prop. 3.6). In
section 3.2 we consider quantum Markov chains with transition expectation EU1,U2 .
The quantum Markov chain describes the behaviour of the measurement apparatus.
We give descriptions of the states ωU1,U2n] up to time n (Prop. 3.10 and Prop. 3.12)
and ωU1,U2n at time n (Prop. 3.13 and Prop. 3.14) of the quantum Markov chain.
In section 3.3 we develop explicit formulae for the corresponding position distrib-
utions. Proposition 3.21 characterizes the position distribution at time n using a
recursive representation of stochastic kernels.
Finally, in section 3.4 the so-called geometric splitting ([27, 32]) is discussed as
an example for a non-independent splitting. We give a detailed description of the
splitting function g and develop a recursive formula for the position distribution
(Corollary 3.25). Furthermore, we find a special characterization of the position
distribution in step 1 (Corollary 3.26).
Chapter 4 includes the application of the results from chapter 3 to the independent
beam splitting. For this purpose we condense the results from [19, 26, 33, 32] and
give some proofs which were omitted there or only sketched. For instance, we give
the proof of a formula for the position distribution, containing a convolutional
representation, which was sketched in [32] (Lemma 4.12 and Proposition 4.13). In
section 4.3 we summarize some results on invariant normal states from [26] and
derive conclusions about the evolution of the measurement apparatus.
In chapter 5 infinite, locally finite systems, i.e. locally normal states on the quasi-
local algebra, are considered. On the basis of the results of [26] we discuss locally
normal states that are invariant under the beam splitting and the consequences for
the behaviour of the measurement process.
For normal and locally normal states only the vacuum state satisfies the invariance
equation. That’s why in chapter 6 we include the second quantizations of contraction
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operators in the splitting procedure to compensate the loss caused by the splitting
(as it was proposed in [26]). Section 6.1 contains the definition of the contraction
operators (with a representation different from the one in [26]) and describes their
properties. In section 6.2 we find a condition for invariance of a locally normal
coherent state under independent splitting with contraction (Prop. 6.11) and give
three examples for states fulfilling it. Finally, in section 6.3 we search for conditions
which ensure convergence to invariant states. We discuss an example analogue to
Example 5.1 in [26] and give another example for convergence to a non-vacuum
invariant state with a necessary and sufficient condition for this convergence (Prop.
6.21).
I want to take the opportunity to thank Wolfgang Freudenberg for his patient advice
and support during all stages of the work.
Further, I want to thank Volkmar Liebscher, Michael Skeide and Karl-Heinz Fichtner
for interesting discussions, uselful hints and explanations.
I am also indebted to Uwe Ja¨hnert for his technical support and the whole chair
of Probability Theory and Statistics at the Brandenburg University of Technology
Cottbus for the pleasant working atmosphere.
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Chapter 1
Notations and Basic Notions
In this section we will define some notions connected with the quantum measurement
process. Hereby, we will mainly follow [2] and [3].
The quantum measurement process results from an interaction between the quantum
system and the measurement apparatus.
Let A and B be C∗-algebras representing the algebra of observables of the quantum
system and the measurement apparatus, respectively. The measurement is described
by a larger system C of observables containing embeddings of A and B. The most
common choice for C is a fixed C∗-product B ⊗A.
Let H be a separable Hilbert space and D a von Neumann subalgebra of the algebra
L(H) of all bounded linear operators on H. Since we will only consider algebras
contained in von Neumann algebras L(H), there will be a natural choice of the C∗-
tensor product (see [8], chapter 2.7.2). By Dn := D⊗n, n ≥ 1, we denote the n-fold
tensor product of D. Furthermore, we will assume that all C∗-algebras D considered
in the following possess an identity 1D. We set 1nD := 1
⊗n
D .
A STATE ω on a C∗-algebra D is a positive continuous linear functional on D with
‖ω‖ = 1. The set of all states on D is denoted by S(D).
1.1 Channels, Liftings and Transition Expecta-
tions
To describe the measurement process our general goal is to construct a map from
the state space of one system to the state space of another system. Such a map is
called a CHANNEL. We use the notion of special channels, the so-called LIFTINGS,
to characterize the measurement process. A lifting is a channel from the state space
of an algebra A to the state space of the algebra B⊗A. By the measurement a state
on A (i.e. the preparation of the quantum system) is transformed into a state of the
compound system B ⊗A, representing the whole system after the measurement.
Definition 1.1. Let A and B be C∗-algebras. A mapping E∗ : S(A) −→ S(B ⊗ A)
is called a LIFTING.
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Two important channels connected with the lifting E∗ are the following:
If the quantum system before the measurement was prepared according to the state
ρ, then
Λ∗A,E∗ : S(A) −→ S(A)
Λ∗A,E∗ρ(A) := (E∗ρ)(1B ⊗ A) (ρ ∈ S(A), A ∈ A) (1.1.1)
describes the state of the quantum system after the measurement characterized by
E∗ and
Λ∗B,E∗ : S(A) −→ S(B)
Λ∗B,E∗ρ(B) := (E∗ρ)(B ⊗ 1A) (ρ ∈ S(A), B ∈ B) (1.1.2)
describes the state of the measurement apparatus after the interaction with the
quantum system according to E∗.
Usually liftings are defined by duality from transition expectations.
Let for n ∈ N
n] := {1, ..., n}. (1.1.3)
Remember that we consider only algebras A, B equal or contained in von Neumann
algebras L(H).
Definition 1.2 (CP1). Let A and B be C∗-algebras. A linear mapping
E : B ⊗A −→ A is called TRANSITION EXPECTATION if it is completely posi-
tive and identity preserving, i.e. for all n ∈ N
n∑
j,k=1
B∗j E(C∗jCk)Bk ≥ 0 (Bl ∈ A, Cl ∈ B ⊗A, l ∈ n] )
and
E(1B ⊗ 1A) = 1A.
Transition expectations are used to construct quantum Markov chains as it was
shown in [2, 4].
A transition expectation of the form E = V∗(.)V with V being an isometry is called
ISOMETRIC TRANSITION EXPECTATION.
For a given transition expectation E : B⊗A −→ A we get the corresponding lifting
E∗ : S(A) −→ S(B ⊗A) by
[E∗ρ](C) := ρ(E(C)) (C ∈ B ⊗A, ρ ∈ S(A) ).
Because E is linear, completely positive and identity preserving, (E∗ρ) is a positive
linear functional with (E∗ρ)(1B ⊗ 1A) = 1.
Analogously, we get the linear maps
ΛA,E : A −→ A with
ΛA,E(A) := E(1B ⊗ A) (A ∈ A)
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and ΛB,E : B −→ A with
ΛB,E(B) := E(B ⊗ 1A) (B ∈ B).
ΛA,E describes the evolution of the quantum system.
ΛB,E describes the evolution of the measurement apparatus.
Especially important for us will be isometric transition expectations.
Lemma 1.3. Let A and B be C∗-algebras and E : B⊗A −→ A an identity preserving
linear map of the form E = V∗(.)V with an isometric operator V : A −→ B ⊗ A.
Then E is a transition expectation.
PROOF. For all Bl ∈ A, Cl ∈ B ⊗A, l ∈ n], n ∈ N we have
n∑
j,k=1
B∗j E(C∗jCk)Bk =
n∑
j,k=1
B∗jV∗(C∗jCk)VBk =
n∑
j,k=1
(CjVBj)∗(CkVBk)
=
n∑
j=1
(CjVBj)∗
n∑
k=1
(CkVBk) ≥ 0.
Hence E is completely positive and, because it is also identity preserving, a transition
expectation.
One can also include additional transformations of the quantum system and/or the
measurement equipment:
Lemma 1.4. Let E : B ⊗ A −→ A be given as in Lemma 1.3. Furthermore, let
V1 ∈ B, V2 ∈ A be isometric operators and K1 = V∗1 (.)V1 , K2 = V∗2 (.)V2 linear,
identity preserving maps.
Then K1 and K2 are transition expectations and EV1,V2 : B ⊗A −→ A with
EV1,V2(B ⊗ A) := E(K1(B)⊗K2(A)) = E(V∗1BV1 ⊗ V∗2AV2) (A ∈ A , B ∈ B)
is a transition expectation.
PROOF. The fact that K1 and K2 are transition expectations follows immediately
from Lemma 1.3.
Let A ∈ A, B ∈ B. Then
EV1,V2(B ⊗ A) = E(V∗1BV1 ⊗ V∗2AV2) = V∗(V∗1BV1 ⊗ V∗2AV2)V
= V∗(V∗1 ⊗ 1A)(1B ⊗ V∗2 )(B ⊗ A)(1B ⊗ V2)(V1 ⊗ 1A)V
=
(
(1B ⊗ V2)(V1 ⊗ 1A)V
)∗
(B ⊗ A)(1B ⊗ V2)(V1 ⊗ 1A)V
= V̂∗(B ⊗ A)V̂
with V̂ := (1⊗ V2)(V1 ⊗ 1)V . Hence, EV1,V2 = V̂∗(·)V̂ .
To apply Lemma 1.3 we still have to show that EV1,V2 is identity preserving and that
V̂ is an isometry. Since V , V1 and V2 are isometries we have
EV1,V2(1B ⊗ 1A) = V∗(V∗11BV1 ⊗ V∗21AV2)V = V∗(V∗1V1 ⊗ V∗2V2)V = V∗V = 1A.
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and
V̂∗V̂ = V∗(V∗1 ⊗ 1A)(1B ⊗ V∗2 )(1B ⊗ V2)(V1 ⊗ 1A)V
= V∗(V∗1 ⊗ 1A)(1B ⊗ V∗2V2)(V1 ⊗ 1A)V = V∗(V∗1 ⊗ 1A)(V1 ⊗ 1A)V
= V∗(V∗1V1 ⊗ 1A)V = V∗V = 1A.
Applying Lemma 1.3 we obtain that EV1,V2 is a transition expectation.
EV1,V2 is a model for an interaction of the quantum system with the measurement
apparatus and additional independent evolutions of the system and the measure-
ment equipment. We will use it in section 3.1.
For the description of repeated measurements we still need some more preparations.
Let for j = 1, 2 Uj be C∗-algebras and Fj : Uj ⊗ A −→ A transition expectations.
Then we define a map F1 ? F2 : U1 ⊗ U2 ⊗A −→ A by
(F1 ? F2)(U1 ⊗ U2 ⊗ A) := F1(U1 ⊗F2(U2 ⊗ A)) (Uj ∈ Uj, A ∈ A).
Remark 1.5. From the definition of F1 ? F2 we see that it is again a transition
expectation, because the relevant properties of F1 and F2 are preserved.
Now we will consider sequences of measurements.
Let n ∈ N and Bn be a C∗-algebra representing the observables of the measurement
apparatus at the n-th measurement. Furthermore, let En : Bn ⊗ A −→ A be a
transition expectation. By B[k,n], k ≤ n, we denote the C∗-tensor product Bk⊗ . . .⊗
Bn. Then we define E [k,n] : B[k,n] ⊗A −→ A by
E [k,n](Bk ⊗ . . .⊗Bn ⊗ A) := Ek(Bk ⊗ Ek+1(Bk+1 ⊗ . . .⊗ En(Bn ⊗ A) . . .), (1.1.4)
E [k,k] := Ek, Ek] := E [1,k]. (1.1.5)
From this we get immediately
En+m] = En] ? E [n+1,n+m] = Em] ? E [m+1,m+n].
For Bn = B , En = E for all n we have En] = E?n.
1.2 The Quasilocal Algebra and Quantum
Markov Chains
Now let H be a separable Hilbert space and for all n ∈ N A and Bn von Neumann
subalgebras of L(H). According to [8], chapter 2.7.2, there is a natural choice for a
C∗-tensor product.
We will use transition expectations to construct quantum Markov chains, [3, 4].
We will see that in Definition 1.2, the second condition ensures that states are
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mapped into states. The first one is necessary for mapping normal states into
normal ones.
By Λ
[k,n]
Q : A −→ A
Λ
[k,n]
Q (A) := E [k,n](1B[k,n] ⊗ A)
= E [k,n](1Bk ⊗ . . .⊗ 1Bn ⊗ A)
= Ek(1Bk ⊗ Ek+1(1Bk+1 ⊗ . . .⊗ En(1Bn ⊗ A) . . .)
with A ∈ A we can describe the evolution of the quantum system from time k to n.
By Λ
[k,n]
M : B[k,n] −→ A
Λ
[k,n]
M (B1 ⊗ . . .⊗Bn) := E [k,n](B1 ⊗ . . .⊗Bn ⊗ 1A)
= E [k,n](Bk ⊗ . . .⊗Bn ⊗ 1A)
= Ek(Bk ⊗ Ek+1(Bk+1 ⊗ . . .⊗ En(Bn ⊗ 1A) . . .)
with Bk ⊗ . . . ⊗ Bn ∈ B[k,n] we can describe the evolution of the measurement
apparatus from time k to n.
If an initial state τ ∈ S(A) is given, the state ω1 ∈ S(B1),
ω1(B) := τ ◦ ΛB1,E1(B) = τ(E1(B ⊗ 1A)) (B ∈ B1)
describes the state of the measurement apparatus after the first measurement. For
all 1 ≤ k ≤ n there is a state ω[k,n] on B[k,n] with
ω[k,n](B[k,n]) = τ(E [k,n](B[k,n] ⊗ 1A)) (B[k,n] ∈ B[k,n]),
which describes the measurement process between the k-th and the n-th measure-
ment.
Now let Bn = B for all n ∈ N and Bm for m ∈ N the m-times tensor product of B.
Let C = ⊗
N
B the C∗-tensor product of a countable set of copies of B. C has the
following properties ([8], sec. 2.7.2):
(i) For each n ∈ N there exists an embedding jn : B −→ C (being the canon-
ical identification of B with the n-th factor in C) such that for all m ∈ N
j[1,m] = j1 ⊗ . . .⊗ jm : Bm −→ C is a ∗ - isomorphism from Bm onto the range
j[1,m](Bm) satisfying for all B1, . . . , Bm ∈ B
‖j[1,m](B1 ⊗ . . .⊗Bm)‖ = ‖B1‖ · . . . · ‖Bm‖.
(ii) C is the norm closure of the algebra generated by all jn(B), n ∈ N, B ∈ B.
If we denote by J the family of finite subsets of N and for I ∈ J by CI the algebra
generated by {jn(B) : B ∈ B, n ∈ I} then for all I1, I2 ∈ J with I1 ⊆ I2 we get
CI1 ⊆ CI2 and CI1 and CI2 commute whenever I1 and I2 are disjoint. Because of
C =
⋃
I∈J
CI
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(see (ii) ), the pair [C, (CI)I∈J ] represents a QUASILOCAL ALGEBRA in the sense
of [8].
For each I ∈ J the algebra CI is isomorphic to B|I|, where |I| is the cardinality of I.
This means in particular that Cn] is isomorphic to Bn.
The algebras CI are called algebras of local oberservables or simply LOCAL ALGE-
BRAS.
Remark 1.6. The embeddings of B[k,n] in C represent the local algebras. The local
states ω[k,n] on B[k,n] are compatible in the sense that for all 1 ≤ k ≤ m ≤ n
ω[k,n](B[k,m] ⊗ 1B[m+1,n]) = ω[k,m](B[k,m]) (B[k,m] ∈ B[k,m]).
So, to each initial state τ ∈ S(A) there exists a unique state ω ∈ S(C) such that for
all n ∈ N
ωn](Bn]) = ω(Bn] ⊗ 1B ⊗ 1B ⊗ . . .) (Bn] ∈ Bn]). (1.2.1)
ω is called quantum Markov chain:
Definition 1.7. Let τ be a state on A and (En)n∈N a sequence of transition ex-
pectations from B ⊗ A to A. The state ω on C = ⊗
N
B defined uniquely by (1.2.1)
with
ωn] = τ(En](.⊗ 1A)) (1.2.2)
and En] defined in (1.1.5) is called the QUANTUM MARKOV CHAIN associated to
the pair (τ, (En)∞n=1). If for each n there holds En = E, then we speak of a HOMO-
GENEOUS quantum Markov chain. The state τ is called the INITIAL STATE, the
En are called the transition expectations of the quantum Markov chain.
Normal states represent states of finite boson systems.
Definition 1.8. A state ω ∈ S(B) is called NORMAL STATE if there exists a
DENSITY MATRIX K, i.e. a positive trace class operator on H with TrK = 1
such that
ω(A) = Tr(KA)
for all A ∈ B.
ω is normal if and only if it is σ-weakly continuous ([8], Theorem 2.4.21).
Locally normal states describe states of infinite boson systems that are locally finite.
The restriction of a locally normal state to a local algebra CI can be identified with a
normal state on the Fock space over the bounded region corresponding to the index
set I.
Definition 1.9. A state ω ∈ S(C) is called LOCALLY NORMAL STATE if for
each n ∈ N the restriction of ω to Cn] is a normal state, i.e. there exists a normal
state ωn] ∈ S(Bn) such that
ω
( n∏
i=1
ji(Bi)
)
= ωn]
( n⊗
i=1
Bi
)
(Bi ∈ B, i ∈ n]).
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Remark 1.10. If τ is a normal state on A, then the quantum Markov chain asso-
ciated with τ and (En)∞n=1 is a locally normal state on C.
In the following we will look for normal and locally normal states that are invariant
under a certain mapping.
Definition 1.11. Let A be a C∗-algebra, ω ∈ S(A) and Λ : A −→ A a linear
mapping.
Then ω is called INVARIANT STATE under the mapping Λ if
ω ◦ Λ = ω. (1.2.3)
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Chapter 2
Preparations
2.1 The Boson Fock Space
Let G be an arbitrary complete separable metric space and G the associated σ-
algebra of BOREL sets from G. The ring of all bounded BOREL sets from G is
denoted by B. Moreover, let ν be a locally finite measure on [G,G], i.e. ν(B) <∞
for all B ∈ B. By N0 := N∪ {0} we denote the set of all natural numbers including
zero. Let M be the set of all locally finite counting measures on [G,G], i.e.
M := {ϕ : ϕ is a measure on [G,G], ϕ(B) ∈ N0 for all B ∈ B}.
Each ϕ ∈ M is of the form ϕ = ∑
j∈J
δxj with an at most countable index set J ,
xj ∈ G for all j ∈ J and the sequence (xj)j∈J having no accumulation points. δx
denotes the Dirac measure in x. Each element of M describes a locally finite point
configuration in G. Multiple points are allowed, for example ϕ = 2δx1 + 3δx2 with
x1, x2 ∈ G is a valid point configuration. For two counting measures ϕˆ, ϕ ∈ M we
write ϕˆ ⊆ ϕ, if for all B ∈ B there holds ϕˆ(B) ≤ ϕ(B). This means that ϕˆ is a
subconfiguration of ϕ.
By supp ϕ := {x ∈ G : ϕ({x}) > 0} we denote the support of ϕ ∈M .
Let for ϕ ∈M |ϕ| := ϕ(G) be the number of points in the configuration ϕ (including
multiplicities).
M f denotes the set of all finite point configurations:
M f := {ϕ ∈M : |ϕ| <∞}.
The set {ϕ ∈ M : |ϕ| = n} of all n-point counting measures from M for n ∈ N is
denoted by Mn, hence, M
f =
∞⋃
n=0
Mn. Here, M0 = {o} is the set containing only the
zero measure o, i.e. the empty configuration in M (o(G) = 0).
By Mm := {ϕ = (ϕ1, . . . , ϕm), ϕi ∈ M∀i ∈ m]} we denote the set of all m-
dimensional vectors with components for M .
The σ-algebra generated by all sets of the type {ϕ ∈ M : ϕ(B) = n} , B ∈ B ,
n ∈ N0, is denoted by M. It is the smallest σ-algebra making the map ϕ 7→ ϕ(B)
measurable for all B ∈ B.
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Definition 2.1. A probability measure on [M,M] is called a POINT PROCESS.
Usually such a measure is interpreted as distribution of a random point configuration
in G. An important example for a point process is the POISSON point process. For
details see [9], [25].
Definition 2.2. Let P be a point process on [M,M] and λ a locally finite measure
on [G,G]. P is called POISSON POINT PROCESS with intensity measure λ if for
all m ∈ N, pairwise disjoint B1, . . . , Bm ∈ B and k1, . . . , km ∈ N
P ({ϕ : ϕ(B1) = k1, . . . , ϕ(Bm) = km}) =
m∏
j=1
exp
(
−λ(Bj)
)
· λ(Bj)
kj
kj!
. (2.1.1)
Now we define a σ-finite measure F on [M,M].
Definition 2.3. For Y ∈M let
F (Y ) := χY (o) +
∞∑
n=1
1
n!
∫
Gn
νn(d[x1, . . . xn])χY
( n∑
j=1
δxj
)
. (2.1.2)
Here χY denotes the indicator function of a set Y ∈M.
Definition 2.4. The spaceM := L2(M,M, F ) is called the (SYMMETRIC) FOCK
SPACE over G according to the reference measure ν.
M is again a separable Hilbert space.
For all n ∈ N let Mn := M⊗n be the n-fold tensor product of the Hilbert space
M. Obviously, Mn can be identified with L2(Mn,Mn, F n).
By 〈., .〉Mn we will denote the scalar product in L2(Mn,Mn, F n).
Remark 2.5. Usually, the symmetric Fock space over H is defined as follows.
Let H be a separable Hilbert space. Then the symmetric Fock space over H is defined
by
Γ(H) :=
∞⊕
n=0
1√
n!
H⊗nsym
where H⊗0sym := C and for n ∈ N H⊗nsym is the n-fold symmetric tensor product of H,
i.e. the Hilbert subspace of H⊗n generated by vectors u⊗n, u ∈ H arbitrary.
Consequently,
Γ(H) =
{
(fn)n∈N0 : fn ∈ H⊗nsym,
∑
n∈N0
1
n!
‖fn‖2 <∞
}
.
The space M given in Definition 2.4 is isomorphic to Γ(L2(G, ν)) under the iso-
morphism I determined by
(Iu⊗n)(ϕ) := δn,|ϕ|
∏
x∈suppϕ
u(x)ϕ({x})
where δi,j denotes the Kronecker delta symbol.
For further details and proof see [28].
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2.2 Generalized Binomial Coefficients and
∑∫
-
Lemma
In many publications like [19] and [24] there are considered only diffuse measures
ν on [G,G], i.e. ν(x) = 0 for all singletons x ∈ G. In this work, like in [32], also
reference measures ν with atoms are allowed. For the point configurations this means
that there may exist multiple points, i.e. ϕ =
∑
j∈J kjδxj with kj > 1. Therefore,
some formulae must be supplemented by additional factors.
Definition 2.6. Let ϕ, ϕˆ ∈M with ϕˆ ⊆ ϕ. We define the number (ϕ
ϕˆ
) ∈ N by
(
ϕ
ϕˆ
)
:=

∏
x∈suppϕˆ
(
ϕ({x})
ϕˆ({x})
)
, ϕˆ 6= o,
1 , ϕˆ = o.
(2.2.1)
with
(
k
l
)
being the usual binomial coefficient.
Remark 2.7. We could as well use the definition(
ϕ
ϕ̂
)
:=
∏
x∈supp ϕ
(
ϕ({x})
ϕˆ({x})
)
, ϕ 6= o
where we form the product over all x ∈ supp ϕ. (For x /∈ supp ϕ̂ we get factors(
ϕ({x})
0
)
= 1.) Then we have to set additionally
(
o
o
)
:= 1. For countable phase space
G we could even use (
ϕ
ϕ̂
)
:=
∏
x∈G
(
ϕ({x})
ϕˆ({x})
)
, ϕ 6= o,
defining again
(
o
o
)
:= 1.
Now we give some properties of these generalized binomial coefficients.
For B ∈ G we denote by Bc := G \B the complement of B.
Lemma 2.8. Let n ∈ N, ϕ, ϕ1, ..., ϕn ∈ M . Furthermore, let for Borel sets B ∈ B
ϕ|B(.) := ϕ(B ∩ (.)) be the restriction of ϕ to B. Then there holds
(a) (
ϕ1 + ϕ2
ϕ1
)
=
(
ϕ1 + ϕ2
ϕ2
)
.
(b) For B ∈ B and ϕ1 ⊆ ϕ|B , ϕ2 ⊆ ϕ|Bc there holds(
ϕ
ϕ1 + ϕ2
)
=
(
ϕ|B + ϕ|Bc
ϕ1 + ϕ2
)
=
(
ϕ|B
ϕ1
)
·
(
ϕ|Bc
ϕ2
)
.
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(c)
n−1∏
k=1
(
ϕ1 + . . .+ ϕk+1
ϕ1 + . . .+ ϕk
)
=
∏
x∈G
[(ϕ1 + . . .+ ϕn)({x})]!
[ϕ1({x})]! · ... · [ϕn({x})]! .
PROOF. (a) For ϕ1 = o or ϕ2 = o there is nothing to prove.
Let ϕ1 6= o and ϕ2 6= o. For i, j ∈ N we have
(
i+j
i
)
=
(
i+j
j
)
. Using this, the definition
of the generalized binomial coefficients and Remark 2.7, we get(
ϕ1 + ϕ2
ϕ1
)
=
∏
x∈supp(ϕ1+ϕ2)
(
(ϕ1 + ϕ2)({x})
ϕ1({x})
)
=
∏
x∈supp(ϕ1+ϕ2)
(
(ϕ1({x}) + ϕ2({x})
ϕ1({x})
)
=
∏
x∈supp(ϕ1+ϕ2)
(
(ϕ1({x}) + ϕ2({x})
ϕ2({x})
)
=
∏
x∈supp(ϕ1+ϕ2)
(
(ϕ1 + ϕ2)({x})
ϕ2({x})
)
=
(
ϕ1 + ϕ2
ϕ2
)
.
(b) Because of B∪Bc = G and B∩Bc = ∅ there holds ϕ = ϕ|B+ϕ|Bc for all ϕ ∈M .
So for ϕ1 ⊆ ϕ|B and ϕ2 ⊆ ϕ|Bc we have supp(ϕ1 + ϕ2) = supp(ϕ1) ∪ supp(ϕ2) and
supp(ϕ1) ∩ supp(ϕ2) = ∅, i.e., x ∈ supp(ϕ1) ⇒ x /∈ supp(ϕ2) and x ∈ supp(ϕ2) ⇒
x /∈ supp(ϕ1). Therefore we have(
ϕ
ϕ1 + ϕ2
)
=
(
ϕ|B + ϕ|Bc
ϕ1 + ϕ2
)
=
∏
x∈supp(ϕ1+ϕ2)
(
ϕ|B({x}) + ϕ|Bc ({x})
ϕ1({x}) + ϕ2({x})
)
=
∏
x∈suppϕ1
(
ϕ|B({x}) + ϕ|Bc ({x})
ϕ1({x}) + ϕ2({x})
)
·
∏
x∈suppϕ2
(
ϕ|B({x}) + ϕ|Bc ({x})
ϕ1({x}) + ϕ2({x})
)
=
∏
x∈suppϕ1
(
ϕ|B({x})
ϕ1({x})
)
·
∏
x∈suppϕ2
(
ϕ|Bc ({x})
ϕ2({x})
)
=
(
ϕ|B
ϕ1
)
·
(
ϕ|Bc
ϕ2
)
.
(c) We know that for k ∈ N, n1, . . . , nk ∈ N0(
n1 + · · ·+ nk
n1 + . . .+ nk−1
)
·
(
n1 + . . .+ nk−1
n1 + . . .+ nk−2
)
· . . . ·
(
n1 + n2
n1
)
=
(n1 + . . .+ nk)!
n1! · . . . · nk! .
For ϕ1, . . . , ϕn ∈M we have
n−1∏
k=1
(
ϕ1 + . . .+ ϕk+1
ϕ1 + . . .+ ϕk
)
=
∏
x∈suppϕ
(
(ϕ1 + . . .+ ϕn)({x})
(ϕ1 + . . .+ ϕn−1)({x})
)(
(ϕ1 + . . .+ ϕn−1)({x})
(ϕ1 + . . .+ ϕn−2)({x})
)
...
(
(ϕ1 + ϕ2)({x})
ϕ1({x})
)
=
∏
x∈suppϕ
(
[(ϕ1 + ...+ ϕn)({x})]!
[ϕn({x})]! · [(ϕ1 + ...+ ϕn−1)({x})]!
· [(ϕ1 + ...+ ϕn−1)({x})]!
[ϕn−1({x})]! · [(ϕ1 + ...+ ϕn−2)({x})]! · ... ·
[(ϕ1 + ϕ2)({x})]!
[ϕ2({x})]! · [ϕ1({x})]!
)
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=
∏
x∈suppϕ
[(ϕ1 + . . .+ ϕn)({x})]!
[ϕ1({x})]! · ... · [ϕn({x})]! .
For comfortable working with functions of point configurations from M we need
some more preparations.
Lemma 2.9. For functions f : M ×M −→ C, m,n ∈ N, m ≤ n and ϕ ∈ Mn,
ϕ =
n∑
j=1
δxj , xj ∈ G, there holds
∑
ϕ̂⊆ϕ
|ϕ̂|=m
(
ϕ
ϕ̂
)
f(ϕ̂, ϕ− ϕ̂) =
∑
{i1...im}⊆{1,...n}
f(
m∑
j=1
δxij , ϕ−
m∑
j=1
δxij ). (2.2.2)
PROOF. By definition, ϕ ∈Mn is of the form ϕ =
n∑
j=1
δxj . Since in this representa-
tion not all xj are necessarily distinct, we rewrite it:
ϕ =
l∑
j=1
kjδyj with y1, . . . yl distinct , l ≤ n , kj ≥ 1 ∀j = 1, . . . , l ,
l∑
j=1
kj = n.
Let ϕ̂ ⊆ ϕ, |ϕ̂| = m. ϕ̂ is therefore of the form
ϕ̂ =
l∑
j=1
mjδyj with 0 ≤ mj ≤ kj ∀j = 1, . . . , l ,
l∑
j=1
mj = m.
Without loss of generality we may assume
x1 = x2 = . . . = xk1 = y1,
xk1+1 = xk1+2 = . . . = xk1+k2 = y2,
...
xl−1∑
j=1
kj+1
= x
(
l−1∑
j=1
kj)+2
= . . . = x l∑
j=1
kj
= yl.
Using these representations of ϕ and ϕ̂ we get for f :M ×M −→ C∑
{i1,...,im}⊆{1,...,n}
m∑
j=1
δxij
=ϕ̂
f(ϕˆ, ϕ− ϕˆ) =
∑
{i1,...,im}⊆{1,...,n}
m∑
j=1
δxij
=ϕ̂
f(
m∑
j=1
δxij , ϕ−
m∑
j=1
δxij )
=
∑
{i1,...,im1}⊆{1,...,k1}
{im1+1,...,im1+m2}⊆{k1+1,...,k1+k2}
...
{i
(
l−1∑
j=1
mj)+1
,...,m}⊆{(
l−1∑
j−1
kj)+1,...,n}
f(
m∑
j=1
δxij , ϕ−
m∑
j=1
δxij )
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=(
k1
m1
)(
k2
m2
)
. . .
(
kl
ml
)
f(ϕ̂, ϕ− ϕ̂) =
(
ϕ
ϕ̂
)
f(ϕ̂, ϕ− ϕ̂).
This implies∑
ϕˆ⊆ϕ
|ϕˆ|=m
(
ϕ
ϕ̂
)
f(ϕ̂, ϕ− ϕ̂) =
∑
ϕˆ⊆ϕ
|ϕˆ|=m
∑
{i1,...,im}⊆{1,...,n}
m∑
j=1
δxij
=ϕ̂
f(ϕˆ, ϕ− ϕˆ)
=
∑
{i1,...,im}⊆{1,...,n}
f(
m∑
j=1
δxij , ϕ−
m∑
j=1
δxij ).
Corollary 2.10. For all functions h : N× N −→ C and all ϕ ∈M f there holds∑
ϕ̂⊆ϕ
(
ϕ
ϕ̂
)
h(|ϕ̂|, |ϕ− ϕ̂|) =
|ϕ|∑
k=0
(|ϕ|
k
)
h(k, |ϕ| − k). (2.2.3)
Particularly, for all a, b ∈ C we have∑
ϕ̂⊆ϕ
(
ϕ
ϕ̂
)
a|ϕ̂|b|ϕ−ϕ̂| = (a+ b)|ϕ|. (2.2.4)
PROOF. From Lemma 2.9 we get also for h : N× N −→ C and ϕ ∈Mn∑
ϕ̂⊆ϕ
|ϕ̂|=m
(
ϕ
ϕ̂
)
h(|ϕ̂|, |ϕ− ϕ̂|) =
∑
{i1...im}⊆{1,...n}
h(m,n−m) =
(
n
m
)
h(m,n−m). (2.2.5)
By summing up over all m ∈ {0, . . . , n} we get the first statement. The second
statement follows immediately from the first one by applying the Binomial Theorem.
The following proposition will be the basis for many proofs, replacing integration
over Mn (with respect to F n) by integration over M (with respect to F ).
The parts (b) for n = 2 and (d) for arbitrary n ∈ N, n ≥ 2 are often called∑∫
- Lemma. The proof for n = 2 was for instance given in [30], for the case of
reference measure ν without atoms see also [17], [24], [35], [36].
We will give the complete proof for the general case of atomic reference measure ν
and arbitrary n ∈ N, n ≥ 2.
Proposition 2.11.
(a) Let n,m ∈ N0, h : M ×M −→ C be a function integrable with respect to F 2
(or ≥ 0). Then∫
Mn
F (dϕ2)
∫
Mm
F (dϕ1)h(ϕ1, ϕ2) =
∫
Mm+n
F (dϕ)
∑
ϕˆ⊆ϕ
|ϕ|=m
(
ϕ
ϕˆ
)
h(ϕˆ, ϕ− ϕˆ).
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(b) Let h : M ×M −→ C be a function integrable with respect to F 2 (or ≥ 0).
Then ∫
F (dϕ1)
∫
F (dϕ2)h(ϕ1, ϕ2) =
∫
F (dϕ)
∑
ϕˆ⊆ϕ
(
ϕ
ϕˆ
)
h(ϕˆ, ϕ− ϕˆ).
(c) Let n ≥ 2, mi ∈ N for i ∈ n] and f : Mn −→ C be a function integrable with
respect to F n (or ≥ 0). Then∫
Mmn
...
∫
Mm1
F n(d[ϕ1, . . . ϕn])f(ϕ1, . . . , ϕn)
=
∫
Mm1+...+mn
F (dϕn)
∑
ϕ1⊆...⊆ϕn
|ϕ1|=m1
...
|ϕn−1|=m1+...mn−1
(
ϕn
ϕn−1
)
. . .
(
ϕ2
ϕ1
)
f(ϕ1, ϕ2 − ϕ1, . . . , ϕn − ϕn−1).
(d) Let n ≥ 2 and f : Mn −→ C be a function integrable with respect to F n (or
≥ 0). Then∫
...
∫
F n(d[ϕ1, . . . ϕn])f(ϕ1, . . . , ϕn)
=
∫
F (dϕn)
∑
ϕ1⊆...⊆ϕn
(
ϕn
ϕn−1
)(
ϕn−1
ϕn−2
)
. . .
(
ϕ2
ϕ1
)
f(ϕ1, ϕ2 − ϕ1, . . . , ϕn − ϕn−1)
=
∫
F (dϕ)
∑
ϕ1,...,ϕn:
ϕ1+...+ϕn=ϕ
∏
x∈G
[(ϕ1 + . . .+ ϕn)({x})]!
[ϕ1({x})]! · ... · [ϕn({x})]! · f(ϕ1, . . . , ϕn).
PROOF. (a) Let ϕ ∈ Mm+n. Then ϕ =
n+m∑
j=1
δxj , with not all xj being necessarily
distinct. Using Lemma 2.9 we get∫
Mm+n
F (dϕ)
∑
ϕˆ⊆ϕ
|ϕˆ|=m
(
ϕ
ϕˆ
)
h(ϕˆ, ϕ− ϕˆ)
=
1
(m+ n)!
∫
Gm+n
ν(dx1) . . . ν(dxm+n)
∑
{i1,...,im}
⊆{1,...,n+m}
h(
m∑
j=1
δxij ,
m+n∑
k=1
δxk −
m∑
j=1
δxij )
=
1
(m+ n)!
∑
{i1,...,im}
⊆{1,...,n+m}
∫
Gm+n
ν(dx1) . . . ν(dxm+n)h(
m∑
j=1
δxij ,
m+n∑
k=1
δxk −
m∑
j=1
δxij )
=
1
(m+ n)!
(
m+ n
m
) ∫
Gm+n
ν(dx1) . . . ν(dxm+n)h(
m∑
j=1
δxj ,
m+n∑
k=m+1
δxk)
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=
1
n!
∫
Gn
ν(dxm+1) . . . ν(dxm+n)
1
m!
∫
Gm
ν(dx1) . . . ν(dxm)h(
m∑
j=1
δxj ,
m+n∑
k=m+1
δxk)
=
∫
Mn
F (dϕ2)
∫
Mm
F (dϕ1)h(ϕ1, ϕ2).
This proves (a).
(b) According to definition there holds M f =
∞⋃
n=0
Mn and F (M \M f ) = 0. From
this and (a) we conclude∫
M
F (dϕ2)
∫
M
F (dϕ1)h(ϕ1, ϕ2) =
∞∑
n,m=0
∫
Mn
F (dϕ2)
∫
Mm
F (dϕ1)h(ϕ1, ϕ2)
=
∞∑
m,n=0
∫
Mm+n
F (dϕ)
∑
ϕˆ⊆ϕ
|ϕˆ|=m
(
ϕ
ϕˆ
)
h(ϕˆ, ϕ− ϕˆ) =
∞∑
n=0
n∑
m=0
∫
Mn
F (dϕ)
∑
ϕˆ⊆ϕ
|ϕˆ|=m
(
ϕ
ϕˆ
)
h(ϕˆ, ϕ− ϕˆ)
=
∞∑
n=0
∫
Mn
F (dϕ)
n∑
m=0
∑
ϕˆ⊆ϕ
|ϕˆ|=m
(
ϕ
ϕˆ
)
h(ϕˆ, ϕ− ϕˆ) =
∞∑
n=0
∫
Mn
F (dϕ)
∑
ϕˆ⊆ϕ
(
ϕ
ϕˆ
)
h(ϕˆ, ϕ− ϕˆ)
=
∫
M
F (dϕ)
∑
ϕˆ⊆ϕ
(
ϕ
ϕˆ
)
h(ϕˆ, ϕ− ϕˆ).
Hence, (b) holds true.
(c) For n = 2 we get the statement immediately from (a).
Now let for n ≥ 2 and f :Mn−1 −→ C∫
Mmn−1
...
∫
Mm1
F n−1(d[ϕ1, . . . ϕn−1])f(ϕ1, . . . , ϕn−1) (2.2.6)
=
∫
Mm1+...+mn−1
F (dϕn−1)
∑
ϕ1⊆...⊆ϕn−1
|ϕ1|=m1
...
|ϕn−2|=m1+...+mn−2
(
ϕn−1
ϕn−2
)
. . .
(
ϕ2
ϕ1
)
f(ϕ1, ϕ2 − ϕ1, . . . , ϕn−1 − ϕn−2).
From this, we get using (a) and (2.2.6)∫
Mm1+...+mn
F (dϕn)
∑
ϕ1⊆...⊆ϕn
|ϕ1|=m1
...
|ϕn−1|=m1+...+mn−1
(
ϕn
ϕn−1
)
. . .
(
ϕ2
ϕ1
)
f(ϕ1, ϕ2 − ϕ1, . . . , ϕn − ϕn−1)
=
∫
Mm1+...+mn
F (dϕn)
∑
ϕn−1⊆ϕn
|ϕn−1|=m1+...+mn−1
(
ϕn
ϕn−1
)
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∑
ϕ1⊆...⊆ϕn−1
|ϕ1|=m1
...
|ϕn−2|=m1+...+mn−2
(
ϕn−1
ϕn−2
)
. . .
(
ϕ2
ϕ1
)
f(ϕ1, ϕ2 − ϕ1, . . . , ϕn − ϕn−1)
=
∫
Mmn
F (dϕn)
∫
Mm1+...+mn−1
F (dϕn−1)
∑
ϕ1⊆...⊆ϕn−1
|ϕ1|=m1
...
|ϕn−2|=m1+...+mn−2
(
ϕn−1
ϕn−2
)
...
(
ϕ2
ϕ1
)
f(ϕ1, ϕ2 − ϕ1, ..., ϕn−1 − ϕn−2, ϕn)
=
∫
Mmn
F (dϕn)
( ∫
Mmn−1
F (dϕn−1) . . .
∫
Mm1
F (dϕ1)f(ϕ1, . . . , ϕn)
)
=
∫
Mmn
...
∫
Mm1
F n(d[ϕ1, . . . ϕn])f(ϕ1, . . . , ϕn).
hence, (c) is shown.
(d) We will prove this formula by induction. For n = 2 the statement follows imme-
diately from (b).
Now let for n ≥ 2 and f :Mn−1 −→ C∫
F (dϕn−1)...
∫
F (d(ϕ1)f(ϕ1, . . . , ϕn−1) (2.2.7)
=
∫
F (dϕn−1)
∑
ϕ1⊆...⊆ϕn−1
(
ϕn−1
ϕn−2
)
. . .
(
ϕ2
ϕ1
)
f(ϕ1, ϕ2 − ϕ1, . . . ϕn−1 − ϕn−2).
Using (2.2.7) and (a) we obtain for f :Mn −→ C∫
F (dϕn)...
∫
F (dϕ1)f(ϕ1, . . . , ϕn)
=
∫
F (dϕn)
∫
F (dϕn−1)
∑
ϕ1⊆...⊆ϕn−1
(
ϕn−1
ϕn−2
)
. . .
(
ϕ2
ϕ1
)
f(ϕ1, ϕ2 − ϕ1, . . . ϕn−1 − ϕn−2, ϕn)
=
∞∑
m,n=0
∫
Mn
F (dϕn)
∫
Mm
F (dϕn−1)
∑
ϕ1⊆...⊆ϕn−1
(
ϕn−1
ϕn−2
)
. . .
(
ϕ2
ϕ1
)
f(ϕ1, ϕ2−ϕ1,. . . , ϕn−1−ϕn−2, ϕn)
=
∞∑
m,n=0
∫
Mn+m
F (dϕn)
∑
ϕn−1⊆ϕn
|ϕn−1|=m
(
ϕn
ϕn−1
)
·
·
∑
ϕ1⊆...⊆ϕn−1
(
ϕn−1
ϕn−2
)
. . .
(
ϕ2
ϕ1
)
f(ϕ1, ϕ2 − ϕ1, . . . , ϕn − ϕn−1)
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=
∞∑
n=0
n∑
m=0
∫
Mn
F (dϕn)
∑
ϕn−1⊆ϕn
|ϕn−1|=m
(
ϕn
ϕn−1
)
·
·
∑
ϕ1⊆...⊆ϕn−1
(
ϕn−1
ϕn−2
)
. . .
(
ϕ2
ϕ1
)
f(ϕ1, ϕ2 − ϕ1, . . . , ϕn − ϕn−1)
=
∞∑
n=0
∫
Mn
F (dϕn)
n∑
m=0
∑
ϕn−1⊆ϕn
|ϕn−1|=m
(
ϕn
ϕn−1
)
·
·
∑
ϕ1⊆...⊆ϕn−1
(
ϕn−1
ϕn−2
)
. . .
(
ϕ2
ϕ1
)
f(ϕ1, ϕ2 − ϕ1, . . . , ϕn − ϕn−1)
=
∞∑
n=0
∫
Mn
F (dϕn)
∑
ϕn−1⊆ϕn
(
ϕn
ϕn−1
)
·
·
∑
ϕ1⊆...⊆ϕn−1
(
ϕn−1
ϕn−2
)
. . .
(
ϕ2
ϕ1
)
f(ϕ1, ϕ2 − ϕ1, . . . , ϕn − ϕn−1)
=
∫
M
F (dϕn)
∑
ϕn−1⊆ϕn
(
ϕn
ϕn−1
) ∑
ϕ1⊆...⊆ϕn−1
(
ϕn−1
ϕn−2
)
. . .
(
ϕ2
ϕ1
)
f(ϕ1, ϕ2 − ϕ1, . . . , ϕn − ϕn−1)
=
∫
M
F (dϕn)
∑
ϕ1⊆...⊆ϕn
(
ϕn
ϕn−1
)
. . .
(
ϕ2
ϕ1
)
f(ϕ1, ϕ2 − ϕ1, . . . , ϕn − ϕn−1).
Therefore, the first equation in (d) is shown. The second identity is a reformulation
of the first one using part (c) of Lemma 2.8.
2.3 Exponential Vectors, Convolution and the
Operators Dc and Sc
An important class of vectors from the Fock space M are the exponential vectors.
They are used to model coherent beams.
Definition 2.12. Given a function h : G −→ C, the function eh :M −→ C, defined
by
eh(ϕ) :=

∏
x∈suppϕ
h(x)ϕ({x}) for 0 < |ϕ| <∞,
1 for ϕ = 0,
0 else
is called EXPONENTIAL VECTOR generated by h.
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Observe that eh ∈M if and only if h ∈ L2(G, ν). In this case there holds
‖eh‖2 = exp(‖h‖2). (2.3.1)
Moreover, the linear span of the exponential vectors from M is dense in M.
So we can define bounded operators on M using only their restriction to the set of
exponential vectors [37].
We now give some useful properties of exponential vectors.
Lemma 2.13. Let f , g : G −→ C and ϕ1, ϕ2, ϕ ∈M . Then
ef (ϕ1 + ϕ2) = ef (ϕ1) · ef (ϕ2), (2.3.2)
ef+g (ϕ) =
∑
ϕˆ⊆ϕ
(
ϕ
ϕˆ
)
ef (ϕˆ) · eg (ϕ− ϕˆ), (2.3.3)
ef ·g (ϕ) = ef (ϕ) · eg (ϕ). (2.3.4)
PROOF. This follows immedeately from Definition 2.12 and the Binomial Theorem.
For more details see for example [30].
We use exponential vectors to define operators of second quantization [37].
Definition 2.14. Let T ∈ L(L2(G, ν)) with ‖T‖ ≤ 1.
The uniquely determined bounded operator Γ(T ) on M with
Γ(T )eh = eTh (h ∈ L2(G, ν) ) (2.3.5)
is called SECOND QUANTIZATION of T .
Remark 2.15. For S, T ∈ L(L2(G, ν)) with ‖S‖ ≤ 1, ‖T‖ ≤ 1 there hold
Γ(S)Γ(T ) = Γ(ST ) (2.3.6)
and
Γ(T )∗ = Γ(T ∗). (2.3.7)
For two arbitrary finite measures Q1 and Q2 on [M,M] we define the
CONVOLUTION Q1 ∗Q2:
(Q1 ∗Q2)(Y ) :=
∫
M
Q1(dϕ1)
∫
M
Q2(dϕ2)χY (ϕ1 + ϕ2) (Y ∈M).
For n ≥ 2 measures the convolution is defined by induction:
n∗
j=1
Qj := (...(Q1 ∗Q2) ∗Q3) ∗ . . . ∗Qn).
We recall some properties of the convolution. For more details see [5], chapter 24.
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Remark 2.16. Let Q1, Q2, Q3 be finite measures on [M,M] and a ∈ [0,∞),
ϕ1, ϕ2 ∈M .
(a) Q1 ∗ (Q2 +Q3) = Q1 ∗Q2 +Q1 ∗Q3,
(b) (Q1 ∗ (a ·Q2) = (a ·Q1) ∗Q2 = a · (Q1 ∗Q2)
(For point processes Q1, Q2 and a 6= 1 a · (Q1 ∗Q2) is not a point process but
only a finite measure on [M,M].),
(c) For Dirac measures δϕ1 and δϕ2 on [M,M] there holds
δϕ1 ∗ δϕ2 = δϕ1+ϕ2 ,
(d) δo ∗Q1 = Q1 ∗ δo = Q1.
Lemma 2.17. Let k, m ∈ N and a1, . . . , ak ∈ [0,∞) , ϕ1, . . . , ϕk ∈M . Then(
a1δϕ1 + . . .+ akδϕk
)∗m
=
∑
l1,...,lk≥0
l1+...+lk=m
(
m
l1
)(
m− l1
l2
)
. . .
(m− k−1∑
i=1
li
lk
)
al11 . . . a
lk
k · δl1ϕ1+...+lkϕk . (2.3.8)
In the special case k = 2 there follows
(a1δϕ1 + a2δϕ2)
∗m =
m∑
l=0
(
m
l
)
al1a
m−l
2 · δlϕ1+(m−l)ϕ2 .
PROOF. We will prove (2.3.8) by induction.
For m = 1 there is nothing to prove. For m = 2 we use the distributive law from
Remark 2.16 and get
(a1δϕ1 + . . .+ akδϕk)
∗2 =
k∑
l,m=0
alamδϕl+ϕm
=
∑
l1,...,lk≥0
l1+...+lk=2
(
2
l1
)(
2− l1
l2
)
. . .
(2− k−1∑
i=1
li
lk
)
al11 . . . a
lk
k δl1ϕ1+...+lkϕk .
Assume that for m ∈ N (2.3.8) holds. For m+ 1 we get
(a1δϕ1 + . . .+ akδϕk)
∗(m+1) = (a1δϕ1 + . . .+ akδϕk)
∗m ∗ (a1δϕ1 + . . .+ akδϕk)
=
(∑
l1,...,lk≥0
l1+...+lk=m
(
m
l1
)(
m− l1
l2
)
...
(m−k−1∑
i=1
li
lk
)
al11...a
lk
k · δl1ϕ1+...+lkϕk
)
∗(a1δϕ1 +. . .+ akδϕk)
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=
k∑
s=1
( ∑
l1,...,lk≥0
l1+...+lk=m
(
m
l1
)(
m− l1
l2
)
. . .
(m− k−1∑
i=1
li
lk
)
al11 . . . a
lk
k as · δl1ϕ1+...+lkϕk+ϕs
)
=
∑
l1,...,lk≥0
l1+...+lk=m+1
(
m+ 1
l1
)(
m+ 1− l1
l2
)
...
(m+ 1− k−1∑
i=1
li
lk
)
al11 ...a
lk
k · δl1ϕ1+...+lkϕk .
Now we introduce the compound Malliavin derivative and the compound Skorohod
integral.
Definition 2.18. The operator Dc : domDc → M2 given on the domain
domDc := {Ψ ∈M : ∫ F (dϕ)|Ψ(ϕ)|22|ϕ| <∞} by
DcΨ(ϕ1, ϕ2) := Ψ(ϕ1 + ϕ2) (Ψ ∈ domDc, ϕ1, ϕ2 ∈M) (2.3.9)
is called COMPOUND MALLIAVIN DERIVATIVE.
The operator Sc : domSc → M given on the domain
domSc := {Φ ∈M2 : ∫ F (dϕ1) ∫ F (dϕ2)|Φ(ϕ1, ϕ2)|2 · 2|ϕ1|+|ϕ2| <∞} by
ScΦ(ϕ) :=
∑
ϕˆ⊆ϕ
(
ϕ
ϕˆ
)
Φ(ϕˆ, ϕ− ϕˆ) (Φ ∈ domSc, ϕ ∈M) (2.3.10)
is called COMPOUND SKOROHOD INTEGRAL.
Lemma 2.19. domDc given in Definition 2.18 is the maximal domain of definition
of Dc.
PROOF. Let Ψ ∈ domDc. Using part (b) of Proposition 2.11 and Lemma 2.13 we
get
‖DcΨ‖2M2 =
∫
F (dϕ1)
∫
F (dϕ2)|DcΨ(ϕ1, ϕ2)|2=
∫
F (dϕ1)
∫
F (dϕ2)|Ψ(ϕ1 + ϕ2)|2
=
∫
F (dϕ)
∑
ϕ̂⊆ϕ
(
ϕ
ϕ̂
)
|Ψ(ϕ)|2 =
∫
F (dϕ)|Ψ(ϕ)|2
∑
ϕ̂⊆ϕ
(
ϕ
ϕ̂
)
e1(ϕ̂) · e1(ϕ− ϕ̂)
=
∫
F (dϕ)|Ψ(ϕ)|2e2(ϕ) =
∫
F (dϕ)|Ψ(ϕ)|2 · 2|ϕ|.
Corollary 2.20. For all functions g ∈ L2(G, ν) it holds eg ∈ domDc.
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PROOF. From Lemma 2.19 and (2.3.1) there follows
‖Dceg‖2 =
∫
F (dϕ)|eg(ϕ)|2 · 2|ϕ| =
∫
F (dϕ)|e√2g(ϕ)|2 = ‖e√2g‖2 = e2‖g‖
2
<∞.
Corollary 2.21. For all functions g, h ∈ L2(G, ν) it holds eg ⊗ eh ∈ domSc.
PROOF. From Corollary 2.20 there follows∫
F (dϕ1)
∫
F (dϕ2)|eg(ϕ1) · eh(ϕ2)|2 · 2|ϕ1|+|ϕ2|
=
(∫
F (dϕ1)|eg(ϕ1)|2 · 2|ϕ1|
)
·
(∫
F (dϕ2)|eh(ϕ2)|2 · 2|ϕ2|
)
= ‖Dceg‖2M2 · ‖Dceh‖2M2 <∞.
Remark 2.22. Dc and Sc are unbounded operators. For all Ψ ∈ domDc and all
Φ ∈ domSc we get
〈DcΨ,Φ〉M2 =
∫
F (dϕ2)
∫
F (dϕ1)DcΨ(ϕ1, ϕ2)Φ(ϕ1, ϕ2)
=
∫
F (dϕ2)
∫
F (dϕ1)Ψ(ϕ1 + ϕ2)Φ(ϕ1, ϕ2)
=
∫
F (dϕ)
∑
ϕˆ⊆ϕ
(
ϕ
ϕˆ
)
Ψ(ϕˆ+ ϕ− ϕˆ)Φ(ϕˆ, ϕ− ϕˆ)
=
∫
F (dϕ)Ψ(ϕ)
∑
ϕˆ⊆ϕ
(
ϕ
ϕˆ
)
Φ(ϕˆ, ϕ− ϕˆ) =
∫
F (dϕ)Ψ(ϕ)ScΦ(ϕˆ, ϕ− ϕˆ)
= 〈Ψ,ScΦ〉M,
hence, Dc and Sc are mutually adjoint.
On exponential vectors ef , eg with f ,g ∈ L2(G, ν) we get immediately from
Lemma 2.13
Dceg = eg ⊗ eg and (2.3.11)
Sc(ef ⊗ eg) = ef+g. (2.3.12)
Remark 2.23. We get the Malliavin derivative D on the Fock space from Dc by
restricting the first variable to one-point configurations, i.e.
DΨ(x, ϕ) = DcΨ(δx, ϕ) (Ψ ∈M, x ∈ G, ϕ ∈M).
The adjoint of D is described by
SΦ(ϕ) =
∫
ϕ(dx)ϕ({x})Φ(x, ϕ− δx).
For more details on Malliavin derivative and Skorohod integral see for instance [24,
18, 12].
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Proposition 2.24. Let n ∈ N and the mapping (Dc)n : dom(Dc)n −→Mn+1
be defined on the domain
dom(Dc)n = {Ψ ∈Mn : ∫ F n(d[ϕ1, . . . , ϕn])|Ψ(ϕ1, . . . ϕn)|2 · 2|ϕ1+...+ϕn| <∞} by
((Dc)nΨ)(ϕ0, . . . , ϕn) := Ψ(ϕ0 + . . .+ ϕn) (Ψ ∈ dom(Dc)n, ϕ0, . . . , ϕn ∈M).
(2.3.13)
Then (Dc)n can be expressed recursively by
(Dc)n = (1⊗ (Dc)n−1)Dc = (1n−1 ⊗Dc)(Dc)n−1 (n ≥ 2) (2.3.14)
(Dc)1 = Dc. (2.3.15)
where 1 := 1L(M).
PROOF. For n ∈ N, n ≥ 2, Ψ ∈M and ϕ0, . . . , ϕn ∈M we get
(1⊗ (Dc)n−1)DcΨ(ϕ0, . . . , ϕn) = (Dc)n−1(DcΨ(ϕ0, .))(ϕ1, . . . , ϕn)
= DcΨ(ϕ0, ϕ1 + . . .+ ϕn) = Ψ(ϕ0 + . . .+ ϕn) = (Dc)nΨ(ϕ0, . . . , ϕn)
and
(1n−1 ⊗Dc)(Dc)n−1Ψ(ϕ0, . . . , ϕn) = Dc((Dc)n−1Ψ(ϕ0, . . . , ϕn−1))(., ϕn)
= DcΨ(ϕ0 + . . .+ ϕn−1, ϕn) = Ψ(ϕ0 + . . .+ ϕn) = (Dc)nΨ(ϕ0, . . . , ϕn).
Remark 2.25. From Definition 2.18, Lemma 2.19 and Proposition 2.24 we see that
dom(Dc)n = {Ψ ∈M :
∫
F (dϕ)|Ψ(ϕ)|2 · (n+ 1)|ϕ| <∞} (2.3.16)
is the maximal domain of definition for (Dc)n.
On exponential vectors eh with h ∈ L2(G, ν) it holds (Dc)neh = (eh)⊗(n+1).
Proposition 2.26. Let n ∈ N and the mapping (Sc)n : dom(Sc)n −→M be defined
for Φ ∈ dom(Sc)n and ϕ ∈M by
((Sc)nΦ)(ϕ) :=
∑
ϕ0+...+ϕn=ϕ
n∏
k=0
(
ϕ0 + . . .+ ϕk+1
ϕ0 + . . .+ ϕk
)
Φ(ϕ0, . . . , ϕn) (2.3.17)
=
∑
ϕ0⊆...⊆ϕn=ϕ
(
ϕ1
ϕ0
)
. . .
(
ϕn
ϕn−1
)
Φ(ϕ0, ϕ1 − ϕ0, . . . , ϕn − ϕn−1) (2.3.18)
with
dom(Sc)n := {Φ ∈Mn+1 :
∫
F n+1(dϕ)|Φ(ϕ)|2 · (n+1)|ϕ1|+...+|ϕn+1| <∞}, (2.3.19)
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where ϕ := (ϕ1, . . . , ϕn+1) with ϕk ∈M for k ∈ (n+ 1)].
Then (Dc)n and (Sc)n are mutually adjoint.
(Sc)n can be expressed recursively by
(Sc)n = Sc(1⊗ (Sc)n−1) = (Sc)n−1(1n−1 ⊗ Sc) (n ≥ 2) (2.3.20)
(Sc)1 = Sc. (2.3.21)
where 1 := 1L(M).
PROOF. Let Ψ ∈ dom(Dc)n and Φ ∈ dom(Sc)n. Using part (d) of Proposition 2.11
we get
〈(Dc)nΨ,Φ〉Mn+1 =
∫
F (dϕ1) . . .
∫
F (dϕn+1)(Dc)nΨ(ϕ1, . . . , ϕn+1)Φ(ϕ1, . . . , ϕn+1)
=
∫
F (dϕ1) . . .
∫
F (dϕn+1)Ψ(ϕ1 + . . .+ ϕn+1)Φ(ϕ1, . . . , ϕn+1)
=
∫
F (dϕn+1)
∑
ϕ1⊆...⊆ϕn+1
(
ϕ2
ϕ1
)
. . .
(
ϕn+1
ϕn
)
Ψ(ϕn+1)Φ(ϕ1, ϕ2 − ϕ1, . . . , ϕn+1 − ϕn)
=
∫
F (dϕn+1)Ψ(ϕn+1)
∑
ϕ1⊆...⊆ϕn+1
(
ϕ2
ϕ1
)
. . .
(
ϕn+1
ϕn
)
Φ(ϕ1, ϕ2 − ϕ1, . . . , ϕn+1 − ϕn)
=
∫
F (dϕ)Ψ(ϕ)(Sc)nΦ(ϕ) = 〈Ψ, (Sc)nΦ〉M.
Hence, (Dc)n and (Sc)n are mutually adjoint.
From this and (2.3.14) there follows for all n ≥ 2
(Sc)n = [(Dc)n]∗ = [(1⊗ (Dc)n−1)Dc]∗ = (Dc)∗[(1⊗ ((Dc)n−1)∗] = Sc(1⊗ (Sc)n−1)
and
(Sc)n = [(Dc)n]∗ = [(1n−1 ⊗Dc)(Dc)n−1]∗ = [(Dc)n−1]∗(1n−1 ⊗ (Dc)∗)
= (Sc)n−1(1n−1 ⊗ Sc).
Remark 2.27. From Definition 2.18, Corollary 2.21 and Proposition 2.26 we
see that for all n ∈ N tensor products eh1 ⊗ · · · ⊗ ehn+1 of exponential vectors
with h1, . . . , hn+1 from L2(G, ν) are contained in dom(Sc)n. In this case it holds
(Sc)neh1 ⊗ . . .⊗ ehn+1 = eh1+...+hn+1.
Definition 2.28. Let n ∈ N. For functions f : Mn −→ C we denote by Of the
operator of multiplication by f , i.e.
OfΦ(ϕ) := f(ϕ) · Φ(ϕ) (Φ ∈Mn, ϕ ∈Mn) (2.3.22)
where Mn := {ϕ = (ϕ1, . . . , ϕn) ; ϕi ∈ M ∀i ∈ n]} denotes the set of all n-
dimensional vectors with components from M .
In the case where f = χY is the indicator function of a set Y ∈ Mn we will write
OY instead of OχY .
31
Chapter 3
Generalized Splitting Procedures
3.1 Definition and Basic Properties
In this chapter we will consider transition expectations and corresponding quantum
Markov chains resulting from generalizations of beam splitting procedures.
The initial point for the investigation of such quantum Markov chains were those
originating from independent beam splittings [24, 26, 19]. Later this model was
expanded to dependent splittings [27, 32].
Now we consider general interaction procedures with one input and two outputs in
every step. These procedures in general are no beam splittings, but in consideration
of the history of origin we will call them generalized splitting procedures.
We will define transition expectations E on B ⊗ A with A = B = L(M). To
distinguish better between the quantum system and the measurement apparatus,
we will still use the notations A and B for the algebras of observables of the
quantum system and the measurement apparatus, respectively.
First we define the bounded operator V fromM toM2 that plays a basic role in the
definition of the transition expectations. For this we need a so-called SPLITTING
FUNCTION g.
Let g :M ×M −→ C be a function satisfying
∑
ϕ̂⊆ϕ
(
ϕ
ϕ̂
)
|g(ϕ̂, ϕ− ϕ̂)|2 = 1 for F -almost all ϕ ∈M. (3.1.1)
We define the bounded operator V :M−→M2 on M by
V Ψ(ϕ1, ϕ2) := g(ϕ1, ϕ2) ·Ψ(ϕ1 + ϕ2) (Ψ ∈M , ϕ1, ϕ2 ∈M). (3.1.2)
With the multiplication operator Og given in Definition 2.28 and the compound
Malliavin derivative defined in (2.3.9) we can write
V = OgDc. (3.1.3)
32
Lemma 3.1. Let V be defined according to (3.1.2). Then
(a) V is an isometry iff (3.1.1) holds.
(b) Let (3.1.1) be fulfilled. Then the adjoint operator V∗ :M2 −→M of V is given
by
V∗Φ(ϕ) =
∑
ϕˆ⊆ϕ
(
ϕ
ϕˆ
)
g(ϕˆ, ϕ− ϕˆ)Φ(ϕˆ, ϕ− ϕˆ) (Φ ∈M2, ϕ ∈M) (3.1.4)
with g denoting the complex conjugate function of g.
PROOF. (a) Let Ψ ∈M. Then, according to Proposition 2.11,
‖VΨ‖2M2 =
∫
F (dϕ2)
∫
F (dϕ1)|g(ϕ1, ϕ2)|2|Ψ(ϕ1 + ϕ2)|2
=
∫
F (dϕ)
∑
ϕˆ⊆ϕ
(
ϕ
ϕˆ
)
|g(ϕˆ, ϕ− ϕˆ)|2|Ψ(ϕ)|2. (3.1.5)
” ⇐= ” : If (3.1.1) is valid then we have ‖Ψ‖2M =
∫
F (dϕ)|Ψ(ϕ)|2 = ‖VΨ‖2M2 for
all Ψ ∈M.
” =⇒ ” : Let ‖VΨ‖2M2 = ‖Ψ‖2M for all Ψ ∈ M. Because of (3.1.5) this implies
(3.1.1).
(b) Let Ψ ∈M and Φ ∈M2. Then, applying Proposition 2.11, we get
〈Φ,VΨ〉M2 =
∫
F (dϕ2)
∫
F (dϕ1)Φ(ϕ1, ϕ2)g(ϕ1, ϕ2)Ψ(ϕ1 + ϕ2)
=
∫
F (dϕ)
∑
ϕˆ⊆ϕ
(
ϕ
ϕˆ
)
Φ(ϕˆ, ϕ− ϕˆ)g(ϕˆ, ϕ− ϕˆ)Ψ(ϕ)
= 〈V∗Φ,Ψ〉M,
hence, V∗ is the adjoint operator of V .
Now we want to use V to define a transition expectation (as it was given in
Definition 1.2).
Remember that A = B = L(M).
Because V is an isometry, by
E(B ⊗ A) := V∗(B ⊗ A)V
there can be defined a transition expectation E : B ⊗ A −→ A
(as it was done in [24]).
Except for the interaction of the quantum system and the measurement apparatus
the whole system may undergo an additional evolution. In the most general case the
generalized splitting procedure could be described by E ◦W where W is a mapping
on B ⊗ A characterizing the additional transformation. More specific, W could be
of the type W = τU = U
∗(·)U with U ∈ B ⊗ A and U = U1 ⊗ U2. U1 and U2 are
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isometric operators on M describing independent evolutions of the measurement
apparatus and the quantum system, respectively.
System evolutions were considered in [19].
Now we define a new transition expectation EU1,U2 taking into account additional
transformations of the quantum system and the measurement apparatus.
Let EU1,U2 : B ⊗A −→ A be defined by
EU1,U2(B ⊗ A) := V∗(U∗1BU1 ⊗ U∗2AU2)V (A ∈ A , B ∈ B), (3.1.6)
where U1 and U2 are isometric operators on M. This ensures that EU1,U2 is again
completely positive and identity preserving:
Proposition 3.2. The mapping EU1,U2 defined by (3.1.6) with U1 and U2 being iso-
metric operators on M is an isometric transition expectation of the form
EU1,U2 = (VU1,U2)∗(·)VU1,U2
where
VU1,U2 := (U1 ⊗ U2)V and (VU1,U2)∗ := V∗(U∗1 ⊗ U∗2 ).
PROOF. Rewriting the definition of EU1,U2 we get for A ∈ A and B ∈ B
EU1,U2(B ⊗ A) := V∗(U∗1 ⊗ U∗2 )(B ⊗ A)(U1 ⊗ U2)V .
Consequently, EU1,U2 has the described form. From Lemma 3.1 we know that V
is an isometry. Because U1 and U2 are assumed to be isometric, this implies
(VU1,U2)∗VU1,U2 = 1A. Because of Lemma 1.4, EU1,U2 is a transition expectation.
Remark 3.3. Using the compound Malliavin derivative and compound Skorohod
integral given in Definition 2.18, we can write
VU1,U2 = (U1 ⊗ U2)OgDc, (3.1.7)
(VU1,U2)∗ = ScOg(U∗1 ⊗ U∗2 ) (3.1.8)
where Og is the operator of multiplication by the splitting function g.
Now we consider a sequence generalized splitting procedures according to the same
splitting rule. Let again A = B = L(M).
Proposition 3.4. Let n ∈ N, A ∈ A, B1, . . . Bn ∈ B and U1, U2 isometric operators
on M. The mapping EnU1,U2 : Bn ⊗A −→ A given by
EnU1,U2(B1 ⊗ . . .⊗Bn ⊗ A) := EU1,U2(B1 ⊗ En−1U1,U2(B2 ⊗ . . .⊗Bn ⊗ A)) (n ≥ 2)
E1U1,U2 := EU1,U2
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is an isometric transition expectation.
EnU1,U2 is of the form
EnU1,U2 = (VnU1,U2)∗ ( · ) VnU1,U2 ,
the isometry VnU1,U2 :M−→M⊗(n+1) is given inductively by
VnU1,U2 = (1B ⊗ Vn−1U1,U2)V1U1,U2 (n ≥ 2) (3.1.9)
V1U1,U2 = (U1 ⊗ U2)V . (3.1.10)
Moreover, for n ≥ 2 VnU1,U2 has the explicit form
VnU1,U2 = (1(n−1)B ⊗ VU,1)VU,n−1 (3.1.11)
=
n−1∏
k=0
(1(n−k−1)B ⊗ U1 ⊗ U2)(1(n−k−1)B ⊗ V). (3.1.12)
PROOF. First, let n = 2.
E2U1,U2(B1 ⊗B2 ⊗ A) = EU1,U2(B1 ⊗ EU1,U2(B2 ⊗ A))
= (V1U1,U2)∗(B1 ⊗ (V1U1,U2)∗(B2 ⊗ A)V1U1,U2)V1U1,U2
= (V1U1,U2)∗(1B ⊗ (V1U1,U2)∗)(B1 ⊗B2 ⊗ A)(1B ⊗ V1U1,U2)V1U1,U2
= (V2U1,U2)∗(B1 ⊗B2 ⊗ A)V2U1,U2 (3.1.13)
Now for n ∈ N let EnU1,U2 = (VnU1,U2)∗ ( · ) VnU1,U2 . Then
En+1U1,U2(B1 ⊗ . . .⊗Bn+1 ⊗ A) = EU1,U2(B1 ⊗ EnU1,U2(B2 ⊗ . . .⊗Bn+1 ⊗ A))
= EU1,U2
(
B1 ⊗ (VnU1,U2)∗(B2 ⊗ . . .⊗Bn+1 ⊗ A)VnU1,U2
)
= (V1U1,U2)∗
(
B1 ⊗ (VnU1,U2)∗(B2 ⊗ . . .⊗Bn+1 ⊗ A)VnU1,U2
)
V1U1,U2
= (V1U1,U2)∗(1B ⊗ (VnU1,U2)∗)(B1 ⊗ . . .⊗Bn+1 ⊗ A)(1B ⊗ VnU1,U2)V1U1,U2
= (Vn+1U1,U2)∗(B1 ⊗ . . .⊗Bn+1 ⊗ A)Vn+1U1,U2 .
Now we want to prove (3.1.11) by induction. For n = 2 the result follows from
(3.1.13). Furthermore, for n > 2
En+1U1,U2(B1 ⊗ . . .⊗Bn+1 ⊗ A) = EU1,U2(B1 ⊗ EnU1,U2(B2 ⊗ . . .⊗Bn+1 ⊗ A))
= (V1U1,U2)∗(B1 ⊗ (VnU1,U2)∗(B2 ⊗ . . .⊗Bn+1 ⊗ A)VnU1,U2)V1U1,U2
= (V1U1,U2)∗(B1 ⊗ (Vn−1U1,U2)∗(1n−1B ⊗ (V1U1,U2)∗)
(B2 ⊗ . . .⊗Bn+1 ⊗ A)(1n−1B ⊗ V1U1,U2)Vn−1U1,U2)V1U1,U2
= (V1U1,U2)∗(1B ⊗ (Vn−1U1,U2)∗(1n−1B ⊗ (V1U1,U2)∗)
(B1 ⊗ . . .⊗Bn+1 ⊗ A)(1B⊗(1n−1B ⊗ V1U1,U2)(1B ⊗ Vn−1U1,U2)))V1U1,U2
= (V1U1,U2)∗(1B ⊗ (Vn−1U1,U2)∗)(1nB ⊗ (V1U1,U2)∗)
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(B1 ⊗ . . .⊗Bn+1 ⊗ A)(1nB ⊗ V1U1,U2)(1B ⊗ Vn−1U1,U2)V1U1,U2
= (VnU1,U2)∗(1nB ⊗ (V1U1,U2)∗)(B1 ⊗ . . .⊗Bn+1 ⊗ A)(1nB ⊗ V1U1,U2)VnU1,U2 .
Hence,
Vn+1U1,U2 = (1nB ⊗ V1U1,U2)VnU1,U2 = (1B ⊗ VnU1,U2)V1U1,U2 .
Now we prove (3.1.12). First let n = 2.
V2U1,U2 = (1B ⊗ V1U1,U2)V1U1,U2 = (1B ⊗ U1 ⊗ U2)(1B ⊗ V)(U1 ⊗ U2)V .
Now for n ∈ N suppose VnU1,U2 =
n−1∏
k=0
(1(n−k−1)B ⊗ U1 ⊗ U2)(1(n−k−1)B ⊗ V). Then
Vn+1U1,U2 = (1nB ⊗ V1U1,U2)VnU1,U2 = (1nB ⊗ V1U1,U2)
n−1∏
k=0
(1(n−k−1)B ⊗ U1 ⊗ U2)(1(n−k−1)B ⊗ V)
= (1nB ⊗ (U1 ⊗ U2)V)
n−1∏
k=0
(1(n−k−1)B ⊗ U1 ⊗ U2)(1(n−k−1)B ⊗ V)
= (1nB ⊗ U1 ⊗ U2)(1nB ⊗ V)
n−1∏
k=0
(1(n−k−1)B ⊗ U1 ⊗ U2)(1(n−k−1)B ⊗ V)
= (1nB ⊗ U1 ⊗ U2)(1nB ⊗ V)
n∏
k=1
(1(n−k)B ⊗ U1 ⊗ U2)(1(n−k)B ⊗ V)
=
n∏
k=0
(1(n−k)B ⊗ U1 ⊗ U2)(1(n−k)B ⊗ V).
Because VU1,U2 is an isometry this holds also for all VnU1,U2 . Lemma 1.4 implies thatEnU1,U2 is a transition expectation.
Corollary 3.5. Let U1 := 1B, U2 := 1A and En := En1B,1A be defined as in Proposi-
tion 3.4. Then the isometric transition expectation EnU1,U2 is of the form
En1B,1A = En = V∗n(·)Vn
with V1 = V and for n ≥ 2
Vn = Vn1B,1A = (1B ⊗ Vn−1)V =
n−1∏
k=0
(1n−k−1B ⊗ V).
PROOF. This follows immediately from Proposition 3.4.
Proposition 3.6. Let for n ∈ N the mapping Vn = Vn1B,1A be defined as in Corollary
3.5. Furthermore, let the operators (Dc)n and (Sc)n be defined as in (2.3.13) and
(2.3.17), respectively. Then for Ψ ∈M, Φ ∈Mn+1 we get
VnΨ = Ogn(Dc)n (3.1.14)
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with gn :M
n+1 −→ C,
gn(ϕ0, . . . , ϕn) :=
n−1∏
k=0
g(ϕk, ϕk+1 + . . .+ ϕn), (3.1.15)
and
(Vn)∗Φ = (Sc)nOgn . (3.1.16)
PROOF. We will prove the first part by induction.
Let n = 2. According to Corollary 3.5 we have V2 = (1B ⊗ V)V . Hence for Ψ ∈ M,
ϕ0, ϕ1, ϕ2 ∈M
V2Ψ(ϕ0, ϕ1, ϕ2) = [(1B ⊗ V)VΨ](ϕ0, ϕ1, ϕ2) = V(VΨ(ϕ0, ·))(ϕ1, ϕ2)
= g(ϕ1, ϕ2) · VΨ(ϕ0, ϕ1 + ϕ2) = g(ϕ1, ϕ2) · g(ϕ0, ϕ1 + ϕ2) ·Ψ(ϕ0 + ϕ1 + ϕ2)
= g2(ϕ0, ϕ1, ϕ2) ·Ψ(ϕ0 + ϕ1 + ϕ2).
Now let n ∈ N and assume gn(ϕ0, . . . , ϕn) =
n−1∏
k=0
g(ϕk, ϕk+1 + . . . + ϕn) for all
ϕ0, . . . , ϕn ∈M . From Corollary 3.5 we know Vn+1 = (1B ⊗ Vn)V .
Let ϕ0, . . . , ϕn+1 ∈M and Ψ ∈M.
Vn+1Ψ (ϕ0, . . . , ϕn+1)
= [(1B ⊗ Vn)VΨ](ϕ0, . . . , ϕn+1) = Vn(VΨ(ϕ0, ·))(ϕ1, . . . , ϕn+1)
= gn(ϕ1, . . . , ϕn+1) · VΨ(ϕ0, ϕ1 + . . .+ ϕn+1)
= gn(ϕ1, . . . , ϕn+1) · g(ϕ0, ϕ1 + . . .+ ϕn+1) ·Ψ(ϕ0 + . . .+ ϕn+1)
=
n∏
k=1
g(ϕk, ϕk+1 + . . .+ ϕn+1) · g(ϕ0, ϕ1 + . . .+ ϕn+1) ·Ψ(ϕ0 + . . .+ ϕn+1)
=
n∏
k=0
g(ϕk, ϕk+1 + . . .+ ϕn) ·Ψ(ϕ0 + . . .+ ϕn+1)
= gn+1(ϕ0, . . . , ϕn+1)Ψ(ϕ0 + . . .+ ϕn+1).
So, the formula holds for all n ∈ N.
Now let n ∈ N, Ψ ∈ M, Φ ∈ Mn+1. Because of Corollary 3.5 and the first part of
the proof we get using Proposition 2.11 twice
〈Ψ,V∗nΦ〉M = 〈VnΨ,Φ〉Mn+1
=
∫
F n+1(d[ϕ0, . . . , ϕn])VnΨ(ϕ0, . . . , ϕn)Φ(ϕ0, . . . , ϕn)
=
∫
F n+1(d[ϕ0, . . . , ϕn])gn(ϕ0, . . . , ϕn)Ψ(ϕ0 + . . .+ ϕn) · Φ(ϕ0, . . . , ϕn)
=
∫
F (dϕn)
∑
ϕ0⊆...⊆ϕn
(
ϕ1
ϕ0
)
. . .
(
ϕn
ϕn−1
)
· gn(ϕ0, ϕ1 − ϕ0, . . . , ϕn − ϕn−1) ·
37
·Ψ(ϕn)Φ(ϕ0, ϕ1 − ϕ0, . . . , ϕn − ϕn−1)
=
∫
F (dϕ) Ψ(ϕ)
∑
ϕ1⊆...⊆ϕn⊆ϕ
(
ϕ2
ϕ1
)
. . .
(
ϕn
ϕn−1
)(
ϕ
ϕn
)
·
·gn(ϕ1, ϕ2 − ϕ1, . . . , ϕn − ϕn−1, ϕ− ϕn) · Φ(ϕ1, ϕ2 − ϕ1, . . . , ϕn − ϕn−1, ϕ− ϕn).
So, V∗nΦ has the above form.
Now we return to generalized splitting procedures described by a transition expec-
tation EU1,U2 with isometric operators U1, U2 from L(M).
Proposition 3.7. Let n ∈ N and U1, U2 isometric operators on M. Furthermore,
let VnU1,U2 defined as in Proposition 3.4, the function gn be defined by (3.1.15). Then
VnU1,U2 = (U⊗n1 ⊗ U2)Vn = (U⊗n1 ⊗ U2)Ogn(Dc)n (3.1.17)
where U⊗n1 is the operator on Mn given by
U⊗n1 (Ψ1 ⊗ . . .⊗Ψn) := U1Ψ1 ⊗ . . .⊗ U1Ψn (Ψi ∈M ∀i ∈ n]). (3.1.18)
The adjoint operator (VnU1,U2)∗ is given by
(VnU1,U2)∗ = V∗n((U∗1 )⊗n ⊗ U∗2 ) = (Sc)nOgn((U∗1 )⊗n ⊗ U∗2 ). (3.1.19)
PROOF. We prove (3.1.17) by induction. For n = 1 we get from (3.1.10) and Propo-
sition 3.6
V1U1,U2 = (U1 ⊗ U2)V = (U1 ⊗ U2)OgDc. (3.1.20)
Assume (3.1.17) holds for n ∈ N. Using (3.1.9) and (3.1.14) we get
Vn+1U1,U2 = (1⊗ VnU1,U2)V1U1,U2 = (1⊗ (U⊗n1 ⊗ U2)Vn)V1U1,U2
= (1⊗ (U⊗n1 ⊗ U2)Vn)(U1 ⊗ U2)V
= (U1 ⊗ (U⊗n1 ⊗ U2)Vn)V = (U⊗(n+1)1 ⊗ U2)(1⊗(n+1) ⊗ Vn)V
= (U
⊗(n+1)
1 ⊗ U2)Vn+1 = (U⊗(n+1)1 ⊗ U2)Ogn+1(Dc)n+1.
(VnU1,U2)∗ is calculated for n ∈ N using (3.1.17) and (6.1.11):
(VnU1,U2)∗ = [(U⊗n1 ⊗ U2)Vn]∗ = V∗n((U∗1 )⊗n ⊗ U∗2 ) = (Sc)nOgn((U∗1 )⊗n ⊗ U∗2 ).
Example 3.1. Let U1 := Oh1 and U2 := Oh2 with functions h1, h2 : M −→ C,
|h1(ϕ)| = 1 and |h2(ϕ)| = 1 for all ϕ ∈ M (for instance hj(ϕ) = ei·rj(ϕ) with
functions rj :M −→ R, j = 1, 2). Then U1 and U2 are isometries and for all n ∈ N
and Ψ ∈M, ϕ := (ϕ0, . . . , ϕn) ∈Mn+1
VnOh1 ,Oh2Ψ(ϕ) =
(n−1∏
k=0
h1(ϕk)
)
· h2(ϕn) · gn(ϕ)Ψ(ϕ0 + . . .+ ϕn). (3.1.21)
38
PROOF. According to the definition we have
(UjΨ)(ϕ) = hj(ϕ) ·Ψ(ϕ) (Ψ ∈M, ϕ ∈M, j = 1, 2).
We get for all Ψ, Φ ∈M , j = 1, 2
〈UjΨ, UjΦ〉M =
∫
F (dϕ)hj(ϕ)Ψ(ϕ)hj(ϕ)Φ(ϕ) =
∫
F (dϕ)|hj(ϕ)|2Ψ(ϕ)Φ(ϕ)
=
∫
F (dϕ)Ψ(ϕ)Φ(ϕ) = 〈Ψ,Φ〉M.
hence, U1 and U2 are isometries.
Furthermore, we get for Ψ ∈M, ϕ := (ϕ0, . . . , ϕn) ∈Mn+1
VnU1,U2Ψ(ϕ) = (U⊗n1 ⊗ U2)Ogn(Dc)nΨ(ϕ) = (O⊗nh1 ⊗Oh2)Ogn(Dc)nΨ(ϕ)
=
(n−1∏
i=0
h1(ϕk)
)
· h2(ϕn) · gn(ϕ) ·Ψ(ϕ0 + . . .+ ϕn).
3.2 Quantum Markov Chains with Transition Ex-
pectation EU1,U2
Now we want to consider quantum Markov chains for generalized splitting proce-
dures including additional independent evolutions of the quantum system and the
measurement apparatus (described by isometric operators U1 and U2 on A = B =
L(M)). The corresponding transition expectation was defined in (3.1.6).
We will be able to give explicit formulae for kernels of the density matrices of the
states of the measurement apparatus up to time n and at time n for n ∈ N.
According to the definitions in chapter 1 the states of the measurement apparatus
up to time n and at time n for n ∈ N are described as follows
ωU1,U2n] (B1 ⊗ . . .⊗Bn) = τ(EnU1,U2(B1 ⊗ . . .⊗Bn ⊗ 1A))
= τ((VnU1,U2)∗(B1 ⊗ . . .⊗Bn ⊗ 1A)VnU1,U2), (3.2.1)
ωU1,U2n (B) = τ(EnU1,U2(1n−1B ⊗B ⊗ 1A))
= τ((VnU1,U2)∗(1n−1B ⊗B ⊗ 1A)VnU1,U2) (3.2.2)
with initial state τ , transition expectation EU1,U2 and B1, . . . Bn, B ∈ B.
For the proofs in this section we will use the following remark (for details see [37]).
Remark 3.8. For normal states ω on L(M) there exists a sequence (Ψk)k∈N from
M with ∑
k∈N
‖Ψk‖2 <∞ and ω =
∑
k∈N
〈Ψk, (.)Ψk〉.
The density matrix K of ω is an operator on M defined by K := ∑
k∈N
〈Ψk, (.)〉Ψk.
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So, for Ψ ∈M and ϕ ∈M we have
(KΨ)(ϕ) =
∑
k∈N
〈Ψk,Ψ〉Ψk(ϕ) =
∫
F (dϕ˜)
∑
k∈N
Ψk(ϕ˜)Ψ(ϕ˜)Ψk(ϕ)
=
∫
F (dϕ˜)Ψ(ϕ˜)
∑
k∈N
Ψk(ϕ˜)Ψk(ϕ) =
∫
F (dϕ˜)Ψ(ϕ˜)ρ(ϕ, ϕ˜) (3.2.3)
with ρ :M ×M −→ C, ρ(ϕ, ϕ˜) = ∑
k∈N
Ψk(ϕ˜)Ψk(ϕ) being a kernel of K.
For integral operators A ∈ L(M) with kernel a(., .) we get
ω(A) =
∑
k∈N
〈Ψk, AΨk〉 =
∑
k∈N
∫
F (dϕ)Ψk(ϕ)(AΨk)(ϕ)
=
∑
k∈N
∫
F (dϕ)Ψk(ϕ)
∫
F (dϕ˜)a(ϕ, ϕ˜)Ψk(ϕ˜) =
∫
F (dϕ)
∫
F (dϕ˜)a(ϕ, ϕ˜)
∑
k∈N
Ψk(ϕ)Ψk(ϕ˜)
=
∫
F (dϕ)
∫
F (dϕ˜)a(ϕ, ϕ˜)ρ(ϕ˜, ϕ). (3.2.4)
Proposition 3.9. If τ is a normal state on A then for all n ≥ 1 ωU1,U2n] is a normal
state on Bn.
PROOF. Because τ is a normal state according to Remark 3.8 there exists a se-
quence (Ψk)k∈N from M with
∑
k∈N
‖Ψk‖2 <∞, such that for A ∈ A there holds
τ(A) =
∑
k∈N
〈Ψk, AΨk〉M. (3.2.5)
So, for all B1, . . . , Bn ∈ B we have
ωU1,U2n] (B1 ⊗ . . .⊗Bn) = τ((VnU1,U2)∗(B1 ⊗ . . .⊗Bn ⊗ 1A)VnU1,U2)
=
∑
k∈N
〈Ψk , (VnU1,U2)∗(B1 ⊗ . . .⊗Bn ⊗ 1A)VnU1,U2Ψk〉M
=
∑
k∈N
〈VnU1,U2Ψk , (B1 ⊗ . . .⊗Bn ⊗ 1A)VnU1,U2Ψk〉Mn+1 . (3.2.6)
VnU1,U2 :M−→Mn+1 is an isometry (see Proposition 3.4). This implies∑
k∈N
‖VnU1,U2Ψk‖2 =
∑
k∈N
‖Ψk‖2 <∞ .
Hence, there exists a sequence (VnU1,U2Ψk)k∈N fromMn+1 with
∑
k∈N
‖VnU1,U2Ψk‖2 <∞
and
τ((VnU1,U2)∗(B1 ⊗ . . .⊗Bn ⊗ 1A)VnU1,U2)
=
∑
k∈N
〈VnU1,U2Ψk, (B1 ⊗ . . .⊗Bn ⊗ 1A)VnU1,U2Ψk〉Mn+1 . (3.2.7)
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ωU1,U2n] = τ(EnU1,U2(· ⊗ 1A)) is therefore σ-weak continuous and hence a normal state
on Bn.
(3.2.6) allows to give explicitly the density matrices of the normal states ωU1,U2n] and
ωU1,U2n :
Because of (3.2.7), ωU1,U2n] = τ(EnU1,U2(· ⊗ 1A)) is a normal state on Bn. Hence, there
exists a density matrix KU1,U2n] on Mn with ωU1,U2n] (·) = Tr(KU1,U2n] (·) ).
KU1,U2n] is an operator on Mn with
KU1,U2n] Ψ(ϕ) =
∫
F n(dϕ˜)Ψ(ϕ˜)ρU1,U2n] (ϕ, ϕ˜), (3.2.8)
where ρU1,U2n] :M
n ×Mn −→ C is a kernel of KU1,U2n] .
Proposition 3.10. Let n ∈ N, ϕ := (ϕ1, . . . , ϕn), ϕ˜ := (ϕ˜1, . . . , ϕ˜n) ∈ Mn and let
U1, U2 be isometric operators on M. Furthermore, let ρU1,U2n] be a kernel defined in
(3.2.8). Then for an initial state τ satisfying (3.2.5) it follows
ρU1,U2n] (ϕ, ϕ˜)
=
∫
F (dϕ)
∑
k∈N
(U⊗n1 ⊗ U2)Ogn(Dc)nΨk(ϕ˜, ϕ)(U⊗n1 ⊗ U2)Ogn(Dc)nΨk(ϕ, ϕ). (3.2.9)
PROOF. Using the notations from the proof of Proposition 3.9 we get
ωU1,U2n] (·) =
∑
k∈N
〈VnU1,U2Ψk, (· ⊗ 1A)VnU1,U2Ψk〉Mn+1
=
∑
k∈N
∫
F (dϕ)
∫
F n(dϕ)VnU1,U2Ψk(ϕ, ϕ)(· ⊗ 1A)VnU1,U2Ψk(ϕ, ϕ)
=
∫
F (dϕ)
∑
k∈N
∫
F n(dϕ)VnU1,U2Ψk(ϕ, ϕ)(· ⊗ 1A)VnU1,U2Ψk(ϕ, ϕ)
=
∫
F (dϕ)
∑
k∈N
∫
F n(dϕ)(U⊗n1 ⊗ U2)Ogn(Dc)nΨk(ϕ, ϕ)
(.⊗ 1A)(U⊗n1 ⊗ U2)Ogn(Dc)nΨk(ϕ, ϕ). (3.2.10)
The density matrix KU1,U2n] of ω
U1,U2
n] is an operator on Mn with
KU1,U2n] Ψ(ϕ) =
∫
F (dϕ)
∑
k∈N
〈VnU1,U2Ψk(·, ϕ),Ψ〉MnVnU1,U2Ψk(ϕ, ϕ)
=
∫
F (dϕ)
∑
k∈N
∫
F n(dϕ˜)VnU1,U2Ψk(ϕ˜, ϕ)Ψ(ϕ˜)VnU1,U2Ψk(ϕ, ϕ)
=
∫
F (dϕ)
∫
F n(dϕ˜)Ψ(ϕ˜)
∑
k∈N
VnU1,U2Ψk(ϕ˜, ϕ)VnU1,U2Ψk(ϕ, ϕ)
=
∫
F n(dϕ˜)Ψ(ϕ˜)ρU1,U2n] (ϕ, ϕ˜),
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where
ρU1,U2n] (ϕ, ϕ˜) =
∫
F (dϕ)
∑
k∈N
VnU1,U2Ψk(ϕ˜, ϕ)VnU1,U2Ψk(ϕ, ϕ)
=
∫
F (dϕ)
∑
k∈N
(U⊗n1 ⊗ U2)Ogn(Dc)nΨk(ϕ˜, ϕ)(U⊗n1 ⊗ U2)Ogn(Dc)nΨk(ϕ, ϕ).
Remark 3.11. For integral operators A on Mn with kernel a(., .) (3.2.10) becomes
ωU1,U2n] (A) =
∫
F (dϕ)
∑
k∈N
∫
F n(dϕ)VnU1,U2Ψk(ϕ, ϕ)
∫
F (dϕ˜)a(ϕ, ϕ˜)VnU1,U2Ψk(ϕ˜, ϕ)
=
∫
F (dϕ)
∫
F n(dϕ)
∫
F n(dϕ˜)a(ϕ, ϕ˜)
∑
k∈N
VnU1,U2Ψk(ϕ, ϕ)VnU1,U2Ψk(ϕ˜, ϕ)
=
∫
F n(dϕ)
∫
F n(dϕ˜)a(ϕ, ϕ˜)ρU1,U2n] (ϕ˜, ϕ). (3.2.11)
Example 3.2. Let n ∈ N and U1 := Oh1, U2 := Oh2 with functions hj : M −→ C ,
|hj(ϕ)| = 1 for all ϕ ∈M , j = 1, 2.
Then for ϕ := (ϕ1, . . . , ϕn), ϕ˜ := (ϕ˜1, . . . , ϕ˜n) ∈Mn there holds
ρ
Oh1 ,Oh2
n] (ϕ, ϕ˜) (3.2.12)
=
∫
F (dϕ)gn(ϕ˜, ϕ)gn(ϕ, ϕ)
n∏
i=1
(
h1(ϕ˜i)h1(ϕi)
)
· ρ
( n∑
i=1
ϕ˜i + ϕ,
n∑
i=1
ϕi + ϕ
)
,
where ρ is defined by (3.2.3).
PROOF. We insert U1 = Oh1 and U2 = Oh2 into (3.2.9) and get
ρU1,U2n] (ϕ, ϕ˜)
=
∫
F (dϕ)
∑
k∈N
(O⊗nh1 ⊗Oh2)Ogn(Dc)nΨk(ϕ˜, ϕ)(O⊗nh1 ⊗Oh2)Ogn(Dc)nΨk(ϕ, ϕ)
=
∫
F (dϕ)
∑
k∈N
[( n∏
i=1
h1(ϕ˜i)
)
h2(ϕ)gn(ϕ˜, ϕ)Ψk
( n∑
i=1
ϕ˜i + ϕ
)
·
·
( n∏
i=1
h1(ϕi)
)
h2(ϕ)gn(ϕ, ϕ)Ψk
( n∑
i=1
ϕi + ϕ
)]
=
∫
F (dϕ)gn(ϕ˜, ϕ)gn(ϕ, ϕ)
( n∏
i=1
h1(ϕ˜i)h1(ϕi)
)∑
k∈N
[
Ψk
( n∑
i=1
ϕ˜i + ϕ
)
Ψk
( n∑
i=1
ϕi + ϕ
)]
=
∫
F (dϕ)gn(ϕ˜, ϕ)gn(ϕ, ϕ)
( n∏
i=1
h1(ϕ˜i)h1(ϕi)
)
· ρ
( n∑
i=1
ϕ˜i + ϕ,
n∑
i=1
ϕi + ϕ
)
.
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Proposition 3.12. Let g : M × M −→ C be a function satisfying the isometry
condition (3.1.1). Furthermore, let ρ be given by (3.2.3) and ρn] be defined as in
(3.2.9) with U1 = 1B and U2 = 1A. Then for all ϕ0 = (ϕ01, . . . , ϕ0n) and ϕ1 =
(ϕ11, . . . , ϕ
1
n) from M
n there holds
ρn](ϕ
0, ϕ1) =
∫
F (dϕ)gn(ϕ1, ϕ)gn(ϕ
0, ϕ) · ρ(ϕ+
n∑
l=1
ϕ0l , ϕ+
n∑
l=1
ϕ1l ).
with gn defined by (3.1.15).
PROOF. According to (3.2.3) we may assume that ρ is of the form
ρ(ϕ0, ϕ1) =
∑
k∈N
Ψk(ϕ0)Ψk(ϕ1). (3.2.13)
with a sequence (Ψk)k∈N from M satisfying
∑
k∈N
‖Ψk‖2 <∞.
From (3.2.9) with U1 = 1B and U2 = 1A and Proposition 3.6 we get for
ϕ0 = (ϕ01, . . . , ϕ
0
n) and ϕ
1 = (ϕ11, . . . , ϕ
1
n) from M
n
ρn](ϕ
0, ϕ1) =
∫
F (dϕ)
∑
k∈N
VnΨk(ϕ1, ϕ)VnΨk(ϕ0, ϕ)
=
∫
F (dϕ)gn(ϕ1, ϕ)gn(ϕ
0, ϕ)·
∑
r∈N
Ψr
(
ϕ+ ϕ01 + . . .+ ϕ
0
n
)
·Ψr
(
ϕ+ ϕ11 + . . .+ ϕ
1
n
)
=
∫
F (dϕ)gn(ϕ1, ϕ)gn(ϕ
0, ϕ) · ρ(ϕ+
n∑
l=1
ϕ0l , ϕ+
n∑
l=1
ϕ1l ).
where we used the definition (3.1.15) of the function gn.
Proposition 3.13. Let ρ be a kernel of the initial state τ having the form (3.2.13).
For all n ≥ 1 and isometric operators U1, U2 on M let ρU1,U2n be a kernel of the
density matrix of the normal state ωU1,U2n on B with
ωU1,U2n (A) = τ(EnU1,U2(1n−1B ⊗A⊗1A)) = τ((VnU1,U2)∗(1n−1B ⊗A⊗1A)VnU1,U2) (A ∈ B).
(3.2.14)
Then for all ϕ0, ϕˆ0 ∈M
ρU1,U2n (ϕ0, ϕˆ0) =
∫
F n(dϕ)
∑
k∈N
(U⊗n1 ⊗ U2)Ogn(Dc)nΨk(ϕ1, . . . , ϕn−1, ϕ̂0, ϕn)
(U⊗n1 ⊗ U2)Ogn(Dc)nΨk(ϕ1, . . . , ϕn−1, ϕ0, ϕn) (3.2.15)
where for n ∈ N we used again the notations ϕ := (ϕ1, . . . , ϕn) and (3.1.15).
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PROOF. Let A be an integral operator from B with kernel a : M × M −→ C.
Furthermore, let for n ∈ N ϕ˜ := (ϕ1, . . . , ϕn−1) be a vector from Mn−1. For all
Φ,Ψ ∈M we get
〈Φ, (VnU1,U2)∗(1n−1B ⊗ A⊗ 1A)VnU1,U2Ψ〉M = 〈VnU1,U2Φ, (1n−1B ⊗ A⊗ 1A)VnU1,U2Ψ〉Mn+1
=
∫
F n−1(dϕ˜)
∫
F (dϕ1)
∫
F (dϕˆ)VnU1,U2Φ(ϕ˜, ϕ1, ϕˆ)(1n−1B ⊗ A⊗ 1A)VnU1,U2Ψ(ϕ˜, ϕ1, ϕˆ)
=
∫
F n−1(dϕ˜)
∫
F (dϕ1)
∫
F (dϕˆ)VnU1,U2Φ(ϕ˜, ϕ1, ϕˆ)A(VnU1,U2Ψ(ϕ˜, ·, ϕˆ))(ϕ1)
=
∫
F n−1(dϕ˜)
∫
F (dϕ1)
∫
F (dϕˆ)
∫
F (dϕ0)a(ϕ1, ϕ0)VnU1,U2Φ(ϕ˜, ϕ1, ϕˆ)VnU1,U2Ψ(ϕ˜, ϕ0, ϕˆ)
=
∫
F (dϕ1)
∫
F (dϕ0)a(ϕ1, ϕ0)
∫
F n−1(dϕ˜)
∫
F (dϕˆ)VnU1,U2Φ(ϕ˜, ϕ1, ϕˆ)VnU1,U2Ψ(ϕ˜, ϕ0, ϕˆ).
(3.2.16)
Let
ρ(ϕ0, ϕ1) =
∑
k∈N
Ψk(ϕ0)Ψk(ϕ1) (3.2.17)
be a kernel of the density matrix of τ with an at most countable sequence (Ψk)k∈N
from M with ∑
k∈N
‖Ψk‖2 <∞. Then we get from (3.2.16) and (3.2.18)
ωU1,U2n (A) =
∑
k∈N
〈Ψk, (VnU1,U2)∗(1n−1B ⊗ A⊗ 1A)VnU1,U2Ψk〉M
=
∑
k∈N
∫
F (dϕ1)
∫
F (dϕ0)a(ϕ1, ϕ0)∫
F n−1(dϕ˜)
∫
F (dϕˆ)VnU1,U2Ψk(ϕ˜, ϕ1, ϕˆ)VnU1,U2Ψk(ϕ˜, ϕ0, ϕˆ)
=
∫
F (dϕ1)
∫
F (dϕ0)a(ϕ1, ϕ0)∫
F n−1(dϕ˜)
∫
F (dϕˆ)
∑
k∈N
VnU1,U2Ψk(ϕ˜, ϕ1, ϕˆ)VnU1,U2Ψk(ϕ˜, ϕ0, ϕˆ)
=
∫
F (dϕ1)
∫
F (dϕ0)a(ϕ1, ϕ0)ρ
U1,U2
n (ϕ0, ϕ1)
with
ρU1,U2n (ϕ0, ϕ1) :=
∫
F n−1(dϕ˜)
∫
F (dϕˆ)
∑
k∈N
VnU1,U2Ψk(ϕ˜, ϕ1, ϕˆ)VnU1,U2Ψk(ϕ˜, ϕ0, ϕˆ).
Hence we have
ωU1,U2n (A) =
∫
F (dϕ1)
∫
F (dϕ0)a(ϕ1, ϕ0)ρ
U1,U2
n (ϕ0, ϕ1)
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with a kernel ρU1,U2n given by
ρU1,U2n (ϕ0, ϕˆ0) =
∫
F n−1(dϕ˜)
∫
F (dϕn)
∑
k∈N
VnU1,U2Ψk(ϕ˜, ϕˆ0, ϕn) · VnU1,U2Ψk(ϕ˜, ϕ0, ϕn)
=
∫
F n(dϕ)
∑
k∈N
VnU1,U2Ψk(ϕ1, . . . ϕn−1, ϕˆ0, ϕn)VnU1,U2Ψk(ϕ1, . . . , ϕn−1, ϕ0, ϕn).
From (3.1.17) we know that
VnU1,U2Ψk = (U⊗n1 ⊗ U2)Ogn(Dc)nΨk.
With (3.2.17) we have
ρU1,U2n (ϕ0, ϕˆ0) =
∫
F n(dϕ)
∑
k∈N
(U⊗n1 ⊗ U2)Ogn(Dc)nΨk(ϕ1, . . . , ϕn−1, ϕˆ0, ϕn)
(U⊗n1 ⊗ U2)Ogn(Dc)nΨk(ϕ1, . . . , ϕn−1, ϕ0, ϕn).
Example 3.3. Let n ∈ N and U1 := Oh1, U2 := Oh2with functions hj : M −→ C ,
|hj(ϕ)| = 1 for all ϕ ∈M , j = 1, 2. Furthermore, let ϕ0, ϕ̂0 ∈M .
Then
ρ
Oh1 ,Oh2
n (ϕ0, ϕ̂0) =
∫
F n(dϕ)gn(ϕ1, . . . , ϕn−1, ϕ̂0, ϕn)gn(ϕ1, . . . , ϕn−1, ϕ0, ϕn) ·
· h1(ϕ̂0)h1(ϕ0) · ρ
( n∑
i=1
ϕi + ϕ0,
n∑
i=1
ϕi + ϕ̂0
)
,
where ϕ := (ϕ1, . . . , ϕn) ∈Mn and ρ is defined by (3.2.3).
PROOF. We insert U1 = Oh1 and U2 = Oh2 into (3.2.15) and get
ρU1,U2n (ϕ0, ϕˆ0)=
∫
F n(dϕ)
∑
k∈N
[
(O⊗nh1 ⊗Oh2)Ogn(Dc)nΨk(ϕ1, . . . , ϕn−1, ϕ̂0, ϕn)
(O⊗nh1 ⊗Oh2)Ogn(Dc)nΨk(ϕ1, . . . , ϕn−1, ϕ0, ϕn)
]
=
∫
F n(dϕ)
∑
k∈N
[
h1(ϕ̂0)h2(ϕn)
(n−1∏
i=1
h1(ϕi)
)
gn(ϕ1, . . . , ϕn−1, ϕ̂0, ϕn)Ψk
(
ϕ̂0 +
∑
i∈N
ϕi
)
h1(ϕ0)h2(ϕn)
(n−1∏
i=1
h1(ϕi)
)
gn(ϕ1, . . . , ϕn−1, ϕ0, ϕn)Ψk
(
ϕ0 +
∑
i∈N
ϕi
)]
=
∫
F n(dϕ)gn(ϕ1, . . . , ϕn−1, ϕ̂0, ϕn)gn(ϕ1, . . . , ϕn−1, ϕ0, ϕn)(h1(ϕ̂0)h1(ϕ0) ·
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·
(n−1∏
i=1
|h1(ϕi)|2
)∑
k∈N
Ψk
(
ϕ̂0 +
∑
i∈N
ϕi
)
Ψk
(
ϕ0 +
∑
i∈N
ϕi
)
=
∫
F n(dϕ)gn(ϕ1, . . . , ϕn−1, ϕ̂0, ϕn)gn(ϕ1, . . . , ϕn−1, ϕ0, ϕn) · h1(ϕ̂0)h1(ϕ0) ·
· ρ
( n∑
i=1
ϕi + ϕ0,
n∑
i=1
ϕi + ϕ̂0
)
.
Now we calculate the state of the measurement apparatus at time n for the case
U1 = 1B, U2 = 1A.
Proposition 3.14. Let ρ be a kernel of the initial state τ satisfying (3.2.13). For
all n ≥ 1 let ρn be a kernel of the density matrix of the normal state ωn on B with
ωn(A) = τ(En(1n−1B ⊗ A⊗ 1A)) = τ(V∗n(1n−1B ⊗ A⊗ 1A)Vn) (A ∈ B). (3.2.18)
Then for all ϕ0, ϕˆ0 ∈M
ρn(ϕ0, ϕˆ0) =
∫
F n(dϕ)gn(ϕ1, . . . , ϕn−1, ϕˆ0, ϕn) · gn(ϕ1, . . . , ϕn−1, ϕ0, ϕn)
· ρ(ϕ0 + ϕ1 + . . .+ ϕn, ϕˆ0 + ϕ1 + . . .+ ϕn).
where for n ∈ N we used again the notations ϕ := (ϕ1, . . . , ϕn) and (3.1.15).
PROOF. Using the same steps as in the proof of Proposition 3.13 we get for U1 = 1B
and U2 = 1A
ωn(A) =
∫
F (dϕ1)
∫
F (dϕ0)a(ϕ1, ϕ0)ρn(ϕ0, ϕ1)
with a kernel ρn given by
ρn(ϕ0, ϕˆ0) =
∫
F n(dϕ)
∑
k∈N
VnΨk(ϕ1, . . . ϕn−1, ϕˆ0, ϕn)VnΨk(ϕ1, . . . , ϕn−1, ϕ0, ϕn).
From Proposition 3.6 there follows
VnΨk(ϕ1, . . . ϕn−1, ϕˆ0, ϕn) = gn(ϕ1, . . . ϕn−1, ϕˆ0, ϕn) ·Ψk(ϕ1 + . . .+ ϕn + ϕˆ0)
and
VnΨk(ϕ1, . . . ϕn−1, ϕ0, ϕn) = gn(ϕ1, . . . ϕn−1, ϕ0, ϕn) ·Ψk(ϕ0 + . . .+ ϕn).
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With (3.2.17) we have
ρn(ϕ0, ϕˆ0) =
∫
F n(dϕ)
∑
k∈N
gn(ϕ1, . . . , ϕn−1, ϕˆ0, ϕn) Ψk(ϕ1 + . . .+ ϕn + ϕˆ0)
· gn(ϕ1, . . . , ϕn−1, ϕ0, ϕn)Ψk(ϕ0 + . . .+ ϕn)
=
∫
F n(dϕ)gn(ϕ1, . . . , ϕn−1, ϕˆ0, ϕn) · gn(ϕ1, . . . , ϕn−1, ϕ0, ϕn)
· ρ(ϕ0 + ϕ1 + . . .+ ϕn, ϕˆ0 + ϕ1 + . . .+ ϕn).
3.3 The Chain of Position Distributions in the
General Case
In [16] there was developed a relation between locally normal states and point
processes using the concept of position distribution.
In contrast to classical systems the position distribution alone is not sufficient to
characterize a state of a quantum system but it still contains a lot of information
about the state.
In this section we will give a description of the position distribution of the states
ωn] and ωn for the generalized splitting procedure considered in the two preceeding
sections.
Let Y ∈Mn. The operator of multiplication by the indicator function χY
OYΨ(ϕ) := χY (ϕ) ·Ψ(ϕ) (Ψ ∈Mn, ϕ ∈Mn)
belongs to L(Mn).
Remark 3.15. In what follows we assume again that A = B = L(M). So, A = B
contains all multiplication operators OY for Y ∈M.
Bn contains On := {OY , Y ∈Mn}.
Remark 3.16. If τ is a normal state on A then for Y ∈M
Qτ (Y ) := τ(OY )
defines a point process on [M,M] with Qτ ¿ F and a Radon-Nikodym derivative
κ = dQτ
dF
is given by
κ(ϕ) = ρ(ϕ, ϕ) (ϕ ∈M), (3.3.1)
where ρ is a kernel of the density matrix of τ of the form (3.2.13). For more details
see [17], [22].
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Definition 3.17. Let ω be the homogenous quantum Markov chain associated to the
initial state τ and the transition expectation EU1,U2. For all n ≥ 1
(a) the probability measure on [Mn,Mn] defined by
QU1,U2n] (Y ) := ω
U1,U2
n] (OY ) (Y ∈Mn) (3.3.2)
is called the POSITION DISTRIBUTION of the state ωU1,U2n] .
We set Qn] := Q
1B,1A
n] .
(b) the probability measure on [M,M] defined by
QU1,U2n (Y ) := ω
U1,U2
n (OY ) (Y ∈M) (3.3.3)
is called the POSITION DISTRIBUTION of the state ωU1,U2n .
We set Qn := Q
1B,1A
n .
Corollary 3.18. Let n ∈ N and U1, U2 be isometric operators on M.
Then we have for Y ∈Mn and Y ∈M
QU1,U2n] (Y ) =
∫
F (dϕn)
∑
ϕ1⊆...⊆ϕn
(
ϕ2
ϕ1
)
. . .
(
ϕn
ϕn−1
)
χY (ϕ1, ϕ2 − ϕ1, . . . , ϕn − ϕn−1) ·
· ρU1,U2n] (ϕ1, ϕ2 − ϕ1, . . . , ϕn − ϕn−1, ϕ1, ϕ2 − ϕ1, . . . , ϕn − ϕn−1) (3.3.4)
and
QU1,U2n (Y ) =
∫
Y
F (dϕ)ρU1,U2n (ϕ, ϕ) (3.3.5)
with ρU1,U2n] defined in (3.2.9) and ρ
U1,U2
n defined in (3.2.15).
PROOF. This follows from the Definition 3.17 and the Propositions 3.10 and 3.13.
Example 3.4. Let n ∈ N and U1 := Oh1, U2 := Oh2 be operators of multiplication
on M with functions h1 and h2, respectively, where hj : M −→ C , |hj(ϕ)| = 1 for
all ϕ ∈M , j = 1, 2.
Then we have for Y ∈Mn
Q
Oh1 ,Oh2
n] (Y ) =
∫
F (dϕn)
∑
ϕ1⊆...⊆ϕn
(
ϕ2
ϕ1
)
. . .
(
ϕn
ϕn−1
)
χY (ϕ1, ϕ2 − ϕ1, . . . , ϕn − ϕn−1) ·
· ρn](ϕ1, ϕ2 − ϕ1, . . . , ϕn − ϕn−1, ϕ1, ϕ2 − ϕ1, . . . , ϕn − ϕn−1)
=
∫
F (dϕn+1)
∑
ϕ1⊆...⊆ϕn+1
(
ϕ2
ϕ1
)
. . .
(
ϕn+1
ϕn
)
χY (ϕ1, ϕ2 − ϕ1, . . . , ϕn − ϕn−1) ·
·|gn(ϕ1, ϕ2 − ϕ1, . . . , ϕn+1 − ϕn)|2 · κ(ϕn+1)
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with
ρn](ϕ, ϕ) =
∫
F (dϕ)|gn(ϕ, ϕ)|2 · κ(ϕ+ ϕ1 + . . .+ ϕn),
where we used the notations ϕ := (ϕ1, . . . , ϕn), ϕi ∈ M for all i ∈ n], (3.1.15) and
(3.3.1).
PROOF. Using Corollary 3.18 and part (d) of Proposition 2.11 we get
Q
Oh1 ,Oh2
n] (Y ) =
∫
F (dϕn)
∑
ϕ1⊆...⊆ϕn
(
ϕ2
ϕ1
)
. . .
(
ϕn
ϕn−1
)
χY (ϕ1, ϕ2 − ϕ1, . . . , ϕn − ϕn−1) ·
· ρOh1 ,Oh2n] (ϕ1, ϕ2 − ϕ1, . . . , ϕn − ϕn−1, ϕ1, ϕ2 − ϕ1, . . . , ϕn − ϕn−1)
=
∫
F (dϕn)
∑
ϕ1⊆...⊆ϕn
(
ϕ2
ϕ1
)
. . .
(
ϕn
ϕn−1
)
χY (ϕ1, ϕ2 − ϕ1, . . . , ϕn − ϕn−1)
∫
F (dϕ)|h1(ϕ1)|2 ·
·
n−1∏
i=1
|h1(ϕi+1 − ϕi)|2|gn(ϕ1, ϕ2 − ϕ1, . . . , ϕn − ϕn−1, ϕ)|2 · ρ(ϕn + ϕ, ϕn + ϕ)
=
∫
F (dϕn)
∑
ϕ1⊆...⊆ϕn
(
ϕ2
ϕ1
)
. . .
(
ϕn
ϕn−1
)
χY (ϕ1, ϕ2 − ϕ1, . . . , ϕn − ϕn−1)∫
F (dϕ)|gn(ϕ1, ϕ2 − ϕ1, . . . , ϕn − ϕn−1, ϕ)|2 · ρ(ϕn + ϕ, ϕn + ϕ)
=
∫
F (dϕn+1)
∑
ϕ1⊆...⊆ϕn+1
(
ϕ2
ϕ1
)
. . .
(
ϕn+1
ϕn
)
χY (ϕ1, ϕ2 − ϕ1, . . . , ϕn − ϕn−1) ·
|gn(ϕ1, ϕ2 − ϕ1, . . . , ϕn+1 − ϕn)|2 · κ(ϕn+1). (3.3.6)
Remark 3.19. For QU1,U2n] with U1 = 1B and U2 = 1A we get the same result as for
U1 = Oh1 and U2 = Oh2 in Example 3.4.
Example 3.5. Let n ∈ N and U1 := Oh1, U2 := Oh2 be the operators of multiplica-
tion on M with a function h1 and h2, respectively, hj : M −→ C , |hj(ϕ)| = 1 for
all ϕ ∈M , j = 1, 2. Furthermore, let QU1,U2n be given by Definition 3.17.
Then we have for Y ∈M
Q
Oh1 ,Oh2
n (Y ) = Qn(Y ) =
∫
Y
F (dϕ)ρn(ϕ, ϕ)
=
∫
Y
F (dϕ)
∫
F n(dϕ)|gn(ϕ1, . . . , ϕn−1, ϕ, ϕn)|2κ(
n∑
i=1
ϕi + ϕ), (3.3.7)
where we used the notations Qn := Q
1B,1A
n , ϕ := (ϕ1, . . . , ϕn), ϕi ∈ M for all
i ∈ n], (3.1.15) and (3.3.1).
PROOF. This follows directly from Corollary 3.18 and Example 3.3.
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We want to give further characterization of the position distribution at time n. First
we need some preparations.
Lemma 3.20. For ϕ ∈M , Y ∈M let
H1(ϕ, Y ) :=
∑
ϕ̂⊆ϕ
(
ϕ
ϕ̂
)
χY (ϕ̂)|g(ϕ̂, ϕ− ϕ̂)|2, (3.3.8)
Hn(ϕ, Y ) :=
∑
ϕ̂⊆ϕ
(
ϕ
ϕ̂
)
|g(ϕ̂, ϕ− ϕ̂)|2 ·Hn−1(ϕ− ϕ̂, Y ) (n ≥ 2). (3.3.9)
Then for all n ∈ N
Hn(ϕ, Y ) =
∑
ϕ1⊆ϕ
(
ϕ
ϕ1
) ∑
ϕ2⊆ϕ−ϕ1
(
ϕ− ϕ1
ϕ2
)
. . .
∑
ϕn⊆ϕ−ϕ1−...−ϕn−1
(
ϕ− ϕ1 − . . .− ϕn−1
ϕn
)
·
·χY (ϕ− ϕ1 − . . .− ϕn)|gn(ϕ1, . . . , ϕn−1, ϕ− ϕ1 − . . .− ϕn, ϕn)|2. (3.3.10)
PROOF. For n = 1 we have because of part (a) of Lemma 2.8
H1(ϕ, Y ) =
∑
ϕ1⊆ϕ
(
ϕ
ϕ1
)
χY (ϕ1)|g(ϕ1, ϕ−ϕ1)|2 =
∑
ϕ1⊆ϕ
(
ϕ
ϕ1
)
χY (ϕ−ϕ1)|g(ϕ−ϕ1, ϕ1)|2.
Now assume that (3.3.10) holds for all k < n.
By definition of gn in (3.1.15) there holds
gn(ϕ0, ϕ1, . . . , ϕn) = g(ϕ0, ϕ1 + . . .+ ϕn) · gn−1(ϕ1, ϕ2, . . . , ϕn)
and thus because of ϕ2 + . . .+ ϕn−1 + (ϕ− ϕ1 − . . .− ϕn) + ϕn = ϕ− ϕ1 also
gn(ϕ1, . . . , ϕn−1, ϕ− ϕ1 − . . .− ϕn, ϕn)
= g(ϕ1, ϕ− ϕ1) · gn−1(ϕ2, . . . , ϕn−1, ϕ− ϕ1 − . . .− ϕn, ϕn).
Hence we get
Hn(ϕ, Y ) =
∑
ϕ1⊆ϕ
(
ϕ
ϕ1
)
|g(ϕ1, ϕ− ϕ1)|2 ·Hn−1(ϕ− ϕ1, Y )
=
∑
ϕ1⊆ϕ
(
ϕ
ϕ1
)
|g(ϕ1, ϕ− ϕ1)|2
∑
ϕ2⊆ϕ−ϕ1
(
ϕ− ϕ1
ϕ2
)
. . .
∑
ϕn⊆ϕ−ϕ1−...−ϕn−1
(
ϕ− ϕ1 − . . .− ϕn−1
ϕn
)
χY (ϕ− ϕ1 − . . .− ϕn)|gn−1(ϕ2, . . . , ϕn−1, ϕ− ϕ1 − . . .− ϕn, ϕn)|2
=
∑
ϕ1⊆ϕ
(
ϕ
ϕ1
) ∑
ϕ2⊆ϕ−ϕ1
(
ϕ− ϕ1
ϕ2
)
. . .
∑
ϕn⊆ϕ−ϕ1−...−ϕn−1
(
ϕ− ϕ1 − . . .− ϕn−1
ϕn
)
χY (ϕ− ϕ1 − . . .− ϕn)|gn(ϕ1, . . . , ϕn−1, ϕ− ϕ1 − . . .− ϕn, ϕn)|2.
So, (3.3.10) holds for all n ∈ N.
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All Hn are stochastic kernels, because they are measurable with respect to the first
component and for fixed ϕ ∈M , Hn(ϕ, ·) is a probability measure on [M,M], i.e. a
point process.
Proposition 3.21. For all n ≥ 1 and Y ∈M there holds
Qn(Y ) =
∫
Qτ (dϕ)Hn(ϕ, Y ) (3.3.11)
with Qτ being the position distribution of τ and Hn the stochastic kernel given by
(3.3.8) and (3.3.9).
PROOF. Let n = 1. From (3.3.7) and (3.3.10) we obtain using part (b) of
Proposition 2.11
Q1(Y ) =
∫
Y
F (dϕ)ρ1(ϕ, ϕ) =
∫
F (dϕ)χY (ϕ)
∫
F (dϕ1)|g(ϕ, ϕ1)|2κ(ϕ+ ϕ1)
=
∫
F (dϕ)
∑
ϕ1⊆ϕ
(
ϕ
ϕ1
)
χY (ϕ− ϕ1)|g(ϕ− ϕ1, ϕ1)|2κ(ϕ)
=
∫
Qτ (dϕ)
∑
ϕ1⊆ϕ
(
ϕ
ϕ1
)
χY (ϕ1)|g(ϕ1, ϕ− ϕ1)|2 =
∫
Qτ (dϕ)H1(ϕ, Y ).
Now let n ≥ 2. From (3.3.7) and (3.3.10) we obtain using part (b) of Proposition 2.11
n times
Qn(Y ) =
∫
Y
F (dϕ)ρn(ϕ, ϕ)
=
∫
F (dϕ)χY (ϕ)
∫
F (dϕ1) . . .
∫
F (dϕn)
|gn(ϕ1, . . . , ϕn−1, ϕ, ϕn)|2κ(ϕ+
n∑
i=1
ϕi)
=
∫
F (dϕ)
∑
ϕn⊆ϕ
(
ϕ
ϕn
)
χY (ϕ− ϕn)
∫
F (dϕ1) . . .
∫
F (dϕn−1)
|gn(ϕ1, . . . , ϕn−1, ϕ− ϕn, ϕn)|2κ(ϕ+
n−1∑
i=1
ϕi)
=
∫
F (dϕ)
∑
ϕn−1⊆ϕ
(
ϕ
ϕn−1
) ∑
ϕn⊆ϕ
(
ϕ
ϕn
)
χY (ϕ− ϕn − ϕn−1)
∫
F (dϕ1) . . .
. . .
∫
F (dϕn−2)|gn(ϕ1, . . . , ϕn−1, ϕ− ϕn − ϕn−1, ϕn)|2κ(ϕ+
n−2∑
i=1
ϕi)
=
∫
F (dϕ)
∑
ϕ1⊆ϕ
(
ϕ
ϕ1
) ∑
ϕ2⊆ϕ−ϕ1
(
ϕ− ϕ1
ϕ2
)
. . .
∑
ϕn⊆ϕ−ϕ1−...−ϕn−1
(
ϕ− ϕ1 − . . .− ϕn−1
ϕn
)
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·χY (ϕ− ϕ1 − . . .− ϕn)|gn(ϕ1, . . . , ϕn−1, ϕ− ϕ1 − . . .− ϕn, ϕn)|2κ(ϕ)
=
∫
Qτ (dϕ)
∑
ϕ1⊆ϕ
(
ϕ
ϕ1
) ∑
ϕ2⊆ϕ−ϕ1
(
ϕ− ϕ1
ϕ2
)
. . .
∑
ϕn⊆ϕ−ϕ1−...−ϕn−1
(
ϕ− ϕ1 − . . .− ϕn−1
ϕn
)
·χY (ϕ− ϕ1 − . . .− ϕn)|gn(ϕ1, . . . , ϕn−1, ϕ− ϕ1 − . . .− ϕn, ϕn)|2
=
∫
Qτ (dϕ)Hn(ϕ, Y ).
3.4 Geometric Splitting
Now we will give an example of a splitting function g for a non-independent
splitting. It was introduced in [27] for V defined on the `2 space over the natural
numbers which is canonically isomorphic to the symmetric Fock space over C. In
section 7.3 of [32] there were discussed independence questions concerning this
splitting on the symmetric Fock space over general G.
We will also consider the geometric splitting on the symmetric Fock space over G
and describe the corresponding position distribution at time n. Especially for n = 1
the position distribution has an interesting form.
Proposition 3.22. Let q be a constant with q ∈ (0, 1) and p := 1 − q. Then the
function g :M ×M −→ C defined by
g(ϕ1, ϕ2) :=
√
1(|ϕ1+ϕ2|
|ϕ1|
) · p∆(|ϕ2|) · q|ϕ1| (3.4.1)
with ∆ : N0 −→ {0, 1},
∆(n) :=
{
1 for n > 0,
0 for n = 0
(3.4.2)
satisfies the isometry condition (3.1.1) for all ϕ ∈M .
PROOF. First let ϕ = o. Then we have∑
ϕ̂⊆ϕ
(
ϕ
ϕ̂
)
|g(ϕ̂, ϕ− ϕ̂)|2 = (
√
q0)2 = 1. (3.4.3)
Now let ϕ ∈M , |ϕ| = n > 0. Then we get using Corollary 2.10∑
ϕ̂⊆ϕ
(
ϕ
ϕ̂
)
|g(ϕ̂, ϕ− ϕ̂)|2 =
∑
ϕ̂⊂ϕ
(
ϕ
ϕ̂
)
1(
n
|ϕ̂|
) · p · q|ϕ̂| + qn = n−1∑
k=0
(
n
k
)
· 1(n
k
) · p · qk + qn
= p ·
n−1∑
k=0
qk + qn = p · 1− q
n
1− q + q
n = 1.
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Remark 3.23. It is obvious that the definition of the function g in (3.4.1) is equiv-
alent to
g(ϕ1, ϕ2) =

√
q|ϕ1| for ϕ2 = o,√
1
(|ϕ1+ϕ2||ϕ1| )
· p · q|ϕ1| for ϕ2 6= o. (3.4.4)
Because of Proposition 3.22 and Lemma 3.1 V :M−→M2 defined on M by
V Ψ(ϕ1, ϕ2) := g(ϕ1, ϕ2) ·Ψ(ϕ1 + ϕ2) (Ψ ∈M , ϕ1, ϕ2 ∈M)
is an isometry.
Now we consider a sequence of n generalized splitting procedures described by g.
Proposition 3.24. Let for n ∈ N the function gn : Mn+1 −→ C be defined by
(3.1.15) with g given by (3.4.1), g0 := 1. Then it holds
gn(ϕ0, . . . , ϕn) =
{
gn−1(ϕ0, . . . , ϕn−1) ·
√
q|ϕn−1| for ϕn = o,√
|ϕ0|!·...·|ϕn|!
|ϕ0+...+ϕn|! · pn · q|ϕ0+...+ϕn−1| for ϕn 6= o
(3.4.5)
=
√
|ϕ0|! · . . . · |ϕn|!
|ϕ0 + . . .+ ϕn|! · p
∆(|ϕ1+...+ϕn|)+...+∆(|ϕn−1+ϕn|)+∆(|ϕn|) · q|ϕ0+...+ϕn−1|, (3.4.6)
where again ∆ is defined by (3.4.2).
PROOF. First let ϕn = o. Then we have
gn(ϕ0, . . . , ϕn) =
n−1∏
k=0
g(ϕk, ϕk+1 + . . .+ ϕn)
=
n−2∏
k=0
g(ϕk, ϕk+1 + . . .+ ϕn−1) ·
√
q|ϕn−1| = gn−1(ϕ0, . . . , ϕn−1) ·
√
q|ϕn−1|.
Now let ϕn 6= o. This implies that in the product
n−1∏
k=0
g(ϕk, ϕk+1+ . . .+ϕn) all second
arguments of g are different from o. Hence we have
gn(ϕ0, . . . , ϕn) =
n−1∏
k=0
g(ϕk, ϕk+1 + . . .+ ϕn)
=
√
1(|ϕ0+...+ϕn|
|ϕ0|
) · pq|ϕ0| · 1(|ϕ1+...+ϕn|
|ϕ1|
) · pq|ϕ1| · . . . · 1(|ϕn−1+ϕn|
|ϕn−1|
) · pq|ϕn−1|
=
√
|ϕ0|! · . . . · |ϕn|!
|ϕ0 + . . .+ ϕn|! · p
n · q|ϕ0+...+ϕn−1|.
Applying the same procedure to all k ∈ n] we get (3.4.6).
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Now we give a formula for the position distribution of the geometric splitting.
Corollary 3.25. Let g be defined by (3.4.1) and let for n ∈ N the position distrib-
ution Qn at time n be given by (3.3.7). Then, according to Proposition 3.21, there
holds
Qn(Y ) =
∫
Qτ (dϕ)Hn(ϕ, Y )
with
H1(ϕ, Y ) =
∑
ϕ̂⊆ϕ
(
ϕ
ϕ̂
)
χY (ϕ̂)
1(|ϕ|
|ϕ̂|
) · p∆(|ϕ−ϕ̂|) · q|ϕ̂|, (3.4.7)
Hn(ϕ, Y ) =
∑
ϕ̂⊆ϕ
(
ϕ
ϕ̂
)
1(|ϕ|
|ϕ̂|
)p∆(|ϕ−ϕ̂|) · q|ϕ̂| ·Hn−1(ϕ− ϕ̂, Y ). (3.4.8)
PROOF. This follows directly from (3.4.1), (3.3.9) and (3.3.8).
For ϕ ∈ M and B ∈ G we denote by ϕ|B the restriction of ϕ to G ∩ B, i.e.
ϕ|B(.) = ϕ(. ∩B). From (3.4.8) one gets for all B ∈ B, k ∈ N and ϕ ∈ M f the
following representation of H1 as a composition of geometric and hypergeometric
distribution.
Corollary 3.26. Let ϕ ∈ M with |ϕ| =: l ∈ N , B ∈ B and |ϕ|B | =: m. Then for
k ∈ N there holds
H1(ϕ, {ϕ˜ : ϕ˜(B) = k}) =

l−m∑
i=0
Hl,m,i+k(k) ·Gp(i+ k) for 0 ≤ k ≤ m− 1
ql +
l−m−1∑
i=0
Hl,m,i+m(m) ·Gp(i+m) for k = m
0 else,
(3.4.9)
where Gp(k) := p · qk defined for k ∈ N0, p ∈ (0, 1), q := 1 − p is the geometric
distribution and HN,m,n(k) :=
(mk)(
N−m
n−k )
(Nn)
defined for N,m, n ∈ N, m ≤ N , n ≤ N ,
k ∈ {0, . . . ,max(m,n)} is the hypergeometric distribution.
PROOF. According to the definition of H1 in (3.3.8) we get using Lemma 2.8
H1(ϕ, {ϕ˜ : ϕ˜(B) = k}) =
∑
ϕ1⊆ϕ
(
ϕ
ϕ1
)
χ{ϕ˜:ϕ˜(B)=k}(ϕ1) · |g(ϕ1, ϕ− ϕ1)|2
=
∑
ϕ1⊆ϕ|B
|ϕ1|=k
∑
ϕ2⊆ϕ|
BC
(
ϕ|B + ϕ|BC
ϕ1 + ϕ2
)
|g(ϕ1 + ϕ2, ϕ− ϕ1 − ϕ2)|2
=
∑
ϕ1⊆ϕ|B
|ϕ1|=k
(
ϕ|B
ϕ1
) ∑
ϕ2⊆ϕ|
BC
(
ϕ|
BC
ϕ2
)
|g(ϕ1 + ϕ2, (ϕ|B − ϕ1) + (ϕ|BC − ϕ2))|2
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=(
m
k
)
·
l−m∑
i=0
(
l −m
i
)
1(
l
k+i
) · p∆(l−k−i) · qk+i
=
l−m∑
i=0
(
m
k
)(
l−m
i
)(
l
k+i
) · p∆(l−k−i) · qk+i. (3.4.10)
Because of (3.4.2) p∆(l−k−i) in (3.4.10) is different from zero only for 0 ≤ k ≤ m.
Now we have to consider two cases. For 0 ≤ k ≤ m− 1 there holds l > k + i for all
summands in (3.4.10). Hence in this case there holds
H1(ϕ, {ϕ˜ : ϕ˜(B) = k}) =
l−m∑
i=0
(
m
k
)(
l−m
i
)(
l
i+k
) ·p·qi+k = l−m∑
i=0
Hl,m,i+k(k)·Gp(i+k). (3.4.11)
In the second case for k = m in (3.4.10) ∆(l−k− i) becomes zero only for i = l−m.
Hence
H1(ϕ, {ϕ˜ : ϕ˜(B) = k}) =
l−m−1∑
i=0
(
l−m
i
)(
l
i+m
) · p · qi+m + q(l−m)+m
= ql +
l−m−1∑
i=0
(
l−m
i
)(
l
i+m
) · p · qi+m = ql + l−m−1∑
i=0
Hl,m,i+m(m) ·Gp(i+m).
This completes the proof.
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Chapter 4
Independent Beam Splitting
4.1 Definition and Basic Properties
We now consider so-called independent beam splittings. This splitting procedure
turns one input beam into two output beams, one reflected (or absorbed or de-
stroyed) and one transmitted.
In our model this means for given reflection rate
Figure 1 : Independent beam
splitting
|α|2 and transmission rate |β|2 each point of the
original configuration chooses independently
from all other points with probability |α|2 one
subconfiguration and with probability |β|2 the
other one.
Independent beam splitting models with con-
stant splitting rates for quantum systems were
for instance considered in [2] and [38]. In [24]
these models were generalized to locally normal
states on a quasilocal algebra over a symmetric
Fock space, in [19], [26], [33], [32] there were
used complex-valued functions α and β to
define the splitting rates.
In the sequel we will condense the results from these works and give proofs omitted
there. Others are presented more detailed or in a more general form.
In some points we will expand the results by adding independent evolutions of
the quantum system and the measurement apparatus as it was prepared in chapter 3.
Let again A = B = L(M).
Proposition 4.1. Let g(ϕ1, ϕ2) := eα (ϕ1) · eβ (ϕ2) with measurable functions
α, β : G −→ C. The isometry condition (3.1.1) is then equivalent to
|α(x)|2 + |β(x)|2 = 1 ∀ x ∈ G. (4.1.1)
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The isometries V bzw. V∗ from section 3.1 have the form
Vα,βΨ(ϕ1, ϕ2) = eα (ϕ1)eβ (ϕ2)Ψ(ϕ1 + ϕ2) (4.1.2)
for all Ψ ∈M, ϕ1, ϕ2 ∈M, and
V∗α,βΦ(ϕ) =
∑
ϕˆ⊆ϕ
(
ϕ
ϕˆ
)
eα (ϕˆ)eβ (ϕ− ϕˆ)Φ(ϕˆ, ϕ− ϕˆ) (4.1.3)
for Φ ∈M⊗M, ϕ ∈M.
The corresponding transition expectation is
Eα,β := V∗α,β(.)Vα,β. (4.1.4)
PROOF. Using Definition 2.12 and (2.3.3) the isometry condition (3.1.1) for
g(ϕ̂, ϕ− ϕ̂) = eα (ϕ̂) · eβ (ϕ− ϕ̂) transforms to∑
ϕ̂⊆ϕ
(
ϕ
ϕ̂
)
|eα(ϕ̂) · eβ(ϕ− ϕ̂)|2 =
∑
ϕ̂⊆ϕ
(
ϕ
ϕ̂
)
e|α|2(ϕ̂) · e|β|2(ϕ− ϕ̂)
= e|α|2+|β|2(ϕ). (4.1.5)
e|α|2+|β|2(ϕ) = 1 holds for F -almost all ϕ ∈ M if and only if |α(x)|2 + |β(x)|2 = 1
for all x ∈ G.
The other formulae follow directly from (3.1.2) and Lemma 3.1.
Remark 4.2. For an exponential vector eh ∈M, Vα,β has the form
Vα,βeh = eαh ⊗ eβh.
If we interpret eh as a coherent beam, the tensor product structure of V indicates
that this beam is split into two independent, also coherent beams eαh and eβh of
lower intensity. ‖h‖2 can be interpreted as intensity of the beam. The condition
|α|2 + |β|2 = 1 means that no loss is caused by the splitting.
With additional independent evolutions of the measurement apparatus and the
quantum system, described by isometric operators U1 ∈ B and U2 ∈ A we have
for A ∈ A and B ∈ B
Eα,β,U1,U2(B ⊗ A) := V∗α,β(U∗1BU1 ⊗ U∗2AU2)Vα,β. (4.1.6)
Remark 4.3. The above defined mapping Eα,β,U1,U2 is of the form
Eα,β,U1,U2 = V∗α,β,U1,U2 (·) Vα,β,U1,U2 (4.1.7)
with
Vα,β,U1,U2 := (U1 ⊗ U2)Vα,β and V∗α,β,U1,U2 := V∗α,β(U∗1 ⊗ U∗2 ).
Eα,β, U1,U2 fulfills the property (CP1) according to Definition 1.2, and is therefore a
transition expectation.
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PROOF. This follows immediately from Proposition 3.2.
For operators U1, U2 being second quantizations (see Definition 2.14) of isometries
v1 and v2 Vα,β,U1,U2 and V∗α,β,U1,U2 look as follows.
Proposition 4.4. Let Vα,β, U1,U2 be defined as in Remark 4.3 with U1 = Γ(v1) and
U2 = Γ(v2), where v1 and v2 are isometries from L(L2(G, ν)). Then we have on
exponential vectors ef , eh ∈M
Vα,β,Γ(v1),Γ(v2)eh = ev1(αh) ⊗ ev2(βh) and (4.1.8)
V∗α,β,Γ(v1),Γ(v2)ef ⊗ eh = eαv∗1f+βv∗2h. (4.1.9)
For all Ψ ∈M⊗M, ϕ1, ϕ2 ∈M
Vα,β,Γ(v1),Γ(v2)Ψ(ϕ1, ϕ2) = ev1α (ϕ1)ev2β (ϕ2)Ψ(ϕ1 + ϕ2), (4.1.10)
and for all Φ ∈M and ϕ ∈M
V∗α,β,Γ(v1),Γ(v2)Φ(ϕ) =
∑
ϕˆ⊆ϕ
(
ϕ
ϕˆ
)
eαv∗1 (ϕˆ)eβv∗2 (ϕ− ϕˆ)Φ(ϕˆ, ϕ− ϕˆ). (4.1.11)
Because v1, v2 are isometries, the condition (3.1.1) corresponds in this case again
to
|α(x)|2 + |β(x)|2 = 1 ∀ x ∈ G. (4.1.12)
PROOF. These statements follow from Remark 4.3, (2.3.5) and the fact that v1, v2
are isometries.
Now we consider sequences of independent beam splittings.
Figure 2 : Sequence of independent beam splittings
For a coherent inital state τ on A the states ωn := ω1B,1An on B and ωn] := ω1B,1An] on
Bn defined in (3.2.1) and (3.2.2) look in the case of an independent beam splitting
as follows.
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Proposition 4.5. Let τ be a coherent state on A corresponding to the function
h ∈ L2(G, ν), i.e.
τ = e−‖h‖
2 · 〈eh, · eh〉M. (4.1.13)
Then for all n ∈ N the state ωn on B corresponding to τ and Eα,β at time n is a
coherent state given by
ωn = e
−|α|2|β|2(n−1)‖h‖2 · 〈eαβn−1h, .eαβn−1h〉M. (4.1.14)
The state ωn] up to time n on Bn corresponding to τ and Eα,β is given by
ωn] = e
−(1−|β|2n)‖h‖2 · 〈eh1 ⊗ . . .⊗ ehn , · eh1 ⊗ . . .⊗ ehn〉Mn (4.1.15)
with hi = αβ
i−1h for all i ∈ n].
PROOF. From (4.1.13) and (3.2.3) it follows that
ρ(ϕ0, ϕ1) = e
−‖h‖2 · eh(ϕ0)eh(ϕ1) (4.1.16)
is a kernel of the density matrix of τ . By putting the special choice of g and (4.1.16)
into the result of Proposition 3.14 after applying part (d) of Proposition 2.11 we get
ρn(ϕ0, ϕ̂0) =
∫
F (dϕn)
∑
ϕ1⊆...⊆ϕn
(
ϕ2
ϕ1
)
. . .
(
ϕn
ϕn−1
)
eα(ϕ̂0)eβ(ϕn − ϕn−1)eα(ϕ0)
· eβ(ϕn − ϕn−1)eα(ϕ1)eβ(ϕ0 + ϕn − ϕ1)eα(ϕ1)eβ(ϕ̂0 + ϕn − ϕ1)eα(ϕ2 − ϕ1)
· eβ(ϕ0 + ϕn − ϕ2)eα(ϕ2 − ϕ1)eβ(ϕ̂0 + ϕn − ϕ2) . . . eα(ϕn−1 − ϕn−2)
· eβ(ϕ0 + ϕn − ϕn−1)eα(ϕn−1 − ϕn−2)eβ(ϕ̂0 + ϕn − ϕn−1)
· e−‖h‖2 · eh(ϕ0 + ϕn)eh(ϕ̂0 + ϕn). (4.1.17)
For ϕ1 ⊆ ϕ2 ⊆ . . . ⊆ ϕn−1 there holds
eα(ϕ1)eα(ϕ2 − ϕ1)eα(ϕ3 − ϕ2) . . . eα(ϕn−1 − ϕn−2) = eα(ϕn−1). (4.1.18)
Using this, we get from (4.1.17)
ρn(ϕ0, ϕ̂0) = eα(ϕ̂0)eα(ϕ0)
(
eβ(ϕ̂0)eβ(ϕ0)
)n−1∫
F (dϕn)
∑
ϕ1⊆...⊆ϕn
(
ϕ2
ϕ1
)
. . .
(
ϕn
ϕn−1
)
· e|α|2(ϕn−1) · e|β|2(ϕn − ϕn−1)e|β|2(ϕn − ϕ1)e|β|2(ϕn − ϕ2) . . . e|β|2(ϕn − ϕn−1)
· e−‖h‖2 · eh(ϕ0 + ϕn)eh(ϕ̂0 + ϕn)
= eαh(ϕ̂0)eαh(ϕ0)
(
eβ(ϕ̂0)eβ(ϕ0)
)n−1
· e−‖h‖2 ·
∫
F (dϕn)e|h|2(ϕn)
·
∑
ϕn−1⊆ϕn
(
ϕn
ϕn−1
)
e|α|2(ϕn−1)e|β|4(ϕn − ϕn−1)
∑
ϕn−2⊆ϕn−1
(
ϕn−1
ϕn−2
)
e|β|2(ϕn − ϕn−2)
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·
∑
ϕn−3⊆ϕn−2
. . .
∑
ϕ2⊆ϕ3
(
ϕ3
ϕ2
)
e|β|2(ϕn − ϕ2)
∑
ϕ1⊆ϕ2
(
ϕ2
ϕ1
)
e|β|2(ϕn − ϕ1). (4.1.19)
From
e|β|2(ϕn − ϕ1) = e|β|2(ϕn − ϕ2) · e|β|2(ϕ2 − ϕ1)
there follows∑
ϕ1⊆ϕ2
(
ϕ2
ϕ1
)
e|β|2(ϕn − ϕ1) =
∑
ϕ1⊆ϕ2
(
ϕ2
ϕ1
)
e|β|2(ϕn − ϕ2)e|β|2(ϕ2 − ϕ1)
= e|β|2(ϕn − ϕ2)
∑
ϕ1⊆ϕ2
(
ϕ2
ϕ1
)
e|β|2(ϕ2 − ϕ1) = e|β|2(ϕn − ϕ2)e1+|β|2(ϕ2). (4.1.20)
If we insert this into (4.1.19), we get
ρn(ϕ0, ϕ̂0) = eαh(ϕ̂0)eαh(ϕ0)
(
eβ(ϕ̂0)eβ(ϕ0)
)n−1
· e−‖h‖2 ·
∫
F (dϕn)e|h|2(ϕn)
·
∑
ϕn−1⊆ϕn
(
ϕn
ϕn−1
)
e|α|2(ϕn−1)e|β|4(ϕn − ϕn−1)
∑
ϕn−2⊆ϕn−1
(
ϕn−1
ϕn−2
)
e|β|2(ϕn − ϕn−2)
·
∑
ϕn−3⊆ϕn−2
. . .
∑
ϕ2⊆ϕ3
(
ϕ3
ϕ2
)
e|β|4(ϕn − ϕ2)e1+|β|2(ϕ2). (4.1.21)
From
e|β|4(ϕn − ϕ2) = e|β|4(ϕn − ϕ3) · e|β|4(ϕ3 − ϕ2)
there follows∑
ϕ2⊆ϕ3
(
ϕ3
ϕ2
)
e|β|4(ϕn − ϕ2)e1+|β|2(ϕ2)
=
∑
ϕ2⊆ϕ3
(
ϕ3
ϕ2
)
e|β|4(ϕn − ϕ3)e|β|4(ϕ3 − ϕ2)e1+|β|2(ϕ2)
= e|β|4(ϕn − ϕ3)
∑
ϕ2⊆ϕ3
(
ϕ3
ϕ2
)
e|β|4(ϕ3 − ϕ2)e1+|β|2(ϕ2) = e|β|4(ϕn − ϕ3)e1+|β|2+|β|4(ϕ3).
If we insert this into (4.1.21), we get
ρn(ϕ0, ϕ̂0) = eαh(ϕ̂0)eαh(ϕ0)
(
eβ(ϕ̂0)eβ(ϕ0)
)n−1
· e−‖h‖2 ·
∫
F (dϕn)e|h|2(ϕn)
·
∑
ϕn−1⊆ϕn
(
ϕn
ϕn−1
)
e|α|2(ϕn−1)e|β|4(ϕn − ϕn−1)
∑
ϕn−2⊆ϕn−1
(
ϕn−1
ϕn−2
)
e|β|2(ϕn − ϕn−2)
·
∑
ϕn−3⊆ϕn−2
. . .
∑
ϕ3⊆ϕ4
(
ϕ4
ϕ3
)
e|β|6(ϕn − ϕ3)e1+|β|2−|b|4(ϕ3). (4.1.22)
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Applying the same procedure repeatedly, we finally have
ρn(ϕ0, ϕ̂0) = eαh(ϕ̂0)eαh(ϕ0)
(
eβ(ϕ̂0)eβ(ϕ0)
)n−1
· e−‖h‖2 ·
∫
F (dϕn)e|h|2(ϕn)
· e|α|2(1+|β|2+...+|β|2(n−2))+|β|2n)(ϕn)
= eαh(ϕ̂0)eαh(ϕ0)
(
eβ(ϕ̂0)eβ(ϕ0)
)n−1
· e−‖h‖2·
∫
F (dϕn)e|h|2(ϕn)e1−|α|2|β|2(n−1)(ϕn)
= e−‖h‖
2eαβn−1h(ϕ̂0)eαβn−1h(ϕ0) ·
∫
F (dϕn)e(1−|α|2|β|2(n−1))|h|2(ϕn)
= e−‖h‖
2eαβn−1h(ϕ̂0)eαβn−1h(ϕ0) · ‖e√1−|α|2|β|2(n−1)h‖2
= e−‖h‖
2eαβn−1h(ϕ̂0)eαβn−1h(ϕ0) · e(1−|α|
2|β|2(n−1))‖h‖2
= e−|α|
2|β|2(n−1)‖h‖2eαβn−1h(ϕ̂0)eαβn−1h(ϕ0)
= e−|α|
2|β|2(n−1)‖h‖2eαβn−1h(ϕ̂0)eαβn−1h(ϕ0).
Hence, ωn is a coherent state satifying (4.1.14).
From Proposition 3.12 and the definition of τ we know that
ρn](ϕ
0, ϕ1) =
∫
F (dϕ)gn(ϕ1, ϕ)gn(ϕ
0, ϕ)e−‖h‖
2eh(ϕ+
n∑
l=1
ϕ0l )eh(ϕ+
n∑
l=1
ϕ1l )
(4.1.23)
with gn defined by (3.1.15). If we insert g = eα ⊗ eβ into this formula we get
gn(ϕ1, ϕ) =
n∏
i=1
eα(ϕ1i )eβ(ϕ
1
i+1+. . .+ϕ
1
n+ϕ) = eβn(ϕ)·(eh1⊗. . .⊗ehn)(ϕ1) (4.1.24)
and
gn(ϕ
0, ϕ) =
n∏
i=1
eα(ϕ0i )eβ(ϕ
0
i+1+. . .+ϕ
0
n+ϕ) = eβn(ϕ)·(eh1⊗. . .⊗ehn)(ϕ0) (4.1.25)
with hi = αβ
i−1. Thus we can continue (4.1.23) by
ρn](ϕ
0, ϕ1)
= e−‖h‖
2
(eh1 ⊗ . . .⊗ ehn)(ϕ1)(eh1 ⊗ . . .⊗ ehn)(ϕ0)·
∫
F (dϕ)e|h|2(ϕ)e|β|2n(ϕ)
= e−‖h‖
2 · (eh1 ⊗ . . .⊗ ehn)(ϕ1)(eh1 ⊗ . . .⊗ ehn)(ϕ0) · e|β|
2n‖h‖2
= e−(1−|β|
2n)‖h‖2 · (eh1 ⊗ . . .⊗ ehn)(ϕ1)(eh1 ⊗ . . .⊗ ehn)(ϕ0).
Hence, ωn] is given by (4.1.15).
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4.2 The Chain of Position Distributions in the In-
dependent Case
We consider again the independent splitting with g(ϕ1, ϕ2) := eα (ϕ1) · eβ (ϕ2) and
α, β : G −→ C , |α(x)|2 + |β(x)|2 = 1 for all x ∈ G.
To a large extent we follow [24], where these calculations were done for the special
case α = β = 1√
2
and diffuse reference measure ν.
Proposition 4.6. Let g(ϕ1, ϕ2) := eα (ϕ1) · eβ (ϕ2) with α, β : G −→ C and
|α(x)|2 + |β(x)|2 = 1 for all x ∈ G. For n ≥ 1 and Y ∈M holds
Qn(Y ) =
∫
Y
F (dϕ1)
∫
F (dϕ2)κ(ϕ1 + ϕ2)ebn (ϕ2)ean (ϕ1) (4.2.1)
with an(x) := |α(x)|2|β(x)|2(n−1) , bn(x) := 1− an(x) for all x ∈ G and κ defined by
(3.3.1).
PROOF. Because of Remark 3.19 we can insert the special choice of g into (3.3.7)and
get
Qn(Y ) =
∫
Y
F (dϕ)
∫
F (dϕn)
∑
ϕ1⊆...⊆ϕn
(
ϕ2
ϕ1
)
. . .
(
ϕn
ϕn−1
)∣∣∣∣eα(ϕ)eβ(ϕn − ϕn−1)
· eα(ϕ1)eβ(ϕ+ ϕn − ϕ1)eα(ϕ2 − ϕ1)eβ(ϕ+ ϕn − ϕ2)eα(ϕ3 − ϕ2)
· eβ(ϕ+ ϕn − ϕ3) . . . eα(ϕn−1 − ϕn−2)eβ(ϕ+ ϕn − ϕn−1)
∣∣∣∣2
· ρ(ϕ+ ϕn, ϕ+ ϕn). (4.2.2)
Because for ϕ1 ⊆ ϕ2 ⊆ . . . ⊆ ϕn−1 there holds
eα(ϕ1)eα(ϕ2 − ϕ1)eα(ϕ3 − ϕ2) . . . eα(ϕn−1 − ϕn−2) = eα(ϕn−1), (4.2.3)
(4.2.2) can be continued by
Qn(Y ) =
∫
Y
F (dϕ)
∫
F (dϕn)
∣∣eα(ϕ)(eβ(ϕ))n−1∣∣2 ∑
ϕ1⊆...⊆ϕn
(
ϕ2
ϕ1
)
. . .
(
ϕn
ϕn−1
)
·
∣∣∣∣eα(ϕn−1) · eβ(ϕn − ϕn−1)eβ(ϕn − ϕ1)eβ(ϕn − ϕ2) . . . eβ(ϕn − ϕn−1)∣∣∣∣2
· ρ(ϕ+ ϕn, ϕ+ ϕn)
=
∫
Y
F (dϕ)
∫
F (dϕn)
∣∣eα(ϕ)(eβ(ϕ))n−1∣∣2
·
∑
ϕn−1⊆ϕn
(
ϕn
ϕn−1
)∣∣eα(ϕn−1)∣∣2∣∣eβ(ϕn − ϕn−1)∣∣4 ∑
ϕn−2⊆ϕn−1
(
ϕn−1
ϕn−2
)∣∣eβ(ϕn − ϕn−2)∣∣2
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·
∑
ϕn−3⊆ϕn−2
. . .
∑
ϕ2⊆ϕ3
(
ϕ3
ϕ2
)∣∣eβ(ϕn − ϕ2)∣∣2∑
ϕ1⊆ϕ2
(
ϕ2
ϕ1
)∣∣eβ(ϕn − ϕ1)∣∣2ρ(ϕ+ϕn, ϕ+ϕn). (4.2.4)
From
e|β|2(ϕn − ϕ1) = e|β|2(ϕn − ϕ2) · e|β|2(ϕ2 − ϕ1)
it follows∑
ϕ1⊆ϕ2
(
ϕ2
ϕ1
)
e|β|2(ϕn − ϕ1) =
∑
ϕ1⊆ϕ2
(
ϕ2
ϕ1
)
e|β|2(ϕn − ϕ2)e|β|2(ϕ2 − ϕ1)
= e|β|2(ϕn − ϕ2)
∑
ϕ1⊆ϕ2
(
ϕ2
ϕ1
)
e|β|2(ϕ2 − ϕ1) = e|β|2(ϕn − ϕ2)e1+|β|2(ϕ2). (4.2.5)
If we insert this into (4.2.4), we get
Qn(Y ) =
∫
Y
F (dϕ)
∫
F (dϕn)
∣∣eα(ϕ)(eβ(ϕ))n−1∣∣2 ·
·
∑
ϕn−1⊆ϕn
(
ϕn
ϕn−1
)∣∣eα∣∣2(ϕn−1)∣∣eβ(ϕn − ϕn−1)∣∣4 ∑
ϕn−2⊆ϕn−1
(
ϕn−1
ϕn−2
)∣∣eβ(ϕn − ϕn−2)∣∣2 ·
·
∑
ϕn−3⊆ϕn−2
. . .
∑
ϕ2⊆ϕ3
(
ϕ3
ϕ2
)∣∣eβ∣∣4(ϕn − ϕ2)e1+|β|2(ϕ2)ρ(ϕ+ ϕn, ϕ+ ϕn). (4.2.6)
Applying the same procedure repeatedly, as we already did in the proof of Propo-
sition 4.5, we finally have
Qn(Y ) =
∫
Y
F (dϕ)
∫
F (dϕn)e|α|2(ϕ)e|β|2(n−1)(ϕ) ·
·
∑
ϕn−1⊆ϕn
(
ϕn
ϕn−1
)
e|α|2(ϕn−1)e|β|4(ϕn − ϕn−2)e|β|2(n−1)(ϕn − ϕn−1) ·
· e1+|β|2+...+|β|2(n−2)(ϕn−1) · ρ(ϕ+ ϕn, ϕ+ ϕn)
=
∫
Y
F (dϕ)
∫
F (dϕn)e|α|2(ϕ)(e|β|2(n−1)(ϕ)
∑
ϕn−1⊆ϕn
(
ϕn
ϕn−1
)
e|α|2(ϕn−1) ·
· e|β|2n(ϕn − ϕn−1)e|1+|β|2+...+|β|2(n−2)(ϕn−1)ρ(ϕ+ ϕn, ϕ+ ϕn)
=
∫
Y
F (dϕ)
∫
F (dϕn)e|α|2(ϕ)e|β|2(n−1)(ϕ) ·
·
∑
ϕn−1⊆ϕn
(
ϕn
ϕn−1
)
e|α|2(1+...+|β|2(n−2))(ϕn−1)e|β|2n(ϕn − ϕn−1)κ(ϕ+ ϕn)
=
∫
Y
F (dϕ)
∫
F (dϕn)e|α|2|β|2(n−1)(ϕ)e|α|2(1+|β|2+...+|β|2(n−2))+|β|2n)(ϕn)κ(ϕ+ ϕn)
=
∫
Y
F (dϕ)
∫
F (dϕn)e|α|2|β|2(n−1)(ϕ)e|α|2 1−|β|2(n−1)|α|2 +|β|2n
(ϕn)κ(ϕ+ ϕn)
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=∫
Y
F (dϕ)
∫
F (dϕn)e|α|2|β|2(n−1)(ϕ)e1−|α|2|β|2(n−1)(ϕn)κ(ϕ+ ϕn)
=
∫
Y
F (dϕ1)
∫
F (dϕ2)κ(ϕ1 + ϕ2)ebn (ϕ2)ean (ϕ1).
We want to give further characterization of the position distribution at time n for
independent splittings. For ϕ1, ϕ2 ∈M and n ≥ 1 we set
hn(ϕ1, ϕ2) := ean(ϕ1) · ebn(ϕ2) (4.2.7)
with an(x) := |α(x)|2|β(x)|2(n−1) and bn(x) := 1− an(x) for all x ∈ G.
For Y ∈M, n ≥ 1, ϕ ∈M let
Hn(ϕ, Y ) :=
∑
ϕ1⊆ϕ
(
ϕ
ϕ1
)
χY (ϕ1)hn(ϕ1, ϕ− ϕ1). (4.2.8)
All Hn are stochastic kernels:
They are measurable with respect to the first component. For fixed ϕ ∈M , Hn(ϕ, ·)
is a measure on [M,M]. Moreover, from Lemma 2.13 we get∑
ϕ1⊆ϕ
(
ϕ
ϕ1
)
hn(ϕ1, ϕ− ϕ1) =
∑
ϕ1⊆ϕ
(
ϕ
ϕ1
)
ean(ϕ1) · ebn(ϕ− ϕ1)
= ean+bn(ϕ) = e1(ϕ) = 1|ϕ| = 1.
(4.2.9)
Hence, Hn(ϕ, ·) is a probability measure on [M,M].
Corollary 4.7. For all n ≥ 1 and Y ∈M there holds
Qn(Y ) =
∫
Qτ (dϕ)Hn(ϕ, Y ) (4.2.10)
with Qτ being the position distribution of τ and Hn the stochastic kernel given by
(4.2.8).
PROOF. Using Propositions 4.6 and 2.11 we obtain
Qn(Y ) =
∫
Y
F (dϕ1)
∫
F (dϕ2)κ(ϕ1 + ϕ2)ean(ϕ1) · ebn(ϕ2)
=
∫
F (dϕ2)
∫
F (dϕ1)χY (ϕ1)κ(ϕ1 + ϕ2)ean(ϕ1) · ebn(ϕ2)
=
∫
F (dϕ)
∑
ϕ1⊆ϕ
(
ϕ
ϕ1
)
κ(ϕ)χY (ϕ1)ebn(ϕ− ϕ1)ean(ϕ1)
=
∫
F (dϕ)
∑
ϕ1⊆ϕ
(
ϕ
ϕ1
)
κ(ϕ)χY (ϕ1)hn(ϕ1, ϕ− ϕ1) =
∫
F (dϕ)κ(ϕ)Hn(ϕ, Y )
=
∫
Qτ (dϕ)Hn(ϕ, Y ).
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Remark 4.8. From Corollary 4.7 and Proposition 3.21 we see that the definition
(4.2.8) of Hn is compatible with the definition of Hn given in Lemma 3.20.
For functions g(ϕ1, ϕ2) = eα(ϕ1)eβ(ϕ2) with constants α and β satisfying
|α|2 + |β|2 = 1 there hold the following propositions:
Proposition 4.9. Let for ϕ1, ϕ2 ∈ M the function g be defined by
g(ϕ1, ϕ2) := eα(ϕ1)eβ(ϕ2) with constants α, β ∈ C satisfying |α|2 + |β|2 = 1. For
all n ≥ 1 and Y ∈M holds
Qn(Y ) =
∫
Y
F (dϕ1)
∫
F (dϕ2)κ(ϕ1 + ϕ2)(1− |α|2|β|2(n−1))|ϕ2|(|α|2|β|2(n−1))|ϕ1|.
(4.2.11)
PROOF. This follows immediately from Proposition 4.6.
Proposition 4.10. Let g be defined as in Proposition 4.9. For all n ≥ 1, B ∈ B
and k ∈ N there holds
Qn({ϕ : ϕ(B) = k}) =
∫
Qτ (dϕ)B(ϕ(B), p)(k) (4.2.12)
with p := |α|2|β|2(n−1) and B(m, p)(k) = (m
k
)
pk(1− p)m−k being the binomial distri-
bution.
PROOF. For ϕ ∈ M and B ∈ G we denote again by ϕ|B the restriction of ϕ to
G ∩ B, i.e. ϕ|B(.) = ϕ(. ∩ B). From the definition (4.2.8) of Hn one gets for all
B ∈ B, k ∈ N n ≥ 1 and ϕ ∈M
Hn(ϕ, {ϕ˜ : ϕ˜(B) = k}) =
∑
ϕ1⊆ϕ
(
ϕ
ϕ1
)
χ{ϕ˜:ϕ˜(B)=k}(ϕ1)hn(ϕ1, ϕ− ϕ1)
=
∑
ϕ1⊆ϕB
|ϕ1|=k
∑
ϕ2⊆ϕBC
(
ϕ
ϕ1 + ϕ2
)
hn(ϕ1 + ϕ2, ϕ− ϕ1 − ϕ2)
=
(
ϕ(B)
k
)
(|α|2|β|2(n−1))k(1− |α|2|β|2(n−1))ϕ(B)−k
∑
ϕ2⊆ϕBC
(
ϕBC
ϕ2
)
hn(ϕ2, ϕBC − ϕ2)
=
(
ϕ(B)
k
)
(|α|2|β|2(n−1))k(1− |α|2|β|2(n−1))ϕ(B)−k · 1
= B(ϕ(B), |α|2|β|2(n−1))(k)
= B(ϕ(B), p)(k).
Now we want to calculate the position distribution Qn({ϕ : ϕ(B) = k}) in the case
of splitting functions g(ϕ1, ϕ2) = eα(ϕ1)eβ(ϕ2) with measurable functions α and β
being not necessarily constant. We will use the notation introduced in [32].
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Let the stochastic kernels Hn be defined as in (4.2.8). For x ∈ G and Y ∈ M we
identify x with δx and set
Hn(x, Y ) := δo(Y ) · hn(o, δx) + δδx(Y ) · hn(δx, o).
Using (4.2.7) this means
Hn(x, Y ) = δo(Y ) · ean(o) · e1−an(δx) + δδx(Y ) · ean(δx) · e1−an(o)
= δo(Y ) · (1− an(x)) + δδx(Y ) · an(x) (4.2.13)
=
(
(1− an(x))δo + an(x)δδx
)
(Y ). (4.2.14)
Obviously, the so defined Hn are stochastic kernels from [G,G] to [M,M].
With the help of these we may give a description of the stochastic kernels Hn defined
in (4.2.8).
Lemma 4.11. For Y ∈M and ϕ ∈M f
Hn(ϕ, Y ) =
[
∗
x∈ϕ
(Hn(x, ·))∗ϕ({x})
]
(Y ).
PROOF. Because of ϕ ∈ M f we may assume ϕ =
m∑
i=1
δxi with m ∈ N0. Using
(4.2.14), (4.2.8) Remark 2.16 and Lemma 2.17 we get[
∗
x∈ϕ
(Hn(x, ·))∗ϕ({x})
]
(Y ) =
[
∗
x∈ϕ
(an(x)δδx + (1− an(x))δo)∗ϕ({x})
]
(Y )
=
[
∗
x∈ϕ
ϕ({x})∑
k=0
(
ϕ({x})
k
)
akn(x)(1− an(x))ϕ({x})−kδkδx)
]
(Y )
=
[ϕ({x1})∑
k1=0
ϕ({x2})∑
k2=0
...
ϕ({xm})∑
km=0
(
ϕ({x1})
k1
)(
ϕ({x2})
k2
)
...
(
ϕ({xm})
km
)
ak1n (x1)(1− an(x1))ϕ({x1})−k1 ...akmn (xm)(1− an(xm))ϕ({xm})−km
δk1δx1 ∗ δk2δx2 ... ∗ δkmδxm
]
(Y )
=
(∑
ϕ̂⊆ϕ
(
ϕ
ϕ̂
)
(
∏
x∈ϕ̂
an(x)
ϕ̂({x}))(
∏
y∈ϕ−ϕ̂
(1− an(y))(ϕ−ϕ̂)({y})) · δϕ̂
)
(Y )
=
∑
ϕ̂⊆ϕ
(
ϕ
ϕ̂
)
ean(ϕ̂)e1−an(ϕ− ϕ̂)δϕ̂(Y )
=
∑
ϕ̂⊆ϕ
(
ϕ
ϕ̂
)
hn(ϕ̂, ϕ− ϕ̂)χY (ϕ̂)
= Hn(ϕ, Y ).
(4.2.15)
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Lemma 4.12. Let for ϕ1, ϕ2 ∈ M the function g be defined by
g(ϕ1, ϕ2) := eα(ϕ1)eβ(ϕ2) with measurable functions α , β : G → C satisfying
|α(x)|2 + |β(x)|2 = 1 for all x ∈ G. For n ≥ 1 and Y ∈M there holds
Qn(Y ) =
∫
Qτ (dϕ)
[
∗
x∈ϕ
(Hn(x, ·))∗ϕ({x})
]
(Y ), (4.2.16)
with Qτ being the position distribution of τ and Hn the stochastic kernels given by
(4.2.14).
PROOF. This is an immediate consequence of Lemma 4.11.
Proposition 4.13. Let g be defined as in Lemma 4.12. For all n ≥ 1, B ∈ B and
k ∈ N there holds
Qn({ϕ : ϕ(B) = k}) =
∫
Qτ (dϕ)
∑
ϕ1⊆ϕ|B
|ϕ1|=k
(
ϕ|B
ϕ1
)
ean(ϕ1)e1−an(ϕ|B − ϕ1) (4.2.17)
with an(x) := |α(x)|2|β(x)|2(n−1) for x ∈ G and ϕ|B denoting the restriction of
ϕ ∈M to G ∩B, i.e. ϕ|B(.) = ϕ(. ∩B).
PROOF. From the definition (4.2.8) of Hn one gets for all B ∈ B, k ∈ N n ≥ 1 and
ϕ ∈M f using Lemma 2.8
Hn(ϕ, {ϕ˜ : ϕ˜(B) = k}) =
∑
ϕ1⊆ϕ
(
ϕ
ϕ1
)
χ{ϕ˜:ϕ˜(B)=k}(ϕ1)hn(ϕ1, ϕ− ϕ1)
=
∑
ϕ1⊆ϕ
(
ϕ
ϕ1 + ϕ2
)
χ{ϕ˜:ϕ˜(B)=k}(ϕ1)(
∏
x∈ϕ̂
an(x)
ϕ̂({x}))(
∏
y∈ϕ−ϕ̂
(1− an(y))(ϕ−ϕ̂)({y}))
=
∑
ϕ1⊆ϕ|B
|ϕ1|=k
∑
ϕ2⊆ϕ|Bc
(
ϕ
ϕ1 + ϕ2
)
(
∏
x∈ϕ1+ϕ2
an(x)
(ϕ1+ϕ2)({x}))(
∏
y∈ϕ−(ϕ1+ϕ2)
(1− an(y))(ϕ−(ϕ1+ϕ2))({y}))
=
∑
ϕ1⊆ϕ|B
|ϕ1|=k
∑
ϕ2⊆ϕ|Bc
(
ϕ|B
ϕ1
)(
ϕ|Bc
ϕ2
)
(
∏
x∈ϕ1
an(x)
ϕ1({x}))(
∏
x∈ϕ2
an(x)
ϕ2({x})) ·
(
∏
y∈ϕ|B−ϕ1
(1− an(y))(ϕ|B−ϕ1)({y}))(
∏
y∈ϕ|Bc−ϕ2
(1− an(y))(ϕ|Bc−ϕ2)({y}))
=
( ∑
ϕ1⊆ϕ|B
|ϕ1|=k
(
ϕ|B
ϕ1
)
(
∏
x∈ϕ1
an(x)
ϕ1({x}))(
∏
x∈ϕ2
an(x)
ϕ2({x}))
)
·
( ∑
ϕ2⊆ϕ|Bc
(
ϕ|Bc
ϕ2
)
(
∏
y∈ϕ|B−ϕ1
(1− an(y))(ϕ|B−ϕ1)({y}))(
∏
y∈ϕ|Bc−ϕ2
(1− an(y))(ϕ|Bc−ϕ2)({y}))
)
=
( ∑
ϕ1⊆ϕ|B
|ϕ1|=k
(
ϕ|B
ϕ1
)
ean(ϕ1)e1−an(ϕ|B − ϕ1)
)( ∑
ϕ2⊆ϕ|Bc
(
ϕ|Bc
ϕ2
)
ean(ϕ2)e1−an(ϕ|Bc − ϕ2)
)
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=( ∑
ϕ1⊆ϕ|B
|ϕ1|=k
(
ϕ|B
ϕ1
)
ean(ϕ1)e1−an(ϕ|B − ϕ1)
)
· 1.
Remark 4.14. Let τ be a coherent initial state on A corresponding to a function
h ∈ L2(G, ν). Then the position distribution Qτ of τ defined in Remark 3.15 is a
Poisson point process with intensity measure
Λ(B) =
∫
B
ν(dx)|h(x)|2 (B ∈ G). (4.2.18)
For details see [16] , [17].
Proposition 4.15. Let τ be a coherent state on A corresponding to a function
h ∈ L2(G, ν). Then for all n ∈ N the position distribution Qn of the quantum
Markov chain associated to τ and Eα,β is a Poisson point process with intensity
measure
Λn(B) =
∫
B
ν(dx)|(αβn−1h)(x)|2 (B ∈ G). (4.2.19)
PROOF. This follows immediately from Proposition 4.5 and Remark 4.14.
4.3 Invariance of Normal States
In section 3.6 of [26] there was shown that the vacuum state is the only normal state
on the whole Fock space algebra that is invariant with respect to the independent
beam splitting. For better comprehension we will cite the results obtained there.
Since we are also interested in the measurement process we will give some conclusions
on the evolution of the measurement apparatus.
For the description of the evolutions we use the notations of chapter 1.2. Note that
we have A = B = L(M) with the same type of measurement process in each step.
But we will still use the notations A and B in some cases to distinguish between the
observables of the quantum system and the measurement apparatus.
The mapping ΛnQ : A −→ A defined for A ∈ A by
ΛnQ(A) := E(1B ⊗ E(1B ⊗ . . . E(1B ⊗ E(1B ⊗ A)) . . .) (4.3.1)
describes the evolution of the quantum system until time n.
The evolution of the measurement apparatus until time n is described by
ΛnM : B −→ A defined for B ∈ B by
ΛnM(B) = E(1B ⊗ E(1B ⊗ . . . E(1B ⊗ E(B ⊗ 1A)) . . .). (4.3.2)
For an operator U from L(M) we denote by τU : L(M) −→ L(M) the mapping
τU := U
∗(·)U .
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Definition 4.16. Let α, β : G −→ C be measurable functions with |α(x)| ≤ 1 ,
|β(x)| ≤ 1 for all x ∈ G, U1, U2 isometric operators from L(M).
We define ΛM,α,U1 : L(M) −→ L(M) and ΛQ,β,U2 : L(M) −→ L(M) by
ΛM,α,U1 := Eα,√1−|α|2,U1,1((·)⊗ 1A)
= V∗
α,
√
1−|α|2(U
∗
1 (·)U1 ⊗ 1A)Vα,√1−|α|2
= ΛM,α ◦ τU1 (4.3.3)
with ΛM,α := ΛM,α,1B = Eα,√1−|α|2((·)⊗ 1A) = V∗α,√1−|α|2((·)⊗ 1A)Vα,√1−|α|2
and
ΛQ,β,U2 := E√1−|β|2,β,1,U2(1B ⊗ (·))
= V∗√
1−|β|2,β(1B ⊗ U
∗
2 (·)U2)V√1−|β|2,β
= ΛQ,β ◦ τU2 (4.3.4)
with ΛQ,β := ΛQ,β,1A = E√1−|β|2,β,1(1B ⊗ (·)) = V∗√1−|β|2,β(1B ⊗ (·))V√1−|β|2,β and
the transition expectation Eα,β,U1,U2 defined by (3.1.6).
Definition 4.17. Let α, β : G −→ C be measurable functions with |α(x)| ≤ 1 ,
|β(x)| ≤ 1 for all x ∈ G, U1, U2 isometric operators from L(M).
We define ΛnM,α,U1 : L(M) −→ L(M) and ΛnQ,β,U2 : L(M) −→ L(M) by
Λ1M,α,U1 := ΛM,α,U1
ΛnM,α,U1 := Λ
1
M,α,U1
◦ Λn−1M,α,U1 (n ≥ 2) (4.3.5)
and
Λ1Q,β,U2 := ΛQ,β,U2
ΛnQ,β,U2 := Λ
1
Q,β,U2
◦ Λn−1Q,β,U2 (n ≥ 2). (4.3.6)
We define ΛnM,α,U1,U2 : L(M) −→ L(M) by
Λ1M,α,U1,U2 := ΛM,α,U1
ΛnM,α,U1,U2 := Λ
n−1
Q,
√
1−|α|2,U2
◦ Λ1M,α,U1 (n ≥ 2). (4.3.7)
In [19] there were considered system evolutions of type (4.3.4). We want to recall
some results.
By PrΨ we denote the projection on Ψ :
PrΨΨ˜ := 〈Ψ, Ψ˜〉Ψ. (4.3.8)
For g1, g2 ∈ L2(G, ν) we denote by Bg1,g2 the integral operator with kernel eg2⊗eg1 ,
i.e. for Ψ ∈M and ϕ ∈M
Bg1,g2Ψ(ϕ) =
∫
F (dϕ̂)eg2(ϕ) · eg1(ϕ̂)Ψ(ϕ̂). (4.3.9)
We will use the operators of this type as test operators. The following Lemma is
taken from [26] (Lemma 3.22).
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Lemma 4.18. Let L1, L2 : L(M) −→ L(M) be linear mappings being continuous
with respect to the σ-weak and the uniform topology. Then it holds L1 = L2 if and
only if
L1(Bg1,g2) = L2(Bg1,g2) (g1, g2 ∈ L2(G, ν)). (4.3.10)
In [26] we also find the following formulae.
Lemma 4.19. Using the notations of Definition 4.16 with U2 = Γ(v) where v is an
isometry and Bg1,g2 defined in (4.3.9) we have on exponential vectors from M
ΛQ,β(Bg1,g2)eh = e
〈g1,βh〉e(1−|β|2)h+βg2 (4.3.11)
and
ΛQ,β,Γ(v)(Bg1,g2)eh = e
〈g1,v(βh)〉e(1−|β|2)h+βv∗g2 . (4.3.12)
The following statements can be found in [26] (Prop. 3.28 and Lemma 3.33).
Let Uβ denote the set of all operators U ∈ L(M) such that τU commutes with ΛQ,β.
Lemma 4.20. Let ω be a normal state on L(M), β : G −→ C be a measurable
function with |β(x)| ≤ 1 for all x ∈ G, U ∈ Uβ and n ∈ N. Then
(a) ΛnQ,β,U = ΛQ,βn,Un,
(b) ω ◦ ΛQ,βn(Pre0) = ω(Oe1−|β|2n ).
Using these results we want to characterize ΛnM,α,U1 . For this we need some prepa-
rations.
Lemma 4.21. Let n ∈ N, α : G −→ C a measurable function with |α(x)| ≤ 1,
β(x) :=
√
1− |α(x)|2 (x ∈ G). Furthermore let U1, U2 be isometric operators from
L(M), U2 ∈ Uβ. Then
ΛnM,α,U1,U2 = ΛQ,βn−1,Un−12 ◦ ΛM,α,U1 .
PROOF. This follows immediately from the definitions of the considered mappings
and Lemma 4.20.
The next Lemma can be found as Proposition 3.30 in [26].
By ∅0 we will denote the vacuum state, i.e.
∅0(A) := 〈χ{o}, Aχ{o}〉 = 〈e0, Ae0〉, (A ∈ L(M)), (4.3.13)
where o denotes the empty configuration in M .
If we want to stress the difference between quantum system and measurement ap-
paratus we use ∅0A for the vacuum state on A and ∅0B for the vacuum state on B.
70
Lemma 4.22. Let (ωn)n∈N be a sequence of normal states on M. If the sequence
(Qn)n∈N of the corresponding position distributions defined in Definition 3.17 satis-
fies the condition
lim
n→∞
Qn({o}) = 1
then
lim
n→∞
ωn = ∅
with respect to the ∗-weak and the norm topology.
Lemma 4.23. (Corollary 3.32 in [26]) There is only one normal state ω with
Qω({o}) = 1, namely ω = ∅.
Lemma 4.24. For all normal states ω onM and measurable functions α : G −→ C
with |α(x)| ≤ 1 for all x ∈ G it holds
ω ◦ ΛM,α(Pre0) = ω(Oe1−|α|2 ).
PROOF. Let β :=
√
1− |α|2.
From (2.3.5) and (4.3.8) we know that Pre0 = 〈e0, ·〉e0 = Γ(0). This implies
ΛM,α(Pre0)eh = ΛM,α(Γ(0))eh = V∗α,β(Γ(0)⊗ 1)Vα,βeh = V∗α,β(e0 ⊗ eβh) = e|β|2h
= e(1−|α|2)h = Oe(1−|α|2 )eh.
Lemma 4.25. For all normal states ω onM and measurable functions α : G −→ C
s. th. |α(x)| ≤ 1 for all x ∈ G, n ∈ N0 there holds
ω ◦ (ΛQ,βn,1B ◦ ΛM,α,1A)(Pre0) = ω(Oe1−|α|2|β|2n )
with β :=
√
1− |α|2.
PROOF. Let β1 :=
√
1− |α|2 n and α1 :=
√
1− |β1|2.
(ΛQ,βn,1B ◦ ΛM,α,1A)(Γ(0))eh = V∗α1,β1(1B ⊗ V∗α,β(Γ(0)⊗ 1A)Vα,β)Vα1,β1eh
= V∗α1,β1(1B ⊗ V∗α,β(Γ(0)⊗ 1A)Vα,β)eα1h ⊗ eβ1h
= V∗α1,β1(eα1h ⊗ V∗α,β(Γ(0)eαβ1h ⊗ eββ1h))
= V∗α1,β1(eα1h ⊗ e0+β1|β|2h) = e(|α1|2h+|β1|2|β|2h) = e(1−|β|2n)h+|β|2(n+1)h
= e1−|β|2n(1−|β|2) = e1−|α|2|β|2n = Oe1−|α|2|β|2neh.
Corollary 4.26. Let α, β as in Lemma 4.25. Then
∅0A ◦ (ΛQ,βn,1B ◦ ΛM,α,1A) = ∅0B.
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PROOF.
∅0A ◦ (ΛQ,βn ◦ ΛM,α)(Pre0) = ∅0(Oe1−|α|2|β|2n )
= e1−|α|2|β|2n(o) = 1.
From this follows Q(ΛQ,βn◦ΛM,α)(o) = 1 and hence with Lemma 4.23,
∅0A ◦ (ΛQ,βn ◦ ΛM,α) = ∅0B.
The vacuum state ∅0 defined in (4.3.13) is the only normal state on the Fock space
algebra that is invariant with respect to our beam splittings.
Proposition 4.27. (Proposition 3.35 in [26]) Let ω be a normal state on L(M)
and β : G −→ C a measurable function with |β(x)| < 1 for all x ∈ G.
Then it holds ω ◦ ΛQ,β = ω if and only if ω = ∅0 .
Repeated independent beam splittings always lead to the vacuum state (of course
in both outcomes of the splitting, i.e. the transmitted and the reflected beam). We
consider the reflected beam, i.e. in our interpretation, the measurement apparatus.
Proposition 4.28. Let ω be a normal state on L(M) and α : G −→ C a measurable
function with |α(x)| < 1 for all x ∈ G, β :=√1− |α|2. Then
ω ◦ ΛnM,α
weak−∗,‖·‖−→
n→∞
∅0B. (4.3.14)
PROOF. From Lemma 4.21 and Lemma 4.25 we conclude that for all n ∈ N
ω ◦ ΛnM,α(Pre0) = ω ◦ (Λn−1Q,βn−1 ◦ ΛM,α(Pre0))
= ω(Oe
1−|α|2|β|2(n−1)
) =
∫
Qω(dϕ)e1−|α|2|β|2(n−1)(ϕ).
Because of the assumption |α(x)| < 1 we get 1− |α|2|β|2(n−1) ≤ 1 and hence for all
ϕ ∈M and all n ∈ N
e1−|α|2|β|2(n−1)(ϕ) ≤ 1.
This implies
lim
n→∞
e1−|α|2|β|2(n−1)(ϕ) = 1.
Consequently from the dominated convergence theorem we obtain
lim
n→∞
ω ◦ ΛnM,α(Pre0) = 1.
Lemma 4.24 and Lemma 4.22 complete the proof.
Even if we add an evolution U of the quantum system, only the vacuum state is
invariant (Proposition 3.37 in[26]).
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Proposition 4.29. Let ω be a normal state on L(M) and β : G −→ C a measurable
function with |β(x)| < 1 for all x ∈ G.
Furthermore, let U ∈ L(M) be an unitary operator which leaves the vacuum invari-
ant, i.e.
τU(Pre0) = U
∗Pre0U = Pre0 .
Then ω ◦ ΛQ,β,U = ω if and only if ω = ∅0.
Consequently, Proposition 4.28 may be generalized in the following way.
Proposition 4.30. Let ω be a normal state on L(M) and α : G −→ C a measurable
function with |α(x)| < 1 for all x ∈ G.
Furthermore, let U1 be an unitary operator from L(M) that leaves the vacuum in-
variant, i.e.
τU1(Pre0) = U
∗
1Pre0U1 = Pre0 ,
and U2 ∈ U√1−|α|2 an operator of second quantization, i.e. U2 = Γ(v) with isometric
v ∈ L(L2(G, ν)). Then
ω ◦ ΛnM,α,U1,Γ(v)
weak−∗,‖·‖−→
n→∞
∅0B. (4.3.15)
PROOF. Let β1 :=
√
1− |α|2, α1 :=
√
1− |β|2 and h ∈ L2(G, ν). From
τU1(Pre0) = Pre0 and Lemma 4.20 we conclude
ω ◦ ΛnM,α,U1,U2(Pre0)eh = ω ◦ (ΛQ,β1,Un−12 ◦ ΛM,α,U1(Pre0))eh
= ω ◦ (ΛQ,β1,Un−12 ◦ ΛM,α(U
∗
1Pre0U1))eh = ω ◦ (ΛQ,β1,Un−12 ◦ ΛM,α(Pre0))eh
= ω ◦ (ΛQ,β1,Un−12 (Oe1−|α|2 )eh = ω ◦ V
∗
α1,β1
(1⊗ (Un−12 )∗Oe|β|2Un−12 )Vα1,β1eh)
= ω ◦ V∗α1,β1(1⊗ Γ((vn−1)∗)Oe|β|2Γ(vn−1)e|β1|h)
= ω ◦ V∗α1,β1(eα1h ⊗ Γ((vn−1)∗)e|β|2(vn−1(|β1|h)))
= ω ◦ V∗α1,β1(eα1h ⊗ e(vn−1)∗(|β|2(vn−1(|β1|h))))
= ω ◦ V∗α1,β1(eα1h ⊗ e|β|2|β1|h) = ω(Oe|α1|2h+|β1|2|β|2h)
= ω(Oe
(1−|α|2|β|2(n−1))h
).
The same conclusions as in the proof of Proposition 4.28 lead to the convergence to
the vacuum state.
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Chapter 5
Evolutions on the quasilocal
Algebra
From section 4.3 we know that the vacuum state is the only normal state on the
Fock space algebra that is invariant with respect to our beam splittings. This means
that in a finite system a beam splitting (with |β| < 1) thins the configuration and
leads for n→∞ to the vacuum state.
Now we want to consider the corresponding situation for infinite, locally finite sys-
tems (i.e. for locally normal states). We give a review of the results obtained in [26]
and add some implications on the evolution of the measurement apparatus.
First we introduce the quasilocal algebra.
5.1 The Quasilocal Algebra on the Fock Space
Up to now we considered beam splittings on the symmetric Fock space M over
some phase space G.
For the consideration of infinite quantum systems we need to pass over to the
quasilocal algebra associated to M.
Let K ∈ G be a Borel set from G. By restricting everything to K we get
MK := {ϕ ∈M : ϕ(Kc) = 0} , MK := M ∩MK , FK := F|MK ,
where Kc := G \ K is the complement of K and F|MK the restriction of the Fock
space measure F to MK .
Using this we obtain the Fock space MK = L2(MK ,MK , FK) over K.
By setting Ψ(ϕ) = 0 for Ψ ∈MK and ϕ /∈MK we get MK ⊆M.
Now we can construct the local algebra over K. For more details see [17] and [19].
Let K be a Borel set from G. For ϕ ∈M let ϕK := ϕ((·)∩K). Then there exists an
unique isomorphism IK :MK ⊗MKc −→M which is characterized for F - almost
all ϕ ∈M by
IK(Ψ1 ⊗Ψ2)(ϕ) = Ψ1(ϕK) ·Ψ2(ϕKc) (Ψ1 ∈MK , Ψ2 ∈MKc). (5.1.1)
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Now let again B be the ring of alle bounded Borel sets from G. For K ∈ B
1MK = OMK denotes the identity in L(MK). The algebra
CK := JK(L(MK))
with the embedding JK : L(MK) −→ L(M) defined by
JK(A) := IK(A⊗ 1MKc )I−1K (A ∈ L(MK) ) (5.1.2)
is a C∗-subalgebra of L(M). CK is called LOCAL ALGEBRA over K. These local
algebras describe finite boson systems in K.
On exponential vectors this embedding can be described the following way.
Lemma 5.1. ([26], Lemma 4.1) For K ∈ B and A ∈ L(MK) we have on exponen-
tial vectors from M
JK(A) = Sc(A⊗OMKc )Dc. (5.1.3)
Now we can define the quasilocal algebra (see chapter 1.2).
C :=
⋃
K∈B
CK
where the bar denotes the closure with respect to the uniform topology in L(M),
defines another C∗-subalgebra of L(M).
The pair [C, (CK)K∈B] is called QUASILOCAL ALGEBRA over G (in the sense of
[8], Def. 2.6.3). C is used to describe infinite boson systems being locally finite (i.e.
finite in bounded areas K ∈ B).
Now we consider position distributions for locally normal states. The following def-
inition is a reformulation of Definition 1.9.
Definition 5.2. Let ω be a state on the quasilocal algebra C. ω is called LOCALLY
NORMAL if it is a normal state on all local algebras CK , K ∈ B, i.e. for all K ∈ B
there exists a trace class operator ρK on MK such that
ω(JK(A)) = Tr(ρKA) (A ∈ L(MK)).
The following proposition shows that it is possible to use the notion of position
distribution also in this situation.
Proposition 5.3. ([17] , Theorem 2.15) Let ω be a locally normal state on C. Then
there exists exactly one point process Qω (the so-called position distribution) which
satisfies for all K ∈ B and all Y ∈MK∫
Qω(dϕ)χY (ϕK) = ω(JK(OY )).
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If the locally normal state ω possesses an extension to a normal state on L(M) then
both point processes Qω coincide. In this sense both definitions are compatible. For
more details see [17, 26].
Analogously to (5.1.1) for K ∈ B there exists an isomorphism
I(2)K :M⊗2K ⊗M⊗2Kc −→M⊗M given for Ψ1,Ψ2 ∈ MK , Ψˆ1, Ψˆ2 ∈ MKc ,
ϕ, ϕˆ ∈M by
I(2)K (Ψ1 ⊗Ψ2 ⊗ Ψˆ1 ⊗ Ψˆ2)(ϕ, ϕˆ) = Ψ1(ϕK)Ψ2(ϕˆK)Ψˆ1(ϕKc)Ψˆ2(ϕˆKc),
or, equivalently, by
I(2)K (Ψ1 ⊗Ψ2 ⊗ Ψˆ1 ⊗ Ψˆ2) =
(
IK(Ψ1 ⊗ Ψˆ1)
)
⊗
(
IK(Ψ2 ⊗ Ψˆ2)
)
.
The following Lemma shows that the operator Vα,β from section 4.1 may be expressed
by the tensor product of its restrictions to MK and MKc , respectively.
Lemma 5.4. ([26] , Lemma 4.4) Let α, β : G −→ C be measurable mappings
satisfying (4.1.1) and let Vα,β :M−→M⊗M be defined by (4.1.2). For arbitrary
K ∈ B we set VKα,β := Vα,β|MK , i.e. VKα,β is the restriction of Vα,β to functions from
MK. Then for all Ψ ∈ M we have VKα,βΨ ∈ MK ⊗MK and the following identity
holds
Vα,β = I(2)K (VKα,β ⊗ VK
c
α,β)I−1K . (5.1.4)
The following Lemma can also be found in [26]. Since V∗α,β looks a bit different in
our situation, where multiple points are allowed, we will give the proof.
Lemma 5.5. For arbitrary K ∈ B we set (V∗α,β)K := V∗α,β|MK⊗MK , i.e. (V
∗
α,β)
K is
the restriction of V∗α,β to functions from MK ⊗MK.
Then (V∗α,β)K = (VKα,β)∗ and
V∗α,β = IK((VKα,β)∗ ⊗ (VK
c
α,β)
∗)(I(2)K )−1. (5.1.5)
PROOF. Let Φ ∈M⊗M, K ∈ B and Ψ ∈M. Using Proposition 2.11 we get
〈Φ,VKα,βΨ〉M2
=
∫
F (dϕ1)
∫
F (dϕ2)Φ(ϕ1, ϕ2)eα(ϕ1)eβ(ϕ2) · χMK×MK (ϕ1, ϕ2) ·Ψ(ϕ1 + ϕ2)
=
∫
MK
F (dϕ)
∑
ϕ̂⊆ϕ
(
ϕ
ϕ̂
)
Φ(ϕ̂, ϕ− ϕ̂)eα(ϕ̂)eβ(ϕ− ϕ̂)Ψ(ϕ)
=
∫
MK
F (dϕ)Ψ(ϕ)
∑
ϕ̂⊆ϕ
(
ϕ
ϕ̂
)
Φ(ϕ̂, ϕ− ϕ̂)eα(ϕ̂)eβ(ϕ− ϕ̂) = 〈V∗α,β|MK⊗MKΦ,Ψ〉M,
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hence, (V∗α,β)K = (VKα,β)∗. Furthermore, we get from Lemma 2.9
V∗α,β = (I(2)K (VKα,β ⊗ VK
c
α,β)I−1K )∗ = (I−1K )∗(VKα,β)∗ ⊗ (VK
c
α,β)
∗(I(2)K )∗
= IK((VKα,β)∗ ⊗ (VK
c
α,β)
∗)(I(2)K )−1.
Lemma 5.6. ([26], Prop. 4.6) Let Eα,β be given by (4.1.4). For all K ∈ B there
holds
Eα,β(C) ∈ CK (C ∈ CK ⊗ CK).
Especially, in the proof it was shown that for A1, A2 ∈ L(MK)
Eα,β(JK(A1)⊗ JK(A2)) = JK((VKα,β)∗(A1 ⊗ A2)VKα,β). (5.1.6)
For the von Neumann algebra L(M) we used the von Neumann tensor product
L(M)⊗ L(M) = L(M⊗M). In the case of the C∗-algebra we define a quasilocal
algebra C ⊗ql C as C∗-algebra generated by the local algebras CK,K′ being the von
Neumann algebra CK ⊗ CK′ .
Lemma 5.7. ([26], Corollary 4.7) For all C ∈ C ⊗ql C we have Eα,β(C) ∈ C.
Independent beam splitting is the quantum mechanical counterpart for the indepen-
dent splitting of point processes ([26, 28]). From point process theory we know that
if the two parts of a random configuration after the splitting are independent then
the configuration before the splitting was distributed according to a Poisson process
(Satz 1 in [21]). Theorem 3.4 of [28] contains the analogue result for the quantum
case.
Let L2loc(G, ν) := {f : G −→ C : fK ∈ L2(G, ν) ∀K ∈ B}, where for f : G −→ C
fK := f ·χK denotes the restriction of f toK ∈ G. Furthermore, let for h ∈ L2loc(G, ν)
Φh denote the coherent state corresponding to h.
Proposition 5.8. ([28] ,Theorem 3.4 ) Let ω be a locally normal state on C and α,
β ∈ C \ {0} with |α|2 + |β|2 = 1 fulfilling
ω(Eα,β(A⊗B)) = ω(Eα,β(A⊗ 1)) · ω(Eα,β(1⊗B)) (A,B ∈ C). (5.1.7)
Then there exists a function h ∈ L2loc(G, ν) such that ω = Φh. Conversely, all
coherent states Φh fulfil equation (5.1.7).
Now we want to answer the question under which conditions Eα,β,U1,U2 defined in
(3.1.6) leaves the local and quasilocal, respectively, algebras invariant. For this we
still need the first part of Proposition 4.8 from [26].
Remember that in our case
Eα,β,U1,U2(B ⊗ A) = V∗α,β(U∗1BU1 ⊗ U∗2AU2)Vα,β
Eα,β,U1,U2 = Eα,β ◦ (τU1 ⊗ τU2),
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where we again used the notation
τU(.) = U
∗(.)U.
Lemma 5.9. Assume the isometry U ∈ L(M) is such that for each K ∈ B there
exists a set K ′ ∈ B such that τU(A) ∈ CK′ for all A ∈ CK. Then
τU
( ⋃
K∈B
CK
)
⊆
⋃
K∈B
CK .
Now we can answer our question from above: The proof uses exactly the same
arguments as the proof of Propostion 4.8 in [26].
Lemma 5.10. Under the conditions of Lemma 5.9 there holds
Eα,β,U1,U2(C ⊗ql C) ⊆ C. Moreover, for each locally normal state ω on C the
state ω ◦ Eα,β,U1,U2 is a locally normal state on C ⊗ql C.
Corollary 5.11. Let U1, U2 fulfill the conditions of Lemma 5.9 and let α : G −→ C
be a measurable function with |α(x)| < 1 for all x ∈ G. Then for ΛM,α,U1,U2 defined
in (4.3.7) it holds
ΛM,α,U1,U2(C) ⊆ C
and Λ∗M,α,U1,U2 maps locally normal states into locally normal states.
We complete this section with a characterization of convergence in the weak-∗ topol-
ogy taken from [26].
Lemma 5.12. ([26], Lemma 4.12)
Let (ωn)n∈N, ω be locally normal states. Then
ωn
weak−∗−→
n→∞
ω
iff for all K ∈ B and all g1, g2 ∈ L2(K)
ωn(JK(Bg1,g2)) weak−∗−→
n→∞
ω(JK(Bg1,g2)).
5.2 Invariance of Locally Normal States
The vacuum state is also the only locally normal state that is invariant under inde-
pendent beam splittings. In this section we will cite the corresponding results from
section 4.2 of [26] and add some implications on the evolution of the measurement
apparatus.
The vacuum state will again be denoted by ∅0.
From (5.1.6) we know that for all K ∈ B and A ∈ L(MK)
ΛQ,β(JK(A)) = JK(ΛQ,β|K (A)) and (5.2.1)
ΛM,α(JK(A)) = JK(ΛM,α|K (A)). (5.2.2)
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For all locally normal states ω on C and K ∈ B we hence have
ω ◦ ΛM,α(JK(A)) = ω ◦ JK(ΛM,α|K (A)) and (5.2.3)
ω ◦ ΛQ,β(JK(A)) = ω ◦ JK(ΛQ,β|K (A)). (5.2.4)
The vacuum state is also the only locally normal state invariant under the beam
splitting.
Proposition 5.13. ([26], Prop. 4.13 ) Let ω be a locally normal state on C, n ∈ N
and β : G −→ C a measurable function satisfying |β(x)| < 1 for all x ∈ G.
Then ω ◦ ΛnQ,β = ω if and only if ω = ∅0.
From (5.1.6), (5.2.1) and (5.2.2) we conclude for all K ∈ B, A ∈ L(MK) and n ∈ N
ΛnM,α(JK(A)) = (Λn−1Q,√1−|α|2 ◦ ΛM,α)(JK(A))
= Λn−1
Q,
√
1−|α|2(JK(ΛM,α|K (A)) = ΛQ,√1−|α|2(n−1)(JK(ΛM,α|K (A))
= JK(Λ
Q,
√
1−|α|2(n−1)|K
(ΛM,α|K (A))
= JK(Λ
Q,
√
1−|α|2(n−1) ◦ ΛM,α)|K)(A).
So, we also have
ΛnM,α(JK(A)) = JK(ΛnM,α|K (A)). (5.2.5)
From (5.2.1) we also get
ΛnQ,β(JK(A)) = JK(ΛnQ,β|K (A)). (5.2.6)
Now we extend Proposition 4.28 to the case of locally normal states.
Proposition 5.14. Let ω be a locally normal state on L(M) and α : G −→ C a
measurable function with |α(x)| < 1 for all x ∈ G, β :=√1− |α|2. Then it holds
ω ◦ ΛnM,α
weak−∗,‖·‖−→
n→∞
∅0. (5.2.7)
PROOF. From (5.2.5) we get for all K ∈ B and n ∈ N
ΛnM,α ◦ JK = JK ◦ ΛnM,α|K . (5.2.8)
So, from Proposition 4.28 it follows for all K ∈ B that
(ω ◦ ΛnM,α)K = ωK ◦ ΛnM,α|K
σ−weak,‖·‖−→
n→∞
∅0. (5.2.9)
As the familiy (ω ◦ΛnM,α)K is equicontinuous, (ω ◦ ΛnM,α)n∈N does not only converge
weak-∗ly with respect to ⋃
K∈B
CK , but also with respect to the uniform closure of C.
This means that the convergence is usual weak-∗ convergence.
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Analogously to Proposition 5.14 we get the following Corollary (see also Proposition
4.14 in [26].
Corollary 5.15. Let ω be a locally normal state on L(M) and β : G −→ C a
measurable function with |β(x)| < 1 for all x ∈ G, α :=√1− |β|2. Then
ω ◦ ΛnQ,β
weak−∗,‖·‖−→
n→∞
∅0. (5.2.10)
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Chapter 6
Beam Splittings and Contractions
For normal and locally normal states ω the vacuum state is the only one that
satisfies the invariance equation ω ◦ ΛQ,β = ω ([26], chapters 3.6 and 4.2).
In the case of a normal state ω even the invariance equation ω ◦ ΛQ,β,U = ω can be
fulfilled only by the vacuum state ([26], Proposition 3.37).
But if we consider strictly locally normal states, i.e. locally normal ones that can
not be extended to normal states on the whole Fock space M, one can find states
ω, that are invariant with respect to ΛQ,β,U for certain β and U .
In this chapter we will mainly deal with ΛnQ,β,U2 and Λ
n
M,α,U1,U2
where the Ui are the
second quantizations of contraction operators. Thereby we will give a review of the
invariance results in chapter 5 of [26]. There it was shown that a contraction can
”compensate” the loss caused by the splitting and thus lead to invariance.
In doing so we use a different representation of the contraction operator. Our
second focus will be again the evolution of the measurement apparatus.
In the following we consider only a d-dimensional Euclidian phase space G = Rd
equiped with the Lebesgue measure ν = `d.
6.1 Definition and Basic Properties of the Con-
traction Operator
For arbitrary t ∈ R we define an operator vt ∈ L(L2(Rd)) by
(vt(h))(x) := e
td
2 · h(etx) (h ∈ L2(Rd), x ∈ Rd). (6.1.1)
We will call this operator a contraction for arbitrary t ∈ R. In the usual sense it is
only a contraction for t < 0.
Lemma 6.1. Let for t ∈ R the operator vt be given by (6.1.1). Then vt is an unitary
operator from L(L2(Rd)) with v∗t = v−1t = v−t.
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PROOF. Let f , h ∈ L2(Rd). Then
〈f,vth〉 =
∫
Rd
`d(dx)f(x)e
td
2 h(etx) =
∫
Rd
`d(dy)f(e−ty)h(y)e−
td
2 = 〈v−tf, h〉 (6.1.2)
and
〈vtf,vth〉 =
∫
Rd
`d(dx)e
td
2 f(etx)e
td
2 h(etx) =
∫
Rd
`d(dx)etdf(etx)h(etx)
=
∫
Rd
`d(dy)f(y)h(y) = 〈f, h〉. (6.1.3)
Furthermore, it holds vtv−t = v−tvt = 1.
We define some more mappings:
st : Rd −→ Rd , st(x) := et · x (x ∈ Rd), (6.1.4)
σt :M −→M , σt(ϕ) :=
∑
x∈suppϕ
ϕ({x})δetx (ϕ ∈M), (6.1.5)
St :M−→M , StΨ := Ψ ◦ σt (Ψ ∈M). (6.1.6)
Lemma 6.2. For all t ∈ R the second quantization Γ(vt) ∈ L(M) of vt is given by
Γ(vt) = O(e
e
td
2
)St.
On exponential vectors eh with h ∈ L2(Rd) we have
Γ(vt)eh = evth = ee td2 ·h◦st (6.1.7)
Γ(vt)
∗eh = ev−th = ee− td2 ·h◦s−t . (6.1.8)
PROOF. Equations (6.1.8) and (6.1.7) follow directly from Definition 2.14, Remark
2.15 and Lemma 6.1. Using (2.3.4) in Lemma 2.13 we get for all eh ∈M, ϕ ∈M
Γ(vt)eh(ϕ) = evth(ϕ) = ee td2 (ϕ) · eh◦st(ϕ) = ee td2 (ϕ) ·
∏
x∈ϕ
(h ◦ st(x))ϕ({x})
= e
e
td
2
(ϕ) ·
∏
etx∈σt(ϕ)
(h(etx))σt(ϕ)({e
tx}) = Oe
e
td
2
eh ◦ σt(ϕ) = Oe
e
td
2
(Steh)(ϕ).
The fact that the exponential vectors are total in M completes the proof.
Let for g1, g2 ∈ L2(Rd) the operator Bg1,g2 be defined as it was given in (4.3.9).
For exponential vectors with h ∈ L2(Rd) and ϕ ∈M we have
Bg1,g2eh(ϕ) = e
〈g1,h〉 · eg2(ϕ). (6.1.9)
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Lemma 6.3. Let v : L2(Rd) −→ L2(Rd) be an isometry and h, g1, g2 ∈ L2(Rd).
Then
e〈g1,v(h)〉 · ev∗(g2) = Bv∗(g1),v∗(g2)eh. (6.1.10)
PROOF. From (6.1.9) there follows immediately for ϕ ∈M
Bv∗(g1),v∗(g2)eh(ϕ) = e
〈v∗(g1),h〉 · ev∗(g2)(ϕ) = e〈g1,v(h)〉 · ev∗(g2)(ϕ).
Proposition 6.4. Let t ∈ R and g1, g2 ∈ L2(Rd). Then it holds
Γ(vt)
∗Bg1,g2Γ(vt) = Bv−t(g1),v−t(g2). (6.1.11)
PROOF. Using (6.1.9), (2.3.4) from Lemma 2.13 and Lemma 6.3 we get for
h ∈ L2(Rd)
Γ(vt)
∗Bg1,g2Γ(vt)eh = Γ(vt)
∗Bg1,g2evt(h) = Γ(vt)
∗e〈g1,vt(h)〉eg2
= e〈g1,vt(h)〉Γ(v−t)eg2 = e
〈g1,vt(h)〉ev−t(g2) = Bv−t(g1),v−t(g2)eh.
6.2 Contractions and Invariant States
As we have seen ΛQ,β and ΛM,α leave the local algebras invariant. Now we will
consider ΛQ,β,U2 and ΛM,α,U1,U2 with Ui = Γ(vti). The expansion (for ti > 0) or
contraction (for ti < 0) will destroy the invariance.
For Borel sets K ⊆ Rd we identify again h ∈ L2(K) with h ∈ L2(Rd) where h(x) = 0
for all x ∈ Kc.
The following Proposition is the analogue of Proposition 5.3 from[26].
Proposition 6.5. For K ∈ B and g1, g2 ∈ L2(K), t ∈ R we have
Γ(vt)
∗Bg1,g2Γ(vt)OMKt ∈ L(MKt)
with Kt := st(K) = {etx ; x ∈ K}.
PROOF. From Proposition 6.4 and Lemma 6.3 follows for all h ∈ L(MKt)
Γ(vt)
∗Bg1,g2Γ(vt)eh = Bv−t(g1),v−t(g2)eh = e
〈v−t(g1),h〉 · ev−t(g2).
Moreover, we haveK = s−t(Kt). So, for gj ∈ L2(K), j = 1, 2, holds gj◦s−t ∈ L2(Kt)
and hence
v−t(gj) = e−
td
2 gj ◦ s−t ∈ L2(Kt).
This shows that Γ(vt)
∗Bg1,g2Γ(vt) restricted to functions from MKt belongs to
L2(Kt).
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If we denote by JKt the embedding into the local algebra given by (5.1.2), with
Proposition 6.5 we proved that
JKt(Γ(vt)∗Bg1,g2Γ(vt)OMKt ) ∈ CKt .
Now we will show that by the inner evolution described by the contraction the alge-
bra CK is mapped into CKt . The corresponding result with a different representation
of the contraction is Proposition 5.4 in [26].
Proposition 6.6. For arbitrary t ∈ R, K ∈ B and A ∈ L(MK) it holds
JKt(Γ(vt)∗AΓ(vt)OMKt ) = Γ(vt)∗JK(A)Γ(vt) (6.2.1)
with Kt = st(K).
PROOF. According to (5.1.3) for K ∈ B and A ∈ L(MK) on exponential vectors
we have
JK(A) = Sc(A⊗OMKc )Dc,
where in this case Kc = Rd \K.
For h ∈ L2(Rd), g1, g2 ∈ L2(K) we get applying (2.3.12)
JK(Bg1,g2)eh = Sc(Bg1,g2 ⊗OMKc )Dceh = Sc(Bg1,g2eh ⊗ eh|Kc ) (6.2.2)
= Sc(e〈g1,h〉eg2 ⊗ eh|Kc ) = e〈g1,h〉eg2+h|Kc . (6.2.3)
Let h ∈ L2(Kt) and g1, g2 ∈ L2(K). From h ∈ L2(Kt) follows vt(h) ∈ L2(K).
Consequently, we get applying Lemma 6.3 and Proposition 6.4
Γ(vt)
∗JK(Bg1,g2)Γ(vt)eh = Γ(vt)∗JK(Bg1,g2)evt(h) = Γ(vt)∗e〈g1,vt(h)〉eg2+vt(h|Kc )
= Γ(vt)
∗e〈g1,vt(h)〉eg2 = e
〈g1,vt(h)〉ev−t(g2)
= Bv−t(g1),v−t(g2)eh.
We still have to show that Γ(vt)
∗JK(Bg1,g2)Γ(vt) restricted to M(Kt)c behaves like
the identity. Let h ∈ L2((Kt)c). Because x ∈ Kc is equivalent to etx ∈ (Kt)c we
have 〈g1,vt(h)〉 = 0 for g1 ∈ L2(K), vt(h|Kc) = vt(h). Hence, for h ∈ L2((Kt)c),
g1, g2 ∈ L2(K)
Γ(vt)
∗JK(Bg1,g2)Γ(vt)eh = Γ(vt)∗JK(Bg1,g2)evt(h) = Γ(vt)∗e〈g1,vt(h)〉eg2+vt(h|Kc )
= Γ(vt)
∗evt(h) = ev−t(vt(h)) = eh.
Consequently,
OM(Kt)cΓ(vt)
∗JK(Bg1,g2)Γ(v)OM(Kt)c = OM(Kt)c = 1M(Kt)c .
From Lemma 4.18 follows that (6.2.1) holds for all A ∈ L(MK).
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The following Proposition is the analogue of Proposition 5.5 in [26].
Proposition 6.7. For K ∈ B, t ∈ R and g1, g2 ∈ L2(K) there holds
ΛQ,β,Γ(vt)(JK(Bg1,g2)) = JKt(OMKtΛQ,β(Bv−t(g1),v−t(g2))OMKt ) (6.2.4)
with Kt = st(K).
PROOF. From Propositions 6.6 and 6.4 we get
Γ(vt)
∗JK(Bg1,g2)Γ(vt) = JKt(Γ(vt)∗Bg1,g2Γ(vt)OMKt ) = JKt(Bv−t(g1),v−t(g2)).
Because of v−t(gj) ∈ L2(Kt) there follows from
JKt(Bg1,g2)eh = e〈g1,h〉eg2+h|(Kt)c
(see also proof of Proposition 6.6) for h ∈ L2(Rd)
Γ(vt)
∗JK(Bg1,g2)Γ(vt)eh = e〈v−t(g1),h〉ev−t(g2)+h|(Kt)c .
Furthermore, we have for all A ∈ L(M) and α(x) :=√1− |β(x)|2 (x ∈ Rd)
ΛQ,β(A)eh = V∗α,β(1⊗ A)Vα,β eh = V∗α,β(1⊗ A)(Oeα ⊗Oeβ)Dceh
= V∗α,β(1⊗ A)(eαh ⊗ eβh) = V∗α,β(eαh ⊗ Aeβh)
= Sc(Oeα ⊗Oeβ)(eαh ⊗ Aeβh) = Sc(e|α|2h⊗OeβAeβh) (6.2.5)
and
ΛQ,β,Γ(vt)(Bg1,g2)eh = Sc(e|α|2h ⊗OeβΓ(vt)∗Bg1,g2Γ(vt)eβh)
= Sc(e|α|2h ⊗OeβΓ(vt)∗e〈g1,vt(βh)〉eg2) = e〈g1,vt(βh)〉Sc(e|α|2h ⊗Oeβev∗t (g2))
= e〈g1,vt(βh)〉eβv−t(g2)+|α|2h. (6.2.6)
Finally, we get from (6.2.5) and (6.2.6) for all h ∈ L2(Rd)
ΛQ,β,Γ(vt)(JK(Bg1,g2))eh = ΛQ,βΓ(vt)∗JK(Bg1,g2)Γ(vt)eh
= Sc(e|α|2h ⊗OeβΓ(vt)∗JK(Bg1,g2)Γ(vt)eβh)
= Sc(e|α|2h ⊗Oeβ e〈v−t(g1),βh〉ev−t(g2)+(βh)|(Kt)c )
= e〈v−t(g1),βh〉 Sc(e|α|2h ⊗ eβv−t(g2)+β(βh)|(Kt)c ) = e
〈v−t(g1),βh〉eβv−t(g2)+|β|2h|(Kt)c+|α|2h
= e〈v−t(g1),βh〉eβv−t(g2)+h|(Kt)c+(1−|β|2)h)|Kt
= e〈g1,vt(βh)〉eβv−t(g2)+(1−|β|2)h|Kt+h|(Kt)c = JKt(OMKtΛQ,β(Bv−t(g1),v−t(g2))OMKt )eh.
Lemma 6.8. For K ∈ B, t ∈ R, h ∈ L2(Rd) and g1, g2 ∈ L2(K) it holds
ΛQ,β,Γ(vt)(JK(Bg1,g2))eh = e〈g1,vt(βh)〉e(1−|β|2)h|Kt+βv−t(g2)+h|(Kt)c (6.2.7)
with Kt = st(K).
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PROOF. This formula is obtained in the proof of Proposition 6.7.
Observe that for all n ∈ N there holds (Γ(vt))n = Γ(vnt ) = Γ(vn·t).
ΛnQ,β,U can be calculated in a simple way for Λ
n
Q,β,U = ΛQ,βn,Un ([26], Prop. 3.28).
For U = Γ(v) this holds if and only if β · v(h) = v(βh) ∀ h ∈ L2(G, ν) (see [26],
Prop. 3.29). For our contraction mapping vt this means
[β · (vt(h))](x) = β(x) · e td2 · h(etx) = e td2 · (βh)(etx) = [vt(βh)](x)
for all x ∈ Rd. This is the case if β = β ◦ st. If this is required for all t ∈ R, the
function β has to be constant on all sets {et · x ; t ∈ R} for arbitrary x ∈ Rd. The
most simple case where this condition is fulfilled is β being constant.
For the following proposition compare Proposition 5.7 in [26]. We will give a more
detailed proof.
Proposition 6.9. Let t ∈ R, β ∈ C with |β| ∈ [0, 1]. Then for all h, g1, g2 ∈ L2(Rd)
and n ≥ 1 it holds
ΛnQ,β,Γ(vt)(Bg1,g2)eh = e
〈v−nt(g1),βnh〉 e(1−|β|2n)h+βnv−nt(g2). (6.2.8)
Furthermore, for all K ∈ B, g1, g2 ∈ L2(K), n ≥ 1, h ∈ L2(Rd) we have
ΛnQ,β,Γ(vt)JK(Bg1,g2)eh = e〈v−nt(g1),β
nh〉 · e(1−|β|2n)h|Knt+βnv−nt(g2)+h|(Knt)c
= JKnt(A˜)eh (6.2.9)
where Knt := snt(K) = {entx ; x ∈ K}, and A˜ ∈ L(MKnt) is given for f ∈ L2(Knt)
by
A˜ ef = e〈v−nt(g1),β
nf〉 e(1−|β|2n)f+βnv−nt(g2). (6.2.10)
PROOF. Let h, g1, g2 ∈ L2(Rd). Using Lemma 6.8 we get
ΛnQ,β,Γ(vt)(Bg1,g2)eh = ΛQ,βn,Γ(vnt)(Bg1,g2)eh = e
〈v−nt(g1),βnh〉 · e(1−|β|2n)h+βnv−nt(g2).
Now let K ∈ B, g1, g2 ∈ L2(K), h ∈ L2(Rd). Then using Prop. 5.5 from [26] (with
our contraction vt) we have
ΛnQ,β,Γ(vt)JK(Bg1,g2)eh = ΛQ,βn,Γ(vnt)JK(Bg1,g2)eh
= JKnt(OMKntΛQ,βn,Γ(vnt)(Bv−nt(g1),v−nt(g2))OMKnt )eh.
According to Lemma 6.8 there holds
ΛQ,βn,Γ(vnt)JK(Bg1,g2)eh = e〈v−nt(g1),β
nh〉 · e(1−|β|2n)h|Knt+βnv−nt(g2)+h|(Knt)c ,
or for h ∈ L2(Knt)
ΛQ,βn,Γ(vnt)JK(Bg1,g2)eh = e〈v−nt(g1),β
nh〉 e(1−|β|2n)h+βnv−nt(g2).
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Now we will look for coherent locally normal states on the quasilocal algebra that
are invariant under ΛnQ,β,Γ(vt) (compare Prop. 5.8 from [26]).
Proposition 6.10. Let Φh be a locally normal coherent state, β ∈ C a constant
with |β| ∈ [0, 1] and let t ∈ R. For all K ∈ B and g1, g2 ∈ L2(K) it holds
Φh ◦ ΛnQ,β,Γ(vt)JK(Bg1,g2)
= exp{〈v−nt(g1), βnh〉+ 〈βnh,v−nt(g2)〉 − |β|2n‖h‖2L2(Knt)}, (6.2.11)
where again Knt := snt(K).
PROOF. We know that among the normal states only the vacuum state is invariant
or asymptotically invariant with respect to ΛQ,β,Γ(vt).
Now let Φh be a locally normal coherent state on the quasilocal algebra C. Hence,
h : G −→ C is locally square integrable with respect to the Lebesgue measure, i.e.
‖h‖2K := ‖h‖2L2(K) =
∫
K
|h(x)|2dx <∞ ∀ K ∈ B and
Φh(JK(A)) = e−‖h‖K 〈eh, Aeh〉MK (K ∈ B , A ∈ L(MK)).
from this and Proposition 6.9 follows
Φh ◦ ΛnQ,β,Γ(vt)(JK(Bg1,g2)) = Φh(JKnt(A˜))
= e−‖h‖Knt 〈eh, A˜eh〉MKnt (6.2.12)
with A˜ being the operator defined by (6.2.10).
So, we can continue (6.2.12):
= exp{−‖h‖2Knt}〈eh, e〈v−nt(g1),β
nh〉 · e(1−|β|2n)h+βnv−nt(g2)〉MKnt
= exp{−‖h‖2Knt + 〈v−nt(g1), βnh〉+ 〈h, (1− |β|2n)h〉L2(Knt) + 〈h, β
n
v−nt(g2)〉}
= exp{−‖h‖2Knt + 〈v−nt(g1), βnh〉+ (1− |β|2n)‖h‖2Knt + 〈h, β
n
v−nt(g2)〉}
= exp{−|β|2n)‖h‖2Knt + 〈v−nt(g1), βnh〉+ 〈h, β
n
v−nt(g2)〉}.
Now the question is, for which of these states Φh we have invariance?
Proposition 6.11. Let Φh be a locally normal coherent state, β ∈ C a constant
with |β| ∈ [0, 1] and let t ∈ R.
If h fulfills the condition
h(x)
h(etx)
= βe
td
2 f.a.a. x ∈ Rd (6.2.13)
then Φh is invariant with respect to ΛQ,β,Γ(vt).
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PROOF. For an arbitrary locally normal coherent state Φh it holds
Φh(JK(Bg1,g2)) = e−‖h‖
2
K 〈eh, Bg1,g2eh〉MK = e−‖h‖
2
K 〈eh, e〈g1,h〉 · eg2〉
= exp{〈g1, h〉+ 〈h, g2〉 − ‖h‖2K}
with K ∈ B and g1, g2 ∈ L2(K).
If we compare this with the result of Proposition 6.9 we have equality (for n = 1) if
and only if
〈g1, h〉+ 〈h, g2〉 − ‖h‖2K = 〈g1,vt(βh)〉+ 〈vt(βh), g2〉 − |β|2‖h‖2Kt . (6.2.14)
Since Kt = st(K) = {etx ; x ∈ K} we have ‖h‖2Kt = etd‖h ◦ st‖2K . Furthermore, it
holds vt(βh) = β · vt(h) = β · e td2 · (h ◦ st). Hence, (6.2.14) holds if and only if
〈g1, h〉+ 〈h, g2〉 − ‖h‖2K
= 〈g1, β · e td2 (h ◦ st)〉+ 〈β · e td2 (h ◦ st), g2〉 − etd|β|2‖h ◦ st‖2K .
This equality is true if and only if
h = βe
td
2 h ◦ st. (6.2.15)
The simplest solution of (6.2.15) is
1. β = e−
td
2 and h = h ◦ st , this may be obtained by constant h.
Other possible solutions of (6.2.15) are
2. h(x) = axγ and β = e−(
td
2
+γt) with constants a and γ such that t(d+2γ) > 0,
in this case we have for all x ∈ Rd
βe
td
2 h ◦ st(x) = βe td2 h(etx) = βe td2 (etx)m = βe td2 etmxm = h(x).
3. h(x) = alnx and β = a−t · e− td2 (d = 1, a = const. such that |β| ∈ (0, 1)), then
we have for all x > 0
βe
td
2 h ◦ st(x) = βe td2 aln(etx) = βe td2 · at+lnx = βe td2 · at · alnx = alnx = h(x).
For all possible solutions the contraction constant t has to be chosen such that
|β| < 1.
To describe the evolution of the measurement apparatus we repeat the considera-
tions for ΛM,α,Γ(vt1 ),Γ(vt2) defined in (4.3.7).
Remember that ΛnM,α,Γ(vt1 ),Γ(vt2)
= Λn−1
Q,
√
1−|α|2,Γ(vt2 )
◦ ΛM,α,Γ(vt1 ) and
(Γ(vt))
n = Γ(vnt ) = Γ(vnt).
The following Proposition corresponds to Proposition 6.9.
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Proposition 6.12. Let t ∈ R, α a complex constant with |α| ∈ [0, 1],
β :=
√
1− |α|2. Then for all h, g1, g2 ∈ L2(Rd) and n ≥ 1 it holds
ΛnM,α,Γ(vt1),Γ(vt2 )(Bg1,g2)eh
= e〈g1,vt1+(n−1)t2 (αβ
n−1h)〉 · e(1−|α|2|β|2(n−1))h+αβn−1v−t1−(n−1)t2 (g2). (6.2.16)
Furthermore, for all K ∈ B, g1, g2 ∈ L2(K), n ≥ 1, h ∈ L2(Rd) we get
ΛnM,α,Γ(vt1 ),Γ(vt2 )JK(Bg1,g2)eh (6.2.17)
= e〈g1,v(n−1)t2+t1 (αβ
n−1h)〉· e(1−|α|2|β|2(n−1))h|Kt1+(n−1)t2+αβn−1v−t1−(n−1)t2 (g2)+h|(Kt1+(n−1)t2 )c
= JKt1+(n−1)t2 (A˜)eh (6.2.18)
where Kt1+(n−1)t2 := st1+(n−1)t2(K) = {e(t1+(n−1)t2)x ; x ∈ K}, and
A˜ ∈ L(MKt1+(n−1)t2 ) is given for f ∈ L2(Kt1+(n−1)t2) by
A˜ ef = e〈g1,αβ
n−1vt1+(n−1)t2f〉 e(1−|α|2|β|2(n−1))f+αβn−1v−t1−(n−1)t2 (g2). (6.2.19)
PROOF. Let β1 := β
n−1 and α1 :=
√
1− |β1|2. Using Proposition 6.9 we get for h,
g1, g2 ∈ L2(Rd)
ΛnM,α,Γ(vt1 ),Γ(vt2 )(Bg1,g2)eh = (ΛQ,β1,Γ(v(n−1)t2 ) ◦ ΛM,α,Γ(vt1 ))(Bg1,g2)eh
= (ΛQ,β1,Γ(v(n−1)t2 )(V∗α,β(Γ(vt1)∗Bg1,g2Γ(vt1)⊗ 1)Vα,β))eh
= V∗α1,β1(1⊗ Γ(v−(n−1)t2)V∗α,β(Γ(v−t1)Bg1,g2Γ(vt1)⊗ 1)Vα,βΓ(v(n−1)t))Vα1,β1eh
= V∗α1,β1(eα1h ⊗ Γ(v−(n−1)t2)V∗α,β(Γ(v−t1)Bg1,g2Γ(vt1)⊗ 1)Vα,βev(n−1)t2 (β1h))
= V∗α1,β1(eα1h ⊗ Γ(v−(n−1)t2)V∗α,β(Bv−t1g1,v−t1g2(ev(n−1)t(αβ1h))⊗ ev(n−1)t(βnh)))
= V∗α1,β1(eα1h ⊗ Γ(v−(n−1)t2)V∗α,β(Oe〈v−t1g1,v(n−1)t2 (αβ1h)〉ev−t1g2 ⊗ ev(n−1)t2 (βnh)))
= V∗α1,β1(eα1h ⊗ Γ(v−(n−1)t2)Oe〈g1,v(n−1)t2+t1 (αβ1h)〉eαv−t1g2+|β|2v(n−1)t2 (β1h))
= V∗α1,β1(eα1h ⊗Oe〈g1,v(n−1)t2+t1 (αβ1h)〉ev−(n−1)t2(αv−t1g2+|β|2v(n−1)t2 (β1h)))
= V∗α1,β1(eα1h ⊗Oe〈g1,v(n−1)t2+t1 (αβ1h)〉ev−(n−1)t2−t1 (αg2)+|β|2β1h)
= e〈g1,v(n−1)t2+t1 (αβ
n−1h)〉 · e|α1|2h+β1(v−(n−1)t2−t1 (αg2)+|β|2β1h)
= e〈g1,vt1+(n−1)t2 (αβ
n−1h)〉 · e(1−|α|2|β|2(n−1))h+αβn−1v−t1−(n−1)t2 (g2).
Furthermore, we get from this and Proposition 6.6 for g1, g2 ∈ L2(K)
ΛnM,α,Γ(vt1 ),Γ(vt2 )JK(Bg1,g2)eh = ΛQ,β1,Γ(vn−1)t2) ◦ ΛM,α,Γ(vt1 )(JK(Bg1,g2))eh
= V∗α1,β1(eα1h
⊗Γ(v−(n−1)t2)V∗α,β(Γ(vt1)∗JK(Bg1,g2)Γ(vt1)(ev(n−1)t2(αβ1h))⊗ ev(n−1)t2 (βnh)))
= V∗α1,β1(eα1h
⊗Γ(v−(n−1)t2)V∗α,β(JKt1 (Bv−t1g1,v−t1g2OMKt1 )(ev(n−1)t2 (αβ1h))⊗ ev(n−1)t2 (βnh)))
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= V∗α1,β1(eα1h
⊗Γ(v−(n−1)t2)V∗α,β(Oe〈g1,v(n−1)t2+t1 (αβ1h)〉ev−t1g2+v(n−1)t2(αβ1h)|
(Kt1+(n−1)t2 )c
⊗ ev(n−1)t2(βnh)))
= V∗α1,β1(eα1h
⊗Γ(v−(n−1)t)Oe〈g1,v(n−1)t2+t1 (αβ1h)〉eα(v−t1g2+v(n−1)t2 (αβ1h)|
(Kt1+(n−1)t2 )c
)+|β|2v(n−1)t2 (β1h))
= V∗α1,β1(eα1h
⊗O
e
〈g1,v(n−1)t2+t1 (αβ1h)〉ev−(n−1)t2 (αv−t1g2+v(n−1)t2 (|α|2β1h)|
(Kt1+(n−1)t2 )c
)+|β|2v(n−1)t2 (β1h)))
= V∗α1,β1(eα1h ⊗Oe〈g1,v(n−1)t2+t1 (αβ1h)〉ev−(n−1)t2−t1 (αg2)+|α|2βn−1h|
(Kt1+(n−1)t2 )c
)+|β|2β1h)
= e〈g1,v(n−1)t2+t1(αβ
n−1h)〉 · e|α1|2h+αβ1(v−(n−1)t2−t1 (g2)+|α|2|β|2(n−1)h|
(Kt1+(n−1)t2 )c
)+|β|2nh)
= e〈g1,v(n−1)t2+t1(αβ
n−1h)〉 ·
·e(1−|α|2|β|2(n−1))h|Kt1+(n−1)t2+αβn−1v−t1−(n−1)t2 (g2)+h|(Kt1+(n−1)t2 )c
= JKt1+(n−1)t2 (A˜)eh.
The following Proposition is analogue to Proposition 6.10.
Proposition 6.13. Let Φh be a locally normal coherent state, α a complex constant
satisfying |α| ∈ [0, 1]. Let t ∈ R and β := √1− |α|2. For all K ∈ B and g1,
g2 ∈ L2(K) holds
Φh ◦ ΛnM,α,Γ(vt1 ),Γ(vt2 )JK(Bg1,g2) = exp{〈v−t1−(n−1)t2(g1), αβ
n−1h〉
+ 〈αβn−1h,v−t1−(n−1)t2(g2)〉 − |α|2|β|2(n−1)‖h‖2Kt1+(n−1)t2}, (6.2.20)
where again Kt1+(n−1)t2 := st1+(n−1)t2(K) and ‖h‖Kt1+(n−1)t2 := ‖h‖L2(Kt1+(n−1)t2 ).
PROOF. Let Φh be a locally normal coherent state on the quasilocal algebra C.
Hence, h : G −→ C is locally square integrable with respect to the Lebesgue measure,
i.e. ‖h‖2K =
∫
K
|h(x)|2dx <∞ ∀ K ∈ B and
Φh(JK(A)) = e−‖h‖
2
L2(K)〈eh, Aeh〉MK (K ∈ B , A ∈ L(MK)).
from this and Proposition 6.12 follows
Φh ◦ ΛnM,α,Γ(vt1 ),Γ(vt2)(JK(Bg1,g2)) = Φ
h(JKt1+(n−1)t2 (A˜)
= e
−‖h‖2
Kt1+(n−1)t2 〈eh, A˜eh〉M
Kt1+(n−1)t2
(6.2.21)
with A˜ being the operator defined by (6.2.19).
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So, we can continue (6.2.21):
= exp{−‖h‖2
Kt1+(n−1)t2} ·
· 〈eh, e〈g1,vt1+(n−1)t2 (αβn−1h〉 · e(1−|αβn−1|2)h+α|β|n−1v−t1−(n−1)t2 (g2)〉MKt1+(n−1)t2
= exp{−‖h‖2
Kt1+(n−1)t2
+ 〈g1,vt1+(n−1)t2(αβn−1)h〉 · 〈eh, e(1−|αβn−1|2)h+αβn−1v−t1−(n−1)t2 (g2)〉MKt1+(n−1)t2 }
= exp{−‖h‖2
Kt1+(n−1)t2 + 〈g1,vt1+(n−1)t2(α|β|n−1h)〉
+ 〈h, (1− |αβn−1|2)h〉L2(Kt1+(n−1)t2 ) + 〈h, α|β|n−1v−t1−(n−1)t2(g2)〉L2(Kt1+(n−1)t2 )}
= exp{−‖h‖2
Kt1+(n−1)t2 + (1− |αβn−1|2)‖h‖2Kt1+(n−1)t2
+ 〈g1,vt1+(n−1)t2(α|β|n−1h)〉+ 〈h, α|β|n−1v−t1−(n−1)t2(g2)〉}
= exp{−|αβn−1|2)‖h‖2
Kt1+(n−1)t2 + 〈v−t1−(n−1)t2(g1), αβn−1h〉
+ 〈αβn−1h,v−t1−(n−1)t2(g2)〉}.
6.3 Convergence to Invariant States
As we have seen in section 6.1 for suitable choice of the parameters α, β and t we
find states that are invariant under ΛQ,β,Γ(vt). Now we want to search for conditions
on the state ω that ensure convergence of ΛnQ,β,Γ(vt) to such an invariant non-vacuum
state.
First we give some examples for convergence to invariant states.
Example 6.1. Let R > 0 and denote by BR(0) the ball of radius R around the
origin. Consider the function that is 0 inside and equal to a ∈ C outside the ball:
h(x) := a · χ(BR(0))c(x). (6.3.1)
For h ∈ L2(Rd) we know from Proposition 6.10 that Φh ◦ ΛnQ,β,Γ(vt) = Φβ
nvnt(h). We
choose β = e−
td
2 . Then equation (6.2.15) implies
βnvnth(x) = β
ne
ntd
2 · h(ent · x) = a · χ(BR(0))c(ent · x) = a · χ(Be−nt (0))c(x).
For t > 0 this converges to a · χRd(x) as n tends to infinity. Hence we have
Φh ◦ ΛnQ,β,Γ(vt) −−−→n→∞ Φa. (6.3.2)
Of course this works also for ΛM,α,Γ(vt1 ),Γ(vt2).
For h ∈ L2(Rd) we know from Proposition 6.12 that
Φh ◦ ΛnM,α,Γ(vt1),Γ(vt2 ) = Φ
αβn−1vt1+(n−1)t2h. We choose α = e
−t1d
2 and β = e
−t2d
2
with t1, t2 > 0 such that |α|2 + |β|2 = 1. Then equation (6.2.15)implies
αβn−1vt1+(n−1)t2h(x) = αβ
n−1e
t1d
2
+
(n−1)t2d
2 · h(et1+(n−1)t2 · x)
= a · χ(BR(0))c(et1+(n−1)t2 · x) = a · χ(Be−t1−(n−1)t2 (0))c (x).
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For t2 > 0 this converges to a · χRd(x) as n tends to infinity. Hence we also have
Φh ◦ ΛnM,α,Γ(vt1 ),Γ(vt2) −−−→n→∞ Φ
a. (6.3.3)
We do the same for another function.
Example 6.2. For a ∈ C and γ ∈ R with t(d+ 2γ) > 0 consider the function that
is 0 inside and equal to a · xγ for x from outside the ball:
h(x) := a · xγ · χ(BR(0))c(x). (6.3.4)
We choose β = e−(
td
2
+γt). Then equation (6.2.15) implies
βnvnth(x) = β
ne
ntd
2 · h(ent · x) = e−n( td2 +γt)entd2 a · (entx)γ · χ(BR(0))c(ent · x)
= axγ · χ(BR(0))c(ent · x) = axγ · χ(Be−nt(0))c(x).
For t > 0 this converges to a · xγ · χRd(x) as n tends to infinity. Hence we have
Φh ◦ ΛnQ,β,Γ(vt) −−−→n→∞ Φg. (6.3.5)
with g(x) := a · xγ.
In Proposition 5.3 we extended the concept of position distribution to locally normal
states.
Now in this context we cite the definition of the reduced and conditional reduced
density matrix from [26].
Definition 6.14. Let ω be a locally normal state. Then ω possesses the
CONDITIONAL REDUCED DENSITY MATRIX kω : M
3 −→ C if for all K ∈ B
all M-measurable functions f vanishing outside MK and all Hilbert Schmidt oper-
ators A on MK with kernel l : M2 −→ C such that Sc(Of ⊗ A)Dc extends to a
bounded operator on MK the formula
ω(JK(Sc(Of ⊗ A)Dc)) =
∫
Qω(dϕ)f(ϕK)
∫
F 2K(d[ϕ1, ϕ2])l(ϕ1, ϕ2)kω(ϕ2, ϕ1, ϕ)
holds true.
Definition 6.14 shows that ω is determined by Qω and kω and vice versa. States for
which a conditional reduced density matrix in the sense of Definition 6.14 exists
are called Σ′-states. These states can be characterized by a property of the position
distribution alone. For more details see [30].
Definition 6.15. Let ω be a locally normal state which possesses a conditional re-
duced density matrix kω and let the function kω(ϕ1, ϕ2, ·) be Qω-integrable for almost
all ϕ1, ϕ2.
Then the function rω :M
2 −→ C given by
rω(ϕ1, ϕ2) =
∫
Qω(dϕ)kω(ϕ1, ϕ2, ϕ) (6.3.6)
is called REDUCED DENSITY MATRIX ([7]).
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If the reduced density matrix exists it does not determine the state as the conditional
reduced density matrix does.
Now we will first look for conditions such that ω ◦ ΛQ,β,Γ(vt) converges weak-∗ly to
a coherent state Φa with a constant a ∈ C. We will need some preparations.
Lemma 6.16. Let K ∈ B and A a Hilbert Schmidt operator on MK with kernel
l. Furthermore, let Γ(vt) be the second quantization of the contraction operator vt
defined in 6.1.1.
Then Â := OβΓ(v
∗)AΓ(v)Oβ is a Hilbert Schmidt operator on MKt with kernel
l̂(ϕ1, ϕ2) = e
e−
td
2 β
(ϕ1) · e
e−
td
2 β
(ϕ2) · l(σ−t(ϕ1), σ−t(ϕ2)). (6.3.7)
PROOF. For h ∈ L2(K) we have
AΓ(vt)Oβeh(ϕ) = AΓ(vt)eβh(ϕ) = Aevt(βh)(ϕ) = Aee td2 ·βh(σtϕ)
=
∫
FK(dϕ1)l(ϕ, ϕ1)e
e
td
2 ·βh(σtϕ1) (6.3.8)
with σt defined in (6.1.5). From Lemma 6.2 we know that Γ(v
∗
t ) = Oe
e
− td2
S−t with
S−t defined in (6.1.6). From this, (6.3.8) and the transformation rule∫
FK(dϕ)h(σt(ϕ)) =
∫
FKt(dϕ)ee−td(ϕ)h(ϕ) (6.3.9)
we conclude
OβΓ(v
∗
t )AΓ(vt)Oβeh(ϕ) = Oe
e
− td2 β
S−tAΓ(vt)Oβeh(ϕ)
= e
e−
td
2 β
(ϕ)
∫
FK(dϕ1)l(σ−t(ϕ), ϕ1)e
e
td
2 ·βh(σt(ϕ1))
=
∫
FK(dϕ1)e
e−
td
2 β
(ϕ)e
e
td
2 ·β(σt(ϕ1))eh(σt(ϕ1))l(σ−t(ϕ), ϕ1)
=
∫
FKt(dϕ1)ee−td(ϕ1)ee− td2 β(ϕ)ee td2 β(ϕ1)eh(ϕ1)l(σ−t(ϕ), σ−t(ϕ1))
=
∫
FKt(dϕ1)e
e−
td
2 β
(ϕ)e
e−
td
2 β
(ϕ1)l(σ−t(ϕ), σ−t(ϕ1))eh(ϕ1)
=
∫
FKt(dϕ1)l̂(ϕ, ϕ1)eh(ϕ1).
Lemma 6.17. Let K ∈ B and A a Hilbert Schmidt operator on MK with kernel
l. Furthermore, let Γ(vt) be the second quantization of the contraction operator vt
defined in 6.1.1 and ω a locally normal state with conditional reduced density matrix
kω. Then there holds
ω(ΛQ,β,Γ(vt)(JK(A))) =
∫
Qω(dϕ)e1−|β|2(ϕKt)∫
F 2K(d[ϕ1, ϕ2])ee td2 β◦st(ϕ1)ee td2 β◦st(ϕ2)l(ϕ1, ϕ2)kω(σt(ϕ2), σt(ϕ1), ϕ). (6.3.10)
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PROOF. From Proposition 6.6, Lemma 6.16 and Proposition 5.3 we get
ω(ΛQ,β,Γ(vt)(JK(A)) = ω(JKt(ΛQ,β,Γ(vt)(A))
= ω(JKt(Sc(O|α|2 ⊗OβΓ(v∗t )AΓ(vt)Oβ)Dc) = ω(JKt(Sc(O|α|2 ⊗ Â)Dc)
=
∫
Qω(dϕ)e1−|β|2(ϕKt)∫
F 2Ktd([ϕ1, ϕ2])l̂(ϕ1, ϕ2)kω(ϕ2, ϕ1, ϕ)ee−td(ϕ1)ee−td(ϕ2)eetd(ϕ1)eetd(ϕ2)
=
∫
Qω(dϕ)e1−|β|2(ϕKt)∫
F 2Kd([ϕ1, ϕ2])eetd(σt(ϕ1))eetd(σt(ϕ2))l̂(σt(ϕ1), σt(ϕ2))kω(σt(ϕ2), σt(ϕ1), ϕ)
=
∫
Qω(dϕ)e1−|β|2(ϕKt)
∫
F 2Kd([ϕ1, ϕ2])eetd(σt(ϕ1))eetd(σt(ϕ2))
e
e−
td
2 β
(σt(ϕ1))e
e−
td
2 β
(σt(ϕ2))l(ϕ1, ϕ2)kω(σt(ϕ2), σt(ϕ1), ϕ)
=
∫
Qω(dϕ)e1−|β|2(ϕKt)∫
F 2Kd([ϕ1, ϕ2])ee td2 β◦st(ϕ1)ee td2 β◦st(ϕ2)l(ϕ1, ϕ2)kω(σt(ϕ2), σt(ϕ1), ϕ).
Now we consider the case β = e−
td
2 with a contraction constant t > 0.
We will give a necessary und sufficient condition for convergence of Φa.
The following proposition containing a different representation of the contraction
operator can be found in [26] as Prop. 5.14. We want to give a more detailed proof.
Proposition 6.18. Let K ∈ B, Γ(vt) the second quantization of the contraction
operator vt defined in 6.1.1 and ω a locally normal state with conditional reduced
density matrix kω.
Then it holds ω ◦ ΛnQ,β,Γ(vt)
weak−∗−−−−→
n→∞ Φ
a if and only if the condition
(K) For n −→∞ the function
(ϕ1, ϕ2) 7→
∫
Qω(dϕ)e1−|β|2n(ϕKnt)kω(σnt(ϕ2), σnt(ϕ1), ϕ)
converges for every K ∈ B weakly in MK ⊗MK to the function
(ϕ1, ϕ2) 7→ e−|a|2·`d(K) · ea(ϕ1)ea(ϕ2).
is fulfilled.
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PROOF. Let (K) be valid. Because β is constant we know from Lemma 4.20 that
ΛnQ,β,Γ(vt) = ΛQ,βn,Γ(vnt). We apply Lemma 6.17 and obtain for each K ∈ B and
Hilbert Schmidt operators A on MK with kernel l
ω(ΛnQ,β,Γ(vt)(JK(A))) −−−→n→∞∫
F 2K(d[ϕ1, ϕ2])l(ϕ1, ϕ2)e
−|a|2`d(K) · ea(ϕ1)ea(ϕ2) = Φa(JK(A)). (6.3.11)
Because all operators Bg1,g2 defined by (4.3.9) are Hilbert Schmidt operators they
fulfil (6.3.11). This and Lemma 5.12 imply ω ◦ ΛnQβ,Γ(vt)
weak−∗−−−−→
n→∞ Φ
a.
Now let ω ◦ ΛnQβ,Γ(vt)
weak−∗−−−−→
n→∞ Φ
a. Hence,
ω ◦ ΛnQβ,Γ(vt)(JK(A)) −−−→n→∞ Φa(JK(A))
for all K ∈ B and all Hilbert Schmidt operators A on MK . If A has kernel l then
Φa(JK(A)) = e−‖a‖2K
∫
F 2K(d[ϕ1, ϕ2])l(ϕ1, ϕ2)ea(ϕ1)ea(ϕ2).
This implies (K).
Now we give sufficient conditions such that (K) is valid.
The analogue of the following proposition is Prop. 5.15 in [26]. We will give a
different, more detailed proof.
Proposition 6.19. Suppose that ω is a locally normal state such that
(K ′1) For Qω-a.a. ϕ ∈M there holds
ϕ([−n, n)d)
(2n)d
−−−→
n→∞ |a|2, (6.3.12)
(K ′2) For F 2-a.a. (ϕ1, ϕ2) the reduced density matrix rω of ω fulfills
rω(σnt(ϕ1), σnt(ϕ2)) −−−→n→∞ ea(ϕ1)ea(ϕ2), (6.3.13)
(K ′3) |kω(ϕ1, ϕ2, ϕ)| ≤ cϕ1(Rd)+ϕ2(Rd)+1 uniformly in ϕ1, ϕ2 for some c > 0.
Then
ω ◦ ΛnQβ,Γ(vt)
weak−∗−−−−→
n→∞ Φ
a.
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PROOF. Fix K = [−m,m)d. Then we have Knt = snt(K) = [−entm, entm)d.
(K ′1) implies
ϕ(Knt)
`d(Knt)
−−−→
n→∞ |a|2.
Hence,
e1−|β|2n(ϕKnt) = e1−e−ntd(ϕKnt) = (1− e−ntd)ϕ(Knt) = (1− e−ntd)`
d(Knt)· ϕ(Knt)
`d(Knt)
−−−→
n→∞ e
−(2m)d·|a|2 .
Moreover, for square integrable l on MK ×MK we get using (K ′2)∫
Qω(dϕ)l(ϕ1, ϕ2)kω(σnt(ϕ2), σnt(ϕ1), ϕ) = l(ϕ1, ϕ2)rω(σnt(ϕ2), σnt(ϕ1), ϕ)
−−−→
n→∞ l(ϕ1, ϕ2)ea(ϕ1)ea(ϕ2).
With (K ′3) holds
|l(ϕ1, ϕ2)kω(σnt(ϕ2), σnt(ϕ1), ϕ)| ≤ cϕ1(Rd)+ϕ2(Rd)+1|l(ϕ1, ϕ2)|,
and cϕ1(R
d)+ϕ2(Rd) is a (FK)
2 integrable function. Thus we can apply the dominated
convergence theorem and get (K).
Remark 6.20. (K ′1) in Proposition 6.19 in an individual ergodic theorem for Qω.
According to [25], section 3.2, the limit s(ϕ) = lim
n→∞
ϕ([−n,n)d)
(2n)d
represents the indi-
vidual intensity of ϕ. |a|2 represents the intensity of the position distribution of the
limit state Φa. If Qω is stationary the limit s(ϕ) exists in any case but may be non-
constant([25], Theorem 3.2.1). But if Qω is ergodic with finite intensity, the limit is
constant Qω-a.s. over whole M ([25], section 6.10).
Now we will look for conditions for convergence to a coherent state Φh where h is
not necessarily constant. We will use the function considered in Example 6.2.
Proposition 6.21. Let K ∈ B, Γ(vt) the second quantization of the contraction
operator vt defined in 6.1.1 and ω a locally normal state with conditional reduced
density matrix kω. Furthermore, let h be a function from L2(K) satisfying (6.2.13)
with corresponding constant β ∈ C, |β| ∈ (0, 1).
Then it holds ω ◦ ΛnQ,β,Γ(vt)
weak−∗−−−−→
n→∞ Φ
h if and only if the condition
(K˜) For n −→∞ the function
(ϕ1, ϕ2) 7→
∫
Qω(dϕ)e1−|β|2n(ϕKnt)kω(σnt(ϕ2), σnt(ϕ1), ϕ)
converges for every K ∈ B weakly in MK ⊗MK to the function
(ϕ1, ϕ2) 7→ e−‖h‖2K · eh(ϕ1)eh(ϕ2).
is fulfilled.
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PROOF. Let (K˜) be valid. Because β is constant we know from Lemma 4.20 that
ΛnQ,β,Γ(vt) = ΛQ,βn,Γ(vnt). We apply Lemma 6.17 and obtain for each K ∈ B and
Hilbert Schmidt operators A on MK with kernel l
ω(ΛnQ,β,Γ(vt)(JK(A))) −−−→n→∞∫
F 2K(d[ϕ1, ϕ2])l(ϕ1, ϕ2)e
−‖h‖2K · eh(ϕ1)eh(ϕ2) = Φh(JK(A)). (6.3.14)
Because all operators Bg1,g2 defined by (4.3.9) are Hilbert Schmidt operators they
fulfil (6.3.14). This and Lemma 5.12 imply ω ◦ ΛnQβ,Γ(vt)
weak−∗−−−−→
n→∞ Φ
h.
Now let ω ◦ ΛnQβ,Γ(vt)
weak−∗−−−−→
n→∞ Φ
h. Hence,
ω ◦ ΛnQβ,Γ(vt)(JK(A)) −−−→n→∞ Φh(JK(A))
for all K ∈ B and all Hilbert Schmidt operators A on MK . If A has kernel l then
Φh(JK(A)) = e−‖h‖2K
∫
F 2K(d[ϕ1, ϕ2])l(ϕ1, ϕ2)eh(ϕ1)eh(ϕ2).
This implies (K˜).
Remark 6.22. It seems natural to look for sufficient conditions (analogue to those
in Proposition 6.19) for (K˜) to be valid. If we use a condition analogue to (K ′1),
to show convergence for instance to Φh with a function h(x) = a · xγ (see Example
6.2), we get (compare to the proof of Proposition 6.19)
e1−|β|2n(ϕKnt) = e(1−e−ntd−2γnt)(ϕKnt) = (1− e−nt(d+2γ))ϕ(Knt)
= (1− e−nt(d+2γ))entd·(2m)d·
ϕ(Knt)
`d(Knt)
which converges to zero as n tends to infinity.
So we have to notice that it is not possible to give an analogue to Proposition 6.19
in such a simple way.
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ρ kernel of a density matrix K, 40
ρU1,U2n kernel of a density matrix of the state ω
U1,U2
n , 43
ρU1,U2n] kernel of a density matrix K
U1,U2
n] , 41
Maps
‖.‖ norm,
‖.‖K norm in L2(K), 87
ji embedding, 13
j[1,n] embedding, 13
JK embedding of L(MK) in L(M), 75
104
Measures
Bm,p binomial distribution with parameters m and p, 65
δx Dirac measure on G, 16
δδx Dirac measure on M , 66
F σ-finite measure on [M,M], Fock space measure, 17
FK restriction of F to K ∈ B, 74
Gp geometric distribution with parameter p, 54
HN,m,n hypergeometric distribution with parameters N,m, n, 54
Hn stochastic kernel, 50, 64
κ Radon Nikodym derivative of Qτ with respect to F , 47
Λ intensity measure of a point process, 68
Λn intensity measure of a point process, 68
λ locally finite measure on [G,G], 17
ν locally finite measure on [G,G], 16
o zero measure in M , 16
Qn position distribution of the state ωn, 48
Qn] position distribution of the state ωn], 48
QU1,U2n] position distribution of the state ω
U1,U2
n] , 48
QU1,U2n position distribution of the state ω
U1,U2
n , 48
Qτ position distribution of the initial state τ , 47
Operators
1 unit of a C∗-algebra, 9
1D unit in D, 9
1nD unit in D⊗n, 9
1MK identity in L(MK), 75
∗ convolution of measures, 26
A integral operator,
A˜ operator from L(MKnt), 86
Bg1,g2 test operator, 69
Dc compound Malliavin derivative, 28
(Dc)n n-fold compound Malliavin derivative, 30
E transition expectation, 10
E∗ lifting, 9
Eα,β transition expectation for independent beam splitting, 57
Eα,β,U1,U2 transition expectation for independent beam splitting, 57
E [k,n] transition expectation, 12
En transition expectation, 12
En] transition expectation, 12
EU1,U2 transition expectation, 34
EnU1,U2 transition expectation, 34
Fj transition expectation, 12
105
F1 ? F2 link of transition expectations F1 and F2 , 12
Γ(T ) second quantization of T , 26
I isomorphism, 17
IK isomorphism, 74
I(2)K isomorphism, 76
K density matrix, 14
KU1,U2n] density matrix, 41
Kj transition expectation, 11
kω conditional reduced density matrix of the locally normal state ω, 92
Lj linear mapping, 70
Λ linear mapping from A to A, 15
ΛA,E system evolution, 10
ΛB,E evolution of the measurement apparatus, 11
Λ∗A,E∗ channel, 10
Λ∗B,E∗ channel, 10
Λ
[k,n]
Q system evolution, 13
ΛnQ system evolution, 68
ΛnQ,β,U system evolution, 69
Λ
[k,n]
M evolution of the measurement apparatus, 13
ΛnM evolution of the measurement apparatus, 68
ΛnM,α,U evolution of the measurement apparatus, 69
ΛnM,α,U1,U2 evolution of the measurement apparatus, 69
Of multiplication operator, 31
OMK identity in L(MK), 75
OY multiplication operator, 47
PrΨ projection, 69
rω reduced density matrix of the locally normal state ω, 92
ρK restriction of the trace class operator ρ to K ∈ B, 75
Sc compound Skorohod integral, 28
(Sc)n n-fold compound Skorohod integral, 30
St operator on M, 82
st operator on Rd, 82
σt operator on M , 82
τU operator on L(M), 68
Tr trace operator, 14
U isometric operator, 33
Uj isometric operator, 33
V isometric operator, 10
Vα,β isometric operator for independent beam splitting, 57
VKα,β restriction of Vα,β to K ∈ B, 76
Vα,β,U1,U2 isometric operator for independent beam splitting, 57
v isometry, 83
vj isometry, 58
vt contraction operator, 81
106
Vj isometric operator, 11
VU1,U2 isometric operator, 34
VnU1,U2 isometric operator, 35
Spaces
G complete separable metric space, phase space, 16
Γ(H) symmetric Fock space over the Hilbert space H, 17
H Hilbert space, 9
L2(G, ν) space of square integrable functions on G
L2loc(G, ν) space of locally square integrable functions on G, 77
M set of all locally finite counting measures on [G,G], 16
MK restriction of M to K ∈ B, 74
M symmetric Fock space over G, 17
MK symmetric Fock space over G restricted to K ∈ B, 74
Mn n-fold tensor product of M, 17
States
∅0 vacuum state on L(M), 70
∅0A vacuum state on A, 70
Φh coherent state, 77
ω state on a C∗-algebra, 9
ω1 state of a quantum Markov chain at time 1, 13
ω[k,n] state of a quantum Markov chain from time k to time n, 13
ωn state of a quantum Markov chain at time n, 46
ωU1,U2n state of a quantum Markov chain at time n, 39
ωn] state of a quantum Markov chain up to time n, 14
ωU1,U2n] state of a quantum Markov chain up to time n, 39
ρ state on a C∗-algebra, 10
τ initial state of a quantum Markov chain, 14
Other Symbols(
n
k
)
binomial coefficient, 18(
ϕ
ϕ̂
)
generalized binomial coefficient, 18
a.a. almost all
a.e. almost everywhere
Bc set theoretical complement of B, 18
BR(0) ball of radius R around the origin, 91
δi,j Kronecker delta symbol, 17
|ϕ| number of points in the configuration ϕ, 16
ϕ|B restriction of the configuration ϕ to B ∈ B, 18
107
s(ϕ) individual intensity of ϕ, 96
suppϕ support of ϕ, 16
Λ|K restriction of the mapping Λ to K ∈ B, 78
108
Lebenslauf
Perso¨nliche Angaben
Geburtsdatum: 05.03.1974
Geburtsort: Freital
Staatsangeho¨rigkeit: Bundesrepublik Deutschland
Familienstand: ledig
Schul- und Hochschulausbildung
1980 - 1990 Polytechnische Oberschule ”Ludwig Renn” in Wilsdruff
1990 - 1992 Erweiterte Oberschule in Meissen
Abitur im Juni 1992
1992 - 1998 Universita¨t Leipzig
Studium im Diplomstudiengang Mathematik mit Nebenfach
Informatik
Diplom im Oktober 1998
seit 04/1999 Wiss. Mitarbeiterin am Lehrstuhl Wahrscheinlichkeitstheorie
und Statistik an der BTU Cottbus
109
110
Selbststa¨ndigkeitserkla¨rung
Ich erkla¨re, dass ich die vorliegende Arbeit selbststa¨ndig und nur unter Verwendung
der angegebenen Quellen und Hilfsmittel angefertigt habe.
Cottbus, den
111
