Let A be a. matrix of m rows and n columns and let the entries of A be the integers 0 and 1. We call such a matrix a (0, 1) -matrix of size m by n. The 2 mn (0, 1)-matrices of size m by n play a fundamental role in a wide variety of combinatorial investigations. One of the chief reasons for this is the following. Let X be a set of n ele- The vectors i£ and 5 determine a class
and throughout the paper we mention a number of unsettled questions. A rather lengthy but by no means complete bibliography appears at the end of the paper. • • à s*
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We are now in a position to state the conditions under which the class 31 (R, S) is nonempty. . Generalizations and a critical survey of a wide range of related topics are discussed in [34] . A difficult problem requires the determination of the precise number of matrices in %(R y 5). This has been studied but suffice it to say the number of matrices in 31 (i?, S) is an exceedingly intricate function of R and S [67] . Further insight here would be of considerable interest. In what follows we always assume that the class 31 (i£, S) is nonempty.
Let A be a matrix in 31(i£, 5) . Consider the 2 by 2 submatrices of A of the types An interchange is a transformation of the elements of A that changes a minor of type A\ into type A 2 or vice versa and leaves all other elements of A unaltered [58] . This is, in a sense, the most elementary operation that may be applied to A to yield a new matrix in the class 31 (R, 5) . The interchange concept gives us a simple procedure for the construction of a matrix in 3I(i£, S) [17; 19] . Let A be a matrix in 3I(.R, S). Let Ri be a row vector of n l's and n -ri O's. Let the l's be inserted in the positions in which S has its r\ largest components. Let R 2 be a row vector of r 2 Ts and n -r 2 O's. Let the l's be inserted in the positions in which S -Ri has its r 2 largest components. Rz is a row vector whose l's are in the positions in which S -Ri~-R 2 has its r 3 largest components, and so on. Let L.Rm J It is clear that An may be constructed directly from the vectors R and S. We prove that A R belongs to 31 (i?, S). We may apply interi960] changes to A and replace row 1 of A by Ri. Then we may apply interchanges to the transformed matrix and replace row 2 by R 2 . These interchanges do not involve Ri. In this way we transform A into An by interchanges. But then AR has row sum vector R and column sum vector S and hence AR belongs to 21 (R> S). An analogous construction by columns of a matrix As may be carried out by interchanging the roles of R and S in the preceding discussion. THEOREM 
Let A and A' belong to $l(R, S). Then A is transformable into A f by a finite sequence of interchanges.
This theorem is the interchange theorem [58] . It is helpful in dealing with many problems involving the class 21 (i?, S). We give a simple proof based on the matrix A R of (1.8) [19] . We may transform A into AR and A' into AR by finite sequences of interchanges.
Let the intermediate matrices taking
But then there exists an interchange taking AR into A q . Also there exists an interchange taking A q into A q -\ and so on. Thus A R is transformable into A' by interchanges and hence A is transformable into A' by interchanges.
2. The structure matrix. Let A be a matrix in the class SX(jR t S). In many investigations one assumes without loss of generality that the row sum vector R and the column sum vector 5 of A satisfy
This means that we have excluded zero rows and zero columns and permuted rows and columns so that they are nonincreasing. A nonempty class 2ÏCR, S) with R and S satisfying (2.1) and (2.2) is called normalized. Henceforth throughout our discussion we take %(R, S) normalized. Let A belong to the normalized class 2ï(i^, S) and write
where Wis of size e by ƒ (O^e^m; O^f^n). Let Q be a (0, l)-matrix and let NQ(Q) denote the number of 0's in Q and let Ni(Q) denote the number of l's in Q. Now let 
The recursions (2.7) and (2.8) are useful in constructing T from a given i£ and S. The structure matrix T contains a wealth of information concerning the class 2t(i?, S). This will be apparent in succeeding sections. The entries of T are, of course, nonnegative integers and its size is ra + 1 by n + 1. For notational convenience we number the rows of T from 0 through m and its columns from 0 through n. Let E k be the triangular matrix of order k + 1 with 1's on and below the main diagonal and O's elsewhere and let Ej denote the transpose of Ek. Let r denote the total number of l's in a matrix A of 31 (JR, S) and let J be the rn by n matrix with all entries equal to 1. Then by direct calculation it may be verified that (2.9) The columns of T have the analogous monotonie behavior. The following example illustrates the preceding remarks: 3. Traces. In this and in the following two sections we associate combinatorically significant integers with each of the matrices in the normalized class 21 (R, S) and study the maximum and minimum of these integers over the matrices of the class. We begin with the trace. For a (0, 1)-matrix A of size mhy n the trace of A is defined by The normality assumption for the class 21 (R> S) is a genuine restriction in our study of the maximal and minimal trace. This assumption appears to be essential in order to obtain the simple formulas (3.5) and (3.6). But more insight into the behavior of the trace in an arbitrary §1(JR, S) would certainly be valuable. Fulkerson has investigated feasibility conditions for the existence of a (0, l)-matrix of order n with specified row and column sums and zero trace [14]. This approach utilizes the theory of network flows [ll; 12; 13]. The criterion assumes an especially simple form under the normality assumption. Indeed, formulas (3.5) and (3.6) may be derived by network flows. The interchange theorem implies that there exists a matrix A p in the normalized class 21 (R, S) of term rank p. The reason for this is that a single interchange may alter the term rank of a matrix by at most 1. We remark that an interchange may alter the trace of a matrix by 2 and this accounts for the complication in intermediate traces described in Theorem 3.4. The integer p has been investigated in detail in [59] and the main content of this paper may be summarized in the following theorem. THEOREM 
Let A be a matrix in the normalized class $l(R, S) and let p<m, n. Then (4-2)
A -[ r J.
Here W is of specified size e by ƒ (0 <e <m\ 0 <ƒ <n) and
. We make no attempt to prove Theorem 4.1 here. An easy consequence of this theorem is a striking formula for p in terms of the elements of the structure matrix T= [ The integer p is elusive and difficult to handle. However, Haber has devised an effective algorithm for the evaluation of p [19] . A simple formula for p analogous to (4.6) for p may not exist, but p deserves further study in this connection.
There exists a matrix Ap of term rank p in 21 (R, S) such that
5. Widths and heights. We describe next the concepts of widths and heights introduced in [15] . Let A be a matrix in the normalized class 91 (R, S). Let a be an integer in the interval The width and the height of a (0, 1)-matrix have an important set theoretic interpretation. Let A be the incidence matrix for the subsets XL, X 2 , • • • , X m of X. No loss is entailed by taking A in the normalized class 2ï(i£, S). A minimal a-set of representatives for A yields a subset X* of e(a) elements of X. The subset X* has the property that each X» C\ X* contains at least a elements (i=l, 2, • • • , m). No subset of X containing fewer than e (a) elements possesses this property. At least 5(a) of the sets X;HX* contain exactly a elements. If a== 1, then X* has the property that each X;P\X* is nonempty and no subset of X containing fewer than e(l) elements possesses this property. We mention in passing that the 1-width of a matrix also arises naturally in certain network problems. Consider the problem of finding the fewest number of nodes in a network that touch all links of the network. This is equivalent to finding the 1-width of the incidence matrix of links versus nodes. The well-known "eight queens" chessboard problem may be reduced to a problem of this type [16] .
Let l^a^f m . Then each A in the normalized class 21 (R y S) determines an a-width e(a). For each a let the minimal of these €(a)'s over all A in 21 (i£, 5) be denoted by (5.5) e -e(a).
We call € = e(a) the minimal a-width of the class 21 (R, S). Consider i960]
now all matrices A g in %(R, S) of a-width 1(a). Each of these matrices has an a-height S (a). Let
be the minimal of the S(a)'s over the matrices Aè in 2I(i£, S) of a-width e (a). We call 3 = S (a) the multiplicity of a with respect to e (a). It is clear that 
5(1) è ï(l).
Similarly for each a let the maximum of the e(a)'s over all A in »(!?, 5) be denoted by (5.9) e = e(a).
We call €=c(a) the maximal a-width of the class %(R, S). A direct application of the interchange theorem allows us to prove that if € is an integer in the interval
(5.10) € ^ e é ë, then there exists a matrix A e in 21(i£, 5) of a-width e. The following theorem yields a matrix 4g in 21(i?, S) of a-width i and with an unusually simple block decomposition. The canonical form (5.11) may be obtained by applying interchanges that utilize the minimal properties of e and ô [15] . THEOREM 19) is a rather direct consequence of Theorem 5.1 once the appropriate formula has been guessed. It should be remarked that (5.19) was obtained initially from a study of network flows.
Let e = e(a) be the minimal a-width of the normalized class %(R, S). Let 5 = 1(a) be the multiplicity of a with respect to 1(a). Then there exists a matrix Ai of a-width e in 2t (R, S) of the form
A formula for ê(a) analogous to (5.19 ) for e(a) does not exist. In fact we will show subsequently that for certain important classes $l(R, S) the value of ê(l) is determined by deep arithmetical properties of the class. A reasonable computational procedure for e(a) would be in itself of the utmost value. where A T denotes the transpose of A. Nontrivial information on Bi and B 2 as A ranges over 31(i?, S) would be very valuable. But deep theorems along these lines may well be far beyond the present range of our knowledge.
For the remainder of the discussion we specialize 21 (i£, S) to the class 2l(i£, K) defined by For the class 21 (K, K), it is trivial to verify that
A well-known theorem on term rank [40 ] asserts that for the class 21CK, K)
This implies that for an arbitrary matrix A in 2I(i£, i£) It is clear that much of the material discussed in the preceding sections becomes almost trivial for the class 21 (K, K). But 2t(i£, K) possesses deep and fascinating problems in its own right. Many of these problems involve combinatorial designs in one form or another and are discussed in the concluding sections. Moreover, the incidence matrix of a v, k, X configuration is normal, that is
The derivations of (7.2) and (7.
3) are not difficult [53; 56; 63] . The central problem in the study of these configurations is the determination of the precise range of values of v, k, and X for which configurations exist. Formula (7.2) gives a first necessary condition and in discussing these configurations it is assumed that the integer parameters v, k, and X satisfy this requirement. The original proof of Theorem 7.2 utilized the Minkowski-Hasse invariants of a quadratic form [5] . These invariants have subsequently been used in a wide variety of combinatorial investigations. It is easy to verify that Theorem 7.1 with X= 1 reduces to Theorem 7.2. The first projective plane for which the existence problem is undecided has order N-10. The associated v, ft, X configuration has parameters «;= 111, ft = 11, X = l.
Another important specialization of values of v, ft, and X is v = 4£ -1, k = 2t,\ -t. Such a v, ft, X configuration is equivalent to a Hadamard matrix of order 4/. These are the matrices with entries ± 1 and of order h such that
Here H T is the transpose of H and I is the identity matrix of order h. If H exists, then it is easy to verify that the order of H is 1, 2, or = 0 (mod 4). The existence of Hadamard matrices for orders 1 and 2 is trivial, and it is conjectured that they exist for all orders s=0 (mod 4). The first undecided order is h = 92, and this corresponds to the configuration z; = 91, ft = 46, X = 23.
Concluding remarks.
We return now to the class %{K, K) of all (0, l)-matrices of order v with exactly ft Ts in each row and column, where k is a fixed integer in the interval 1 ^k^v.
We have already remarked that for the class 21 (i£, K)
Thus all matrices in 21 (i£, K) have the same term rank v. But suppose that for an A in %(K, K) we ask for the number of distinct ways in which this term rank is attained. This leads us to the concept of the permanent of a matrix. Let A = [an] be an m by n matrix with the a t -y real and rn^n. Then the permanent of A is defined by (8.2) per ( The preceding remarks are motivated in part by an analogous situation involving doubly stochastic matrices. A matrix X of order v is doubly stochastic provided its entries are nonnegative reals and its row and column sums are each equal to 1. It is trivial to verify that if X is doubly stochastic, then per (X) rg 1, with equality if and only if X is a permutation matrix. In 1926 van der Waerden suggested the problem of determining the minimum of per (X) for X doubly stochastic [71 ] . This problem is still unsolved. But recently Marcus and Newman [44] have made advances toward a solution. The present conjecture is that for X doubly stochastic of order v> per (X) ^vl/v v , with equality if and only if X is the doubly stochastic matrix all of whose entries are 1/v.
Very little is known about the permanent of the incidence matrix of a v, k y X configuration. A formula for the permanent is not available even if it is assumed that the incidence matrix of the configuration is cyclic. Nikolai has used electronic computers to carry out extensive calculations in this area [47] , For projective planes of orders 2, 3, and 4, the permanents are 24, 3,852, and 18,534,400, respectively. The permanent is invariant under permutations of rows and columns and under transposition. Let A and A' be two v, k, X incidence matrices not transformable into one another by these operations. We conjecture that these matrices possess distinct permanents. Their determinants are, of course, equal in absolute value.
Let Z denote an incidence matrix of a projective plane of order 2. The matrix Z is of order 7 and has the striking property (8.5) per (Z) = abs. val. det (Z) = 24.
Tinsley has utilized this observation to carry out some interesting investigations involving permanents [68] . The following is one of his central theorems. We conclude with some observations on ce-widths in the class 31 (K, K). We have already noted that the minimal a-width 1(a) of the class %{K, K) is the first integer e such that N-1) . Then the 1-width of A' is e(l) = 3. Let A * be a matrix in 2ï(i£', K r ) that violates the inner product requirement of A'. Then A* has a pair of column vectors whose inner product is less than the average value X' = N(N-1). But since the order of -4* is N 2 +N+l, it follows that the 1-width of A* is e(l) = 2. Hence if A' exists in %{K', K'), then c(l)=3 and if A' does not exist in %{K'', K r ), then e(l) = 2. But the existence of A' in the class 2ï(i£', K') is precisely equivalent to the existence of an incidence matrix A of a projective plane w of order N in the class 21 (K, K). This proves the assertion of the theorem. The interconnection between a-widths and combinatorial designs is a topic that deserves careful study.
