Abstract. In this paper, we improve known results on the convergence rates of spectral distributions of large-dimensional sample covariance matrices of size p × n. Using the Stieltjes transform, we first prove that the expected spectral distribution converges to the limiting Marčenko-Pastur distribution with the dimension sample size ratio y = yn = p/n at a rate of O(n −1/2 ) if y keeps away from 0 and 1, under the assumption that the entries have a finite eighth moment. Furthermore, the rates for both the convergence in probability and the almost sure convergence are shown to be Op(n −2/5 ) and oa.s.(n −2/5+η ), respectively, when y is away from 1. It is interesting that the rate in all senses is O(n −1/8 ) when y is close to 1.
Introduction.
The spectral analysis of large-dimensional random matrices has been actively developed in the last decades since the initial contributions of Wigner (1955 Wigner ( , 1958 ; also see the recent review by Bai (1999) and the book by Mehta (1991) . Various limiting distributions were discovered including the Wigner semicircular law (Wigner, 1955) , the Marčenko-Pastur law (Marčenko and Pastur, 1967) , the limiting law for multivariate F matrices (Bai, Yin, and Krishnaiah (1987) and Silverstein (1985) ) and the circular law (Bai and Yin (1986) , Bai (1997) ). The spectrum separation problem for large-dimensional sample covariance matrices was investigated in Silverstein (1998, 1999) .
Let A be an n × n symmetric matrix, and λ 1 ≤ · · · ≤ λ n be the eigenvalues of A.
The spectral distribution F
A of A is defined as F A (x) = 1 n × number of elements in {k : λ k ≤ x}.
Let X p = (x ij ) p×n be a p × n observation matrix whose entries are mutually independent and have a common mean zero and variance 1. The entries of X p may depend on n but we suppress the index n for simplicity. In this paper, we consider the sample covariance matrix S = n −1 X p X T p , where X T denotes the transpose of the matrix X. Assume that the ratio p/n of sizes tends to a positive limit y as n → ∞. Under suitable moment conditions on the x ij entries, it is known that the empirical spectral distribution (ESD) 2 . An important question here concerns the problem of the convergence rates. However, no significant progress was made before the introduction of a novel and powerful tool, namely, the Berry-Esseen inequalities in terms of Stieltjes transforms, by Bai (1993a Bai ( , 1993b . Using this methodology, Bai (1993b) proved that the expected ESD EF p converges to F yn at a rate of O(n −1/4 ) or O(n −5/48 ) depending on whether y n is far away or close to 1, respectively, where y n = p/n. In another work by Bai, Miao, and Tsay (1997) , these rates are also established for the convergence in probability of the ESD F p itself. In later works of Tsay (1999, 2002) , the convergence rates for large Wigner matrices are significantly improved.
In this work, we further investigate the convergence rates for empirical spectral distributions for large sample covariance matrices and improve those results in the theorems to follow.
The following conditions will be used: (C.1) Ex ij = 0, Ex It is easy to see that condition (C.3) guarantees that there is a sequence {δ = δ n → 0} such that
Throughout the paper, we use the notation Z n = O p (a n ) if the sequence (a −1 n Z n ) is tight and use Z n = o p (a n ) when a −1 n Z n tends to 0 in probability. We shall also set f = sup x |f (x)|.
For simplicity, from now on we drop the index n from y and use the notation y = y n = p/n. Finally, let us define
otherwise.
(1.2)
We now introduce the main results of the paper. Theorem 1.1. Assume that the conditions (C.1)-(C.3) are satisfied. Then, 
Remark on the convergence rates. If y is not close to 1, then θ ∼ c/ log n, and hence the convergence rates in the above three theorems are It is worth noticing that the convergence rates given above for the case 0 < y ≤ 1 also apply to the case y > 1, since the last case can be reduced to the first case by interchanging the roles of row and column sizes p and n.
The proofs of these main results will be given in section 3. For convenience, we first introduce some necessary notation and preliminary consequences in section 2. Some necessary lemmas are postponed to section 4.
Definitions and easy consequences.
Throughout the paper, the transpose of a possibly complex matrix A is denoted by A T and its conjugate by A. For each fixed p, n, and k = 1, . . . , p, let us denote by
T the kth row of X p arranged as a column vector, and let X p (k) be the (p − 1) × n submatrix obtained from X p by deleting its kth row. Let us define
Here I m is the m-dimensional identity matrix and z a complex number with a positive imaginary part. Following Bai (1993b) , the Stieltjes transform of the spectral distribution F p of the sample covariance matrix S is defined for z = u + iv with v > 0 by
and it is well known that
Similarly, the Stieltjes transform of the spectral distribution F
Finally, the Stieltjes transform of the "limiting" (by noting that 
is the other root of the equation. We claim that
To see this, set
We have
First, note that β = 0 is impossible; otherwise we should have u = 1 + y and (2.5) would be violated. Hence, β > 0 and α ≥ 0 if and only if u ≥ 1 + y.
It is easy to see that
The last inequality clearly holds if u ≥ (1 + y) or u ≤ 1 − y (in this case the result was proved in Bai (1993b, p. 651) ). Now assume for a u ∈ (1 − y, 1 + y) ⊂ [a, b] that the inequality does not hold, i.e., α(y − 1 + u) + βv ≤ 0. This implies that βv ≤ |α| [u − (1 − y) ] (noting that α < 0). Multiplying both sides by β and using (2.4), we get
which contradicts (2.5). The claim (2.3) is then proved. This claim implies that |m(z)| ≤ 1/ y|z| for any z. On the other hand, when u < a − v, both real and imaginary parts of m(z) are positive and increasing (a consequence of the integral formula (2.2) of m(z)). Thus, |m(z)| can only reach its maximum when
obtain the same bound as in the first case. Therefore, we obtain
where 
The proofs of (i)-(iii) are elementary and therefore omitted. The statement (iv) follows from Lemma 2.7 of Bai and Silverstein (1998) .
Lemma 2.2. Let G 1 and G 2 be probability distribution functions and
We have, by integration by parts,
We will need the following auxiliary variables: 
1. (from Lemma 3.3 of Bai (1993a)):
(from Lemma 2.2 and (2.8)):
3. (from equation (3.14) of Bai (1993b) ): Bai, Miao, and Tsay (1997) ):
Let λ kj , j = 1, 2, . . . , p − 1, be the eigenvalues of S k which can be decomposed into a diagonal form on the basis of orthonormal and real eigenvectors. Let L be a complex matrix having the product form L = M N for some integers , and factors M, N equal to one of the matrices {D k , D k , S k }. An important feature that we will frequently use in what follows is that such a matrix L can be decomposed into a diagonal form on the same basis as the eigenvectors of S k . Moreover, the eigenvalues of L can be straightforwardly expressed in terms of the λ kj 's. In particular, we have the following.
Lemma 2.3. Assume that |z| ≤ T , where T ≥ 1. Then for all integers ≥ 1, 
(ii) For the inequality (2.16), we have
The conclusion follows from the fact that the function ϕ(λ) := λ −1 |λ − z| 2 defined on (0, ∞) is convex and has a unique minimum value ϕ * satisfying
√ y, we have for any z,
The maximum of
From this and by noticing that |z|
3. Proofs. We first truncate and centralize the random variables so that all random variables could be further considered as bounded (up to some order of n). In the subsection 3.2, we introduce a Bai inequality for the proofs of the main theorems. These proofs are then given in subsequent sections.
Truncation and centralization. Definex
2 . Here δ = δ n is chosen such that δ n → 0 with a slow rate and such that (1.1) holds. We remind the reader that all the above variables depend on n, but the index is suppressed.
Define p × n matricesX = (x ij ) andX = (x ij ) and define p × p matricesŜ = 
Let α ∈ (0, 1). By the Markov inequality,
which, together with the Borel-Cantelli lemma, implies that
By Lemma 2.6 of Bai (1999) , we have
The estimation (3.3) reduces the proofs to show that the three theorems remain true when F p is replaced withF p .
Furthermore, recalling the proof of Lemma 2.7 of Bai (1999) , we find that
whereλ k andλ k , arranged in increasing order, are the eigenvalues ofŜ andS, respectively.
Under the uniform boundedness of the fourth moments of the entries, it is easy to show that 1 np trXX
Furthermore, by (3.5) and (3.6), 
Here, the convergence rates follow from the facts that
It follows from (3.4)-(3.8) that under conditions (C.1)-(C.3),
Using Lemma 2.5 of Bai (1993b) , the proofs of the three theorems reduce to show that the main theorem remains true whenF p is replaced withF p . Note that the random variablesx ij still satisfy the conditions (C.1)-(C.3). They also satisfy the additional condition
(here, the constant δ should be 3δ if δ is the one we previously selected. For brevity, we still use δ). Also, for simplicity, we shall drop the tilde sign from various variables.
The Bai inequality.
Suppose that G is a function of bounded variation. The Stieltjes transform g of G is defined as
where z = u + iv and v > 0. Our main tool is the following inequality (Bai (1993a) 
Denote the Stieltjes transform of F p and F y (recall our convention that y = y n = p/n) by m p (z) and m(z), respectively. Application of the Bai inequality with (G, H) = (F p , F y ), A = 25, and B = 5 gives, for some constant c > 0,
where e(x) = 1 for x > 0 or e(x) = 0 otherwise. We shall estimate these three terms in the above bound successively and start with the last one.
(a) Estimate for sup x |u|≤2va * |F y (x + u) − F y (x)| du. Lemma 3.1. We have, for any 0 < v < 4 √ y, 
Note that the above equality holds also for y = 1 for which a = 0. Let ρ := (1 + y) −1 (2a √ y). Thus φ(u) is decreasing when u > ρ and increasing when u < ρ. Since 
we get, by setting λ
where the last inequality follows from
This completes the proof of the lemma. |F p (x) − e(x)| dx. Let λ p denote the largest eigenvalue of S. By Yin, Bai, and Krishnaiah (1988) , for any positive constant (ε) and integer ( n ) such that n / log n → ∞ and n δ 1/4 n / log n → 0, we have
Therefore, for x ≥ 5 and any fixed t > 0,
By (3.15) we finally get
Thus, for v > cn −1 , we have
(c) Conclusion. Summarizing previous steps gives
To prove the main theorems, we need only estimate |m p (z) − m(z)|. Bai (1993b) 
We will estimate each I i to obtain a bound on | Eδ p | (cf. (3.19) below). Since E(ε * k + ε k ) = 0, by (2.9), we have
From Lemma 4.2, Remark 4.1, and noticing that v ≤ v y , we have
Since
We have from the proof of Lemma 4.1,
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where the second inequality follows from (2.9) and the last steps follow from Proposition 4.1 and
with α y := 2 √ 2/ √ y (see (2.6)). Thus
Also, considering D k instead of D as in Proposition 4.1 and applying (2.8), one can show that for some L 0 such that for all
, and hence,
Consequently, for some constant c > 0,
and
Summing up the above results, we obtain 
Checking the proofs of (3.39)-(3.40) of Bai (1993b) , we find that there is a constant c such that
In view of (3.16), we can then find a positive constant c 1 such that
The proof of the theorem will be complete once we have shown that for all large n and
Assume the contrary; i.e., there exists a By (3.17), (3.18) , and Lemma 2.2, with z = z 0 ,
On the other hand, by definition (1.2) of θ, we have
Therefore, for any v ∈ , 1) we have
Thus, from (3.19) we have for
by noticing the selection of L. This leads to a contradiction of ϕ n (z 0 ) = 0. The proof of Theorem 1.1 is complete. Downloaded 03/25/14 to 147.8.204.164 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 3.4. Proof of Theorem 1.2. As the proof of (3.16), one can show that
In the proof of Theorem 1.1, we have shown that
Applying the Cauchy-Schwarz inequality, Remark 4.1, and the result ∆ = O (n −1/[4θ+2] ) proved in Theorem 1.1, we conclude that
for some positive constant c and all (v) . The convergence rate we can guarantee is
The proof of Theorem 1.2 in this case is complete.
3.5. Proof of Theorem 1.3. Similarly, we have (3.22) Thus, to complete the proof of Theorem 1.3, setting v = n −2/[5+θ]+η it suffices to show that
Now, applying Proposition 4.1, we obtain for each ξ > 0, 
Thus, (3.23) is proved and the proof of Theorem 1.3 is complete.
4. Intermediate lemmas. In this section, we establish a few more technical lemmas. Let ν = sup i,j,n {E|x ij | }.
Lemma 4.1. For each ≥ 1 with ν 4 < ∞, there exist positive constants c independent of n and v such that for all n, v satisfying nv ≥ T , we have
For the first term A, by the Burkholder inequality (Burkholder (1973, p. 22 )), we get
For the second term B, denoting the eigenvalues of S k by λ kj and noticing that their maximum is less than the largest eigenvalue λ p of S, we then have 
Combining the bounds for A and B proves the first conclusion. The second conclusion immediately follows by taking into account inequality (2.12). Lemma 4.2. If n −1/2 ≤ v < 1, then there are positive constants C 1 , C 2 such that for large n and each 1 ≤ k ≤ p,
Application of Lemma 2.1 and inequality (2.8) yields that
Here, the bound of the last term follows from Lemma 2.4. The proof of conclusion (i) is complete.
(ii) This conclusion follows from (i), (4.1), and the fact 
The conclusion follows from
Proposition 4.1. For each > 1/2 with ν 4 < ∞, there exist positive constants c and L 0 independent of n and v such that for all n, v satisfying L 0 n −1/2 ≤ v < 1,
Proof. In the proof of the proposition, c and c ,0 will be used to denote universal positive constants which may depend on the moments up to order of underlying variables and may represent different values at different appearances, even in one expression. Recall that we have
where the {z k } are defined as in Lemma 4.4. We have
Note that by (2.13) and (2.14),
Hence by Lemma 4.1,
On the other hand, by Lemma 2.1 and assuming ≥ 1, 
