In this paper we prove that the integral of the Wishart ensemble is, in a certain sense, a KP τ function, and generalize the result to other random matrix models, especially the Hermitian matrix model with external source. Besides potential application in multivariate statistics, we obtain some interesting combinatorial results.
Motivition and the main result
In random matrix theory, the simplest and most studied model is the Gaussian Unitary Ensemble (GUE) [12] , for which we consider the integral
where H is an n × n Hermitian matrix, dH = ( i≤j dℜH ij )( i<j dℑH ij ) is the usual product measure in the n 2 dimensional Euclidean space, and E is a subset of R. The second simplest model in random matrix theory is arguablly the Laguerre Unitary Ensemble (LUE) [12] , for which we consider the integral
where S is an n × n positive definite Hermitian matrix, dS is equivalent to the dH in (1) restricted in the subset of positive definite Hermitian matrices, and E + is a subset of R + . The integral H(E) is in some sense the limiting case of L(E + ), since H(E) can be evaluated by Hermitian polynomials, while L(E + ) by Laguerre polynomials in the same way [8] . It is a classical result that Hermitian polynomials are the limits of Laguerre polynomials after shifting and rescaling [18] . The GUE has a natural generalization by adding parameters. Let p 1 , . . . , p 2m be arbitrary real numbers, with p 2m < 0, then we define M(E; p 1 , . . . , p 2m ) = 
When E = R, it is called the matrix model, which is originated from mathematical physics. If we fix E and regard {p i } as variables of M(E; p 1 , . . . , p 2m ), we have an important result [14] Parallelly, the LUE also has a natural generalization, known as the Wishart ensemble in multivariate statistics [13] . Let l 1 , . . . , l n be arbitrary real numbers, and L = diag(l 1 , . . . , l n ) = l 1 0 . . .
ln
, then we define (m ≥ n, and C is a constant factor)
W(E + ; l 1 , . . . , l n ) = C eigenvalues of S⊂E + e Tr(LS) det(S) m−n dS.
In accordance to H(E), we consider the complex Wishart ensemble, and let S be positive defined Hermitian matrices. (The detailed definition is postponed to section 3.) Analogously, we ask: Is W(E + ; l 1 , . . . , l n ) also a KP τ function with respect to l i 's?
The main result of this paper is 
We notice that as a function, W(E + ; l 1 , . . . , l n ) is symmetric over l i 's. Thus due to an old result dated back to Newton [16] , W can be expressed uniquely in p 1 , . . . , p n , and the change of variables in theorem 1 is justified. If we take the "working definition" of KP τ functions in our paper, we can simply rephrase theorem 1 as Theorem 1'. W(E + ; l 1 , . . . , l n ) is a KP τ function in our working definition.
Why we care wether W is a KP τ function? Since we know M(E; p 1 , . . . , p 2m ) are KP τ functions in p i 's, it satisfies a set of PDEs in p i 's [10] . In random matrix theory, we are more interested in PDEs of H(E) in quantities of E, i.e. boundary points of E, if it is a union of intervals. By algebraic maneuvers, we can reinterprate PDEs in p i 's for M as the PDEs in quantities of E for M, especially H [1] .
It is an alluring question whether we can transplant this method to study L and W. The first step is to find the KP τ function structure of W. Baik's study on the spiked model [3] , a special case of the complex Wishar ensemble, uncovers some promising algebraic features of W, Based on which the author formed the conjecture that W is a KP τ function in some way.
The structure of this paper is: in sections 2 and 3, we give the necessary background; in section 4, we give the proof to the main theorem; in section 5, we give computable degenerate examples; in section 6 we discuss the generalization to other random matrix models, especially the Hermitian matrix model with external source, which is closely related to the Wishart ensemble.
Boson-Fermion correspondence and KP τ functions
The definition of KP τ functions follows that in [10] , and all materials on symmetric functions are from [16] .
KP τ functions can be defined through representations of the Heisenberg algebra, an infinite dimensional Lie algebra. Over any field K with characteristic 0, such as R or C, the Heisenberg algebra H denotes the Lie algebra over K, generated by
We can construct a representation of H over the so called Boson Fock space, which is K[p 1 , p 2 , . . . ], the space of polynomials with infinitely many variables. h k 's (k ≤ 0) act as multiplication operators, and h k 's (k ≥ 1) act as derivations: On the other hand, H has another representation over the so called Fermion Fock space. To define the Fermion Fock space, we take an infinite dimensional vector space V with basis {v i } i∈Z . The Fermion Fock space Λ is composed of semi-infinite forms, spanned by the basis v i 0 ,i −1 ,i −2 ,... , which are defined as
satisfying
We call the semi-infinite form
. . the vacuum, following the physical terminology. Later in this paper, we use form to mean a semi-infinite form, unless otherwise claimed. Formally, we define the action of h i on V by
and get the induced action on Λ by
Although the action of h k on V is not consistent with the Lie algebra structure of H, the action of h k on Λ is a representation of H. This is the Fermion representation of H. 
where k ≥ 0, and f is a polynomial. Since [h k , h l ] = 0 for k, l ∈ Z + , the polynomial of operators f (h 1 , h 2 , . . . ) is well defined. Although it is not difficult to check the validity of the correspondence Φ, the images of monomials on the Boson Fock space become messy combinations of the basis of Λ. It is an interesting question what the preimage of v i 0 ,i −1 ,i −2 ,... is. The answer is nontrivial, and can be best formulated in notations of symmetric functions. 
Since every symmetric function can be written uniquely as a polynomial of power sums, f κ is well defined.
To define KP τ functions, we need the concept of decomposibility of forms. We call v ∈ Λ decompasable, if and only if
where u i 's are linear combinations of v i 's. Now we are ready to give the definition:
. ] is a KP τ function if and only if
Because p i can be regarded as power sums in symmetric function theory, we give an alternative definition: Here the reader is reminded that symmetric functions-as in symmetric function thery-are not functions in the usual sense. We recall that n-variable Schur polynomials are specializations of Schur functions, while by abuse of language, n-variable power sums as in theorem 1 are specializations of power sums in symmetric function theory. Since identities among Schur functions also hold among n-variable Schur polynomials, and Schur functions are formally the limits of Schur polynomials as n → ∞, we adapt another "working definition":
Definition 2. The symmetric function s is called a KP τ function, if and only if
2 Here the term power sum is defined in symmetric function theory: Since we have a cannonical bijection between polynomials in p i 's and symmetric functions, we do not distinguish them in later part of the paper, and mostly deal with symmetric functions.
By definition 2 (resp. 2'), all Schur functions (resp. polynomials) are KP τ functions, and for example, s (2,2) + s (2,1) + s (1,1) is a KP τ function, since as function of p i 's,
We recall that in finite dimensional setting, all (finite) decomposable forms of the same degree constitute the Grassmannian. It is no wonder that KP τ functions are closely related to the Sato Grassmannian [15] .
Complex Wishart ensemble
The Wishart ensemble is an important model in multivariate statistics. Although usually only real variables are realistic in statistics, the complex Wishart ensemble is of theoretical importance, and has applications in wireless communications [19] .
Let x 1 , x 2 , . . . , x m be independent identical n-vatiate central Gaussian random variable, with the covariance matrix Σ. Here we assume x i 's to be complex-value variables, thus Σ is an n × n positive definite Hermitian matrix. We regard x i 's as random column vectors, and put them together to form an m × n random matrix X = (x 1 : x 2 : · · · : x m ). Finally we define a random n × n positive definite Hermitian matrix
where X † is the Hermitian transpose of X. The distribution of S is called the complex Wishart ensemble with parameters (m, n, Σ). To ensure the distribution of S to be nonsigular, we require that m ≥ n. For the (complex) Wishart ensemble, people are most interested in the question: What is the probability of all eigenvalues of S being in E + , a subset of R + ? In multivariate statistics, the answer is ready [9] : Proposition 3. The probability of all eigenvalues of S being in E + is
where C ′ is a renormalization constant and dS is the same as the dS in (2).
To evaluate the integral in (15), first we need to integrate over U (n) conjugate classes by the Weyl integral formula:
where C is a constant,
, and dU is the Haar measure over U (n).
Now the question is how to evaluate
Then we have the identity [11] 
where κ's are partitions of k, and l(κ) is the length of κ, (see e.g. [17] ; for example, (4, 4, 1) is a partition of 9, and its length is 3), and C κ 's are constant multiples of Schur polynomials s κ , with the normalization [7] κ⊢k
Remark 1. Formula (17) resembles the celebrated formula in real variable statistics [13] O(n)
where Z κ 's are Zonal polynomials.
We can simplify (17) further, since we have the exact formula of the ratio between C κ and s κ [16, 7] :
where H(κ) is the hook length product of κ [17] , to which we are going to give the formula (62). Actually we do not need to know the definition of H(κ), since we also have [16, 7] 
where if κ = (κ 1 , κ 2 , . . . , κ l ), then
Therefore, H(κ) is canceled:
and up to a constant factor, we can rewrite the integral in (15) as (eigenvalues of Σ are −l
The definition of W(E + ; l 1 , . . . , l n ) agrees with the description of W in (4), where the C is the same as the C in (16) . If E + is precompact, it is not difficult to prove the convergence of (24), since all coefficients of Schur polynomials are positive; if E + is not precompact, e.g. E + = R + , the convergence is a problem. However, in application, we can take the argument in this paper formally, and use the KP τ function property without problem.
Proof of the main theorem
To determine wether the integral W is a KP function, we turn to the Fermion representation, and map the integral as
where for κ = (κ 0 , κ 1 , . . . , κ l ), we denote v κ = v 0+κ 0 ,−1+κ 1 ,...,−l+κ l ,−l−1,... . The identity (25) needs some clarification: by abuse of notation, we abbreviate the condition "λ 1 , . . . , λ n ∈ E + " by E + , and hope there is no confusion. A more serious problem is that the domain of Φ is "symmetric function", i.e., series of Schur functions, but not series of Schur polynomials like W. However, we pretend that Schur polynomials are equivalent to Schur functions, and the argument in this section can be justified without difficulty.
To prove W to be a KP τ function is equivalent to prove that V is a decomposable form. We have a simple criteron for decomposibility of forms, and first introduct two kinds of linear operators v i ∧ (v) and v * i ∠(v) on any v ∈ Λ:
Here we note that v i ∧ (v) and v * i ∠(v) are not in Λ: they are in Λ + and Λ − respectively. Λ + is spanned by forms v
Now we can state the criteron [10] :
Proposition 4. v ∈ Λ is decomposable, if and only if the tensor of forms in
For notational simplicity, for a partition κ = (κ 0 , . . . , κ l ), we denote v + κ and v − κ , analogous to v κ :
For κ a partition and i an integer, we define partitions κ + i and κ − i. First, κ = (κ 0 , . . . , κ l ) corresponds to a v − κ ∈ Λ − , whose subscript (−1 + κ 0 , −2 + κ 1 , . . . , −l − 1+κ l , −l −2, . . . ) is a decreasing sequence of integers. If i ∈ {−1+κ 0 , −2+κ 1 , . . . , −l − 1 + κ l , −l − 2, . . . }, then we say κ + i is not well defined; otherwise we can arrange elements in {−1+κ 0 , −2+κ 1 , . . . , −l−1+κ l , −l−2, . . . }∪{i} into a decreasing sequence which is the subscript of a form v κ ′ ∈ Λ, and we define κ + i = κ ′ . Symmetrically, we can define κ − i: If i / ∈ {1 + κ 0 , 0 + κ 1 , . . . , −l + 1 + κ l , −l, . . . }, then κ − i is not well defined; otherwise we can arrange {1 + κ 0 , 0 + κ 1 , . . . , −l + 1 + κ l , −l, . . . } \ {i} into a decreasing sequence, which is the subscript of a v κ ′′ ∈ Λ, and we define κ − i = κ ′′ . Now we consider the tensor of forms 
where
To simplify c(α, β), we first prove that Lemma 1. For any partitions α and β, and integer i such that α − i and β + i are both well defined, we have for any n ∈ Z + (n) α−i (n) β+i = n(n + 1) α (n − 1) β .
(32)
Proof. Let α = (α 0 , α 1 , . . . , α q ), β = (β 0 , β 1 , . . . , β r ), and (j = 0, 1, . . . )
We assume that i = a −k and b −l > i > b −l−1 , then we have
Here we take the convention that
On the other hand, we have
Thus we get
Notice that a −k = i, we can verify that
and prove the lemma.
From this result we observe that Corollary 1. If both the α − i and β + i are well defined, the condition max(
Then we have for l(α) ≤ n + 1 and l(β) ≤ n − 1, c(α, β) = 1 n(n + 1) α (n − 1) β i∈Z; α − i and β + i are both well defined; max(l(α)−1,l(β)+1)≤n
and later in this section we assume max(l(α) − 1, l(β) + 1) ≤ n. Now we recall the determinantal formula for Schur polynomials [17] Proposition 6. If κ = (κ 0 , . . . , κ l ) with l < n, then
. . .
Therefore
To simplify the integrals in (41), we need another formula [6] Proposition 7 (de Bruijn's). For any f 0 , . . . , f n−1 , g 0 , . . . , g n−1 ∈ L 2 (E+),
We denote 3
and by proposition 7 we get that for any κ = (κ 0 , . . . , κ l ), l < n,such that v κ = v i 0 ,i −1 ,...
For α − i, we denote v + α = v a 0 ,a −1 ,... and let i = a −j if α − i is well defined. Then by propositions 6 and 7 we have Lemma 2. If α − i is well defined and l(α − i) ≤ n, then
where i = a −j andˆmeans the entry is deleted.
Thus the n × n matrix in (47) is constructed from an (n + 1) × n matrix with the j + 1-th row eliminated, and we denote the determinant by G α−i .
For β + i, we denote v 
Here we denote the determinant in (48) by G β+i , and note that for i fixed, the first row in the matrix in (48) is the same as the deleted row in the construction of the matrix in (47).
We notice that 3 For G i to be meaningful, we need E + to be bounded. Thus our proof here is only applicable when E + is bounded. However, when E + is unbounded but the definition of W(E + ; l 1 , . . . , l n ) is valid, we can take the limit E + = lim N →∞ E + ∩ [0, N ] to complete the proof.
1. α − i is well defined if and only if i = a −j for some j.
2. Since we assume l(α) − 1 ≤ n, we have a −n = −n + 1, so that l(α − i) ≤ n is equivalent to j ≤ n, given i = a −j .
3. When β + i is not well defined, the definition of G β+i by (48) may still make sense. Especially, we can check that if i = a −j with j ≤ n, and G β+1 is not well defined, then the definition formula (48) gives G β+i = 0, under the assumption that l(β) + 1 ≤ n.
Therefore, we have i∈Z; α − i and β + i are both well defined
We want to prove that
When i varies, the matrices appearing in (48) are different from each other only in the first row, so we get a determinantal formula:
where all rows except for the first one are the same as those in the matrix in (48), and the first row (B 0 , B 1 , . . . , B n−1 ) is
Notice that sgn + (α, a −j ) = (−1) j , we find that (52) is equivalent to that B k is the determinant of a (n + 1) × (n + 1) matrix (k = 0, 1, . . . , n − 1):
Since in the matrix, the first column is identical to the k + 1-th column, we get B k = 0. Therefore (50) holds. Summing up these results, we get the conclusion that V is a decomposable form, and prove the theorem 1 and 1'.
Special cases
For λ 1 , . . . , λ n distinct positive real numbers, we define E
and consider the ∆λ → 0 limit:
Although the straightforward definition of W(E + 0 (λ); l 1 , . . . , l n ) gives trivially 0, we notice that the KP τ function property is invariant under the multiplication by a constant, and we can choose a proper factor c(∆λ) and take an ad hoc definition:
and easily get the result Corollary 2. The series . ..,ln) regarded as a function of l i 's, is a KP τ function for any distinct λ i 's.
If we want to prove corollary 2 paralelly as theorem 1, we need a lemma parallel to the formula (50): 
Here we note that the identity (56) holds for Schur functions, not only Schur polynomials. Actually since our formula (55) does not explicitly contain n as a variable, we can take the limit n → ∞, and get the identity for Schur functions. 
and after taking n → ∞, can find a decomposition of Φ(W(E + 0 (l))) n→∞ = V (E + 0 (l)) n→∞ :
V (E + 0 (l)) n→∞ =v 0 ∧v −1 ∧v −2 ∧ . . . ,
If we compute the corfficient c(κ) of the v κ = v i 0 ,i −1 ,... term, we find that
where we take 0! = 1 and (−n)! = 0 for n > 0.
Comparing this with the coefficient of s κ in (57), we get a formula for the hook length product (κ = (κ 0 , . . . , κ l )) 1 H(κ) = det 1 (κ j − j + k)! 0≤j,k≤n−1 .
To verify the decomposition (59), we need to prove (61), which is an interesting combinatorial problem.
Hermitian matrix model with external source and other generalizations
Although the GUE is in some sense a limiting case of the Lguerre ensemble, it is not obvious that the matrix model can be related to the Wishart model. However, we have another generalization of the GUE in different direction, the Hermitian random matrices with external source [5] , which can be regarded as the limiting case of the Wishart ensemble-the integral of this model can be expressed by multiple Hermitian polynomials, and the integral of Wishart ensemble W can be expressed by multiple Laguerre polynomials [4] . In accordance to (1), we define the distribution of the n dimensional Gaussian random matrices with external source by H A (E) = eigenvalues of H⊂E e − Tr "
