























































Computer chess is always an important research area in artificial intelligence. At 
present, there is no paper reported in detail about in the playing strategies of Dark 
chess. Dark chess is an incomplete information game with probabilities, which is not 
the same as complete information games, such as chess or Chinese chess. If we use 
conventional game-tree searching techniques to deal with Dark chess, then the number 
of branches will be very large because there are lots of moves for both “dark pieces” 
and “bright pieces”. Hence, it is not easy to improve the strength of the Dark chess by 
using the conventional game-tree searching techniques. 
  In this paper, we comprehensively study the characteristics of Dark chess and 
present some novel approaches to solve the Dark chess problem. We developed a Dark 
Chess program which can beat all other Dark chess programs in the market and have 
the same scores as the average human players. 
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第一章  緒論 
 

































態，如圖 1-2：  
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圖 1-2  長捉示意圖 
 
此時輪黑方，黑方翻了 D1 翻到包，如圖 1-3： 
 
 
圖 1-3  長捉示意圖 
 
此時如果紅方走 C2-C1 捉包，黑方走 D1-D2 逃包，紅方又走 C1-C2  捉包，黑方













。如圖 1-4 是暗棋王的程式畫面： 
 
 
圖 1-4  暗棋王的程式畫面  
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除了暗棋王以外，我們還蒐集到一款由新造科技所出版的“暗棋大車拼＂，
其棋力遠不如暗棋王。如圖 1-5 是暗棋大車拼的程式畫面： 
 
 




























第二章  資料結構 
 
第一節  棋盤-棋子映射結構 
 
我們的暗棋棋盤結構是使用一維陣列 Board[32]  來記錄棋盤上每一格的棋子
類型如圖 2-1： 
 
0 1 2 3 4 5 6 7 
8  9  10 11 12 13 14 15 
16 17 18 19 20 21 22 23 
24 25 26 27 28 29 30 31 












空格  將  黑士  黑象  黑車       黑馬 
0 1 2  3 4 5 6 7  8 
黑馬  黑包  黑卒  紅帥 
9  10 11 12 13 14 15 16  17 
紅仕  紅相  紅俥  紅傌  紅炮 
18 19 20 21 22 23 24 25  26 
紅炮  紅兵  暗棋 
27 28  29  30 31 32  33 

















 0    1    2    3    4    5    6    7    8    9    1 0   1 1   1 2   1 3   1 4   1 5  
0 28 0 24 0 17 0 29 22 12 18 0 26 0 19  13
 
 16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31 
14  20 0 27 0 21 15 30 31 0 23 0 32 0 25 0 
 
當紅方要產生所有合法走步時，只需要查詢 Piece[17] ~ Piece[32]，其陣列內容如
下： 
 
 17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32 
5  10 14 17 21  8  26 3  30 12 19 1  7  23 24 28
 
針對還在棋盤上的紅方棋子產生合法走步即可，如果 Piece[K]為-1 代表棋子 K 沒
有在棋盤上或是尚未被翻開，這樣的做法比掃描整個棋盤共 32 個位置整整省了
16 次比對。又以圖 2-3 為例，紅方 C2-B2 仕吃卒，它要怎麼知道位在 B2 （位置 9） 
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的是卒呢？因為我們有用 Board [9]記錄該位置的棋子編號是 12 也就是卒，所以
一比對發現紅仕可以吃黑卒，所以 C2-B2 就是一個合法步。 
 
第二節  著法預處理 
 
我們使用了 MoveTab[P][5]  二維陣列預先將位置 P 經由上、下、左、右移動
一格後所能走到的位置儲存下來，其中 MoveTab[P][0]  代表位置 P 能走到的方向
數量，而 MoveTab[P][1] ~ MoveTab[P][4]  則是記錄位置 P 走各方向後所到達的目
的位置，例如圖 2-4： 
 
圖 2-4 MoveTab 示意圖 
 
紅方 F1 （位置 5） 的相要怎麼知道有哪些方向可以走，它只要查 MoveTab[5][0]=3
發現有 3 個方向可以走，而依序存取 MoveTab[5][1] 的 4（左移一格後的目標位
置） 、MoveTab[5][2]的 6（右移一格後的目標位置） 、MoveTab[5][3]的 13（下移一
格後的目標位置） ，就可以得到 F1 所能走到的各方向的目標位置。這樣的做法會 
  11
比每次都要上、下、左、右四次位移量加上還要判斷是否超出邊界要來的有效率。  
除了預先處理著法可走到的方向外，我們還使用了 OrderTab[P1][P2]  來比較
兩顆棋子的大小，其中 P1 代表來源棋子的編號，而 P2 代表目的棋子的編號。
如果 OrderTab[P1[P2]的值是-1 的話，表示 P1 不能吃 P2；如果 OrderTab[P1][P2]
的值是 0 的話表示 P1 可以吃 P2。例如圖 2-5： 
 
 
圖 2-5 OrderTab 示意圖 
 
E2（位置 12）的黑車檢查 MoveTab[12][0]=4 會發現有 4 個方向可以走，分別是
E1（位置為 MoveTab[12][1]=4） 、D2（位置為 MoveTab[12][2]=11） 、F2（位置為
MoveTab[12][3]=13） 、E3（位置為 MoveTab[12][4]=20） 。其中黑車的棋子編號 6，
而 E1 的棋子編號是 20，檢查 OrderTab[6][20] = -1，表示黑車不能吃紅相，所以
E2-E1 不是一個合法步；而 D2 的棋子編號是 33，檢查 OrderTab[6][33] = -1，表
示黑車不能吃暗棋，所以 E2-D2 不是一個合法步；而 F2 的棋子編號是 24，檢查 
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OrderTab[6][24] = 0，表示黑車能吃傌，所以 E2-F2 是一個合法步；而 E3 的棋子



















第三章  搜尋演算法 
 

















圖 3-1 對局樹 
 
從圖 3-1 不難發現，對局樹的節點數隨著層數的增加呈指數倍的增加，如果一步 
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。例如圖 3-2：  
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圖 3-2  審局示意圖 
 
上圖輪紅方先下，經由 10 層的對局樹搜尋得到最佳路徑為： 
F2-F1 吃卒，C4-B4 吃炮，D2-D3，B4-C4，D3-D4，C4-B4，D4-C4，D1-D2，C4-B4
吃車，D2-D1。 
紅方在第一步吃了卒得到 1 分，在第九步吃了車得到 18 分，但在第二步被黑方
車吃炮損失了 18 分，所以最後紅方的分數  = 1 + 18 – 18 = 1。代表紅方走了第一
步 F2-F1 一直到第十步黑方走了 D2-D1 這一連串的走步後，所反應出來的是紅方
可以得到 1 分的價值。 
 




































int MinMax(int depth){ 
 int  best,val; 
 if(depth==0){ 
  return  Evaluate();   //葉節點傳回審局函數的分數 
       / / 總是以 root 方也就是我方的角度來評分 
 } 
 if(SideToMove()==My){ //輪到我方走棋 
  best=-INFINITY;   //我方要取最大值，所以將 best 設成無限小 
 } 
 else{ 
  best=INFINITY;   //敵方要取最小值，所以將 best 設成無限大 
 } 
 GenerateLegalMoves();   //產生所有合理著法 
 while(MoveLeft()){  //嘗試每一個走步 
  MakeNextMove();   //走棋 
  val=MinMax(depth-1);  //遞迴呼叫，層數減 1 
  UnMakeMove();   //還原走步 
  if(SideToMove()==My){ 
   if(val>best){   //我方要保留最大值 
    b e s t = v a l ;  
   }  
  }  
  e l s e {  
   if(val<best){   //敵方要保留最小值 
    b e s t = v a l ;  
   }  
  }  
 } 
 return  best;     //將分數返回給父節點 
}  
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第四節  Nega-Max 搜尋演算法 
 
在上一節中我們有提到 Min-Max 搜尋演算法，但 Min-Max 總是需要檢查哪
一方要取最大值，而哪一方又要取最小值，而執行不同的動作。Knuth 和 Moore
在 1975 年提出了 Nega-Max 搜尋演算法[3] ， 消除了要去判斷現在是哪一方而取最




















圖 3-5 Nega-Max 搜尋演算法虛擬碼 
 
int NegaMax(int depth){ 
 int  best=-INFINITY,val; 
 if(depth==0){ 
  return  Evaluate();    //葉節點傳回審局函數的分數 




  MakeNextMove(); 
  val=  -NegaMax(depth-1); //這裡要取負號 
  UnMakeMove(); 
  if(val>best){ 
   b e s t = v a l ;  
  }  
 } 
 return  best; 
}  
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暗棋，都是屬於“零和＂的棋類博奕。所以，在算法的原理上 Nega-Max 和 Min- 
Max 是完全等效的，Nega-Max  僅僅是一種更好的表達形式，更有利於程式的撰
寫。 
 
第五節  Alpha-Beta 搜尋演算法 
 
在 Min-Max 或是 Nega-Max 搜尋演算法中，對於對局樹裡的每個節點的每一
個所有可能著法都要走過一次，假設對局樹中每個節點平均有 30 個著法，如果
要搜尋 N 層，就要拜訪大約 30
N個節點，因此這樣做需要耗費相當多的時間，效
率非常地差[7]。 
Brudno 在 1963 年提出了 Alpha-Beta  搜尋演算法，它在大部份的情況下會比










先搜尋左子樹，得到左子節點的值為 30，由於節點 A 會從其子節點中取最大值，
所以 A 的值必不小於 30，換句話說，A 的右節點的值必須大於 30  ，才可能會被
A 選上。 
當找尋過 B 的左子節點時，得到分數 20，因為 B 要取最小值，所以 20 便是
B 的最大可能值。然而，B 之值必須大於 30  才會被 A 選上，且 B 剩下的子節點
無論分數如何，都不可能使 B 的值大於 30，所以就不用往下搜尋剩下的節點了。  
Alpha-Beta 搜尋演算法必須使用兩個參數，分別是 α 和 β。其中 α  是記錄最
大層節點目前的最大值，而 β 是記錄最小層節點的最小值，兩個參數以傳值 call  
by value  的方式傳遞給下層的子樹。如果在取最大值的時候，發現了一個大於等
於 β 的值，就不用再對其它分枝進行搜尋，這就是所謂的 β 截斷；同理，在取最
小值的時候，發現了一個小於等於 α 的值，也不用再對其它分枝進行搜尋，這就 
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是所謂的 α 截斷。例如圖 3-7 是 Alpha-Beta 另一個比較複雜的範例： 
 
 
圖 3-7 Alpha-Beta 示意圖 
 
圖 3-7 是 Alpha-Beta 以深度優先從左至右拜訪的樹狀圖，其節點截斷順序如下： 
1.  B 節點取值 25 的時候，25  ≧ 20，造成 C 節點的截斷（β 截斷） 。 
2.  E 節點取值 6 的時候，6  ≦ 20，造成 F 節點的截斷（α 截斷） 。 
3.  H 節點取值 3 的時候，3  ≦ 6，造成 I 節點的截斷（α 截斷） 。 




早發生截斷，省掉對其它節點不必要的搜尋。例如圖 3-7 中，總共有 31 個節點， 
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最終只搜尋了 19 個 節 點，省 了 12 個節點 。 在最佳走法搜尋順序時 ， Knuth 和 Moore




























圖 3-8 Alpha-Beta 搜尋演算法虛擬碼 
 
1 2
2 / − =
d b n            ( d  為偶數) 
1
2 / ) 1 ( 2 / ) 1 ( − + =
− + d d b b n    ( d  為奇數) 
 
其中 n 代表搜尋節點數目，b  代表 branch factor， d 代表搜尋深度。 
int AlphaBeta(int depth,int alpha,int beta){ 
 int  val; 
 if(depth==0){ 




  MakeNextMove(); 
  v a l =   -AlphaBeta(depth-1,-beta,-alpha); //alpha 和 beta 順序對調 
          / / 且加上負值 
  UnMakeMove(); 
  if(val>=beta){ 
   r e t u r n   b e t a ;       / / b e t a 截斷 
  }  
  if(val>alpha){ 
   a l p h a = v a l ;  
  }  
 } 
 return  alpha; 
}  
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以 Nega-Max 形式寫成的 Alpha-Beta 搜尋演算法，當 α 和 β 兩個參數在傳遞
給下層的時候，是將兩個順序對調，並加上負值，這樣做使得 α 截斷也能簡化成
以 β 截斷的形式表現出來，消除了 Min-Max 形式的 Alpha-Beta 搜尋演算法，在 α
截斷與 β 截斷判斷形式上的不同，並且讓程式碼更簡潔有力。在我們這次暗棋程
式的實作中，也是以 Nega-Max 形式的 Alpha-Beta 搜尋演算法為其最主要核心。 
 




的產生。例如圖 3-9 輪黑方走搜尋 10 層： 
 
 




當搜尋路徑為：C1-D1，F2-F4 吃卒，D1-E1 吃炮，H3-H4 吃卒，E1-D1，H4-H3，
D1-C1，E4-E3，C3-C4，F4-C4 吃馬，總共 10 步後，到達如圖 3-10 的盤面： 
 
 
圖 3-10  水平效應示意圖 
 
此時因為沒有剩餘深度可以讓黑方嘗試走 B4-C4 吃炮，導致黑方最後得到吃炮+ 

























圖 3-11 Quiescent Search 虛擬碼 
 
在我們撰寫 Quiescent  Search 的過程中，有看過許多版本的虛擬碼，它們都
會在 GenerateCapMoves()之前，先呼叫審局函數 Evaluate()，看審局函數的值是否
可以造成 β 截斷，如果可以造成 β 截斷就直接返回 beta 值，不過我們發現這樣做






int Quies(int alpha,int beta){ 
 int  val; 
 GenerateCapMoves();    //只產生吃子步 
 while(MovesLeft()){ 
  MakeNextMove(); 
  val=  -Quies(-beta,-alpha);  //遞迴呼叫時不再需要 depth 參數 
  UnMakeMove(); 
  if(val>=beta){ 
   return  beta; 
  }  
  if(val>alpha){ 
   a l p h a = v a l ;  
  }  
 } 




圖 3-12  寧靜搜尋示意圖 
 
當搜尋路徑為：F1-G1，F2-G2，H3-H2，E1-F1，H2-G2 吃兵，F1-E1，B1-A1，
E1-F1，A1-B1，F1-G1 吃包，總共 10 步後，到達如圖 3-13 的盤面： 
 
 
圖 3-13  寧靜搜尋示意圖 
 
此時輪黑方走，如果這時呼叫審局函數 Evaluate()，會得到-17 分的值，而這時窗
口的 beta 值是-18，-17 大於-18  會造成所謂的 β 截斷，所以將分數回傳上去，最 
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後導致圖 3-12 輪黑方走的搜尋結果為-17 分。這樣的搜尋結果是錯的，因為正確











圖 3-14  相同盤面示意圖 
 
不管是走路徑：E2-F2，E4-F4，F2-F3，G3-H3，還是走路徑：E2-E3，E4-F4，E3-F3，
G3-H3，都可以到達如圖 3-15 的盤面：  
  29
 




而 Transposition Table （又稱 Hash Table） ，則是一個可以將已搜尋過的節點資
訊記錄起來的雜湊表。節點資訊通常包括：盤面 key 值、節點搜尋深度、節點分
數、節點類型…等。一般使用 Zobrist Hash 的方式來進行盤面 key 值的生成，以
達到快速檢測當前節點是否已經搜尋過的目的。 
Zobrish Hash 方法是在搜尋之前 ， 預先產生大隨機數的二維陣列 Zobrist[棋子
類型][棋子位置]，至於大隨機數要多大？在我們這次的暗棋程式實作裡是使用 
32  位元的無號整數，有了 Zobrist[棋子類型][棋子位置]  這樣的二維陣列以後，
當前盤面的 key 值 ， 便是所有棋盤上的棋子相對應到 Zobrist[棋子類型][棋子位置]
二維陣列做 xor 運算（以^表示）後的和。這樣在有著法產生移動時，並不需要重
新計算盤面的 key 值，只需要將當前 key 值 （假設叫：ZobristKey） 做以下步驟[8]：   
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1.  ZobristKey^=Zobrist[移動棋子類型][移動棋子原位置]。 




隨機數 ZobristPlayer 來代表輪走方，每走一步就做 ZobristKey^=ZobristPlayer 運
算，最後的 ZobristKey 才是真正代表盤面且加上輪走方訊息的 key 值。如果不加
ZobristKey^=ZobristPlayer 運算會怎樣呢？我們以如圖 3-16 輪紅方走當做例子，
此時的盤面 key 值 ZobristKey = Zobrist[卒][0] ^ Zobrist[兵][1] ^ Zobrist[炮][2] ^ 




圖 3-16  盤面相同輪走方不同示意圖 
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紅方走了 C1-A1 吃卒後，如圖 3-17，此時輪黑方走，此時的盤面 key 值 ZobristKey 
= ZobristKey ^ Zobrist[炮][2] ^ Zobrist[炮][0] ^ Zobrist[卒][0] = 1812624575 ^ 
3996203608 ^ 3032318783 ^ 816894721 = 2935939268。 
 
 
圖 3-17  盤面相同輪走方不同示意圖 
 
如果圖 3-16 紅、黑雙方依路徑：B1-A1 吃兵，H1-H2，C1-C2，H2-H1，C2-B2，
H1-H2，B2-A2，H2-H1，A1-B1，H1-H2，A2-A1，H2-H1，也可以到達如圖 3-17
的盤面，但此時是輪紅走，而盤面 key 值仍舊是 2935939268。所以如果只用棋盤
上所有棋子相對應的 Zobris  t[棋子類型][棋子位置]做 xor  後的總和，這時就會發
生盤面相同但輪走方不同卻擁有相同 key 值的情況，而造成搜尋時節點資訊的誤
用。如果有在每走一步做 ZobristKey^=ZobristPlayer 運算，以圖 3-16 為例，輪紅
方走時 ZobristPlayer 必然跟 ZobristKey 做了偶數次 xor 運算，而輪黑方走時
ZobristPlayer 必然跟 ZobristKey 做了奇數次 xor 運算 ， 所以即使原來的 ZobristKey 
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相同，也會因為跟 ZobristPlayer 做了奇、偶次數 xor 運算的關係，而讓最後的
ZobristKey 值不同。 
Hash Table  是一種空間換取時間的思維，由於實際記憶體空間有限，所以我
們不可能替 Hash Table 設置一個無限大的空間供其使用，因此我們必須對所產生
的節點是否存入Hash Table做些限制 ， 避免一些無用的節點資訊佔據了Hash Table
的空間，而這些無用的節點通常是一些距離根節點很遠的節點，因為它們被重複
搜尋的機率很低。還有當兩個節點盤面值都對應到同一個 slot 位置時，也必須有
因應的策略。其中 slot 的算法為：slot =  盤面 key 值%Hash_Table_Size。其中%表
示求餘數的運算。 




N這個常量 ， 想要得到除以 2
N 後的餘數 ， 只要做如下修改：
slot =  盤面 key 值& ( Hash_Table_Size – 1 )，以圖 3-17 輪紅走為例，可算出 slot = 
盤面 key 值 2935939268 &（1M – 1）=2935939268 & 1048575 = 975044，而電腦
做&運算（AND）的速度是非常快的。 
還有我們對於寧靜搜尋的節點不存入 Hash Table，避免過多距離根節點很遠
的節點充斥整個 Hash Table ，而它們被再利用的機率卻很小。而對於盤面值對應
到同一個 slot 位置時，我們採用“深度優先覆蓋＂的策略，所謂的“深度優先覆
蓋＂即待存入 Hash Table 的節點的深度必須大於或等於已存入 Hash Table 節點的 
  33
深度才覆蓋。據研究表示：深度優先覆蓋的效果要比始終覆蓋或完全不覆蓋要好












圖 3-18 節點存入 Hash Table 的函式虛擬碼 
 
從上面的虛擬碼可以看出，Hash Table  裡最後還存了節點類型。而為什麼已
經存入了節點分數，還要再存入節點類型？這是因為在 Alpha-Beta 搜尋演算法的
過程中，任何節點的分數都是下列三種情況之一： 
（一）節點分數 ≧ beta，即所謂的 beta 節點。 
（二）節點分數 ≦ alpha，即所謂的 alpha 節點。 
（三）alpha < 節點分數 < beta，即所謂的 PV（Principal Variation）節點。 
一般來說，只有 PV 節點的分數，才可以當作是節點的準確值存入 Hash Table 
，其餘的 beta 節點、alpha 節點的分數只能表示是節點分數的一個邊界而已。但
void RecordHash(int depth,int val,int hashf){ 
  HashStruct *p = &Hash_Table[ZobristKey & (Hash_Table_Size-1)]; 
 if(depth>=p->depth){   //深度優先覆蓋，存入節點相關資訊 
  p->key=ZobristKey;  //存入盤面 key 值 
  p->depth=depth;   //存入節點深度 
  p->val=val;    //存入節點分數 





的動作。所以既然三種節點的分數都可以存入 Hash Table ，我們也就必須在存入
分數的同時，把該分數所代表的意義，也就是節點類型給存下來。當目前節點探
測 Hash Table 成功時，如果已存入的節點類型是 PV  的話，則直接返回節點分數 
，如果已存入節點類型是 beta 或 alpha 的話，需要進行邊界值的比較，決定是否


















圖 3-19  節點探測 Hash Table 的函式虛擬碼 
 
從上面的虛擬碼可以看出，所謂的探測成功，除了比較當前的盤面值與 Hash 
Table 的盤面值是否一樣以外 ， 還要比較 Hash Table 的節點深度是否大於或等於當
int ProbeHash(int depth,int alpha,int beta){ 
  HashStruct *p = &Hash_Table[ZobristKey & (Hash_Table_Size-1)]; 
 if(ZobristKey==p->key&&p->depth>=depth){   //探測成功 
  if(p->hashf==PV_FLAG){ 
   return  p->val; 
  }  
  if(p->hashf==BETA_FLAG&&p->val>=beta){  //與上界 beta 比較 
   return  beta; 
  }  
  if(p->hashf==ALPHA_FLAG&&p->val<=alpha){//與下界 alpha 比較 
   return  alpha; 
  }  
 } 
 return  valUNKNOWN;     //探測失敗或是剪裁失敗 
}  
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前節點的深度。這是因為 Hash Table 中的節點深度如果比當前節點深度淺的話，
所存的節點資訊還不足以讓當前節點拿來使用，因為它的搜尋深度還不夠深。只
有在 Hash Table 的節點深度大於或等於當前節點深度的時候，我們才能拿裡面的



























圖 3-20 Alpha-Beta 結合 Hash Table 的虛擬碼 
int AlphaBeta(int depth,int alpha,int beta){ 
 int  val,foundPV=0; 
 if(depth==0)     return  Quies(alpha,beta);     //進入寧靜搜尋 
 if((val==ProbeHash(depth,alpha,beta))!=valUNKNOWN){  //探測Hash Table




  MakeNextMove(); 
  v a l =   -AlphaBeta(depth-1,-beta,-alpha); 
  UnMakeMove(); 
  if(val>=beta){ 
   RecordHash(depth,beta,BETA_FLAG);    //存入 beta 節點 
   return  beta; 
  }  
  if(val>alpha){ 
   foundPV=1;         //有找到PV節點
   a l p h a = v a l ;  
  }  
 } 
 if(foundPV)  RecordHash(depth,alpha,PV_FLAG);   //存入 PV 節點 
 else  RecordHash(depth,alpha,ALPHA_FLAG);    //存入 alpha 節點
 return  alpha; 
}  
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為 128 個 entry，只記錄當前路徑所走過的每個節點的盤面 key 值，節點返回上一
層時會移除它在 Hash Table 中的 key 值。當要替目前節點展開所有合理著法進行




第九節  允許空步 
 








圖 3-22  空步示意圖 
 





圖 3-23  空步示意圖 
 
此時黑方剩 E1-D1 象吃兵可以走，但吃了兵後，紅方可以走 C1-D1 帥吃象，則黑
方損失慘重，因為損失了一隻卒和一隻象，但只獲得 1 隻兵共 –90 的分數。如圖
3-23 的情況，黑方會嘗試翻棋，但我們在搜尋時為了速度不會真的去做翻棋動作
的搜尋，所以用允許空步來表示翻棋的動作。所以如圖 3-22 輪黑方走，假設進行




第十節  最佳路徑的獲取 
 
當我們對一個盤面進行搜尋完成之後，除了要得到準確的分數外，對於最佳




圖 3-24  路徑獲取示意圖 
 
當搜尋路徑為：B3-A3，H1-G1，A3-A4，G1-F1，A4-H4 吃仕，F1-E1，總共走了
6 步後，黑方可以得到 270 分（吃掉一隻紅仕的分數） 。而當搜尋路徑為：B3-B4，
H1-G1，B4-H4 吃仕，G1-F1，G3-G2，F1-E1，黑方也一樣可以得吃掉一隻紅仕
的分數。而在實戰中，因為黑方先嘗試展開 B3-A3 這條路徑，所以它走了 B3-A3




圖 3-25  路徑獲取示意圖  
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圖 3-26  路徑獲取示意圖 
 
黑方此時又因為搜尋路徑：A3-B3，G1-F1，B3-B4，F1-E1，B4-H4 吃仕，E1-D1
先被嘗試 ， 所以又走了 A3-B3 。 黑方這樣反反覆覆在 B3-A3 ÙA3-B3 這兩步徘徊，
以為可以吃到紅仕，但在實戰中若這樣反覆走步卻怎樣也吃不到紅仕。 
而為了解決上述的現象，其實我們可以用疊代加深搜尋（Iterative Deepening 
Search）的方式來解決。以圖 3-26 黑方要進行 6 層的搜尋為例，當疊代搜尋到第
3 層時，黑方可以得到最佳路徑：A3-A4，G1-F1，A4-H4 吃仕，因此搜尋完 3 層
的最佳走步為：A3-A4。同樣地，搜尋完 4 層的最佳步也是 A3-A4。而搜尋到第
5層時 ， 因為會拿搜尋完4層的最佳步 ， 來當做root第一個嘗試的走步 ， 因此A3-A4
這一步會比 A3-B3 這步同樣可以獲得一隻仕的走步要先被搜尋，所以最後搜尋完
5 層的最佳走步，依然會是 A3-A4。同理，搜 6 層時 A3-A4 仍然會優先被搜尋，






進行 10 層的搜尋： 
 
圖 3-27  路徑獲取示意圖 
 




E3-E2，F1-G1，E2-F2，G1-H1，F2-G2，先被搜尋（黑方的象在第 2 步 A1-B1 就
被吃了） ，而搜尋路徑： B2-C2 ，A1-B1  ，H1-G1，B1-B2，C2-C1，D3-D2，
G1-F1，D2-D1，C1-B1，B2-B1 吃象，後被搜尋（黑方的象在第 10 步 B2-B1 才












層搜尋（例如：搜尋 10 層） ，搜尋的過程中不做翻棋的動作，且根節點（第一步）
不允許走空步。而翻棋搜尋時，會對每一個尚未翻開棋子的位置，賦予其每一個
可能出現的兵種，以此狀態當做根節點，然後進行走步的淺層搜尋（例如：搜尋
6 層） ，同樣地，搜尋的過程中不做翻其它棋的動作。 
翻棋搜尋的結果最後會拿來跟明棋搜尋的結果做比較，一開始先將某位置的
gt、sum 初始為 0，如果翻棋（翻出某一兵種）搜尋的結果好於明棋搜尋的話，則 
gt = gt + 該兵種未翻開的數量；如果翻棋搜尋的結果比明棋搜尋還要壞的話，則 
gt = gt – 該兵種未翻開的數量。最後，不管是好是壞都執行 sum = sum + (翻棋搜
尋分數 – 明棋搜尋分數) *  該兵種未翻開的數量。這樣替每個尚未翻開棋子的位
置，都算出 gt 和 sum 值後，取出 gt 值最高的位置，如果有好幾個位置 gt  值一樣 
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的話，則比較 sum 值，來當作是翻棋最有利的位置。 
最後，要在走棋與翻棋做抉擇時，只要判斷翻棋最有利位置的 gt 值是不是大





圖 3-28  走棋與翻棋抉擇示意圖 
 
此時盤面還剩：士*2、象*1、車*2、馬*2、包*2、卒*3、仕*1、相*1、俥*2、傌
*2、炮*2、兵*2，總共 22 隻棋子還沒翻開。 
現在黑方進行 10 層的明棋搜尋，得到的結果是： 
主要路徑：A2-A1，B1-A1，空步，C1-B1，空步，B1-C1 
分數：-1（我們令 x = -1） ，是黑方損失一隻卒的分數。 
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接著進行 6 層的翻棋搜尋，得到的結果是翻 F1 或 E2 最有利，因為兩個位置所算
出來的 gt 和 sum 值都一樣。底下我們則以翻 F1 位置時，它的 gt 和 sum 值是如何
算出來的為例： 
現在準備翻開位置 F1，令 gt 和 sum 初始值都為 0： 
（1）翻出士後再搜尋：B2-A2，空步，A2-A1，空步，A1-A2，所得分數：-1，
士還有 2 個未翻開。因為所得分數–1 = x，所以 gt 值不變，sum = sum + ( -1 – x ) * 
2 = 0。 
（2）翻出象後再搜尋：B2-A2，空步，A2-A1，空步，A1-A2，所得分數：-1，
象還有 1 個未翻開。因為所得分數-1 = x，所以 gt 值不變，sum = sum + ( -1 - x ) * 
1 = 0。 
（3）翻出車後再搜尋：B2-A2，空步，A2-A1，空步，A1-A2，所得分數：-1，
車還有 2 個未翻開。因為所得分數-1 = x，所以 gt 值不變，sum = sum + ( -1 - x ) * 
2 = 0。 
（4）翻出馬後再搜尋：B2-A2，空步，A2-A1，空步，A1-A2，所得分數：-1，
馬還有 2 個未翻開。因為所得分數-1 = x，所以 gt 值不變，sum = sum + ( -1 - x ) * 
2 = 0。 
（5）翻出包後再搜尋：B2-A2，空步，A2-A1，空步，A1-A2，所得分數：-1，
包還有 2 個未翻開。因為所得分數-1 = x，所以 gt 值不變，sum = sum + ( -1 - x ) * 
2 = 0。  
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（6）翻出卒後再搜尋：B2-A2，空步，A2-A1，空步，A1-A2，所得分數：-1，
卒還有 3 個未翻開。因為所得分數-1 = x，所以 gt 值不變，sum = sum + ( -1 - x ) * 
3 = 0。 
（7）翻出仕後再搜尋：F1-E1，A2-A1，B1-A1，空步，C1-B1，所得分數：-91，
仕還有 1 個未翻開。因為所得分數-91 < x，所以 gt = gt – 1 = -1，sum = sum + ( -91 
- x ) * 1 = -90。 
（8）翻出相後再搜尋：F1-E1，A2-A1，B1-A1，空步，C1-B1，所得分數：-91，
相還有 1 個未翻開。因為所得分數-91 < x，所以 gt = gt – 1 = -2，sum = sum + ( -91 
- x ) * 1 = -90 – 90 = -180。  
（9）翻出俥後再搜尋：B2-A2，E1-F1，A2-A1，F1-E1，A1-A2，E1-F1，所得分
數：17，俥還有 2 個未翻開。因為所得分數 17 > x，所以 gt = gt + 2 = -2 + 2 = 0，
sum = sum + ( 17 - x ) * 2 = -180 + 18 * 2 = -144。 
（10）翻出傌後再搜尋：B2-A2，E1-F1，A2-A1，F1-E1，A1-A2，E1-F1，所得
分數：5，傌還有 2 個未翻開。因為所得階數 5 > x，所以 gt = gt + 2 = 2，sum = sum 
+ ( 5 - x ) * 2 = -144 + 6 * 2 = -132。 
（11）翻出炮後再搜尋：B2-A2，E1-F1，A2-A1，F1-E1，A1-A2，E1-F1，所得
分數：17，砲還有 2 個未翻開。因為所得分數 17 > x，所以 gt = gt + 2 = 4，sum = 




分數：0，兵還有 2 個未翻開。因為所得分數 0 > x，所以 gt = gt + 2 = 6，sum = sum 
+ ( 0 - x ) * 2 = -96 + 1 * 2 = -94。 
最後可以得到 gt = 6，sum = -94。 
而最後要做走棋與翻棋的抉擇時，因為 gt = 6 > 0，表示 F1 位置可能翻出 22
顆棋子，gt 值將介於 -22 至 22 之間，實際算出 gt = 6，翻棋划算的機率較高，所
以黑方選擇翻棋較為有利。我們在實戰測試時黑方翻了 F1 翻到紅俥，如圖 3-29：  
 
 







第四章  結論與未來研究方向 
 








實戰測試，平均都能在 30 秒以內做出決策（走棋或翻棋） ，其最終結果如下： 
 







） ，而暗棋王是極真科技在 2005 年出版
的暗棋軟體，在我們蒐集的程式當中，屬於棋力最高的一款。但由於該程式可能
  勝  敗  和 
我們的程式 vs 暗棋王 14 盤 4 盤 2 盤 
我們的程式vs人類玩家 8 盤 8 盤 4 盤  
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圖 4-1  與暗棋王實戰圖 
 




圖 4-2  與暗棋王實戰圖 
 
紅方走了 G2-H2 仕吃卒，準備再吃車，如圖 4-2，輪黑方該我們的程式走： 
 
 
圖 4-3  與暗棋王實戰圖 
 
此時黑方走了 E1-D1 象吃兵後，紅、黑方雙進行如下走步：C1-D1 帥吃象，E2-E1




圖 4-4  與暗棋王實戰圖 
 
黑方最後走了 E4-E1 包吃帥。從圖 4-3，紅方走了 G2-H2 吃卒後，黑方一連串棄
象、棄士，而到最後包轟帥的手段，真叫人拍案叫絕。倘若紅方沒有 G2-H2 吃卒 
，或許可以防止黑方後來的一連串棄子取帥的手段。此例（如圖 4-2）輪紅方走，
若改由我們的程式來下紅方，則會走 G2-G1 捉包，因而避開被吃帥的危機。由此
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