Abstract: This paper presents a mathematical model for photo-excited carrier decay in a semiconductor. Due to the carrier trapping states and recombination centers in the bandgap, the carrier decay process is defined by the system of nonlinear differential equations. The system of nonlinear ordinary differential equations is approximated by linearized backward Euler scheme. Some a priori estimates of the discrete solution are obtained and the convergence of the linearized backward Euler method is proved. The identifiability analysis of the parameters of deep centers is performed and the fitting of the model to experimental data is done by using the genetic optimization algorithm. Results of numerical experiments are presented.
Introduction
Most real-world problems are inherently nonlinear. Therefore, most applied mathematical models in engineering, mechanics, physics and other sciences are nonlinear. For instance, different population dynamics models, starting from the Lotka-Volterra predator-prey equations, various chemical reaction rate equations, infectious disease models are described by a set of nonlinear ODEs [6] . The modeling of bioelectrical activities has started from the classical nonlinear model of Hodgkin and Huxley [14] . It is remarkable that the mathematical models from different areas may have similar nonlinearities, so results of the analysis may be generalized for the group of models.
In this paper we consider the model of photo-excited carrier decay in a semiconductor. Impurities and structural defects in a semiconductor are responsible for the presence of carrier trapping states and recombination centers in the bandgap. These centers cause nonlinear effects in the carrier decay: excited minority carriers are captured by the traps and the slow component is observed in the decay of photo-excited carriers. The kinetics of the recombination process can be described by the Shockley-Read-Hall (SRH) trap-assisted recombination model [11, 24] . Densities of electrons in the conduction band, holes in the valence band and trapped electrons are involved in the equations of this model. This approach remains popular nowadays and it is employed in other models and generalizations [8, 18, 23] . We also mention our paper [22] , where a similar problem was considered, but no justification of numerical algorithm was done.
The considered model contains nonlinear terms of quadratic form. Therefore, the estimates can also be generalized for mathematical models, involving nonlinear terms considered in neuron simulation models which are based on the Hodgkin-Huxley (HH) reaction-diffusion system. The extensive description of the HH type mathematical models and numerical algorithms for solution of such problems are considered in [2, 5, 12, 19, 29] , see also references given in these papers.
Very few nonlinear systems can be solved explicitly. Therefore, one must rely on a numerical approximation of the solution. Some numerical methods for approximating the solution of nonlinear models are given in [1, 9, 13, 27] . In case of solving a system of differential equations numerically using particular method of integration, it is important to make sure that the discrete solution converges to the solution of the continuous problem.
Having experimentally observed electron decay data in the semiconductor volume at different temperatures and at different levels of laser irradiation, parameters of the trapping states can be defined from fitting those to the experimental data. When there is more than one trapping center in the bandgap, or recombination center parameters are also unknown, values of several parameters for the mathematical model have to be estimated. For the nonlinear models depending on many parameters to be fitted, the error functions often are complicated functions with many local minima. Unfortunately, it is not easy to evaluate the number of local minima before running the search algorithm. Therefore, global optimization techniques are preferred in these applications. A review on the global optimization methods for the spiking neuron models, including simulated annealing and evolutionary search, is given in [30] , however the scope of these techniques certainly may be extended to other complex nonlinear systems.
In this paper we are interested to investigate a nonlinear mathematical model of carrier decay in photo-excited semiconductor and to construct efficient finite difference schemes for numerical solution of this problem. The main goal is to obtain the a priori estimates of the solution of differential and discrete models and to prove the convergence of the integration method. One more aim is to explore the space of parameters of deep levels applying a global optimization algorithm that does not directly use gradient information, for instance genetic algorithms. Since the inverse problems are often ill posed, it is necessary to verify the identifiability of the model parameters before performing calculations. If not all the parameters are identifiable, it is checked if a subset of parameters is identifiable. The methodologies of identifiability analysis has been rapidly developing in past couple of decades. In [20] a review on identifiability methods for nonlinear ODEs is given, including structural (theoretical), practical and sensitivity-based identifiability analysis.
The rest of the paper is organized as follows. In Section 2, the mathematical model of excited carrier decay in semiconductor is presented. Some a priori estimates for solutions to the problem are proved. It is shown that these solutions are non-negative and bounded. The linearized backward Euler finite-difference scheme is developed in Section 3. It is proved that the discrete solutions mimic main properties of the ODE problem solutions. The convergence is also proved for a discrete Euler scheme. In Section 4, the identification of the model is considered. The identifiability analysis of the parameters of deep levels is performed and a mathematical model is fitted to the experimental data by using the genetic optimization algorithm. Results of computational experiments are also presented in Section 4. Finally, some conclusions are given in Section 5.
Problem formulation

Mathematical model
We consider the mathematical model of the transient response of excited semiconductor presented in [17] . Figure 1 shows the possible transitions of carriers (electrons and holes) across the bandgap in a -type semiconductor. A trapping center interacts mainly only with one band, which means one of the two capture cross sections is nearly zero. For the simplicity we consider one trapping center. In the time interval 0 < ≤ T , we consider the mathematical model which is presented by the following system of nonlinear differential equations [17] 
where is the electron concentration, is the hole concentration, t and r are the concentrations of electrons, occupying the trap level and recombination center, respectively. σ t and σ r represent the capture cross sections for the electrons ( ) or holes ( ), where superscript t means trap property and r means recombination center property. N t and N r are the concentrations of the trap and recombination center, th and th are thermal velocities of the carriers and , τ 0 is the lifetime of free carriers.
is electron generation by the laser pulse from the valence band, I 0 > 0 is the amplitude and ∆ is the width of the laser pulse. The emission coefficients are related to the capture cross section values by the equations
where E t r g indicates the energy levels of the trapping center, recombination center and the bandgap, see Figure 1 , T is a temperature. N c and N v are effective density of states for conduction and valence band, respectively, and B is the Boltzmann constant. We note that all parameters of the model are nonnegative and τ 0 > 0.
A priori estimates of the solution
In this section we prove some a priori estimates of the solution of nonlinear system (1)- (5) . The derivation of these estimates depends essentially on a quadratic type of nonlinear terms. In the analysis, we use one important property of the problem (1)- (5), that its solution is non-negative for all > 0. We are interested to preserve non-negativity of solutions of the temporal discretizations of (1)- (5), also.
Consider an ODE system in R for ≥ 0,
We will write ≥ 0 for a vector ∈ R if all its components are non-negative. The system is called positive if [16] (
We will use the following simple but very convenient criterion on F that tells us whether the system is positive, see [7, 15, 16] : Suppose that F ( ) is continuous and satisfies the Lipschitz condition with respect to . Then system (6) is positive if and only if for any vector ∈ R and all = 1 and ≥ 0,
Lemma 2.1.
The initial value problem (1)-(5) has non-negative and bounded solutions
where the constants are defined by
Proof. We define two additional equations for functions
They are obtained from equations (2) and ( 
Let us introduce two vectors ( ) = ( ( ) t ( ) r ( ) ( ) t ( ) r ( )) and F ( ( )) = (F ( ( )) : = 1 6), where
It is easy to check that all requirements of criterion (7) are satisfied for such vector function F ( ). Application of this theorem for equations (2), (3), (8) and (9) yields the estimates
Now, ( ) ≥ 0, ( ) ≥ 0 follows easily from (1) and (4).
It remains to prove boundedness of ( ) and ( ). We consider in detail only the function ( ), the analysis of ( ) can be done similarly. Let us define a constant C = τ 0 (I 0 + r N r ). Then the function ( ) = C − ( ) satisfies the differential equation
Application of criterion (7) yields that ( ) ≥ 0, i.e., ( ) ≤ C .
The existence of a unique solution of differential problem (1)- (5) is guaranteed since F ( ) is continuous and satisfies the Lipschitz condition with respect to .
This mathematical result has a simple physical meaning: concentrations of electrons, occupying the trap or recombination level, cannot exceed the concentrations of the trap and recombination centers themselves, and the concentrations of the excess carriers cannot be greater than concentrations generated by the laser and emitted by the deep levels.
Time stepping
In this section we are interested in the numerical integration of the nonlinear system (1)-(5). We restrict ourselves to a detailed analysis of the linearized backward Euler method, as a good starting point to construct more accurate and robust numerical solvers. There are many numerical integration methods for solution of non-stiff and stiff ODEs. For detailed discussions of these schemes we refer the reader to [7, 9, 10, 16] , see also references given in these publications.
The linearized backward Euler method
Let ω τ be a uniform time grid ω τ = { :
here τ is the time step, T is a known positive constant. Although the constant time step is considered here, the following studies can be easily extended to the case when τ varies. We consider numerical approximations r t and to the exact solution values ( ) r ( ) t ( ), ( ) at the grid points.
In this subsection we study the linearized backward Euler finite-difference approximation to the system of differential equations (1)-(4). It takes into account quadratic nonlinearities of the problem. We want to preserve for discrete approximations important properties of the exact solution, i.e. nonnegativity and a priori boundedness. Finite-difference approximations of such type are investigated in papers dealing with numerical approximation of mathematical models in biophysics, chemistry, and the Hodgkin-Huxley model is the most famous example, see [2, 3, 12, 16] and references therein. The discrete scheme is given as follows: 
The implementation of scheme (10)- (14) is very efficient, since no iterative algorithm is required. Note, that a GaussSeidel type linearization is proposed here, it increases the implicitness of the approximation and still avoids the need to use iterations. In [3, 12, 19] the fully implicit and explicit finite-difference schemes were investigated.
Next we prove that statements of Lemma 2.1 hold also for solutions of the discrete problem (10)- (14) . Proof. The proof follows from explicit expressions of the solutions. For example, let us consider equation (11) . Its solution can be written in the following form:
Then positivity and boundedness of t follows from the assumptions of the lemma. Function r can be investigated in a similar way. Now let us consider the function . The solution of (13) can be written as
The non-negativity of follows from the assumptions that Estimates for function can be proved in a similar way.
Convergence analysis
In this section we consider the stability and convergence estimates. Let us define error functions:
We define the following norm of vector Z = ( t r ):
The convergence analysis is based on the maximum principle and a special form of the discrete nonlinear terms.
From (10)- (13) we get the error equations Proof. By using the a priori estimates of Lemmas 2.1 and 3.1 and non-negativity of coefficients we get from (17) that
Similarly we prove the estimate |
In (19) and (20) the Gauss-Seidel type iterations are done, thus the analysis should be modified. Let us consider in detail (20) . After standard computations we get the estimate
Then by using the estimate (24) and taking a sufficiently small τ ≤ τ such that τM r ≤ 1, τM ≤ 1 we prove the required estimate
Similarly, by using (19) and taking a sufficiently small τ ≤ τ such that τM t ≤ 1, τM r ≤ 1, τM t ≤ 1 we get
Applying the maximum principle to (23)- (26) we obtain the required stability estimate (22) . 
As an illustration of our theoretical results, we present some numerical experiments for the application of the finitedifference scheme (10)- (13). The values of parameters are taken as determined in Section 4. In Table 1 . The experimental convergence rate is defined as (τ) = log 2 ( Z (2τ) / Z (τ) ). The presented results demonstrate the theoretical convergence rate established in Theorem 3.3.
Identification and optimization
The activity of the deep center in the bandgap is defined by the carrier capture cross sections σ and concentration of the center N. We define the involved parameters vector θ = (σ t σ r σ r N t N r ). The observable value in this experiment is ( ).
We have selected a genetic algorithm (GA), since it handles well the nonlinearity between the model and its parameters. Compared to the gradient-based optimization methods, genetic algorithm is more suitable, when optimized function is discontinuous, nonlinear or/and notorious for other complexities. The mutation mechanism of genetic algorithms allows not to be stuck in the local extremum point and increases the probability of finding the global extremum. The extensive manual on genetic algorithms and examples is given in [25] . Some theoretical aspects and examples of employing genetic algorithms for optimization of nonlinear models are given in [21, 31] , an example of fitting complex models of arbitrary spiking neuron models to electro-physiological data using genetic algorithm is given in [28] .
Due to the operational similarities with the biological and behavioral phenomena of living beings, genetic algorithms operate with such concepts as individuals, chromosomes, genes, mating and mutation processes etc., see [25] for details. We evaluate the fitness of the individual ε , = 1 P, using the average relative error
where P is the size of population (size of the solutions set), K is the number of measurement points in the experiment, Exp denotes the experimental data at time and θ is the set of solution parameters values. In order to estimate model parameter values we solve the minimization problem θ * = arg min 1≤ ≤P ε Parallelization of the proposed algorithm can be done straightforwardly by using a technique developed in [26] .
Parameter identifiability
Though allowing to explore the global identifiability of model parameters, structural identifiability analysis methods are not yet widely used in practice due to the computational complexity. Some popular methods of structural identifiability analysis for nonlinear systems, e.g. implicit function theorem, require to form a system of equations, consisting of known system inputs, observable system outputs and unknown parameters. A construction of this kind of equations is rather complex in this case due to the poor observability of the model and nonlinear quadratic terms in the differential equations. The GenSSI software toolbox [4] for investigation of structural identifiability of nonlinear systems confirmed the structural identifiability of the model using the Generating Series method. However, the estimates can still be unreliable due to the insufficient measurements and noise even when structural identifiability analysis suggests that model parameters can be uniquely identified.
Sensitivity-based identifiability analysis, classified as technique between structural and practical identifiability, performs at-a-point identifiability analysis. We explored the model identifiability at θ * = (1 5 × 10 35 × 10 16 35 × 10 16 ) in parameter space, since these values were indicated as most feasible by physicists. The elements of sensitivity matrix are calculated using formula
where is the vector of observable variables. Only one variable ( ) is observed in this case, and the elements of the sensitivity matrix are calculated at 30 points: = 1 30.
The Correlation method [20] uses sensitivity matrix data and allows to determine correlation between the parameters. For this purpose correlation between columns of the sensitivity matrix is calculated, since each column shows the sensitivity of the system response with respect to one parameter value. If the correlation between any two parameters is close to 1, these parameters are considered to be indistinguishable. One of them is to be fixed or the mathematical model is to be reviewed. Calculated correlations are presented in Table 2 . The Tuning Importance method [20] also based on the sensitivity data allows to discard non-significant parameters, thereby reducing the parameter vector θ. This method uses normalized sensitivity matrix, whose elements are defined
Then the overall sensitivity of the parameter is defined as
The parameters with the lowest overall sensitivity rate are candidates to be unidentifiable. The calculated overall sensitivity values for the model parameters are presented in Table 3 . The sensitivity of parameter σ r is very low, thus it may be unidentifiable. To test this assumption we performed Monte Carlo practical identifiability test [20] . This method allows to test the dependence of parameter identifiability on the experimental data measurement error and evaluate the identification procedure. Monte Carlo test simulates observations at different level of noise allowing to calculate the average relative estimation error (ARE) for each element of θ [20] . The simulated data is used to evaluate whether model parameters or a subset of parameters can be reliably estimated under different conditions. For very small level of measurement errors the values of parameters should be defined quite accurately and the ARE errors should be very small. If the value of ARE error is unacceptable, the parameter is considered to be unidentifiable. This test also allows to define the critical level of measurement error, which makes the identification task infeasible. Moreover, this method allows to tune the optimization procedure by performing several series of computations and detecting the parameters of optimization procedure giving the best result. The main disadvantage of the method is a large amount of computations, since the search procedure is performed lots of times.
We performed Monte Carlo test to test identifiability of parameters (σ t σ r σ r ). ARE errors are calculated based on 960 simulation runs. The results are given in Table 4 . The results confirm that σ r cannot be reliably identified in this case, since its ARE error is large even for zero measurement error. When the measurement error increases, the ARE also increases rapidly to 10 5 , which means the parameter is unidentifiable. The reduction in sensitivity to the parameter value may occur, for instance, due to the saturation of deep level. The parameter σ r can be identified with a large measurement error up to 20 %, which means the system output is very sensitive to perturbation of this parameter. The parameter σ t can be identified when measurement error is up to 10 %.
Numerical experiment
Having established the set of identifiable parameters θ = (σ t σ r ), the model is fitted to the experiment results by using real-coded version of GA. The search for each parameter value is performed in a wide range [10
] with a precision of two significant digits. Other parameters of the algorithm are presented in Table 5 . The tuning of the search algorithm for the chosen genetic algorithm operators was done by using the results of Monte Carlo simulations. Further we present the results of numerical experiments for the -type silicon carbide (SiC). The results are compared to the values of parameters, selected by physicists according to the knowledge of investigated material, the approximate values indicated in literature and experimental data. The parameters of SiC used in calculations are presented in Table 6 . The values of other parameters were defined by fitting the calculation results to the experimental data. The estimated parameter values are given in Table 7 . Figure 2 shows the electron decay curves for both parameter sets from Table 7 (the graph on the right is a zoomed part of the graph on the left). Obviously, estimated parameter values are very close to the values selected by physicists, and the average relative error ε is smaller for the parameters estimated by search algorithm. The graphs confirm that the solutions for both parameter sets are very close and fit well the experimental data. 
Figure 2. Electron decay ( ).
The solid black curve corresponds to the calculation results for the first parameters set in Table 7 , red curve -for the second, dots -to the experimental data: a) the full graph, b) a zoomed part of the graph.
Conclusions
In these studies, we have investigated the nonlinear mathematical model of photo-excited carrier decay in a semiconductor. Some a priori estimates of the solution are proven. The linearized Euler finite-difference scheme is investigated, and it is proven, that the discrete solution mimics the main properties of the differential solution. The stability of the discrete solution is proven and the convergence rate is estimated in the maximum norm.
The identifiability analysis of parameters of deep centers is performed before solving the model identification problem. The carrier capture cross sections of deep levels and their concentrations are shown to be indistinguishable, therefore the set of all parameters of deep levels is unidentifiable. Also it is shown, that the system output is less sensitive to the perturbations of hole capture cross section of recombination center, and the identification of this parameter is not reliable in this experiment. The values for the electron capture cross sections for deep levels were identified using genetic algorithm, and the resulting calculations fit well the experimental data.
