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ABSTRACT
We state and prove various new identities involving the ZK parafermion characters
(or level-K string functions) cℓn for the cases K = 4, K = 8, and K = 16. These
identities fall into three classes: identities in the first class are generalizations of
the famous Jacobi ϑ-function identity (which is the K = 2 special case), identities
in another class relate the level K > 2 characters to the Dedekind η-function, and
identities in a third class relate the K > 2 characters to the Jacobi ϑ-functions.
These identities play a crucial role in the interpretation of fractional superstring
spectra by indicating spacetime supersymmetry and aiding in the identification of
the spacetime spin and statistics of fractional superstring states.
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1. INTRODUCTION
ZK parafermion theories
[1]
have recently found a new application as the basic
worldsheet building blocks of fractional superstrings.
[2]
Fractional superstrings are
generalizations of the traditional superstring and heterotic string, and are con-
structed essentially by replacing the worldsheet supersymmetry of the superstring
with a fractional supersymmetry (parametrized by an integer K) which relates
worldsheet bosons not to fermions but to ZK parafermions. It is found that the
critical spacetime dimensions of such string theories are less than ten, and are in
fact given by the simple formula
Dc = 2 +
16
K
, K ≥ 2 . (1.1)
The special case K = 2 reproduces the usual superstring and heterotic string with
critical dimension Dc = 10, and the cases with K = 4, K = 8, and K = 16 yield
new fractional superstring theories with critical spacetime dimensions Dc = 6,
Dc = 4, and Dc = 3 respectively.
The worldsheet field content of these string theories consists in general of bosons
and ZK parafermions; the special-case Z2 parafermions are equivalent to ordinary
Majorana-Weyl fermions. The partition functions of fractional superstrings there-
fore involve the ZK parafermion characters for K > 2, just as the partition func-
tions of the superstring and heterotic string involve the ordinary “Z2” characters
of the Majorana-Weyl fermions. Similarly, just as the usual fermion characters can
be written in terms of the classical Jacobi theta-functions ϑi, the more general ZK
parafermion characters can be written in terms of the so-called “string functions”
2
cℓn originally introduced in the study of infinite-dimensional Lie algebras.
[3]
For
K = 2 these string functions are equivalent to the Jacobi ϑ-functions, but such is
of course not the case for K > 2.
As is well-known in the K = 2 superstring theory, the spacetime properties of
the string spectrum are reflected at the partition-function level in the proper-
ties of these fermion characters. For example, any superstring or heterotic string
spectrum exhibiting a spacetime supersymmetry gives rise to a partition function
proportional to the factor
J ≡ ϑ34 − ϑ24 − ϑ44 , (1.2)
and the well-known Jacobi identity J = 0 is therefore responsible for the vanishing
of such partition functions at all mass levels of the theory. This reflects the exact
cancellation of spacetime bosonic states (which arise from the Neveu-Schwarz sector
of the theory and yield the terms ϑ3
4−ϑ44 within J) and spacetime fermionic states
(which arise from the Ramond sector and yield the term ϑ2
4).
A similar situation exists for the K > 2 fractional superstrings, where once again
we expect the spacetime properties of the fractional superstring spectrum to be
reflected in the partition function through identities satisfied by the ZK parafer-
mion characters (i.e., by the string functions cℓn). Indeed, since the consistency of
fractional superstrings remains to be verified, the existence and use of such iden-
tities provides an important step towards that goal. In this paper we obtain and
prove these new string-function identities, and discuss as well their relevance to
fractional superstrings.
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In particular, we state and prove three series of identities. First is a series of
identities for the ZK parafermion characters which are analogous to the K = 2
Jacobi identity and which can be considered to be its K > 2 generalizations.
We will see that these new identities arise naturally in the partition functions
of fractional superstrings, and their presence can therefore be interpreted as a
signature of spacetime supersymmetry in fractional superstring spectra. For each
value of K, we will find that the corresponding identity in this series involves a
vanishing combination of only the ZK parafermion characters; we will therefore, for
reasons to become clear, refer to this series of identities as the [K, 0] series. Second,
just as the individual terms within the K = 2 Jacobi factor J can be recognized
as arising from either spacetime bosonic or fermionic sectors, we will see that a
similar self-consistent grouping of terms is possible within each of our new Jacobi-
like identities for K > 2. This will result in a second series of new string-function
identities, each of which (as we will see) relates the K > 2 characters to the K = 2
characters. We will therefore refer to this series of identities as the [K, 2] series.
Finally, we find a third series of identities which generalize another well-known
ϑ-function identity ϑ2ϑ3ϑ4 = 2η
3 (where η is the Dedekind η-function, the inverse
of the boson character). Just as this identity relates the boson character η−1 to
the fermion characters ϑi, our third series of identities relates the boson character
η−1 to the ZK parafermion characters c
ℓ
n. We will therefore refer to this series of
identities as the [K, 1] series, since (as we will see) the K = 1 character is equal
to the boson character η−1. As our notation suggests, these are undoubtedly only
three of many such [K1, K2]-type series of identities relating the characters of ZK1
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and ZK2 parafermions to each other, and in this paper we also discuss how such
general [K1, K2] identities may be obtained and proven.
Clearly, many of these new identities may have interpretations in the theory of ZK
parafermions which are independent of fractional superstrings. As a striking ex-
ample, our [16, 2] identities indicate that the simple algebraic differences of many
of the Z16 characters are nothing but the Z2 (fermion) characters; the implications
of this fact for the relationship between ordinary fermions and Z16 parafermions
are yet to be investigated. Similar relationships exist as well for other values of K.
Therefore, we have organized this paper in such a way that it can be read without
a detailed understanding of fractional superstrings per se. In Sect. 2.1 we pro-
vide a brief introduction to the ZK parafermion theory and review the definitions
and properties of the ZK parafermion characters (or level-K string functions). In
Sect. 2.2 we then discuss the role of the ZK parafermion theory in the fractional
superstring, along the way introducing some of our new identities and discussing
the fractional-superstring contexts in which they arise. Sect. 3 is simply a list
of all of these new identities, and in Sect. 4 we prove these identities using some
powerful results from the theory of modular functions. The proofs of the K > 2
identities exactly mirror the proofs of the well-known K = 2 special cases, and
accordingly we have kept the discussion in Sect. 4 sufficiently general so that it
is clear how additional [K1, K2] identities may be obtained and proven. A reader
unconcerned with fractional superstrings can skip Sect. 2.2, but it seems that the
fractional superstring framework provides interesting physical interpretations for
many of these new identities.
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2. ZK PARAFERMIONS AND FRACTIONAL SUPERSTRINGS
In this section we first review the definitions and properties of the ZK parafermion
characters (or level-K string functions) which appear in our new identities. We
then provide a brief but self-contained introduction to the fractional superstring
idea, presenting many of these new identities in the physical contexts in which they
arise and discussing some of their implications.
2.1. The ZK Parafermion Characters
The ZK parafermion theory
[1,4]
is closely related to, and in fact can be derived from,
the SU(2)K Wess-Zumino-Witten (WZW) theory.
[5]
As is well-known, the SU(2)K
WZW theory can be viewed as a tensor product of two independent theories:
the first is that of a free U(1) boson compactified on a circle of radius 2
√
K,
and the remaining SU(2)K/U(1) coset theory is the ZK parafermion theory. It
therefore follows that the characters of these remaining ZK parafermion fields can
be obtained from the full SU(2)K characters by appropriately factoring out the
the U(1) boson characters. We now review precisely how this is done.
We begin by considering the chiral SU(2)K WZW theory.
[5]
This theory consists of
holomorphic primary fields Φjm(z) which can be organized into SU(2) representa-
tions labelled by j ∈ Z/2, where 0 ≤ j ≤ K/2 and |m| ≤ j with j −m ∈ Z. Since
SU(2)K always has a U(1) subgroup which can be bosonized as a free boson ϕ(z)
compactified on a circle of radius 2
√
K, we can correspondingly factor the primary
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fields as
Φjm(z) = φ
j
m(z) exp
{
m√
K
iϕ(z)
}
. (2.1)
The φjm(z) are therefore primary fields of the coset SU(2)K/U(1) theory, i.e., of
the ZK parafermion theory. The parafermion fields φ
j
m have conformal dimensions
h2j2m where
hℓn =
ℓ(ℓ+ 2)
4(K + 2)
− n
2
4K
for |n| ≤ ℓ , (2.2)
and it is convenient to extend the definition of the parafermion fields outside the
range |m| ≤ j via the identifications
φjm = φ
j
m+K = φ
K/2−j
−(K/2−m) . (2.3)
The fusion rules of these parafermion fields φjm follow from those of the SU(2)K
theory:
[φj1m1 ] × [φj2m2 ] =
r∑
j=|j1−j2|
[φjm1+m2 ] (2.4)
where r = min(j1+ j2, K− j1− j2) and where the sectors [φjm] include the primary
fields φjm and their parafermion descendants. Note that a given field φ
j
m may appear
multiple times in the theory.
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The SU(2)K characters χℓ(τ, z) for spin j = ℓ/2 are given in Ref. [3]:
χℓ(τ, z) =
Θℓ+1,K+2(τ, z)−Θ−ℓ−1,K+2(τ, z)
Θ1,2(τ, z)−Θ−1,2(τ, z) (2.5)
where the classical (Jacobi-Riemann) Θ-functions are defined by
Θn,L(τ, z) ≡
∑
s∈Z+n/2L
exp
{
2πiL(s2τ − sz)} for n ∈ Z (mod 2L) . (2.6)
These Θ-functions have relatively simple properties under modular transformations
τ → γτ ≡ aτ + b
cτ + d
, (2.7)
where γ ≡ (a b
c d
)
is an element of the homogeneous modular group Γ˜ ≡ SL(2,Z) if
a, b, c, d ∈ Z and ad − bc = 1. The modular group Γ ≡ Γ˜/{±1} is generated by
T : τ → τ + 1 and S : τ → −1/τ , and under the action of these two generators we
have
Θn,L(τ + 1, z) = exp
{
2πi
n2
4L
}
Θn,L(τ, z) , (2.8)
and
Θn,L
(
−1
τ
,
z
τ
)
=
√
−iτ
2n
exp
{
πiLz2
τ
} 2L−1∑
n′=0
exp
{−πinn′
L
}
Θn′,L(τ, z) . (2.9)
Here the square root indicates the branch with non-negative real part. From these
results the modular transformation properties of the full SU(2)K characters χℓ(τ, z)
can be obtained.
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We are primarily interested in obtaining the characters Z2j2m of the parafermion
sectors [φjm], for the string functions c
ℓ
n are simply related to these characters via
Zℓn(τ) = η(τ) cℓn(τ) (2.10)
where ℓ ≡ 2j, n ≡ 2m, and where η is the Dedekind η-function:
η(τ) ≡ q1/24
∞∏
n=1
(1− qn) =
∞∑
n=0
(−1)n q3(n−1/6)2/2 (2.11)
with q ≡ exp{2πiτ}. However, since the ZK parafermion theory is equivalent to
the SU(2)K/U(1) coset theory, the parafermion characters Zℓm can be obtained by
expanding the full SU(2)K characters χℓ(τ, z) in a basis of U(1) characters:
[6]
χℓ(τ, z) =
2K−ℓ−1∑
n=−ℓ
Zℓn(τ)
Θn,K(τ, z)
η(τ)
=
2K−ℓ−1∑
n=−ℓ
cℓn(τ) Θn,K(τ, z) . (2.12)
Here Θn,K(τ, z)/η(τ) are the characters of a U(1) boson compactified at radius
2
√
K. Eq. (2.12), then, can be taken as a definition of the string functions cℓn.
Explicit expressions for the cℓn can be extracted from (2.5), (2.6), and (2.12). The
original formula obtained by Kacˇ and Peterson
[6]
is
cℓn(τ) = [η(τ)]
−3
∑
x,y
′
sign(x) qx
2(K+2)−y2K (2.13)
where the prime on the summation indicates that x and y must be chosen so that
three conditions are satisfied: (1) −|x| < y ≤ |x|; (2) either x or (1
2
−x) must equal
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(ℓ+1)/[2(K+2)] modulo 1; and (3) either y or (1
2
+y) must equal n/(2K) modulo
1. For many calculational purposes, however, a useful alternative expression is
[7]
cℓn(τ) = q
hℓn+[4(K+2)]
−1
η−3
∞∑
r,s=0
(−1)r+s qr(r+1)/2+s(s+1)/2+rs(K+1)×
×
{
qr(j+m)+ s(j−m) − qK+1−2j+ r(K+1−j−m)+ s(K+1−j+m)
} (2.14)
where ℓ− n ∈ 2Z and where hℓn are the highest weights given in (2.2). Note that
the string functions exhibit the symmetries
cℓn = c
ℓ
−n = c
K−ℓ
K−n = c
ℓ
n+2K , (2.15)
as a consequence of which for any K we are free to choose a “basis” of string
functions cℓn where 0 ≤ ℓ ≤ K and 0 ≤ n ≤ nmax, where nmax equals ℓ if ℓ ≤ K/2,
and ℓ − 2 otherwise. Note also that the K-dependence of the string functions is
suppressed in this notation. From (2.14), then, we see that the string functions cℓn
all take the general form qH
ℓ
n(1 + ...) where within the parentheses all powers of q
are non-negative integers, and where
Hℓn ≡ hℓn +
1
4(K + 2)
− 1
8
= hℓn −
K
8(K + 2)
. (2.16)
For arbitrary fixed K, the set of string functions forms an admissible representation
of the modular group, i.e., they close under modular transformations. In fact,
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under T they transform as eigenfunctions:
cℓn(τ + 1) = exp
{
2πiHℓn
}
cℓn(τ) , (2.17)
and under S they mix among themselves:
[6]
cℓn(−1/τ) =
1√−iτ
1√
K(K + 2)
K∑
ℓ′=0
K∑
n′=−K+1
ℓ′−n′∈2Z
b(ℓ, n, ℓ′, n′) cℓ
′
n′(τ) (2.18)
where the mixing coefficients b(ℓ, n, ℓ′, n′) are
b(ℓ, n, ℓ′, n′) = exp
{
iπnn′
K
}
sin
{
π(ℓ+ 1)(ℓ′ + 1)
K + 2
}
. (2.19)
The first square root in (2.18) once again indicates the branch with non-negative
real part. It is often convenient to define the linear combinations dℓ±n ≡ cℓn ± cK−ℓn
when ℓ and n are even: if K ∈ 4Z, then these d±-functions are also eigenfunc-
tions of T , and (2.18) implies that that the d+-functions close exclusively amongst
themselves under S. The d−-functions, on the other hand, close exclusively with
themselves and with the odd (ℓ, n) string functions under S. We will see that for
K > 2 all of our new identities involve only the dℓn ≡ dℓ+n functions.
As expected, the string functions cℓn reduce to the better-known Dedekind η-
function (2.11) and the Jacobi ϑi-functions for the K = 1 and K = 2 special
cases respectively. In particular, for K = 1 there is only one independent string
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function c00, and since the “Z1 parafermion” theory SU(2)1/U(1) consists of only
the identity field φ00 = 1, we immediately find
K = 1 : Z00 = ηc00 = 1 =⇒ c00 = η−1 . (2.20)
Similarly, for K = 2, there are precisely three independent string functions c00,
c11, and c
2
0, and these can be expressed in terms of the three non-vanishing Jacobi
ϑ-functions
ϑ2(τ) ≡ 2 q1/8
∞∏
n=1
(1 + qn)2 (1− qn)
ϑ3(τ) ≡
∞∏
n=1
(1 + qn−1/2)2 (1− qn)
ϑ4(τ) ≡
∞∏
n=1
(1− qn−1/2)2 (1− qn)
(2.21)
via the relations
K = 2 :


2(c11)
2 = ϑ2/η
3
(c00 + c
2
0)
2 = ϑ3/η
3
(c00 − c20)2 = ϑ4/η3 .
(2.22)
We thus see that for K = 1 and K = 2, the string functions reproduce the boson
and fermion characters respectively; indeed, (2.22) reflects the fact that the Z2
parafermion theory is equivalent to that of a free fermion in two dimensions. For
K > 2, on the other hand, the string functions are the characters of parafermions,
and as such they are not a priori related in these simple ways to the boson and fer-
mion characters. However, we will see that our [K, 1] and [K, 2] series of identities
nevertheless provide such unexpected relations. These new identities arise natu-
rally in the partition functions of fractional superstrings, and it is in such theories
that they find possible physical interpretations.
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2.2. Fractional Superstrings
We now provide a brief introduction to the theory of fractional superstrings.
[2]
Since our purpose here is to motivate many of our new string-function identities
and discuss some of the physical contexts in which they arise, our treatment will
focus primarily on fractional-superstring partition functions. A fuller treatment of
these and other aspects of the fractional superstring can be found in Refs. [2] and
[8].
As indicated in the Introduction, the basic idea behind the construction of the
fractional superstring is simple.
[2]
Let us first recall the special case of the super-
string. The worldsheet structure of the superstring theory is closely related to the
SU(2)2 WZW theory:
[5]
the worldsheet superpartner of the coordinate boson Xµ is
a Majorana fermion ψµ which can be described by the SU(2)2/U(1) coset theory,
and the spacetime coordinate Xµ can be interpreted as the remaining U(1) boson
but with its radius of compactification relaxed to infinity. (The spacetime index
µ runs from 0 to Dc − 1.) This boson-decompactification procedure destroys the
SU(2)2 symmetry of the original WZW model, but its superconformal symmetry
survives and exists on the worldsheet.
The fractional superstring theory is related in the same way to the SU(2)K WZW
theory for K ≥ 2. The coset theory SU(2)K/U(1) is the ZK parafermion theory,[1,4]
and once again we obtain the spacetime coordinate field Xµ by completely decom-
pactifying the remaining WZW U(1) boson. Replacing the supercurrent for K > 2
is a new chiral current
[5,9]
whose conformal dimension is (K+4)/(K+2); these new
13
currents have fractional spin, and transform the bosonic Xµ fields to fractional-
spin fields on the worldsheet. It is natural to refer to this remaining worldsheet
symmetry as a fractional superconformal symmetry,
[10]
and to the strings based on
these worldsheet fractional supersymmetries as fractional superstrings.
We are interested in constructing the one-loop partition functions Z that such frac-
tional superstring theories must have; in particular, we focus here on the “Type II”
fractional superstring in which both the left-moving and right-moving worldsheet
theories exhibit a level-K fractional supersymmetry. We can therefore consider,
for simplicity, only the holomorphic components of Z; these are the terms arising
from the left-moving worldsheet degrees of freedom. As discussed in Sect. 2.1, for
each K such terms will be products of the characters of free worldsheet bosons Xµ
and worldsheet ZK parafermions (φ
j
m)
µ: each coordinate boson Xµ contributes to
the partition function a factor of 1/η (the character of an infinite-radius boson),
while its fractional superpartner (the corresponding worldsheet parafermion) con-
tributes a factor of ηcℓn. Thus, the net holomorphic contribution to the fractional-
superstring partition function from each spacetime dimension is a factor of one
string function cℓn. Even though the fractional superstring theory is formulated
in Dc spacetime dimensions (i.e., even though the full worldsheet structure of
the fractional superstring is a tensor product of Dc copies of the individual bo-
son/parafermion theories), the large gauge symmetry of critical string theory is
expected to remove all time-like and longitudinal components, thereby leaving a
spectrum of physical states arising from the excitations of fields corresponding to
only the Dc− 2 transverse dimensions.[2,8] This is completely analogous to the case
of ordinaryK = 2 superstring theory, in which there are only Dc−2 = 8 “effective”
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dimensions giving rise to propagating fields (as is evident, for example, in light-
cone gauge). The holomorphic components of K-fractional superstring partition
functions therefore consist of (Dc− 2) factors of level-K string functions, and take
the general form cDc−2.
Let us now consider the contribution to the partition function from some of the low-
lying states of the fractional superstring; this will, as a byproduct, yield one method
of determining the critical dimension Dc. Recall that in general an expansion∑
n anq
n of the holomorphic factors within the partition function Z indicates the
net number an of states with (left-moving) massM
2 = n contributing to that term.
As explained in Refs. [2] and [8], the left-moving bosonic vacuum state of the Dc-
dimensional fractional superstring corresponds to (c00)
Dc−2. Since (2.16) indicates
that this term takes the form
(c00)
Dc−2 ∼ qHtach (1 + ...) where Htach = − (Dc − 2)K
8(K + 2)
, (2.23)
we see that for Dc > 2 the bosonic ground state is tachyonic. This is analogous
to the case of ordinary Type II superstrings, in which the bosonic ground state is
tachyonic with M2 = Htach = −12 . Similarly, the left-moving vector state in the
fractional superstring theory contributes to the first term in the expansion of
(c00)
Dc−3(c20) ∼ qHgrav (1 + ...) where Hgrav =
2
K + 2
− (Dc − 2)K
8(K + 2)
. (2.24)
Since this vector state is the left-moving component of the graviton, the fractional
superstring theory will therefore be a theory of gravity (i.e., contain a massless
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graviton) only if Hgrav = 0, or
Dc − 2 = 16
K
. (2.25)
Thus, for K = 2, 4, 8, and 16 we have the integer critical spacetime dimensions
Dc = 10, 6, 4, and 3 respectively.
Physically, we are interested only in fractional superstring theories which are
tachyon-free. This requires that all tachyonic states be projected out of the physi-
cal spectrum, as occurs in physically sensible superstring and heterotic string the-
ories. Hence, when constructing partition functions ZK for the closed “Type II”
K-fractional superstrings, we seek modular-invariant combinations of terms of the
form cDc−2 = c16/K in which the massless sector (2.24) is present but the tachyonic
sector (2.23) is absent.
For the K = 2 (superstring) theory, of course, there exists such a unique tachyon-
free modular-invariant solution:
Z2(τ) = τ2−4 |A2|2 . (2.26)
Here τ2 is the imaginary part of τ , and A2 is the modular-invariant combination
A2 = 8(c
0
0)
7(c20) + 56(c
0
0)
5(c20)
3 + 56(c00)
3(c20)
5 + 8(c00)(c
2
0)
7 − 8(c11)8. (2.27)
This can be translated into a more familiar form by recalling the equivalences
(2.22) between the K = 2 string functions and the Jacobi ϑ-functions; using these
results, we find that A2 can be rewritten as
A2 =
1
2
η−12
(
ϑ3
4 − ϑ44 − ϑ24
)
= 1
2
∆−1/2 J (2.28)
where ∆ ≡ η24 and J is the vanishing Jacobi factor (1.2).
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We can construct solutions satisfying our requirements for the K > 2 cases as well.
For K = 4, we find one tachyon-free modular-invariant partition function
[2]
Z4(τ) = τ2−2
(|A4|2 + 12 |B4|2) (2.29)
where A4 and B4 are the combinations
A4 = 4(c
0
0 + c
4
0)
3(c20)− 4(c20)4 − 4(c22)4 + 32(c22)(c42)3 ,
B4 = 8(c
0
0 + c
4
0)(c
2
0)(c
4
2)
2 + 4(c00 + c
4
0)
2(c22)(c
4
2)− 4(c20)2(c22)2 .
(2.30)
Unlike A2, which was by itself modular-invariant, A4 and B4 mix amongst them-
selves under modular transformations; under T we find that A4 and B4 transform
as eigenfunctions with eigenvalues +1 and −1 respectively, whereas under S we
find
S :
(
A4
B4
)
−→ − 1
τ 2
(
1/2 3
1/4 −1/2
) (
A4
B4
)
. (2.31)
Similarly, for the K = 8 closed “Type II” fractional superstring, we find the unique
tachyon-free modular-invariant partition function
[2]
Z8(τ) = τ2−1
(|A8|2 + |B8|2 + 2 |C8|2) (2.32)
where we now have the three combinations
A8 = 2(c
0
0 + c
8
0)(c
2
0 + c
6
0)− 2(c40)2 − 2(c44)2 + 8(c64c84) ,
B8 = 4(c
0
0 + c
8
0)(c
6
4) + 4(c
2
0 + c
6
0)(c
8
4)− 4(c40c44) ,
C8 = 4(c
2
2 + c
6
2)(c
8
2 + c
8
6)− 4(c42)2 .
(2.33)
These combinations are eigenfunctions of T with eigenvalues +1, −1, and −i re-
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spectively, and under S they mix as follows:
S :


A8
B8
C8

 −→ i
τ


1/2 1/2 1
1/2 1/2 −1
1/2 −1/2 0




A8
B8
C8

 . (2.34)
For the K = 16 fractional superstring there also exists a solution:
Z16 = τ2−1/2
(|A16|2 + 4 |C16|2) , (2.35)
where our combinations are
A16 = c
2
0 + c
14
0 − c80 − c88 + 2c148 ,
C16 = c
2
4 + c
14
4 − c84 .
(2.36)
These combinations have eigenvalues +1 and −i under T , and under S they mix
as follows:
S :
(
A16
C16
)
−→ 1√−iτ
1
2
√
2
(
2 4
1 −2
) (
A16
C16
)
. (2.37)
It turns out that each of the partition functions ZK in this series has a remarkable
property: viewed as a function of q ≡ e2πiτ , each vanishes identically. We shall
prove this assertion in Sect. 4. In the K = 2 (superstring) case, we see from (2.26)
and (2.28) that this vanishing is equivalent to the Jacobi identity
J ≡ ϑ34 − ϑ24 − ϑ44 = 0 , (2.38)
and indeed it is well-known that the particle spectrum of this Type II superstring
exhibits a spacetime supersymmetry. Thus, the famous Jacobi identity (2.38) is
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the reflection (at the partition-function level) of this underlying spacetime super-
symmetry. In analogous fashion, we interpret the vanishing of each ZK for K > 2
as a sign of spacetime supersymmetry in the fractional -superstring spectrum of
states: the contribution to ZK from each bosonic state at every mass level in the
theory is cancelled by the (equal but opposite) contribution from a corresponding
fermionic state. Since these K > 2 partition functions ZK have been written as
the sums of squares, it follows that the separate string-function combinations AK ,
BK , and CK must each independently also vanish as functions of q:
A4 = B4 = A8 = B8 = C8 = A16 = C16 = 0 . (2.39)
These string-function identities (2.39) are therefore the K > 2 analogues of the
(K = 2) Jacobi identity, and we shall prove this series of new Jacobi-like identities
in Sect. 4.
We emphasize that in spite of (2.39), one-loop modular invariance continues to
require that the individual terms |AK |2, |BK |2, and |CK|2 appear together in our
partition functions ZK in the combinations given in (2.29), (2.32), and (2.35). As
in the superstring, one-loop modular invariance not only guarantees multi-loop
modular invariance, but is also required for the internal consistency of the theory.
In fact, since (2.39) is the reflection of spacetime supersymmetry in the fractional-
superstring spectrum, such cancellations must be distinguished from those due to
“internal” (GSO-like) projections which act between states with the same statistics
and which thereby actually remove physical states from the theory.
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Given that these partition functions ZK vanish, we now turn to an examination
of the individual terms within each ZK . In particular, since this vanishing is a
reflection of spacetime supersymmetry, we focus on determining the spacetime
statistics of the particles contributing to each of the terms in ZK .
Let us first recall the well-understood K = 2 case. In the K = 2 superstring par-
tition function (where we are restricting ourselves to the left-moving holomorphic
sector only), we have seen that the expression A2 is proportional to ∆
−1/2J , and it
is well-known that within this factor ∆−1/2J the terms ∆−1/2(ϑ3
4 − ϑ44) represent
the contributions from spacetime bosonic states (i.e., from the worldsheet Neveu-
Schwarz sector). Likewise, the remaining term ∆−1/2ϑ2
4 within ∆−1/2J represents
the contributions from spacetime fermionic states (i.e., from the worldsheet Ra-
mond sector). Using the relations (2.22) between the Jacobi ϑ-functions and the
string functions, we see that the fermionic Ramond sector contributes only to the
term (c11)
8 within A2, while the remaining terms within A2 receive contributions
from only the bosonic Neveu-Schwarz sector. Having thus distinguished these con-
tributions in terms of the K = 2 string functions, we can now easily discern which
of the worldsheet Z2 “parafermion” primary fields φ
j
m are responsible for bosonic
or fermionic statistics: since the character of each field φjm is ηc
2j
2m, we see that the
parafermion fields giving rise to spacetime fermionic states are φ
1/2
±1/2, while those
giving rise to spacetime bosonic states are φjm with quantum number m = 0. Thus,
in light-cone gauge, spacetime bosons will have vertex operators proportional to
B ∼
8∏
i=1
(
φji0
)
(2.40)
where ji = 0 or 1, and spacetime fermions will have vertex operators proportional
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to
F ∼
8∏
i=1
(
φ1/2mi
)
(2.41)
where mi = ±1/2. Note that we are suppressing the contributions to the vertex
operators from the worldsheet bosons Xµ. Since the worldsheet bosons give rise
only to states with spacetime bosonic statistics, this suppression does not affect
the identification of the statistics of vertex operators. Similarly, any of the above
parafermion primary fields φjm may be replaced by one of its descendant fields
without altering the statistics.
It is straightforward to demonstrate that the above vertex operator assignments
satisfy a number of self-consistency checks. First, we can recall the correspondence
between the Z2 parafermion fields and the free fermion fields of the Ising model
φ00 = 1 , φ
1
0 = ψ ,
φ
1/2
1/2 = σ , φ
1/2
−1/2 = σ
† ;
(2.42)
here ψ is the Majorana fermion field and σ and σ† are the spin fields. These world-
sheet spin fields and their descendants create the (Ramond) spacetime fermionic
states from the vacuum, and the Majorana and identity fields similarly create
the (Neveu-Schwarz) spacetime bosonic states. This is therefore consistent with
the above vertex-operator assignments. More compellingly, we can check that the
Z2 parafermion algebra itself reproduces the correct spin-statistics selection rules.
Recall that according to the fusion rules (2.4), the m-quantum number of the para-
fermion field is additive. From this and the field identifications (2.3), it follows that
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our vertex operators (2.40) and (2.41) satisfy the following selection rules under
fusion:
F × F → B
F × B → F
B × B → B .
(2.43)
This is, of course, in accordance with the required spin-statistics connection.
These considerations can easily be generalized to the K > 2 cases: here the ana-
logues of (2.40) and (2.41) are
B ∼
Dc−2∏
i=1
(
φji0
)
and F ∼
Dc−2∏
i=1
(
φji±K/4
)
, (2.44)
and from the equivalences (2.3) and the fusion rules (2.4) we see that the selection
rules (2.43) are again satisfied.
This identification of the spacetime spin and statistics of fractional-superstring
states is compatible with the AK parts of the partition functions ZK given above,
for each term within each AK can readily be identified as the contribution from
either a spacetime bosonic state or a spacetime fermionic state. It is therefore
straightforward to decompose each AK into two pieces (just as was done for the
K = 2 Jacobi factor J), writing
AK = A
b
K − AfK (2.45)
where AbK (respectively A
f
K) contains the terms in which all string functions are of
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the form cℓ0 (respectively c
ℓ
K/2):
K = 2 : Ab2 ≡ 8(c00)7(c20) + 56(c00)5(c20)3 + 56(c00)3(c20)5 + 8(c00)(c20)7
Af2 ≡ 8(c11)8
K = 4 : Ab4 ≡ 4(c00 + c40)3(c20)− 4(c20)4
Af4 ≡ 4(c22)4 − 32(c42)3(c22)
K = 8 : Ab8 ≡ 2(c00 + c80)(c20 + c60)− 2(c40)2
Af8 ≡ 2(c44)2 − 8(c64)(c84)
K = 16 : Ab16 ≡ c20 + c140 − c80
Af16 ≡ c88 − 2c148 .
(2.46)
This separation of terms is also consistent with our previous observations. First,
the term we identified as containing a massless vector particle in (2.24) is of the
form
∏
i(c
ℓi
0 ), in agreement with the form of the boson vertex operators given in
(2.44); note that it appears with a positive sign in AbK . Next, we observe that
according to the above identification, massless fermions must correspond to the
first term in the q-expansion of
(
c
K/2
K/2
)16/K
∼ q0 (1 + ...) ; (2.47)
fortunately this term is present within each of our expressions AfK , and indeed it
can be shown
[2]
that the physical-state conditions on the massless state in (2.47)
yield the massless Dirac equation. The Fermi statistics carried by these spacetime
spinorial states is reflected in the negative sign with which this term appears in
each AK (or the positive sign within each A
f
K), and in fact the coefficient for
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this term in each case gives precisely the counting of physical states necessary for
a Majorana and/or Weyl fermion in the critical spacetime dimension Dc of the
fractional superstring. Furthermore, note that this left-moving spin-1/2 massless
fermionic state in (2.47) can be tensored with the right-moving spin-1 massless
bosonic state in (2.24) (and vice versa) to form a massless spin-3/2 gravitino.
Consistency would then require that the closed fractional-superstring spectrum
exhibit an N = 2 spacetime supersymmetry. The vanishing of each AK , BK ,
and CK (or the equality of their respective bosonic and fermionic parts) is indeed
consistent with this conclusion.
One new feature for K > 2 is the presence of additional terms within AbK and
AfK which appear with the “wrong” signs (i.e., negative signs within the individual
pieces AbK and A
f
K). Although these flipped signs might initially seem to contradict
our identification of the statistics of states, it turns out that the expressions AfK
as defined in (2.46) satisfy the following identities:
K = 2 : Af2 = 8
(
∞∏
n=1
1 + qn
1− qn
)8
K = 4 : Af4 = 4
(
∞∏
n=1
1 + qn
1− qn
)4
K = 8 : Af8 = 2
(
∞∏
n=1
1 + qn
1− qn
)2
K = 16 : Af16 =
(
∞∏
n=1
1 + qn
1− qn
)
.
(2.48)
These new identities will be proven in Sect. 4. Note that since AK = A
b
K−AfK = 0,
the bosonic terms AbK also have the above q-expansions. Since (2.48) implies that
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the coefficients in the q-expansions of each AbK and A
f
K are all positive, we are led
to view the minus signs in AbK and A
f
K as “internal” projections (or cancellations)
of degrees of freedom in the fractional superstrings. Furthermore, the pattern
inherent in this series of identities (matching smoothly as it does onto the well-
understood K = 2 case) also suggests that our statistics identification is indeed
correct.
From the definitions of η and ϑ2, Eqs. (2.11) and (2.21) respectively, it follows that
(
∞∏
n=1
1 + qn
1− qn
)2
=
ϑ2
2 η3
= (c11)
2 (2.49)
where c11 is a level K = 2 string function. Thus the identities (2.48) can be viewed
as relating the K > 2 parafermion characters (string functions) to K = 2 fermion
characters (Jacobi ϑ-functions), and indeed these identities are just some of the
identities in our [K, 2] series. The full set is collected in Sect. 3.
One immediate consequence of (2.48) is that the level-by-level counting of physical
degrees of freedom in each of the fermionic AfK sectors in the fractional superstring
is identical to that of the Ramond sector of the usual superstring, except with
spacetime dimension Dc = 2+16/K instead of 10. At first glance, this observation
might seem to imply that the AK spectrum of the fractional superstring can it-
self be equivalently described by the worldsheet Majorana-fermion and free-boson
theories of the ordinary (K = 2) superstring, without any need for worldsheet
parafermions. Indeed, the spectrum of the spacetime fermionic sectors AfK of the
fractional superstring can be generated by Dc − 2 = 16/K pairs of free world-
sheet bosons Xµ and worldsheet Ramond fermions ψµ, as (2.48) and (2.49) jointly
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suggest, and this is of course simply the operator content of the Ramond sector
in ordinary superstring theory. However, consider the counting of the spacetime
bosonic states (Neveu-Schwarz sector) for the superstring
K = 2 : Ab2 ≡ 12
[
(c00 + c
2
0)
8 − (c00 − c20)8
]
= 8
(
ϑ3
4 − ϑ44
16 η12
)
. (2.50)
Here
√
ϑ3/η and
√
ϑ4/η are the characters of worldsheet Majorana fermions obey-
ing Neveu-Schwarz boundary conditions, and it is for this reason that we have
written ϑ3
4 − ϑ44 rather than ϑ24 in (2.50). From (2.48), then, we can write the
K > 2 generalizations of (2.50) as
K = 4 : Ab4 = 4
(
ϑ3
4 − ϑ44
16 η12
)1/2
K = 8 : Ab8 = 2
(
ϑ3
4 − ϑ44
16 η12
)1/4
K = 16 : Ab16 =
(
ϑ3
4 − ϑ44
16 η12
)1/8
.
(2.51)
The right sides of (2.51) cannot be interpreted as the characters of any tensor
products of bosons and Majorana fermions because of the presence of the fractional
exponents for K > 2. Therefore, an attempted description of the AK part of the
fractional-superstring spectrum in terms of worldsheet bosons and fermions fails,
and indeed it is only the introduction of parafermions on the worldsheet which
allows us to generate the bosonic-sector partition functions given in (2.51).
Thus far we have focused exclusively on the AK sectors of the fractional super-
strings, and we have seen that obtaining the desired fractional exponents in (2.51)
(i.e., reducing the critical dimension from Dc = 10 to Dc = 2 + 16/K) is achieved
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through the introduction of parafermions on the string worldsheet. There is,
however, a price that must be paid. Let us now rewrite the entire expression
AK = A
b
K − AfK in terms of Jacobi ϑ-functions: using (2.51) for AbK , and using
(2.48) and (2.49) jointly for AfK , we find
AK ∝ ∆−1/K
{(
ϑ3
4 − ϑ44
)2/K − ϑ28/K
}
(2.52)
where ∆ ≡ η24. Thus, we see that only for K = 2 is AK by itself modular-
invariant; for K > 2 we find that AK does not close into itself under S, but
rather requires the introduction of additional sectors (such as those giving rise to
BK and CK) in order to achieve modular-invariant partition functions. This is
the underlying reason why these additional expressions appeared naturally in our
partition functions ZK . Since these new sectors contain only massive states (i.e.,
states with masses at the Planck scale), we consider their introduction a small
price to pay for the ability to decrease the critical spacetime dimension in string
theory. Furthermore, we have seen that these additional expressions BK and CK
also vanish as functions of q, and therefore the introduction of these additional
sectors preserves the spacetime supersymmetry at all mass levels of the theory.
These additional sectors, however, seem to contain much of the spacetime physics
which is intrinsically new to fractional superstrings. To see this, let us consider the
spacetime statistics of the states appearing in these sectors. The fields correspond-
ing to terms in the BK sector are themselves products of parafermion fields, half
of which have quantum number m = 0 and half of which have quantum number
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m = K/4. Therefore, according to our previous discussion, their vertex operators
will have the following form in light-cone gauge:
QB ∼
Dc/2−1∏
i=1
(
φji0 φ
j′
i
±K/4
)
. (2.53)
According to (2.44), these states are therefore neither fermions nor bosons in Dc
spacetime dimensions. A similar situation exists for the CK sectors. These sectors
consist of terms of the form
∏
i(c
ji
K/4) [where we recall the identities (2.15)], and in
light-cone gauge these naturally correspond to vertex operators of the form
QC ∼
Dc−2∏
i=1
(
φji±K/8
)
. (2.54)
Once again, such states cannot be interpreted as bosons or fermions inDc spacetime
dimensions.
In order to gain some insight into the properties of these states, we can calculate
the fusion rules that these additional vertex operators QB and QC satisfy. It turns
out that these rules depend on the level K of the fractional superstring, since the
number of parafermion fields within each vertex operator depends on the critical
dimension Dc (and hence on K). For the K = 4 superstring, we have only the
A4 and B4 sectors: the A4 sector can be decomposed into bosonic and fermionic
pieces satisfying the algebra (2.43), as we have seen, and the B4 sector introduces
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the additional vertex-operator fusion rules:
QB × B → QB
QB × F → QB
QB ×QB → B or F or QB .
(2.55)
These selection rules are therefore suggestive of “spin-quarter” statistics for B4-
sector particles, since the fusing of two identical B4-sector particles can result in
an A4-sector fermion. Similarly, for the K = 8 superstring, we have three sectors:
A8, B8, and C8. While the A8 sector again leads to the fusion rules (2.43), the B8
sector now introduces the (slightly modified) fusion rules:
QB × B → QB
QB × F → QB
QB ×QB → B or F
(2.56)
and the C8 sector introduces the additional rules:
QC × B → QC
QC × F → QC
QC ×QB → QC
QC ×QC → B or F or QB .
(2.57)
Once again, therefore, the B8-sector fusion rules suggest “spin-quarter” statistics,
and the C8-sector rules seem to indicate “spin-eighth” statistics. For the K = 16
string, on the other hand, there are only an A16 and a C16 sector. In this case the
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vertex operators contain only one parafermion field, and while the A16 sector again
leads to (2.43), the C16 sector now yields the fusion rules:
QC × B → QC
QC × F → QC
QC ×QC → B or F .
(2.58)
Thus in this instance it is the C16 sector which seems to suggest “spin-quarter”
statistics.
Even though this discussion has focused on only the left-moving sectors of the
fractional superstrings, these considerations indicate that it is likely that the BK
and CK sectors break the usual spin-statistics connection in the critical dimension.
(This is not necessarily true of the K = 16 string, since fractional statistics are
allowed in three spacetime dimensions.) This means that, for the fractional super-
strings to be consistent, either Lorentz invariance, quantum mechanics, or locality
must be broken in some way in the critical dimension.
An important point following from all of these fusion rules is that the tree-level scat-
tering of particles in the AK sector can involve only other fields in the AK sector as
intermediate states. Since only the AK sectors contain the massless states, we see
that the BK and CK sectors make no contribution to the semi-classical low-energy
physics of the fractional superstrings. Therefore, since Lorentz invariance and the
spin-statistics connection appear to hold in the AK sector, the semi-classical low-
energy physics predicted by the fractional superstrings will indeed be the familiar
Yang-Mills and gravity theories (plus corrections proportional to powers of the
string tension, as in the usual superstring). At the string loop level, however,
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fields in the BK or CK sectors can contribute to the scattering amplitudes of the
massless particles in the AK sector. Thus, it is only the quantum effects of the frac-
tional superstring which render the massless (i.e., potentially observable) physics
inconsistent with the traditional spin-statistics connection. Since the lowest-lying
states in the BK and CK sectors have masses at the Planck scale, we expect the
quantum corrections to the massless-sector gravity and Yang-Mills theories to be
suppressed by factors of the Planck mass relative to the low-energy scale (at least
for sufficiently weak string coupling).
These violations of the spin-statistics connection, though potentially weak, may
nevertheless be important qualitative signals of stringy behavior. Indeed, there are
many possible mechanisms through which these BK and CK sectors might lead to
violations of the usual spin-statistics relation. First, as mentioned above, the spin-
statistics connection can be invalidated by sacrificing locality. Since strings are
extended objects, it is possible that the massive states in the BK and CK sectors
correspond to extended states that cannot be interpreted as elementary particles.
Indeed, the possibility of exotic statistics due to the extended nature of strings has
been discussed in Ref. [12]. This proposal relies on the non-trivial nature of the
motion group in string-configuration space in four spacetime dimensions. Another
possibility is that the states in the BK and CK sectors are soliton-like objects,
extended objects formed from the AK-sector fields. The slow fall-off of massless
scalar or vector fields could allow the violation of the usual statistics selection rules,
similar to what occurs in monopole-fermion systems.
[13]
On the other hand, the spin-statistics theorem can be avoided at the expense
of Lorentz invariance. Lorentz invariance is a symmetry known to hold only at
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distances much larger than the Planck scale. As we have seen, these fractional
superstring theories lead to a breaking of Lorentz invariance only at the Planck
scale and only at the quantum loop level. Such a breaking may actually exist, and
simply not be observable experimentally at the present time.
Alternatively, even if the massive-sector breaking of Lorentz invariance in the criti-
cal dimension Dc is strong even at low energies, a lower-dimensional Lorentz invari-
ance might still survive. In this scenario, the spacetime symmetry group of the BK
and CK sectors would have a D-dimensional Lorentz subgroup with D < Dc, pro-
viding a mechanism for spontaneously compactifying from the critical dimension
Dc down to D dimensions. Let us see explicitly how this might occur.
[8]
Recall the
form of the BK-sector vertex operators given in (2.53). While we have seen that
these states cannot be interpreted as either bosons or fermions in Dc spacetime
dimensions, they may well have bosonic or fermionic interpretations in spacetime
dimensions D < Dc. For example, a bosonic interpretation for QB is possible if the
parafermion fields with quantum number m = 0 within (2.53) are viewed as the
(fractional) superpartners of the D < Dc worldsheet coordinate bosons, with the
remaining m 6= 0 parafermion fields viewed as part of an “internal” worldsheet the-
ory resulting from spacetime compactification. In fact, it is shown in Ref. [8] that
a theory fully consistent with Lorentz invariance and the spin-statistics connection
is possible for the K = 4 and K = 8 cases if the spacetime dimensions are com-
pactified respectively to D = 4 and D = 3. Furthermore, such a compactification
scheme in the K = 4 case may also permit the construction of four-dimensional
fractional-superstring models containing chiral spacetime fermions.
[8]
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It is therefore evident that there is much potentially new physics to be discovered
within fractional superstring theory, whether a possible Planck-scale breakdown of
Lorentz invariance, the appearance of exotic statistics due to the extended (non-
local) nature of strings, or a “self-compactification” required for internal consis-
tency. While the interpretations of many of these effects have yet to be resolved,
the important point is that fractional superstrings offer a unique and concrete
framework in which to explore these issues.
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3. LIST OF NEW STRING-FUNCTION IDENTITIES
In this section we gather together all of the new string-function identities to be
proven in Sect. 4. As discussed in the Introduction, we refer to an identity as a
[K1, K2] identity if it relates string functions c
ℓ
n of level K1 to string functions of
level K2. Recall that the level K = 1 string function is equivalent to the Dedekind
η-function, and that the level K = 2 string functions are equivalent to the Jacobi
ϑi-functions [these relations are given in (2.20) and (2.22)]. If we define the level
K = 0 function c00 ≡ 0, then our new identities come in three distinct series: these
are the [K, 0], [K, 1], and [K, 2] series, for K = 2, 4, 8, and 16. These identities are
listed below.
3.1. First Series: The [K, 0] Identities
This series of identities generalizes the famous Jacobi “supersymmetry” identity
on fermion characters:
J ≡ ϑ34 − ϑ24 − ϑ34 = 0 . (3.1)
In terms of K = 2 string functions, (3.1) is equivalent to
A2 ≡ 8 (c00)7(c20) + 56 (c00)5(c20)3 + 56 (c00)3(c20)5 + 8 (c00)(c20)7 − 8 (c11)8
= 1
2
∆−1/2 J = 0
(3.2)
where ∆ ≡ η24. The Jacobi identity (3.1) can therefore be regarded as the [2, 0]
special case, and the analogous [K, 0] Jacobi-like “supersymmetry” identities for
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the parafermion characters at higher levels K are as follows. For K = 4, we define
A4 ≡ 4 (c00 + c40)3 (c20) − 4 (c20)4 − 4 (c22)4 + 32 (c22) (c42)3 ,
B4 ≡ 8 (c00 + c40) (c20)(c42)2 + 4 (c00 + c40)2 (c22)(c42) − 4 (c20)2 (c22)2 ,
(3.3)
and for K = 8, we define
A8 ≡ 2 (c00 + c80) (c20 + c60) − 2 (c40)2 − 2 (c44)2 + 8 (c64c84) ,
B8 ≡ 4 (c00 + c80)(c64) + 4 (c20 + c60) (c84) − 4 (c40c44) ,
C8 ≡ 4 (c22 + c62) (c82 + c86) − 4 (c42)2 .
(3.4)
Similarly, for K = 16, we define
A16 ≡ c20 + c140 − c80 − c88 + 2 c148 ,
C16 ≡ c24 + c144 − c84 .
(3.5)
Then each of these expressions also vanishes as a function of q:
A2 = A4 = B4 = A8 = B8 = C8 = A16 = C16 = 0 . (3.6)
These new “Jacobi-like” identities therefore form the [K, 0] series. Note that while
the Jacobi identity is the unique such identity for K = 2, for each level K > 2
there are in fact several independent Jacobi-like [K, 0] identities.
3.2. Second Series: The [K, 2] Identities
This series of identities relates the ZK parafermion characters to the ordinary
fermion characters, and are the higher-K analogues of the K = 2 “identities”
∆−1/2ϑi
4 = ∆−1/2ϑi
4 for i = 2, 3, 4.
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For K = 4, we define the following quantities:
Ab4 ≡ 4 (d00)3c20 − 4 (c20)4
Af4 ≡ 4 (c22)4 − 32 (c42)3c22
C4 ≡ 4 c20(c22)3 − 12 d00(c42)2c22 − 8 c20(c42)3 = 4 q1/4 (1 + ...)
D4 ≡ (d00)3c22 + 6 (d00)2c20c42 − 4 (c20)3c22 = q−1/4 (1 + ...) ,
(3.7)
where dℓn ≡ cℓn + cK−ℓn . Note that Ab4 − Af4 = A4. Then our [4, 2] identities, which
contain the [4, 0] Jacobi-like identities A4 = B4 = 0 as a subset, are as follows:
Ab4 = ϑ2
2/η6
Af4 = ϑ2
2/η6
B4 = 0
C4 =
1
2
(ϑ3
2 − ϑ42)/η6
D4 =
1
2
(ϑ3
2 + ϑ4
2)/η6 .
(3.8)
As a consequence of (3.8), we have
(Ab4 + A
f
4)
2 − 16C4D4 = 4∆−1/2 J = 0 . (3.9)
Similarly, for K = 8, we define
Ab8 ≡ 2 d00d20 − 12 (d40)2
Af8 ≡ 12 (d44)2 − 2 d64d84
E8 ≡ 12 d42d44 − d22d84 − d64d82 = 2 q3/8 (1 + ...)
F8 ≡ 12 d00d22 + 12 d20d82 − d40d42 = q−1/8 (1 + ...) .
(3.10)
Once again Ab8 − Af8 = A8. Then our [8, 2] identities, which contain the [8, 0]
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Jacobi-like identities A8 = B8 = C8 = 0 as a subset, are as follows:
Ab8 = ϑ2/η
3
Af8 = ϑ2/η
3
B8 = C8 = 0
E8 =
1
2
(ϑ3 − ϑ4)/η3
F8 =
1
2
(ϑ3 + ϑ4)/η
3 .
(3.11)
As a consequence of (3.11), we have
(E8 + F8)
4 − (E8 − F8)4 − 16 (Ab8 + Af8)4 = ∆−1/2 J = 0 . (3.12)
Similarly, for K = 16, we define the five quantities:
Ab16 ≡ d20 − 12 d80
Af16 ≡ 12 d88 − d148
C16 ≡ d144 − 12 d84
E16 ≡ 12 d86 − d146 = q7/16(1 + ...)
F16 ≡ d22 − 12 d82 = q−1/16(1 + ...) ;
(3.13)
here too Ab16 − Af16 = A16. Then our [16, 2] identities, which likewise contain the
[16, 0] Jacobi-like identities A16 = C16 = 0 as a subset, are as follows:
Ab16 =
√
ϑ2/(2η3) = c
1
1
Af16 =
√
ϑ2/(2η3) = c
1
1
C16 = 0
E16 =
1
2
(√
ϑ3/η3 −
√
ϑ4/η3
)
= c20
F16 =
1
2
(√
ϑ3/η3 +
√
ϑ4/η3
)
= c00
(3.14)
where on the right sides of these equations the string functions are at level K = 2.
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As a consequence of (3.14), we have
(E16 + F16)
8 − (E16 − F16)8 − 1
16
(Ab16 + A
f
16)
8 = ∆−1/2 J = 0. (3.15)
The identities (3.14) are in fact quite remarkable, for they are linear relations
indicating that the differences of certain K = 16 string functions are nothing but
theK = 2 string functions. The full consequences of these relations between the Z2
fermionic characters and the Z16 parafermionic characters are yet to be explored.
3.3. Third Series: The [K, 1] Identities
This new series of identities generalizes the ϑ-function identity
ϑ2 ϑ3 ϑ4 = 2 η
3 (3.16)
to levels K > 2, thereby relating the parafermion characters cℓn to the boson
character η.
This series of identities actually starts at K = 1, where we have the relation (2.20):
η c00 = 1 . (3.17)
For K = 2, as mentioned, we have the identity
ϑ2 ϑ3 ϑ4 = 2 η
3 , (3.18)
which can be written in terms of the K = 2 string functions as
η3Q2 = 1 (3.19)
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where
Q2 ≡ c11
[
(c00)
2 − (c20)2
]
= η−3
√
ϑ2ϑ3ϑ4
2 η3
. (3.20)
[Thus (3.19) is in fact equivalent to the square root of (3.18), and thereby contains
the extra information about the sign of the square root.] Eqs. (3.17) and (3.19)
are the first two identities in our [K, 1] series, each of the form ηp
∑
(c)p = 1 for
some power p. The corresponding [K, 1] identities for K > 2 are as follows. For
K = 4, we have
η2Q4 = 1 (3.21)
where
Q4 ≡ (c00 + c40) c22 − 2 c20 c42 , (3.22)
and for K = 8, we have
η3Q8 = 1 (3.23)
where
Q8 ≡ c44 (c20 + c60)
[
(c00 + c
8
0) − (c02 + c82)
]
+ 2 c42
[
c84 (c
2
0 + c
6
0) − c64 (c00 + c80)
]
− 2 c40
[
c84 (c
2
2 + c
6
2) − c64 (c02 + c82)
]
.
(3.24)
Note that this expression for Q8 can be rewritten in a variety of forms due to the
[8, 0] Jacobi-like identities A8 = B8 = C8 = 0. Similarly, for K = 16, we define
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the string-function combinations dℓn ≡ cℓn + cK−ℓn . Then our corresponding [16, 1]
identity is
η3Q16 = 1 , (3.25)
where 2Q16 is the following quantity:
− 2 d00 d42 d162 − 3 d00 d62 d62 + 3 d00 d66 d66 + 2 d00 d126 d166 − d20 d22 d22
− 4 d20 d22 d82 − d20 d82 d82 + d20 d86 d86 + 4 d20 d86 d146 + d20 d146 d146
+ 2 d40 d
4
2 d
6
2 − 3 d40 d162 d162 − 2 d40 d66 d126 + 3 d40 d166 d166 + 3 d60 d42 d42
− 2 d60 d62 d162 + 2 d60 d66 d166 − 3 d60 d126 d126 − d80 d22 d22 + d80 d146 d146 .
(3.26)
This expression for Q16 can also be rewritten in many different forms by using the
[16, 0] Jacobi-like identities A16 = C16 = 0. Thus, defining Q1 ≡ c00 = η−1 for
K = 1, we have
Q1
3 = Q2 = Q1Q4 = Q8 = Q16 . (3.27)
3.4. Comments On Other Identities
As indicated in the Introduction, these [K, 0], [K, 1], and [K, 2] identities are un-
doubtedly only some of the general [K1, K2] identities which exist. Of course,
implicit in the above identities are [K1, K2] relations which do not involve the
K = 1 or K = 2 string functions; for example, we have the identities (3.9), (3.12),
(3.15), and (3.27), as well as additional identities such as
±(C4 ±D4) = (E8 ± F8)2 = (E16 ± F16)4 ,
1
4
(Ab4 + A
f
4)
2 = (C8 +D8)
4 + (E16 − F16)8 ,
(Q16)
6 = 1
2
(Ab8 + A
f
8) (F8
2 − E82) (Q4)6 .
(3.28)
However, these identities are not independent of those in the three preceding series.
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We also point out that there can exist several distinct series of a given [K1, K2]
type. For example, although the above three series are all of the form
∑
(cK=K1)
p =
∑
(cK=K2)
p (3.29)
where p is an arbitrary power, there also exist more general “mixed” identities of
the form
∑{
(cK=K1)
p (cK=K2)
q
}
=
∑{
(cK=K1)
p (cK=K2)
q
}
(3.30)
which cannot be rewritten in the form (3.29) and which are indeed independent
of all such identities. For example, consider the following three mixed identities
involving the K = 2 and K = 4 string functions (where we have distinguished the
two sets of string functions by writing the K = 2 string functions in terms of the
Jacobi ϑ-functions):
Ab4 (ϑ3
2 + ϑ4
2) = 8D4 ϑ2
2 ,[
(d22)
4 + 4 d22(d
4
2)
3
]
(ϑ3
2 + ϑ4
2) =
[
(d20)
3d22 + 4 (d
0
0)
3d22
]
ϑ2
2 ,[
4 (d00)
2d22d
4
2 − 2 (d20)2(d22)2
]
(ϑ3
2 − ϑ42) =
[
−4 (d00)2d20d42 − (d20)3d22
]
ϑ2
2 .
(3.31)
While the first of these identities follows directly from (3.8), the remaining two are
in fact new identities independent of any presented thus far.
It thus appears that there are many unexpected identities involving string func-
tions at different levels K, implying a rich set of relations between the characters
of different ZK parafermions (and suggesting various as-yet-undiscovered relation-
ships between the different ZK parafermion theories themselves). In Sect. 4 we
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will prove the identities in our three series, and discuss how others, such as those
in (3.31), might be obtained.
42
4. PROOFS OF THE IDENTITIES
In this section we prove the series of identities listed in Sect. 3. We will find that the
proofs of the new K > 2 cases exactly mirror the traditional proofs for the known
K = 2 special cases, thus demonstrating that each series of identities shares the
same underlying mathematical basis. Our proofs make use of some fundamental
and powerful results from the theory of modular functions, suitably generalized so
as to be appropriate for the K > 2 cases. In the first part of this section, therefore,
we provide a review of these results from modular function theory, ultimately
quoting a theorem upon which our proofs rest. The second part of this section
then contains the proofs of our identities. We have kept our discussion sufficiently
general throughout in the hope that methods of obtaining and proving additional
[K1, K2] identities will become self-evident.
4.1. Results from Modular Function Theory
We first provide a review of those aspects of modular function theory which will
be relevant for the proofs of our identities. For more details, we refer the reader
to any of the standard modular function theory references;
[14−16]
in particular, our
approach is based upon those of Refs. [14] and [15].
The homogeneous modular group is Γ˜ ≡ SL(2,Z), the group formed by the set of
2 × 2 matrices with integer entries and unit determinant under matrix multipli-
cation. The inhomogeneous modular group Γ (the so-called “modular group”) is
the quotient group Γ ≡ PSL(2,Z) ≡ Γ˜/{±1}, the subgroup of Γ˜ in which every
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matrix A ∈ Γ˜ is identified with the matrix −A. We shall need to consider various
subgroups of Γ. Three series of subgroups of Γ may be defined as follows:
Γ(N) :
{
A ≡
(
a b
c d
)
∈ Γ | a N= d N=1, b N= c N=0
}
,
Γ1(N) :
{
A ≡
(
a b
c d
)
∈ Γ | a N= d N=1, c N=0
}
,
Γ0(N) :
{
A ≡
(
a b
c d
)
∈ Γ | c N=0
}
,
(4.1)
where
N
= signifies equality modulo N . We thus see that the elements of Γ(N),
Γ1(N), and Γ0(N) are respectively of the forms
(
1 0
0 1
)
,
(
1 ∗
0 1
)
, and
(
∗ ∗
0 ∗
)
modulo N
(where the asterisk indicates the absence of any defining relation), and therefore
Γ(N) ⊂ Γ1(N) ⊂ Γ0(N) ⊂ Γ for N > 1. For N = 1 these groups each equal Γ.
Such groups are called congruence subgroups of Γ, with Γ(N) called the principal
congruence subgroups; in general a congruence subgroup Γ′ ⊂ Γ is said to be of level
N if Γ(N) ⊂ Γ′. (This level N bears no relation to the Kacˇ-Moody level K.) Only
the principal congruence subgroups Γ(N) are normal subgroups of Γ, and in fact
this series of subgroups will concern us the most. Note that Γ(N) is isomorphic to
Γ/SL(2,ZN), where ZN is the set of integers modulo N . In particular, SL(2,Z1) ≈
{1} since all elements of SL(2,Z) are, modulo 1, isomorphic to the identity.
Each of the congruence subgroups Γ′ in (4.1) has finite index in Γ:
[Γ : Γ′] ≡ dimΓ/Γ′ < ∞ , (4.2)
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and straightforward number-theoretic arguments
[14,15]
yield the values:
[Γ : Γ(N)] = ǫN N
3
∏
p|N
(1− p−2)
[Γ : Γ1(N)] = ǫN N
2
∏
p|N
(1− p−2)
[Γ : Γ0(N)] = N
∏
p|N
(1 + p−1)
(4.3)
where the products are taken over all primes p > 1 dividing N and where
ǫN ≡
{
1 for N = 1, 2
1/2 for N > 2.
(4.4)
These factors of ǫN in (4.3) reflect the fact that 1
N
= − 1 for N = 1, 2, but not for
N > 2. From (4.3), therefore, we find
[Γ : Γ(N)] =


1 for N = 1
6 for N = 2
24 for N = 4.
(4.5)
For any congruence subgroups Γ′ with finite index in Γ, we can identify two gener-
ators γi ∈ Γ′ (i = 1, 2) and a set of coset representatives αj ∈ Γ (j = 1, ..., [Γ : Γ′]).
The γi are generators in the sense that every element of Γ
′ can be written as a
“word” in γ1 and γ2. The set of coset representatives (also called a transversal)
contains one element from each coset of Γ/Γ′; therefore only one of these coset
representatives is in Γ′ itself, and we are free to choose this representative to be
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α1 = 1. At level N = 1, we have only the full modular group Γ: its two generators
are
S ≡
(
0 −1
1 0
)
and T ≡
(
1 1
0 1
)
, (4.6)
and its sole “coset” representative is of course α1 = 1. At higher levels there are
more possibilities. At levels N = 2 and N = 4, for example, we find the following
generators and transversals for the principal congruence subgroups:
Γ(2) : generators : T 2, ST−2S
transversal : {1, S, T, ST, TS, T−1ST}
Γ(4) : generators : T 4, ST 4S
transversal : {X, T 2X,ST 2SX, T 2ST 2SX}
where X ≡ {1, S, T, ST, TS, TST} ,
(4.7)
whereas for the Γ0 subgroups we find:
⋆
Γ0(2) : generators : T, ST
2S
transversal : {1, S, ST}
Γ0(4) : generators : T, ST
−4S
transversal : {1, S, ST, ST 2, ST 3, ST 2S} .
(4.8)
Note that Γ0(N) and Γ1(N) contain T for all N ; therefore one of the generators of
these groups is always T . This is not the case for the principal subgroups Γ(N),
which contain T only for N = 1. As we shall see, we will be primarily interested
in those subgroups for which T is not a generator.
⋆ These are actually right transversals (representatives of right cosets). For the Γ(N) sub-
groups the right and left transversals coincide because Γ(N) is a normal subgroup of Γ for
every N .
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The modular group Γ is isomorphic to the set of linear-fractional transformations
τ → aτ + b
cτ + d
, ad− bc = 1 , a, b, c, d ∈ Z , (4.9)
of τ ∈ H (where H is the complex upper half-plane); indeed, we can identify the
transformation (4.9) with the group element
(
a b
c d
) ∈ Γ. A fundamental domain
F ≡ F [Γ] for Γ, therefore, is a set of points τ ∈ H such that no two are related by
a transformation of the form (4.9). It is conventional to choose this domain to be
contiguous and symmetric about the τ2 axis (where τ1 and τ2 are respectively the
real and imaginary parts of τ):
F ≡ F [Γ] ≡ {τ ∈ C | τ2 > 0, |τ1| ≤ 12 , |τ | ≥ 1 } . (4.10)
A fundamental domain F [Γ′] corresponding to any subgroup Γ′ ⊂ Γ must therefore
be larger than F [Γ], and is in fact the totality of points obtained by acting upon
each point in F [Γ] with each of the coset representatives (including 1) of Γ′:
F [Γ′] ≡
[Γ:Γ′]⋃
j=1
αj F [Γ] . (4.11)
One typically chooses the transversal {αj} in such a way that with the choice
(4.10), the domain F [Γ′] in (4.11) is contiguous.
There are certain points in the complex upper half-plane H which are called cusp
points: these are the point τ∞ ≡ (0,∞) ≡ i∞, along with the set Q (i.e., the
points with τ2 = 0 and rational values of τ1). We shall need to distinguish those
cusp points which are Γ′-inequivalent for a given congruence subgroup Γ′ ⊂ Γ (i.e.,
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those cusp points not related by a transformation in Γ′). At level N = 1 the only
congruence subgroup is Γ itself, and indeed it is a simple matter to see that all of
the cusp points are in the same Γ-equivalence class. The set of Γ-inequivalent cusp
points therefore contains only one element, and the typical choice τ∞ is consistent
with the choice of fundamental domain (4.10). Given this choice, it follows that
at any higher level N > 1, all Γ′-inequivalent cusps for Γ′ ⊂ Γ must be in the
set {αiτ∞} where {αi, i = 1, ..., [Γ : Γ′]} is the transversal of Γ′ in Γ. Such points
αiτ∞ for i > 1 are all ∈ Q. However, even the points in this restricted set are
not necessarily Γ′-inequivalent: in general two such points αiτ∞ and αjτ∞ are Γ
′-
inequivalent if and only if there does not exist an integer n such that αjT
nα−1i ∈ Γ′.
It turns out, for example, that for Γ′ = Γ0(p) with p a prime number there are
only two Γ′-inequivalent cusp points (0 and τ∞), while for Γ
′ = Γ0(p
2) there are
p + 1 such cusps points: 0, τ∞, and −1/(rp) for r = 1, ..., p − 1. A listing of
the Γ′-inequivalent cusp points for the congruence subgroups at levels N = 2 and
N = 4 which will be relevant to our later discussion is as follows:
Γ0(2) : cusps : 0, τ∞
Γ0(4) : cusps : 0, τ∞, −1/2
Γ(2) : cusps : 0, τ∞, −1
Γ(4) : cusps : 0, τ∞, −1, −1/2, 1, 3/2, 2 .
(4.12)
Such points are called cusp points of Γ′ because in each case fundamental domains
F [Γ′] can be chosen whose shapes are cusp-like at each of these points (and “cusp”-
like at τ∞).
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We can now rigorously define modular functions, modular forms, and cusp forms
with respect to these general groups Γ′ ⊆ Γ. First we consider the full modular
group Γ (i.e., level N = 1). A modular function of weight k ∈ 2Z with respect to
Γ is defined to be a function f(τ) satisfying two conditions. First, it must have an
expansion in powers of q ≡ exp{2πiτ} of the form
f(τ) =
∑
n∈Z
an q
n (4.13)
where there exists an m ∈ Z such that an = 0 for all n < m (i.e., there can be
at most finitely many non-zero values of an with n < 0). This condition therefore
ensures that f(τ) is meromorphic at τ = τ∞ (i.e., q = 0). Second, f(τ) must
satisfy
f(γτ) = (cτ + d)k f(τ) (4.14)
for all γ ≡ (a b
c d
) ∈ Γ and τ ∈ H . It is convenient to define the stroke operator [α]
for any α ≡ (a b
c d
) ∈ SL(2,Z): this operator [α] transforms a modular function f
of weight k to f [α], where
(f [α])(τ) ≡ (cτ + d)−k f(ατ) . (4.15)
With this notation, then, (4.14) becomes the requirement that
f [γ] = f for all γ ∈ Γ , (4.16)
and it is clear that any function f invariant under the two Γ-generators [S] and [T ]
therefore satisfies (4.16). Note that the set of modular functions of a given weight
k forms a complex vector space, and that the product of two modular functions of
weights k1 and k2 respectively is a modular function of weight k1 + k2.
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Any such modular function f which additionally satisfies an = 0 for all n < 0 in
(4.13) is said to be a modular form with respect to Γ. Modular forms are therefore
holomorphic (rather than merely meromorphic) at τ = τ∞, remaining finite at
q = 0. If in fact a0 = 0 as well, so that the modular form f actually vanishes at
q = 0, then f is called a cusp form. The complex vector spaces of modular forms
and cusp forms of weight k with respect to Γ are respectively denoted Mk[Γ] and
Sk[Γ].
It is straightforward to generalize these definitions to congruence subgroups at
higher levels N > 1. For any such subgroup Γ′, a modular function f of weight k ∈
2Z with respect to Γ′ must again satisfy two conditions. The natural generalization
of (4.16) is the requirement that
f [γ] = f for all γ ∈ Γ′ , (4.17)
and once again it is sufficient to demonstrate that f [γi] = f for the two generators
γi of Γ
′ in order to demonstrate (4.17). The generalization of (4.13), on the other
hand, is a bit more subtle. Eq. (4.13) was the requirement that f be meromorphic
at q = 0 (i.e., at τ = τ∞, the cusp point of Γ). For subgroups Γ
′ at higher levels
N > 1, we therefore analogously require that f be meromorphic at each of the
Γ′-inequivalent cusp points of Γ′. This meromorphicity is not determined by evalu-
ating f(τ) as τ approaches each of these cusp points, however; in fact, since each of
these additional cusp points is ∈ Q, we have |q| = 1 at these points and therefore
a straightforward q-expansion of f does not converge. Instead, meromorphicity at
the cusps is defined as follows. We have seen that this set of Γ′-inequivalent cusp
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points can be written as {αiτ∞} where these αi are among (but not necessarily all
of) the coset representatives of Γ′ in Γ. Let s denote the set of these αi (hence s
is a subset of the transversal). The analogue of (4.13) is therefore the requirement
that for each αi ∈ s, we can perform a q-expansion
f [αi] =
∑
n∈Z/N
an q
n (4.18)
where, as before, there exists an m ∈ Z/N such that an = 0 for all n < m. Note
that n and m can now take values in the larger set Z/N (rather than Z itself).
Also note that for i > 1 we have αi 6∈ Γ′, so (4.18) is in general quite stringent.
It is clear that at level N = 1, (4.18) reduces to (4.13), for in this case s = {α1} =
{1}. For N > 1, the i = 1 case of (4.18) implies meromorphicity at τ∞, and the
i > 1 cases imply meromorphicity at each of the remaining Γ′-inequivalent cusps
∈ Q. Note that (4.18) is in fact sufficient to imply that f is actually meromorphic
at all of the cusp points of Γ′.
Once again, if indeed an = 0 for all n < 0 and each αi ∈ s (so that f is holomorphic
at each Γ′-cusp, remaining finite), then f is deemed a modular form of weight k
with respect to Γ′. If additionally a0 = 0 for each αi ∈ s (so that f vanishes at
each cusp), then f is a cusp form with respect to Γ′. The complex vector spaces
of such weight-k modular forms and cusp forms are denoted Mk[Γ
′] and Sk[Γ
′]
respectively; note that Mk[Γ] ⊆ Mk[Γ′] for all Γ′ ⊆ Γ, as well as the property
Mk1 [Γ
′]Mk2 [Γ
′] ⊆Mk1+k2 [Γ′].
We are now in a position to state the fundamental theorem
[15]
upon which the
proofs of our identities rest.
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Theorem: Let Γ′ ⊆ Γ be any level-N ≥ 1 congruence subgroup of the modular
group Γ, and let Mk[Γ
′] denote the space of modular forms of weight k ∈ 2Z with
respect to Γ′. Then the sizes of such spaces depend on k as follows:
• dim Mk[Γ′] = 0 for all k < 0.
• dim Mk[Γ′] = 1 for k = 0.
• For k > 0 a general formula exists as well. Although we will not require these
k > 0 results for the proofs of our specific identities, we include the following
two special cases which are likely to be useful in proving additional [K1, K2]
identities:
• For level N = 1 (i.e., Γ′ = Γ), we have
dim Mk[Γ] =
{
[k/12] for k
12
= 2
[k/12] + 1 otherwise
(4.19)
where [x] is the greatest integer ≤ x, and 12= signifies equality modulo 12.
• For the principal congruence subgroups Γ(N) at levels N > 1, we have instead:
dim Mk[Γ(N)] =
(k − 1)N + 6
12N
[Γ : Γ(N)] (4.20)
where the index [Γ : Γ(N)] is given in (4.3).
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Thus, for example, in our cases of interest this theorem tells us that for Γ′ = Γ we
have
dim Mk[Γ] =
{
0 for k < 0 or k = 2
1 for k = 0, 14 and 4 ≤ k ≤ 10, (4.21)
whereas for Γ′ = Γ(N) we have
dim Mk[Γ(N)] =


0 for all N > 1, k < 0
1 for all N > 1, k = 0
1
2
k + 1 for N = 2, k > 0
2k + 1 for N = 4, k > 0.
(4.22)
These dimensions are important, for they tell us the number of “basis” modular
forms in terms of which any modular form of weight k can be expressed as a
polynomial. For example, since dim M0[Γ
′] = 1 for all congruence subgroups
Γ′ ⊆ Γ, and since f = 1 is a valid Γ′-modular form of weight k = 0, all Γ′-modular
forms of weight k = 0 must be constants:
M0[Γ
′] = C (4.23)
where C is the space of complex numbers. Similarly, since dim Mk[Γ
′] = 0 for all
k < 0, all Γ′-modular forms of negative weight must vanish identically:
f ∈ Mk[Γ′] =⇒ f = 0 for all k < 0 . (4.24)
Likewise, for k = 4, 6, 8, 10, or 14, we see that all f ∈ Mk[Γ] must be multiples of
a single function Ek; these “basis functions” Ek(τ) form the so-called Eisenstein
series.
[14−16]
Finally, we remark that equally powerful results can be obtained for the spaces of
cusp forms Sk[Γ
′], as well as for the cases when k is odd (and in fact half-integral).
However, the above results will be sufficient for the proofs of our series of identities.
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4.2. Proofs of the Identities
Given the theorem presented in the last subsection, it is relatively straightforward
to prove each of the series of identities listed in Sect. 3. The basic idea of each
proof is the same: we demonstrate that our string-function expressions are modular
forms of a given weight with respect to an appropriate congruence subgroup Γ′ ⊆ Γ,
whereupon the theorem allows us to conclude the claimed identity. The primary
subtleties involve properly formulating the identities and identifying the relevant
congruence subgroups.
Since all of our identities involve combinations of the Dedekind η-function, the Ja-
cobi ϑi-functions, and the string functions c
ℓ
n, let us first recall how these functions
transform under the modular group. Under T , their respective transformation
rules take the forms:
η(τ + 1) = α η(τ)
ϑi(τ + 1) =
∑
j
αij ϑj(τ)
cℓn(τ + 1) = α
′ cℓn(τ)
(4.25)
(where α, α′, and αij indicate various phases and mixing matrices), while under S
we have
η(−1/τ) = √τ β η(τ)
ϑi(−1/τ) =
√
τ
∑
j
βij ϑj(τ)
cℓn(−1/τ) =
(√
τ
)−1∑
ℓ′,n′
βℓℓ
′
nn′ c
ℓ
n(τ)
(4.26)
(where again the β’s represent various phases and mixing matrices). Thus, we see
that even though these functions themselves are not invariant under S and T , they
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each transform covariantly under the modular group, filling out (in the case of
ϑi and c
ℓ
n) representations of the modular group with dimensions greater than 1.
Furthermore, we see from (4.25) and (4.26) that the η-function and ϑi-functions
transform with positive modular weight k = 1/2, while the string functions cℓn
transform with negative modular weight k = −1/2.
Given these observations, it is straightforward to determine the modular weights
of each of our identities listed in Sect. 3. For the first series of identities, we see
that each expression AK , BK , or CK contains 16/K string-function factors; indeed,
each of these identities takes the general form
∑
(c)16/K = 0 . (4.27)
Thus, for any Kacˇ-Moody level K, the level-K identity in the first series has
modular weight k = −8/K. Similarly, the second series of identities involves
combinations of all three of our functions (η, ϑ, and c); however, for each level K,
the level-K identity always takes the general form
∑
(c)16/K +
∑ ( ϑ
η3
)8/K
= 0 , (4.28)
from which it follows once again that the level-K identity in this series has modular
weight k = −8/K. A similar situation exists for the third series as well: each of
these identities takes the general form
ηp
∑
(c)p = 1 (4.29)
for some integer power p, and therefore for any K these identities have modular
weight k = 0.
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Hence it is clear that all of these identities can be made to follow from the theorem
given in the last subsection, provided each can be rewritten in such a manner
that their left sides are modular forms of appropriate weight k with respect to a
congruence subgroup Γ′ ⊆ Γ.
First series – the [K, 0] identities:
We begin by proving the K = 2 identity A2 = 0, as given in Sect. 3. This is of
course the famous Jacobi ϑ-function identity, and our subsequent proofs will be
generalizations of this proof. Recall that A2 can be rewritten in terms of ϑ and
η functions as 1
2
∆−1/2J where ∆ = η24 and J ≡ ϑ34 − ϑ24 − ϑ44. Thus it is clear
that A2 has modular weight k = −8/K = −4, and since A2[S] = A2[T ] = A2, we
see that A2 is a modular function with respect to the full modular group Γ. It is
also straightforward to check that A2 is tachyon-free: by this we mean that in a
q-expansion
A2 =
∑
n
an q
n (4.30)
we find an = 0 for all n < 0. It then follows that A2 ∈ M−4[Γ], whereupon
the theorem in the last subsection gives the result A2 = 0. Note that since A2 =
1
2
∆−1/2J , and since it is easy to check that ∆−1/2 6= 0, this result implies the Jacobi
identity J = 0. Note that it would have been more difficult to prove this latter
identity directly, for even though the dimension of M2[Γ] is zero, J itself is not
invariant under S and T (indeed, one finds J [S] = J [T ] = −J). The extra factor
of ∆−1/2, which appears naturally in the definition of A2, absorbs this unwanted
minus sign and leads to the simple proof A2 = 0.
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Let us now proceed to the K = 4 case: we wish to prove A4 = B4 = 0. Unlike the
K = 2 case, A4 and B4 are not each invariant under the stroke operators [S] and
[T ]; rather, they together fill out a two-dimensional representation of Γ:
(
A4
B4
)
[S] = eiπ
(
1/2 3
1/4 −1/2
) (
A4
B4
)
(
A4
B4
)
[T ] =
(
1 0
0 −1
) (
A4
B4
)
,
(4.31)
and we wish to prove that A4 and B4 individually vanish. This is the reason it is
necessary to consider the congruence subgroups Γ′ ⊂ Γ.
Let us first prove A4 = 0. It is clear that A4 is not modular-invariant under [S], so
the full modular group Γ cannot be the relevant group in this case. Instead, let us
consider Γ0(2). From the mixing matrices (4.31) we have A4[T ] = A4, as well as
A4[ST
2S] = eiπ
(
1
2
A4 + 3B4
)
[T 2S]
= eiπ
(
1
2
A4 + 3B4
)
[S]
= (eiπ)2A4 = A4 .
(4.32)
The second equality follows from the fact that A4 and B4 are both invariant under
T 2; note also that in general f [αβ] = (f [α])[β]. Thus, the first condition (4.17) for
A4 to be a Γ0(2) modular form is satisfied: A4 is invariant under all γ ∈ Γ0(2). We
now must show that the second condition (4.18) is satisfied as well. We see from
(4.12) that for Γ′ = Γ0(2) there are only two Γ
′-independent cusp points, τ∞ and
0, and therefore the transversal subset s is only {1, S}. It is clear that A4[1] = A4
has a q-expansion of the proper form (4.18) (with m = 0), and similarly we see that
A4[S] = e
iπ(1
2
A4 + 3B4) also has a q-expansion of the proper form (with m = 0,
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since both A4 and B4 are tachyon-free). It therefore follows that A4 ∈M−2[Γ0(2)],
whereupon we obtain the identity A4 = 0.
Note that there are indeed other ways we might have obtained this result. For
instance, let us instead consider the congruence subgroup Γ′ = Γ0(4). It is straight-
forward to check that A4 is invariant under both generators [T
4] and [ST−4S], and
for this congruence subgroup the cusp points are τ∞, 0, and −1/2. We have already
shown that A4 has the proper behavior at the first two of these cusp points; let us
therefore focus on the third. Note that −1/2 = ατ∞ where α ≡
(
−1 1
2 −3
) ∈ Γ. We
therefore must examine A4[α]. Since it turns out that α = ST
2ST−1, we have
A4 [ST
2ST−1] = eiπ
(
1
2
A4 + 3B4
)
[T 2ST−1]
= eiπ
(
1
2
A4 + 3B4
)
[ST−1]
= (eiπ)2A4 [T
−1] = A4 .
(4.33)
Therefore A4 has the same behavior at the cusp point −1/2 as it does at τ∞,
and since A4 is tachyon-free (i.e., since A4 remains finite at τ∞), we find A4 ∈
M−2[Γ0(4)]. This again implies the conclusion A4 = 0. In fact, one can similarly
demonstrate that A4 ∈M−2[Γ(2)] and A4 ∈M−2[Γ(4)], each of which leads as well
to this result.
Having proven A4 = 0, we find that there are two ways to prove B4 = 0. The first
is indirect but simpler: since
A4[S] = e
iπ
(
1
2
A4 + 3B4
)
= 0 , (4.34)
we must have B4 = 0. A more direct method (not relying on the identity A4 = 0)
is to construct an independent proof along the above lines. Note that since B4
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is not invariant under [T ], we cannot consider any subgroups for which T is a
generator; we are therefore restricted to consideration of the principal congruence
subgroups Γ(N). It is straightforward to demonstrate that B4 ∈M−2[Γ(N)] where
N is either 2 or 4, and therefore B4 = 0. In fact, B4 is a cusp form with respect
to these groups Γ(N), since B4 a priori has a q-expansion of the form q
h(1 + ...)
where h > 0.
Let us now collect together the essential ingredients in these proofs, in order to
frame a general argument. First, the set of string-function expressions {AK , BK , ...}
must be closed under [S] and [T ], forming a multi-dimensional representation RK
of the modular group Γ; furthermore, a congruence subgroup Γ′ ⊆ Γ must be
identified such that each member of the representation RK is itself invariant under
the generators of Γ′ (i.e., each member must separately comprise a one-dimensional
representation of Γ′). Second, this entire representation RK must transform under
the modular group with negative even modular weight k. Third, all members
of RK must have q-expansions with finitely many non-zero coefficients an with
n < 0. This third condition is needed in order to insure that each element ∈ RK
is meromorphic at all of the cusp points of Γ′, for any one member of RK will be
meromorphic at all the cusp points of Γ′ if and only if all of the members of RK
are meromorphic at the one cusp point τ∞ (because the set s always contains at
least 1 and S). These three conditions then guarantee that each string-function
expression in the representation RK is itself a modular function with respect to Γ
′.
If each member of the representation is also tachyon-free, then each is a modular
form with respect to Γ′ and hence must vanish identically.
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Let us now see how to apply this general argument to theK = 8 case as we attempt
to prove A8 = B8 = C8 = 0. The mixing matrices of these expressions under the
stroke operators [S] and [T ] are as follows:


A8
B8
C8

 [S] = eiπ/2


1/2 1/2 1
1/2 1/2 −1
1/2 −1/2 0




A8
B8
C8




A8
B8
C8

 [T ] =


1 0 0
0 −1 0
0 0 −i




A8
B8
C8

 .
(4.35)
There are immediately two problems. First, we see that this K = 8 representation
has an odd modular weight k = −8/K = −1; our theorem applies only to the cases
k ∈ 2Z. Second, no member of this representation is invariant under any of the
congruence subgroups: for example, under Γ0(4) we find A8[T ] = A8 but
A8[ST
−4S] = eiπ/2
(
1
2
A8 +
1
2
B8 + C8
)
[T−4S]
= eiπ/2
(
1
2
A8 +
1
2
B8 + C8
)
[S]
= (eiπ/2)2A8 = −A8 .
(4.36)
There are two ways to solve these difficulties. One possibility is to extend the
theorem presented in Sect. 4.1 to apply to odd k and modular functions with so-
called multiplier systems (i.e., phases such as the unwanted sign appearing above).
Such extensions can indeed be made; in this relatively simple case, for example, we
can instead choose to prove the modified identities A8/η
6 = B8/η
6 = C8/η
6 = 0.
These modified identities would then have modular weight k = −2, and the extra η-
functions absorb the unwanted sign. A simpler approach, however, (and one which
generalizes more easily to other situations) is to prove instead the identities (A8)
2 =
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(B8)
2 = (C8)
2 = 0, for such identities also have an even modular weight k = −2
and simultaneously avoid such unwanted signs. (We are essentially enlarging our
K = 8 representation: R8 → R′8 ≡ R8 ⊗ R8.) If these quadratic identities can be
proven for all τ , then of course the linear results A8 = B8 = C8 = 0 immediately
follow. To prove these quadratic identities, we follow the procedure outlined above:
either choice Γ′ = Γ0(4) or Γ(4) suffices for proving (A8)
2 = 0, and Γ(4) suffices for
independently proving (B8)
2 = 0 and (C8)
2 = 0. It is of course possible to deduce
B8 = C8 = 0 from the result A8 = 0 as we did for the K = 4 case: in the present
case the analogue of (4.34) is
A8[S] = e
iπ/2
(
1
2
A8 +
1
2
B8 + C8
)
= 0 , (4.37)
and this implies the weaker result B8 + 2C8 = 0. However, B8 ∼ q1/2(1 + ...)
and C8 ∼ q3/4(1 + ...), where inside the parentheses all q-exponents are integral.
Therefore, B8 and C8 must each vanish separately. Note that in this K = 8 case we
are compelled to consider congruence subgroups of levels N ∈ 4Z only. This occurs
because the K = 8 representation includes a sector C8 with quarter-integer powers
of q. Since in general the generators of Γ(N) are of the form TN and ST±NS,
the choice N = 4 is the smallest level N for which each element in the K = 8
representation R8 is Γ(N)-invariant.
The same procedure applies for the K = 16 case as well; here we wish to prove
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A16 = C16 = 0, and the relevant mixing matrices are as follows:
(
A16
C16
)
[S] = eiπ/4
1
2
√
2
(
2 4
1 −2
) (
A16
C16
)
(
A16
C16
)
[T ] =
(
1 0
0 −i
) (
A16
C16
)
.
(4.38)
Once again we find that we must enlarge our representation
R16 → R′16 ≡ R16 ⊗ R16 ⊗ R16 ⊗ R16 (4.39)
and prove instead the identities (A16)
4 = (C16)
4 = 0; similarly, we must choose
choose the level N = 4 due to the presence of the C16 sector in R16. As usual, the
subgroup Γ(4) suffices in general for proving that each member of R′16 vanishes,
and we can instead make the choice Γ0(4) in the case of the A16 sector (which is
invariant under T ). Once again the proof that any one member of R16 vanishes is
sufficient to prove that all vanish, provided each has a different eigenvalue under T .
Note that instead of enlarging the representation as in (4.39), it would also have
been possible in this case to divide our original representation by η3; however, this
would have necessitated constructing a proof using congruence subgroups of level
N = 8.
Second series – the [K, 2] identities:
The second series of identities is closely related to the first and in fact contains
the first series as a subset. Recall that for each Kacˇ-Moody level K ∈ {2, 4, 8, 16},
there exists a string-function expression AK ∼ q0(1 + ...) which, according to the
first series of identities, vanishes identically. In this second series of identities we
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show that the separate bosonic and fermionic pieces of AK (denoted A
b
K and A
f
K
respectively) can each be written in terms of Jacobi ϑ-functions; these ϑ-function
expressions for AbK and A
f
K are of course equal, since AK = A
b
K − AfK = 0. As
a by-product, we also obtain additional string-function expressions {CK , DK , ...}
which can be easily expressed in terms of Jacobi ϑ-functions as well.
Let us first consider the K = 4 identities in this series, as given in (3.8): here we
have separated A4 into its separate bosonic and fermionic contributions A
b
4 and
Af4 as in (3.7). While we know that A4 and B4 together fill out a two-dimensional
representation of the modular group with weight k = −2, we find that the in-
dividual pieces Ab4 and A
f
4 do not close separately into only themselves and B4.
Rather, in order to construct a representation of Γ containing Ab4 and A
f
4 as sep-
arate members, we must introduce the two additional string-function expressions
C4 and D4 defined in (3.7). Together, the set {Ab4, Af4 , B4, C4, D4} indeed fills out
a complete representation Rc with weight k = −2; each member of Rc transforms
as an eigenfunction under [T ]:

Ab4
Af4
B4
C4
D4


[T ] =


1 0 0 0 0
0 1 0 0 0
0 0 −1 0 0
0 0 0 i 0
0 0 0 0 −i




Ab4
Af4
B4
C4
D4


, (4.40)
and under [S] they close into each other:

Ab4
Af4
B4
C4
D4


[S] =
eiπ
4


1 −1 6 −4 4
−1 1 −6 −4 4
1 −1 −2 0 0
−1 −1 0 2 2
1 1 0 2 2




Ab4
Af4
B4
C4
D4


. (4.41)
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As a check, note that these matrices indeed contain the (A4, B4) mixing matrices
(4.31) as the appropriate submatrices.
Unlike the previous representations we have considered, not all members of this
representation Rc individually vanish, for while all are modular functions with
respect to an appropriate Γ′ ⊂ Γ, not all are modular forms. Since the quantity
D4 is not tachyon-free, it clearly has the wrong behavior at the cusp point τ = τ∞;
furthermore, since the [S]-transforms of Ab4, A
f
4 , C4, and D4 each separately involve
D4, each of these quantities has incorrect (i.e., tachyonic) behavior at the Γ
′ cusp
point τ = 0. Indeed, only B4 and the difference A4 = A
b
4 − Af4 are free of this
tachyonic behavior at both cusp points τ = τ∞ and τ = 0, so of the five quantities in
the above representation Rc only B4 is itself a proper Γ
′-modular form. Therefore,
in order to construct identities for these five individual quantities, it is necessary
to build a new representation involving them in such a manner that each member
is a tachyon-free modular form.
It turns out that this is not hard to do. As we have seen in (4.25) and (4.26),
the ϑ- and η-functions fill out valid representations of the modular group, and
indeed the three quantities {η−6ϑ22, η−6ϑ32, η−6ϑ42} fill out such a representation
with modular weight k = −2. Let us take various linear combinations of these
quantities, promoting them to the “five”-dimensional representation
Rϑ ≡
{
ϑ2
2
η6
,
ϑ2
2
η6
, 0 , 1
2
(
ϑ3
2 − ϑ42
η6
)
, 1
2
(
ϑ3
2 + ϑ4
2
η6
)}
. (4.42)
Written this way, this five-dimensional representation Rϑ with weight k = −2 has
two very important properties. First, its mixing matrices under [S] and [T ] are (or
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can be chosen to be) the same as those in (4.40) and (4.41) for Rc; indeed, in this
respect the two representations Rc and Rϑ transform identically. More importantly,
however, it is easy to verify that the tachyonic terms within the fifth member of
the ϑ-function representation Rϑ are the same as those of the fifth member D4 of
the string-function representation Rc; additionally, all of the other members of Rϑ
are themselves tachyon-free. Therefore, subtracting the two representations, i.e.,
R ≡ Rc − Rϑ =


Ab4 − ϑ22/η6
Af4 − ϑ22/η6
B4
C4 − 12 (ϑ32 − ϑ42)/η6
D4 − 12 (ϑ32 + ϑ42)/η6


, (4.43)
yields a five-dimensional representation R in which each member is tachyon-free.
It is then a straightforward matter to demonstrate that each member of this new
representation R is indeed a modular form with respect to a congruence subgroup
Γ′ ⊂ Γ of level N ∈ 4Z (e.g., each member is ∈ M−2[Γ(4)]), whereupon it follows
that each vanishes identically. This, then, establishes the identities (3.8).
Note that the existence of such identities relies on the existence of a ϑ-function
representation Rϑ with the desired modular weight k, the desired transformation
matrices [S] and [T ], and the required tachyonic behaviors of its members. Such
a representation does not always exist. It is indeed fortuitous, however, that such
representations do exist for each value of K, yielding all of the identities in this
second series.
The derivations of the other identities in this series proceed in analogous fashion.
For the K = 8 case, we find that Ab8 and A
f
8 are members of the six-dimensional
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representation Rc ≡ {Ab8, Af8 , B8, C8, E8, F8} [where these six quantities are defined
in and (3.4) and (3.10)]; under [S] and [T ] quantities mix as follows:


Ab8
Af8
B8
C8
E8
F8


[S] =
eiπ/2
4


1 −1 1 2 −4 4
−1 1 −1 −2 −4 4
2 −2 2 −4 0 0
2 −2 −2 0 0 0
−1 −1 0 0 2 2
1 1 0 0 2 2




Ab8
Af8
B8
C8
E8
F8


(4.44)
and


Ab8
Af8
B8
C8
E8
F8


[T ] =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 −1 0 0 0
0 0 0 −i 0 0
0 0 0 0 e3πi/4 0
0 0 0 0 0 e−πi/4




Ab8
Af8
B8
C8
E8
F8


. (4.45)
These matrices of course contain the (A8, B8, C8) mixing matrices (4.35) as the ap-
propriate submatrices, and these six quantities are again modular functions rather
than modular forms due to the presence of the tachyonic sixth quantity F8. To
compensate for this, we introduce the corresponding six-dimensional Rϑ represen-
tation with weight k = −1
Rϑ ≡
{
ϑ2
η3
,
ϑ2
η3
, 0, 0, 1
2
(
ϑ3 − ϑ4
η3
)
, 1
2
(
ϑ3 + ϑ4
η3
)}
(4.46)
and construct the tachyon-free representation R′ ≡ (Rc −Rϑ)⊗ (Rc −Rϑ). It can
be proven that each member of R′ is a modular form of even weight k = −2 with
respect to a congruence subgroups at level N ∈ 8Z, whereupon the identities (3.11)
immediately follow.
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The K = 16 case is similar. Here the expressions Ab16 and A
f
16 are members of
the five-dimensional representation Rc ≡ {Ab16, Af16, C16, E16, F16} [where these five
quantities are defined in (3.13)]; under [S] and [T ] these quantities mix as follows:


Ab16
Af16
C16
E16
F16


[S] =
eiπ/4
2
√
2


1 −1 2 −2 2
−1 1 −2 −2 2
1 −1 −2 0 0
−1 −1 0 √2 √2
1 1 0
√
2
√
2




Ab16
Af16
C16
E16
F16


(4.47)
and 

Ab16
Af16
C16
E16
F16


[T ] =


1 0 0 0 0
0 1 0 0 0
0 0 −i 0 0
0 0 0 e7πi/8 0
0 0 0 0 e−πi/8




Ab16
Af16
C16
E16
F16


. (4.48)
These matrices of course contain the (A16, C16) mixing matrices (4.38) as the ap-
propriate submatrices. Once again we find that only the fifth quantity F16 is
tachyonic, and again there exists an appropriate compensating five-dimensional
Rϑ representation:
Rϑ ≡
{√
ϑ2
2η3
,
√
ϑ2
2η3
, 0 , 1
2
(√
ϑ3
η3
−
√
ϑ4
η3
)
, 1
2
(√
ϑ3
η3
+
√
ϑ4
η3
)}
=
{
c11 , c
1
1 , 0 , c
2
0 , c
0
0
}
(4.49)
where in the second line the string functions are at level K = 2. This representation
Rϑ transforms under [S] and [T ] with the same mixing matrices as Rc; in particular
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under [S] the K = 2 string functions satisfy


c00
c20
c11

 [S] = eiπ/4
2


1 1
√
2
1 1 −√2√
2 −√2 0




c00
c20
c11

 . (4.50)
Since only c00 is tachyonic (and in fact has the same tachyonic terms as F16), the
entire representation R ≡ Rc−Rϑ is tachyon-free. The identities (3.14) then follow
by building the tensor-product representation R′ ≡ R⊗R⊗R⊗R and considering
congruence subgroups with levels N ∈ 16Z.
Finally, we note that this second series of identities can also be proven in a slightly
different manner. Once we have constructed the appropriate representations Rc and
Rϑ for each K, rather than prove Rc−Rϑ = 0 it is possible to instead demonstrate
Rc/Rϑ = 1 (where Rc/Rϑ denotes the representation formed by dividing each
member of Rc by the corresponding member of Rϑ). It is clear that Rc/Rϑ is itself
a valid representation of the modular group with modular weight k = 0, and by
the usual arguments it is straightforward to demonstrate that each member of this
“quotient” representation is, for example, ∈ M0[Γ′] for an appropriately chosen
Γ′ ⊂ Γ. From the theorem presented in the previous subsection it then follows
that each member of this quotient representation is a constant, and one can verify
from the q0 term in a q-expansion of each that this constant is 1 (because the
relative normalization of Rc and Rϑ is fixed by the requirement that they have the
same tachyonic structure).
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Third series – the [K, 1] identities:
This series of identities is actually the simplest to prove. Recall that the Dedekind
η-function satisfies
η [S] = e−iπ/4 η , η [T ] = eiπ/12 η , (4.51)
and that each identity in this series is of the form
ηpQK = 1 (4.52)
where p is a given power and QK is a sum of terms each containing p factors of
level-K string functions. Since in each case QK satisfies
QK [S] = e
ipπ/4QK , QK [T ] = e
−ipπ/12QK , (4.53)
and since in each case the product ηpQK is tachyon-free, it follows that
ηpQK ∈ M0[Γ] = C . (4.54)
Overall normalizations have been chosen in each case such that this constant is
always 1. Note that this proof yields the familiar ϑ-function identity ϑ2ϑ3ϑ4 = 2η
3
in the K = 2 special case, and just as easily yields its higher K > 2 string-function
generalizations. Thus, we see once again how all of our series of identities provide
the natural generalizations of their known K = 2 special cases.
69
ACKNOWLEDGEMENTS
It is our pleasure to thank C. Callan, C.S. Lam, A. Shapere, C. Vafa, and E. Wit-
ten for useful discussions and suggestions. K.R.D. also thanks the High-Energy
Theory Group at Cornell University for its hospitality while portions of this work
were carried out. This work was supported in part by the U.S. National Science
Foundation, the Natural Science and Engineering Research Council of Canada, and
les Fonds FCAR du Que´bec.
70
REFERENCES
1. A.B. Zamolodchikov and V.A. Fateev, Sov. Phys. J.E.T.P. 62 (1985) 215.
2. P.C. Argyres and S.-H.H. Tye, Phys. Rev. Lett. 67 (1991) 3339.
3. See, e.g., V.G. Kacˇ, Infinite Dimensional Lie Algebras, 3rd Edition (Cam-
bridge University Press, 1990).
4. D. Gepner and Z. Qiu, Nucl. Phys. B285 (1987) 423.
5. V.G. Knizhnik and A.B. Zamolodchikov, Nucl. Phys. B247 (1984) 83.
6. V.G. Kacˇ, Adv. Math. 35 (1980) 264; V.G. Kacˇ and D. Peterson, Bull. AMS
3 (1980) 1057; ibid., Adv. Math. 53 (1984) 125.
7. J. Distler and Z. Qiu, Nucl. Phys. B336 (1990) 533.
8. K.R. Dienes and S.-H.H. Tye, Model-Building for Fractional Superstrings,
McGill preprint McGill/91-29, Cornell preprint CLNS 91/1100, hepth@xxx/9112015
(November 1991).
9. D. Kastor, E. Martinec, and Z. Qiu, Phys. Lett. 200B (1988) 434; J. Bagger,
D. Nemeschansky, and S. Yankielowicz, Phys. Rev. Lett. 60 (1988) 389;
F. Ravanini, Mod. Phys. Lett. A3 (1988) 397. See also S.-W. Chung, E. Ly-
man, and S.-H.H. Tye, Fractional Supersymmetry and Minimal Coset Models
in Conformal Field Theory, Cornell preprint CLNS 91/1057, to appear in
Int. J. Mod. Phys. A7 (1992).
10. P.C. Argyres, J. Grochocinski, and S.-H.H. Tye, Nucl. Phys. B367 (1991)
217; ibid., Construction of the K = 8 Fractional Superconformal Algebras,
Cornell preprint CLNS 91/1126 (January 1992).
71
11. F. Gliozzi, J. Scherk, and D. Olive, Nucl. Phys. B122 (1977) 253. For a
review see, e.g., M.B. Green, J.H. Schwarz, and E. Witten, Superstring
Theory, Vols. 1 and 2 (Cambridge University Press, 1987).
12. C. Aneziris, A.P. Balachandran, L. Kauffman, and A.M. Srivastava, Int.
J. Mod. Phys. A6 (1991) 2519; J.A. Harvey and J. Liu, Phys. Lett. B240
(1990) 369.
13. A.S. Goldhaber, Phys. Rev. Lett. 36 (1976) 1122.
14. N. Koblitz, Introduction to Elliptic Curves and Modular Forms (Springer-
Verlag, New York, 1984).
15. R.C. Gunning, Lectures on Modular Forms (Princeton University Press,
Princeton, 1962).
16. S. Lang, Introduction to Modular Forms (Springer-Verlag, New York, 1976);
J. Lehner, Lectures on Modular Forms, National Bureau of Standards Ap-
plied Mathematics Series No. 61 (U.S. GPO, Washington, D.C., 1969); R.A.
Rankin, Modular Forms and Functions (Cambridge University Press, Cam-
bridge, England, 1977); J.-P. Serre, A Course in Arithmetic (Springer-Verlag,
New York, 1973).
72
