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Resumo
Este trabalho tem como objetivo apresentar soluções de controle para o prob-
lema de seguimento de veículos. Foram apresentadas três principais soluções de controle,
todas utilizando teoria de controle de sistemas sujeitos a saltos markovianos. A primeira e
a segunda soluções propostas utilizam controladores por realimentação de saída de ordem
completa e a terceira solução é uma estrutura que utiliza filtros observadores de estado e
controladores por realimentação de estado simultaneamente. A diferença entre a primeira
e a segunda soluções é a maneira como controlador lida com a ocorrência de falha de
transmissão de medidas através da rede. A terceira solução foi proposta com o objetivo de
adicionar robustez a incertezas paramétricas ao projetos de controle, visto que isso não
pode ser realizado com os controladores por realimentação de saída utilizados na primeira
e segunda soluções. Todos os projetos são obtidos por meio de desigualdades matrici-
ais lineares e todos os controladores e filtros são da classe H∞. E por fim é apresentada
uma análise em relação à sensibilidade ao atraso fixo. Com os resultados obtidos pela
análise dos testes de comportamento da norma H∞ e simulações Monte Carlo, podemos
afirmar que para os casos de estudo os controladores projetados com teoria de controle
de sistemas sujeitos à saltos markovianos são superiores ao controlador clássico H∞. A
comparação entre a primeira e a segunda soluções mostra que, para um ruído específico,
a segunda abordagem é mais confiável para o caso sem adição do atraso fixo, para o
caso com atraso o inverso ocorre. A terceira abordagem apresenta resultados superiores
à primeira e à segunda para o caso sem atraso, entretanto, ela é mais sensível ao atraso
fixo.
Palavras-chaves: Sistemas sujeito à markovianos; Problema de seguimento de veículos;
Controle robusto.
Abstract
This work has as objective to propose controller solutions for the vehicle follow-
ing problem. Three distinct control solutions were introduced, all of them use the Markovian
Jump Linear Systems framework. The first and the second solution are based on a dynamic
output feedback controller and the third solution is composed by a filter and state feedback
controller. The primary difference between the first and second solution is the controller
behavior when a network failure occurs. The third solution was proposed on order to add
robustness to parametric uncertanties in the control design. All the controllers were ob-
tained through optimization programs constrainedby Linear Matrix Inequalities and also all
the controllers are within the H∞ class. The sensibility of the proposed solution to the addi-
tion of fixed delay was also analysed. With the results obtained through H∞ norm test and
the Monte Carlo simulation, we can state that, for our case of study, the controllers designed
using the Networked Control System always have an greater or equal performance when
compared to those that do not take the transmission packet losses into consideration. The
comparison between the first and the second solution has shown that the second solution is
more reliable without the fixed delay. On the other handn for the case where the fixed delay
in included the opposite occurs. The third solution had a better performance when com-
pared to the other two is the case without the fixed delay, however, when the delay in added
the performance is drastically affected, since the third solution has a higher sensibility to
the fixed delay.
Keywords: Markovian Jump Linear System; Vehicle Following problem; Robust Control.
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CAPÍTULO I
Introdução
Desde a popularização dos automóveis movidos a combustão na década de
20,[FORD, 2007], a busca para tornar a condução desses veículos mais segura e sim-
ples sempre esteve presente para os desenvolvedores e fabricantes. No decorrer das úl-
timas décadas, inúmeros equipamentos foram criados com o intuito de aumentar a se-
gurança dos veículos, alguns exemplos são o sistema de freio Anti-lock Brake System
(ABS) [BURCKHARDT; BRUGGER; FAULHABER, 1989], e o Electronic Stability Program
(ESP)[REIF, 2014].
Mesmo que o campo de pesquisa relacionado a segurança de veículos au-
tomotivos tenha apresentando grandes avanços, o número de acidentes ainda chega a
níveis inaceitáveis [ADMINISTRATION et al., 2008; ASIRT, ]. Isto se deve a vários fato-
res como imperícia do condutor, falta de atenção, direção perigosa, entre outros. É notório
que a grande maioria dos acidentes são causados pelo condutor [ADMINISTRATION et
al., 2008]. Uma forma eficaz de minimizar o número de acidentes em estradas é diminuir a
necessidade de interação do condutor durante o trajeto e criar uma solução automatizada
para efetuar essa tarefa. Outra motivação para esse trabalho é a utilização de veículos
autônomos para a execução de testes de esforço dos seus componentes. Uma solução
automatizada aumentaria a eficiência dos testes, porque seria possível obter uma maior
quantidade de dados em um mesmo período de tempo se comparado com testes conduzi-
dos convencionalmente e também ocasionaria na minimização dos custos de implementa-
ção desses testes pela diminuição da mão-de-obra envolvida.
A automatização de veículos para teste pode ser caracterizada como um pro-
blema conhecido por seguimento de veículos [SEILER; SENGUPTA, 2001; CHANDLER;
HERMAN; MONTROLL, 1958; GAZIS; HERMAN; POTTS, 1959]. Esse problema consiste
em uma fila de veículos na qual o trajeto pode ser determinado pelo primeiro carro ou ser
um trajeto predeterminado e todos os outros carros da fila são totalmente autônomos, isto
é, não necessitam de interação humana para condução. Um característica desse problema
é que a comunicação entre os carros que pertencem à fila é necessariamente feita por re-
des sem fio. É sabido que esse tipo de redes de comunicação é mais suscetível a perda de
14
informação [BALAKRISHNAN et al., 1997]. Essas perdas de informação ocasionais podem
prejudicar o desempenho ou até mesmo inviabilizar o controle desses carros, dado que
na teoria de controle clássica [GEROMEL; KOROGUI, 2011; ZHOU et al., 1996; NAIDU,
2002] a perda de informação não é levada em consideração nos projetos de controlado-
res. Para o caso da implementação desse tipo de controle em estradas inteligentes essa
perda de informação pode ocasionar acidentes caso a taxa de perda de informação seja
suficientemente grande. No caso da implementação para os testes de esforço essa perda
de informação pode ocasionar situações onde o teste não é feito de maneira adequada
diminuindo a confiabilidade dos dados obtidos nas medições ou até mesmo inutilizando os
dados.
Uma proposta para se contornar esses problemas é a utilização da teoria de
controle em rede, também conhecida pelo termo em inglês Networked Control Systems. A
teoria de controle em rede, diferentemente da teoria clássica de controle, leva em conside-
ração as falhas inerentes a uma rede de comunicação.
A teoria de controle em rede é uma área do controle que abrange diferentes
abordagens, uma dessas abordagens é a teoria de controle com saltos markovianos vista
em [GEROMEL; GONÇALVES; FIORAVANTI, 2009; GONÇALVES; FIORAVANTI; GERO-
MEL, 2009; GONÇALVES; FIORAVANTI; GEROMEL, 2010; HESPANHA; NAGHSHTA-
BRIZI; XU, 2007], que traz como principal vantagem a possibilidade de projetar sistemas
de controle que funcionam em sistemas que permutam entre modos de maneira aleatória.
Essa característica permite que seja possível projetar controladores que levam em con-
sideração falhas em diferentes partes de sua topologia, por exemplo, nos atuadores, nos
sensores, no controlador ou até mesmo perda de pacotes durante a transmissão dos sinais.
Como já citamos, o problema de seguimento de carros, lida com uma fila de
carros onde o primeiro possui uma trajetória predeterminada e os outros carros têm que
executar a mesma trajetória do líder. Um dos problemas inerentes a essa situação é a
utilização mandatória de redes sem fio, sendo assim necessário considerar os problemas
derivados da utilização desse tipo de rede para efetuar comunicação entre componentes
do sistema de controle como sensores, controladores e atuadores.
Os controladores projetados nesse trabalho são todos da classe H∞, esse tipo
de controlador foi escolhido por sua característica de adição de robustez ao projeto, isto
é, por minimizar a interferência na saída causada por entradas exógenas (ruídos). Essa
característica traz um aumento de confiabilidade ao projeto, fazendo com que a norma
H∞ também seja uma boa ferramenta para medir o desempenho do sistema, [GEROMEL;
KOROGUI, 2011; ZHOU et al., 1996; NAIDU, 2002].
Para explicitar a vantagem de se empregar controladores projetados utilizando
a teoria de controle em rede, faremos uma comparação com técnicas que não levam em
consideração a perda de informação durante o projeto dos controladores. No presente
trabalho apresentamos a topologia proposta em [SEILER; SENGUPTA, 2001]. Diferentes
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topologias implicam em diferentes localizações para a perda de pacote e são relevantes
para o comportamento da norma H∞.
Outra proposta também tratada nesse trabalho é o projeto parametricamente ro-
busto de controladores markovianos discretos. A principal motivação para a adição desse
tipo de procedimento ao projeto de controle é que o processo de identificação pode ser uma
tarefa complexa e dispendiosa [BAFFET; CHARARA; LECHNER, 2009],[LJUNG, 1998],
[RUSSO; RUSSO; VOLPE, 2000], e algumas vezes chega a valores que não alcançam um
patamar de precisão desejado. Fazendo a síntese de controladores que levam em consi-
deração essas possíveis falhas e imprecisões no processo de identificação adicionamos
um nível maior de confiabilidade ao projeto de controle.
A adição dessas incertezas paramétricas no projeto de controle pode ser uma
tarefa complexa e requer a utilização de técnicas específicas. Utilizamos uma técnica de
incertezas politópicas para adicionar essas incertezas. Para a utilização desses sistemas
politópicos nos projetos de controle é necessário que esses politopos sejam convexos.
Outra dificuldade encontrada na inclusão de incertezas é que os procedimentos de discre-
tização normalmente utilizados não são viáveis, isso ocorre porque se discretizarmos os
vertices do sistema politópico para os parâmetros a tempo continuo não é possível afirmar
nada sobre convexidade do novo sistema politópico discreto, e sem essa informação não
é possível projetar esses controladores robustos. Por isso, há a necessidade de se empre-
gar técnicas diferenciadas para executar o processo de discretização, a técnica utilizada
no presente trabalho foi extraída de [BRAGA et al., 2013].
E por fim, estudamos a adição de delay de largura fixa nas soluções propostas.
A motivação para a adição de delay é que os veículos da fila devem executar os movimen-
tos comandados pelo líder na mesma posição em que este as executou. Os veículos devem
executar a mesma trajetória do veículo líder e não uma sombra do movimento executado
pelo líder.
I.1 Apresentação da Dissertação
A presente dissertação está dividida em sete capítulos. Este Capítulo I concei-
tuou o leitor na área temática do trabalho. Além disso, ele introduziu os primeiros conceitos
de controle através de redes e o tema principal desenvolvido no presente trabalho: o con-
trole de fila de carros por redes de comunicação não ideais.
O Capítulo II tem como objetivo contextualizar o leitor sobre o posicionamento
do tema da presente tese em estudos presentes na literatura.
O Capítulo III detalha conceitos teóricos como, Sistemas Lineares Sujeitos a
Saltos Markovianos, Norma H∞ para sistemas Markovianos, sínteses de controladores/
filtros, sistemas politópicos e procedimentos de discretização para sistemas politópicos.
Esse capítulo também apresenta o modelo para a dinâmica do veículo.
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O Capítulo IV é dividido em duas seções, sendo a Seção IV.1 a descrição do
problema a ser tratado na presente tese. Ela também traz a descrição da topologia do
sistema, isto é, a localização das falhas na rede, a localização das unidades de controle e
dos sensores. As Seção IV.2 apresenta as propostas de soluções para o problema descrito
no Capítulo III, e também faz considerações sobre as vantagens e desvantagens de cada
uma dessas abordagens.
O Capítulo V apresenta os parâmetros utilizados para realizar as simulações
tais como parâmetros do sistema, parâmetros de rede, comportamento e parâmetros dos
ruído, a definição de qual das constantes sofre variação paramétrica e também a definição
da amplitude dessa variação. O comportamento da entrada determinística do carro líder
também é apresentado.
O Capítulo VI apresenta os resultados obtidos com todas as abordagens e tam-
bém a comparação com abordagens que não levam em consideração a falha de comuni-
cação nem tampouco a incertezas paramétricas.
O Capítulo VII tem-se as conclusões mais importantes dos resultados obtidos
no presente trabalho e perspectivas para trabalhos futuros.
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CAPÍTULO II
Problema de Seguimento de Carros Na Literatura
O problema de seguimento de carros, do termo inglês Vehicle-following, con-
siste no controle de uma fila de carros em que o primeiro é conduzido por um piloto ou
segue uma trajetória predeterminada e todos os outros carros na fila devem executar o
mesmo trajeto.
Esse assunto vem sendo estudado desde a década de 1950 e diferentes ma-
neiras de interpretar o problema e modelá-lo surgiram. Em [PIPES, 1953], o problema é
estudado da seguinte forma, em vez de considerar a dinâmica individual de cada carro,
somente a dinâmica da fila é considerada com a proposta de uma equação dinâmica e
uma lei de seguimento. Essa lei de seguimento comanda a velocidade e a aceleração de
todos os carros na fila. Em [GAZIS; HERMAN; ROTHERY, 1961] é proposto o modelo não
linear "Follow-the-Leader"e há comparação com dados reais de tráfego em autoestradas.
Em [BRACKSTONE; MCDONALD, 1999] é apresentado um survey histórico dos trabalhos
mais importantes que tratam o problema de seguimento de veículos como um modelo di-
nâmico do fluxo de tráfego.
Uma abordagem mais recente é a utilização de Visão Computacional para con-
trolar os veículos e mantê-los seguindo o veículo líder. Em [DAS et al., 2002] é apresentado
o controle de formação de robôs car-like utilizando controle híbrido. Em [KEHTARNAVAZ;
GRISWOLD; LEE, 1991] utiliza-se Visão Computacional e Filtragem Recursiva para fazer o
seguimento do veículo líder. Em [RAMASWAMY; BALAKRISHNAN, 2008] também é feito o
controle de formação de robôs car-like utilizando uma lei de controle não linear derivada da
análise de Lyapunov. Em [PETERSEN; RUKGAUER; SCHIEHLEN, 1996] é proposto um
modelo no qual existe uma barra que mantêm a distância entre os carros e o foco do con-
trole é somente nas forças laterais presentes no veículo. Em [SEILER; SENGUPTA, 2001]
é apresentada a abordagem que utiliza Controle em Rede para fazer com que o segundo
veículo siga o trajeto do veículo líder, o controlador é calculado utilizando Desigualdades
Matriciais Lineares traduzido do termo em inglês Linear Matrices Inequalities (LMI). Em
[BUEHLER; IAGNEMMA; SINGH, 2009], são apresentados os precedimentos utilizados
pelo time que participou do DARPA CHALLENGE para gerar uma solução de uma pro-
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blema semelhante ao tratado nesse trabalho. Em [BUEHLER; IAGNEMMA; SINGH, 2009]
procurava-se criar um veículo totalmente autônomo, para isso foram associadas diversas
técnicas como Visão Computacional, Teoria de Controle e machine learning. Em [HASSAN;
YAHYA et al., 2006], é proposta a utilização do car-like model e linearização de estados
através de realimentação dinâmica. Esses são alguns dos exemplos de soluções existentes
na literatura.
Atualmente, existem inúmeras empresas que estão desenvolvendo carros autô-
nomos como, Google, Baidu, Mobileye, BMW, Ford e outras. Entre essas fabricantes cita-
das nem todas expõem os resultados preliminares obtidos até o momento em suas pesqui-
sas. Entretanto, a empresa Google tem apresentado os resultados de seus experimentos
feitos nas ruas das cidades Mountain View, CA, Austin, TX, Kirkland, WA e Metro Phoe-
nix, AZ,[PROJECT, ]. Os resultados apresentados nesses experimentos mostram que essa
tecnologia é viável.
Entretanto, os níveis de automatização apresentados por todos esses projetos
são distintos e por isso existe a necessidade de classificá-los. Segundo National Highway
Traffic Safety Administration existem 4 níveis de automatização em veículos [NHTSA, ]:
Definição
Nível 0 O motorista controla o carro o tempo todo e não tem nenhum tipo de assistên-
cia.
Nível 1 O motorista possui a assistência de alguns sistemas como controle de estabi-
lidade e frenagem assistida.
Nível 2 Além dos sistemas do nível 1, o motorista também tem acesso ao modo cru-
zeiro e lane keeping.
Nível 3 O motorista pode ceder o controle do carro em algumas situações específicas.
Nível 4 O motorista não precisa tomar nenhuma decisão, o carro fará toda viagem
automaticamente.
Tabela 1 – Nível de automatização
II.1 Proposta apresentada no presente trabalho
Nesse trabalho, tratamos de um caso semelhante aos casos citados na seção
anterior, a abordagem utilizada tem como fundamento a técnica apresentada em [SEI-
LER; SENGUPTA, 2001], [GEROMEL; GONÇALVES; FIORAVANTI, 2009] e [GONÇAL-
VES, 2009]. A principal motivação da reutilização dessas técnicas é que a abordagem de
controle apresentada nesses trabalhos considera a falha de comunicação inerente ao pro-
blema de seguimento de carros utilizando controle com saltos markovianos e LMIs. Entre-
tanto, o modelo dinâmico do veículo utilizado em ambos os trabalhos é uma aproximação
muito distante da dinâmica real de uma veiculo, o modelo utilizado nesses trabalhos era
um duplo integrador, onde não eram consideradas as forças laterais. A não consideração
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das forças laterais faz com que esses resultados sejam validos apenas para trajetórias
retilíneas. No presente trabalho, o objetivo é estender os resultados aplicando a mesma
técnicas em um modelo mais realista e também incluir outras questões como incertezas
paramétricas. O procedimento apresentado em [SEILER; SENGUPTA, 2001] considera um
sistema estendido com os estados de dois ou mais carros sendo que os primeiros esta-
dos representam o carro líder e os estados subsequentes representam os estados dos
outros carros da fila. Esse procedimento para estender o sistema é explicado detalhada-
mente na Seção IV.2.1. Com as matrizes do sistema devidamente montadas, apresenta-
mos três soluções distintas, a primeira e a segunda utilizam os controladores de ordem
completa dependentes do modo, isto significa que os controladores projetados tem dois
modos, um modo para quando a transmissão de informação ocorre sem problemas e outro
para quando ocorre uma falha na transmissão. Para utilizar esses controladores temos que
considerar que é possível detectar a ocorrência de falha na rede. A diferença entre essas
duas abordagens é o comportamento do controlador quando a falha ocorre, a primeira é
chamada Zero e nela o controlador não insere um sinal de controle quando a falha ocorre,
a segunda é chamada Hold e nela o controlador utiliza o último sinal de controle obtido até
que um novo sinal seja recebido. A terceira abordagem apresentada tem como principal
motivação a inserção de incertezas paramétricas, para isso é utilizada uma solução estru-
turada que emprega um filtro observador de estado dependente do modo em conjunto com
um controlador por realimentação de estado, essa estrutura é utilizada por motivos que
serão detalhados na Seção IV.2.2. A síntese de todos esses controladores e filtros é feita
com a utilização de desigualdades matriciais lineares (LMI). Fazemos a análise do com-
portamento da norma H∞ em relação à variação da probabilidade de perda de pacote para
todos os três casos e para o terceiro caso fazemos outras análises relevantes. Fazemos
também a análise dos sinais em simulações Monte Carlo para observar o comportamento
do erro quadrático médio e do desvio padrão. Comparamos os controladores citados com
o controlador clássico, isto é, controlador que não considera a perda de pacote, para de-
monstrar a superioridade das soluções obtidas com a teoria de controle em rede. E por
fim, adicionamos delay fixo às soluções apresentadas, a motivação para a adição de delay
fixo é fazer com que os veículos seguidores executem as manobras no local certo, fazendo
com que os seguidores mantenham a mesma trajetória do líder.
20
CAPÍTULO III
Marco Teórico
Neste capítulo fazemos a apresentação do ferramental teórico e dos procedi-
mentos de modelagem necessários para compreender e implementar as soluções propos-
tas nos capítulos subsequentes.
III.1 Notação
A notação utilizada nesse trabalho é a usual, onde as letras maiúsculas repre-
sentam matrizes e as letras minúsculas representam vetores e escalares. O simbolo (′)
representa a transposta de uma matriz ou vetor. O simbolo (•) indica que o termo é indu-
zido pela simetria de uma matriz estruturada em blocos. O conjunto de números naturais é
indicado por N, enquantoK = {1, 2, · · · , N} é um conjunto que representa os N diferentes
estados de uma cadeia de Markov. Dado que N2 é um número inteiro não-negativo e pij
satisfaz pi1 + · · ·+ piN = 1, ∀ i ∈ K a combinação convexa dessas matrizes com pesos
pij é indicada por Xpi =
∑N
j=1 pijXj, ∀ i ∈ K.
Para um sinal estocástico φ(k) definido no domínio do tempo discreto k ∈ N,
a norma quadrática é ‖φ‖22 =
∑∞
k=0 E{φ(k)′φ(k)}. L2 indica a classe de sinais φ(k) ∈
Rr, k ∈ N tal que ‖φ‖22 é finita. As letras gregas maiúsculas representam um politopo
convexo, e.g. Γ(α) = {A(α1), · · · , A(αn)} onde A(αi) é um vértice do politopo.
III.2 Sistemas Lineares Sujeitos a Saltos Markovianos
Um sistema linear sujeito a saltos markovianos (MJLS) pertence a uma classe
de sistemas que comutam entre diferentes modos. Tais comutações ocorrem de acordo
com um processo estocástico, no caso, uma cadeia de Markov [LEON-GARCIA, 2008].
Cada subsistema ou modo possui uma dinâmica própria. Uma representação de um sis-
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tema linear sujeito a saltos markovianos é,
G :

x(k + 1) = A(θk)x(k) +B(θk)u(k) + J(θk)w(k),
y(k) = Cy(θk)x(k) + Ey(θk)w(k),
z(k) = Cz(θk)x(k) +D(θk)u(k) + Ez(θk)w(k),
(III.1)
onde x(k) ∈ Rn é o vetor de estado, w(k) ∈ Rm são as entradas exógenas, i.e., pertur-
bações aleatórias, e u(k) ∈ Rq é o vetor de sinais de controle. O vetor y(k) ∈ Rs contém
as saídas medidas, o vetor z(k) ∈ Rq representa as saídas controladas. A variável θk é
uma variável aleatória e assume valores no conjunto K = {1, 2, · · · , N}, cada um desses
valores representa um modo específico do sistema e a cada instante k esse modo pode ou
não ser modificado. Como foi dito, essas transições ocorrem de acordo com uma cadeia
de Markov com probabilidades de transição dadas por pij = Prob(θk+1 = j|θk = i), pij ≥ 0
e
∑N
j=1 pij = 1 ∀ i ∈ K. A matriz de probabilidades de transição é representada por
P = [pij], por motivos de simplificação de notação, deste ponto em diante representamos
A(θk) = Ai sempre que θk = i ∈ K. Para uma explicação mais detalhada sobre o Sis-
temas Lineares Sujeitos a Saltos Markovianos consulte [COSTA; FRAGOSO; MARQUES,
2006; GEROMEL; GONÇALVES; FIORAVANTI, 2009; SEILER; SENGUPTA, 2005], esses
trabalhos apresentam soluções de controle que utilizam MJLS.
Com essas características é possível utilizar essa classe de sistemas para mo-
delar o erro na transmissão de informações através de um canal de comunicação. Essa
modelagem de erro pode ser feita chaveando aleatoriamente as matrizes responsáveis
pela transmissão de algum dos sinais, por exemplo, se a falha estiver presente na trans-
missão entre o controlador e o atuador, a matriz B(θk) seria alterada convenientemente. A
matriz que sofrerá chaveamento aleatoriamente depende da localização da falha na topo-
logia do sistema.
III.3 Definição de Estabilidade para Sistemas Markovianos
Agora vamos definir o conceito de estabilidade e apresentar condições de tes-
tes para a classe de sistema definidos por (III.1). Isso é necessário antes de introduzir
qualquer conceito referente ao projeto de controladores. Existem três definições de es-
tabilidade para sistemas markovianos discretos: por média quadrática, estabilidade esto-
cástica e estabilidade exponencial por média quadrática [JI, 1991; COSTA; FRAGOSO;
MARQUES, 2006; FENG et al., 1992]. Essas definições são conhecidos como estabilidade
de segundo momento [FENG et al., 1992], as três condições recebem o mesmo nome por
serem equivalentes. Para a averiguação da estabilidade de segundo momento de um sis-
tema podemos utilizar a condição em forma de desigualdade matriciais lineares descrita
pelo Teorema abaixo,
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Teorema III.1 O sistema (III.1), desconsiderando entradas exógenas (w = 0 e u = 0), é
estável pelo segundo momento, se e somente se, existirem matrizes Pi simétrica e definida
positiva para todo i ∈ K, tais que exista solução para à seguintes desigualdades,∑
j∈K
pijA
′
iPjAi − Pi < 0, i ∈ K (III.2)
A prova deste teorema é apresentada com detalhe em [COSTA; FRAGOSO, 1993; FENG
et al., 1992]. Todas as restrições apresentadas ao longo desse trabalho são baseadas na
condição (III.2).
III.4 Norma H∞ para Sistemas Markovianos
A norma H∞ é uma medida de desempenho importante para sistemas dinâ-
micos, porque reflete o seu nível de robustez, isto é, a norma H∞ pode ser interpretada
como a influência do pior ruído quadraticamente somável na energia da saída z(k). Devido
a esse fator, projetar sistemas de controle utilizando a norma H∞ como critério de projeto
aumenta o nível de confiabilidade porque a norma assegura um nível de desempenho para
o qual o sistema de controle foi projetado mesmo que esse sistema sofra interferências de
ruídos externos. A norma H∞ é definida da seguinte forma,
‖G‖2∞ := sup
06=w∈L2, θ0∈K
‖z‖22
‖w‖22
. (III.3)
Essa definição é apresentada em [SEILER; SENGUPTA, 2005]. Uma característica interes-
sante da norma H∞ para sistemas lineares sujeitos a saltos markovianos é que a norma
H∞ clássica é um caso especial da norma H∞ markoviana, observe que se o valor de
θk for único, o valor da norma markoviana será o mesmo valor da norma clássica. Mais
informações sobre o assunto podem ser encontradas em [GEROMEL; GONÇALVES; FIO-
RAVANTI, 2009; GEROMEL; KOROGUI, 2011; COSTA; FRAGOSO; MARQUES, 2006].
III.4.1 Cálculo da norma H∞ para sistemas markovianos utilizando LMIs
O cálculo da norma H∞ definida na seção (III.3), pode ser realizado através
da solução de um problema de otimização convexa na forma de desigualdades matriciais
lineares.
Teorema III.2 Dado um sistema (III.1) estável pelo segundo momento, a norma H∞ da
saída z em relação à entrada w é limitada por ‖G‖2∞ < γ, se, e somente se, existirem
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Pi = P
′
i > 0 ∀ i ∈ K, Ppi =
∑
j∈K pijPj e γ > 0,
Pi • • •
0 γI • •
PpiAi PpiJi Ppi •
Czi Ezi 0 I
 > 0, (III.4)
forem satisfeitas para todo i ∈ K e o sistema for fracamente controlável.
A prova desse teorema pode ser encontrada em [SEILER; SENGUPTA, 2005].
III.5 Controlador Dinâmico de Saída Markoviano
Dado o sistema (III.1) é possível minimizar a norma H∞ entre a entrada exó-
gena w e a saída z utilizando o controlador dinâmico de saída dependente do modo des-
crito por
C :
xc(k + 1) = Ac(θk)xc(k) +Bc(θk)y(k)u(k) = Cc(θk)xc(k) +Dc(θk)y(k) , (III.5)
onde xc(k) ∈ Rn é o vetor de estado do controlador, y(k) ∈ Rs é o vetor das saídas
medidas e u(k) ∈ Rq são os sinais de controle. O sistema em malha fechada obtido através
da conexão entre o sistema (III.1) e o controlador (III.5) é o seguinte,
Gc :
x˜(k + 1) = A˜(θk)x˜(k) + B˜(θk)y(k)z(k) = C˜(θk)x˜(k) + D˜(θk)y(k) , (III.6)
sendo x˜(k) = [x(k)′ xc(k)′]′ e as matrizes do sistema em malha fechada são,
A˜i =
[
Ai +BiDciCyi BiCci
BciCyi Aci
]
, J˜i =
[
Ji +BiDciEyi
BciEyi
]
, (III.7)
C˜i =
[
Czi +DziDciCyi DziCci
]
, E˜i =
[
Ezi +DziDciEyi
]
. (III.8)
O diagrama de blocos da Figura III.2 representa o esquema do Controlador Markoviano de
Ordem Completa, onde o bloco Υ representa o atraso unitário em tempo discreto.
III.5 Controlador Dinâmico de Saída Markoviano 24
Cadeia
de Markov
Figura III.1 – Diagrama de bloco para o controlador de ordem completa.
Uma maneira de se obter as matrizes do controlador que minimizam a norma
H∞ é descrita no teorema abaixo,
Teorema III.3 Existe um controlador dependente do modo que satisfaça a condição ‖Gc‖2∞ <
γ se, e somente se, existirem matrizes simétricas Xi, Zi, Xpi =
∑
j∈K pijXj e Zpi =∑
j∈K pijZij, i ∈ K, e matrizes Mi, Li, Fi, Ki, Hi com dimensões compatíveis tais que,
Yi • •I Xi •
0 0 γI
 Π′i(Zi, Xi,Mi,
Fi, Ki, Li)
Πi(Zi, Xi,Mi,
Fi, Ki, Li)
Hi +H
′
i − Zpi • •
I Xpi •
0 0 I


> 0, (III.9)
[
Zij •
Hi Yj
]
> 0. (III.10)
A matriz Πi é definida como:
Πi(Zi, Xi,Mi, Fi, Ki, Li) = AiYi +BiLi Ai +BiKiCyi Ji +BiKiEyiMi XpiAi + FiCyi XpiJi + FiEyi
CziYi +DziLi Czi +DziKiCyi Ezi +DziKiEyi
 (III.11)
A prova é apresentada em [GEROMEL; GONÇALVES; FIORAVANTI, 2009]. Se todas as
condições do Teorema III.3 forem satisfeitas e uma solução factível for encontrada as ma-
trizes do controlador (III.5) podem ser calculadas a partir de,[
Aci Bci
Cci Dci
]
=
[
Upi XpiBi
0 I
]−1 [
Mi −XpiAiYi Fi
Li Ki
][
V ′i 0
CyiYi I
]−1
, (III.12)
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satisfazendo (III.9) e (III.10), onde Upi =
∑
j∈K pijUj , com matrizes Ui = Y
−1
i −Xi e Vi = Yi
∀ i ∈ K.
III.6 Filtro Markoviano de Ordem Completa
Nesta seção faremos a apresentação do Filtro Markoviano utilizado no projeto
da solução de controle robusta a variações paramétricas. A utilização desse filtro é neces-
sária porque o controlador apresentado na equação (III.5) não permite lidar com incertezas
politópicas. Isso ocorre devido a necessidade da utilização das matrizes do sistema (III.1)
na construção das matrizes do controlador. É possível constatar essa caraterística fazendo
a análise de (III.12). Considere o filtro de ordem completa dependente do modo F ,
F :
xf (k + 1) = Af (θk)xf (k) +Bf (θk)y(k), xf (0) = 0,zf (k) = Cf (θk)x(k) +Df (θk)y(k), (III.13)
onde xf (k) ∈ Rn, zf (k) ∈ Rr, e y(k) ∈ Rq, são, respectivamente, o vetor de estados
do filtro, a saída estimada e a saída de medidas da planta. O erro estimado é dado por
e(k) = z(k) − zf (k), e esse sistema dinâmico equivalente é dado pela combinação das
equações (III.1), u(k) ≡ 0 e (III.13):
Go :
xˆ(k + 1) = Aˆ(θk)xˆ(k) + Jˆ(θk)y(k)e(k) = Cˆ(θk)xˆ(k) + Eˆ(θk)y(k) , (III.14)
sendo xˆ(k) = [x(k)′ xf (k)′]′ ∈ R2n com as matrizes do sistema dadas por,
Aˆi =
[
Ai 0
BfiCyi Afi
]
, Jˆi =
[
Ji
BfiEyi
]
, (III.15)
Cˆi =
[
Czi −DfiCyi Cfi
]
, Eˆi =
[
Ezi +DfiEyi
]
. (III.16)
O diagrama de blocos da Figura III.2 representa o esquema do Filtro Markovi-
ano de Ordem Completa.
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Figura III.2 – Diagrama de blocos para o Filtro de Ordem Completa.
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Para projetar o filtro, devemos resolver um problema convexo com restrições
em forma de LMIs. Isso é possível utilizando o teorema a seguir.
Teorema III.4 Existe um filtro na forma da equação (III.13), tal que ‖Go‖2∞ < γ, se, e
somente se, existirem matrizes simétricas Xi, Zi, e matrizes Hi, Mi, Li, Fi, Ki com dimen-
sões compatíveis que satisfazem as LMIs:
Zi • •Zi Xi •
0 0 γI
 Ψ′i(Zpi, Hi, Fi,Mi, Li)
Ψi(Zpi, Hi, Fi,Mi, Li)
Zpi • •0 Hi +H ′i + Zpi −Xpi •
0 0 I


> 0 (III.17)
onde Ψi é definida como:
Ψi(Zpi, Hi, Fi,Mi, Li) =
 ZpiAi ZpiAi ZpiJiHiAi + Fi + Cyi +Mi HiAi + FiCyi HiJi + FiEyi
Czi −KiCyi + Li Czi −KiCyi Ezi −KiEyi

As matrizes do filtro são dadas por:
Afi = −H−1i Mi, Bfi = −H−1i Fi, Cfi = −Li, Dfi = Ki. (III.18)
A prova para o Teorema III.4 pode ser encontrada em[FIORAVANTI; GONÇALVES; GERO-
MEL, 2015].
III.7 Controlador Markoviano por Realimentação de Estado
Vamos considerar um controlador por realimentação de estados dado pela
equação,
u(k) = K(θk)x(k). (III.19)
O sistema em malha fechada é dado por,
Gk :
xˆ(k + 1) = (A(θk) +B(θk)K(θk))x(k) + J(θk)w(k)z(k) = (Cz(θk) +D(θk)K(θk))x(k) + Ez(θk)w(k) , (III.20)
O projeto dos ganhos do controlador pode ser obtido por meio de um problema de otimi-
zação convexo cujas restrições estão na forma de LMIs, como mostra o próximo teorema.
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Teorema III.5 Existe uma controlador por realimentação de estado dependente do modo
na forma (III.19), tal que ‖Gk‖2∞ < γ, se e somente se, existirem matrizes simétricas Xi e
Zij e matrizes Gi, Hi e Yi com dimensões compatíveis que satisfazem as LMIs:
Gi +G
′
i −Xi • • •
0 γ • •
AiGi +BiYi Ji Hi +H
′
i − Zpi •
CziGi +DziYi Ezi 0 I
 > 0 (III.21)
[
Zij •
Hi Xj
]
> 0 (III.22)
O ganho do controlador é obtido por Ki = YiG
−1
i .
A prova para o Teorema III.5 pode ser encontrada em [GONCALVES; FIORAVANTI; GE-
ROMEL, 2012].
III.8 Sistemas Politópicos
Um sistema politópico pode ser entendido como um sistema linear como o mos-
trado na equação (III.1), porém, alguns de seus parâmetros possuem incertezas. As incer-
tezas podem ser representadas através de combinações convexas das matrizes do sistema
com vértices conhecidos. Em posse dessas informações, é possível criar um sistemas de
matrizes que pertencem a um politopo com um número finito de vértices. Cada um desses
vértices representa um sistema linear com uma específica combinação dos valores extre-
mos dos parâmetros incertos. A região convexa resultante da combinação convexa desses
vértices gera uma região que representa todas as possíveis combinações de valores da
matriz do sistema.
III.8.1 Estabilidade Robusta em Sistemas Politópicos
Dado o politopo Γ composto por matrizes,
Γ , {A(α) : A =
S∑
i=1
αiAi;α ∈ ∆S}, (III.23)
onde S representa o número de vértices e ∆S é o conjunto simplex, i.e.,
∆S = {α ∈ RS ;
S∑
i=1
αi = 1 ; αi ≥ 0}, (III.24)
um politopo é considerado estável no caso discreto quando todos o vértices e todas as
combinações convexas entre os vértices são estáveis, isto é, todos os autovalores estão no
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interior do círculo unitário. Veja [OLIVEIRA; PERES, 2005] para uma explicação completa
sobre o assunto.
Uma vez tendo entendido o conceito de sistemas politópicos, precisamos expli-
car como aplicá-lo ao projeto dos controladores e filtros utilizados no presente trabalho. Um
exemplo é o controlador (III.5), observe que as matrizes do controlador obtidas por (III.12)
são dependentes das matrizes do sistema Ai, Bi, Ji. Portanto, não é possível projetar um
único controlador para lidar com todas as diferentes combinações que representam as
incertezas do sistema. Por outro lado, com o filtro (III.13) e com o controlador de realimen-
tação de estado (III.19) é possível projetar as matrizes do filtro Afi, Bfi, Cfi, Dfi e o ganho
Ki dado que eles dependem apenas das variáveis das LMIs. Enquanto impusermos que
essas variáveis assumam valores constantes, independentemente da variação politópica,
podemos obter filtros e controladores que garantem um limite superior para a norma H∞. É
importante salientar que, com a adição dessas restrições que representam as incertezas,
as LMIs do Teorema III.4 e III.5 perdem a condição necessária para a existência do filtro e
controlador que limitam o valor da norma H∞, mas a condição de suficiência se mantêm.
III.9 Discretização de Sistemas Politópicos
O processo de discretização de sistemas lineares é um procedimento corri-
queiro e existem várias maneiras de fazê-lo, como por exemplo o Segurador de Ordem-
Zero. Entretanto, o processo de discretização comum introduz alguns desafios para os
sistemas politópicos.
Isso ocorre porque o politopo obtido discretizando todas as matrizes pertencen-
tes ao sistema politópico contínuo é diferente do politopo obtido pela discretização dos vér-
tices e combinação desses vértices através de somas convexas. Portanto, procedimentos
normalmente utilizados como o Segurador de Ordem-Zero são inapropriados para execu-
tar essa tarefa. Isso ocorre porque a região obtida discretizando cada um dos vértices com
o Segurador de Ordem-Zero é diferente da região obtida utilizando um método apropriado
para a discretização de um sistema politópico. Essa diferença nas regiões obtidas significa
perda de informação e, em alguns casos, o politopo contínuo é convexo e compacto, mas
o sistema politópico discreto não é convexo.
Existem soluções propostas pela literatura para levar em conta o processo de
discretização de um sistema politópico, como [SHIEH; WANG; CHEN, 1998; HETEL; DA-
AFOUZ; LUNG, 2007; KOTHARE; BALAKRISHNAN; MORARI, 1996; WADA; SAITO; SA-
EKI, 2004]. Esses procedimentos são soluções numéricas ou desenvolvimento de séries
de Taylor das matrizes exponenciais relacionadas ao processo de discretização, com a
característica de possuir um número fixo de termos da serie. A solução utilizada nesse tra-
balho é apresentada em [BRAGA et al., 2013] e também se baseia em desenvolvimento de
série de Taylor, com variados números de termos na série, representado por l. Essa funci-
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onalidade é essencial para o desempenho do controlador, dado que para alguns sistemas
é necessário que o número de termos da série de Taylor seja suficientemente elevado
para alcançar o nível de precisão desejado. Considerando o sistema politópico no tempo
contínuo,
x˙(t) = Acont(α)x(t) +Bcont(α)u(t), (III.25)
o sistema politópico discreto equivalente é,
x(k + 1) = Adisc(α)x(k) +Bdisc(α)u(k), (III.26)
onde é possível escrever as matrizes discretas da seguinte forma,
Adisc(α) = Al(α) + ∆Al(α), (III.27)
Bdisc(α) = Bl(α) + ∆Bl(α), (III.28)
onde Al(α), Bl(α) são dadas pelo desenvolvimento em série de Taylor e ∆Al(α), ∆Bl(α)
são o resíduo da série. As matrizes Al(α), Bl(α),∆Al(α) e ∆Al(α) podem ser calculadas
da seguinte forma,
Al(α) =
l∑
j=0
Acont(α)
j
j!
T j, (III.29)
Bl(α) =
l∑
j=1
Acont(α)
j−1
j!
T jBcont(α), (III.30)
∆Al(α) = e
Acont(α)T − Al(α), (III.31)
∆Bl(α) =
(∫ T
0
eAcont(α)sds
)
Bcont(α)−Bl(α), (III.32)
onde l ∈ N é o número de termos do desenvolvimento em série de Taylor e T > 0 é
o período de amostragem. Após o desenvolvimento em série de Taylor o polinômio que
representa o politópo discreto deve ser homogeneizada. Essa homogeneização de polinô-
mio é feita em relação a variável α, pois todos os termos do polinômio Al(α) devem ter o
mesmo grau. Rearranjando o polinômioAl(α) para que só exista um único índice para cada
combinação de α, esses índices são os vértices do politopo discreto, para mais detalhes
veja [BRAGA et al., 2013].
O resíduo é uma medida importante no presente processo, porque é ligado à
garantia do desempenho do controlador. Para garantir o desempenho, precisamos limitar a
norma do sistema. Para isso utilizamos o Teorema do Pequeno Ganho. Na Figura III.3, G é
o nosso sistema, F é o filtro, K é controlador de controlador de realimentação de estados.
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Figura III.3 – Diagrama de bloco para o Teorema do Pequeno Ganho.
Teorema III.6 Suponhamos que ψ > 0. O sistema interligado mostrado na Figura III.3 é
internamente estável para qualquer ∆ com
• ‖∆‖∞ ≤ 1/ψ se e somente se ‖Gmf‖∞ < ψ
• ‖∆‖∞ < 1/ψ se e somente se ‖Gmf‖∞ ≤ ψ
A prova pode ser vista em [ZHOU et al., 1996; GEROMEL; KOROGUI, 2011]. O teorema
pode também ser entendido como,
‖Gmf‖∞‖∆‖∞ < 1 ∀ ω ∈ R. (III.33)
É importante lembrar que o valor do resíduo diminui à medida que o número de termos
do desenvolvimento em série de Taylor aumenta, então caso um valor pequeno de l seja
utilizado, a condição (III.33) talvez não seja satisfeita. Esse é o motivo de utilizarmos esse
procedimento, encontrar um valor apropriado de l para assegurar que a condição (III.33) é
satisfeita.
III.9.1 Exemplo
Para ilustrar a necessidade da utilização dessa estratégia apresentaremos um
caso onde a diferença entre discretizar os vértices do politopo utilizando procedimentos
comuns como o Segurador de Ordem-Zero e a discretização utilizando expansão em série
de Taylor é visível.
Vamos considerar um sistema politópico contínuo com três vértices, e então
plotamos os autovalores de todas as combinações dos vértices dois a dois, e um número
de combinações de matrizes internas dos politopos. Os vértices do sistema contínuo são,
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Acont(1) =
[
−16.1405 −12.6164
1.8619 −17.3879
]
, (III.34)
Acont(2) =
[
−18.1865 −15.0000
0.0000 −19.5920
]
, (III.35)
Acont(3) =
[
−21.8238 −19.2375
3.3634 −23.5104
]
. (III.36)
As Fig. III.4a,III.4b, são respectivamente a nuvem politópica para o sistema dis-
creto obtido com Segurador de Ordem-Zero, e o segundo para a abordagem que utiliza
desenvolvimento em série de Taylor para somente dois termos, isto é, l = 2.
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Figura III.4 – Comparação dos métodos de discretização.
Observe que o segundo gráfico tem uma maior quantidade de informação que
é perdida se assumirmos que somente a discretização do vértices usando o Segurador
de Ordem-Zero e a recombinação deles é suficiente para obter a discretização do conjunto
original. Outra informação que podemos extrair desses gráficos é que existe a possibilidade
de que o politopo discreto possa ser instável, isto é, possuir autovalores fora do circulo
unitário, essa característica pode não ser observada na discretização com Segurador de
Ordem-Zero.
III.10 Adição de atraso fixo em sistemas discretos
Nessa seção faremos uma explicação do procedimento para a adição de atraso
fixo em sistemas discretos e possíveis efeitos causados no desempenho do sistema. A
justificativa para a inserção de atraso fixo é garantir que os seguidores sigam a trajetória
traçada pelo líder. Nas Fig. III.10 são apresentadas duas situações, onde a Fig. III.5a é o
caso onde não temos a adição de atraso e a Fig. III.5b é o caso com a adição de atraso.
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(a) Sem atraso/"shadowing"
Seguidor 1
Seguidor 2
Seguid
Seguidor 4
(b) Com atraso
III.10.1 Estrutura para adição de atraso ao sistema
Considere o sistema linear discreto (III.1). Para considerarmos o atraso, os es-
tados medidos do sistema devem ser aumentados para que as saídas de instantes anteri-
ores também façam parte do vetor de estados no instante presente [FRIDMAN, 2014], da
seguinte forma,
xaug(k) =
[
x(k)′ y(k − 1)′ y(k − 2)′ . . . y(k − h)′
]′
. (III.37)
Com esta extensão do vetor de estados, consequentemente, temos novas matrizes do
sistema dadas por,
xaug(k + 1) =

A 0 0 . . . 0
Cy 0 0 . . . 0
0 I 0 . . .
...
...
...
. . . 0 0
0 0 . . . I 0

xaug(k) +

B
0
0
...
0

u(k) +

J
Ey
0
...
0

w(k). (III.38)
A análise de desempenho e estabilidade desses sistemas aumentados podem
ser vistos em maior profundidade em [FRIDMAN, 2014].
III.11 Modelagem do Carro
Esta seção contém a descrição do modelo dinâmico bicicleta e sua linearização.
Esse modelo é uma aproximação amplamente utilizada na literatura em motion planning,
path tracking ou simplesmente para a análise do comportamento de um veículo.
III.11.1 Modelo dinâmico
A dinâmica de um veículo é muito complexa e para obter um modelo que atenda
a um critério de precisão elevado seria necessário criar um modelo não-linear e de difícil
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tratamento numérico. O modelo de bicicleta é amplamente utilizado na literatura, [SNIDER,
2009; BEDOYA; FERREIRA; NETO, ; GARCIA; FERREIRA; NETO, 2014; BUEHLER; IAG-
NEMMA; SINGH, 2009; AVAK, 2004], por apresentar uma relação "complexidade x preci-
são" razoável. Esse modelo tem como foco a análise da dinâmica das forças laterais que
atuam no veículo durante seu movimento. Esse modelo permite criar controladores lineares
que apresentam resultados satisfatórios, apesar de algumas suposições e simplificações
embutidas no modelo. O diagrama de forças é apresentado na Figura III.5,
X
Y
Figura III.5 – Modelo de Bicicleta.
A Tabela 2 mostra a descrição das constantes e variáveis que estão presentes
no diagrama de forças da Fig. III.5,
Simbolo Definição
Jv momento de inércia do carro
lf distância entre o centro gravitacional e o eixo dianteiro
lr distância entre o centro gravitacional e o eixo traseiro
cf parâmetro de rigidez em curvas para as rodas dianteiras
cr parâmetro de rigidez em curvas para as rodas traseira
m massa do carro
vx velocidade no eixo x
vy velocidade no eixo y
δ ângulo de esterçamento das rodas dianteiras
r representação da velocidade angular em torno do eixo de guinada
L distância entre os eixos
Tabela 2 – Definição para os parâmetros da Figura III.5.
As forças laterias do diagrama III.5 podem ser escritas da seguinte forma,
Fyfcos(δ)− Fxfsin(δ) + Fyr = m(v˙y + vxr). (III.39)
Considerando que há somente movimentos no plano, que o centro de gravidade
está posicionado ao longo da linha central do veiculo, a inércia no eixo de guinada (yaw) e
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balanceando a equação temos
lf (Fyf cos(δ))− lr(Fyr − Fxf sin(δ)) = Jvr˙, (III.40)
sendo r o coeficiente angular no eixo de guinada (yaw). Os ângulos de deslizamento dos
pneus podem ser escritos como,
αf = tan
−1
(
vy − lfr
vx
)
− δ, (III.41)
αr = tan
−1
(
vy − lrr
vx
)
. (III.42)
Agora, descrevendo as forças geradas pelas rodas como linearmente proporci-
onais ao ângulo de deslizamento, as forças laterais são dadas por
Fyf = cfαf , (III.43)
Fyr = crαr. (III.44)
Se assumirmos que a variação da velocidade no eixo x é nula, isto é, x¨ = 0, é
possível dizer que,
Fxf = 0. (III.45)
Com isso, podemos substituir as equações (III.41) e (III.43) em (III.39), e isolando em v˙y e
r˙, obtemos as equações dinâmicas abaixo,
v˙y =
−cf
[
tan−1(vy+lf r
vx
)− δ
]
cos(δ)− cr tan−1 vy+lrrvx
m
− vxr, (III.46)
r˙ =
−lfcf
[
tan−1(vy+lf r
vx
)− δ
]
cos(δ)− lrcr tan−1 vy+lrrvx
Jv
. (III.47)
III.11.2 Linearização do Modelo do Veículo
Para projetarmos sistemas de controle, um caminho usual é o de representar
o sistema não-linear pelo sistema linearizado em torno de um ponto de equilíbrio. Obser-
vando as equações (III.46) e (III.47) é possível constatar que os elementos não lineares
são as funções senos, cossenos e arcos-tangentes, então se considerarmos que a varia-
ção dos termos ((vy + lfr)/vx) e δ é pequena podemos reescrevê-las da seguinte forma,
v˙y =
−(cf + cr)
mvx
vy +
[
(lrcr − lfcf )
mvx
− vx
]
r +
cf
m
δ, (III.48)
r˙ =
lrcr − lfcf
Jvvx
vy +
−(l2fcf + l2rcr)
Jvvx
r +
lfcf
m
δ. (III.49)
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Colocando na forma de matrizes temos,[
v˙y
r˙
]
=
[
− (cr+cf)
mvx
(cr+cf)
mvx
− vx
(lrcr−lf cf )
Jvvx
− l
2
rcr+l
2
f cf
Jvvx
][
vy
r
]
+
[
cf
m
lf cf
m
]
δ, (III.50)
com esse modelo podemos aplicar as técnicas de controle que foram apresentadas neste
capítulo.
III.12 Modelagem de Rede
Como explicado na Seção III.2, podemos modelar a perda de informação ine-
rente à rede utilizando sistemas lineares sujeitos a saltos markovianos. A ocorrência de
falhas na rede é modelada como uma cadeia de Markov. Existem vários modelos de cadeia
de Markov que podem ser utilizados para modelar falhas em redes. Em [MARCONDES,
2005] é feita a comparação do comportamento de várias cadeias de Markov com o compor-
tamento de redes reais. Uma característica importante das falhas em redes é a ocorrência
de falhas em rajada. A falha em rajada pode ser entendida da seguinte maneira, quando
uma rede transita do modo de transmissão de sucesso para o modo de falha, a chance de
que uma nova falha ocorra nos próximos instantes k é alta. Um modelo de cadeia de Mar-
kov que tem um comportamento semelhante a esse é o modelo Gilbert,[GILBERT, 1960].
Um esquema exemplificando o modelo é mostrado na Figura III.6.
Sucesso Falha
Figura III.6 – Modelo Gilbert.
Na Figura III.6, Pcc é a probabilidade, dado que a cadeia esteja no estado de
sucesso, de que ela se mantenha no estado de sucesso, e seu complemento, 1 − Pcc,
é a probabilidade da transição ocorrer. Pff é a probabilidade de que, dado que a cadeia
esteja no estado de falha, ela se mantenha nesse estado, e seu complemento, 1 − Pff , é
a probabilidade da transição ocorrer. A matriz de probabilidade de transição é,
P =
[
Pcc 1− Pcc
1− Pff Pff
]
. (III.51)
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Um exemplo de comportamento da rede é mostrado na Fig. III.7
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(a) Modelo Gilbert Pcc = 0, 7 e Pff = 0, 5
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(b) Modelo Bernoulli PLR = 0, 625
Figura III.7 – Comparação dos modelos, a falha é representada por 0.
Na Fig.III.7 em ambos os gráficos a ocorrência de falha é representada pelo va-
lor 0. Ambos os gráficos foram obtidos para a mesma taxa de perda de pacote. O modelo
Gilbert é representado pelo gráfico III.7a e o gráfico III.7b representa o comportamento
para o modelo Bernoulli. O modelo Bernoulli tem como principal característica que a de-
terminação do próximo estado da cadeia não depende o estado corrente, isto é, as linhas
da sua matriz de probabilidade de transição são idênticas. Essa característica do modelo
Bernoulli faz com que ele não contemple a falha em rajada. Observe na Figura III.7a que
os instantes onde as falhas ocorrem estão mais agrupados, esse fenômeno é chamado de
falha em rajada.
Para o nosso caso, a cadeia de Markov é homogênea no tempo, isto significa
que a matriz P não varia. Os valores de probabilidade da matriz P no estado estacionário
podem ser interpretados como o taxa de perda de pacote (PLR) da rede. Para obter esses
valores de probabilidade basta calcular Pn para valores de n suficientemente grandes, com
isso as linhas da matriz de transição de probabilidade serão idênticas, os valores dessa li-
nha representam as probabilidades estacionarias da cadeia em cada um dos modos. Outro
fato importante é que, para um mesmo valor de PLR, podemos ter várias combinações de
valores de Pcc e Pff do modelo Gilbert, ocasionando em diferentes resultados no cálculo
da norma H∞. Para uma completa descrição sobre cadeia de Markov e seus diferentes
modelos consulte [LEON-GARCIA, 2008].
III.13 Modelagem da Falha para os Sistemas de Controle
Os sistemas de controle convencionais tem como premissa que os sinais envol-
vidos são transmitidos por redes ideais. Como mostramos na Seção III.2, é possível criar
sistemas de controle que contemplam a falha na rede.
Existem duas abordagens que podemos utilizar para determinar como deve ser
a entrada de controle na ocorrência de falha, a primeira abordagem é chamada de Zero e
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a segunda tem o nome de Hold, essa nomenclatura foi introduzida em [SCHENATO, 2009].
A abordagem Zero consiste em atribuir um valor nulo à entrada de controle
sempre que uma falha na transmissão é detectada. A abordagem Hold é um pouco di-
ferente: em vez de atribuir valores nulos ao vetor de entradas de controle, a entrada de
controle da última transmissão bem sucedida será repetida até que uma nova transmissão
bem sucedida seja recebida. Em [FIORAVANTI; GONÇALVES; GEROMEL, 2011], é pro-
vado que ambas abordagens tem desempenho igual para a norma H2 e para a norma H∞
para o problema de filtragem. Para o problema do controle por realimentação de estado
utilizando o regulador linear quadrático (LQR), [SCHENATO, 2009] apresenta uma compa-
ração de ambas abordagens em um exemplo escalar. O resultados obtidos se mostraram
inconclusivos para a pergunta de qual das duas abordagens possui melhor desempenho.
Dependendo da probabilidade de perda de pacote e do custo atribuído pela critério de oti-
mização para as saídas a serem controladas, uma ou outra abordagem podem apresentar
desempenho superior.
III.13.1 Abordagem Zero
Considere a Eq. (III.1), e especificamente, o sinal da saída medida y(k). A ma-
triz que pondera os estados é Cyi e a influência das perturbações nas saídas medidas é
dada por Eyi. No esquema da abordagem Zero, essas matrizes são escritas da seguinte
forma,
Cyi = ∆iCy, Eyi = ∆iEy, (III.52)
onde i = 2q, isso ocorre caso cada um dos sinais é transmitido independentemente, e essa
quantidade de modos representa todos as possíveis combinações de falha e sucesso dos
canais de transmissão. As matrizes Cy e Ey são as matrizes para a planta determinística
e ∆i ∈ Rq×q é a matriz que modela a ocorrência de falhas na transmissão das medidas
segundo a seguinte estrutura,
∆i = diag(δ1, . . . , δq), (III.53)
onde δj ∈ {0, 1} é a falha de transmissão no j-ésimo canal de transmissão sempre que
δj = 0 e δj = 1 para o caso contrário.
A Fig.III.13.1 temos a representação da abordagem Zero para o modo de trans-
missão normal Fig. III.8a e para o modo onde a falha ocorre Fig. III.8b.
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III.13.2 Abordagem Hold
Por outro lado, a abordagem Hold pode ser implementada a partir de um buffer,
que retém a informação da última transmissão bem sucedida e a utiliza até que um novo
sinal seja recebido. A abordagem Hold é mais complicada, pois é necessário considerar
um vetor de estados aumentado [x(k)′ y(k − 1)′]′ e a realização em espaço de estado
resultante é dada por,
Ai =
[
A 0
∆iCy I −∆i
]
, Bi =
[
B
0
]
, Ji =
[
J
∆iEy
]
, (III.54)
Czi =
[
Cz 0
]
, Dzi = Dz, Ezi = Ez, (III.55)
Cyi =
[
∆iCy I −∆i
]
, Eyi = ∆iEy. (III.56)
Da mesma forma como na abordagem Zero, na abordagem Hold i = 2q, as
considerações feitas em relação a quantidade de modos do caso Zero são as mesmas
para o caso Hold.
A Fig.III.13.2 temos a representação da abordagem Hold para o modo de trans-
missão normal Fig. III.8a e para o modo onde a falha ocorre Fig. III.8b.
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III.14 Considerações Finais
Esse capítulo teve como objetivo a apresentação do ferramental teórico neces-
sário para a implementação das propostas que serão apresentadas nos próximos capí-
tulos. Foram apresentados a classe de sistemas dinâmicos que iremos utilizar na Seção
III.2, a norma utilizada para para a medida de desempenho em Seção III.4, os controla-
dores na Seção III.5 e III.7 e o filtro na Seção III.6 que serão projetados, apresentamos
o conceito de sistemas politópicos na Seção III.8, o procedimento de discretização para
sistemas politópicos na Seção III.9, a síntese do modelo dinâmico do veículo que iremos
utilizar Seção III.11, o modelo de falhas na transmissão pela rede na Seção III.12 e por fim
as abordagens do tratamento da falha para os controladores na Seção III.13.
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CAPÍTULO IV
Descrição do Problema e Soluções Propostas
Este capítulo tem como objetivo apresentar o problema a ser estudado e a es-
trutura das soluções propostas. Este capítulo é dividido em duas seções, sendo a primeira
a descrição do problema que é tratado no presente trabalho e a segunda seção é a apre-
sentação das soluções propostas para o problema.
IV.1 Descrição do Problema
Considere uma fila de carros seguindo um carro líder, o caminho que o primeiro
carro percorre é determinístico e todos os demais carros não possuem piloto. Todos os
carros mantêm uma velocidade constante no eixo x. O carro líder é controlado por um mo-
torista ou possui um trajeto predeterminado e os outros carros são autônomos. Os carros
se comunicam em cadeia, isto é, o primeiro carro se comunica com o segundo e o segundo
com o terceiro e assim sucessivamente. Todos os carros têm acesso a seus próprios esta-
dos e recebem os sinais referentes aos estados do carro a frente via rede de comunicação
sem fio. Uma representação gráfica do problema é mostrada na Figura IV.1.
LiderSeguidor 1Seguidor n
Sinal dos
 estados do
lider
Sinal dos 
estados do
seguidor n-1
Figura IV.1 – Esquema do comboio de carros.
Na Figura IV.1 somente os seguidores possuem unidades controladoras, todos
os carros possuem sensores para medir suas velocidade, acelerações e ângulo de es-
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terçamento das rodas dianteiras. Todos os seguidores devem fazer exatamente a mesma
trajetória traçada pelo líder. Para mostrar de maneira mais clara a topologia do problema e
o local onde o sistema é mais suscetível a perda de pacote observe o diagrama de bloco
da Fig. IV.2,
Lider
Seguidor
Rede
Sensor
Controle
Sensor
Atuador
Entrada
do piloto
Figura IV.2 – Topologia em diagrama de blocos.
É possível constatar pela Figura IV.2 que o primeiro carro não possui unidade
controladora e uma rede wireless é responsável pela transmissão dos sinais obtidos pelos
sensores no primeiro carro para o controlador no segundo carro, essa transmissão é su-
jeita a perda de pacote. Entretanto, a comunicação entre controlador e atuadores não sofre
perda de pacote porque a transmissão dos sinais é feita por redes cabeadas e os elemen-
tos estão muito próximos um do outro, sendo assim consideramos que essa rede é sujeita
somente a ruídos. As observações feitas para a transmissão do sinal de controle também
se aplicam a comunicação dos sensores que estão dentro de um carro e seu respectivo
controlador, isto é, não existem perda de pacote essa rede é sujeita somente a ruídos.
Outra condição importante desse problema é que, para que o trajeto do primeiro
carro seja copiado pelos demais seguidores, os atuadores não podem atuar imediatamente
após a recepção do sinal. É necessário adicionar atraso fixo para que a execução da ma-
nobra seja feita no instante adequado para seguir o trajeto.
IV.2 Soluções Propostas
Nessa seção apresentaremos as possíveis soluções que desenvolvemos para
o problema proposto na seção anterior.
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IV.2.1 Solução utilizando o controlador dinâmico de ordem completa
Nessa proposta utilizamos o controlador apresentado na equação (III.5), o ar-
ranjo proposto abaixo foi extraído de [SEILER; SENGUPTA, 2005], e consiste na utilização
de um sistema aumentado com os n carros presentes na fila, e minimização da diferença
entre os estados do carro líder e seus seguidores.
É importante lembrar que para o caso dos controladores de ordem completa
existem duas abordagens possíveis para o tratamento da falha, essas abordagens alteram
a estrutura do sistema e de suas matrizes, nas Subseções IV.2.1.1 e IV.2.1.2 apresentare-
mos o precedimento específico para ambas.
Mas antes de apresentarmos as particularidades das soluções, fazemos a in-
trodução de uma característica comum à ambas soluções. Daqui pra frente, consideramos
o problema mais simples de um líder e um seguidor por simplicidade. O vetor de estados
é dado por x(k) = [vy1(k) r1(k) vy2(k) r2(k)]′, que inclui as variáveis de estados dos dois
carros de acordo com o modelo dinâmico detalhado na Seção III.11. O vetor de entradas
exógenas é composto por w(k) = [δ1(k) d2(k) η1(k)′ η2(k)′]′, onde δ1(k) é a entrada do
ângulo de esterçamento das rodas dianteiras do veículo líder, d2(k) é uma perturbação que
afeta o ângulo de esterçamento dos seguidores, η1(k) ∈ R2 contém as medidas de ruído
do líder e η2(k) ∈ R2 são as medidas de ruído do seguidor. O sinal de controle é somente
aplicado no seguidor e é dado por u2(k) = δ2(k).
IV.2.1.1 Para o caso Zero
A abordagem Zero, como já explicamos no Seção III.13.1, é tal que quando uma
falha de comunicação ocorre, o sinal de controle aplicado é nulo. Mas para o nosso caso,
a perda no sinal y(k) é parcial, isto é, o vetor de medidas não é inteiramente nulo, mas
apenas a parte correspondente ao estado do veículo líder. As equações a seguir mostram
a estrutura das matrizes para dois carros por uma questão de simplicidade. O modelo de
estado para a dinâmica dos dois carros é dado por,
x(k + 1) =
[
Ad 0
0 Ad
]
x(k) +
[
0
Bd
]
u2(k) +
[
Bd 0 0 0
0 edBd 0 0
]
w(k), (IV.1)
z(k) =
1 0 −1 00 1 0 −1
0 0 0 0
x(k) +
 00
eu
u2(k). (IV.2)
Nas equações (IV.1)–(IV.2), Ad e Bd são as matrizes discretas das equações (III.50) do
modelo do carro linearizado apresentado na Seção III.11, esse processo de discretização
foi realizado utilizando um segurador de ordem-zero. O parâmetro ed representa um fator
de escala da influência da perturbação no atuador. A constante eu em (IV.2) indica como o
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esforço de controle. Observe que, para essa abordagem, as equações IV.1 e (IV.2) não tem
diferenciação entre os modos, portanto, não comutam. Entretanto, a equação dos sinais
medidos y(k) possui comutação. A matriz ∆i para o caso com dois carros é dada por,
∆i =


I 0
0 I
 , se i = 1 Sucesso,

0 0
0 I
 , se i = 2 Falha.
(IV.3)
Com isso equação para as medidas y(k) com seus respectivos modos é dada
por,
y(k) =

∆1x(k) + ∆1

0 0 enI 0
0 0 0 enI
w(k), sucesso,
∆2x(k) + ∆2

0 0 enI 0
0 0 0 enI
w(k), falha.
(IV.4)
É possível observar que, para a equação (IV.4), existem dois casos que são dependentes
da ocorrência de falha no recebimento desses sinais de medida. O parâmetro en representa
um fator de escala da influência de ruídos na medida.
IV.2.1.2 Para o caso Hold
Para o caso Hold, além da necessidade de estender o sistema com relação o
número de carros, também temos que estendê-lo, como foi explicado no Seção III.13.2.
Novamente, as equações a seguir mostram um exemplo para dois carros por questões de
simplicidade. O vetor de entrada exógenas é o mesmo da abordagem Zero. O vetor de
estados é dado por x(k) = [vy1(k) r1(k) vy2(k) r2(k) y(k − 1)]′, que inclui as variáveis de
estados dos dois carros de acordo a III.11 e os sinais medidos no instante imediatamente
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anterior. O valor da matriz ∆i é o mesmo do que apresentado para a abordagem Zero
mostrado na Equação IV.4. O sistema estendido é dado por,
x(k + 1) =

[
Ad 0
0 Ad
]
0
∆iCy I −∆i
x(k) +

[
0
Bd
]
0
u2(k) + . . .
· · ·+

[
Bd 0 0 0
0 edBd 0 0
]
∆i
[
0 0 enI 0
0 0 0 enI
]
w(k), (IV.5)
z(k) =

1 0 −1 00 1 0 −1
0 0 0 0
 0
x(k) +
 00
en
u2(k), (IV.6)
y(k) =
[
∆i I −∆i
]
x(k) + ∆i
[
0 0 enI 0
0 0 0 enI
]
w(k). (IV.7)
É possível observar que, diferente da abordagem Zero onde a comutação ocorria somente
na equação referente às medidas y(k), as comutações ocorrem tanto na equação de esta-
dos (IV.5) quanto na equação de medidas (IV.7), mostrando o quanto a abordagem Hold é
mais complexa.
A descrição dos parâmetros presentes nas equações (IV.5)–(IV.6) e (IV.7) é a
mesma descrição para o caso Zero.
IV.2.2 Solução utilizando a estrutura Filtro dinâmico de ordem completa /
Controlador de realimentação de estado
A solução apresentada nesta subseção consiste em uma estrutura Filtro / con-
trolador por realimentação de estado. Essa estrutura foi concebida com o intuito de se adi-
cionar maior robustez ao projeto de controle, sabendo-se que o processo de identificação
de parâmetros para o tipo de planta tratada no presente trabalho é um processo complexo
[RUSSO; RUSSO; VOLPE, 2000; LJUNG, 1998]. Essa estrutura é utilizada porque, como
explicado na Seção III.8, a estrutura do controlador de ordem completa não permite a sín-
tese de controladores robustos a incertezas descritas como sistemas politópicos. A Figura
IV.3 é uma representação da estrutura filtro/controlador por realimentação de estado.
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Rede
Figura IV.3 – Topologia em diagrama de blocos para a abordagem Filtro/controlador por
realimentação de estado.
Da mesma maneira que na Seção IV.2.1, utilizamos a técnica de modelagem de
fila de carros proposta em [SEILER; SENGUPTA, 2005], que consiste na extensão do vetor
de estados com os estados de todos os carros que compõem a fila, e tem como objetivo
minimizar a diferença entre os estados de cada carro. As equações a seguir apresentam
a estrutura das matrizes para somente dois carros, um líder e um seguidor. As matrizes
utilizadas no projeto do Filtro são,
x(k + 1) =
[
Ad` 0
0 Ad`
]
x(k) +
[
Bdi 0 0 0
0 edBdi 0 0
]
w(k), (IV.8)
z(k) =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
x(k), (IV.9)
y(k) =

∆1x(k) + ∆1

0 0 enI 0
0 0 0 enI
w(k), se θ(k) = sucesso,
∆2x(k) + ∆2

0 0 enI 0
0 0 0 enI
w(k), se θ(k) = falha.
(IV.10)
Diferente das outras abordagens, na equação (IV.8), Ad` e Bd` fazem parte do
conjunto de matrizes do sistema politópico continuo convexo criado a partir da variação
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paramétrica das grandezas presentes nas equações do modelo do carro linearizado apre-
sentado em III.11. Com a obtenção dos vértices do politopo continuo o próximo passo
é obter o sistema politópico discreto, esse novo sistema politópico discreto é obtido rea-
lizando o procedimento de discretização descrito na Seção III.9. Os parâmetros ed e en
representam um fator de escala da influência do distúrbio do atuador e do ruído de me-
dida, respectivamente. É possível observar na equação (IV.10) que existem dois casos
que são dependentes da ocorrência de falhas no recebimento desses sinais de medida.
É importante salientar que a matriz (IV.9) é uma matriz identidade, isso foi determinado
desta maneira por que o filtro em questão é um filtro observador de estados e sua saída é
uma estimativa x˜ dos estados da planta. Outra importante observação é que não existe a
necessidade de se testar a diferença entre as abordagem Zero e Hold por que para o caso
de filtragem essas abordagens apresentam desempenhos iguais, e por motivos de simplici-
dade utilizamos a abordagem Zero por ser mais simples de se implementar, [FIORAVANTI;
GONÇALVES; GEROMEL, 2011].
Como mostrado na Fig.IV.3, o sinal dos estados estimados obtidos pelo filtro
serão a entrada do controlador por realimentação de estado, apresentado na Seção III.7.
As matrizes utilizadas no projeto do controlador de realimentação de estado são,
x(k + 1) =
[
Ad` 0
0 Ad`
]
x(k) +
[
0
Bd`
]
u2(k) +
[
Bd` 0 0 0
0 edBd` 0 0
]
w(k), (IV.11)
z(k) =
1 0 −1 00 1 0 −1
0 0 0 0
x(k) +
 00
ed
u2(k) (IV.12)
Da mesma maneira que o filtro, na equação (IV.8), Ad` e Bd` fazem parte do
conjunto de matrizes do politopo convexo criado a partir da variação paramétrica das gran-
dezas presentes nas equações do modelo do carro linearizado apresentado na Seção
III.11. O procedimento de linearização do politopo foi executado segundo o procedimento
descrito na Seção III.9. Os parâmetros ed e en representam um fator de escala da influên-
cia da perturbação do atuador e do ruído da medida, respectivamente. Observe que, para
essa abordagem, o controlador por realimentação é o responsável pela minimização da
diferença dos estados, isso pode ser visto na estrutura da equação (IV.12).
Esse tipo de solução estruturada tem duas características que devem ser ci-
tadas. A primeira é que a adição de incertezas politópicas no filtro e no controlador de
realimentação de estados ocasiona a perda de otimalidade dessas soluções, tornando-as
soluções subótimas. A segunda é que, por ser uma solução estruturada e que pertence
à classe H∞, o teorema de separação [COSTA; TUESTA, 2003], não é valido e por isso
essa estrutura também fornece uma solução subótima. As matrizes do sistema em malha
fechada são dadas por,
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A˜eqi =
[
Ai +BiKiDfiCyi BiKiCfi
BfiCyi Afi
]
, J˜eqi =
[
Ji +BiDfiEyi
BfiEyi
]
, (IV.13)
C˜eqi =
[
Czi +DziKiDfiCyi DziKiCfi
]
, E˜eqi =
[
Ezi +DziKiDfiEyi
]
. (IV.14)
IV.3 Estrutura das matrizes com a adição de atraso
Como explicamos na Seção III.10, um sistema com atraso pode ser descrito
como um sistema aumentado, segundo (III.37). Para o nosso caso, no qual o modelo di-
nâmico já é um sistema estendido, a tarefa de estender essa matriz é mais complexa. A
adição de atraso é necessária para fazer com que o carro seguidor execute a mesma tra-
jetória do carro líder e não repita as manobras do líder instantaneamente, executando um
movimento de sombra.
Antes de explicarmos o procedimento de extensão das matrizes temos que fa-
zer algumas considerações, a primeira sendo que o sinais adquiridos pelos sensores no
primeiro carro não são enviados de imediato ao segundo carro e a segunda consideração
é que a minimização ocorrerá entre os estados do instante atrasado no primeiro carro e os
estados do segundo carro. Por motivos de simplicidade apresentaremos um exemplo para
h = 1 para a abordagem Zero, lembrando o que foi apresentado na Seção III.10, esse
parâmetro h representa o número de instantes em atraso. A matrizes são apresentadas a
seguir,
x(k + 1) =

[
Ad 0
I 0
] [
0
0
]
[
0 0
]
Ad

[
x(k)
y(k − 1)
]
+

[
0
0
]
Bd
u2(k) + . . .
· · ·+
Bd 0 0 00 0 enI 0
0 edBd 0 0
w(k) (IV.15)
z(k) =
0 0 1 0 −1 00 0 0 1 0 −1
0 0 0 0 0 0
x(k) +
 00
ed
w(k) (IV.16)
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y(k) =

∆1

0 0 I 0
0 0 0 I
x(k) + ∆1

0 0 enI 0
0 0 0 enI
w(k), se θ(k) = sucesso,
∆2

0 0 0 0
0 0 0 I
x(k) + ∆2

0 0 enI 0
0 0 0 enI
w(k), se θ(k) = falha.
(IV.17)
Dentre todas as modificações apresentadas nessa nova estrutura, a principal
modificação é a que a matriz Cz sofre, porque essa modificação influencia nos resultados
obtidos resolvendo as LMIs apresentadas no Capítulo III. Isso ocorre porque para calcular
a norma segundo a equação (III.3) utilizamos ‖z‖22, como o z(k) não mais minimiza a dife-
rença entre os estados do primeiro e do segundo carro, mas a diferença entre os estados
atrasados do primeiro carro e os estados do segundo.
IV.4 Considerações Finais
Este capítulo teve dois objetivos, o primeiro sendo a apresentação de forma
mais completa e detalhada do problema tratado no presente trabalho e em segundo a
apresentação de todas as abordagens propostas no trabalho, salientando as vantagens e
desvantagens de cada uma delas.
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CAPÍTULO V
Caso de Estudo
Neste capítulo apresentamos os parâmetros utilizados para se executar as si-
mulações apresentadas no Capítulo VI. Esse capítulo apresenta, além dos valores numé-
ricos utilizados para cada parâmetro, o comportamento das variáveis paramétricas, dos
ruídos e das perturbações, além das cadeias de Markov que representam a ocorrência de
falhas de transmissão.
V.1 Valores dos parâmetros do modelo
Os valores para a simulação normalmente são obtidos efetuando o processo
de identificação do sistema, entretanto, para o nosso caso não foi possível fazer esses
experimentos. Para contornar esse problema utilizamos os valores obtidos da referência
[AVAK, 2004]. O valores são expostos na tabela abaixo,
Simbolo Valores Unidades
Jv 1436,24 kgm
2
lf 1,165 –
lr 1,165 –
cf 155494,663 N/rad
cr 155494,663 N/rad
m 1140 kg
vx 15 m/s
Tabela 3 – Valor das constantes.
Em [AVAK, 2004], os valores são obtidos a partir da identificação do sistema,
esses valores correspondem a um pequena caminhonete com sua carga máxima. Os valo-
res dos parâmetros de rigidez foram obtidos, segundo [AVAK, 2004], na Technical Univer-
sity of Dresden. O pneu foi analisado no teste de bancada com velocidade de 11, 1 m/s, a
pressão interna do pneu é de 2, 9 bar.
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V.2 Entrada determinística
A entrada determinística é simplesmente o comando da direção que o motorista
insere no carro líder. Para as simulações temporais utilizamos um sinal que se assemelha
ao movimento feito pra se trocar de faixa no trânsito, esse tipo de manobra é utilizado em
vários trabalhos, por exemplo em [CHUNG; YI, 2006] e [AVAK, 2004].
A Figura V.1 apresenta o sinal utilizado nas simulações temporais,
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Figura V.1 – Entrada no primeiro carro.
Observe que o valor máximo é 0, 61 rad que é o equivalente a 35◦. Esse va-
lor é considerado o máximo valor de esterçamento das rodas dianteiras do veículo. Esse
comportamento foi escolhido por se assemelhar à manobra de troca de faixa.
V.3 Valores das probabilidades e comportamento da Cadeia
de Markov
Como já mostramos na Seção III.12, utilizaremos o modelo Gilbert para modelar
a rede. Os valores de Pcc e Pff utilizados são, Pcc = 0, 8 e Pff = 0, 3, essas probabilidades
geram um taxa de perda de pacote (PLR) de 25%. O valor de Pcc significa que o pacote
tem 80% de chance de ser transmitido corretamente após uma transmissão bem sucedida,
o valor de Pff significa que após uma transmissão defeituosa a chance de uma outra falha
ocorrer é de 30%. O valor de PLR indica que um quarto dos pacotes transmitidos, em
média, não chegarão ao destino.
O gráfico da Figura V.2 é um exemplo do comportamento da rede para esses
valores de probabilidade.
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Figura V.2 – Comportamento para Pcc = 0, 8 e Pff = 0, 3. Zero representa a falha.
V.4 Comportamento dos sinais de Ruído
Os ruídos utilizados nos testes são de dois tipos, sendo o primeiro um ruído
senoidal com frequência igual à frequência de ressonância do sistema dinâmico do mo-
delo do carro e o segundo o ruído é o ruído branco gaussiano, do termo em inglês white
Gaussian noise.
O primeiro ruído é uma senoide com amplitude de 0, 3 e uma frequência de
0, 6 rad/s. A Fig. V.3 abaixo é uma representação dessa curva.
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Figura V.3 – Comportamento do ruído senoidal.
A escolha de ruídos senoidais vem do fato de que estes são os ruídos de pior
caso para a norma H∞ em um sistema determinístico. O segundo é um ruído branco
gaussiano com variância igual σ = 0, 3 e média igual µ = 0, esse valores foram escolhidos
para a curva ter o mesmo valor de pico da senoide.
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Figura V.4 – Comportamento ruído gaussiano branco.
Esse ruído apresentado na Figura V.4 é normalmente utilizado para descrever
o comportamento do ruído aditivo na transmissão de informações por redes.
V.5 Comportamento de parâmetro para o caso politópico
Para o caso politópico vamos considerar que o parâmetro cf sofrerá variação
instantânea de seus valores de acordo com uma senoide. Esse comportamento senoidal
tem por objetivo simular a variação sofrida por esse parâmetro durante o trajeto. A am-
plitude de variação do parâmetro será de 40% de seu valor nominal, sendo esses valores
[93296, 7978 217692, 5282] e a frequência será de 0, 5 rad/s. O comportamento dessa curva
é mostrado na imagem da Figura V.5,
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Figura V.5 – Comportamento da variação do parâmetro cf .
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V.6 Obtenção do número de instantes k de atraso
Para que a trajetória dos veículos seguidores não sejam somente um sombre-
amento dos movimentos do carro líder e sim executem o mesmo trajeto que o líder é
necessária a adição de atraso nas ações dos carros seguidores de acordo com o que foi
exposto na Seção III.10.
Consideramos que cada carro tem um comprimento de 4 m e desejamos que a
separação entre os carros seja de 2 m, portanto a distância entre os centros de massa dos
carros é igual a 6 m. A Figura V.6 mostra o esquema deste raciocínio.
LiderSeguidor
2 m
4 m 4 m
6 m
Figura V.6 – Esquema do comboio de carros
Dado que a velocidade vx = 15m/s é constante, e o tempo de amostragem é
T = 0, 04s, podemos calcular que o número de constantes de tempo necessários para o
atuador ser acionado no tempo correto a fim de manter o mesmo trajeto traçado pelo líder
é igual a 10 períodos de amostragem.
Com o número de instantes de amostragem necessários, podemos estender
o sistema, segundo o procedimento mostrado na Seção III.10. Um exemplo do sistema
estendido para o caso da abordagem utilizando o controlador de ordem completa para o
caso Zero é apresentado na Seção IV.3.
V.7 Considerações Finais
Esse capítulo tem como principal objetivo apresentar os parâmetros e as confi-
gurações e as devidas considerações feitas durante a implementação das simulações de
todas as abordagens propostas. Todas essas considerações são importantes porque com
essas considerações obtivemos os resultados apresentados no Capítulo VI.
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CAPÍTULO VI
Resultados
Neste capítulo apresentamos os resultados obtidos com todas as abordagens
apresentadas no Capítulo IV de acordo com as considerações feitas no Capítulo V. Este
capítulo é dividido em 3 seções sendo a primeira a apresentação dos resultados obtidos
com o controlador por realimentação de saída de ordem completa. Essa solução apresenta
uma solução ótima para o controle H∞ sem levar em consideração incertezas paramétri-
cas. Na segunda seção são apresentados os resultados obtidos com a abordagem estru-
turada filtro/controlador de realimentação de estado, essa solução introduz uma estrutura
que faz com que o resultado perca a otimalidade, entretanto, permite tratar o problema de
robustez a incertezas paramétricas e por fim os resultados obtidos para as abordagens
com adição de atraso fixo, o papel da adição de atraso é transformar as soluções obtidas
de uma situação em sombra para o seguimento de trajetória mais preciso.
VI.1 Resultados para o controlador dinâmico de saída de or-
dem completa
Nesta seção, apresentaremos os resultados obtidos para as abordagens com o
controlador por realimentação de saída de ordem completa com a abordagem Zero e abor-
dagem Hold, ambas apresentadas na Seção III.13. Esta seção pode ser dividida em duas
partes sendo a primeira a análise do comportamento da norma H∞ em relação à variação
das probabilidades de sucesso e falha de transmissão na rede Pcc e Pff , a segunda parte é
a análise em simulações temporais para uma situação especifica apresentados na Seção
V.2 e com adição de ruídos específicos apresentada na Seção V.4 tanto para o problema
com um único carro seguidor quanto para quatro carros seguidores.
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VI.1.1 Análise da Norma H∞
A análise do comportamento da norma é importante para observar o quanto a
perda de pacote é relevante para os níveis de robustez do sistema com solução proposta
implementada. Os gráficos abaixo apresentam o valor da norma H∞ para as variações de
Pcc e Pff entre [0, 1 0, 9]. Esse teste foi feito para três velocidades vx distintas vx = 5 m/s,
vx = 15 m/s e vx = 25 m/s. Para todos os três gráficos apresentados nessa seção a
superfície em vermelho representa o resultado para a abordagem Zero e a superfície em
azul representa o resultado para a abordagem Hold. A Fig. VI.1 apresenta o resultado
obtido para esse teste com a velocidade no eixo longitudinal vx = 5 m/s,
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Figura VI.1 – Norma H∞ em relação Pcc e Pff com vx = 5 m/s.
Olhando atentamente para a escala do gráfico VI.1 podemos constatar que a
variação dos valores da norma está no intervalo de [3, 25 3, 55]. Podemos considerar que
não existe uma variação real para esse caso, esse resultado é esperado porque o sistema
para essa velocidade tem uma dinâmica lenta e por isso a perda de pacote tem pouca
influência na variação da norma H∞. Outro ponto interessante é que não existe diferença
entre a abordagem Zero e Hold, a diferença apresentada no gráfico é devida à imprecisão
numérica do solver.
O gráfico da Figura VI.2 mostra os resultados obtidos para o mesmo teste,
agora com velocidade longitudinal vx = 15 m/s.
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Figura VI.2 – Norma H∞ em relação Pcc e Pff com vx = 15 m/s.
Fazendo a mesma observação feita no primeiro gráfico para a Fig.VI.2, pode-
mos notar que a faixa de variação para esse caso é maior [5, 5 8, 5], isso ocorre por que a
dinâmica do sistema é mais rápida se comparada com a dinâmica do primeiro caso. Outra
análise é que, diferentemente do primeiro gráfico, no gráfico apresentado na FiguraVI.2 a
superfície é homogênea, isso ocorre por que a variação apresentada em VI.1 é pequena
e a imprecisão numérica do solver é mais evidente do que para o gráfico apresentado em
VI.2. Novamente, os valores e comportamento dos gráficos para a abordagem Zero e Hold
são praticamente iguais, a pequena discrepância apresentada é causada por imprecisão
numérica do solver.
E para finalizar essa etapa de análise da norma H∞, apresentamos o gráfico
do mesmo teste para a velocidade no eixo longitudinal vx = 25 m/s na Figura VI.3, com o
intuito de demonstrar a a relevância da perda de pacote para velocidades mais altas.
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Figura VI.3 – Norma H∞ em relação Pcc e Pff com vx = 25 m/s.
As considerações feitas para o gráfico da Fig. VI.3 são as mesmas do que para
o VI.2, a única diferença é a faixa de variação da norma, que agora tem a faixa de [5, 5 22].
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Esse resultado prova que a relevância da perda de pacote é maior com o aumento da
velocidade longitudinal como explicamos na Seção III.4. Ele também indica a necessidade
de se considerar a perda de pacote para o caso que está sendo estudado no presente
trabalho.
VI.1.2 Análise de Sinais
A análise feita nesse seção é em relação ao controlador por realimentação de
saída de ordem completa em um teste para a situação específica conforme detalhado na
Seção V.2 para ruídos apresentados na Seção V.4. Foram feitas simulações temporais
para vx = 5 m/s e vx = 15 m/s. Por se tratar de uma simulação temporal com elemen-
tos estocásticos, para termos resultados conclusivos fizemos simulações de Monte Carlo
com 25, 000 realizações para obtenção dos gráficos. Para todos os gráficos apresentados
nesta subseção, as curvas em azul representam os resultados para a abordagem Hold, as
curvas em vermelho representam os resultados para a abordagem Zero e as curvas em
ciano representam o controlador por realimentação de saída H∞ clássico, esse controla-
dor foi adicionado para efeitos de comparação com abordagens convencionais que não
consideram a perda de pacote.
VI.1.2.1 Análise de Sinais com Ruído Senoidal
Os gráficos a seguir representam os resultados desses testes com para vx =
5 m/s com o ruído senoidal da Figura V.3.
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Figura VI.4 – Erro Quadrático Médio para vy
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Figura VI.5 – Desvio Padrão para vy
É possível observar que para a vx = 5 m/s a discrepância entre as abordagens
no gráfico VI.4 não é grande, mas a abordagem Zero tem desempenho superior visto que
tem valores menores durante toda a simulação, e a abordagem Hold tem um desempenho
muito parecido com a abordagem Clássica.
Por outro lado, a diferença do desvio padrão é bem marcada e mostra que
o controlador por realimentação de saída de ordem completa markoviano que utiliza a
abordagem Hold apresenta um desempenho superior às outras duas abordagens. Com
esse resultado podemos dizer que a abordagem Hold é mais confiável que as outras pois
após 25, 000 realizações o desvio padrão dos resultados é menor quando comparado com
as outras duas abordagens.
Os gráfico abaixo traz resultados semelhantes somente modificando o valor da
velocidade longitudinal, utilizando vx = 15 m/s.
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Figura VI.6 – Erro Quadrático Médio para vy
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Figura VI.7 – Desvio Padrão para vy
Com o aumento da velocidade fica claro que os controladores markovianos
são superiores ao controlador clássico, para os gráficos com vx = 5 m/s os valores de
Erro Quadrático Médio praticamente não possuíam distinção, mas para valor de 15 m/s já
é possível observar a diferença na Figura VI.7. Observando os gráficos de desvio padrão
podemos observar que os valores de todos as abordagens aumentaram, mas a abordagem
Hold possui uma menor sensibilidade ao aumento do valor de vx.
VI.1.2.2 Análise de Sinais com Ruído Branco Gaussiano
Agora mostramos os resultados obtidos alterando o tipo de ruído aplicado para
um ruído branco gaussiano. O esquema de cores se mantêm. O gráfico abaixo representa
os resultados obtidos para a velocidade no longitudinal vx = 5 m/s.
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Figura VI.8 – Erro Quadrático Médio para vy
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Figura VI.9 – Desvio Padrão para vy
Os resultados apresentados nas Figuras VI.8 e VI.9 tem um comportamento
semelhante os apresentado para o ruído senoidal, sendo a curva que representa a abor-
dagem Zero obtendo resultados ligeiramente superiores no critério de média quadrática e
a abordagem Hold mostrando resultados superiores no critério de desvio padrão. Os re-
sultados tem valores ligeiramente menores, isso ocorre por que esse tipo de ruído exerce
menor influência na dinâmica do sistema se comparado com o ruído senoidal. Mostrando
os gráficos para a velocidade vx = 15 m/s.
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Figura VI.10 – Erro Quadrático Médio para vy
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Figura VI.11 – Desvio Padrão para vy
Novamente, os gráficos VI.10 e VI.11 possuem o mesmo comportamento do
caso com o ruído senoidal, a única diferença é que os valores são menores.
Esses testes com o ruído branco senoidal mostram que para esses ruídos espe-
cíficos, a abordagem Hold é mais confiável pois possui um valor de desvio padrão conside-
ravelmente menor se comparada com as outras duas abordagens, mesmo tendo valores
de Erro Quadrático Médio iguais ao clássico quando a velocidade no eixo longitudinal é
baixa.
VI.1.3 Análise de Sinais com 5 carros
Como o controlador por realimentação de saída de ordem completa com a abor-
dagem Hold mostrou desempenho superior no critério de desvio padrão e desempenho
igual ou superior no critério de Erro Quadrático Médio, utilizaremos somente ele para os
testes com um número maior de carros. Nesse teste utilizaremos 5 carros sendo o primeiro
deles o veículo líder e os outros seguidores.
Os testes executados são os mesmos testes feitos para o caso com um único
carro, a seguir mostraremos os gráficos de Erro Quadrático Médio em relação ao primeiro,
ou erro quadrático médio acumulado, e erro quadrático médio em relação ao carro da
frente, respectivamente. Para os valores de vx = 5 m/s.
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Figura VI.12 – Erro Quadrático médio para vy
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Figura VI.13 – Desvio Padrão para vy
Como dissemos anteriormente, o gráfico da Fig.VI.12 representa o erro quadrá-
tico médio acumulado em relação ao carro líder, é possível ver que a cada carro o valor
vai aumentando, mas é importante observar a escala do gráfico na casa de 0.1 m/s. Ou-
tra informação importante é que a cada carro o desvio padrão, apresentado na Fig. VI.13,
também aumenta, mas novamente é importante observar a escala do gráfico na casa de
10−7 m/s, portanto podemos considerar esse aumento praticamente inexistente. Mostra-
mos agora os resultados obtidos para vx = 15 m/s.
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Figura VI.14 – Erro Quadrático médio para vy
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Figura VI.15 – Desvio Padrão para vy
As duas principais considerações a serem feitas após a observação desses
gráficos é que o controlador markoviano utilizando a abordagem Hold é pouco sensível a
variação em vx mesmo com muito carros, a outra consideração é que o erro quadrático
médio acumulado cresce a medida que a informação é passada para carros mais distantes
na fila. Mas o mais importante é que o erro quadrático médio em relação ao carro que está
à sua frente se mantêm constante, o que era esperado.
VI.2 Solução Estruturada Filtro/Controlador
Nessa seção apresentamos os resultados referentes a abordagem que utiliza a
estrutura filtro/controlador por realimentação de estados. Essa seção é dividida em quatro
subseções, a primeira apresenta a análise do valor da norma do resíduo da série de Taylor.
A segunda é a análise da norma H∞ comparando a solução nominal, solução do contro-
lador por realimentação de saída de ordem completa apresentada na Seção IV.2.1, e a
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solução estruturada que considera incerteza paramétrica, solução apresentada em IV.2.2.
A terceira seção apresenta a análise do limitante superior da norma comparando a solução
com o controlador por realimentação de saída de ordem completa e a solução estruturada
filtro/controlador por realimentação de estado. A quarta seção apresenta os resultados da
análise de sinais com os parâmetros expostos em V.
VI.2.1 Análise da Norma do Resíduo da Serie de Taylor
Como explicado na Seção III.8.1, a análise de norma do resíduo é de suma
importância pelo fato de determinar se o número de termos na série de Taylor foi suficiente
para reduzir a norma do resíduo e assim garantir a estabilidade do sistema, dado que a
norma do resíduo limita o valor da norma do sistema equivalente (IV.13) segundo o Teo-
rema do Pequeno Ganho III.6. Os valores do resíduo foram obtidos segundo os parâmetros
do politopo exposto em V.5. No gráfico da Fig. VI.16 é apresentada a variação do valor da
norma é relacionada com a quantidade de termos na séries de Taylor l.
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Figura VI.16 – Comportamento da norma H∞ do resíduo da Série de Taylor.
É possível observar que o valor da norma converge rapidamente para valores
próximos de zero, isso significa que o para l = 7 a norma do sistema equivalente (IV.13) é
limitada ao valor de 1, 7979× 104.
VI.2.2 Análise da Norma H∞
Nessa subseção exibimos a comparação do comportamento da norma H∞ da
solução estruturada filtro/controlador da Seção IV.2.2 com o controlador por realimentação
de saída de ordem completa apresentado na Seção III.5 para a variação dos valores de
probabilidade da matriz de transição Pcc e Pff .
Nesse gráfico a norma é calculada utilizando o sistema nominal apresentado
na Seção III.2, portanto o gráfico do controlador por realimentação de saída de ordem
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completa é o mesmo da Fig. VI.2. Os gráficos que representam a abordagem estruturada
são o cálculo da norma do sistema equivalente com o sistema nominal da planta, mais filtro
e controlador de realimentação de estado.
O objetivo desse gráfico é observar decrescimento de desempenho, isto é, o
aumento da norma, quando utilizamos a solução estruturada. Outro objetivo é observar os
efeitos da utilização de diferentes valores de l.
A superfície em vermelho representa o controlador por realimentação de saída
de ordem completa, a superfície em azul é a solução estruturada filtro/controlador usando
l = 2 no processo de discretização, a superfície em verde é a solução estruturada fil-
tro/controlador usando l = 3 no processo de discretização, a superfície em ciano é a
solução estruturada filtro/controlador usando l = 4 e a superfície em amarelo é a solução
estruturada filtro controlador usando l = 7 no processo de discretização. O gráfico da Fig.
VI.17 é exposto a seguir,
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Figura VI.17 – Comportamento da norma H∞.
A primeira informação que pode ser extraída desse gráfico é que para situações
onde não existe variação paramétrica o controlador por realimentação de saída de ordem
completa tem desempenho superior, o que é o resultado esperado, porque o controlador
de ordem completa é uma solução otimizada para essa sistema especifico, já a solução
estruturada filtro/controlador é uma solução mais adequada para o sistema com incertezas
paramétrica, fazendo dela uma solução sub-ótima para o sistema nominal. Outra informa-
ção que podemos extrair desse gráfico é que a variação de l não é sempre inversamente
proporcional ao valor da norma, observe que para l = 4 a norma é ligeiramente menor que
a norma para l = 7. Isso não significa que o sistema equivalente que possui menor norma
é aquela que o representa com maior fidelidade o sistema nominal.
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VI.2.3 Análise do Limitante Superior
Nessa subseção, apresentamos os resultados da comparação do limitante su-
perior da norma H∞ para o controlador por realimentação de saída de ordem completa
e a abordagem estruturada filtro e controlador com parâmetro de discretização politópica
l = 7.
O limitante superior é calculado da seguinte maneira, ao invés de utilizarmos
o sistema nominal da planta para o cálculo da norma H∞, utilizamos o sistema politópico
para o cálculo da função objetivo do programa de otimização. O resultado não é a norma
e sim um limitante superior, que é um valor acima do valor real da norma. Com a análise
desse gráfico observamos se existe ganho de desempenho para situações onde o sistema
possui incerteza paramétrica.
Uma característica dessa solução que deve ser salientada é que, caso exista
a necessidade de se utilizar uma Série de Taylor com muitos termos, temos a criação de
muitos vértices quando essa Série de Taylor é homogenizada. Esse grande número de
vértices pode causar o aumento do limitante superior ou até mesmo tornar o problema
convexo infactível.
A superfície ciano representa o limitante superior da solução estruturada fil-
tro/controlador e a superfície verde representa o controlador por realimentação de saída
de ordem completa. O gráfico da análise do limitante superior é mostrado na figura Fig.
VI.18.
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Figura VI.18 – Comportamento do limitante superior.
Observando o gráfico da Fig. VI.18 é possível verificar que existem soluções
para todas as combinações Pcc e Pff . A informação mais importante é que para valores de
Pff < 0, 3 a solução estruturada tem desempenho superior, e para Pff > 0, 3 os valores
são bem próximos. A região onde a solução estruturada apresenta desempenho superior,
os valores de packet loss rate estão entre aproximadamente 0% < PLR < 25%, esses
valores de PLR são os valores mais próximos de valores encontrados em redes reais.
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VI.2.4 Análise de Sinais
Da mesma maneira que fizemos para a primeira abordagem, para finalizar as
análises faremos a análise temporal para condições específicas apresentadas no Capítulo
V, nesses gráficos faremos a comparação entro o controlador por realimentação de saída
de ordem completa e a solução estruturada. O primeiro gráfico apresentado na Fig. VI.19
representa o erro quadrático médio e o gráfico da Fig. VI.20 representa o desvio padrão.
Ambos os gráficos foram obtidos por simulações Monte Carlo com 25, 000 realizações.
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Figura VI.19 – Erro Quadrático médio de vy.
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Figura VI.20 – Desvio padrão vy.
Em ambos os gráficos Fig.VI.19 e Fig.VI.20, as curvas em tons de verde repre-
sentam a solução estruturada e as curvas em tons de vermelho representam o controlador
por realimentação de saída de ordem completa. É importante notar que em ambos os
gráficos o eixo y está na escala logarítmica.
No gráfico da Fig. VI.19 que representa o erro quadrático médio, o valor é pra-
ticamente o mesmo para ambas abordagens, em alguns momentos a solução estruturada
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tendo melhor desempenho e em outros momentos o controlador por realimentação de
saída de ordem completa. Mas em nenhuma ocasião essa diferença entre as curvas passa
de 0.25.
No gráfico da Fig. VI.20 que representa o desvio padrão, para esse gráfico a
solução estruturada tem melhor desempenho, isso é esperado porque ele é projetado para
ser uma solução otimizada para o sistema politópico, já o controlador por realimentação de
saída de ordem completa é uma solução otimizada para um sistema específico. O desvio
padrão é um critério importante como foi explicado na Seção III.3. Quanto menor é o valor
do desvio padrão maior é confiabilidade da solução apresentada.
Agora analisamos os dois gráficos em relação aos valores apresentados para
o erro quadrático médio acumulado e desvio padrão para o quarto carro na fila. Como na
primeira solução, o erro quadrático médio aumenta a medida que o carro se distancia do
líder o erro quadrático médio acumulado também aumenta, o aumento também existe nas
curvas de desvio padrão, mas são bem menores.
Podemos constatar que a solução estruturada também produz solução robusta
factível para o problema de seguimento de carros, sendo uma solução que soluciona o
problema da falha da rede, e possíveis incertezas no processo de estimação, linearização
e observação de estados são resolvidos usando representações politopicas associadas a
teoria de controle em redes.
VI.3 Análise da Sensibilidade ao Atraso Fixo
Nesta seção mostraremos os resultados obtidos quando aplicamos atraso fixo
nas soluções apresentadas anteriormente. Essa seção é divida em duas subseções sendo
a primeira a apresentação dos resultados obtidos adicionando atraso as soluções que uti-
lizam o controlador por realimentação de saída de ordem completa. A segunda subseção
apresenta os resultados obtidos para a solução estruturada filtro e controlador por reali-
mentação de estados.
VI.3.1 Resultados para controlador por realimentação de saída
Nessa subseção são apresentados os resultados da adição de atraso na so-
lução do controlador por realimentação de saída de ordem completa. O procedimento de
adição de atraso em um sistema dinâmico é explicado na Seção III.10. O número de ins-
tantes de atraso h foi obtido segundo explicado na Seção V.6.
VI.3.1.1 Análise da norma H∞
O primeiro gráfico mostra o comportamento da norma H∞ para ambas aborda-
gens de modelagem de falha, Zero e Hold, quando variamos os valores das probabilidade
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Pcc ∈ [0, 2 0, 9] e Pff ∈ [0, 2 0, 5].
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Figura VI.21 – Comportamento da norma H∞ para o caso com atraso.
Observando os valores obtidos, a primeira informação é de que os valores são
menores para ambas as abordagens se comparados com os valores obtidos para o caso
sem a adição de atraso, isso ocorre porque o problema de otimização é modificado quando
alteramos a estrutura da matriz Cz, mesmo a extensão não alterando o valor dos autovalo-
res, esse fenômeno é explicado com maiores detalhes no Anexo A. Para o caso com adição
de atraso, a abordagem Zero tem valores de norma muito menores que a abordagem Hold
esse fenômeno também é explicado pela alteração da estrutura da matriz de saída Cz.
Para o caso com a adição de atraso a abordagem Zero tem valores inferio-
res aos da abordagem Hold. Esse resultado também é efeito das modificações feitas na
estrutura da matriz Cz que por consequência alterou a função objetivo do processo de
otimização convexa das LMIs.
VI.3.1.2 Análise de Sinais
Como fizemos nas outras seções apresentaremos os resultados para simula-
ção temporal de Monte Carlo com 25, 000 realizações. O sinal determinístico utilizado aqui
é diferente, agora uma senoide, o tempo da simulação também é outro agora sendo 2, 5s,
entretanto o ruído se mantêm. Essas alterações foram feitas para tornar mais evidente os
efeitos da aplicação do atraso dado que h = 10 em tempo equivale a 0, 4s. O gráfico da
Fig. VI.22 representa a comparação entre sinal de referência do carro líder na curva em
preto que é a média do erro quadrático para o controlador por realimentação de saída de
ordem completa usando a abordagem Zero é a curva cheia em vermelho e o desvio pa-
drão da mesma abordagem são as curvas vermelhas tracejadas. O gráfico da Fig. VI.23
segue a mesma organização do primeiro, a única diferença é que os gráficos agora em
azul representam a abordagem Hold. Essa modificação também tem o intuito de mostrar
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o comportamento de maneira mais clara, dado que se o erro quadrático médio fosse mos-
trado da mesma maneira feita nas seções anteriores desse capitulo não apresentaria os
resultados de forma justa.
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Figura VI.22 – Erro Quadrático Médio e Desvio vy para abordagem Zero.
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Figura VI.23 – Erro Quadrático Médio e Desvio vy para abordagem Hold.
Observe os valores apontados pelos datatips, os picos da referência e o da
abordagem Zero estão distanciados exatamente por 0, 4s, outro situação importante que
durante os primeiros 0, 4 segundos a curva referente abordagem Zero não se altera. Isso
significa que o segundo carro só inicia a esterçar no ponto onde o primeiro carro iniciou
a esterçar. Então podemos dizer que a solução agora faz o mesmo trajeto que o primeiro
carro.
VI.3.2 Resultados para solução estruturada
Nesta subseção mostramos os resultados obtidos para a adição de atraso para
a solução estruturada filtro observador de estados e controlador por realimentação de es-
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tado. Todos os procedimentos adotados na última seção também foram adotados nessa
seção, exceto a quantidade de instantes h, esse parâmetro foi modificado pois o valor de
h = 10 causa infactibilidade na solução estruturada. Mas apresentaremos os resultados
obtidos para h = 5 para demonstrar que é possível implementar atraso fixo, mas levando
em consideração que a extensão de matrizes para a implementação de atraso aumenta
drasticamente a dificuldade de se encontrar soluções factíveis.
VI.3.2.1 Análise da norma H∞
O gráfico da Fig. VI.24 apresenta o comportamento da norma H∞ para a varia-
ção dos parâmetros de probabilidade de transição Pcc e Pff , o processo de discretização
foi feito com o número de termos da serie de Taylor l = 7. Esse resultado é apresentado
logo abaixo.
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Figura VI.24 – Comportamento da norma H∞ para o caso com delay.
Como já era esperado, os resultados obtidos com a adição de atraso para esse
teste foram semelhantes aos obtidos para o caso sem adição de atraso, isso ocorre porque
o controlador por realimentação de saída de ordem completa continua sendo a solução
ótima para a situação nominal da planta.
VI.3.2.2 Análise do limitante superior da norma H∞
O gráfico da Fig. VI.25 apresenta o comportamento do limitante superior da
norma H∞ para a variação dos parâmetros de probabilidade de transição Pcc e Pff , o
processo de discretização foi feito com o número de termos da serie de Taylor l = 7. Esse
resultado é apresentado logo abaixo.
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Figura VI.25 – Comportamento do limitante superior da normaH∞ para o caso com atraso.
O resultados expostos no gráfico da Fig. VI.25 tem a superfície em vermelho
referente ao teste do limitante superior da norma para o controlador por realimentação de
saída de ordem completa e uma curva em azul que representam as únicas combinações
Pcc e Pff factíveis para a solução. Não foi possível obter a superfície, somente uma curva,
para solução estruturada, isso ocorreu por que o aumento da dimensão das matrizes as-
sociada a adição de restrição dos politopos restringem demasiadamente a função objetivo,
tornado a busca por soluções factíveis complexa. Todas as simulações no presente tra-
balho utilizaram as mesmas opções de precisão, talvez seria possível obter resultados se
essas opções forem alteradas, mas isso seria uma comparação injusta.
A interpretação física é que independente dos valores de probabilidade de tran-
sição Pcc e Pff , o controlador por realimentação de saída de ordem completa será superior,
essa afirmação será confirmada no próximo teste. Lembrando que para o caso sem atraso
existia uma região na qual a solução estruturada apresentava performance superior, e a
simulação feita com as probabilidade Pcc e Pff a solução estruturada apresentava melhor
desempenho.
VI.3.2.3 Análise de sinais
Da mesma maneira que fizemos para os testes apresentados na Seção VI.3.1.2,
a única diferença é o número de instantes de delay h = 5. O gráfico VI.26 apresenta o re-
sultados das simulações temporais Monte Carlo com 25, 000 realizações. A curva preta
no gráfico é a referência. A curva em verde é a média do sinal do seguidor para solução
estruturada e a curva tracejada verde é o desvio padrão do sinal do seguidor para solu-
ção estruturada. A curva em vermelho é a média do sinal do seguidor para solução com
controlador por realimentação de saída de ordem completa e a curva tracejada vermelho é
o desvio padrão do sinal do seguidor para solução com controlador por realimentação de
saída de ordem completa, esse gráfico é mostrado abaixo.
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Figura VI.26 – Média e Desvio vy para abordagem Estruturada.
Analisando as curvas é possível notar que a curva em vermelho, abordagem
com o controlador por realimentação de saída, tem comportamento mais próximo da refe-
rência e o valor do desvio padrão é inferior ao da curva verde, solução estruturada. Como
explicamos na subseção VI.3.2.2 esse resultado era o esperado, porque no teste do limi-
tante superior não foi possível encontrar uma solução factível, isso significa que a a solução
do controlador por realimentação de saída é superior a solução estruturada nesse caso.
VI.4 Considerações Finais
O objetivo desse capítulo era apresentar e comparar os resultados obtidos para
todos as soluções propostas no capítulo IV segundo os parâmetros apresentados em V.
Na Seção VI.1.1 mostramos os resultados obtidos para as soluções propostas
na Seção IV.2.1, foram comparados o comportamento da norma de ambas abordagens
e não foram encontradas diferença de desempenho nesse teste. O segundo teste feito
foi a simulação no tempo estocásticas para ruídos particulares, apresentados na Seção
V.4, e nesse teste o resultado apontou que em relação ao erro quadrático médio a abor-
dagem Zero apresenta pequena vantagem, entretanto para os valores de desvio padrão
a abordagem Hold obteve valores notoriamente menores. E no final dessa seção foram
apresentados os resultados para a abordagem Hold com 4 carros seguindo um líder, foi
constatado que para o nosso experimento o erro quadrático médio acumulado máximo é
de 0, 015 m/s e o desvio padrão máximo é de 2, 5× 10−6 m/s, ambos valores pequenos em
relação aos valores de velocidade utilizados, esse é um importante resultado porque esses
parâmetros podem ser utilizados para limitar a quantidade máxima de carros na fila.
Na seção VI.2 apresentamos os resultados obtidos para a solução proposta na
Seção IV.2.2, com os valores do parâmetro de rigidez em curvas para as rodas dianteiras
variando de acordo com a Seção V.5. O primeiro resultado é o comportamento da norma
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H∞ em relação a variação dos valores de probabilidade de sucesso Pcc e probabilidade
de falha Pff entre primeira solução com a abordagem Zero e Hold e solução estruturada
filtro/controlador para os respectivos valores de l = 2, 3, 4, 7. Os resultados mostram que
para nosso experimento a primeira solução apresenta valores menores de normaH∞. Esse
resultado era esperado porque a primeira solução entrega controladores ótimos para um
ponto de operação específico. Já a segunda solução perde a condição de otimalidade com
a adição de incerteza paramétricas. O segundo resultado é o teste do limitante superior,
nesse teste representa o comportamento do limitante superior da norma H∞ para todos os
pontos que pertencem ao sistema politópico, essa comparação entre a primeira solução
e a solução estruturada foi observado que para valores de probabilidade de falha meno-
res que Pff < 0, 3 e para todos os valores de probabilidade de sucesso P cc a solução
estruturada obteve melhores resultados, para os demais valores de probabilidade as abor-
dagens mostram praticamente os mesmos valores de limitante superior. E para finalizar a
análise da solução estruturada foi feito o teste de simulação temporal para ruídos especí-
ficos apresentados na Seção V.4. Comparando os resultados é possível observar que no
erro quadrático médio em parte do tempo de simulação a solução estruturada tem melhor
desempenho e para o desvio padrão a solução estruturada tem melhor desempenho prati-
camente durante todo tempo de simulação. Isso ocorre porque a primeira solução é ótima
para um ponto especifico de operação, mas a solução estruturada é a melhor solução que
satisfaz todo o conjunto de pontos de operação.
Na Seção VI.3, foram apresentados os resultados para a adição de atraso fixo,
nas duas soluções oferecidas, para a primeira solução o comportamento da norma vari-
ando os valores de probabilidade. Os teste foram feitos para as abordagem Zero e Hold e
foi observado que diferentemente do resultado sem adição de atraso as normas das abor-
dagens foram diferentes, isso ocorre porque a função objetivo foi alterada e por isso as
abordagens não são mais equivalentes. Fazendo a análise temporal, é possível notar que
a abordagem Zero tem menor valores de desvio padrão e os valores de pico são bem pró-
ximos aos valores de pico da referencia, já a abordagem Hold apresenta pior desempenho
em ambos os quesitos se comparado com a abordagem Zero.
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CAPÍTULO VII
Conclusão
No presente trabalho propomos soluções para o problema de seguimento de
veículos, sendo esse um problema extensivamente estudado na literatura. Todas as solu-
ções propostas consideram um aspecto importante inerente ao problema de seguimento
de veículos: a perda de informação transportada por redes sem fio.
Os primeiros resultados apresentados no Capitulo VI, são a aplicação do con-
trolador de saída de ordem completa, além dela também foram experimentadas duas abor-
dagens de modelagem de falha: a abordagem Zero e a abordagem Hold, visto que para
o caso de controladores não existe resultado fechado para a comparação entre as duas.
Além disso, nesse primeiro resultado mostramos a comparação com controlador clássico
que não considera a perda de informação e confirmamos o que já era esperado, o desem-
penho dos controladores projetados com a teoria de controle em rede é superior.
O segundo resultado é o projeto de controladores parametricamente robustos.
O processo de adição de incerteza paramétrica nos projetos de controle discretizado é uma
tarefa complexa e requer a utilização de diferentes técnicas de discretização. A escolha da
técnica e de seus parâmetros é algo que exerce grande influência no desempenho final
do controlador obtido. Essa técnica e seus parâmetros são explicados e estudados no
presente trabalho. Os resultados obtidos mostram que para situações onde existe variação
nos parâmetros essa solução tem melhor desempenho e robustez.
O terceiro resultado obtido é a adição de atraso fixo nas soluções apresentadas
no presente trabalho. Essa adição teve como finalidade tornar as soluções mais próximas
da realidade dos testes de esforço, porque esses testes são feitos em trajetos predetermi-
nados. Os resultados obtidos mostraram que as soluções com adição de atraso são mais
robustas, isso se verifica pela diminuição do valor da norma de todas as abordagens. Esse
fenômeno ocorreu porque a estrutura das matrizes de saída foram alteradas, alterando
também o problema de otimização. A única desvantagem é o aumento do custo computa-
cional ocasionado pelo aumento das dimensões das matrizes. É importante lembrar que
caso os testes sejam realizados em uma área ampla e sem limitações de trajetória não
existe a necessidade da adição de atraso, visto que os veículos seguidores farão os mes-
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mos movimentos do carro líder instantaneamente.
Com todos os resultados obtidos podemos concluir que a utilização de teoria
de controle em rede gera soluções para o problem de seguimento de carro é plausível.
VII.1 Trabalhos futuros
No presente trabalho propomos soluções de controle para o problema de se-
guimento de carros. Essas soluções foram projetadas e simuladas no ambiente Matlab e
Simulink. Esse ambiente é amplamente utilizado no mundo acadêmico, entretanto para co-
gitarmos a implementação dessas soluções seria necessária a confecção de simulações
mais próximas de ambientes reais, como por exemplo o ambiente de simulação GAZEBO
associado ao Robot Operational System (ROS). Após essa etapa de simulações mais pre-
cisas seguiria a implementação real dos controladores.
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APÊNDICE A
Alteração da função objetivo devido à inclusão de atraso
fixo
Neste apêndice explicamos a causa da variação dos valores da norma H∞ quando
adicionamos atraso fixo, essa explicação é necessária porque, normalmente, quando utilizamos a
técnica de extensão de estados a dinâmica do sistema não se altera, isto é, os autovalores da matriz
A não são alterados. Para fazer explicarmos esse fenômeno utilizaremos o seguinte sistema,
G :
x˙(k) = Ax(k) +Bw(k),z(k) = Cx(k) +Dw(k), (A.1)
onde x ∈ Rn são os estados da planta, w ∈ Rn×1 é a entrada exógena e z ∈ R1×n.
A normaH∞ pode ser calculada segundo os critérios apresentados na Seção III.4, mas
para simplificarmos a explicação utilizaremos a forma que utiliza a função transferência,
‖H‖∞ = sup
ω∈R
|H(jω)| (A.2)
onde H(jω) é a função transferência e ω ∈ R é a frequência. Lembrando que um sistema na forma
A.1 pode ser transformado para forma de função transferência da seguinte maneira
H(s) = C(sI −A)−1B +D. (A.3)
Agora, utilizaremos os estados aumentados desta forma [x(k)′ x(k − 1)′]′, o sistema aumentado é
dado por,
Aaug =
[
A 0
I 0
]
, Baug =
[
B
0
]
, Daug = D (A.4)
Agora, para a matriz C utilizaremos duas maneiras de estendê-las,
Caug1 =
[
C 0
]
, Caug2 =
[
0 C
]
(A.5)
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Então, fazendo a transformação para Caug1 temos,
Haug1(s) =
[
C 0
]([sI 0
0 sI
]
−
[
A 0
I 0
])−1 [
B
0
]
+Daug (A.6)
Haug1(s) =
[
C 0
]([sI −A 0
−I sI
])−1 [
B
0
]
+Daug (A.7)
Haug1(s) =
[
C 0
] [(sI −A)−1 (sI −A)−1s−1I
0 s−1I
][
B
0
]
+Daug (A.8)
Haug1(s) = C(sI −A)−1B +Daug (A.9)
Fica claro que mesmo estendendo o vetor de estados a função transferência não se altera, portanto,
a sua norma H∞ também não se altera. Para o segunda matriz Caug2,
Haug2(s) =
[
0 C
]([sI 0
0 sI
]
−
[
A 0
I 0
])−1 [
B
0
]
+Daug (A.10)
Haug2(s) =
[
0 C
]([sI −A 0
−I sI
])−1 [
B
0
]
+Daug (A.11)
Haug2(s) =
[
0 C
] [(sI −A)−1 (sI −A)−1s−1I
0 s−1I
][
B
0
]
+Daug (A.12)
Haug2(s) = Daug (A.13)
Para ambos os casos a extensão da matriz A não altera a dinâmica da planta, entretanto, para o
segundo caso a função transferência é alterada e como consequência a norma é alterada.
Tendo esse resultado em mente podemos relaciona-lo com o que ocorreu com resul-
tados obtidos para a adição de atraso fixo, normalmente quando adicionamos atraso fixo a um
sistema a matriz Cz é estendida da mesma maneira que Caug1 mostrado no exemplo, mas para o
nosso caso onde é necessário fazer a diferença entre os estados dos veículo líder e o seguidor a
matriz Cz tem que ser modificada como a matriz Caug2 no exemplo. Por que é necessário fazer a
diferença do estado atrasado em h = 10 do veiculo líder com os estados atuais do seguidor.
