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In this paper, we provide a systematic investigation of high-order primordial perturbations with
nonlinear dispersion relations due to quantum gravitational effects in the framework of uniform
asymptotic approximations. Because of these effects, the equation of motion of the mode function
in general has multiple-turning points. After obtaining analytically approximated solutions to any
order in different regions, associated with different types of turning points, we match them to the
third one. To this order the errors are less than 0.15%. General expressions of the power spectra
of the primordial tensor and scalar perturbations are derived explicitly. We also investigate effects
of back-reactions of the quantum gravitational corrections, and make sure that inflation lasts long
enough in order to solve the underlying problems, such as flatness, horizon and monopole. Then,
we study various features of the spectra that are observationally relevant. In particular, under a
moderate assumption about the energy scale of the underlying theory of quantum gravity, we have
shown that the quantum gravitational effects may alter significantly the ratio between the tensor
and scalar power spectra, thereby providing a natural mechanism to alleviate the tension between
observations and certain inflationary models, including the one with a quadratic potential.
I. INTRODUCTION
The paradigm of cosmic inflation has had remarkable
success in solving many problems elegantly with stan-
dard big bang cosmology and predicting the primordial
power spectrum whose evolution explains both the for-
mation of the large scale structure of the universe and
the small inhomogeneities in the cosmic microwave back-
ground (CMB) [1]. These are now matched to observa-
tions with a spectacular precision [2–4]. However, as it
is well known, the inflationary scenario is conceptually
incomplete in several respects. For example, in some in-
flation models, the energy scale of quantum fluctuations,
which relates to the present observations, was not far
from the Planck energy in the beginning of the inflation
[5, 6]. This leads to the problem that the underlying
quantum field theory on classical spacetime becomes un-
reliable. In addition, the evolution of the background
geometry and matter, which satisfies Einstein’s equation
during the inflational process, will inevitably lead to the
existence of an initial singularity [7, 8]. Yet, the inflation
paradigm in general ignores the pre-inflationary dynam-
ics and simply sets the initial condition of the pertur-
bations in the Bunch-Davies vacuum at the onset of the
slow-roll epoch. To resolve any of these problems, the
ultraviolet (UV) physics is needed.
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So far, various approaches have been proposed to study
the aforementioned effects; see, for example, [5–11], and
references therein. In most of such considerations, both
scalar and tensor perturbations produced during the in-
flationary epoch are governed by the equation
µ′′k(η) +
(
ω2k(η)−
z′′
z
)
µk(η) = 0, (1.1)
where µk(η) denotes the mode function of inflationary
perturbations, and a prime indicates differentiation with
respect to the conformal time η. k is the comoving wave
number, and z = z(η) depends on the background and
the types of perturbations (scalar and tensor). In the
present paper, we will consider the particular nonlinear
dispersion relation
ω2k(η) = k
2
[
1− bˆ1
(
k
aM∗
)2
+ bˆ2
(
k
aM∗
)4]
, (1.2)
where M∗ is the relevant energy scale of the nonlinear
dispersion relation, a = a(η) is the scale factor of the
background universe, and bˆ1 and bˆ2 are dimensionless
constants. In order to get a healthy ultraviolet limit if
bˆ1 6= 0, one in general requires bˆ2 > 0. When bˆ1 = 0 = bˆ2,
it reduces to that of general relativity.
The nonlinear dispersion relation in Eq. (1.2) was first
suggested for inflationary perturbations in [5] as a toy
model, which has been used to study the unknown ef-
fects of trans-Planckian physics. Later it was found
that it could be naturally realized in the framework of
Horˇava-Lifshitz theory of gravity [12, 13]. While the last
two terms on the right hand side of Eq. (1.2) denote
the contributions from the fourth and sixth-order spa-
tial operators in the theory of Horˇava-Lifshitz gravity,
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2the term ω2k comes from the fact that the theory only
allows the second-order time derivative operators. The
essential point of keeping the time derivative operators
to the second-order and the high-dimensional spatial op-
erators up to the sixth-order is that it not only reserves
the unitarity of the theory, but also makes the theory
power-counting renormalizable.
To have a better physical understanding of the quan-
tum gravitational effects, it is highly desirable to solve
Eq.(1.1) analytically for the nonlinear dispersion relation
(1.2), and then extract information from it, including
the power spectra, spectral indices and runnings. Such
studies are very challenging, as the problem becomes so
mathematically involved, and meanwhile the treatment
needs to be sufficiently accurate, in order to identify pre-
cisely such effects and seek observational signatures in
the current and forthcoming experiments. Recently, we
developed a powerful and effective method, the uniform
asymptotic approximation to accurately construct analyt-
ical solutions of the mode function with a nonlinear dis-
persion relation [14]. It should be noted that the uniform
asymptotic approximation was first applied to inflation-
ary cosmology by Habib et al. [15], in which the disper-
sion relation is the standard linear relation ωk(η) = k
2,
where the equation of motion only has one single turning
point (see also [12]). We generalized the method of Habib
et al. to the case with the nonlinear dispersion relation
of Eq.(1.2), where multiple and high-order turning points
are allowed. Furthermore, we extended the first-order
uniform asymptotic approximation to the third-order in
cases where there exists only one-turning point [16]. The
formulas were then applied to k-inflationary models [17]
as well as to the ones in loop quantum cosmology (LQC)
with holonomy and inverse-volume corrections [18].
The aim of this paper is to generalize our studies car-
ried out in [14] from the first-order to the third-order
approximations with any number and order of turning-
points for the dispersion relation given by Eq.(1.2). Up to
the third-order, the upper bounds of errors are . 0.15%
[16], which are accurate enough for the current and forth-
coming experiments [19]. We emphasize that the method
to be developed in this paper is quite general, and can
easily be extended to other inflationary models with dif-
ferent quantum gravitational effects. To proceed further,
we assume that the background evolution with an in-
flationary scalar field satisfies the usual Friedmann and
Klein-Gordon equations 1,
H2 =
1
3M2Pl
(
1
2
φ˙2 + V (φ)
)
, (1.3)
1 This assumption is not essential, and can be easily generalized
to the case where the evolution of the background is affected by
quantum gravitational corrections. Such corrections could lead
to non-slow-roll inflation, such as the case in LQC [18]. However,
the uniform asymptotic approximation method is not restricted
to slow-roll inflationary models, and can be thus in principle
equally applied to the non-slow-roll case.
φ¨+ 3Hφ˙+
dV (φ)
dφ
= 0, (1.4)
where H ≡ a˙/a is the Hubble parameter, V (φ) is the
potential of the inflation field φ, and MPl is the reduced
Planck mass. In the above, a dot represents the deriva-
tive with respect to the cosmic time t, which in terms of
the conformal time is given as
η(t) =
∫ t
tend
dt′
a(t′)
. (1.5)
Here tend is the cosmic time when the inflation ends.
In addition, an important feature of the nonlinear
dispersion relation is that it could produce additional
excited states for primordial perturbations on the sub-
horizon scale during inflation. This has been exten-
sively studied in [20, 21]. In general, the solution of
Eq.(1.1) has the following form in the sub-horizon regime
H  k/aM∗ (in the leading WKB approximation),
µk(η) =
1√
2ωk(η)
(
α˜ke
−i ∫ ωkdη + β˜kei ∫ ωkdη) , (1.6)
where α˜k and β˜k satisfy the relation
|α˜k|2 − |β˜k|2 = 1. (1.7)
Usually, β˜k = 0 if the mode starts at the Bunch-Davies
vacuum and the coefficient term Ω2k(η) = ω
2
k(η) − z′′/z
in Eq. (1.1) satisfies the adiabatic condition∣∣∣∣3(Ω′k)24Ω4k − Ω
′′
k
2Ω3k
∣∣∣∣ 1, (1.8)
from the onset of inflation until the sub-horizon regime.
However, if the adiabatic condition is violated in the
region when k/a & M∗, then the primordial perturba-
tion modes through this region will lead to a nonzero β˜k.
This immediately raises the question whether the back-
reaction of such additional excited state (i.e., β˜k mode) is
small enough to allow inflation to last long enough. Such
a consideration leads to the following constraint [21],
|β˜k|2  8piM
2
PlH
2
inf
M4∗
, (1.9)
where Hinf is the Hubble constant when the inflation just
starts. Note that similar constraints can also be found
in [22]. In the current paper, with the approximate so-
lutions obtained by using the high-order uniform asymp-
totic approximation to be developed below, we are able
to determine the coefficient β˜k explicitly, so that we can
estimate the effects of the back-reactions on the primor-
dial spectra precisely.
The rest of this paper is organized as follows. In
Appendix A, we systematically develop the high-order
uniform asymptotic approximation method for multi-
turning points, and expand the mode function in terms
of 1/λ to an arbitrarily high order, in which the er-
ror bounds are given in each order of the approxima-
tion, where λ  1. Then in Appendix B, we consider
3the matching of individual approximate solutions con-
structed in Appendix A. By applying the formalism de-
veloped in Appendices A and B to inflationary perturba-
tion modes with the above nonlinear dispersion relation,
in Sec. II, we obtain the general expressions of the power
spectra to the third-order from the analytically approxi-
mate mode function obtained in the uniform asymptotic
approximation. Then, we investigate the constraints on
the Bogoliubov coefficient β˜k, in order for the inflation
to last longer enough. In Sec. III, we investigate features
of the power spectra, and study their potential applica-
tions to certain inflationary models. In particular, we
show that, even with the aforementioned constraints, the
model with a quadratic potential can be reconciled with
observations after the quantum gravitational corrections
are taken into account. Our main conclusions are sum-
marized in Sec. IV.
II. SPECTRA OF PRIMORDIAL
PERTURBATIONS
A. Turning Points and WKB Approximation
The evolutions of both scalar and tensor perturbations,
which obey the equation of motion (1.1), depend on both
the background of the Universe and the nonlinear disper-
sion relations (1.2). With the assumption of the slow-roll
evolution of the background, then the behaviors of the
mode are very sensitive to the signs of ω2k(η) − z′′/z in
Eq. (1.1). When ω2k(η)  |z′′/z|, the solution is of the
type of oscillation,
µk(η) ∼ e±i
∫
ωk(η)dη, (2.1)
and when ω2k(η) |z′′/z|, it is of the form,
µk(η) ∼ α1
z(η)
+ α2z(η). (2.2)
Here we note that the former corresponds to solutions in
the region where the adiabatic condition (1.8) is fulfilled.
Then, the problem of obtaining the solution of Eq. (1.1)
thus reduces to solving the equation in the intermediate
regions when ω2k(η) ∼ |z′′/z|. In these regions, the signs
of Ω2k(η)
[≡ ω2k(η)− z′′/z] change. As a result, the solu-
tion will change from that of oscillation to that of decay-
ing/growing, or vice versa. The transition point where
Ω2k(η) = 0 is usually called a turning point. As shown
above, the solution of the mode function has quite differ-
ent behaviors in different sides of the turning point. In
particular, in the region where Ω2k(η) ' 0, the adiabatic
condition (1.8) is broken down, as shown explicitly in
Fig. 1, and then the usual WKB approximation becomes
invalid. Therefore, in order to determine the solution of
Eq. (1.1) in the whole phase space, other approximations
near the turning points are required. To this purpose, in
the following we shall show how one can solve Eq. (1.1)
at these turning points by using the uniform asymptotic
approximation.
(a)(b)(c)(d)(e)
0.1 1 10 100 1000
0.0
0.2
0.4
0.6
0.8
1.0
-k η
|3(Ω k
')2 /(4
Ω k4 )-
Ω k''/(2
Ω k3 )|
Adiabaticity condition
FIG. 1. The adiabatic condition of Eq. (1.8) for the WKB
approximation is violated at the turning points Ω2k(η) ≡
ω2k(η) − z′′/z = 0, denoted by the down-pointing vertical ar-
rows. The curves (a), (b), (c), (d) and (e) correspond, respec-
tively, to the cases illustrated in Fig. 2.
B. Approximate Solutions near Turning Points
The uniform asymptotic approximation provides a sys-
tematic and effective method to construct accurate solu-
tions near turning points. To show this, let us re-write
Eq.(1.1) in the form [23, 24],
d2µk(y)
dy2
=
[
λ2gˆ(y) + q(y)
]
µk(y), (2.3)
where the new variable y(≡ −kη) is dimensionless, and
λ2gˆ(y) + q(y) ≡ − 1
k2
(
ω2k(η)−
z′′
z
)
=
ν2 − 1/4
y2
− 1 + b12∗y2 − b24∗y4,
(2.4)
where ν2 ≡ 1/4 + η2z′′/z, b1 = bˆ1/(a2H2η2), b2 =
bˆ2/(a
4H4η4), and ∗ = H/M∗. In the above, the
quantity z = z(η) depends on the types of perturba-
tions. In particular, for scalar perturbations we have
zs(η) = aφ˙/H and for tensor perturbations we have
zt(η) = a. Restricting to the slow-roll evolution of the
background, as we have assumed in this paper, we have
b1 = (1 + 21 + O(2))bˆ1, b2 = (1 + 41 + O(2))bˆ2,
ν = 3/2 + 1 + 2/2 + O(2) for scalar perturbations,
and ν = 3/2 + 1 + O(2) for tensor perturbations with
1 ≡ −H˙/H2, 2 ≡ d ln 1/d ln a, where i denote the
slow-roll parameters at the first-order slow-roll approxi-
mation.
Note that Eq. (2.4) cannot determine the two func-
tions g(y) and q(y) uniquely. A fundamental reason to
introduce two of them is to have one extra degree of free-
dom, so later we are allowed to choose them in such a
way that the error control functions, associated with the
uniform asymptotic approximation, can be minimized.
4The convergence of these error control functions are very
sensitive to their behaviors near the poles (singularities)
of the function λ2gˆ(y), as we have discussed in details in
Appendix A. From the expression of Eq. (2.4), one can
see that there are two poles, one is located at y = 0+ and
the other is at y = +∞. Now one can follow the guid-
ance summarized in the last paragraph in Appenxia. A
to determine the functions λ2gˆ(y) and q(y).
The guidance to determine the functions λ2gˆ(y) and
q(y) contains three conditions. The first condition re-
quires that near the two poles we must have |q(y)| <
|λ2gˆ(y)|, which in turn requires that λ2gˆ(y) must be of
the second-order at the pole y = 0+, and of the fourth-
order at the pole y = +∞. Then, the second condition
requires that the functions λ2gˆ(y) and q(y) must be cho-
sen as
q(y) = − 1
4y2
+
q1
y
+ q2 + q3y + q4y
2 + q5y
3 + q6y
4,
λ2gˆ(y) =
ν2
y2
− q1
y
− (1 + q2)− q3y
+(b1
2
∗ − q4)y2 − q5y3 − (b24∗ + q6)y4, (2.5)
where qi with i = 1, 2, 3, 4, 5, 6 are constants. Considering
the third condition one concludes that the pole y = +∞
of q(y) must have order less than one, thus qi = 0 with
i > 2. One can choose q1,2 = 0 for the sake of simplicity.
Then, the functions λ2gˆ(y) and q(y) finally take the form
q(y) = − 1
4y2
, (2.6)
λ2gˆ(y) =
ν2
y2
− 1 + b12∗y2 − b24∗y4. (2.7)
Clearly, the function λ2gˆ(y) is free of singularities within
the range y ∈ (0,+∞).
Except the two poles at y = 0+ and y = +∞, λ2gˆ(y) in
general has three zeros for y ∈ (0,+∞), which depends
on the three parameters b1, b2, and ∗. The zeros of
λ2gˆ(y) are also called turning points of the second-order
differential equation (2.3). These turning points can be
determined by solving the equation λ2gˆ(y) = 0, which
are,
y0 =
{
b1
3b22∗
[
1− 2√1− Y cos
(
θ
3
)]}1/2
,
y1 =
{
b1
3b22∗
[
1− 2√1− Y cos
(
θ + 2pi
3
)]}1/2
,
y2 =
{
b1
3b22∗
[
1− 2√1− Y cos
(
θ + 4pi
3
)]}1/2
,
(2.8)
with Y ≡ 3b2/b21 and
θ ≡ −
(
1− 3
2
Y + 3
2
b1Y2ν22∗
)
(1− Y)−3/2. (2.9)
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FIG. 2. The function g(y) = λ2gˆ(y) defined in Eq.(2.7): (a)
Three different and single real roots of the equation λ2gˆ(y) =
0. (b) One single real root and one double real root. (c) One
single real root and two complex roots. (d) One single real
root. (e) Two single real roots when bˆ2 < 0. The turning
points y0, y1, and y2 are all real and positive in Case (a).
Depending on the signs of ∆, where
∆ ≡ (Y − 1)3 +
(
1− 3
2
Y + 3
2
b1Y2ν22∗
)2
, (2.10)
the nature of the three roots is different. In Fig. 2, we
display five different cases for the function λ2gˆ(y), corre-
sponding to different types of roots 2. When ∆ < 0, the
three roots (y0, y1, y2) are all real and different, which
corresponds to Case (a) in Fig. 2. When ∆ = 0, there
are one single real root y0 and one double real root y1
(y1 = y2), which corresponds to Case (b) in Fig. 2. When
∆ > 0, there are one single root y0 and two complex con-
jugated roots y1 and y2 with y1∗ = y2, which corresponds
to Cases (c) and (d) in Fig. 2. The difference between
Case (c) and Case (d) is that for Case (d), the two com-
plex roots are largely spaced in the imaginary axis, and
as we shall show later, we can treat this case as it has
only one single real root. We also display a special Case
(e) in Fig. 2 by taking bˆ2 < 0, which has two real turn-
ing points. Note that throughout this paper we assume
y0 < Re(y1) ≤ Re(y2).
The performance of the uniform asymptotic approxi-
mation for different types of turning points are different.
The treatment for the single real turning point is pre-
sented in Appendix. A 3, while the treatment for a pair
of turning points which could be either both single, dou-
ble, or both complex is presented in Appendix. A 4. For
the single real turning point y0, following the procedure
in Appendix. A 3, one can construct the approximate so-
2 It should be noted that in [14] Cases (c) and (d) were considered
as one, while Case (e) was limited by requiring that the mode be
stable at the UV.
5lution of Eq. (1.1) for primordial perturbation modes as
µk(y) =
(
ξ(y)
gˆ(y)
)1/4
U(ξ), (2.11)
where ξ(y) is a growing function of y in the range y ∈
(0+,Re(y1)) given by Eq. (A.32) and U(ξ) is expanded
in terms of Airy function in Eq. (A.45).
For a pair of turning points y1 and y2, as we discussed
above, they could be either both single real, double, or
even complex. In the uniform asymptotic approximation,
as we have shown in Appendix. A 4, we can treat them
together. Following the procedure in Appendix. A 4, the
corresponding solution of Eq. (1.1) now can be expressed
as
µk(y) =
(
ζ(y)2 − ζ20
−gˆ(y)
) 1
4
U(ζ), (2.12)
where ζ(y) is a decaying function of y in the range of
y ∈ (y0,+∞), which is given by Eqs. (A.51, A.53, A.55,
A.57) respectively for different cases, ζ20 is defined in
Eq. (A.49), and U(ζ) is expressed in terms of parabolic
cylinder functions in Eq. (A.71).
Then imposing the adiabatic vacuum state in the limit
y → +∞ as in Eq. (B.1), and matching the individual
solutions in Eq. (2.11) and Eq. (2.12) in their overlaping
region y ∈ (y0,Re(y1), the behaviors of the solution of the
primordial perturbations modes during the whole region
y ∈ (0+,+∞) now can be completely determined.
As the construction of the approximate solutions in
the uniform asymptotic approximation are very much
mathematically involved, in this paper we leave most of
the mathematical derivations into Appendix. A and Ap-
pendix. B. In Appendix. A, we provide a general and
self-contained introduction to the uniform asymptotic
approximation and illustrate how to construct accurate
solutions for different types of turning points. In Ap-
pendix. B, we show how to match the individual solu-
tions in different regions so that we can get a solution in
the whole spacetime.
C. Spectra of Primordial Perturbations
Now with the approximate solutions of Eq. (2.11) and
Eq. (2.12), we are in the position to calculate the spectra
of both scalar and tensor perturbations. In order to do
so, we consider the limit y → 0+, for which only the
growing mode of the approximate solution is relevant.
Considering the asymptotic form of the Airy functions in
the limit y → 0+ (i.e., ξ(y)→ +∞), we have [16]
lim
y→0+
µk(η) =
β0e
2
3 ξ
2/3
λ1/6gˆ1/4pi1/2
[
1 +
H (+∞)
2λ
+
H 2(+∞)
8λ2
+O
(
1
λ3
)]
,(2.13)
where H (ξ) is the error control function associated with
the approximate solution at the turning point y0 and the
coefficient β0 is determined in Eq. (B.24). Then, the
power spectra read
∆2(k) ≡ k
3
2pi2
∣∣∣∣µk(y)z(η)
∣∣∣∣2
y→0+
' A (k) k
2
4pi2
−kη
z2(η)ν(η)
exp
(
2λ
∫ y0
y
√
gˆ(y′)dy′
)
×
[
1 +
H (+∞)
2λ
+
H 2(+∞)
8λ2
+O
(
1
λ3
)]
,
(2.14)
where A (k) denotes the modified factor due to the pres-
ence of the turning points y1 and y2, which reads
A (k) = 1 + 2epiλζ
2
0 + 2epiλξ
2
0/2
√
1 + epiλζ
2
0
×
{
cos 2B− I (ζ) +H (ξ)
λ
sin 2B
−
[
I (ζ) +H (ξ)
]2
2λ2
cos 2B
}
.
(2.15)
Here I (ζ) is the error control function associated with
the approximate solution at the turning points y1 and y2,
and the quantity B is given by Eq. (B.25).
The quantity ζ20 measures the quantum effects of the
nonlinear dispersion relation. When ζ20 is positive and
large, which corresponds to the case that both y1 and y2
are real [i.e. Case (a) in Fig. 2 with the condition that
y1 and y2 are largely spaced], one finds
epiλζ
2
0  1, (2.16)
thus the power spectrum is exponentially enhanced.
When ζ20 = 0, which corresponds to the case that the
turning points satisfy y1 = y2, i.e. Case (b) in Fig. 2,
one finds
A = 3 + 2
√
2
{
cos 2B− I (ζ) +H (ξ)
λ
sin 2B
−
[
I (ζ) +H (ξ)
]2
2λ2
cos 2B
}
. (2.17)
For the case ζ0 is negatively large, which corresponds to
the case when the turning points y1 and y2 are complex
conjugate and largely spaced in the imaginary axis, that
is, Case (d) in Fig. 2, one has
epiλζ
2
0  1. (2.18)
Thus, the power spectrum reduces to the usual one with
only one single turning point y0, which has been calcu-
lated in detail in [16] up to the third-order approxima-
tion.
6With the above expression of the power spectrum, the
corresponding spectral index can be calculated as
ns,t =
d lnAs,t(k)
d ln k
+ n
(one)
s,t , (2.19)
where n
(one)
s,t is the spectral index when λ
2gˆ(y) has only
one turning point, and its explicit expression is given
in [16]. When ζ20 is negative and large, As,t reduces to
one, and thus the first term in Eq.(2.19) reduces to zero.
This is consistent with the discussions given in the last
paragraph. More specifically, for the first-order approx-
imation the modified factor is only a function of ζ20 and
B, and we can write the spectral index in a more explicit
form
ns,t =
∂ lnAs,t
∂ζ20
dζ20
d ln k
+
∂ lnAs,t
∂B
dB
d ln k
+ n
(one)
s,t ,
(2.20)
where
dζ20
d ln k
≡ 2
pi
d
d ln k
∫ y2
y1
√
gˆ(y′)dy′, (2.21)
and
dB
d ln k
≡ λ d
d ln k
∫ Re(y1)
y0
√
−gˆ(y′)dy′
+
λ
pi
φ′
(
λ
2
ζ20
)
d
d ln k
∫ y2
y1
√
gˆ(y′)dy′, (2.22)
in which φ(x) is given by Eq.(C.6) and φ′(x) ≡ dφ(x)/dx.
Here we would like to mention that the above formulas
are very general and can be applied to any dispersion
relation which has three turning points.
Some remarks about the terminologies are in order. In
general, the function λ2gˆ(y) in Eq.(2.7) has three turn-
ing points y0, y1, and y2, as we already have shown in
Fig. 2. In order to apply the uniform asymptotic ap-
proximation to the turning point y0, we have imposed
the conditions: (i) |q(y)| is small compared with |λ2gˆ(y)|,
except in the neighborhoods of y0 where it is small com-
pared with |λ2gˆ(y)(y − y0)−1|. (ii) At the turning points
y1 and y2, |q(y)| is small compared with |λ2gˆ(y)|, except
in the neighborhoods of y1 and y2 where it is small com-
pared with |λ2gˆ(y)(y − y1)−1(y − y2)−1|. In general the
first condition does not hold in the neighborhoods of y1
and y2 [Cases (a), (b) and (c) as shown in Fig. 2], ex-
cept for the case that y1 and y2 are complex and largely
spaced in the complex plane, which is Case (d) as shown
in Fig. 2. In the latter, one can consider that the func-
tion λ2gˆ(y) has one turning point in the whole range of
y, and as we already showed above, the result obtained
with three-turning points exactly reduces to the result
obtained with one-turning point. Therefore, when we
consider that the function λ2gˆ(y) only has one-turning
point, we mean that condition (i) holds everywhere in
the whole range of our interest, which is Case (d) in Fig.
2.
D. Back-reaction of quantum gravitational effects
As we have mentioned in the introduction, in general
the nonlinear dispersion relation leads to the productions
of particles. This raises an important question, namely
whether or not the back-reaction of the excited modes is
small enough to allow inflation to last longer enough. In
order to clarify this point, let us consider the approximate
solution in the sub-horizon region H < k/a < M∗ (equiv-
alently for the region y0  y  Re(y1))), during which
the approximate solution takes the form as Eq. (B.20).
In the sub-horizon region, as ω2k  z′′/z, thus one has
λ2gˆ(y) ' −ω2k/k2 and
λ
∫ y
y0
√
−gˆdy′ ' −
∫ η
η0
ωk(η)dη, (2.23)
then the solution in Eq. (B.20) can be simplified into the
form
µk(η) ' λ
1/3
√
2ωk
√
k
2pi
(
A− i B¯
λ
)
×
{
(α0 + iβ0)e
i
∫ η
η0
ωkdη
′−pi4
+ (α0 − iβ0)e−i
∫ η
η0
ωkdη
′+pi4
}
, (2.24)
where A = A(λ, ξ), B¯(λ, ξ)/λ are given by Eq. (B.22),
and α0, β0 are given by Eq.(B.24). From the above
analytical approximate solutions, one can identify the
Bogoliubov coefficient of the excited modes at the sub-
horizon scales as,
|β˜k|2
λ2/3
=
k
2pi
∣∣∣∣A− i B¯λ
∣∣∣∣2 |α0 + iβ0|2. (2.25)
By using Eq. (B.22) one can obtain that∣∣∣∣A− i B¯λ
∣∣∣∣2 ' 1 +O(1/λ3), (2.26)
thus up to the third-order approximation in the uniform
asymptotic approximation, one finds
|β˜k|2
λ2/3
=
k
2pi
[
|α0|2 + |β0|2 + i(α∗0β0 − α0β∗0)
]
.(2.27)
In order to avoid large back-reactions [cf. Eq.(1.9)], one
has to impose the condition [21],
|β˜k|2 . 8piH
2
infM
2
Pl
M4∗
, (2.28)
where Hinf is the energy scale of the inflation and the
Planck 2015 data yields the constraint Hinf/MPl ≤ 3.5×
10−5 [4]. Thus if we take Hinf/M∗ ∼ 2 × 10−3, one can
infer that
|β˜k|2 . O(1). (2.29)
7For smaller M∗, the Bogoliubov coefficient |β˜k|2 can be
larger 3. But here we shall take the above limit and
derive the constraints on As,t. Since the modified factor
in general can be expressed as
A ' |α˜k + β˜k|2, (2.30)
it is easy to obtain that√
1 + |β˜k|2 − |β˜k| .
√
A . |β˜k|+
√
1 + |β˜k|2.
(2.31)
Then, Eq.(2.29) places constraints on the modified factor
As,t for both of the primordial scalar and tensor pertur-
bations as
3− 2
√
2 . As,t . 3 + 2
√
2. (2.32)
III. MAIN FEATURES OF THE SPECTRA
One natural question is whether the quantum gravita-
tional effects could produce some non-trivial features in
the spectra of the primordial perturbations. In this sec-
tion, we shall point out some of these features that could
be observationally interesting.
A. Nearly scale-invariance of the primordial
perturbations
We consider the nonlinear dispersion relation with
b1 = (1 +O()) bˆ1, (3.1)
b2 = (1 +O()) bˆ2, (3.2)
where  represents the slow-roll parameter. From these
expressions we see that if we expand the perturbations
spectra about a pivot scale k?, the derivative of all the
above quantities only contributes to the second-order of
the slow-roll approximations or to the order O() × 2∗
for the ∗ term. So if we only consider the first-order
slow-roll expansion (ignore the term O() × 2∗ as well),
the spectral indices will be the same as for the case that
λ2gˆ(y) only has one turning point, in which the quantum
gravitational effects contribute only small corrections to
the spectral index of GR. Thus, even after the quantum
gravitational effects are taken into account, in this case
the primordial spectra are still nearly scale-invariant.
This is important. As discussed in the second ref-
erence of [6], the authors have imposed two additional
conditions, the adiabatic condition (i.e., condition when
Eq.(1.8) holds) and the separation of the scale (i.e.,
3 For example, in the healthy extension of the Horˇava theory [25],
solar system tests lead to M∗ . 1016GeV [26].
∗  1), to justify the scale invariance of the power spec-
tra. With these two conditions, the evolution of infla-
tionary modes which starts at an initial Bunch-Davies
vacuum must trace the adiabatic state during inflation
until the mode crosses the Hubble horizon. This exactly
corresponds to the one turning point case we discussed
above [Case (d) as shown in Fig. 2]. If the adiabatic
condition is violated in an intermediate region during
inflation, then the equation of the mode function may
have more than one turning point [in fact three turning
points as shown in Fig. 2 for Cases (a), (b), and (c)]. In
these cases, the initial Bunch-Davies vacuum shall evolve
into a mixed state as shown in Eq.(1.6) with a non-zero
Bogoliubov coefficient β˜k even when the adiabatic con-
dition is restored before these modes leave the Hubble
horizon. Our results show that even with such mixed
state, the property of almost scale-invariance of the pri-
mordial spectrum still remains.
In addition to the above possibilities, there still ex-
ist cases in which strong scale-dependence of primordial
spectrum may occur. For example, the adiabatic condi-
tion may be violated at the initial time. In particular,
this is the case when bˆ2 < 0, Case (e) as shown in Fig.
2. In such a case, we cannot choose the initial state as
the usual Bunch-Davies vacuum. In the first reference of
[6], the authors considered the case in which the initial
state is determined by minimizing the energy density. For
such an initial state, it was found that significant devia-
tions from the scale-invariant spectrum can be obtained.
However, as we already pointed out in the Introduction,
a healthy ultraviolet limit requires bˆ2 > 0, thus scale in-
variance is protected by a stability requirement of the
underlying theory in the UV.
Moreover, even if a healthy ultraviolet limit is guaran-
teed, the scale-invariance of the spectrum could still be
changed dramatically when different initial conditions are
chosen. For example, it was shown that the power spec-
trum could be strongly scale-dependent when one chooses
an instantaneous Minkowski vacuum, see the first refer-
ence of [6] for details.
B. Oscillations of the primordial perturbation
spectra
Another important effect from the quantum gravita-
tional corrections is that they generically lead to os-
cillations in the primordial perturbation spectra [7], as
one can see clearly from our analytical expression (2.14).
Roughly, the phase of the oscillations can be expanded
at the pivot scale k? in the form,
2B(k) ' 2B(k?) +O(2)× ln k
k?
. (3.3)
It shows clearly that the second term in the expansion
is at the second-order in slow-roll approximation, which
indicates that the k-dependence is extremely weak, and
8thus it might be very difficult to observe it in the cur-
rent and forthcoming experiments. In this sense, the co-
sine function in Eq. (2.14) affects only the overall am-
plitude in primordial spectrum, rather than produces a
k-dependent oscillatory pattern in the primordial spec-
trum. It must be noted that the underlying assumption
of such a conclusion is that the initial state is the Bunch-
Davies vacuum. Similar to the cases studied in the first
reference of [6], choosing the initial state as an instanta-
neous Minkowski vacuum could lead to scale-dependent
oscillations in the power spectra that could be observa-
tionally significant. But, as we mentioned above, this will
also lead to significant derivations of scale-invariance of
the power spectra.
C. Modifications of Power Spectra
In addition, the quantum gravitational effects gener-
ically modify the primordial spectra, depending on the
coupling constants bˆ1 and bˆ2, where the values of these
parameters depend on the types of perturbations, tensor
or scalar [12]. This will in turn affect the ratio r between
the tensor and scalar power spectra, which could lead to
observational consequences, and bring the theory directly
under tests. For example, in GR the inflationary model
with a quadratic potential predicts,
rGR ≡ 8∆
(t)2
GR (k?)
∆
(s)2
GR (k?)
∼ 0.13, (3.4)
which is obviously in tension with the upper bound ob-
tained recently by Planck 2015, rPlanck ≤ 0.11 at 95%
C.L. [4]. However, if we take quantum gravitational
effects into account, the tension could disappear com-
pletely, as now we have,
r ≡ 8∆
(t)2(k?)
∆(s)2(k?)
=
(
At
As
)
rGR. (3.5)
Thus, by properly choosing the coupling constants
bˆ
(t,s)
A (A = 1, 2), one has various ways to rescue the
quadratic model, for example, by suppressing At and/or
enlarging As. As shown in the last section, there is a
large room to adjust the value of At/As, even after the
back-reactions are taken into account, which leads to the
constraints of Eq.(2.32), from which we find that(
3− 2
√
2
)2
. At
As
.
(
3 + 2
√
2
)2
. (3.6)
In Fig. 3 and Fig. 4, we display four examples of
the modified factor An for different sets of parameters
b1, b2, ∗. It is shown clearly that the constraint for
the modified factor of Eq.(2.28) can be easily realized
by properly choosing the values of b1, b2, and ∗.
It is worthwhile to emphasize that even though with
the constraints on At/As of Eq.(3.6), the quantum grav-
itational effects still provide a viable mechanism to rec-
oncile the tension between some inflation models and the
Planck2015 observational data. To illustrate this clearly,
let us take a look at the simplest inflation model with a
power-law potential V (φ) = λpφ
p as an example. When
the quantum gravitational effects are taken into account,
as shown in Fig. 5, in which we take At/As to be in the
range (0.48, 1.2), which is well within the constraints of
Eq.(2.32), the inflation model with a quadratic potential
now can be perfectly consistent with Planck 2015 data.
IV. CONCLUSIONS
The uniform asymptotic approximation method pro-
vides a powerful, systematically improvable, and error
controlled approach to construct analytical solutions of
inflationary perturbations. It has been applied to infla-
tionary models in various situations, in which the tra-
ditional methods, such as WKB and Green functions,
either are not applicable or produce large errors [11].
These include models with nonlinear dispersion rela-
tions [14, 16], k-inflation [17], and holonomy and inverse-
volume corrections from LQC [18].
In this paper, we have systematically generalized our
previous studies of quantum gravitational effects with the
nonlinear dispersion relation (1.2) from the first-order ap-
proximations [14] to the third-order with any number and
order of turning-points. The upper bounds of errors to
the third-order approximations are ≤ 0.15% [16], which
are accurate enough for the current and forthcoming ex-
periments [19].
To our goals, we have first derived the analytic approx-
imate solutions of perturbations associated with differ-
ent turning points to any order of approximations, and
then matched them together to the third-order. With
the matched solutions, we have been able to calculate
explicitly the primordial tensor and scalar perturbation
spectra, which represents the most accurate results in the
literature, as far as we know. From these expressions, we
have also derived several features of the power spectra
due to quantum gravitational effects that may be obser-
vationally interesting.
After deriving explicitly the power spectra of the ten-
sor and scalar perturbations up to the third-order ap-
proximation, we have investigated the constraints due to
the back-reactions of quantum gravitational effects [20–
22]. This is very important, in order to make sure that
these effects will not make inflation end in a very early
period, and the problems, such as horizon, flatness and
monopole, are still solved. With a very conservative as-
sumption about the energy scale M∗ of the underlying
theory of quantum gravity, we have found the bounds on
the amplitudes of the power spectra, which are given ex-
plicitly by Eq.(3.6). Even with these severe constraints,
we have found the tensions between certain inflation-
ary models and observations can be reconciled easily, af-
ter quantum gravitational effects are taken into account.
These include the chaotic model with a quadratic poten-
tial.
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FIG. 3. The modified factor A for two different sets of parameters with ν = 3/2. Left panel: the modified factor A vs b2 with
b1 and ∗ fixed. Right panel: the modified factor A vs b1 with b2 and ∗ fixed.
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FIG. 4. The dependence of the modified factor A on ∗ for two different sets of parameters (b1, b2) but all with ν = 3/2. (i)
Left panel: the modified factor A vs ∗ with b1 = 2 and b2 = 1.02. In this case, for the range of ∗ we considered in the figure,
the function λ2gˆ(y) has one single real and two complex turning points, which corresponds to Cases (c) and (d) in Fig. 2.
When ∗ approaches to zero, the function λ2gˆ(y) gradually changes from Case (c) to Case (d), and the factor A approaches
to one, as expected. (ii) Right panel: the modified factor A vs ∗ with b1 = 3 and b2 = 2.255. The values of the parameters
chosen in this case correspond to the case in which the turning points y1 and y2 are real and very close to each other, i.e.,
|y1/y2 − 1|  1, so that the modified factor A ' 3 + 2
√
2 cos 2B.
Finally, we would like to note that, although we have
studied the quantum gravitational effects specified by the
nonlinear dispersion relation (1.2), in which the equa-
tion of motion could have three turning points, we would
like to emphasize that the method and results presented
in this paper can be easily extended to other cases. In
particular, the method is equally well applicable to non-
slow-roll inflationary models.
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Appendix A: The uniform asymptotic approximation
In this appendix, we provide the novel ideas of the uni-
form asymptotic approximation with high-order approxi-
mations. The approximation scheme presented here pro-
vides a systematic and powerful approach to the second-
order ordinary differential equation with various turning
points, at which the WKB approximation becomes in-
valid. To make our formulas as much applicable as pos-
sible, in this appendix we shall present the development
in a very general manner, so that we could easily extend
the results to other circumstances.
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FIG. 5. Theoretical predictions for the inflationary models with the potential V (φ) = λpφ
p after quantum gravitational effects
are taken into account. In this figure, we take the ratio At/As to be in the range (0.48, 1.2), which is well within the constraints
Eq.(2.32), obtained after the back-reactions are taken into account [20–22]. The upper limit of Planck2015 data is r ≤ 0.11 at
95% C.L. The shaded quadrangle regions are the theoretical allowed regions of the parameters r and ns for a given p. In the
case p = 2 one can see that r can be as small as 0.07. As mentioned in the content, it can be even smaller for different choices
of ∗ [26].
1. Equation of the Mode Function and Liouville
Transformation
Our starting point is to consider the following second-
order differential equation [23, 24],
d2µk(y)
dy2
=
[
λ2gˆ(y) + q(y)
]
µk(y), (A.1)
where λ2 is supposed to be a large positive parameter,
and the functions λ2gˆ(y) and q(y) will be determined by
the analysis of the error bounds given below, so that the
associated errors will be minimized. In general, λ2gˆ(y)
and q(y) could have poles or zeros in the interval of our
interest. We also called the zeros of λ2gˆ(y) as turning
points of the equation (A.1). From the theory of the
second-order differential equation, the uniform asymp-
totic solution of µk(y) depends on the behavior of the
functions λ2gˆ(y) and q(y) around their poles (singulari-
ties) and zeros (turning points). Note that in this paper,
we also use the notation g(y) = λ2gˆ(y), and in practice,
when we turn to the final results, we may set λ = 1 for
simplification.
To proceed further, let us introduce the Liouville trans-
formation with two new variable U(ξ) and ξ(y) [23, 24],
U(ξ) = χ1/4µk(y), χ = ξ
′2 =
|gˆ(y)|
f (1)(ξ)2
, (A.2)
where ξ′ = dξ/dy, and
f(ξ) =
∫ √
|gˆ(y)|dy, f (1)(ξ) = df(ξ)
dξ
. (A.3)
Note that χ must be regular and not vanish in the in-
tervals of interest. Consequently, the function f(ξ) must
be chosen so that f (1)(ξ) has zeros and singularities of
the same type as those of gˆ(y). As shown below, such re-
quirements play an essential role in determining the ap-
proximate solutions. In terms of U(ξ) and ξ(y), Eq.(2.3)
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is brought into the form,
d2U(ξ)
dξ2
=
[
± λ2f (1)(ξ)2 + ψ(ξ)
]
U(ξ), (A.4)
where
ψ(ξ) =
q(y)
χ
− χ−3/4 d
2(χ−1/4)
dy2
. (A.5)
Here ± correspond to gˆ(y) > 0 and gˆ(y) < 0, respec-
tively, and χ′ ≡ dχ/dy. Considering ψ(ξ) = 0 as the
first-order approximation, one must choose f (1)(ξ)2 so
that: (a) the first-order approximation is as close to the
exact solution as possible, and (b) the resulting equation
can be solved explicitly (in terms of some known special
functions). Clearly, such a choice sensitively depends on
the behavior of the functions λ2gˆ(y) and q(y) near the
poles and zeros. Therefore, in the following let us first
consider solutions near poles.
2. Liouville-Green approximations near poles
a. Liouville-Green approximate solutions and their error
bounds
In most of physical systems, the regions of physical
interest are in general in the intervals between two poles
or on one side of them. In this section, let us assume
that the functions λ2gˆ(y) and q(y) have two poles, one is
located at y = 0+ and another is at y = +∞. In addition,
we assume gˆ(y) > 0 near y = 0+ and gˆ(y) < 0 when
y → +∞. Except the regions near the zeros of λ2gˆ(y),
the functions λ2gˆ(y) and q(y) are usually well-defined in
their neighborhoods of poles. With this property, we can
choose
f (1)(ξ)2 = const. (A.6)
Without loss of generality, we can always set this con-
stant to one. Then, from Eq. (A.2) we find
ξ(y) =
∫ √
±gˆ(y)dy, (A.7)
here “+” (“-”) corresponds to gˆ(y) > 0 and gˆ(y) < 0
respectively, and the equation of motion (A.4) takes the
form
d2U(ξ)
dξ2
=
[±λ2 + ψ(ξ)]U(ξ). (A.8)
Let us first consider the approximate solution near the
pole y = 0+. In this case, we choose ξ(y) as a monotone
increasing function of y, thus we find
ξ(y) =
∫ y
yi
√
gˆ(y′)dy′, (A.9)
where yi is an irrelevant reference point near y = 0
+.
Then, the equation of motion now reads
d2U(ξ)
dξ2
=
[
λ2 + ψ(ξ)
]
U(ξ). (A.10)
To the first-order approximation, that is, neglecting the
ψ(ξ) term in Eq. (A.10), the approximate solution takes
the form e±λξ. Then, the solution of Eq. (A.10) with
error terms can be constructed as
U+ = c+e
λξ(1 + +1 ) + d+e
−λξ(1 + +2 ), (A.11)
where c+, d+ are integration constants, and 
+
1 and 
+
2
represent the errors of the approximate solution, which
are bounded by
|+1 |,
|d+1 /dy|
2|gˆ|1/2 ≤ exp
(
1
2
V0,y(F )
)
− 1,
|+2 |,
∣∣d+2 /dy∣∣
2|gˆ|1/2 ≤ exp
(
1
2
Vy,+∞(F )
)
− 1. (A.12)
The derivation of the error bounds can be found in [14,
23]. Here F (y) represents the associated error control
function of the approximate solution, which is given by
F (y) =
∫
|ψ(v)|dv
=
∫ [
1
|g|1/4
d2
dy2
(
1
|g|1/4
)
− q|g|1/2
]
dy, (A.13)
and Vx1,x2(F ) is the total variation of the functionF (y).
Accordingly, the mode function µk(y) is given by the
Liouville-Green (LG) solution
µ+k (y) =
c+
gˆ(y)1/4
e
λ
∫ y
yi
√
gˆ(y′)dy′
(1 + +1 )
+
d+
gˆ(y)1/4
e
−λ ∫ y
yi
√
gˆ(y′)dy′
(1 + +2 ).
(A.14)
Similarly, near the pole y = +∞, we still choose ξ(y)
as a monotone increasing function of y. So we have
ξ(y) =
∫ y
ye
√
−gˆ(y′)dy′, (A.15)
where ye is an irrelevant reference point near y = +∞.
Then Eq. (A.8) has the form,
d2U(ξ)
dξ2
=
[−λ2 + ψ(ξ)]U(ξ). (A.16)
Ignoring the term ψ(ξ) as the first-order approximation,
the solution of the above equation now takes the form
∼ e±iλξ. Thus, the solution of Eq. (A.10) with the error
terms near the pole y →∞ can be constructed as
U− = c−eiλξ(1 + −1 ) + d−e
−iλξ(1 + −2 ), (A.17)
where c−, d− are other two integration constants, and −1
and −2 represent the associated errors of the approxima-
tion, and are bounded by
|−1 |,
|d−1 /dy|
|g|1/2 ≤ exp (Vy,+∞(F ))− 1, (A.18)
|−2 |,
|d−2 /dy|
|g|1/2 ≤ exp (V0,y(F ))− 1. (A.19)
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Then the mode function µ−k (y) takes the form
µ−k (y) =
c−
(−gˆ(y))1/4 e
iλ
∫ y
ye
√
−gˆ(y′)dy′(1 + −1 )
+
d−
(−gˆ(y))1/4 e
−iλ ∫ y
ye
√
−gˆ(y′)dy′(1 + −2 ).
(A.20)
b. Convergence of error control function near poles
The LG approximation is meaningful only when the
following two conditions hold. First, in the interval of
interest, one has to require that |q(y)| is smaller than
λ2gˆ(y) near both of the two poles. The second condition
states that the associated error control function F (y)
must be convergent near these poles. These two condi-
tions provide guidelines for how to determine the splitting
of λ2gˆ(y) + q(y).
Let us first consider the region near the pole y = 0+,
in which the function λ2gˆ(y) and q(y) are expanded in
the form
λ2gˆ(y) =
1
yi
∞∑
s=0
gsy
s, q(y) =
1
yj
∞∑
s=0
qsy
s. (A.21)
Note that in writing out the above expressions we have
assumed that λ2gˆ(y) has a pole of order i and q(y) has
a pole of order j at y = 0+. Substituting the above ex-
pansions into the integrand of the error control function
in Eq. (A.13), we find
1
gˆ1/4
d2
dy2
(
1
gˆ1/4
)
− q
gˆ1/2
=
5
16
gˆ′2
gˆ5/2
− 1
4
gˆ′′
gˆ3/2
− q
gˆ1/2
, (A.22)
where
5
16
gˆ′2
gˆ5/2
' 5
16
y
i
2−2
[
4g
−1/2
0 +O(y)
]
,
−1
4
gˆ′′
gˆ3/2
' −1
4
y
i
2−2
[
6g
−1/2
0 +O(y)
]
,
− q
gˆ1/2
' −y i2−j
[
q0g
−1/2
0 +O(y)
]
. (A.23)
With the above expansions, now let us discuss the conver-
gence of the error control function F (y) by considering
the following different cases.
• i > 2. In this case, the error control function F (y)
is convergent only if j < i2 + 1, i.e.,
i > 2, j <
i
2
+ 1. (A.24)
• i = 2. In this case, one also requires j = 2 and the
error control function F (y) reads
5
16
gˆ′2
gˆ5/2
− 1
4
gˆ′′
gˆ3/2
− q
gˆ1/2
∼ −g1/20
(
1
4
+ q0
)
y−1 +O(y0), (A.25)
which yields
i = 2, j = 2, q0 = −1
4
. (A.26)
• i < 2. In this case, the error control function F (y)
can not be convergent for any choices of gs and qs.
Let us now turn to the pole y = +∞. Assuming that
gˆ(y) and q(y) have a pole of order i and j, respectively,
we find that they can be expanded in the form,
g(y) = yi
∞∑
s=0
g¯sy
−s, q(y) = yj
∞∑
s=0
q¯sy
−s, (A.27)
where g¯s and q¯s are other sets of constants. Substitut-
ing the above expansions into the integrand of the error
control function F (y) in Eq. (A.13), we find that
1
|g|1/4
d2
dy2
(
1
|g|1/4
)
− q|g|1/2 = y
−2−i/2
+∞∑
s=0
c(1)s y
−s
+ yj−i/2
+∞∑
s=0
c(2)s y
−s, (A.28)
where the coefficients c
(1)
s and c
(2)
s are functions of q¯s and
g¯s. Then, the convergence of F (y) requires
i > −2, j < i
2
− 1. (A.29)
The validity of the uniform asymptotic approximation
is very sensitive to the types of the poles of the function
λ2gˆ(y). For the sake of further applications of the ap-
proximations, let us summarize the main conditions of
the validity of the uniform asymptotic approximation as
follows:
• |q(y)| < |λ2gˆ(y)| near both poles;
• at the pole y = 0+, the function λ2gˆ(y) must be of
order i ≥ 2;
– for i > 2, one has to choose j < i2 + 1;
– for i = 2, one has to choose q0 = −1/4 and
j = 2;
• at the pole y = +∞, the functions λ2gˆ(y) and q(y)
must chosen so that i > −2 and j < i/2− 1.
Note that in the above i denotes the order of poles of
the function λ2gˆ(y) and j denotes the order of the poles
of the function q(y). The physically interesting region
lies in the range y ∈ (0,+∞), which may contain various
turning points. Now, let us turn to the approximation
solutions near turning points.
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3. Approximate solution near the single turning
point y0
We first consider the single turning point at y = y0
for the function λ2gˆ(y). Then, the function gˆ(y) can be
written in the form
gˆ(y) = p(y)(y − y0), (A.30)
where p(y) is a regular function with p (y0) 6= 0 and we
also assume p(y) < 0 4. In order to perform the uniform
asymptotic approximation, we assume that |q(y)| is small
in comparison with |λ2gˆ(y)|, except in the neighborhood of
y0, in which it must be smaller than
∣∣λ2gˆ(y)(y − y0)−1∣∣
[14]. As we already mentioned previously, one has to
choose f (1)(ξ)2 so that it has the same type of zeros or
singularities as gˆ(y). Thus, around the single turning
point y0, one can introduce a monotonically increasing
or decreasing function ξ via the relation,
f (1)(ξ)2 = ±ξ, (A.31)
where ξ(y0) = 0, and ± correspond to ξ(y) > 0 and
ξ(y) < 0, respectively. Without loss of the generality, we
can choose ξ to have the same sign as gˆ(y), and thus ξ is a
monotone decreasing function around y = y0. Combining
Eqs.(A.2) and (A.31), we find
ξ =
−
(
3
2
∫ y
y0
√−gˆ(y′)dy′)2/3 , y ≥ y0,(
− 32
∫ y
y0
√
gˆ(y′)dy′
)2/3
, y ≤ y0,
(A.32)
and that Eq.(A.4) now reads
d2U
dξ2
=
(
λ2ξ + ψ(ξ)
)
U. (A.33)
Neglecting the ψ(ξ) term, we find that the above equation
has the approximate analytical solution in terms of Airy
type functions
U(ξ) ∼ Ai(λ2/3ξ) or Bi(λ2/3ξ). (A.34)
Then, the solution of Eq. (A.33) can be casted into the
form
U(ξ) = α0
(
Ai(λ2/3ξ) + 
(1)
3
)
+ β0
(
Bi(λ2/3ξ) + 
(1)
4
)
,
(A.35)
where Ai(ξ) and Bi(ξ) are the Airy functions, α0 and
β0 are two integration constants, and 
(1)
3 and 
(1)
4 de-
note the errors of the first-order approximation, which
are bounded by [14, 23]
|3|
M(ξ)
,
|∂3/∂ξ|
N(ξ)
≤ E
−1(ξ)
λ0
{
exp
(
λVξ,a3(H )
)
− 1
}
,
4 This assumption is set to be consistent with case we are going to
apply in this paper.
|4|
M(ξ)
,
|∂4/∂ξ|
N(ξ)
≤ E(ξ)
λ0
{
exp
(
λVa4,ξ(H )
)
− 1
}
,
(A.36)
where the auxiliary functions M(ξ), E(ξ), and constant
λ0 are given in [14]. Vx1,x2(F ) is the supremum of the
function F (x) in the range (x1, x2). a3 and a4 are, re-
spectively, the upper and lower limit of the variable ξ.
And H is the associated error control function, which is
defined as
H (ξ) =
∫ ξ
0
|v|−1/2ψ(v)dv. (A.37)
Then, the mode function is given by,
µk(y) = α0
(
ξ(y)
gˆ(y)
)1/4 (
Ai(λ2/3ξ) + 
(1)
3
)
+β0
(
ξ(y)
gˆ(y)
)1/4 (
Bi(λ2/3ξ) + 
(1)
4
)
.
(A.38)
Now let us turn to extend the above first-order approx-
imation to high orders. For this purpose, following Olver
[16, 23], we assume that the exact solution of U(ξ) takes
the form (for the branches of Ai(λ2/3ξ)),
U(λ, ξ) = A(λ, ξ)Ai(λ2/3ξ) + λ−4/3B(λ, ξ)Ai′(λ2/3ξ),
(A.39)
where for the first-order approximation we haveA(λ, ξ) =
1 and B(λ, ξ) = 0. Substituting the above expression
into the equation of motion (A.33) and equating the co-
efficients of Ai(x) and Ai′(x), we have
2λ2A′ +B′′ − ψB = 0,
A′′ +B + 2ξB′ − ψA = 0. (A.40)
These equations are satisfied by the formal expansions of
the forms,
A(λ, ξ) =
+∞∑
s=0
λ−2sAs(ξ),
B(λ, ξ) =
+∞∑
s=0
λ−2sBs(ξ), (A.41)
so that
2A′s+1 +B
′′
s − ψBs = 0,
A′′s +Bs + 2ξB
′
s − ψAs = 0. (A.42)
Integration of the above two equations yields,
A0(ξ) = 1,
Bs =
±1
2(±ξ)1/2
∫ ξ
0
{ψ(v)As(v)−A′′s (v)}
dv
(±v)1/2 ,
As+1(ξ) = −1
2
B′s(ξ) +
1
2
∫
ψ(v)Bs(v)dv,
14
(A.43)
where ± correspond to ξ ≥ 0 and ξ ≤ 0, respectively.
Similarly, for the branches Bi(λ2/3ξ), we find
U(λ, ξ) = Aˆ(λ, ξ)Bi(λ2/3ξ) + λ−4/3Bˆ(λ, ξ)Bi′(λ2/3ξ).
(A.44)
It is easy to check that Aˆ(λ, ξ) and Bˆ(λ, ξ) have the same
expressions as those given in Eq.(A.43). Then, the ap-
proximate solution of U(ξ) up to the (2n)-th order of the
approximation can be expressed as [16, 23]
U(λ, ξ) = α0
[
Ai(λ2/3ξ)
n∑
s=0
As(ξ)
λ2s
+
Ai′(λ2/3ξ)
λ4/3
n−1∑
s=0
Bs(ξ)
λ2s
+ 
(2n+1)
3
]
+β0
[
Bi(λ2/3ξ)
n∑
s=0
As(ξ)
λ2s
+
Bi′(λ2/3ξ)
λ4/3
n−1∑
s=0
Bs(ξ)
λ2s
+ 
(2n+1)
4
]
,
(A.45)
where the error bounds 
(2n+1)
3 and 
(2n+1)
4 for the (2n)-
th order are given by

(2n+1)
3
M(λ2/3ξ)
,
∂
(2n+1)
3 /∂ξ
λ2/3N(λ2/3ξ)
≤ 2E−1(λ2/3ξ) exp
{2κ0Vα,ξ(|ξ1/2|B0)
λ
}
× Vα,ξ(|ξ
1/2|Bn)
λ2n+1
,

(2n+1)
4
M(λ2/3ξ)
,
∂
(2n+1)
4 /∂ξ
λ2/3N(λ2/3ξ)
≤ 2E(λ2/3ξ) exp
{2κ0Vξ,β(|ξ1/2|B0)
λ
}
× Vξ,β(|ξ
1/2|Bn)
λ2n+1
. (A.46)
4. Approximate solution near the turning points y1
and y2
Except single turning points, the uniform asymptotic
approximation can be also applied to other types of turn-
ing points, like high-order turing or multi-turning points.
In this subsection, we shall consider a pair of turning
points, y1 and y2, which could be both single and real,
coalescent, or complex conjugate. In the neighborhoods
of this type of turning points, we have
gˆ(y) = p(y)(y − y1)(y − y2), (A.47)
where p(y) is regular in the interval of interest, and
p(y1) 6= 0 and p(y2) 6= 0. Without loss of the gener-
ality, here we assume that p(y) < 0 when y < y1 and
y > y2 with y1 < y2. In general, we have three different
cases depending on the nature of the two turning points
y1 and y2,
• y1 and y2 are two distinct real roots of gˆ(y), i.e.,
two single and real turning points [c.f. Case (a) in
Fig. 2];
• y1 = y2, a double root of gˆ(y), i.e., a double turning
point [c.f. Case (b) in Fig. 2];
• y1 and y2 are two complex roots of gˆ(y), i.e., two
complex conjugate turning points [c.f. Cases (c) and
(d) in Fig. 2]. Recall that the difference between
Cases (c) and (d) is that for Case (d), the two com-
plex roots are largely spaced in the imaginary axis.
In the uniform asymptotic approximation, we require the
condition that the function |q(y)| be small compared with
|λ2gˆ(y)|, except in the neighborhoods of y = y1 and y =
y2, in which it must be smaller than |λ2gˆ(y)(y−y1)−1(y−
y2)
−1| [14]. Following Olver [24], we shall adopt a method
to treat all of the above cases together. The crucial point
is to choose f (1)(ζ)2 in the Liouville transformation (A.2)
so that 5
f (1)(ζ)2 = |ζ2 − ζ20 |, (A.48)
where we choose ζ to be an increasing function of y, and
with the conditions ζ(y1) = −ζ0 and ζ(y2) = ζ0. The
quantity ζ20 can be positive, zero, and negative, depend-
ing on whether y1,2 are both real and different y1 6= y2,
or both real but equal y1 = y2, or y1,2 are complex con-
jugate. Then, it can be shown that ζ20 can be expressed
as,
ζ20 =
2
pi
∫ y2
y1
√
gˆ(y)dy. (A.49)
Now let us turn to derive the relation between ζ(y) and
y. We first consider the case where y1 and y2 are real and
y > y2, so that ζ(y) > ζ0. Then, from Eq.(A.2) we find∫ ζ
ζ0
√
v2 − ζ20dv =
∫ y
y2
√
−gˆ(y′)dy′, (A.50)
which yields∫ y
y2
√
−gˆ(y′)dy′ = 1
2
ζ
√
ζ2 − ζ20 −
ζ20
2
arcosh
(
ζ
ζ0
)
.
(A.51)
When y < y1, we have ζ(y) < −ζ0, then from Eq.(A.2)
we find ∫ ζ
−ζ0
√
v2 − ζ20dv =
∫ y
y1
√
−gˆ(y′)dy′, (A.52)
5 Here we use ζ to denote the variable ξ(y) in the Liouville trans-
formation, for the purpose to distinguish with the variable ξ(y)
used for the y0 case.
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which yields∫ y
y1
√
−gˆ(y′)dy′ = 1
2
ζ
√
ζ2 − ζ20 +
ζ20
2
arcosh
(
− ζ
ζ0
)
.
(A.53)
When y1 ≤ y ≤ y2, we have −ζ0 < ζ(y) < ζ0, and∫ ζ
−ζ0
√
ζ20 − v2dv =
∫ y
y1
√
gˆ(y′)dy′, (A.54)
which yields∫ y
y1
√
gˆ(y′)dy′ =
1
2
ζ
√
ζ2 − ζ20 +
ζ20
2
arccos
(
− ζ
ζ0
)
.
(A.55)
Now let us turn to consider the case where y1 and y2 are
complex conjugate. In this case ζ20 is always negative,
thus from Eq.(A.2) one finds∫ ζ
0
√
ζ2 − ζ20dζ =
∫ y
Re(y1)
√
−gˆ(y′)dy′, (A.56)
which yields∫ y
Re(y1)
√
−gˆ(y′)dy′
=
1
2
ζ
√
ζ2 − ζ20 −
ζ20
2
ln
(
ζ +
√
ζ2 − ζ20
|ζ0|
)
.(A.57)
Then, with f (1)(ζ)2 given by Eq.(A.48), Eq.(A.4) reduces
to
d2U
dζ2
=
[
λ2
(
ζ20 − ζ2
)
+ ψ(ζ)
]
U. (A.58)
Neglecting the ψ(ζ) term, we find that the approximate
solution can be expressed in terms of the parabolic cylin-
der functions W ( 12λζ
2
0 ,±
√
2λζ), and is given by
U(ζ) = α1
{
W
(
1
2
λζ20 ,
√
2λζ
)
+ 
(1)
5
}
+β1
{
W
(
1
2
λζ20 ,−
√
2λζ
)
+ 
(1)
6
}
, (A.59)
from which we find
µk(y) = α1
(
ζ2 − ζ20
−gˆ(y)
) 1
4
[
W
(
1
2
λζ20 ,
√
2λζ
)
+ 
(1)
5
]
+β1
(
ζ2 − ζ20
−gˆ(y)
) 1
4
[
W
(
1
2
λζ20 ,−
√
2λζ
)
+ 
(1)
6
]
,
(A.60)
where 
(1)
5 and 
(1)
6 are the errors of the corresponding
first-order approximations, which are bounded by
|(1)5 |
M
(
1
2λζ
2
0 ,
√
2λζ
) , |∂(1)5 /∂ζ|√
2N
(
1
2λζ
2
0 ,
√
2λζ
)
≤ κ
λ0E
(
1
2λζ
2
0 ,
√
2λζ
){ exp(λVζ,a5(I ))− 1
}
,
|(1)6 |
M
(
1
2λζ
2
0 ,
√
2λζ
) , |∂(1)6 /∂ζ|√
2N
(
1
2λζ
2
0 ,
√
2λζ
)
≤
κE
(
1
2λζ
2
0 ,
√
2λζ
)
λ
{
exp
(
λ0Va6,ζ(I )
)
− 1
}
,(A.61)
where M
(
1
2λζ
2
0 ,
√
2λζ
)
, N
(
1
2λζ
2
0 ,
√
2λζ
)
, and
E
(
1
2λζ
2
0 ,
√
2λζ
)
are auxiliary functions of the parabolic
cylinder functions which are given in [14], a5 and a6
denotes the upper and lower limit of the variable ζ
respectively, and
I (ζ) ≡
∫
ψ(ζ)√
|ζ2 − ζ20 |
dv, (A.62)
is the associated error control function for the approxi-
mate solutions near y1 and y2.
Now we need to extend the above first-order approx-
imate solution to high orders. Following Olver [24], we
assume that the exact solution U(λ, ζ) takes the form
(for the branch of W ( 12λζ
2
0 ,
√
2λζ))
U(λ, ζ) = C(λ, ζ)W
(
1
2
λζ20 ,
√
2λζ
)
+
√
2λ
λ2
D(λ, ζ)W ′
(
1
2
λζ20 ,
√
2λζ
)
,(A.63)
where
W ′
(
1
2
λζ20 ,
√
2λζ
)
≡ ∂W (
1
2λζ
2
0 ,
√
2λζ)
∂(
√
2λζ)
. (A.64)
As a result, we find
W ′′
(
1
2
λζ20 ,
√
2λζ
)
=
λ
2
(ζ20 − ζ2)W
(
1
2
λζ20 ,
√
2λζ
)
.
(A.65)
For the first-order approximation we have C(λ, ζ) = 1
and D(λ, ζ) = 0. Substituting Eq.(A.71) into the equa-
tion of motion and then equating the coefficients of
W ( 12λζ
2
0 ,
√
2λζ) and W ′( 12λζ
2
0 ,
√
2λζ), we obtain
2λ2C ′ +D′′ − ψD = 0,
C ′′ − 2ζD − 2(ζ2 − ζ20 )D′ − ψC = 0. (A.66)
Expanding the functions C and D as
C(λ, ζ) =
+∞∑
s=0
λ−2sCs(ζ),
D(λ, ζ) =
+∞∑
s=0
λ−2sDs(ζ), (A.67)
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we find
2C ′s+1 +D
′′
s − ψDs = 0,
C ′′s − 2ζDs − 2(ζ2 − ζ20 )D′s − ψCs = 0. (A.68)
Integration of the above two equations leads to,
C0(ζ) = 1,
Ds(ζ) =

1
2
√
ζ2−ζ20
∫ ζ
ζ0
C′′s (v)−ψ(v)Cs(v)√
v2−ζ20
dv |ζ| ≥ |ζ0|,
−1
2
√
ζ20−ζ2
∫ ζ
ζ0
C′′s (v)−ψ(v)Cs(v)√
ζ20−v2
dv |ζ| ≤ |ζ0|,
Cs+1(ζ) = −1
2
D′s(ζ) +
1
2
∫ ζ
ψ(v)Ds(v)dv. (A.69)
Similarly, for the branch W ( 12λζ
2
0 ,−
√
2λζ), we find
U(ζ) = Cˆ(λ, ζ)W
(
1
2
λζ20 ,−
√
2λζ
)
−
√
2λ
λ2
Dˆ(λ, ζ)W ′
(
1
2
λζ20 ,−
√
2λζ
)
.(A.70)
Here Cˆ(λ, ζ) and Dˆ(λ, ζ) have the same expressions as
those given in Eq.(A.69). Then, the approximate solution
U(ζ) up to the (2n)-th order can be expressed as
U(ζ) = α1
[
W
(
1
2
λζ20 ,
√
2λζ
) n∑
s=0
Cs(ζ)
λ2s
+
√
2λW ′
(
1
2λζ
2
0 ,
√
2λζ
)
λ2
n−1∑
s=0
Ds(ζ)
λ2s
+ 
(2n+1)
5
]
+β1
[
W
(
1
2
λζ20 ,−
√
2λζ
) n∑
s=0
Cs(ζ)
λ2s
−
√
2λW ′
(
1
2λζ
2
0 ,−
√
2λζ
)
λ2
n−1∑
s=0
Ds(ζ)
λ2s
+ 
(2n+1)
6
]
, (A.71)
with
|(2n+1)5 |
M( 12λζ
2
0 ,
√
2λζ)
,
|∂(2n+1)5 /∂ζ|√
2λN( 12λζ
2
0 ,
√
2λζ)
≤
κ exp
(
κ0
λ Vζ,a5(
√
|ζ2 − ζ20 |D0)
)
E( 12λζ
2
0 ,
√
2λζ)
Vζ,a5(
√
|ζ2 − ζ20 |Dn)
λ2n+1
,
|(2n+1)6 |
M( 12λζ
2
0 ,
√
2λζ)
,
|∂(2n+1)6 /∂ζ|√
2λN( 12λζ
2
0 ,
√
2λζ)
≤
κ exp
(
κ0
λ Va6,ζ(
√
|ζ2 − ζ20 |D0))
)
E−1( 12λζ
2
0 ,
√
2λζ)
Va6,ζ(
√
|ζ2 − ζ20 |Dn)
λ2n+1
. (A.72)
where 
(2n+1)
5 and 
(2n+1)
6 are errors of the (2n)-th order approximation.
Appendix B: Matching of the approximate solutions
1. Matching of the approximate solutions
Now we need to match the individual solutions ob-
tained above together. The first step is to match the
approximate solution associated with turning points y1
and y2 with the following initial condition,
lim
y→+∞µk(y) =
1√
2ω
e−i
∫
ωdη
'
√
1
2λk
1
(−gˆ)1/4 exp
(
iλ
∫ y
yi
√
−gˆdy
)
.
(B.1)
However, the approximate solution involves so many
high-order terms, which make the matching very compli-
cated. In order to simplify it, let us study their behavior
in the limit y → +∞. Let us first consider the D0(ζ)
term in Eq.(A.71), which is given by
D0(ζ) = − 1
2
√
ζ2 − ζ20
∫ ζ
ζ0
ψ(v)√
v2 − ζ20
dv
= − I (ζ)
2
√
ζ2 − ζ20
. (B.2)
Note that in the above expression we had used C0(ζ) = 1,
where I (ζ) is the error control function associated with
the approximate solution around y1 and y2, which be-
haves well around these two turning points. The inte-
grand in the error control function can be expressed as
ψ(v)√
v2 − ζ20
=
[
q
gˆ
− 5(gˆ
′)2 − 4gˆgˆ′′
16gˆ3
+
5ζ20
4(v2 − ζ20 )3
+
3
4(v2 − ζ20 )2
]√
v2 − ζ20 ,
(B.3)
and using
√
v2 − ζ20dv =
√−gˆdy, we find that
I (ζ) = F (ζ) +
∫ ζ
ζ0
[
5ζ20
4(v2 − ζ20 )5/2
+
3
4(v2 − ζ20 )3/2
]
dv,
(B.4)
where F (ζ) is the associated error control function of
the Liouville-Green (LG) approximate solution near the
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pole y = +∞ [14]. Obviously in the limit y → +∞, we
have I (ζ) → F (ζ), which has been already proved to
be convergent. As a result, we have
lim
y→+∞D0(ζ) = −
I (+∞)
2
√
ζ2 − ζ20
. (B.5)
Then, let us turn to the next order, the term C1, which
is given by
C1(ζ) = −1
2
D′0(ζ) +
1
2
∫ ζ
ζ0
ψ(v)D0(v)dv. (B.6)
In the limit y → +∞, D′0(ζ) becomes negligible, and we
find
lim
y→+∞C1(ζ) = −
1
2
∫ ζ
ζ0
ψ(v)√
v2 − ζ20
[
1
2
∫ v
ζ0
ψ(u)√
u2 − ζ20
du
]
dv
= −1
2
[
I (+∞)
2
]2
. (B.7)
In writing down the above expression we have used the
formula
n!
∫ ζ
ζ0
f(ζn)
∫ ζn
ζ0
f(ζn−1) · · ·
∫ ζ2
ζ0
f(ζ1)dζ1dζ2 · · · dζn
=
[∫ ζ
ζ0
f(v)dv
]n
. (B.8)
Thus, up to the third-order, we have
C(λ, ζ) = 1− 1
2λ2
[
I (+∞)
2
]2
+O
(
1
λ3
)
,
D(λ, ζ)
λ
= − 1√
ζ2 − ζ20
I (+∞)
2λ
+O
(
1
λ3
)
. (B.9)
Using the asymptotic forms of the parabolic cylinder
functions presented in Appendix A, on the other hand,
we find,
lim
y→+∞µk(y)
=
(−1
λgˆ
) 1
4
{
(2j2)1/4α1
(
C cosD− D¯
λ
sinD
)
+(2j−2)1/4β1
(
C sinD+
D¯
λ
cosD
)}
,
(B.10)
where D¯ ≡
√
ζ2 − ζ20D, j = j(
√
λζ0), and
D ≡ λ
2
ζ
√
ζ2 − ζ20 −
λ
2
ζ20 ln
(
ζ +
√
ζ2 − ζ20
ζ0
)
+
pi
4
+ φ
(
λ
2
ζ20
)
= λ
∫ y
y2
√
−gˆ(y′)dy′ + pi
4
+ φ
(
λ
2
ζ20
)
. (B.11)
Here the function φ(x) is given by Eq.(C.6). Note that
in order to get Eq.(B.10), we have ignored all the high
order terms in the asymptotic expansions of the parabolic
cylinder functions, as they all become negligible in the
limit y → +∞. Now comparing the above solution with
the initial condition, we obtain
α1 =
λ−1/4
[2j2(
√
λζ0)]1/4
1√
2k
e−iX
C + iD¯/λ
,
β1 =
λ−1/4
[2j−2(
√
λζ0)]1/4
i√
2k
e−iX
C + iD¯/λ
,
(B.12)
where the irrelevant phase factor X reads
X ≡ λ
∫ y2
yi
√
−gˆ(y′)dy′ + pi
4
+ φ
(
λ
2
ζ20
)
. (B.13)
From Eq.(B.9) we conclude
C + i
D¯
λ
=
√
C2 + D¯2/λ2eiθ
= (1 +O(1/λ3))eiθ, (B.14)
thus the coefficients α1 and β1 are given by,
α1 ' λ
−1/4
[2j2(
√
λζ0)]1/4
e−i(X+θ)√
2k
,
β1 ' iλ
−1/4
[2j−2(
√
λζ0)]1/4
e−i(X+θ)√
2k
. (B.15)
Now we turn to match the approximate solution
around y1 and y2 with the one around y0. For the ap-
proximate solution around y1 and y2, when ζ  −|ζ0|
(i.e., y  y1), one has
µk(y) '
(−1
λgˆ
)1/4{
α1(2j
−2)1/4
(
C sinD− D¯
λ
cosD
)
+ β1(2j
2)1/4
(
C cosD+
D¯
λ
sinD
)}
.
(B.16)
Here
D ≡ −λ
2
ζ
√
ζ2 − ζ20 −
λ
2
ζ20 ln
(√
ζ2 − ζ20 − ζ
ζ0
)
+
pi
4
+ φ
(
λ
2
ζ20
)
= −λ
∫ y
y1
√
−gˆdy′ + pi
4
+ φ
(
λ
2
ζ20
)
. (B.17)
Similar to the case when y → +∞ (ζ  |ξ0|), we assume
that the turning points y0 and y1 are large spaced. Thus
the coefficients C = C(λ, ζ) and D = D(λ, ζ) are given
by
C(λ, ζ) ' 1− I
2(ζ)
8λ2
+O (λ−3) ,
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D(λ, ζ)
λ
' −I (ζ)
2λ
+O (λ−3) , (B.18)
with I (ζ) given by
I (ζ) =
∫ ζ
−ζ0
ψ(v)√
v2 − ζ20
. (B.19)
Then let us turn to consider the approximate solution
near y0. When ξ is large enough (i.e., y  y0), using
the asymptotic expansions of Airy type functions given
in Appendix A, we have
µk(y) =
( −1
λ2/3gˆ
)1/4{
α0√
pi
(
A cosA+
B¯
λ
sinA
)
+
β0√
pi
(
−A sinA+ B¯
λ
cosA
)}
,
(B.20)
where B¯ ≡ √−ξB(λ, ξ) and
A ≡ 2
3
λ(−ξ)3/2 − pi
4
= λ
∫ y
y0
√
−gˆdy′ − pi
4
. (B.21)
Up to the third-order approximation, one finds [16]
A(λ, ζ) ' 1− H
2(ξ)
8λ2
+O(λ−3),
B¯(λ, ζ)
λ
' −H (ξ)
2λ
+O (λ−3) , (B.22)
with
H (ξ) =
∫ ζ
0
ψ(v)√|v|dv. (B.23)
Now combining Eqs.(B.16) and (B.20) we obtain
α0 '
√
pi
λ1/12
{[
(2j2)1/4β1 cosB+ (2j
−2)1/4α1 sinB
]
+
I (ζ) +H (ξ)
2λ
[
(2j−2)1/4α1 cosB− (2j2)1/4β1 sinB
]
− 1
2
(
I (ζ) +H (ξ)
2λ
)2 [
(2j2)1/4β1 cosB+ (2j
−2)1/4α1 sinB
]}
,
β0 '
√
pi
λ1/12
{[
(2j−2)1/4α1 cosB− (2j2)1/4β1 sinB
]− I (ζ) +H (ξ)
2λ
[
(2j2)1/4β1 cosB+ (2j
−2)1/4α1 sinB
]
− 1
2
(
I (ζ) +H (ξ)
2λ
)2 [
(2j−2)1/4α1 cosB− (2j2)1/4β1 sinB
]}
, (B.24)
where
B ≡ λ
∫ y1
y0
√
−gˆ(y′)dy′ + φ
(
λ
2
ζ20
)
, (B.25)
and
I (ζ) +H (ξ) =
∫ ζ(y)
−ζ0
ψ(v)√
v2 − ζ20
dv +
∫ ξ(y)
0
ψ(v)√−v dv.
(B.26)
It should be noted that, in order to match the high-
order approximate solutions, one has to choose a point at
which the two approximate solutions given, respectively,
by Eq.(B.16) and Eq.(B.20), are matched. This is un-
like the case in the first-order approximation, for which
the solutions can be matched at any point between the
turning points y0 and y1 (or Re(y1) when y1 is complex),
provided that ξ(y) and ζ2(y)− ζ20 both are large enough.
While different matching points may lead to different re-
sults, one can employ the following way to reduce the er-
rors. When we match the solution, we have used both the
asymptotic expansions of Airy functions and parabolic
cylinder functions, for example
Ai(λ2/3ξ) ' λ
−1/6
pi1/2(−ξ)1/4
[
cosA+O(ξ−3/2)
]
,
(B.27)
for |ξ|  1 and
W (½λζ20 ,
√
2λζ)
'
(
2j2(
√
λζ0)
λ(ζ2 − ζ20 )
)1/4 [
cosD+O
(
1
ζ2 − ζ20
)]
(B.28)
for ζ2 − ξ20  1. Thus, from the terms we have ignored
in the above expansions, it seems that a good matching
point should be around the range when
1
|ξ|3/2 ∼
1
ζ2 − ζ20
. (B.29)
In this paper, we shall always consider the matching when
the above condition is satisfied.
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2. Error analysis and comparison with numerical
(exact) solution
In this subsection, we are going to study the above
matched approximate solutions numerically in order to
understand the matching process. We also provide the
comparison between the approximate solutions and the
numerical (exact) ones for several cases.
Let us first focus on the error control functions of the
approximate solutions in different ranges. The error con-
trol functions I (ζ) and H (ξ) are presented in Fig. 6.
The left panel corresponds to the error control function
H (ξ) around the turning point y0, and the right panel
corresponds to the error control function I (ζ) around
turning points y1 and y2. Although the error control
function is not the exact error of the approximate solu-
tion, it can help us to understand the level of the errors
qualitatively. Fig. 6 clearly shows that the error of the
approximate solution peaks in the region where y → 0+.
And in a de-Sitter background with ν = 3/2, as we have
shown in [16], the error control function H (ξ) goes to
1/9 in the limit y → 0+. Another feature is that H (ξ)
is not sensitive to the values of parameters b1 and b2, as
well as ∗. For the error control function I (ζ), unlike
H (ξ), Fig. 6 shows that I (ζ) is sensitive to the value
of ∗, and for most cases it is extremely small compared
to the value of H (ξ) as y → 0+. It is clear that I (ζ)
increases when the parameter ∗ increases.
The coefficients A1(ξ) and B0(ξ) associated with the
Airy solutions are displayed in Fig. 7. The left panel
corresponds to the evolution of A1(ξ) as a function of
y, and the right panel corresponds to the evolution of
B0(ξ). In this figure, the de-Sitter background is chosen.
For the parabolic cylinder solutions, the corresponding
coefficients C1(ζ) and D0(ζ) are presented in Fig. 8 as a
function of y, where the left panel corresponds to C1(ζ)
and the right panel represents D0(ζ). Similar to the case
for the error control functions given in Fig. 6, now the
coefficients C1(ζ) and D0(ζ) are extremely small and neg-
ligible, compared to the values of A1(ξ) and B0(ξ), re-
spectively.
The comparison between the approximate solution and
the numerical solution is displayed in Fig. 9. As we men-
tioned above, the errors of each order of approximation
are different when y → 0+. It has been shown clearly in
Fig. 9 that the third-order approximation does improve
the precision of the first-order and second-order approx-
imation in the limit y → 0+. Considering that the error
of the third-order approximation is about 0.15%, how-
ever, the first-order, second-order, and the third-order
approximation are almost identical to each other within
this error when y ∼ y1 or y ∼ y2. This implies that,
compared to the third-order approximations around the
turning point y0, the high-order approximations around
the turning points y1 and y2 in general does not signifi-
cantly improve the first-order approximation.
Appendix C: Asymptotical expansions of parabolic
cylinder functions and Airy functions
The asymptotic expansion of parabolic cylinder func-
tions W (½λζ20 ,±
√
2λζ) and W (½λζ20 ,±
√
2λζ) for ζ2 −
ζ20  1 can be written as [27]
W (½λζ20 ,
√
2λζ) =
(
2j2(
√
λζ0)
λ(ζ2 − ζ20 )
)1/4
cosD, (C.1)
W ′(½λζ20 ,
√
2λζ) = −
(
λ(ζ2 − ζ20 )
2j−2(
√
λζ0)
)1/4
sinD, (C.2)
W (½λζ20 ,−
√
2λζ) =
(
2j−2(
√
λζ0)
λ(ζ2 − ζ20 )
)1/4
sinD, (C.3)
W ′(½λζ20 ,−
√
2λζ) = −
(
λ(ζ2 − ζ20 )
2j2(
√
λζ0)
)1/4
cosD, (C.4)
with
D ≡ 1
2
λζ
√
ζ2 − ζ20 −
1
2
λζ20 ln
(
ζ +
√
ζ2 − ζ20
ζ0
)
+
pi
4
+ φ
(
1
2
λζ20
)
. (C.5)
Here
φ(x) =
x
2
− x
4
lnx2 +
1
2
phΓ
(
1
2
+ ix
)
, (C.6)
where the phase phΓ( 12 + ix) is zero when x = 0 and is
determined by continuity otherwise.
For Airy type functions Ai(x) and Bi(x) for large pos-
itive x (i.e., x 1), the asymptotic expansions have the
form [23]
Ai(x) =
1
2pi1/2x1/4
e−
2
3x
3/2
,
Bi(x) =
1
pi1/2x1/4
e
2
3x
3/2
,
Ai(−x) = 1
pi1/2x1/4
cos
(
2
3
x2/3 − pi
4
)
,
Bi(−x) = − 1
pi1/2x1/4
sin
(
2
3
x2/3 − pi
4
)
. (C.7)
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● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●● ● ● ●●●●●●●●●●●●●●●●●
●●●●●
●●●●
●●●●
●●●●
●●●●●
●●●●●
●●●●●
●●●●●
●●●●●
●●●●●
●●●●●
●●●●●●
●●●●●●
●●●●●●
●●●●●●●
●●●●●●●
●●●●●●●●
●●●●●●●●●
●●●●●●●●●●
●●●●●●
●●●●●●●
●●●●●●●●
●●●●●●●●●
●●●●●●●●●
●●●●●●●●●●
●●●●●●●●●
●●●●●●●●●●
●●●●●●●●●●●●●
●●●●●●●●
0.01 0.10 1 10
-0.0020
-0.0015
-0.0010
-0.0005
0.0000
y=-k η
A
1
(ξ)as
a
fu
nc
tio
n
of
y
● ● ●
● ● ● ● ● ● ● ● ●
● ● ● ●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●● ● ● ●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
0.01 0.10 1 10
0.000
0.005
0.010
0.015
0.020
y=-k η
B
0
(ξ)as
a
fu
nc
tio
n
of
y
FIG. 7. Time evolution of the coefficients A1(ξ) and B0(ξ) associated with the Airy type solution around turning points y0.
(a) Left panel: A1(ξ) as a function of y in a de-Sitter background. (b) Right panel: B0(ξ) as a function of y in the de-Sitter
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FIG. 8. Time evolution of the coefficients C1(ζ) and D0(ζ) associated with the parabolic cylinder function solutions around
turning points y1 and y2. (a) Left panel: C1(ζ) as a function of y in a de-Sitter background. (b) Right panel: D0(ζ) as a
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