Introduction
Our analysis is based on asymptotic approximations. This analytic tool has been used previously on some parts of this model. However, all previous studies of asymptotic approximations have avoided the transition region near Ro= 1. They are based on the assumption that Ro > 1 (or Ro < 1) is constant as N w. We refer to these conditions by saying that Ro is distinctly above (or distinctly below) the value 1. Our study shows that the scaling Ro = 1 + p/N is useful and that the transition region near the deterministic threshold Ro= 1 can be studied by keeping p constant as N °°. This implies that Ro in this case is a function of N. A primary goal of our study is to develop approximations of the various quantities that we study in each of the three parameter regions that we have identified, namely the two regions where Ro is distinctly different from 1 (Ro > 1 and Ro < 1 with Ro fixed), and the transition region where p is fixed. A further goal is to connect these three approximations by developing asymptotic approximations that are uniform in Ro.
We begin by deriving approximations of both the approximating distributions p(° and p(1). These results are useful for the derivation of approximations of both the quasi-stationary distribution and of the expected time to extinction.
The approximation of the quasi-stationary distribution is given by a modified truncated normal distribution. This approximation makes a continuous transition from a geometric distribution when Ro is distinctly below 1 to a normal distribution when Ro is distinctly above 1.
We use numerical evaluations and plots of various distributions and functions that appear in the study. The ability that this gives to visualize various properties has repeatedly been instrumental in guiding the theoretical approach in productive directions.
The SIS model is introduced in Section 2, and the system of equations for the quasi-stationary distribution is derived. The two approximations of the SIS model are described in Section 3, and the explicit expressions for their stationary distributions are given. The time to extinction and its relation to the model thresholds is discussed in Section 4. Many of the results of Sections 2-4 are previously known. Approximations of the stationary distributions of the two approximations of the SIS model are derived in Sections 5 and 6. These results are used in Section 7, where we study approximations of the quasi-stationary distribution, and in Section 8, where we study the time to extinction and the thresholds.
The SIS model and its quasi-stationary distribution
The model that we analyze was first introduced by Weiss and Dishon (1971) The transmission factor T, or, equivalently, the basic reproduction ratio Ro, equals the ratio between the two parameters A and ,u: T = Ro= A/,u. We note that T= Ro is always positive.
The deterministic approximation of this model has its threshold at T= 1. It predicts a positive endemic infection level only if T > 1; the infection level approaches zero if T_ 1.
We proceed to formulate the Kolmogorov forward equations for the state probabilities of the SIS model.
In order to simplify the notation we fix m and s and put pn(t)=Pmn(st) Furthermore, we use p(t) to denote the row vector whose components are pn(t) where n = O, 1, * * *, N. We then find that the Kolmogorov forward equations for the state probabilities p"(t) can be written in the form The quasi-stationary distriblltion of the closed endemic SIS model 899 denote the corresponding state probabilities and q(t) to denote the row vector of values of qn(t), n = 1, 2, N. The cumulative distribution function is denoted F(k)-E,k_lqj, k=1,2, jN.
The system of diSerential equations for q(t) is closely related to the system in (2.4). Let pQ(t) denote the vector containing all components of p(t) except the first one, and assume that the initial state m is positive. We then have q(t) -pQ(t)/(l -pO(t)). By differentiating this relation and using the equation pO -,u lPl we get (2.6) q'=1_p +lql1_p
This leads to the system of equations The quasi-stationary distribution can be interpreted as an approximation of the solution of the system of equations (2.4), without any probabilistic argument. In order to describe this interpretation we note first that Picard (1965) has shown that the matrix A has real and distinct eigenvalues Pm of which one is equal to zero and the others are strictly negative. We let the eigenvalues be ordered so that ° = Po > Pl > P2 > * * *, and we use v(t) to denote an eigenvector corresponding to the eigenvalue Pm Every solution of (2.4) can then be expressed as (2.9) p(t) = v(°) + v(l)ePl' + ve2)eP2t + . . .
Heres v(°)
is the stationary distribution whose first component is v8°)= 1, while all other components are equal to zero If N is large and the transmission factor T is distinctly larger than 1, then it can be shown that IP11 << IP21 Under this condition there is a t-interval l/lp2l << t << l/lp1l in which the solution p(t) can be approximated by the sum of the first two eigenvectors of A: The cumulative distribution function can be written The two sums S(°) and 5(1) are related. In order to describe the relationship we 
The time to extinction and the thresholds
The time to extinction T for the original unconditioned process {I(t)} is a random variable that carries important information. It is clear that the distribution of this random variable depends on the initial distribution pj(O). It turns out that the distribution of T is particularly simple if the initial distribution equals the quasi-stationary distribution. Indeed, the distribution of T is then exponential with the parameter ,uql. To derive this result we note from (2.6) that the state probabilities PQ then satisfy the simple system of equations The two thresholds can be detellllined from the observations using (4.8) and (4.4) that the expected time to extinction from the state 1 is equal to Er1 = l/(,up|°)) and that the expected time to extinction from the quasi-stationary distribution equals Er= l/(,uql). Thus we conclude that the invasion and persistence thresholds in this case are determined implicitly from the relations P|°) = 0.1 and ql = 0.1, respectively. .......................... 
Approximation of the stationary distribution of the SIS model veth one permanently infected individual
It is easy to understand heuristically that the stationary distributions of the two approximations of the SIS model are approximations of the quasi-stationary distribution when T is distinctly above the deterministic model threshold. On the other hand, the heuristic arguments fail when T is near or below the threshold.
We proceed to study systematically approximations of the stationary distributions of the two approximations and of the quasi-stationary distribution, both distinctly above and below the deterministic threshold, and, where possible, in the transition area between the two. Our aim is to derive asymptotic approximations. For simplicity we include only the first term of each approximation. We strive for approximations that are uniform in the transmission factor T The present section is devoted to the derivation of an approximation of the stationary distribution of the SIS model with one permanently infected individual. Notation that is used at several places in the paper is summarized in the appendix. Figure 6 shows the dramatic changes in the N-dependence of the sum S(') as T increases from a value below 1 to a value above 1. The approximation (5.1.1) is practically indistinguishable from st1) on the compressed scale used in this figure.
It is instructive to consider the simplifications of approximation (S.1.1) that arise when we consider the three cases when T is distinctly larger than 1, or equal to 1, or distinctly less than 1, respectively. In the first case we find that ,B1 > X and hence +(,B1) 1. In the second case we get ,B1 = ,B2= 0 and hence +(,B1)/ep(,Bl) = 7r/2. In the third case p2-X and hence we can use the asymptotic approximation 
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By completing the square in the approximation for h(v) we get (5.1.13) h(v) 2:2 _ 2w2(Tv).
Insertion of the approximations for g(v)
and h(v) into the integral in (5.1.6) proves (5.1.1) for T _ 1. Uniform asymptotic approximations of S(') can also be derived by using results by Temme (1975 Temme ( , 1979 . Indeed, by using the Stirling approximation of the factorial in (3.8) one can express the sum S(1) in terms of the incomplete gamma function ratio Q as follows:
(5.1.14)
S(') T (}3 )Q(NXN/T) By including the first two terms of Temme's uniform asymptotic expansion of the incomplete gamma function ratio Q we find that (5.1.15) 5(l) flN (+(1S,)+ 1 _ 1 ) N x
This expression is asymptotic with our result in (5.1.1). To prove this we note first that 1/,X31 -1/,d32= O(1/N). Hence the last two terms in the parenthesis above can be ignored compared to the first one for p = 0(1) and for p > O. For p = 0(1) and p < O we use this result and the fact that then ,d31 ,B2. Finally, for p -m we use the asymptotic expansions +(,d3l)/Sn(,d31) -1/,d31 and +(+2)/9(92) -1/92 to prove our assertion. This proves that our approximation is asymptotic. The reason for describing the elementary derivation above even though the result can be derived from Temme's is that our method will be found useful also for approximating sums that cannot be expressed in terms of the incomplete gamma function ratio.
Additional terms in the asymptotic expansion of the sum S(1) can be found by increasing the number of terms of the Taylor expansions used to approximate g(v) and h(v). An alternative is to include additional terms from Temme's result.
5.2. Approximation of a sum of normal densities. In this subsection we derive a result that will be applied in Sections 5.3 and 6.2. We consider a sum of the form 
The function G is defined for all real values of its argument. It is odd, continuous, and monotonically increasing and takes values in the open interval (-1, ).
By evaluating the integral in (5.2.6), we find that our sum can be approximated in the following way: We proceed to derive the approximation in (5.3.1). After the derivation we show that the result in (5.3.1) with K = N is consistent with (5.1.1).
The derivation of the above approximation of the sum Sp) proceeds in three steps. First we use Stirling's formula to find an asymptotic approximation of the factor a(j). After that we approximate the term a(j)Ti-l by methods that are similar to those that were used in approximating the integrand in Subsection 5.1. The last approximation step applies the result of the preceding subsection.
The Stirling formula applied to both of the factorials in a(j) leads to the asymptotic approximation It is then readily found that the function h has a maximum when its argument is equal to ,u l In similarity to the case in Subsection 5.1, we approximate g(j) and h( j) by one and three terms, respectively, of their Taylor expansions. For T'1 we expand about j = l, and for T-1 we expand about 0.
For T_ 1 we find that g and h are approximated by 3.13) g(i)-T h(j) 2p23 -2y22(j), T ' 1, N ) x.
By using this result we are led to the following approximation for the term 
F(1)(K) +(yl(K)), T > 1, T fixed.
To prove this we note that the truncation point vl(l) approaches -as N . follows from (5.4.1) that F(1)(K) ¢(ul(K) ). We note furthermore that F(1)(K) +(N2(K)) -+(v2(1)) 1 _ +(-u2(K)) .
Hence it

4.3) 1 -+(v2(1)) +(-v2(1)) sp(-V2(l)) u2(K)
Thus the distribution p(l) is for T distinctly less than 1 approximated by a geometric distribution with p kl ) (1 -T) Tk -1 .
We conclude that the approximation given by (5.4.1) provides a continuous transition from a geometric distribution for T distinctly less than 1 to a normal distribution for T distinctly larger than 1. Here, the probability P(1°) is determined so that the sum of the probabilities p(°) over all j equals 1. It is thus found that pt°) T/log (1/(1 -T)). This result is consistent with (6.1.3).
Approximation of the quas;-stationary distribution
In this section we give uniform approximations of the cdf of the quasi-stationary distribution and of the probability q,. The methods we use to derive the approximations do not allow us to claim that the approximations are asymptotic. Derivations are given at the end of the section.
The somewhat surprising result is that the cdf is approximated by the same modified truncated normal distribution that serves to approximate the cdf F('):
(7.1)
F(K)+( 1(_))( (+1())°( ))
NX.
One consequence of this result is that when T is distinctly above the deterministic threshold all three distributions that we are concerned with have the same first-order approximation, namely a normal distribution as in (5.4.2) and (6.3.2). This agreement is easy to understand heuristically.
We compare the result in (7.1) with the approximation results reported by Kryscio and Lefevre (1989). We recall that Kryscio and Lefevre use the distribution p(1) as an approximation of the quasi-stationary distribution when T is distinctly below the deterministic threshold, and the distribution p(°) when T is distinctly above the deterministic threshold.
Our results clearly agree with theirs when T is distinctly below the deterministic threshold, while at first sight they appear to disagree when T is distinctly above the deterministic threshold. The disagreement is, however, only minor, since as noted above, the first-term approximations of the distributions p(1) and p(°) agree in this case. The numerical comparison in Figure 1 supports the finding by Kryscio and Lefevre distinctly above the deterministic threshold in the sense that the distribution p(°) is closer to the quasi-stationary distribution than the distribution p(1). Our findings lead us to conclude that additional terms in the (asymptotic) approximations of all three distributions involved need to be derived to show the difference discussed by Kryscio and Lefevre.
Numerical evaluations indicate that the approximation (7.1) is asymptotic in the body of the distribution when T is distinctly different from 1, but not in the transition region near T= 1. It remains an open problem to derive an approximation of the cdf F that is asymptotic uniformly in T.
The distributional approximation of the quasi-stationary distribution does not cover the extreme tails of the distribution. In particular, the probability q1 for the quasi-stationary distribution to be in state 1 is approximated as follows: We note from the discussion following (2.8) that by multiplying ql by ,u1=,u we can use (7.2) to approximate the largest eigenvalue of the matrix AQ of Section 2. The result in (7.2) also allows us to approximate the expected time to extinction from the quasi-stationary distribution and it can be used to study the persistence threshold of the stochastic SIS model. ........................................ ...............................................  ..............................................................................  , ,  \   ...............................................................................  .......................................................................................................................... ....................................................................  ..................................................................................................................  \ \  s   ................................................................................  ...........................................................................................................  \x ......  ..............  .........................................................................  N  \\  5   W ......................................................................... .......................................................................  ............................................................................................. as a solid curve. The approximation (7.2) is shown dashed, and the two probabilities pi°) and pil) are shown dashdotted. We note that all three of the probabilities approach the value 1 as Ro approaches 0. Furthermore, we note that ql is close to p(l) when Ro is below the deterministic threshold value one, and that it makes a transition to values closer to p(°) as Ro becomes large. Some insight into this behaviour can be had if we consider the approximation of ql distinctly above the deterministic threshold and compare it with the approximations of the two probabilities P|°) and p(1). With T>1 fixed as N approaches infinity, we get T P' ) WN *n(lil), T > 1, T fixed, We note that the stochastic bounds discussed in Section 4 imply the two inequalities p(1°) > q1 >pil). The first of these inequalities follows from the stochastic bound established by Cavender (1978), while the second one was conjectured by Kryscio and Lefevre (1989). Both of these inequalities are seen to be satisfied by our approximations distinctly above the deterministic threshold. Indeed, it follows from (7.4) that ql T-1 pS0) T ' T>1, Tfixed, (7.5) 91 N(T-1) T>1, Tfixed.
These relations show that the approximation of q1 lies between those of pi°) and p(1), and that it is much closer to the first one of these bounding probabilities for large values of N. This again supports the statement by Kryscio and Lefevre (1989) that the quasi-stationary distribution is approximated by the stationary distribution p(°) when T is distinctly larger than 1. We also see that both ratios considered in (7.5) increase as functions of T -Ro for fixed N, in line with what we can observe in Figure 7 . The result expressed by the first line of (7.5) disagrees with the result by Kryscio and Lefevre (1989) that q1 pi°).
We proceed to derive the results in (7.1) and (7.2). It was noted at the end of Section 2 that the expressions (2.15)-(2.18) can be used to set up an iteration scheme for numerical determination of the quasi-stationary distribution. The same expressions can also be used to give explicit approximations of the quasi-stationary distribution. This is achieved by determining the result of one stage of iteration for any explicitly known initial distribution. Both of the distributions p(°) and p(1) are candidates as initial distributions for this one-stage iteration. Numerical evaluations give a slight preference to p(°) over p(l) when T > 1 is fixed and N is large, although in this case even the very unrealistic uniform distribution gives a surprisingly good approximation of the quasi-stationary distribution. However, p(') is definitely the preferred initial distribution when T ' 1. Since our goal is to derive an approximation of the quasi-stationary distribution that is uniformly valid for both large and small values of T we choose p ( . . . . . . . \. . . . . . . . . . .,.  . .\ . . . . . . . . . ; . . . . . . . , . . . . . . . . , . . . . . . . . . . , . . . . . ;. . ; . \ . \ . . . ..... . \ .. , * * , @ ,\ , 
