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Abstract 
Horizontally convex polyominoes are finite discrete sets of simply connected elementary cells, 
such that all of their rows are connected. The problem is to find the best matching between two 
horizontally convex polyominoes. So, we look for a position of the second polyomino relative 
to the first one, called a translation, such that the overlapping surface of the two polyominoes 
is maximal. In this paper, we present an optimal algorithm computing the overlapping surface 
for all possible translations. Then, we can exhibit the maximal superposition and the related 
translations. @ 1999 Elsevier Science B.V. All rights reserved. 
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1. Introduction 
We call a polyomino P a rectangular grid in which some cells are dashed. For any 
pair of dashed cells of P, there exists a lattice path in P connecting them. A lattice 
path is a path made up of horizontal or vertical unitary steps. Polyominoes were first 
introduced by Golomb in 1954 in a talk to the Harvard Mathematics Club, see [3,4]. 
A polyomino is horizontally convex (h-convex for short) if all of its rows are con- 
nected. 
Given two polyominoes h-convex P and P’, we look for a translation (horizontal 
and/or vertical) of P on P’ such that the cardinal of the superposed dashed cells set 
is maximal. This problem has been proposed by Maurice Nivat ’ during a colloquium 
in Montpellier at the LIRMM Laboratory in October 1996. 
In the next section the problem is introduced, then we give a basic algorithm which, 
for two horizontally convex polyominoes, computes for every horizontal and/or vertical 
translation, the total of superposed dashed cells. This algorithm is based on a line by 
line coding of horizontally convex polyominoes and the calculation of a maximal lines 
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Fig. 1. Superposition of two polyominoes. 
superpositions matrix of the two polyominoes. Each diagonal of this matrix is processed 
in order to compute for each vertical translation, the horizontal translations which give 
the best superpositions. In the last section, we show how to improve the process of 
each diagonal of the maximal lines superpositions matrix, achieving thus an algorithm 
with an optimal complexity. 
2. Superposition of two h-convex polyominoes 
Given two h-convex polyominoes P and P’ of n (resp. n’) lines, and of m (resp. m’) 
columns, P is superposed on P’ such that at least one cell of P is covering one cell of 
P’ (see Fig. 1). The problem is then to find horizontal and vertical translations of P on 
P’ such that the number of dashed cells of P covering dashed cells of P’ is maximal. 
Definition 1 (superposition, translations). A superposition is defined by a vertical and 
a horizontal translation: 
_ A vertical translation is a vertical shift of P relative to P’. When the first cell 
(top-left cell) of P coincides with the first cell of P’ the translation is called nil. 
Otherwise, P’ being fixed, the vertical translation v is defined by the number of lines, 
P has been shifted. Moreover, in order to distinguish a shift to up from a shift to 
down, r is positive (resp. negative) if P is shifted to down (resp. up) relative to P’. 
_ An horizontal translation is an horizontal shift of P relative to P’. The same as 
for the vertical translation holds and the horizontal translation h is positive (resp. 
negative) if P is shifted to right (resp. left) relative to P’. 
For example in Fig. 1 there are a +I uerticaI translation and a +2 horizontal 
translation. 
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Fig. 2. Example of 2 polyominoes and the coding of their lines. 
So for a given vertical translation, there is at most (m + m’ - 1) possible horizontal 
translations of P on P’ such that the two polyominoes have at least one cell superposed. 
In the same way, given a horizontal translation, there is at most (n + n’ - 1) possible 
vertical translations of P on P’ such as P and P’ have at least one cell superposed. 
Thus we can easily define a O((n + n’) x (m + m’) x (n x m)) “naive” algorithm: 
_ a matrix A4p,p, of (iz + n’ - 1) x (m + m’ - 1) cells, where each element A4pl~, [h, a] 
of the matrix gives the number of superposed dashed cells for this translation of P 
on P’ of h unitary steps horizontally and of u unitary steps vertically is built, 
- then for every translation, the cardinal of the superposed dashed cells can be com- 
puted in scanning the cells set of P on P’. 
3. A basic algorithm 
3.1. Horizontally convex polyominoes coding 
Polyominoes can be coded in various manner (with algebraic languages in [2], with 
hypergraphs in [l]), here the horizontal convexity property allows to code a line of 
polyomino by a pair marking the position of the first dashed cell and the last dashed 
cell (see Fig. 2). This coding allows to efficiently compute the maximal superpositions 
of two lines. 
3.2. Maximal superpositions of two lines 
Given 1 and I’ two lines of two horizontally convex polyominoes, respectively coded 
by pairs (x, y) and (x’, y’), let us define the function S/,/t, for a given translation, which 
computes the number of superposed dashed cells of 1 on I’. Thereafter, we will note 
overlapping surface the number of superposed dashed cells. 
A superposition of 1 on 1’ is said to be maximal if the overlapping surface is 
maximal. These maximal superpositions are consecutive (see Fig. 3) and can be coded 
by a maximal superpositions triplet: 
Definition 2 (maximal superpositions triplet). Let 1 an 1’ be two lines of two horizon- 
tally convex polyominoes P and P’, the maximal superpositions triplet (B~,,I, El/l,, If/,/, ) 
codes the maximal superpositions of 1 on 1’ where N~JII is the number of superposed 
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Fig. 3. Two consecutives maximal superpositions. 
dashed cells, and where B///J (resp. EIII~) is the minimum (resp. maximum) shift of 1 
giving iVlj[, : 
B,/,, = min(x’ - x, y’ - y), (1) 
El/,’ = max(x’ - x, y’ - y), (2) 
N/j,’ = min( y - x + 1) y’ - x’ + 1). (3) 
In a general manner, for a translation of h unitary steps, the overlapping surface can 
be computed according to the coding pair of the lines: 
Sl,lr(h) =max(O,min(y’,y + h) - max(x’,x + h) + 1) 
or according to the maximal superpositions triplet: 
S/l!(h) = max(0, min(Nl/l/, Nll~t - BIJ~~ + h, N/III + EIJY - h)). (4) 
Example 3. In considering two lines of two polyominoes coded by pairs (1,2) and 
(1,3), respectively, their maximal superpositions are given by the triplet (0, + 1,2). 
The following table gives the number of superposed dashed cells according to the shift 
of the second line on the first one. 
3.3. Maximal superpositions matrix 
The maximal superpositions of the lines of P on the lines of P’ are stored in a 
matrix T,,,, called the maximal lines superpositions matrix. The size of this matrix 
noted Tplp, is (n x n’) and its elements are triplets of maximal superpositions: 
Example 4. In taking polyominoes of Fig. 2, we get the following matrix Tpip,: 
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We can notice that a diagonal top-left to bottom-right of Tplp~ gives the maximal 
superpositions triplets of every lines of P superposed on lines of P’ for a given vertical 
translation. Thus in processing a diagonal, we should be able to compute the overlap- 
ping surface of P on P’ for each horizontal translation. We note D, the diagonal where 
u is the vertical shift (negative for an up shift, and positive for a down shift) of the 
polyomino P on the polyomino P’ (see Example 5). So for a nil vertical translation, 
the main diagonal noted DO gives the maximal superpositions triplets of every line of 
P on every line of P’. 
Example 5. In taking the matrix Tp,p, of Example 4 we get the following diagonals 
set: 
D-2 
D-l 
Do 
D +1 
D +2 
D +3 
TP/P/ [3,11 
TP/P, P, 11 TP/P~ [3,21 
TP/PJ [ I,11 TP/P~ P, WP/PJ [3> 31 
TP/P~[~,~ITP/P~[~,~ITP/P~[~,~I 
TP/P~ [ 1231 TP/P~ P, 41 
TP/P/ [ 1341 
We are now going to show how, in processing independently every diagonal, we 
can compute the best horizontal translation for every vertical translation. 
3.4. Computing of horizontal translations 
For a given vertical translation, we must study a diagonal of Tplp~ that gives the 
set of maximal horizontal superpositions triplets. With each of these triplets we can 
compute the overlapping surface for every horizontal translation of a P line on a P’ 
line. 
Outside of the interval [Bl/a, El/p] the number of superposed dashed cells decreases 
from N,,,, to 1 for every shift of an additional unitary step. Thus, for one diagonal 
of TPJPJ, i.e. for a given vertical translation, we can build a table which summarizes 
all the superpositions for all horizontal translations. A line of this tables correlates a 
line of P superposed to the related line of P’ (see lines of table of Example 4) and 
the columns to a horizontal shift. In computing the sum on every column we get, 
for a given vertical translation u (corresponding to the processed diagonal) and for a 
given horizontal translation h (corresponding to the chosen column), the overlapping 
surface of the two polyominoes P and P’ (see Exemple 6). This sum corresponds to 
MP/PJ k 01. 
Example 6. For the diagonal DO of the Example 4, we get the following calculation: 
Do : (+2,+2,2),(+2,+3,3),(+1,+1,4) 
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h -4 -3 -2 - 1 0 +l +2 +3 +4 +5 f6 
&i,,,(h) 0 0 0 0 0 1 2 1 0 0 0 (+2,+2,2) 
&,[‘2(h) 0 0 0 0 1 2 3 3 2 1 0 (+2,+3,3) 
&3/1’3(h) 0 0 1 2 3 4 3 2 1 0 0 (fl,f1,4) 
~00124786310 
For every diagonal of Tplp,, the line of columns sums of such a table gives a line 
of the matrix Mplp~. This matrix contains all the overlapping surfaces for all possible 
superpositions of the two polyominoes P and P’ (see Example 7). 
Example 7. Matrix Mplp~ from polyominoes P and P’ of Fig. 2. 
v\hl-4 -3 -2 -1 0 fl +2 +3 +4 +5 
+3 0012222100 
+2 0123565420 
+1 1235678631 
0 0012478631 
-1 0001355420 
-2 0001222100 
3.5. A basic algorithm 
Algorithm 1 described below, computes the matrix T,,,, then builds the matrix Mplp! 
according to the process that we just described. In order to optimize the computation 
of Mplp, each line of every diagonals table is not written but the partial columns sum 
of tables is progressively computed. 
Then, it is sufficient to find the maximum elements of the matrix Mpip, to get the 
horizontal/vertical translations giving a maximal overlapping surface. 
3.6. Analysis of complexity 
Proposition 8. The global complexity of Algorithm 1 is in O(n x n’ x (m + m’)). 
Proof. Given P and P’ two horizontally convex polyominoes of n (resp. n’) lines and 
of m (resp. m’) columns. Algorithm 1 is based on several steps: The construction of 
the matrix Tp,p, is in O(n x n’) operations. Then, for every element of every diagonal 
of T,,,, a partial sum of a line of Mplpt is computed, O(n x n’) partial sums are then 
computed. However, these partial sums are computed for every horizontal translation, 
therefore we have a computation of Mplp~ in O(n x n’ x (m + m’)). 
4. Algorithm improvement 
In fact, given a vertical translation (i.e. a diagonal), the calculation of the partial sums 
for every horizontal translation can be optimized. It allows to improve meaningfully 
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Algorithm 1. Computing of matrices Tplp~ and Mplp~. 
Data : Two horizontal convex polyominoes P and P’ of respectively n x m and 
n’ x m’ cells 
Result: T,,, maximal superpositions matrix, 
MpIpf translation matrix of P on P’ of (n + n’ - 1) x (m + m’ - 1) elements 
Given (~1, yl), (Q, YZ), . . . , (x,, y,) the set of pairs coding the P lines. 
Given (x’, , y: ), (xi, Y; ), . . . , (x;, , yk, ) the set of pairs coding the Pt lines. 
for j = 1 to n’ do 
fori=l rondo 
Tp/pr[i,j].B +- min(x; - xi, yi - yi) 
Tp/pr[i,j].E t max(xj - xi, _JJ~ - yi) 
Tp/p, [i,j].N +- min(yi - xi + 1, y$ - X: + 1) 
foteach Diagonal d of Tp~pt do 
foreach element e of d do 
_I 
Initialization to 0 of d line elements of Mplp~ 
for h=(-m+ 1) to (m’- 1) do 
1 
M-P/P, [A, 4 + MP/P~ h 4 
+ma.x(O,min(e.N,e.N-e.B+h,e.N+e.E-h)) 
the general complexity of the algorithm. 
4.1. Improved computing of the partial sums 
Discrete function of an horizontal line translation. Given two lines of horizontally 
convex polyominoes, I and I’, respectively defined by pairs (x, y) and (x’, y’), let Sj,,, 
be the function calculating the overlapping surface for a translation of h unitary steps 
of 1 on I’, S(,,,, and S$,, can be defined such that 
$,,4h)=S,/r4h +1) - St/t4h), (5) 
$;p(h) = S;,,,(h) - S;,,,(h - 1). (6) 
Moreover, we will notice that for a shift h outside of the interval [Bl,lj, El,,‘], the 
number of superposed dashed cells decreases according to the distance of h to the 
limits of the interval, see Eq. (4) in Section 3.2. 
h . ..B-N-lB-N B-N+1 . . . B-l B E IT+1 . ..E+N-1 E+NE+N+l... 
S(h) 0 0 1 /N-IN-NN-I\ 1 0 0 
S’(h) 0 1 l-l 0 0 -1 -1 - -1 0 0 
S”(h) 0 1 0 -0 -10-l o- 0 1 0 
We can notice that four key values define the function Si;/,. Indeed, ,9$,,(h) # 0 for 
h E {B -N, B, E, E +N}. So, the function S&, can be coded by these four values, which 
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are directly deductible of the maximal superpositions triplet (By,/, E~,,I, N//II). Then, we 
can compute the values of function SI/~! from S$, with the adequate replacements: 
S&(h) = Sl/P(h + 1) - 2Sl/l,(h) + S//P@ - 1), (7) 
Sl,/‘(h)=S(;[/(h - 1) +2L!+(h - 1) -S/j/@ - 2). (8) 
Example 9. Let us study the functions S,S’, S” for all horizontal translations of the 
second line of P on the second line of P’, polyominoes of Fig. 2. 
Discrete function qf horizontal translations of a polyomino. In Algorithm 1, for a 
given vertical translation, we calculated for every horizontal translation h, the sum of 
the functions S for every line of P superposed to a line of P’. The idea is here to 
compute the sum of function S” in order to be able to compute efficiently the sum of 
the functions S. 
The Fig. 4 shows for a nil vertical translation, the plot of the function SPjP, of 
horizontal translations of P on P’, polyominoes of Fig. 2. It also shows plots of 
functions Sl,j, and functions S(j,, for every pair of superposed lines. 
Given v a vertical translation, and given L, the set of superposed line pairs of P on 
P’, for a given translation h we get 
Mpjp, [h, v] = c S//v(h). 
(l,I’)EL, 
In substituting Sl,lf(h) by its equivalent in Eq. (8), we get 
JJpipr[h, VI = (I ~QS;;Jh - 1) + 2&/rdh - 1) - Sl/,dh - 211, 
1 I 
(9) 
MP/P [h, VI= (I ,FEL ,(S/:G - 1)) + 2Wp [h - 1, ~1 - MP/P [h - 2,ul. (11) 
1 t 
Thus, knowing values of functions Sf:,, allows to recursively compute Mp,p, [h, u]. 
Besides we know that for a translation to the left over m unitary steps, the two poly- 
ominoes do not have any more superposed cells. Then the surface of recovery is nil. 
It allows to compute the first elements of each line of A4p,pl (A4p,p, [-m + 1, Y] and 
Mp,p,[-m + 2, v]), and so to compute recursively all Mp,p, elements. 
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h -3 -2 -1 .o 
St,//;(h) : 
Q,;(h) _-i- 
%3/,;(h) J-f- 
?-I- 
1+2+3+4+5+6+7+8 -3 -2 -1 .o .1+2+3+4+5+G+7ta 
:  : : / : : I 1 
h 
“;;,,t (h) 
1 
S;;,,, (h) 
2 
S;;,,, (h) 
3 
S;,,,,(h) 
S,,,,,(h) J : ; I I u 
: j 
: : 
: : 
: : 1-J : : : : : 
Fig. 4. Discrete functions of horizontal translations of hvo polyominoes. 
4.2. An optimal algorithm 
Algorithm 2, first computes the matrix Tplpf (line 1 to 5), then builds a matrix Sfl!,,, 
from the sum of values of functions S” [,!, (lines 6 to 12). Finally, the matrix MP,P, is 
recursively computed with Eq. (11) (lines 13 to 17). 
Then, it is sufficient to find the maximum elements of the matrix h4plp1 to get a 
horizontal/vertical translation giving a maximal overlapping surface. 
4.3. Analysis of complexity 
Proposition 10. The complexity of Algorithm 2 is in O((n + n’) x (m + m’) + n x n’). 
Proof. Given P and P’ two horizontally convex polyominoes of n (resp. n’) lines and 
of m (resp. m’) columns. Algorithm 2 proceeds in several steps: 
The construction of the matrix Tpipl (lines 1 to 5): O(n x n’) operations. 
The construction of matrix S”: 
- The initialization (line 6) is performed in O((n + n’) x (m + m’)) 
- Its computing (lines 7 to 12) is in O(n x m’). 
The calculation of the matrix A4plp~ (lines 13 to 17) is in O((n + n’) x (m + m’) 
operations. 
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Algorithm 2. Improved computing of matrices Tplpf and Mplpt 
Data : Two horizontal convex polyominoes P and P’ of respectively y1 x m and 
n’ x m’ cells 
Result: Tp,p, maximal superpositions matrix, 
Mj3,p, translation matrix of P on P’ of (n + n’ - 1) x (m + m’ - 1) elements 
Gioen (~1, ~11, (x2, y2 ), . . . , (x,, yn) the set of pairs coding the P lines. 
Given (xi, yi ), (~4, y$ ), . . . , (xi,, yh, ) the set of pairs coding the P’ lines. 
1 for j t 1 to n’ do 
2 for i t 1 to n do 
3 Tp/pt[i,j].B + min(x; - xi, y; - yi) 
4 Tplpr [i,j].E t ma@; - xi, y; - yj > 
5 Tplpr[i,j].N t min(yi -xi + 1,~; - _$ + 1) 
6 Initialization to 0 of elements of S$, 
7 foreach Diagonal d of Tplpr do 
8 foreach element e of d do 
9 S$,, [e.B - e.N, d] + + 
10 S&,, [e.B, d] - - 
11 S$, [e.E, d] - - 
12 S$p, [e.E + e.N, d] + + 
13 for u + -n + 1 to n’ - 1 do 
14 Mp/pr[-m + I, v] + S”[-m, u] 
15 MP/P, r-m + 2, VI + S”[-In + 1, u] + 2A4p/p+m + l,u] 
16 for h t -m + 3 to m’ - 1 do 
17 1 Mp,pr [h, u] + S”[h - 1, 01 -I- 2Mpp [h - 1, ul - MP/PJ [h - 2, VI 
5. Conclusion 
In this paper we have studied the superposition of two horizontally convex poly- 
ominoes P and P’. The goal was to find the best translations of P relative to P’ in 
order to have the best superpositions of the two polyominoes, in the sense of the 
maximal number of dashed cells of polyomino P covering dashed cells of P’. In fact 
we have presented an optimal algorithm computing all the superpositions of the two 
polyominoes, so the best ones can trivially be find. The main idea of this algorithm 
was introduced by a basic algorithm, less efficient but much simpler. 
Our algorithm is optimal for the calculation of all superpositions. We have unsuc- 
cessfully tried to find a better algorithm which computes only a best superposition 
since it seems difficult to go directly to a best superposition. The problem is still open. 
The original problem given by Nivat was to find the best superposition of two h - -v 
convex polyominoes. Even with this more restricted problem we did not manage to 
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improve our algorithm to find a best superposition. In fact we have used the horizontal 
convexity property for a particular coding of the polyominoes; the additional vertical 
convexity property being left unused in this case. 
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