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In this work we study Cauchy problem for a high-order differential equation ∂u(y,x)
∂y
+
P
(
∂
∂x
)
u(y, x) = γ ∂
∂x
(u2(y, x)) + F (y, x). We prove that the problem is well-posed both for linear
(γ = 0) and nonlinear equations on the class of rapidly decaying Schwartz functions. Furthermore,
for the case when the initial condition is given on L2(R
1) we prove the existence of the unique
solution on the space L∞(0, y0;L2(R
1))
⋂
L2(0, y0;H
n−1(R1))
⋂
L2(0, y0;H
n(−r, r)), where r is an
arbitrary positive number. It is also shown that the solution continuously depends on the initial
conditions.
Keywords: Nonlinear partial differential equations, weak solution, generalized KdV equation, Green function,
decreasing solutions, existence theorems, continuous dependence on initial function
I. INTRODUCTION
Korteweg - de Vries (KdV) equation is a nonlinear differential equation that has important application in different
areas of physics(e.g., acoustics, hydrodynamics, optics etc). Therefore studying its properties is of fundamental and
practical importance. Especially, the problem of soliton transport in non-uniform media causes special importance
of KdV equation. Different practical applications of this equation and the properties of its solutions can be found in
theRefs. [1], [2], ( see also [7] and references therein).
In this work we treat Cauchy problem for a generalization of Korteweg - de Vries equation. Namely, we consider
third order derivative in the KdV with odd order differential operator with constant coefficient.
This paper is organized as follows In the next section we prove solvability of the Cauchy problem in the Schwartz class
of rapidly decreasing functions. In particular, subsections A and B deal with the deal with the linear counterpart, for
which using Fourier transformation, we show that under certain (necessary and sufficient) condition for the coefficients,
the problem has a unique solution in the Schwartz class. The subsection B presents also some estimates for the Green
function.
In subsection I.C we treat the nonlinear equation by obtaining countably many set of a-priory estimates implying
convergence of the iteration procedure with respect to nonlinear term in some interval (0; y1); y1 > 0. We also prove
that this solution can be continued to an arbitrary interval (0; y0); y0 > y1. The case of KdV equation (n = 1) one
can find in [6].
In the section III we consider Cauchy problem with the initial function in L2(R1) We explore the case of odd and
high than third order equation. In the subsection IIIA using Green function method we prove the existence of a weak
solution for linear equation. Also, we obtain some a-priory estimates that will be used in the further analysis and
show continuity of the obtained solution. The next subsections present the proofs for the existence of weak solution
for non linear equation and few a-priory estimates. Finally, using the Green function we prove linear dependence of
the weak solution on initial data.
II. SOLVABILITY OF CAUCHY PROBLEM IN THE SCHWARTZ CLASS OF RAPIDLY DECREASING
FUNCTIONS.
A. Well-posedness of linear equation.
We consider Cauchy problem for the equation
Lu ≡ (−1)n∂u
∂y
+
∂2n+1
∂x2n+1
+
2n−1∑
k=0
bk
∂ku
∂xk
= f(y, x), (1)
u(y, x)|y=0 = u0(y), (2)
in the half string Dy0 = {(y, x) : −∞ < x <∞, 0 < y < y0} where bk are constants and y0 = const > 0.
First we consider the case f(y, x) ∈ C1([0, y0];S(R1)), u0 ∈ S(R1).
Theorem 1. Let
∑n−1
k=0 (−1)n+kb2kλ2k ≥ 0 for large enough values of λ > 0. Then there is unique solution of the
Cauchy problem (1), (2) in C1([0, y0];S(R
1)).
Proof. Using Fourier transform we have
d
dy
u˜(y, λ) = P (−iλ)u˜(y, λ) + f˜(y, λ), u˜(0, λ) = u˜0(λ), (3)
where u˜, f˜ and u˜0 are Fourier image of the functions u, f and u0, respectively,
P (λ) = (−1)n+1
[
λ2n+1 +
2n−1∑
k=0
bkλ
k
]
.
The unique solution of the problem (3) is
u˜(y, λ) = u˜0(λ) exp(P (−iλ)y)+
+
y∫
0
f˜(η, λ) · exp(P (−iλ)(y − η))dη. (4)
According to the conditions of theorem exp(P (−iλ)y) is bounded for y > 0 and its derivatives with respect to
λ have at most polynomial growth at |λ| → +∞. Consequently u˜(y, λ) ∈ S(R1) for any y ≥ 0. According to
properties of direct and Fourier transforms we conclude that Cauchy problem (1), (2) has unique solution u(y, λ) ∈
C1([0, y0];S(R
1)).
B. Fundamental solution. Green function for Cauchy problem
It is known that the solution of model equation
(−1)n∂u(y, x)
∂y
+
∂2n+1u(y, x)
∂x2n+1
= g(y, x) (5)
which satisfies initial condition u(0, x) = u0(x) given by [3]
u(y, x) =
∞∫
−∞
U(y, x− ξ)u0(ξ)dξ+
+ (−1)n
y∫
0
dη
∞∫
−∞
U(y − η, x− ξ)g(η, ξ)dξ, (6)
2
where
U(y, x) = pi−1y−1/(2n+1)Ain
(
xy−1/(2n+1)
)
, (7)
is a fundamental solution and
Ain(x) =
∫ ∞
0
cos(λ2n+1 − λx)dλ (8)
is a Airy function which satisfies the following ordinary differential equation(
d2n
dx2n
+
(−1)nx
2n+ 1
)
z(x) = 0. (9)
The fundamental solution satisfies the following estimates∣∣∣∣∂jU(y, x)∂xj
∣∣∣∣ ≤ c1x−
2(n−j)−1
4n
y
2j+1
4n
, j = 0, 2n− 1, (10)
for x > 0 and ∣∣∣∣∂jU(y, x)∂xj
∣∣∣∣ ≤ c2yj+12n exp
(
−c (−x)
2n+1
2n
y
1
2n
)
, j = 0, 2n− 1, (11)
for x < 0, c, c1, c2 = const > 0.
u(y, x) =
∞∫
−∞
U(y, x− ξ)u0(ξ)dξ+
+(−1)n
y∫
0
dη
∞∫
−∞
U(y − η, x− ξ)f(ηξ)dξ + J u(y, x), (12)
where
J u(y, x) = (−1)n
y∫
0
dη
∞∫
−∞
2n−1∑
k=0
∂kU
∂xk
(y − η, x− ξ)u(η, ξ)dξ. (13)
According to the theorem 1 integral equation (12) has unique solution. Therefore the solution of Cauchy problem
can be presented by the following form
u(y, x) =
∞∫
−∞
G(y, x− ξ)u0(ξ)dξ+
+(−1)n
y∫
0
dη
∞∫
−∞
G(y − η, x− ξ)f(ηξ)dξ, (14)
where
G(y − η, x− ξ) =
y∫
0
∞∫
−∞
R(y − t, x− z)U(t− η, z − ξ)dzdt+
+ U(y − η, x− ξ),
R(y− η, x− ξ) is a resolvent of integral operator J . It is known that resolvent of integral equation satisfies the same
estimates at infinity as kernel of integral operator. So,
|R(y, x)| ≤


c1
x
2n−1
4n
y
1
2n+1
, x
y1/(2n+1)
→ +∞;
c2
y
2n
2n+1
exp
(
−c (−x)
2n+1
2n
y
1
2n
)
, x
y1/(2n+1)
→ −∞
(15)
3
Proposition. The function G satisfies the following estimates
∣∣∣∣ ∂k∂xkG(y, x)
∣∣∣∣ ≤


c · x1+
k
2n
y
2k+1
4n
for x > 0;
const
y
k+1
2n+1
exp
(
−c′ (−x)
2n+1
2n
y
1
2n
)
for x < 0,
(16)
where k = 0; 1.
Proof. We put
I(y, x) =
y∫
0
dt
∞∫
−∞
R(y − t, x− z)U(z, t)dz. (17)
(a) Let x > 0. Then rewrite the integral ∂
k
∂xk
I(y, x) in the form
∂k
∂xk
I(y, x) =
y∫
0
dt
∞∫
−∞
R(y − t, x− z) ∂
k
∂xk
U(t, z)dz =
y∫
0
dt

 0∫
−∞
+
x∫
0
+
+∞∫
x

 dz ≡ I(k)1 + I(k)2 + I(k)3 . (18)
Using the estimates for the functions R and U , using substitutions z = −xz1 and z1 = y 12n+1x−1z
2n
2n+1
2 also taking
to account the identity ∫ y
0
(y − t)αtβdt = yα+β−1B(α, β)
we have
∣∣∣I(k)1 ∣∣∣ ≤ c3 x
2n−1
4n
y
k+1
2n+1−
1
4n

y 12n+1
x
+∞∫
0
z−
1
2n+1 e−czdz +
y
1
2n+1 (1+
2n−1
4n )
x1+
2n−1
4n
+∞∫
0
z
1
2 e−czdz

 ≤ c5x 2n−14n
y
2k+1
4n
. (19)
Using straightforward calculation we obtain
∣∣∣I(k)2 ∣∣∣ ≤ c6
y∫
0
x∫
0
(x− z) 2n−14n
(y − t) 4n−14n
· z
−
2(n−k)−1
4n
t2k+14n
dzdt = c7
x1+
k
2n
y
k
2n
. (20)
The integral I
(k)
3 can be estimated analogously as I
(k)
2
|I(k)3 | ≤ c11
x−
2(n−k)−1
4n
y
2k+1
4n −
2
2n+1
[
1 +
x
2(n−k)−1
4n
y
2(n−k)−1
4n(2n+1)
]
. (21)
From the estimates (19) – (21) we obtain estimation for ∂
k
∂xk
G(y, x) at x > 0. (b) Now we consider the case x < 0.
We rewrite the integral ∂
k
∂xk I(y, x) in the form
∂k
∂xk
I(y, x) =
y∫
0
dt
∞∫
−∞
R(y − t, x− z) ∂
k
∂xk
U(t, z)dz =
y∫
0
dt

 x∫
−∞
+
0∫
x
+
+∞∫
0

 dz ≡ I(k)4 + I(k)5 + I(k)6 . (22)
Taking to account estimates for the functions U and R and using θb exp(−aθ) ≤ const for θ > 0, a > 0 we have
4
|I(k)4 | ≤
c13
y
k+1
2n+1−
1
4n−
2n−1
4n(2n+1)
∫ x
−∞
exp
(
−(c− ε) (−z)
2n+1
2n
y
1
2n
)
dz =
{
z = z
2n
2n+1
1 y
1
2n+1
}
=
2n
2n+ 1
c13
y
k
2n+1−
1
4n−
2n−1
4n(2n+1)
∫ (−x)(2n+1)/(2n)
y1/(2n)
−∞
(−z1)−
1
2n+1 exp(c0z1)dz1
≤ c14
y
k
2n+1−
1
4n−
2n−1
4n(2n+1)
∫ (−x)(2n+1)/(2n)
y1/(2n)
−∞
exp((c0 − ε)z1)dz1
≤ c14
y
k
2n+1−
1
4n−
2n−1
4n(2n+1)
exp
(
(−x)(2n+1)/(2n)
y1/(2n)
)
. (23)
Now we estimate |I(k)5 |.
|I(5)k ≤ c15
y∫
0
dt
(y − t) 2n2n+1 t k+12n+1
∫ 0
x
exp
(
−c (z − x)
2n+1
2n
(y − t) 12n − c
(−z) 2n+12n
t
1
2n
)
≤ c16 −x
y
k
2n+1
· exp
(
−c′ (−x)
2n
2n+1
y
1
2n
)
. (24)
Here we use inequalities y − t < y, t < y and aα + bα ≥ (a+b2 )α for a > 0, b > 0, α > 0.
Analogously as in the case of integral I
(k)
4 we get
|I(k)6 | ≤
c19
y
2k+1
4n −
2
2n+1−
2(n−k)−1
4n(2n+1)
exp
(
−c0 (−x)
2n+1
2n
y
1
2n
)
. (25)
From the estimates (23) – (25) we get estimates for ∂
k
∂xkG(y, x) at x < 0.
C. Cauchy problem for nonlinear equation in the class of rapidly decaying functions
In this section we investigate Cauchy problem for nonlinear equation
Lu(y, x) = γ
∂
∂x
(
u2(y, x)
)
+ F (y, x), x ∈ R1, y > 0 (26)
where F (y, x) ∈ C1([0, y0];S(R1)), with initial condition u(0, x) = u0(x) ∈ S(R1).
Theorem 2. (Uniqueness of solution) Let (−1)n+kb2k ≥ 0 (k = overline0, n− 1). Then the Cauchy problem (26),
(2) has at most one solution in C1([0, y0], S(R
1)) for any y0 > 0.
Proof. Let suppose that u1(y, x) and u2(y, x) are two different solutions of the Cauchy problem for equation (26).
Then the function u(y, x) = u1(y, x)− u2(y, x) satisfies the equality
Lu = 2γu
∂u1
∂x
− 2γ ∂u2
∂x
(27)
and the initial condition u(0, x) = 0.
Multiplying both sides of equality (27) by (−1)nu(y, x) and integrating with respect to variable x from −∞ to +∞
5
we get
1
2
∂
∂y
∞∫
−∞
u2dx+
n−1∑
k=0
b2k
∞∫
−∞
(
∂ku
∂xk
)
dx =
= 2γ
∞∫
−∞
u2
[
2
∂u1
∂x
− ∂u2
∂x
]
dx ≤
≤
(
2sup
x
∣∣∣∣∂u1∂x
∣∣∣∣+ sup
x
∣∣∣∣∂u2∂x
∣∣∣∣
) ∞∫
−∞
u2dx ≤ A6
∞∫
−∞
u2dx. (28)
According to conditions of theorem we have
∂
∂y
∞∫
−∞
u2(y, x)dx ≤ A6
∞∫
−∞
u2(y, x)dx.
It follows
e−A6y
∞∫
−∞
u2(y, x)dx ≤
∞∫
−∞
u2(0, x)dx = 0.
or u(y, x) ≡ 0. This proves the theorem.
It is known that convergence in C1([0, y0], S(R
1)) are defined by countable set of semi-norms (see [5], [6])
‖|u‖|2k,s,j = sup
y

 ∞∫
−∞
∣∣∣∣∂k+ju(y, x)∂xk∂yj
∣∣∣∣
2
dx+
∞∫
−∞
(1 + x2)s
∣∣∣∣∂ju(y, x)∂yj
∣∣∣∣
2
dx

 ,
where k, s are nonnegative integers and j = 0; 1.
For the further results we need the following
Lemma 1 [6].Suppose u ∈ S(R1) and for some N the inequality ∫∞
−∞
(
∂Nu
∂xN
)
dx ≤ C = const. Then the following
inequality is true
∞∫
−∞
x2m
(
∂ku
∂xk
)2
dx ≤ C1(k,m)

 ∞∫
−∞
x2m+2u2dx


m
m+1
+
+ C2(k,m)

 ∞∫
−∞
x2m+2u2dx


1
2k+1
(29)
for 2mk ≤ N , where C1(m, k), C2(m, k) and C are some positive constants, m, k and N are natural numbers.
It is easy to see that from (29) it follows that
∞∫
−∞
x2m
(
∂ku
∂xk
)2
dx ≤Mε(m, k) + ε
∞∫
−∞
x2m+2u2dx, (30)
where ε and Mε(m, k) are positive constants.
Theorem 3. Let (−1)n+kb2k > 0 (k = 0, n− 1). Then there exist positive y1 which depends on the coefficients of
the equation (26) and on quantities
∞∫
−∞
[
u20(x) +
(
d2u0(x)
dx2
)2]
dx, sup
y
∞∫
−∞
[
F 2(y, x) +
(
d2F (y, x)
dx2
)2]
dx
6
such that Cauchy problem (26), (2) has a solution in C1([0, y1];S(R
1)).
Proof. The case n = 1 are investigated in [5] and [6]. So, we will consider the case n > 1. We construct sequence
{um(y, x) : m ∈ N}:
u1(y, x) = u0(x), um(y, x) (m ≥ 2) is a solution of the following problem
Lum(y, x) = γ
∂
∂x
(
u2m−1(y, x)
)
+ F (y, x), um(0, x) = u0(x). (31)
We will show convergence of this sequence in C1([0, y1], S(R
1)).
Multiplying both sides of equation (31) by (−1)n2um(y, x) and integrating in R1 we have
2
n−1∑
k=0
(−1)n+kb2k
∞∫
−∞
(
∂kum(y, x)
∂xk
)2
dx+
∂
∂y
∞∫
−∞
u2m(y, x)dx =
= (−1)n2γ
∞∫
−∞
um(y, x)
∂
∂x
(
u2m−1(y, x)
)
dx+ (−1)n2
∞∫
−∞
um(y, x)F (y, x)dx. (32)
First we consider the first integral on the right hand side of the equality
∞∫
−∞
um(y, x)
∂
∂x
(
u2m−1(y, x)
)
dx ≤ 2 sup
x
|um−1(y, x)| ·
∞∫
−∞
|um|
∣∣∣∣∂um−1∂x
∣∣∣∣ dx.
We should estimate sup
x
|um−1(y, x)|. Taking to account relation limx→−∞ u(y, x) = 0 we have
sup
x
|um−1(y, x)| ≤

2
∞∫
−∞
∣∣∣∣um−1 ∂um−1∂x
∣∣∣∣ dx


1
2
≤

4
∞∫
−∞
|um−1|2dx
∞∫
−∞
∣∣∣∣∂um−1∂x
∣∣∣∣
2
dx


1
4
(33)
Taking to account (32)-(33) and using Cauchy ε ab ≤ εa2 + 14εb2, Holder inequality ab ≤ a
p
p +
bq
q ,
1
p +
1
q = 1 and
inequality
∞∫
−∞
(v′(x))2dx = −
∞∫
−∞
v(x)v′′x)dx ≤

 ∞∫
−∞
v2(x)dx
∞∫
−∞
(v′′(x))2dx


1
2
(34)
we get
2
n−1∑
k=0
(−1)n+kb2k
∞∫
−∞
(
∂kum(y, x)
∂xk
)2
dx+
∂
∂y
∞∫
−∞
u2m(y, x)dx
≤ ε
∞∫
−∞
u2mdx+ C0(ε)



 ∞∫
−∞
(
∂2um−1
∂x2
)2
2
+

 ∞∫
−∞
u2m−1dx


2

+ C1. (35)
Similarly, taking second partial derivative of both sides of equation with respect to x, multiplying both sides of
resulting equation by 2(−1)n ∂2um∂x2 then integrating in R1 and using similar operation as above we get
2
n−1∑
k=0
(−1)n+kb2k
∞∫
−∞
(
∂k+2um(y, x)
∂xk
)2
dx+
∂
∂y
∞∫
−∞
(
∂2um(y, x)
∂x2
)2
dx
≤ ε
∞∫
−∞
(
∂3um
∂x3
)2
dx+ ε
∞∫
−∞
(
∂2um
∂x2
)2
dx+ C2(ε)



 ∞∫
−∞
(
∂2um−1
∂x2
)2
2
+

 ∞∫
−∞
u2m−1dx


2

+ C3 (36)
7
Finally we have
∂
∂y
∞∫
−∞
[(
∂2um
∂x2
)2
+ u2m
]
dx ≤ C4

 ∞∫
−∞
[(
∂2um−1
∂x2
)2
+ u2m−1
]
dx


2
+ C5, (37)
where C4 is a constant that depends on the coefficients b2, b0, γ of equation (26) and
C5 =
1
ε
sup
y
∞∫
−∞
(
F 2(y, x) +
(
∂2F (y, x)
∂x2
)2)
dx
Let suppose
sup
y
∞∫
−∞
[(
∂2um−1
∂x2
)2
+ u2m−1
]
dx ≤ 2
∞∫
−∞
[(
d2u0
dx2
)2
+ u20
]
dx+ C5. (38)
Then one can easily check that
sup
y
∞∫
−∞
[(
∂2um
∂x2
)2
+ u2m
]
dx ≤ 2
∞∫
−∞
[(
d2u0
dx2
)2
+ u20
]
dx+ C5. (39)
for
y ≤ y1 =

4C4

 ∞∫
−∞
[(
d2u0
dx2
)2
+ u20
]
dx


2
+ 2C25 + C5


−1
·

 ∞∫
−∞
[(
d2u0
dx2
)2
+ u20
]
dx+ C5

 .
Since the inequality (39) is true for m = 1 and y1 does not depend on m we conclude that it is hold for any
m ∈ N, 0 ≤ y ≤ y1.
Now we carry out mathematical induction with respect to order of derivative. Let suppose that
sup
y
∞∫
−∞
(
∂jum
∂xj
)2
dx ≤ C for any j < l, m ∈ N, where C is constant which is does not dependent on m.
Using similar operation as above and taking to account inequality (39) one can easily obtain
∂
∂y
∞∫
−∞
(
∂lum
∂xl
)2
dx ≤M4
∞∫
−∞
(
∂lum−1
∂xl
)2
dx+M5
which implies
∞∫
−∞
(
∂lum
∂xl
)2
dx ≤ const for all 0 ≤ y ≤ y1.
Analogously can be shown that
∞∫
−∞
x2pu2mdx ≤ const. Then according to lemma 1 we have
∞∫
−∞
x2p
(
∂kum
∂xk
)2
dx ≤
∞∫
−∞
x2p+2u2mdx +A4 ≤ const <∞.
According to the estimates given above the sequence {um} converges in C1([0, y1];S(R)1). It can be easily checked
that the function u := lim
n→+∞
un is a solution of Cauchy problem (26), (2).
Now we will show solvability of Cauchy problem in 0 < y < y0 for any y0 > 0.
Theorem 4. Suppose (−1)n+kb2k > 0 (k = 0, n− 1), u0(x) ∈ S(R1) and F (y, x) ∈ C1([0, y0];S(R1)). Then
Cauchy problem (26), (2) has a solution in C1([0, y0];S(R
1)).
8
Proof. We show that the solution obtained above can be continued to the interval 0 < y < y0 for any y0 > 0.
According the proof of Theorem 3 it is enough to estimate the norm of u in L∞([0, y0];H
3(R1)). Multiplying equation
(26) by (−1)n2u(x, y), integrating in Dy = (0, y)×R1 and integrating by part we have
2
n−1∑
k=0
(−1)n+kb2k
∫
Dy
(
∂kxu(η, y)
)2
dxdη + (1 − ε)
∞∫
−∞
u2(y, x)dx ≤
∞∫
−∞
u20(x)dx + C(ε, y0)
∫
Dy0
F 2(y, x)dxdy := l1(y0, ε),
where ∂x :=
∂
∂x . It follows
∫
Dy
(
∂kxu(η, x)
)
dxdη ≤ 1
(−1)n+kb2k l1(y0, ε),
∞∫
−∞
u2(y, x)dx ≤ l1(y0, ε)
k = 0, n− 1, 0 < y < y0.
Taking derivative ∂x from both sides of equation (26)
2
n−1∑
k=0
(−1)n+kb2k
∫
Dy
(
∂k+1x u(η, y)
)2
dxdη + (1− ε)
∞∫
−∞
(∂xu(y, x))
2dx
≤ 4(−1)nγ
∫
Dy
(∂xu(η, x))
3dxdη +
∞∫
−∞
(u′0)
2(x)dx + C(ε, y0)
∫
Dy0
(∂xF (y, x))
2dxdy (40)
∫
Dy
(∂u(η, x))3dxdη ≤
y∫
0
sup
x
|∂u(η, x)|
∞∫
−∞
(∂u(η, x))2dxdη ≤
y∫
0

 ∞∫
−∞
(∂xu(η, x))
2dx


5
4

 ∞∫
−∞
(∂2x(η, x))
2dx


1
4
≤ c6(ε)
y∫
0

 ∞∫
−∞
(∂x(η, x))
2dx


5
3
dη ++ε
y∫
0
∞∫
−∞
(∂xu(x, η))
2dxdη
≤ ε sup
η∈(0,y0)
∞∫
−∞
(∂xu(η, x))
2dx+ ε
y∫
0
∞∫
−∞
(∂2xu(η, x))
2dx+ c8(ε, y0). (41)
According inequalities (40) and (41) we have
∫
Dy
(
∂k+1x u(η, x)
)
dxdη ≤ const,
∞∫
−∞
(∂u(y, x))2dx ≤ const, k = 0, n− 1, 0 < y < y0. (42)
Analogously one can get
sup
y∈(0,y0)
∞∫
−∞
(∂2xu(y, x))
2dx ≤ C.
That proves the theorem.
It should be noticed that if F (y, x) ∈ C∞([0, y0];S(R1)) the Cauchy problem has a solution in C∞([0, y0];S(R1)).
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III. WEAK SOLUTION OF THE CAUCHY PROBLEM
In this section we investigate Cauchy for the equation
Lu = γ∂x(u
2) (43)
(y, x) ∈ Dy0 := (0, y0)×R1, y0 > 0, with initial condition
u(y, x)|y=0 = u0(x) ∈ L2(R1). (44)
Definition. The function u(y, x) ∈ L2(Dy0) is called to be weak solution of Cauchy problem (43), (44) if the
following conditions are hold
(a) for any function ϕ(y, x) ∈ C∞0 (Dy0)∫ ∫
Dy0
(
u · L∗ϕ+ γu2∂xϕ
)
dxdy = 0, (45)
where
L∗ = −∂2n+1 − (−1)n∂y +
n−1∑
k=0
(−1)kbk∂kx ;
(b) There exist a set E ⊂ (0, y0), mesE = 0 such that for any y ∈ (0, y0) \ E the function u(y, x) is well-defined
a.e. in R1 and for any function ω(x) ∈ C∞0 (R1) the following equality
lim
y → 0
y ∈ (0, y0) \ E
∞∫
−∞
u(y, x)ω(x)dx =
∞∫
−∞
u0(x)ω(x)dx (46)
is hold.
Further in this section we will define by C(·, ·, ...) different positive constants than depends on entering parameters.
For any function v(x) ∈ L2(R1) and α > 0 we put
‖v‖ =
∞∫
−∞
v2(x)dx, Nα(v) =
0∫
−∞
|x|αv2(x)dx.
Let ψ0(x) ∈ C∞(R1) is a non decreasing function such that ψ0(x) = 0 for x ≤ 12 , ψ0(x) = 1 for x ≥ 0 and it strictly
increase in 12 ≤ x ≤ 1. For α > 0 we put ψα := xα · ψ0(x). It is easy to see that ψα(x) ∈ C∞(R1) and ψ′α ≥ 0.
First we will consider the case of linear equation (γ = 0).
A. Well-posedness of Cauchy problem for linear equation
In this subsection we will consider the case γ = 0 i.e. the case of linear equation.
Theorem 5. Let (−1)n+kb2k ≥ 0 (k = 0, n− 1) and there exist constant ε > 0 such that N3+ε(u0(x)) <∞. Then
u(y, x) =
∞∫
−∞
G(y, x− ξ)u0(ξ)dξ (47)
is a unique weak solution of the Cauchy problem and
ess sup
0<y<y0
‖u(y, x‖ ≤ c‖u0‖. (48)
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Furthermore, if for some α > 0 the quantity Nα(u0)is bounded and (−1)n+kb2k > 0 (k = 0, n− 1) then
ess sup
0<y<y0
Nα(u(y, x)) ≤ C(α, y0) [‖u0‖+Nα(u0)] . (49)
Proof. Theorem 1 implies that adjoint Cauchy problem with initial condition in S(R1) has unique solution in
C1([0, y0];S(R
1)). Then according to [8] – [10] we conclude that Cauchy problem (43), (44) has unique solution in
the class of function adjoint to C1([0, y0];S(R
1)) given by (47).
Now it is enough to establish estimates (48), (49). We put
uh0(x) :=
1
h
∞∫
−∞
λ
(
x− ξ
h
)
u0(ξ)dξ,
where h > 0, λ(x) ≥ 0, λ(x) ∈ C∞0 (R1), suppλ(x) j [−1, 1],
∞∫
−∞
λ(x)dx = 1.
u0h(x) := u
h
0 (x) · ψ0(x+ 1/h) · ψ0(1/h− x), 0 < h < 1.
We will investigate the following problem
Lwh(y, x) = 0, wh|y=0 = u0h(x) ∈ C∞0 (R1). (50)
The function wh(y, x) =
∞∫
−∞
G(y, x − ξ)u0h(ξ)dξ is a solution of this problem and according to result of previous
section wh ∈ C∞(0, y0 : S(R1)) and ‖wh‖ ≤ ‖u0‖.
Multiplying both sides of equation (50) by wh(y, x)ψα(1− x) and integrating in R1 we have
1
2
∞∫
−∞
w2h(y, x)ψα(1 − x)dx+
2n+ 1
2n
y∫
0
∞∫
−∞
(∂nwh)
2
ψ′α(1− x)dxdη+
+
n−1∑
k=1
(−1)n+kb2k
y∫
0
∞∫
−∞
(∂kxwh)
2ψα(1 − x)dxdη ≤
∞∫
−∞
u20h(x)ψα(1− x)dx+
+
n−1∑
k=0
∑
1≤m+2k≤2n+1
Ckm
y∫
0
∞∫
−∞
(∂kxwh)
2ψ(m)α (1− x)dxdη (51)
where Cmk are constants that depends on m and the coefficients of equation.
First we consider the case 0 < α ≤ 1. Then
∣∣∣ψ(k)α (x)∣∣∣ ≤ C(α) for all k = 1, 2n+ 1. Therefore, inequality (51)
implies
y∫
0
∞∫
−∞
(∂kxwh)
2ψα(1− x)dxdη ≤ C(α, y0) · ‖u0‖2, k = 1, n− 1,
∞∫
−∞
w2h(y, x)ψα(1− x)dx ≤ C(α, y0) · ‖u0‖2.
Let suppose that the inequalities
y∫
0
∞∫
−∞
(∂kxwh)
2ψα(1− x)dxdη ≤ C(α, y0) ·
[‖u0‖2 +Nα(u0)] , k = 1, n− 1, (52)
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∞∫
−∞
w2h(y, x)ψα(1− x)dx ≤ C(α, y0) ·
[‖u0‖2 +Nα(u0)] . (53)
are hold for 0 < α ≤ p, p is positive integer.
Then for p < α ≤ p+ 1 taking to account inequality |ψ(k)α | ≤ C(α) (1 + ψα−1(x)) we get
1
2
∞∫
−∞
w2h(y, x)ψα(1 − x)dx +
2n+ 1
2n
y∫
0
∞∫
−∞
(∂nwh)
2
ψ′α(1− x)dxdη+
+
n−1∑
k=1
(−1)n+kb2k
y∫
0
∞∫
−∞
(∂kxwh)
2ψα(1− x)dxdη ≤
≤ C(α, y0)
n−1∑
k=0
∑
1≤m+2k≤2n+1
y∫
0

 ∞∫
−∞
(∂kxwh)
2dx+
∞∫
−∞
ψα−1(1− x)(∂kxwh)2dx

 dη+
+
∞∫
−∞
u20(x)ψα(1− x)dx ≤ C(α, y0)
[‖u0‖2 +Nα(u0)] . (54)
From the last inequality one can conclude that the inequalities (52), (53) are true for any positive integer p. The
estimates (48) and (49) follow from inequalities ‖wh‖ ≤ ‖u0‖ and (53).
Theorem 6. (Continuity of the solution) Let
n−1∑
k=0
(−1)n+kb2kλk ≥ 0 for large enough values of λ and there exist
constant ε > 0 such that N3+ε(u0(x)) <∞. Then the solution u(y, x) defined by (47) is a continuous in any interior
point of the domain Dy0 . Moreover, for any x0 ∈ R1, 0 < y < y0 the following inequality is hold
ess sup
x≤x0
|u(x, y)| ≤ C(ε, y0, x0, ‖u0‖), N3+ε(u0)) · y− 14n . (55)
Proof. According to estimates (16) and Cauchy-Bunyakowsky inequality we have∣∣∣∣∣∣
x∫
−∞
G(y, x− ξ)u0(ξ)dξ
∣∣∣∣∣∣ ≤ C
x∫
−∞
x− ξ + 1
y
1
4n
|u0(ξ)|dξ ≤
≤ C(ε)
y
1
4n

 x0∫
−∞
u20(ξ)(x0 − ξ + 1)3+εdξ


1
2
≤ C(ε, x0, ‖u0‖, Nα(u0))
y
1
4n
. (56)
∣∣∣∣∣∣
∞∫
x
G(y, x− ξ)u0(ξ)dξ
∣∣∣∣∣∣ ≤
∞∫
x
|u0(ξ)| 1
y
1
2n+1
exp
(
−c0 (ξ − x)
2n+1
2n
y
1
2n
)
dξ ≤
≤ c
y
1
2n+1

 ∞∫
x
u20(ξ)dξ


1
2
·

 ∞∫
x
exp
[
−2c0 (ξ − x)
2n+1
2n
y
1
2n
]
dξ


1
2
≤ C‖u0‖
y
1
4n+2
. (57)
The inequalities (56), (57) implies the estimate (55). It is not difficult to see that the condition of theorem are
sufficient for uniform convergence of the integral in (47). Hence u(y, x) is continuous.
B. Existence of weak solution for non linear equation
In this paragraph we investigate existence of weak solution in the sense of definition 1.
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First we give estimates for the case when initial condition is in S(R1).
Lemma 1. Let (−1)n+kb2k > 0, k = 0, n− 1. Then the following estimates are hold
sup
0<y<y0
‖u(y, x‖ ≤ ‖u0(x)‖, (58)
‖u‖L2(0,y0;Hn−1(R1)) ≤ C‖u0‖, (59)
y0∫
0
x0∫
x0−1
(∂nxu(y, x))
2 dxdy ≤ C(y0, ‖u0‖), (60)
for all x0 ∈ R1. Furthermore, if Nα(u0) ≤<∞ for some α ≥ 0 then
sup
0<y<y0
Nα(u(y, x)) ≤ C(α, y0, ‖u0‖, Nα(u0)), (61)
y0∫
0
Nα
(
∂kxu(y, x)
)
dy ≤ C(α, y0, ‖u0‖, Nα(u0)), k = 1, n− 1, (62)
and if α > 0 then
y0∫
0
(x0 − x+ 1)α−1 (∂nxu(y, x))2 dxdy ≤ C(α, y0, x0, ‖u0‖, Nα(u0)). (63)
Proof. The estimates (58) and (59) was proven in the previous section. To show other estimates we multiply both
sides of equation (43) by u(y, x) · ψα(x0 − x) and integrate in Dy
2n+ 1
2
y∫
0
∞∫
−∞
(∂nxu(y, x))
2
ψ′α(x0 − x)dxdη+
+
n−1∑
k=0
y∫
0
∞∫
−∞
(
∂kxu
)2
ψα(x0 − x)dxdη + 1
2
∞∫
−∞
u2ψα(x0 − x)dxdη
≤
∑ y∫
0
∞∫
−∞
(
∂kxu
)2 2n+1−2k∑
j=1
Akj
∣∣∣ψ(j)α (x0 − x)∣∣∣ dxdη+
+
1
2
∞∫
−∞
u20(x)ψα(x0 − x)dx+ |γ|
y∫
0
∞∫
−∞
|u|3ψ′α(x− 0− x)dxdη. (64)
Initially we estimate third integral on the right hand side of (64)
∞∫
−∞
|u(y, x|3ψ′α(x0 − x)dx ≤ sup
x
|u(y, x)
√
ψ′α(x0 − x)|
∞∫
−∞
u2(y, x)
√
ψ′α(x0 − x)dx.
Using inequality (34) we estimate supreme
sup
x
|u(y, x)
√
ψ′α(x0 − x)| ≤
√
2

 ∞∫
−∞
∣∣∣u√ψ′α∣∣∣ ·
∣∣∣∣∣∂xu
√
ψ′α +
u · ψ′′α√
ψ′α
∣∣∣∣∣


1
2
≤
13
≤ 1
γ

 ∞∫
−∞
u2 · |ψ′′α|dx


1
2
+
√
2γ

 ∞∫
−∞
u2ψ′αdx


1
4

 ∞∫
−∞
(∂xu)
2ψ′αdx


1
4
.
Continuing inequality (64) we get
2n+ 1
2
y∫
0
∞∫
−∞
(∂nxu(y, x))
2
ψ′α(x0 − x)dxdη+
+
n−1∑
k=0
y∫
0
∞∫
−∞
(
∂kxu
)2
ψα(x0 − x)dxdη + 1
2
∞∫
−∞
u2ψα(x0 − x)dxdη
≤
∑ y∫
0
∞∫
−∞
(
∂kxu
)2 2n+1−2k∑
j=1
Akj
∣∣∣ψ(j)α (x0 − x)∣∣∣ dxdη + 12
∞∫
−∞
u20(x)ψα(x0 − x)dx+
+
y∫
0

 ∞∫
−∞
u2 · |ψ′′α|dx


1
2
dy +
√
2γ2
y∫
0

 ∞∫
−∞
u2ψ′αdx


1
4

 ∞∫
−∞
(∂xu)
2ψ′αdx


1
4
dy (65)
Now we will use mathematical induction method. Let 0 ≤ α ≤ 1. Then |ψ(k)α (x)| ≤ C(k), k ≥ 1. Consequently we
have
2n− 1
2
y∫
0
∞∫
−∞
(∂nxu(y, x))
2
ψ′α(x0 − x)dxdη +
n−1∑
k=0
y∫
0
∞∫
−∞
(
∂kxu
)2
ψα(x0 − x)dxdη+
+
1
2
∞∫
−∞
u2ψα(x0 − x)dxdη ≤ C(y0, ‖u0‖). (66)
From the last inequality one can easily get inequalities (60) – (63).
Suppose that that the inequalities (60) – (63) are hold for 0 < α ≤ k (k ∈ N).
Let k < α ≤ k+ 1. Taking to account the inequalities |ψ(k)α (x)| ≤ C(α)(1 + ψα−1(x)), Nα−1(v) ≤ Nα(v) + ‖v‖2 we
obtain
2n+ 1
2
y∫
0
∞∫
−∞
(∂nxu(y, x))
2
ψ′α(x0 − x)dxdη +
n−1∑
k=0
y∫
0
∞∫
−∞
(
∂kxu
)2
ψα(x0 − x)dxdη+
+
1
2
∞∫
−∞
u2ψα(x0 − x)dxdη ≤ C(α, y0, x0, ‖u0‖, Nα(u0)). (67)
which implies inequalities (60) – (63).
Theorem 7. Let u0(x) ∈ L2(R1) and (−1)n+kb2k > 0, k = 0, n− 1. Then there exist a weak solution u(y, x) of
Cauchy problem in the sense of definition 1 which is in
L∞(0, y0;L2(R
1))
⋂
L2(0, y0;H
n−1(R1))
⋂
L2(0, y0;H
n(−r, r))
for any r > 0. The solution u(y, x) satisfies estimates (58) – (63) in lemma 1. Moreover
lim
y→0
‖u(y, x)− u0(x)‖ = 0. (68)
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Proof. The case n = 1 is considered in [7]. The proof of the theorem for n > 1 is almost same as in [7].
Let λ(x) ∈ C∞0 (R1), λ(x) ≥ 0, suppλ(x) ⊂ [−1, 1],
∞∫
−∞
λ(x)dx = 1.
We put u0h(x) := ψ0(x+ 1/h)ψ0(1/h− x)uh0 (x) where
uh0(x) =
1
h
∞∫
−∞
λ
(
x− z
h
)
u(z)dz.
It is easy to see that u0h(x) ∈ C∞0 (R1).
We consider the Cauchy problem
Luh(y, x) = ∂x(u
2
h(y, x)), uh(0, x) = u0h(x). (69)
Put Ir = (−r, r) and Qr = (0, y0)× Ir. According to inequality ‖u0h(x)‖ ≤ ‖u0(x)‖ we have
sup
y
‖uh(y, x)‖ ≤ ‖u0(x)‖, (70)
∫
Qr
(∂nxuh(y, x))
2
dxdy ≤ C(y0, r, ‖u0(x)‖), (71)
y∫
0
∞∫
−∞
(
∂kxuh(y, x)
)2
dxdy ≤ C‖u0‖2, k = 1, n− 1. (72)
y0∫
0
(
sup
x∈Ir
|uh(y, x)|
)4
dy ≤ C(y0, ‖u0‖)

1 + ∫
Qr
(∂xuh(y, x))
2dxdy

 ≤ C(y0, r, ‖u0‖). (73)
For n > 1 the constant in the last inequality does not depends on r.
Using the last estimates and Holder’s inequality we have
y0∫
0

 r∫
−r
u2h(y, x)(∂xuh(y, x)dx


2
3
dy ≤

 y0∫
0
sup
x∈Ir
|uh(y, x)|4dy


1
3
·

 y0∫
0
r∫
−r
(∂xuh(y, x))
2dxdy


2
3
≤ C(y0, r, ‖u0‖). (74)
The inequality (74) means that uh · ∂xuh is bounded in L 4
3
(0, y0;L2(Ir)). Consequently we conclude that the set of
functions {uh(y, x), h > 0} is bounded in
Wr := {v(y, x) : v ∈ L2(0, y0;Hn(Ir)), ∂yv ∈ L 4
3
(0, y0;H
−n−1(Ir))}.
According to the theorem 5.1 in the first chapter of [4] the set of functions Wr is compact in L2(0, y0;H
n−1(Ir)).
So we can select the sequence hm, limm→∞ hm = 0 such that uhm → u *-weakly in L∞(0, y0;L2(R1)), weakly in
L2(0, y0;H
n−1(R1)) and for any r > 0 : uhm → u in in L2(0, y0;Hn−1(−r, r)), weakly in L2(0, y0;Hn(−r, r)).
Using the convergence properties given above one can easily show that the function u(y, x) satisfies the integral
identity (45)and the estimates (58)–(63).
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Now we should consider fulfillment of initial condition. For any positive integer p we define the set Ep ⊂
(0, y0), mesEp = 0 such that for y ∈ (0, y0) \ Ep the following relations are hold
‖u(y, x)‖ ≤ ‖u0(x)‖,
p∫
−p
|uhm(y, x)− u(y, x)|2 dx→ 0.
We put E =
∞⋃
p=1
Ep, mesEp = 0.
Let ω(x) ∈ C∞0 (R1). There exist positive integer p that suppω(x) ∈ (−p, p). We have∣∣∣∣∣∣
∞∫
−∞
(uhm(y, x)− u0,hm(x))ω(x)dx
∣∣∣∣∣∣ =
∣∣∣∣∣∣
y∫
0
∞∫
−∞
∂y (uhm(η, x))ω(x)dxdη
∣∣∣∣∣∣ ≤
≤ ‖ω(x)‖Hn+1(−p,p) ·
y∫
0
‖∂yuhm(η, x)‖H−n−1(−p,p) dη ≤
≤ ‖ω(x)‖Hn+1(−p,p) ·
[
‖∂yuhm(y, x)‖L4/3(0,y0;H−n−1(−p,p))
] 3
4 · y 14 ≤
≤ C(y0, p, ‖u0‖)‖ω(x)‖Hn+1(−p,p) · y
1
4 .
Consequently taking limits m→∞, y → 0 we get (46).
Now we should show (68).
‖u(y, x)− u− 0(x)‖2 ≤ 2‖u0‖2 − 2
∞∫
−∞
u(y, x) · u0(x)dx =
+2
∞∫
−∞
(u0(x) − u(y, x))u0h(x)dx + 2
∞∫
−∞
(u0(x) − u(y, x))(u0(x) − u0h(x))dx ≤
+2
∞∫
−∞
(u0(x) − u(y, x))u0h(x)dx + 4‖u0(x)‖ · ‖u0(x) − u0h(x)‖.
The last inequality proves (68).
The theorem 7 is proved.
C. Continuous Dependence of The Weak Solution on Initial Data.
For any α > 0 any r > 0 we put
ρα(x) =
{
e−x, x > 0,
(1− x)α, x ≤ 0,
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ρα,r(x) =
{
ρα(x), x ≥ −r,
(1 + r)α, x < −r.
γα,r(y, ξ, η) =
∞∫
−∞
(∂x(y − η, x− ξ))2ρα,r(x)dx.
First we give the following lemmas without proof.
Lemma 2. Let u(y, x) be a weak solution of the Cauchy problem (43), (44) and for some ε > 0
ess sup
y
[‖u(y, x‖2 +N3+ε(u(y, x))] ≤ ∞.
Then the following identity is hold a.e. in Dy0
u(y, x) =
∞∫
−∞
G(y, x− ξ)u0(ξ)dξ + (−1)nγ
y∫
0
∞∫
−∞
u2(y − η, x− ξ)dξdη. (75)
Lemma 3. Let 0 ≤ η ≤ y ≤ y0. Then the following estimates are hold
γα,r(y, ξ, η) ≤ C(α, y0)ρα,r(ξ)(y − η)− 42n+1 for ξ > 0, (76)
γα,r(y, ξ, η) ≤ C(α, y0)ρα,r(ξ)(y − η)− 42n+1 (−ξ)3+ 1n for ξ < 0. (77)
The proof of lemmas 2 and 3 are analogous as similar lemmas in [7].
We define the class of functions
K := {u(y, x) :M [u, y0] ≤ ∞},
where
M [u, y0] := ess sup
y
[
‖u(y, x)‖2 +N3+ 1n (u(y, x))
]
.
Theorem 8. Let the functions u(y, x) ∈ K and v(y, x) ∈ K be weak solutions of the Cauchy problem with initial
conditions u(0, x) = u0(x) and v(0, x) = v0(x) and for some α0 ≥ 0 the quantities Nα0(u0(x)) and Nα0(v0(x)) are
bounded. Then for any 0 < α ≤ α0
ess sup
y
∞∫
−∞
ρα(x) (u(y, x)− v(y, x))2 dx ≤ C(α, y0,M [u, y0],M [v, y0])
[‖u0(x)− v0(x)‖2 +Nα(u0(x)− v0(x))] , (78)
and if α = 0 then
ess sup
y
∞∫
−∞
ρα(x) (u(y, x)− v(y, x))2 dx ≤ C(α, y0,M [u, y0],M [v, y0]) · ‖u0(x) − v0(x)‖2. (79)
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Proof. Let ω(y, x) be a solution of Cauchy problem for the equation Lω(y, x) = 0 with initial condition ω(0, x) =
u0(x)− v0(x) and W (y, x) = u(y, x)− v(y, x). According to lemma 2 we have
W (y, x) = ω(y, x) + (−1)nγ
y∫
0
∞∫
−∞
[u(η, ξ) + v(η, ξ)]W (η, ξ)∂xG(y − η, x− ξ)dξdη. (80)
Using the inequality (a+ b)2 ≤ 2(a2 + b2) from (80) we have
∞∫
−∞
W 2(y, x)ρα,r(x)dx ≤ 2
∞∫
−∞
ω2(y, x)ρα,r(x)dx+
+2γ2
∞∫
−∞
ρα,r(x)dx

 y∫
0
∞∫
−∞
(∂xG(y − η, x− ξ))W (η, xi)[u(η, ξ) + v(η, ξ)]dξdη


2
dx =: 2I1 + 2γ
2I2. (81)
According to the results from previous section we get
I1 =
∞∫
−∞
ω2(y, x)ρα,r(x)dx ≤ C(α)
[‖ω‖2 +Nα(ω)] ≤ C(α, y0) [‖u0 − v0‖2 +Nα(u0 − v0)] . (82)
To estimate the integral I2 we will use Cauchy-Bunyakowski inequality.
I2 ≤ C(δ, y0)
∞∫
−∞
ρα,r(x)
y∫
0
(y − η)δν(η)
∞∫
−∞
(∂xG(y − η, x− ξ))ρ−1α,r(ξ)[u(η, ξ) + v(η, ξ)]2dξdηdx,
where 13 < δ < 1, ν(η) =
∞∫
−∞
W 2(η, ξ)ρα,r(ξ)dξ.
Changing integration order and the Lemma 3 we have
I2 ≤ C(δ, y0)
y∫
0
(y − η)δν(η)dη
∞∫
−∞
[u(η, ξ) + v(η, ξ)]2ρα,r(ξ)γα,r(y, ξ, η)dξ
≤ 2C(δ, y0)
y∫
0
(y − η)δν(η)

 ∞∫
0
[u2(η, ξ) + v2(η, ξ)]dξ +
0∫
−∞
(−ξ)3+ 1n [u2(η, ξ) + v2(η, ξ)]dξ

 dη. (83)
Summarizing inequalities (81) – (83) we obtain
ν(y) ≤ C(α, y0)
[‖W‖2 +Nα(W ))] + C(α, y0,M [u, y0],M [v, y0])
y∫
0
(y − η)δ− 42n+1 ν(η)dη.
Solving the last inequality we have
ess sup
y
∞∫
−∞
ρα,r(x)W (y, x)dx ≤ C(α, y0,M [u, y0],M [v, y0])
[‖u0(x)− v0(x)‖2 +Nα(u0(x)− v0(x))] .
Right hand side of the inequality does not depends on r. Therefore we can take limit r → 0 and obtain the
inequalities (78) and (79) for α = 0. The theorem 8 is proved.
Thus in this paper we studied Cauchy problem for a high order generalization of KdV equation. In particular, we
proved solvability of the problem for the case of initial function in S(R1). In addition, using this result the existence
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of a weak solution in the case of initial function in L2(R1) and its continuous dependence on the initial conditions are
shown.
We used Green function, Fourier transform, iteration, averaging of function, a-priory estimates are used to obtain
the above results. Finally, it follows from the theorems 7 and 8 that if M [u0; y] = M0 < +∞, then the Cauchy
problem has a solution in the class K and in this class the solution is unique.
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