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The measurement of intangibles and human capital, important both for
goods-producing and for service-producing industries, has always been a
diﬃcult challenge for the statistical system. The growth of the “new econ-
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understand how such inputs aﬀect the value chain of productivity, growth,
and ﬁrm value now surpasses the need to measure the contribution of
bricks, mortar, and equipment. Yet the changes that have brought the new
economy into existence have also highlighted the need for improvements to
traditional measures of inputs and outputs (Haltiwanger and Jarmin
2000), especially for human capital. Finding new measures of human cap-
ital that are both quantiﬁable and available for a sample large enough for
use in oﬃcial economic statistics is a formidable challenge.
This paper uses newly available micro-level data from the U.S. Census
Bureau on both employers and employees to demonstrate a new approach
to addressing this challenge. We use new measures of human capital that
directly capture the market valuation of the portable component of skill,
including the contribution of “observable” and “unobservable” dimen-
sions of skill. In principle, the measures go beyond indirect proxies (such
as measures of years of formal education) to quantify the value of individ-
ual speciﬁc skills, such as innate ability, visual or spatial skills, nonalgorith-
mic reasoning, analytic or abstract decision making, and “people skills”
(Bresnahan, Brynjolfsson, and Hitt 2002). We present exploratory empir-
ical results that relate the new human capital measures to measures of la-
bor productivity and market value.
An additional challenge has been to document the sources of ﬁrm-level
heterogeneity in productivity, growth, and value. One of the key ﬁndings of
the literature using micro-level data is that large diﬀerences exist across
many dimensions of ﬁrm inputs and outcomes. In particular, employers ex-
hibit little uniformity in either the methods they use to hire and ﬁre work-
ers or in the selection of types of workers they employ. We therefore use
measures of the dispersion of the ﬁrm-level human capital distribution to
capture relevant aspects of ﬁrm-level diﬀerences in organizational capital
and workplace practices.
We begin by describing the background, motivation, and underlying
speciﬁcations used in this chapter. Next, we describe the newly created data
sources and measures that underlie our study. The subsequent section pro-
vides an exposition of the measurement of human capital that is made
possible by the new census data. We then present exploratory empirical re-
sults that relate our new human capital measures to measures of ﬁrm per-
formance including labor productivity and market value. The ﬁnal section
concludes the paper.
5.2 Background, Motivation, and Speciﬁcations
The wide-ranging literature on human capital and intangibles is impos-
sible to summarize here. We can, however, provide a brief background to
provide some perspective on our approach. We begin with a discussion of
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of human capital at the ﬁrm level by focusing on its potential relation to
productivity, market value, and tangible and intangible assets.
5.2.1 Human Capital: Conceptual and Measurement Issues
The importance of human capital in accounting for observed diﬀerences
in wages and productivity has a very long history in economics. Becker
(1964) and many others helped the profession deﬁne the components of
human capital, and the contribution of human capital to productivity has
been intensively and exhaustively studied (e.g., Jorgenson, Gollup, and
Fraumeni 1987—hereafter JGF). Clearly, we stand on the shoulders of
these researchers, but our approach diﬀers in key ways that depend criti-
cally on the availability of data. In particular, our conceptual and mea-
surement approach depends not only on the availability of longitudinal,
matched employer-employee data but also on the availability of universe
ﬁles of all workers and ﬁrms.
The starting point for our approach has been well documented and in-
vestigated in papers by Abowd, Kramarz, and Margolis (1999—hereafter
AKM) and Abowd, Lengermann, and McKinney (2003—hereafter ALM).
In this paper, we exploit newly developed measures of human capital that
have emerged from this work and are part of a new program at the Census
Bureau called the Longitudinal Employer-Household Dynamics (LEHD)
program. These and related papers emphasize a point that has long been
known in the study of human capital—direct measurements of human
capital are very diﬃcult. The standard approach is to take advantage of the
“usual suspects”—for example, education and experience—and to build
proxies for human capital using such measures. In the productivity litera-
ture referenced above, this approach has made extensive use of household
data. Using primarily the Current Population Survey (CPS), JGF create
detailed measures of human capital from person-level data in the United
States by exploiting wage diﬀerences across groups deﬁned by gender, ex-
perience, and education. They aggregate these measures by industry and at
the total economy level. Their work demonstrates the existence of an enor-
mous stock of human capital in the U.S. economy and shows that the stock
and ﬂows of this asset are vitally important for understanding changes in
labor productivity.
However, JGF (and subsequent related work, including the Jorgenson,
Ho, and Stiroh chapter in this volume) recognize that this approach has
limitations. Clearly, industry- and economywide aggregates fail to capture
the ﬁrm-level variation that is a driving force in productivity growth. In
addition, the existing data provide only a relatively small set of observable
characteristics of workers, thereby creating measurement problems, and
omit measures of unobservable skill and confounding ﬁrm eﬀects. Using a
college degree as a measure of human capital, for example, fails to capture
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2001). The large portion of wage variation that cannot be explained by
these variables highlights the important role of the unobserved component
of skill in the measurement of human capital, as has been emphasized in
the recent literature on rising wage inequality in the United States (see, e.g.,
Juhn, Murphy, and Pierce 1993). Finally, earnings measures include the re-
turns to working with particular ﬁrms—for example, large, highly union-
ized, or proﬁtable entities—and there is sorting among workers and ﬁrms.
For these reasons, AKM note that the estimates of returns to measured
and unobservable components of human capital may be biased.
We will describe in detail the econometric and measurement approach
in subsequent sections, but we will review here the basic speciﬁcation used
by AKM and ALM so that we can discuss the conceptual basis of our hu-
man capital measures. The core statistical model is
(1) wijt    i   xit    J(i,t)   εijt.
The dependent variable is the log wage rate of individual i working for em-
ployer jat time t, while the function J(i, t) indicates the employer of iat date
t. The ﬁrst component is a time-invariant person eﬀect, the second the con-
tribution of time-varying observable individual characteristics, the third
the ﬁrm eﬀect, and the fourth the statistical residual, orthogonal to all
other eﬀects in the model. In what follows, we use the person eﬀect,  , plus
the experience component of x  as the core measure of human capital,
called “h” (i.e., hit    it   xit ).1 We also exploit these components sepa-
rately, as they clearly represent diﬀerent dimensions of human capital or
skill.
For current purposes, our approach has three conceptual and measure-
ment advantages over earlier approaches. First, because we have data on
the universe of workers and of ﬁrms, we can create both ﬁrm-based and in-
dustry-based measures of human capital that include measures of disper-
sion as well as central tendencies. In particular, the new data permit the
measurement of h and its underlying components for all workers. Further,
because we can associate all of these workers with their employers, we can
consider the full distribution of human capital for each ﬁrm and industry.
Second, the measure of h includes a broader measure of skill—the market
valuation of a number of observable and unobservable components—and,
as such, encompasses various measures of skill, including education.2 Be-
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1. See ALM for details of the estimation procedure. Additional controls in x include year
eﬀects interacted with gender eﬀects and full-quarter employment adjustments (not all work-
ers work full quarters).
2. In most of the analysis that follows, we do not separate the eﬀect of observable charac-
teristics, such as education, from those of unobservable components. For subsamples of our
universe ﬁles, we can measure education, and some of the results (see, e.g., ALM) to which we
refer are based upon such analysis. There is a large ongoing eﬀort at the LEHD program to
incorporate such observable characteristics on a more comprehensive basis including the de-
velopment of robust imputation procedures for our universe ﬁles.cause it includes the person eﬀect, which can be thought of as the portable
time-invariant component of a person’s wage, the measure of h also cap-
tures the inﬂuence of unobservable components of skill. Third, because the
AKM approach controls for ﬁrm eﬀects in estimating the person eﬀects,
our measure of human capital does not reﬂect personnel policies of the
ﬁrm that may alter the returns to observable and unobservable dimensions
of skill.
Our approach has some limitations. First, the estimation method pro-
vides person eﬀects and ﬁrm eﬀects that are time invariant. Both theory
and evidence suggests that ﬁrm eﬀects and the returns to diﬀerent dimen-
sions of skill may be time varying. Permitting time variation in the person
and ﬁrm eﬀects (e.g., through estimating a mixed-eﬀects or Bayesian
model) is an active area of research in the LEHD program. For now, our
interpretation is that we have a time average of the relevant eﬀects.
Second, the speciﬁcation does not permit any interaction between the
ﬁrm eﬀects and the person eﬀects. The implicit assumption in this speciﬁ-
cation is that ﬁrms pay the same premium (or discount) regardless of the
type of worker. This, too, is an area for future work, but in this case we 
have some evidence to support our assumption. For example, Groshen
(1991a,b) ﬁnds that establishment wage diﬀerentials exist across occupa-
tions within establishments. Groshen’s result has been updated and con-
ﬁrmed by Lane, Salmon, and Spletzer (2002), who use recent data from the
Occupational Employment Statistics survey of the Bureau of Labor Statis-
tics (BLS); they ﬁnd that ﬁrms that pay premiums to their accountants also
pay premiums to their janitors.
Third, this speciﬁcation does not permit any coworker eﬀects. Yet Len-
germann (2002b) has shown that whom you work with matters, as well as
who you are and for whom you work.
Despite these concerns, we regard this base speciﬁcation as a signiﬁcant
advance over the standard approach of measuring human capital via ob-
servable education and experience, for the reasons discussed above. We ex-
plore many of these issues in what follows. For example, in section 5.3, we
report the characteristics of our human capital measures and, along the
way, compare our results to more traditional estimates of human capital.
For now, we proceed to a discussion of how and why human capital might
matter for productivity and market value.
5.2.2 Human Capital, Tangible Assets, 
Intangible Assets, and Productivity
The relation between output and inputs is summarized by the standard
production function approach. Explicit recognition of human capital and
intangibles augments this function in the following speciﬁcation of an in-
tensive production function:
(2) yjt   Fj(Kjt
T, KI
jt, Hjt),
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Tis tangible physical cap-
ital per worker, KI
jtis intangible capital per worker, and Hjtrepresents mea-
sures of the distribution of human capital of the workers at the ﬁrm.3
One of the conceptual issues that arises naturally in this setting is the
possibility that various features of the within-ﬁrm distribution of human
capital diﬀerentiate ﬁrms and are related to productivity. Consequently,
studying the entire within-ﬁrm distribution of skill rather than only the
mean is justiﬁed by a number of theoretical underpinnings. The relation
between skill and productivity at the individual level might be nonlinear.
For example, empirical results support the widely held view that, for the ex-
perience dimension of skill, the earnings-experience proﬁle for an individ-
ual worker is strictly concave and thereby reﬂects an underlying produc-
tivity-experience proﬁle that is likewise concave. Some other dimensions of
skill may, however, yield a convex productivity-skill proﬁle. For example,
“superstar” managers (e.g., Bill Gates) may make a disproportionate con-
tribution to the ﬁrm’s productivity and value. A related idea is that the re-
lation between productivity and, say, innate ability at the individual level
may be strictly convex. For our purposes, any nonlinear relation between
the productivity of a worker and the worker’s skill implies that higher mo-
ments of the within-ﬁrm distribution of human capital will account for
some variation in productivity at the ﬁrm level. For example, if the produc-
tivity-skill relation for, say, the dimension of experience, is strictly concave
for the individual, then ﬁrms with greater dispersion on that dimension
will have lower ﬁrm-level productivity, other things being equal. In con-
trast, if the productivity-skill relation for the individual worker is strictly
convex, then ﬁrms with greater dispersion on that dimension of skill will
have higher ﬁrm-level productivity.
These examples suggest only a few of the reasons that higher moments
of the within-ﬁrm distribution of human capital might be related to diﬀer-
ences in productivity across ﬁrms. The models of Kremer and Maskin
(1996) suggest that, in some production environments, interaction eﬀects
arise across the skills of coworkers in the production function. For ex-
ample, if the coworker interaction eﬀect reﬂects complementarities across
skill groups at the ﬁrm, then a business with lower dispersion will be more
productive.
In the analysis that follows, we are not imposing enough structure to be
able to identify which of these alternative and interesting factors may be
the reason that the within-ﬁrm distribution of human capital matters for
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3. One issue that we do not explore here is the relation of the ﬁrm eﬀects to productivity and
market value. Firm eﬀects potentially capture many factors—rent sharing, ﬁrm personnel
policies, eﬃciency wages, and the eﬀect of collective bargaining—that may be positively or
negatively related to productivity and market value. Identifying and exploring these diﬀerent
eﬀects is a rich area for future work. For more discussion of this issue and related empirical
work, see Abowd (1989, 1990).diﬀerences in productivity across ﬁrms. Instead, we take an eclectic, ex-
ploratory approach and simply include various measures of the within-
ﬁrm distribution of human capital in our estimation of the relation be-
tween productivity, market value, and human capital.
Besides the interesting issues about the role of the within-ﬁrm distribu-
tion of human capital, unmeasured (i.e., omitted) tangible assets and in-
tangible assets may also complicate the empirical link between human cap-
ital and productivity. Any complementarities that may exist between
unmeasured assets (or poorly measured assets) and human capital may be
reﬂected in any estimated relation between productivity and human capi-
tal. Moreover, the nature of intangible assets may be very closely connected
to how human capital is organized.
5.2.3 Deﬁning and Measuring Intangibles
A major issue confronting the productivity literature is the problem of
studying the eﬀects of intangible assets when those assets are not readily
measurable. Thus, although some argue that intangibles are the “major
drivers of corporate value and growth in most sectors” (Gu and Lev 2001),
the deﬁnition of intangibles varies widely, from knowledge and intellectual
assets (Gu and Lev); to human capital, intellectual property, brainpower,
and heart (Gore 1997); to knowledge assets and innovation (Hall 1998); to
organizational structure (Brynjolfsson, Hitt, and Yang 2002—hereafter
BHY). Measures of these variables have been equally diverse and have in-
cluded a residual approach, inference, and direct measurement.
For example, although Gu and Lev (2001) conceptualize intangibles as
knowledge assets (new discoveries, brands, or organizational designs),
they derive their measure of intangibles as a residual; that is, as the driver
of economic performance after accounting for the contribution of physical
and ﬁnancial assets. In empirical terms, they identify the core determi-
nants of intangibles as research and development, advertising, information
technology, and a variety of human resource practices. In a series of pa-
pers, Hall uses direct expenditures on research and development as well 
as patent information to proxy for knowledge assets. BHY use survey data
on the “allocation of various types of decision making authority, the use 
of self-managing teams, and the breadth of job responsibilities” (p. 15) to
construct a composite variable that acts as a proxy for organizational cap-
ital.
The results from using these measures suggest that intangibles vary con-
siderably across ﬁrms and sectors and that they are important in account-
ing for ﬂuctuations in the market. Gu and Lev (2001), who use the broad-
est measure of intangibles, ﬁnd that the level and growth rate of intangibles
vary substantially across industries. In particular, they ﬁnd the highest lev-
els in insurance, drugs, and telecommunications; the lowest in trucking,
wholesale trade, and consulting. However, they ﬁnd the highest growth
The Relation among Human Capital, Productivity, and Market Value 159rates in consulting, machinery, and electronics industries; the lowest in re-
tail trade, restaurants, and primary metals. Gu and Lev also ﬁnd that in-
tangibles-driven earnings (by two diﬀerent measures) are much more
highly correlated with stock market returns than are other measures, no-
tably the growth of operating cash ﬂow and the growth of earnings. BHY
ﬁnd that organizational structure has a large eﬀect on market valuation:
ﬁrms that score 1 standard deviation higher than the mean on this measure
have approximately $500 million greater market value. Hall ﬁnds that, al-
though research and development (R&D) accounts for a “reasonable frac-
tion” of the variance of market value, the relation is not stable, and a great
deal of the variation is unexplained. Patents matter, according to Hall, but
less than research and development.
Empirical studies also suggest that failing to include intangibles is likely
to considerably bias estimates of the eﬀects of tangibles on both market
value and output. Gu and Lev (2001) ﬁnd that expenditures on capital,
R&D, and technology acquisitions are all highly correlated with intangible
capital. Similarly, BHY ﬁnd evidence for a strong correlation between or-
ganizational structure and investment in information technology.
Although the connections are diﬃcult to conceptualize and measure, or-
ganizational capital is closely linked to the way workers are organized and,
in turn, to the apparently diﬀerent human capital mixes across ﬁrms in the
same industry. As emphasized in the preceding section, knowledge of the
entire distribution of human capital within each ﬁrm allows us to quantify
the relation between outcomes like productivity, market value, and the or-
ganization of human capital.
5.2.4 The Market Value of a Firm: Tangible Assets, 
Intangible Assets, and Human Capital
The general approach to describing the market value of a ﬁrm, V jt, in
terms of its tangible and intangible assets is well summarized, derived, and
motivated in BHY and can be written as
(3) V jt   V(Kjt
T, KI
jt, ... )
The market value of a ﬁrm is assumed to be an increasing function of the
assets.4Deﬁning and measuring all of the terms in this relation are diﬃcult,
however. If the market is characterized by strong eﬃciency, then, as Bond
and Cummins (2000) point out, the market value of a company will equal
the replacement cost of its assets (in the absence of adjustment costs and
market power). From this perspective, one way of measuring intangibles is
a residual approach (see, e.g., Hall 2001), because the residuals will reﬂect
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4. BHY specify a linear relation and emphasize the departure of coeﬃcients from 1. Hall
(1998) discusses an alternative log-linear relation that may be relevant. We use the log-linear
speciﬁcation in our analysis in part because our human capital measures are not on the same
inherent scale and metric as the measures of assets and market value.the diﬀerence between the market value and observed assets. Alternatively,
direct measures of intangibles (e.g., organizational capital, as in BHY) can
be included in an econometric speciﬁcation explaining market value. How-
ever, such a speciﬁcation potentially permits the coeﬃcients on the various
assets to reﬂect direct and indirect eﬀects. One interpretation of the BHY
coeﬃcients is that they are due to complementarities with unmeasured in-
tangibles. Thus, the coeﬃcient on any measured asset will reﬂect the cor-
relation between the measured and unmeasured assets. Thus, as BHY have
found, the coeﬃcient on information-technology capital in a linear speci-
ﬁcation of equation (3) is larger than 1. BHY provide evidence that this
reﬂects the complementarity between market value and organizational
capital.
Should the preceding considerations lead one to include human capital
in the set of variables in an econometric speciﬁcation of the market value
equation? In the absence of complementarities, a basic view of the role of
human capital might suggest that it is not relevant for the market value of
the ﬁrm. That is, if all human capital is general human capital, and if it is
fully compensated by the market, and if no correlation exists between hu-
man capital and unmeasured tangible or intangible assets, then human
capital will not be reﬂected in market value.
Several factors may, however, require departures from these assump-
tions. First, human capital may not be fully compensated in the market.
Second, the chosen mix of human capital may indeed be a key aspect of
what is meant by “organizational capital.” As discussed above, many fac-
tors may yield a relation between productivity and higher moments of the
within-ﬁrm distribution of human capital. Under this view, the average
level of human capital at the ﬁrm may not matter for market value, but the
way that human capital is organized (as measured by higher moments) may
matter a great deal. Finally, human capital (its average and other measures
of the distribution) may be complementary to unmeasured tangible and in-
tangible assets in a sense analogous to the arguments and ﬁndings of BHY.
As such, human capital may be positively related to market value because
of measures of tangible or intangible assets that are omitted from the spec-
iﬁcation.
5.2.5 Econometric and Interpretation Issues
The previous subsections provided an overview of our approach. We
explore newly created measures of human capital from longitudinal em-
ployer-employee data. These measures, in principle, encompass traditional
measures and moderate some of the econometric diﬃculties. In what fol-
lows, we explore the relation of these measures to productivity and market
value at various levels of aggregation. The discussion above suggests that a
host of econometric issues could arise to complicate the estimation of any
productivity or market value equation. At the heart of these issues is the
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those involving some measure of human capital, are endogenous. The ob-
served measures for any given econometric implementation of equations
(2) and (3) may also be proxies for other unobserved measures. Our speci-
ﬁcation assumes that ﬁrms have control over the level of human capital
that they choose, and so an additional empirical concern is the degree to
which ﬁrms are constrained in adjusting their workforce (as noted by Ace-
moglou 2001, among others). Work by Haltiwanger, Lane, and Spletzer
(2001) notes the remarkable degree of persistence in ﬁrms’ choice of work-
force. However, this overall picture of ﬁrm-level persistence suggests that
these ﬁrm choices are quite deliberate. Firms have ample opportunity to
change the workforce—a great deal of empirical evidence shows that ﬁrms
churn workers through jobs at quite high rates and hence have abundant
opportunities to change their worker mix (see, for example, Burgess, Lane,
and Stevens 2000).
In this paper, we focus on identifying economically and statistically sig-
niﬁcant relations rather than attempting to establish causality or to pin
down direct versus indirect eﬀects.5 We include measures of tangible and
intangible assets in relatively simple speciﬁcations of productivity and
market value equations. We recognize that our coeﬃcient estimates reﬂect
both direct and indirect eﬀects of the assets we measure. In particular, the
eﬀect of human capital on productivity and market value may include both
direct and indirect components. However, by looking at the eﬀect on both
productivity and market value, we hope to make some progress in under-
standing the role of human capital on business outcomes. If the measures
of human capital are capturing mostly general human capital, for which
the worker is fully compensated, and if such human capital measures are
not correlated with unmeasured intangibles (or other unmeasured assets),
then human capital is likely to have a positive eﬀect on productivity (as
AKM found in France) and very little eﬀect on market value (because
ﬁrms are fully paying for the human capital and thus generate no addi-
tional value from having higher human capital). However, if measures of
human capital (or some components or indices of our human capital mea-
sures) are positively related to productivity and market value, then the mea-
sures are presumably capturing, either directly or indirectly, some form of
intangible asset associated with human capital.
We recognize the importance in this context of distinguishing the direct
from the indirect eﬀects of human capital. However, as noted above, our
objective is to explore the links between our new measures of human cap-
ital and productivity and market value in a largely descriptive manner. We
anticipate that identifying and quantifying the respective direct and indi-
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5. In that sense, our approach is very much in the spirit of BHY.rect roles of these new measures of human capital in this context will be the
subject of much research in the years to come.6
One other related issue of interpretation warrants mention. We are ex-
ploring the relation between productivity and human capital measures on
the one hand, and market value and human capital measures on the other.
These two relations capture very diﬀerent aspects of ﬁrm performance.
First, as already noted, any productive input that is fully compensated in
the market may be related to productivity but unrelated to market value.
Second, productivity captures current activity, while market value reﬂects
future proﬁts and associated anticipated value. Thus, the factors that aﬀect
current activity may be very diﬀerent from those aﬀecting future proﬁt
streams. One might argue that some factors inherently lead to a negative
correlation between market value and current productivity. For example, a
business with a “new idea” carrying a high market value may be actively
expanding and investing in physical and human capital. Adjustment costs
may imply that such a ﬁrm exhibits low current productivity.
5.3 Data
The key measures for this project are human capital, physical capital,
productivity, and market value. The integrated employer-employee data
allow us to construct ﬁrm-speciﬁc measures of human capital. The data
from the Economic Censuses provide measures of output, employment, and
other inputs to explore the relation between (labor) productivity and hu-
man capital measures. The Compustat data on publicly traded ﬁrms pro-
vide us with measures of output, employment, physical capital, and mar-
ket value at the ﬁrm level. In terms of matching, we ﬁrst match our
employer-employee data to the Economic Census and other business-level
data at census. We then match the Compustat data to the integrated em-
ployer-employee, Economic Census, and related data.
Figure 5.1 provides a brief summary of the data resources used for this
project, but of necessity it vastly reduces the number and complexity of the
links involved in constructing the matched employer-employee data. The
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6. Cummins (chap. 2 in this volume) takes one approach to separate out some of these
eﬀects (although not in the context of using measures of organizational or human capital).
He uses instrumental variable techniques to isolate the contribution of measures of tangible
assets by trying to ﬁnd instruments that are correlated with the measured tangibles but un-
correlated with unmeasured intangibles. Thus, he attempts to identify the direct eﬀect of the
measured assets. Moreover, his approach in principle avoids another related problem of en-
dogeneity arising from correlations of the asset variables with unmeasured productivity or
market value shocks. The unmeasured, idiosyncratic productivity and market value shocks
likely reﬂect, however, the idiosyncratic factors that we are seeking to understand. The pur-
suit of an estimation strategy for instruments that are supposedly orthogonal to these shocks
may completely miss the role of intangibles.details of these linkages can be found in the appendix. However, we provide
summary information about the data and matching in the next two sub-
sections.
5.3.1 The Integrated Employer-Employee Data
We exploit new Census Bureau data that are part of the LEHD program.
These data integrate information from state unemployment insurance
records and economic and demographic data from the Census Bureau in a
manner that permits the construction of longitudinal information on work-
force composition at the ﬁrm level. The LEHD program permits direct
linking of the Census Bureau’s demographic surveys (household-based in-
struments) with its economic censuses and surveys (business-based and
business-unit-based surveys).
The unemployment insurance (UI) wage records are discussed elsewhere
(see Burgess, Lane, and Stevens 2000). The Employment Security Agency
in each state collects quarterly employment and earnings information to
manage its unemployment compensation program. These data enable us 
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Fig. 5.1 Summary of data sourcesto construct quarterly longitudinal information on employees. The advan-
tages of the UI wage records are numerous. The data are frequent, longi-
tudinal, and potentially universal. The sample size is generous, and re-
porting for many items is more accurate than that in survey-based data.
The advantage of having a universe as opposed to a sample is that the
movements of individuals among employers and the consequences for
earnings can be tracked. In addition, longitudinal data can be constructed
with the employer as the unit of analysis. The LEHD program houses data
from nine states that currently comprise 45 percent of total U.S. employ-
ment: California, Florida, Illinois, Maryland, Minnesota, North Carolina,
Oregon, Pennsylvania, and Texas. In this paper, we use data from seven of
these states and provisional national weights to build our human capital
measures. We currently have the crosswalk between the UI ﬁles and the
establishment-level and ﬁrm-level data for six of the seven states. For this
reason, we restrict our analysis of the relation between productivity, mar-
ket value, and human capital to data from this six-state subset.7
Perhaps the main drawback of the UI wage data is the lack of even the
most basic demographic information on workers (Burgess, Lane, and
Stevens 2000). Links to Census Bureau data can overcome this problem in
two ways: ﬁrst, the individual can be integrated with administrative data at
the Census Bureau containing information such as date of birth, place of
birth, and gender for almost all the workers in the data. Second, as dis-
cussed in the previous section, LEHD program staﬀ members have ex-
ploited the longitudinal and universal nature of the dataset to estimate
jointly ﬁxed worker and ﬁrm eﬀects using the methodology described in
detail in ALM and in Abowd, Creecy, and Kramarz (2002).
5.3.2 The Economic Censuses and Related Business-Level Data
The Economic Censuses (conducted every ﬁve years) provide compre-
hensive data on basic measures such as output, employment, and payroll
for all of the establishments in the United States. In addition, in certain sec-
tors (such as manufacturing) the census asks more-detailed questions on
other inputs (such as capital).
Our ﬁrst goal is to create a matched data set linking the human capital
measures to the Economic Census data. For the present work, we focus on
the Economic Censuses in 1997. One issue that immediately arises is the
appropriate and feasible level of aggregation of business activity. Although
the Economic Censuses are conducted at the establishment level, the busi-
ness-level identiﬁers on our human capital measures are at the federal Em-
ployer Identiﬁcation Number (EIN), two-digit Standard Industrial Classi-
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7. In order to meet the requirements of the data use agreement between census and the in-
dividual states the identity of states used in a particular analysis is normally not released.ﬁcation (SIC) code, and state level.8Therefore, we aggregate the Economic
Census data to the level of the business-level identiﬁers so as to match them
to the human capital ﬁles.9 Our unit of observation is somewhere between
an establishment and a ﬁrm, but most of the observations in our analysis
data are at the establishment level. For ﬁrms with multiple establishments
reporting under a single EIN in a single state, we aggregate the establish-
ment data to the two-digit SIC (SIC2), state level. In what follows, we be-
gin our analysis of the relation between human capital and productivity
using this “quasi-establishment-level” data. For this analysis, we have
roughly 340,000 business units that we can match to the Economic Cen-
suses (in a universe of roughly 430,000 business units at this level of aggre-
gation from the UI ﬁles for the six states used in this analysis). Most of the
UI businesses that we cannot match to the Economic Censuses are beyond
the scope of the Economic Censuses (for example, agricultural businesses).
We are also able to accomplish essentially the same thing in non-Census
years using the Census Business Register, previously known as the Stan-
dard Statistical Establishment List (SSEL). Although the information in
the Business Register is limited, it does identify the ownership structure of
ﬁrms so that we can further aggregate to the enterprise or ﬁrm level. The
latter aggregation permits us to match enterprise-level data on human cap-
ital to Compustat.
Because we are working with only six states, we are limited in our ability
to examine evidence for large companies that operate in multiple states. We
use a threshold rule (for example, 50 percent of employment in the com-
pany must be in these six states) to restrict attention to companies for
which we can measure human capital and ﬁrm outcomes such as market
value and productivity in a comparable fashion. In what follows, we ﬁrst
aggregate our human capital estimates up to the ﬁrm level for all ﬁrms in
our six states (using the 50 percent rule as noted). The resulting sample
contains roughly 300,000 ﬁrms. We use this sample to investigate the rela-
tion between human capital and productivity at the enterprise or ﬁrm level.
We  then restrict our attention to Compustat ﬁrms, which reduces the
sample substantially because only about 13,000 Compustat ﬁrms exist na-
tionwide. For this restricted sample, we again investigate the relations be-
tween human capital and productivity and also investigate the relation be-
tween human capital and market value.
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8. The identiﬁers in the LEHD program’s human capital data provide additional geo-
graphic and industry information, but they are not coded down to the workplace (establish-
ment) level. Ongoing research is attempting to reﬁne the most disaggregated economic entity
available in these data.
9. We use the two-digit SIC number as the industry measure in this work because, although
industries are coded at the four-digit level in the Economic Census and in the underlying es-
tablishment data on the UI side, we have not yet implemented an algorithm to use additional
industrial or geographic detail in the deﬁnition of the establishment.5.4 Human Capital Estimates
The results of the human capital estimation are based on data for seven
states for the years 1986–2000 and use the speciﬁcation in equation (1). Al-
though the methodology and estimates we use are discussed in detail in
ALM, we provide here a brief summary of some of the features of the hu-
man capital estimates before relating these new estimates to productivity
and market value.
Some basic features of the estimates for the seven-state data set are
shown in table 5.1. First, the contribution of worker and ﬁrm eﬀects to
worker earnings are roughly equal. Second, the R2 of this earnings regres-
sion (1 – .4022) is approximately .84, a great deal higher than that for re-
gressions based simply on worker characteristics. Third, ALM augment
the analysis by decomposing the person eﬀect into the part attributable to
time-constant observable characteristics such as gender and education and
the part attributable to unobservable characteristics. The fourth and ﬁfth
rows of the table illustrate the results of this decomposition (using the no-
tation from AKM). The unobserved component of the person eﬀect is
much more important and more highly correlated with wages than the ob-
served component.
Fourth, the diﬀerent components of human capital (that is, the person
eﬀect and the experience component) exhibit diﬀerent variation and co-
variation. Indeed, an interesting feature of the person eﬀect and experience
component is that they are negatively correlated. This result is not surpris-
ing (because, for example, younger generations of workers are more highly
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Table 5.1 Summary of pooled human capital wage components
Correlation with:
Standard 
Component deviation ln wx     u  ε
Log real annualized 
wage rate (ln w) 0.881 1.000 0.224 0.468 0.451 0.212 0.484 0.402
Time-varying personal 
characteristics (x ) 0.691 0.224 1.000 –0.553 –0.575 –0.099 0.095 0.000
Person eﬀect ( ) 0.835 0.468 –0.553 1.000 0.961 0.275 0.080 0.000
Unobserved part of 
person eﬀect ( ) 0.802 0.451 –0.575 0.961 1.000 0.000 0.045 0.000
Non-time-varying personal 
characteristics (u ) 0.229 0.212 –0.099 0.275 0.000 1.000 0.101 0.000
Firm eﬀect ( ) 0.362 0.484 0.095 0.080 0.045 0.101 1.000 0.000
Residual (ε) 0.354 0.402 0.000 0.000 0.000 0.000 0.000 1.000
Sources: Authors’ calculations using the Longitudinal Employer-Household Dynamics (LEHD) Pro-
gram databases.
Notes:Based on 287,241,891 annual observations from 1986–2000 for 68,329,212 persons and 3,662,974
ﬁrms in seven states as described in the text. No single state contributed observations for all years.educated), but it reminds us that skill consists of several dimensions and
that they need to be taken into account.
Finally, one surprising aspect of this comprehensive decomposition of
the wages is that the correlation between the person eﬀect and the ﬁrm
eﬀect is virtually zero at the observation (person-year) level. We do not
seek to explain this somewhat surprising ﬁnding, but we note that various
aggregations of the person and ﬁrm eﬀects yield a strong and positive rela-
tion. For example, ALM show that at the industry level, person and ﬁrm
eﬀects are positively related. Interestingly, Abowd and others (2001) show
that at the ﬁrm level, person and ﬁrm eﬀects are positively related after
controlling for output, local wage eﬀects, and broad industry. These results
by industry and at the ﬁrm level are quite relevant here since they suggest
systematic sorting of workers across diﬀerent ﬁrms and industries.
In the next subsections, we ﬁrst provide some summary information
about how these new measures compare with the JGF-like measures of
human capital. We also describe the diﬀerences in the two components of
the ALM measure of human capital—experience and person eﬀects—and
how they vary across workers. Finally, we examine the degree to which the
human capital measures vary across ﬁrms and industries.
5.4.1 A Comparison of New and Traditional Measures 
of Human Capital
In principle, the JGF methodology can be applied equally well to the
measurement of both sectoral and aggregate labor quality, but in practice,
the LEHD approach permits more heterogeneity within and across indus-
tries. Lengermann (2002a) has developed sectoral aggregates of human
capital following the JGF approach and compared them to LEHD esti-
mates. Brieﬂy, the JGF approach incorporates data from the Censuses of
Population, the Current Population Survey (CPS), and the national in-
come and product accounts (NIPA). JGF base their labor quality indexes
on totals of labor inputs cross-classiﬁed by sex, age, educational attain-
ment, employment class, and industry. We summarize the results of two
diﬀerent types of comparison here.
The ﬁrst “direct” approach compares the JGF indexes to sectoral labor
quality derived from industry averages of our human capital measure for
the period 1995–98. JGF formally deﬁne labor quality as the ratio of the
total volume of labor to hours worked, where volume is measured by a con-
stant-quality index of labor quantity. The LEHD measure of industry-
average human capital follows essentially the same logic, where the mea-
sure of labor volume is also based on a constant-quality human capital
measure and where total employment substitutes for total hours worked.
Neither approach is completely satisfactory. The LEHD data cannot mea-
sure hours worked. The JGF constant-quality index of labor quality con-
founds ﬁrm heterogeneity with person heterogeneity.
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period 1995–98 using the LEHD-based and JGF approaches. The within-
industry growth rates are highly correlated—the employment-weighted
average of the sectoral correlations is 0.79. However, average growth for
any given industry is much higher, and cross-industry variation in those
growth rates is much greater, in the LEHD measures than in the JGF mea-
sures: the average growth rate for the LEHD measure over the four years is
0.04, with a cross-industry standard deviation of 0.067, while the corre-
sponding values for the JGF measures are 0.014 and 0.001.
In what follows, we exploit cross-sectional variation (across ﬁrms) in
their human capital, whereas the JGF procedure focuses on generating
growth rates of human capital by industry. As such, the JGF measures are
not well suited to examining within-year, cross-industry variation. Thus, as
a second “indirect” approach we approximate the JGF labor quality in-
dexes with indexes derived from predicted industry average wages obtained
by regressing wages on age, education, and sex using the CPS. For this pur-
pose, we use the same cells used by JGF. We show that the time series
growth rates of these indirect measures are highly correlated with the ac-
tual JGF measures (the employment-weighted average correlation is 0.73).
Thus, the CPS-based approach does a reasonable job of approximating the
more sophisticated JGF measures.
We compare the cross-industry variation in the CPS-based measures with
the same variation using the LEHD measures for the year 1998. The two
measures are, in principle, comparable because both rely on regression ap-
proaches that attempt to isolate the component of wages due to individual
characteristics. However, because LEHD data permit individual contribu-
tions to wages to be distinguished from ﬁrm contributions, one might not
expect them to yield identical results. Workers sort nonrandomly into ﬁrms
based on their own characteristics—both observable and unobservable—
and the characteristics of ﬁrms. Furthermore, ﬁrm wage premiums—the
ﬁrm eﬀects in the wage regression (1)—are not distributed uniformly across
industries. These two facts imply that a strong, positive correlation exists
between person and ﬁrm heterogeneity at the industry level (ALM)—a cor-
relation that the JGF cell-based analysis cannot disentangle.
We  plot the industry-level aggregates for the CPS-based approach
against the industry-level aggregates for the most inclusive measure of skill
from the LEHD approach (ﬁgure 5.2). Although the levels are normalized
diﬀerently, a great deal of correlation clearly exists between the two mea-
sures—indeed, the correlation is 0.76. However, somewhat more cross-
industry variation exists in the LEHD-based measure than in the CPS-
based measure (the standard deviation of the former is 0.15, and that of the
latter is 0.13).
In summary, the LEHD-based measures by industry are closely related
to those derived by JGF or by a simpler but closely related CPS-based pro-
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and more cross-sectional variation both in growth rates across industries
and in levels of human capital across industries within a year.
5.4.2 The Construction of New Human Capital Measures
A major contribution of the LEHD approach is the richness of the new
measures of human capital, and these are fully discussed in ALM. Here, we
explore some of the key features of the new measures, particularly aggre-
gated to the ﬁrm level. For this purpose, we use three worker and ﬁrm traits
to build measures of the human capital resources available to ﬁrms: the
person eﬀect ( ), the overall labor market experience of each worker cap-
tured by the experience component of x  (denoted x  in this section,
though it excludes the additional controls described in note 1), and the sum
of these two components (overall human capital, or h).
We describe the distribution of these measures in ﬁgure 5.3. All three
components of the distribution obviously exhibit enormous variation
across workers. The shapes of the distributions of the alternative measures
diﬀer: The distribution of the person eﬀect is bell shaped and has thick tails
and high variance; the distribution of experience is less smooth; and the
distribution of human capital (the sum of   and x ) is roughly bell shaped
and centered about zero and has much less mass at the tails than either ex-
perience or  . Underlying these relations is the negative correlation be-
tween experience and person eﬀects reported in table 5.1.
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Fig. 5.2 Comparison of CPS and LEHD measures of human capital at the
industry level5.4.3 The Construction of Firm-Level Measures
Although the diﬀerent worker-level measures of human capital provide
a useful context, the focus of this paper is on developing ﬁrm-level mea-
sures of human capital and relating them to ﬁrm outcomes. The ﬁrm-level
measures that we use are those developed in ALM. They are based on ker-
nel-density estimates of the within-ﬁrm distribution of human capital. The
details of the estimation of the kernel densities are provided in ALM. Some
restrictions on the sample that are necessitated by this approach are dis-
cussed in detail in the appendix.
One key aspect of the variation across ﬁrms is driven by large variation
in the distribution of human capital across industries (table 5.2). Finance,
insurance, and real estate (FIRE) and manufacturing are both high-
human-capital industries. However, the components of human capital
vary across these industries: the FIRE industries have high human capital
especially because of having workers with high person eﬀects, while the
high human capital of the manufacturing industries arises more through
their having workers with high experience eﬀects.
Human capital varies substantially across industries, but the variation
across ﬁrms within a given industry is enormous. We computed for each
ﬁrm the share of workers that are in the lowest quartile of the economywide
distribution of human capital to obtain the distribution of those shares
across ﬁrms (ﬁgure 5.4, panel A). We conducted the same exercise for the
share of workers at each ﬁrm that are in the upper quartile of the distribu-
tion (ﬁgure 5.4, panel B).
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Fig. 5.3 Distribution of human capital across workersFigure 5.4 shows substantial diﬀerences both within and across indus-
tries. As is consistent with the data in table 5.2, many manufacturing and
FIRE ﬁrms have low shares of low-skill workers (lowest quartile), while re-
tail trade has many ﬁrms with high shares of low-skill workers. However,
ﬁrms within an industry obviously vary enormously in their shares of high-
and low-skill workers. Apparently, diﬀerent ﬁrms in the same industry
choose very diﬀerent mixes of human capital; in the analysis that follows,
we will investigate whether this heterogeneity in human capital is related to
heterogeneity in productivity and market value.
5.5 The Relation between Productivity and 
Human Capital at the Micro Level
In this section, we explore the relation between our rich measures of
establishment-level human capital and establishment- and ﬁrm-level pro-
ductivity, controlling, as much as possible, for other relevant factors (cap-
ital intensity, for example).10 For this purpose, we focus on the 1997 Eco-
nomic Census. Our measure of labor productivity is revenue per worker,
the standard measure used in oﬃcial BLS productivity statistics for gross
output per worker.11
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Table 5.2 Summary statistics on human capital, by industry (1997)
Proportion of workers  Proportion of workers  Proportion of workers 
Industry  Total  above the overall  above the overall  above the overall 
(SIC division) employment median of h median of   median of x 
Agriculture 304,134 0.338 0.407 0.502
Construction 1,366,022 0.510 0.465 0.556
FIRE 1,382,730 0.531 0.591 0.439
Manufacturing 3,365,954 0.539 0.473 0.560
Mining 194,678 0.511 0.387 0.646
PubAdmin 811,215 0.558 0.451 0.584
Retail 3,537,787 0.383 0.542 0.388
Services 7,856,442 0.493 0.520 0.468
TCE 1,374,002 0.562 0.495 0.558
Wholesale 1,626,221 0.567 0.529 0.540
Notes: The sample is 1997 job-level unemployment insurance (UI) data from 6 states. Includes all jobs
held by workers imputed to be full time at the end of the ﬁrst quarter 1997.
10. Recall that the level of aggregation that we use to approximate the establishment is that
of an EIN/SIC2/state cell. This unit is somewhere between the establishment and the ﬁrm, but
most ﬁrms operate only a single establishment.
11. The oﬃcial estimates include adjustments for changes in inventories in inventory-
holding sectors. However, studies by Foster, Haltiwanger, and Krizan (2001) show that, in
manufacturing, the correlation between labor productivity measured as shipments per
worker and labor productivity measured as shipments adjusted for inventory changes is ex-
tremely high (almost 1).Fig. 5.4 Between-ﬁrm distributions of human capital, by industry: A, proportion
of workers at ﬁrm in bottom quartile of h; B, proportion of workers at ﬁrm in top
quartile of h
A
BAn important goal is to determine which measures of the within-ﬁrm
distribution of human capital are relevant for understanding outcomes
such as productivity and market value. From a traditional viewpoint, we
want to control for a measure of the central tendency of the within-ﬁrm
distribution of human capital. However, from the perspective of consider-
ing nonlinearities and other factors related to the organization of human
capital at a business, we also want to explore additional measures of the
within-ﬁrm distribution of human capital. Our approach is necessarily ex-
ploratory since neither theory nor earlier empirical research provides
much practical guidance.
Accordingly, we explore the role of the following measures: (a) the frac-
tion of workers at the business whose human capital is above the econo-
mywide median, (b) the fraction above the 75th percentile, (c) the fraction
below the 25th percentile, and (d) the interaction between—more speciﬁ-
cally, the product of—measures b and c. We consider these four measures
using the overall human capital measure h and also the separate compo-
nents of human capital (the person eﬀect,  , and the experience compo-
nent, x ).12 Moreover, we consider a range of speciﬁcations, some parsimo-
nious (with only a small number of summary human capital measures) as
well as richer speciﬁcations with a number of measures of the distribution
included.
Table 5.3presents the means and standard deviations of our human cap-
ital and labor productivity measures for our overall sample and for the
manufacturing businesses. For the latter we can also measure capital in-
tensity. The statistics reported in the table are based on the employment-
weighted distribution. In section 4, we discussed many of the features of
the human capital distribution across businesses. However, a few additional
points are worth making here (table 5.3). First, businesses exhibit tremen-
dous heterogeneity in their mix of human capital, as evidenced by the very
large standard deviations in the human capital measures. Second, manu-
facturing apparently has higher labor productivity and workers with
higher human capital (on both the person eﬀect and experience dimen-
sions) than other sectors.
We made an exploratory analysis of the relation between log labor pro-
ductivity and our hmeasure of the distribution of human capital (table 5.4)
and an analysis using the components of h separately (table 5.5). In all
cases, the results are based upon employment-weighted regressions. All
analyses included two-digit ﬁxed industry eﬀects, which are highly signiﬁ-
cant. Moreover, the explanatory power of each set of regressions is uni-
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12. Note that the economywide thresholds are based on the universe of all workers in the
six states (not just workers employed at the businesses we match to the Economic Censuses)
for which we have developed human capital estimates. We also generated versions of these
measures on the basis of thresholds relative to a speciﬁc industry rather than the wider econ-
omy. The results were not sensitive to this distinction.formly high; this result suggests that measures of human capital are, either
directly or indirectly, important sources of cross-sectional diﬀerences in
productivity. The fact that the explanatory power for the manufacturing
sector regressions is substantially less than that for all sectors is consistent
with the notion that human capital is more important for the service sec-
tor than manufacturing—and more important for the “new” economy
than the “old” economy.
Businesses with a greater fraction of workers above the economywide
median human capital level are much more productive (tables 5.4 and 5.5,
column [A]). For the overall human capital measure, a change in this frac-
tion of 1 standard deviation is associated with a change of 27 log points in
labor productivity (table 5.4). For the person-eﬀect measure (table 5.5), a
change of 1 standard deviation in the fraction of high human capital work-
ers is associated with a change of 25 log points in labor productivity. For
the experience component, a change of 1 standard deviation in the fraction
of high human capital workers is associated with a change of 23 log points
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Table 5.3 Mean values of variables in log productivity regressions
All sectors Manufacturing
Variable Mean SD Mean SD
Log labor productivity 4.731 1.140 5.130 0.888
Log capital intensity 4.230 1.201
Overall h    x 
Fraction of employment above 50th percentile 0.480 0.215 0.538 0.225
Fraction of employment above 75th percentile 0.237 0.176 0.267 0.185
Fraction of employment below 25th percentile 0.266 0.172 0.208 0.169
Interaction: fraction above 75th percentile with 
fraction below 25th percentile 0.042 0.025 0.035 0.022
Person eﬀect ( )
Fraction of employment above 50th percentile 0.519 0.180 0.473 0.181
Fraction of employment above 75th percentile 0.264 0.130 0.203 0.110
Fraction of employment below 25th percentile 0.230 0.156 0.239 0.173
Interaction: fraction above 75th percentile with 
fraction below 25th percentile 0.048 0.027 0.039 0.026
Experience component (x )
Fraction of employment above 50th percentile 0.455 0.157 0.545 0.133
Fraction of employment above 75th percentile 0.220 0.116 0.285 0.115
Fraction of employment below 25th percentile 0.282 0.144 0.205 0.096
Interaction: fraction above 75th percentile with 
fraction below 25th percentile 0.049 0.018 0.050 0.016
No. of observations 337,495 39,638
Notes: The sample is 1997 data from 6 state UI-based ﬁrms (deﬁned at the EIN 2-digit SIC
level) matched to Economic Census and Annual Survey of Manufactures data. SD   stan-
dard deviation.Table 5.4 The relation between labor productivity and the complete human capital measure
(analysis level: establishments; dependent variable: log labor productivity)
All sectors Manufacturing only
Explanatory variable (A) (B) (C) (D) (E) (F) (G)
Fraction of workers above 50th  1.264 1.064 0.512
percentile of human capital (0.007) (0.017) (0.017)
Fraction of workers above 75th  –0.017 0.268 0.430 0.173
percentile of human capital (0.010) (0.012) (0.030) (0.027)
Fraction of workers below 25th  –1.875 –1.673 –1.143 –0.658
percentile of human capital (0.012) (0.012) (0.033) (0.031)
Interaction of above 75th and  –3.032 –6.563 –3.870
below 25th percentiles (0.063) (0.197) (0.187)
Log capital intensity 0.302 0.285
(0.004) (0.003)
No. of observations 337,495 337,495 337,495 39,638 33,926 39,638 33,926
R2 0.555 0.569 0.572 0.325 0.471 0.353 0.483
Notes: The human capital measure is h    x . The estimation sample is UI-based establishments 
(deﬁned at the EIN/2-digit SIC level) for six states matched to the 1997 Economic Census and Annual
Survey of Manufactures data. Standard errors in parentheses. Other controls include 2-digit industry
eﬀects. Results are based on employment-weighted regressions.
Table 5.5 The relation between labor productivity and human capital, decomposed (analysis
level: establishments; dependent variable: log labor productivity)
All sectors Manufacturing only
Explanatory variable (A) (B) (C) (D) (E) (F) (G)
Fraction of workers above 50th  1.400 1.240 0.670
percentile for   (0.009) (0.024) (0.022)
Fraction of workers above 75th  1.990 1.700 2.060 1.480
percentile for   (0.015) (0.017) (0.050) (0.048)
Fraction of workers below 25th  –0.450 –0.920 –0.710 –0.299
percentile for   (0.010) (0.017) (0.043) (0.040)
Interaction of above 75th and  2.830 3.110 1.941
below 25th percentiles for   (0.078) (0.246) (0.230)
Fraction of workers above 50th  1.490 1.410 0.450
percentile for x  (0.120) (0.032) (0.031)
Fraction of workers above 75th  0.200 0.760 0.540 0.135
percentile for x  (0.020) (0.022) (0.062) (0.058)
Fraction of workers below 25th  –1.900 –1.560 –1.610 –0.713
percentile for x  (0.017) (0.018) (0.081) (0.077)
Interaction of above 75th and  –4.800 –7.020 –5.175
below 25th percentiles for x  (0.090) (0.328) (0.308)
Log capital intensity 0.310 0.298
(0.003) (0.003)
No. of observations 337,495 337,495 337,495 39,638 33,926 39,638 33,926
R2 0.547 0.564 0.568 0.315 0.471 0.360 0.496
Note: See table 5.4 notes.in labor productivity (table 5.5). These eﬀects are large, yet they reﬂect only
a fraction of the standard deviation in measured labor productivity across
businesses (114 log points).
We also consider alternative measures of the distribution of human cap-
ital—focusing on the fraction of workers with high human capital and
those with low human capital (tables 5.4 and 5.5, columns [B] and [C]).
Here the results are somewhat more complicated to interpret, but in all of
the results a rightward shift in the distribution is still associated with an in-
crease in productivity. That is, if the share of workers in the lower quartile
is decreased a certain amount and the share of workers in the upper quar-
tile is increased the same amount, then productivity increases; this result
holds for the overall h measure and for each of the components of the hu-
man capital measures.
However, asymmetric eﬀects arise from changes in the upper tail and
lower tail, and the results are also sensitive to inclusion of an interaction
eﬀect. Moreover, the nature of the asymmetries diﬀers across components
of human capital. The results for the overall hmeasure show that changing
the share of workers in the ﬁrm that are in the lower tail of the human cap-
ital distribution has a disproportionate eﬀect (table 5.4, column [B]).
Somewhat surprisingly, the coeﬃcient on the upper tail is negative but
small in absolute terms and relative to the coeﬃcient on the lower quartile,
and it is not signiﬁcant. The analogous column in table 5.5 (column [B])
sheds further light on these results and shows that diﬀerent components of
human capital act in diﬀerent ways. In particular, a disproportionate
change arises from the upper tail of the person eﬀect and from the lower
tail of the experience eﬀect.
We have also devised an even richer speciﬁcation in which we attempt to
capture the interaction between high-skill and low-skill workers (tables 5.4
and 5.5, column [C]). In this speciﬁcation, we ﬁnd that the linear terms
have the expected signs: holding other things constant, including the in-
teraction eﬀect, businesses with more workers in the top quartile of the hu-
man capital distribution and fewer workers in the lowest such quartile are
more productive. However, the interaction eﬀects are an important part of
the eﬀects of interest. For overall h and the experience eﬀects, we ﬁnd that
the interaction eﬀect is negative, whereas for the person eﬀects we ﬁnd that
the interaction eﬀect is positive.
Putting the linear and interaction eﬀects together reinforces the asym-
metries we have already noted. That is, for the person eﬀects, we obtain a
disproportionately large change from an increase in the upper tail of the
distribution, and the positive interaction eﬀect reinforces this asymmetry.
This result can be seen by noting that the combined linear and interaction
eﬀect for the person eﬀect evaluated at the mean for the upper quartile is
2.45, and the combined linear and interaction eﬀect for the lower quartile
is –0.167. The magnitude of the implied variation in productivity is very
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dard deviation in the share of workers in the highest quartile yields a
change of 32 log points in productivity while an increase of 1 standard de-
viation in the share of workers in the lowest quartile yields a loss of 3 log
points in productivity. The opposite pattern holds for the experience eﬀects.
That is, the interaction eﬀects reinforce the disproportionate change pro-
duced by the lower tail of the distribution of the experience eﬀect.
As discussed in section 5.2, the asymmetries in the eﬀects of human cap-
ital on productivity can be explained in a variety of ways. We cannot dis-
tinguish between competing explanations, but our ﬁndings are consistent
with the view that, at the worker level, the relation between productivity
and experience is concave, and the relation between productivity and the
person eﬀect is convex. However, the results may also reﬂect complemen-
tarities across coworkers that diﬀer on diﬀerent dimensions of skill.
Columns [D] through [G] of tables 5.4 and 5.5 show results for the man-
ufacturing sector. Column [D] replicates column [A] but only for manu-
facturing. In column [E], capital intensity is an additional measure. For the
most parsimonious speciﬁcation, the results for manufacturing are quite
similar to those for the overall economy when we do not control for capi-
tal intensity. Controlling for capital intensity does not change the qualita-
tive nature of the results, and although it reduces the magnitudes of the
eﬀects substantially, they nonetheless remain very large. This aspect of the
ﬁndings suggests that human capital is complementary to physical capital.
Thus, as we discussed in section 5.2, we need to recognize that our mea-
sures of human capital are capturing both direct and indirect eﬀects (where
the latter stem in part from unobserved factors such as tangible and intan-
gible assets).
Columns F and G of tables 5.4 and 5.5 present results for manufactur-
ing using the richer speciﬁcation used in column [C] for all sectors—with
and without a control for capital intensity. Again, the results are quite sim-
ilar to those for all sectors without capital intensity. Once again, adding
capital intensity reduces the magnitudes of most of the eﬀects from the
human capital measures.
For manufacturing as a whole, capital-skill complementarity is clearly
present. Indeed, capital-skill complementarity seems to exist for all of the
dimensions of skill we are investigating. That is, the inclusion of capital in-
tensity reduces the person eﬀect, the interaction eﬀects, and the eﬀect of
the experience component.
How sensitive are these results to the level of aggregation? We address
this issue by aggregating establishment-level data from the 1997 Economic
Censuses to the ﬁrm level and estimating a set of similar regressions (tables
5.6 and 5.7). The qualitative results are very similar, and the most par-
simonious speciﬁcations yield magnitudes that are quite similar to the
“establishment-level” results in tables 5.4 and 5.5. However, for the more
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(analysis level: ﬁrms; dependent variable: log labor productivity)
All sectors Manufacturing only
Explanatory variable (A) (B) (C) (D) (E) (F) (G)
Fraction of workers above 50th  1.309 0.690 0.433
percentile of human capital (0.007) (0.016) (0.015)
Fraction of workers above 75th  0.11 0.184 –0.194 –0.189
percentile of human capital (0.011) (0.013) (0.031) (0.029)
Fraction of workers below 25th  –1.664 –1.621 –1.133 –0.786
percentile of human capital (0.011) (0.011) (0.028) (0.027)
Interaction of above 75th and  –0.648 –0.889 –0.274
below 25th percentiles (0.058) (0.166) (0.154)
Log capital intensity 0.256 0.248
–(0.003) (0.003)
No. of observations 303,219 303,219 303,219 34,900 34,294 34,900 34,294
R2 0.537 0.551 0.551 0.292 0.408 0.310 0.416
Notes:The human capital measure is h   x .The estimation sample is Business Register-based ﬁrms
(deﬁned as those with at least 50% of U.S. employment in the analysis states) for six states matched to
the 1997 Economic Census and Annual Survey of Manufactures data. Standard errors in parentheses.
Other controls include 2-digit SIC industry eﬀects for the ﬁrm’s primary industry and indicators for
multi-location status and whether the ﬁrm had establishments in 1, 2, or 3  2-digit SIC categories. Re-
sults are based on employment-weighted regressions.
Table 5.7 The relation between labor productivity and human capital, decomposed (analysis
level: ﬁrms; dependent variable: log labor productivity)
All sectors Manufacturing only
Explanatory variable (A) (B) (C) (D) (E) (F) (G)
Fraction of workers above 50th  1.562 0.923 0.614
percentile for   (0.009) (0.023) (0.021)
Fraction of workers above 75th  1.783 1.557 1.190 1.000
percentile for   (0.015) (0.017) (0.050) (0.046)
Fraction of workers below 25th  –0.729 –1.070 –0.625 –0.385
percentile for   (0.011) (0.016) (0.038) (0.036)
Interaction of above 75th and  2.173 2.522 2.199
below 25th percentiles for   (0.073) (0.209) (0.193)
Fraction of workers above 50th  1.483 0.604 0.224
percentile for x  (0.011) (0.030) (0.028)
Fraction of workers above 75th  0.307 0.430 –0.113 –0.262
percentile for x  (0.019) (0.022) (0.058) (0.053)
Fraction of workers below 25th  –1.718 –1.711 –1.207 –0.871
percentile for x  (0.015) (0.017) (0.067) (0.062)
Interaction of above 75th and  –0.569 –2.348 –1.942
below 25th percentiles for x  (0.084) (0.268) (0.247)
Log capital intensity 0.262 0.257
(0.003) (0.003)
No. of observations 303,219 303,219 303,219 34,900 34,294 34,900 34,294
R2 0.530 0.547 0.549 0.288 0.410 0.310 0.427
Note: See table 5.6 notes.complex speciﬁcations, the magnitudes vary somewhat from the establish-
ment-level results, especially when interaction eﬀects are included. The
diﬀerences in results are most apparent for the manufacturing sector when
we include interaction eﬀects for the overall hcase and for the results on the
experience component. Even in these cases, the overall patterns are quite
similar: the lower tail of the human capital distribution for both h and ex-
perience at both the establishment level and the ﬁrm level produces dis-
proportionate eﬀects.
The diﬀerences that arise between the establishment-level and ﬁrm-level
results may be due to increased measurement error of both the productiv-
ity and the human capital measures at the ﬁrm level. Measuring produc-
tivity is more diﬃcult at the ﬁrm level than at the establishment level, espe-
cially for large, complex ﬁrms with many establishments that cross industry
boundaries. In a like manner, the human capital measures are more com-
plex at the ﬁrm level than at the establishment level because ﬁrms with
many establishments may diﬀer in their distributions of human capital
across establishments. The latter situation is interesting in its own right,
and we plan to explore it in future work.
The results demonstrate powerfully that understanding diﬀerences in
labor productivity across businesses—particularly outside of manufactur-
ing—involves understanding diﬀerences in human capital across busi-
nesses. The close relationship between labor productivity and human
capital is clearly evidenced by the very large R2 in the regressions, and the
result obtains regardless of whether these are direct or indirect eﬀects and
regardless of endogeneity issues. The results also clearly suggest that what
matters is not simply a measure of the central tendency of the human cap-
ital distribution. The fraction of workers at the tails of the distribution mat-
ters, suggesting that the dispersion of human capital matters. Perhaps the
most intriguing aspect of our results is the ﬁnding that the diﬀerent com-
ponents of human capital matter in diﬀerent ways: the most productive
ﬁrms are those that have a high fraction of workers in the top quartile of
the person-eﬀect distribution and a low fraction of workers in the lowest
quartile of the experience-eﬀect distribution. These ﬁndings strongly sug-
gest that the organization and mix of the workforce matter substantially.
5.6 Investigating the Relation between Market Value and Human Capital
While we have several alternative samples and levels of aggregation at
which to investigate the relation between productivity and human capital,
market value is measured only at the ﬁrm level and only for publicly traded
ﬁrms. Therefore, we are constrained to using the relatively small matched
Compustat sample (a detailed discussion of the matched Compustat
sample and variable deﬁnitions are in the appendix). We report the means
and standard deviations of this subset of observations for 1996–98 (table
180 John M. Abowd et al.5.8).13 Clearly these ﬁrms are more human capital intensive than the full
sample—the proportion of the workforce above the median economywide
threshold of skill (all measures) is greater, as is the proportion above the
75th percentile. The proportion below the 25th percentile, by contrast, is
smaller. However, all measures still exhibit substantial heterogeneity: al-
though the mean of each variable is diﬀerent in the two samples, the stan-
dard deviations are very similar.
Tables 5.9 and 5.10 present the results of estimating equation (3), the
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Log market value 4.844 2.008
Log capital 3.167 2.175
Log other assets 3.814 2.086
Multi-location indicator 0.780
Overall h    x 
Fraction of employment above 50th percentile 0.545 0.189
Fraction of employment above 75th percentile 0.291 0.163
Fraction of employment below 25th percentile 0.212 0.140
Interaction: fraction above 75th percentile with 
fraction below 25th percentile 0.045 0.210
Person eﬀect ( )
Fraction of employment above 50th percentile 0.560 0.179
Fraction of employment above 75th percentile 0.312 0.148
Fraction of employment below 25th percentile 0.207 0.138
Interaction: fraction above 75th percentile with 
fraction below 25th percentile 0.049 0.023
Experience component (x )
Fraction of employment above 50th percentile 0.460 0.147
Fraction of employment above 75th percentile 0.224 0.111
Fraction of employment below 25th percentile 0.264 0.126
Interaction: fraction above 75th percentile with 
fraction below 25th percentile 0.048 0.015
No. of observations 1,837
Note:Sample is pooled 1995–98 data for Business Register-based ﬁrms, deﬁned as those with
at least 50 percent of U.S. employment in the six analysis states matched to Economic Census
and Compustat data. SD   standard deviation.
13. Because we use a log speciﬁcation, we eliminate ﬁrms with missing or zero values. This
procedure creates an even smaller sample than the Compustat matched sample described in
the appendix. The excluded ﬁrms tend to have a greater fraction of skilled workers, with
greater representation in the upper tail of both the person eﬀect and experience components,
and on average, the level of tenure of the workers in the excluded ﬁrms is above average.(log) market value regressions, using our two sets of human capital mea-
sures.14 In all speciﬁcations, we ﬁnd a strong, positive relation between
(log) market value and physical and other assets that is consistent with the
theory and the empirical literature.15 The value added by our analysis is
that we can also measure human capital at the ﬁrm level. In our simplest
speciﬁcation (table 5.9, column [A]), a larger fraction of employees in the
upper half of the human capital distribution is associated with signiﬁcantly
greater market value. This result is of interest because, if the compensation
of highly skilled workers is proportionate to their skill, and no correlation
exists between unmeasured (tangible or intangible) assets and human cap-
ital, market value should be unaﬀected once these other variables have
been controlled. Yet the estimated eﬀect of human capital is quite large: an
increase of 1 standard deviation in the proportion of the workforce that is
above average is associated with a change of approximately 14 log points in
market value (set against a standard deviation of market value that is quite
large—200 log points).
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Table 5.9 The relation between market value and the complete human capital
measure (analysis level: ﬁrm; dependent variable: log labor productivity)
All sectors
Explanatory variable (A) (B) (C)
Fraction of workers above 50th percentile of human capital 0.732
(0.181)
Fraction of workers above 75th percentile of human capital 0.579 0.554
(0.269) (0.319)
Fraction of workers below 25th percentile of human capital –0.414 –0.451
(0.313) (0.385)
Interaction of above 75th and below 25th percentiles 0.343
(1.785)
Log capital 0.421 0.422 0.422
(0.026) (0.026) (0.026)
Log other assets 0.539 0.538 0.538
(0.026) (0.026) (0.026)
No. of observations 1,837 1,837 1,837
R2 0.851 0.851 0.851
Notes: The human capital measure is h    x . Data were pooled for the years 1995–1998.
The analysis sample is ﬁrms in six states (deﬁned as the ﬁrms with at least 50 percent of U.S.
employment in the analysis states) matched to Economic Census and Compustat data. All re-
gressions include year eﬀects, 2-digit SIC eﬀects for the ﬁrm’s primary industry, and indica-
tors for multi-location status and whether the ﬁrm had establishments in 1, 2, or 3  2-digit
SIC categories. Standard errors in parentheses.
14. The reported results are based upon pooled data for 1995–98.
15. For this log-linear speciﬁcation, the coeﬃcients on a particular asset (e.g., log of phys-
ical capital) should reﬂect the share of that asset in the total.When we estimate more-complex speciﬁcations, we ﬁnd that the eﬀects
of diﬀerent parts of the distribution of h on market value have some asym-
metries that follow patterns similar to those found for productivity. That is,
we ﬁnd that the upper tail of the distribution of h has a disproportionately
positive eﬀect on market value and that the interaction eﬀect of the lower
and upper tails is positive. The positive interaction eﬀect reinforces the
asymmetry.
The decomposition of these results into person and experience eﬀects is
even more striking, however. In particular, all of the positive eﬀect on mar-
ket value is due to workers who have higher   (person eﬀects; table 5.10,
column [A]). A striking result is that, although both high-  and highly ex-
perienced workers are more productive (table 5.5), only the person eﬀect is
positively related to market value.
When we examine the more detailed speciﬁcations using the upper and
lower tails of the distributions of human capital, the results again show that
high-person-eﬀect ﬁrms are higher-market-value ﬁrms; but, again, asym-
metries appear in the eﬀects of diﬀerent parts of the distribution. Column
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Table 5.10 The relation between market value and human capital, decomposed
(analysis level: ﬁrm; dependent variable: log labor productivity)
All sectors
Explanatory variable (A) (B) (C)
Fraction of workers above 50th percentile for   1.038
(0.242)
Fraction of workers above 75th percentile for   0.867 0.610
(0.370) (0.385)
Fraction of workers below 25th percentile for   –0.455 –1.249
(0.392) (0.543)
Interaction of above 75th and below 25th percentiles for   5.163
(2.061)
Fraction of workers above 50th percentile for x  0.001
(0.292)
Fraction of workers above 75th percentile for x  –0.964 –0.327
(0.467) (0.520)
Fraction of workers below 25th percentile for x  –0.682 –0.251
(0.422) (0.491)
Interaction of above 75th and below 25th percentiles for x  –4.776
(2.501)
Log capital 0.424 0.428 0.428
(0.026) (0.026) (0.026)
Log other assets 0.529 0.524 0.521
(0.026) (0.026) (0.026)
No. of observations 1,837 1,837 1,837
R2 0.854 0.855 0.857
Note: See table 5.9 notes.(B) of table 5.10 shows that the upper quartile of the person eﬀect has a dis-
proportionate impact on market value. Column (C) shows that the inter-
action eﬀect is positive. The disproportionate impact of the upper quartile
found in column (B) is also present in column (C), which can be seen by
combining the linear and interaction eﬀects (evaluated at means). An in-
crease in the upper quartile of the person eﬀect yields a combined eﬀect
(linear plus interaction) of 1.374, while an increase in the lower quartile of
the person eﬀect yields a combined eﬀect of –0.537.
We ﬁnd it striking that the person eﬀect is important in predicting mar-
ket value. Recall that the person eﬀect is the component that includes “un-
observable” components of skill. Thus, one interpretation of these results
is that value creation is highest for ﬁrms that do a better job of attracting
and retaining workers with dimensions of skill that are diﬃcult to observe.
We also ﬁnd it striking that the upper tail of the person eﬀect matters dis-
proportionately. Those ﬁrms that have the highest share of the “best and
the brightest” workers (as measured by workers in the top quartile of the
person eﬀect) are those with the highest market value. Again, more re-
search is necessary to determine whether these ﬁndings are due to the cor-
relations between high-skill workers and unmeasured assets (that is, omit-
ted variables).
5.7 Summary and Concluding Remarks
Finding and quantifying new measures of human capital that could be
introduced into a ﬁrm-level production function is an important challenge
for the federal statistical system, particularly given the advent of the new
economy. This paper uses universe micro-level data on both employers and
employees to create new measures that begin to address this challenge. Our
new measures are closely related to those that have been developed in the
existing literature, but the integration of the employer and employee data
permits a much richer measurement approach to human capital.
We document the substantial consistency between our new measures
and earlier measures pioneered by JGF (and subsequent closely related
work). But we also extend the previous work in a variety of ways. First, our
human capital measures encompass the traditional measures but also in-
clude eﬀects not captured in traditional measures. Second, our integrated
data permit these human capital measures to vary within and between
ﬁrms in the same way that other inputs and outcomes can vary. Third, we
examine diﬀerent aspects of human capital—pure skill, experience, and 
a summary measure—and ﬁnd marked diﬀerences in their distributions.
We also use the richness of the data, especially the ﬁrm-level distribution
of human capital, to capture relevant aspects of ﬁrm-level diﬀerences in
organizational capital and workplace practices.
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productivity, and market value. Not surprisingly, for measures of human
capital and productivity, we ﬁnd strong positive links in the microdata that
diﬀer according to the component of human capital used. The most-skilled
workers (in terms of the estimated person eﬀects) have a disproportionate
positive impact on productivity, and the least-skilled workers (in terms of
the estimated experience eﬀects) have a disproportionate negative impact
on productivity. We ﬁnd that human capital is also related to market value
even after controlling for total physical assets.
Interestingly, the component of skill with factors that are “unobserv-
able” (at least to the econometrician) is most closely related to market value.
At this stage of our analysis, we are unable to distinguish the observable
from the unobservable components of skill. Future work might fruitfully
explore this aspect of the analysis and results.
The new, micro-based measures of human capital incorporate unobserv-
able dimensions of each worker’s skill. Our use of these measures to exam-
ine their role in accounting for variation across ﬁrms is clearly exploratory.
The strong empirical relations that we have uncovered may reﬂect a variety
of direct and indirect eﬀects of human capital.
Appendix
This section describes the construction of the data and key variables used
for analysis. Many of the steps involved in the formation of the data are
part of the eﬀorts at the LEHD project and the Center for Economic Stud-
ies (CES) to develop data infrastructure; these organizations have detailed
the steps in a number of technical documents. We provide here an overview
of the data construction and refer to technical documents as needed.
The process of constructing the data can be broken into two large seg-
ments. The ﬁrst segment is the formation of an “establishment-level” ﬁle
used in the productivity analysis; the ﬁle contains human capital measures
constructed from the LEHD database and business traits from Economic
Census microdata. The second segment is the formation of a ﬁrm-level
data set that uses an aggregated version of the establishment ﬁle matched
to Compustat data for the years 1995–98.
Building the Establishment-Level File
The process of building our approximation of an establishment-level 
ﬁle can be summarized as follows: we use the LEHD database to estimate
human capital measures for each worker, and we use these measures 
along with a common economywide set of thresholds to generate variables
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Next, using data from the 1997 Economic Census microdata, we add in
measures of productivity for businesses in all sectors as well as capital in-
tensity data for manufacturing businesses.
The LEHD database links worker identiﬁers and demographic detail to
employer identiﬁer variables. The construction of the LEHD database is
described in detail in LEHD Program (2002). We begin by using the data-
base to compute human capital measures for each worker using methods
from AKM that are applied to the LEHD database in the manner de-
scribed in ALM. The time span of the data used to estimate the person
ﬁxed eﬀect varies across states; this paper uses human capital estimates
drawn from a seven-state sample and uses matches of these estimates to es-
tablishment-level and ﬁrm-level data for six states for the years 1995–98.
Using the worker-speciﬁc human capital measures from ALM, we cre-
ate variables summarizing the distribution of human capital at each busi-
ness unit. We deﬁne a business unit by Employer Identiﬁcation Number
(EIN), two-digit Standard Industrial Classiﬁcation (SIC) code, state, and
year. This level of aggregation was selected because it is the smallest that is
common to both the LEHD database and the Economic Census micro-
data. At this level of aggregation, most units are establishments, and thus
we refer to this as an “establishment” ﬁle even though a multi-unit ﬁrm
with multiple establishments in the same two-digit SIC state cell will have
data aggregated across those establishments.
Although the LEHD data contain identiﬁers for all individuals em-
ployed by each business during a given year, not all workers contribute to
our characterization of the human capital distribution at the establishment
in that year. Rather, we identify workers who are imputed to have worked
full time at any job during the year and include from that group only those
who were working at the ﬁrm at the end of the ﬁrst quarter of the year.16We
restrict the set of jobs to those held by workers imputed to have worked full
time because we do not observe information on hours worked, yet we wish
to separate human capital eﬀects from labor utilization eﬀects. The timing
restriction provides an approximation of employment at a point in time
and corresponds closely to point-in-time employment as measured in the
Economic Census, which collects employment for the pay period that in-
cludes March 12.
To  evaluate the consequences of the restrictions on employment, we
present summary statistics for alternative samples (table 5A.1). We further
show descriptive statistics for variables created from the establishment-
level data set that includes the full set of possible jobs—that is, all jobs held
by workers imputed to have worked full time at any job in that year (col-
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16. A worker employed at the end of the ﬁrst quarter is characterized as having worked for
that employer in both the ﬁrst and second quarters.umn [A]). We also report the same set of measures with the added point-
in-time restriction (column [B]). When the point-in-time restriction is im-
posed, the number of jobs falls nearly one-half (from almost 41 million
jobs to about 22 million jobs), but the number of establishments declined
at a far lower rate, from about 1.4 million to approximately 1.1 million. Es-
tablishments that are smaller and have higher worker turnover are at higher
risk of being eliminated by this restriction. A comparison of the numbers
across columns (A) and (B) suggests, however, that the two data sets vary
only slightly from each other in terms of industry composition. Speciﬁ-
cally, column (B) has a slightly higher share of manufacturing establish-
ments (13 percent in column [A]; 15 percent in column [B]), a slightly lower
share of retail (19 percent vs. 16 percent), and a slightly lower share of ser-
vices (38 percent vs. 36 percent). Businesses eliminated through the point-
in-time restriction appear to be less productive (lower sales per employee)
and, among manufacturers, less capital intensive, although these diﬀer-
ences are relatively small.
Many business units at this level of aggregation employ a small number
of workers. Our ability to characterize the distribution of human capital at
small businesses (here, those with fewer than ﬁve full-time employees) is
limited because one worker can make an enormous diﬀerence. Moreover,
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Table 5A.1 Summary statistics for alternative samples
All full-time jobs 
All full-time jobs  at end of ﬁrst quarter 
All full-time jobs at end of ﬁrst quarter with 5  workers
(A) (B) (C)
No. of establishments 1,391,839 1,078,877 429,529
No. of jobs 40,967,355 21,829,227 20,156,292
Fraction of ﬁrms in:
Agriculture 0.020 0.014 0.012
Mining 0.008 0.009 0.009
Construction 0.072 0.063 0.060
Manufacturing 0.125 0.154 0.162
Public administration 0.026 0.037 0.039
FIRE 0.057 0.063 0.062
Retail trade 0.191 0.162 0.161
Services 0.380 0.360 0.356
TCE 0.057 0.063 0.065
Wholesale trade 0.064 0.074 0.073
Mean sales per employee 4.506 4.709 4.731
Mean capital intensity 4.124 4.215 4.229
Notes: Statistics are employment weighted. Analysis samples are based on 1997 unemploy-
ment insurance (UI)-based establishments for six states (deﬁned as Employer Identiﬁcation
Number [EIN]/2-digit Standard Industrial Classiﬁcation [SIC] units).even for small to medium-sized businesses, the empirical distribution of
human capital at a ﬁrm is quite noisy and potentially misleading. For ex-
ample, the ﬁrm may have some positive probability of having workers in 
a particular percentile range but in fact have no workers in that range at a
point in time. For these practical as well as conceptual reasons, we gener-
ate measures of the within-ﬁrm distributions based upon the kernel-
density estimate (for h and for each of the components) for each ﬁrm (see
ALM for details).
The use of this method involves trade-oﬀs, however. The method allows
us to measure the human capital at businesses more accurately, but the data
requirements for the estimation procedure prevent us from using the small-
est of ﬁrms in our analysis. Speciﬁcally, we generate a kernel-density esti-
mate for each of the three human capital measures at each business that has
at least ﬁve full-time workers at the end of the ﬁrst quarter in a given year.
The size restriction eliminates less than 10 percent of jobs (about 1.6 mil-
lion out of about 22 million; table 5A.1, columns [B] and [C]).17 However,
this restriction causes the number of business units to decline more than 60
percent (from about 1.1 million to less than 430,000). Summary statistics
suggest, however, that although the ﬁrms lost through this restriction are
small, they are spread evenly throughout all sectors of the economy and do
not diﬀer substantially in mean level of productivity or capital intensity.
We use a common set of thresholds to construct the establishment-level
skill measures for the pooled distribution of all jobs held in all states cur-
rently in the LEHD database by workers imputed to have worked full time
at the end of the ﬁrst quarter of 1997. These thresholds are the median, the
75th percentile, and the 25th percentile value of each of the three human
capital measures. We then calculate the cumulative density at each busi-
ness between each of the thresholds to generate the proportions above the
economywide median and economywide 75th percentile of h and the pro-
portion below the economywide 25th percentile of h. We construct similar
measures for   and x .
The mean value of each human capital measure is sensitive to the set 
of sample restrictions imposed as well as to the method used to compute
business-level skill (table 5A.2). Columns (A) through (C) correspond to col-
umns (A) through (C) in table 5A.1 in terms of the restrictions imposed on
the data. To generate the mean human capital measures reported in each
of these three columns, we use the same set of thresholds described above
along with the empirical distribution at each business unit rather than the
smoothed estimate. Column (D) presents summary statistics derived from
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17. Additional restrictions are imposed on the range of h,  , and x values included in these
measures. If a worker has a value for h that is below 6 or above 14 or a value of   that is below
–2 or above 2, that worker is excluded from the computation of the kernel-density estimate at
the business. This restriction removes only the extreme outliers and results in a minor loss of




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































.the smoothed kernel-density estimate of the distribution at each business.
Thus, diﬀering methods are used on the same set of workers and ﬁrms to
generate the means in columns (C) and (D). In this way, we are able to iso-
late the eﬀect of each sample restriction as well as the eﬀect of using ker-
nel-density estimates of the distribution of human capital at each business.
A disproportionate number of those workers eliminated through the
point-in-time restriction are coming from the bottom quartile of the over-
all experience distribution, and businesses that are cut have a higher share
of these low-experience workers (table 5A.2, columns [A] and [B]). Recall-
ing that many of the eliminated establishments are retail or service-sector
businesses, this fall in the share of low-experience workers is consistent
with the change in industry composition. Both the full and restricted data
sets appear to have a similar mean share of low-  and high-  workers.
Thus, the eﬀect of the restriction appears to be primarily on the experience
component of human capital. In spite of the large number of establish-
ments eliminated through the employer-size restriction, the smaller estab-
lishments that are eliminated apparently do not employ workers of sys-
tematically diﬀerent skill levels (column [C]). Finally, columns (C) and (D)
show mean human capital measures estimated by the two diﬀerent meth-
ods using the same group of workers and ﬁrms. The similarities across col-
umns suggest that use of the “smoothed” kernel-density skill distribution
at each business does not notably change the average of the human capital
distributions across businesses.
Tables 5A.1 and 5A.2 show that the between-business distribution of
skill shares is only slightly sensitive to the point-in-time employment re-
striction; and it is not at all sensitive to the size restriction nor to the
method used to characterize the skill distribution at each business. Table
5A.3presents two sets of productivity regression results for EIN, two-digit
SIC, state units in all sectors in 1997. The results in the left panel, obtained
by using the human capital measures from table 5A.2, column (D) are
identical to the results in table 5.5, columns (A) through (C). The right
panel shows results obtained when we use the full data set of all jobs held
by workers employed full time at any business in 1997 (the group described
in column [A] in tables 5A.1 and 5A.2) and the empirical distribution of
human capital to compute fractions of workers at diﬀerent percentiles for
each ﬁrm.
Overall, the key productivity ﬁnding, that skill is positively related to
productivity, appears to hold up across restrictions imposed on the data as
well as the methods used to build the human capital measures, with one
exception. Relative to the full sample, the interaction of the highest and
lowest quartiles of either the   or x  distribution at a business has a much
stronger eﬀect on productivity in the restricted sample using the smoothed
distributions. This diﬀerence may arise in part because we have removed
many of the smaller ﬁrms that are more likely to suﬀer from measurement
190 John M. Abowd et al.error (particularly for the tails of the distribution) in their human capital
measures.
Two steps remain in the construction of the establishment-level ﬁles used
for analysis. In each of the four years, we match the human capital mea-
sures described above to the Business Register (formerly the SSEL) to ob-
tain information on business structure. This information is then used to
build the ﬁrm-level data used in the market value analysis. In general, we
ﬁnd approximately 99 percent of the EINs from the LEHD database in the
Business Register. The last step involved in building the establishment-level
ﬁle is to aggregate 1997 Economic Census data on labor productivity and
capital intensity to the EIN, two-digit SIC, state level and link these aggre-
gates to the human capital data for 1997.
Calculating Labor Productivity and Capital Intensity
We obtain establishment-level data from the 1997 Economic Census mi-
crodata. To form labor productivity for each EIN, two-digit SIC, state unit,
we ﬁrst sum employment on March 12 across all subunits with nonmiss-
ing sales revenue and positive employment. We then divide sales revenue 
at each subunit by this sum. Last, we calculate an employment-weighted
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Table 5A.3 Comparison of the full data set and the kernel density estimate (KDE) subset for the
relation between labor productivity and human capital, decomposed (analysis level:
establishments in all sectors; dependent variable: log labor productivity)
KDE data set Full data set
Explanatory variable (A) (B) (C) (D) (E) (F)
Fraction of workers above 50th  1.400 1.514
percentile for   (0.009) (0.005)
Fraction of workers above 75th  1.990 1.700 1.723 1.656
percentile for   (0.015) (0.017) (0.008) (0.009)
Fraction of workers below 25th  –0.450 –0.920 –0.805 –0.891
percentile for   (0.010) (0.017) (0.006) (0.008)
Interaction of above 75th and  2.830 0.602
below 25th percentiles for   (0.078) (0.037)
Fraction of workers above 50th  1.490 1.360
percentile for x  (0.120) (0.006)
Fraction of workers above 75th  0.200 0.760 0.388 0.488
percentile for x  (0.020) (0.022) (0.009) (0.010)
Fraction of workers below 25th  –1.900 –1.560 –1.484 –1.441
percentile for x  (0.017) (0.018) (0.007) (0.008)
Interaction of above 75th and  –4.800 –0.713
below 25th percentiles for x  (0.090) (0.039)
Notes:The human capital measure is h   x . The estimation sample is UI-based establishments (de-
ﬁned at the EIN/2-digit SIC level) for six states matched to the 1997 Economic Census and Annual Sur-
vey of Manufactures data. Standard errors in parentheses. Other controls include 2-digit industry
eﬀects. Results are based on employment-weighted regressions.average of the subunits to aggregate to the EIN, SIC2, state level. We use a
similar procedure for capital intensity.
Our objective is to maximize the number of observations in the human
capital ﬁle for which we are able to obtain, from business data, some mea-
sure of labor productivity and, for manufacturers, capital intensity. In the
majority of cases, we are able to link the two ﬁles by EIN, SIC2, and state.
We are also able to incorporate business information at this same level of
aggregation. However, some records in the human capital ﬁle and the busi-
ness data ﬁle match by EIN and state but do not match by both EIN and
SIC2. Rather than discarding these records, we instead apply EIN-level
statewide measures to each of the EIN, SIC2, state observations in our
matched ﬁle. We link to 354,549 units (274,043 EIN-SIC2-state matches
and 80,506 EIN-state matches). Of these matches, we are able to construct
a labor productivity measure for 337,495 units and a capital intensity mea-
sure for 33,926 manufacturers. The key variables constructed from the eco-
nomic censuses are deﬁned more formally below.
Log labor productivity:log of sales revenue per worker employed on March
12 at each EIN, two-digit SIC, state unit or each EIN state unit.
Log capital intensity: log of the capital stock per worker employed on
March 12. The capital stock is measured as the book value of capital in
the Census of Manufactures.
Two-digit SIC: modal two-digit SIC code of all reporting units under a
state EIN (employment-weighted).
For the ﬁrm-level productivity analysis, we aggregate all of the variables
(labor productivity, capital intensity, and the human capital variables) to
the ﬁrm (enterprise level) using employment weights. The Economic Cen-
sus ﬁles contain ﬁrm or enterprise identiﬁers that make this aggregation
relatively straightforward. As noted in the main text, we retain only those
ﬁrms who have 50 percent or more of their employment in the six states
that are used for this analysis. Also, as noted in tables 5.6 and 5.7, we in-
clude controls for multi-unit status and diversiﬁcation indicators to reveal
whether the ﬁrm operates in more than one industry.
Building the Compustat-Matched File
The Compustat database has two types of cases, those still being traded
at the time the data are released and those that are no longer traded but
were at some point since 1981. The Compustat documentation refers to
“Active” and “Research” cases, but we refer to them as active and inactive
cases here. Two types of matching procedures were used to identify links
between the Compustat data and the Census Bureau’s Business Register.
When possible, we used exact matching of EINs to identify the link. When
that approach did not succeed (often because no EIN was available from
192 John M. Abowd et al.Compustat), we used business names, addresses, and industry codes to do
probabilistic record linking.
Each establishment on the Business Register has an EIN associated with
its payroll tax ﬁlings, while most stock issues in the Compustat database
have an EIN from SEC ﬁlings. We carry out the EIN matching by ﬁrst ex-
tracting a list of each unique combination of EIN and ﬁrm identiﬁer from
the Business Register and then matching each such combination to the
unique EINs in the Compustat database. In some cases, a single EIN is as-
sociated with more than one Business Register ﬁrm or Compustat stock is-
sue. Also, in a few cases, more than one EIN from the Compustat database
is associated with the same ﬁrm on the Business Register. In some cases of
duplication, we had a clear reason to think that one link should be pre-
ferred, and we dropped the other links.18 Otherwise, we eliminated all the
records involved. If an inactive Compustat case linked to several Business
Register ﬁrm identiﬁers in several years, we used the Business Register iden-
tiﬁer in the year closest to that in which the case became inactive as the link.
If we did not ﬁnd an exact EIN match, we tried probabilistic record link-
age using information on name, address, industry (SIC code), and EIN
from the two databases. Stock issues from businesses that are based over-
seas account for a large portion of the cases for which we tried statistical
linkage because they often do not have an EIN in the Compustat data.
Overseas and inactive cases also generally do not have complete address in-
formation, so the statistical linkage is based on name, state, and industry
for a large fraction of these cases. In this paper, we use the statistical links
only for the active cases (plus EIN matches for both active and inactive
cases) because of concern about the quality of links for the inactive cases.19
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18. For example, some of the nonunique matches on the Business Register involve one busi-
ness that appears to be active and one that appears to be inactive. To match as many cases as
possible, we did not eliminate inactive establishments before matching but did so afterward if
the match was not unique. Some of the nonunique Compustat matches involve cases that have
a Compustat-assigned Committee on Uniform Security Identiﬁcation Procedure (CUSIP),
which often carries alternative versions of data for companies that also have a standard
CUSIP. For example, if an acquisition took place in 1999, the data we have might contain two
records for the acquiring company: one with a standard CUSIP that has data reﬂecting the
company’s holdings in each year, and another with a Compustat-assigned CUSIP that has
consolidated data for the two businesses for some years before the merger. In this case, we
would drop the record with the Compustat-assigned CUSIP (and consolidated data) and keep
the record with the standard CUSIP.
19. Identifying the appropriate link was more complicated for the inactive cases both be-
cause of a lack of detailed address information and because it was not clear at the outset which
years we should use for statistical linking. Because the statistical linking was quite time in-
tensive, we did not try to match all cases to all available years of the Business Register but
rather tried ﬁrst with earlier years and then worked forward if a match was not found. After
having identiﬁed links using that approach, we compared years in which the identiﬁed ﬁrm
was active on the Business Register to the years with nonmissing data from Compustat. In a
signiﬁcant fraction of cases, the years did not line up, and that problem was the main reason
we decided not to use the 346 statistically linked inactive cases.Of the 14,312 Compustat cases that were traded at some point after
1995, we found a unique link for 11,170 cases (table 5A.4). However, some
of these cases were linked to Business Register ﬁrms that were inactive in
the years of interest or were missing essential Compustat data. We restricted
the sample to cases that link to at least one establishment on the Business
Register between 1996 and 1998 (the years for which we have LEHD esti-
mates) and that have a price reported in Compustat in at least one year in
that range; the result was 9,917 cases.
The sample for use in conjunction with our human capital estimates is
limited to businesses that have some employment in the six states for which
we have LEHD estimates. We calculated sample sizes for this six-state sub-
sample as a function of the share of employment we require in those states
(table 5A.5).
Table 5A.6 gives evidence on how the linking process aﬀects the compo-
sition of the sample. The ﬁrst column gives means for the full Compustat
sample using pooled data from 1995–98 period for all Compustat cases
that have nonmissing data on sales and positive data on employment. The
second column takes the subset of those cases that were uniquely linked to
a Business Register ﬁrm, and the third column further restricts the sample
to those with at least 50 percent of Business Register employment in the six
LEHD states.20
All three of these samples consist of ﬁrms that are very large simply
because of the restriction to publicly traded ﬁrms in Compustat. The
matched samples have somewhat smaller ﬁrms on average than the full
Compustat sample. Very large, complex ﬁrms may be more likely to be
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Table 5A.4 Summary statistics on Compustat ﬁle for alternative samples
Name/
address/
SIC link Total 
(March 2001  Deleted from  Deleted  No  Exact 
Compustat Compustat  Compustat  due  to  SSEL EIN Had No 
status database) before 1996 duplication link link EIN EIN
Active 9,885 0 569 1,457 6,905 532 422
Inactive 11,151 6,722 300 818 3,311 0 0
Total 21,036 6,722 869 2,275 10,216 532 422
Note: SSEL   Census Business Register, previously known as the Standard Statistical Establishment
List.
20. The sample means in table 5.8 are based on a sample with nonmissing data for a larger
set of variables and an additional link to the LEHD data. The ﬁnal regression sample is
smaller than that in table 5A.3 and has slightly smaller Compustat employment on average
(table 5.8).dropped in linking the two databases because of problems with apparent
duplication or because multinationals may not have an EIN in the data-
base. Very large companies are also more likely to have employment spread
across many states. Thus, they are less likely to be included in the third col-
umn of table 5A.6.
Diﬀerences exist across the two data sources for employment, in part,
probably, because of the inclusion of overseas employees in the Compustat
ﬁgures (the Business Register data include only U.S. employees). However,
detailed examination of the microdata suggests that diﬀerences exist even
for ﬁrms that operate only in the United States, and the sources of those
discrepancies are not clear. Possible candidates include diﬀerences in the
deﬁnition of employee or diﬀerences in the dating of employment (the
Business Register data reﬂect employment as of the week containing
March 12, whereas the Compustat employment numbers do not refer to a
particular date).
For the Compustat variables, we follow the measurement methodology
in the literature (e.g., Hall 1990, 1998; and BHY). We use the following pri-
mary Compustat variables.
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Table 5A.5 Number of ﬁrms in Compustat/Standard Statistical Establishment List
database with employment in sample states
Required employment share in LEHD states
Year Any  50%  90% All
1995 3,529 1,254 828 725
1996 3,578 1,283 840 757
1997 3,851 1,397 902 800
1998 3,903 1,370 871 793
In at least 1 year 4,841 1,942 1,294 1,170
Note: LEHD   Longitudinal Employer-Household Dynamics Program.
Table 5A.6 Sample means for full and matched samples
Matched, with at 
Full  Matched  least 50% employment 
Compustat Compustat/SSEL in LEHD states
No. of ﬁrms 32,613 22,911 4,367
Market value $2,149 million $1,631 million $1,036
Compustat employment 6,281 5,068 2,925
SSEL employment 3,497 1,878
Sales, net $1,320 million $1,028 million $684 million
Compustat labor productivity 
(sales/employment) $363,000 $316,000 $358,000Market Value: value of common stock at the end of the ﬁscal year plus
preferred stock value plus total debt. In Compustat mnemonics, it is
MKVALF PSTK DT.21
Physical Capital: gross book value of capital stock is deﬂated by the gross
domestic product (GDP) implicit price deﬂator for ﬁxed investment.
The deﬂator is applied at the calculated average age of the capital stock
on the basis of the three-year average of the ratio of total accumulated
depreciation to current depreciation.
Other Assets: total assets minus the book value of physical capital. This
item includes receivables, inventories, cash, and other accounting assets
such as goodwill reported by companies.
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Comment Katharine G. Abraham
Understanding how human capital aﬀects output, productivity, and ﬁrm
performance is key to understanding today’s knowledge economy. Al-
though observable human capital measures such as years of education and
years of experience help to explain the systematic variation in earnings
across individuals, they also leave a great deal unexplained. Abowd and
coauthors use a rich longitudinal data set containing information on the
universe of workers and establishments in six states to identify persistent
diﬀerences in earnings across individuals that cannot be explained by ob-
servable characteristics or by ﬁxed employer eﬀects. Together with the es-
timated value of a worker’s labor market experience, the individual-speciﬁc
component of the earnings residual is treated as a measure of human
capital. Both components of human capital—along with measures of the
way that people with diﬀerent kinds and amounts of human capital are
grouped within establishments and ﬁrms—turn out to be related in inter-
esting ways both to productivity and to the market value of enterprises.
Abowd and coauthors take pains to describe their work as an ex-
ploratory analysis, and the approach they have taken certainly strikes me
as sensible. It nonetheless seems worthwhile to think a bit about the un-
derpinnings of the measurement strategy the authors have adopted. Start
with the wage equation that provides the coeﬃcient estimates used to con-
struct their human capital variables:
(1) wijt    i   xit    J(i,t)   εijt
In this equation, wijt is the log of quarterly earnings for person i employed
by ﬁrm j at time t,  i is a ﬁxed person eﬀect, xit is a vector of time-varying
individual variables that capture labor market experience, and  J(i,t) is the
ﬁxed ﬁrm eﬀect for whatever ﬁrm j employs person i at time t. Diﬀerences
in wage rates across individuals captured by  i are assumed to reﬂect cor-
responding diﬀerences in productivity. Compared to the variables included
in the typical human capital wage equation, the  is have the potential to
capture far more of the individual variation in human capital, though with-
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a research associate of the National Bureau of Economic Research.out providing much insight into the speciﬁc attributes responsible for this
variation.
One concern with the empirical implementation of equation (1) lies with
the use of quarterly earnings information as a basis for drawing conclu-
sions about the distribution of human capital. Available evidence suggests
that those with higher earnings capacities tend to work longer hours (see,
for example, Rones, Ilg, and Gardner 1997). If quarterly earnings are
higher for more productive workers not only because their hourly wages
are higher but also because they work more hours, the estimated  i will re-
ﬂect both the higher quality and the greater quantity of these workers’ la-
bor services.
Given the “black box” nature of the estimated  i, one might also wonder
whether factors other than diﬀerences in individuals’ human capital that
could aﬀect wages have been controlled for properly. A strength of equa-
tion (1) is the inclusion of establishment eﬀects as a determinant of ob-
served wage rates. The existence of employer eﬀects on wages has been well
documented (see, for example, the seminal work by Blau 1977 and Groshen
1991), and standard human capital equations that relate wages to individ-
ual characteristics but ignore employer eﬀects likely produce biased coeﬃ-
cient estimates. But high-wage employers may not oﬀer equally large wage
premiums to all groups of workers, and this complicates the interpretation
of the wage equation coeﬃcients the authors have estimated.
To  illustrate, consider a simple hypothetical economy consisting of
equal numbers of type 1 and type 2 ﬁrms, each of which employs equal
numbers of low-skilled and high-skilled workers. Type 1 ﬁrms pay no wage
premiums; type 2 ﬁrms pay no wage premiums to low-skilled workers, but
wage premiums of 10 percent to high-skilled workers. Workers move back
and forth between the two types of ﬁrms, spending half their careers with
each. If data for these ﬁrms and workers were used to estimate a wage equa-
tion like equation (1), the estimated coeﬃcients would imply ﬁrm eﬀects
for type 2 ﬁrms of 5 percent rather than the zero percent that would be es-
timated using data for low-skilled workers or the 10 percent that would be
estimated using data for high-skilled workers. And the estimated  is would
imply person eﬀects on wages for high-skilled workers that were 5 percent-
age points larger than would be estimated in a model that allowed for ﬁrm
eﬀects that varied by worker skill level.
There is a limited body of empirical work that has explored employers’
internal wage structures—and speciﬁcally the question of whether em-
ployer wage premiums diﬀer across groups of workers—using data sets
that contain establishment-level observations on pay by occupation. Data
of this sort can be used to estimate models that allow for occupation, es-
tablishment, and the interaction between the two to aﬀect wages:
(2) wjk    kOk    jEj    jkOkEj.
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pation k at establishment j, Ok is a vector of occupational dummies, and 
Ej is a vector of establishment dummies. If establishment wage premiums
were completely uniform across occupations, all of the  jks would be equal
to zero; if they sometimes vary by occupation, some of the  jks will be non-
zero and the job cell (occupation by establishment) eﬀects on wages will
explain some portion of wage variation over and above the portion ex-
plained by the occupation and establishment dummies.
Lane, Salmon, and Spletzer (2001) use data from the Bureau of Labor
Statistics Occupational Employment Survey to ﬁt a model of this general
sort. As noted by Abowd and coauthors, the Lane, Salmon, and Spletzer
ﬁndings document a propensity for establishments that pay high wages to
their accountants, for example, to pay high wages to their janitors too. But
the ﬁndings also show variation in ln(wages) associated with diﬀerences in
the size of establishment wage eﬀects by occupation that are roughly two-
thirds as large as the variation in ln(wages) attributable to the establish-
ment main eﬀects.1 Using National Compensation Survey data on average
earnings by detailed occupation within establishments, Kaplan and Pierce
(2000) ﬁnd a correlation of just 0.33 between ln(average wages) for pairs of
detailed occupations within the same establishment. Groshen (1991) ana-
lyzes Industry Wage Survey data and ﬁnds that, in her sample of six man-
ufacturing industries, occupation-establishment interactions explain an
average of only about 10 percent of the variation in observed individual
wages, as contrasted with an average of about 30 percent for the establish-
ment main eﬀect. But Groshen and Levine (1998), using data from an em-
ployer wage survey conducted by the Federal Reserve Bank of Cleveland
that covers establishments in a broader array of industries but may be less
representative in other ways, ﬁnd that in recent years the standard devia-
tion of the ln(wage) component associated with occupation-establishment
interactions is roughly equal in magnitude to that associated with the es-
tablishment main eﬀects.
The evidence just discussed does not necessarily imply that diﬀerences
in internal wage structures across establishments are a source of bias in 
the estimated  is. Indeed, the occupation-establishment interaction eﬀects
documented in the research I have described may reﬂect the characteristics
of the individuals who hold jobs in particular occupations within particu-
lar establishments rather than true internal wage structure eﬀects, and the
available empirical evidence does not speak to the question of whether cer-
tain groups are systematically more likely to receive wage premiums than
others. But there is also reason to think that employers may pursue wage
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that already contains occupation dummies.policies that are more complex than simply paying uniformly high or uni-
formly low wages to all of their employees. Additional empirical research
on ﬁrms’ pay-setting policies and practices could help to resolve the proper
interpretation of human capital estimates derived from models like equa-
tion (1).
Using their human capital measures, Abowd and coauthors estimate
equations with measures of productivity and market value on the left-hand
side and the human capital variables on the right-hand side. The assump-
tion in these models is that ﬁrms choose the mix of human capital they will
employ, which in turn aﬀects their output and proﬁtability. It seems likely,
however, that the mix of human capital a ﬁrm employs is at least somewhat
constrained by its history and the history of the industry to which it be-
longs. One clear illustration of this appears in the paper, which draws a
contrast between the higher years of worker experience in the manufactur-
ing sector as compared to the ﬁnance, insurance, and real estate sector.
Given the very diﬀerent histories of these two industries, I am skeptical
that these diﬀerences represent a true long-run equilibrium. Manufactur-
ing employment has been stagnant or shrinking for many years, whereas
employment in the ﬁnance, insurance, and real estate sector generally has
trended upward. These diﬀerent employment trajectories seem very likely
to have aﬀected the age and experience distribution of the two industries’
workforces. It would not be surprising if, thirty years from now, the distri-
bution of age and experience within a more mature ﬁnance, insurance, and
real estate sector looked quite diﬀerent from the distribution within the in-
dustry today.
There is also a question, of course, about the direction of causality that
underlies the observed relationship between the human capital a ﬁrm em-
ploys, on the one hand, and its output and proﬁtability, on the other. The
authors are interested in how human capital aﬀects output and proﬁtabil-
ity, but there may be causality running in the opposite direction, with man-
agers at highly productive or highly proﬁtable ﬁrms being freer to pay the
high wages that make it easier to attract higher-caliber workers. Most man-
agers would prefer to hire more capable employees; put simply, having
more capable employees makes life easier for those in charge! Managers
who work for some ﬁrms may be better able than those who work for oth-
ers to indulge their preferences in this regard. I am not certain how one
would sort this out, but it seems worth thinking about.
One notable pattern in the empirical ﬁndings is the very strong associa-
tion that employing more high- i workers has with both productivity and
market valuation. In table 5.5, for example, the column (B) coeﬃcients im-
ply that increases in the fraction of the workforce with  is above the 75th
percentile are associated with increases in labor productivity four times as
large as those associated with decreases in the fraction of workers with  is
below the 25th percentile. And in table 5.10, the column (B) coeﬃcients
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percentile are associated with increases in a ﬁrm’s market valuation that
are nearly twice as large as those associated with declines in the fraction of
the workforce with  is below the 25th percentile. Because quarterly earn-
ings data were used to estimate the  i, the large implied eﬀect of changing
the concentration of high- iworkers may reﬂect, at least in part, diﬀerences
in the quantity of the labor services provided by high- as compared to low-
productivity workers. But to the extent that the observed association is ro-
bust to taking diﬀerences in work hours into account, it certainly merits
further exploration.
One of the more innovative features of the authors’ analysis is the use of
variables designed to capture not just the average level but also the mix of
diﬀerent kinds of human capital to explain cross-establishment diﬀerences
in productivity and cross-ﬁrm diﬀerences in market valuation. The pattern
of the coeﬃcients in column (C) of table 5.5, for example, implies that es-
tablishments with a larger fraction of workers with  is above the 75th per-
centile have higher labor productivity, while those with a higher fraction of
workers with  is below the 25th percentile have lower labor productivity.
But the positive coeﬃcient on the interaction between these two variables
suggests that a worker’s contribution to establishment productivity may
not be independent of who his or her coworkers are. Future research may
be able to help with making the lessons to be learned about how and why
the mix of human capital matters more concrete. It might be possible, for
example, to identify establishments within selected industries whose em-
ployment is highly skewed toward high- i workers, establishments whose
employment is skewed toward low- i workers, and establishments that em-
ploy a mix. One then could look for diﬀerences in the way these establish-
ments operate that could shed light on the sources of the diﬀerences in their
productivity.
This paper clearly is not the end of this line of research. It is to be hoped
that future work, both by these authors and by others, will further explore
the validity of the assumptions on which the analysis is based, the robust-
ness of the ﬁndings, and the real-world underpinnings of the patterns ob-
served.
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