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Abstract. The highly influential framework of conceptual spaces pro-
vides a geometric way of representing knowledge. Instances are repre-
sented by points in a high-dimensional space and concepts are repre-
sented by regions in this space. Our recent mathematical formalization
of this framework is capable of representing correlations between different
domains in a geometric way. In this paper, we extend our formalization
by providing quantitative mathematical definitions for the notions of
concept size, subsethood, implication, similarity, and betweenness. This
considerably increases the representational power of our formalization by
introducing measurable ways of describing relations between concepts.
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1 Introduction
One common criticism of symbolic AI approaches is that the symbols they op-
erate on do not contain any meaning: For the system, they are just arbitrary
tokens that can be manipulated in some way. This lack of inherent meaning in
abstract symbols is called the symbol grounding problem [18]. One approach
towards solving this problem is to devise a grounding mechanism that connects
abstract symbols to the real world, i.e., to perception and action.
The framework of conceptual spaces [16,17] attempts to bridge this gap
between symbolic and subsymbolic AI by proposing an intermediate concep-
tual layer based on geometric representations. A conceptual space is a high-
dimensional space spanned by a number of quality dimensions that are based on
perception and/or subsymbolic processing. Regions in this space correspond to
concepts and can be referred to as abstract symbols.
The framework of conceptual spaces has been highly influential in the last
15 years within cognitive science and cognitive linguistics [14,15,28]. It has also
sparked considerable research in various subfields of artificial intelligence, rang-
ing from robotics and computer vision [11,12] over the semantic web [2] to plau-
sible reasoning [13,25].
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One important aspect of conceptual representations is however often ignored
by these research efforts: Typically, the different features of a concept are cor-
related with each other. For instance, there is an obvious correlation between
the color and the taste of an apple: Red apples tend to be sweet and green
apples tend to be sour. Recently, we have proposed a formalization of the con-
ceptual spaces framework that is capable of representing such correlations in a
geometric way [6]. Our formalization not only contains a parametric definition
of concepts, but also different operations to create new concepts from old ones
(namely: intersection, union, and projection).
In this paper, we provide mathematical definitions for the notions of con-
cept size, subsethood, implication, similarity, and betweenness. This consider-
ably increases the representational power of our formalization by introducing
measurable ways of describing relations between concepts.
The remainder of this paper is structured as follows: Section 2 introduces the
general framework of conceptual spaces along with our recent formalization. In
Section 3, we extend this formalization with additional operations and in Section
4 we provide an illustrative example. Section 5 contains a summary of related
work and Section 6 concludes the paper.
2 Conceptual Spaces
This section presents the cognitive framework of conceptual spaces as described
in [16] and as formalized in [6].
2.1 Dimensions, Domains, and Distance
A conceptual space is a high-dimensional space spanned by a set D of so-called
“quality dimensions”. Each of these dimensions d ∈ D represents a way in which
two stimuli can be judged to be similar or different. Examples for quality dimen-
sions include temperature, weight, time, pitch, and hue. The distance between
two points x and y with respect to a dimension d is denoted as |xd − yd|.
A domain δ ⊆ D is a set of dimensions that inherently belong together.
Different perceptual modalities (like color, shape, or taste) are represented by
different domains. The color domain for instance consists of the three dimensions
hue, saturation, and brightness. Distance within a domain δ is measured by the
weighted Euclidean metric dE .
The overall conceptual space CS is defined as the product space of all dimen-
sions. Distance within the overall conceptual space is measured by the weighted
Manhattan metric dM of the intra-domain distances. This is supported by both
psychological evidence [5,19,26] and mathematical considerations [3]. Let ∆ be
the set of all domains in CS. The combined distance d∆C within CS is defined as
follows:
d∆C (x, y,W ) =
∑
δ∈∆
wδ ·
√∑
d∈δ
wd · |xd − yd|2
The parameter W = 〈W∆, {Wδ}δ∈∆〉 contains two parts: W∆ is the set of pos-
itive domain weights wδ with
∑
δ∈∆ wδ = |∆|. Moreover, W contains for each
domain δ ∈ ∆ a set Wδ of dimension weights wd with
∑
d∈δ wd = 1.
The similarity of two points in a conceptual space is inversely related to their
distance. This can be written as follows :
Sim(x, y) = e−c·d(x,y) with a constant c > 0 and a given metric d
Betweenness is a logical predicate B(x, y, z) that is true if and only if y is
considered to be between x and z. It can be defined based on a given metric d:
Bd(x, y, z) :⇐⇒ d(x, y) + d(y, z) = d(x, z)
The betweenness relation based on dE results in the line segment connecting
the points x and z, whereas the betweenness relation based on dM results in an
axis-parallel cuboid between the points x and z. One can define convexity and
star-shapedness based on the notion of betweenness:
Definition 1. (Convexity)
A set C ⊆ CS is convex under a metric d :⇐⇒
∀x ∈ C, z ∈ C, y ∈ CS : (Bd(x, y, z)→ y ∈ C)
Definition 2. (Star-shapedness)
A set S ⊆ CS is star-shaped under a metric d with respect to a set P ⊆ S :⇐⇒
∀p ∈ P, z ∈ S, y ∈ CS : (Bd(p, y, z)→ y ∈ S)
2.2 Properties and Concepts
Ga¨rdenfors [16] distinguishes properties like “red”, “round”, and “sweet” from
full-fleshed concepts like “apple” or “dog” by observing that properties can be
defined on individual domains (e.g., color, shape, taste), whereas full-fleshed
concepts involve multiple domains. Each domain involved in representing a con-
cept has a certain importance, which is reflected by so-called “salience weights”.
Another important aspect of concepts are the correlations between the different
domains, which are important for both learning [8] and reasoning [23, Ch 8].
Based on the principle of cognitive economy, Ga¨rdenfors argues that both
properties and concepts should be represented as convex sets. However, as we
demonstrated in [6], one cannot geometrically encode correlations between do-
mains when using convex sets: The left part of Figure 1 shows two domains,
age and height, and the concepts of child and adult. The solid ellipses illustrate
the intuitive way of defining these concepts. As domains are combined with
the Manhattan metric, a convex set corresponds in this case to an axis-parallel
cuboid. One can easily see that this convex representation (dashed rectangles) is
not satisfactory, because the correlation of the two domains is not encoded. We
therefore proposed in [6] to relax the convexity criterion and to use star-shaped
sets, which is illustrated in the right part of Figure 1. This enables a geometric
Fig. 1: Left: Intuitive way to define regions for the concepts of “adult” and “child”
(solid) as well as representation by using convex sets (dashed). Right: Representation
by using star-shaped sets with central points marked by crosses.
representation of correlations while still being only a minimal departure from
the original framework.
We have based our formalization on axis-parallel cuboids that can be de-
scribed by a triple 〈∆C , p−, p+〉 consisting of a set of domains ∆C on which this
cuboid C is defined and two points p− and p+, such that
x ∈ C ⇐⇒ ∀δ ∈ ∆C : ∀d ∈ δ : p−d ≤ xd ≤ p+d
These cuboids are convex under d∆C . It is also easy to see that any union of
convex sets that have a non-empty intersection is star-shaped [27]. We define
the core of a concept as follows:
Definition 3. (Simple star-shaped set)
A simple star-shaped set S is described as a tuple 〈∆S , {C1, . . . , Cm}〉. ∆S ⊆ ∆
is a set of domains on which the cuboids {C1, . . . , Cm} (and thus also S) are
defined. Moreover, it is required that the central region P :=
⋂m
i=1 Ci 6= ∅. Then
the simple star-shaped set S is defined as
S :=
m⋃
i=1
Ci
In order to represent imprecise concept boundaries, we use fuzzy sets [7,30,31].
A fuzzy set is characterized by its membership function µ : CS → [0, 1] that as-
signs a degree of membership to each point in the conceptual space. The mem-
bership of a point to a fuzzy concept is based on its maximal similarity to any
of the points in the concept’s core:
Definition 4. (Fuzzy simple star-shaped set)
A fuzzy simple star-shaped set S˜ is described by a quadruple 〈S, µ0, c,W 〉 where
S = 〈∆S , {C1, . . . , Cm}〉 is a non-empty simple star-shaped set. The parameter
µ0 ∈ (0, 1] controls the highest possible membership to S˜ and is usually set to 1.
The sensitivity parameter c > 0 controls the rate of the exponential decay in the
similarity function. Finally, W = 〈W∆S , {Wδ}δ∈∆S 〉 contains positive weights
Fig. 2: Left: Three cuboids C1, C2, C3 with nonempty intersection. Middle: Resulting
simple star-shaped set S based on these cuboids. Right: Fuzzy simple star-shaped set
S˜ based on S with three α-cuts for α ∈ {1.0, 0.5, 0.25}.
for all domains in ∆S and all dimensions within these domains, reflecting their
respective importance. We require that
∑
δ∈∆S wδ = |∆S | and that ∀δ ∈ ∆S :∑
d∈δ wd = 1. The membership function of S˜ is then defined as follows:
µS˜(x) = µ0 ·maxy∈S (e
−c·d∆C (x,y,W ))
The sensitivity parameter c controls the overall degree of fuzziness of S˜ by
determining how fast the membership drops to zero. The weights W represent
not only the relative importance of the respective domain or dimension for the
represented concept, but they also influence the relative fuzziness with respect
to this domain or dimension. Note that if |∆S | = 1, then S˜ represents a property,
and if |∆S | > 1, then S˜ represents a concept. Figure 2 illustrates this definition
(the x and y axes are assumed to belong to different domains and are combined
with dM using equal weights).
In our previous work [6], we have also provided a number of operations,
which can be used to create new concepts from old ones: The intersection of two
concepts can be interpreted as the logical “and” – e.g., intersecting the property
“green” with the concept “banana” results in the set of all objects that are both
green and bananas. The union of two concepts can be used to construct more
abstract categories (e.g., defining “fruit” as the union of “apple”, “banana”,
“coconut”, etc.). Projecting a concept onto a subspace corresponds to focusing
on certain domains while completely ignoring others.
3 Defining Additional Operations
3.1 Concept Size
The size of a concept gives an intuition about its specificity: Large concepts are
more general and small concepts are more specific. This is one obvious aspect in
which one can compare two concepts to each other.
One can use a measure M to describe the size of a fuzzy set. It can be defined
in our context as follows (cf. [10]):
Definition 5. A measure M on a conceptual space CS is a function M :
F(CS) → R+0 with M(∅) = 0 and A˜ ⊆ B˜ ⇒ M(A˜) ≤ M(B˜), where F(CS)
is the fuzzy power set of CS and where A˜ ⊆ B˜ :⇐⇒ ∀x ∈ CS : µA˜(x) ≤ µB˜(x).
A common measure for fuzzy sets is the integral over the set’s membership
function, which is equivalent to the Lebesgue integral over the fuzzy set’s α-cuts1:
M(A˜) :=
∫
CS
µA˜(x) dx =
∫ 1
0
V (A˜α) dα (1)
We use V (A˜α) to denote the volume of a fuzzy set’s α-cut. Let us define for each
cuboid Ci ∈ S its fuzzified version C˜i as follows (cf. Definition 4):
µC˜i(x) = µ0 ·maxy∈Ci(e
−c·d∆C (x,y,W ))
It is obvious that µS˜(x) = maxCi∈S µC˜i(x). It is also clear that the intersection
of two fuzzified cuboids is again a fuzzified cuboid. Finally, one can easily see
that we can use the inclusion-exclustion formula (cf. e.g., [9]) to compute the
overall measure of S˜ based on the measure of its fuzzified cuboids:
M(S˜) =
m∑
l=1
(−1)l+1 · ∑
{i1,...,il}
⊆{1,...,m}
M
 ⋂
i∈{i1,...,il}
C˜i

 (2)
The outer sum iterates over the number of cuboids under consideration (with
m being the total number of cuboids in S) and the inner sum iterates over all
sets of exactly l cuboids. The overall formula generalizes the observation that
|C˜1 ∪ C˜2| = |C˜1|+ |C˜2| − |C˜1 ∩ C˜2| from two to m sets.
In order to derive M(C˜), we first describe how to compute V (C˜α), i.e., the
size of a fuzzified cuboid’s α-cut. Using Equation 1, we can then derive M(C˜),
which we can in turn insert into Equation 2 to compute the overall size of S˜.
Figure 3 illustrates the α-cut of a fuzzified two-dimensional cuboid both under
dE (left) and under dM (right). Because the membership function is defined based
on an exponential decay, one can interpret each α-cut as an -neighborhood of
the original cuboid C, where  depends on α:
x ∈ C˜α ⇐⇒ µ0 ·max
y∈C
(e−c·d
∆
C (x,y,W )) ≥ α ⇐⇒ min
y∈C
d∆C (x, y,W ) ≤ −
1
c
· ln( α
µ0
)
V (C˜α) can be described as a sum of different components. Let us use the
shorthand notation bd := p
+
d − p−d . Looking at Figure 3, one can see that all
1 The α-cut of a fuzzy set A˜ is defined as A˜α = {x ∈ CS | µA˜(x) ≥ α}.
Fig. 3: α-cut of a fuzzified cuboid under dE (left) and dM (right), respectively.
components of V (C˜α) can be described by ellipses2: Component I is a zero-
dimensional ellipse (i.e., a point) that was extruded in two dimensions with
extrusion lengths of b1 and b2, respectively. Component II consists of two one-
dimensional ellipses (i.e., line segments) that were extruded in one dimension,
and component III is a two-dimensional ellipse.
Let us denote by ∆{d1,...,di} the domain structure obtained by eliminating
from ∆ all dimensions d ∈ D \ {d1, . . . , di}. Moreover, let V (r,∆,W ) be the hy-
pervolume of a hyperball under d∆C (·, ·,W ) with radius r. In this case, a hyperball
is the set of all points with a distance of at most r (measured by d∆C (·, ·,W )) to
a central point. Note that the weights W will cause this ball to have the form
of an ellipse. For instance, in Figure 3, we assume that wd1 < wd2 which means
that we allow larger differences with respect to d1 than with respect to d2. This
causes the hyperballs to be streched in the d1 dimension, thus obtaining the
shape of an ellipse. We can in general describe V (C˜α) as follows:
V (C˜α) =
n∑
i=0
 ∑
{d1,...,di}
⊆D
 ∏
d∈
D\{d1,...,di}
bd
 · V (−1c · ln
(
α
µ0
)
, ∆{d1,...,di},W
)
The first sum of this formula runs over the number of dimensions with respect to
which a given point x ∈ C˜α lies outside of C. We then sum over all combinations
{d1, . . . , di} of dimensions for which this could be the case, compute the volume
of the i-dimensional hyperball under these dimensions (V (·, ·, ·)) and extrude
this intermediate result in all remaining dimensions (
∏
d∈D\{d1,...,di} bd).
Let us illustrate this formula for the α-cuts shown in Figure 3: For i = 0, we
can only select the empty set for the inner sum, so we end up with b1 · b2, which
is the size of the original cuboid (i.e., component I). For i = 1, we can either
pick {d1} or {d2} in the inner sum. For {d1}, we compute the size of the left and
right part of component II by multiplying V
(
− 1c · ln
(
α
µ0
)
, ∆{d1},W
)
(i.e., their
combined width) with b2 (i.e., their height). For {d2}, we analogously compute
the size of the upper and the lower part of component II. Finally, for i = 2, we
can only pick {d1, d2} in the inner sum, leaving us with V
(
− 1c · ln
(
α
µ0
)
, ∆,W
)
,
2 Note that ellipses under dM have the form of streched diamonds.
which is the size of component III. One can easily see that the formula for V (C˜α)
also generalizes to higher dimensions.
Proposition 1. V (r,∆,W ) = 1∏
δ∈∆ wδ·
∏
d∈δ
√
wd
· rnn! ·
∏
δ∈∆
(
|δ|! · pi
|δ|
2
Γ (
|δ|
2 +1)
)
Proof. See appendix (http://lucas-bechberger.de/appendix-sgai-2017/).
Defining δ(d) as the unique δ ∈ ∆ with d ∈ δ, and ad := wδ(d) · √wd · bd · c, we
can use Proposition 1 to rewrite V (C˜α):
V (C˜α) =
1
cn
∏
d∈D wδ(d)
√
wd
n∑
i=0
(
(−1)i · ln
(
α
µ0
)i
i!
·
∑
{d1,...,di}
⊆D
 ∏
d∈
D\{d1,...,di}
ad
 ·
∏
δ∈
∆{d1,...,di}
(
|δ|! · pi
|δ|
2
Γ ( |δ|2 + 1)
))
We can solve Equation 1 to compute M(C˜) by using the following lemma:
Lemma 1. ∀n ∈ N : ∫ 1
0
ln(x)ndx = (−1)n · n!
Proof. Substitute x = et and s = −t, then apply the definition of the Γ function.
Proposition 2. The measure of a fuzzified cuboid C˜ can be computed as follows:
M(C˜) =
µ0
cn
∏
d∈D wδ(d)
√
wd
n∑
i=0
( ∑
{d1,...,di}
⊆D
 ∏
d∈
D\{d1,...,di}
ad
 ·
∏
δ∈
∆{d1,...,di}
(
|δ|! · pi
|δ|
2
Γ ( |δ|2 + 1)
))
Proof. Substitute x = αµ0 in Equation 1 and apply Lemma 1.
Note that although the formula for M(C˜) is quite complex, it can be easily
implemented via a set of nested loops. As mentioned earlier, we can use the
result from Proposition 2 in combination with the inclusion-exclusion formula
(Equation 2) to compute M(S˜) for any concept S˜. Also Equation 2 can be easily
implemented via a set of nested loops. Note that M(S˜) is always computed only
on ∆S , i.e., the set of domains on which S˜ is defined.
3.2 Subsethood
In order to represent knowledge about a hierarchy of concepts, one needs to be
able to determine whether one concept is a subset of another concept. The classic
definition of subsethood for fuzzy sets reads as follows:
S˜1 ⊆ S˜2 :⇐⇒ ∀x ∈ CS : µS˜1(x) ≤ µS˜2(x)
This definition has the weakness of only providing a binary/crisp notion of sub-
sethood. It is desirable to define a degree of subsethood in order to make more
fine-grained distinctions. Many of the definitions for degrees of subsethood pro-
posed in the fuzzy set literature [10,29] require that the underlying universe is
discrete. The following definition [20] works also in a continuous space and is
conceptually quite straightforward:
Sub(S˜1, S˜2) =
M(S˜1 ∩ S˜2)
M(S˜1)
with a measure M
One can interpret this definition intuitively as the “percentage of S˜1 that is also
in S˜2”. It can be easily implemented based on the measure defined in Section
3.1 and the intersection defined in [6]. If S˜1 and S˜2 are not defined on the same
domains, then we first project them onto their shared subset of domains before
computing their degree of subsethood.
When computing the intersection of two concepts with different sensitivity
parameters c(1), c(2) and different weights W (1),W (2), one needs to define new
parameters c′ and W ′ for the resulting concept. In our earlier work [6], we have
argued that the sensitivity parameter c′ should be set to the minimum of c(1)
and c(2). As a larger value for c causes the membership function to drop faster,
this means that the concept resulting from intersecting two imprecise concepts
is at least as imprecise as the original concepts. Moreover, we defined W ′ as a
linear interpolation between W (1) and W (2). The importance of each dimension
and domain to the new concept will thus lie somewhere between its importance
with respect to the two original concepts.
Now if c(1) > c(2), then c′ = min(c(1), c(2)) = c(2) < c(1). It might thus
happen that M(S˜1 ∩ S˜2) > M(S˜1), and that therefore Sub(S˜1, S˜2) > 1. As we
would like to confine Sub(S˜1, S˜2) to the interval [0, 1], we should use the same c
and W for computing both M(S˜1 ∩ S˜2) and M(S˜1).
When judging whether S˜1 is a subset of S˜2, we can think of S˜2 as setting
the context by determining the relative importance of the different domains and
dimensions as well as the degree of fuzziness. For instance, when judging whether
tomatoes are vegetables, we focus our attention on the features that are crucial
to the definition of the “vegetable” concept. We thus propose to use c(2) and
W (2) when computing M(S˜1 ∩ S˜2) and M(S˜1).
3.3 Implication
Implications play a fundamental role in rule-based systems and all approaches
that use formal logics for knowledge representation. It is therefore desirable to
define an implication function on concepts, such that one is able to express facts
like apple⇒ red within our formalization.
In the fuzzy set literature [22], a fuzzy implication is defined as a generaliza-
tion of the classical crisp implication. Computing the implication of two fuzzy
sets typically results in a new fuzzy set which describes for each point in the
space the validity of the implication. In our setting, we are however more in-
terested in a single number that indicates the overall validity of the implication
apple⇒ red. We propose to reuse the definition of subsethood from Section 3.2:
It makes intuitive sense in our geometric setting to say that apple⇒ red is true
to the degree to which apple is a subset of red. We therefore define:
Impl(S˜1, S˜2) := Sub(S˜1, S˜2)
3.4 Similarity and Betweenness
In our prior work [6] (cf. Section 2.1), we have already provided definitions
for similarity and betweenness of points. We can naively define similarity and
betweenness for concepts by applying the definitions from Section 2.1 to the
midpoints of the concepts’ central regions P (cf. Definition 3). Betweenness is a
binary relation and independent of dimension weights and sensitivity parameters.
For computing the similarity, we propose to use both the dimension weights
and the sensitivity parameter of the second concept, which again in a sense
provides the context for the similarity judgement. If the two concepts are defined
on different sets of domains, we use only their common subset of domains for
computing the distance of their midpoints and thus their similarity.
4 Illustrative Example
4.1 A Conceptual Space and its Concepts
We consider a very simplified conceptual space for fruits, consisting of the fol-
lowing domains and dimensions:
∆ = {δcolor = {dhue}, δshape = {dround}, δtaste = {dsweet}}
dhue describes the hue of the observation’s color, ranging from 0.00 (purple) to
1.00 (red). dround measures the percentage to which the bounding circle of an ob-
ject is filled. dsweet represents the relative amount of sugar contained in the fruit,
ranging from 0.00 (no sugar) to 1.00 (high sugar content). As all domains are
one-dimensional, the dimension weights wd are always equal to 1.00 for all con-
cepts. We assume that the dimensions are ordered like this: dhue, dround, dsweet.
Table 1 defines several concepts in this space and Figure 4 visualizes them.
4.2 Computations
Table 2 shows the results of using the definitions from Section 3 on the concepts
defined in Section 4.1. Note that M(S˜lemon) 6= M(S˜orange) because the two
Table 1: Definitions of several concepts.
Concept ∆S p
− p+ µ0 c W
wδcolor wδshape wδtaste
Orange ∆ (0.80, 0.90, 0.60) (0.90, 1.00, 0.70) 1.0 15.0 1.00 1.00 1.00
Lemon ∆ (0.70, 0.45, 0.00) (0.80, 0.55, 0.10) 1.0 20.0 0.50 0.50 2.00
Granny
∆ (0.55, 0.70, 0.35) (0.60, 0.80, 0.45) 1.0 25.0 1.00 1.00 1.00
Smith
Apple ∆
(0.50, 0.65, 0.35) (0.80, 0.80, 0.50)
1.0 10.0 0.50 1.50 1.00(0.65, 0.65, 0.40) (0.85, 0.80, 0.55)
(0.70, 0.65, 0.45) (1.00, 0.80, 0.60)
Red {δcolor} (0.90, -∞, -∞) (1.00, +∞, +∞) 1.0 20.0 1.00 – –
Table 2: Computations of different relations. Note that Impl(S˜1, S˜2) = Sub(S˜1, S˜2).
S˜1 S˜2 M(S˜1) M(S˜2) Sub(S˜1, S˜2) Sub(S˜2, S˜1) Sim(S˜1, S˜2) Sim(S˜2, S˜1)
Granny Smith Apple 0.0042 0.1048 1.0000 0.1171 0.1353 0.0010
Orange Apple 0.0127 0.1048 0.1800 0.0333 0.0036 0.0006
Lemon Apple 0.0135 0.1048 0.0422 0.0054 0.0005 0.0000
Red Apple 0.2000 0.1048 1.0000 0.3333 0.3679 0.0183
S˜1 S˜2 S˜2 B(S˜1, S˜2, S˜3)
Lemon Apple Orange True
Lemon Granny Smith Orange False
Granny Smith Apple Orange False
concepts have different weights and different sensitivity parameters. Also all
relations involving the property “red” tend to yield relatively high numbers –
this is because all computations only take place within the single domain on
which “red” is defined. The numbers computed for the subsethood/implication
relation nicely reflect our intuitive expectations. Finally, both the values for
similarity and betweenness can give a rough idea about the relationship between
concepts, but can only yield relatively shallow insights. This indicates that a less
naive approach is needed for these two relations. Especially a fuzzy betweenness
relation yielding a degree of betweenness seems to be desirable.
5 Related Work
Our work is of course not the first attempt to devise an implementable formal-
ization of the conceptual spaces framework.
An early and very thorough formalization was done by Aisbett & Gibbon [4].
Like we, they consider concepts to be regions in the overall conceptual space.
However, they stick with the assumption of convexity and do not define concepts
Fig. 4: Top: Three-dimensional visualization of the fruit space (only cores). Bottom:
Two-dimensional visualizations of the fruit space (cores and 0.5-cuts). The concepts
are labeled as follows: red (1), apple (2), lemon (3), orange (4), Granny Smith (5).
in a parametric way. The only operations they provide are distance and similarity
of points and regions. Their formalization targets the interplay of symbols and
geometric representations, but it is too abstract to be implementable.
Rickard [24] provides a formalization based on fuzziness. He represents con-
cepts as co-occurence matrices of their properties. By using some mathematical
transformations, he interprets these matrices as fuzzy sets on the universe of
ordered property pairs. Operations defined on these concepts include similarity
judgements between concepts and between concepts and instances. Rickard’s
representation of correlations is not geometrical: He first discretizes the do-
mains (by defining properties) and then computes the co-occurences between
these properties. Depending on the discretization, this might lead to a relatively
coarse-grained notion of correlation. Moreover, as properties and concepts are
represented in different ways, one has to use different learning and reasoning
mechanisms for them. His formalization is also not easy to work with due to the
complex mathematical transformations involved.
Adams & Raubal [1] represent concepts by one convex polytope per domain.
This allows for efficient computations while being potentially more expressive
than our cuboid-based representation. The Manhattan metric is used to com-
bine different domains. However, correlations between different domains are not
taken into account and cannot be expressed in this formalization as each convex
polytope is only defined on a single domain. Adams & Raubal also define op-
erations on concepts, namely intersection, similarity computation, and concept
combination. This makes their formalization quite similar in spirit to ours.
Lewis & Lawry [21] formalize conceptual spaces using random set theory.
They define properties as random sets within single domains and concepts as
random sets in a boolean space whose dimensions indicate the presence or ab-
sence of properties. In order to define this boolean space, a single property is
taken from each domain. Their approach is similar to ours in using a distance-
based membership function to a set of prototypical points. However, their work
purely focuses on modeling conjunctive concept combinations and does not con-
sider correlations between domains.
As one can see, none of the formalizations listed above provides a set of oper-
ations that is as comprehensive as the one offered by our extended formalization.
6 Conclusion and Future Work
In this paper, we extended our previous formalization of the conceptual spaces
framework by providing ways to measure relations between concepts: concept
size, subsethood, implication, similarity, and betweenness. This considerably ex-
tends our framework’s capabilities for representing knowledge and makes it (to
the best of our knowledge) the most thorough and comprehensive formalization
of conceptual spaces developed so far.
In future work, we will implement this extended formalization in software.
Moreover, we will provide more thorough definitions of similarity and between-
ness for concepts, given that our current definitions are rather naive. A poten-
tial starting point for this can be the betwenness relations defined by Derrac &
Schockaert [13]. Finally, our overall research goal is to use machine learning in
conceptual spaces, which will put this formalization to practical use.
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