In this paper, we show the usefulness of multiobjective genetic rule selection as a postprocessing procedure in data mining for pattern classification problems. First we extract a prespecified number of rules using a data mining technique. Then we apply multiobjective genetic rule selection to the extracted rules. Experimental results show that multiobjective genetic rule selection significantly decreases the number of extracted rules while improving their classification accuracy.
INTRODUCTION
Evolutionary multiobjective optimization (EMO) is a very active research area in the field of evolutionary computation [2] . The main advantage of EMO algorithms is that multiple tradeoff solutions are simultaneously obtained by their single run. Recently EMO algorithms have been employed in some studies on modeling and classification. For example, an EMO algorithm was used to generate multiple neural networks on a receiver operating characteristic curve [8] . Gonzalez et al. [5] generated multiple radial basis function networks of different sizes. In [9] , an EMO algorithm was used in Pittsburgh-style learning classifier systems. In some studies on fuzzy systems [1] , [6] , [7] , EMO algorithms were used to analyze the tradeoff structure between the accuracy and the interpretability of fuzzy rule-based systems. In this paper, we examine the usefulness of multiobjective genetic rule selection as a postprocessing procedure in data mining.
MULTIOBJECTIVE RULE SELECTION
Let us assume that we have N classification rules extracted from numerical data by a data mining procedure. Multiobjective rule selection is to find Pareto-optimal rule sets from the given N rules with respect to the two main goals of rule extraction: accuracy maximization and complexity minimization.
Let S be a subset of the given N rules. The accuracy of the rule set S is measured by the error rate when all the training patterns are classified by S. We use a single winner rule-based method to classify each training pattern by S. That is, each pattern is classified by the single winner rule that has the maximum rule weight among compatible rules with that pattern. On the other hand, we measure the complexity of S by the number of rules in S. Thus our multiobjective rule selection problem is formulated as Minimize the error rate by S and the number of rules in S.
(
Any subset S of the N rules can be represented by a binary string of length N as Since feasible solutions are represented by binary strings, we can directly apply almost all EMO algorithms to our multiobjective rule selection problem in (1) using standard genetic operations (e.g., uniform crossover and bit-flip mutation). In this paper, we use the NSGA-II algorithm [3] . Two domain-specific tricks are used as in our former study on fuzzy rule selection [7] . 
HEURISTIC RULE EXTRACTION
where q R is the label of the qth rule, ) ..., ,
A is an antecedent interval, q C is a class label, and q CF is a rule weight (i.e., certainty grade). Each antecedent condition " i x is qi A " means the inclusion
The first step of heuristic rule extraction is the discretization of each continuous attribute. Since we usually have no a priori information about an appropriate granularity of the discretization for each attribute, we simultaneously use multiple partitions with different granularities (i.e., from coarse partitions into a few intervals to fine partitions into many intervals). This is one characteristic feature of our approach to knowledge extraction. noted that = K 1 corresponds to the whole domain interval. To find (K−1) cutting points for the discretization of each attribute into K intervals, we use an optimal splitting method [4] based on the class entropy measure [10] . The next step is to determine the consequent class and the rule weight for each combination of the antecedent intervals. The consequent class is specified as the class with the maximum confidence for each antecedent combination among all possible classes. The confidence of the rule is used as its rule weight.
In this manner, we can generate a large number of classification rules. It is, however, very difficult for human users to handle such a large number of rules. It is also difficult to understand long rules with many antecedent conditions. Thus we generate only short rules with a small number of antecedent conditions.
We further decrease the number of rules by choosing only good rules with respect to a heuristic rule evaluation criterion. That is, we choose a prespecified number of short rules for each class using a heuristic rule evaluation criterion. In our computational experiments, we examine the performance of the following four heuristic rule evaluation criteria:
(1) The support criterion with the minimum confidence level. 
COMPUTATIONAL EXPERIMENTS
We use six data sets from the UCI repository: Wisconsin breast cancer, diabetes, glass, Cleveland heart disease, sonar, and wine. First we extract 100 rules for each class using each rule evaluation criterion. Then we apply multiobjective genetic rule selection to the extracted rules. We use the ten-fold cross-validation (10-CV) procedure to evaluate the average error rates on test patterns. An example of experimental results is shown in Figure 1 where 200 rules (100 rules for each class) are extracted by the support criterion with the minimum confidence level 0.6. The right-most closed circle shows the performance of those 200 rules. The results of C4.5 reported in [4] are also shown in Figure 1 . From Figure 1 , we can see that multiobjective genetic rule selection significantly decreases the number of rules while improving their classification accuracy.
CONCLUSIONS
In this paper, we demonstrated that multiobjective genetic rule selection improved the accuracy-complexity tradeoff curve of heuristically extracted classification rules. This improvement was observed in our computational experiments on all the six data sets for training patterns and the five data sets for test patterns except for the Cleveland heart disease data. Since a large number of rules are usually extracted in data mining, multiobjective genetic rule selection seems to play a significant role as a postprocessing procedure to decrease the complexity of extracted rules.
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