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Abstract
In the past few years, face recognition has received great attention from both research and 
commercial communities. Areas such as access control using face verification are domi-
nated by solutions developed by both the government and the industry. In this chapter, a 
face verification solution is presented using open-source algorithms for access control of 
large-scale events under unconstrained environments. From the type of camera calibra-
tion to the algorithms used for face detection and recognition, every stage has a proposed 
solution. Tests using the proposed solutions in the entrance of a building were made in 
order to test and compare each solution proposed.
Keywords: face recognition, face detection, access control, unconstrained environment, 
camera calibration
1. Introduction
Over the past few years, face recognition has become one of the most successful applications 
in computer vision and pattern recognition. It has received significant attention in several 
areas, such as law enforcement and surveillance (video surveillance and access control), smart 
cards (national ID and passports), information security (data management and file encryp-
tion), and entertainment (video game and virtual reality), among others [1].
Biometric-based technologies have been developed and implemented over the last century. 
These systems are the most promising for personal identification. Examples of modes of bio-
metric systems include face recognition, fingerprints, iris scanning, and others [1].
Face recognition as a biometric technique appears to offer several advantages. The lack of 
interaction of the user is an important advantage regarding these types of systems appointed 
© 2019 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
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by [1]. In a fingerprint system, for example, the user needs to place his finger in a designated 
area, while in a face recognition system, the face images can be acquired passively.
Face recognition systems have, however, some level of complexity as there are some stages 
that are needed to execute in order to achieve a system with a good performance. Figure 1 
presents these stages.
Within each stage, there are specific operations that can be added in order to achieve better 
performance results. Right on the start, the image acquisition is a crucial step where there is 
room for improvement. Later, the face detection and recognition can be performed by specific 
algorithms which are presented and studied. Finally, two algorithms for face normalization 
(also known as preprocessing) algorithms, which are mentioned on state of the art articles, are 
also analyzed for this specific chapter.
State of the art face recognition is dominated by industry- and government-scale datasets. 
There is a large accuracy gap between today’s publicly available face recognition systems 
and the state of the art private face recognition systems [2]. However, this gap is closing up 
as better open-source algorithms and datasets with more and better images starts to appear.
Despite the success and high verification or recognition rates, there are still some challenges 
such as age, illumination, and pose variations. Most of these systems work well under con-
strained conditions (i.e., scenarios in which at least a few of the factors contributing to the 
variability between face images are controlled); however, the performance degrades rapidly 
when they are exposed to conditions where none of these factors are regulated [3].
Figure 1. Configuration of a generic face recognition system.
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Toward exploring this field and the increasing demand of these systems, an access control 
solution for unconstrained environments using face verification with open-source algorithms 
is presented in this chapter.
An introductory section is presented that provides a brief introduction to the face recogni-
tion system. In Section 2, the proposed solution is described. Later in this section, the major 
problems for a face recognition system for unconstrained environments are explained. These 
problems are some of the challenges that are tried to solve in this chapter. The several imple-
mented algorithms are described in Section 3. In Section 4, experimental results showing the 
effectiveness of the proposed algorithms and the comparison between them are provided. 
Finally, a summary of the work done, comparison of the different experiments, concluding 
remarks, and the future work are featured in Section 5.
2. Proposed solution
The proposed solution consists of the creation of a face verification (1:1 match comparison) 
system using open-source face recognition and detection algorithms in order to implement it 
in large-scale events with access control, such as sport infrastructures. To access this type of 
events, it is usually through the acquisition of a ticket/ID card. In order to improve the access 
control, the ticket access/acquisition is complemented with a face verification system.
The environment of these places is usually outdoors; therefore, the lighting conditions cannot 
be fully controlled [4]. Thus, the solution involves the use of cameras with adjustable param-
eters which do not have a proper calibration for these types of environments. An artificial 
light is also added which helps to compensate the lack or the excess of light in the scene.
As for software, two different programming languages, C++ and Python, are used. The C++ 
language is used for image acquisition and control of the camera parameters, including the 
calibration method since the cameras manufacturer only provides a library for the C pro-
gramming language. Once the image is acquired, it is sent through a socket to a Python script 
that uses all the computer vision algorithms.
The solution is divided into two stages, registration and verification, that work independently 
of each other. Each process is divided into five scripts, where camera, facetracker, and NFC 
scripts are common to both stages. The database and interface scripts have some differences 
in both stages.
The different scripts are described as follows:
1. Camera Script: This script developed in C++ starts the system with the acquisition of images 
from the outside world. When a person approaches and his/her face is detected, a calibra-
tion of the camera parameters is done. Once the camera calibration is finished, the images 
acquired are sent in real time to the facetracker script.
2. Facetracker Script: Once activated, this Python script tracks the face of the person who is in 
front of the camera. The face is analyzed in order to crop and process only persons looking 
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toward the camera. When the face cropping and the preprocessing is done, the face image 
goes through a Deep Neural Networks (DNNs) which gives a 128D vector as output. This 
vector is compared to the vector acquired on the previous face image and, if the threshold 
is above the limit set, it will mean that a different person who is appearing in front of the 
camera, thus sending a warning to the next script. When the comparisons are below the 
threshold, the output vectors of the DNN are sent to the script.
3. Database Script: If no warning is received from the previous script, this script will store the 
output vectors of the face images. For the verification stage, when it receives an ID from 
the NFC script, these vectors are compared to the ones that are in the database associated 
with the ID number. The comparison gives, like in the case of the facetracker, an output 
value that decides if the person has that card associated with him/her. According to the 
comparison value, a token is sent to the Interface script. For the registration, instead of 
comparing the vectors, they are stored in the database associated to the ID number.
4. NFC Script: Python script that reads the NFC card reader values. If someone swipes an 
NFC tag over the card reader, the ID value of that tag is sent to the Database Script.
5. Interface Script: This script is used for the communication between the user and the system. 
It is designed to show images on the screen that gives feedback to the user of what is hap-
pening in the system. It tells the user to look at the camera, if he/she had done the registra-
tion, and finally a welcome message is displayed if the comparison value presented on the 
database script is below the threshold or a denying message if the value is above. When the 
person is in the registration, a wait message is displayed while the vectors are stored and 
finally it shows a successful registration message.
Figure 2 shows a block diagram of scripts communication.
2.1. Challenges
In order to build a face verification system with these characteristics, an important factor is 
taken into account: the unconstrained environment where the system is going to be imple-
mented. In a computer vision point of view, some problems related with these kinds of envi-
ronments appear which are mentioned as follows:
1. Head pose: At the time of the image acquisition, the viewing direction of the subject may 
not be toward the camera. These face images may not be the best suitable for the face 
recognition system.
2. Face image resolution: As the subject approaches the camera, his/her face starts to be 
detected. However, if the person is still at some distance from the camera, the face images 
collected may not have enough resolution for the system.
3. Subject motion: It is taken into consideration that the subject is in movement and that may 
cause some blur in the images acquired.
4. Face tracking: It is crucial that there will be distinction between different subjects espe-
cially at the time of the ticket acquisition as if not done correctly, the face images of differ-
ent subjects may end up in the same person database.
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5. Non-controlled illumination: This may be the most difficult challenge to overcome as the 
cameras may be installed in an outdoor environment and, therefore, different lightning 
conditions according to the time of the day and the meteorological circumstances.
3. Proposed algorithms
The software developed obeys to some specific steps which are exposed in Figure 3.
3.1. Calibration through intensity pixels
In this section, a different type of calibration is proposed to acquire the best digital image for 
the face verification system.
When using the automatic calibration of the parameters provided by the camera, the whole 
image is considered when calibrating. Therefore, the region of interest (ROI) that will be 
acquired by the system can be affected by the light intensity that there is in the background 
and the image may not have the best quality.
In order to get the most suitable ROI (in this case, the face) for the system, it is attempted to 
create a calibration focused on this region.
The algorithm proposed is a mixture between the calibration of exposure time and gain.
Since the main goal is to implement the face verification system in an uncontrolled environ-
ment, an initial calibration is done using the auto-parameters calibration provided by the cam-
era in order to adapt to the light and environment conditions and to detect the first face for the 
Figure 3. Workflow diagram of the software developed.
Figure 2. Block diagram of communication between scripts.
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use of the calibration. At this point, a timer is set to wait a few seconds, so that the parameters 
of the camera have the time to be internally changed and established. Exposure time, gain, 
and white balance are the parameters changed automatically by the camera software.
When a face is found, the auto-parameter calibration is disabled and it continues to the next 
step of the calibration.
3.1.1. Mean sample value
This calibration step is based in the mean sample value (MSV) from the image gray-level 
histogram of the region where the face is represented. Introduced by [5], the MSV is used to 
calibrate the exposure time and the gain of the camera.
In this stage, the MSV is calculated through the gray-level histogram of the face region with 
the equation described next:
  MSV =   ∑ j=0 








where  x 
j
 is the sum of the gray values in region  j of the histogram (in the proposed approach, 
the histogram is divided into five regions).
It is worth noting that the pixels used for the MSV calculation are only the ones that are inside 
of the face-bounding box of the largest face found on the image.
A range of values is set for the MSV. If the calculated MSV is in range, between the values 
2.1 and 2.5, the camera parameters (gain and exposure) have acquired values. Otherwise, the 
camera parameters are increased or decreased depending on whether the MSV is below the 
minimum value or above the maximum value, respectively.
This method has the main advantage that, if the same person appears on different parts of the 
day, the face images acquired will have very similar intensity values as the gain is calculated 
to have the same intensity values between a certain range.
3.1.2. White pixels
This method addresses the situations when the face of a subject is partially exposed to 
sunlight which causes that part of the face too bright. To solve this, if a region where 
the intensity pixels have the maximum intensity found, the camera parameter values are 
decreased in order to reduce the brightness of that region of the face. In this case, when 
reducing the camera parameters, the side of the face that is not exposed to sunlight may 
become too dark. Therefore, the MSV value cannot be reduced far below the minimum 
value previously.
Figure 4 shows the comparison between parameter calibration provided by the camera and 
the proposed calibration, respectively.
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3.2. Detection and recognition algorithms
Several algorithms were studied and implemented into the system. Despite these algorithms 
being state of the art, where the use of neural networks is prevalent in an attempt of closing 
the gap between the performance of commercial and open-source of face recognition solu-
tions, several other exist in the study [6].
In previous work [7], the Haar Cascades, Local Binary Patterns Cascade (LBP), and Histogram 
of Oriented Gradients (HoG) algorithms were studied for face detection. The FisherFaces and 
Local Binary Patterns Histograms (LBPH) algorithms were also studied for face recognition.
3.2.1. Face detection
1. Histogram of oriented gradients (HoG): Dlib’s1 implementation is based on the algorithm 
presented in [8] that it is used for the face detection stage. It is especially useful as it pro-
vides 68 face landmarks that are further used at the recognition step for pose estimation.
2. Multi-task cascaded convolutional networks [9]: Deep cascaded multi-task framework 
exploits the inherent correlation between detection and alignment to boost up their perfor-
mance. It provides five major face landmarks instead of the 64 of Dlib. It is, however, more 
immune to light variations and occlusion.
3.2.2. Face recognition
1. Deep metric learning (DML): Implementation also provided by Dlib library where the net-
work implemented was inspired in [10] that does the face verification. The model trained 
achieves 99.38% in the benchmark Label Faces in the Wild (LFW) [11]. The input data of 
the network model for training were two datasets: the FaceScrub dataset [12] and the VGG 
dataset [13] with about 3 million faces in total.
2. OpenFace [2]: Face recognition with deep neural networks which achieves an accuracy of 
about 92% on the LFW [11] benchmark. The training of the neural network was done with 
the CASIA-WebFace [14] and FaceScrub [12] containing about 500,000 images.
1 http://dlib.net/
Figure 4. Comparison between the automatic calibration (left image) and the proposed calibration (right image).
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3. DeepFace [13]: Algorithm inspired in [15, 16]. The CASIA-WebFace is used on training. In 
LFW benchmark, it achieves 99.2% of accuracy. The implementation used of this algorithm 
can be found in the github repository.2
It is worth mentioning that the OpenCV3 library was used in the image processing and 
transformation.
3.3. Preprocessing methods
Once the image is acquired, there is still some image processing that may improve the system 
accuracy toward detection and recognition.
3.3.1. Gamma correction (GC)
Gamma is a very important characteristic in any digital system. In the world of cameras, it 
defines the relationship between a numerical value of a pixel and its actual luminance. The 
GC enhances the local dynamic range of the image in dark or shadowed regions while com-
pressing it in bright regions and at highlights [17]. However, this operation is still affected by 
some level of directional lightning as pointed by [18].
Given a certain gamma (γ), the relation between the gray-level image with gamma correction 
( I 
g
 ) and the original one ( I ) is given by  I 
g
  =  I γ .
As it is possible to analyze in Figure 5, the human eye does not relate the detected light with 
the actual luminance as a “linear” relationship.
Figure 6 presents images with different gamma values, from the highest value to the lowest 
value (from the left to the right). As it is possible to analyze, the image with a higher gamma 
is more uniform regarding light.
The ambition then is that using an appropriate gamma value, the images acquired will not be 
as susceptible to lighting variations.
3.3.2. Contrast-limited adaptive histogram equalization (CLAHE)
CLAHE is an adaption of Adaptive Histogram Equalization (AHE) [19] that was first intro-
duced for contrast enhancement for both natural and non-visual images [20]. This variation 
that introduced the limitation of contrast started began to be used in the face recognition field 
[21], which improved the contrast in face images.
Later, it began to see its utility in the facial recognition field, and a variation entitled contrast-
limited adaptive histogram equalization (CLAHE) [19] was started to be used.
CLAHE is a preprocessing stage that focuses on improving the contrast in an image. This 




images in order to highlight the features that describe the face. The results exposed regarding 
recognition were improved with the addition of this stage.
In this approach, the face image is divided into small blocks, also called tiles, and in each of 
these blocks, the histogram equalization is applied. However, if any of the histograms calcu-
lated is above the predefined contrast limit, the pixels are clipped and distributed uniformly 
to other bins before applying histogram equalization. Figure 7 shows a face image before and 
after the application of the CLAHE, respectively.
3.4. Head pose estimation
In previous work, three degrees of freedom were used for face alignment [7]: yaw, pitch, and 
roll which are presented in Figure 8.
In order to filter some of the input faces in face recognition algorithms, we use these three 
values to estimate the face position. For each value, a range is defined so that only the faces 
that are almost frontal to the camera are accepted as input of the face recognition algorithms.
Figure 6. Face images with different gamma values. From the highest value to the lowest value (from the left to the right) 
(http://www.cambridgeincolour.com/tutorials/gamma-correction.html).
Figure 5. Relation between the detected light and the actual luminance for both eyes (in blue) and camera (in purple) 
(http://www.cambridgeincolour.com/tutorials/gamma-correction.html).
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4. Experimental results
In order to test the algorithms for the proposed solution, an access control system was simu-
lated with face verification at the entrance of the research institute where dozens of people 
come and go during the day.
4.1. Setup
A prototype was developed with the available material. The prototype incorporates two cam-
eras, an industrial camera and a webcam, on a tripod placed at a height of 1.5 m. Above the 
camera, an artificial illumination was placed. Since there were no available processing boards 
during the development of the system, a personal computer (ASUS VivoBook S14), Intel Core 
i7 8550U, was used instead. Finally, an NFC card reader (RFID-RC522) was connected to read 
the tag ID of each user both on the registration and verification stages. Also, it is worth men-
tioning that the PC display was used to show interactive messages explaining what the user 
should do. Figure 9 presents the setup of the system.
Figure 7. Face image without (left image) and with (right image) the application of CLAHE.
Figure 8. The three degrees of freedom of a human head that can be described by the egocentric rotation angles pitch, 
roll, and yaw [22].
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4.1.1. Cameras
The cameras used for tests are the IDS UI-1220LE-C (Industrial Camera) and the Logitech 
C310 (webcam). The purpose of the use of these cameras is to compare the performance 
between them in this specific system as the webcam does not allow to change its camera 
parameters such as exposure or gain.
On the other hand, the industrial camera, despite not being the most suitable for this scenario, 
provides a software development kit (SDK) that enables the complete control of its different 
parameters. In addition, as the industrial camera does not have a lens integrated, a 4.5-mm 
lens with manually adjustable aperture is used. Since the system is intended to be imple-
mented at a fixed location, the most suitable lens aperture is defined.
In order to access the image data directly and to process the image captured by the webcam, 
the Video4Linux API using the OpenCV Video I/O module is used.
As for the industrial camera, an initial procedure is required to prepare the image capture.
In the first phase, the industrial camera is initialized to establish the connection. In order to obtain 
the image for the system, access to the image data stored in memory is required. To do that, it 
is necessary to obtain the sensor size as it determines the memory needed to allocate the image.
4.1.2. Illumination
A 168 LED illumination with adjustable intensity is used in order to compensate the excess 
or lack of illumination. It also eliminates any occlusion that may be caused by external 
lightning. Another major advantage is its use on darker scenarios where the camera has a 
substantial exposure time. If the illumination is turned on, the scenario is clearer and the 
exposure time needed is lower, thus the blur caused by the person’s motion in the image is 
less than without illumination.
Figure 9. User interacting with the system setup for the experimental results.
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4.2. Description of the experiment
The tests were done in three distinct days where the first and the third day were sunny and 
the second one was cloudy. People who were entering the building were asked if they want 
to participate in this study. If the person agreed, he/she posed himself/herself in front of the 
camera and the registration was done (if it was the first time that the person presented in front 
of the camera). As for the next times the person appeared, the comparison between the face 
images made on registration and the ones acquired at the time was made. Figure 10 shows 
some of the face images acquired in different days.
About 50 people (a big majority of Caucasians from both sexes) participated, and all the par-
ticipants entered the building at different times of the day which caused different types of 
directions of lighting in the face images acquired.
The comparisons between the face images registered in the database and the ones acquired 
next gave output values which were used to construct the receiver operating characteristic 
(ROC) curves. In total, about 2500 comparison values with both false and true positives were 
used to construct each curve presented next.
4.2.1. Camera calibration performance
The first test analyzes the performance between the webcam with its automatic calibration 
and the industrial camera with the calibration proposed. Figure 11 presents the ROC curve 
as well as the area under curve (AUC) for this comparison. The HoG and the Openface algo-
rithms were used with both cameras for detection and recognition, respectively.
Figure 10. Example of face images acquired in different days with different meteorological conditions.
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Comparing the AUC resulting from the graphic presented in Figure 11, it can be concluded 
that the proposed method using the industrial camera is better than webcam.
4.2.2. Face detection performance
In this section, the performance of the HoG and MTCNN face detection algorithms is pre-
sented. The time that it takes to detect faces in images with dimensions of 752 × 480 pixels was 
first measured. Posteriorly, the accuracy of each algorithm using a video recorded at the time 
of the tests was tested. Table 1 provides the results for both algorithms.
Analyzing this table, although the HoG algorithm has a lower processing time and less false 
positives, the MTCNN algorithm has the advantage of detecting faces in profile view and 
consequently detect more faces for the input of the face verification stage.
4.2.3. Face recognition and preprocessing algorithms performance
Results of the performance of the recognition algorithms tested with and without the pre-
processing methods of gamma correction and CLAHE are presented here. As all algorithms 
are based on neural networks, it is important to point out that, despite using a specific 
Figure 11. ROC curve comparing the webcam and the industrial camera performance using the same algorithms.
HoG MTCNN
Processing time (ms) 60 121
Total detections 592 740
False positives 1 8
Table 1. Processing times, total detections, and false positives for each face detection algorithm.
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preprocessing method, the network was not retrained. The results might improve if the pre-
processing methods are applied to the images that are used to train the neural network.
Figures 12–14 present the algorithms performance using no preprocessing algorithms and 
comparing its results with the use of CLAHE and gamma correction.
Figure 12. ROC curve presenting the performance of OpenFace using CLAHE, gamma, and no preprocessing methods.
Figure 13. ROC curve presenting the performance of DML using CLAHE, gamma, and no preprocessing methods.
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Table 2 shows the processing time that takes each face image to forward pass the neural 
network of each algorithm.
The results obtained using the proposed algorithms for face recognition show that the gamma 
correction revealed to have a negative impact in OpenFace and DML algorithms. As for 
DeepFace algorithm, the gamma correction does not have a significant impact on the output.
The preprocessing algorithm CLAHE has a positive impact in all face recognition algorithms 
used in this work.
Through the analysis in Figures 12–14 and Table 2, the DeepFace is the better algorithm for 
using in the face verification stage. The DeepFace is two times faster than the other proposed 
algorithms and the AUC is higher.
5. Conclusion
This chapter presented a face verification solution and studies where algorithms and cam-
eras are appropriately used under uncontrolled environments. Regarding the camera and its 
Figure 14. ROC curve presenting the performance of DeepFace using CLAHE, gamma, and no preprocessing methods.
OpenFace DML DeepFace
Forward network runtime (ms) 236 293 110
Table 2. Processing times for forward pass in each network.
Access Control in the Wild Using Face Verification 15
calibration, the industrial camera had a better performance compared to the webcam as the cal-
ibration method presented focus on the best face image that can be acquired. As for software, 
both detection algorithms presented a good performance. Despite that, MTCNN seems to have 
the best performance as it detects faces where subject is in the profile view. In relation to the 
recognition and the preprocessing algorithms, CLAHE algorithm had a positive impact in all 
the recognition algorithms as for the gamma correction had a negative impact. It is believed 
that the results would improve if the preprocessing technique was applied in all the face images 
used for the training of the neural network. Unfortunately, the training of these types of neural 
networks takes over a day using powerful GPUs which are difficult to access. Despite that, 
the overall performance of the system was satisfactory and, from now on and according to the 
experiments, the best solution for this system is the use of an industrial camera, MTCNN for 
face detection, CLAHE for preprocessing, and DeepFace for the face verification stage.
The future work goes through the implementation of the solution in larger scales where more 
people would use it. Until then, the training of new neural networks using the preprocessing 
techniques is presented, and the study of new alternatives for cameras is on the agenda.
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