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1. Introduction
This paper is a sequel to [20]. We continue our study of the Degasperis–Procesi (DP) equation
yt + yxu + 3yux = 0, x ∈ R, t > 0, (1.1)
with y = u − uxx , which was originally derived by Degasperis and Procesi [13] using the method of asymptotic integrability
up to third order as one of three equations in the family of third order dispersive PDE conservation laws of the form
ut − α2uxxt + γ0uxxx + c0ux =
(
c1u
2 + c2u2x + c3uuxx
)
x. (1.2)
The other two integrable equations in the family, after rescaling and applying a Galilean transformation, are the Korteweg–
de Vries (KdV) equation
ut + uxxx + uux = 0
and the Camassa–Holm (CH) shallow water equation [2,12,17,25],
yt + yxu + 2yux = 0, y = u − uxx. (1.3)
The Camassa–Holm equation was ﬁrst derived by Fokas and Fuchassteiner [17] as a bi-Hamiltonian system, and then as
a model for shallow water waves by Camassa and Holm [2]. The DP equation is also in dimensionless space–time variables
(x, t) an approximation to the incompressible Euler equations for shallow water [8,12,24,25] and its asymptotic accuracy is
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and the Degasperis–Procesi equation are considered as the horizontal component of the ﬂuid velocity at the time t in the
spatial x-direction with momentum density y, but evaluated at the different level line of the ﬂuid domain [8].
Both of the CH equation and the DP equation attracted lots of attention to the ﬂuid mechanics community in recent years
due to two remarkable features. The ﬁrst is the presence of solutions in the form of peaked solitary waves or ‘peakons’ [2,11]
u(t, x) = cϕ(x− ct) (1.4)
traveling at constant speed c = 0 where ϕ(x) = e−|x| .
It is well known that the KdV equation is an integrable Hamiltonian equation that possesses smooth solitons as traveling
waves. In the KdV equation, the leading order asymptotic balance that conﬁnes the traveling wave solitons occurs between
nonlinear steepening and linear dispersion. However, the nonlinear dispersion and nonlocal balance in the CH equation
and the DP equation, even in the absence of linear dispersion, can still produce a conﬁned solitary traveling waves cϕ
deﬁned in (1.4). Peaked solution in (1.4) of both equations are smooth except at their crest, where they are continuous,
but have a jump discontinuity in their ﬁrst derivative. The peakons replicate a characteristic of the traveling waves of
greatest height-except traveling solutions of the governing equations for water waves with a peak at their crest [5,7] whose
capture by simpler approximate shallow water models has eluded researchers until recently [38]. Peaked solutions are true
solitons that interact via elastic collisions under the CH dynamics, or the DP dynamics, respectively. The peakons of the
CH equation and the DP equation are orbitally stable [10,28]. The second remarkable property of both equations is the
presence of breaking waves (i.e. the solution remains bounded while its slope becomes unbounded in ﬁnite time [2,4,6,18,
19,29,31,32,36,38,41,42]) as well as that of smooth solutions deﬁned for all times [31]. It is noted that the KdV equation
does not have wave breaking phenomena [27,37]. Wave breaking is one of the most intriguing long-standing problems of
water wave theory [38]. As mentioned by Whitham [38], it is intriguing to know which mathematical models for shallow
water waves exhibit both phenomena of soliton interaction and wave breaking. It is found that both of the Camassa–Holm
and Degasperis–Holm equations could be ﬁrst such equations and have the potential to become the new master equations
for shallow water wave theory: modeling the soliton interaction of peaked traveling waves, wave breaking, admitting as
solutions permanent waves, and being integrable Hamiltonian systems.
Since its discovery, there has been considerable interest in the Degasperis–Procesi equation [3,14,20–24,28–35,39,40]
and the references therein. The main mathematical questions these papers concerned are the well-posedness of the initial-
value problem, wave-breaking phenomena, existence of global weak solution, and stability of peakons and their role in the
dynamics. For example, Liu and Yin [31] recently proved that the ﬁrst blowup in ﬁnite time to Eq. (1.1) must occur as
wave breaking and shock waves possibly appear afterwards. It is also shown in [31] that the lifespan of solutions of the
DP equation (1.1) is not affected by the smoothness and size of the initial proﬁles, but affected by the shape of the initial
proﬁles. This can be viewed as a signiﬁcant difference between the DP equation (or the CH equation) and the KdV equation.
In [14], the authors established the results of existence and uniqueness of global weak solutions to the equation.
It is worth noticing that the DP equation has not only peakon solitons [11], u(t, x) = ce−|x−ct| , c = 0, but also shock
peakons [33] of the form
u(t, x) = − 1
t + k sgn(x)e
−|x|, k > 0.
This feature is regarded as a signiﬁcant difference from the CH equation.
It is easy to see from [33] that the above shock-peakon solutions can be observed by substituting (x, t) → (x, t) to
Eq. (1.1) and letting  → 0 so that it yields the “derivative Burgers equation” (ut + uux)xx = 0, from which shock waves
form.
In this paper, we consider Eq. (1.1) with a dispersive term of the form [11–13]
ut − utxx + 4uux + γ (u − uxx)x = 3uxuxx + uuxxx, t > 0, x ∈ R, (1.5)
where γ ∈ R. Note that Eq. (1.5) can also be obtained from system (1.2) with α = 1, c0 = γ , γ0 = −γ , c1 = −2, c2 = c3 = 1.
Applying a reciprocal transformation to Eq. (1.5), Degasperis, Holm and Hone [11] used the Painlevé analysis to show the
formal integrability of Eq. (1.5) as Hamiltonian systems by constructing a Lax pair and a bi-Hamiltonian structure.
Indeed, the isospectral problem in the Lax pair for the DP equation is of third order instead of second [11], and conse-
quently is not self-adjoint,
ψx − ψxxx − λyψ = 0,
and
ψt + 1
λ
ψxx + (u + γ )ψx −
(
ux + 2
3λ
)
ψ = 0.
The well-posedness of the strong solution (see Deﬁnition 2.1) to Eq. (1.5) with initial data in certain Sobolev space was
established in [16].
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weak solution of Eq. (1.5) in H1, but not in Hs , s 3/2. In order to provide a mathematical framework for the study of the
soliton interactions and a class of weak solutions including these peaked solutions for Eq. (1.5) in some Sobolev spaces, it is
our goal here to investigate conditions of global weak solution to Eq. (1.5) in H1.
The principal result of the paper may now be enunciated.
Theorem 1.1. Suppose that u0 ∈ H1(R) and y0 = (u0 − u0,xx) ∈ M(R). Suppose furthermore that there is an x0 ∈ R such that
supp y−0 ⊂ (−∞, x0) and supp y+0 ⊂ (x0,∞). Then the Cauchy problem of Eq. (1.5) with initial data u0 admits a unique global weak
solution
u ∈ W 1,∞loc (R+ ×R) ∩ L∞loc
(
R+; H1(R)
)
(1.6)
and
y(t, ·) = u(t, ·) − uxx(t, ·) ∈ L∞loc
(
R+;M(R)
)
. (1.7)
Moreover, E1(u) =
∫
R
y dx and E2(u) =
∫
R
yv dx are two conservation laws where v = (4− ∂2x )−1u.
The remainder of the paper is organized as follows. In Section 2, strong and weak solutions are introduced and some
precise breaking and permanent waves of Eq. (1.5) are presented. Section 3 is devoted to establishing the blow-up set of
breaking waves to Eq. (1.5). Using these global strong solutions results, global existence of weak solution is obtained to give
focus to technical developments in Section 4.
Notation. In the sequel, we denote by ∗ the convolution. For 1 p < ∞, the norms in the Lebesgue space Lp(R) is ‖ f ‖Lp =
(
∫
R
| f (x)|p dx) 1p , the space L∞(R) consists of all essentially bounded, Lebesgue measurable functions f equipped with the
norm ‖ f ‖L∞ = infm(e)=0 supx∈R\e | f (x)|. ‖ · ‖s (s 0) will stand for the norm in the classical Sobolev spaces Hs(R), i.e.,
‖ f ‖s =
(∫
R
(
1+ |ξ |2)s∣∣ fˆ (ξ)∣∣2 dξ)
1
2
, (1.8)
where fˆ is the Fourier transform of f , and the inner product in Hs(R) is denoted by 〈·,·〉s , particularly the L2 inner product
is 〈·,·〉. The space of all Radon measure on R with bounded total variation is denoted by M(R) and M+(R) is the subset of
all positive measures. We write BV(R) for the space of functions with bounded variation and V( f ) for the total variation of
f ∈ BV(R).
2. Preliminaries
To obtain the result of global weak solution for (1.5), we need some a priori estimates and properties of strong solutions
in Hs , s > 32 . In this section, we give a description of strong solutions and weak solutions for Eq. (1.5). We also brieﬂy collect
the needed results from [14,31].
With y = u − uxx , Eq. (1.5) and the initial data u(0, x) = u0(x) take the form{
yt + uyx + 3ux y + γ yx = 0, t > 0, x ∈ R,
y(0, x) = u0(x) − u0,xx(x), x ∈ R. (2.1)
Note that if p(x) = 12 e−|x| , x ∈ R, then (1− ∂2x )−1 f = p ∗ f for all f ∈ L2(R) and p ∗ (u − uxx) = u. Using this identity, we
can rewrite (2.1) as⎧⎨
⎩ut + uux + ∂xp ∗
(
3
2
u2
)
+ γ ux = 0, t > 0, x ∈ R,
u(0, x) = u0(x), x ∈ R.
(2.2)
Deﬁnition 2.1. If
u ∈ C([0, T ); Hs(R))∩ C1([0, T ); Hs−1(R)) (2.3)
with s > 32 is a solution to (2.2), then u(t, x) is called a strong solution to (2.2).
The local well-posedness of the Cauchy problem (2.2) can be obtained by applying Kato’s theorem [26,31]. It is stated as
follows.
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u = u(·,u0) ∈ C
([0, T ); Hs(R))∩ C1([0, T ); Hs−1(R)). (2.4)
Moreover, the solution depends continuously on the initial data, i.e., the mapping
u0 → u(·,u0) : Hs(R) → C
([0, T ); Hs(R))∩ C1([0, T ); Hs−1(R)) (2.5)
is continuous and the maximal time of existence time T > 0 can be chosen to be independent of s in the following sense. If
u = u(·,u0) ∈ C
([0, T ); Hs(R))∩ C1([0, T ); Hs−1(R)) (2.6)
is a solution to (2.2), and if u0 ∈ Hs′ for some s′ = s, s′ > 32 , then
u ∈ C([0, T ); Hs′(R))∩ C1([0, T ); Hs′−1(R)) (2.7)
with the same value of T . In particular, if u0 ∈ H∞(R) =⋂s0 Hs(R), then u ∈ C([0, T ); H∞(R)).
Consider now the following ordinary differential equation{ dq
dt
= u(t,q) + γ , t ∈ [0, T ),
q(0, x) = x, x ∈ R.
(2.8)
Applying classical results in the theory of ordinary differential equations, we have the interesting properties on q, which are
crucial in the proof of strong global existence and blowup solutions.
Lemma 2.2. (See [31].) Let u0 ∈ Hs(R) (s  3) and let T > 0 be the maximal existence time of the corresponding solution u to the
initial-value problem (2.2). Then the initial-value problem (2.8) has a unique solution q ∈ C1([0, T )×R;R). Moreover, the map q(t, ·)
is an increasing diffeomorphism of R with
qx(t, x) = exp
( t∫
0
ux
(
s,q(s, x)
)
ds
)
> 0, ∀(t, x) ∈ [0, T ) ×R. (2.9)
Furthermore, setting y = u − uxx, we have
y
(
t,q(t, x)
)
q3x(t, x) = y0(x), ∀(t, x) ∈ [0, T ) ×R. (2.10)
Using the energy method and the invariance of q in terms of the solution u, one can prove the following global well-
posedness result.
Lemma 2.3. (See [16,31].) Suppose that u0 ∈ Hs(R) (s > 32 ), and there exists x0 ∈ R such that{
y0(x) 0, if x x0,
y0(x) 0, if x x0.
(2.11)
Then the initial-value problem (2.2) admits a unique global solution u ∈ C([0,∞); Hs(R))∩C1([0,∞); Hs−1(R)). Moreover, E2(u) =∫
R
yv dx is a conservation law, where y = u − uxx and v = (4− ∂2x )−1u, and for all t ∈ R we have
(i) ux(t, ·)−
∣∣u(t, ·)∣∣ on R, (2.12)
(ii) ‖u‖21  6t2‖u0‖4L2 + 4t‖u0‖2L2‖u0‖L∞ + ‖u0‖21. (2.13)
In particular, one has
Lemma 2.4. (See [31].) Suppose that u0 ∈ Hs(R) (s > 32 ), and y0 = u0 − ∂2x u0 does not change sign on R. Then the initial-value
problem (2.2) admits a unique global solution u ∈ C([0,∞); Hs(R)) ∩ C1([0,∞); Hs−1(R)).
In order to study weak solutions to Eq. (1.5), we deﬁne
F (u) =
[
u2 + p ∗
(
3
u2
)
+ γ u
]
. (2.14)2 2
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ut + F (u)x = 0, t > 0, x ∈ R,
u(0, x) = u0(x), x ∈ R. (2.15)
Deﬁnition 2.2. Let u0 ∈ Hα , α ∈ [1, 32 ]. If u belongs to the space L∞loc([0, T ); Hα) and satisﬁes
T∫
0
∫
R
(
uψt + F (u)ψx
)
dxdt +
∫
R
u0(x)ψ(0, x)dx = 0 (2.16)
for all functions ψ ∈ C∞0 ([0, T ) × R) which are restrictions to [0, T ) × R of a function having continuous derivatives of
arbitrary positive integer order on R2 with compact support contained in (−T , T ) × R, then u is called a weak solution
to (2.2). If u is a weak solution on [0, T ) for every T > 0, then it is a global weak solution to (2.2).
Similar to the proof of Proposition 4.2 in [40], we have
Proposition 2.1.
(i) Every strong solution is a weak solution.
(ii) If u is a weak solution and
u ∈ C([0, T ); Hs(R))∩ C1([0, T ); Hs−1(R)) (2.17)
with s > 32 , then it is a strong solution.
The following partial integration result for Bochner spaces (see [15, p. 287]) is needed to obtain the global weak solutions.
Lemma 2.5. Let T > 0. If
f , g ∈ L2((0, T ); H1(R)) and df
dt
,
dg
dt
∈ L2((0, T ); H−1(R)), (2.18)
then f , g are a.e. equal to a function continuous from [0, T ] into L2(R), respectively, and for all s, t ∈ [0, T ]
〈
f (t), g(t)
〉− 〈 f (s), g(s)〉=
t∫
s
〈
df (τ )
dτ
, g(τ )
〉
dτ +
t∫
s
〈
dg(τ )
dτ
, f (τ )
〉
dτ . (2.19)
Let {ρn} denote the molliﬁers
ρn(x) = nρ(nx)
(∫
R
ρ(ξ)dξ
)−1
, x ∈ R, n 1, (2.20)
where ρ ∈ C∞c (R) is deﬁned by
ρ(x) =
{
e
1
x2−1 , |x| 1,
0, |x| 1. (2.21)
Then we have
Lemma 2.6. (See [14].)
(a) Let f : R → R be uniformly continuous, bounded and μ ∈ M(R). Then
lim
n→∞
[
ρn ∗ ( fμ) − (ρn ∗ f )(ρn ∗ μ)
]= 0 in L1(R). (2.22)
(b) Suppose that u(t, ·) ∈ W 1,1(R) is uniformly bounded in W 1,1(R) for all t ∈ R+ . Then for a.e. t ∈ R+ , we have
d
dt
∫
|ρn ∗ u|dx =
∫
(ρn ∗ ut) sgn(ρn ∗ u)dx (2.23)R R
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dt
∫
R
|ρn ∗ ux|dx =
∫
R
(ρn ∗ uxt) sgn(ρn ∗ ux)dx. (2.24)
3. Blowup set
In this section, we will study the blowup structure of breaking waves to (2.2).
The following two lemmas are required to obtain the blow-up set of the solutions to (2.2) [31].
Lemma 3.1. Given u0 ∈ Hs(R), s > 32 , blowup of the solution u = u(·,u0) to (2.2) in ﬁnite time 0 < T < ∞ occurs if and only if
lim inf
t↑T
{
inf
x∈R
[
ux(t, x)
]}= −∞. (3.1)
Lemma 3.2. Suppose u0 ∈ Hs(R), s > 32 , and y0(x) = u0(x)− u0,xx(x). Suppose furthermore that y0(x) changes sign and there exists
an x0 ∈ R such that{
y0(x) 0, if x x0,
y0(x) 0, if x x0.
(3.2)
Then the corresponding solution to (2.2) blows up in ﬁnite time.
In order to investigate the blowup set, we also need to prove the following two a priori estimates.
Lemma 3.3. Assume u0 ∈ Hs(R), s > 32 , and u(t, x) is the solution to (2.2) guaranteed by Lemma 2.1. Then E2(u) =
∫
R
yv dx is a
conservation law, i.e.,∫
R
y(t, x)v(t, x)dx =
∫
R
y0(x)v0(x)dx, (3.3)
where y(t, x) = u(t, x) − uxx(t, x) and v(t, x) = (4− ∂2x )−1u. Moreover∥∥u(t, ·)∥∥2L2  4‖u0‖2L2 . (3.4)
Proof. Using Lemma 2.1 and a simple density argument, we only need to consider the case s = 3. Let T > 0 be the
maximal time of existence of the solution u(t, x) to (2.2) with the initial data u0 ∈ H3(R). By Lemma 2.1 we know that
u ∈ C([0, T ); H3(R)) ∩ C1([0, T ); H2(R)).
Applying the operator (1− ∂2x ) on both sides of (2.2), we obtain
yt +
(
1− ∂2x
)
∂x
(
u2
2
)
+ ∂x
(
3u2
2
)
+ γ (1− ∂2x )ux = 0. (3.5)
Multiplying the above equation by v(t, x) and integrating by parts with respect to x on R, in view of 4v − vxx = u, we have∫
R
vyt dx = −1
2
∫
R
v
(
1− ∂2x
)
∂xu
2 dx− 3
2
∫
R
v∂xu
2 dx− γ
∫
R
v
(
1− ∂2x
)
ux dx
= 1
2
∫
R
vx
(
1− ∂2x
)
u2 dx+ 3
2
∫
R
vxu
2 dx+ γ
∫
R
vx
(
1− ∂2x
)
u dx
= −1
2
∫
R
vxxxu
2 dx+ 2
∫
R
vxu
2 dx+ γ
∫
R
vxu dx− γ
∫
R
vxxxu dx
= 1
2
∫
R
u2∂x
(
4− ∂2x
)
v dx+ γ
∫
R
u(vx − vxxx)dx
= 1
2
∫
u2ux dx+ γ
∫
(4v − vxx)(vxxx − vx)dx = 0. (3.6)R R
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2
d
dt
∫
R
yv dx = 1
2
∫
R
yt v dx+ 1
2
∫
R
yvt dx =
∫
R
yt v dx, (3.7)
it follows that
d
dt
∫
R
yv dx = 0, (3.8)
which shows that E2(u) is conserved in time. In view of the properties of the Fourier transform, we have
∥∥u(t, ·)∥∥2L2 = ∥∥uˆ(t, ·)∥∥2L2  4
∫
R
1+ ξ2
4+ ξ2
∣∣uˆ(t, ξ)∣∣2 dξ
= 4〈 yˆ(t), vˆ(t)〉= 4〈y(t), v(t)〉= 4〈y0, v0〉 = 4〈 yˆ0, vˆ0〉
 4
∫
R
1+ ξ2
4+ ξ2
∣∣uˆ0(ξ)∣∣2 dξ  4‖uˆ0‖2L2 = 4‖u0‖2L2 , (3.9)
which is exactly (3.4). 
Lemma 3.4 (L∞-estimate). Assume u0 ∈ Hs(R) (s > 32 ). Let T be the maximal existence time of the solution u to the initial-value
problem (2.2) guaranteed by Lemma 2.1. Then we have∥∥u(t, ·)∥∥L∞  3‖u0‖2L2t + ‖u0‖L∞ , ∀t ∈ [0, T ]. (3.10)
Proof. By Lemma 2.1 and a density argument, it suﬃces to consider the case s = 3. Let T > 0 be the maximal time of
existence of the solution u to (2.2) with the initial value u0 ∈ H3(R).
By (2.8), we have
du(t,q(t, x))
dt
= ut
(
t,q(t, x)
)+ ux(t,q(t, x))dq(t, x)
dt
= (ut + uux + γ ux)
(
t,q(t, x)
)
, (3.11)
where q = q(t, x) is the C1 solution to (2.8). In view of (2.2), using integration by parts yields
ut + uux + γ ux = −∂xp ∗
(
3
2
u2
)
= −3p ∗ (uux) = −3
2
∞∫
−∞
e−|x−η|uuη dη
= −3
2
x∫
−∞
e−x+ηuuη dη − 3
2
∞∫
x
ex−ηuuη dη
= 3
4
x∫
−∞
e−|x−η|u2 dη − 3
4
∞∫
x
e−|x−η|u2 dη. (3.12)
We then deduce from (3.4) and (3.11) that
−3‖u0‖2L2 −
3
4
∞∫
x
e−|x−η|u2 dη du(t,q(t, x))
dt
 3
4
x∫
−∞
e−|x−η|u2 dη 3‖u0‖2L2 . (3.13)
Integrating the above inequality with respect to t < T on [0, t] yields
−3‖u0‖2L2t + u0(x) u
(
t,q(t, x)
)
 3‖u0‖2L2t + u0(x). (3.14)
Therefore∣∣u(t,q(t, x))∣∣ ∥∥u(t,q(t, x))∥∥L∞  3‖u0‖2L2t + ‖u0‖L∞ . (3.15)
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for every t ∈ [0, T ), there exists a positive constant C(t) such that
e−C(t)  qx(t, x) eC(t), x ∈ R, (3.16)
this implies that the function q(t, x) is strictly increasing on R with limx→±∞ q(t, x) = ±∞, i.e., the map q(t, ·) is an
increasing diffeomorphism of R. Thus, by (3.15)–(3.16) we get∥∥u(t, ·)∥∥L∞ = ∥∥u(t,q(t, x))∥∥L∞  3‖u0‖2L2t + ‖u0‖L∞ , ∀t ∈ [0, T ). (3.17)
This completes the proof of the lemma. 
Theorem 3.1. Suppose the assumptions of Lemma 3.2 hold. Let T with 0 < T < ∞ be the ﬁnite blowup time of the corresponding
solution to (2.2). Then we have
lim
t↑T ux
(
t,q(t, x0)
)= −∞. (3.18)
Proof. By (2.9)–(2.10), we infer from (3.2) that{
y(t, x) 0, if x q(t, x0),
y(t, x) 0, if x q(t, x0)
(3.19)
and y(t,q(t, x0)) = 0, ∀t ∈ [0, T ).
By the relations u = p ∗ y and ux = px ∗ y, we have
u(t, x) = e
−x
2
x∫
−∞
eη y(t, η)dη + e
x
2
∞∫
x
e−η y(t, η)dη (3.20)
and
ux(t, x) = −e
−x
2
x∫
−∞
eη y(t, η)dη + e
x
2
∞∫
x
e−η y(t, η)dη. (3.21)
For x q(t, x0), in view of (3.19)–(3.21) and noting y = u − uxx , we deduce by integration by parts that
ux(t, x) = −u(t, x) + ex
∞∫
x
e−η y(t, η)dη
= −u(t, x) + ex
q(t,x0)∫
x
e−η y(t, η)dη + ex
∞∫
q(t,x0)
e−η y(t, η)dη
−u(t, x) + ex
∞∫
q(t,x0)
e−η y(t, η)dη −u(t, x) + eq(t,x0)
∞∫
q(t,x0)
e−η y(t, η)dη
= −u(t, x) + ux
(
t,q(t, x0)
)+ u(t,q(t, x0)). (3.22)
For x q(t, x0), similarly, we have
ux(t, x) = u(t, x) − e−x
x∫
−∞
eη y(t, η)dη
= u(t, x) − e−x
x∫
q(t,x0)
eη y(t, η)dη − e−x
q(t,x0)∫
−∞
eη y(t, η)dη
 u(t, x) − e−x
q(t,x0)∫
−∞
eη y(t, η)dη u(t, x) − e−q(t,x0)
q(t,x0)∫
−∞
eη y(t, η)dη
= u(t, x) + ux
(
t,q(t, x0)
)− u(t,q(t, x0)). (3.23)
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ux(t, x) ux
(
t,q(t, x0)
)− 2∥∥u(t, ·)∥∥L∞  ux(t,q(t, x0))− 2(3‖u0‖2L2t + ‖u0‖L∞). (3.24)
Since T < ∞, it follows from Lemma 3.1 that
lim inf
t↑T
{
inf
x∈R
[
ux(t, x)
]}= −∞. (3.25)
In view of (3.25), we then easily deduce (3.18) from (3.24). This completes the proof of the theorem. 
Remark 3.1. The theorem shows that when the wave breaking occurs, there is at least one point where the slope of the
wave becomes inﬁnity exactly at breaking time. It is also noted that the breaking point q (deﬁned in (2.8)) depends on the
dispersive parameter γ and it can be shown that when γ → 0, q tends to q0 generated by the DP equation.
4. Global weak solutions
In this section, the primary section of the paper, a proof of the main result is completed. Despite the extra complexity of
Eq. (1.5) with a strong dispersive term by the parameter γ , we are able to adapt the development put forward for the DP
equation in [14].
The following lemma plays an important role to approach the proof of existence of global weak solution to Eq. (1.5).
Lemma 4.1. Suppose that u0 ∈ Hs(R) (s 3), y0 = u0 − u0,xx ∈ L1(R) and there exists x0 ∈ R such that{
y0(x) 0, if x x0,
y0(x) 0, if x x0,
(4.1)
let u be the corresponding global solution to the initial-value problem (2.2) and y = u − uxx. Then y ∈ L∞(R+; L1(R)) and
(i)
∥∥y(t, ·)∥∥L1  exp(3t2‖u0‖2L2 + 2t‖u0‖L∞)‖y0‖L1 , (4.2)
(ii)
∥∥ux(t, ·)∥∥L∞  12
∥∥y(t, ·)∥∥L1 , (4.3)
(iii)
∥∥u(t, ·)∥∥L1  ∥∥y(t, ·)∥∥L1 , (4.4)
(iv)
∥∥ux(t, ·)∥∥L1  ∥∥y(t, ·)∥∥L1 . (4.5)
Proof. By Lemma 2.3, we known u ∈ C(R+; H3(R)) ∩ C1(R+; H2(R)). Hence y = u − uxx ∈ C(R+; H1(R)) ∩ C1(R+; L2(R)).
Since y0(x0) = 0, it follows from Lemma 2.2 that y(t,q(t, x0)) = 0, ∀t ∈ R+ . In view of yt = −(yu)x − 2yux − γ yx , it is
deduced from Lemmas 2.3 and 3.4 that
d
dt
∫
R
y+ dx = d
dt
∞∫
q(t,x0)
y dx =
∞∫
q(t,x0)
[−(yu)x − 2yux − γ yx]dx
= −2
∞∫
q(t,x0)
yux dx 2 sup
x∈R
{−ux}
∫
R
y+ dx
 2
∥∥u(t, ·)∥∥L∞
∫
R
y+ dx
(
6t‖u0‖2L2 + 2‖u0‖L∞
)∫
R
y+ dx. (4.6)
By Gronwall’s inequality, we obtain∫
R
y+ dx exp
(
3t2‖u0‖2L2 + 2t‖u0‖L∞
)∫
R
y+0 dx. (4.7)
Similarly, we can obtain a same estimate for y− . This proves (i).
Note u = p ∗ y, ux = px ∗ y, ‖px‖L∞ = 12 , ‖p‖L1 = 1 and ‖px‖L1 = 1. By Young’s inequality, it is easy to check (ii)–(iv).
This completes the proof of the lemma. 
We now in the position to prove Theorem 1.1.
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(a) Existence:
(i) We choose a suitable approximation of the initial data u0 ∈ H1(R) by smooth functions un0 which produces a sequence
of global solutions un(t, ·) of (2.2) in any Hs(R) (s > 32 ).
Let u0 ∈ H1(R) and assume that y0 = u0 − u0,xx ∈ M(R). Noting u0 = p ∗ y0, by Young’s inequality, we have
‖u0‖L1 = ‖p ∗ y0‖L1 = sup
f ∈L∞
‖ f ‖L∞1
∫
R
f (x)(p ∗ y0)(x)dx
= sup
f ∈L∞
‖ f ‖L∞1
∫
R
f (x)
∫
R
p(x− ξ)dy0(ξ)dx = sup
f ∈L∞
‖ f ‖L∞1
∫
R
(p ∗ f )(ξ)dy0(ξ)
 sup
f ∈L∞
‖ f ‖L∞1
‖p ∗ f ‖L∞‖y0‖M  sup
f ∈L∞
‖ f ‖L∞1
‖p‖L1‖ f ‖L∞‖y0‖M = ‖y0‖M . (4.8)
Let l(r) be the right translation by r ∈ R, i.e.,
l(r) f (x) = f (x+ r). (4.9)
Deﬁne
yn0 = l
(
−1
n
)(
ρn ∗ y+0
)− l(1
n
)(
ρn ∗ y−0
)
. (4.10)
By the deﬁnition of ρn and the assumptions of the theorem, we have
supp
(
ρn ∗ y−0
)⊂ (−∞, x0 + 1
n
)
and supp
(
ρn ∗ y+0
)⊂ (x0 − 1
n
,∞
)
. (4.11)
Then {
yn0(x) 0, if x x0,
yn0(x) 0, if x x0.
(4.12)
For n 1, let
un0 =
(
1− ∂2x
)−1
yn0 = p ∗ yn0 ∈ H∞. (4.13)
In view of Lemma 2.3 and (4.12), we know that the Cauchy problem of (2.2) with the initial data un0 admits a unique global
strong solution
un = un(·,un0) ∈ C([0,∞); Hs(R))∩ C1([0,∞); Hs−1(R)) (4.14)
for every s > 32 and for all (t, x) ∈ R+ ×R.
(ii) We now prove that there is a subsequence of {un}n1 which converges pointwise a.e. to a function u ∈ H1loc(R+ ×R)∩
L∞loc(R+; H1(R)), and satisﬁes Eq. (1.5) in the sense of distributions.
If we take account of
p ∗ (yn±0 ) ∈ H1 and
∥∥∥∥l
(
∓1
n
)
ρn
∥∥∥∥
L1
= 1 (4.15)
and
supp
(
l
(
∓1
n
)
ρn
)
→ 0, as n → ∞, (4.16)
then we deduce from (4.10) and (4.13) that
un0 = p ∗
[
l
(
−1
n
)(
ρn ∗ y+0
)− l(1
n
)(
ρn ∗ y−0
)]
= l
(
−1
n
)(
ρn ∗
(
p ∗ y+0
))− l(1
n
)(
ρn ∗
(
p ∗ y−0
))
→ p ∗ y+ − p ∗ y− = u0 in H1, as n → ∞. (4.17)0 0
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∥∥un0∥∥L1 = ∥∥p ∗ yn0∥∥L1  ∥∥yn0∥∥L1 =
∥∥∥∥l
(
−1
n
)(
ρn ∗ y+0
)∥∥∥∥
L1
+
∥∥∥∥l
(
1
n
)(
ρn ∗ y+0
)∥∥∥∥
L1

∥∥∥∥l
(
−1
n
)
ρn
∥∥∥∥
L1
∥∥y+0 ∥∥L1 +
∥∥∥∥l
(
1
n
)
ρn
∥∥∥∥
L1
∥∥y−0 ∥∥L1  ∥∥y+0 ∥∥M + ∥∥y−0 ∥∥M  ‖y0‖M . (4.18)
Similarly, we have∥∥un0∥∥L2  ‖p‖L2‖y0‖M , (4.19)∥∥un0∥∥L∞  12‖y0‖M , (4.20)∥∥un0∥∥1  ‖p‖1‖y0‖M . (4.21)
For n 1 and t  0, by Lemma 2.3, it follows from (4.19)–(4.21) that∥∥un(t, ·)∥∥21  6t2∥∥un0∥∥4L2 + 4t∥∥un0∥∥2L2∥∥un0∥∥L∞ + ∥∥un0∥∥21
 6t2‖p‖4L2‖y0‖4M + 2t‖p‖2L2‖y0‖3M + ‖p‖21‖y0‖2M . (4.22)
Since
[
un(t, x)
]2 =
x∫
−∞
2un(t, ξ)unx(t, ξ)dξ 
∥∥un(t, ·)∥∥21, (4.23)
we obtain∥∥un(t, ·)∥∥2L∞  ∥∥un(t, ·)∥∥21  6t2‖p‖4L2‖y0‖4M + 2t‖p‖2L2‖y0‖3M + ‖p‖21‖y0‖2M , (4.24)∥∥un(t, ·)unx(t, ·)∥∥L2  ∥∥un(t, ·)∥∥L∞∥∥unx(t, ·)∥∥L2  ∥∥un(t, ·)∥∥21
 6t2‖p‖4L2‖y0‖4M + 2t‖p‖2L2‖y0‖3M + ‖p‖21‖y0‖2M (4.25)
and ∥∥∥∥∂xp ∗
(
3
2
[
un(t, ·)]2)∥∥∥∥
L2
 3
2
‖px‖L2
∥∥[un(t, ·)]2∥∥L1  32‖p‖1
∥∥un(t, ·)∥∥21
 9t2‖p‖1‖p‖4L2‖y0‖4M + 3t‖p‖1‖p‖2L2‖y0‖3M +
3
2
‖p‖31‖y0‖2M . (4.26)
Then by Eq. (2.2), we get
∥∥unt (t, ·)∥∥L2  ∥∥ununx(t, ·)∥∥L2 + ∥∥γ unx(t, ·)∥∥L2 +
∥∥∥∥∂xp ∗
[
3
2
(
un(t, ·))2]∥∥∥∥
L2

(
1+ 3
2
‖p‖1 + |γ |
2
)(
6t2‖p‖4L2‖y0‖4M + 2t‖p‖2L2‖y0‖3M + ‖p‖21‖y0‖2M
)+ |γ |
2
.
For ﬁxed T > 0, we infer from (4.24) and (4.27) that
T∫
0
∫
R
([
un(t, x)
]2 + [unx(t, x)]2 + [unt (t, x)]2)dxdt  K , (4.27)
where K is a positive constant dependent on ‖p‖1, ‖p‖L2 , ‖y0‖M and T . Therefore the sequence {un}n1 is uniformly
bounded in the space H1((0, T )×R), and there exist a subsequence {unk }k1 of {un}n1 and a u ∈ H1((0, T )×R) such that
unk ⇀ u weakly in H1
(
(0, T ) ×R), as nk → ∞, (4.28)
and
unk → u a.e. on (0, T ) ×R, as nk → ∞. (4.29)
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V
[
unkx (t, ·)
]= ∥∥unkxx(t, ·)∥∥L1  ∥∥unk (t, ·)∥∥L1 + ∥∥ynk (t, ·)∥∥L1
 2
∥∥ynk (t, ·)∥∥L1  2exp(3t2∥∥un0∥∥2L2 + 2t∥∥un0∥∥L∞)∥∥ynk0 ∥∥L1
 2exp
(
3t2‖p‖2L2‖y0‖2M + t‖y0‖M
)‖y0‖M (4.30)
and
∥∥unkx (t, ·)∥∥L∞  12
∥∥ynk (t, ·)∥∥L1  12 exp
(
3t2‖p‖2L2‖y0‖2M + t‖y0‖M
)‖y0‖M . (4.31)
Applying Helly’s theorem (see [1, p. 14]), we ﬁnd a subsequence of {unkx (t, ·)}k1 again denoted by {unkx (t, ·)}k1, which
converges at every point to some function v(t, ·) of ﬁnite variation with
V
[
v(t, ·)] 2exp(3t2‖p‖2L2‖y0‖2M + t‖y0‖M)‖y0‖M (4.32)
and
∥∥v(t, ·)∥∥L∞  12 exp
(
3t2‖p‖2L2‖y0‖2M + t‖y0‖M
)‖y0‖M . (4.33)
We then deduce from (4.30) that unkx (t, ·) → ux(t, ·) in D′(R) for a.e. t ∈ (0, T ). Thus for a.e. t ∈ (0, T ), we have v(t, ·) =
ux(t, ·), i.e.,
unkx (t, ·) → ux(t, ·), a.e. on (0, T ) ×R, as nk → ∞, (4.34)
and
V
[
ux(t, ·)
]= ∥∥uxx(t, ·)∥∥M  2exp(3t2‖p‖2L2‖y0‖2M + t‖y0‖M)‖y0‖M . (4.35)
By (4.24), we have∥∥∥∥32
[
un(t, ·)]2∥∥∥∥
L2
 3
2
∥∥un(t, ·)∥∥L∞∥∥un(t, ·)∥∥L2  32
∥∥un(t, ·)∥∥21
 9t2‖p‖4L2‖y0‖4M + 3t‖p‖2L2‖y0‖3M +
3
2
‖p‖21‖y0‖2M . (4.36)
Consequently, for any given t ∈ (0, T ), the sequence { 32 [un(t, ·)]2}n1 is uniformly bounded in L2 and there is a subsequence
{ 32 [unk (t, ·)]2}k1 which converges weakly in L2. By (4.30) we deduce that the weak L2(R)-limit is just 32 [u(t, ·)]2. Then by
px ∈ L2, we have
∂xp ∗
(
3
2
[
unk (t)
]2)→ ∂xp ∗
(
3
2
[
u(t)
]2)
, as nk → ∞. (4.37)
Thus, we infer from (4.30), (4.35) and (4.38) that u satisﬁes (2.2) in D′((0, T ) ×R).
(iii) We now prove that u enjoys better regularities, i.e., u ∈ W 1,∞loc (R+ ×R) ∩ L∞loc(R+; H1(R)).
Fix T > 0. For any t ∈ [0, T ), we infer from (4.27) that the sequence {unkt (t, ·)}k1 is uniformly bounded in L2. By (4.24)
we also have a uniform bound on ‖unk (t, ·)‖H1 . Hence the family of t → unk (t, ·) ∈ H1 is weakly equicontinuous on [0, T ].
It follows from the Arzela–Ascoli theorem that {unk }k1 contains a subsequence, which we denote again by {unk }k1 and
converges weakly in H1 uniformly in t ∈ [0, T ). The limit function u is locally weakly continuous from [0,∞) into H1, i.e.,
u ∈ Cwloc
(
R+; H1(R)
)
. (4.38)
Since for a.e. t ∈ R+ , unk (t, ·) ⇀ u(t, ·) weakly in H1, it follows from (4.24) that∥∥u(t, ·)∥∥L∞  ∥∥u(t, ·)∥∥1  lim infnk→∞
∥∥unk (t, ·)∥∥1
 6t2‖p‖4L2‖y0‖4M + 2t‖p‖2L2‖y0‖3M + ‖p‖21‖y0‖2M , (4.39)
which implies
u ∈ L∞ (R+ ×R) ∩ L∞
(
R+; H1(R)
)
. (4.40)loc loc
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∥∥unkx (t, ·)∥∥L∞  lim infk→∞ 12
∥∥ynk (t, ·)∥∥L1
 1
2
exp
(
3t2‖p‖2L2‖y0‖2M + t‖y0‖M
)‖y0‖M , (4.41)
this implies that ux ∈ L∞loc(R+ ×R). Hence, from relation (4.41), the desired property is obtained.
(iv) We now prove that y = (u − uxx)(t, ·) ∈ L∞loc(R+;M(R)) and E1(u) =
∫
y dx is a conservation law.
As u solves (2.2) in distributional sense, it is found that for a.e. t ∈ R+ ,
ρn ∗ ut + γρn ∗ ux + ρn ∗ (uux) + ρn ∗ ∂xp ∗
(
3
2
u2
)
= 0. (4.42)
Integrating with respect to x on R, we have
d
dt
∫
R
ρn ∗ u dx+ γ
∫
R
ρn ∗ ux dx+
∫
R
ρn ∗ (uux)dx+
∫
R
ρn ∗ ∂xp ∗
(
3
2
u2
)
dx = 0. (4.43)
Integration by parts yields
d
dt
∫
R
ρn ∗ u dx = 0, for t ∈ R+ and n 1. (4.44)
By Lemma 2.5, we get∫
R
ρn ∗ u(t, ·)dx =
∫
R
ρn ∗ u0 dx. (4.45)
In view of (4.4) and (4.8), we have
lim
n→∞
∥∥ρn ∗ u(t, ·) − u(t, ·)∥∥L1 = limn→∞‖ρn ∗ u0 − u0‖L1 = 0, (4.46)
thus for a.e. t ∈ R+ , it follows from (4.46) that∫
R
u(t, x)dx = lim
n→∞
∫
R
ρn ∗ u(t, ·)dx = lim
n→∞
∫
R
ρn ∗ u0 dx =
∫
R
u0 dx, (4.47)
this proves that E1(u) =
∫
R
u dx is a conservation law.
Since L1(R) ⊂ (L∞(R))∗ ⊂ (C0(R))∗ = M(R), it follows from (4.8), (4.36) and the conservation law E1(u), for a.e. t ∈ R+
that ∥∥u(t, ·) − uxx(t, ·)∥∥M  ∥∥u(t, ·)∥∥L1 + ∥∥uxx(t, ·)∥∥M  ‖u0‖L1 + ∥∥uxx(t, ·)∥∥M
 ‖y0‖M + 2exp
(
3t2‖p‖2L2‖y0‖2M + t‖y0‖M
)‖y0‖M , (4.48)
and this shows
(u − uxx)(t, ·) ∈ L∞loc
(
R+;M(R)
)
. (4.49)
(v) We now prove that E2(u) =
∫
R
yv dx is a conservation law.
Noting (1− ∂2x )−1 f = p ∗ f , ∀ f ∈ L2, u = p ∗ y and (4.43), we have for a.e. t ∈ R+ and n 1,
d
dt
ρn ∗ y + γ
(
1− ∂2x
)
ρn ∗ ux +
(
1− ∂2x
)
ρn ∗ (uux) + ρn ∗ (3uux) = 0. (4.50)
Multiplying the above equation by v = (4− ∂xx)−1u and integrating by parts with respect to x on R, we have∫
R
v
d
dt
ρn ∗ y dx = −γ
∫
R
v
(
1− ∂2x
)
ρn ∗ ux dx−
∫
R
v
(
1− ∂2x
)
ρn ∗ (uux)dx−
∫
R
vρn ∗ (3uux)dx
= −γ
∫
vρn ∗ ux dx+ γ
∫
vxxρn ∗ ux dx+
∫
∂2x vρn ∗ (uux)dx− 4
∫
vρn ∗ (uux)dx. (4.51)
R R R R
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1
2
d
dt
∫
R
vρn ∗ y dx =
∫
R
v
d
dt
ρn ∗ y dx
= 3γ
∫
R
vρn ∗ ux dx− γ
∫
R
uρn ∗ ux dx−
∫
R
uρn ∗ (uux)dx
= 3γ
∫
R
vρn ∗ ux dx− γ
∫
R
uρn ∗ ux dx+ 1
2
∫
R
uxρn ∗
(
u2
)
dx
→ 3γ
∫
R
vux dx− γ
∫
R
uux dx+ 1
2
∫
R
uxu
2 dx = 0, as n → ∞, (4.52)
the remainder of the proof is similar to the proof of the corresponding conservation law in [14]. Consequently, it transpires
that E2(u) =
∫
yv dx is conserved in time.
(b) Uniqueness:
Suppose that u, v ∈ W 1,∞loc (R+ × R) ∩ L∞loc(R+; H1(R)) are two global weak solutions of the initial-value problem (2.2)
such that (u − uxx)(t, ·) and (v − vxx)(t, ·) belong to L∞loc(R+;M(R)).
Fixing T > 0, let
N(T ) = sup
t∈[0,T ]
{∥∥u(t, ·) − uxx(t, ·)∥∥M + ∥∥v(t, ·) − vxx(t, ·)∥∥M}. (4.53)
Then N(T ) < ∞ and for any (t, x) ∈ [0, T ] ×R, we have
∣∣u(t, x)∣∣= ∣∣p ∗ [u(t, ·) − uxx(t, ·)](x)∣∣ ‖p‖L∞∥∥u(t, ·) − uxx(t, ·)∥∥M  N(T )2 (4.54)
and ∣∣ux(t, x)∣∣= ∣∣px ∗ [u(t, ·) − uxx(t, ·)](x)∣∣ N(T )
2
. (4.55)
Similarly, we have
∣∣v(t, x)∣∣, ∣∣vx(t, x)∣∣ N(T )
2
, (t, x) ∈ [0, T ] ×R. (4.56)
On the other hand, following the same procedure as in (4.8), it is found that for t ∈ [0, T ],∥∥u(t, ·)∥∥L1 = ∥∥p ∗ [u(t, ·) − uxx(t, ·)](x)∥∥L1  N(T ), (4.57)∥∥ux(t, ·)∥∥L1 = ∥∥px ∗ [u(t, ·) − uxx(t, ·)(x)]∥∥L1  N(T ), (4.58)
and ∥∥v(t, ·)∥∥L1 ,∥∥vx(t, ·)∥∥L1  N(T ). (4.59)
Let w(t, x) = u(t, x)− v(t, x), (t, x) ∈ [0, T ]×R. Convoluting Eq. (1.5) for u and v with ρn , respectively, by Lemma 2.6 for
a.e. t ∈ [0, T ] and all n 1, we have
d
dt
∫
R
|ρn ∗ w|dx =
∫
R
(ρn ∗ wt) sgn(ρn ∗ w)dx
= −
∫
R
γρn ∗ wx sgn(ρn ∗ w)dx−
∫
R
ρn ∗ (wux) sgn(ρn ∗ w)dx
−
∫
R
ρn ∗ (vwx) sgn(ρn ∗ w)dx− 3
2
∫
R
ρn ∗ px ∗
[
w(u + v)] sgn(ρn ∗ w)dx. (4.60)
Using (4.55)–(4.60) with a similar proof of (4.28) in [14], or following the procedure described in [9, pp. 56–57], we infer
from Young’s inequality and Lemma 2.6 that for a.e. t ∈ [0, T ] and all n 1,
d
dt
∫
|ρn ∗ w|dx C(T )
∫
|ρn ∗ w|dx+ C(T )
∫
|ρn ∗ wx|dx+ Rn(t), (4.61)R R R
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lim
n→∞ Rn(t) = 0,∣∣Rn(t)∣∣ C(T ), n 1, t ∈ [0, T ]. (4.62)
Similarly, convoluting Eq. (1.5) for u and v with ρn,x , respectively, and using Lemma 2.6, we have for a.e. t ∈ [0, T ] and
all n 1,
d
dt
∫
R
|ρn ∗ wx|dx =
∫
R
(ρ ∗ wxt) sgn(ρn,x ∗ w)dx
= −γ
∫
R
ρn ∗ wxx sgn(ρn,x ∗ w)dx−
∫
R
ρn
[
wx(ux + vx)
]
sgn(ρn,x ∗ w)dx
−
∫
R
ρn ∗ (wvxx) sgn(ρn,x ∗ w)dx−
∫
R
ρn ∗ (uwxx) sgn(ρn,x ∗ w)dx
− 3
2
∫
R
ρn ∗ pxx ∗
(
u2 − v2) sgn(ρn,x ∗ w)dx. (4.63)
Again, in view of (4.55)–(4.60), Young’s inequality, Lemma 2.6 and the identity ∂2x (p ∗ f ) = p ∗ f − f , with a similar proof
of (4.31) in [14], for a.e. t ∈ [0, T ] and all n 1, there appears the relation
d
dt
∫
R
|ρn ∗ wx|dx C(T )
∫
R
|ρn ∗ w|dx+ C(T )
∫
R
|ρn ∗ wx|dx+ Rn(t). (4.64)
Applying Gronwall’s inequality, we deduce from (4.62) and (4.65) that
∫
R
(|ρn ∗ w| + |ρn ∗ wx|)(t, x)dx
t∫
0
e2C(T )(t−s)Rn(s)ds + e2C(T )t
∫
R
(|ρn ∗ w| + |ρn ∗ wx|)(0, x)dx (4.65)
for all t ∈ [0, T ] and n  1. Note that w = u − v ∈ W 1,1(R) and (4.63), by Lebesgue’s dominated convergence theorem, we
have for all t ∈ [0, T ],∫
R
(|w| + |wx|)(t, x)dx e2C(T )t
∫
R
(|w| + |wx|)(0, x)dx. (4.66)
It follows from w(0) = wx(0) = 0 that u(t, x) = v(t, x) for a.e. (t, x) ∈ [0, T ] ×R. Since T > 0 is arbitrary, this completes the
proof of Theorem 1.1. 
Example 4.1 (Peakon and antipeakon). Let
u0(x) = (c1 − γ )e−|x−x1| + (c2 − γ )e−|x−x2|, x ∈ R, (4.67)
with c1 < γ , c2 > γ and x1 < x2. One can check that
y0 = u0 − u0,xx = 2c1δ(x− x1) + 2c2δ(x− x2), (4.68)
where δ(·) is the Dirac function. By Theorem 1.1, the Cauchy problem of (2.2) with the initial data u0(x) admits a unique
global weak solution u, which is the sum of a peakon and an antipeakon, i.e.,
u(t, x) = p1(t)e−|x−q1(t)| + p2(t)e−|x−q2(t)|, (t, x) ∈ R+ ×R, (4.69)
for some pi,qi ∈ W 1,∞loc (R) (i = 1,2).
Example 4.2. The function u(t, x) = (c − γ )e−|x−ct|(c = γ ) is a global weak solution to Eq. (1.5).
It suﬃces to check that u(t, x) = (c − γ )e−|x−ct| solves
T∫ ∫ (
uϕt + F (u)ϕx
)
dxdt +
∫
u(0, x)ϕ(0, x)dx = 0 (4.70)0 R R
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F (u) = u
2
2
+ p ∗
(
3
2
u2
)
+ γ u. (4.71)
Set
I =
T∫
0
∫
R
uϕt dxdt, (4.72)
II =
T∫
0
∫
R
F (u)ϕx dxdt (4.73)
and
III =
∫
R
u(0, x)ϕ(0, x)dx (4.74)
respectively. Obviously
I =
T∫
0
∫
R
ce−|x−ct|ϕt dxdt −
T∫
0
∫
R
γ e−|x−ct|ϕt dxdt. (4.75)
Since ce−|x−ct| is a global weak solution to the DP equation (γ = 0) (cf. [14]), we have
II =
T∫
0
∫
R
[
u2
2
+ p ∗
(
3
2
u2
)
+ γ u
]
ϕx dxdt
=
T∫
0
∫
R
[
(c − γ )2
2
e−2|x−ct| + p ∗
(
3
2
(c − γ )2e−2|x−ct|
)
+ γ (c − γ )e−|x−ct|
]
ϕx dxdt
=
T∫
0
∫
R
[
c2
2
e−2|x−ct| + p ∗
(
3
2
c2e−2|x−ct|
)]
ϕx dxdt
+
T∫
0
∫
R
[−2cγ + γ 2
2
e−2|x−ct| + p ∗
(−6cγ + 3γ 2
2
e−2|x−ct|
)
+ γ (c − γ )e−|x−ct|
]
ϕx dxdt
=
[
−
T∫
0
∫
R
ce−|x−ct|ϕt dxdt −
∫
R
ce−|x|ϕ(0, x)dx
]
+
T∫
0
∫
R
[−2cγ + γ 2
2
e−2|x−ct| + p ∗
(−6cγ + 3γ 2
2
e−2|x−ct|
)
+ γ (c − γ )e−|x−ct|
]
ϕx dxdt. (4.76)
Similarly, we have
T∫
0
∫
R
p ∗
(−6cγ + 3γ 2
2
e−2|x−ct|
)
ϕx dxdt
= −6cγ + 3γ
2
3c2
T∫
0
∫
R
p ∗
(
3
2
c2e−2|x−ct|
)
ϕx dxdt
= −2cγ + γ
2
c2
(
−
T∫ ∫
ce−|x−ct|ϕt dxdt −
T∫ ∫
c2
2
e−2|x−ct|ϕx dxdt −
∫
ce−|x|ϕ(0, x)dx
)
. (4.77)0 R 0 R R
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I + II + III =
[ T∫
0
∫
R
ce−|x−ct|ϕt dxdt −
T∫
0
∫
R
γ e−|x−ct|ϕt dxdt
]
+
[
−
T∫
0
∫
R
ce−|x−ct|ϕt dt dx−
∫
R
ce−|x|ϕ(0, x)dx
]
+
T∫
0
∫
R
−2cγ + γ 2
2
e−2|x−ct|ϕx dxdt
+ −2cγ + γ
2
c2
(
−
T∫
0
∫
R
ce−|x−ct|ϕt dxdt −
T∫
0
∫
R
c2
2
e−2|x−ct|ϕx dxdt −
∫
R
ce−|x|ϕ(0, x)dx
)
+ γ (c − γ )
T∫
0
∫
R
e−|x−ct|ϕx dxdt + (c − γ )
∫
R
e−|x|ϕ(0, x)dx
= (cγ − γ 2)
[ 0∫
−∞
dx
T∫
0
ex−ctϕ dt −
cT∫
0
dx
x/c∫
0
ect−xϕ dt +
cT∫
0
dx
T∫
x/c
ex−ctϕ dt −
∞∫
cT
dx
T∫
0
ect−xϕ dt
]
− γ (c − γ )
T∫
0
dt
ct∫
−∞
ex−ctϕ dx+ γ (c − γ )
T∫
0
dt
∞∫
ct
ect−xϕ dx. (4.78)
By changing the order of t and x in the last term in the above equation, we ﬁnd the sum of the underline parts and the
remainder parts is zero, respectively.
It is observed that the peaked solution of Eq. (1.5) is not a smooth solution. Actually, one can establish the following
result for any traveling solutions of Eq. (1.5).
Theorem 4.1. All nontrivial traveling-wave solutions of Eq. (1.5) are not strong solutions.
Proof. Arguing by contradiction, assume that w ∈ H3 and u(t, x) = w(x − ct), w = 0 is a strong solution of Eq. (1.5). Then
we have
cw ′ − cw ′′′ − 4ww ′ + 3w ′w ′′ + ww ′′′ − γ (w ′ − w ′′′) = 0 in L2. (4.79)
We ﬁnd that(
cw − cw ′′ − 2w2 + (w ′)2 + ww ′′ − γ (w − w ′′))′ = 0 in L2 (4.80)
and therefore
cw − cw ′′ − 2w2 + (w ′)2 + ww ′′ − γ (w − w ′′) = 0 in H1, (4.81)
or, what is same,
(c − γ − w)(w − w ′′) − (w2 − (w ′)2)= 0 in H1 (4.82)
since w ∈ H3 ⊂ C20(R). Multiplying this identity with 2w ′ yields that
(c − γ − w)(w2 − (w ′)2)′ − 2w ′(w2 − (w ′)2)= 0. (4.83)
Since w ∈ H3 ⊂ C20(R) and w = 0, we have w = c − γ , a.e. and w2 = (w ′)2, a.e.
Let w0 = w(ξ) = maxx∈R w(x) > 0. Then taking integration for (4.84) in [ξ, x] yields
x∫
ξ
d(w2 − (w ′)2)
w2 − (w ′)2 =
x∫
ξ
2dw
c − γ − w , x ∈ R. (4.84)
This implies that
(w − c + γ )2∣∣w2 − (w ′)2∣∣= w2(w0 − c + γ )2, x ∈ R. (4.85)0
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w20(w0 − c + γ )2 = 0, (4.86)
which also implies from (4.84) that
(w − c + γ )2∣∣w2 − (w ′)2∣∣= 0, x ∈ R. (4.87)
This leads a contradiction since w ∈ H3.
If u(t, x) = w(x− ct) ∈ Hs with s > 32 , then applying a density argument and using the continuous dependence on initial
data guaranteed by Lemma 2.1, we obtain that there exists no nontrivial traveling-wave solution to Eq. (1.5), which is a
strong solution to this equation. 
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