Continuous approximations that are ordinary differential equations (ODEs) or stochastic differential equations (SDEs) are often used to study the properties of discrete stochastic processes. We show that different ways of taking the continuous limit of the same model may result in either an ODE or a SDE and study the manner in which each approximates the discrete model. We compare the asymptotic properties of the continuous equations with those of the discrete dynamics and show that they tend to provide a better approximation when a greater amount of variance of the discrete model is preserved in the continuous limit. Journal of Economic Literature Classification numbers: C6, C7, D8
INTRODUCTION
Many economic models consider how the composition of different types of individuals in a population change over time. The focus of these models is on how the proportion of different types in a population evolve. The type of an agent could refer to her beliefs about the strategy the other players adopt (e.g., Fudenberg and Levine [13] ), the strategy she plays (e.g., Binmore and Samuelson [3] ), or her phenotype as is typical in models of evolutionary game theory (e.g., Weibull [21] ).
Although many of these models evolve stochastically and are appropriately formulated in discrete space and time, their analysis is often done through a continuous limit. That is, the discrete stochastic model is studied via a continuous approximation. Two kinds of continuous approximations have been frequently used. The first is a deterministic continuous approximation represented by an ordinary differential equation (ODE) . 2 Another kind of continuous approximation that has more recently been proposed in the game theoretic literature is described by a stochastic differential equation (SDE). 3 The manner in which the continuous dynamic approximates the discrete one is important as it sheds light on the limitations of using the approximation. This analysis has often been a little cursory. However, papers by Binmore, Samuelson and Vaughan [4] , Bo rgers and Sarin [5] and Boylan [7] pay close attention to this. They carefully study the approximation of a discrete, stochastic process by an ODE. Each of these papers derives the ODE as an explicit limit of the discrete stochastic model. These papers obtain the manner in which the ODE approximates the discrete stochastic model, and also the length of the time horizon for which this approximation is valid. To the best of our knowledge such information is not available in the case when a SDE is used to approximate a model. Foster and Young [11] were the first to study a SDE in games. They consider the SDE that arises when continuous stochastic shocks are added to an ODE defined on the population shares playing various strategies. Fudenberg and Harris [12] also add continuous stochastic shocks to an ODE, but add shocks to the size of the population playing different strategies and derive the implied SDE in population shares. Both Foster and Young and Fudenberg and Harris consider the dynamics when the population plays either of two strategies. Cabrales [8] extends the Fudenberg and Harris approach by allowing for more than two strategies.
More similar to our paper is the paper by Binmore, Samuelson and Vaughan [4] who, like us, begin with a discrete stochastic model. They derive a SDE from their model. However, their derivation does not provide information on how it approximates the discrete stochastic model or the time horizon over which this approximation is valid. Furthermore, their study does not emphasize the different limits under which the ODE and SDE approximations are obtained. In this paper we provide detailed information on when the ODE and the SDE limits arise and the manner in which they approximate the discrete stochastic model. Like Binmore, Samuelson and Vaughan we also compare the asymptotic properties of the approximating ODE and SDE with the asymptotic properties of the discrete model. 4 We look at a discrete stochastic model in which the change in the composition of different types in a population occurs due to a very stylized model of the imitation process. While models of imitation have much interest to economists studying how the proportions of different types of individuals in a population evolve over time, 5 the focus of our paper is not on the model of imitation but rather on the construction of continuous limits and their relation to the discrete model. In particular, the model we consider is silent on the factors which might be relevant in explaining imitation behavior. In our model, both the type which is (potentially) imitated and the type which is allowed to imitate are randomly chosen. Roughly speaking, the noise arising in the model is due both to the matching process, which determines the type which gets the opportunity to mimic, and the mimicking process, which gives the probability with which some types mimic others.
Two limits of the discrete model are considered. Both limits involve supposing that the``step size'' of the process decreases as the time interval between consecutive rounds of the process shrinks. In one the limit involves supposing that in each sub-interval of time only a fraction of the types are given the opportunity to imitate. In the other limit we suppose that the probability with which different types switch or imitate others decreases in each sub-interval of time. Letting the time intervals to be divided arbitrarily finely gives the continuous limit.
In the case when the limit is taken supposing a smaller proportion of types have the opportunity to change we obtain an ODE. When we suppose the probability of imitating decreases we obtain a SDE. Much of the paper concerns how the two limits are constructed and in what manner they approximate the discrete model. We show that when we obtain an ODE limit the limiting process approximates the discrete model uniformly over compact intervals of time. That is, roughly speaking, the supremum of the distance between the discrete model and the ODE converges to zero, in probability, over the compact time span [0, T], for arbitrary finite T. In contrast, when we obtain the SDE limit, we show that the discrete model converges to the SDE, in distribution, over the entire real line [0, ). We also study the asymptoties of the two approximating continuous processes.
In the next section we outline the discrete model and in Section 3 we construct the first continuous limit. In Section 4 we construct the second continuous limit and discuss the differences in the two results. Section 5 of the paper provides an analysis of the asymptoties of the continuous limits we obtain. Section 6 concludes. Appendix 1 contains an example that illustrates the workings of the model, and Appendix 2 contains the proofs of our main results.
THE DISCRETE MODEL
We consider a population with 2N individuals. The individuals may be of a finite number J=[1, ..., J] of types. 6 We think of the type of an individual as describing the pure strategy the individual plays. At time n=0, 1, ..., there are N j (n) individuals of type j in the population. Let the proportion of individuals of type j at time n be denoted by P N j (n)= (N j (n)Â2N), and let
. Each generation of individuals lives one period. Each new generation's type composition is determined by the imitation dynamics, which are comprised of the matching and mimicking processes, and the type composition of the previous generation. We first describe the operation of the matching process. A pair of agents is chosen at random, one after another. The type of the agents is recorded, and they are returned to the population. This process is repeated an additional N&1 times. After the matching process is complete the existing population``dies''. The matching process, hence, selects N pairs of individuals and records N pairs of types. We refer to a pair in which the first drawn individual is of type j and the second drawn individual is of type k as a jk pair. Let M jk (n) denote the number of jk pairs selected in period n.
Next we describe the mimicking process. With probability q jk all type j in jk pairs switch their type to a type k, and with probability (1&q jk ) none switch. Only the first type drawn, in a given pair, may mimic the type of the second type drawn. The 2N types determined by the matching and mimicking process form the type composition of the next generation. The dynamics of the model can thus be written as
where U j jk =&1 with probability q jk and 0 with probability (1&q jk ), and U j kj =1 with probability q kj and 0 with probability (1&q kj ) and
We also assume that the U j jk are independent across periods. Note that the opportunities to mimic are not independent across agents because in the model either all type j 's in jk matches change their type to type k or none do. 7 We now highlight a few of the characteristics of the imitation dynamics. The matching process by itself selects the types of N individuals of the next period. These are the lucky types in a particular selected pair, who obtain an advantage because they were the second type selected in the pair. The matching process also determines which types may change. Specifically, the N types which are the first to be selected in the formation of the N pairs may change. If they change, they can change to the type of the second selected type in their pair. Either all the type j 's in jk pairs switch to type k, or none do. This type pair specific probability reflects the evolutionary advantage that the second selected type has over the first in a pairing. The greater is q jk the greater the evolutionary advantage that type k has over type j when they meet.
At the level of abstraction of the current model, we do not explicitly consider that the imitation behavior may be related to the payoffs the different types obtained in the past. This contrasts with more explicit models of imitation like that of Schlag [19] in which the switching probability of an individual itself depends on the payoffs obtained by the two individuals. In Cabrales [8] the switching probability does not explicitly depend upon relative payoffs but on the relative``popularity'' of the strategies.
We compare our dynamics with the discrete time dynamics of the muddling model of Binmore and Samuelson [3] . 9 There is no imitation in their model. Rather, their model is one in which there is learning, with mistakes. In the discrete Binmore and Samuelson model all agents forget their type or strategy. These agents are said to receive a``learn-draw''. In our model half the types, who are selected through the random matching process and who are the first selected type in any pair, receive a learn-draw. As in Binmore and Samuelson, some of our types who receive a learn draw may change their strategy. Whereas, in the muddling model types change on the basis of the experience agents have with playing the game (i.e., they learn), our types change according to the type of those with whom they are matched (i.e., they mimic).
CONTINUOUS APPROXIMATIONS

THE ODE LIMIT
We say that we get a continuous limit of the discrete process P N (n) if the process we get in continuous time units is itself a continuous function of time. As a first step in the construction of the continuous limit, we connect the random sequence of points P N (n), n=0, 1, ..., defined only for discrete time units n, to obtain P N (t), defined for continuous time units t # R + . This is achieved by connecting the points P N (n), n=0, 1, ... by a step function. Specifically,
Observe that the process P N (t) which is defined for continuous time units is not a continuous function of time. 10 We shall refer to both P N (n) and P N (t) as the discrete process. In the discrete process the opportunity for a type to change only occurs at integer times (n=1, 2, ...). All the selected types get this opportunity at the same instant. In this sense, we can think of the discrete model as being more suitable to describe dynamic processes that evolve in waves or seasons. In taking the continuous limit, we shrink the``real'' time that elapses between two consecutive matchings and also the fraction of types who have the opportunity to change their types. Hence, in contrast to the (old, discrete) time period of unit length in which changes occur only once, we now see frequent changes of small magnitude. The limit process, hence, provides a better approximation to the situation in which imitation occurs more frequently and by a small proportion of the types.
CORRADI AND SARIN
10 It is, however, a right continuous function of time with left limits. 11 For a time interval of length % N we define
Note that : N N need not be an integer for all N. We can take integer parts and note that the approximation error vanishes as N gets large. Such integer approximations are often employed in taking continuous limits (see, e.g., Binmore, Samuelson, Vaughn [4] or Boylan [7] ). Alternatively, we may restrict attention to the case where $=1, and note that in this case : N N is an integer for all N.
To state the result, we define the value of the state variable at time t, p(t)=( p 1 (t), ..., p J (t)), which is obtained by solving the J differential equations dp 
where p(t) is defined as in (2).
The formal proof of this result is contained in Appendix 2. Here we provide some insight. The proof is divided into two main parts. In the first part, we compute by a straightforward, but tedious, calculation the first and second conditional moments of the discrete stochastic dynamic process. We also check that the first conditional moment is Lipschitz continuous.
The second part is the substance of the result. As in Boylan [7, Proposition 1] we show that the right continuous process P N (t)& p(t) is the sum of a right continuous martingale and other terms which vanish in probability as the population grows. A key ingredient in this argument is the use of Gronwall's lemma. In contrast to Boylan, our result is uniform on [0, T] rather than the pointwise result he obtained. Uniform convergence is obtained through an application of Doob's inequality (e.g., Revuz and Yor [18, p. 52]). 
THE SDE LIMIT
The continuous limit we consider in this section is distinct from that considered in the previous section. In the limit we consider now, we obtain a SDE. To take the continuous limit, we suppose that the probability with which types change shrinks as the time interval shrinks. This contrasts with the case considered in the previous section where the proportion of the population that is allowed to change types shrinks as the time interval shrinks. More specifically, we now suppose that in each time interval of length % N the probability that a certain type changes is % N q.
The limit considered in this section seems appropriate in situations where it becomes more difficult for types to change because of the larger population size. If resources are fixed independently of the population size, and if it takes some resources to allow types to change then their mimicking ability would be inversely related to the population size. In the limit studied in this section N types may potentially change between periods, whereas in the limit considered in the previous section at most : N N types could change.
Note that in both cases we reduce the``step size'' of the process as we reduce the length of the time interval. Whereas in the previous section we reduce the step size by reducing the proportion of the population that may change types, in the limit studied in this section the step size is reduced by reducing the probability with which types can change. In both cases, the limiting process obtains as the population size grows.
Let O denote convergence in distribution.
Proposition 2. Suppose that at times % N , 2% N , ..., there are N matchings with replacement. Anytime a type j is matched with a type k she becomes a type k with probability q jk % N , where
is the space of right continuous functions with left limits defined on S. P is a diffusion whose generator 14 is given by
and b( p) denotes the vector of the drift components and a( p) denotes the covariance matrix of the diffusion. a jk ( p), \j, k takes a different form depending whether $ # (0, 1) or $=1. In the case $ # (0, 1),
and when $=1,
The formal proof of this result is contained in Appendix 2. The first part of the proof involves the straightforward but tedious computation of the first, second and fourth moments of the Markov chain P N . In the second part we show that we satisfy the conditions of Theorem 1.1 of Ethier and Kurtz [10, p. 415] regarding the convergence of a Markov Chain to a diffusion.
To understand the forces that give rise to the different limiting processes (ODE and SDE), we identify two distinct sources of noise in the model. The first arises due only to the random proportion of matches in the model. Call this the : noise (which can be identified,with the M jk ÂN terms, and their powers). The second arises due to the combined influence of the random proportion of matches and the noise arising out of the mimicking process. Call this the ; noise (which can be identified with the M jk U jk ÂN terms, and their powers).
Recall that all our continuous limits arise as the population size grows. We obtain the ODE limit as the population grows and we shrink the proportion of types that can change as we shrink the time interval. Heuristically, this happens because in this limit the : noise and the ; noise decrease at a rate which is faster than the rate at which the time interval shrinks. In the limit as the time interval % N Ä 0, the noise (from both sources) vanishes and we obtain a continuous limit which is deterministic (and represented by an ODE). We obtain the SDE limit as the population grows and we shrink the probability with which types may change as we shrink the time interval. In this case, heuristically, both the : noise and the ; noise decrease but (the sum of the two sources of noise) do not decrease at a rate faster than the rate at which the time interval decreases. Consequently, in the limit as the time interval % N Ä 0, the noise (from both sources) does not vanish and we obtain a continuous process which is stochastic (and represented by an SDE).
More formally, the reason why we obtain a stochastic limit in one case and a deterministic limit in the other is due to the relative orders of magnitude of the first and second conditional moments of the change of the state variable as we take the continuous limit. We obtain the SDE limit when the first and second moments are of the same order of magnitude. An ODE limit arises when the conditional variance is of a smaller order of magnitude than the conditional first moment.
A somewhat surprising feature of Proposition 2 concerns the different limits we get as we vary the rate $ at which we take the continuous limit. As is apparent the variance term : is larger when the rate at which we take the continuous limit is faster (i.e., $=1). To explore the reason for this consider the case when the mimicking probabilities are all identically equal to zero (i.e., q jk =0 for all j, k). This special case is useful because it allows us to abstract from one of the two sources of noise. Specifically, it removes the ; noise and leaves only the : noise. Now, when we decrease the time interval at rate $=1, the : noise decreases at the same rate and so the limit process preserves the : noise. However, when we take the continuous limit at the slower rate, we decrease the : noise at a faster rate than the rate at which the time interval decreases. Consequently, the limit process eliminates the : noise and we obtain a deterministic continuous limit.
When mimicking probabilities are not all zero, so that we have noise due to both the : noise and the ; noise the same principle applies. That is the : noise decreases at the same rate as the time interval when $=1, and at a faster rate when 0<$<1. Furthermore, the ; noise decreases at the same rate as the time interval regardless of the rate $ # (0, 1] at which the continuous limit is taken. Consequently, the limit process contains both sources of noise when the limit is taken at rate $=1, but only the ; noise when the limit is taken at rate $ # (0, 1). More formally, this result can be explained in terms of the differing orders of magnitude of the different terms in the conditional first and second moment of the process as the continuous limit is taken.
Another surprising feature of our result concerns the different time horizons over which the two results pertain. Whereas the former ODE result concerns uniform convergence in probability over compact time intervals, the latter SDE result gives convergence in distribution over the entire real line. The reason we don't obtain convergence in probability on [0, T] to an ODE in Proposition 2, is because the variance doesn't vanish as N Ä in that case. Hence, we can only obtain convergence in distribution.
Nevertheless, we may wonder whether we can obtain pointwise convergence in probability to the ODE limit for any t # R + . As is known, this obtains in the case in which the ODE is globally asymptotically stable. 15 However, this condition is not satisfied in our case (as our ODE has at least two roots: 0 and 1).
The following corollary of Proposition 2 gives an explicit expression for the diffusion limit in the case where J=2. Corollary 1. Suppose there are only two types, i.e., J=2 and that the assumptions of Proposition 2 hold. Denote P =P 1 . Then,
, where S is defined as in Proposition 2. If % N =N &$ , 0<$<1, then P is a solution to the following SDE,
and if instead % N =N &1 , P is solution to the following SDE,
ASYMPTOTIC ANALYSIS
In this section we consider the asymptotics of the two approximating continuous processes we have derived. Computing the latter information directly from the discrete model is typically very difficult. Our indirect calculations provide a useful way in which this information can be obtained. 16 Our results in this section focus on the two-strategy case. The results do not easily extend to the multidimensional case. Let p(t) (resp. P (t)) denote the proportion of type 1 individuals at time t.
In the case we obtain and ODE we have dp(t) dt
where a= 1 2 (q 21 &q 12 ). Letting x(t)=1Âp(t), we have
so,
and, so,
Thus, for a>0 (i.e. q 12 <q 21 ), as t Ä , p(t) Ä 1. Analogously, when a<0, p(t) Ä 0. The following results provide information when the approximating equation is a SDE.
Proposition 3. Let P =(P (t), t 0) be the solution to (7). (i) If q 12 =q 21 , then P (t) Ä 1 with probability P (0) and P (t) Ä 0 with probability 1&P (0), (ii) If q 12 >q 21 , then P (t) Ä 0 with probability one and if (iii) If q 12 <q 21 , then P (t) Ä 1, with probability one.
Proof. Define:
for 0<z<x<1, and where b(s) and _ 2 (s) are the drift and the variance of the diffusion, respectively. From the analyses of Fudenberg and Harris [12, p. 427 81, 17 we know that if both I 1 and I 2 are finite, then P (t) Ä 1 with probability I 1 Â(I 1 +I 2 ) and P (t) Ä 0 with probability I 2 Â(I 1 +I 2 ). If both I 1 and I 2 are infinite, then P (t) will have a nondegenerate ergodic distribution. Finally if I 1 is finite and I 2 is infinite, then P (t) Ä 0 with probability one, while if I 1 is infinite and I 2 is finite, P (t) Ä 1 with probability one. (i) q 12 =q 21 . Follows upon observing that I 1 =P (0) and I 2 =1&P (O).
(ii) q 12 >q 21 . 12 ) ), so that a<0. We have
As a<0, I 1 is finite and I 2 is infinite and the result follows. (iii) q 12 <q 21 . By noting that a>0 (where a is defined as above), the result follows by the same argument as above. K Proposition 4. Let P =(P (t), t 0) be the solution to (8) . (i) If q 12 =q 21 , then P (t) Ä 1 with probability P (0) and P (t) Ä 0 with probability 1&P (0). (ii) If q 12 {q 21 then P (t) Ä 1 with probability I 1 Â(I 1 +I 2 ) and P (t) Ä 0 with probability I 2 Â(I 1 +I 2 ), where both I 1 , I 2 are finite, and I 1 (resp.I 2 ) is an increasing (resp. decreasing) function of P (0) and q 21 &q 12 .
Proof. (i) The result follows upon observing that I 1 =P (0), and I 2 =1&P (0). (ii)
We can write: 
>0
Thus we can write
From the expressions above we see that for q 12 {q 21 , I 1 < and I 2 < . K Proposition 3 and Proposition 4 study the asymptotic behavior of the SDEs that arise in the case where 0<$<1 and $=1, respectively. They reveal that the asymptotic behavior of the diffusion depends on the rate $ at which the continuous limit is taken. In the former case, as we have seen in the previous section, the : noise vanishes in the limit and the only remaining source of noise is the ; noise. This feature of the limiting diffusion explains the different results we get in the two cases.
Specifically, when q 12 <q 21 type 1 individuals are less likely to change their type than type 2 individuals. This leads to the process studied in Proposition 3 getting absorbed in the state where everyone is of type 1.
18
This conclusion does not hold when the limiting diffusion also incorporates the : noise. In this case, which corresponds to $=1 and Proposition 4, we can get absorbed in either of the vertices of the simplex even when q 12 <q 21 . Intuitively, the presence of matching noise in the diffusion allows it to overcome the selection pressure that arises out of the mimicking process.
19
The above may seem somewhat odd. That is, the three equations which approximate the same discrete model have different asymptotic properties. At this point it is worthwhile noting that the discrete model itself gets absorbed, and that it can get absorbed in either of the two vertices of the state space starting from any point in the interior. To see this, observe that the discrete model P N (n), n=1, 2, ..., defines a finite state Markov chain (where the states are the different proportion of people who are of type 1). At each point in time n, and for each possible state, there is a positive probability that the process would move into either of the two absorbing states (which correspond to the two vertices, 0 and 1, of the state space). Hence, over the infinite repetition the process would get absorbed into either of the two absorbing states. In contrast, the ODE gets absorbed into a unique vertex depending on the initial state. This is also the conclusion we obtain from studying the SDE (7) that arises when 0<$<1. Therefore, the SDE (8) which arises when $=1, has asymptotic properties more closely related to the discrete model. In our context, then, it would appear that a faster rate of taking the continuous approximation yields the SDE with better properties.
The above conclusion is meant only to be tentative and suggestive. We suspect some more general conclusions may exist but these are beyond the scope of the present study. We note that the conclusions of the above analysis are also roughly in accordance with the findings of Boylan [7] and Bo rgers and Sarin [5] who showed that the asymptotic properties of the approximating ODE may differ from those of the discrete model. It also agrees with the findings of Binmore, Samuelson and Vaughan [4] who found that the asymptotic properties of the diffusion approximation of a discrete stochastic model may differ from the properties of that model.
Subject to the caveat that the properties of the discrete model and the approximating diffusions may vary, we proceed to analyze the expected absorption times that may be calculated directly from the SDEs. Suppose P =(P t , t 0) is a solution to the following SDE dP (t)=b(P (t)) dt+_(P (t)) dW t where P is evolving on [0, 1]. Let { 0 and { 1 be the (first) hitting times of 0 and 1 respectively, conditional on the fact that the initial value is equal to P (0), that is
Whenever 0 and 1 are absorbing states, then {=min[{ 0 , { 1 ] is called the absorption time, in that it measures the lapse of time before the process gets absorbed. Needless to say, { is a random variable, which is affected by the initial value of the diffusion. To have an idea on how long it takes to reach either of the absorbing states, the mean absorption time, defined as E({ÂP (0)), is often studied. From Karlin and Taylor [15, Eq. 3.12, p. 197] , we have that
where,
.
Using the same notation as in Propositions 3 and 4, we note that Pr({ 0 <{ 1 ÂP (0))=(I 2 ÂI 1 +I 2 ) if both I 1 , I 2 are finite, is equal to zero if I 1 is infinite and I 2 is finite, and is equal to 1 if I 1 is finite and I 2 is infinite. From Eq. (9) above, we see that if Pr({ 0 <{ 1 ÂP (0))>Pr({ 0 >{ 1 ÂP (0)), i.e., if the probability of getting absorbed at 0 is higher than the probability of getting absorbed at 1, then the closer is P (0) to zero, the lower is the mean absorption time. The reverse holds if Pr({ 0 <{ 1 ÂP (0))< Pr({ 0 >{ 1 ÂP (0)). Furthermore, other things being equal, a larger drift in absolute value decreases the mean absorption time. An intuitive reason is that the larger is the drift, the more the diffusion is pushed towards the absorption state with higher probability, which is zero if the drift is negative and one if the drift is positive.
Proposition 5. Let P =(P (t), t>0) be a solution to (7) . If q 12 >q 21 , then 
Proof. From the proof of Proposition 3, we know that, whenever q 12 >q 21 , P (t) Ä 0 with probability one. Thus E({ÂP (0))=E({ 0 ÂP (0)), and Pr({ 1 <{ 0 ÂP (0))=0. If q 12 <q 21 , then P (t) Ä 1 with probability one, thus E({ÂP (0))=E({ 1 ÂP (0)), and Pr({ 1 <{ 0 ÂP (0))=1. The result then follows straightforwardly from equation (9) . K Proposition 6. Let P =(P (t), t 0) be a solution to (8) . Then, 
Straightforwardly from the definition of mean absorption time in equation (9) . K Propositions 5 and 6 provide information that is intuitive. We know from Proposition 3 that when 0<$<1, the diffusion is absorbed in``1'' with probability 1 if q 12 <q 21 . In this case, the mean absorption time is simply the mean (first) hitting time of state 1. Proposition 5 reveals that, other things being the same, a higher P (0) or a higher q 21 &q 12 leads to a lower mean absorption time. From Proposition 4 we know that when $=1, the diffusion is absorbed in either state with positive probability. Proposition 6 finds that if P (0)>1Â2 the mean absorption time decreases as q 21 &q 12 increases and the process on average is pushed toward state``1''.
CONCLUSION
In this paper we have shown that different ways of taking the limit of a single discrete stochastic model can lead to different limiting approximations, one an ordinary differential equation and one a stochastic differential equation. What is critical regarding when one obtains one or the other approximating equation is whether the limit process has a nontrivial variance term. This in turn depends on the orders of magnitude of the first and second conditional moments resulting from the different manners of taking the limit. In particular, if the second conditional moment has the same order of magnitude as the first conditional moment then the resulting approximation is a stochastic differential equation, whereas if the second conditional moment is of a smaller order of magnitude then the variance term vanishes in the limit and we obtain an ordinary differential equation.
The particular manner in which we reduce the step size as we reduce the time interval between successive periods, hence, plays an important role in the approximating equation that is obtained. In particular, it determines how the various stochastic elements of the discrete model are dampened as the time interval is reduced. One feature of the manner in which we take the limit that is particularly significant is the rate at which the step size of the discrete process is reduced as the time period is reduced. In general, the faster the rate at which the step size is reduced as the time interval is shrunk the larger the amount of variance of the discrete model that is preserved. In this paper we have shown that the rate at which the step size is reduced can affect the particular stochastic differential equation we obtain, with the faster rate resulting in greater variance. In an earlier version of the paper (Corradi and Sarin [9] ) we had shown that reducing the step size at a fast enough rate results in a stochastic differential equation whereas reducing the step size at a slower rate results in an ordinary differential equation.
Continuous approximations are often used to study the asymptotic properties of the discrete model. Our study suggests that the greater the variance of the discrete model that is preserved the closer are the asymptotic properties of the approximating equation to that of the discrete model. Our conclusions regarding this are only preliminary and incomplete. More work needs to be done to carefully evaluate the quality of the alternative continuous approximations.
APPENDIX 1
In this appendix, we consider an example of the discrete model. We shall call the types of the individuals their colors. Suppose that 2N=100, and that the individuals can be of three different colors: r (red), b (blue), and Suppose that in period n, N r (n)=10, N b (n)=40 and N g (n) =50. We draw a pair of individuals, with replacement, 50 times. We record the colors of each pair of individuals. Hence, we record 50 different pairs of colors. A pair could be``the first individual drawn in the pair is red and the second individual drawn in the pair is blue'' which we call a rb pair. Of course, there could be upto 50 rb pairs. Denote the possible pairs of colors in the obvious way: rr, rb, rg, bb, br, bg, gg, gr, gb.
Suppose that M rr =10, M rb =10, M rg =10, M bb =10, and M gg =10. Note that the matching process results in 100 colors (not all distinct) being recorded. The discrete model requires that the second color selected in the pair is``transferred'' to individuals in period (n+1). So, the colors of 50 individuals in next period's population is determined once we have drawn the 50 pairs and noted their colors. Thus, N r (n+1) 10, N b (n+1) 20, and N g (n+1) 20.
Next we turn to the mimicking process to help us determine the colors of the remaining 50 individuals. 30 of them get the obvious colors. This is because in 30 pairs the first drawn color is the same color as the second drawn color. Hence, the color of the first drawn in these 30 pairs cannot change (or, rather, it can only change into the same color). Thus, N r (n+1) 20, N b (n+1) 30, and N g (n+1) 30.
We have only to figure out the colors of the remaining 20 individuals of period (n+1). This requires us to consider the 10 rb pairs, and 10 rg pairs. The first color in these pairs may change. With probability q rb (resp. q rg ) all 10 r in rb (resp. rg) pairs will switch their color to b (resp. g) and with probability (1&q rb ) (resp. (1&q rg )) none switch their colors. Hence, we (probabilistically) know the color composition of next period's population. Specifically: N(n+1)=(N r (n+1), N b (n+1), N g (n+1)) is given by: (20, 40, 40) w.p. It is easily seen that equation (1), which describes the dynamics of how the types in the population change, describes exactly this outcome.
In the continuous limit we consider in Proposition 1, the proportion of individuals that are matched in any period is reduced, while the probability of mimicking remains as in the discrete model. The number of individuals in the new generation of each color is equal to a fraction of the number of individuals of that color in the previous generation, plus the number of that color as determined by the imitation process. As the proportion of individuals that are matched is reduced, and the population is allowed to grow, the randomness due to the matching and mimicking processes gets eliminated. This elimination of randomness is a consequence of a law of large numbers applying in this case.
In the limit considered in Proposition 2, the probability with which the first chosen color may mimic the color of the second is reduced, even though N pairs of individuals are matched in every period. When this probability is reduced to zero, there is still randomness in this dynamic in the limit due to the randomness arising because of the matching process. This randomness is not eliminated as the population grows and results in a limiting process that has a non-trivial variance term.
APPENDIX 2
Proof of Proposition 1. We first prove the following Lemma.
Proof. The number of jk matches M jk is a binomial B(K% N N, (N j Â 2N)(N k &$ jk )Â(2N&1)), with $ jk =1 for k= j and 0 otherwise, and [M jk , j, k=1, ..., J] is distributed according to a multinomial. Also note that &U j jk is a binomial B(1, q jk ), and that E(M jk U j il )=0, \j, k, i, l. The formal equation which, as N Ä , yields the continuous limit is given by
Hence, the first moment is given by
where the O(N &1 % N ) captures the fact that we are neglecting terms such as
It is straightforward to see that the Lipschitz condition is satisfied by H (with constant L J). Next we compute the terms in the second moment.
By using the independence of U j ij of M kl \i, j, k, l, we have that
and so
we see that all terms composing the variance are of order O(% 2 N ) or smaller. This completes the proof of the Lemma. K By construction,
Define the right continuous martingale,
Clearly,
By definition,
where H is as defined in the lemma above. So,
But,
Thus,
and so, 
Recalling that the sup of the sum is less than equal the sum of sups, we have
by assumption, and because of the boundedness of H,
Thus in order to show that
we only need to show,
By the Doob inequality for right continuous martingales (Revuz and Yor [18, p. 52, for p=2]), for j=1, ..., J,
where 0<C< , and where the equality and the last inequality on the right hand side above come from the fact that
the desired result follows. K Proof of Proposition 2. We shall carry the proof for % N =N $ , $ # (0, 1], by pointing out when a different result occurs depending on whether $<1 or $=1. The formal equation which, as N Ä , yields the continuous limit is given by
The moments of the process are given by the following lemma.
Lemma 2. Given the dynamics in (10),
Proof. Given the dynamics in (10),
where the O(% N N &1 ) term comes from the fact that we neglect terms as
. We need to show that the first term on the right hand side of (11) is numerically zero. Recall that p j =(N j Â2N), and that, conditionally on the current period population, the probability of a jk match is equal to (2Np j Â2N)(2Np k Â2N&1). Thus we can rewrite the first term on the RHS of (11), as
Simple arithmetic shows that the expression above is numerically equal to zero. This then yields the expression of the first moment. By the same argument used in the proof of Lemma 1 and recalling that we have N matches per period and that, with probability q jk % N (q kj % N ), anytime a j(k) type is matched with a k( j) type it becomes of type k( j), we have that 
where f # C 2 (S), A is the generator of the diffusion and S is as defined in the Proposition and,
where + N is the transition function of the discrete chain; all integrals are defined over S N , unless otherwise specified.
Given ( 
