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Abstract—The success of semi-supervised manifold learning
is highly dependent on the quality of the labeled samples.
Active manifold learning aims to select and label representative
landmarks on a manifold from a given set of samples to
improve semi-supervised manifold learning. In this paper, we
propose a novel active manifold learning method based on a
unified framework of manifold landmarking. In particular, our
method combines geometric manifold landmarking methods with
algebraic ones. We achieve this by using the Gershgorin circle
theorem to construct an upper bound on the learning error that
depends on the landmarks and the manifold’s alignment matrix
in a way that captures both the geometric and algebraic criteria.
We then attempt to select landmarks so as to minimize this bound
by iteratively deleting the Gershgorin circles corresponding
to the selected landmarks. We also analyze the complexity,
scalability, and robustness of our method through simulations,
and demonstrate its superiority compared to existing methods.
Experiments in regression and classification further verify that
our method performs better than its competitors.
Index Terms—Semi-supervised manifold learning, active learn-
ing, manifold landmarking, Gershgorin circle theorem.
I. INTRODUCTION
SEMI-SUPERVISED manifold learning methods [1]–[6]have been widely used to capture low-dimensional struc-
ture in high-dimensional data. These methods take semantic
information (labels) into consideration when learning the map-
ping from the ambient space to the latent space. The learned
latent variables can be used as features for many learning
tasks [1], [5], [7]. In some cases [2], [3], we are even able to
learn the mapping from the ambient space to the label space
directly and estimate the labels for the complete data set.
An interesting and important problem in the context of semi-
supervised manifold learning is how to select landmarks from
a large number of unlabeled samples to minimize the learning
error for the remaining samples. This problem is very common
in practical situations — given a large number of unlabeled
samples, we can often label only a few of them because of
limitations in budget, time, and other resources. Some typical
examples where this arises include:
• Image classification. Given a large number of unlabeled
images, we generally have very limited human resources
with which to label them. A more practical strategy
is labeling a subset of the images and applying semi-
supervised learning methods to classify the remaining
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unlabeled ones. The challenge is to select which images
to label in order to achieve the best classifier.
• Network management and information diffusion. In a
social network, advertisers with limited budgets need to
select influential users in order to disseminate advertising
and promotional information efficiently. The challenge is
how to identify and select users to improve and accelerate
the spread of information.
• Smart buildings. In a smart building we need to dis-
tribute sensors, e.g., surveillance cameras or environmen-
tal sensors, with a limited budget. If each sensor can only
detect anomalies in a small region, the challenge is how
to assign their locations to maximize their coverage.
We can view these and similar problems as “active manifold
learning” problems [8], [9], where the goal is to select repre-
sentative landmarks for semi-supervised manifold learning.
In this paper, we propose a novel landmarking algorithm
combining geometric landmarking methods with algebraic
ones. Specifically, we first give a bound on the learning error
of semi-supervised manifold learning based on the manifold’s
alignment matrix. Then, we show that many existing meth-
ods actually minimize the bound via different but one-sided
strategies, which can be unified into a common algorithmic
framework. We propose a computationally-friendly surrogate
for the error bound based on the Gershgorin circle theo-
rem [10], which is used as the objective function for active
manifold learning. We then propose a heuristic but effective
landmark selection algorithm, which selects landmarks via
deleting and updating the Gershgorin circles iteratively, where
the indices of deleted circles corresponds to landmarks. We
analyze the complexity, scalability, and robustness of our
algorithm and demonstrate its superiority to the existing state-
of-art landmarking methods.
The contributions of our work are three-fold. First, we
explore properties of manifold learning and semi-supervised
manifold learning and propose a unified framework of mani-
fold landmarking for active manifold learning. Second, in the
proposed framework, we analyze existing manifold landmark-
ing methods in depth and propose an active manifold learning
algorithm that can be viewed as a generalization and unifi-
cation of existing methods. Third, we propose a Gershgorin
circle-based landmarking algorithm with low computational
complexity and high scalability that achieves encouraging
results in both regression and classification tasks.
The remainder of this paper is organized as follows. We first
introduce related work and background on manifold learning,
semi-supervised manifold learning, and active learning in
Section II. Section III provides an analysis of existing manifold
landmarking methods and constructs our unified framework.
Section IV contains a derivation of our proposed method
for active manifold learning based on this unified framework
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and a comparison of this method to existing approaches.
Experiments and discussion are provided in Section V. Fi-
nally, Section VI concludes the paper. The Appendix contains
additional technical details.
II. RELATED WORK AND BACKGROUND
A. Manifold learning
Manifold models arise in a wide variety of signal processing
and machine learning problems, and manifold learning serves
as an important tool in applications such as computer vision
and imaging [11]–[14], array signal processing [15]–[17],
and graph-based signal analysis [18]–[20], just to name a
few. Typical manifold learning methods include the locally
linear embedding (LLE) [21], the local tangent space align-
ment (LTSA) [22], the ISOMAP [23] method, the Laplacian
Eigenmap (LE) [24], [25] and the diffusion map [26], [27].
These methods can be unified into the framework of a common
eigenvalue problem [2], [9], [28]. Specifically, suppose the
manifold X is a low-dimensional surface embedded in a high-
dimensional space, and its samples X = [x1, ...,xN ] ∈
RD×N are the high-dimensional observations of the points
on the manifold. The manifold learning methods above find
a low-dimensional representation of X , denoted as Y =
[y1, ...,yN ] ∈ Rd×N (d D), by solving
min
Y
tr(Y ΦY T )
s.t. Y Y T = Id.
(1)
Here (·)T is the transpose of matrix, tr(·) calculates the trace
of matrix, and Id is a d× d identity matrix. The matrix Φ ∈
RN×N is defined on a K-nearest neighbors (K-NN) graph
derived fromX . Φ can be the Laplacian graph in LE, a variant
of the Laplacian graph in diffusion maps, or the alignment
matrix in ISOMAP, LLE, or LTSA. In this paper, we call
Φ the alignment matrix.1 The derivations of Φ for various
manifold learning methods are given in Appendix A.
B. Semi-supervised manifold learning
Let X = [XL,XL¯], where L is the index set of the labeled
samples with cardinality |L| = L and L¯ = {1, ..., N}\L is the
index set of the unlabeled samples. Given XL and labels ZL,
the goal of semi-supervised manifold learning is to determine
the labels ZL¯ of the unlabeled samples XL¯ [1]–[3], [6]. To
achieve this aim, the Least Squares (LS) method in [2] learns
the mapping from the ambient space X to the label space Z
directly by solving
min
ZL¯
tr
(
[ZL,ZL¯]
[
ΦLL ΦLL¯
ΦL¯L ΦL¯L¯
] [
ZTL
ZTL¯
])
+ γ‖ZL¯‖2F︸ ︷︷ ︸
optional
, (2)
where the first term of (2) enforces a manifold structure on Z
(estimated from X) and the second term of (2) is an optional
regularizer on the Frobenius norm of ZL¯.
1Note that in this paper we focus on the manifold X embedded in RD .
However, we note that ultimately our landmarking algorithm is applicable to
any manifold with alignment matrix Φ.
Algorithm 1 Active Manifold Learning
Input: X = [xi] ∈ RD×N , the number of landmarks L.
Output: Labels Z = [ZL,ZL¯] ∈ Rd×N .
1: Generate Φ via any manifold learning algorithm.
2: Apply a landmark selection algorithm to choose L.
3: Label {xi}i∈L with ZL.
4: For learning labels:
5: Apply SSML to {X,ZL}.
6: For manifold-regularized tasks:
7: Learn features Y and train model with {YL,ZL}.
8: Return estimated labels ZL¯ for {x}i∈L¯.
The spectral method (Spec) in [3] assumes that both the data
manifold X and the label manifold Z are different images of
the same latent space: X = h(Y) and Z = g(Y), and the
mapping g : Y → Z is an affine transformation. The Y ⊂ Y
is learned by traditional manifold learning algorithm with a
label-based regularizer:
min
Y
tr(Y ΦY T ) + γtr(YLGY TL )
s.t. Y Y T = Id,
(3)
where G is the orthogonal projection whose null space is
spanned by [1,ZTL ]. After obtaining Y , we then learn an affine
transformation between YL and ZL.
It should be noted that besides learning labels of samples,
in more general cases the latent variables learned by semi-
supervised manifold learning can be used as inputs/features to
traditional learning algorithms [1], [5], [7].
C. Active learning
Active learning [29]–[31] has been used to select rep-
resentative samples [32]–[35] and improve learning results
in many applications ranging from computer vision [36],
natural language processing [37], speech recognition [38], data
mining [39], and geoscience [40], [41], and many more.
From the viewpoint of active learning [8], [42], the chal-
lenge of active manifold learning is to select which samples on
the manifold to label in order to minimize the learning error
on the remaining samples. Following [2], [9], our approach to
active manifold learning is to combine a landmark selection
algorithm with semi-supervised manifold learning or manifold
regularization. This is summarized in Algorithm 1.
This problem is very close to manifold landmarking, where
the aim is to select representative samples on a manifold.
Many methods have been proposed with different motivations,
and accordingly, they apply different selection criteria. The
Nystro¨m method [43], [44] and its variants [45], [46] aim to
achieve a good low-rank approximation of the kernel matrix
of samples by selecting its columns and rows. The method
of optimal experimental design [47] and the volume sampling
method [48] are methods that aim to improve performance
for (generalized) linear regression. The method in [49], [50]
aims to maximize the minimum geodesic distance between
landmarks. The work in [51] achieves a scalable landmarking
method based on determinantal point processes.
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The concerns that arise in the semi-supervised setting are
not necessarily limited to simply preserving the geometric
structure – nevertheless, we will see that manifold landmarking
methods can play an important role in the active manifold
learning problem. Below we will describe two broad categories
of landmarking methods which we denote algebraic and
geometric methods, and then show that they can be unified into
a common framework for active manifold learning. Compared
with our previous work [9] and other existing methods, the
proposed landmarking method in this paper considers both the
algebraic aim and the geometric aim of manifold landmarking
and applies a new objective function, which achieves at
least comparable learning results despite having much lower
computational complexity.
III. A UNIFIED FRAMEWORK FOR MANIFOLD
LANDMARKING
A. Algebraic methods
In [9] we recently proposed a manifold landmarking method
(called MinCond) based on an algebraic analysis of semi-
supervised manifold learning that aims to approximately min-
imize the condition number of the alignment matrix. This
method is motivated by the approaches to semi-supervised
manifold learning in (2) and (3). In particular, if we denote
the objective function in (2) as f(Z) and set the gradient of
f(Z) with respect to the labels ZL¯ to be zero, i.e.,
∂f(Z)
∂ZL¯
= 0,
we can obtain a closed-form solution for ZL¯ by solving the
following linear system of equations:
(ΦL¯L¯ + γIN−L)Z
T
L¯ = ΦL¯LZ
T
L . (4)
One can also consider the Lagrangian function of (3), i.e.,
tr(Y ΦY T ) + γtr(YLGY TL ) + tr(B(Y Y
T − Id)), (5)
where B ∈ Rd×d contains the Lagrange multipliers. Note that
by symmetry we can decompose B as
∑d
i=1 βiβ
T
i , where
βi ∈ Rd for i = 1, . . . , d, and rewrite (5) as
tr(Y ΦY T ) + γtr(YLGY TL ) +
d∑
i=1
βTi Y Y
Tβi − βTi βi.
Setting the gradient with respect to the unknown latent vari-
ables YL¯ to be zero yields
(ΦL¯L¯)Y
T
L¯ + 2Y
T
L¯
d∑
i=1
(βiβ
T
i ) = ΦL¯LY
T
L . (6)
Note that if we ignore the effect of the optional regularizer
and the Lagrange multipliers (i.e., set γ and the βi, which can
typically be set quite small, to zero), then (6) is equivalent to
(4). Thus, although the analysis below is for (2), it can also
apply to (3) by simply replacing ZL¯ with YL¯ throughout.
In practice, we typically expect the observations X to be
somewhat noisy. In this case, we can treat the corresponding
alignment matrix Φ as being also contaminated with noise, in
which case (4) becomes
(ΦL¯L¯ +E2)Ẑ
T
L¯ = (ΦL¯L +E1)Z
T
L , (7)
where E1, E2 are noise matrices and ẐL¯ is our estimate of
the ZL¯ that one would obtain using the “noise-free” Φ.
As shown in [9], [52], the relative error between our
estimate ẐL¯ and the “noise-free” estimate ZL¯ is bounded by
‖ZL¯ − ẐL¯‖2
‖ZL¯‖2
≤ κ(ΦL¯L¯)
( ‖E1‖2
‖ΦL¯L‖2
+
‖E2‖2
‖ΦL¯L¯‖2
)
≤  κ(ΦL¯L¯)
(
1
‖ΦL¯L‖2
+
1
‖ΦL¯L¯‖2
)
,
(8)
where ‖ · ‖2 is the induced `2 matrix norm, κ(·) computes the
condition number, and  = max(‖E1‖2, ‖E2‖2). Because the
relative learning error is directly related to κ(ΦL¯L¯), MinCond
aims to select landmarks by deleting L rows/columns of Φ so
that the remaining principal submatrix ΦL¯L¯ has the smallest
possible condition number:
min
L
κ(ΦL¯L¯)
s.t. |L| = L.
(9)
Traditional condition number minimization algorithms such
as [53]–[56] require the feasible domain to be a compact
convex set of the cone of positive semidefinite matrices, which
is not available for (9). Generally, (9) can be solved ap-
proximately by the Rank-revealing QR-factorization (RRQR)
in [57]. In Appendix B, we demonstrate that RRQR can give
an upper bound on the solution of (9). However, the bound
is too loose for practical application. In practice, MinCond
reformulates the problem from minimizing the condition num-
ber of the alignment matrix to minimizing the dynamic range
of the eigenvalues of the logarithmic alignment matrix and
deletes the rows/columns of the alignment matrix iteratively.
Specifically, the logarithmic version of the objective function
in (9) is
| lnλmax(ΦL¯L¯)− lnλmin(ΦL¯L¯)|. (10)
Here, lnλmax and lnλmin are the largest and the smallest
eigenvalues of ln (ΦL¯L¯). Instead of minimizing the dynamic
range of the eigenvalues directly, we minimize an upper bound.
Specifically, the objective function becomes
|Λu(ΦL¯L¯)− Λl(ΦL¯L¯)|, (11)
where Λu(ΦL¯L¯) and Λl(ΦL¯L¯) are upper and lower bounds on
the eigenvalues of ln (ΦL¯L¯), which are computed according to
the Gershgorin circles of ln (ΦL¯L¯). By deleting the Gershgorin
circles of ln (ΦL¯L¯) iteratively, we can shrink the interval
[Λu,Λl], which bounds the condition number accordingly.
The samples corresponding to deleted circles are the selected
landmarks. Further details of MinCond can be found in [9].
B. Geometric methods
Many other manifold landmarking methods have a more
geometric flavor. Representative methods include a geodesic
distance-based algorithm (MaxMinGeo) [49], [50] and an
approximate determinantal point process-based algorithm
(ApproxDPP) [51]. MaxMinGeo and ApproxDPP aim to
distribute the landmarks to maximize the coverage of the
landmarks on the target manifold by ensuring that the land-
marks are not too close in the ambient space. Denote the
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distance (under a given metric) between samples xi and xj as
dij . Mathematically, the problem of maximizing the minimum
distance between landmarks can be written as
max
L
min
i,j∈L
dij
s.t. |L| = L,
(12)
where L is the set of landmarks. MaxMinGeo tries to solve
this problem approximately in a heuristic way. In particular,
MaxMinGeo first initializes several landmarks (or one land-
mark) randomly, and then it adds new landmarks iteratively
and ensures that the minimum geodesic distance between the
new landmark and existing ones is maximized.
To further accelerate manifold landmarking, an approximate
but scalable DPP method (ApproxDPP) is proposed in [51],
which makes an additional concession. Instead of maximizing
the minimum distance between two arbitrary landmarks, this
DPP-based method simply ensures that the selection of the
new landmark is performed using a probabilistic distribution
that suppresses the probability of selecting existing landmarks’
neighbors. As a result, the landmarks will tend to not be
neighbors of each other. In Section V, we will show that
the ApproxDPP method achieves comparable performance to
MaxMinGeo using much less runtime, which can be viewed
as an approximate but fast implementation of MaxMinGeo.
Both of these methods can be viewed as heuristics for
attempting to approximately maximize the coverage of the
landmarks on the target manifold by ensuring that once a land-
mark is selected, we use the opportunity to select additional
landmarks to gain a higher degree of coverage of the manifold
by avoiding the immediate neighbors of the landmarks selected
up to that point. When the distance between samples is
defined on a K-NN graph of samples, the strategy of these
methods can be re-interpreted based on the alignment matrix.
Specifically, the alignment matrices in LE, LLE, and LTSA
have the following Property, which we prove in Appendix C:
Property 1. For the Φ = [φij ] in LE, LLE, and
LTSA, φij 6= 0 if and only if samples xi and xj are
neighbors in the K-NN graph.
For example, LE uses a Laplacian graph matrix as the align-
ment matrix. The entry φij = −dij if samples xi and xj are
neighbors, otherwise φij = 0. φii =
∑
j dij .
In this setting, the implicit goal of geometric methods that
the landmarks should maximize the coverage of the landmarks
on the target manifold can be achieved when the submatrix
ΦL¯L has as many nonzeros as possible. In other words, we
would like to ensure that landmarks in L have many direct
connections in the K-NN graph to elements in L¯. One way to
promote this objective is to solve the optimization problem
max
L
max
j∈L
‖φj‖0
s.t. |L| = L,
(13)
where φj is the column of ΦL¯L corresponding to the index j
and ‖·‖0 is the so-called “`0 norm”, which counts the number
of nonzero elements in a vector. This objective function
encourages the selection of landmarks which are densely
connected to elements in L¯.
Unfortunately, solving (13) directly is intractable. Addition-
ally, in some cases there can be many solutions to (13) with
widely varying levels of coverage. For example, instead of
defining a K-NN graph, suppose we define the neighbors
of a point as those with distances below a certain threshold.
Suppose that the most connected point has M neighbors. If
N−M > L−1, then any set of landmarks containing that point
and L − 1 arbitrary points disconnected with it is a solution
to (13). To address these limitations, in this work we further
relax the objective function from the `0-norm to the `1 matrix
norm, i.e., ‖ΦL¯L‖1 = maxj∈L
∑
i∈L¯ |φij |. Finally, note that
max
L
‖ΦL¯L‖1 ⇔ minL
1
‖ΦL¯L‖1
. (14)
C. A unified algorithmic framework
As seen above, different viewpoints on landmarking meth-
ods actually lead to very different criteria for landmark
selection. On the one hand, the algebraic method focuses
on minimizing learning error for the remaining samples by
minimizing the condition number of the remaining principal
submatrix (i.e., MinCond). On the other hand, the geometric
methods focus on maximizing the diversity of the landmarks.
Under certain metrics, the minimum distance between land-
marks is maximized deterministically (i.e., MaxMinGeo) or
probabilistically (i.e., DPP) to ensure that the landmarks have
a good coverage on the target manifold. Based on the analysis
in Section III-A and III-B, we can unify these two kinds of
methods into a single algorithmic framework.
Towards this end, we first note that we can further bound
the right-hand side of (8) via the standard norm inequality for
an M ×N matrix A of ‖A‖1 ≤
√
M‖A‖2, yielding
‖ZL¯−ẐL¯‖2
‖ZL¯‖2 ≤  κ(ΦL¯L¯)
√
N − L
(
1
‖ΦL¯L‖1 +
1
‖ΦL¯L¯‖1
)
. (15)
When we consider (15) in place of (8), we observe that
both the algebraic and geometric methods can be viewed as
attempting to minimize different parts of the same bound.
MinCond aims to minimize the κ(ΦL¯L¯) term in (15), while
MaxMinGeo and ApproxDPP can be viewed as implicitly
minimizing the 1‖ΦL¯L‖1 term in (15). However, according to
the bound in (15), the learning error is determined not only by
these terms alone, but by their combination, and further also
by 1‖ΦL¯L‖1 +
1
‖ΦL¯L¯‖1 . In our view, the entire right side of (15),
which considers all of these criteria simultaneously, provides
us with a more natural and reasonable criterion for manifold
landmarking in the context of active learning. In particular, we
can achieve manifold landmarking by solving
min
L
κ(ΦL¯L¯)
(
1
‖ΦL¯L‖1
+
1
‖ΦL¯L¯‖1
)
s.t. |L| = L.
(16)
Here, the objective function in (16) is the right side of
inequality (8). The first term κ(ΦL¯L¯)
1
‖ΦL¯L‖1 corresponds to a
combination of algebraic and geometric manifold lankmarking
methods. The second term κ(ΦL¯L¯)
1
‖ΦL¯L¯‖1 can be viewed as
a regularizer. Specifically, ‖ΦL¯L¯‖1 = maxj∈L¯
∑
i∈L¯ |φij | =
maxj∈L¯ φjj+
∑
i∈L¯\j dij , which involves the sum of distances
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and that of connections between each unlabeled sample to the
remaining unlabeled samples. By trying to minimize 1‖ΦL¯L¯‖1 ,
we ensure that there is at least one unlabeled sample densely
connecting with the remaining unlabeled samples. From the
viewpoint of graph-based label propagation [4], those densely-
connected unlabeled samples should aid in subsequent learning
tasks — the labels can spread from those labeled samples
quickly as long as those densely-connected unlabeled samples
are assigned labels. The importance of the regularizer is
controlled by the condition number κ(ΦL¯L¯).
IV. GERSHGORIN CIRCLE-BASED LANDMARK SELECTION
A. Proposed algorithm
Optimizing (16) directly is intractable. Instead, we propose
a heuristic but very effective algorithm for approximately
solving the problem. In particular, our algorithm involves two
key steps.
1) Constructing a surrogate objective function. Given an
alignment matrix Φ, we construct a symmetric matrix Ψ =
Φ + αIN as a regularized alignment matrix, where α > 0,
and replace the objective function in (16) with
κ(ΨL¯L¯)
(
1
‖ΨL¯L‖1
+
1
‖ΨL¯L¯‖1
)
. (17)
By replacing Φ with Ψ we can ensure that the smallest
eigenvalue of Ψ is well-separated from 0, which as we will see
below is key to our approach. We can make this substitution
because of the following property.
Property 2. The results of the manifold learning
approach in (1) or the semi-supervised manifold
learning approaches in (2) and (3) are not changed
by replacing Φ with Ψ.
Proof. For manifold learning, after replacing Φ with Ψ, we
can rewrite the objective function in (1) as
tr(Y ΦY T + αY Y T ).
Because of the normalization constraint Y Y T = Id, we have
tr(Y Y T ) = tr(Id) = d. Therefore, replacing Φ with Ψ
only introduces a constant into the original objective function,
which does not change the optimal point.
For the LS approach to semi-supervised manifold learning,
upon replacing Φ with Ψ the objective function in (2) can be
rewritten as:
tr(ZΦZT ) + αtr(ZLZTL ) + αtr(ZL¯Z
T
L¯ ).
Note that tr(ZL¯ZTL¯ ) = ‖ZL¯‖2F . Compared with the original
objective function in (2), replacing Φ with Ψ is equivalent to
adding the optional regularizer of ZL¯ with γ = α.
For the Spec method, the objective function in (3) can be
rewritten as:
tr(Y ΦY T ) + αd+ γtr(YLGY TL ).
Again, replacing Φ with Ψ does not change the optimal point.
Following the work in [9], we can further relax (17) with
the help of the Gershgorin circle theorem [10].
Theorem 1 (Gershgorin circle theorem). Let Ψ be a N ×N
matrix with entries ψij . For each eigenvalue λ of Ψ, there
exists an i ∈ {1, ..., N} such that:
|λ− ψii| ≤ ri :=
∑
j 6=i
|ψij |.
Defining ci := ψii, the set Ci = {x : |x− ci| ≤ ri} is called
the ith Gershgorin circle of Ψ, where Ci is the center and ri
is the radius of the circle.
Denote the center and the radius of Ψ’s ith Gershgorin circle
as ci = ψii and ri =
∑
j 6=i |ψij |, respectively, and denote the
radius of ΨL¯L¯’s ith Gershgorin circle as si =
∑
j∈L¯\i |ψij |.
From Theorem 1 and the fact that Ψ is symmetric, the
eigenvalues of Ψ (and its arbitrary principal submatrix) are
real and must fall within ∪i[ci−ri, ci+ri]. Moreover, we can
always choose an α > 0 such that the lower bound min(ci−ri)
is positive. In such a situation, we obtain an upper bound for
the condition number of Ψ:
κ(Ψ) =
∣∣∣λmax(Ψ)
λmin(Ψ)
∣∣∣ ≤ max(ci + ri)
min(ci − ri) . (18)
Moreover, note that ‖Ψ‖1 = max1≤j≤N
∑N
i=1 |ψij | =
max1≤j≤N |cj + rj |. Similarly, we have ‖ΨL¯L¯‖1 =
maxi∈L¯(ci + si) and ‖ΨL¯L‖1 = maxi∈L¯(ri− si). Therefore,
we have
κ(ΨL¯L¯)
(
1
‖ΨL¯L‖1
+
1
‖ΨL¯L¯‖1
)
≤ maxi∈L¯(ci + si)
mini∈L¯(ci − si)
(‖ΨL¯L‖1 + ‖ΨL¯L¯‖1
‖ΨL¯L‖1‖ΨL¯L¯‖1
)
=
maxi∈L¯(ci + si)
mini∈L¯(ci − si)
maxi∈L¯(ri − si) + maxi∈L¯(ci + si)
maxi∈L¯(ri − si) maxi∈L¯(ci + si)
=
maxi∈L¯(ri − si) + maxi∈L¯(ci + si)
mini∈L¯(ci − si) maxi∈L¯(ri − si)
= Q(L¯).
Q(L¯) gives an upper bound for our error that can be used
as a surrogate for our objective function in (16).2
2) Deleting and updating Gershgorin circles. The second
key step of our algorithm is deleting and updating Gershgorin
circles iteratively, such that in each step, the surrogate function
is reduced in a greedy fashion. Specifically, we propose our
Gershgorin circle-based landmark selection (GCLS) algorithm
in Algorithm 2. The configuration of α ensures that bmin
is nonnegative. After initialization, we select landmarks by
deleting Gershgorin cricles (i.e., the rows/columns of Ψ)
iteratively (Line 7-13). At each iteration, the deleted circle
must reduce the value of the surrogate function Q as much as
possible (line 8). This process is then repeated. As a result,
we shrink an upper bound of (17) and thereby hope to obtain
a good approximation to the solution of (16).
2We note that there is an alternative derivation which results in the exact
same function Q(L¯) as an upper bound on the learning error. In particular,
if one begins in (8) by establishing a bound on the learning error in the `1
norm, then one can obtain a similar bound by bounding κ1 using the fact
that for any N ×N matrix A, ‖A−1‖1 ≤ N/mini ||aii| − ri(A)|, where
ri is defined as above. This is a consequence of standard norm inequalities
combined with the AhlbergNilsonVarah [58], [59] bound on ‖A−1‖∞.
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Algorithm 2 Gershgorin Circle-based Landmark Selection
(GCLS)
Input: Φ = [φij ] ∈ RN×N , the number of landmarks L.
Output: A set of landmarks L.
1: Initialize L = ∅, L¯ = {1, ..., N}.
2: Compute the bound of λ(Φ): bmin, bmax.
3: Set α = max{0,−bmin}, construct Ψ = Φ + αIN .
4: for i = 1 : N do
5: Initialize ci = ψii, ri =
∑
j 6=i |ψij |, si = ri.
6: end for
7: for l = 1 : L do
8: Select landmark: iˆ = arg mini∈L¯Q(L¯ \ i).
9: L = L ∪ iˆ, L¯ = L¯ \ iˆ.
10: for i ∈ L¯ do
11: Update si = si − ψiˆi.
12: end for
13: end for
B. Further analysis and comparisons
Compared with existing methods like MaxMinGeo, Approx-
DPP, and MinCond, our GCLS method has several advantages.
We summarize our comparison of these algorithms in Table I.
• Universality with respect to alignment matrix. Both
MaxMinGeo and ApproxDPP require the alignment ma-
trix to be a graph Laplacian matrix because they need
to compute the geodesic (or pairwise) distance between
samples. For MinCond, the eigenvalues of the alignment
matrix must lie in the interval (0, 2) because the logarithm
of the alignment matrix is calculated in each step. A con-
tribution of our GCLS method is adding a pre-processing
step to construct a well-conditioned alignment matrix,
and proving that it does not change the ultimate result
of semi-supervised manifold learning. With the help of
this pre-processing step, our algorithm can be used with
arbitrary alignment matrices.
• Complexity and scalability. All four of these meth-
ods select L landmarks from N samples. The space
complexity of these algorithms is O(N) for storing the
sparse alignment matrix defined on a K-NN graph. The
time complexity of these algorithms differ substantially.
The time complexity of MaxMinGeo is O(LN log(N))
because the shortest path algorithm is applied to compute
the geodesic distance between samples. The time com-
plexity of ApproxDPP is O(KL), where K is the number
of neighbors for the samples in the K-NN graph, because
DPP only takes advantage of the pairwise distance be-
tween samples and their neighbors in each step. The time
complexity of MinCond is O(LN3) because MinCond
computes the logarithm of the alignment matrix in each
step. Finally, the time complexity of our GCLS algorithm
is O(NL). The time complexity of our algorithm is only
higher than that of DPP, which has good scalability for
real-time and large-scale applications.
It should be noted that although both take advantage of a
relaxation based on Gershgorin circle theorem, the method we
proposed in this paper is very different from our previous work
TABLE I: Comparisons for various algorithms.
Algorithm Φ Obj. function Complexity
MaxMinGeo Laplacian max min dij O(LN log(N))
ApproxDPP Laplacian approx. max min dij O(KL)
MinCond λ ∈ (0, 2) minκ(ΦL¯L¯) O(LN3)
GCLS Arbitrary min κ(ΨL¯L¯)‖ΨL¯L‖1
+
κ(ΨL¯L¯)
‖ΨL¯L¯‖1
O(NL)
in [9] in the following two aspects. Firstly, their motivations
and the corresponding objective functions are different. The
method in [9] only aims to minimize the condition number
of the remaining principal submatrix of alignment matrix
(i.e., (9)). Our method, however, aims to minimize the upper
bound of error in (8), which considers both the condition
number term and the reciprocal terms related to landmark
coverage. It thus unifies the principles of both geometric
and algebraic methods. Secondly, the landmarking algorithm
proposed in this paper does not require time-consuming matrix
logarithm operation — the Gershgorin circles of the original
alignment matrix are used to select landmarks directly. Such a
simple strategy greatly reduces the computational complexity
of the algorithm.
C. Summary
Our GCLS method can be viewed as a generalization of
existing methods, which is robust to various alignment matri-
ces and has relatively low complexity. It should be noted that
like existing methods, our heuristic method can only obtain
a suboptimal landmarking solution. However, experimental
results in the following section will show that our method
performs well in practical situations.
V. EXPERIMENTS
We compare our GCLS algorithm with existing landmarking
algorithms on multiple data sets and in both regression and
classification tasks. Specifically, the competitors of our method
include:
• Random: select landmarks uniformly without replace-
ment.
• Nystro¨m: select landmarks non-uniformly with weight
proportional to the l2 norm of the column of Φ [44].
• Volume: the recent volume sampling method proposed
in [48].
• K-means: apply K-means as the pre-process of data,
choose the samples that are close to clusters’ centers
as landmarks. This method is applied to the improved
Nystro¨m sampling method [45].
• Gaussian field (GF) method: the active learning method
based on Gaussian field and harmonic functions [8].
• MaxMinGeo: select landmarks whose minimum
geodesic distance are maximized [49].
• DPP: select landmarks based on determinantal point
processes [51].
• MinCond: select landmarks to minimize the condition
number of the remaining alignment matrix [9].
Among these methods, the MinCond and our GCLS algorithm
are deterministic while the remaining methods are randomized.
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Fig. 1: The relative estimation errors obtained by our methods on various data sets. In each row, the figures from left to right
are: the estimation errors obtained by 1) the LS method on clean data; 2) the Spec method on clean data; 3) the LS method
on noisy data; and 4) the Spec method on noisy data.
In regression tasks, we test the algorithms with 20 trials for
each data set. In each trial, we first select N unlabeled samples
randomly from a pool of samples and construct a K-NN graph.
Given the N samples, we apply different landmarking algo-
rithms to select L landmarks and learn labels for the remaining
samples via semi-supervised manifold learning methods. For
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each landmarking algorithm and each L, we assume that the
learning errors of different trials are drawn from a Gaussian
distribution. Accordingly, we calculate the mean and the 95%
confidence interval of the learning errors. The relative learning
error is calculated as
E =
‖Ẑu −Zu‖F
‖Zu‖F × 100%.
For the purposes of landmarking, we use the graph Lapla-
cian as the alignment matrix for each of the compared land-
marking algorithms. We evaluate our methods using both the
LS algorithm in [2] and the Spec algorithm in [3] to achieve
semi-supervised manifold learning. In this step, we apply
the original settings in these two references — for the LS
algorithm we use the graph Laplacian as the alignment matrix,
and for the Spec algorithm we use the LTSA-based alignment
matrix. To investigate the robustness of each landmarking
algorithm to noise, we test them on both the original clean
data and on data corrupted by Gaussian noise with zero mean
and variance σ2 = 0.01. Note that although the original GF
method in [8] is designed for binary classification, it can
be easily extend to regression task. Additionally, the runtime
of the algorithms and their bounds on the learning error of
κ(ΨL¯L¯)
(
1
‖ΨL¯L‖1 +
1
‖ΨL¯L¯‖1
)
are also recorded.
In classification tasks, we test the algorithms over 20
trials for each data set and record the averaged classification
accuracy. For each data set, we first construct an alignment
matrix based on all the samples, and then select and label some
samples with the help of different landmarking algorithms
until each class contains L labeled samples. Finally, using
these labeled samples, we train a classifier and test it on the
remaining unlabeled samples. A classifier based on the label-
consistent K-SVD (LCKSVD) [60] is applied. The parameters
of various landmark selection algorithms are set as follows. For
those randomized methods, the number of initial landmarks are
3 random ones. For ApproxDPP, we sample the point xi as the
new landmark with a probability pi ∝
∏
j(1− gD(xi − xj)),
where xj is the jth existing landmark and the function
gD(x) = exp(−‖x‖22/2D2). The bandwidth D is equal to
the dimension of sample space.
A. Regression tasks
We test the different landmarking methods on four data sets,
including the face data set from [23], the lips and the Jazz hand
data sets from [61], and the deformed grid data set from [62].
For each data set, we select N samples randomly and landmark
L of them in each trial.
• For the face data set, N = 500 face images (with size
64× 64) are selected randomly, where the labels include
a lighting intensity and two pose parameters (d = 3). We
apply Principal Component Analysis (PCA) to reduce the
dimension of data to D = 200, and then, we construct a
K-NN graph with K = 30 based on the samples obtained
by PCA. For each landmark selection algorithm, we select
L = [40, ..., 200] landmarks respectively and then learn
the labels for the remaining samples directly.
• For the lips data set, N = 80 lip images (with size 40×
45) are selected randomly, where the labels include four
key points indicating the deformation of mouth (d = 8).
We apply PCA to obtain the samples with D = 196 and
construct a K-NN graph with K = 35. For each landmark
selection algorithm, we select L = [40, ..., 60] landmarks
respectively and then learn the labels for the remaining
samples directly.
• For the Jazz hand data set, N = 1000 hand motion
images (with size 66 × 88, D = 5808) are selected
randomly, whose labels include four key points indicating
the motion of two arms (d = 8). Similarly, we apply PCA
to obtain the samples with D = 498 and a K-NN graph
with K = 30. For each landmark selection algorithm, we
select L = [300, ..., 700] landmarks respectively and then
learn the labels for the remaining samples directly.
• For the deformed grid data set, a reference grid image
is given in Fig. 2(d), whose key points are shown as red
crosses. Using various operations of deformation, a set of
deformed images is generated. We aim to label a small
number of key points in these images and estimate the
locations of the remaining key points. Specifically, we
segment each image into 25 patches (with size 22× 22,
D = 484), each of which contains 4 key points (d = 8),
as Fig. 2(d) shows. In each trial, we randomly select
N = 1500 patches from the deformed images and then
construct a K-NN graph with K = 30. For each land-
mark selection algorithm, we select L = [220, ..., 300]
landmarks and then learn labels for the remaining samples
directly.
The visual comparisons for various methods is shown in
Fig. 1. According to Fig. 1, we find that for all the data
sets considered, selecting the graph Laplacian matrix as the
alignment matrix in the landmarking step helps us to achieve
improved learning results. One possible reason is that the
LTSA-based alignment matrix involves many hyperparame-
ters [3] which are difficult to set optimally for each specific
data set.
The numerical comparisons for various landmarking meth-
ods on both clean and noisy data are shown in Tables II and III,
respectively. We provide the semi-supervised learning results
obtained by the LS algorithm. In most situations, our GCLS
algorithm achieves lower average learning error than its com-
petitors with respect to various choices of L on both clean and
noisy data. Especially for the lips and the deformed grid data,
our GCLS is consistently superior to its competitors when
testing on both clean and noisy data. For the face and the Jazz
hand data, while our GCLS method performs worse than others
when L is small, its error reduces quickly when L increases.
In general, for modestly large values of L we observe that our
GCLS method either clearly outperforms the others (in that
the upper bound of the confidence interval for GCLS is lower
than the lower bounds of all other methods’ intervals) or is
roughly comparable (with substantially overlapping confidence
intervals). In summary, when just landmarking a few samples,
our method is at least comparable to other methods. As the
number of landmarks increases, the superiority of our method
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Fig. 2: The regression results of our method on various data sets. In subfigure (a), the relative estimation errors are labeled
as red. In subfigures (b,c), the real and estimated key points are labeled as green and red, respectively. In subfigure (d), the
segmentation of reference grid (blue lines) and key points (red crosses). In each deformed image, estimated locations of key
points (green circles) and ground truth (red crosses) are given.
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Fig. 3: (a) The run time versus the number of landmarks L (N = 500) and the number of samples N (L = 50) respectively.
(b) Comparison of the value of the objective function in (16).
becomes more and more pronounced.
The runtime of each algorithm is given in Fig. 3(a).
Consistent with our analysis, the speed of our algorithm is
competitive and achieves a balance between complexity and
performance. In particular, volume sampling is the most time-
consuming method, which requires computing the inverse of a
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TABLE II: The learning errors of various methods on clear
data (%).
Data Face N=500
L 40 80 120 160 200
Random 11.23±0.23 9.04±0.36 8.03±0.25 6.99±0.17 6.47±0.24
Nystro¨m 11.63±0.58 9.27±0.24 8.01±0.35 7.18±0.11 6.36±0.25
Volume 11.08±0.37 8.08±0.26 7.08±0.14 6.79±0.16 6.37±0.10
K-means 10.00±0.22 8.73±0.08 7.96±0.15 7.60±0.23 7.10±0.07
GF 10.44±0.19 8.44±0.20 7.34±0.14 6.62±0.08 6.27±0.09
MaxMinGeo 12.36±0.44 10.12±0.17 9.37±0.15 8.80±0.06 8.43±0.16
ApproxDPP 9.96±0.24 8.36±0.20 7.80±0.17 7.66±0.21 7.25±0.16
MinCond 10.08±0.25 8.14±0.23 7.23±0.11 6.64±0.10 6.21±0.10
GCLS 11.09±0.30 8.61±0.49 6.74±0.20 5.90±0.13 5.44±0.10
Data Lips N=80
L 40 45 50 55 60
Random 1.63±0.07 1.60±0.07 1.44±0.05 1.45±0.04 1.44±0.05
Nystro¨m 1.73±0.38 1.65±0.21 1.55±0.43 1.49±0.09 1.47±0.09
Volume 1.64±0.09 1.51±0.04 1.52±0.07 1.48±0.11 1.40±0.04
K-means 1.51±0.04 1.48±0.03 1.48±0.03 1.53±0.04 1.47±0.04
GF 1.43±0.02 1.39±0.02 1.38±0.02 1.36±0.02 1.37±0.02
MaxMinGeo 1.43±0.02 1.42±0.02 1.45±0.03 1.47±0.04 1.47±0.04
ApproxDPP 1.65±0.08 1.57±0.06 1.52±0.04 1.54±0.04 1.53±0.05
MinCond 1.42±0.02 1.39±0.02 1.36±0.02 1.36±0.02 1.38±0.02
GCLS 1.42±0.03 1.38±0.02 1.35±0.01 1.33±0.01 1.32±0.02
Data Jazz Hand N=1000
L 300 400 500 600 700
Random 2.75±0.07 2.56±0.04 2.23±0.04 2.17±0.04 2.07±0.08
Nystro¨m 3.03±0.12 2.74±0.11 2.50±0.18 2.44±0.11 2.37±0.09
Volume 2.86±0.09 2.63±0.07 2.34±0.10 2.28±0.07 2.19±0.09
K-means 2.13±0.02 1.93±0.01 1.79±0.01 1.74±0.01 1.68±0.02
GF 2.28±0.02 2.05±0.02 1.94±0.03 1.88±0.02 1.86±0.03
MaxMinGeo 2.05±0.01 1.82±0.01 1.73±0.01 1.65±0.01 1.58±0.01
ApproxDPP 2.85±0.08 2.48±0.07 2.40±0.16 2.11±0.04 2.00±0.04
MinCond 2.21±0.01 2.01±0.01 1.95±0.01 1.85±0.01 1.77±0.02
GCLS 3.03±0.08 1.83±0.06 1.05±0.01 0.99±0.01 0.98±0.01
Data Grid N=1500
L 220 240 260 280 300
Random 36.81±1.52 36.63±0.63 34.91±0.71 34.64±1.16 35.67±1.24
Nystro¨m 39.38±0.67 39.03±0.72 39.92±0.91 40.50±0.89 40.99±1.50
Volume 37.45±1.34 37.16±0.82 36.94±0.59 36.08±1.69 37.11±1.35
K-means 34.39±0.59 33.65±0.88 34.01±1.36 31.83±1.09 30.91±1.63
GF 39.87±1.17 40.62±1.22 41.52±1.35 41.54±1.18 41.61±1.38
MaxMinGeo 28.88±0.73 28.12±1.02 26.42±0.78 25.31±1.45 23.59±1.80
ApproxDPP 31.64±0.96 30.02±0.89 30.64±1.08 27.96±1.01 26.02±1.16
MinCond 38.55±1.11 38.55±1.19 38.57±1.20 37.93±1.44 37.40±1.31
GCLS 28.17±0.57 27.21±0.71 25.89±0.66 24.20±0.64 22.08±0.92
D×D matrix O(N) times in each iteration. The GF method
also need to calculate matrix inverses, resulting in a runtime
only slightly shorter than volume sampling. Although the
results of MinCond are close to (though still worse than) ours,
its run time is about 100 times longer. Only the ApproxDPP,
the column norm-based Nystro¨m sampling, and the random
sampling method have lower complexity than our method, but
our method obtains significantly lower error than them. Finally,
in Fig.3(b) we compare the error bound which serves as the
objective function in (16) versus L for the different algorithms.
As expected, GCLS obtains a much tighter bound than others.
B. Classification tasks
We also apply our landmarking algorithm to the classifica-
tion tasks of the AR-face and the Extended YaleB data sets,
respectively. We use a subset of the AR-face data set [63]
consisting of 2600 images from 100 subjects. The Extended
YaleB contains 2414 frontal face images of 38 persons.
After selecting labeled samples via the different landmarking
TABLE III: The learning errors of various methods on noisy
data (%).
Data Face N=500
L 40 80 120 160 200
Random 11.58±0.70 8.73±0.35 7.46±0.27 6.85±0.08 6.52±0.14
Nystro¨m 11.40±0.61 8.95±0.50 8.46±0.19 6.99±0.17 6.74±0.32
Volume 11.15±0.62 8.61±0.37 7.49±0.31 6.93±0.17 6.30±0.12
K-means 10.17±0.09 8.58±0.20 7.84±0.16 7.21±0.18 6.88±0.18
GF 10.36±0.28 8.23±0.15 7.31±0.11 6.59±0.06 6.20±0.07
MaxMinGeo 12.23±0.46 9.95±0.48 9.76±0.12 8.93±0.10 8.39±0.23
ApproxDPP 10.16±0.14 8.35±0.11 7.73±0.15 7.40±0.23 7.29±0.18
MinCond 9.80±0.25 8.09±0.24 7.27±0.10 6.69±0.07 6.34±0.06
GCLS 10.62±0.25 8.08±0.43 6.81±0.25 5.92±0.11 5.41±0.09
Data Lips N=80
L 40 45 50 55 60
Random 1.57±0.06 1.53±0.10 1.47±0.04 1.46±0.04 1.43±0.04
Nystro¨m 1.64±0.08 1.60±0.14 1.53±0.17 1.54±0.45 1.47±0.16
Volume 1.58±0.06 1.49±0.04 1.49±0.05 1.42±0.05 1.42±0.06
K-means 1.47±0.02 1.44±0.03 1.42±0.03 1.44±0.04 1.36±0.03
GF 1.43±0.01 1.41±0.02 1.39±0.02 1.37±0.02 1.38±0.02
MaxMinGeo 1.44±0.03 1.43±0.03 1.44±0.02 1.46±0.03 1.47±0.04
ApproxDPP 1.52±0.05 1.50±0.02 1.50±0.09 1.44±0.04 1.45±0.05
MinCond 1.41±0.03 1.40±0.02 1.38±0.02 1.38±0.02 1.37±0.02
GCLS 1.40±0.03 1.37±0.02 1.35±0.01 1.32±0.02 1.30±0.02
Data Jazz Hand N=1000
L 300 400 500 600 700
Random 2.82±0.05 2.41±0.05 2.20±0.05 2.09±0.01 1.92±0.01
Nystro¨m 3.03±0.07 2.66±0.06 2.50±0.17 2.37±0.03 2.25±0.12
Volume 2.90±0.06 2.51±0.05 2.32±0.10 2.20±0.02 2.05±0.05
K-means 2.22±0.02 1.97±0.01 1.83±0.01 1.73±0.01 1.68±0.01
GF 2.23±0.03 2.04±0.02 1.91±0.03 1.87±0.01 1.86±0.01
MaxMinGeo 2.05±0.01 1.84±0.01 1.73±0.01 1.67±0.01 1.60±0.02
ApproxDPP 2.76±0.05 2.48±0.04 2.28±0.04 2.13±0.02 2.05±0.03
MinCond 2.20±0.03 2.02±0.01 1.93±0.01 1.87±0.01 1.83±0.01
GCLS 3.15±0.16 1.92±0.07 1.19±0.02 0.99±0.01 0.99±0.01
Data Grid N=1500
L 220 240 260 280 300
Random 36.88±0.97 37.97±0.70 37.36±0.72 37.33±0.97 27.03±0.93
Nystro¨m 39.07±0.68 40.14±0.89 40.26±0.62 41.02±0.90 40.53±0.70
Volume 38.22±0.64 37.41±0.96 38.27±0.90 37.55±0.82 36.71±0.91
K-means 33.80±0.86 33.83±0.73 32.64±1.45 32.76±1.22 31.89±1.65
GF 40.18±1.14 40.46±1.12 40.57±1.09 40.73±1.29 40.76±1.38
MaxMinGeo 29.76±0.71 27.85±0.64 26.87±0.64 25.93±1.13 23.01±1.52
ApproxDPP 32.08±0.92 31.63±1.11 29.60±1.34 27.69±1.60 25.12±1.47
MinCond 38.55±1.16 38.60±1.29 39.08±1.30 38.45±1.30 39.04±1.39
GCLS 28.33±0.78 27.50±0.63 25.70±0.87 24.46±1.20 23.52±1.14
algorithms, we apply the LCKSVD algorithm in [60] to a
learn dictionary and attain sparse codes for the samples. The
size of the dictionary and the parameters of the learning
algorithm follow the setting in [60]. Finally, taking the learned
sparse codes as the features of the samples, we train an
SVM classifier [64]. Table IV compares classification results
corresponding to various algorithms. We observe that GCLS
significantly improves classification accuracy, especially in the
case of very few landmarks.
VI. CONCLUSION
In this paper, we study the active manifold learning problem
and propose a landmark selection algorithm based on the
Gershgorin circle theorem. We establish connections among
various landmark selection algorithms and propose a unified
algorithmic framework. Essentially, we treat the manifold
landmarking problem as a combinatorial optimization prob-
lem, and the proposed landmark selection algorithm provides
a heuristic solution. Compared with other competitors, our
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TABLE IV: Classification accuracy (%).
Data AR Face Extended YaleB
L 10/Class 15/Class 20/Class 15/Class 20/Class 25/Class
Random 82.06 85.26 87.67 74.62 79.05 93.16
Nystro¨m 83.53 86.67 89.17 74.46 83.50 93.22
Volume 85.50 87.00 89.35 75.96 84.22 93.91
GF 86.65 87.17 90.17 74.46 84.38 94.21
K-means 82.87 85.89 88.25 74.76 83.23 93.20
MaxMinGeo 85.21 87.33 89.17 75.30 83.73 93.22
ApproxDPP 82.65 84.54 87.27 72.98 81.02 89.19
MinCond 86.67 87.00 89.00 74.46 83.89 93.91
GCLS 86.67 88.67 89.67 75.96 84.97 94.22
GCLS algorithm has lower complexity and higher perfor-
mance in both regression and classification tasks. Although
our method empirically achieves encouraging performance in
various learning tasks, we do not provide any global optimality
guarantees, and it is theoretically possible that it may output
unsatisfying local optimal solutions. In the future, we hope
to provide a more rigorous theoretical underpinning for this
algorithm and also plan to apply more sophisticate learning
algorithms, e.g., genetic algorithms [65] and neural network-
based methods [66]–[68], to solve (16) or closely-related
variants.
APPENDIX
A. A review of manifold learning
Let X = [x1, ...,xN ] ∈ RD×N be a set of samples from
a manifold X . Let yi ∈ Rd (d  D) represent the unknown
low-dimensional parameter vector corresponding to xi. We
can build a graph for the samples as follows: for each sample
xi, its K nearest neighbors are selected and denoted as Xi ∈
RD×K . This graph provides us with a significant amount of
geometrical information about the manifold. We can then solve
the manifold learning problem via several different strategies.
• LLE characterizes the local geometry of the manifold by
finding linear coefficients that reconstruct each sample
from its neighbors [21]. The coefficients can be learned
by minimizing the reconstruction error. The coefficients
preserve the relationships among the samples and their
neighbors, which are assumed to be inherited by the
low-dimensional parameters. Formally, we first compute
coefficients by
min
W
∑N
i=1
‖xi −Xiwi‖22
s.t.
∑K
j=1
wij = 1,
(19)
where W = [w1, ..,wN ], wi = [wi1, .., wiK ]T . Then,
Y = [y1, ...,yN ] is computed by
min
Y
∑N
i=1
‖yi − Yiwi‖22 = min
Y
tr(Y ΦY T ), (20)
where Yi = [yi1, ...,yiK ] contains the neighbors of yi,
whose columns are the K nearest samples of yi. The
entries of Φ are given by φij = δij−wij−wji+wTi wj ,
i, j = 1, .., N , where δij is 1 if i = j and 0 otherwise.
We add constraints
∑
i yi = 0 and Y Y
T = Id to
fix the scaling, translation, and rotation of the latent
variables. The resulting problem reduces to finding the
set of eigenvectors corresponding to the 2nd to (d+ 1)th
smallest eigenvalues of Φ.
• LTSA also tries to capture the local geometry of X [22].
Assume that there exists a mapping from the latent space
to the ambient space, i.e., f : Y 7→ X . Instead of
directly computing reconstruction coefficients, LTSA ap-
proximates the tangent space at each sample. According
to the Taylor expansion, for each xj ∈Xi we have
xi − xj ≈ Ji(yi − yj) = Jiθij . (21)
Here Ji = [ ∂f∂yi ] ∈ RD×d is the Jacobian matrix of f
at yi, which can be calculated as the singular vectors
corresponding to the largest d singular values of Xi −
xie
T , e = [1, .., 1]T . Then Θi = [θi1, ...,θ
i
K ] ∈ Rd×K
are local coordinates of Xi in the tangent space. After
computing the local tangent space at each sample, the
global coordinates Y are computed by aligning the local
tangent spaces together. Assuming that the corresponding
global parameter vectors Yi differ from the local ones Θi
by a local affine transformation, we minimize the errors
of the transformation by minΦi ‖YiΦi‖2F , where Φi is
the orthogonal projection whose null space is spanned
by the columns of [1,Θi]. In practice, we obtain Y by
min
Y
∑N
i=1
‖YiΦi‖2F = min
Y
tr(Y ΦY T ). (22)
Here Φ =
∑N
i=1 SiΦiS
T
i , where the Si are 0-1 selection
matrices ensuring Yi = Y Si. Adding the normalization
conditions Y Y T = Id and Y 1 = 0, the solution
of (22) is the set of eigenvectors corresponding to the
2nd to (d + 1)th smallest eigenvalues of Φ. In recent
years, LTSA has been extended to more complicated
parametric models [69], achieving encouraging results in
many applications [70], [71].
• ISOMAP seeks an embedding preserving the geodesic
distance between samples [23]. The geodesic distances
are computed by finding the shortest paths in the graph
connecting neighboring data points. Let D denote the
matrix of squared geodesic distances. Let P ∈ RN×N
denote the projection matrix IN − 1N eeT . The low di-
mensional global coordinates are computed by finding the
eigenvectors corresponding to the d maximum eigenval-
ues of A = − 12P TDP . According to [2], the ISOMAP
problem can also be rewritten as follows: Let QΛQT
be the eigen-decomposition of A. Q = [q1, .., qN ] and
Λ = diag(λ1, .., λN ), λ1 ≥ λ2 ≥ .. ≥ λN . Then we
compute the alignment matrix as
Φ = λ1IN −A−
d∑
i=2
(λ1 − λi)qiqTi −
λ1
N
eeT , (23)
where Φ has d + 1 zero eigenvalues and its null space
is spanned by [q1, .., qd, e]. Therefore we can solve the
ISOMAP problem via minY tr(Y ΦY T ) as well.
As shown above, although the three algorithms compute
the alignment matrix Φ from different points of view, they all
reduce to the same eigen-problem.
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B. Theoretical bound of condition number of submatrix
Mathematically, given an N × N matrix B with singular
values σ1(B) ≥ σ2(B) ≥ · · · ≥ σN (B) ≥ 0, if there is a gap
between σn(B) and σn+1(B), and σn+1(B) is sufficiently
small, one may assume that B has a numerical rank n. In
this case, RRQR-factorization attempts to find a permutation
matrix Π such that the QR factorization
BΠ = QR,
R =
[
R11 R12
0 R22
]
,
(24)
satisfies that R11 ∈ Rn×n and R11’s smallest singular
value σmin(R11) ≈ σn(B) and R22’s largest singular value
σmax(R22) ≈ σn+1(B), where Q is orthogonal and R is
upper triangular. In essence,R11 captures the well-conditioned
part of B. Readers can refer to [57] for the details of RRQR.
An important property of RRQR is that there exists an
RRQR such that
σmin(R11) ≥ σn(B)√
n(N − n) + 1 . (25)
Making use of this property, we obtain an upper bound for the
condition number of a principal submatrix of Φ.
Theorem 2. Let the eigenvalues of Φ be λ1(Φ) ≥ λ2(Φ) ≥
· · · ≥ λN (Φ) ≥ 0. There exists an (N−L)×(N−L) principal
submatrix Φ22 of Φ such that
κ(Φ22) ≤ [L(N − L) + 1] λ1(Φ)
λN−L(Φ)
. (26)
Proof. Since Φ is positive semidefinite, there is an N ×N B
such that Φ = BTB. Let B have an RRQR (24) satisfying
(25) with n = N − L. Now notice
ΠTΦΠ =(BΠ)T (BΠ)
=RTR
=
[
RT11R11 R
T
12R12
RT12R12 R
T
12R12 +R
T
22R22
] (27)
to see that Φ has an (N −L)× (N −L) principle submatrix
Φ22 = R
T
11R11 whose smallest eigenvalue is
σmin(R11)
2 ≥
[
σN−L(B)√
L(N − L) + 1
]2
=
λN−L(Φ)
L(N − L) + 1 ,
(28)
because λN−L(Φ) = [σN−L(B)]2. The result follows by
noting that λmax(Φ22) ≤ λ1(Φ).
C. Proof of Property 1
The alignment matrix Φ = [φij ] in (1, 2, 3) is defined on
the K-NN graph, which can be generated by various manifold
learning methods, including LE [24], LLE [21] and LTSA [22].
• LE uses a Laplacian graph matrix as the alignment
matrix. Suppose that dij is the distance between sample
xi and its neighbor xj . φij = −dij if xi and xj are
neighbors, otherwise φij = 0, and φii =
∑
j dij .
• LLE reconstructs the local geometry of the manifold by
self-representation. The entries of Φ are given by
φij = δij − wij − wji +wiTwj , i, j = 1, .., N.
• LTSA approximates the local tangent space of each
sample by Taylor expansion (21). The matrix Θi =
[θi1, ...,θ
i
K ] ∈ Rd×K are local latent variables of Xi in
the tangent space. Assuming that there exists an affine
transformation between the global latent variables Yi
and the local ones Θi, we minimize the errors of the
transformation by
min
Bi
‖YiBi‖2F ,
where Bi is the orthogonal projection whose null space
is spanned by the columns of [1,Θi]. Therefore, the
alignment matrix Φ =
∑N
i=1 SiBiB
T
i S
T
i , where Si are
0-1 selection matrix ensuring Xi = XSi.
Therefore, for the alignment matrix generated by these
methods, only the elements corresponding to neighboring
samples are nonzero.
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