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The increasing penetration of distributed generation (DG) in power distribution systems presents 
technical and economic benefits as well as integration challenges to utility engineers. Governments are 
beginning to acknowledge DG as an economically viable alternative to deferring investment at 
generation, transmission and distribution levels, meeting demand growth and improving distribution 
network performance and security. DG technology is rapidly maturing in Ontario due to government 
economic incentives promoting connection, specifically, the Ontario’s Feed-In-Tariff (FIT) Program.  
 Optimal sizing and siting of DG is well researched, traditionally studying the technical impact on 
distribution system such as real power loss reduction and voltage profile improvement. Equally common 
objectives studied are the economics of DG installation which are useful for the developer when deciding 
when and where to install. Although DG represents a “non-wires” solution to network asset 
reinforcement, the direct economic benefit to the host utility from promoting DG uptake is not fully 
understood by utility planners and asset managers. Some DG based asset reinforcement deferral work has 
been performed in the UK and Italy but is mainly at the transmission level and is not part of an overall 
strategy that could be applied by a utility.  
This research presents a comprehensive three stage technique: optimal siting, optimal sizing and 
financial evaluation of cost savings over a defined planning period to quantify the economic benefit to a 
Local Distribution Company (LDC) of solar photovoltaic (PV) DG connections on an actual distribution 
feeder. Optimal sites for PV DG are determined by applying the power loss sensitivity factor method to 
the test feeder. The objective functions used to determine cost savings consist of loss minimization, asset 
investment deferral, and peak demand reduction to identify an optimal DG penetration limit.  
Furthermore, a utility planner can identify an optimal DG penetration limit, encourage uptake at preferred 
locations that would benefit the LDC, and use the positive impact of DG at existing locations as part of an 
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Chapter 1 – Introduction 
1.1 – Background 
Traditional power systems met load growth demands through installation of centralized large 
generation plants, transmission lines and towers and transformer stations as well as distribution 
infrastructure. Figure 1 shows the traditional power delivery structure, from centralized generation to long 
haul transmission distribution. Distributed Generation (DG) is a small source of electric power generation 
ranging in size from less than a kW to tens of MW that is not part of the central power system and is 
located close to the load, i.e., in the green distribution area in the figure. 
In 2009, Ontario utilities were mandated to connect renewable generation to the grid under the 
Feed-In-Tariff (FIT) program under the Green Energy and Economy Act of 2009. The FIT program was 
introduced to help phase out large coal-fired electricity generation plants and increase the amount of 
renewable sourced DG in Ontario’s power supply mix. The FIT program provides government funded 
financial incentives to generator applicants who use renewable energy sources, specifically, by offering 
long-term (20 years) fixed-price rates of return on real power produced through renewable generation 
sources [1]. Solar photovoltaic (PV) systems are offered the highest generation rates at 80.2 ¢/kWh as 
shown in Table 1 and therefore are the most common type of generation applications since program 
inception. Note that there is no escalation for solar PV rates for the duration of the contract. 
 





Table 1 - Ontario Power Authority FIT Program Price Schedule (Aug. 2010) 
 
As of April 1, 2011, the FIT program has received applications totalling approximately 180MW 
of micro-FIT (under 10kW) connections, and 5500MW of FIT (over 10kW) of PV connections. With a 
significant increase in PV installations over a relatively short period of time, the majority of mid-size 
local distribution companies (LDCs) are unsure of the technical impact of DG connections on power 
distribution systems and the investment required to make a traditional power distribution system “green 
energy ready”. The FIT program requires the LDC to conduct a Distribution Availability Test (DAT) to 
evaluate the “readiness” of the distribution system to accept generation (the transmission level counterpart 
is the Transmission Availability Test performed by transmission utilities). The DAT is specific to the 




While larger utilities have commissioned engineering studies to investigate operational and 
protection issues due to bidirectional power flows introduced by DG, to date, mid-size and smaller 
utilities generally use high-level criteria for the DAT, e.g. DG connected capacity shall not exceed 20% of 
the nearest distribution transformer (pole mounted or pad mounted) to prevent reverse power flow [2]. In 
addition to meeting regulatory requirements in connecting DG, LDCs recognize that an increase in DG 
can defer investment in assets such as distribution transformers and lines; therefore, utility planners are 
interested in quantifying the technical and economic effects of increasing DG penetration on the 
distribution system as part of an asset management strategy. Although decision on DG placement and 
sizing are not made by LDCs, studying the optimal siting and sizing of DG aids the utility planner in 
estimating the network impacts of DG and can provide the basis for policies or financial incentives 
encouraging DG uptake in preferred locations. 
1.2 – Thesis Scope and Objectives 
This thesis takes the LDC’s view on studying the technical benefit and translating that into 
economic savings due to PV DG uptake on an actual distribution feeder in the Kingston Hydro 
distribution system by optimal siting and sizing PV DG. The objectives for this thesis are as follows: 
a) Select and collect monthly loading data from a real distribution feeder in the Kingston Hydro 
System, referred to in this study as Feeder X, for a typical one year period. 
b) Collect PV generation data from an actual PV installation for a typical one year period and 
identify a monthly solar generation variation derating multiplier. 
c) Gain experience with, and interface, industry standard software tools CYMDIST and 
MATLAB. Create a feeder model using CYMDIST, implement the optimization algorithm in 
MATLAB as the back-end programming engine and interface the two applications using 




d) Identify optimal sites for PV DG location on a distribution feeder based on real power loss 
sensitivity. 
e) Employ an optimization algorithm to determine the optimal penetration limit of solar PV DG 
using the following objective functions independently: 
a. Minimization of real power loss resulting in reduced annual distribution loss. 
b. Minimization present value of future asset investment costs (by maximizing asset 
deferral) due to DG offset of asset loading. 
c. Minimization of monthly demand peaks resulting in reduced transmission charges for 
the LDC. 
f) Evaluate results from feeder data relative to the entire Kingston Hydro distribution system 
data over a planning period of five years.  Five years is a common capital project planning 
cycle in the utility industry and is used at Kingston Hydro. Monthly solar output and feeder 
load variations are incorporated as are annual load growth and load factor variations. 
1.3 – Thesis Outline  
This thesis is divided into seven chapters as follows: 
Chapter 1 – Introduction  
This chapter introduces the thesis topic and structure. 
Chapter 2 – Theory 
This chapter describes general issues related to DG optimal siting and sizing emphasizing solar PV DG 
uptake on utility distribution systems. The nature of the optimal siting and sizing problem, the 





Chapter 3 – Feeder & Generator Model Development in CYMDIST using Monthly Load and 
Generation Profiles 
This chapter describes the actual medium voltage distribution feeder from the Kingston Hydro 
distribution system. The feeder structure (voltage, conductor type, number of overhead and underground 
line sections) is presented. Based on the physical layout of the feeder, the method for identifying 
candidate and feasible nodes for PV units is discussed. The load flow study, technical constraints, load 
type, load model and load growth rates are reviewed. A typical annual load profile of the feeder is 
presented and “discretized” to give monthly feeder peak loading conditions. A monthly generation factor 
for solar generation, obtained from an actual 9.88 kW PV microFIT installation on Kingston Hydro’s 
system, is also described and applied to the simulations. To apply these annual and monthly values across 
a multi-year planning period, specifically five years in this study, annual load growth variation must be 
taken into account, and a typical value based on historical data is selected. 
Chapter 4 – State of the Discipline 
This chapter presents a literature review of other work done on optimal siting and sizing of DG. In 
academia, optimal siting and sizing of DG is well researched and this section presents the evolution of 
techniques and objective functions in studying the optimal allocation of DG on distribution networks. The 
chapter concludes with a justification of the work performed in this thesis. 
Chapter 5 – Problem Formulation and Execution: Power Loss Sensitivity Method for Optimal 
Siting, Genetic Algorithm for Optimal Sizing, Objective Functions and NPV Analysis 
Chapter 4 presents the three stage technique developed to assess the economic benefit of optimal siting 
and sizing of DG to the LDC. First, power loss sensitivity analysis is applied to the feeder model to 
identify candidate and feasible nodes thereby ranking the most optimal DG locations. A continuous 
domain Genetic Algorithm (GA) is then applied to identify optimal PV DG size. The main GA operators 




the individual objective functions adapted to the optimal siting and sizing problem which are used to drive 
the GA to an optimal sizing solution are presented.  
Chapter 6 – Results and Discussion 
Chapter 6 presents simulation results obtained by applying the genetic algorithm to Feeder X and 
comparing the results of the three individual objective functions. Since the asset reinforcement deferral 
objective is an instantaneous capture of the savings due to reduced loading from DG, while both the 
minimum loss and minimum transmission system delivery peak demand objectives are monthly cash 
flows, the results are treated with a Net Present Value analysis over a defined, i.e. five years, planning 
horizon, brought back to a present value savings and compared. Moreover, because load and generation 
conditions are dynamic, a monthly resolution for the financial analysis is chosen, so that it coincides with 
metering, billing and financial reporting intervals which all occur monthly [3]. The chapter concludes 
with a discussion of the results obtained in this work. 
Chapter 7 – Conclusions and Recommendations for Future Work 











Chapter 2 – Theory 
 
2.1 – The Case for Renewable Generation 
The utility industry is required to meet increasing power demands while effectively managing 
capital investments and operating costs, and, at the same time, maintaining or improving existing power 
quality and reliability. Ontario’s electricity infrastructure is aging and may soon require large scale 
upgrades if load growth continues to increase. Encouraging electricity conservation and promoting uptake 
of renewable generation, especially distributed generation (DG) are the two key approaches to reducing 
dependence on, and future investments in, centralized power plants, long haul transmission systems and 
distribution system capacity upgrades. To improve the uptake of DG, it is necessary to fully understand 
the technical impact of DG on the existing power delivery infrastructure to build a viable business case in 
favour of increasing DG in Ontario’s power supply mix.  
Figure 2 shows the 2007 supply mix as predominantly nuclear, hydroelectric and coal. Coal fired 
generation produces large amounts of CO2 emissions and is the least desirable generation source and the 
province’s goal is to phase out coal plants by achieving increased renewable generation and conservation 
targets. In June 2006, the Ontario Ministry of Energy released its Target Supply Mix Directive (shown in 
Figure 3) as part of the Integrated Power System Plan to be implemented by 2025. Both renewable energy 
and conservation reduce the peak power demand requirement, which can then be met by cleaner sources 
such as natural gas and nuclear generation resulting in fewer emissions. While renewable energy uptake is 
facilitated by the FIT program, conservation is currently being implemented by government subsidized 
energy retrofit (appliance upgrade) programs targeted at residential and commercial customers. Moreover, 
as of January 1, 2010, the Distribution System Code was amended by the OEB to mandate LDCs to set 
and meet annual conservation targets as a condition of license – a requirement which has raised the 





Figure 2 – 2007 Ontario Supply Mix [4] 
 
Figure 3 - Ontario’s Target Supply Mix for 2025 [4] 
 
Small DG installations, including solar PV, are becoming increasingly attractive to utilities and 
consumers because these units produce energy close to the load, and are more efficient (less losses), 
easier to site and have less environmental impact. DGs are primarily installed on the distribution and 





• Reduced line losses 
• Voltage profile improvement 
• The potential for improved reliability and security 
• Reduced GHG emissions from central power plants 
• Reduced or deferred investment in generation, transmission and distribution infrastructure 
upgrades due to relieved T&D congestion 
• Lower operating costs due to peak shaving 
Several optimization studies have been performed to quantify these benefits and identify DG penetration 
threshold limits by optimally locating and sizing DG to improve a particular objective, or a combination 
of objectives, and these will be discussed next. 
 2.2 – Optimal Siting and Sizing of Distributed Generation 
 2.2.1 – Load Flow Equations 
DG siting and sizing is analogous to the optimal capacitor allocation and sizing problem. The 
exact solution of the combined siting and sizing problem can be obtained by applying load flow 
simulations to the complete enumeration of all feasible combinations of sites and sizes of DG in the 
network. The load flow equations are obtained from basic Kirchoff’s Laws [6]: 
𝑃𝑃𝑖𝑖 − 𝑃𝑃𝑃𝑃𝑖𝑖 = ∑ |𝑉𝑉𝑖𝑖|�𝑉𝑉𝑗𝑗 �𝑌𝑌𝑖𝑖,𝑗𝑗 cos(𝜃𝜃𝑖𝑖,𝑗𝑗 + 𝛿𝛿𝑗𝑗 − 𝛿𝛿𝑖𝑖)𝑗𝑗        (2.1) 
𝑄𝑄𝑖𝑖 − 𝑄𝑄𝑃𝑃𝑖𝑖 = ∑ |𝑉𝑉𝑖𝑖|�𝑉𝑉𝑗𝑗 �𝑌𝑌𝑖𝑖,𝑗𝑗 sin(𝜃𝜃𝑖𝑖,𝑗𝑗 + 𝛿𝛿𝑗𝑗 − 𝛿𝛿𝑖𝑖)𝑗𝑗        (2.2) 
where 𝑉𝑉 is bus voltage, 𝛿𝛿 is the angle associated with 𝑉𝑉, 𝑌𝑌𝑖𝑖 ,𝑗𝑗  is the element of the bus admittance matrix, θ 
is the angle associated with 𝑌𝑌𝑖𝑖 ,𝑗𝑗 , 𝑃𝑃 and 𝑄𝑄 are the active and reactive power generation values, and 𝑃𝑃𝑃𝑃and 




equations are constrained by active and reactive power generation limits and voltage variation limits as 
follows: 
𝑃𝑃𝑖𝑖𝑀𝑀𝑖𝑖𝑀𝑀 ≤ 𝑃𝑃𝑖𝑖 ≤ 𝑃𝑃𝑖𝑖𝑀𝑀𝑀𝑀𝑀𝑀              (2.3) 
𝑄𝑄𝑖𝑖𝑀𝑀𝑖𝑖𝑀𝑀 ≤ 𝑄𝑄𝑖𝑖 ≤ 𝑄𝑄𝑖𝑖𝑀𝑀𝑀𝑀𝑀𝑀              (2.4) 
𝑉𝑉𝑖𝑖𝑀𝑀𝑖𝑖𝑀𝑀 ≤ 𝑉𝑉𝑖𝑖 ≤ 𝑉𝑉𝑖𝑖𝑀𝑀𝑀𝑀𝑀𝑀              (2.5) 
where 𝑃𝑃𝑖𝑖𝑀𝑀𝑖𝑖𝑀𝑀  and 𝑃𝑃𝑖𝑖𝑀𝑀𝑀𝑀𝑀𝑀  are the lower and upper limits of active power generation, 𝑄𝑄𝑖𝑖𝑀𝑀𝑖𝑖𝑀𝑀  and 𝑄𝑄𝑖𝑖𝑀𝑀𝑀𝑀𝑀𝑀  are the 
lower and upper limits of reactive power generation and 𝑉𝑉𝑖𝑖𝑀𝑀𝑖𝑖𝑀𝑀  and 𝑉𝑉𝑖𝑖𝑀𝑀𝑀𝑀𝑀𝑀  are the operating voltage limits 
at each bus.  
Traditional methods such as Newton Raphson and Fast Decoupled Power Flow are effective for 
“well conditioned” power systems but tend to encounter convergence problems with distribution systems 
because distribution systems are radial or weakly meshed, have a low X/R ratio, feature a mix of low and 
high impedance elements (e.g. switches, voltage regulators etc) and have unbalanced loads. A more 
suitable algorithm for distribution systems such as the ladder technique (backward forward sweep) or 
power summation must be used. CYMDIST performs load flow analysis using the power summation 
method, i.e., an iterative voltage drop analysis method designed for radial or weakly meshed systems [7] 
which computes the power flows at every section within a specified number of iterations. Convergence is 
achieved when the solutions, i.e. calculated voltages, fall within the specified tolerance value. This study 
uses unbalanced voltage drop which assumes that the load is not distributed equally among all phases, at a 
tolerance of 0.01% V and 40 iterations. The voltage thresholds are set to Kingston Hydro’s normal 
operating voltage range, i.e. voltage must not exceed 105% nominal and not dip below 95% nominal and 





2.2.2 – Optimal DG Allocation 
Since the optimal DG allocation and sizing problem suffers from “combinatorial explosion,” the 
application of heuristic algorithms and artificial intelligence in solving optimal DG allocation is justified. 
This is because although analytical methods are more accurate compared with heuristic methods for 
smooth objective functions, the solutions for a non-smooth, i.e. discrete, problem such as optimal DG 
allocation are likely to be trapped in local optima. In contrast, heuristic methods are based on a systematic 
random exploration of the solution space increasing the chances of finding the global optimum.  
The tasks of optimal siting and optimal sizing are decoupled and solved separately such as in [9] 
where the locations are assumed fixed and the DGs are then optimally sized for the improvement of a 
specific objective. Inappropriate selection of location and size of DG can lead to greater system losses 
than the base case losses without DG, therefore, it is of interest to the distribution planner what the 
optimal threshold of DG penetration is for a given system, a series of objectives and at a given load 
condition. Research literature shows that several heuristic optimization algorithms applied to the optimal 
DG siting and sizing problem including genetic algorithm, tabu search, differential evolution, particle 
swarm optimization, simulated annealing, harmony search, artificial bee colony algorithm as well as 
hybrid algorithms. Artificial intelligence techniques such as fuzzy logic [10], [11], have also been applied. 
From 2004 onwards power loss sensitivity and voltage sensitivity factors have been applied to 
optimal DG siting as in [12] and [13]. These siting methods are discussed in detail in Section 4.2 
“Previous Work on Optimal DG Siting using Sensitivity Factors”. The power loss sensitivity factor is 
derived from the “exact loss formula”, 𝑃𝑃𝐿𝐿, which is widely used in the capacitor allocation problem and 
gives the real power loss in a system [25]:  





  𝛼𝛼𝑖𝑖𝑗𝑗 =
𝑟𝑟𝑖𝑖𝑗𝑗
𝑉𝑉𝑖𝑖𝑉𝑉𝑗𝑗
cos⁡(𝛿𝛿𝑖𝑖 − 𝛿𝛿𝑗𝑗 )         (2.7) 
  𝛽𝛽𝑖𝑖𝑗𝑗 =
𝑟𝑟𝑖𝑖𝑗𝑗
𝑉𝑉𝑖𝑖𝑉𝑉𝑗𝑗
sin(𝛿𝛿𝑖𝑖 − 𝛿𝛿𝑗𝑗 )          (2.8) 
The exact loss formula is then linearized to give the sensitivity of power loss at a specific node 
after each load flow simulation. The nodes are then ranked in descending order of loss sensitivity to 
identify the most optimal location for DG to minimize power loss. The sensitivity factor, 𝛼𝛼𝑖𝑖 , is thus the 




= 2∑ (∝𝑖𝑖𝑗𝑗 𝑃𝑃𝑗𝑗 − 𝛽𝛽𝑖𝑖𝑗𝑗 𝑄𝑄𝑗𝑗 )𝑁𝑁𝑖𝑖=1          (2.9) 
Voltage stability is an alternate method of ranking nodes to identify optimal sites for DG. For 
example, in [13], the following simple voltage stability index is derived based on a two bus distribution 
feeder model: 
𝑆𝑆𝑆𝑆(𝑟𝑟) = 2𝑉𝑉12𝑉𝑉22 − 𝑉𝑉24 − 2𝑉𝑉22(𝑃𝑃𝑃𝑃 + 𝑄𝑄𝑄𝑄) − |𝑍𝑍|2(𝑃𝑃2 + 𝑄𝑄2)       (2.10) 
where 𝑉𝑉1 and 𝑉𝑉2 are the voltages at the sending and receiving ends of a line (shown in a typical two-bus 
distribution system in Figure 4) P and Q are the real and reactive power loads on the receiving end of a 
line, R is the line resistance, X is the line reactance and Z is the line impedance. 
 





Research literature shows that the application of transmission level techniques to distribution 
systems is becoming more common with the introduction of bi-directional power flows due to DG. For 
example, voltage stability indices are typically used in transmission systems to improve power transfer 
capacity and plan for voltage collapse contingencies. The node at which the stability index is at a 
minimum is the most sensitive to voltage collapse. In the distribution system, a node with a low stability 
could benefit the most by placement of the DG at that location. Both power loss sensitivity and voltage 
stability indices are calculated based on the peak load demand condition when losses are at their 
maximum.  
Optimal DG sizing is a well investigated problem where the DG is typically modelled as optimal 
active power injection. The most common objective found in academic literature is real power loss 
minimization. Power loss is inherent to the power delivery system and consists of power dissipation in 
electrical system components such as transmission and distribution lines, transformers and measurement 
devices due to internal resistance. Real power loss is defined as 𝑃𝑃𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 = 𝑆𝑆2𝑃𝑃, or in terms of voltages and 







∑ ∑ 𝐺𝐺𝑖𝑖 ,𝑗𝑗𝑗𝑗 �𝑉𝑉𝑖𝑖2 + 𝑉𝑉𝑗𝑗2 − 2 × 𝑉𝑉𝑖𝑖 × 𝑉𝑉𝑗𝑗 × cos�𝛿𝛿𝑗𝑗 − 𝛿𝛿𝑖𝑖��𝑖𝑖      (2.11) 
where 𝐺𝐺𝑖𝑖 ,𝑗𝑗  is the conductance of line 𝑖𝑖 to 𝑗𝑗, 𝑉𝑉𝑖𝑖  and 𝑉𝑉𝑗𝑗  are line voltage and 𝛿𝛿𝑖𝑖  and 𝛿𝛿𝑗𝑗  are the angles 
at line 𝑖𝑖 to 𝑗𝑗 ends, respectively. Other objectives include reliability improvement by quantifying and 
reducing the cost of interruption (avoided by having DG operational in islanded mode), power quality 
improvement by total harmonic distortion (THD) reduction, DG installation, operation and maintenance 
(O&M) cost reduction, minimizing peak demand to defer asset reinforcement investment, and GHG 
emission reduction. This work is unique in that it uses optimal DG sizing as part of a comprehensive three 




distribution feeder. Moreover, optimal sizing of DG due to equipment loading relief to determine asset 
lifetime extension and deferral of reinforcement costs is relatively recent, and in combination with the 
other technical objectives of real power loss minimization and peak demand minimization, results in a 
novel and definitive tool that utility engineers can use to determine the economic savings due to PV DG 
on the distribution system. 
As of June, 2011 Kingston Hydro has received 70 microFIT applications and 6 FIT applications 
totalling 1789 kW of solar PV generation connection applications. This thesis quantifies the technical 
benefits of increased uptake of solar PV DG installations on a typical urban distribution feeder from a 
distribution utility’s view and translates them into economic savings over a five year planning horizon. 
The cumulative impact of several small solar PV generation is expected to result in reduced power losses, 
reduced peak loading and transmission costs, as well as an increase in present value of existing assets 
(due to reduced equipment loading and extended lifetime).  
2.3 – Background Information for Feeder Model Development 
2.3.1 – Description of Kingston Hydro’s Distribution System 
Kingston Hydro’s service territory supplies approximately 26, 000 customers bounded by the 
Cataraqui Creek on the West, the Great Cataraqui River on the East, Lake Ontario on the South and 
Highway 401 to the North. Kingston Hydro also serves the Canadian Forces Base (CFB) Kingston on east 
of the Cataraqui River, accessible by a bridge highway. The primary distribution voltage for Kingston 
Hydro is 4.16kV, also referred to as “5kV”. The distribution system is fed by 17 distribution stations 
located throughout the City which are themselves fed by subtransmission voltage (44kV) feeders 
originating from two transmission stations. The distribution system is one of the earliest installed systems 
in Canada, with the original city built in the 1850s and is the main reason for a comparatively low 
operating voltage, i.e. 4.16kV was a common distribution voltage at the time. Figure 5 shows the 




subtransmission, primary and secondary systems can be readily found on the Kingston Hydro website 
[15]. 
 
Figure 5 – Kingston Hydro Distribution Territory 
 
2.3.2 – Overview of Study Feeder 
The study feeder, Feeder X, is a primary voltage (4.16kV) distribution feeder located in 
downtown Kingston and supplies power to residential and commercial customers. Approximately 85% of 
the feeder consists of overhead conductors and poles including the three phase main trunk, single phase 
branch subfeeders, and overhead secondary/service feeds. The remaining 15% is made up of underground 
primary cable sections and all associated switches, terminations and protective devices, i.e. fuses. Figure 
6 shows the model built to scale in CYMDIST using an imported GIS file as a background map and 
‘reads’ right to left from source to load. The feeder is supplied by a 3 MVA ONAN (4 MVA ONAF) 




transformer line-up in the oldest substation in Kingston Hydro’s system. The test feeder is one of the most 
heavily loaded feeders on the distribution system, making it an ideal test bed for studies that quantify 
technical and economic impact of connecting DG. 
 
Figure 6 – Test Feeder (Feeder X) in CYMDIST 
2.3.3 – Load Data and Load Profile 
Kingston Hydro is currently a winter peaking system, although in some parts of the system 
summer loads are comparable to winter loads as air conditioning demands increase to keep up with 
increasingly hot summers. Annual and monthly load profiles were captured by the SCADA system for the 
test feeder during 2010 for the peak loading months of January and June, as well as a shoulder (moderate 
load) month of October. Shoulder months such as April, May, September and October are characterized 
by moderate outside temperatures resulting in low heating or air conditioning demand. The current values 
are totalled at the feeder head end by measurement grade metering CTs located at the substation then 




Figure 7 shows Feeder X’s annual load profile in 2010 by phase. The summer load is 
significantly less than winter load. This is characteristic of feeders located in downtown Kingston where 
load patterns vary with the presence of students attending Queens University. Figures 8 to 10 show the 
feeder monthly load variation during the peak months of January, June and October. The feeder phase 
currents are relatively well balanced compared to other feeders in the system. Distribution systems are 
inherently unbalanced due to their radial nature and the fact that most loads at the distribution level are 
unbalanced (fed by single phase lines and their corresponding secondary systems); therefore, current 
imbalance levels of up to 20% are normal. 
 






















2.4 – Solar PV Technology in Ontario 
2.4.1 – Solar PV Technology Overview 
Solar photovoltaic panels, or PV panels, have been commercially available since the 1980s and 
use semiconductors to convert solar energy into electric energy. Modern PV panels reach up to 15% 
conversion efficiency and although PV panels generate significantly less electricity in the winter, they can 
still generate a considerable amount on a sunny January day [16]. To increase energy conversion, PV 
panels may be ground mounted or roof mounted and may also be attached to motorized tracking units 
which track the sun across the sky during the day. Large arrays of solar panels are combined to make 
solar farms, and produce large scale electricity output such as the world’s largest solar farm (as of 
September 2010) in Sarnia, Ontario. The Sarnia plant consists of 80MW of installed generation capacity 
covering an area of 873, 000 square metres and was installed by First Solar and commissioned by the 
owner, Enbridge.  
In an effort to make PV technology more affordable and accessible to the public, simpler and 
cheaper methods have been developed. For example, thin film solar panels can now be produced by 
depositing layers of semiconductors on aluminum foil similar to the process of printing a newspaper [17]. 
Refer to Figures 11 and 12 for a cross section of a thin film solar PV cell and a thin film solar PV in 
production, respectively. Another example of improvements to PV technology includes light-guided solar 
optic lens concentrators based on refractive lens technology known as “concentrated solar” or CPV [18]. 





Figure 11 – Thin Film Solar Cell Layers [17] 
 





Figure 13 – Light Striking the Light Guided Solar Optic Lens (LSO) is Concentrated to the Optic’s Centre Located on a 
high-efficiency PV Cell. The Sun Simba is Morgan Solar’s Product [34] 
 
2.4.2 – Solar PV Inverters 
Kingston Hydro tracks the number, owner information, and technical specifications of micro/FIT 
solar PV installations on a Generator Connections spreadsheet. Applications are evaluated against a 
micro/FIT installation checklist administered by an electrical technologist. As of June 2011, 30 microFIT 
applications had been received for 2011, averaging five microFIT applications a month. In 2010, 24 
microFIT applications and one FIT application were received, indicating an increased uptake of 
generation in 2011. 
Due to modern inverter technology, inverters operate at unity to 0.95 lagging power factor and 
inverter efficiencies of over 95%. Typical solar PV inverter manufacturers encountered by Kingston 




1741 and IEEE 1547 standards. Figure 14 shows a typical inverter structure in a functional block diagram 
format [19]. 
 
Figure 14 – Typical Inverter Structure 
 
2.5 – Utility Project Planning Horizon 
This thesis develops a comprehensive method designed to quantify dollar savings from DG 
installation, specifically PV DG, due to loss minimization, asset investment deferral and transmission 
system supply peak demand reduction over a planning horizon of five years. Five years was chosen since 
this is the utility standard in capital project planning. Every five years, Utilities Kingston (Kingston 
Hydro’s Services Provider) and the City of Kingston develop a joint infrastructure upgrade reconstruction 
plan and present to the City Council for approval. A ten year internal planning horizon has also been 
developed for long term electric utility projects to forecast financial needs, however, in the past, this plan 
has not been part of a formal decision making process and is used only as a reference with the 
understanding that the further out the proposed project is in the planning horizon, the less accurate the 






Chapter 3 – Feeder & Generator Model Development in CYMDIST using 
Monthly Load and Generation Profiles 
 
3.1 – CYMDIST Modelling Environment and Load Flow Simulation Settings 
The software used to model the test feeder is a utility-grade load flow simulation tool developed 
specifically for distribution systems, CYMDIST, and is operated by Montreal-based CYME International 
Inc. (now owned by Cooper Power Systems). CYMDIST is widely used in distribution utilities in the 
U.S, Ontario and Quebec. The base package includes load flow and short circuit simulation tools; 
however, specialized analyses require additional software modules. One such module was required for 
this work, specifically, the Component Object Model (COM) module. The COM module allows external 
applications (in this case MATLAB) to access simulation results and feeder model attributes stored in 
CYMDIST’s back end database. In MATLAB, the “ActiveXServer” utility was used to establish the 
software “pipe” to CYMDIST. Interfacing the two applications greatly increased the speed of simulation 
since it enabled automatic update of the PV DG’s optimal output after each load flow simulation. 
For the load flow simulation, this study used an unbalanced voltage drop algorithm with a 
convergence tolerance limit set at 0.01% voltage drop and number of iterations at 40 – default values used 
by CYMDIST. These convergence criteria are relaxed (increased) by the user if the load flow simulation 
has difficulty in converging, however the simulations run in this work converged successfully with these 
values. In addition, the voltage constraints are set at 105% and 95% and the capacity constraint is 100% 
of the conductor current carrying capacity.  
3.2 – Detailed Feeder Model 
To increase the validity and accuracy of the results, a detailed model of the test feeder was developed 
using CYMDIST. The model is drawn to scale using an imported GIS map in the background. Figure 15 




line-to-ground or 4.16kV line-to-line and is shown in green in Figure 15. Single phase lines are shown as 
maroon and dashed. The only two phase section is shown as a blue dashed line.  
 
Figure 15 – Feeder X with Electronically Coupled PV DG at Optimal Locations with Corresponding Node Numbers (in 
boxes) 
 
Feeder X is supplied by a substation transformer rated 3 MVA (ONAN), or 4MVA (ONAF), situated 
in the utility’s oldest substation. This substation transformer steps the 44kV delta connected 
subtransmission system down to a grounded wye 4.16kV primary distribution voltage. Additional features 
include 37 spot loads (distribution transformers), 92 nodes (or buses), 71 overhead line sections, 7 
candidate PV DG units installed at the top 7 optimal locations, 14 underground cable sections, 15 
switches (13 of which are normally closed in line switches and the remaining 2 are tie switches to 
neighbouring primary feeders indicated in purple in Figure 15). The load mix for this feeder is 
approximately 65% residential and 35% commercial. A modest load growth rate of 1.06% was estimated 
from 2009-2010 load data and applied. Load growth in downtown Kingston is quite static since there is 




services. Increasingly, conservation and demand management schemes are being targeted at commercial 
customers and implemented and the program success has also contributed to a low load growth rate in the 
downtown commercial core.  
This study performs optimal sizing of PV DG at 7 fixed locations determined from the optimal siting 
step. First, all 92 nodes were ranked in descending order of power loss sensitivity by applying the power 
loss sensitivity factor in the optimal siting step. The top ranked 25 nodes were identified as candidate 
locations (25 were chosen because this is roughly the top quartile). A subset of the optimal candidate sites 
list was then selected by identifying those optimal nodes at which distribution transformers (spot loads) 
were already present, and became the feasible nodes list. The presence of distribution transformers 
indicates existing service infrastructure where PV DG connections were most likely to occur. This is 
especially valid on an urban feeder, such as Feeder X, since existing load customers are more likely to 
install PV DG than prospective proponents who would require land to develop a business or residence. 
Conversely, if a utility were to find that generation was exceeding local load requirements, the feasible 
sites are among the first that would be considered for reinforcing equipment such as increasing the rating 
of the distribution transformer to handle reverse power flow, or increasing the service conductor size. 
3.1.1 – Conductor and Cable  
To build the feeder model in CYMDIST, a library of overhead conductors and underground cables as 
well as pole configurations was built. For Feeder X, the main conductor type for three phase overhead 
lines is 336 KCM aluminum stranded conductors (ASC) with a nominal rating of 480 amps. 336 KCM Al 
is a bare overhead conductor consisting of 19 strands of aluminum area of 170.5 mm2 or 336, 000 circular 
mils. Single phase overhead conductors are either 1/0 aluminum or #2 Copper (in the older sections) with 






Figure 16 – Bare Aluminum Stranded Conductor for Overhead Lines 
 
The underground three phase cable is a 500 MCM vintage paper insulated lead cable (PILC) type with a 
nominal capacity of 553 amps and the underground single phase feeds are 4/0 copper jacketed cable with 
nominal capacity of 311 amps (as in Figure 17). The underground cables are formed with a concentric 
neutral rated 1/3 the capacity of the phase conductors.  
 
Figure 17 – Jacketed Copper Cable used in Underground Distribution 
 
Similarly, a separate neutral sized approximately 1/3 the capacity of the phase conductors is carried on the 
overhead pole line and located approximate 0.5 m below the phase conductors on the poles. The neutral 
conductors are sized 1/3 because the primary system is multi-grounded, which means that because of the 
numerous ground connections at poles, distribution transformers, and customer service feeds, and to a 
lesser extent, line losses, the maximum return current on the neutral conductor is estimated to be 
approximately 1/3 the phase conductor current carrying capacity. This is an example of the many rules of 






3.1.2 – Overhead Line Conductor Configuration 
Feeder X’s overhead line was initially built in the 1950s using the cross-arm configuration. Modern 
overhead distribution lines feature a metal stand-off bracket (known as “chicken wing”) style that is less 
visually distracting. Since Feeder X’s overhead line was rebuilt in the last decade using modern 
construction standards, the configuration style is defined in CYMDIST as shown in Figure 18 using 
typical values obtained from standard installation drawings [20]. 
 
Figure 18 – Crossarm and Bracket Pole Configuration Examples on Feeder X (obtained using Google Streetview) 
 
 





3.2 – Generator Model 
CYMDIST features built-in software models for synchronous, induction and electronically 
coupled generators. This study used the built-in electronically coupled generator model available in 
CYMDIST as a simple active power injected source specified at rated primary voltage (2.4kV or 4.16kV) 
operating at 95% power factor (PF) and fault contribution of 100%. Figure 20 shows a CYMDIST 
screenshot of the user specified parameters to set up an electronically coupled DG. The rated power is set 
to a very large value, in this case 3000 kVA, so that the optimal DG size does not exceed the rated power 
during simulation. The rated voltage is set to line voltage and the active generation field is set at a default 
value of 5.0kW which varies during the optimization process. The power factor is set conservatively at 
95% - most inverters operate at unity power factor, or slightly below. In CYMDIST, the power factor can 
be defined as positive or negative. A positive power factor indicates that the generator generates both 
active and reactive power. A negative power factor implies that the generator generates active power and 
consumes reactive power. The fault contribution is assumed to be 100%, and is only applicable to fault 
studies, so is therefore outside the scope of this work. In reality, Kingston Hydro, and other LDCs 
requires the generator inverter to disconnect or “cut out” after a fault within 9 cycles. The ANSI motor 
group setting is specified when running ANSI standard short circuit studies, therefore, is not applicable to 
this work which makes use of load flow simulations and Automatic is set as the default. Finally, the 





Figure 20 – PV DG Model Parameters 
3.3 – Load Model 
Distribution system loads are characterized by voltage sensitivity, and most distribution load flow 
programs offer the following standard models: 
• Constant Power – The real and reactive power stays constant as the voltage changes. As voltage 
decreases, this load draws more current, which increases the voltage drop. A constant power 
model is typically used to model induction motors. 
• Constant Current – The current stays constant as the voltage changes, and the power increases 
with voltage. As voltage decreases, the current draw stays the same, so the voltage drop does not 
change. 
• Constant Impedance – The impedance is constant as the voltage changes, and the power increases 
as the square of the voltage. As voltage decreases, the current draw drops off linearly; so the 





A typical load mix is 40 to 60% constant power and 40 to 60% constant impedance (see Figure 21 for 
recommendations found in the classic ABB Westinghouse T&D Reference Book compiled by H.L. 
Willis). Modelling all loads as constant current is a good approximation for many circuits while 
modelling all loads as constant power is conservative for voltage drop analysis [20]. In this study, since 
Feeder X’s load is modelled as a composite PZ load, i.e. 40% constant power and 60% constant 
impedance, because of the winter peaking characteristics of Kingston Hydro’s system and the fact that 
Feeder X supplies residential and commercial load. Note, CYMDIST also allows the user to select the 
exponential load model (both exponential and second degree polynomial load model representations can 
be found in literature) as follows: 





          (3.1) 





          (3.2) 
Where 𝑃𝑃0 is the nominal active power and 𝑄𝑄0 is the nominal reactive power. Also, 𝑀𝑀𝑃𝑃 or 𝑀𝑀𝑄𝑄 = 0.0 means 
constant-power load, 𝑀𝑀𝑃𝑃 or 𝑀𝑀𝑄𝑄 = 1.0 means constant-current load and 𝑀𝑀𝑃𝑃 or 𝑀𝑀𝑄𝑄 = 2.0 means constant-
impedance load. 
 
Figure 21 – Load Modelling Approximations 
3.3.1 – Load Allocation 
CYMDIST provides four load allocation options: connected kVA, consumption in kWh, Rural 
Electric Association method (REA) and actual kVA (see Figure 22). The connected kVA method assigns 




transformer capacity. Similarly, the connected kWh divides the metered demand among the loads in 
proportion to a load’s energy consumption. The REA method apportions the metered demand among the 
loads according to the kWh and the number of consumers each load type represents. Finally, the actual 
kVA divides the metered demand among the loads in proportion to the kVA defined for each load. This is 
useful if the peak load on each section is specified in the load database. The load can be re-allocated to 
correspond with demand metered at some time other than peak demand. With all of the above methods, 
the original load kVA is replaced by the new allocated value within the study. This work uses the 
connected kVA load allocation technique which distributes the substation load demand (entered by the 
user in amps for each phase) along the feeder according to the connected kVA of the distribution 
transformers. In CYMDIST, the alternative to performing load allocation is to explicitly assign meters to 
protection devices at various locations on the feeder and define the demand measured by each meter.  
 






3.3.2 – Annual Load and Generation Profile 
Figure 7 in Chapter 2 showed the monthly peak loading variation for Feeder X. The monthly peaks 
were entered into the CYMDIST feeder model substation demand prior to running load flow simulations 
for each month in the five year horizon (for a total of 60 months) and for Objectives 1 and 3 (loss 
minimization and peak demand minimization). Superimposed on the monthly maximum load variation is 
the monthly variation in solar generation due to weather patterns in Kingston, Ontario. Meter data 
recorded (from April 2010 to March 2011) from an actual 9.88 kW solar PV microFIT installation was 
obtained from the metering department, and used to develop a high level solar generation variation 
“factor” as shown in Figure 23. This solar variation factor is applied to each objective during load flow 
simulations to account for variations in solar strength due to season. Figure 23 also shows that July is the 
most productive month for solar PV installations, while December to February are poor PV energy 
producing months due to overcast weather, snow cover, and weak sunlight. Note, this factor was obtained 
from eleven months of data. Future work could be performed to refine the solar generation variation to 
include data from additional years as it becomes available as well as the type of PV technology, location 
and angle of installation. 
 





Chapter 4 – State of the Discipline 
 
4.1 – Previous Work on Optimal DG Allocation 
Optimal DG siting and sizing is a well researched topic with work dating back to the early 
2000’s. The research literature has traditionally emphasized the technical benefits of connecting DG to 
the distribution system as in [5], [9], [14], [21] and [22] – [24] using a variety of optimization techniques 
such as the heuristic algorithms (evolutionary programming and genetic algorithm, tabu search, harmony 
search, simulated annealing, particle swarm optimization), artificial intelligence such as expert systems 
and fuzzy logic and analytical techniques such as optimal power flow and exhaustive load flow. The most 
popular technical objectives are active power loss reduction, voltage profile, reliability, and power quality 
(e.g. THD) improvement. Recent studies, from 2008 onward, have also developed multi-objective 
approaches to optimizing DG location and size.  
In 2003, Borges and Falcão in [21] presented a method to quantify the technical impact of DG on 
losses, voltage profile and reliability indices of SAIFI and SAIDI, but did not optimize the DG values and 
explicitly state that their proposed method should be used as part of an automatic optimization method or 
as a tool to simply evaluate different DG installation alternatives. The authors used a power summation 
load flow method to quantify real power loss for specific DG size and location alternatives.  The effect of 
DG on the feeder voltage profile is discussed, but not shown: improper DG allocation can cause under or 
over-voltages, but can benefit the feeder by providing direct voltage support instead of formal reactive 
power compensation i.e., capacitor banks. To be precise, the authors also recommended modelling 
multiple DG sources with the operation of voltage regulators and warned that, while DG can improve the 
voltage profile at the installation site, undesired voltages could result at other parts of the feeder [21]. To 
capture the effect of DG on reliability indices SAIDI and SAIFI, the authors assumed that islanding was 




and DG breakers can be operated within half an hour. The DG is modelled as a “backfeed with a transfer 
restriction equal to the DG unit capacity” [21]. 
As aforementioned, the process of DG allocation is similar to capacitor allocation, except DG 
impacts both active and reactive power flows while capacitor banks only impact reactive power flows 
[15]. To decouple the siting and sizing subproblems, Gandomkar et al in 2005 fixed the DG candidate 
locations, number of available DG units, and total DG capacity then optimized binary encoded DG sizes 
to minimize real power loss on a standard IEEE 34 bus test feeder [6]. The study also assumed balanced, 
constant current load. They use a variant of the Genetic Algorithm, known as the Hereford Ranch 
Algorithm, to minimize the loss objective function given by: 
𝑓𝑓 = ∑ 𝑃𝑃𝑖𝑖𝑀𝑀𝑖𝑖=1             (4.1) 
where 𝑃𝑃𝑖𝑖  is the nodal injected power at bus 𝑖𝑖 and 𝑀𝑀 is the total number of buses. The Hereford Ranch 
(HR) algorithm employs a parent selection in a scheme that the authors claimed to outperform the 
traditional roulette wheel or tournament selection scheme for candidates to be promoted to future 
generations of the algorithm. Figure 24 shows the flowchart of the HR algorithm.  
 Ziari et al in [23] use an approximate time-varying multi-load level model (over a year) with a 
hybrid optimization technique combining a discrete form of PSO and GA operators to simultaneously 
reduce the sum of system loss, peak power and improve reliability at a minimum DG installation cost 
formulated by: 




𝑡𝑡=1        (4.2) 
where OF is the objective function which is the NPV (net present value) of the total cost, 𝐶𝐶𝑆𝑆𝑁𝑁𝑆𝑆𝐼𝐼𝐼𝐼𝐿𝐿  is the 
total installation cost for DGs, 𝐶𝐶𝑂𝑂&𝑀𝑀 is the total operation and maintenance cost for DGs, 𝐶𝐶𝑆𝑆𝑁𝑁𝐼𝐼𝐼𝐼𝑃𝑃𝑃𝑃𝐼𝐼𝑃𝑃𝐼𝐼𝑆𝑆𝑂𝑂𝑁𝑁  
is the interruption cost, 𝐶𝐶𝐿𝐿𝑂𝑂𝑆𝑆𝑆𝑆  is the loss cost, 𝑟𝑟 is the discount rate and 𝐼𝐼 is the number of years in the 





Figure 24 – Hereford Ranch Algorithm Applied to Optimal DG Sizing [6] 
 
The DG cost is formulated as: 




𝑡𝑡=1 �𝐶𝐶𝑂𝑂&𝑀𝑀         (4.3) 
𝐶𝐶𝑆𝑆𝑁𝑁𝑆𝑆𝐼𝐼𝐼𝐼𝐿𝐿 = ∑ 𝐶𝐶1𝑗𝑗 ∙ 𝑃𝑃𝑗𝑗
𝑁𝑁𝑃𝑃𝐺𝐺








𝑡𝑡=1           (4.5) 
where 𝑁𝑁𝑃𝑃𝐺𝐺 is the number of DGs, 𝑃𝑃𝑗𝑗  is the rating of DG j, 𝐿𝐿𝐿𝐿 is the number of load levels, 𝐼𝐼𝑡𝑡  is the 
duration of the corresponding load level, 𝐶𝐶1𝑗𝑗  is the installation cost per kW for DG j, and 𝐶𝐶2𝑗𝑗  is the 
operation and maintenance cost per kW for DG j. The installation cost is assumed to be proportional to 
the DG rating and the O&M cost is assumed proportional to the DG energy (kWh) output. The 
interruption cost is calculated by multiplying the number of customers, the average interruption duration 
per customer and the cost per unit time of an interruption as given by: 




𝑡𝑡=1        (4.6) 




𝑡𝑡=1        (4.7) 
where 𝑁𝑁𝐶𝐶 is the number of customers, 𝐶𝐶𝑆𝑆 is the cost of interruption per hour for a customer and 𝑊𝑊𝑆𝑆𝐼𝐼𝑆𝑆𝑃𝑃𝑆𝑆  is 
the SAIDI weight factor specific to the LDC (defined as the product of number of customers multiplied 
by cost per unit time of interruption). The loss cost and total transmission line loss relations are: 
 𝐶𝐶𝐿𝐿𝑂𝑂𝑆𝑆𝑆𝑆 = 𝑘𝑘𝐿𝐿 ∙ 𝐼𝐼𝐿𝐿𝑙𝑙𝑙𝑙𝑙𝑙 + 𝐶𝐶𝑃𝑃𝐿𝐿          (4.8) 
𝐼𝐼𝐿𝐿𝑙𝑙𝑙𝑙𝑙𝑙 = ∑ 𝐼𝐼𝑡𝑡 ∙ 𝐼𝐼𝐿𝐿𝑙𝑙𝑙𝑙𝑙𝑙𝑡𝑡𝐿𝐿𝐿𝐿𝑡𝑡=1          (4.9) 
𝐼𝐼𝐿𝐿𝑙𝑙𝑙𝑙𝑙𝑙𝑡𝑡 = ∑ 𝐿𝐿𝑙𝑙𝑙𝑙𝑙𝑙𝑡𝑡,𝑙𝑙𝑁𝑁𝐿𝐿𝑙𝑙=1           (4.10) 
𝐿𝐿𝑙𝑙𝑙𝑙𝑙𝑙𝑡𝑡,𝑙𝑙 = 𝑃𝑃𝐿𝐿𝑖𝑖𝑀𝑀𝑏𝑏 ,𝑡𝑡 𝑆𝑆𝐿𝐿𝑖𝑖𝑀𝑀𝑏𝑏  𝑡𝑡 ,𝑙𝑙2           (4.11) 
where 𝑘𝑘𝐿𝐿 is the cost per kWh of losses, 𝐼𝐼𝐿𝐿𝑙𝑙𝑙𝑙𝑙𝑙 is the total annual loss in kWh, LL is the number of load 
levels, 𝐼𝐼𝑡𝑡  is the duration of load level t, 𝐼𝐼𝐿𝐿𝑙𝑙𝑙𝑙𝑙𝑙𝑡𝑡  is the total loss value for load level t, 𝑁𝑁𝐿𝐿 is the number of 
transmission lines, 𝐿𝐿𝑙𝑙𝑙𝑙𝑙𝑙𝑡𝑡,𝑙𝑙  is the loss in line l for load level t, 𝑃𝑃𝐿𝐿𝑖𝑖𝑀𝑀𝑏𝑏 ,𝑙𝑙  is the line resistance in line l, 𝑆𝑆𝐿𝐿𝑖𝑖𝑀𝑀𝑏𝑏  𝑡𝑡,𝑙𝑙  
is the current of line l for load level t, and 𝐶𝐶𝑃𝑃𝐿𝐿 is the peak power loss cost. The peak power loss occurs at 




equipment. Ziari et al refer to this incremental investment as “peak power loss cost” and is assumed to be 
proportional to the peak power loss defined as: 
𝐶𝐶𝑃𝑃𝐿𝐿 = 𝑘𝑘𝑃𝑃𝐿𝐿 ∙ 𝐼𝐼𝐿𝐿𝑙𝑙𝑙𝑙𝑙𝑙𝐿𝐿𝐿𝐿           (4.12) 
where 𝑘𝑘𝑃𝑃𝐿𝐿  is the saving per MW reduction in peak power loss. The test system’s actual and approximated 
load duration curves are shown in Figure 25. The load is at its peak for 2% of the year, at its lowest for 
3% of the year, at an average load for 40% of the year, at 120% of the average load for 30% of the year 
and finally at 80% average load for 25% of the year. Different energy costs are associated with different 
load levels.  
 
Figure 25 – Load Duration Curves for IEEE 37 Bus Reliability Test System [23] 
  
Parizad et al in [13] used the Harmony Search heuristic algorithm to optimally site and size DG 
to reduce losses, improve voltage profile, improve system security and reduce THD. They assumed the 
number of DG given is fixed (in this case 2), but the locations and size are optimized according to the 
following fitness (or objective) function: 
𝑂𝑂 = 𝑀𝑀1 ∙ 𝐽𝐽𝑃𝑃 + 𝑀𝑀2 ∙ 𝐽𝐽𝑉𝑉 + 𝑀𝑀3 ∙ 𝐽𝐽𝐿𝐿𝑙𝑙𝑙𝑙𝑙𝑙𝑏𝑏𝑙𝑙 + 𝑀𝑀4 ∙ 𝐽𝐽𝐼𝐼𝑇𝑇𝑃𝑃         (4.13) 
The coefficients 𝑀𝑀1 to 𝑀𝑀4 are optimized by trial and error. The objective functions are given by: 
𝐽𝐽𝑉𝑉 = ∑ 𝑤𝑤𝑖𝑖�𝑉𝑉𝑖𝑖 − 𝑉𝑉𝑟𝑟𝑏𝑏𝑓𝑓 ,𝑖𝑖 �
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𝑗𝑗           (4.15) 
where 𝑉𝑉𝑖𝑖  is the voltage amplitude for bus i, 𝑆𝑆𝑗𝑗  is the apparent power for line j, 𝑉𝑉𝑟𝑟𝑏𝑏𝑓𝑓 ,𝑖𝑖  is the nominal 
voltage,  𝑆𝑆𝑗𝑗 ,𝑚𝑚𝑀𝑀𝑀𝑀  is the nominal apparent power of the 𝑗𝑗𝑡𝑡ℎ  line and 𝑤𝑤𝑖𝑖 , 𝑤𝑤𝑗𝑗  are weighting factors. 
 𝐽𝐽𝐿𝐿𝑙𝑙𝑙𝑙𝑙𝑙𝑏𝑏𝑙𝑙 = ∑ 𝛼𝛼𝑗𝑗 ∙ 𝑀𝑀𝑀𝑀𝑀𝑀(0, (𝑃𝑃𝑗𝑗𝑃𝑃𝐺𝐺 − 𝑃𝑃𝑗𝑗𝐵𝐵𝑀𝑀𝑙𝑙𝑏𝑏 ))𝑀𝑀𝑏𝑏𝑗𝑗=1          (4.16) 
where 𝑃𝑃𝑗𝑗𝑃𝑃𝐺𝐺  is the loss in the 𝑗𝑗𝑡𝑡ℎ  branch after DG installation, 𝑃𝑃𝑗𝑗𝐵𝐵𝑀𝑀𝑙𝑙𝑏𝑏  is the loss in the  𝑗𝑗𝑡𝑡ℎ  branch before 
DG installation (base case) and 𝑀𝑀𝑏𝑏 is the number of branches. The power loss is expressed as a function 
of the bus current injection and the full expression can be found in [13]. 
𝐽𝐽𝐼𝐼𝑇𝑇𝑃𝑃 = ∑ 𝛼𝛼𝑗𝑗 ∙ 𝑀𝑀𝑀𝑀𝑀𝑀(0, (𝐼𝐼𝑇𝑇𝑃𝑃𝑗𝑗 − 𝐼𝐼𝑇𝑇𝑃𝑃𝑚𝑚𝑀𝑀𝑀𝑀 ))𝑀𝑀𝑏𝑏𝑗𝑗=1          (4.17) 
where 𝐼𝐼𝑇𝑇𝑃𝑃𝑗𝑗  is the total harmonic distortion in the 𝑖𝑖𝑡𝑡ℎ  bus with DG and 𝐼𝐼𝑇𝑇𝑃𝑃𝑚𝑚𝑀𝑀𝑀𝑀  is the total acceptable 
harmonic distortion in the 𝑖𝑖𝑡𝑡ℎ  bus. The standard definition of THD (voltage harmonic distortion) is used. 
The study used the ladder technique, i.e. forward/backward sweep load flow method, which is well suited 
for a distribution feeder, but unable to be used directly for harmonic analysis since the harmonic currents 
absorbed by shunt capacitors are unknown [13]. Therefore, the loads were modelled as composite linear 
and non-linear loads consisting of harmonic current sources and impedances – the equivalent harmonic 
current injections are calculated at each load flow iteration. Figure 26 shows the branch current and 
harmonic currents used in [13]. The harmonic current associated with that load is calculated as the 





(ℎ)             (4.18) 
The system components, i.e. transformers, lines, cables, capacitors and inductors, are modelled using 






Figure 26 – An Unbalanced Distribution System with Branch Currents and Harmonic Currents [13] 
 
The authors applied the HS algorithm to an IEEE 12 bus test system with unbalanced three phase loads, 
single phase loads and motor loads. By reducing the losses and improving voltage profile and THD, the 
maximum loading, power transfer capacity and voltage stability margin were consequently improved 
[13].  
 In 2011, Hung et al in [14] used an improved analytical (IA) method to optimally size all DG 
types (synchronous machines, inverter-connected DG and induction generators) to find the optimal 
operating DG power factor based on real and reactive power loss minimization. The authors compare the 
IA’s performance to the exhaustive load flow (ELF) method that enumerates all optimal size and location 
combinations. The IA method approximated the DG sizing first with the IA formulas then enumerated the 
optimal DG locations according to the actual minimum losses obtained by the DG size obtained by a load 
flow run. The authors also compared results from the IA and ELF methods to the loss sensitivity factor 
(LSF) method. Their results show that the IA achieved a loss reduction of 61.62% which was slightly 
worse than the ELF at 64.83%. The LSF yielded the worst performing loss reduction at 59.72%. Results 
were consistent for three IEEE test systems (16, 33 and 69 bus). 
The IA relations were developed according to the active/reactive power quadrant in which the DG 










        (4.19) 
o 𝑄𝑄𝑃𝑃𝐺𝐺𝑖𝑖 = 𝑀𝑀𝑃𝑃𝑃𝑃𝐺𝐺𝑖𝑖           (4.20) 
where  
o 𝑀𝑀 = (𝑙𝑙𝑖𝑖𝑠𝑠𝑀𝑀)tan⁡(𝑐𝑐𝑙𝑙𝑙𝑙−1𝑃𝑃𝑂𝑂𝑃𝑃𝐺𝐺)and sign = +1 (DG injecting reactive power)  (4.21) 
o 𝑄𝑄𝑖𝑖 = ∑ �∝𝑖𝑖𝑗𝑗 𝑃𝑃𝑗𝑗 − 𝛽𝛽𝑖𝑖𝑗𝑗 𝑄𝑄𝑗𝑗 �𝑀𝑀𝑗𝑗=1
𝑗𝑗≠𝑖𝑖
        (4.22) 
o 𝑌𝑌𝑖𝑖 = ∑ �∝𝑖𝑖𝑗𝑗 𝑄𝑄𝑗𝑗 + 𝛽𝛽𝑖𝑖𝑗𝑗 𝑃𝑃𝑗𝑗 �𝑀𝑀𝑗𝑗=1
𝑗𝑗≠𝑖𝑖
       (4.23) 
The loss coefficients ∝ and 𝛽𝛽 are obtained from the base case load flow, and while strictly speaking, they 
should be updated at every load flow step, the authors state that the changes in the loss coefficients are 
small and have a negligible effect on the optimal DG size result. 
• Type 2 DG (0<𝑃𝑃𝑂𝑂𝑃𝑃𝐺𝐺<1) is capable of injecting real but consumes reactive power (sign = -1). 
Other than the sign change, the optimal size of DG is given by the same formulas as Type 1. 
• Type 3 DG (𝑃𝑃𝑂𝑂𝑃𝑃𝐺𝐺  = 1) is capable of injecting real power only (sign=0), e.g. inverter-connected 
DG such as PV, microturbines and fuel cells. The optimal DG size at bus 𝑖𝑖 is given by 
o  𝑃𝑃𝑃𝑃𝐺𝐺𝑖𝑖 = 𝑃𝑃𝑃𝑃𝑖𝑖 −
1
𝛼𝛼𝑖𝑖𝑖𝑖
∑ �∝𝑖𝑖𝑗𝑗 𝑃𝑃𝑗𝑗 − 𝛽𝛽𝑖𝑖𝑗𝑗 𝑄𝑄𝑗𝑗 �𝑁𝑁𝑗𝑗=1
𝑗𝑗≠𝑖𝑖
.       (4.24) 
• Type 4 DG (𝑃𝑃𝑂𝑂𝑃𝑃𝐺𝐺  = 0) is capable of injecting reactive power only (sign = ∞), e.g. synchronous 
compensator. The optimal DG size at bus 𝑖𝑖 is given by: 
o  𝑄𝑄𝑃𝑃𝐺𝐺𝑖𝑖 = 𝑄𝑄𝑃𝑃𝑖𝑖 −
1
𝛼𝛼𝑖𝑖𝑖𝑖
∑ �∝𝑖𝑖𝑗𝑗 𝑄𝑄𝑗𝑗 + 𝛽𝛽𝑖𝑖𝑗𝑗 𝑃𝑃𝑗𝑗 �𝑁𝑁𝑗𝑗=1
𝑗𝑗≠𝑖𝑖
       (4.25) 
It should be noted that although utilities, manufacturers and the research community agree that 




communications infrastructure is not yet equipped for the two-way communications between small DG 
and the utility’s planning and operations centre, which would be required to manage reactive power 
control. Therefore, the current practice is to maintain DG at unity power factor. The authors also 
recognized the relevance of the results, and, while the software they developed can handle all four DG 
types at various load levels, the studies were run with Type 3 and Type 1 DG only.  
Celli and Pilo’s approach to optimal DG allocation in [22] was based on a fixed total DG penetration 
limit on the feeder based on user-specified economic and technical constraints, a fixed number of DG 
units of randomly generated sizes of DG units to meet the overall penetration limit. The GA was then 
used to optimize the location given the randomized sizes of the DG. The objective functions investigated 
were the cost of network upgrading, energy losses in kWh, and network reliability in terms of energy not 
served. The authors also add the reduction of CO2 emission as an environmental constraint with different 
emission costs and values depending on the type of DG used, i.e. wind turbine, CHP and gas turbine.  
• Assuming a fixed network topology, the cost of network upgrading objective function is given as: 




𝑗𝑗=1      (4.26) 
where 𝑁𝑁𝑏𝑏𝑟𝑟𝑀𝑀𝑀𝑀𝑐𝑐 ℎ𝑏𝑏𝑙𝑙  is the number of network branches, 𝐶𝐶0𝑗𝑗  is the present cost of the 𝑗𝑗𝑡𝑡ℎ  branch, and 𝐵𝐵0𝑗𝑗 , 
𝑀𝑀0𝑗𝑗  and 𝑃𝑃0𝑗𝑗  are building, management and residual cash costs transferred to the cash value of the 
beginning of the planning period. 
• The planning period of 𝑁𝑁 years is divided into 𝑚𝑚 total sub-periods (the customer’s load demand 
varies piecewise linearly from one sub-period to the next) and the losses are calculated for each 
𝑘𝑘𝑡𝑡ℎ  sub-period. The energy loss is formulated as follows: 









where 𝑟𝑟𝑗𝑗  is the resistance per km, 𝐿𝐿𝑗𝑗  is the branch length in km, 8760 is the number of hours in a year, 
𝑆𝑆0𝑗𝑗𝑘𝑘  and 𝑆𝑆𝑓𝑓𝑗𝑗𝑘𝑘  are the branch currents at the beginning and end of the sub-period, 𝑁𝑁𝑘𝑘  is the subperiod 
duration in years, and 𝑦𝑦 is the generic year of the subperiod. The reader is referred to [28] for the 
complete derivation. 
• Assuming intentional islanding is allowed, the network reliability measured by energy not 
supplied (𝐼𝐼𝑁𝑁𝑆𝑆) is given by: 








𝑗𝑗=1     (4.28) 
where 𝑟𝑟𝑗𝑗 is the fault rate of the  𝑗𝑗𝑡𝑡ℎ  branch (number of faults per year and per 100 km of feeder 
length), 𝑁𝑁𝑙𝑙𝑙𝑙𝑐𝑐 ,𝑗𝑗  and 𝑁𝑁𝑟𝑟𝑏𝑏𝑟𝑟 ,𝑗𝑗  are the number of nodes isolated due to a fault in the 𝑗𝑗𝑡𝑡ℎbranch during the 
fault location and repair stages, 𝑃𝑃0𝑖𝑖𝑘𝑘 is the node power (kW) at the beginning of the 𝑘𝑘𝑡𝑡ℎsubperiod and 
𝑡𝑡𝑙𝑙𝑙𝑙𝑐𝑐  and 𝑡𝑡𝑟𝑟𝑏𝑏𝑟𝑟  are the durations of the fault location and repair stages. Automatic Sectionalizing 
Switching Devices (ASSDs) are used in the test system (a real distribution system in Italy) to improve 
reliability and to meet the maximum allowable customer minute loss and frequency of interruptions 
set by the system regulator.  
• Finally, the environmental impact of DG is quantified by the overall CO2 emission given by: 
Ψ𝐶𝐶𝑂𝑂2 = (𝐼𝐼𝐶𝐶 + 𝐼𝐼𝐿𝐿 − 𝐼𝐼𝑃𝑃𝐺𝐺) ∙ Ψ𝐼𝐼 + ∑ �(8760 ∙ 𝑁𝑁 ∙ 𝑃𝑃𝑃𝑃𝐺𝐺𝑗𝑗 ) ∙ Ψ𝑃𝑃𝐺𝐺𝑗𝑗 �
𝑁𝑁𝑃𝑃𝐺𝐺
𝑗𝑗=1     (4.29)  
where Ψ𝐼𝐼 is the CO2 emission assigned to the grid, Ψ𝑃𝑃𝐺𝐺𝑗𝑗  is the CO2 emission associated with the 𝑗𝑗
𝑡𝑡ℎ  
generator, 𝐼𝐼𝐶𝐶  and 𝐼𝐼𝐿𝐿 are the total customer energy demand and total energy loss on the feeder 
respectively. The total energy produced by the 𝑁𝑁𝑃𝑃𝐺𝐺  allocated DGs in the network is formulated as: 
 𝐼𝐼𝑃𝑃𝐺𝐺 = 8760 ∙ 𝑁𝑁 ∙ ∑ 𝑃𝑃𝑃𝑃𝐺𝐺𝑗𝑗
𝑁𝑁𝑃𝑃𝐺𝐺




The purpose of the study is to demonstrate the validity and the robustness of the multiobjective approach 
on DG allocation. Note that this study does not use renewable DG which would bias the environmental 
emission constraint to renewable DG only in a mixed DG scenario. Moreover, it is not explicitly stated 
why the environmental emission constraint is not one of the objective functions rather than a constraint. 
From 2006 onwards, multiobjective (MO) optimization in the context of optimal DG allocation 
has been investigated as an integrated tool for distribution planners. In 2008, Celli and Pilo extended the 
GA approach and used a MO method to optimally site and size DGs using a Non-dominated Sorting 
Genetic Algorithm (NSGA) on a real distribution system [22]. The classical multiobjective optimization 
approach involves converting the MO problem to a single-objective optimization problem by emphasizing 
one goal at a time. The multiple objectives give rise to solution sets of optimal solutions, known as 
Pareto-optimal solutions, rather than a single solution. MO evolutionary algorithms, on the other hand, 
can find multiple Pareto-optimal solutions in one simulation run due to their ability to maintain a diverse 
set of solutions during the optimization process. NSGA-II is found to be one of the most efficient and is 
thus adopted for use in [22]. The process is summarized in a flowchart presented in Figure 27. The routine 
starts by randomly generating an initial parent population, 𝐺𝐺0, of N individuals and evaluating the 
objectives for each of them. The population is sorted based on the non-domination. Next, binary 
tournament selection, crossover and mutation operators are applied to create the first offspring population, 
𝑂𝑂1, of size 𝑁𝑁. After this initial phase, the optimization procedure continues in a slightly different manner 
to introduce elitism. First, a combined population of parents and offspring is formed: 
𝐶𝐶𝑠𝑠𝑏𝑏𝑀𝑀 = 𝐺𝐺𝑠𝑠𝑏𝑏𝑀𝑀−1 ∪  𝑂𝑂𝑠𝑠𝑏𝑏𝑀𝑀            (4.31) 
of size 2𝑁𝑁 which the authors claim ensures elitism. Then, the combined population 𝐶𝐶𝑠𝑠𝑏𝑏𝑀𝑀  is sorted 
according to non-domination. The new population of parents, 𝐺𝐺𝑠𝑠𝑏𝑏𝑀𝑀 , is formed by choosing primarily the 
best non-dominated front, 𝑃𝑃1, of the combined population, and then by adding the subsequent fronts in 




population members, the solutions of the last front are sorted using a crowded comparison operator 
(which denotes how close a population member is close to its neighbour – the preferred solutions are 
those from a less crowded region) in descending order and the best solutions needed to fill all population 
slots are chosen. The new population 𝐺𝐺𝑠𝑠𝑏𝑏𝑀𝑀  of size 𝑁𝑁 is now used for selection, crossover, and mutation to 
create a new population 0𝑠𝑠𝑏𝑏𝑀𝑀+1  of size 𝑁𝑁.  
 
Figure 27 – Flowchart of the MO Evolutionary Algorithm used in [28] 
 
  Additional work in multi-objective DG allocation has been carried out by Singh and Verma in 
2009 [25] and Hejazi et al in 2010 [26].  While Celli and Pilo assumed one load curve as an average for a 




exhaustive analysis to show the effect of load models on multi-objective optimization using a single DG 
allocated at each node successively. The load models used in the study were constant, industrial, 
commercial, residential and mixed. The authors then developed system objectives for real and reactive 
power indices, voltage profile index and MVA capacity index minimization, then combined it using 
weightings specified by the user, and optimized a DG size-location pair using a GA. Figure 28 shows the 
comparative index results for the IEEE 16 bus system in the top table and the IEEE 37 bus system in the 
lower table. When these results are graphed (the reader is referred to the original paper), the variation in 
patterns for each DG value, IMO result and individual indices for each load class suggests that the 
optimal location and size of DG changes depending on the load model.  𝑆𝑆𝐿𝐿𝑃𝑃 and 𝑆𝑆𝐿𝐿𝑄𝑄 represent real and 
reactive power indices, respectively, while 𝑆𝑆𝐶𝐶 and 𝑆𝑆𝑉𝑉𝑃𝑃 are the MVA capacity and voltage profile 
deviation indices. The formulation for each index is given below: 
𝑆𝑆𝐿𝐿𝑃𝑃 = 𝑃𝑃𝐿𝐿𝑃𝑃𝐺𝐺
𝑃𝑃𝐿𝐿
           (4.32) 
𝑆𝑆𝐿𝐿𝑄𝑄 = 𝑄𝑄𝐿𝐿𝑃𝑃𝐺𝐺
𝑄𝑄𝐿𝐿
           (4.33) 
𝑆𝑆𝑉𝑉𝑃𝑃 = max𝑖𝑖=2→ 𝑀𝑀 �
𝑉𝑉�1−|𝑉𝑉�𝑖𝑖|
|𝑉𝑉�1|
�         (4.34) 
𝑆𝑆𝐶𝐶 = max𝑖𝑖=1→ 𝑚𝑚 �
�𝑆𝑆̅𝑖𝑖,𝑗𝑗 �
�𝐶𝐶𝑆𝑆̅𝑖𝑖,𝑗𝑗 �
�         (4.35) 
where 𝑃𝑃𝐿𝐿𝑃𝑃𝐺𝐺  and 𝑄𝑄𝐿𝐿𝑃𝑃𝐺𝐺  are the total real and reactive power losses of the distribution system after DG is 
installed and 𝑃𝑃𝐿𝐿 and 𝑄𝑄𝐿𝐿 are the base case (no DG) total real and reactive power losses. 𝑉𝑉�1 is the nominal 
voltage, taken to be 1.03 p.u. in this study. ?̅?𝑆𝑖𝑖,𝑗𝑗  is the MVA flow in the line connecting i and j and 𝐶𝐶𝑆𝑆?̅?𝑖,𝑗𝑗  is 
the MVA capacity of the line connecting i and j. 
The individual indices are then combined to create a multiobjective performance index, 𝑆𝑆𝑀𝑀𝑂𝑂, with 




𝑆𝑆𝑀𝑀𝑂𝑂 =  𝜎𝜎1 ∙ 𝑆𝑆𝐿𝐿𝑃𝑃 +  𝜎𝜎2 ∙ 𝑆𝑆𝐿𝐿𝑄𝑄 +  𝜎𝜎3 ∙ 𝑆𝑆𝐶𝐶 +  𝜎𝜎4 ∙ 𝑆𝑆𝑉𝑉𝑃𝑃       (4.36) 
where σ1 = 0.4, σ2 = 0.2, σ3 = 0.25 and σ4 = 0.15. The authors state that these weights are selected based 
on the relevance of each impact index to the utility planner, and should be tailored to the required analysis 
and the network characteristics. In this case, the active power loss index (ILP) received a significant 
weight (0.40). The current capacity index (IC) received the second major weighting (0.25) since it gives 
important information about the level of currents through the network. The reactive power loss index 
(ILQ) is designated a weight of 0.20 and the voltage profile index (IVD) received a weight of 0.15 due its 




Figure 28 – Singh & Verma’s Results: Impact Indices Comparison for DG Penetration on IEEE 16 and 37 Bus Systems 
 
Hejazi et al in [26] use a Differential Evolution Algorithm (DEA) to conduct a techno-economic 
study to for optimal DG allocation. The authors optimize a multiobjective function combining the cost of 




release (which is really a technical constraint ensuring that MVA flow and currents through the substation 
and network are within their capacity limits, respectively). The DEA is another population based heuristic 
but is found to be faster and more accurate than the traditional GA when applied to certain problems and 
is gaining popularity. Hejazi et al use the IEEE 37 bus system, which is an actual feeder located in 
California and features DG based on CHP technology, i.e. micro-turbines, mini gas turbines, and 
reciprocating engines. Using a multi-step approach, optimal DG siting and sizing is performed as follows: 
1. Optimize DG location for technical objectives only, based on a predetermined number of DG 
available and user-specified DG penetration limit (in this work 64%). Multiple optimal DG 
locations are possible. 
2. Apply the Feed-In-Tariff price uniformly to all installation locations to reduce amount allocated 
to each DG from Step 1. This also optimal location of DG due to improvements in Total Voltage 
Deviation (TVD) and Total Capacity Release (TCR) indices. 
3. “Customize” each location by applying different prices for each installation point due to location-
specific installation requirements. The study finds that the total cost increases but the TVD 
decreases showing the regulatory impact on the network characteristics. A non-unity optimal 
power factor value for each DG is also obtained as the TVD is improved. 
4. The final step in the study involves applying the voltage stability index to identify the effect on 
optimal DG location while keeping all other parameters constant. This study found that the 
optimal locations changed and that the TVD and the overall objective function were adversely 
affected when considering the stability index in isolation. It is not clear which index the authors 
chose as the stability index, since two are described in [26]: the Fast Voltage Stability Index 






4.2 – Previous Work on Optimal DG Siting using Sensitivity Factors 
Chapter 2 presented the formulations for power loss sensitivity and voltage stability indices. 
Ideally, DG units should be allocated at locations where they provide a higher reduction of losses [27]. 
The degree of loss reduction in response to injected active power can be measured and ranked by power 
loss sensitivity. In 2004, Rahman et al in [27] applied real and reactive power loss sensitivity factors 
(LSF) to optimal DG allocation, as derived from a voltage stability index formulation, the details of 
which are available in earlier work from 1997. Using an IEEE 69 bus test system, the authors ranked the 
buses in descending order of real power loss sensitivity. The top-ranked values represented optimal DG 
locations after which optimal sizing was then performed using evolutionary programming. In 2009, Dasan 
et al in [12] extended Rahman’s work in three ways:  
1. By applying both the voltage stability and power loss indices to reduce the solution space and 
rank optimal DG locations. Buses that are common i.e., sensitive, to both sets of indices are 
selected to be allocated with DG. 
2. Multiple scenarios run with different types of DG such as inverter-connected supplying real 
power only (DG1), synchronous machine type DGs supplying both real and reactive power 
(DG2), e.g., wind turbines and induction machine type DGs supplying real power but consuming 
reactive power, e.g., fixed speed wind turbines (DG3). One scenario also considers two 
combinations of the DGs, i.e. DG1-DG2 and DG1-DG3. 
3. Static load models are used to represent customer classes, specifically, constant, industrial, 
residential and commercial using the following relations: 
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where 𝑀𝑀𝑟𝑟 and 𝑀𝑀𝑛𝑛 are load exponents vary with the type of load as shown in Table 2 and are 
obtained from a reference given in [12]. 
Load Type 𝒏𝒏𝒏𝒏 𝒏𝒏𝒏𝒏 
Constant 0 0 
Industrial 0.18 6.00 
Residential 0.92 4.04 
Commercial 1.51 3.40 
Table 2  – Load Type and Exponent Value [12] 
 
In 2010, Hejazi et al applied a voltage stability index to examine the effect of voltage stability on optimal 
placement of DG – a method more suitable when applied to long rural feeders with induction or 
synchronous machine based DGs attached. As mentioned in Chapter 2, voltage stability indices have been 
traditionally used in transmission system contingency planning where stability improvement increases 
power transfer capacity and power system loading, preventing voltage collapse. Figure 29 shows the PV 
curve used to study voltage stability in power systems, commonly referred to as the “nose curve”.  
 
Figure 29 – PV Curve for Voltage Stability Analysis [13] 
 
Also in 2010, Parizad et al [13] applied the LSF approach to optimal DG placement, creating a priority 




compared to an alternate scenario where voltage stability indices are used for optimal DG placement. The 
authors also presented two formulations for voltage stability (shown below) which are derived from a 2 





≤ 1          (4.39) 






2 𝑃𝑃𝑖𝑖2 + 𝑄𝑄𝑗𝑗�          (4.40) 
where 𝑍𝑍 is the magnitude of the line impedance. The values of 𝑂𝑂𝑉𝑉𝑆𝑆𝑆𝑆𝑖𝑖𝑗𝑗  and 𝐿𝐿𝑄𝑄𝑃𝑃𝑖𝑖𝑗𝑗  must be less than 1 for 
the system to be stable. When compared, the authors found that the “FVSI reflects the system stability 
well in terms of reactive load but not as well in terms of active load;” therefore, LQP was used [13]. After 
the optimal DG placement is found using the LQP relation, the optimal sizing was performed using the 
exact power loss formula and increasing the DG size from 0 to 5 MW. The test systems are a 30 bus 
meshed and a 33 bus radial system. As expected, the voltage profile and losses were improved, therefore 
the contribution from [13] was the review and application of voltage stability indices in optimal DG 
allocation (siting). Finally, Hung et al in 2011 also used the LSF as an alternative to the Improved 
Analytical method of optimal siting of DG [14]. 
4.3 – Previous Work on DG and Asset Reinforcement Investment Deferral 
While it is widely recognized that DG can defer system investment and expansion for a utility, it is 
only recently that methods of quantification of the economic impact have been developed (2006 
onwards). Much of this work has been performed in the UK (Li et al in [28] and Wang & Ochoa in [29]), 
Italy (Piccolo & Siano in [30]) and Canada (Gil & Joos in [31] and [32]). There are two broad approaches 
in the literature: loading-based analysis of investment deferral based on a time horizon, and planning-




Gil and Joos’ work in [31] is an example of the first approach, and discusses the benefits realized by 
customers, the LDC and the System Operator by asset deferral and DG installation. From the LDC’s point 
of view, the benefit of asset upgrade deferral is based on the time value of money where money is worth 
more to the owner left in the bank i.e. withheld from investment than spent upgrading the system, as 
defined in [31] by: 
𝐵𝐵𝑖𝑖 = ∑ 𝐶𝐶𝑓𝑓 �1 −
1
𝑏𝑏𝜌𝜌𝜌𝜌𝑓𝑓 𝑖𝑖
�𝑓𝑓            (4.41) 
where 𝐵𝐵𝑖𝑖  is the benefit to the utility given by connecting DG at bus 𝑖𝑖, 𝐶𝐶𝑓𝑓  is the cost of the needed upgrade 
on feeder 𝑓𝑓 without DG, 𝜌𝜌 is the monthly or annual interest rate, 𝜌𝜌𝑓𝑓𝑖𝑖  is the time (monthly or annually) by 
which the investment on feeder 𝑓𝑓 is deferred by the operation of DG located at bus 𝑖𝑖 during peak load 
hours. The quantification of the benefit is specific to the distribution utility, the time horizon used (cost 
structure), type of feeder and region served [31]. Note that if the utility can claim savings due to DG, it 
must also be allowed to assume control of the DG when required to maintain its service quality and 
respond to liability issues after interruptions [31]. Gil and Joos refer to their earlier work as well as 
research literature that quantifies the dollar value of installed DG from $265/kVA to $1200/kVA 
depending on DG location, type and load growth. The LDC also benefits by reducing electricity purchase 
cost from the transmission system, and loss reduction. In Gil and Joos’ earlier work, the incorporation of 
DG is related to the change in feeder currents and the resulting effect on the deferral time horizon [32]. 
The full derivation of the relations are available in [32] however, Figure 30 is a visual representation of 
the concept of asset deferral and time value of money. 𝜌𝜌𝑘𝑘  is defined as the time it takes the current in 
feeder 𝑘𝑘, 𝑆𝑆𝑘𝑘 , to reach the value it had before the DG was installed at the load growth rate. 𝜌𝜌𝑘𝑘  varies for 
each feeder, and in most cases, ∆𝑆𝑆𝑘𝑘  is negative due to DG reducing feeder currents by supplying load at 





Figure 30 – Deferral Time due to Current Decrease and Increase [39] 
 
If the installed DG is large enough, current in immediate upstream nodes or feeders may reverse to the 
point where the reverse current reaches the feeder limit. This occurs when the DG power output equals 
the bus load plus the total feeder’s capacity. The utility may then choose to upgrade network capacity to 
accommodate the current flows introduced by the DG at peak generation times, or limit the DG output 
[32].  
 In 2010, Li et al present an investment deferral evaluation method similar to Gil & Joos, but 
relate the economic benefit to the present value of assets on a feeder that may be increased or decreased 
depending on DG installation at different locations, penetration and concentration levels [28]. The 
mathematical formulations are as follows:  
∆𝑃𝑃𝑉𝑉 = ∑ (𝑃𝑃𝑉𝑉𝑙𝑙 − 𝑃𝑃𝑉𝑉𝑙𝑙𝑁𝑁𝑏𝑏𝑤𝑤 ) = ∑ �
𝐼𝐼𝑙𝑙𝑙𝑙𝑏𝑏𝑡𝑡 𝑙𝑙
(1+𝑑𝑑)𝑀𝑀𝑙𝑙




𝑙𝑙=1       (4.42) 
where 𝑙𝑙 is the asset number such as a circuit or a conductor, 𝑃𝑃𝑉𝑉𝑙𝑙  is the Present Value of future investment 
without DG (base case), 𝑃𝑃𝑉𝑉𝑙𝑙𝑁𝑁𝑏𝑏𝑤𝑤  is the Present Value of the future investment with DG installation, ∆𝑃𝑃𝑉𝑉 
is the change in present value which could be “regarded as either investment deferral or acceleration 
depending on the direction of change”, 𝑀𝑀 is the total number of assets in the network, 𝑑𝑑 is the discount 
rate, 𝐼𝐼𝑙𝑙𝑙𝑙𝑏𝑏𝑡𝑡𝑙𝑙  is the modern equivalent assets cost, i.e. the cost to replace them today, or the book value, 𝑀𝑀𝑙𝑙  




a network asset if DG is installed (test case) [28]. The value of 𝑀𝑀𝑙𝑙  can be determined from the current 
loading level and the load growth rate as follows: 




          (4.44) 
where network component (asset) 𝑙𝑙 has a capacity of 𝐶𝐶𝑙𝑙  and supports a power flow of 𝑃𝑃𝑙𝑙  and 𝑟𝑟 is the load 
growth rate which drives the time the network asset takes to grow from 𝑃𝑃𝑙𝑙  to 𝐶𝐶𝑙𝑙 . The underlying 
assumption is that reinforcement will occur when the circuit is fully loaded; however, these formulas can 
be modified to any capacity based upgrade schedule, e.g. upgrade asset at 80% loading. Another 
assumption is that operational and maintenance costs are not incorporated and that the load growth rate is 




            (4.40) 
To account for the test case of additional DG, especially for multiple DG added to the network, the power 
flow changes from 𝑃𝑃𝑙𝑙  to 𝑃𝑃𝑙𝑙𝑁𝑁𝑏𝑏𝑤𝑤 . Therefore, the new time to reinforce the network is formulated as: 
𝑀𝑀𝑙𝑙,𝑁𝑁𝑏𝑏𝑤𝑤 =
log 𝐶𝐶𝑙𝑙−log 𝑃𝑃𝑙𝑙 ,𝑁𝑁𝑏𝑏𝑤𝑤
log (1+𝑟𝑟)
         (4.41) 
The two time horizon values, 𝑀𝑀𝑙𝑙  and 𝑀𝑀𝑙𝑙𝑁𝑁𝑏𝑏𝑤𝑤 , are then entered into the ∆𝑃𝑃𝑉𝑉 relation. Li et al applied this 
load based economic quantification on a real 33kV subtransmission network in the UK and compare the 
results of present value (PV) of future reinforcement between the base case of no DG with three DG 
allocation scenarios (DG in this study is micro-CHP rated at 1.2kW and can provide both heat and 
electricity). The objective of this work was not to optimally allocate DG to determine the minimum PV 
but rather to study the effect of the PV quantification method to the different DG allocation approaches, 
specifically, DG installed at load buses proportional to loading level, DG installed evenly at load buses, 




Charging (LRIC) method [28]. It was found that the greatest reduction in the present value investment 
was for DG installed at load buses proportional to the loading level.  
The second broad class of techniques found in the literature is based on the successive 
elimination approach from multistage planning to assess the deferral of demand-led investment, as 
demonstrated in the work done by Wang and Ochoa in [29]. The motivation for the successive 
elimination approach is the UK’s Engineering Recommendation (ER) P2/6 which specifies the security of 
supply standards and provides a mechanism “by which DG contributes to system security by 
acknowledging a fraction of the nominal capacity of the generator during a first circuit outage (N-1) 
condition” [29]. Successive elimination, shown in Figure 31, is used to initially overbuild the network 
considering the loading at the end of the planning horizon, including all expansion options such as new 
lines and transformers. Then the least cost-effective option, in terms of capacity margin, is removed until 
the further removal of any remaining candidates causes violation of system constraints, i.e. voltage and 
thermal limits. The resulting reinforcements from the successive elimination step are fed into the 
multistage planning method which then schedules the implementation of reinforcements within a planning 
horizon. Refer to Figure 32 for a flowchart depicting the main steps in multistage planning. Given the 
reinforcement from successive elimination, and the schedule of reinforcement work from multistage 
planning, the investment deferral is then quantified by calculating the present value (PV) of each asset 
upgrade in the base case (no DG) and test case (with DG) and subtracting the test case PV from the base 
case PV. 
1. Calculation of the cost-effectiveness (CE) of each expansion option: 
a. 𝐶𝐶𝐼𝐼𝑀𝑀 =
∑ �𝑃𝑃𝑘𝑘  𝑀𝑀𝑏𝑏𝑤𝑤 −𝑃𝑃𝑘𝑘  𝑙𝑙𝑟𝑟𝑖𝑖𝑠𝑠𝑖𝑖𝑀𝑀𝑀𝑀𝑙𝑙 �𝑘𝑘≠𝑀𝑀
𝐶𝐶𝑙𝑙𝑙𝑙𝑡𝑡𝑀𝑀
        (4.45) 
where 𝐶𝐶𝐼𝐼𝑀𝑀  is the cost-effectiveness measurement of option a in MW/$, 𝑃𝑃𝑘𝑘  𝑙𝑙𝑟𝑟𝑖𝑖𝑠𝑠𝑖𝑖𝑀𝑀𝑀𝑀𝑙𝑙  is the MW 
flow on branch k after eliminating expansion option a and 𝐶𝐶𝑙𝑙𝑙𝑙𝑡𝑡𝑀𝑀  is the expansion cost of 




b. If all CEs are set to large numbers, then the final expansion plan is reached. Otherwise, 
eliminate expansion option with lowest CE and go to step (a). 
2. Multistage Planning Analysis: 
a. Starting at the final year of the planning horizon, assume the connection of DG unit(s) 
along the whole planning horizon and calculate the contribution using its capacity factor. 
b. Use the cost-effectiveness technique in Step 1 to identify those candidates not necessary 
in the current year. Repeat until the remaining options are essential to prevent any system 
violations for both normal and N–1 security requirements.  
c. Consider the demand forecast for the previous year unless the current year is the base 
year, in which case this subroutine ends. 
3. Investment Deferral – Steps 1 and 2 give the reinforcements required as well as the schedule. To 
obtain the total investment incurred by each planning scenario, the present value (PV) of each 
upgraded asset is calculated as follows: 





𝑡𝑡=1          (4.46) 
where ℎ is the number of years in the planning horizon, 𝑀𝑀 is the number of 
reinforcements required for year 𝑡𝑡, 𝐶𝐶𝑖𝑖  is the cost of asset 𝑖𝑖 required for year 𝑡𝑡 and 𝜌𝜌 is the 
discount rate. 
b. The “before and after DG” investment deferral is given by subtracting the PV of the total 
investment required by a given DG planning scenario (test case) from that of the original 
planning scenario (base case): 
𝑆𝑆𝑀𝑀𝐼𝐼.𝑃𝑃𝑏𝑏𝑓𝑓𝑏𝑏𝑟𝑟𝑟𝑟𝑀𝑀𝑙𝑙 = ∑ ∑ 𝐶𝐶𝑖𝑖,𝑡𝑡 ,   𝑁𝑁𝑙𝑙𝑃𝑃𝐺𝐺
(1+𝜌𝜌)𝑡𝑡
𝑀𝑀











Figure 31 – Flowchart of the Successive Elimination Method [40] 
 





In 2009, Piccolo and Siano in [30] built on earlier work by Wang et al published in 2008 by 
differentiating between groups of feeders in a distribution network, each with their own upgrade 
schedules. A feeder group’s upgrade schedule is determined by the first feeder requiring upgrade. A 
disadvantage to the planning-based method, also acknowledged by the authors in [29], state that 
successive elimination and other “automated planned” approaches have not achieved widespread use by 
utilities due to concerns over the representation of circuit configurations, switching and N-1 contingency 
scenarios, not to mention the effort required to encode each scenario and update as circuit 
reconfigurations are required.  
4.4 – Summary of Literature Review and Justification for this Work 
Borges and Falcão’s contribution in [21] was to quantify the effect of DG on system reliability 
improvements, but did not use this to specifically allocate DG optimally. Gandomkar in [9] fixed the DG 
candidate locations, number of available DG units, and total DG capacity before optimally allocating 
binary encoded DG units of a predefined size (rather than real-valued DG output) to minimize real power 
loss only. Ziari et al in [23] combined two optimization methods, a discrete form of PSO and GA 
operators, to perform optimal DG allocation using technical objectives but assigned costs to the 
objectives. Thus, Ziari’s work was one of the few available in research literature that attempts to translate 
technical goals into economic savings. The objective functions were minimization of DG installation 
costs, DG operational and maintenance costs, avoided cost to the utility of interruption (assuming 
islanding is permitted, which it rarely is, and when it is, only with large dispatchable DG equipped with 
high-speed communication infrastructure to a control centre to supervise line re-synchronization or ) and 
reduced loss costs incurred by the utility. In reality, DG installation and O&M costs are usually borne by 
the developer, not the LDC and therefore are not considered in this thesis.  
Parizad in [24] used the Harmony Search Algorithm as a novel approach; however, the optimal 




method in this thesis allows the optimal DG sizes to swing for each objective function. Hung et al 
combined the loss sensitivity concept with optimal siting and sizing, but only studies the real and reactive 
loss reduction objectives. However, the authors did execute a rigorous comparison of the IA method with 
the benchmark ELF method lending credibility to their work. Celli and Pilo in [22] used an energy-
savings goal based on emission reduction, which are typically highly specific to the region and power 
supply mix, and can be difficult to quantify accurately. Also, there was no emphasis on the resulting 
financial savings for utility. Singh & Verma in [25] also focussed on the technical impact of optimal DG 
allocation due to load models and showed that the optimal allocation of DG (size-location pair) varied by 
load model. Hejazi et al in [26] used a multiobjective DEA to optimally allocate DG size, location and 
power factor. A thorough techno-economic procedure was developed; however, savings were calculated 
based on system-level loss reduction based on a uniform FIT rate (not DG technology specific) and 
location-specific installation prices. This study does not consider loading of each asset and the cost of 
network upgrading was simplistic (defined as the summation of the present value of upgrade costs 
necessary for the jth branch of line for n nodes). Finally, a voltage stability index evaluation was 
performed on an inherently low voltage system (4.8kV) indicating that power loss, rather than voltage 
stability, should have been a greater concern.  
Each of the methods presented in this literature review has its merits; however, there is still an 
emphasis on investigating the technical impacts of DG, and not as much work performed on quantifying 
the technical impact into savings (although this trend is on the rise). Thus, the purpose, and novelty, of 
this work lies in developing a comprehensive “off-the-shelf” three stage technique that enables LDCs to 
effectively answer the following question posed by utility asset managers (especially in the Ontario 
context with the introduction of the FIT program): how does the connection of PV DG benefit utility 
planning and operations, and how do these improvements translate into financial savings for the 
utility? Moreover, the proposed technique is directly applicable to other feeders and can be extended to a 




customize the following parameters specific to the feeder: the modern replacement value of their system’s 
assets (distribution transformers, lines and cables, although other classes of equipment may be added), 
discount rate, distribution rate charge, load factor, load model and load growth rate.  
The first stage in the technique presented in this work is optimal siting by applying the power loss 
sensitivity factor (LSF). The topmost nodes are ranked to create a candidate nodes list, and within this list, 
a sub-list of feasible nodes is created based on the presence of distribution equipment (indicating 
infrastructure is available to connect the DG units). Both voltage sensitivity and power loss sensitivity 
indices were implemented in MATLAB; however, given that real power loss was an objective and that 
only active power generation is allowed from electronically coupled generators (in this case PV DG) 
power loss sensitivity only was applied. Moreover, due to the system characteristics, i.e. short feeders, 
power loss is of greater concern to Kingston Hydro than voltage stability. Voltage stability indexing 
would be more suitable to long, rural feeders with machine-based DG where low voltage and voltage 
fluctuations are of concern. Therefore, the method of optimal siting implemented in this work can be 
tailored to the LDC’s system characteristics. Note that there other optimal siting methods found in 
literature; for instance, DG allocation based on loading level as demonstrated by Li et al. However, it is 
the opinion of this author that ranking based on power loss sensitivity represents a more general case than 
ranking based on a specific loading level, due to the fact that the LSF method measures the sensitivity of a 
node to changes in loading. 
The second stage in the comprehensive technique finds the optimal PV DG real power output at the 
feasible locations by applying a continuous-domain GA to one objective at a time (for three objective 
functions). The GA was chosen as a benchmark algorithm against which other algorithm performance can 
be measured in future work. Moreover, the GA is robust, widely applied in several fields of study, and 
can be viewed as the “workhorse” of heuristic optimization algorithms. The objectives in this work were 
chosen specifically for the LDC’s benefit only, not the developer. The objectives of minimization of real 




were then studied individually at monthly peak loading conditions over a 5 year planning period. While 
loss minimization and peak demand minimization objectives are readily found in the literature, the asset 
reinforcement deferral objective is not as common, and has not been applied to a real distribution feeder 
on a per-asset (distribution transformer, line and cable) level of detail, as in this work. Recall that Li et al 
had applied the asset reinforcement deferral to an entire subtransmission network in the UK and used 
feeder-level replacement costs. 
The third stage evaluates and compares the net present value (NPV) of the dollar savings incurred by 
each objective separately with the “no DG” base case. It is up to the utility planner to decide which 
objective is most relevant to their assignment, perform the analysis, and assess the resulting savings. The 
loss and peak demand objectives were evaluated at monthly intervals (these are typically evaluated 
monthly per the billing cycle) and hence generated a cash flow over five years. The NPV was applied to 
the cash flows using the built-in NPV formula available in MS Excel which is a standard accounting 
technique. The asset deferral objective, which is an instantaneous capture of asset loading relief is already 
expressed in Present Value dollars and thus can be directly compared to the savings incurred by the loss 
and demand minimization objectives. However, due to significant seasonal and monthly load variations, 
an annual average loading condition in the base year of the planning horizon is evaluated. 
Finally, this three-stage techno-economic evaluation technique (of PV DG) is applied to an actual 
distribution feeder at a per-asset level of detail rather than at a network level which is more common, thus 
making this technique more complete. The costs to replace each asset were obtained from recent project 
estimates provided by Kingston Hydro’s engineering staff. This comprehensive technique can be readily 
customized to either substitute (or add to) the LSF with the voltage stability index evaluation in the 
optimal siting stage. Moreover, reactive power loss reduction can be added as an objective for systems 
where reactive power support is a concern, e.g. for a system that features long rural feeders with machine 




This work succeeds in creating a ready-to-use techno-economic technique for LDCs in which only 
those objectives that are of interest to LDCs are used. This technique, which is especially relevant in the 
Ontario context given the proliferation of DG due to the introduction of the FIT program in 2009, 
translates the technical benefits of connecting PV DG to the distribution feeder into dollar savings which 





Chapter 5 – Problem Formulation and Execution: Power Loss Sensitivity 
Method for Optimal Siting, Genetic Algorithm for Optimal Sizing, Objective 
Functions and NPV Analysis 
 
5.1– Introduction 
Figure 33 shows the program flow for the three stage algorithm for optimal PV DG siting and sizing 
and financial (NPV) evaluation for each objective function. The NPV analysis is performed on the 
savings obtained from each objective at Year 1 (present) of a 5 year planning period. Chapter 5 concludes 
with a brief description of NPV analysis. 
 
Figure 33 – Three Stage Techno-Economic Technique for Optimal Siting, Sizing and Financial Evaluation of PV DG for 




5.2 – Optimal Siting using the Loss Sensitivity Factor (LSF) Method 
The problem of optimal siting and sizing of inverter-connected PV DG is decoupled in this work. 
Optimal siting in this thesis is performed by applying the power loss sensitivity formula (refer to formula 
2.9) and ranking the top 25 nodes out of 92 to identify the candidate locations of DG. 25 was chosen as 
loosely representing the top quartile out of the 92 nodes. The 25 candidate locations are then further 
reduced to 7 feasible locations by identifying which nodes, among the 25, featured distribution 
transformers (spot loads). Distribution transformers represent existing tie points to the low voltage 
distribution (secondary) system since they supply customer loads via service conductors to a customer’s 
electric service entrance (panel). These preferred locations may then be used to develop a financial 
incentive program encouraging DG proponents to connect to these locations and share the utility cost 
savings.  
The LSF optimal siting method was applied to Feeder X for one loading condition: winter peak using 
January 2009 values reported from Kingston Hydro’s SCADA system. Specifically, the source demand 
was set to be 329A, 325A, 340A and 88.59% power factor at the substation transformer. Figure 34 shows 
the 25 candidate nodes highlighted in red ranked in descending order of power loss sensitivity, the 7 
feasible nodes highlighted in green, the three most sensitive nodes and the three least sensitive nodes 
(note that the prefix “MS1” is excluded from the node labels). Table 3 shows the 25 candidate nodes 
including the 7 feasible nodes in green and their corresponding sensitivity index values. 
To validate the LSF method, experimental verification was performed by injecting 10kW, 50kW and 
200kW PV DG at the three most sensitive nodes (MS1-71, MS1-51, MS1-64) as well as at the three least 
sensitive nodes (MS1-137, MS1-157, MS1-114) generated by the analytical method. A load flow 
simulation was then run and the power loss measured for each phase at the sending end side of a node. 
These power loss values were then compared to the base case (no DG) power losses. Table 4 summarizes 




in power loss is indeed in the top ranked sensitive nodes as determined by the LSF method. Comparing 
the top three sensitive nodes, between Tables 3 and 4, it was found that in general, the most sensitive 3 
nodes had larger variations in experimental power loss compared to the least sensitive 3 nodes, although 
there was sometimes slight variation between adjacent nodes in actual power loss sensitivity e.g., MS1-64 
was found to be slightly more sensitive using the experimental approach than MS1-51.  
 










Node Sensitivity Factor (α) 
MS1-71    0.00002214129 
MS1-51    0.00001391580 
MS1-64    0.00001258168 
MS1-89    0.00001150247 
MS1-91    0.00001045369 
MS1-3     0.00001045169 
MS1-9     0.00001034650 
MS1-59    0.00000948307 
MS1-63    0.00000932855 
MS1-4     0.00000921980 
MS1-48    0.00000822902 
MS1-88    0.00000773213 
MS1-86    0.00000684280 
MS1-54    0.00000486447 
MS1-60    0.00000484755 
MS1-47    0.00000484363 
MS1-32    0.00000483550 
MS1-93    0.00000367580 
MS1-65    0.00000321028 
MS1-52    0.00000309017 
MS1-87    0.00000282529 
MS1-5     0.00000266825 
MS1       0.00000265551 
MS1-109   0.00000253420 
MS1-105   0.00000242853 
 





Table 4 - Experimental Verification Results of Power Loss Sensitivity Method 
 
5.3 – Optimal DG Sizing using the Continuous Domain Genetic Algorithm 
While deterministic methods are used where possible, heuristic methods are more popular when the 
user has little knowledge of the optimization function and its behaviour, so that a near optimal solution 
can be found [33]. A heuristic designates a computational method that optimizes a problem by iteratively 
trying to improve a candidate solution with regard to a given measure of quality. Heuristics make few or 
no assumptions about the problem being optimized and can search very large spaces of candidate 
solutions [35]. However, heuristics do not guarantee an optimal solution is ever found. Many heuristics 
implement some form of stochastic optimization. The user may then choose to refine the solution by 
switching to a deterministic method such as an exhaustive search in the vicinity of the global optimum. A 
popular subset of heuristic optimization algorithms include biologically-inspired algorithms such as such 
as evolutionary programming, evolutionary strategies, genetic algorithms, differential evolution, particle 
Node Base Case (No DG) Power Loss (kW by phase) Post DG Injected Power Loss (kW by phase) Δ Power Loss (kW by phase)
MS1-71   1.36, 1.24, 1.74 1.20, 1.11, 1.56 0.16, 0.13, 0.18
MS1-51   0.71, 0.48, 0.84 0.62, 0.44, 0.76 0.09, 0.04, 0.08
MS1-64   0.85, 0.67, 0.79 0.76, 0.58, 0.69 0.09, 0.09, 0.1
MS1-137  0.01 0.15 -0.14
MS1-157  0.01 0.21 -0.2
MS1-114  0 0.01 -0.01
Node Base Case (No DG) Power Loss (kW by phase) Post DG Injected Power Loss (kW by phase) Δ Power Loss (kW by phase)
MS1-71   1.36, 1.24, 1.74 1.33, 1.20, 1.69 0.03, 0.04, 0.05
MS1-51   0.71, 0.48, 0.84 0.69, 0.47, 0.82 0.02, 0.01, 0.02
MS1-64   0.85, 0.67, 0.79 0.83, 0.64, 0.76 0.02, 0.03, 0.03
MS1-137  0.01 0.01 0
MS1-157  0.01 0.01 0
MS1-114  0 0 0
Node Base Case (No DG) Power Loss (kW by phase) Post DG Injected Power Loss (kW by phase) Δ Power Loss (kW by phase)
MS1-71   1.36, 1.24, 1.74 1.36, 1.23, 1.73 0, 0.01, 0.01
MS1-51   0.71, 0.48, 0.84 0.71, 0.48, 0.83 0, 0, 0.01
MS1-64   0.85, 0.67, 0.79 0.85, 0.66, 0.78 0, 0.01, 0.01
MS1-137  0.01 0.01 0
MS1-157  0.01 0 0
MS1-114  0 0 0
EXPERIMENTAL OUTPUT
200kW PV DG Injection
50kW PV DG Injection




swarm optimization, harmony search and ant colony optimization. Algorithms inspired by non-organic 
processes include simulated annealing and tabu search. The genetic algorithm (GA) was chosen for this 
research as a benchmark algorithm against which performance of other heuristics could be compared. 
Numerous engineering problems have been successfully investigated and optimized using genetic 
algorithms. 
5.3.1 – Basic Concepts of the Genetic Algorithm 
Genetic algorithms belong to the larger class of evolutionary algorithms (EA), which generate 
solutions to optimization problems using techniques inspired by natural evolution, such as inheritance, 
mutation, selection, and crossover (or mating) [35]. They have been widely applied in the fields of 
bioinformatics, engineering, science and are robust, although recent developments include variants of 
selection and crossover methods designed to improve performance. In the classic GA, a population of 
strings, called chromosomes or the genotype of the genome, represent encoded candidate solutions (called 
individuals, creatures, or phenotypes) to an optimization problem which evolve toward better solutions 
through each iteration or “generation” [35]. Traditionally, solutions are encoded in binary as strings of 0s 
and 1s, but other encodings are also possible, such as in this work, which uses the continuous domain 
genetic algorithm to represent real-number valued candidate solutions, i.e. the DG penetration limit at a 
node based on optimal loss minimization. Evolution usually starts from a population of randomly 
generated individuals and happens in generations. Note that the initial population affects the performance 
of the GA and a poorly selected initial population may extend the number of iterations required to reach 
an optimum. 
The fitness of every individual in the population is evaluated at each iteration and then multiple 
individuals are stochastically selected from the current population based on their fitness modified, i.e. 
recombined and possibly randomly mutated to form a new population. The new population is then used in 
the next iteration of the algorithm. Commonly, the algorithm terminates when either a maximum number 




algorithm is terminated due to a maximum number of generations, a satisfactory solution may or may not 
have been reached. Figure 35 shows the main components genetic algorithm in a flowchart with the 
pseudocode presented as follows: 
begin GA 
  g:=0  { generation counter } 
  Initialize population P(g)  
  Evaluate population P(g)  { i.e., compute fitness values }  
  while not done do  
    g:=g+1  
    Select P(g) from P(g-1)  
    Crossover P(g)  
    Mutate P(g)  
    Evaluate P(g)  
  end while  
end GA 
 
Figure 35 – Flowchart of the Genetic Algorithm [36] 
 
Thus, the three main GA operators are: 
1. Selection – individuals with higher fitness than others are selected for crossover (mating) so that 
their offspring can continue to the next generation. The simplest method to choose an individual 




individual is, the more likely they are to get selected. Figure 36 illustrates this concept. For each 
individual, its proportional fitness is calculated, so that the sum of all individual fitness equals 
1.0. On a line between 0.0 and 1.0, the better individuals will take up a larger proportion of the 
line than less fit individuals. An individual is then chosen by generating a random number 
between 0.0 and 1.0 and then selecting the individual in whose region of the number line the 
random number falls. By repeating this each time the individual needs to be chosen, the better 
individuals will be chosen more often than poorer ones thus promoting survival of the fittest [36]. 
Other popular selection methods include tournament selection where two or more individuals are 
selected randomly from the population and compared for fitness (winner gets to be a parent) and 
rank selection which is a straightforward ranking of the fittest individuals (top two become 
parents). 
 
Figure 36 – Roulette Wheel Selection [43] 
 
2. Crossover – the combination of two selected parents by randomly selecting one or more 
crossover points in each parent, exchanging the corresponding parts of each parent, creating two 
offspring which survive to the next generation. This work uses a one point crossover scheme, 





Figure 37 – One Point Crossover Scheme [43] 
 
3. Mutation – the occasional (with low probability) change of part of an individual, i.e. a gene 
within a chromosome. Mutation introduces randomness and enables the heuristic from becoming 
trapped in local optima. Figure 38 shows mutation in a binary encoded chromosome. 
 
 
Figure 38 – Mutation in a Binary Encoded Chromosome [43] 
 
5.3.2 – Application of the Continuous Domain GA to Optimal Sizing of PV DG 
The optimal PV DG sizes in this study are real-valued and are not constrained to pre-encoded sizes as 
can be found in some research literature. This is so that a true representation of the ideal PV DG 
penetration limit on a distribution feeder, determined by optimum loss reduction, asset reinforcement 




planners. Chromosomes were defined as a vector of feasible node length containing candidate DG sizes 
which represented optimum real power output. Each node’s DG size represents an individual gene. The 
population size used in this work is 20 and the number of iterations is 20. These parameters were reached 
after observing that optimal solutions were reached at around the 10-12 iteration mark, well under the 
standard 20 iterations. The population of 20 (number of individuals) x 7 (feasible node list) is initialized 
using the “rand” function in MATLAB. However, it was found that since the values of the rand function 
are real-valued in the range of 0 to 1, a multiplier of 100 had to be applied to obtain realistic optimum PV 
DG outputs in the ~10-100kW range, rather than <1kW. For additional detail on the implementation of a 
continuous domain GA, the reader is referred to [37]. 
The GA parameters were tuned by varying each parameter on the power loss minimization objective 
function and noting the objective function value. The initial GA parameters are shown in the first row of 
Table 5. Subsequent entries show the effect of varying a specific parameter in red. The population size 
and number of iterations were both selected to be 20 since, if they were greater than approximately 30, 
CYMDIST’s memory would become overloaded and cause the program to crash, suggesting that 
approximately 600 simulations can be performed in CYMDIST. However, as can be seen from the last 
row in Table 5, a better objective function value was achieved with a greater number of iterations. In 
summary, the first row in Table 5 represents the GA parameters that achieved the best compromise 









Min Power Loss 
(kW) 
0.2 0.8 20 20 42.09 23.56 
0.95 0.8 20 20 42.09 23.86 
0.2 0.1 20 20 42.09 25.6 
0.2 0.8 50 15* 42.09 24.73 
0.2 0.8 20 37* 42.09 23.19 
 
Table 5 - Varying GA Parameters to Determine Optimal Parameters (* indicates the maximum number before 





As in [37], the GA used in this work also employed elitism, where the top 80% of the individuals 
were considered eligible for mating. The classic roulette wheel selection (also known as rank weighting) 
method as well as a single point crossover method was used. The crossover point on a parent chromosome 
was selected based on a random operator to introduce another element of randomness in addition to the 
mutation parameter [37]. The chromosome represents the PV DG sizes at the 7 fixed node locations and is 
shown in Table 6 as a member of a sample population generated during the algorithm after a specific 
iteration. 
 
Table 6 – Example Population & Chromosome at an Iteration – Node Number represents Location and Value represents 
the Optimal PV DG Real Power Output 
 
5.3.3 – Objective Functions for Optimal Sizing of PV DG 
This research work actually began as a comparison of algorithm performance in optimal siting and 
sizing for DG, however, during the research process, the focus of the work shifted from method to results. 
1 2 3 4 5 6 7
1 96.48885 60.73892 75.46867 65.44457 56.78216 97.97484 80.00685
2 6.359137 93.39932 79.51999 69.90767 50.00224 52.85331 77.49105
3 71.24996 60.73892 75.46867 65.44457 56.78216 97.97484 80.00685
4 68.43778 60.73892 75.46867 65.44457 56.78216 97.97484 80.00685
5 91.33759 93.39932 79.51999 69.90767 50.00224 52.85331 58.83841
6 58.59806 60.73892 75.46867 65.44457 56.78216 97.97484 80.00685
7 91.33759 22.404 79.51999 77.88022 77.02855 52.85331 71.26945
8 91.33759 93.39932 79.51999 69.90767 47.3486 52.85331 36.31743
9 42.23899 93.39932 79.51999 69.90767 50.00224 52.85331 77.49105
10 91.33759 93.39932 79.51999 54.47161 64.76176 60.98666 21.86766
11 37.24097 45.66272 79.51999 94.51741 54.97236 52.85331 77.49105
12 91.33759 9.111346 79.51999 69.90767 69.51405 52.85331 64.2307
13 98.40637 39.2227 64.6313 72.10466 41.61586 45.37977 39.97826
14 20.79431 93.39932 79.51999 69.90767 32.24718 52.85331 77.49105
15 91.33759 93.39932 79.51999 69.90767 50.00224 38.63252 0
16 39.09378 93.39932 33.94934 69.90767 54.65931 52.85331 77.49105
17 96.48885 60.73892 75.46867 65.44457 56.78216 72.03316 0
18 0 0 0 0 0 25.94168 80.00685
19 5.495831 0 0 0 0 0 0
20 85.84175 93.39932 79.51999 69.90767 50.00224 52.85331 77.49105













That is, the objective functions needed to be chosen carefully to best answer the question which LDCs 
have regarding the operational and economic aspects of distributed generation. Due to Kingston Hydro’s 
generation connection experience being dominated by small PV DG connection applications within the 
FIT program, the question posed by utility management and asset managers was “How does the 
connection of PV DG benefit utility planning and operations, and how do these improvements translate 
into financial savings for the utility?” Thus, the following three objectives were formulated and simulated 
separately.  
1. Minimization of Real Power Loss (kW) – in distribution systems, real power loss represents 
power delivery inefficiency (due to incorrectly sized conductors or unbalanced load) and lost 
revenue making loss reduction an obvious priority for distribution planners. The fitness function 
is defined as: 
 
𝑂𝑂1 = 𝑚𝑚𝑖𝑖𝑀𝑀∑ 𝑃𝑃𝐿𝐿𝑙𝑙𝑙𝑙𝑙𝑙 ,   𝑤𝑤𝑖𝑖𝑡𝑡 ℎ  𝑃𝑃𝐺𝐺𝑁𝑁𝑖𝑖=1          (5.1) 
 
where 𝑁𝑁 is the number of nodes (92 in this study). Loss is dependent on the power flow solution 
which varies as load requirements and generation output change. Therefore, to avoid excessive 
computation, load flow simulations in CYMDIST were run for twelve monthly peak loading 
scenarios. The PV DG units were connected to the 7 feasible nodes, and the solar variation factor 
was applied to the PV DG output during the optimization process (refer to Figure 23 in Section 
3.3.2). In this work, CYMDIST’s load flow (voltage drop method) solution currents are used to 
obtain the total feeder loss in kW using the 𝑆𝑆2𝑃𝑃 relationship. Monthly losses are calculated for a 5 
year planning period based on a modest annual load growth rate (1.06% based on the actual load 
growth rate in Kingston Hydro) and the peak electricity distribution rate at 9.9 ¢/kWhr, resulting 
in a slight increase in losses every year [38]. Monthly and annual losses represent a negative 




loss factor formula in CYMDIST is used. The loss factor is an expression of the real power loss 
over a given period of time (in this case annual) at a given loading condition (monthly peak load 
scenarios are used in this study). The loss factor is dependent on the load factor, 𝐿𝐿𝑃𝑃𝑂𝑂, which is 
the average power divided by the peak power, and is an indication of how heavily loaded 
distribution equipment is. For this study, the load factor is set at 80% based on an operating limit 
of conductors at 400 amps and given that peak demands were found to be in the range of 280 
amps to 320 amps (thus the quotient of the two sets of values is approximately 80%). The loss 
factor formula is calculated as: 
 
𝐿𝐿𝑙𝑙𝑙𝑙𝑙𝑙 𝑂𝑂𝑀𝑀𝑐𝑐𝑡𝑡𝑙𝑙𝑟𝑟 = 0.15 ∗ 𝐿𝐿𝑃𝑃𝑂𝑂 + 0.85 ∗ 𝐿𝐿𝑃𝑃𝑂𝑂2 = 0.664       (5.2) 
 
The annual loss cost was calculated after a load flow simulation as the product of the kW loss, 
number of hours in a year (8760), the loss factor (0.664) and the distribution rate (9.9 ¢/kWhr). 
 
2. Minimization of Present Value of Future Asset Reinforcement or Maximization of Asset 
Deferral ($) – based on Li et al’s work in [28] and summarized in Chapter 4. The fitness function 
is given by: 
 
𝑂𝑂2 = min⁡�∑ �
𝑃𝑃𝑀𝑀𝐼𝐼𝑟𝑟𝑀𝑀𝑀𝑀𝑙𝑙𝑓𝑓𝑙𝑙𝑟𝑟𝑚𝑚𝑏𝑏𝑟𝑟 𝑖𝑖
(1+𝑑𝑑)𝑀𝑀𝑖𝑖
− 𝑃𝑃𝑀𝑀𝐼𝐼𝑟𝑟𝑀𝑀𝑀𝑀𝑙𝑙𝑓𝑓𝑙𝑙𝑟𝑟𝑚𝑚𝑏𝑏𝑟𝑟 𝑖𝑖(1+𝑑𝑑)𝑀𝑀𝑖𝑖 𝑁𝑁𝑏𝑏𝑤𝑤 �
𝑄𝑄






∑ � 𝐶𝐶𝑀𝑀𝑏𝑏𝑙𝑙𝑏𝑏 𝑘𝑘(1+𝑑𝑑)𝑀𝑀𝑘𝑘 −
𝐶𝐶𝑀𝑀𝑏𝑏𝑙𝑙𝑏𝑏 𝑘𝑘
(1+𝑑𝑑)𝑀𝑀𝑘𝑘  𝑁𝑁𝑏𝑏𝑤𝑤
�𝑍𝑍𝑘𝑘=1 �        (5.3) 
 
where 𝑄𝑄 is the number of distribution transformers, 𝑌𝑌 is the number of overhead lines, 𝑍𝑍 is the 
number of cables, 𝑑𝑑 is the discount rate,  𝑀𝑀 is the time to reinforce the asset in the base case (no-
DG) and  𝑀𝑀𝑁𝑁𝑏𝑏𝑤𝑤  is the time to reinforce the asset in the test case (DG). The present value of future 




transformers (pole mounted and pad mounted), overhead lines and underground cables. As in the 
loss reduction objective, the PV DG units were connected to the 7 feasible nodes, and the solar 
variation factor was applied to the PV DG output during the optimization process.  
Asset reinforcement in the case of conductors and cables, or asset replacement in the case 
of distribution transformers, is scheduled when the equipment reaches 100% loading within a five 
year planning period at a monthly compounding interval and at a (conservative) inflation rate of 
2%. The present value increases as loading increases, causing the scheduled replacement date to 
move closer to Year 1 (i.e. the present) in the planning period. The resulting present value is not a 
cash flow, but a one-time financial interpretation of a loading condition. In this work, the present 
values were calculated for the 12 monthly peak loading conditions in Year 1.  
Although the formulas are applied element-wise to distribution transformers, lines and cables, 
thus tailoring the loading and capacity for each element, in reality, the rate of load growth could 
vary by location from feeder to feeder and by equipment, e.g. from substation main transformer 
and distribution lines. The load growth rate was taken to be 1.06%; the discount rate for feeder 
distribution equipment, prescribed by accounting standards, is set at 4%. According to the 
accounting standards, the discount rate for substation equipment such as substation (power) 
transformers is depreciated more quickly at 3.33%. Table 6 shows the present value replacement, 
or modern equivalent, costs for the assets. The following interesting observation was made during 
the presentation of this work at a seminar at the University of Waterloo: the 𝑀𝑀𝑙𝑙  quantity, which is 
based on the asset loading and capacity levels, could be adapted to represent any equipment-
based metric that has a “capacity” limit and a measurable tendency for the equipment to reach 







Distribution Transformers Present Value Replacement Cost 












Overhead Line Present Value Replacement Cost per Section 




Underground Cable Replacement Value Cost per Section 
Phase Replacement Cost ($1000's) 
1 10 
3 20 
Table 7 - Present Value Replacement Costs for Distribution Equipment 
 
3. Minimization of Transmission Peak Demand Charges ($) – LDCs, as Transmission System 
customers, pay a network service rate $3.22, and $0.79 line connection service rate, per kW of 
Kingston Hydro billing demand per month to the transmission system operator (Hydro One) [38]. 
The minimum peak demand charge fitness function is given by: 
 
𝑂𝑂3 =
𝑚𝑚𝑖𝑖𝑀𝑀∑ [(3.22 + 0.79) ∗ 𝑃𝑃𝑏𝑏𝑀𝑀𝑘𝑘𝑆𝑆𝑦𝑦𝑙𝑙𝑡𝑡𝑏𝑏𝑚𝑚𝑃𝑃𝑏𝑏𝑚𝑚𝑀𝑀𝑀𝑀𝑑𝑑]−𝑀𝑀𝑖𝑖=1





where the 𝑃𝑃𝑏𝑏𝑀𝑀𝑘𝑘𝑆𝑆𝑦𝑦𝑙𝑙𝑡𝑡𝑏𝑏𝑚𝑚𝑃𝑃𝑏𝑏𝑚𝑚𝑀𝑀𝑀𝑀𝑑𝑑 is the peak kW demand measured at the transmission station 
which feeds the substation transformer supplying Feeder X. Finally, 𝑂𝑂𝑟𝑟𝑡𝑡𝑖𝑖𝑚𝑚𝑀𝑀𝑙𝑙𝐼𝐼𝑙𝑙𝑡𝑡𝑀𝑀𝑙𝑙𝑃𝑃𝐺𝐺 is the 
optimal total DG value on the feeder – a quantity optimized by the GA. The contribution of the 
test feeder’s demand reduction to the total transmission peak demand reduction at the TS, due to 
the installation of PV DG, is assumed to be the ratio of the monthly peak demand of Feeder X to 
the monthly peak demand of the TS. For January 2010, the peak demand for feeder 104 was 
calculated from SCADA amp readings to be 2.19 MW and the peak demand at the TS was 
metered as 77.914 MW therefore the contribution can be assumed to be approximately 2.19/77.91 
= 2.81%, or 3%. The monthly savings from peak demand reduction represent a monthly positive 
cash flow in the NPV analysis.  
5.4 – Net Present Value (NPV) Analysis  
Fundamental to finance is the concept of “time value of money,” where the assumption is that money 
is worth more in your hand today then tomorrow. For example, money available now can be invested to 
generate interest and revenue which is a lost opportunity if one has to wait for money to have at their 
disposal. The NPV, or net present worth (NPW), of a time series of cash flows, both incoming (positive) 
and outgoing (negative), is defined as the sum of the present values (PVs) of the individual cash flows 
[40]. If all future cash flows are incoming and the only outflow of cash is the purchase price, the NPV is 
simply the PV of future cash flows minus the purchase price [40]. NPV is a valuable tool in discounted 
cash flow (DCF) analysis, is a standard method for using the time value of money to appraise long-term 
projects and is used for capital budgeting to measure the excess or shortfall of cash flows in present value 
terms once financing charges are met [40]. In this case, the financial benefit to LDCs of increased DG 
uptake at strategic locations on the distribution feeder is evaluated using NPV analysis. The NPV of a 
sequence of cash flows takes as input the cash flows and a discount rate or function and outputs a price; 




as output a discount rate (e.g. “break even” discount rate which would yield the given price as NPV) is 
called the yield, and is more commonly used in finance, e.g. bond trading [45]. 
For this work, a planning period of five years was used to standardize the time horizon so that a NPV 
analysis can be performed and the financial benefit of each objective can be compared in present value 
terms. Moreover, as stated in Section 2.5, five years is a typical project planning range at Kingston Hydro 
and coincides with city wide road and utility public infrastructure planning. The inflation rate used to 
calculate the NPVs for fitness functions F1 and F3 in this study was 2%, a value deemed by accounting 





Chapter 6 – Results and Discussion 
 
6.1 – Summary of Method and Application  
The comprehensive techno-economic method of optimal siting and sizing of PV DG and 
evaluation of the resulting financial benefit, presented in this work, was developed to help utility 
engineers and asset managers to determine the optimum penetration of PV DG on the feeder by 
individually measuring the economic savings incurred by the following three objective functions: 
minimization of loss, asset life extension and minimization of peak demand charges. The algorithm used 
was a real-valued genetic algorithm chosen for its proven performance in other fields (can be considered a 
“benchmark” algorithm) and is well suited to a combinatorial problem.  
 Since the provincial government of Ontario introduced the FIT program in 2009, the uptake of 
small scale PV DG on the distribution system has been unprecedented (large scale PV installations such 
as the Sarnia plant have also been installed as a result of this program). If the FIT program continues to be 
supported by government and the rate of generation growth continues, utility planners must be able to 
assess, and financially quantify, the benefits of DG as part of an asset management strategy. Planning and 
asset management usually involves designating a year within a defined planning horizon in which 
reinforcements to system equipment such as conductors, cables or transformers should occur – the timing 
of which can be extended by the presence of DG. Standard NPV analysis shows that deferring investment 
in asset upgrades results in a lower present value of total costs at Year 1 (the first year in the planning 
horizon which in this work is 2010). 
6.2 – Simulation Results 
For each objective, the total optimal PV DG output (considering all 7 nodes) ranged from 450 kW 
to 550 kW. At a peak demand of 2.1MW Feeder X during the winter months, 500 kW value represents 




planning horizon, Year 1, or 2010. However, to complete the NPV evaluation, additional simulations 
were performed for a total of 60 monthly peak load scenarios for Objectives 1 and 3 – the loss reduction 
and peak demand reduction objectives, respectively. The asset investment deferral objective (Objective 2) 
yields its results in present value dollars, and so was directly compared to the NPV costs for Objectives 1 
and 3. Objective 2, however, was simulated over 12 monthly peaks for Year 1 and then averaged, to try 
and account for the fact that the monthly variations were significant. 
6.2.1 – Objective 1 – Minimization of Real Power Loss 
The minimization of real power loss for monthly peak load scenarios in Year 1 (2010), including 
the solar variation factor is shown in Figure 39 for the no-DG (base) and DG (test) cases. Kingston Hydro 
is clearly a winter peaking utility, largely due to the students attending Queens University in the fall and 
winter. Figure 40 shows the total optimal DG value (the sum of all 7 nodes) by month. While the total 
values vary slightly, the study shows that the algorithm tends to connect more DG to compensate for the 
losses in the winter months.  
Figure 41 shows the base case voltage profile measured at the most downstream node with DG, MS1-109. 
The impact of connecting PV DG on the voltage profile is not significant, which is to be expected with 
electronically coupled DG generating active power output at a power factor of 0.95. Voltage profile 
improvement would be more significant with the connection of machine-based DG especially on long 
feeders susceptible to a large voltage drop. Ideally, the base voltage should be 4160V; however, voltage 
drop along the line results in slightly lower values at the feasible nodes that are still within the acceptable 
operating range. Since the difference in voltage profiles is not significant from the base case and test case 
voltage profile, the difference between base case and test case voltage values at node MS1-109 are 





Phase Base Case Voltage (V) Test Case Voltage (V) 
R 4003.2 4011.3 
W 3990 3998.1 
B 3974.6 3982.8 
Table 8 - Voltage Profile Improvement Values for Objective  
 
 






Figure 40 – Objective 1: Total Optimal DG Output (for All 7 Optimal Locations) by Month 
 
Figure 41 – Base Case Voltage Profile for Feeder X using January 2010 Peak Loading 
 
Similarly, the difference between base case voltage and test case voltage profiles for all three objectives, 
relative to node MS1-109, is slight (visually indistinguishable) due to the low number of feasible 






6.2.2 – Objective 2 – Minimization of Present Value of Future Asset Reinforcement (Maximization 
of Asset Deferral) 
The base case and test case results for the second objective, minimization of the present value of 
future investment in asset reinforcement, are shown in Figure 43 for each monthly peak load and scaled 
generation scenario and for the 7 feasible node case. The most significant reduction occurred in March 
2010 (highest loading) showing that the objective is sensitive to load variations. Note that this objective 
does not represent a monthly cash flow, and is most useful as a real-time capture of equipment loading at 
the monthly peak load condition. For this study, to compare the results to the other two objectives, 
simulations were performed for 12 monthly peak load scenarios (using real data from 2010) and then 
averaged over the year to reach an annual average savings. The total optimal PV DG output is also shown 
in Figure 43. Compared with the optimal DG output for Objective 1, shown in Figure 40, the optimal DG 
output for the months of June, August and December are generally higher for Objective 2 but still within 
the 450 kW to 560 kW range. 
 





Figure 43 – Objective 2: Total Optimal DG Output (for All 7 Optimal Locations) by Month 
 
6.2.3 – Objective 3 – Minimization of Transmission Peak Demand Charges 
Figure 44 shows the variation in peak demand recorded at the transmission station supplying the 
distribution substation associated with Feeder X for 2010. Figure 45 shows both base case and test case 
peak demand charges. It was noted that, after performing the load flow, there was a slight improvement in 
the voltage profile from 4011.3V to 4011.4V for the red phase, 3998.1V to 3998.2V for the blue phase 
and 3982.8 to 3982.9V for the white phase. The amount of cost savings (base case minus test case costs) 
for the third objective, minimization of peak demand and resulting transmission charges to the LDC, are 
shown in Figure 47. As for Objectives 1 and 2, the optimal penetration of DG output, under the specified 
loading conditions (monthly peaks) and at the 7 nodes, is in the 500kW range. July represents the month 
with the highest cost savings due to the fact that July features the highest PV generation output compared 





Figure 44 – 2010 Peak Demand Variation at Transmission Station Upstream of Feeder X 
 
 






Figure 46 – Objective 3: Cost Savings and Optimal DG Penetration by Month 
 
6.2.4 – Financial Evaluation of each Objective Function using a NPV Analysis 
The NPV analysis is a standard accounting tool applied to cash flows – often used to determine 
present value savings and is therefore a suitable financial evaluation method for this work. Table 9 
summarizes the results of the NPV analysis and the present value savings for each objective. Recall, the 
NPV analysis in this study uses an inflation rate of 2% and a monthly compounding period for Objectives 
1 and 3 over a five year planning period. Therefore, for Feeder X alone, an optimal PV DG allocation 
could in a savings of $137, 278.51 over a five year planning period using monthly peak loading. Since the 
optimal allocation for each objective differs slightly, the actual savings would be slightly less than this 
number; nevertheless, these results prove that PV DG can result in significant savings for the utility over 






Objective Base Case Cost (no DG) 
Test Case Cost         
(with DG) 
Present Value Savings                
(Base Case - Test Case) 
  1* $78,985.28 $52,410.66 $26,574.62 
  2** $63,212.17 $22,200.75 $41,011.42 
  3* $ 14, 777, 672.10 $14,707,839.36 $69, 832.74 
  Total  $137,418.78 
  * NPV of Monthly Cash Flows Over a 5 Year or 60 Month Planning Horizon 
  **Objective 2 is not a Monthly Cash flow, but an Instantaneous Value therefore Average of 12 Months is taken for Year 
 1 of 5 
Table 9 - Savings over 5 Year Planning Horizon Incurred by each Objective 
 
6.3 – Discussion 
The average total optimal output of PV DG for each objective was approximately 500 kW, 
approximately 25% of the peak load of the feeder (if the number of optimal and feasible locations was 
higher, the total output would likely have been greater). The percent reduction in costs for each objective 
is shown for clarity and to show the difference in variation patterns for each objective. For instance, the 
loss minimization objective clearly shows the largest reduction in the summer months due to high levels 
of PV DG power output. The asset investment deferral objective shows the highest reduction in the month 
of March, which corresponds to the highest load in 2010, and demonstrates the dependence of the 
objective function on the loading level. Finally, the transmission demand minimization charges shows 
greater savings in the months of July and August, which corresponds to high air conditioning demand 
during Kingston’s tourist and student move-in season. April and June showed the next highest savings for 
the demand minimization objective perhaps due to increased activity in the industrial or commercial 
sectors. Note that the demand minimization objective yields the highest savings at $69, 832.74 versus 
$26,574.62 and $41,011.42 for the loss minimization and asset investment deferral objectives, 
respectively. It is important to realize that these savings are passed onto customer, by minor rate 
adjustments made during the year by accounting and regulatory staff and are not realized by LDC for 




Due to recent regulatory changes to the Distribution System Code, from 2010 onwards, conservation 
initiatives are also expected to have a similar impact to the FIT program’s success in increased DG uptake 
in providing asset loading relief and demand minimization. Loss reduction would also be achieved due to 
lower load currents yielding in proportionally reduced losses; however, the benefit of DG is that local 
generation supports local load, minimizing the province’s transmission and distribution line delivery 
losses. 
Finally, if a test feeder, at the ideal PV DG penetration limit condition, could incur savings of 
approximately $137, 000 over five years, then extrapolating similar savings to the entire system’s 110 
feeders suggests that the system savings would be significant. The number of feeders can be better 
identified, perhaps with a socio-economic study, which would forecast DG uptake at specific feeders in 
the distribution territory based on, say, rooftop availability. Furthermore, the comprehensive three stage 
techno-economic method presented in this thesis can be applied to any feeder, and can be extended to 













Chapter 7 – Conclusions and Recommendations for Future Work 
 
7.1 – Conclusions   
The three stage techno-economic method for quantifying the ideal technical penetration limit of 
PV DG on a feeder presents a valuable asset management tool for utility asset planning. In the generation 
sector, DG dispatchability is a concern; however, in distribution systems, an “averaged” approach using 
the monthly production of generation can be used to plan upgrades in areas of the network where 
generation does not offset load growth.  
Three objective functions were selected based on their positive impacts to the LDC’s financial 
“bottom line”: minimization of real power loss (which represents lost revenue), minimization of present 
value of future asset reinforcements (due to equipment loading relief provided by PV DG allowing 
deferral of equipment upgrades), and minimization of peak demand (resulting in reduced charges paid to 
the transmission provider). Each objective was studied individually. The cost savings due to power loss 
minimization (Objective 1) and peak demand minimization (Objective 3) objectives were calculated on a 
monthly basis incorporating load and demand growth rates and forecasted over a five year planning 
horizon – a standard planning timeline for utilities. The minimization of the present value of future asset 
reinforcement costs (Objective 2) was calculated based on an average annual loading condition for Year 1 
as a one-time cost since this is an instantaneous load-based value. The NPV financial evaluation method 
was applied to each objective function to identify savings incurred by each objective function over a five 
year planning horizon at monthly intervals. The monthly intervals were chosen to coincide with standard 
billing cycles and the five year horizon was chosen to coincide with the joint City-Utility infrastructure 
planning frequency. 
 A model of a heavily loaded feeder, located in the older downtown core of Kingston, was 
developed in CYMDIST and interfaced with MATLAB using the Component Object Model (COM) 




using the real power loss sensitivity factor method to determine the best locations at which to install PV 
DG. Next, a continuous domain GA was constructed for this thesis and then individually applied to each 
objective function to identify the real-valued optimal size of PV DG at 7 fixed nodes. The GA was tuned 
to achieve the best possible objective function value given the memory constraint of CYMDIST. At each 
iteration, the updated DG values were passed back and forth between MATLAB and CYMDIST to 
automate the update process of the optimal PV DG output. The metering group provided an 
experimentally-derived PV generation scaling factor, specific to Kingston, was applied to each objective 
to reflect the fact that solar insolation changes monthly and is especially weak during the winter months. 
The equipment ratings were obtained from utility equipment specifications and operating and loading 
restrictions provided by the system operators. Feeder loading data was obtained from the SCADA system 
and then allocated down the feeder using the “connected kVA” method available in CYMDIST. System 
characteristics such as load factor, load growth, load mix and operating loading limits were obtained 
through discussions with the system operators. The financial data such as the equipment discount 
(depreciation) rate, inflation rate and “sanity check” for reviewing how realistic the savings incurred due 
to the study was based on information provided by the accounting group. Modern replacement costs for 
the asset classes were obtained from estimates based on recent projects provided by engineering 
technologists. Therefore, significant effort was expended to obtain actual and verified data with which an 
accurate model could be built and to which reasonable study assumptions could be applied, and the results 
trusted. 
7.2 – Recommendations for Future Work   
This work has laid a solid foundation for future work in assessing DG penetration limits (either 
electronically coupled or machine based) from a utility perspective. The following opportunities for 
improvement, or secondary investigations, were identified through the sustained process of research, 




• Model the secondary system, i.e. 120/240 V, 120/208 V and 347/600 V systems, and individual 
load and DG interaction to come up with a DG generation “diversity factor” similar to a load 
diversity factor. This varies based on load mix. 
• Add reverse power flow feeder constraint to the main substation transformer e.g., 60% of rated 
capacity. 
• Modify the assumption that replacement or upgrade of network asset occurs at 100% rated 
capacity to, say, 80% capacity. 
• Perform a multi-objective analysis with weighted functions and compare results to those from 
individual objectives. 
• Develop daily load and generation curves and use Time-of-Use rates from smart meter data to 
compute pricing at different times and load levels at daily, or even hourly, intervals. This would 
require several more simulations and may not yield that much more academic insight but would 
result in a more accurate cost savings calculation. 
• Study the effects of various load models on optimal PV DG sizing and siting. Develop load 
curves for individual load classes, i.e. residential, commercial & industrial. 
• Compare the performance, i.e. quality of solution and speed of simulation with other suitable 
heuristic algorithms such as DE, PSO, HSA etc. 
• Add machine-based DGs to the study and apply the voltage stability index for optimal siting 
(which are relevant when a utility contains long feeders with machine based DG, e.g. wind 
plants). Optimizing reactive power production for voltage support could be considered.  
• Design economic incentives for developers to install DG at favourable locations (from a LDC’s 
view) rather than locations requiring system upgrades. 
• Refine solar variation factor by incorporating future data as it becomes available and by adding 




• Extend this research to other feeders or networks with different load growth rates, equipment 
replacement costs, or planning horizons and study the differences. 
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