Abstract. In the encoding phase of fractal image compression, most of the time is taken in finding the closest match between each range block and a large pool of domain blocks. We use the intrablock variance distributions of domain blocks to reduce the search space. For finding a close match, we need search only the domain blocks whose maximal intrablock variance quadrants are at the same corner as the range block. Thus, we reduce the number of transforms applied on each domain block from eight to two. We also adopt the longest-distance-first vector quantization scheme to divide the large pool of domain blocks into clusters. Thus, the number of domain blocks to be searched is also reduced. The experimental results show that our algorithm can reduce encoding time with only slight loss of quality. © 2002 Society of Photo-Optical Instrumentation Engineers.
Introduction
Fractal image compression is a good scheme for image compression with high quality and compression ratio. It is based on the representation of an image obtained from contractive transforms of fixed points close to the original image. [1] [2] [3] [4] [5] [6] [7] [8] However, the conventional fractal encoding takes much time for searching domain blocks; thus, much effort has been put into reducing the fractal encoding time. 2, [9] [10] [11] [12] [13] [14] The concept of classification can help us to reduce the encoding time in fractal image compression. 2, 9, 12, 13 The main idea is that we only find the best-matching block in some subsets of all blocks. Though we may not find the best-matching block among all blocks, we can usually find a near-best-matching block. If the classification method is a good enough one, we have a good chance to find the bestor near-best-matching block. We can use the classification method instead of the exhaustive searching method to reduce the encoding time.
In this paper, to reduce the searching space, we propose a new classification method that applies the longest distance first ͑LDF͒ classification 9 on the intrablock variance distribution of domain blocks. For finding a close match, we need search only the domain blocks whose maximal intrablock variance quadrants are at the same corner as the range block. We reduce the number of transform calculations applied on each domain block from eight to two, due to the intrablock variance distribution. We also adopt the LDF vector quantization ͑VQ͒ scheme to partition the large pool of domain blocks into clusters. Thereby the number of domain blocks needing to be searched is also reduced. The experimental results show that our algorithm can reduce the encoding time with only slight loss of quality.
The rest of this paper is organized as follows. In Sec. 2, we briefly introduce the fractal compression scheme and review some related algorithms. In Sec. 3, we present our algorithm for fractal compression based on the intrablock variance distribution. The experimental results and performance analysis, compared with other fractal algorithms, are given in Sec. 4 . Finally, we state some conclusions in Sec. 5.
Previous Work
Fractal image compression is based on the representation of an image by contractive transforms of which the fixed points are close to the original image. 7 The contractive transform and the iterated function system ͑IFS͒ are two fundamental tools of fractal image compression. The contractive transform ensures that all points will be sent to fixed points if we repeat the contractive transform n times where n is large enough. The IFS is the set of contractive transforms that map R 2 into R 2 , so we can represent an IFS as
We can iteratively apply the corresponding contractive transform to produce a reconstructed image. If the block size is large, fractal image compression is a method with high compression ratio, because we need store only a few bits for the fractal parameters.
In the fractal encoding scheme, 7 
The distortion, s i , and o i are defined, respectively, as follows:
If a range block is sufficiently smooth, that is, the variance of the block is smaller than a predefined threshold, then we use the mean of the block to represent all its pixels. Otherwise, we search all the contracted domain blocks D j to get the near-closest match with the range block, that is, we apply the transform t r ͑the r'th-coordinate transform and grayscale transform͒ to find the smallest distortion. Note that, if the contracted domain block D j is smooth, D j is removed from the pool of domain blocks that we are going to search.
Many algorithms have incorporated efforts to reduce the encoding time of fractal image compression.
2,9,10-13 Lee and Lee proposed a simple method 10 to reduce the searching time for finding a close match between a range block and a large pool of domain blocks. Their method is based on the fact that two blocks are not similar if the difference of their variances is large. A search window is used to reduce the size of the search pool of contracted domain blocks. A small search-window size will reduce the encoding time, but a large one will produce reconstructed images with better quality. The algorithm first sorts all contracted domain blocks according to their self-variances. Then for each range block, it finds the domain block in the search window with the closest match, that is, whose self-variance is closest to that of the range block.
Lee 11 proposed a method similar to that of Lee and Lee. 10 The main difference is that Lee 11 uses a flexible search area instead of a fixed search-window size. The search area is bounded by a distortion inequality. We usually estimate the distortion by the squared Euclidean distance ͑SED͒. Lee defined the squared variance distance ͑SVD͒ and derived an inequality between SED and SVD. We need to search for the minimum distortion only in those domain blocks that satisfy the distortion inequality. Thus, we have a flexible search area for finding the minimum distortion, and we do not have to pay attention to setting the search-window size.
In order to speed up fractal encoding, one can apply classification to reduce the number of domain blocks to be searched for each range block. Fisher 2 proposed a classification scheme with three major classes and 24 subclasses for each major class. While searching for the match of domain blocks for each range block, he searches only the domain blocks that are in the same class as the range block. Hence the encoding time required for searching can be reduced.
Pfefferman et al. 13 also proposed a classification scheme, called ␥ class . In it, each block is divided into four quadrants, and all blocks are classified into 24 classes by their quadrant ordering relations (4!ϭ24). When searching for the closest match for each range block in the pool of domain blocks, we can choose the one of the 24 transforms that has the same quadrant ordering relation, so that the transformed domain blocks will be in the same class as the range block. This scheme can reduce the encoding time, but the compression ratio is a little worse than with the conventional fractal encoding.
For training a local VQ codebook, 14 -16 the original image is partitioned into a set of training vectors. At the end of the classification, similar vectors are put into the same cluster. The VQ clustering concept can be applied to classification of domain blocks. 12 An efficient codebook generation algorithm for VQ is also very important. The LDF algorithm is one efficient method to generate the codebook. 9 In the clustering scheme of fractal compression with VQ, 12 the training set consists of all domain blocks, and the LDF algorithm is used to train a codebook with size N C . In other words, the pool of domain blocks is divided into N C clusters after LDF is performed. When we search for the closest match for each range block, we first find the closest codeword in the codebook; then we search the domain blocks associated with the codeword ͑cluster͒. The LDF fractal encoding method effectively reduces the encoding time, and the quality of the reconstructed images is comparable to that obtained by other methods.
The Intrablock Variance Distribution Scheme
Lee and Lee 10 pointed out that two blocks are not similar if the difference of their variances is large. We utilize this fact and consider the shape of each block. We observe that if two blocks are similar, the distributions of intrablock variances of these two blocks should also be similar. How to represent the notion of similarity between distributions of intrablock variance is, however, a problem. We propose a simple heuristic: two blocks are similar if their quadrants with the maximal intrablock variance are in the same corner. More precisely, in our heuristics, to find the best match for a range block, we search only the set of transformed domain blocks whose quadrants with the maximal intrablock variance are in the same corner as the range block.
We first define the intrablock variance. We divide a block A into four quadrants A (1) , A (2) , A (3) , and A (4) , as shown in Fig. 1͑a͒ . The intrablock variance of quadrant
, with respect to A is defined as
where a j represents one pixel value and Ā is the mean of block A. Note that the variance of block A is defined as
Hence we can calculate the four intrablock variances of each block A ͑each range block and each domain block͒, and then find the quadrant position q A with maximal intrablock variance ͑MIV͒ among A (1) , A (2) , A (3) , and A (4) . That is, A (q A ) has the MIV among the four quadrants. For seeking a close match between a range block and the set of domain blocks, we need search only the set of transformed domain blocks whose MIV quadrants are in the same corner as the range block. For example, assume the MIV quadrant of the contracted domain block D j is in the lower left corner and the MIV quadrant of the range block R i is in the upper right corner. The eight self-symmetrical transformations on one block with four quadrants are defined clockwise as follows: identity; rotations through ϩ90, ϩ180, and ϩ270 deg; and reflections about the Ϫ45-deg diagonal line, the horizontal midline, the 45-deg diagonal line, and the vertical midline. The eight self-symmetrical transformations on one block with four quadrants are shown in Fig. 1 . Note that in the figure, A (i) , 1рiр4, is not the same as the original A (i) once the transformations have been applied. In this example, after transformations on domain block D j , the MIV quadrants of both v 3 (D j ) and v 5 (D j ) are in the upper right corner. Thus, we only try to find a close match between R i and v 3 (D j ) and between R i and v 5 (D j ), and ignore other transformations on D j . Then the number of comparisons ͑transformations͒ between one range block and one domain block is reduced from 8 to 2. For convenient comparison, in our algorithm we always transform each range block and each domain block so that the MIV quadrant is in the upper left corner. After the four intra-block variances of one domain block are calculated, we need only one transformation, instead of eight, to put the MIV quadrant in the upper left corner.
Our scheme is to reduce the transforms applied to contracted domain blocks so that we can speed up the encoding of the fractal image compression. Our algorithm is given as follows.
Algorithm: Fractal with intra-block variances
• Input: An original image.
• Output: The encoding information.
• Step 1: Partition the original image into N R nonoverlapping range blocks, denoted as R ϭ͕R 1 ,R 2 ,...,R N R ͖.
• •
Step 7: For each range block R i , do the following.
•Step 7.1: Calculate the intrablock variance of R i (m), 1рmр4, and the variance R i ϭ⌺ mϭ1
where T is a predefined threshold, that is, if the range block R i is smooth enough, then output the mean of R i to represent R i . Otherwise apply two of the eight transforms on R i , denoted as r 1 (R i ) and r 2 (R i ), so that the MIV quadrant of R i is in the upper left corner.
•Step 7.2: Set a search window size w. The window size is the number of clusters within which we want to search for the minimum distortion.
•Step 7.3: Find w codewords ͑clusters͒ close to r 1 (R i ) Fig. 1 The eight self-symmetrical transformations of a block A with four quadrants.
Chen ᭙d(D j )C s l,m , 1рmрw, and lϭ1,2. •
If we directly apply the intrablock variance distribution scheme to the conventional fractal compression method, we may find some cases where the optimal domain block matched with the range block is excluded. The main reason is that we reduce the number of transforms to 2, and we only consider the transforms such that the quadrant with the MIV is in the upper left corner. However, some special blocks may have two or three quadrants with approximately equal MIV values. In this case, our simple intrablock variance distribution method will select one of the quadrants with the same MIV value.
In our algorithm, the intrablock variance distribution method is applied, for reducing the number of transformations, on the domain block pool when performing the LDF classification and on each range block to find the good matching domain block in some cluster. The LDF classification method will partition the pool of domain blocks into many small clusters. The probability that the optimal domain block is excluded for each range block depends on the LDF classification method and intrablock variance distribution method. For finding a better block match, we set the window size equal to the number of clusters to be searched. A small search-window size will reduce the encoding time, but a large one will have a better chance of finding the optimal domain block for each range block and get better reconstructed image quality. In the conventional fractal compression, the optimal domain block is found. In our algorithm, a near-optimal domain block is found; thus the required time is reduced, with slight loss of quality.
The threshold T is used to decide if a block is smooth. With smaller T , we can get the reconstructed image with better quality; with larger T we can reduce the encoding time and increase the compression ratio. In this work, after experimental tests, we set T ϭ25, which performs well in most of our experiments. Hence the smooth range blocks are represented as their means; the smooth domain blocks in the search pool are no longer needed.
Experimental Results and Performance Analysis
In this section, we show our experimental results and analyze the performance of our algorithms. Our algorithm is implemented by Borland CϩϩBuilder on a PC with AMD Thunder Bird™ processor ͑1 GHz͒ and 256 Mbyte of RAM. Our testing images include ''Lena,'' ''F16,'' ''Pepper,'' and ''Baboon.'' For a more reliable evaluation of our method, we used another 50 test images. All of these images are of 256 gray levels with resolution 256ϫ256. Our initial image for reconstructing the image from the encoding information is an image whose pixel values are all 128.
To measure the quality of the reconstructed image, we use the peak signal-to-noise ratio ͑PSNR͒, which is defined as PSNRϭ10 log 10ͫ 255
where LϫLϭsize of image, x i j ϭpixel value of the original image at coordinate ͑i, j͒, and x i j ϭpixel value of the reconstructed image at coordinate ͑i, j͒. 9, 17 The best measure for image compression is human vision. If we cannot perceive the difference between the original image and reconstructed image, we can conclude the compression method is a good one. But it is a hard task to quantitate the sensorial measure. We use the PSNR measure in this paper, since it is a widely used quantitive and mathematical measure for the reconstructed image quality. Table 1 shows the performance of various fractal algorithms.
2,4,9,10-13 A small search-window size reduces the encoding time, but a large one yields reconstructed images with better quality. We set the window size at 3000 for the local variance fractal ͑LVF͒ method 10 ; this size is a good trade-off between fractal encoding time and the quality of reconstructed images. As we can see in the average of the 50 test images, the encoding time of our scheme is between those of the Fisher classification 2 and LDF fractal image compression, 12 and the quality of the reconstructed image is between that of LDF fractal image compression and that of fractal encoding with variance-ordered partial search ͑VPS͒.
11
The only algorithm that takes less time than ours is fractal encoding with Fisher classification, but the quality of its reconstructed images is much worse than that obtained in our algorithm. Fisher 2 uses the mean and variance order relations of quadrants to classify all domain blocks into 3 ϫ24 classes. For a given range block, he searches only the class that has the same mean and variance order relation as that block. But the best-matching block may be in some other class after a coordinate transformation is applied. Thus different sequences of classification and transformation will yield different results. Hence, Fisher's method takes less time but yields worse reconstructed image quality.
The VPS method 11 uses the distortion inequality between SED and SVD to bound the search area. The method may reduce the number of domain blocks for matching with each range block. It requires additional time to compute the SED and SVD values, and it also needs to verify the distortion inequality. If an image is complicated, like ''Baboon,'' the VPS distortion inequality may not be satisfied in most range blocks. Almost all matching between range blocks and domain blocks has to be checked. Then the VPS method will take more time than the conventional fractal compression method.
In Table 1 , it is interesting that some of these algorithms take more time when the range block size becomes smaller, from 8ϫ8 to 4ϫ4, but the others are not. Our scheme with range block size 4ϫ4 takes less time than with 8ϫ8. More precisely, the ''Lena'' image with our scheme shows a 40% reduction in encoding time on going from range block size 8ϫ8 to 4ϫ4. One might think that it would require more 2 range blocks when the range block sizes are 8ϫ8 and 4ϫ4, respectively. For calculating the MIV of a block, we need about four times as much computation for range block size 8ϫ8 as for 4ϫ4. Hence, we need the same time for calculating the MIV of all range blocks, but the ratio of MIV computation for domain block size 8ϫ8 to that for 16ϫ16 is (256Ϫ8ϩ1) 2 /(256Ϫ16ϩ1) 2 ϫ(1/4) ϭ0.26687. For seeking the matching block, the number of range blocks examined is quadrupled. Since we use the LDF method to classify all domain blocks, we need to search only some domain blocks. We also consider only two of the eight transforms of the conventional fractal method. Hence, our scheme takes less encoding time as the range block size decreases from 8ϫ8 to 4ϫ4. It should be noted that our method may take less time and yield better reconstructed image quality with range block size 4ϫ4 than with 8ϫ8. Table 2 shows the PSNR comparison for the conventional fractal method, our method, and JPEG 2000. 18 The JPEG 2000 standard is an excellent method with little encoding time and high reconstructed image quality at compression ratios less than 100. In the table, we find that the PSNR of JPEG 2000 is better than that of the fractal method when the range block size is 4ϫ4 or 8ϫ8. But the PSNR of the fractal image compression method is comparable to that of JPEG 2000 when the range block size is 16ϫ16. When the range block size of the fractal compression method is enlarged to 32ϫ32, the PSNR of the fractal compression method is better than that of JPEG 2000. Note that in Table 2͑d͒ , the bit rate of JPEG 2000 cannot be made the same as that of fractal compression, because the least bit rate of JPEG 2000 in images with size 256ϫ256 and 8-bit gray levels is 0.0272 bits/pixel.
Our algorithm speeds up fractal encoding successfully with very small degradation in the quality of the reconstructed image. Figure 2 shows the ''Lena'' image reconstructed by our algorithm. Its image size is 256ϫ256, range block size is 4ϫ4, domain block size is 8ϫ8, and PSNR is 33.7067 with 1.2634 bits per pixel. If we inspect Fig. 2 minutely, we may find some block effects. Fractal image compression is of course a block-oriented method. If the range block size is larger, the block effect will be more apparent. However, we may find the block effect is not apparent for uniform backgrounds, such as clear sky, sea, or solid regions.
Conclusion
In this paper, we propose a fast encoding algorithm for fractal image compression based on the intrablock variance distribution. In the conventional fractal encoding algorithm, it takes a lot of time to search for a best match from large pool of transformed domain blocks for each range block. We reduce the number of transforms applied to each domain block from 8 to 2. Thus, the time required for the comparison between one range block and one domain block is reduced. In addition, the LDF VQ scheme is used to divide the large pool of domain blocks into clusters. Thereby the number of domain blocks needing to be searched is also reduced. Experimental results also show that our method is faster than the conventional fractal encoding method and the LDF fractal compression method, with only slight loss of quality of the reconstructed images under the same compression ratio. We also explain why our algorithm takes less encoding time when the range block size becomes smaller. It is interesting that our method with range block size 4ϫ4 may take less time and yield better reconstructed image quality than with 8ϫ8.
Considering the trade-off between encoding time and reconstructed image quality, the performance of our scheme is better than that of other fractal compression methods. By our experimental results, JPEG 2000 is superior to fractal image compression, if the PSNR is the major consideration the compression ratio is not too high. But if we want a very high compression ratio, the reconstructed image quality of the fractal compression method is better than that of JPEG 2000.
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