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We prove relations between fractional linear cycles in Bloch’s
integral cubical higher Chow complex in codimension two of
number ﬁelds, which correspond to functional equations of the
dilogarithm. These relations suﬃce, as we shall demonstrate with
a few examples, to write down enough relations in Bloch’s integral
higher Chow group CH2(F ,3) for certain number ﬁelds F to detect
torsion cycles. Using the regulator map to Deligne cohomology,
one can check the non-triviality of the torsion cycles thus obtained.
Using this combination of methods, we obtain explicit higher Chow
cycles generating the integral motivic cohomology groups of some
number ﬁelds.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Computing integral motivic cohomology groups Hp,qM(X,Z) of a smooth scheme X over some ﬁeld
k explicitly is a very hard task in general. Even rationally, there are many examples of schemes with
inﬁnite dimensional motivic cohomology spaces Hp,qM(X,Z)⊗Z Q. But at least for rings of integers OF
for number ﬁelds F , where motivic cohomology is only a reﬁnement of algebraic K -theory, one has
the following theorem:
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dimQ
(
Kn(OF ) ⊗ Q
)=
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
1, n = 0,
0, n 2 even,
r1 + r2 − 1, n = 1,
r2, n = 2m− 1, m even,
r1 + r2, n = 2m− 1, m odd,
where r1 (resp. r2) denotes the number of real (resp. not conjugate complex) embeddings of F into C.
Since K2n−1(OF ) ∼= K2n−1(F ) for n  2 [Wei05], at least for number ﬁelds, where the algebraic
K -groups are ﬁnitely generated abelian groups, it should be possible to ﬁnd explicit generators of the
integral motivic cohomology. This can be done using their connections to other, better understood,
groups.
First, Voevodsky has shown [Voe] that for a smooth quasi-projective variety X over some ﬁeld k
we have Hp,qM(X,Z) ∼= CHq(X,2q − p), where the latter groups denote Bloch’s higher Chow groups
[Blo86]. We shall investigate CH2(F ,3) := CH2(Spec(F ),3) for number ﬁelds F . By results of Suslin
[Sus86] it is known that CH2(F ,3) ∼= K ind3 (F ), where the right-hand side denotes the indecomposable
part of Quillen’s algebraic K -group K3(F ) deﬁned as its quotient by the image of Milnor’s K -group
KM3 (F ).
Secondly, Bloch and Krˇíž have used the cubical version of higher Chow groups in their work on
mixed Tate motives to deﬁne a natural homomorphism
ρ2 : Z
[
F×
]→ Z2(F ,3)
from the group ring of F× to the cycle complex of admissible cycles of codimension two in the
aﬃne 3-cube over F (cf. [BK95]). By the work of Gangl and Müller-Stach [GMS99], this map induces
a well-deﬁned homomorphism
ρ¯2 ⊗ Q : B2(F ) ⊗ Q → CH2(F ,3) ⊗ Q,
which is supposed to induce a rational isomorphism between the so-called Bloch group B2(F ) and
the higher Chow group of F . We recall here that the Bloch group is roughly given by the sub-
quotient of the free abelian group Z[F×] modulo relations reﬂecting functional equations of the
dilogarithm [Sus86].
Gangl’s and Müller-Stach’s method to prove the well-deﬁnedness of the map ρ¯2 ⊗ Q was to prove
the relations among the images of (ρ¯2 ⊗ Q)(a), a ∈ F× , i.e. to ﬁnd appropriate cycles, in Bloch’s
rational higher Chow complex corresponding to the functional equations of the dilogarithm which
deﬁne the Bloch group B2(F ).
In this article, we shall complete the relations from [GMS99] in Bloch’s rational higher Chow com-
plex to relations among the images of ρ¯2(a), a ∈ F× , in Bloch’s integral higher Chow complex. This
enables us to write down enough relations, i.e. cycles, in the integral higher Chow groups in codimen-
sion two of some number ﬁelds to ﬁnd torsion cycles. With the help of the generalized Abel–Jacobi
map of [KLMS06] we can also determine the non-triviality of these torsion cycles. Once we know the
order of CH2(F ,3)tors for some number ﬁeld F (e.g. from [Wei05]), we can at least in principle use
our methods to ﬁnd generators among the images ρ¯2(a) for speciﬁc a ∈ F× .
This is part of the author’s doctoral thesis at the Johannes Gutenberg – Universität Mainz. Other
parts of the thesis about similar computations in CH3(F ,5) will appear elsewhere.
Notation. In the text, we let k be an arbitrary ﬁeld, while F always denotes an inﬁnite ﬁeld, e.g.
a number ﬁeld. All tensor products are taken in the category of Z-modules.
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Let us begin by recalling the deﬁnition of Bloch’s higher Chow groups. Since there are many good
expositions in literature, we only consider the cubical version keeping in mind that Levine [Lev94]
established a quasi-isomorphism to the “original” simplicial version due to Bloch [Blo86].
We let k be a ﬁeld and
nk = (P1k \ {1})n
with coordinates (z1, . . . , zn) be the algebraic standard cube with 2n faces of codimension 1:
∂nk =
n⋃
i=1
{
(z1, . . . , zn) ∈nk ∣∣ zi ∈ {0,∞}}
and faces of codimension k,
∂knk = ⋃
i1<···<ik
{
(z1, . . . , zn) ∈nk ∣∣ zi1 , . . . , zik ∈ {0,∞}}.
In case the ﬁeld k is clear or irrelevant, we shall drop the subscript in the rest of the article. We
now let X be a smooth quasi-projective variety over k and then write Z p(X,n) = cp(X,n)/dp(X,n)
for the quotient of the free abelian group cp(X,n) generated by integral closed algebraic subvarieties
of codimension p in X ×n
k
which are admissible (i.e. meeting all faces of all codimensions in codi-
mension p again – or not at all) modulo the subgroup dp(X,n) of degenerate cycles (i.e. pull-backs
of X × f acets, where a facet is a component of ∂n by coordinate projections n → n−1). These
groups form a simplicial abelian group:
· · · Z p(X,3) →→→→ Z
p(X,2)
→→→ Z p(X,1) →→ Z p(X,0).
Deﬁnition 2.1. Bloch’s higher Chow groups CHp(X,n) are the homotopy or equivalently homology
groups of the above complex with respect to Bloch’s boundary map given by
∂B =
∑
i
(−1)i−1(∂0i − ∂∞i ),
where ∂0i , ∂
∞
i denote the restriction maps to the faces zi = 0 resp. zi = ∞:
CHp(X,n) := πn
(
Z p(X,•))= Hn(Z p(X,•), ∂B).
Theorem 2.2. (See [FV99].) Assume that a ﬁeld k admits resolution of singularities and let X be a smooth
quasi-projective variety over k. Then Bloch’s higher Chow groups are isomorphic to the motivic cohomology
groups:
CHp(X,n) ∼= H2p−n,pM (X,Z).
The higher Chow groups satisfy several formal properties as expected of motivic cohomology:
Localization, the homotopy axiom, they admit products for smooth varieties, and there is a regulator
map to Deligne–Beilinson cohomology, which we introduce in the next section. We also mention the
following comparison theorem:
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Let further grqγ Kn(X) be the qth piece of the weight ﬁltration of Quillen’s K -theory of X . Then
grqγ Kn(X) ⊗ Z
[
1
(n + d − 1)!
]
∼= CHq(X,n) ⊗ Z
[
1
(n + d − 1)!
]
.
More generally, there is a spectral sequence
CH−q(X,−p − q) ⇒ K−p−q(X)
for an equidimensional scheme X over k abutting to K -theory and inducing the above isomorphism after
tensoring with Q.
Thus, we can transfer the information from Bloch’s higher Chow groups to information about the
algebraic K -groups, which are in general almost impossible to describe explicitly.
Conjecture 2.4. If k satisﬁes the rank conjecture of Suslin, e.g. if k = F is a number ﬁeld, the cubical higher
Chow groups CHp(F , p + q), q 0, are generated by fractional linear cycles.
Remark 2.5. The latter conjecture is a theorem of Gerdes for q = 0,1 [Ger91]. This is the crucial fact
for the work of Gangl, Müller-Stach, Zhao and the present author, since the Totaro cycles are speciﬁc
fractional linear cycles. Thus, it makes sense to look for generators of higher Chow groups among
these.
3. The Abel–Jacobi map
As we have seen, the higher Chow groups are in some way a reﬁnement of Quillen’s algebraic
K -groups. So it is natural to ask for a reﬁned regulator map from Bloch’s higher Chow groups to
some Bloch–Ogus cohomology theory. Such a regulator map to Deligne–Beilinson cohomology was
proposed by Bloch in [Blo94a]. In this section, we introduce Deligne cohomology H∗D(X,Z(∗)) for an-
alytic varieties X/C with associated analytic spaces Xan which suﬃcies for our purposes and describe
the generalized Abel–Jacobi map of [KLMS06]:
Φp,n : CHp(X,n) → H2p−nD
(
Xan,Z(p)
)
. (1)
Remark 3.1. We shall work in the analytic topology and write ΩkX for the sheaf of holomorphic k-
forms on X . In contrast, we let Ω p,qX be the sheaf of C∞ forms of type (p,q) on the associated analytic
variety Xan and Dp,qX be the sheaf of distributions on C∞-forms on Xan of type (m − p,m − q). If we
are only interested in the total degree, we set ΩkX :=
⊕
p+q=k Ω
p,q
X as well as DkX :=
⊕
p+q=k Dp,qX .
Finally, cohomology groups without subscript denote Betti cohomology groups.
Deligne cohomology and its properties are nicely explained in full generality in [EV88] and [Ja].
Here we restrict ourselves to a very elementary exposition of the Deligne cone complex and its ho-
mology.
Remark 3.2. In general, recall that if μ : A• → B• is a morphism of complexes, then the cone complex
is given by
Cone
(
A• μ−→ B•) := A•[1] ⊕ B• (2)
with differential δ : A•+1 ⊕ B• → A•+2 ⊕ B• given by δ(a,b) = (−da,μ(a) + db).
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with A(p) := (2π i)pA ⊆ C. Let further Ck(Xan;Z(p)) denote the singular C∞-chains of real codimen-
sion k on Xan with coeﬃcients in Z(p) which comprise the well-known complex (C•(Xan;Z(p)),d).
Then
C•D
(
Xan,Z(p)
) := Cone{C•(Xan;Z(p))⊕ F pD•X(Xan) 	−l−−→ D•X(Xan)}[−1],
where the maps 	 and l are deﬁned in [Ja].
For our purposes, Deligne cohomology H•D(X
an,Z(p)) can be thought of just as the homology of
the above cone complex with respect to the differential δ of the previous remark.
Our key application of Deligne cohomology is checking whether torsion cycles in motivic cohomol-
ogy are non-trivial in Deligne cohomology. In [KLMS06] Kerr, Lewis and Müller-Stach gave an explicit
description of a well-deﬁned map of complexes
Z˜(X,−•) → ZD(p)[2p]• (3)
from a quasi-isomorphic subcomplex of Bloch’s higher Chow complex to Deligne cohomology complex
which induces a generalized Abel–Jacobi map from Bloch’s higher Chow groups to Deligne cohomol-
ogy as we shall now describe:
For any cone complex of the form (2) there is a natural long exact sequence of the form
· · · → H∗−1(A•) β−→ H∗−1(B•)→ H∗(Cone({A• → B•}[−1]))
→ H∗(A•) α−→ H∗(B•)→ ·· · ,
where in our case ker(α) = HomMHS(Z(0), H∗(X,Z(p))), which we may assume to vanish for ∗ < 2p
since we may assume H∗(X,Z) torsion-free. Additionally, coker(β) = Ext1MHS(Z(0), H∗−1(X,Z(p))).
Thus, the map (3) induces a map
CHp(X,n) → H2p−nD
(
Xan,Z(p)
)∼= Ext1MHS(Z(0), H2p−n−1(X,Z(p))). (4)
Now, we shall make this map explicit. For this we need to recall currents on smooth varieties.
Deﬁnition 3.4. An d-current on the quasi-projective variety X of complex dimension m is a section of
the sheaf ′DdX := D2m−dX of distributions of C∞ forms on Xan .
We associate to any meromorphic function f ∈ C(X) the oriented (2m − 1)-chain T f := f −1(R−)
as in [KLMS06, 5.1]. The orientation is chosen so that ∂T f = ( f ) = ( f )0 − ( f )∞ . We are interested in
a certain current on n: Let
Tn := Tz1 ∩ · · · ∩ Tzn
be a topological n-chain and
Rn = R(z1, . . . , zn) := log(z1)d log(z2) ∧ · · · ∧ d log(zn)
+ (−1)n−1(2π i log(z2)d log(z3) ∧ · · · ∧ d log(zn) · δTz1 + · · ·
+ (2π i)n−1 log(zn) · δTz1∩···∩Tzn−1
) ∈ ′Dn−1nF .
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assure that the cycle class Z ∈ CHp(X,n) is in real good position, i.e. intersects the faces of the real
n-cube in an admissible way. The subgroup Z˜ p(X,•) ⊂ Z p(X,•) mentioned above is precisely the
group generated by cycles in real good position.
Then we can ﬁnally state the explicit form of (4):
Proposition 3.6. (See [KLMS06, Section 5.7].) The Abel–Jacobi map Φp,2p−1 (1) for a cycle class [Z] ∈
CHp(Spec(C),2p − 1) is given by:
1
(−2π i)p−1
∫
Z
R2p−1 ∈ H1D
(
Spec(C)an,Z(p)
)∼= C/Z(p).
Example 3.7. Consider a cycle class [Z] ∈ CH2(Spec(C),3) intersecting the real 3-cube in an admissi-
ble way. Then we have
−Φ2,3[Z] =
∫
Z∩Tz1
log(z2)d log(z3) + 2π i
∑
p∈Z∩Tz1∩Tz2
log(p) (5)
as image of the cycle class.
4. The setup
The aim of this article is the determination of explicit generators for higher Chow groups of num-
ber ﬁelds F . This is done in the following way: We start with X0 = Spec(F ) and prove relations cor-
responding to functional equations of the dilogarithm to ﬁnd torsion cycles in CHp(X0,2p − 1). Then
we build an analytic variety out of X0 by using one of the r = [F : Q] = r1 + 2r2 complex embeddings
σ : F ↪→ C to pull back torsion cycles on CHp(F ,2p − 1) along the induced map Spec(C) → Spec(F )
and apply the Abel–Jacobi map from the previous section to check whether our cycles are indeed
non-trivial:
CHp(F ,2p − 1) σ ∗−→ CHp(C,2p − 1) Φp,2p−1−−−−→ H1D
(
Spec(C)an,Z(p)
)∼= C/Z(p).
Let us introduce some notation:
Deﬁnition 4.1. In general, given a map φ : (P1F )n → (P1F )m for some n,m ∈ N, let Zφ be the cycle
φ∗((P1F )n) ∩m associated to φ in the sense of [Ful, Section 1.4]. Then let x= (x1, . . . , xn) and
[
φ1(x), . . . , φm(x)
] := Z(φ1(x),...,φm(x)).
In this paper we will be concerned with codimension two Chow groups where there are certain
fractional linear algebraic cycles Ca , a ∈ F× , available in Z2(F ,3), namely the images of a ∈ F× under
the map ρ2 : Z[F×] → Z2(F ,3) which are likely to provide candidates (by remark 2.5) of generators
of the whole Chow group of a number ﬁeld: For some a ∈ F× let
Ca := Z(1− ax ,1−x,x) =
[
1− a
x
,1− x, x
]
be a so-called Totaro cycle resp. Totaro curve [Tot82]. Note that ∂Ca = (1 − a,a) = 0 ∈ Z2(F ,2). This
means that except for a = 1 there is no closed Totaro cycle, but we will see that combinations of
2352 O. Petras / Journal of Number Theory 129 (2009) 2346–2368them are closed indeed in Z2(F ,3). Note also that for some integers ni and Z :=∑i niCai ∈ CH2(F ,3)
one obtains by direct computation of (5)
−Φ2,3[Z] =
∑
i
niLi2(ai) ∈ H1D
(
Spec(C)an,Z(2)
)
.
Remark 4.2. In the rest of the article one especially has to care about the admissibility condition
mentioned in the survey on higher Chow groups. Totaro cycles are known to be admissible. Moreover,
a cycle Z = [ f (x), g(x),h(x)] is admissible if and only if the following holds: Every zero or pole of
one of the rational functions which is also a zero or pole of another one, has to be contained in the
preimage of 1 of the third function.
In the rest of this paper we have either basically used analogous cycles as Gangl and Müller-Stach
did, assumed their admissibility or checked the admissibility of all cycles occurring. So we shall not
stress this point any more.
To simplify our computations in the quotient Z2(F ,3)/∂ Z2(F ,4), we divide out an acyclic sub-
complex of Z2(F ,•) consisting of cycles with a constant coordinate on the left-hand side
Lemma 4.3. The following subcomplex of Z2(F ,•) is acyclic:
Z ′(F ,•) := · · · → Z1(F ,1) ⊗ Z1(F ,3) → Z1(F ,1) ⊗ Z1(F ,2) → Z1(F ,1) ⊗ ∂ Z1(F ,2) → 0.
Proof. First, one checks that this is a complexes. This follows at once as it is a truncated versions of
Z1(F ,•) tensored with Z1(F ,1), which does not change homology.
The acyclicity of this subcomplexes is essentially the acyclicity result of Nart [Nar89] who explicitly
constructs a contracting homotopy. His proof carries over literally to our integral setting. Again the
acyclicity is not changed by tensoring the whole subcomplex by Z1(F ,1). 
Deﬁnition 4.4. We set C2(F ,•) := Z2(F ,•)/Z ′(F ,•).
Remark 4.5. Note that the Abel–Jacobi map is zero on terms contained in Z ′(F ,•): For Z :=
[c, g(t),h(t)] ∈ Z ′(F ,3) with a constant c such that σ(c) /∈ R− , we have |Z| ∩ Tc = ∅ which implies
Φ2,3(Z) = 0. By abuse of notation, Φ2,3 here denotes the map of complexes inducing the Abel–Jacobi
map in the Chow groups. So
Z2(F ,3) σ
∗−→ Z2(C,3) −Φ2,3−−−→ C/Z(2)
induces a well-deﬁned map
K ind3 (F )
∼= CH2(F ,3) → C/Z(2),
where we used the (nonstandard) identiﬁcation
CH2(F ,3) ∼= H3
(
C2(F ,•), ∂B
)
∼= ker
{
Z2(F ,3)
∂ Z2(F ,4) + Z1(F ,1) ⊗ Z1(F ,2) →
Z2(F ,2)
Z1(F ,1) ⊗ ∂ Z1(F ,2)
}
. (6)
Thus, −Φ2,3 ◦ σ ∗ is well-deﬁned on (6) and it suﬃces to construct higher Chow cycles in (6) than
– as usual – in ker{ Z2(F ,3)
∂ Z2(F ,4)
→ Z2(F ,2)}. Also note that this reasoning is not possible in Gangl’s and
Müller-Stach’s setting since the Abel–Jacobi map is not well-deﬁned on their (alternating) subcomplex
⊂ Z2(F ,•) ⊗ Q.
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admissible. Then the following identities hold in C2(F ,3)/∂C2(F ,4):
(i)
[
h1(x)h2(x), f (x), g(x)
]= [h1(x), f (x), g(x)]+ [h2(x), f (x), g(x)]
−
∑
x0∈div( f )
±
[
z − h1(x0)h2(x0)
z − h1(x0) , z, g(x0)
]
+
∑
x0∈div(g)
±
[
z − h1(x0)h2(x0)
z − h1(x0) , z, f (x0)
]
,
(ii)
[
f (x),h1(x)h2(x), g(x)
]= [ f (x),h1(x), g(x)]+ [ f (x),h2(x), g(x)]
+
∑
x0∈div( f )
±
[
z − h1(x0)h2(x0)
z − h1(x0) , z, g(x0)
]
,
(iii)
[
f (x), g(x),h1(x)h2(x)
]= [ f (x), g(x),h1(x)]+ [ f (x), g(x),h2(x)].
Proof. Compute boundaries of elements of Z2(F ,4): [ z−h1(x)h2(x)z−h1(x) , z, f (x), g(x)], [ f (x),
z−h1(x)h2(x)
z−h1(x) , z,
g(x)], resp. [ f (x), g(x), z−h1(x)h2(x)z−h1(x) , z], and keep in mind that terms with a constant in the left coordi-
nate are contained in Z ′(F ,•). 
Before going on to proving something with these rules, let us examine the different types of terms
in our complex C2(F ,•). Note also that there is another kind of term with a constant coordinate
possible apart from the ones in the above proposition, namely [ f (x), c, g(x)] for rational functions f ,
g and a constant c.
Proposition 4.7. An admissible term of the form [ f (x), c, g(x)] ∈ C2(F ,3) for some Möbius transformations
f , g and a constant c ∈ F× can be expressed a sum of terms of the form
Z(a, c) :=
[
1− 1− a
x
, c,1− x
]
=
[
x− a
x− 1 , c, x
]
and terms with a constant in the right coordinate.
Proof. Consider a generic admissible term Z := [ f (x), c, g(x)]. Reparametrizing x → g−1(x) Z maps
onto the still admissible term [ f (g−1(x)), c, x]. Then by invoking the above proposition suﬃciently
often, one can factor f (g−1(x)) into terms of the form ai−x1−x . Note that the denominator guarantees
admissibility. Again reparametrizing x → 1 − x, we produce several terms of the form Z(ai, c) for
certain constants a, c and other terms with a constant on the right. 
Remark 4.8. The appearance of those terms in Proposition 4.6 is the reason for the main technical
problems in the sequel. These “lower order terms” appear as soon as one tries to prove dilogarith-
mic identities in the higher Chow groups and make concrete computations with the relations quite
tedious. One needs some way of eliminating them to simplify computations.
Lemma 4.9. The following relation holds in C2(F ,3)/∂C2(F ,4) for rational functions f and g provided all of
the terms are admissible:
[
f (x), g(x), c
]= −[ f (x), c, g(x)]+ ∑
x0∈div( f )
±Z(c, g(x0)).
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Lemma 4.10. Let a,b, c ∈ F× . Then there is a cycle W ∈ C2(F ,4) whose boundary gives rise to the following
relation in C2(F ,3)/∂C2(F ,4) provided all the terms are admissible:
[
f (x), c, g(x)
]= −
[
1
f (x)
, c, g(x)
]
+
∑
x0∈div(g)
±
([
z − 1
z − f (x0) , c, z
]
+ Z(c, f (x0))
)
.
Proof. Set W := −[ z−1z− f (x) , z, c, g(x)], compute its boundary to be
[
f (x), c, g(x)
]+
[
1
f (x)
, c, g(x)
]
+
∑
x0∈div(g)
±
[
z − 1
z − f (x0) , z, c
]
and then use the lemma above. 
Corollary 4.11.With the assumptions of the lemma we obtain:
[
x− a
x− b , c, x
]
= Z
(
c,
a
b
)
, Z(a, c) = Z(c,a) ∈ C2(F ,3)/∂C2(F ,4).
Proof. One applies the lemma to calculate
[
x− a
x− b , c, x
]
= −
[
x− b
x− a , c, x
]
+
[
x− 1
x− ab
, c, x
]
+ Z
(
c,
a
b
)
,
multiplying the numerator and denominator of ﬁrst coordinate of the second term by b followed by
substituting x → xb−1, we have
= −
[
x− b
x− a , c, x
]
+
[
x− b
x− a , c, xb
−1
]
+ Z
(
c,
a
b
)
.
Splitting the second term in the last coordinate gives the ﬁrst term and one term with two constant
coordinates, i.e. an negligible term contained in d2(F ,3) in the sense of Section 2. So
[
x− a
x− b , c, x
]
= Z
(
c,
a
b
)
.
For the second assertion use the lemma to obtain
Z(a, c) =
[
x− a
x− 1 , c, x
]
= −
[
x− 1
x− a , c, x
]
+
[
x− 1
x− a , c, x
]
+ Z(c,a) = Z(c,a). 
In summary
[
x− a
x− b , x, c
]
= Z(c,a) − Z(c,b) − Z
(
c,
a
b
)
. (7)
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Note ﬁnally that
[
x− a
x− b , x, c
]
+
[
x− b
x− a , x, c
]
=
[
x− 1
x− ab
, x, c
]
.
Corollary 4.12. Let a,b, c ∈ F× and assume that F contains an nth primitive root of unity ζn. Then the follow-
ing relations hold in C2(F ,3)/∂C2(F ,4):
0= n
[
x− a
x− b , x, ζn
]
= n
(
Z(a, ζn) − Z
(
a
b
, ζn
)
− Z(b, ζn)
)
.
Proof. The relation follows trivially from Eq. (7) and Proposition 4.6. 
In the sequel, we will make use of one more trick: Permuting coordinate entries:
Lemma 4.13. Let f , g,h be rational functions in one variable, and let all of the cycles be admissible. Then the
following identities hold in C2(F ,3)/∂C2(F ,4):
[
f (x), g(x),h(x)
]= −[ f (x),h(x), g(x)]+ ∑
x0∈div( f )
±Z(h(x0), g(x0)),
[
f (x), g(x),h(x)
]= −[g(x), f (x),h(x)]+ ∑
x0∈div(g)
±Z( f (x0),h(x0)),
[
f (x), g(x),h(x)
]= −[h(x), g(x), f (x)]+ ∑
x0∈div( f )
±Z(h(x0), g(x0))
−
∑
x0∈div(g)
±Z( f (x0),h(x0))+ ∑
x0∈div(h)
±Z( f (x0), g(x0)).
Proof. Compute the boundary of [ f (x), z−g(x)z−1 ,h(x), z], respectively the one of [ z− f (x)z−1 , g(x), z,h(x)],
and lastly add the boundaries of [ z− f (x)z−1 , g(x),h(x), z] and [ z−g(x)z−1 ,h(x), z, f (x)]. 
Example 4.14. The following relation holds in C2(F ,3)/∂C2(F ,4):
[
1− a
x
, x,1− x
]
= −Ca + Z(a,1− a).
So we can deﬁne
C˜a :=
[
1− a
x
,1− x, x
]
−
[
1− a
x
, x,1− x
]
,
and see that C˜a = 2Ca − Z(a,1 − a), in particular C˜1 = 2C1. We shall use this variant of terms in
C2(F ,3)/∂C2(F ,4) later on. They play the role of the Rogers dilogarithm: Expressing relations for the
dilogarithm in terms of these elements eliminates terms with a constant in the middle.
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With the aid of Proposition 4.6 we are now ready to mimic the proofs of several relations as in
[GMS99]. The ideas will be more or less the same: Starting with a suitable reparametrization of a
Totaro cycle, we break this term up into pieces which can be identiﬁed or at least merged into other
Totaro cycles giving a relation between certain Totaro cycles and some lower order terms.
Proposition 5.1. For a ∈ F× − {1} the following identity holds in the quotient C2(F ,3)/∂C2(F ,4):
Ca + C1−a − C1 = Z(a,1− a). (8)
Proof. One easily calculates
Ca =
[
x− a
x
,1− x, x
]
=
[
x− a
x− 1 ,1− x, x
]
+
[
x− 1
x
,1− x, x
]
=
[
1− 1− a
x
, x,1− x
]
+ C1.
Next one makes use of the ﬁrst relation of Lemma 4.13 to see that
Ca = −C1−a + Z(1− a,a) + C1.
The claim follows from Corollary 4.11. 
Remark 5.2. Copying the proof for C˜a from Example 4.14 instead of Ca , we obtain a relation without
the lower order term: C˜a + C˜1−a − C˜1 = 0 ∈ C2(F ,3)/∂C2(F ,4).
The following distribution relations are more interesting. Note that by [Ful, Section 1.4] we have
nCan = [1− ( az )n,1− zn, zn]:
Proposition 5.3. Let a ∈ F× and assume F contains a primitive nth root of unity ζn. Then the following relation
holds in C2(F ,3)/∂C2(F ,4):
nCan = n2
n∑
j=1
C
ζ
j
n a
+ 2
n∑
i=2
[
z −∏ij=1(1− ζ jn a)
z − (1− ζ ina)
, z,an
]
. (9)
Proof. We prove the formula for n = 2, the general case follows by repetition of similar arguments,
mainly Proposition 4.6:
2Ca2 =
[
1−
(
a
z
)2
,1− z2, z2
]
(i)=
[
1− a
z
,1− z2, z2
]
+
[
1+ a
z
,1− z2, z2
]
(ii)= 2
[
1− a
z
,1− z, z2
]
+ 2
[
1+ a
z
,1− z, z2
]
+
[
z − (1− a2)
z − (1− a) , z,a
2
]
+
[
z − (1− a2)
z − (1+ a) , z,a
2
]
(iii)= 4Ca + 4C−a +
[
z − (1− a2)
z − (1− a) , z,a
2
]
+
[
z − (1− a2)
z − (1+ a) , z,a
2
]
, (10)
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2(F ,3)/∂C2(F ,4)
for a,b, c ∈ F× , so 2Ca2 = 4Ca + 4C−a + 2[ z−(1−a
2)
z−(1−a) , z,a
2]. 
Remark 5.4. Again, we can produce an analogous relation in terms of the C˜a: with still no Z -terms,
but with more terms with a constant in the right coordinate.
Now let us turn to the ﬁve-term relation. We shall prove it with several ways of simplifying the
extra terms. The ﬁrst one is a reﬁned version of the one Gangl and Müller-Stach proved. After that,
one can use the relations from the previous subsection and some symmetry considerations to simplify
it modulo 2-torsion.
Proposition 5.5. Let a,b ∈ F× − {1} such that a = b,1 − b. Then the following relation holds in
C2(F ,3)/∂C2(F ,4):
Va,b := C a(1−b)
b(1−a)
− C 1−b
1−a
+ C1−b − C a
b
+ Ca − Z
(
1
b
,
1
1− a
)
−
[
z − 1
z − b , z,1− b
]
+
[ z − b−ab(1−a)
z − b−a1−a
, z,
1− b
1− a
]
+
[
z − 1
z − (1− a) , z,a
]
+
[ z − b−ab(1−a)
z − b−ab
, z,
a
b
]
= 0. (11)
Proof. We mimic the proof of [GMS99] making use of the basic Proposition 4.6. We shall use the tags
numbering of the formulas in Proposition 4.6. Let us start with a reparametrization of C a(1−b)
b(1−a)
,
C a(1−b)
b(1−a)
=
[
b − t
b(1− t) ,
t − a
t(1− a) ,
a(1− t)
t(1− a)
]
(iii)=
[
b − t
b(1− t) ,
t − a
t(1− a) ,
1− t
1− a
]
+
[
b − t
b(1− t) ,
t − a
t(1− a) ,
a
t
]
(i),(ii)=
[
b − t
1− t ,
t − a
t(1− a) ,
1− t
1− a
]
+
[
z − 1
z − 1b
, z,
1
1− a
]
+
[
b − t
b(1− t) ,
t − a
t
,
a
t
]
+
[
b − t
b(1− t) ,
1
1− a ,
a
t
]
+
[ z − b−ab(1−a)
z − b−ab
, z,
a
b
]
−
[
z − 1
z − (1− a) , z,a
]
(i),(ii)=
[
b − t
1− t ,
t − a
1− a ,
1− t
1− a
]
+
[
b − t
1− t ,
1
t
,
1− t
1− a
]
+
[
b − t
b
,
t − a
t
,
a
t
]
+
[
1
1− t ,
t − a
t
,
a
t
]
+
[
b − t
b(1− t) ,
1
1− a ,
a
t
]
+
[ z − b−ab(1−a)
z − b−a1−a
, z,
1− b
1− a
]
+
[
z − 1
z − 1b
, z,
1
1− a
]
+
[ z − b−ab(1−a)
z − b−ab
, z,
a
b
]
−
[
z − 1
z − (1− a) , z,a
]
.
We obtain after some inversions as in Gangl’s and Müller-Stach’s proof:
= C 1−b
1−a
− C1−b +
[
b − t
1− t ,
1
t
,
1
1− a
]
+ C a
b
− Ca
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[
b − t
b(1− t) ,
1
1− a ,
a
t
]
+
[ z − b−ab(1−a)
z − b−a1−a
, z,
1− b
1− a
]
+
[
z − 1
z − b , z,1− b
]
+
[
z − 1
z − 1b
, z,
1
1− a
]
+
[ z − b−ab(1−a)
z − b−ab
, z,
a
b
]
−
[
z − 1
z − (1− a) , z,a
]
.
Below, we also show that
[
b − t
1− t ,
1
t
,
1
1− a
]
+
[
b − t
b(1− t) ,
1
1− a ,
a
t
]
= Z
(
1
b
,
1
1− a
)
−
[
z − 1
z − 1b
, z,
1
1− a
]
to conclude
C a(1−b)
b(1−a)
= C 1−b
1−a
− C1−b + C a
b
− Ca + Z
(
1
b
,
1
1− a
)
+
[
z − 1
z − b , z,1− b
]
−
[ z − b−ab(1−a)
z − b−a1−a
, z,
1− b
1− a
]
−
[ z − b−ab(1−a)
z − b−ab
, z,
a
b
]
−
[
z − 1
z − (1− a) , z,a
]
.
So it remains to use Proposition 4.6 and Lemma 4.13 to show the following:
[
b − t
b(1− t) ,
1
1− a ,
a
t
]
=
[
b − t
1− t ,
1
1− a ,
1
t
]
−
[
z − 1
z − 1b
, z,
1
1− a
]
= −
[
b − t
1− t ,
1
t
,
1
1− a
]
+ Z
(
1
b
,
1
1− a
)
−
[
z − 1
z − 1b
, z,
1
1− a
]
.
Adding the other term [ b−t1−t , 1t , 11−a ] gives the desired result. 
Corollary 5.6. For a ∈ F× − {1} terms of the form [ z−1z−a , z,1− a] are 2-torsion in C2(F ,3)/∂C2(F ,4).
Proof. Compute 0= Va,b − V1−b,1−a for a,b ∈ F× − {1},a = b,1− b to obtain
2
[
z − 1
z − a , z,1− a
]
= 2
[
z − 1
z − (1− b) , z,b
]
.
Specializing b = −1, we obtain the result for a = −1,2. But for a = 2 the result holds trivially, and for
a = −1, one has by Proposition 4.6
2
[
z − 1
z + 1 , z,2
]
=
[
z − 1
z + 1 , z,2
]
−
[
z − 1
z + 1 , z,
1
2
]
(7)= 2Z(−1,2) − 2Z
(
−1, 1
2
)
= 2
[
z − 1
z − 2 , z,−1
]
by the symmetry of Z(a,b) and again (7). But this expression vanishes as shown above. 
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∂C2(F ,4):
C a(1−b)
b(1−a)
− C 1−b
1−a
+ C1−b − C a
b
+ Ca − Z(b,1− a)
+
[ z − b−ab(1−a)
z − b−a1−a
, z,
1− b
1− a
]
+
[
z − 1
z − a , z,1− b
]
+
[ z − b−ab(1−a)
z − b−ab
, z,
a
b
]
+
[
z − 1
z − (1− a) , z,a
]
−
[
z − 1
z − b , z,1− b
]
= 0. (12)
Proof. Use the proposition and Z( 1b ,
1
1−a ) = Z(b,1− a) + [ z−1z−a , z,1− b]. 
Corollary 5.8. Let a,b ∈ F× − {1} such that a = b,1 − b. Then the following relation holds in C2(F ,3)/
∂C2(F ,4):
2V ′(a,b) := 2C a(1−b)
b(1−a)
− 2C 1−b
1−a
+ 2C1−b − 2C a
b
+ 2Ca − 2Z(b,1− a)
+ 2
[ z − b−ab(1−a)
z − b−a1−a
, z,
1− b
1− a
]
+ 2
[
z − 1
z − a , z,1− b
]
+ 2
[ z − b−ab(1−a)
z − b−ab
, z,
a
b
]
= 0. (13)
Proof. Combine Corollaries 5.6 and 5.7. 
Corollary 5.9. Let a,b ∈ F× − {1}, a = b,1− b. Then
2
[
z − 1
z − a , z,1− b
]
= 2
[
z − 1
z − (1− b) , z,a
]
∈ C2(F ,3)/∂C2(F ,4).
Proof. Compute 2V ′(a,b) − 2V ′(1− b,1− a). 
Remark 5.10. Using the C˜a-terms from Example 4.14 instead of Ca , we can again get rid of the Z -
term, but for the price of several more terms with a constant in the right coordinate. We shall just
use the relation just stated.
Now we come to an inversion formula, which will be valuable afterwards.
Proposition 5.11. For c = a/b ∈ F× such that a,b = 1,a /∈ {b,1 − b, bb−1 }, the following inversion relation
holds in C2(F ,3)/∂C2(F ,4):
2(Cc + C 1
c
− 2C1) = Z(a,1− a) + Z(b,1− b) + Z
(
1
a
,1− 1
a
)
+ Z
(
1
b
,1− 1
b
)
− Z
(
1
b
,
1
1− a
)
− Z
(
b,
a
a− 1
)
− Z
(
1
a
,
1
1− b
)
− Z
(
a,
b
b − 1
)
plus some additional monodromy terms
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[
z − a−b1−b
z − a−ba(1−b)
, z,
b(1− a)
a(1− b)
]
−
[
z − 1
z − (1− a) , z,a
]
−
[
z − a−b1−b
z − b−ab
, z,
a
b
]
+
[
z − 1
z − b , z,1− b
]
−
[ z − a−ba(1−b)
z − a−b1−b
, z,
1− a
1− b
]
−
[
z − 1
z − (1− 1a )
, z,
1
a
]
−
[ z − a−ba(1−b)
z − a−ba
, z,
b
a
]
+
[
z − 1
z − 1b
, z,1− 1
b
]
−
[
z − b−a1−a
z − b−ab(1−a)
, z,
a(b − 1)
b(a− 1)
]
−
[
z − 1
z − (1− b) , z,b
]
−
[
z − a−b1−a
z − a−ba
, z,
b
a
]
+
[
z − 1
z − a , z,1− a
]
−
[ z − b−ab(1−a)
z − b−a1−a
, z,
1− b
1− a
]
−
[
z − 1
z − (1− 1b )
, z,
1
b
]
−
[ z − b−ab(1−a)
z − b−ab
, z,
a
b
]
+
[
z − 1
z − 1a
, z,1− 1
a
]
.
Proof. Just as in the proof of [GMS99, Theorem 2.4]. One only has to collect all extra terms. 
If we use our results modulo 2-torsion, then we can improve the result:
Proposition 5.12. For c = a/b ∈ F× such that a,b = 1,a /∈ {b,1 − b, bb−1 }, the following inversion relation
holds in the quotient C2(F ,3)/∂C2(F ,4):
0= 4(Cc + C 1
c
− 2C1) − 2Z(b,1− a) − 2Z(a,1− b)
− 2Z
(
1
b
,1− 1
a
)
− 2Z
(
1
a
,1− 1
b
)
+ 2Z(b,1− b) + 2Z
(
1
b
,1− 1
b
)
+ 2
[ z − b−ab(1−a)
z − b−a1−a
, z,
1− b
1− a
]
+ 2
[
z − 1
z − a , z,1− b
]
+ 2
[ z − b−ab(1−a)
z − b−ab
, z,
a
b
]
+ 2
[ z − a−ba(1−b)
z − a−b1−b
, z,
1− a
1− b
]
+ 2
[
z − 1
z − b , z,1− a
]
+ 2
[ z − a−ba(1−b)
z − a−ba
, z,
b
a
]
+ 2
[
z − a−ba−1
z − a−bb(a−1)
, z,
a(1− b)
b(1− a)
]
+ 2
[
z − 1
z − 1a
, z,1− 1
b
]
+ 2
[
z − a−ba−1
z − a−ba
, z,
b
a
]
+ 2
[
z − b−ab−1
z − b−aa(b−1)
, z,
b(1− a)
a(1− b)
]
+ 2
[
z − 1
z − 1b
, z,1− 1
a
]
+ 2
[
z − b−ab−1
z − b−ab
, z,
a
b
]
. (14)
Proof. Compute 2V ′(a,b) + 2V ′( 1a , 1b ) − (2Cb + 2C1−b − 2C1 − Z(b,1 − b)) − (2C 1b + 2C1− 1b − 2C1 −
2Z( 1b ,1 − 1b )) and then add the corresponding expression with a and b interchanged. Then use (7)
when needed. 
Remark 5.13. It is also possible to use the multiplicativity of the Z -terms (7) in order to have one
Z -term, Z(ab,ab), only at the end resembling the functional equation of the dilogarithm, but this
again produces several terms with a constant in the right coordinate. Therefore, we shall not make
this explicit.
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In this section, we use the relations from the preceding section in combination with the Abel–
Jacobi map introduced earlier to ﬁnd explicit generators for the Chow groups of some number ﬁelds.
The strategy is the following:
We shall use the relations from the last section to ﬁnd (cyclotomic) torsion cycles in the Chow
group and to put an upper bound on their order. Then we use the well-deﬁnedness of the Abel–
Jacobi map (i.e. the fact that Φ2,3(Z) = 0 ⇒ Z = 0 for some [Z] ∈ CH2(F ,3)) to put a lower bound
on the order of a torsion cycle. In case both bound coincide, we have determined the order of the
cycle in question.
We heavily make use of the following result from [Wei05], where we also take the exact orders of
the torsion parts of the algebraic K -groups in our examples from:
Theorem 6.1 (Theorem 0.1). Let F be a number ﬁeld with r1 real and r2 conjugate pairs of complex places, and
let OS be a ring of S-integers. Then K3(OS ) ∼= K3(F ). Further
K3(F ) ∼=
{
Zr2 ⊕ Z/w2(F )Z, F is totally imaginary,
Zr2 ⊕ Z/2w2(F )Z ⊕ (Z/2Z)r1−1, F has a real embedding,
where the integer w2 is deﬁned as follows: Let F be a separable closure of F and G = Gal(F/F ) be the absolute
Galois group. The abelian group μ of all roots of unity in F is known to be a G-module. We write μ(2) for the
abelian group μ made into a G-module by letting g ∈ G act as ζ → g2(ζ ). In case F is a global or local ﬁeld,
it is proved in [Wei05, 2.3.1] that the group μ(2)G is a ﬁnite group with its order denoted by w2(F ).
As remarked in [Wei05, p. 7], the integer w2(F ) is always divisible by 24 and can be computed
rather easily. In [Wei05] it is remarked that Bass and Tate have shown that
KM3 (F )
∼= (Z/2Z)r2
and by Results of Merkurjev and Suslin, one knows that this group injects into the Quillen K -group,
so that one can in principle compute the indecomposable K3 of a given number ﬁeld abstractly. As an
application of our relations from the last section, we determine explicit generators of the K -groups,
i.e. higher Chow groups of some number ﬁelds.
Remark 6.2. As the referee pointed out, one has to note that the Abel–Jacobi map as we introduced
it is insuﬃcient to capture linear dependence of non-torsion cycles. For this one needs to take X :=
Spec(F ) ⊗Q C =∐σ :F ↪→C(Spec(C)), which is simply given by r = [F : Q] points and pull back cycles
Z under each embedding (for the complex ones maybe just one of two conjugate [Hul]) to get a cycle
in CH3(X,3) =⊕σ CH2(C,3) and then apply −Φ2,3 to each of the (pulled back) cycles to get a vector
in (C/Z(2))⊕r . It may at least be conjectured that the map CH2(F ,3) → (C/Z(2))⊕r is injective.
6.1. CH2(Q,3)
By the work of Lee and Szczarba (cf. [LS76]), we know that CH2(Q,3) ∼= K ind3 (Q) ∼= (Z/48Z)/
(Z/2Z) ∼= Z/24Z.
From the distribution relation (9) for n = 2 we know 2C1 = −4C−1 ∈ CH2(Q,3). We now use
a specialization of the inversion relation to obtain a second relation between C1 and C−1: We set
b = −a. Noting that then for each ﬁve-term relation the last two extra terms are 2-torsion, we use
twice the inversion relation from Proposition 5.11 and forget these terms at once:
8C−1 − 8C1 = 2
(
Z
(
−a, a
a− 1
)
+ Z
(
−1
a
,
1
1− a
)
+ Z
(
1
a
,
1
1+ a
)
+ Z
(
a,
a
1+ a
)
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(
−1
a
,1+ 1
a
)
+ Z
(
1
a
,1− 1
a
)
+ Z(−a,1+ a) + Z(a,1− a)
−
[
z − 2a1+a
z − 21+a
, z,
1− a
1+ a
]
−
[
z − 21+a
z − 2a1+a
, z,
1− a
1+ a
]
−
[
z − 2aa−1
z − 21−a
, z,
1+ a
1− a
]
−
[
z − 21−a
z − 2aa−1
, z,
1+ a
1− a
])
. (15)
Since the admissible cycle [ z−1
z− x−ax−b
, z, x, c] ∈ C2(F ,4) bounds to
[
x− a
x− b , x, c
]
+
[
x− b
x− a , x, c
]
−
[
x− 1
x− ab
, x, c
]
= 0 ∈ C2(F ,3)/∂C2(F ,4),
we can further simplify:
8C−1 − 8C1 = 2
(
Z
(
−a, a
a − 1
)
+ Z
(
−1
a
,
1
1− a
)
+ Z
(
1
a
,
1
1+ a
)
+ Z
(
a,
a
1+ a
)
+ Z
(
−1
a
,1+ 1
a
)
+ Z
(
1
a
,1− 1
a
)
+ Z(−a,1+ a) + Z(a,1− a)
+
[
z − 1
z − a , z,1+ a
]
−
[
z − 1
z + a , z,1− a
])
. (16)
Unfortunately we do not have any information about the orders of the terms on the right-hand
side in general. But we have a freedom of choice for the parameter a. If we chose the constants on
the right-hand side of the extra terms resp. one of the constants in the Z -terms to be a root of unity,
we could control the order of the extra terms. In order to be able to choose suitable constants, the
following theorem due to Levine helps:
Proposition 6.3. (See [Lev89, Corollary 4.6].) Let E be an arbitrary ﬁeld and F an extension of E. Then the map
K ind3 (E) → K ind3 (F ) induced by the inclusion E ↪→ F is injective.
Since we know that K ind3 (E)
∼= CH2(E,3), this is the result can be applied in the following way:
Returning to Eq. (16), we specialize further by setting a = i := √−1 to bound the order of C1 ∈
CH2(Q(i),3). This bound cannot be higher in CH2(Q,3) because of Levine’s result quoted above on
the injectivity of the map between the corresponding Chow groups
8C−1 − 8C1 = 2Z
(
i,
1+ i
2
)
+ 2Z
(
−i, 1− i
2
)
+ 2Z(−i,1+ i) + 2Z(i,1− i)
+ 2
[
z − 1
z − i , z,1+ i
]
− 2
[
z − 1
z + i , z,1− i
]
.
As terms of the form [−,−, ζ ] for a primitive nth root of unity are n-torsion, only the following terms
survive multiplication by 2, while the last two terms are equal to 2[ z−1z−i , z, 1+i1−i ]:
16C−1 − 16C1 = 4Z
(
i,
1+ i
2
)
+ 4Z
(
−i, 1− i
2
)
+ 4Z(−i,1+ i) + 4Z(i,1− i).
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= 4Z(i,1) + 4Z(−i,1) = 0.
So if we combine Levine’s result with the relation 2C1 = −4C−1 coming from the distribution relation,
we immediately see that
24C1 = 48C−1 = 0 ∈ CH2
(
Q(i),3
)
,
and because of the injectivity proved in Levine’s theorem, it is clear that 24C1 = 0 in CH2(Q,3) as
well, hence the order of C1 divides 24. On the contrary, to see that the order is divisible by 24, apply
−Φ2,3 to get Li2(1) = π26 . Since we know that the order of this group is exactly 24, this makes C1 a
generator of CH2(Q,3). Thus we can prove:
Proposition 6.4. The group CH2(Q,3) ∼= Z/24Z is generated by the cycle C1 ∈ CH2(Q,3).
6.2. CH2(Q(i),3)
From Weibel’s article one obtains that CH2(Q(i),3) ∼= Z ⊕ Z/24Z. Invoking the fact that C1 ∈
CH2(Q(i),3) still has order 24 by computing the image under the Abel–Jacobi map, we immediately
see that C1 also generates the torsion part of the higher Chow group of Q(i):
Proposition 6.5. The torsion part of the group CH2(Q(i),3) ∼= Z ⊕ Z/24Z is generated by the cycle C1 ∈
CH2(Q(i),3).
The free part is generated by 4Ci or equivalently 4C−i .
Proof. The ﬁrst part is clear and the second assertion follows from the fact that ∂(Ci) = (1− i, i) and
that 4(i) ∈ ∂ Z1(Q(i),2) so that not Ci but 4Ci ∈ CH2(Q,3) and further that the image of 4Ci under
the Abel–Jacobi map has a non-vanishing imaginary part indicating that 4Ci is non-torsion in the
Chow group. The same reasoning applies to C−i . 
Remark 6.6. The group CH2(Q(ζ3),3) ∼= Z2 ⊕ Z/24Z is treated analogously: Since an generator of the
torsion part of the K -group needs to be exactly 24-torsion, and since a similar calculation as above
shows that the cycle 3(Cζ + C ζ¯ ) is 12-torsion, C1 can be the only generator of the torsion part of
CH2(Q(ζ3),3).
The free part of the Chow group is generated by 3Cζ3 resp. 3Cζ 23
as can be seen by computing the
Abel–Jacobi map again.
Remark 6.7. Consulting Weibel’s article again, esp. Propositions 2.7 and 2.8, one can compute the
numbers w2(F ) for number ﬁelds rather easily and one can also see that the number very often
is equal to 24. The Levine’s theorem (Proposition 6.3) combined with the Abel–Jacobi map of Kerr,
Lewis and Müller-Stach implies that whenever the torsion part of CH2(F ,3) for a number ﬁeld F has
order 24, it is generated by C1.
6.3. CH2(Q(ζ5),3)
A number ﬁeld with a more interesting Chow group is treated in this example: We are looking for
a generator of the torsion part of the second higher Chow group with order equal to 120. We use the
distribution relation for the ﬁfth roots of unity:
2364 O. Petras / Journal of Number Theory 129 (2009) 2346–23685C1 = 25C1 + 25Cζ5 + 25Cζ 25 + 25C ζ¯ 25 + 25C ζ¯5 ,
−20C1 = 25Cζ5 + 25Cζ 25 + 25C ζ¯ 25 + 25C ζ¯5 ,
−150(Cζ5 + C ζ¯5) = 150(Cζ 25 + C ζ¯ 25 ).
Now, we use the inversion relation from Proposition 5.11 with a = ζ 35 ,b = ζ 25 : We can already simplify
the relation a little: Terms with a ﬁfth root of unity in the right coordinate are 5-torsion, while terms
of the form [ z−1z−a , z,1−a] are 2-torsion. Note also that (
1−ζ 35
1−ζ 25
)10 = 1. So we multiply the whole relation
by 10 and note that ζ¯ 25 = ζ 35 to get
20Cζ5 + 20C ζ¯5 − 16C1 = 10
(
2Z
(
ζ 35 ,1− ζ 35
)+ 2Z(ζ 25 ,1− ζ 25 )− Z
(
ζ 35 ,
1
1− ζ 35
)
− Z
(
ζ 25 ,
ζ 35
ζ 35 − 1
)
− Z
(
ζ 25 ,
1
1− ζ 25
)
− Z
(
ζ 35 ,
ζ 25
ζ 25 − 1
))
.
Remark 6.8. Note that we have already settled the admissibility of Z(a,b) for arbitrary a,b ∈ F× . So
one does not need to care when specializing to some primitive roots of unity.
Now one applies Eq. (7) several times and keeps in mind that terms with an nth root of unity in
the rightmost coordinate are n-torsion. In particular, e.g. 5Z(ζ 25 ,
1
1−ζ 25
) = −5Z(ζ 25 ,1− ζ 25 ):
20Cζ5 + 20C ζ¯5 − 16C1 = 10
(
3Z
(
ζ 35 ,1− ζ 35
)+ 3Z(ζ 25 ,1− ζ 25 )
− Z
(
ζ 25 ,
ζ 35
ζ 35 − 1
)
− Z
(
ζ 35 ,
ζ 25
ζ 25 − 1
))
.
Now, again from (7) and from ζ 25 = 1ζ 35 we see that 5Z(ζ
2
5 ,
ζ 35
ζ 35 −1
) = −5Z(ζ 25 ,1− ζ 25 ):
20Cζ5 + 20C ζ¯5 − 16C1 = 40Z
(
ζ 35 ,1− ζ 35
)+ 40Z(ζ 25 ,1− ζ 25 ).
Now,
40Z
(
ζ 25 ,1− ζ 25
)+ 40Z(ζ 35 ,1− ζ 35 )= 40Z(ζ 25 ,1− ζ 25 )+ 40Z
(
ζ 35 ,
ζ 25 − 1
ζ 25
)
= 40Z(ζ 25 ,1− ζ 25 )+ 40Z(ζ 35 ,1− ζ 25 )+ 40Z(ζ 35 , ζ10)
= 40Z(ζ 35 , ζ10).
Now, we may assume both arguments of this term to be ﬁfth roots of unity because of the even factor
in front. So, ﬁnally we assure 25Z(ζ ′5, ζ5) = 0 ∈ C2(Q(ζ5),3)/∂C2(Q(ζ5),4) for two ﬁfth roots of unity
ζ5, ζ
′
5: From Proposition 4.6, Eq. (ii), we see that
Z
(
ζ ′5, ζ 25
)= 2Z(ζ ′5, ζ5)+
[
z − ζ 25
z − ζ , z, ζ
′
5
]
.5
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0= Z(ζ ′5,1)= 5Z(ζ ′5, ζ5)+ 5-torsion ⇐⇒ 0= 25Z(ζ ′5, ζ5).
As the least common multiple of 25 and 40 is 300, we deduce from our computations above:
300Cζ5 + 300C ζ¯5 − 240C1 = 0 ∈ CH2
(
Q(ζ5),3
)
,
but by Proposition 6.3, 24C1 = 0 ∈ CH2(Q(ζ5),3). These two results together with the relation
150(Cζ5 + C ζ¯5 ) = −150(Cζ 25 + C ζ¯ 25 ) ∈ C
2(Q(ζ5),3)/∂C2(Q(ζ5),4) from the distribution relation give
us in the end
−300(Cζ5 + C ζ¯5) = 300(Cζ 25 + C ζ¯ 25 ) = 0.
Remembering that Cζ5 /∈ CH2(Q(ζ5),3), but 5Cζ5 ∈ CH2(Q(ζ5),3), we can deduce that the higher Chow
cycle 5(Cζ5 + C ζ¯5 ) or equivalently 5(Cζ 25 + C ζ¯ 25 ) is 60-torsion.
Using the Abel–Jacobi map of Section 3, we compute the image of this cycle in Deligne cohomology
H1D(Spec(C)
an,Z(2)) ∼= C/Z(2) ∼= C/4π2Z to be π2/15:
−Φ2,3
(
5(Cζ5 + C ζ¯5)
)= 5
(
Li2(ζ5) + Li2
(
1
ζ5
))
= 5
(
−π
2
6
− 1
2
log(−ζ5)2
)
= π
2
15
,
so that the order of this cycle is exactly 60. Remembering that C1 ∈ CH2(Q(ζ5),3) is of order 24, we
deduce analogously to the former examples:
Proposition 6.9. The torsion part of the group CH2(Q(ζ5),3) ∼= Z2 ⊕ Z/120Z is generated by the cycle C1 +
5(Cζ5 + C ζ¯5 ) ∈ CH2(Q(ζ5),3).
Remark 6.10. By class ﬁeld theory one knows, that Q(
√
5) ↪→ Q(ζ5). One may ask for a generator of
the higher Chow group of the former ﬁeld coming from a generator of the higher Chow group of the
latter ﬁeld: One knows by the theorem of Levine that taking Galois conjugates of the generators of
CH2(Q(ζ5),3) and pushing them down to CH2(Q(
√
5),3) via the canonical inclusion Q(
√
5) ↪→ Q(ζ5)
that there is a linear combination of cycles in CH2(Q(
√
5),3) equivalent to the ones “coming down”
generating this group, but there is no obvious way of constructing them.
For example, one can make use of the Abel–Jacobi map once again to check that the image of the
cycle
(C 1
2 (
√
5−1) − C 14 (√5−1)2) ∈ CH
2(Q(√5 ),3)
in Deligne cohomology is equal to π2/30 showing that the order of this cycle is at least 120. Com-
bined with the result above on the isomorphic cyclotomic ﬁeld, its order must be equal to 120 turning
it into a generator of CH2(Q(
√
5),3). However without the aid of [Lew82] and the regulator map of
[KLMS06] there would be no way of detecting cycles of this kind.
6.4. CH2(Q(ζ8),3)
As a last example we consider another cyclotomic ﬁeld containing three quadratic subﬁelds. In
order to ﬁnd a generator of its Chow group, we shall start with a distribution relation again
8C1 = 64(Cζ8 + Ci + Cζ 3 + C−1 + Cζ 5 + C−i + Cζ 7 + C1).8 8 8
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4C1 = 16(Ci + C−1 + C−i + C1),
we deduce
−8C1 = 64(Cζ8 + Cζ 38 + Cζ 58 + Cζ 78 ),
−192(Cζ8 + Cζ 78 ) = 192(Cζ 38 + Cζ 58 ).
Let us now try to relate the terms in brackets using the inversion relation and some auxiliary relations
between terms with a constant on the right. Note in particular that we already multiplied by 8 in
order to kill torsion terms:
16Cζ8 + 16Cζ 78 − 8C1 = 8Z
(
ζn8 ,1− ζn8
)+ 8Z(ζn−18 ,1− ζn−18 )+ 8Z(ζ¯n8 ,1− ζ¯n8 )
+ 8Z(ζ¯n−18 ,1− ζ¯n−18 )− 8Z
(
ζ¯n−18 ,
1
1− ζn8
)
− 8Z
(
ζn−18 ,
1
1− ζ¯n8
)
− 8Z
(
ζ¯n8 ,
1
1− ζn−18
)
− 8Z
(
ζn8 ,
1
1− ζ¯n−18
)
− 8
[
z − 1
z − ζn8
, z,1− ζn−18
]
− 8
[
z − 1
z − ζn−18
, z,1− ζn8
]
.
Now we simplify the terms above:
16Cζ8 + 16Cζ 78 − 8C1 = −8Z
(
ζn8 ,
(
1− ζn8
)(
1− ζ¯n−18
))− 8Z(ζ¯n8 , (1− ζ¯n8 )(1− ζn−18 ))
− 8Z(ζn−18 , (1− ζn8 )(1− ζ¯n−18 ))− 8Z(ζ¯n−18 , (1− ζ¯n8 )(1− ζn−18 ))
− 8
[
z − 1
z − ζn8
, z,1− ζn−18
]
− 8
[
z − 1
z − ζn−18
, z,1− ζn8
]
and further
= −8Z(ζn8 , (1− ζn8 )(1− ζ¯n−18 ))− 8Z(ζ¯n8 , (1− ζn8 )(1− ζ¯n−18 ))− 8Z(ζn8 , ζ¯8)
− 8Z(ζn−18 , (1− ζn8 )(1− ζ¯n−18 ))− 8Z(ζ¯n−18 , (1− ζn8 )(1− ζ¯n−18 ))
− 8Z(ζ¯n−18 , ζ¯8)− 8
[
z − 1
z − ζn8
, z,1− ζn−18
]
− 8
[
z − 1
z − ζn−18
, z,1− ζn8
]
= −8Z(ζn8 , ζ¯8)− 8Z(ζ¯n−18 , ζ¯8).
The last step follows from the fact that
−8Z(ζn8 , (1− ζn8 )(1− ζ¯n−18 ))− 8Z(ζ¯n8 , (1− ζn8 )(1− ζ¯n−18 ))
= 8
[
z − 1
z − ζn , z,
(
1− ζn8
)(
1− ζ¯n−18
)]= 8
[
z − 1
z − ζn , z,1− ζ¯
n−1
8
]
8 8
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0= 8Z(ζn8 ,1)= 64Z(ζn8 , ζm8 )
since extra terms are 8-torsion. So we conclude 128Cζ8 + 128C ζ¯8 + 16C1 = 0 or in other words
394(Cζ8 + C ζ¯8 ) = 0. Again, not Cζ8 , but 8Cζ8 ∈ CH2(Q(ζ8),3) so that the cycle 8(Cζ8 + C ζ¯8 ) = 8(Cζ 38 +
C ζ¯ 38
) is 48-torsion.
Invoking a regulator argument as in the above case, we calculate the image of this cycle in
H1D(Spec(Q(ζ5)),Z(2)) ∼= C/4π2Z to be π2/12, so that the order of this cycle is exactly 48.
Proposition 6.11. The torsion part of the group CH2(Q(ζ8),3) ∼= Z2 ⊕ Z/48Z is generated by the cycle
8(Cζ8 + C ζ¯8 ) ∈ CH2(Q(ζ5),3).
Remark 6.12. One knows that Q(ζ8) contains three quadratic subﬁelds, namely Q(
√
2), Q(
√−2),
and Q(i). It is easy to see that 4(Ci + C−i) ∈ CH2(Q(ζ8),3) already lives in CH2(Q(i),3), and – as we
have seen – also generates this group. Unfortunately, it is far more complicated to ﬁnd generators of
the other two quadratic subﬁelds.
One needs to consider Gal(Q(ζ8) | Q(
√±2)) and take Galois conjugates of the generators of the
higher Chow group of the cyclotomic ﬁeld. A descent argument as above ensures that there is a cycle
in the quadratic subﬁeld generating its higher Chow group. Unfortunately this is not constructive. But
with the help of [Lew82] again, one ﬁnds that
2C
(
√
2−1)4 − 12C(√2−1)2 + 8C√2−1 = C1.
Indeed, half of the left-hand side is a cycle in CH2(Q(
√
2),3) having order 48, i.e. is a generator of
the Chow group.
A clever linear combination of terms evaluated at algebraic arguments certainly gives a generator
of CH2(Q(
√−2),3). But we did not try to determine this combination.
Remark 6.13. The above results are based on the following reasoning: As one knows from [Wei05],
the group K3(F ) for a number ﬁeld F with r1 real and r2 pairs of conjugate complex places is given
by K ind3 (F )
∼= Zr2 ⊕ torsion. It is also proved in this article that the torsion part of the K -group
of a cyclotomic ﬁeld Q(ζp), p an odd prime, is the same as the one of the maximal real subﬁeld
Q(ζp + ζ¯p). Thus combinations of Totaro cycles with cyclotomic arguments which already live in the
maximal real subﬁeld are most likely to generate the torsion part of CH2(F ,3).
6.5. A remark on Qp
Since our techniques apply to inﬁnite ﬁelds, we can also consider p-adic ﬁelds: From [Wei05,
Section 5], one knows that if E is a local ﬁeld with residue ﬁeld Fq of characteristic p, then the Milnor
K -groups are uncountable, uniquely divisible abelian groups for n 3. Further, they are summands of
the Quillen K -groups. These are known:
Proposition 6.14. (See [Wei05, Proposition 5.3].) If i > 0 there is a summand of K3(E) isomorphic to K3(Fq) ∼=
Z/w2(Fq)Z, where
w2(Fq) =
{
24, q = 2, q = 3,
q2 − 1, else.
The complementary summand is uniquely -divisible for every prime  = p, i.e., a Z(p)-module.
2368 O. Petras / Journal of Number Theory 129 (2009) 2346–2368Since we are interested in the indecomposable part of K3(E), we have to determine the Milnor
K -group KM3 (E). But as remarked in [Wei05, Section 5], this is only known to be an uncountable,
uniquely divisible abelian group. Thus, we see that
K ind3 (E)
∼= Z/w2(E)Z ⊕ M,
where M denotes the quotient of a Z(p)-module by the Milnor K -group. Further, w2(E) is divisible
by 24.
Proposition 6.15. Let F = Qp for p = 2,3,5. Then there is a summand in the group CH2(F ,3) generated by
C1 ∈ CH2(F ,3).
Proof. From the discussion above, the Chow group CH2(F ,3) of the ﬁelds in question contains a ﬁnite
direct summand of order 24. We know that C1 ∈ CH2(Q,3) is of order 24 and by Levine’s theorem
(Proposition 6.3) above, its order cannot decrease in any extension. 
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