• Decay of energy in a dissipative system.
Introduction
The one-dimensional Fermi accelerator model was firstly studied by Enrico Fermi who proposed a mechanism to possible explain the acceleration of cosmic rays in the interstellar medium [1] . He assumed that the cosmic particles were accelerated by moving magnetic clouds present in the cosmos. A derivation of this model for a non-relativistic classical particle (representing the cosmic ray) bouncing between walls was then proposed by Ulam [2] . In the model, one wall is moving smoothly and periodically in time, therefore making allusions to the moving magnetic fields, while the other one is considered to be fixed, working as a returning mechanism for the particle to experience a further collision with the moving wall. The model then is known as the Fermi-Ulam model [3] [4] [5] and has been studied in many different versions and along several approaches [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . The dynamics of the particle is generally described by a two-dimensional non-linear mapping for the velocity of the particle and time. For periodic oscillations and in the absence of dissipation, the phase space presents a mixed structure in the sense that periodic islands are surrounded by a chaotic sea which is limited by invariant spanning curves. When dissipation is introduced, generally the elliptic islands turn into sinks via a bifurcation. The spanning curves are destroyed and attractors are observed. The model is often used to relate problems involving unlimited energy growth of the bouncing particle, a phenomenon also called Fermi acceleration (FA). Applications of FA have been observed in different areas of science including plasma physics [16] , astrophysics [17, 18] , atomic physics [19] , optics [20, 21] and even in time dependent billiard problems [22] . The phenomenon however seems not to be robust since dissipation is assumed to be a mechanism to suppress Fermi acceleration [23] . The dynamics of particles confined in walls can be used also to describe properties of the so called cavity Optomechanics [24, 25] , mechanical [26, 27] and nano-mechanical resonators [28] . Indeed in such systems, as a influence of the injection of a laser beam, transference of momentum to a mirror (wall) is observed therefore leading to a kind of synchronization of micromechanical [29] or nano-mechanical resonators [30] .
In real experiments, dissipation is always present. Therefore one way to consider the presence of damping in the system is to assume that collisions of the particle with the walls are inelastic. It then leads the particle to experience a fractional loss of energy at each collision. The system does not preserve the phase space measure as observed in the non-dissipative case and the mixed structure is changed. In particular, it is possible to observe different asymptotic behavior as the damping coefficient is varied. Among them, effects of transient [31] , attractive fixed points [32] , chaotic attractors [33] , and the occurrence of boundary crisis [34] can all be considered. A different way of introducing dissipation in the system is to consider that the particle is moving along the presence of a viscous drag force, like a fluid. In this paper we consider the effects of a dissipative force of two types [35] : (i) F ∝ −v and; (ii) F ∝ −v 2 where v is the velocity of the particle. The (−) in the expression denotes the force is contrary to the movement of the particle. However, the fluid is not present in the entire accessible region.
The distribution of the gas in the system is controlled by a control parameter λ in the sense that for λ = 1 the system is nondissipative and for 0 ≤ λ < 1 there is a presence of gas in part of the system. Our main goal is to study and characterize the behavior of the velocity of the particle as a function of the number of collisions with the moving wall as well as the control parameters for cases (i) and (ii). As we will show, when the initial velocity is sufficiently high, the particle experiences a decay of velocity which we prove to be: linear for case (i) and exponential for case (ii). Numerical results remarkably give support to our analytical approach. During the decay, we shown that the particle moves in the phase space along specific region we denote as corridors whose borders are generated by stable manifolds leaving from a saddle point. These corridors, corresponding to the region delimited by the borders of the stable manifolds, are indeed the basin of attraction of the attractors, mainly the sinks. So far we can tell that this might be the first time that manifolds have been used to defined the corridors' path to describe the decay of energy in such type of systems. Applications to higher dimensional systems are expected to be valid too. The organization of the paper is as follows. In Section 2 we describe the model and the equations that describe the dynamics for case (i), i.e. when F ∝ −v. The analytical approach for a decaying particle is constructed and numerical simulations are presented in support of the analytical approach. Section 3 is devoted to discussing the case (ii), F ∝ −v 2 . The decay of velocity is proved to be of exponential type and confirmed by numerical simulations. Our concluding remarks are presented in Section 4.
The model, the mapping and results for the case F ∝ −v
The mixed Fermi accelerator model we are considering here consists of a classical particle of mass m which is confined to bounce between two rigid walls. One of them is fixed and the other one moves periodically in time. The collisions of the particle with either walls are assumed to be elastic. The fixed wall is located at x = l and the moving wall has the equation of the position given by x w = ε cos(ωt). Here ε is the amplitude of oscillation of the moving wall, ω is the angular frequency and t is time. The region within the interval x ∈ [−ε, ε] is called the collision zone. The velocity of the moving wall is given by v w = dx w /dt = −εω sin(ωt). We consider the existence of two different regions between the walls, as shown in Fig. 1 . Region 1 is given defined by the space between the oscillating wall x w and the point x 0 while region 2 is given by x 0 < x ≤ l. It is convenient to introduce the parameter λ = x 0 /l. In the model, we assume that region 1 has no dissipative forces while region 2 has a force like F = −η ′ v. The case of F = −η ′ v 2 will be considered in Section 3. As usual in the literature, the dynamics of the model is described by a two dimensional non-linear mapping for the variables (v, t), where v and t are respectively the particle's velocity after the collision with the moving wall and the time at the collision. When moving in the viscous region, the particle is experiencing continuously a reduction of its velocity.
The mapping T is given by T (v n , t n ) = (v n+1 , t n+1 ) where the index denotes respectively collisions nth and (n + 1)th. To construct the mapping and to avoid privileging any initial condition, we assume that at the instant t = t n > 0, the particle is in the position x p (t n ) = ε cos(ωt n ) with velocity v = v n . Such a choice is made because it corresponds indeed to the evolution of an ongoing orbit. The Newton's Second Law,  F = ma, completely describes the solution of the problem, specifying the velocity and position of the particle at a given instant. While in region 1 the velocity is constant, in region 2 we have to solve
To find the velocity at any time in region 2 we integrate the above equation leading to
for t ≥ t r 1 , where t r 1 is the time spent by the particle traveling in region 1 to the right. Here we define η = η ′ /m. To find the position of the particle when it moves to the right we have
with t ≥ t n and t ′ ≥ t r 1 . Considering elastic collisions with both walls and defining a set of dimensionless and therefore more convenient variables V n+1 = (v n+1 /ωl), φ n+1 = (ωt n+1 ), ϵ = (ε/l) we find that the mapping is given by T :
where the expressions for V n ⋆ and T n are given according to the type of collision, namely: (a) multiple -those happening with the moving wall before the particle leaves the collision zone or; (b) indirect collisions -those where the particle hits one wall and in sequence it hits the opposite wall. For multiple collisions the particle collides more than once with the moving wall before leaving the collision zone. Then, V n * = −V n e T n = φ c , where φ c is obtained by the smallest solution of the transcendental equation
with φ c ∈ (0, 2π ]. For the non-dissipative case, the phase space preserves the measure dµ = (V + ϵ sin(φ))dVdφ. For applications in a non-dissipative model see Ref. [36] . Our results considering multiple collisions produce a determinant of the Jacobian matrix given by
which is the same as the conservative case. On the other hand when indirect collisions are considered, the particle collides once with the moving wall and leaves the collision zone. However in this mixed model, the particle travels in two different regions with different viscous drag force. Therefore, we obtain V * n = −V m , where
The auxiliary terms φ r 1 , φ T and φ l 1 are given by
The term φ r 1 refers to the time the particle traveled to the right in region 1, φ T is total time spent in region 2, and φ l 1 is the time the particle takes to travel in region 1 again to the left. The term φ c is obtained from F (φ c ) = 0, where
with φ c ∈ [0, 2π ], δ = η/ω, and λ = x/l.
The determinant of the Jacobian matrix for the case of indirect collisions gives us that
The fraction V m /V n approaches unity when λ → 1, therefore recovering the non-dissipative case.
The presence of dissipation leads the dynamics to exhibit attractors. For large finite velocities an exponential decay of the velocity magnitude is expected to be observed, therefore converging to the attractors. We indeed observe this behavior. To have an idea of the type of decay, let us compose the equation of the velocity in the mapping (4) a few times. So starting with V 0 we obtain firstly
iterating in sequence we obtain
and (12) which allows us to obtain the general decay relation as
If we assume that V 0 ≫ ϵ, say V 0 = 10 3 ϵ, the sum on the right hand side can be neglected therefore leading us to conclude
Fig . 2(a) shows the behavior of the velocity of the particle as a function of the number of collisions with the boundary for the control parameters: ϵ = 10 −2 , λ = 0.5, δ = 10 −3 and considering V 0 = 10 = 1000ϵ. A linear fitting furnishes a slope −0.001 in total agreement with Eq. (14) . The initial condition used was (V 0 , φ 0 ) = (10, 1). To solve numerically Eqs. (5) and (8) we used the so called bisection method considering the solution inside an accuracy of 10 −12 . The plot shown in Fig. 2(a) shows a linear decay for short n when the curve bends towards a regime of convergence reaching a constant plateau at velocity V f = 0.3217 . . . for sufficiently large n. This plateau corresponds to the velocity of a period one sink fixed point. Indeed, to obtain the fixed points, we have to solve simultaneously the following conditions: V n+1 = V n and φ n+1 = φ n + 2mπ and m = 1, 2, 3, . . . . Such conditions give rise to two sets of fixed points:
and Table 3 Table showing ϵ and the largest m for which fixed point (16) 
From Eqs. (15) and (16) we can conclude that the fixed points exist only if the condition δ(1 − λ) ≤ ϵ is matched. The stability of the fixed points can also be investigated. Considering we have three relevant control parameters, namely, ϵ, δ and λ and taking into account that the velocity of the fixed point can only be obtained from numerical solution of Eq. (17), an analytical result for the stability of fixed points become almost impossible. However we have considered separate sets of control parameters and investigate the stability of the fixed points. For specific discussions see Ref. [37] . Let us start with a fixed δ = 10 −3 and λ = 0.1. Table 1 shows the corresponding ϵ and the largest m for which the fixed point given by
Eq. (16) is a sink. For this set of control parameters, fixed point (15) is a saddle.
Considering now the set of control parameters δ = 10 −4 and λ = 0.1, the conditions to make Eq. (16) a sink are shown in Table 2 .
Considering a different parameter λ = 0.5 and fixing δ = 10 −3 , the conditions to make Eq. (16) a sink are shown in Table 3 .
If we consider now a set of δ = 10 −3 , ϵ = 10 −3 and let λ vary, eventually fixed point (16) bifurcates from sink to saddle. However the opposite may also happen, i.e., fixed point (15) may bifurcate from saddle to sink and to saddle again as m varies. Given the sinks are now known for a variety of set of control parameters, let us now discuss more specifically the way the particle evolves in the phase space along its decaying of velocity. Indeed for the present model, the particle moves along specific corridors that are created by the basin of attraction of the sinks. Additionally, for a fixed m, the basin of attraction is constrained by the two branches of the stable manifold of a saddle fixed point that characterizes the sink (see Eqs. (15) and (16)). An example of this decay is shown in Fig. 2(b) where the red and blue curves correspond to the corridor formed by the border of the two stable manifolds. The stable manifolds are obtained by iterating the inverse of the mapping T given by Eq. (4). Therefore T −1 is given by
The solution for φ n is obtained numerically from the second equation of mapping (18) with an accuracy of 10 −12 . Indeed the organization of the manifolds is as follows. Two branches are stable, obtained from mapping (18) and two of them are unstable. The latter is obtained by iterating mapping (4). corridor). The green curve is one of the unstable branch and it converges towards the sink making spirals while the black curve is the second unstable branch and moves downwards the velocity axis. Eventually it can cross the basin of attraction of lower sinks and be captured for one of them for sufficiently long time. Black bullets denote the sinks while the red crosses correspond to the saddle point. For the set of control parameters chosen, the fixed point (16) becomes a saddle for m = 6, as is shown in the plot. As the curves of the stable manifolds move upward on the velocity axis, they become close to each other making the corridor where the particle moves thinner and thinner. The same scenario is observed for the manifolds of a saddle point obtained for m = 2, as is shown in Fig. 3(b) . We see that the corridor, now marked by the borders in light blue and magenta, are thinner than that observed for m = 1. The spirals moving towards the sink are now more evident for the unstable manifolds leaving saddle for m = 2. One can also see that the corridor for the sink in m = 1 is still untouched by the one generated for m = 2. The same procedure is observed for other values of m. However, the complexity of these curves making the borders for the basin of attraction for the sinks become very high and that the investigation following this procedure becomes impossible. When the particle acquires low velocity it may have a chance of wander in a chaotic way in the phase space until being captured by a sink or it may, eventually, have all of its energy dissipated by the drag force. This situation leads the particle to reach the state of rest, therefore stopping between the two walls. To have an idea of the amount of particles that stop their dynamics having all energy dissipated by the drag force, we evolved a grid of initial conditions in the phase space and followed each one of them in time to obtain the asymptotic behavior. Therefore two things may occur: (1) the particles are trapped by the attractors or; (2) they have their energy totally dissipated. To conduct the simulations, we considered 1000 initial phases φ 0 ∈ (0, 2π ] and 1000 different velocities V 0 ∈ (2ϵ, 0.4], therefore leading to an ensemble of 10 6 different initial conditions. Each particle was left to evolve until 10 5 collisions with the moving wall. At the end, the fraction of particles that have their energy dissipated was accounted. Fig. 4 shows the corresponding plot of the fraction of particles that survive the dissipation, i.e., are trapped by sinks as function of: (a) the parameter ϵ for a fixed δ = 10 −3 and λ = 0.5 and; (b) the parameter λ for a fixed δ = 10 −3 and ϵ = 10 −2 . To illustrate in the phase space the fraction of particles that survive the dissipation, we show in Fig. 5 a plot of the initial conditions V vs. φ that are trapped by sinks. We use the same figure to show the corridors appearing from the stable manifolds generated for the saddles given by Eqs. (15) and (16) considering m = 1 and m = 2. Other corridors also exist but they are too thin to be shown in the plot. The gray color denotes the initial conditions that survive the dissipation. Considering that the trapping mechanism is now understood, let us now discuss the behavior of the decay as a function of the control parameters. Fig. 6(a) shows a plot of the decaying velocity for three different values of the control parameter, namely: λ = 0 (total space is filled by gas), λ = 0.5 and λ = 1 (non-dissipative). Fig. 6(b) shows the corresponding slope of the decay as function of the control parameter λ. The results presented in Fig. 6 are in total agreement with the theoretical prediction given by Eq. (14).
The mapping and results for the case F ∝ −v 2
Let us now consider the case (ii), i.e., the force acting on the particle is of the type F ∝ −v 2 . The dynamics of the particle is given by a two-dimensional mapping for the same set of variables and dimensionless control parameters as discussed in the previous section. Therefore mapping (4) describes well the dynamics of the particle. For the case where the particle moves in the absence of dissipation, the dynamics is totally described by the same set of equations as in the previous section. The change happens when the particle moves along the damping region. Therefore and after solving Newton's law of motion, the indirect collisions are given by V n * = −V m , where 
and φ c ∈ [0, 2π ) is numerically obtained by equaling the position of the particle and the moving wall, which corresponds to the same Eq. (8). The Jacobian recovers the same expression as in the previous with the proper expression for V m . Let us start the investigation with the decay of velocity. To do so, we compose the equation of the velocity from mapping (4). Therefore we have
and a second composition gives
and
After a generalization we end up with the relation
Considering again that the initial velocity is sufficiently large, say V 0 = 1000ϵ, the second term in Eq. (23) is negligible, therefore the main term in the decay is given by
Our numerical results remarkably recovers well the theoretical prediction. It is shown in Fig. 7 the corresponding decay of velocity for the control parameters δ = 10 −3 , ϵ = 10 −2 and λ = 0.5.
The convergence to the constant plateau is explained as in the previous section. Indeed the particle is evolving along the basin of attraction of a period-one sink (m = 1). The decay of the velocity in the phase space also occurs along the corridor generated by the stable manifolds which produce the borders of the basin of attraction. The difference in this section is that the particle does not have its energy entirely dissipated by the damping force. Consequently, as the velocity of the particle reduces, the force acting on it reduces too, letting the particle have a chance of experiencing a further collision with the moving wall and raising the velocity until finding its final state at an attractor.
Extensive numerical simulations were made for different values of λ and all simulations confirm our theoretical prediction. Fig. 8(a) shows the exponential decay for the velocity considering three different values of λ, as labeled in the figure. For the case of λ = 1 a constant plateau is observed, as expected since in that regime the model is purely conservative. Moreover, the decay is numerically fitted by V (n, λ) = 3 exp[−A(λ)n], where the parameter A(λ) = 2(1 − λ), in total agreement with Eq. (23) . The slope of the decay is shown in Fig. 8(b) for a large range of λ. 
Conclusions
In summary, we have considered some dynamical properties for a mixed Fermi accelerator model. In this model the space between the walls is divided in two different regions. One where the particle does not experience any dissipative force and another one where a dissipative force is present. A dimensionless parameter was introduced in order to control the size of the dissipative/non-dissipative region. In both studied cases, we noticed that the velocity of the particle decreases and it decays smoothly as the conservative region starts to be dominant. We prove that the decay of the velocity is linear for case (i) and exponential for case (ii). Numerical results support the theoretical approach. During the decay, the particle moves along corridors created by the stable manifolds of saddle points. Therefore we developed a systematic method to study the simplest one-dimensional case but with several possibilities where a particle can cross different fluid regions with different viscosity or drag force.
In terms of a possible connection with an experiment, we can suppose that there are two linear cavities connected by a hole. One cavity is at high temperature where thermal vibrations work like a perturbation to the boundary given (in the average) energy to the particle upon collisions. The other cavity is at low temperature and filled with gas to where the particle must cross losing energy along the trajectory. The ratio of the lengths of the two cavities controls the damping term. Changing a gas filling the cavity, let us say, by a much more dense one, drag force is changed therefore controlling also the drag coefficient. The dynamics of the particles in such a system can be described, at first approach, by the model discussed in this paper.
As a perspective of the study one can consider the dynamics of interacting particles (via collision for example) in the system therefore leading to a possible synchronization of motions. Due to the presence of the dissipation, the particles may reach different steady states, characterized by different attractors in the phase space. As the dissipation is varied, the steady states may change from stable to unstable (fixed points of sink type). Additionally, the decay of energy should depend on the shape of the manifolds. As the system is now composed by more than one particle, such manifolds may have extremely complicated forms.
