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In the space of piecewise smooth functions on a star graph, the question of the uniqueness
of the recovery of the differential operator of a boundary value problem from its spectral
characteristics is analyzed. The uniqueness of the recovery of the coefficient in a differential
expression and the constant in the boundary conditions of a boundary value problem from
spectral data is considered — a set of eigenvalues and a set of norms of the operator’s
eigenfunctions. The operator of the boundary value problem has a singularity generated
by the structure of the graph: differential expression is defined on the interior parts of
all the edges of the graph, and in the interior node of the graph, where the differential
expression loses its meaning, there is a generalized condition of Kirchhoff — the condition
of agreement (the condition of conjugating). A spectral approach is used, which is based
on the spectral properties of the elliptical operator: the analyticity of Green’s function of
the boundary value problem on the spectral parameter, spectral completeness and the basis
property of the set of its eigenfunctions in the space of square integrable function. The results
are the basis for solving inverse problems for evolutionary differential systems of parabolic
and hyperbolic types with distributed parameters on the network (graph), the elliptical part
of which contains coefficients to be determined. In problems of an applied nature, these are,
first of all, parameters that characterize the properties of the transfer of the solid environment
and describe the elastic properties of the process of deformation of the environment. The
approach mentioned above can also be applied to problems whose space variable is vector-
like and varies in a network-like domain.
Keywords: graph, differential operator, spectral characteristics, inverse spectral problem,
uniqueness solution.
Introduction. When studying the questions of the identification of heat-physical or
elastic characteristics of network-like industrial objects, one of the most important problem
is to identify unknown coefficients in the evolutionary differential equation, describing the
process of heat transfer or wave process in the considered constructions [1–6]. Within
the mathematical models of these processes, this problem is drawn up in the form of a
inverse problem of determining the coefficients of the evolutionary differential equation
along known data on the observed states of the process or other a priori information
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(data of transmitters fixing the states of the process or some of its manifestations). In
case, where the differential equation coefficients depend only on the space variable, we
naturally come to analyze the inverse spectral problem of the Sturm—Liouville type, based
on the spectral properties of the elliptical operator for the evolutionary equation with the
distributed parameters on the graph [2, 4, 7, 8]. In this case, the input information for the
inverse problem is spectral data: a set of eigenvalues and a set of norms of eigenfunctions.
Below are the conditions of the uniqueness of the inverse spectral problem of the
Sturm—Liouville type with distributed parameters on the graph-star and recommendations
given for the case of analysis of the inverse spectral problem on the graph-tree.
Setting of a problem, the basic statement. We adhere to the concepts and
designations accepted in the works [9–12], and as well use statement of work [9, 11, 12],
touching upon the spectral properties of a elliptical operator with distributed parameters
on a graph-star.
We denote by Γ a geometric graph-star with ribs γk (k = 1, m) and a node ξ. Each
edge γk (k = 1, m− 1) is parameterized by a section [0, π/2] and edge γm is parameterized
by a section [π/2, π], in addition, the orientation on the edges is set by these segments.
The spectral problem for functions y(x) ∈ C(Γ) ∩ C2[Γ] is determined by a set of
equations
−y′′ + q(x)y = λy, x ∈ γk (k = 1, m), (1)
on the edges γk with fixed parametrization, equation
−y′(π/2)γm +
m−1∑
k=1
y′(π/2)γk = 0 (2)
in the node ξ and the boundary conditions
y′(0)γk − hy(0)γk = 0 (k = 1, m− 1), y′(π)γm + Hy(π)γm = 0. (3)
Where λ is the spectral parameter, q(x), h, H(H > 0) are real, q(x) ∈ C(Γ) and q(x)γ1 =
q(x)γ2 = ... = q(x)γm−1 (this representation of the function q(x) essentially simplifies
the technical calculations and does not affect essentially on the study); the symbol θ(x)γ
meant a narrowing of the function θ(x) on the edge γ. Ratios (1), (2) call the equation on
the graph Γ.
In the future, we will be necessary the equation that take place for functions z(x) ∈
C1[0, π] ∩C2(0, π):
−z′′ + Q(x)z = λz, (4)
where
Q(x) = q(x)γ1 , x ∈ [0, π/2),
Q(x) = q(x)γm , x ∈ [π/2, π]. (5)
The solution of the equation (4) will be called any function z(x) ∈ C1[0, π]∩C2(0, π)
that satisfies the ratio (4), (5).
Here’s the following statement [9].
Theorem 1. For any number z0, z′0 the equation (4) has the only solution z(x, λ) ∈
C1[0, π]∩C2(0, π) satisfying the conditions z(0, λ) = z0, z′(0, λ) = z′0, which for each fixed
x ∈ [0, π] is a entire analytical function by λ.
Definition. The reverse problem for the system (1)–(3) is to restore potential q(x) and
coefficients h, H according to some information about the spectral data of the boundary-
value problem (1)–(3).
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The concept of spectral data of the boundary-value problem (1)–(3) includes the set of
its eigenvalues and norms of eigenfunctions of this problem.
Let functions μ(x, λ), η(x, λ) ∈ C1[0, π] ∩ C2(0, π) are equation solutions (4) that
satisfy the initial conditions μ (π/2, λ) = 1, μ′(π/2, λ) = 0, η(π/2, λ) = 0, η′(π/2, λ) = 1,
and functions u(x, λ), v(x, λ) ∈ C1[0, π] ∩ C2(0, π) are the solutions to the equation (4)
with initial conditions u(0, λ) = 1, u′(0, λ) = h, v(π, λ) = 1, v′(π, λ) = −H . By virtue of
the theorem 1 with each fixed λ function u (x, λ) , v (x, λ) are a entire analytical function
by λ. Next, let’s look at two systems of function {ϕk (x, λ)}m1 and {ϕ̂k (x, λ)}m1 :
ϕk(x, λ)
(k=1,m−1)
=
⎧⎨⎩
u (π/2, λ)μ (x, λ) , x ∈ γi (i = 1, m− 1, i = k),
u(x, λ), x ∈ γk,
u (x, λ) , x ∈ γm,
ϕm (x, λ) =
⎧⎨⎩
v (x, λ) , x ∈ γ1,
v (π/2, λ)μ (x, λ) , x ∈ γi (i = 2, m− 1),
v (x, λ) , x ∈ γm;
(6)
ϕ̂1 (x, λ) =
{
u (x, λ) , x ∈ γi
(
i = 1, m− 1),
(m− 1)u′(π/2, λ)η (x, λ) + u(π/2, λ)μ (x, λ) , x ∈ γm,
ϕ̂k (x, λ)
(k=2,m−1)
=
{
u′ (π/2, λ) η (x, λ) , x ∈ γ1,
−δkiu′(π/2, λ)η (x, λ) , x ∈ γi (i = 2, m),
ϕ̂m (x, λ) =
{
v′(π/2,λ)
m−1 η (x, λ) + v(π/2, λ)μ(x, λ), x ∈ γi (i = 1, m− 1),
v (x, λ) , x ∈ γm.
(7)
Obviously, functions ϕk (x, λ) , ϕ̂k (x, λ)
(
k = 1, m
)
are the solutions of the equations (1),
(2) and satisfy the following boundary conditions:
ϕ′k(0, λ)γk − hϕk(0, λ)γk = 0 (k = 1, m− 1), ϕ′m(π, λ)γm + Hϕm(π, λ)γm = 0,
ϕ̂′1(0, λ)γ1 − hϕ̂1(0, λ)γ1 = 0, ϕ̂′k(π, λ)γk + Hϕ̂k(π, λ)γk = 0 (k = 2, m).
Lemma. Systems {ϕk (x, λ)}m1 and {ϕ̂k (x, λ)}m1 form linearly independent systems
of solutions to the equations (1), (2): variety of solutions to the equations (1), (2) n-dimen-
sionally, any solution to the equations (1), (2) is a linear combination of functions (6) or
functions (7).
The system of function {ϕ̂k (x, λ)}m1 is convenient under describing the system of
eigenfunctions, the system {ϕk (x, λ)}m1 to construct the Green’s function of boundary
value problem (1)–(3).
Let D (λ) = (m − 1)u′(π/2, λ)v(π/2, λ) − u(π/2, λ)v′(π/2, λ). We denote by Ω a lot
of eigenvalue of the boundary value problem (1)–(3) and let Ω′, Ω′′, Ω′′′ is the sets of real
numbers λ: Ω′ = {λ : D(λ) = 0, u(π/2, λ) = 0}, Ω′′ = {λ : D(λ) = 0, u(π/2, λ) = 0},
Ω′′′ = {λ : D(λ) = 0, u(π/2, λ) = 0}.
Theorem 2. Eigenvalues and eigenfunctions of the boundary value problem (1)–(3)
are real. Eigenfunctions that correspond to different eigenvalues are orthogonal in L2 (Γ) .
There is a ratio
Ω = Ω′ ∪Ω′′ ∪ Ω′′′
(Ω′, Ω′′, Ω′′′ do not have common elements), in addition: 1) if eigenvalue λn = λ′n ∈ Ω′,
then it is simple; 2) if λn = λ′′n ∈ Ω′′, his multiplicity is equal m− 1; 3) if λn = λ′′′n ∈ Ω′′′,
his multiplicity is m− 2.
The formulated theorem is a special case of the theorem 4 of the work [9].
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Beginning which the statements of theorem 2, we will assume: {λn}n0 if sequence
of eigenvalue of the boundary value problem (1)–(3), {ϕ (x, λn)}n0 its corresponding
orthogonal system of eigenfunctions. In addition, the eigenvalues are ordered by the
increase of their modules and every eigenvalue in the sequence {λn}n0 is repeated as
many times as it corresponds to the linearly independent eigenfunctions.
The asymptomatic behavior of the functions that define the linearly independent
systems of solutions of the equations (1), (2) in a complex λ-plane of spectral parameter,
is set by analogy with the reasoning of the work [9, theorem 6]. Let λ = ρ2, τ = Im ρ and
Gδ = {ρ : |ρ− k|  δ > 0, k = 0, 1, 2, ...}.
Theorem 3. The following asymptomatic formulas are correct for |ρ| → +∞:
μ(x, λ) = cos ρ(π
2 − x) + O
(
exp(|τ |x)
|ρ|
)
,
μ′(x, λ) = ρ sinρ(π2 − x) + O (exp(|τ |x)) ,
η(x, λ) = − 1ρ sin ρ(π2 − x) + O
(
exp(|τ |x)
|ρ|2
)
,
η′(x, λ) = cos ρ(π2 − x) + O
(
exp(|τ |x)
|ρ|
)
,
u(x, λ) = cos ρx + O
(
exp(|τ |x)
|ρ|
)
,
u′(x, λ) = −ρ sinρx + O (exp(|τ |x)) ,
v(x, λ) = cos ρ(π − x) + O
(
exp(|τ |x)
|ρ|
)
,
v′(x, λ) = ρ sinρ(π − x) + O (exp(|τ |x)) ,
ϕk (x, λ)
(k=1,m−1)
=
⎧⎪⎨⎪⎩
cos ρπ2 cos ρ
(
π
2 − x
)
, x ∈ γi,
(i=1,m−1, i	=k)
cos ρx, x ∈ γk,
cos ρx, x ∈ γm,
+ O
(
exp(|τ |x)
|ρ|
)
,
ϕm (x, λ) =
⎧⎪⎨⎪⎩
cos ρ(π − x), x ∈ γ1,
cos ρπ2 cos ρ(
π
2 − x), x ∈ γi,
(i=2,m−1)
cos ρ (π − x) , x ∈ γm,
+ O
(
exp(|τ |x)
|ρ|
)
,
ϕ′k (x, λ)
(k=1,m−1)
=
⎧⎪⎨⎪⎩
ρ cosρπ2 sin ρ(
π
2 − x), x ∈ γi,
(i=1,m−1, i	=k)
−ρ sinρx, x ∈ γk,
−ρ sinρx, x ∈ γm,
+ O (exp(|τ |x)) ,
ϕ′m (x, λ) =
⎧⎪⎨⎪⎩
ρ sinρ (π − x) , x ∈ γ1,
ρ cosρπ2 sin ρ(
π
2 − x), x ∈ γi,
(i=2,m−1)
ρ sinρ (π − x) , x ∈ γm,
+ O (exp(|τ |x)) ,
Δk (λ) = ρ sinρπ
{
1/2, k = 2, m− 1,
1, k = 1, m, + O (exp(|τ |x)) , ρ ∈ Gδ,
D(λ) = − 12mρ sinρπ + O (exp(|τ |x)) , ρ ∈ Gδ.
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Next, the set Ω can be written in the form Ω = Ω1∪Ω2, Ω1 = Ω′∪Ω′′, Ω2 = Ω′′∪Ω′′′.
Every from set Ω contain a infinite set of eigenvalues {λn}n0,  = 1, 2.
Theorem 4. The function D(λ) is uniquely defined by a set of eigenvalues {λ1n}n0
(λ1n ∈ Ω1):
D(λ) =
mπ
2
(λ10 − λ)
∞∏
n=1
λ1n − λ
n2
. (8)
Proof. The function D(λ) is a entire function by λ of order 12 and, consequently,
according to the Hadamard’s theorem D(λ) is uniquely defined by their zeros {λ1n}n0
with precision to a constant multiplier:
D(λ) = C
∞∏
n=1
(
1− λ
λ1n
)
(case D(0) = 0 can be avoided by shifting the spectrum of the boundary value problem
(1)–(3)). We’ll consider the function
D∗(λ) = −ρ sinρπ = −λπ
∞∏
n=1
(
1− λ
n2
)
,
then
D(λ)
D∗(λ)
= C
λ− λ10
λ10πλ
∞∏
n=1
n2
λ1n
∞∏
n=1
(
1 +
λ1n − n2
n2 − λ
)
.
Constant C is determined when passage to the limit in the last ratio at λ→ −∞:
C = πλ10
m
2
∞∏
n=1
λ1n
n2
,
which leads to (8).
R e m a r k 1. Similarly, it is shown that a function u(π2 , λ) is uniquely defined by
a set of eigenvalues {λ2n}n0 (λ2n ∈ Ω2).
Let’s define on functions y(x) ∈ C2[Γ] a generalized differential expression of ratios:
Λy =
⎧⎨⎩
−y′′ + q(x)y, x ∈ γk (k = 1, m),
y′(π/2)γm −
m−1∑
k=1
y′(π/2)γk , x ∈ ξ (x = π/2).
The Green’s function of the boundary value problem (1)–(3) we shall call a function
G (x, t, λ) such that the solution of a problem Λy − λy = f(x) that meets the boundary
conditions (3), in any function f(x) can be presented in the form
y(x, λ) =
∫
Γ
G(x, t, λ)f(t)dt.
Let
δ(λ) = 〈u(x, λ), v(x, λ)〉 =
∣∣∣∣ u(π/2, λ) v(π/2, λ)u′(π/2, λ) v′(π/2, λ)
∣∣∣∣ ,
Δk(λ) = 〈ϕk(x, λ), ϕm(x, λ)〉γk (k = 1, m− 1),
Δm(λ) = 〈ϕ1(x, λ), ϕm(x, λ)〉γm .
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Accordingly to with the views (6) functions ϕk(x, λ) we have
Δ1(λ) = δ(λ), Δk(λ) = −v(π/2, λ)u′(π/2, λ) (k = 2, m− 1)
and because the functions ϕ1(x, λ), ϕm(x, λ) satisfy the conditions of agreement (2) in the
node ξ, then
Δm(λ) = 〈u(x, λ), v(x, λ)〉x=π/2 = δ(λ).
Let’s G (x, t, λ) determine the ratio G (x, t, λ) = G0 (x, t, λ) + g (x, λ), where
G0(x, t, λ) = δikΔk(λ)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
{
ϕk (x, λ) ϕm (t, λ) , x  t,
ϕk (t, λ)ϕm (x, λ) , t  x,
x ∈ γk
(k=1,m−1)
, t ∈ γi
(i=1,m)
,{
ϕ1 (x, λ)ϕm (t, λ) , x  t,
ϕ1 (t, λ)ϕm (x, λ) , t  x,
x ∈ γk
(k=m)
, t ∈ γi
(i=1,m)
,
g(x, λ)γk = ckϕk(x, λ), k = 1, m,
and, granting the continuity of the solution y(x, λ) on Γ and the ratio (2) in the node ξ,
ck (k = 1, m) are defined as the solution of the system of linear algebraic equations
⎧⎪⎨⎪⎩
uk (π/2, λ) ck − v (π/2, λ) cm =
(k=1,m−1)
G0 (x, t, λ)x=π/2∈γm −G0 (x, t, λ)x=π/2∈γk ,
m−1∑
k=1
u′k (π/2, λ) ck − v′ (π/2, λ) cm = ∂G0∂x (x, t, λ)x=π/2∈γm −
m−1∑
k=1
∂G0
∂x (x, t, λ)x=π/2∈γk .
The determinant of system is equals [u(π/2, λ)]m−2D(λ); coefficients ck ≡ ck(t, λ), t ∈ Γ
(k = 1, m), granting the view Δk(λ) (k = 1, m), are determined by the following ratios:
under t ∈ γ1:
c1(t, λ) = − (m−2)v
2(π/2,λ)u′(π/2,λ)
Δ1(λ)u(π/2,λ)D(λ)
ϕ1(t, λ),
ck(t, λ) = − v(π/2,λ)u(π/2,λ)D(λ)ϕ1(t, λ) (k = 2, m− 1),
cm(t, λ) = − 1D(λ)ϕ1(t, λ),
under t ∈ γ2:
ck(t, λ) = − v(π/2,λ)u(π/2,λ)D(λ)ϕ2(t, λ) (k = 1, m− 1, k = 2),
c2(t, λ) = − v(π/2,λ)D̂(λ)Δ2(λ)u(π/2,λ)D(λ)ϕ2(t, λ),
cm(t, λ) = − 1D(λ)ϕ2(t, λ),
...
under t ∈ γm−1:
ck(t, λ) = − v(π/2,λ)u(π/2,λ)D(λ)ϕm−1(t, λ) (k = 1, m− 1, k = m− 2),
cm−2(t, λ) = − v(π/2,λ)D̂(λ)Δm−1(λ)u(π/2,λ)D(λ)ϕm−1(t, λ),
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cm(t, λ) = − 1D(λ)ϕm−1(t, λ),
under t ∈ γm:
ck(t, λ) = − 1D(λ)ϕm(t, λ) (k = 1, m− 1),
cm(t, λ) = − (m−2)u(π/2,λ)u
′(π/2,λ)
Δm(λ)D(λ)
ϕm(t, λ),
here D̂(λ) = (m− 2)u′(π/2, λ)v(π/2, λ) − u(π/2, λ)v′(π/2, λ).
Thus if λ not zero for [u(π/2, λ)]m−2D(λ), the Green’s function of the boundary value
problem (1)–(3) takes the form
G (x, t, λ) = G0 (x, t, λ) + ck (t, λ)ϕk (x, λ) , x ∈ γk
(
k = 1, m
)
. (9)
The continuity and symmetry of the function G (x, t, λ) (see (9)) by variables x, t ∈ Γ is
obvious.
Theorem 5. The system of eigenfunctions {ϕ (x, λn)}n0 of the boundary value
problem (1)–(3) is complete and forms a basis in space L2(Γ).
Proof of the theorem uses a view of solution of the boundary value problem (1)–(3)
using the Green’s function, where the right part of the equation (1) contain a arbitrary
completely continuous function f(x). In addition uses a contour integral method when
calculating it on extended contours. The full proof of the statement of the theorem is
presented in [9, theorem 7].
Next, get over to the proof of the main statement — the uniqueness of solution of the
inverse problem (1)–(3).
Let L(q(x), h, H) is the boundary value problem (1)–(3). Let’s agree that along
with the boundary value problem L(q(x), h, H) is consider the problem L(q̃(x), h̃, H̃) the
same form, but with other input data. If certain symbol χ means a object of problem
L(q(x), h, H), then symbol χ̃ will denote by a analogous object relating to the problem
L(q̃(x), h̃, H̃). From the theorem 4 follows that D(λ) = D̂(λ), u(π/2, λ) = ũ(π/2, λ). Let,
as above, {λn}n0 if a set of eigenvalues of the problem (1)–(3) and {ωn}n0 it corresponds
to the sequence ϕ(x, λn): ωn =
∫
Γ
ϕ2(x, λn)dx (n = 0, 1, ...).
Theorem 6. The inverse problem (1)–(3) has the unique solution: if the spectral
characteristics {λn}n0, {ωn}n0 of problems L(q(x), h, H) and L(q̃(x), h̃, H̃) coincide,
then L(q(x), h, H) = L(q̃(x), h̃, H̃), i. e. q(x) = q̃(x) almost everywhere on Γ and h =
h̃, H = H̃.
Proof. The approach used here belongs to N. Levinson. The approach based on the
contour integral method when calculating it on extended contours. In what follows the
method was improved, thanks first of all to fundamental work [8]. With evidence we rely
on the reasoning of theorems 7 and 8 work [9].
Let f (x) is arbitrary absolutely continuous on Γ function. We consider the function
Y (x, λ), x ∈ Γ, where
Y (x, λ)γ1 =
1
λ
⎧⎨⎩ 1Δ1(λ) (ϕm(x, λ)
x∫
0
[−ϕ̃′′1(t, λ) + q̃(t)ϕ̃1(t, λ)]f(t)dt +
+ ϕ1(x, λ)
π/2∫
x
[−ϕ̃′′m(t, λ) + q̃(t)ϕ̃m(t, λ)]f(t)dt−
Вестник СПбГУ. Прикладная математика. Информатика... 2020. Т. 16. Вып. 2 135
− (m− 2)u
′(π/2, λ)v2(π/2, λ)
u(π/2, λ)D(λ)
ϕ1 (x, λ)
∫
γ1
[−ϕ̃′′1(t, λ) + q̃(t)ϕ̃1(t, λ)]f(t)dt)−
− v(π/2, λ)
u(π/2, λ)D(λ)
ϕ1 (x, λ)
m−1∑
k=2
∫
γk
[−ϕ̃′′k (t, λ) + q̃ (t) ϕ̃k (t, λ)]f (t) dt−
− 1
D(λ)
ϕ1(x, λ)
∫
γm
[−ϕ̃′′m(t, λ) + q̃(t)ϕ̃m(t, λ)]f(t)dt
⎫⎬⎭ ,
Y (x, λ)γ2 =
1
λ
⎧⎪⎪⎨⎪⎪⎩−
v(π/2, λ)
u(π/2, λ)D(λ)
ϕ2(x, λ)
m−1∑
k=1
(k 	=2)
∫
γk
[−ϕ̃′′k(t, λ) + q̃(t)ϕ̃k(t, λ)]f(t)dt +
+
1
Δ2(λ)
(ϕm(x, λ)
x∫
0
[−ϕ̃′′2 (t, λ) + q̃(t)ϕ̃2(t, λ)]f(t)dt +
+ ϕ2(x, λ)
π/2∫
x
[−ϕ̃′′m(t, λ) + q̃(t)ϕ̃m(t, λ)]f(t)dt−
− v(π/2, λ)D̂(λ)
u(π/2, λ)D(λ)
ϕ2 (x, λ)
∫
γ2
[−ϕ̃′′2(t, λ) + q̃(t)ϕ̃2(t, λ)]f(t)dt)−
− 1
D(λ)
ϕ2 (x, λ)
∫
γm
[−ϕ̃′′m (t, λ) + q̃ (t) ϕ̃m (t, λ)]f (t) dt
⎫⎬⎭ ;
. . .
Y (x, λ)γm =
1
λ
⎧⎨⎩− 1D(λ)ϕm (x, λ)
m−1∑
k=1
∫
γk
[−ϕ̃′′k (t, λ) + q̃ (t) ϕ̃k (t, λ)]f (t) dt +
+
1
Δm(λ)
(ϕm(x, λ)
x∫
π/2
[−ϕ̃′′1(t, λ) + q̃(t)ϕ̃1(t, λ)]f(t)dt +
+ ϕ1(x, λ)
π∫
x
[−ϕ̃′′m(t, λ) + q̃(t)ϕ̃m(t, λ)]f(t)dt−
− (m− 2)u(π/2, λ)u
′(π/2, λ)
D(λ)
ϕm (x, λ)
∫
γm
[−ϕ̃′′m(t, λ) + q̃(t)ϕ̃m(t, λ)]f(t)dt)
⎫⎬⎭ ,
where, as above, Y (x, λ)γ is a narrowing on the edge γ.
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Considering the view (6) of functions ϕk (x, λ) in the form of function Y (x, λ), x ∈ Γ,
we will calculate the integrals by parts containing the second derivatives from ϕ̃k (x, λ):
Y (x, λ)Γ =
f (x)
λ
+
1
λ
(S1 (x, λ) + S2 (x, λ)) . (10)
In (10)
S1(x, λ)γ1 =
1
Δ1(λ)
⎧⎨⎩ϕm(x, λ)
x∫
0
ϕ̃′1(t, λ)f
′(t)dt +
+ ϕ1(x, λ)
π/2∫
x
ϕ̃′m(t, λ)f
′(t)dt − (m− 2)u
′(π/2, λ)v2(π/2, λ)
u(π/2, λ)D(λ)
ϕ1(x, λ)
∫
γ1
ϕ̃′1(t, λ)f
′(t)dt
⎫⎪⎬⎪⎭ −
− v(π/2, λ)
u(π/2, λ)D(λ)
ϕ1 (x, λ)
m−1∑
k=2
∫
γk
ϕ̃′k (t, λ) f
′(t)dt − 1
D(λ)
ϕ1 (x, λ)
∫
γm
ϕ̃′m (t, λ) f
′(t)dt,
S1(x, λ)γi
(i=2,m−1)
=
1
Δi(λ)
⎧⎨⎩ϕm(x, λ)
x∫
0
ϕ̃′i(t, λ)f
′(t)dt +
+ ϕ̃i(x, λ)
π/2∫
x
ϕ̃′m(t, λ)f
′(t)dt− v(π/2, λ)D̂(λ)
u(π/2, λ)D(λ)
ϕi(x, λ)
∫
γi
ϕ̃′i(t, λ)f
′(t)dt
⎫⎪⎬⎪⎭ −
− v(π/2, λ)
u(π/2, λ)D(λ)
ϕi (x, λ)
m−1∑
k=1
(k 	=i)
∫
γk
ϕ̃′k (t, λ) f
′(t)dt− 1
D(λ)
ϕi (x, λ)
∫
γm
ϕ̃′m (t, λ) f
′(t)dt,
S1(x, λ)γm =
1
Δm(λ)
⎧⎪⎨⎪⎩ϕm(x, λ)
x∫
π/2
ϕ̃′1(t, λ)f
′(t)dt +
+ ϕ̃1(x, λ)
π∫
x
ϕ̃′m(t, λ)f
′(t)dt − (m− 2)u(π/2, λ)u
′(π/2, λ)
D(λ)
ϕm(x, λ)
∫
γm
ϕ̃′m(t, λ)f
′(t)dt
⎫⎬⎭ −
− 1
D(λ)
ϕm (x, λ)
m−1∑
k=1
∫
γk
ϕ̃′k(t, λ)f
′(t)dt;
the function S2(x, λ)Γ is represented by the remaining summands Y (x, λ)Γ that do
not contain derivatives ϕ̃′k(t, λ) (k = 1, m). The asymptomatic formulas for functions
ϕ̃k(t, λ) (k = 1, m) are the same as those of functions ϕk(t, λ) (k = 1, m) (statements of
the theorem 3), therefore for the function S2(x, λ)Γ take place estimate
max
x∈Γ
|S2 (x, λ)|  C|ρ| , ρ ∈ Gδ, |ρ|  ρ
∗ (11)
under fixed δ > 0 and large enough ρ∗ > 0.
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We consider the function S1(x, λ)Γ. Let g (x) = f ′ (x), x ∈ Γ (derivatives in the node
ξ one-sided). Suppose at first that g (x) it is absolutely continuous on each of the edges
γk
(
k = 1, m
)
. Then integration by piece reduce S1 (x, λ) to a view containing only a
function g (x) under the derivative sign. Because of the asymptotic formulas by theorem 3
get a estimate (11):
max
x∈Γ
|S1 (x, λ)|  C|ρ| , ρ ∈ Gδ, |ρ|  ρ
∗.
Let now g (x) ∈ L(Γ). We will fix ε > 0 and choose a absolutely continuous function
so that ∫
Γ
|g(t)− gε(t)| dt < ε2C0 ,
where C0 = max
x∈Γ
sup
ρ∈Gδ
|S1 (x, λ)|. Then at ρ ∈ Gδ, ρ  ρ∗ we have
max
x∈Γ
|S1 (x, λ)|  max
x∈Γ
|S1 (x, λ, qε)|+ max
Γ
|S1 (x, λ; g − gε)|  ε/2 + C0/|ρ|.
Consequently, exist ρ0 > 0 so that max
Γ
|S1 (x, λ)|  ε when ρ > ρ0. Because of the
arbitrariness, we get
lim
|ρ|→∞
max
x∈Γ
|S1 (x, λ)| = 0, ρ ∈ Gδ. (12)
We consider the contour integral
IN (x) =
1
2πi
∫
RN
Y (x, λ) dλ, (13)
here RN =
{
λ : |λ| = (N + 1/2)2
}
, N  1, is the integer (counter-clockwise bypass).
From (12), (13) we get IN (x) = f (x) + εN (x), lim
N→∞
max
x∈Γ
|εN (x)| = 0.
On the other hand, you can calculate the integral IN (x) with the help of theorem of
residue:
Res
λ=λn
Y (x, λ)γ1 = lim
λ→λn
(λ− λn)
{
1
Δ1(λ)
(
ϕm(x, λ)
x∫
0
ϕ̃1(t, λ)f(t)dt +
+ ϕ1(x, λ)
π/2∫
x
ϕ̃m(t, λ)f(t)dt− (m− 2)u
′(π/2, λ)v2(π/2, λ)
u(π/2, λ)D(λ)
ϕ1 (x, λ)
∫
γ1
ϕ̃1(t, λ)f(t)dt
)
−
− v(π/2, λ)
u(π/2, λ)D(λ)
ϕ1 (x, λ)
m−1∑
k=2
∫
γk
ϕ̃k (t, λ) f (t) dt− 1
D(λ)
ϕ1 (x, λ)
∫
γm
ϕ̃m (t, λ) f (t) dt
}
,
Res
λ=λn
Y (x, λ)γ2 = lim
λ→λn
(λ− λn)
{
− v(π/2, λ)
u(π/2, λ)D(λ)
ϕ2(x, λ)
m−1∑
k=1
(k 	=2)
∫
γk
ϕ̃k(t, λ)f(t)dt +
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+
1
Δ2(λ)
(
ϕm(x, λ)
x∫
0
ϕ̃2(t, λ)f(t)dt + ϕ2(x, λ)
π/2∫
x
ϕ̃m(t, λ)f(t)dt−
− v(π/2, λ)D̂(λ)
u(π/2, λ)D(λ)
ϕ2 (x, λ)
∫
γ2
ϕ̃2(t, λ)f(t)dt
)
− 1
D(λ)
ϕ2 (x, λ)
∫
γm
ϕ̃m (t, λ) f (t) dt
}
,
. . .
Res
λ=λn
Y (x, λ)γm = lim
λ→λn
(λ− λn)
{
− 1
D(λ)
ϕm (x, λ)
m−1∑
k=1
∫
γk
ϕ̃k (t, λ) f (t) dt +
+
1
Δm(λ)
(
ϕm(x, λ)
x∫
π/2
ϕ̃1(t, λ)f(t)dt + ϕ1(x, λ)
π∫
x
ϕ̃m(t, λ)f(t)dt−
− (m− 2)u(π/2, λ)u
′(π/2, λ)
D(λ)
ϕm (x, λ)
∫
γm
ϕ̃m(t, λ)f(t)dt
)}
.
From the conditions of the theorem, as well taking into account the statements of the
theorem 5 and using the technique of transforms of expressions Res
λ=λn
Y (x, λ)γk , k = 1, m
(see proof of the theorem 8 of work [9]), we get
IN (x) =
N∑
n=1
1
αn
ϕ(x, λn)
∫
Γ
ϕ̃ (t, λn)f (t) dt,
it means
f(x) =
∞∑
n=1
1
αn
ϕ(x, λn)
∫
Γ
ϕ̃ (t, λn)f (t) dt,
here αn =
∫
Γ
ϕ2(t, λn)dt, λn ∈ Ω, ϕ(x, λn) is eigenfunction of the problem L(q(x), h, H),
ϕ̃ (t, λn) is eigenfunction of the problem L(q̃(x), h̃, H̃). Together with basis property of
{ϕ(x, λn)}n0 in L2(Γ) we have
∫
Γ
(ϕ (t, λn) − ϕ̃ (t, λn))f (t) dt = 0. By virtue of the
arbitrariness of the function f(x), we conclude that ϕ (t, λn) = ϕ̃ (t, λn) at all n  0
and x ∈ Γ. Consequently, q(x) = q̃(x) almost everywhere on Γ and h = h̃, H = H̃. The
theorem 6 is proven.
R e m a r k 2. The results of the study will not change if the boundary conditions (3)
are replaced by the terms of Dirichlet y(0)γk = 0 (k = 1, m− 1), y(π)γm = 0.
The totality of the results of the work [2] (inverse problem with distributed parameters
on the simplest graph) and this work, indicates the path of analysis of the inverse spectral
problem with distributed parameters on a arbitrary graph. This path is based on the
results of one of the authors of the article using the so-called “gluing method” of the
linearly independent solutions of differential equations, defined on the subgraphs of this
graph [11, 12].
Example. In the capacity of a illustration of the results we turn our attention to
question the restoration of elastic characteristics by a “mast-stretching” antenna design
with one stretching strengthening node to the body of the mast [10, 13]. In addition, the
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mast fragment, which is above the stretching strengthening node, has a mass much smaller
than the mass of the rest of the mast, that makes it possible to neglect it in a mathematical
description of the process of vibrations of the mast system. If this circumstance is taken
into account, then mast fragment above the stretching strengthening node is interpreted
as a mass concentrated in the node equal to the mass of that fragment. The mast fragment
below the stretching strengthening node experience longitudinal vibrations, and stretching
are transverse vibrations.
Let the variety Γ is a graph-star with edges γk (k = 1, m) and a node ξ; each edge
γk (k = 1, m− 1) is parameterized by a section [0, /2], a rib γm is a section [/2, ]. The
mathematical model of the vibrating process of the mast system is the initial-boundary
value problem for the function u(ζ, t), (ζ, t) ∈ Γ× [0, T ] consisting of m equations
∂2u
∂t2
(ζ, t) =
∂2u
∂ζ2
(ζ, t)− q(ζ)u(ζ, t). (14)
On every edge γk (k = 1, m), ratios
u(/2, t)γk = u(/2, t)γm ,
m−1∑
k=1
∂u(/2, t)γk
∂ζ
=
∂u(/2, t)γm
∂ζ
, (15)
in node ξ, initial and boundary conditions
u(ζ, 0) = τ(ζ),
∂u
∂t
(ζ, 0) = τ̂(ζ), (16)
∂u
∂ζ
(0, t)γk − hku(0, t)k = 0,
∂u
∂ζ
(, t) + Hu(, t) = 0 (17)
(function q(x) describes the elastic characteristics of antenna fragments, function τ(ζ)
and τ̂ (ζ) determine the initial conditions of the vibrational process, constants h and
H characterize the conditions of the stretching strengthening node and body antenna,
respectively).
The inverse problem for the system (14)–(17) is to determine the parameters
q(x), h и H , that characterizes the elastic properties of a “mast-stretching” antenna
design. The application of the Fourier method to the problem (14)–(17) and consequent
transformations analogous to the transformations of Liouville reduce to a inverse spectral
problem (1)–(3) on the graph-star Γ.
Conclusion. The paper considers the possibility of restoring the Sturm—Liouville
operator with distributed parameters on the graph-star on spectral characteristics, using
the classic results of the inverse spectral problems [8]. This approach differs essentially from
the approaches of the work [3, 4, 7], which use methods of the theory of boundary control
of differential systems. The conditions for the uniqueness solution of the inverse spectral
problem on the graph-star are obtained and a example is given, illustrating the use of the
obtained results in solving inverse problems for evolutionary equations with distributed
parameters on the graph. It should be noted that the obtained results supplement and
develop the ideas and research presented in the work [8] when analyzing the inverse problem
for the parabolic type equation with distributed parameters on the simplest graph. These
and the obtained results indicate the way in which the inverse spectral problems with
distributed parameters on arbitrary graph are analyzed. Recent results in the direction
of analysis evolutionary systems in network-like domains [14–20] and analysis dynamic
systems [21–26] allow the results of this work to be used in the construction of stabilizing
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control effects in complex-joint constructions. It should also be noted that the approach
to the analysis of relay control system presented in [27] allow partial use of the results of
this work.
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В пространстве кусочно-гладких на графе-звезде функций изучается вопрос единствен-
ности восстановления дифференциального оператора краевой задачи по его спектраль-
ным характеристикам, т. е. рассматривается задача единственности восстановления
коэффициента в дифференциальном выражении и постоянных в краевых условиях
краевой задачи по спектральным данным — множеству собственных значений и мно-
жеству норм собственных функций оператора. Особенность оператора краевой задачи
порождена структурой графа: дифференциальное выражение определено на внутрен-
них частях всех ребер графа, а во внутреннем узле графа, где оно теряет смысл, имеет
место обобщенное условие Кирхгофа — условие согласования (условие сопряжения).
Используется спектральный подход, базирующийся на спектральных свойствах эллип-
тического оператора: аналитичность функции Грина краевой задачи по спектральному
параметру, спектральная полнота и базисность множества собственных функций в про-
странстве интегрируемых с квадратом функций. Полученные результаты являются ос-
новой при решении обратных задач для эволюционных дифференциальных систем па-
раболического и гиперболического типов с распределенными параметрами на сети (гра-
фе), эллиптическая часть которых содержит коэффициенты, подлежащие определению.
В задачах прикладного характера это прежде всего параметры, характеризующие свой-
ства переноса сплошной среды и описывающие упругие свойства процесса деформации
среды. Рассмотренный подход может быть применим и к задачам, пространственная пе-
ременная которых есть векторная величина, изменяющаяся на сетеподобной области.
Ключевые слова: граф, дифференциальный оператор, спектральные характеристики,
обратная спектральная задача, единственность решения.
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