If K (t) are sets of admissible solutions in parametric programs then it is natural to ask about the Lipschitz-like property and the lower semi-continuity of the multifunction. Answers to this question are related to the problem of the continuity or Lipschitz continuity of the value function, namely having the lower semi-continuity of K (·) we get the upper semi-continuity of the function easily and the Lipschitz-like property of K (·) leads to the Lipschitz-continuity of it. Herein sufficient conditions to get these properties of the polyhedral multifunction of admissible solutions are given in terms of the lower limit of the Hoffman constant. It is shown that the multifunction is Lipschitz-like at these parameters at which the lower limit of the Hoffman constant are positive.
Introduction
Let (X, · ) be a real Banach space and X * be its topological dual. For a set I of indices, a metric space (T, d T ) and mappings a * i : T → X * and b i : T → R, i ∈ I , we study the following inequality system
where ·, · refers to the pairing between X and X * . This system is viewed as depending on the parameter t ∈ T , so for each t ∈ T , let K (t) be the (possibly empty) set of solutions to (1) with respect to x. We are interested in a local behavior of the multifunction K : T ⇒ X around a fixed element t 0 ∈ T . Our attention is mainly focused on conditions under which K is Lipschitz-like at t 0 , in the sense that there exist a neighborhood U 0 of t 0 and γ > 0 such that K (t ) ∩ B(0, r ) ⊂ K (t) + γ (r + 1)d T (t, t )B(0, 1), ∀t, t ∈ U 0 , ∀r > 0. (2) or K is lower semi-continuous at t 0 , i.e.
where B(0, r ) denotes the ball at 0 with radius r in X and lim inf t→t 0 stands for the lower limit of sets. These properties play a central role in parametric programming, we refer to [5] for several facts on the continuity of K (·). They allow to investigate the behavior and the properties of solution sets of optimization problems under variations of the describing parameters.
To be more precise, let us consider the following problem min x∈K (t)
where g : T × X → R is a given function, which is assumed to be convex in the second variable. Changing t over T , we will get a family of problems (P t ) whose values and sets of solutions are given, respectively, by
S(t) = {y ∈ K (t) : g(t, y) = min
where K (t) := {x ∈ X : g(t, x) ≤ 0}. The obtained function v is called value or marginal or cost function. The behavior of it is related to that of the solution sets S(t). In order to observe it let us indicate some links among K , S and v. For this reason fix t 0 ∈ T and suppose that g, a * i , b i are continuous. It is easy to observe that the following implication lower semi-continuity of K at t 0 and z n −→ z 0 , t n −→ t 0 , z n ∈ S(t n )∀n ∈ N ⇒ z 0 ∈ S(t 0 )
holds true, see also [5, Theorems 4.2.1 and 4.2.2] . Additionally, imposing a uniform compactness assumption on S(t) around t 0 and some continuity properties on g, a * i , b i , we have lower semi-continuity of v at t 0 as well as the following equivalence upper semicontinuity of S at t 0 ⇐⇒ upper semicontinuity of v at t 0 holds true. This fact is commonly known see [11, Theorem 5] or [6, Proposition 12] , we refer also to [18] . Of course to get v more smooth we have to assume more on involved functions, we refer to [20, 21] and the references therein for several facts on that.
We see that the lower semi-continuity of K (·) is essential to get the upper semi-continuity of v. Herein we provide it using the Hoffman constant. This constant is given by
, (7) where f (t, x) = sup i∈I [ a * i (t), x + b i (t)], K (t) := {x ∈ X : f (t, x) ≤ 0} see [10] , and inf ∅ := ∞. Many authors have presented and studied explicit representations of Hoffman constants, we refer to [3, 4, 6, 7, 10, [14] [15] [16] [17] 23, 28, 29] and references therein, see also [19] . In [7, Theorem 5.1] (under the assumption K (t) = ∅) it is shown that
where ∂ x f (t, x) is the Fenchel subdifferential of the convex function x → f (t, x) and
is the distance between 0 and ∂ x f (t, x) with respect to the norm of X * . Relation (8) is equivalent to the following one
obtained in [4] . This representation of the Hoffman constant allows us to use a subddifferential calculus to show that the inequality
entails the lower semi-continuity of K (·), see Theorem 5.1, or the Lipschitz continuity, see Theorem 5.2, thus (2) and (3) hold. Unfortunately, the function t → α f (t) is not lower semi-continuous even in simple cases, as it is shown in Sect. 3. It means that it is not enough to impose conditions preserving that α f (t 0 ) > 0 to get the positiveness of the lower limit at t 0 . The problem is much more complicated. In Sect. 4 we present conditions implying the positiveness whenever I is finite or denumerable. The case I is denumerable involves the Attouch technique of approximation of subgradients by "better" ones in getting the inequality, see Theorems 4.8 and 4.14. This technique can be used only in reflexive Banach spaces or more generally in weakly compactly generated Banach spaces. We do not know how to get this results in general Banach spaces, this is an open problem. Whenever I is finite or f can be expressed as the maximum of a finite number of affine functions, see [24] for some information on this technique, it is easier to evaluate the subdifferential ∂ x f (t, x), so (9) can be applied to get the inequality lim inf t→t 0 α f (t) > 0, see Example 4.2 and Proposition 4.5.
Let us also mention that whenever I is a finite set, K (t) = ∅ near t 0 , functionals a * i do not depend on t and at least one of them is different from zero, then lim inf t→t 0 α f (t) > 0, see Proposition 4.6 and Corollary 4.7 for details.
When we compare Proposition 4.5, Theorems 4.8 and 4.14 it turns out that they are of different nature. We present them in those miscellaneous forms in order to point out that there are several possibilities to preserve the positiveness of the limit lim inf t→t 0 α f (t) > 0 by examples. Of course there are possibilities to produce theorems like Proposition 4.5 in the reflexive or weakly compactly generated Banach space set up with denumerable families of affine mappings, and the reverse is also possible.
Finally we would like to thank the referee for his remarks, which eliminated some gaps in the presentation.
Properties of subgradients of convex functions
In this section several properties of lower semi-continuous functions defined on a real Banach space are recalled, we refer to [22] for the definition of lower semi-continuous proper convex function and their properties. When X is a Banach space then the weak topology is denoted by σ (X, X * ), the weak * topology by σ (X * , X ), we refer to [12] for the definitions of the weak topologies, weak convergence, weak * convergence and for the definition of the reflexive Banach space. The closed and the open unit balls of X are denoted by B andB.
The (Fenchel) subdifferential of a convex function f : X → R ∪ {∞} at a point x is the subset of the dual space X * given by
x is a point of the domain of f , where dom f := {u ∈ X : f (u) < ∞}, and the subdifferential is the emptyset otherwise.
It follows from this definition that for every ε > 0 the following assertions are equivalent
Either (10) or (11) ensures that x is an isolated minimum of f . Below we recall two results allowing us to approximate a subgradient of a convex function by subgradients of convex functions, which subgradients are easier to calculate. For this reason let us recall the notion of the Mosco convergence. In doing this we follow [2] , we refer also to [1] for more information on the Mosco convergence. Definition 2.1 Let X be a Banach space and f, f n : X −→ R ∪ {∞} for every n ∈ N. We say that f = Mosco − lim n−→∞ f n if the two following conditions are satisfied:
(S1) whenever {x n } ∞ n=1 is a sequence weakly convergent to x, then f (x) ≤ lim inf n−→∞ f n (x n ); (S2) for each x ∈ X there exists a sequence {x n } ∞ n=1 converging in norm to x for which f (x) = lim n−→∞ f n (x n ).
It is not difficult to notice that if { f n } ∞ n=1 is a nondecreasing sequence of lower semicontinuous convex functions and for every x ∈ X f (x) := lim n−→∞ f n (x), then (S1) and (S2) are satisfied.
First result concerning the approximations of subgradients by better ones is a consequence of the Attouch theorem (the necessity part), see [1] .
convex lower semi-continuos functions on a reflexive
Banach space X and f = Mosco − lim n−→∞ f n . For any x * ∈ ∂ f (x) there are sequences {x n } ⊂ X, {x * n } ⊂ X * such that a: lim n−→∞ x n = x, lim n−→∞ f n (x n ) = f (x); b: x * n ∈ ∂ f n (x n ) for every n ∈ N and x * = lim n−→∞ x * n .
We recall that a Banach space is WCG (weakly compactly generated) if there exists a weakly compact subset W of X that spans a dense linear space in X , one can always assume that W is convex, we refer to [8, 22] for detailed information on WCG spaces. Below we recall, see [25] , that if X is a weakly compactly generated Banach space and f = Mosco − lim n−→∞ f n , then for every (x,
and lim n−→∞ x * n , h = x * , h for every h ∈ X , we refer to [25] [26] [27] for more.
. Assume that f n : X −→ R ∪ {+∞} are lower semi-continuous convex functions such that:
there is an open nonempty subset U of X and a constant c ∈ R such that for every u ∈ U and n ∈ N we have f n (u) ≤ c.
Finally let us recall the Ekeland variational principle, see [9, 22] for more.
Examples of lower semi-continuity of admissible sets with the lack of lower semi-continuity of the error bounds
In this section three simple examples of parametric convex programs are presented, where the sets of the admissible solutions are lower semi-continuous with respect to parameter but the Hoffman constants are not lower semi-continuous. Thus the lower semi-continuity of the multifunction of admissible solutions may not be linked to the lower semi-continuity of the error bound function.
and for every
Let us observe that f is Lipschitz continuous on T × R and for every t the function f (t, ·) is convex, moreover
where ∂ x f (t, y) stands for the subdifferential of f with respect to the second variable at y, and
Thus α f (·) is not lower semi-continuous at 0 but K f (t) =] − ∞, 0] for every t ∈ T and K f (·) is lower semi-continuous on T . Below we provide another example, where the same phenomena occurs but the lower limit in (12) is equal to 0, hence we infer that the positiveness of the lower limit of the Hoffman constants is not necessary for the lower semi-continuity of the admissible sets of solutions. The second example is a slight modification of the first one, namely
Again α f (·) is not lower semi-continuous at 0 but K f (t) =] − ∞, 0] for every t ∈ T , so K f (·) is lower semi-continuous on T .
The third example is just to show that even assuming that
3} we do not have the lower semi-continuity of the error bounds, see also (19) in Remark 4.4
Again α f (·) is not lower semi-continuous at 0 but
Let us observe that all the examples can be rearranged to have f (t, ·) coercive, so the admissible sets would be bounded. For this reason it is enough to add a 4 (t) ≡ b 4 ≡ −1 and in the definition of f take the maximum from the four affine functions instead of the three, see Example 3.1.
The positiveness of the lower limits of the Hoffman constants
Throughout the paper let X be a real Banach space, T be a metric space, I be a nonempty set of indices and the family of mappings
and for every ≥ 0
where the infimum over the empty set is +∞.
We start with a simple observation that having 0 inside the interior of the subdifferential we get that the lower limit of the error bounds is positive, namely
x 0 ) = 0 and for some > 0 and every t ∈ T in some neighborhood of t 0 , say for every t ∈ U (t 0 ), we have
and
Proof For every x ∈ X and every t ∈ U (t 0 ) by the equivalence (10) ⇐⇒ (11) we have
In order to complete the proof let us observe that f (t, x 0 ) ≤ 0 for every t ∈ U (t 0 ). In fact, by (16) we have
x ∈ X \ {x 0 } can be considered when the values of the function are calculated, but then
y)) ≥ ( keep in mind that the infimum over the empty set is +∞).
Below we provide an example showing that whenever 0 is in the interior of the polyhedron generated by a finite family
then the assumptions of the above proposition are satisfied, where f is defined in (14) and cl * stands for the closure with respect to the weak * topology. Indeed, because of the equi-continuity of (a * i (·)), there exists a neighborhood U (t 0 ) of t 0 such that
Fix x ∈ X, t ∈ T such that K f (t) = ∅ and let ε ∈]0, ε 0 [ be arbitrary. For each z * ∈ conv {a * i (t 0 ) | i ∈ I (t 0 , 0, ε)}, there exist a finite subset J ⊂ I (t 0 , 0, ε) and non-negative numbers (λ i ) i∈J , i∈J λ i = 1, such that z * = i∈J λ i a * i (t 0 ). Then
The last inequality is also true for all z * ∈ B(0, 2δ) and hence f (t,
Since ε is arbitrary in ]0, ε 0 [, we have
Using the assumption that the mappings {b i (·) | i ∈ I (t, 0, ε 0 )} do not depend on t, we have f (t 0 , 0) = f (t, 0) for all t, and then
or equivalently
and this is exactly relation (15) . 
If the space X is a finite dimensional, I is finite, the mappings {a * i (·) | i ∈ I (t 0 , 0, 0)} are continuous at t 0 , then (17) implies (15) .
It is also easy to observe that assuming, similarly to [4] , that I is finite and for every subset
either (17) holds true or it does not hold but then (19) ensures
for some δ > 0 and a neighborhood of t 0 , say U (t 0 ).
It is natural to ask what happens if (15) does not hold. Below we give partial answers to this question whenever the set I is either finite or denumerable. In the Proposition below we assume only that sets of almost active constraints are finite. Proposition 4.5 Let us fix t 0 ∈ T and assume that for some > 0 and a neighborhood of t 0 , say U (t 0 ) ⊂ T , the sets y ∈K f (t)
are nonempty and finite for every t ∈ U (t 0 ). If for some δ > 0
where N (dom f (t, ·), y) is the normal cone to dom f (t, ·) at y, i.e.
Proof Let us fix t ∈ U (t 0 ) and y ∈ X such that f (t, y) ∈]0, ∞[ and ∂ x f (t, y) = ∅. Take u ∈ dom f (t, ·). By the lower semi-continuity and the convexity of f (t, ·) there is μ > 0 such that f (t, y+s(u−y)) ∈]0, ∞[ for every s ∈ [0, μ], hence the set s∈[0,μ] I (t, y+s(u−y), ) is finite. Because of the finiteness of I (t, y, ) and the continuity of f (t, ·) on the segment [y, u] we have I (t, y + s(u − y), ) ⊂ I (t, y, ), for s > 0 small enough. Indeed, if I (t, y + s n (u − y), ) \ I (t, y, ) = ∅ for every n ∈ N and some s n ↓ 0, then there is a subsequence (s n k ) k∈N such that
for some i 0 ∈ N and every k ∈ N (keep in mind that ∞ k=1 I (t, y + s n k (u − y), ) is finite). Hence I (t, y, ) , a contradiction. Thus I (t, y + s(u − y), ) ⊂ I (t, y, ), for s > 0 small enough. Take any x * ∈ ∂ x f (t, y) and observe that for s ∈]0, μ[ small enough we obtain
y, )}. Now applying the standard procedure, see for example [12, Theorem p . 87], we get ·) , y). Hence by the assumptions for every t ∈ U (t 0 ), y ∈ X with ∞ > f (t, y) > 0 we get (keep in mind that the distance from the empty set is ∞)
Observe that if the set defined in (20) is empty for some t ∈ U (t 0 ) then α f (t) = ∞, so (21) is satisfied.
In the proposition below we assume that I is a finite set, at least one of a * i is not equal to zero and all a * i do not depend on t. Before stating this result, let us set J := {E ⊂ I : (a * i ) i∈E are linearly independent}, and
For every u ∈ X and t ∈ T such that f (t, u) = 0 Farkas lemma (for cones) tells us that
Proposition 4.6 Suppose that X is a Hilbert space, I is a finite set, at least one of a * i is not equal to zero and all a * i do not depend on t. Then for each t ∈ T such that K f (t) = ∅, we have
Proof We use the same ideas as in the proof of [13, Theorem 4.1] . For the sake of the reader convenience, we give a detailed proof of the above proposition herein. Let us observe that the following inclusion holds true
Then, since (a * i ) i∈E are linearly independent, we have
is definite as in (9) . So using the equivalence (8)⇐⇒ (9), we get
The proof is then terminated if we show that for each
.
, not all equal to zero (because x = u), such that
If (a * i ) i∈I (t,u,0) are linearly independent then put E := I (t, u, 0) ∈ J and observe that for
then the result follows from (23) . So suppose there exist μ i ∈ R, i ∈ I (t, u, 0) , not all equal to zero such that
Hence for all s ∈ R i∈I (t,u,0)
Our problem is to find s ≥ 0 and i 0 ∈ I (t, u, 0) such that λ i 0 + sμ i 0 = 0 and λ i + sμ i ≥ 0 for i = i 0 . Set I 0 = {i ∈ I (t, u, 0) : μ i < 0} and suppose that I 0 = ∅. For all i ∈ I 0 ,
Then
By induction we show that x − u is a positive combination of linearly independent family of (a * i ) i∈E , with E ⊂ I (t, u, 0) , or equivalently, I (t, u, 0) ). Taking into account that equality can be expressed as two inequalities we obtain the following corollary of Proposition 4.6. 
In order to deal with the set of indexes I being denumerable, in fact it is enough to have that the set defined in (20) is at most countable, and to get (21) we need a more sophisticated tool. Namely, in what we do herein is employment of an approximate technique. We approximate subgradients of the convex function defined in (14) by subgradients of functions
which subdifferentials are possible to calculate explicitly. For this reason in the next theorem we use the Attouch theorem. The price for the use of the tool is the need to assume that the space is reflexive.
Theorem 4.8 Let X be a reflexive Banach space and t 0 ∈ T be fixed. Assume that for a given δ > 0 and a neighborhood of t 0 , say U(t 0 ) ⊂ T , for every t ∈ U (t 0 ) we are able to choose a nonempty denumerable subset I (t) ⊂ I such that
where p(t, y) := sup i∈I (t) a i (t) * , y + b i (t), and
Then α f (t) ≥ δ for every t ∈ U (t 0 ), so
For this purpose let us fix t ∈ U (t 0 ) and
and ∂ x f (t, y) = ∅. By the lower semi-continuity of f (t, ·) there is r > 0 such that f (t, u) > 0 for every u ∈ B(y, r ) . Let us assume that {i 1 , i 2 , . . .} = I (t) and define a sequence of convex functions f n : X −→ R as follows
For every n ∈ N and v ∈ B(y, r ) we have
so p(t, ·) + ψ B(y,r ) (·) is the Mosco limit of the sequence { f n + ψ B(y,r ) } and Theorem 2.2 can be applied to the sequence { f n + ψ B(y,r ) }, where ψ B(y,r ) is equal to 0 on the ball and +∞ outside the ball. Hence any subgradient x * ∈ ∂ x p(t, y) is the strong limit of subgradients of functions f n but for n large enough we get
and a * i (t), y + b i (t) > 0}, which by the assumptions implies
Let us fix x * ∈ ∂ x f (t, y). For any z ∈ X choose s z > 0 such that and hence x * ∈ ∂ x p(t, y), which by (26) implies
Consider the case K f (t) = ∅ and fix z ∈ dom f (t,
then α f (t) = ∞ and we are done). The set K f (t) is convex and closed, so by the reflexivity there is K f (t) ). For every s ∈]0, 1[ we have
, which by (7) implies
and f (t, w) ) and w * ≤ for some w * ∈ ∂ x f (t, w) , which contradicts the choice of . We conclude that in the case K f (t) = ∅ by (27) we get α f (t) ≥ δ.
If K f (t) = ∅ then f (t, u) > 0 for every u ∈ X , so either dom f (t, ·) = ∅ and α f (t) = ∞ or dom f (t, ·) = ∅ (in the latter case inf x∈X d(0, ∂ x f (t, x)) = 0). We exclude the latter case. For this aim fix ∈]0, δ 4 ]. By Theorem 2.4 there is w ∈ X such that
so f (t, w) ∈]0, inf u ∈K f (t) f (t, u) + 1[ and w * ≤ for some w * ∈ ∂ x f (t, w). Hence by (27) we get ≥ δ but it contradicts the choice of , so it is impossible that K f (t) = ∅ and dom f (t, ·) = ∅. Thus α f (t) ≥ δ for every t ∈ U (t 0 ) whenever K f (t) = ∅ or K f (t) = ∅, which implies the statements Let us observe that (25) is fulfilled whenever
see also Example 4.12. Of course having I denumerable we see that it is easy to check that implication (24) is satisfied (for example putting I (t) := I for all t ∈ T , see Theorem 4.11), so assumptions of Theorem 4.8 are not difficult to be verified in this case. Whenever X is assumed to be separable and the family {a * i (t) | i ∈ I } is bounded for every t ∈ T , then implication (24) is also valid, even when I is not denumerable, it is discussed in the Remark below. Let us observe that for the set I (t) implication (24) holds true whenever dom f (t, ·) = ∅.
In fact, we have 
is nonempty and denumerable and for every t ∈ U (t 0 ), dom f (t, ·) is closed and for some
Proof Put D(t) = dom f (t, ·) and fix t ∈ U (t 0 ) and y ∈ X such that ∞ > f (t, y) > 0 and ∂ x f (t, y) = ∅. By the lower semi-continuity of f (t, ·) there is r > 0 such that f (t, u) > 0 for every u ∈ B(y, r ). Let ε ∈]0, min(ε, r )[. Let us assume that {i 1 , i 2 , . . .} = u∈B(y,r ) I (t, u, ) and define a sequence of convex functions f n : X −→ R as follows
Then ( f n ) converges to some functionf ε on B(y, r ) such thatf ε (·) = f (t, ·) on D(t) ∩ B(y, r ). Sof ε (·) + ψ B(y,r )∩D(t) (·) is the Mosco limit of the sequence { f n + ψ B(y,r )∩D(t) } (the functions are convex and lower semi-continuous) and Theorem 2.2 can be applied to the sequence { f n + ψ B(y,r )∩D(t) }, where ψ C is equal to 0 on the set C and +∞ outside this set. Hence for any u ∈B(y, r ) ∩ D(t), any subgradient x * ∈ ∂[f ε + ψ D(t) }](u ) is a strong limit of subgradients (x * n ), with x * n ∈ ∂ f n (u ) + N (D(t) , u ) for all n, but N (D(t), u ) .
The assumptions of the theorem and the last inclusion ensure that x * n ≥ δ. As (x * n ) strongly converges to x * , we have x * ≥ δ and hence
Now, pick x * ∈ ∂ x f (t, y) or equivalently
Since for all u ∈ B(y, r ) ∩ D(t),
Thus,
Combining this relation with (28) , it follows that
x * ≥ δ and hence
It follows that
In the discrete case, i.e. I = N, the assumptions of Theorem 4.10 can be relaxed.
Theorem 4.11
Let X be a reflexive Banach space and t 0 ∈ T be fixed. Assume I = N and for some given neighborhood of t 0 , say U(t 0 ) ⊂ T , and for some δ > 0 the following inequality holds
Proof The proof is similar to the previous one by considering the sequence ( f n ), where
which converges to f (t, ·).
Let us also notice that the condition
is equivalent to
which in the reflexive Banach spaces is the same as
In Theorem 4.8 we use (29) in order to guarantee the positiveness of lower limit of error bounds. In a nonreflexive Banach space (30) implies (29) but the reverse is not always true. Of course we could use (30) in Theorem 4.8 instead of (29) and the result would be the same. However in nonreflexive Banach spaces it is not possible. In the next theorem we propose a result where (30) is used instead of (29) and the space is assumed to be weakly compactly generated. However as a price for that we have to assume the family of functions f (t, ·), t ∈ T consists of continuous functions. The continuity assumptions can be relaxed using a technical condition from [27] , for the sake of simplicity we do not do it-the interested reader can do it repeating the ideas. Let us start with an example illuminating (30).
Example 4.12
Let X be a Banach space and A ⊂ X * be a convex weak * closed subset such that 0 ∈ A, for example A := B(z * , r ), where z * > r, z * ∈ X * . Assume that for every t ∈ U (t 0 ) and y ∈ X we have {a * i (t) | i ∈ I, a * i (t), y + b i (t) > 0} ⊂ A, then (30) and (25) are satisfied for δ > 0 sufficiently small.
In the proof of the theorem below we need the property that whenever the interior of the domain is nonempty, i.e int dom f (t, ·) = ∅ then the Hoffman constant can be calculated in the interior of the domain, namely we have Proposition 4.13 For every t ∈ T such that int dom f (t, ·) = ∅ we have
Proof Assume that (31) does not hold, i.e. f (t, y) ).
Fix any z ∈ dom f (t, ·) \ K f (t), λ ∈]0, d(z, K f (t))[ and > 0 such that
Now let us apply Theorem 2.4 for the function p(·) := max{0, f (t, ·)}. There is u ∈ X such that u − z ≤ λ < d(z, K f (t)) and ∂ p(u) ∩ B(0, ) = ∅. Hence p(u) > 0 and ∂ p(u) = ∂ x f (t, u)), so ∂ x f (t, u)) ∩ B(0, ) = ∅, which contradicts the last inequality in (32). Theorem 4.14 Let X be a weakly compactly generated Banach space and t 0 ∈ T be fixed. Assume that for some > 0 and a neighborhood of t 0 , say U(t 0 ) ⊂ T , the sets int dom f (t, ·)
are nonempty for every t ∈ U (t 0 ) and the set y ∈K f (t) I (t, y, ) is nonempty and denumerable, and for some δ > 0
Then α f (t) ≥ δ for every t ∈ U (t 0 ), thus
Proof It follows from Proposition 4.13 that it is enough to show that for every t ∈ U (t 0 ), y ∈ int dom f (t, ·) \ K f (t) we have
For this reason let us fix t ∈ U (t 0 ) and y ∈ X such that y ∈ int dom f (t, ·) \ K f (t) (of course ∂ x f (t, y) = ∅). By the lower semi-continuity of f (t, ·) there is r > 0 such that B(y, r ) ⊂ int dom f (t, ·) \ K f (t) and f (t, ·) is bounded from the above on B(y, r ). Let us assume that {i 1 For every n ∈ N and v ∈ B(y, r ) we have
so f (t, ·) + ψ B(y,r ) (·) is the Mosco limit of the sequence { f n + ψ B(y,r ) }, where ψ B(y,r ) is equal to 0 on the ball and +∞ outside the ball and Theorem 2.3 can be applied (keep in mind that by the choice of y and the assumption int dom f (t, ·) = ∅ we have int dom f (t, ·) + ψ B(y,r ) (·) = ∅, which implies that the sequence { f n + ψ B(y,r ) } is uniformly bounded from the above). Hence any subgradient x * ∈ ∂ x f (t, y) is the weak * limit of a sequence of subgradients of f n 's but 
