In this paper, we consider denumerable state continuous time Markov decision processes with (possibly unbounded) transition and cost rates under average criterion. We present a set of conditions and prove the existence of both average cost optimal stationary policies and a solution of the average optimality equation under the conditions. The results in this paper are applied to an admission control queue model and controlled birth and death processes.
Introduction
Continuous time Markov decision processes (CTMDP) have received considerable attention because many optimization models are based on processes involving continuous time. Both average and discounted criteria in CTMDP are often used to determine optimal policies. In this paper, we consider denumerable state CTMDP with (possibly unbounded) transition rates and (possibly unbounded) cost rates under average criterion, which has only been discussed by Bather [2] as far as we know.
When the state space is finite, bounded solutions of the optimality equation (OE) for minimizing average cost and methods computing optimal policies have been investigated for CTMDP by Howard [10] , Miller [13] , Lembersky [12] , and many others. Since then, most work has focused on CTMDP with denumerable state space [11, 5, 18, 14] . Under the conditions of bounded reward rates and bounded transition rates, Kakuman [11] showed that if there exists a constant and bounded function satisfying the average reward OE, then any stationary policy determined by the OE is average reward optimal. If the difference defined as u Þ .i / = V Þ .i / − V Þ .0/, where rate q. j | i; a/. The goal of the decision maker is to choose a sequence of actions which causes the system to perform optimally with respect to some predetermined performance criterion V. So the model for this system can be denoted by a five-element tuple {S; .A.i /; i ∈ S/; r; q; V } having the following characteristics:
.i/ the state space S is denumerable;
.ii/ every available action space A.i / is a finite subset of an action space A; .iii/ the cost rate r is a bounded below function on K := {.i; a/ | i ∈ S; a ∈ A.i /}; .iv/ the transition rate q satisfies q. j | i; a/ ≥ 0, ∀i = j , a ∈ A.i /, i; j ∈ S and j∈S q. j | i; a/ = 0, i; j ∈ S, a ∈ A.i /; .v/ V is a discounted (or average) cost criterion which will be defined later.
For the average cost criterion defined with 'lim inf', it is not easy to extend the optimality property to the unbounded. So the treatment of Bather [2] is restricted to the class of all stationary policies F, that is, F = { f | f : i → f .i / ∈ A.i /; ∀i ∈ S}. As in [2] , we limit ourselves to the same class of policies F.
For any f ∈ F, let q i j . f / := q. j | i; f .i //, i; j ∈ S, r .i; f / := r .i; f .i //, i ∈ S, and Q. f / := .q i j . f //. The minimum transition matrix with respect to the
In order to determine a unique standard transition matrix with respect to Q. f /, and discuss Þ-discounted cost optimality, we make the following assumptions which are also essential to the coming discussion on average cost optimality. ASSUMPTION 1. There exist k non-negative functions w n , n=1; : : : ; k, such that .i/ for all i ∈ S and a ∈ A.i /, n=1; : : : ; k−1, j∈S q. j | i; a/w n . j / ≤ w n+1 .i /;
.ii/ for all i ∈ S and a ∈ A.i /, j∈S q.
where q j . f / := −q j j . f /, j ∈ S and every w n comes from Assumption 1.
ASSUMPTION A.
.i/ Assumptions 1 and 2 hold;
For the case of polynomial reward, Hou [8] presented the following condition which we denote (H-C).
H-C: There exist a function w ≥ 1 on S, positive constants b and M, an integer k ≥ 0, such that
n , for n = 1; : : : ; k.
Obviously, H-C is different from Assumption A. However, comparing Assumption A with H-C, we can obtain the following conclusions.
.ii/ If H-C holds and j∈S q.
.iii/ If H-C holds, q < ∞ and 
, n = 1; : : : ; k + 1. Then we can derive that Assumption 1 holds.
(ii) Under H-C, Assumption 1 is obviously valid if k = 0. Let k ≥ 1, then we have
Then we can obtain that Assumption 1 holds.
(iii) By part (i) and w ≥ 1, we can derive that part (iii) is valid.
(iv) Part (iv) obviously holds.
In fact, the main results and method presented in this paper have nothing in common with those presented in [8] .
Now we define the discounted and the average cost criteria and their optimal cost value functions, respectively, as follows: For any f ∈ F, i ∈ S and Þ > 0,
Similarly, we can define average cost optimal policies. REMARKS. 1. Under Assumptions 1 and 2, we know that the transition matrix with respect to Q. f / is unique and honest, denoted by P.t; f /. Hence we have P min .t; f / = P.t; f /, for any t ≥ 0, f ∈ F. Since the cost function r is bounded below, by the above definitions, we may assume r ≥ 0 without any loss.
2. Throughout this paper, we assume that every function on S is regarded as a vector and that any kind of operator on matrices and vectors corresponds to them on all components.
Discounted optimality
In this section we will prove the existence of discounted cost optimal policies and characterize the optimal discounted cost value V * Þ , which is essential in the following discussion on average cost optimality. LEMMA 1. If Assumption 1 holds, then for any f ∈ F and t > 0, 
.ii/ Assumption 1 holds, r ≤ W and q < ∞;
.iii/ for all i ∈ S ≡ {0; 1; : : : PROOF. Obviously, (i) is valid. By adding 1 to w k in Assumption 1, from Lemma 1, we obtain (ii). Part (iii) can be proved by applying Lemma 1. The calculation is straightforward, but lengthy, and we shall omit the details.
With Assumption A we can define
.ii/ for any Þ > 0, the quantity V *
Þ .i / .i ∈ S/ is a unique solution of the following OE within B.S/:
.iii/ for any Þ > 0, there must exist an Þ-discounted cost optimal policy f * Þ ; .iv/ a stationary policy f ∈ F is optimal if and only if it realizes the minimum on the right-hand side of (3.1).
PROOF. By [19, Theorems 2, 4 and 7] , we can obtain these conclusions. REMARK 3. Under Assumption A, Lemma 3 (i) means that the transition matrix with respect to Q. f / is unique, standard and honest, for any f ∈ F.
We take an arbitrary, but fixed, function m > 0 on S such that m.i / ≥ Q.i /, i ∈ S:
.i/ If we let u 0 := 0 and 
PROOF. (i) For
Then we have u n+1 = T u n , u n = T n 0, u n ≤ u n+1 , n ≥ 1. Based on Assumption A, by induction, we can obtain that, for any n ≥ 1,
Hence by the control convergence theorem and Lemma 3, and noting that every A.i / is finite, we have u = T u. Hence (i) is valid. To prove (ii), by (i), we need to prove that, for
By induction, when n = 0, (3.2) is obviously valid. Suppose (3.2) holds for n = N . With the denotation
Hence 
.iii/ there are a non-negative and decreasing sequence { j } and a positive integer u such that, for any a∈ A. j /, r . j; a/≥Q. j /h. j / j , whenever j ≥ū, and j∈S j =∞;
.iv/ there exist positive integersv ,w, constants
ASSUMPTION C. One of the following conditions holds:
To verify Assumption C, we have the following lemma. .ii/ for any f ∈F, there exists a function X . f /≥0 such that lim i →∞ X . f /.i /=∞ and Q. f /X . f / ≤ 0;
.iii/ for any f ∈ F, the process .P i j .t; f // is irreducible and recurrent positive, then Assumption C holds.
PROOF. Obviously, the conclusion is valid under Condition (i). By [1, Propositions 5.1.7 and 5.4.8 and Theorem 5.1.6], we then obtain this conclusion under Conditions (ii) or (iii).
LEMMA 6. For any f ∈ F, i ∈ S, we have
if there exist a function u bounded below and a constant g satisfying the equation 
.ii/ f * is an average cost optimal and satisfiesV . f Since f * is a limit point of { f * Þn }, there must exist a subsequence {Þ n } of {Þ n } such that lim n →∞ f * Þ n .i / = f * .i /, for i ∈ S. By Assumption B (ii) and (4.2), to take any a ∈ A.k 0 /, we have 
For any i ∈ S, since A.i / is finite, there must exist an integer N .i / > 0 and an action a
By the control convergence theorem, (4.4)-(4.6) and noting that A.i / is finite, for i ∈ S, we have
By (4.4) and (4.7), we have that (i) is valid.
(ii) First, we assume that j∈S
Obviously, we only need to consider j∈S ³ i j . f * /r . j; f * . j // < ∞. Since j∈S q. j | i; f * .i // = 0, and u * is bounded below, the components of u * may be increased by adding any constant without affecting the proof. So we may assume u * ≥ 0. From (4.1) and Lemma 6 (ii), we have that, for a large N > 0,
Choosing N >v and using Assumption B (iv), we can obtain
By Assumption B (ii), we can obtain k∈S q.k | j; f * . j //u * .k/ < ∞. So the first and last terms on the right-hand side of the above formula tend to zero as N → ∞.
To prove that lim inf N →∞
it is enough to show that, given ž > 0, there exist infinitely many values of N for which
Suppose, for contradiction, that we can find an integer l ≥ū such that
for N = lw; .l + 1/w; : : : . Then Assumption B (iii) shows that
for N = lw; .l + 1/w; : : : . It follows that k∈S
jw . Since { j } is a decreasing sequence and j∈S j = ∞, we have
So we have proved that
Similarly, we can prove g * ≤V . f; i /; f ∈ F. Second, if for some i ∈ S, f ∈ F, i j ³ i j . f / < 1, by Assumption C and Lemma 6, we haveV . f; i / = ∞ ≥ g * . Hence we havē
On the other hand, since g * = r .i; f
By (4.8) and (4.9), we havē
This means that (ii) is valid. Similarly, we can prove (iii).
Examples
In this section we will apply the results of previous sections to demonstrate the existence of optimal policies in two examples. One is an admission control queue model with unbounded cost and bounded transition rates. The other is controlled birth and death processes with unbounded cost and unbounded transition rates. EXAMPLE 1. We observe continuously an admission control model for a queuing system. The system behaves as a single-server queuing system M X =M=1. Let p k , k = 0; 1; : : : ; K < ∞, denote the arrival probability of k tasks, p k ≥ 0 and K k=0 p k = 1. The arrival rate of the system is ½. Let ¼ denote the exponential service rate of the system. At any arrival time, the controller decides whether to admit the arrival tasks. Rejected tasks are lost. Each accepted task generates a reward R. A non-decreasing function r .i / denotes the cost rate for serving i tasks. Let p > 0 denote the cost rate of serving a single task. Hence we have r .i / = pi . We formulate this model as continuous time Markov decision processes. The system state i denotes the number of tasks available for service in the system at any time (that is, the queue length). So S = {0; 1; 2; : : : }. For each i ∈ S, i ≥ 0, A.i / = {0; 1} with action 0 corresponding to rejecting and action 1 corresponding to accepting arrival tasks. The cost rate function r satisfies r .i; 0/ = r .i /, r .i; 1/ = r .i / − R½. By the definition of average criterion, the cost function r .i; a/ may be increased by adding any constant without affecting the discussion of the average optimality. So we may take that r .i; 0/ = r .i / + R½, r .i; 1/ = r .i /. The transition rates satisfy: q.0 | 0; 0/ = 0,
This model has the following properties:
.1/ Assumption A holds. In fact, we let w 1 .i /= pi + 1 + R½, w 2 .i /= p½. So we have
Hence we may take k 0 = 0 and thus u For this admission control queue model, there must exist an average cost optimal stationary policy. EXAMPLE 2. We consider controlled birth and death processes as follows: Let S = {0; 1; 2; : : :
Both cost and transition rates in this model are unbounded. Moreover, we can derive that: (1) Assumption A holds. We shall now verify this conclusion. Let w 1 .i / = .a 1 +b 1 /i 2 , i ∈ S. Then we have j∈S q. j | i; 0/w 1 . j / ≤ 0, i ∈ S; and j∈S q. j | 0; 1/w 1 Similarly, we can verify that the function Q R on S satisfies Assumption 1. Here R = w 1 + w 2 + w 3 . By Lemma 2, we can obtain that Assumption 2 holds. Obviously, R ≥ 1 and r ≤ R.
Combining Then we have that Assumptions B (iii) and B (iv) are valid. (6) Assumption C holds. In fact, this is obvious. Hence by (1), (5), (6) and Theorem 1, we have the following conclusion: For these controlled birth and death processes, there must exist an average cost optimal stationary policy.
