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It is nearly 20 years since the concept of a small-world network was first quantitatively defined,
by a combination of high clustering and short path length; and about 10 years since this metric
of complex network topology began to be widely applied to analysis of neuroimaging and other
neuroscience data as part of the rapid growth of the new field of connectomics. Here we review briefly
the foundational concepts of graph theoretical estimation and generation of small-world networks.
We take stock of some of the key developments in the field in the past decade and we consider in
some detail the implications of recent studies using high-resolution tract-tracing methods to map the
anatomical networks of the macaque and the mouse. In doing so, we draw attention to the important
methodological distinction between topological analysis of binary or unweighted graphs, which have
provided a popular but simple approach to brain network analysis in the past, and the topology of
weighted graphs, which retain more biologically relevant information and are more appropriate to
the increasingly sophisticated data on brain connectivity emerging from contemporary tract-tracing
and other imaging studies. We conclude by highlighting some possible future trends in the further
development of weighted small-worldness as part of a deeper and broader understanding of the
topology and the functional value of the strong and weak links between areas of mammalian cortex.
SMALL-WORLDS, WATTS AND STROGATZ
Small-worldness now seems to be a ubiquitous charac-
teristic of many complex systems; but its first, and still
most familiar, appearance was in the form of social net-
works. We know that as individual agents (nodes) in a
social network, we are connected by strong familial and
friendship ties (edges) to a relatively few people who are
likely also strongly connected to each other, forming a
social clique, family or tribe. Yet we also know that we
can travel far away from our tribal network, to physically
remote cultures and places, and sometimes be surprised
there to meet people – often “friends-of-friends” – who
are quite closely connected to our home tribe: “it’s a
small world”, we say. This common intuition was exper-
imentally investigated by Milgram, who asked people in
the mid-West of the US (Omaha, Nebraska) to forward
a letter addressed to an unknown individual in Boston
by posting it to the friend or acquaintance in their social
network that they thought might know someone else who
would know the addressee [1] (Fig. 1). It was discovered,
on average over multiple trials of this procedure, that
the letters successfully reaching Boston had been passed
through 6 intermediate postings, which was considered
much less than expected given the geographical distance
between source and target addresses. In the language of
graph theory, the characteristic path length of Milgram’s
social networks was short.
Famously, Watts & Strogatz (1998) [2] combined this
concept of path length (the minimum number of edges
needed to make a connection between nodes) with a mea-
sure of topological clustering or cliquishness of edges be-
tween nodes (Fig. 2). More formally, clustering measures
the probability that the nodes j and k, which are both di-
rectly connected to node i, are also directly connected to
each other; this is equivalent to measuring the proportion
of closed triangular 3-node motifs in a network [3]. Watts
& Strogatz (WS) explored the behaviour of path length
and clustering in a simple generative model (henceforth
the WS model) (Fig. 3). Starting with a binary lattice
network of N nodes each connected to the same num-
ber of nearest neighbors, by edges of identical weight
(unity), the WS model iteratively re-wires the lattice by
randomly deleting an existing edge, between nodes i and
j, and replacing it by a new edge between node i and
any node k 6= j. They found that as the probability of
random rewiring was incrementally increased from zero,
so that the original lattice was progressively randomised,
sparsely rewired networks demonstrated both high clus-
tering (like a lattice) and short path length (like a random
graph). By analogy to social networks, these algorithmi-
cally generated graphs were called small-world networks.
In addition to introducing this generative model, Watts
& Strogatz also showed how small-worldness could be es-
timated in naturally occurring networks [2]. The hybrid
combination of high clustering and short path length that
emerged in sparsely re-wired WS networks was proposed
as a general quantitative measure of small-worldness
(SW) in other networks. It was shown immediately that
a nervous system was among the real-world networks
that shared the SW pattern of topological organisation.
Using data on the synaptic and gap junction connectiv-
ity between all N = 302 neurons in the nervous system
of Caenorhabditis elegans [9], a binary undirected graph
was constructed representing each neuron as an iden-
tical node and each synapse (∼ 5000) or gap junction
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2(∼ 600) as an identical, unweighted and undirected edge
between nodes. This graph of about 5600 edges between
302 nodes was sparsely connected: only about 12% of
the maximum possible number of synaptic connections,
(N2 − N)/2 = 45, 451, actually existed. Compared to
a random graph of N nodes, C elegans had high clus-
tering Γ ∼ 5.6 and short path length Λ ∼ 1.18. Thus
the C. elegans connectome was small-world, in the same
quantitative sense as the networks generated by the WS
model at low re-wiring probabilities, less than 10%. But
note that does not necessarily mean that the C. elegans
connectome was biologically generated by the WS algo-
rithm of random rewiring of established connections (ax-
onal projections) between neurons. To put it another
way, the WS model can generate SW networks but not
all SW networks were generated by a WS model. (And
the WS model does not seem like a biologically plausible
generative model for brain networks [10–12].)
Small-world brain graphs
Following the small-world analysis of C elegans, pio-
neering topological studies of mammalian cortical net-
works used databases of tract-tracing experiments to
demonstrate that the cat and macaque inter-areal
anatomical networks shared similar small-world proper-
ties of short path length and high clustering [13, 14].
The first graph theoretical studies of neuroimaging data
demonstrated that large-scale inter-areal networks of
functional and structural connectivity in the human brain
also had small-world properties [15–17]. These and other
seminal discoveries were central to the emergence of con-
nectomics as a major growth point of network neuro-
science [18].
About 10 years ago, we reviewed these and other data
in support of the idea that the brain is a small world net-
work [19]. Here, we aim to take another look at the con-
cept of small-worldness, about one or two decades since it
was first formulated quantitatively and applied to brain
network analysis at microscopic and macroscopic scales
of anatomical resolution. First, we review some of the
key questions about small-worldness that have been a fo-
cus of work in the period 2006–2016; then we review the
technical evidence for small-worldness in high resolution
tract-tracing data from the macaque and the mouse; fi-
nally, we highlight some likely trends in the further evolu-
tion of small-worldness as part of a deeper understanding
of the topology of weighted brain graphs.
WHAT HAVE WE (NOT) LEARNT SINCE 2006?
We have learnt a lot about complex topological organ-
isation of nervous systems since 2006, as evidenced by
rapid growth in research articles, reviews and citations
related to“brain graphs” and “connectomes” [20–22]; by
the publication of several textbooks [23, 24]; and by the
recent launch of new specialist journals for network neu-
roscience [25]. This emerging field of brain topology
has grown much bigger than the foundational concept of
small-worldness. But what have we learnt more specifi-
cally about brain small-worldness since 2006, and what
do we still have to learn?
Universality
There is no doubt that small-worldness – the combi-
nation of non-random clustering with near-random path
length – has been very frequently reported across a
wide range of neuroscience studies. Small-world topol-
ogy has been highly replicated across multiple species
and scales from structural and functional MRI studies of
large scale brain networks in humans to multi-electrode
array recordings of cellular networks in cultures [26] and
intact animals [27]. It seems reasonable to conclude that
small-worldness is at least very common in network neu-
roscience; but is it a universal property of nervous sys-
tems? Universality is a strong claim and difficult to af-
firm conclusively. As Popper noted in his philosophy of
science by hypothetical refutation [28], the universal hy-
pothesis that “all swans are white” can only be affirmed
conclusively by a complete survey of every swan in the
world. Whereas it can be immediately and decisively re-
futed by the observation of a single black swan. Similarly,
the claim that all brains have small-world topology has
not yet been (and never will be) affirmed by a complete
connectomic mapping of every brain in the world. Some
apparent counter-examples of brain networks that do not
have small-world topology have been reported and de-
serve careful consideration as possible Popperian black
swans (see below). However, we can provisionally con-
clude that enough evidence has amassed to judge that
small-worldness is a nearly universal property of nervous
systems. Indeed it seems likely that brains are only one of
a large “universality class” of small-world networks com-
prising also many other non-neural or non-biological com-
plex systems. Such near-universality of small-worldness,
or any other brain network parameter, has a number of
implications.
First, near-universality implies self-similarity. If the
macro-scale inter-areal network of the human brain is
small-world, as is the micro-scale inter-neuronal network
of the worm or the fly, then we should expect also that the
micro-scale inter-neuronal network of the human brain
is small-world. Self-similarity of small-worldness would
be indexed by scale invariance of network path length
and clustering parameters as the anatomical resolution
“zooms in” from macro- to micro-scales. Although there
is abundant evidence for scaling, fractal or self-similar
statistics in many aspects of brain network topology [29–
31], experimental data do not yet exist that could support
a multi-scale, macro-to-micro analysis of small-worldness
(and other network properties) in the same (human or
mammalian) nervous system [32].
3Second, near-universality suggests some very general
selection pressures might be operative on the evolution
and development of nervous systems across scales and
species. This line of thinking has led to the formulation
of generative models that can simulate brain networks
by some probabilistic growth rule or genetic algorithm.
It has been found that simple generative models, that
add edges to a network based on the spatial distance and
the topological relationships between nodes, can recapit-
ulate small-worldness and many other properties of the
connectome on the basis of two (spatial and topological)
parameters [10–12]. This serves as a reminder that the
network phenotype of small-worldness can be generated
by many different mechanisms and the biological mecha-
nisms controlling formation of small-world properties in
brain networks currently remain unknown.
Third, and from a somewhat more controversial per-
spective, universality might seem tantamount to trivial-
ity. If the brain is everywhere small-world, and so are al-
most all other complex systems in real-life [19, 29, 33–35]
(for a few exceptions, see [36]), then what is the small-
worldness of the brain telling us that’s of any interest
specifically to neuroscience? There are two main an-
swers to this important question, as we discuss in more
detail below: (i) studies have recently succeeded in link-
ing network topological metrics to biological concepts,
like wiring cost [30, 37–39], and to biological phenotypes,
like neuronal density [40, 41] or gene expression [42? ?
]; and (ii) small-worldness is not the whole story of brain
network organisation [43].
Economical small-world networks
At the risk of stating the obvious, small-worldness is
a purely topological quantity that tells us nothing about
the physical layout of the nodes or edges that constitute
the graph [22, 30]. However, it is equally obvious that
brain networks are embedded in anatomical space [31,
38, 44? ]. Somehow the abstract, dimensionless topology
of small-worldness must be reconciled to the anatomy of
the brain. It turns out that the small-world topology of
brain networks is (almost) always economically embedded
in physical space [37, 45].
For both clustering and path length, the two topologi-
cal metrics combined in the hybrid small-world estimator,
there is a strong relationship with brain anatomical space
[30, 38, 39]. The edges between clustered nodes tend
to be shorter distance whereas the edges that mediate
topological short cuts tend to traverse longer anatom-
ical distances. Interpreting the Euclidean distance be-
tween brain regional nodes or neurons as a proxy for
the wiring cost, i.e., the total biological cost of build-
ing a physical connection and maintaining communica-
tion between nodes, it has been argued that the brain
is an economical small-world network [37, 46]. Econom-
ical in this sense does not simply mean parsimonious or
cheap; it is more closely related to the common-sense no-
tion of “value for money”. Topologically clustered nodes
are anatomically co-located and thereby nearly minimise
wiring cost. But small-world brain networks are not nat-
urally lattices and if they are computationally rewired
strictly to minimise wiring cost then brain networks are
topologically penalised, losing integrative capacity in-
dexed by increased characteristic path length and thus
reduced small-worldness scalar σ.
The economical idea is that brain networks have been
selected by the competition between a pressure to min-
imise biological cost versus a pressure to maximise topo-
logical integration. More formally,
Pi,j ∼ f(di,j)f(ki,j), (1)
the probability of a connection between nodes i and j,
Pi,j , is a product of: a function of the physical distance
in mm between nodes di,j - often used as a proxy for
wiring cost; and a function of the topological relationship
between nodes - ki,j .
Typically the functions of cost and topology are each
parameterised by a single parameter, for example, simple
exponential and power law functions. Several variants of
this approach have been published, exploring a range of
different topological relationships ki,j between nodes, for
example, clustering and homophily [10–12]. Economical
models can generally reproduce the small world proper-
ties of brain networks quite realistically: clustering and
path length are both increased as a function of the cost
parameter [47]. In other words, as the cost penalty be-
comes the dominant factor predicting the probability of
a connection between nodes, economical models gener-
ate increasingly lattice-like networks, with strong spatial
and topological clustering of connected nodes, approxi-
mating in the limit the minimal cost configuration of the
network. The emergence of more integrative network fea-
tures – such as hubs mediating many inter-modular con-
nections – typically depends on some degree of relaxation
of the cost penalty (reduced distance parameter) relative
to the parameter controlling the importance of (integra-
tive) topological relationships between nodes in predict-
ing their connectivity. Thus small world networks can
be generated by economical models for a certain range of
the two parameters controlling the competitive factors of
(wiring) cost and (topological) value.
Small-worldness is not the whole story
Before getting further into the details of small-
worldness, as we do below in relation to recent tract-
tracing results, it is important to acknowledge that the
specific metrics of path length Λ and clustering Γ intro-
duced by Watts & Strogatz [2], and the small-worldness
scalar derived from them σ = Γ/Λ [6], are a few global
topological metrics that have been of central importance
to the growth of complex network science generally. But
more than 15 years after the first discovery of small world
properties in brain networks, the field of connectomics
4now extends into many other areas of topological anal-
ysis. There is much important recent work on topologi-
cal properties like degree distribution and hubness [48],
modularity [49–55], core/periphery organisation [56–58],
controllability [59–61] and navigability [62] that are not
simply related to small-worldness. Outside neuroscience
there continues to be strong growth in the more general
field of network science [? ]. It is nothing like a complete
description of the brain to say it is small-world; we now
turn to a more technical discussion of the evidence for
small-worldness as a common property of nervous sys-
tems.
CHALLENGES TO SMALL-WORLDNESS
About 3–4 years ago, an important series of pa-
pers began to be published that could be regarded as
“black swans” refuting the general importance of small-
worldness in an understanding of brain networks [63–66]:
Previous studies of low density inter-areal
graphs and apparent small-world properties
are challenged by data that reveal high-
density cortical graphs in which economy of
connections is achieved by weight heterogene-
ity and distance-weight correlations. [64]
Recent connectomic tract tracing reveals
that, contrary to what was previously
thought, the cortical inter-areal network has
high density. This finding leads to a neces-
sary revision of the relevance of some of the
graph theoretical notions, such as the small
world property..., that have been claimed to
characterise the inter-areal cortical network.
[66]
These remarks carried weight because they were based on
sophisticated and highly sensitive measurements of mam-
malian cortical connectivity (Fig. 4). In each one of mul-
tiple carefully standardised experiments in the macaque
monkey, a fluorescent tracer was injected into a (tar-
get) cortical region where it was taken up by synaptic
terminals and actively transported to the cell bodies of
neurons projecting to the target region. When the ani-
mal’s brain was subsequently examined microscopically,
the retrograde transport of the tracer from the injection
site resulted in a fluorescent signal in the (source) regions
of cortex that were directly connected to the target re-
gion. The basic technology of anatomical tract-tracing
had been used by neuroanatomists since the late 20th
century; but in the first decades of the 21st century it
was possible to increase the scale and precision of the
measurements dramatically, enabling the construction of
connectivity matrices that summarised the strength or
weight of axonal projections between a large number of
cortical areas. These next-generation tract-tracing data
thus represented a new standard of knowledge about
mammalian cortical connectivity, that was more continu-
ously quantified than the binary or ordinal rating of con-
nectivity from traditional tract-tracing experiments [67],
and much less ambiguously related to the cellular sub-
strates of brain networks than the statistical measures of
functional connectivity [48, 68] and structural covariance
[69, 70] used to build graphs from human neuroimaging
data. It is clearly important to understand in some detail
how the topology of brain networks can be modelled in
contemporary tract-tracing data from the macaque (and
subsequently the mouse [39, 71]) and what these results
tell us about the small-worldness of brain networks.
Binary graphs
In general, a node represents a component of a system
and an edge represents a connection or interaction be-
tween two nodes. Mathematically, we can capture these
ideas with a graph G = (V, E) composed of a node set V
and an edge set E [78, 79]. We store this information in
an association or weight matrix W, whose ijth element
indicates the strength or weight wi,j of the edge between
node i and node j. A simple way of building a graph
from such an association matrix is to apply a threshold
τ to each element of the matrix, such that if wi,j ≥ τ
then an edge is drawn between the corresponding nodes,
but if wi,j < τ no edge is drawn [48]. This thresholding
operation thus binarizes the weight matrix and converts
the continuously variable edge weights to either 1 (supra-
threshold) or 0 (sub-threshold). It was on this basis that
almost all brain graphs were constructed in the 15 years
or so following the seminal small-world analysis of a bi-
nary graph representing the cellular connectome of C.
elegans [2]. Most of the neuroimaging evidence for small-
worldness in human brain networks, for example, is based
on analysis of binary graphs constructed by thresholding
a correlation coefficient or equivalent estimator of the
weight of functional or structural connectivity or struc-
tural covariance between regions i and j [80]. It is well
recognised that construction of binary graphs represents
an extreme simplification of brain networks; indeed a bi-
nary undirected graph of homogenous nodes is as simple
as it gets in graph theory [81]. However, this approach
has historically been preferred in neuroimaging because
of limited signal-to-noise ratio in the data [48].
By varying the threshold τ used to construct a binary
graph from a continuous weight matrix, the connection
density of the network is made denser or sparser. If the
threshold is low and many weak weights are added to the
graph as edges then the connection density will increase;
if the threshold is high and only the strongest weights
are represented as edges, then the connection density will
decrease. The connection density D is quantified by the
number of edges E in the graph as a proportion of the
total number of edges in a fully connected network of the
5same number of nodes N :
D =
E
N2 −N/2 (2)
Often, this proportion is translated into a percentage. In
many neuroimaging studies, the threshold is set to a large
value to control for the high levels of noise in MRI data,
resulting in connection densities in the range 5−30% [82].
In many of the first generation tract tracing studies, the
connectivity data were collected on a binary or ordinal
scale, and not all possible connections had been been
experimentally measured, so these data were naturally
modelled as binary graphs with connection densities ∼
30%, a value that was constrained by the completeness
and quality of the data [19].
The small-world topology of a binary brain graph is
defined by estimating two parameters in the data, path
length L and clustering C (Fig. 2A), and comparing each
of these observed parameters to their distributions under
a specified null model [6]. More specifically,
L =
1
N
∑
li,j (3)
is the global or characteristic path length, where li,j is
the shortest path (geodesic) between nodes i and j; and
C =
1
N
∑
ci,j (4)
is the global clustering coefficient, where ci,j is the num-
ber of closed triangular motifs including node i. Each of
these parameters is normalised by its value in a binary
graph representing the null hypothesis. For example, if
the null hypothesis is that clustering of brain networks
Cbrain is no different from the clustering of a random
graph, then it is reasonable to generate an Erdo¨s-Reny´ı
graph for N nodes and D connection density, measure
the clustering coefficient in the random graph Crandom,
and use the ratio between brain and random graph clus-
tering coefficients as a test statistic for non-random clus-
tering. We note that there are many other possible ways
in which a null model could be sampled, besides using the
classical Erdo¨s-Reny´ı model, and this is an active area of
methodological research [83? ]. However, in general one
can define the normalized clustering coefficient as
Γ =
Cbrain
Crandom
. (5)
Likewise, the path length of the brain graph can be nor-
malised by its value in a comparable random graph
Λ =
Lbrain
Lrandom
. (6)
A small-worldness scalar can then be simply defined as
σ =
Γ
Λ
. (7)
With these definitions, small-world networks will have
σ > 1, Γ > 1 and Λ ∼ 1 [6].
Weighted graphs
Although binary graph analysis has predominated to
date in analysis of brain networks, this certainly does
not represent the methodological limit of graph theory
for connectomics. For example, provided the data are of
sufficient quality, there is no need to threshold the weight
matrix to estimate topological properties like clustering,
path length and small-worldness. Indeed, while the bi-
narization procedure was common in early applications
of graph theory to neural data [80], it remains funda-
mentally agnostic to architectural principles that may
be encoded in edge weights [84]. This realization has
more generally motivated the field to develop methods
that remain sensitive to the patterns of weights on the
edges [85], and to the topologies present in weak ver-
sus strong weights [84]. These efforts have included the
development of alternative thresholding schemes [44, 81]
and fully weighted graph analysis [53, 84].
The mathematical tools exist to estimate and simu-
late the topological properties of weighted networks, and
analysis of weighted networks is akin to studying the
geometry of the graph, rather than simply its topology
[56, 86]. For example, weighted analogues of binary met-
rics of clustering, path length and small-worldness can be
defined formally (Fig. 2B). First, the weighted clustering
coefficient of node i can be defined as
Cweighted =
1
ki(ki − 1)
∑
j,k
(wˆijwˆjkwˆik)
1/3, (8)
where ki is the number of edges connected to node i, or
degree of node i [87] (but see also [88, 89] for other similar
definitions). The weighted path length can be defined as
Lweighted =
1
N(N − 1)
∑
i 6=j
δij , (9)
where the topological distance between two nodes is given
by δij = 1/wij [90]. These two statistics can be combined
to construct a weighted metric of small-worldness [91]:
σweighted =
Γweighted
Λweighted
. (10)
With these definitions, small-world networks will have
Γweighted > 1, Λweighted ∼ 1 and σweighted > 1, [6].
The small-world propensity
There are several important limitations to the defini-
tions of small-worldness described in the previous sec-
tions. First, the small-world scalar σ (whether binary
or weighted) can be greater than 1 even in cases when
the normalized path-length is much greater than one;
because it is defined as a ratio, if Γ >> Λ > 1, the
scalar σ > 1. This means that a small-world network
6will always have σ > 1, but not all networks with σ > 1
will be small-world. Second, the measure is strongly
driven by the density of the graph, and denser net-
works will more naturally have smaller values of σ even if
they are in fact generated from an identical small-world
model. To address these and other limitations, Mul-
doon and colleagues recently developed a metric called
the small-world propensity. Specifically, the small-world
propensity, φ, reflects the deviation of a network’s clus-
tering coefficient, Cbrain, and characteristic path length,
Lbrain, from both lattice (Clattice, Llattice) and random
(Crandom, Lrandom) networks constructed with the same
number of nodes and the same degree distribution:
φ = 1−
√
∆2C + ∆
2
L
2
, (11)
where
∆C =
Clattice − Cbrain
Clattice − Crandom (12)
and
∆L =
Lbrain − Lrandom
Llattice − Lrandom . (13)
The ratio ∆C/L represents the fractional deviation of the
metric (Cbrain or Lbrain) from its respective null model
(a lattice or random network). This quantity can be cal-
culated for binary networks (using binary definitions of
clustering and path length) or for weighted networks (us-
ing weighted definitions of clustering and path-length).
Networks are considered small-world if they have small-
world propensity 0.4 < φ ≤ 1. However, this met-
ric should be viewed as a continuous metric of small-
worldness rather than a hard threshold [83].
Importantly, the small-world propensity overcomes
several limitations of previous scalar definitions of small-
worldness [83]. First, it can incorporate weighted esti-
mates of both the clustering coefficient and path-length,
thus being generally applicable to any neural data that
can be represented as a weighted network. Second, it
is density-independent, meaning that it can be used to
compare the relative small-worldness between two net-
works that have very different densities from one another.
Third, the metric is informed by spatially-constrained
null models [92–94] in which nodes have physical loca-
tions and the edges that correspond to the smallest Eu-
clidean distance between nodes are assigned the highest
weights [95] (Fig 5).
21ST CENTURY TRACT-TRACING
The scale and quality of contemporary tract-tracing
data, in both the macaque and the mouse, represents a
quantitative change in terms of sensitivity in detecting
anatomical connections, or axonal projections, between
cortical areas. Using retrograde tracer experiments it has
proven possible to demonstrate reliably that pairs of re-
gions in the macaque brain may be connected by one or a
few axonal projections. Likewise anterograde tracer ex-
periments in the mouse have demonstrated that the min-
imal detectable weight of connectivity between cortical
regions, that just exceeds the noise threshold, is equiv-
alent to the projection of one or a few axons [96]. This
high sensitivity has led immediately to the recognition of
a large number of weak and previously unreported axonal
connections. In the macaque, it was estimated that 36%
of connections identified by contemporary tract tracing
were so-called new found projections (NFP) that had not
been described in the prior literature [77]. The existence
of so many weak connections is reflected in the log normal
distributions of connectivity weight, ranging over 5–6 or-
ders of magnitude, in both the macaque and the mouse
[71, 97]. In short, tract-tracing can now resolve connec-
tions approximately equivalent to a single axonal projec-
tion and approximately a million times weaker than the
strongest anatomical connections or white matter tracts.
How can we use graph theory to model the network or-
ganisation of such highly sensitive, highly variable data?
Perhaps the simplest approach, borrowing from prior
studies of less high quality datasets, is to apply a thresh-
old and convert the log-normal weight matrix into a bi-
nary adjacency matrix. If the threshold is defined by
the noise distribution of the measurements then it will
be very close to zero for these sophisticated experiments,
and correspondingly the connection density of the binary
graph will be high. In the macaque, the connection den-
sity of a binary graph of 29 visual cortical areas was esti-
mated to be 66% [64], considerably higher than historical
estimates in the range 25%−45% [75]. In the mouse, the
connection density of a binary graph of 308 areas of the
whole cortex was estimated to be 53% [39].
In other words, the binary graphs generated from 21st
century tract-tracing data are about twice as dense as the
much sparser networks derived from human neuroimag-
ing and 20th century tract-tracing. They are also con-
siderably denser than brain networks constructed at a
finer grained (ultimately cellular) resolution. For exam-
ple, the connection density of the C elegans nervous sys-
tem, which is still the only completely mapped synap-
tic connectome, is about 12%. It is easy to see that
the connection density of a binary network depends on
the number of neurons comprising each node. In the
limit, if the nervous system is parcellated into two large
nodes the connection density will certainly be 100%; as
the same system is parcellated into a larger number of
smaller nodes its connection density will monotonically
decrease [38, 98]. Thus the current interval estimate of
mammalian cortical connection density ∼ 55 − 65% is
conditional both on the anatomical resolution of the par-
cellation scheme used to define the nodes and the sensi-
tivity of the tract-tracing methods used to estimate the
weights of the edges.
7Small-worldness of binary tract-tracing networks
Having constructed a high density binary graph from
tract-tracing data on mammalian cortex, it is straightfor-
ward to estimate its clustering and path length, using the
same metrics as for sparser binary graphs. However, sim-
ply because there is a larger number of connections in the
denser network, its clustering will be considerably higher
(there will be more closed triangular motifs) and its path
length will be shorter (there will be more direct, pair-
wise connections) than a sparser network. Indeed the
clustering and path length of any binary graph at 60%
connection density will be close to the maximal cluster-
ing and minimal path length of a fully connected graph;
and therefore the clustering and path length of a 60%
dense brain network will be very similar to the clustering
and path length of a 60% random network [99].
This means that when clustering and path length in
brain networks are normalised by their corresponding
values in equally dense random networks, the scaled met-
rics Γ and Λ will both be close to 1, and the small-world
scalar σ will be close to its critical value of 1 [64]. For the
macaque, at 66% connection density, Γ = 1.21 ± 0.014,
Λ = 1.00 ± 0.000, and σ = 1.21 ± 0.014; for the
mouse, at 53% connection density, Γ = 1.31 ± 0.004,
Λ = 1.00±0.000, and σ = 1.31±0.004 (all given in mean
± standard deviation; Fig. 6A,C; Table I). Since small-
worldness has been traditionally defined as σ > 1, these
results suggest that dense binary graphs constructed
from tract tracing data are small-world, although the
macaque is more similar to a random network than the
mouse.
These results do not look like a “black swan” that re-
futes universal claims that the brain always embodies
small-world network topology. Nor do they undermine
the credibility of previous studies demonstrating small-
worldness in sparser brain graphs. However, our view is
that binary graph models are very unlikely to be an op-
timal strategy for network analysis of tract-tracing data,
because they fail to take account of the extraordinary
range of connectivity weights, distributed log normally
over 6 orders of magnitude, that has been discovered in
mammalian cortical networks [97]. The weakest connec-
tion between cortical areas is about a million times less
weighted than the strongest connection: does it really
make sense to set all these weights equivalently to 1 as
edges in a binary graph? To ask the question is to answer
it.
Small-worldness of weighted tract-tracing networks
A weighted small-world analysis is easily done for these
data (Fig. 6B,D). The weighted clustering and weighted
path length metrics (Eq. 8 and Eq. 9) are estimated di-
rectly from the weight matrices, and the ratio of weighted
clustering to weighted path length is the scalar summary
of weighted small-worldness σweighted > 1. In Fig. 6, we
directly compare binary and weighted graph theoretical
results for the mouse [39, 71] and macaque [64] connec-
tomes. Compared to the results of binary graph analysis,
both mouse and macaque networks have increased clus-
tering for the weighted graph analysis, and σ is increased
for the macaque (see Table I).
The weighted graph of the mouse connectome is sim-
ilarly small-world compared to the weighted macaque
graph, as measured by σ, but is significantly more small-
world as measured by the small-world propensity φ.
However, classical estimates of small-worldness may de-
pend in a non-trivial way on the density of the graph.
This relationship becomes obvious if we estimate the
topology of both weighted graphs as a function of con-
nection density (Fig. 7). The classical small-world scalar
σ is greatest when it is estimated for a sparse graph com-
prising less than 20-30% of the most strongly connected
edges, and decreases progressively as the graph becomes
denser. This might suggest that the macaque connectome
seems less small-world than the mouse simply because it
is denser. However, the small world propensity φ has the
useful property that it is independent of network den-
sity and it is significantly greater, indicating more small-
worldness, for the mouse than the macaque. This could
be related to differences between the datasets in number
of cortical areas and completeness of cortical coverage:
the macaque dataset comprises fewer nodes of mostly vi-
sual cortex than the larger number of nodes across the
whole mouse cortex.
Weighted small-worldness and the role of edge
weights
Why does a weighted graph analysis provide stronger
evidence for non-random clustering than a binary graph
analysis applied to the same tract-tracing data? The
most strongly weighted connections generally span the
shortest physical distances between cortical areas [31, 39,
97]. This is not surprising based on what we know about
the importance of cost constraints on brain organisation
[30, 37, 99, 100]. Strong connectivity weights indicate a
large number of axonal projections, a big bandwidth bun-
dle, perhaps macroscopically visible as a white matter
tract. Building and resourcing a high bandwidth axonal
signalling bundle is a significant biological cost that will
increase as a function of connection distance: it is par-
simonious to wire high bandwidth over short distances.
Short distance connections are not only strongly weighted
but also topologically clustered. So the strongest weights
in both cortical networks define a topologically segre-
gated and anatomically localised organisation. A map of
the sub-network formed by the strongest weights shows
spatial and topological clusters of regions (Fig. 8). In
the mouse, the strongly weighted clusters each comprise
functionally specialised areas of cortex (visual, motor,
etc.) that are known to be densely inter-connected and
anatomically localised [39, 96]. Thus it is not surpris-
8Macaque Mouse
Binary Weighted Binary Weighted
Γ 1.21± 0.014 1.59± 0.007 1.31± 0.004 1.76± 0.009
Λ 1.00± 0.000 1.27± 0.057 1.00± 0.000 1.47± 0.021
σ 1.21± 0.014 1.25± 0.071 1.31± 0.004 1.20± 0.019
φ N/A 0.574± 0.041 N/A 0.800± 0.002
TABLE I. Small-world metrics For the macaque and mouse connectomes, we show the mean and standard deviation of the
normalized clustering coefficient (Γ), the normalized path length (Λ), the small-world index σ, and the small-world propensity
φ for both binary and weighted graphs.
ing that weighting the topological analysis of mammalian
cortical networks will provide stronger evidence for non-
random clustering than unweighted analysis of binary
graphs.
The most weakly weighted connections are an area of
active, ongoing research (discussed in more detail be-
low) and it is inevitable that there is still much to learn
about a feature of network organisation – replicable but
very weak connections between large cortical areas – that
had not been measurable until recent advances in tract-
tracing methodology. However, it is clear that weaker
connections tend to subtend longer distances, and can be
either more topologically random than [96] or similarly
topologically organized to [81] strong connections.
We conclude that graph theoretical analysis of tract-
tracing connectomes should respect the quality of the
data and use weighted topological metrics to reflect the
wide ranging variation in anatomical connectivity, from
single fibres to major tracts, that is now measurable
in the mammalian brain [43]. Weighted graph analysis
demonstrates clearly that both the macaque and mouse
connectomes are small-world networks, as are the hu-
man, cat, and nematode [83]. Binary graph analysis has
usefully measured high connection density, due to the ex-
istence of many new anatomical connections, but bina-
rization of these data is not the best way to understand
their complex topology and its economical embedding in
anatomical space [31, 38, 39, 81, 84]. Future studies will
likely also pay more attention to the fact that most tract-
tracing markers are axonally transported only in one di-
rection: anterograde or retrograde. This means that the
weight matrix could be modelled more completely as a
weighted and directed graph, representing a further evo-
lution in the use of graph theoretical methods to cap-
ture a richer and biologically more meaningful model of
brain network organisation than can be provided by bi-
nary graphs of unweighted and undirected edges.
THE UTILITY OF WEAK CONNECTIONS
At this juncture, one might naturally ask: “From a
neuroscientific perspective, do we need techniques that
account for edge weights? Do these weights indeed cap-
ture information of relevance for cognition and behav-
ior?” Neuroanatomical data suggest that the weights of
structural connections may be driven by developmental
growth rules [31, 44, 45, 64, 97], energetic and metabolic
constraints [30], and physical limitations on the volume
of neural systems, particularly brains encapsulated by
bone [101]. Yet the role of these edge weights in neural
computations [102] and higher order cognition has been
less well studied.
Recent studies have begun to elucidate the role of edge
weights – and particularly of weak connections – in hu-
man cognition. In resting state fMRI data, weak func-
tional connections from lateral prefrontal cortex to re-
gions within and outside the frontoparietal network have
been shown to display individual differences in strength
that predict individual differences in fluid intelligence
[103]. The same general relationship was observed in a
separate study in which individual differences in moder-
ately weak, long-distance functional connections at rest
were strongly correlated with full scale, verbal, and per-
formance IQ [104]. Neither of these correlations were ob-
served when considering strong connections. Indeed the
utility of weak edges appears to extend to psychiatric ill-
ness, where the highly-organized topology of weak func-
tional connections – but not strong functional connec-
tions – in resting state fMRI were able to classify people
with schizophrenia from healthy controls with high accu-
racy and specificity [81]. Interestingly, individual differ-
ences in these weak connections were significantly corre-
lated with individual differences in cognitive scores and
symptomatology. Together these results demonstrate
that, indeed, methods that are sensitive to the strength
(or weakness) of individual connections are imperative
for progress to be made in understanding individual dif-
ferences in cognitive abilities, and their alteration in psy-
chiatric disease.
Importantly, the utility of weak connections is not
only evident at the large scale in human brains, but
also at the neuronal scale as measured in non-human
species. In an influential paper published in 2006 with
Bialek and colleagues, Schneidman demonstrated that
weak pairwise correlations implied strongly correlated
network states in a neural population, suggesting the
presence of strong collective behaviour [102]. This re-
sult was initially counter-intuitive as one might expect
that weak correlations would be associated with the lack
of collective behavior. However, the original observation
has withstood the test of time, and has been validated
in several additional studies including work at the level
of tract tracing in macaque monkeys [105]. Intuitively,
9the juxtaposition of weak correlations and cohesive, col-
lective behavior is thought to be driven by the underly-
ing sparsity of neuronal interactions [106], which contain
a few non-trivial higher-order interaction terms [107].
Indeed, these higher-order interactions are the topic of
some interest both from a computational neuroscience
perspective [35, 108], and from the perspective of neural
coding [109].
But perhaps the claim that weak connections are crit-
ically important for our understanding of neural systems
should not be particularly surprising. Indeed, it is in fact
an old story, first published at the inception of network
science. In 1973, Granovetter wrote a seminal paper, ti-
tled “The strength of weak ties”, which highlighted the
critical importance of weakly connected components in
global system dynamics [110]. Such weak connections
are ubiquitous in many systems, from physician inter-
actions [111] to ecosystem webs [112] and atmospheric
pathways [113]. Looking forward, critical open questions
lie in how these weak connections drive global dynamics,
and how one can intervene in a system to manipulate
those processes [59–61].
Acknowledging the role of weak connections, weighted
small-world organization plays a critical role in system
functions that are particularly relevant to neural systems:
including coherence, computation, and control and ro-
bustness [114]. Perhaps the most commonly studied func-
tion afforded by small-world architecture is the ability to
transmit information, a characteristic that is common in
networks of coupled oscillators [115–117] (although see
[118] for a few notable exceptions). This capability sup-
ports enhanced computational power [119], via swift flow
and transport [120]. In dynamic networks, oscillators
coupled on small-world networks are much more sensitive
to link changes than their random network counterparts
[121], the time taken to reach synchronization is lowered,
and the synchronized state is less stable over time, poten-
tially enabling greater diversity of function. When such
a system has both small-world topology and geometry,
it directly impacts the network’s ability to speed or slow
spreading [122], a potentially useful characteristic for re-
silience to dementia which is thought to be caused by the
spread of prions [123, 124].
The value of small-world architecture is not limited
to its support of synchronization and information flow.
Instead, it also supports a wide-range of computations
in neural circuits. From early neural network studies, it
is clear that the exact topology of connectivity patterns
between network elements directly supports tradeoffs in
the network’s ability to learn new information versus re-
tain old information in memory [125]. When these pat-
terns are organized in a small-world manner, evidence
suggests that local computations can be integrated across
distributed cell assemblies to support functions as diverse
as somatosensation [126] and olfaction [127]. The mecha-
nism by which small-worlds support these computations
may stem from the fact that their topological structure
tends to contain both large cavities and high-dimensional
cliques [35], which when embedded in a physical space
can strongly constrain the geometric properties of the
computation [109].
While small-world structure can offer non-trivial ad-
vantages in terms of both communication and compu-
tation, it also directly informs the sorts of interventions
that one could use to guide network dynamics and by
extension system function. Indeed, computational stud-
ies have demonstrated that small-world network archi-
tecture requires specific control strategies if one wishes
to stem the propagation of seizure activity [128], control
the spread of viruses [129], or enhance recovery follow-
ing injury [130]. To gain an intuition for how topology
impacts control, we can consider the broad-scale degree
distribution also characteristic of brain networks. Based
on the Laplacian spectrum, one can observe that weakly
connected nodes have the greatest potential to push the
system into distant states, far away on an energy land-
scape [131]; conversely, strongly connected hubs have the
greatest potential to push the system into many local
states, nearby on the energy landscape [59]. Thus, con-
trol energy (such as that provided by brain stimulation)
may be targeted to different locations in a small-world
brain network to affect a specific change in brain dynam-
ics [60].
CONCLUSIONS
Small-worldness remains an important and viable con-
cept in network neuroscience. Nearly twenty years on
from the first analysis of the complex topology of a bi-
nary graph representing the nervous system of C. ele-
gans, it has been established that small-worldness is a
nearly-universal and functionally valuable property of
nervous systems economically embedded in anatomical
space. Recent advances in tract tracing connectomics
do not refute small-worldness; rather they considerably
enrich and deepen our understanding of what it means
in the brain. The extraordinary precision of contem-
porary tract tracing, and the important discovery that
mammalian cortical networks are denser than expected,
mandates the adoption of more sophisticated techniques
for weighted graph theoretical modelling of inter-areal
connectomes. On this basis, we expect the next ten
years to yield further insights into the functional value
of weak as well as strong connections in brain networks
with weighted small-worldness.
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FIG. 1. An illustration of the shortest path between Omaha and Boston in Milgram’s social network exper-
iment. An image from Stanley Milgram’s original experiment, published in Psychology Today in 1967. Here, the results of
multiple experiments are represented as a composite shortest path between the source (a person in Omaha) and the target
(a person in Boston). A letter addressed to the target was given to the source, who was asked to send it on (with the same
instructions) to the friend or acquaintance that they thought was most likely to know the target, or someone else who might
know the target personally. It was found that most letters that eventually reached the correct address in Boston passed through
six intermediaries between source and target (denoted 1st remove, 2nd remove, etc), popularising the notion that each of us is
separated by no more than “six degrees of freedom” from any other individual in a geographically distributed social network.
Reproduced with permission from [1].
A binary graph
weighted graphB
edge with weight 1
edge along shortest 
path from       to 
edge with weight 3/3
edge with weight 2/3
edge with weight 1/3
FIG. 2. Diagrams of clustering and path length in binary and weighted networks. (A) In a binary network, all
edges have the same weight, and that is a weight equal to unity. In this example of a binary graph, if one wishes to walk
along the shortest path from the orange node to the green node, then one would choose to walk along the edges highlighted
in red, rather than along the edges highlighted in blue. We also note that the clustering coefficient of the green node is equal
to 1 (all neighbors are also connected to each other to form a closed triangular motif), while the clustering coefficient of the
orange node is << 1 (only 3 out of 5 neighbors are also connected to each other). (B) In a weighted graph, edges can have
different weights. In this example, edges have weights of 3/3 = 1, 2/3 = 0.66, and 1/3 = 0.33. If one wishes to traverse the
graph from the orange node to the green node along the shortest path, one would choose to follow the path along the edges
with weight equal to unity (stronger weights are equivalent to shorter topological distance). Note also that because the edges
are now weighted, neither the orange nor the green nodes has a clustering coefficient equal to unity.
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FIG. 3. The Watts-Strogatz model and the generation of small-world networks. The canonical model of a small-
world network is that described by Duncan Watts and Steve Strogatz in their 1998 paper in Nature [2]. The model begins with
a regular lattice network in which each node is placed along the circumference of a circle, and is connected to its k nearest
neighbors on that circle. Then, with probability p, edges are rewired uniformly at random such that (i) at p = 0, the network is
a lattice and (ii) at p = 1, the network is random. Interestingly, at intermediate values of p, the network has so-called “small-
world” characteristics with significant local clustering (from the lattice model) and short average path-length facilitated by the
topological short-cuts created during the random rewiring procedure. Because this architecture can be defined mathematically,
small-world graphs have proven fundamental in understanding game theory [4] and even testing analytical results in subfields
of mathematics [5]. Yet, while this work provided a qualitative model of a small-world graph, it did not give a statistic to
measure the degree of small-worldness in a particular data set. As a simple scalar measure of “small-worldness”, Humphries
and colleagues defined the small-world index, σ, to be the ratio of the clustering coefficient (normalized by that expected in a
random graph) to the average shortest path length (also normalized by that expected in a random graph) [6]. The intuition
here is that this index should be large (in particular, σ > 1) when the clustering coefficient is much greater than expected in
the random graph, and the average shortest path length is comparable to that expected in a random graph. Since this initial
definition, other extensions have been proposed and utilized [7, 8], building on the same general notions.
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FIG. 4. High density of the macaque cortical graph excludes sparse small world architecture (A) Comparison
of the average shortest path length and density of the macaque cortical graph from [64] with the graphs of previous studies.
Sequential removal of weak connections causes an increase in the path length. Black triangle: macaque cortical graph from [64];
gray area: 95% confidence interval following random removal of connections from the macaque cortical graph from [64]. Modha
and Singh 2010: [72]; Young 1993: [73]; Honey et al., 2007: [74]; Felleman and Van Essen 1991: [75]; Jouve et al., 1998: [76];
Markov et al., 2012: [77]. Jouve et al., 1998 predicted indicates values of the graph inferred using the published algorithm [76].
(B) Effect of density on Watts and Strogatz’s formalization of a small world network. Clustering and path length variations
generated by edge rewiring with probability range indicated on the x-axis applied to regular lattices of increasingly higher
densities. The pie charts show graph density encoded via colors for path length (L) and clustering coefficient (C). The y-axis
indicates the path length ratio (Lp/Lo) and clustering ratio (Cp/Co) of the randomly rewired network, where Lo and Co are
the path length (Lo) and clustering (Co) of the regular lattice, respectively. The variables Lp and Cp are the same quantities
measured for the network rewired with probability p. Hence, for each density value indicated in the L and C pie charts, the
corresponding Lp/Lo and Cp/Co curves can be identified. Three diagrams below the x-axis indicate the lattice (left), sparsely
rewired (middle), and the randomized (right) networks. (C) The small-world coefficient σ [6] corresponding to each lattice
rewiring. Color code is the same as in panel (B). Dashed lines in (B) and (C) indicate 42% and 48% density levels. Reproduced
with permission from [64].
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FIG. 5. Small-world propensity in weighted networks. Here we illustrate an example of a generative small-world model,
and its utility in estimating an empirical network’s small-world propensity. (A) We can extend the concept of a Watts-Strogatz
model to weighted graphs by first building a lattice in which the edges are weighted by distance such that edges between spatially
neighbouring nodes have more strongly weighted than edges between spatially distant nodes. These edge weights can then be
rewired with a probability, P , to create a weighted small-world network. (B) Weighted clustering coefficient and weighted path
length can be estimated as a function of the rewiring parameter, P , and used to derive the small-world propensity of the graph
compared to random and lattice benchmarks (Eq 11). (C) Weighted small-world propensity calculated for the same network
as in panel (B). Error bars represent the standard error of the mean calculated over 50 simulations, and the shaded regions
represent the range denoted as small-world. (D) Weighted small-world propensity as a function of network density for a graph
of 1000 nodes. Reproduced with permission from [83].
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FIG. 6. Binary and weighted small-worldness in mouse and macaque connectomes. For the macaque connectome
reported in [64], we show (A) the binary network, a random graph of the same size and density, and the estimated small-world
parameters Γ (normalized clustering coefficient), Λ (normalized path length), σ (classical small-world scalar) and φ (small world
propensity). In panel (B) we show a weighted network analysis for the same data. For the mouse connectome reported in [39],
we show (C) the weighted network, a random graph of the same size and density, and the estimated small-world parameters Γ
(normalized clustering coefficient), Λ (normalized path length), σ (classical small-world scalar) and φ (small world propensity).
In panel (D) we show a binary network analysis for the same data. In the boxplots, the gray dotted line shows the threshold
value of σ = 1, and the purple area shows the range of values of 0.4 < φ ≤ 1 in which a network is considered small-world.
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FIG. 7. Dependence of small-world characteristics on network density. (A) Macaque and (B) mouse connectivity
matrices in their natural state (left), as well as after thresholding to retain the 5% strongest (middle) or 25% strongest (right)
connections. Weighted small-world metrics including the normalized clustering coefficient (Γ), normalized path-length (Λ),
small-world index (σ), and small-world propensity (φ) as a function of network density for the (C) macaque and (D) mouse
connectivity matrices.
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FIG. 8. The existence of weak links and their topology in the mouse connectome. Here we show the properties
of the 5% strongest and 5% weakest edges of the mouse cortical network. (A,B) Axial view of the mouse cortical network,
red dots represent brain regions, blue lines represent the connections between them. Drawn are the (A) 5% weakest or (B)
5% strongest edges. Dot size corresponds to degree, the total number of incoming and outgoing edges connected to a node.
In (B), the three nodes with highest degree have been labeled: VISp, primary visual area; MOp, primary motor area; SSs,
supplemental somatosensory area. The strong connections are spatially organized, mainly connecting spatially adjacent or
contralaterally homologous regions. The weak connections span longer distances and are topologically more random than the
strongest connections. (C) The distance distributions for (blue) the 5% weakest edges, (red) the 5% strongest edges, and (black)
a random graph of the same size and connection density. (D) The degree distributions for the weakest and strongest connections
of the mouse connectome, and a comparable random graph, color-coded as in panel (C). Reproduced with permission from
[96].
