MCMC Algorithms

MCMC Updates for Two-Part Lognormal Model
1. Update U ij . Assuming a probit link for the binary part in equation (2.2), the full conditional for the latent variable U ij (i = 1, . . . , n; j = 1, . . . , n i ) is
2. Update γ and the spline coefficients associated with s 1 (v ij ). For brevity, let γ denote a p × 1 vector of fixed effect and spline coefficients, where p denotes the total number of coefficients. Assuming a joint N p (µ 0 , Σ 0 ) prior, the joint full conditional for γ is given by N(µ γ , Σ γ ), where
Here, u is an N × 1 vector of sampled values, u ij , from the previous step, X is an N × p design matrix combining fixed effects covariates and spline basis functions, and D is a N ×n random effects design matrix for the n × 1 vector b 1 .
3. Update b 1 . Given the conditional prior specification in equation (3.3), the full conditional for b 1 is N(µ b1 , Σ b1 ), where
Note that this update relies on data (u and X) from all N observations. 4. Update β and the spline coefficients associated with s 2 (v ij ). As with γ above, let β denote a p × 1 vector of fixed effect and spline coefficients. Assuming an N p (µ 0 , Σ 0 ) prior, the full conditional for β is N(µ β , Σ β ), where
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Here, y 1 is an N 1 × 1 vector of nonzero expenditures, with N 1 denoting the number of nonzero observations; X 1 is an N 1 × p design matrix containing fixed effects covariates and spline bases for the nonzero observations; and D 1 is the corresponding N 1 × n random effects design matrix for the nonzero observations. 
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6. Update b 2 . Given the conditional prior in equation (3.4), update b 2 from its N(µ b2 , Σ b2 ) full conditional, where
Note that this update relies only on data (y 1 and X 1 ) for the N 1 positive observations. 7. Update Λ. Assuming an IW(κ 0 , S 0 ) prior, the full conditional for Λ is IW(κ * , S * ), where
Here, b * denotes an n × 2 matrix with first column equal to b 1 and second column equal to b 2 . Use Λ to extract Λ 11 , Λ 22 and ρ.
8. Apply sum-to-zero constraints to b 1 and b 2 .
MCMC Updates for Two-Part Log Skew-Normal Model
For the two-part LSN model, the updates of the binary part are similar to those given for the two-part LN model. The continuous part is updated as follows: 
Concatenate the sampled values, z ij , to form an N 1 × 1 vector z 1 .
2. Update ψ, β and the spline coefficients associated with s 2 (v ij ). Combine the N 1 × p matrix X 1 defined earlier with the vector z 1 columnwise to form an N 1 × (p + 1) matrix X * 1 that now includes fixed effect covariates, spline basis functions, and the latent vector z 1 .
Likewise, combine the vector β defined earlier and the parameter ψ defined in equation 
MCMC Updates for Two-Part Log Skew-t Model
The updates of the binary part of the two-part LST are also similar to those given in two-part LN model. The updates for the continuous part are similar to those for the LSN, but with the following modifications:
1. Update Z ij in equation (2.6). Given a truncated normal TN [0,∞) (0, 1/w ij ) prior for all Z ij
