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Povzetek
Naslov: Ucˇinkovito generiranje hipoteticˇnih slikovnih regij za detekcijo po-
lipov
Avtor: Vitjan Zavrtanik
V tej nalogi naslavljamo problem detekcije polipov v slikah. Moderne metode
detekcije so pogosto sestavljene iz dveh sklopov. Najprej se na obravnavani
sliki hitro generirajo hipoteticˇne regije na mestih, kjer naj bi se nahajali is-
kani objekti, nato pa se na predlaganih lokacij izvede sˇe verifikacija hipotez z
mocˇnim klasifikatorjem. V tem delu se osredotocˇamo na prvi korak detekcij
in poskusˇamo optimizirati novo metodo za resˇevanje problema predlaganja
regij za detekcijo polipov na slikah ostrig. Rezultate predlagane metode smo
primerjali z drugimi metodami za predlaganje regij kot sta ACF in Selec-
tive Search. Predlagali smo modificirano mero za ocenjevanje uspesˇnosti, ki
bazira na meri AR. Problem detekcije polipov na slikah je tezˇko resˇljiv za-
radi veliko razlicˇnih faktorjev, ki vplivajo na izgled polipa, ki ga je potrebno
prepoznati. Polipi so razlicˇnih velikosti, so razlicˇno orientirani, se lahko za-
radi svoje prosojnosti zlijejo z ozadjem in se velikokrat tudi prekrivajo kar
zanesljivo detekcijo posameznih polipov lahko onemogocˇi.
Kljucˇne besede: predlaganje regij, polipi, detekcija objektov.

Abstract
Title: Efficient region proposals for polip detection
Author: Vitjan Zavrtanik
In this thesis we deal with the issue of polyp detection in images of oys-
ters. Modern methods of object detection are often composed of two parts.
Firstly we use a fast region proposal method to generate hypothetical regions
in places where objects are located with a higher probability. We then use
a strong classifier to verify the proposed hypothetical regions. We address
the issue of the first part of the object detection pipeline and we propose a
new region proposal method for the purpose of detecting polyps in images of
oysters. We compared the results of our method with other region proposal
methods such as ACF and Selective Search. We also propose a metric for re-
gion proposal method performance based on the AR metric. Polyp detection
is a hard problem to solve due to the visual properties of individual polyps as
they often vary in size, orientation and opacity which causes them to blend
with their surroundings and can often make reliable detection difficult.
Keywords: region proposal, polyps, object detection.

Poglavje 1
Uvod
1.1 Motivacija
Meduze del zˇivljenskega cikla prezˇivijo kot polipi pritrjeni na morsko dno,
velikokrat pa se nahajajo na ostrigah [1]. Biologi, ki se z njimi ukvarjajo
uporabljajo podatke o sˇtevilu polipov za napovedovanje populacije meduz [1].
Za pridobivanje podatkov o sˇtevilu polipov je potrebno sˇtetje polipov na vecˇji
kolicˇini slik ostrig, kar se izkazˇe za dolgotrajen proces, ki je zaradi nekaterih
znacˇilnosti polipov za ljudi tezˇaven. Polipi so lahko razlicˇnih oblik, velikosti,
so na slikah razlicˇno orientirani, se velikokrat prekrivajo kot vidimo na Sliki
1.1b in se na slikah zaradi svoje prosojnosti vcˇasih zlijejo z okoljem kot vidimo
na Sliki 1.1a. Dodaten problem predstavlja sˇtevilo polipov na slikah saj jih
je v povprecˇju na sliki vecˇ kot tisocˇ. Racˇunalniˇski vid ima v biologiji veliko
drugih mozˇnosti uporabe pri avtomatizaciji nekaterih procesov, ki bi se v
nasprotnem primeru izvajali rocˇno [35].
1
2 Vitjan Zavrtanik
(a)
(b)
Slika 1.1: a) Slaba vidljivost polipov zaradi prosojnosti polipov ter svetlega
ozadja. b) Polipe se tezˇko locˇi med sabo zaradi delnega medsebojnega pre-
krivanja.
1.2 Cilji diplomske naloge
Za detekcijo objektov na slikah se je dalj cˇasa uporabljalo metode drsecˇih
oken, kjer se je na vsaki mozˇni lokaciji v sliki apliciralo klasifikator v razlicˇnih
velikostih in tako ugotavljalo ali nek dolocˇen objekt na sliki obstaja [15, 34,
47]. Glavni problem uporabe drsecˇih oken je, da je za vecˇjo zanesljivost
potrebno preveriti zelo veliko razlicˇnih lokacij na sliki, kar pa se izkazˇe za
cˇasovno zahtevno. V primeru detekcije objektov, ki se na sliki pojavljajo v
razlicˇnih velikostih se sˇtevilo potrebnih preverjenih oken sˇe drasticˇno zviˇsa.
Z razvojem mocˇnejˇsih in hitrejˇsih detekcijskih mrezˇ se je predlaganje regij
izkazalo kot nujnost za razvoj detekcije objektov saj je bilo pokazano, da je
velika kolicˇina lokacij, ki jih je potrebno preveriti, ozko grlo tega podrocˇja
[37, 19]. Tako se kot predprocesni korak za detekcijo velikokrat najprej upo-
rabi metode predlaganja regij, ki v veliko krajˇsem cˇasu generirajo predloge
lokacij kjer se nahajajo objekti velikokrat brez uposˇtevanja razreda objekta
[21]. To zmanjˇsa sˇtevilo mozˇnih lokacij v sliki, ki jih je potrebno preveriti,
kar bistveno pospesˇi detekcijo oziroma omogocˇi uporabo veliko zahtevnejˇsih
klasifikatorjev.
Pricˇujocˇe delo se ukvarja s predlaganjem regij polipov na slikah ostrig, kot
korak predprocesiranja, kar omogocˇa uporabo zahtevnejˇsih klasifikatorjev pri
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razvoju sistema za avtomatsko sˇtetje polipov. Cilj je predlagati ucˇinkovito
metodo za generiranje hipoteticˇnih regij za boljˇso detekcijo polipov pri cˇimer
je bilo vecˇ metod prilagojenih za delovanje na danem problemu. Uspesˇnost
posameznih metod je bila nato ocenjena, metode pa tako primerjane med
seboj.
1.3 Sorodna dela
Zaradi vrste mozˇnih aplikacij detekcije objektov in posledicˇne velike potrebe
po njegovem pospesˇevanju je predlaganje regij (ang. region proposal) popu-
larno raziskovalno podrocˇje [14, 49, 44, 9, 30, 38]. Veliko del se ne ukvarja z
detekcijo polipov meduz vendar pa lahko zaradi vizualne podobnosti polipov
s celicami med sorodna dela sˇtejemo tudi raziskovalna dela, ki se ukvarjajo z
detekcijo in sˇtetjem celic na slikah mikroskopiranega tkiva. Slike polipov na
morskemu dnu in slike celic so si podobne glede na spreminjajocˇe se ozadja in
majhne variacije v barvah celic oziroma polipov. Poleg tega so lahko polipi
in celice razlicˇnih oblik in velikosti, prav tako pa se lahko na slikah prekri-
vajo. Detekcija celic je zaradi zelo velikega sˇtevila neresˇenih problemov v
biologiji in medicini zˇe vecˇ desetletij aktivno podrocˇje v raziskavah, kar je
spodbudilo razvoj velikega sˇtevila algoritmov [7, 4, 3, 20], ki uporabljajo vr-
sto razlicˇnih pristopov katerih uspesˇnost je spremenljiva s tipom, gostoto,
velikostjo in obliko celic ter z vrsto mikroskopije, ki je bila za slikanje upora-
bljena [33]. Nekateri izmed najbolj popularnih pristopov za segmentacijo slik
celic so binarizacija glede na intenzivnost v sivinski sliki, detekcija znacˇilk [3],
morfolosˇko filtriranje [20], akumulacija regij [20] in prileganje spremenljivih
modelov [32]. Veliko metod uporablja kombinacijo nasˇtetih pristopov [2, 33].
Vecˇino izmed trenutno najbolj popularnih in uspesˇnih metod predlaganja
regij lahko razdelimo glede na dva pristopa h generiranju predlogov. Metode
predlaganja regij predlagajo dele slike na katerih se z viˇsjo verjetnostjo naha-
jajo objekti. Potencialne lokacije objektov so velikokrat oznacˇene z ocˇrtanim
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pravokotnikom, ki oznacˇuje pozicijo in velikost objekta (ang. bounding box).
Prvi pristop k predlaganju regij je ocenjevanje posameznih oken pri cˇemer
se iz slike vzorcˇi vecˇje sˇtevilo oken na katerih se nato oceni s kaksˇno verje-
tnostjo se v njih nahaja objekt. Primera tega pristopa sta EdgeBoxes [14] in
Bing [9]. Obstaja sˇe pristop grupiranja v katerem metode sprva generirajo
zacˇetne segmente slike, ki jih nato zdruzˇujejo v vecˇje segmente, ki bolj ver-
jetno zajemajo nek objekt glede na razlicˇne kriterije. Primer grupiranja je
SelectiveSearch [45, 46].
Ob porastu uporabe predlaganja regij se je seveda pojavila tudi po-
treba po analizi uspesˇnosti pristopov vendar pa ustaljene metode za merjenje
uspesˇnosti posameznih algoritmov na podatkovnih zbirkah ni. V delu [21] se
predlaga AR (ang. Average Recall) kot standardno metodo za ocenjevanje
dobrih detekcijskih predlogov kjer detekcije kot dobre uposˇtevajo le, cˇe se z
rocˇnimi anotacijami objektov dovolj dobro prekrivajo. Za metriko prekriva-
nja so uporabili razmerje IOU (ang. Intersection Over Union), predlagano
regijo pa uposˇtevajo le v primeru, da razmerje med presekom in unijo regije
ter rocˇne anotacije presega 0.5. AR je tako definirana kot povrsˇina pod kri-
vuljo na grafu priklica v odvisnosti od meje IOU, kjer je meja IOU vecˇja ali
enaka 0.5. V delih tudi pokazˇejo mocˇno korelacijo med AR in uspesˇnostjo
detekcije objektov na lokacijah pridobljenih iz pripadajocˇe metode predlaga-
nja regij [21, 22].
S problemom detekcije polipov se ukvarja tudi diplomsko delo [41]. Za
predlaganje regij se v delu uporablja algoritem ACF (aggregated channel fe-
atures) [11], ki je bil naucˇen na slikah polipov. Za pozitivne primere delo
sˇteje vse generirane regije katerih IOU dosega vrednost 0.2. S problemom
sˇtetja polipov se ukvarja sˇe diplomsko delo [6], ki z uporabo vecˇnivojskega
perceptrona klasificira posamezna okna kot ozadje ali kot polip in nato vsa
okna, klasificirana kot ozadje, odstrani. Sliko z odstranjenim ozadjem nato
binarizira [8] ter z metodo drsecˇih oken kot polip klasificira vsako okno, ki
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vsebuje manj kot 5% praznega prostora. Regijo klasificirano kot polip nato
odstrani iz binarne slike. Sˇtevilo polipov pridobi z modelom napovedovanja
sˇtevila polipov, ki poskusˇa napovedati napako klasifikatorja.
1.4 Prispevki
Prispevki tega diplomskega dela so analiza vecˇih pristopov predlaganja regij
ter ocenjevanje posameznih metod pri problemu detekcije in sˇtetja polipov.
Najvecˇji prispevek diplomske naloge uvedba nove metode za detekcijo polipov
RRD (ang. radial region detection), njeno apliciranje na dani problem ter
ocenjevanje uspesˇnosti. Izvedenih je bilo vecˇje sˇtevilo eksperimentov, ki so
preverjali vecˇ parametrov RRD z namenom ugotavljanja njihovih optimalnih
vrednosti za resˇevanje problema predlaganja regij polipov. Metodo RRD
smo prilagodili za dobro delovanje na dani podatkovni bazi slik polipov na
ostrigah. Poleg RRD smo na bazi slik ostrig preizkusili tudi druge algoritme,
jih prilagodili za resˇevanje problema detekcije polipov ter njihove rezultate
analizirali. Uvedli smo tudi novo mero za ocenjevanje uspesˇnosti metod za
resˇevanje problema predlaganja regij, ki bazira na meri AR [21].
1.5 Struktura dela
V Poglavju 2 so opisane uporabljene metode. Opisano je delovanje primer-
janih metod in morebitne metode racˇunalniˇskega vida, ki jih pri svojem de-
lovanju uporabljajo. Metoda RRD je podrobneje opisana v Poglavju 3. V
Poglavju 4 je opisano izvedeno eksperimentalno delo in rezultati tega. Po-
glavje 5 pa le povzame rezultate raziskovalnega dela ter predlaga mozˇnosti
za nadaljno delo.
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Poglavje 2
Metode
To poglavje opisuje delovanje razlicˇnih tehnik racˇunalniˇskega vida, ki jih nasˇ
pristop uporablja. Opisuje tudi samostojne metode predlaganja regij, ki jih
uporabljamo v kombinaciji s predlagano metodo ali pa jih uporabljamo za
primerjavo. Poglavje 2.1 opisuje delovanje in teorijo usmerljivih filtrov [17].
Poglavje 2.2 se osredotocˇa na radialnost [31]. Algoritem Felzenszwalb [16]
je opisan v Poglavju 2.3, algoritem SelectiveSearch [44] pa v Poglavju 2.4.
Poglavje 2.5 opisuje delovanje algoritma ACF [11].
2.1 Usmerljivi filtri
Usmerljivi filtri [17] se lahko uporabljajo pri opravljanju razlicˇnih nalog
racˇunalniˇskega vida, ki imajo v svoje resˇevanje vkljucˇene orientirane filtre
kot so detekcija robov, analiza tekstur ali analiza gibanja [23, 17, 42]. V pri-
meru, da zˇelimo pridobiti odziv filtra pri mnogih orientacijah, imamo le nekaj
mozˇnosti. Na sliko lahko apliciramo vecˇ verzij istega filtra, ki se med seboj
razlikujejo po rotaciji, vendar pa je to neucˇinkovito, saj moramo postopek
konvolucije velikokrat ponoviti. Bolj ucˇinkovit pristop je uporaba usmer-
ljivih filtrov [17] katerih glavna lastnost je, da lahko z le manjˇso kolicˇino
filtrov z razlicˇnimi orientacijami ter s pravimi interpolacijskimi funkcijami
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izracˇunamo odziv filtra pri poljubni orientaciji. Orientiran filter pod poljub-
nim kotom je torej izrazˇen kot linearna kombinacija baznih filtrov, pravila
za interpolacijo pa dolocˇajo interpolacijske funkcije. Za to, da je nek filter
usmerljiv mora drzˇati enacˇba:
f θ(x, y) =
M∑
j=1
kj(θ)f
θj(x, y), (2.1)
kjer je f θ(x, y) funkcija obrnjena za kot θ. Izrazˇena je z linearno kombinacijo
drugacˇe orientiranih verzij same sebe f θj(x, y) z interpolacijskimi funkcijami
kj(θ). Orientacijo baznih filtrov f
θj(x, y) predstavlja θj. V enacˇbi je M mi-
nimalna kolicˇina baznih filtrov potrebnih za usmerljivost f(x, y). M se za
posamezno funkcijo lahko dolocˇi s sˇtevilom nenicˇelnih koeficientov an(r) pri
razsˇiritvi funkcije v Furierovo zaporedje v polarnem kotu φ:
f(r, φ) =
N∑
n=−N
an(r)e
inφ. (2.2)
Za to, da je filter usmerljiv moramo torej vedeti kateri so bazni filtri
f θj(x, y), koliko jih je (M) ter katere so interpolacijske funkcije kj(θ), da je
enacˇba (2.2) zadovoljena.
V nasˇem primeru na isti sliki izvedemo vecˇ usmerljivih filtrov ter nato
sestavimo masko glede na maksimume dolocˇenih filtrov. Za primer usmerlji-
vega filtra lahko predstavimo prvi odvod dvodimenzionalne Gaussove funk-
cije, ki je hkrati tudi eden izmed filtrov uporabljenih v predlagani metodi.
Dvodimenzionalni Gaussov filter lahko zapiˇsemo kot:
G(x, y) = e−(
x2
2σ2
+ y
2
2σ2
), (2.3)
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kjer je G(x, y) vrednost dvodimenzionalne Gaussove funkcije v tocˇko (x, y).
Standardni odklon Gaussove funkcije je predstavljen s σ. Bazna filtra po-
trebna za usmerjanje odvoda Gaussove funkcije sta njegova odvoda po x in
y oziroma odvod Gaussove funkcije usmerjen v 0◦ in 90◦ okoli srediˇscˇa:
G′0◦(x, y) =
δ
δx
e−(
x2
2σ2
+ y
2
2σ2
) = − x
σ2
e−(
x2
2σ2
+ y
2
2σ2
), (2.4)
G′90◦(x, y) =
δ
δy
e−(
x2
2σ2
+ y
2
2σ2
) = − y
σ2
e−(
x2
2σ2
+ y
2
2σ2
). (2.5)
Za interpolacijske funkcije pri poljubnem kotu θ uporabimo:
k1 = cos(θ), k2 = sin(θ). (2.6)
Filter odvoda Gaussove funkcije orientiranega v poljubno smer pa lahko
izrazimo z linearno kombinacijo baznih filtrov G′0◦ in G
′
90◦ :
G′θ = G
′
0◦cos(θ) +G
′
90◦sin(θ). (2.7)
Ker je konvolucija linearna operacija, jo lahko na sliki izvedemo s filtrom
s poljubno orientacijo tako, da najprej izvedemo konvolucijo z baznimi filtri
G′0◦ in G
′
90◦ , nato pa uporabimo k1 in k2 za interpolacijo pri linearni kombi-
naciji rezultatov konvolucije, ki je enaka linearni kombinaciji za sintetiziranje
filtra G′θ pri poljubni orientaciji. Cˇe je ∗ operator konvolucije, bi lahko kon-
volucijo z usmerjanjem odvoda Gaussovega filtra na sliki I zapisali kot:
C0◦ = G
′
0◦ ∗ I, (2.8)
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C90◦ = G
′
90◦ ∗ I, (2.9)
Cθ = C0◦cos(θ) + C90◦sin(θ), (2.10)
kjer je θ kot, ki ga lahko izracˇunamo iz orientacije gradienta slike. Gradient
slike ima najvecˇji odziv tam, kjer se intenzivnost najhitreje spreminja [24].
Gradient slike I je podan z enacˇbo:
∆I =
 δIδx
δI
δy
 =
C0◦
C90◦
 . (2.11)
Orientacijo gradienta slike lahko tako izracˇunamo :
θ = tan−1(
δI
δy
δI
δx
) = tan−1(
C90◦
C0◦
). (2.12)
Rezultat usmerjenega filtriranja z odvodom Gaussove funkcije vidimo na Sliki
2.1.
V predlagani metodi se poleg usmerljivega filtra prvega odvoda Gaussove
funkcije uporablja sˇe druge filtre:
F.1 filter DoG [29],
F.2 Usmerljiv filter prvega odvoda Gaussove funkcije,
F.3 Usmerljiv filter drugega odvoda Gaussove funkcije po x,
F.4 Usmerljiv filter drugega odvoda Gaussove funkcije po y,
F.5 Usmerljiv filter drugega odvoda Gaussove funkcije po x in y.
Postopek za usmerjanje drugega odvoda Gaussovega filtra je zelo podo-
ben primeru usmerjanja prvega odvoda dvodimenzionalne Gaussove funkcije
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Slika 2.1: Od leve proti desni. Rezultat konvolucije s prvim odvodom Ga-
ussove funkcije po x C0◦ , rezultat konvolucije s prvim odvodom Gaussove
funkcije po y C90◦ , linearna kombinacija C0◦ in C90◦ .
le, da se izvede za drugacˇen filtre. V metodi se uporabljajo drugi odvodi
Gaussovega filtra, ki jih pridobimo s tem, da Gaussovo funkcijo odvajamo
dvakrat. Za F.3 moramo dvakrat odvajati po X, za F.4 moramo dvakrat
odvajati po Y, za F.5 pa moramo najprej odvajati po X nato pa sˇe enkrat
po Y. Za vse uporabljene filtre, ki so v osnovi drugi odvodi Gaussove funkcije
velja, da imajo enake interpolacijske funkcije ter, da se orientacija θ pri vseh
izracˇuna po enaki formuli.
Za usmerjanje F.3 se kot bazne filtre uporablja vecˇ razlicˇnih rotacij dru-
gega odvoda Gaussove funkcije. Z G0
◦
xx oznacˇimo dvojni odvod Gaussovega
filtra po X obrnjenega za 0◦. Kot bazne filtre pri F.3 uporabljamo G0
◦
xx,
G60
◦
xx in G
120◦
xx saj se v praksi, zaradi simetricˇnosti ter robustnosti proti sˇumu
uporablja enakomerno rotirane bazne filtre med 0 in pi [17]:
G0
◦
xx =
−1
σ2
+
x2
σ4
e−(
x2
2σ2
+ y
2
2σ2
), (2.13)
kjer je G0
◦
xx drugi odvod Gaussove funkcije, ki ga pridobimo z dvakratnim
odvajanjem po x. Za pridobitev ostalih baznih filtrov se G0
◦
xx sˇe dvakrat
zarotiramo do G60
◦
xx in G
120◦
xx nato pa se kot v prej podanem primeru za vsak
bazni filter izvede konvolucijo na sliki ter uporabi interpolacijska pravila za
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sintezo usmerjenega filtriranja. Interpolacijsko pravilo je v nasˇem primeru:
kj(θ) =
1
3
(1 + cos(2(θ − θj))), (2.14)
kjer je posamezna interpolacijska funkcija kj(θ) izracˇunana za vsak kot θj, ki
predstavlja rotacije baznih filtrov torej za 0◦, 60◦ in 120◦ oziroma v radianih
v tem vrstnem redu 0, 2pi
3
in 4pi
3
radianov. Orientacija θ pa se v tem primeru
izracˇuna z enacˇbo:
θ = tan−1(
−(G120◦xx −G60◦xx ) ∗
√
3
−(G120◦xx +G60◦xx − 2G0◦xx)
). (2.15)
Rezultat konvolucije slike s filtri G0
◦
xx, G
60◦
xx in G
120◦
xx oznacˇimo s C
0◦
xx, C
60◦
xx
in C120
◦
xx . Konvolucijo z usmerjenim filtrom G
θ
xx lahko sintetiziramo z linearno
kombinacijo interpolacijskega pravila (2.14) ter baznih filtrov:
C(θ) =
1
3
([1+cos(2θ)]G0
◦
xx+[1+cos(2(θ−
2pi
3
))]G60
◦
xx +[1+cos(2(θ−
4pi
3
))]G120
◦
xx ).
(2.16)
Tudi za F.5 velja enak postopek kot za F.3. Pri obeh filtrih se orientacija
θ izracˇuna po enacˇbi (2.15), uporabljata pa tudi enaka interpolacijska pravila
(2.14). Razlikujeta pa se seveda v baznih filtrih saj F.5 najprej odvaja po
x nato pa po y. Tudi F.5 svoje bazne filtre pridobi z rotacijo za 0◦, 60◦ in
120◦:
G0
◦
xy =
y
σ2
x
σ2
e−(
x2
2σ2
+ y
2
2σ2
), (2.17)
kjer je G0
◦
xy drugi odvod Gaussove funckije, ki ga pridobimo tako, da (2.3)
najprej odvajamo po x nato pa po y. Za detekcijo interesnih tocˇk se pogo-
sto uporablja DoG (difference of Gaussians) [27, 26], ki deluje tako, da se
na sliki izvede konvolucijo z dvemi Gaussovimi filtri, ki se med seboj raz-
likujeta v parametru σ nato pa se rezultata konvolucije med seboj odsˇteje.
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DoG ima visok odziv na regijah z vecˇjimi spremembami v intenziteti zaradi
cˇesar se med drugim uporablja tudi za detekcijo robov [5]. Ker z uporabo
pravih parametro DoG dobro predstavi svetle regije, ki predstavljajo polipe,
ga vkljucˇimo v kombinacijo filtrov metode:
CDoG = I ∗Gσ − I ∗GσK , (2.18)
kjer je CDoG rezultat konvolucije na sliki I z razliko filtrov Gσ in GσK . Filter
Gσ je enak:
Gσ(x, y) = e
−( x2
2σ2
+ y
2
2σ2
), (2.19)
filter GσK pa je enak:
GσK(x, y) = e
−( x2
2σ2K2
+ y
2
2σ2K2
). (2.20)
Zaradi lastnosti konvolucije pa velja tudi:
CDoG = I ∗ (Gσ −GσK). (2.21)
V enacˇbah (2.18) in (2.21) je σ standardni odklon, K pa faktor za kate-
rega se standardna odklona obeh filtrov razlikujeta. Razliko dveh filtrov z
razlicˇnimi σ uporabimo tudi pri usmerljivih filtrih predlagane metode F.2,
F.3 in F.5. Sesˇtevanje in odsˇtevanje jeder filtrov je mogocˇe zaradi distribu-
tivne lastnosti konvolucije. Na Sliki 2.2 so prikazana posamezna konvolucij-
ska jedra obravnavanih filtrov.
14 Vitjan Zavrtanik
(a) (b)
(c) (d)
(e) (f)
Slika 2.2: Konvolucijska jedra za uporabljene filtre. a) Konvolucijsko jedro
prvega odvoda Gaussove funckije po x. b) Konvolucijsko jedro prvega odvoda
Gaussove funkcije po y. c) Konvolucijsko jedro drugega odvoda Gaussove
funkcije po x. d) Konvolucijsko jedro drugega odvoda Gaussove funkcije po
y. e) Konvolucijsko jedro drugega odvoda Gaussove funkcije po x in y. f)
Konvolucijsko jedro DoG.
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2.2 Radialnost
Radialnost [31] je nacˇin detekcije interesnih tocˇk, ki bazira na samopodob-
nosti regij v sliki. Regija je samopodobna v primeru, da velja:
I(T (x)) = a+ bI(x),∀x ∈ P, (2.22)
kjer je P krozˇna regija radija R, x pa je tocˇka v P . T oznacˇuje bijektivno ge-
ometricˇno transformacijo definirano na P kot sta rotacija okoli srediˇscˇa ali pa
zrcaljenje cˇez cˇrto, ki potuje skozi center P . I(x) pa je svetlost slike v tocˇki x.
Rotacija okoli centra P za kot α preslika tocˇko x = [r, φ]T , zapisano v po-
larnih koordinatah, v tocˇko [r, φ+ α]T kjer je r radij od srediˇscˇa P , φ pa kot.
Zrcaljenje cˇez cˇrto z orientacijo ϑ pa tocˇko x = [r, φ]T preslika v [r, 2ϑ− φ]T .
Z uporabo realnih podatkov je enacˇba (2.22) izpolnjena le v redkih primer
vendar pa lahko samopodobnost posamezne regije glede na transformacijo T
izracˇunamo tudi z normaliziranim korelacijskim koeficientom:
nkk(P, T ) =
∑
i (I(xi)− I)
∑
i (I(T (xi))− I)∑
i (I(xi)− I)2
. (2.23)
V enacˇbi (2.23) xi predstavlja posamezno tocˇko P, I pa predstavlja pov-
precˇno intenzivnost regije P. Zaradi poenostavitve racˇunanja vsako regijo P
najprej pretvorimo iz kartezijskih v polarne koordinate. To pretvori regijo
P iz okrogle regije z radijem R v pravokotno regijo P (M,N) kjer M in N
oznacˇujeta sˇtevilo vzorcˇenj za razlicˇne radije (M) in razlicˇne kote (N). Tako
se glede na zˇeljeno natancˇnost v regijah za kot φ in radij r vzorcˇi po intevalih
∆φ = 2pi
N
ter ∆r = R
M
.
Cˇe je transformacija T zrcaljenje moramo za izracˇun radialnosti izracˇunati
normalizirani korelacijski koeficient za vsako od N vzorcˇenih orientacij ϑ.
V primeru, da je T rotacija pa moramo izracˇunati normalizirani korelacijski
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koeficient za vsakega od N vzorcˇenih kotov α. Ne glede na to ali je T rotacija
ali zrcaljenje je radialnost enaka. Radialnost Sr je:
Sr =
1
N
1
VP
M−1∑
m=0
(Cm − C)2, (2.24)
kjer je VP vsota kvadratov , I pa povprecˇna vrednost vseh vrednosti P :
VP =
M−1∑
m=0
N−1∑
n=0
(I(rm, φn)− I)2, (2.25)
I =
∑M−1
m=0
∑N−1
n=0 I(rm, φn)
NxM
, (2.26)
Cm pa je vsota vseh vrednosti P na radiju rm:
Cm =
N−1∑
n=0
I(rm, φn), (2.27)
C =
1
M
M−1∑
m=0
Cm. (2.28)
Slika 2.3 povzema postopek racˇunanja radialnosti. S sˇtevilko 3 je oznacˇena
radialnost, s sˇtevilkami 4 in 5 pa meri, ki ju v sklopu tega dela ne obravna-
vamo.
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Slika 2.3: Postopek racˇunanja radialnosti. Slika vzeta iz [31].
2.3 Segmentacija Felzenszwalb
Algoritem [16] sta ga v letu 2004 popularizirala Felzenszwalb in Huttenlo-
cher. Je eden izmed popularnejˇsih algoritmov za segmentacijo slik v regije.
Poenostavljena ideja algoritma je zdruzˇevanje med seboj podobnih manjˇsih
regij v vecˇje in tako generirati predloge za interesne regije v slikah. Posto-
pek za generiranje predlogov regij [16] je sledecˇ. Najprej se na sliki izracˇuna
minimalno vpeto drevo (MST) z uporabo Kruskalovega algoritma [25]. Na si-
vinski sliki lahko za tezˇo posamezne povezave v grafu w((vi, vj)), ki povezuje
tocˇki vi in vj uporabimo enacˇbo:
w((vi, vj)) = |I(pi)− I(pj)|. (2.29)
Tocˇki vi in vj predstavljata posamezne piksle. Po racˇunanju MST se
sliko zgladi z Gaussovim filtrom z manjˇsim parametrom σ. Avtorja predla-
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gata σ = 0.8. Sosednje tocˇke v grafu, ki predstavljajo zacˇetne komponente,
se zdruzˇuje v vecˇje komponente glede na kriterije o podobnosti znotraj regije
ter med regijami.
Kriterij Dif(Γx,Γy) je torej enak najnizˇji utezˇi povezave med dvema kom-
ponentama Γx in Γy in ga izracˇunamo po enacˇbi:
Dif(Γx,Γy) = minvi∈X,vj∈Y,(vi,vj)∈Ew(vi, vj), (2.30)
kjer Dif(Γx,Γy) oznacˇuje kriterij podobnosti med komponentama Γx in Γy.
vi je tocˇka v komponenti Γx, vj pa je tocˇka v komponenti Γy. Povezava med
tocˇkami (vi, vj) je vzeta iz nabora povezav MST E.
Kriterij podobnosti znotraj komponente Γx izracˇunamo po enacˇbi:
Int(Γx) = mine∈Ew(e), (2.31)
kjer je Int(Γx) vrednost podobnosti znotraj komponente Γx, ki je enaka
najnizˇji utezˇi w(e) na povezavi e mnozˇice povezav E. E je mnozˇica vseh
povezav znotraj MST komponente Γx. Za odlocˇanje ali se regiji zdruzˇita ali
ne uporabimo zdruzˇevalni pogoj:
Dif(Γx,Γy) ≤ min{Int(Γx) + k|Γx| , Int(Γy) +
k
|Γy|}. (2.32)
Enacˇba (2.32) je odvisna od velikosti regije |Γx| in |Γy| ter parametra k,
ki je nek konstanten faktor, ki prisili manjˇse regije v zdruzˇevanje saj je pri
zelo majhnih komponentah Int(X) slab pokazatelj podobnosti znotraj kom-
ponente in bi bilo torej primerjanje z Dif(X, Y ) nenatancˇno.
Algoritem 1 povzema postopek segmentacije [16]. Graf G = (V,E) pred-
stavlja MST vhodne slike. V je mnozˇica n tocˇk in E mnozˇica m povezav.
Pri obdelavi barvnih slik se algoritem izvede za vsak barvni kanal nato pa
rezultate zdruzˇimo. Sosednja piksla v barvni sliki dodelimo isti komponenti
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Razvrsti povezave E po nepadajocˇih vrednosti w(vi, vj).
Zacˇnemo s segmentacijo S0, kjer je vsaka tocˇka svoja komponenta.
for q = 1, ..., m do
Naj bosta vi in vj tocˇki, ki ju povezuje povezava eq.
Naj bosta Ci in Cj komponenti tocˇk vi in vj
if Cˇe sta vi in vj v razlicˇnih komponentah trenutne segmentacije
Sq−1 then
if Drzˇi formula 2.32 then
Zdruzˇi komponenti Ci in Cj.
Sq = ( Sq−1 po zdruzˇitvi Ci in Cj )
end
else
Sq = Sq−1
end
end
Algorithm 1: Segmentacijski algoritem [16]
le, cˇe pripadata isti komponenti v rezultatu vseh treh kanalov.
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2.4 Selective Search
Glede na pregled metod [21] je Selective Search[46] eden izmed boljˇsih algorit-
mov za predlaganje regij. Glavna ideja algoritma je iterativno zdruzˇevanje re-
gij zacˇetne segmentacije glede na vecˇ razlicˇnih mer podobnosti regij. Zacˇetna
segmentacija na manjˇse regije se generira z algoritmom [16]. Za vsak par so-
sednjih regij moramo najprej izracˇunati podobnost med njima glede na mere
podobnosti, ki so opisane v Poglavju 2.4.1. Regije z najviˇsjo medsebojno po-
dobnostjo se nato zdruzˇuje v vecˇje regije hkrati pa se posodablja podobnosti
med novo nastalimi regijami ter njihovimi sosedi. Algoritem se koncˇa, ko so
vse regije zacˇetne segmentacije zdruzˇene v eno. V nadaljevanju so opisane
mere podobnosti na podlagi katerih se posamezne komponente zdruzˇujejo.
2.4.1 Mere podobnosti
Regije so si med sabo podobne cˇe izpolnjujejo kriterije o podobnosti barve,
teksture, velikosti ali oblike.
Barvna podobnost Na vsaki regiji Ri izracˇunamo enodimenzionalni
histogram za vsak barvni kanal v regiji, ki jih nato zdruzˇimo v enodimen-
zionalni histogram Ci, ki vsebuje histograme vseh barvnih kanalov. V delu
[46] se predlaga uporaba 25 celic v vsakem histogramu barvnega kanala. To
pripelje do barvnega histograma Ci = {c1i , ..., cni }, kjer je n dimenzionalnost
histograma. V RGB barvnem prostoru, ki ima 3 barvne kanale je tako dimen-
zionalnost histograma n = 75. Barvno podobnost regij Ri in Rj izracˇunamo
s presekom obeh histogramov:
Sb(Ri, Rj) =
n∑
k=1
min(cki , c
k
j ), (2.33)
kjer sta cki in c
k
j vrednosti v histogramih Ci in Cj regij Ri in Rj.
Teksturna podobnost Teksture algoritem predstavlja z meritvami po-
dobnimi SIFT-u [28] oziroma histogramu orientiranih gradientov [10]. Za
vsak barvni kanal slike se izracˇuna Gaussov odvod v osmih orientacijah.
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Za vsako orientacijo se konstruira histogram z desetimi celicami. Tako na
primer za regijo Ri na sliki predstavljeni v RGB prostoru pridobimo 240 di-
menzionalni deskriptor Ti. Ti lahko predstavimo z Ti = {t1i , ..., tni }, kjer je n
dimenzionalnost Ti. Teksturno podobnost med regijami tako izracˇunamo u
enacˇbo:
St(Ri, Rj) =
n∑
k=1
min(tki , t
k
j ), (2.34)
kjer sta tki in t
k
j vrednosti v deskriptorjih Ti in Tj regij Ri in Rj.
Podobnost v velikosti Kot metoda opisana v Poglavju 2.3, ima tudi
Selective Search mehanizem za spodbujanje zgodnjega zdruzˇenja majhnih
regij. To pripomore k temu, da so regije med potekom algoritma bolj enakih
velikosti. Podobnost v velikosti je definirana kot delezˇ slike I, ki ga skupaj
pokrivata Ri in Rj:
Sv(Ri, Rj) = 1− Ω(Ri) + Ω(Rj)
Ω(I)
, (2.35)
kjer sta Ω(Ri) in Ω(Rj) velikosti regij Ri in Rj, Ω(I) pa je velikost slike I.
Podobnost v obliki Merimo lahko tudi kako dobro se regiji druga drugi
prilagata. Kot primer vzemimo regiji, kjer je ena vgnezdena v drugi. Smi-
selno bi bilo, da bi regiji v naslednjem koraku zdruzˇili saj z vecˇjo verjetnostjo
predstavljata isti predmet. V nasprotnem primeru, cˇe se regiji komaj stikata
je verjetnost, da zdruzˇeni predstavljata isti predmet, majhna. Regijama Ri
in Rj ocˇrtamo pravokotnik, ki vsebuje obe regiji. Podobnost v obliki defini-
ramo kot delezˇ slike I, ki ga predstavlja del ocˇrtanega pravokotnika, ki ne
vkljucˇuje dela slike, ki ga prekrivata regiji:
So(Ri, Rj) = 1− Ω(BBij)− Ω(Ri)− Ω(Rj)
Ω(I)
, (2.36)
kjer je BBij regija, ki jo predstavlja pravokotnik ocˇrtan regijama Ri in Rj.
Z Ω so oznacˇene velikosti regij.
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Kombinirana podobnost Zgoraj nasˇtete mere podobnosti se lahko tudi
zdruzˇuje s cˇimer dobimo novo mero podobnosti, ki uposˇteva razlicˇne lastnosti
regij. Kombinirano podobnost izracˇunamo kot linearno kombinacijo ostalih
kjer so a1, a2, a3 in a4 koeficienti s katerimi dolocˇamo kaksˇen vpliv ima posa-
mezna meritev na vrednost kombinacije:
S(Ri, Rj) = a1Sb(Ri, Rj) + a2St(Ri, Rj)
+ a3Sv(Ri, Rj) + a1So(Ri, Rj). (2.37)
Algoritem se izvaja tudi v razlicˇnih barvnih prostorih saj lahko zaradi
lastnosti posameznega barvnega prostora dobimo razlicˇne rezultate. V barv-
nem prostoru RGB spremembe v osvetlitvi vplivajo na vse tri barvne kanale
[43]. V prostoru HSV sprememba v osvetlitvi ne vpliva na kanal H, S se ne
spreminja s sencami, V pa ni obcˇutljiv na spremembe v svetlosti. Prostor
Lab pa uporablja kanal svetlosti in dva barvna kanala (a in b). Podobno
kot HSV je neobcˇutljiv na spremembe v sencah ali svetlosti. Pri izvajanju
algoritma se uporablja tudi sivinsko sliko.
2.5 Algoritem ACF
Algoritem ACF (ang. Aggregated Channel Features) je bil predlagan v delu
[11]. ACF deluje tako, da na sliki najprej izracˇuna tri kanale. Za kanale upo-
rabi histogram orientiranih gradientov (HOG) [10], normalizirano magnitudo
gradienta in barvne kanale LUV. Gradient slike I ter njegova orientacija sta
podana v enacˇbah (2.11) ter (2.12). Magnitudo gradienta pa izracˇuna z
enacˇbo:
|∆I| =
√
(
δI
δx
)2 + (
δI
δy
)2. (2.38)
Diplomska naloga 23
Normalizirano magnitudo gradienta Mnorm izracˇunamo za vsak del slike,
ki jo predhodno razdelimo na prostore v velikosti 11 x 11 pikslov. Za izracˇun
normalizirane magnitude gradienta potrebujemo tudi povprecˇno magnitudo
gradienta vsakega dela slike M , ki jo pridobimo s konvolucijo magnitude
gradienta |∆I| z l 1 normaliziranim trikotnim filtrom velikosti 11 x 11 pikslov
[41]. Mnorm izracˇunamo z enacˇbo:
Mnorm =
M
M + 0.005′
. (2.39)
Algoritem ACF uporablja tudi deskriptor HOG [10], ki v metodi predsta-
vlja n kanalov. Parameter n je nastavljiv in opisuje v koliko razlicˇnih smereh
se bo izracˇunal gradient slike. V delu [11] je predstavljen pristop s sˇestimi
kanali HOG. Sliko se razdeli v celice nato pa se z vsemi piksli v celici izdela
histogram orientacij glede na vrednosti gradientov. Zaradi razlik v osvetlitvi
in kontrastu je potreben sˇe normalizacijski korak. Celice se najprej zdruzˇi v
vecˇje povezane skupine. Avtorja algoritma HOG predlagata uporabo sˇtirih
8 x 8 pikslov velikih celic za sestavo ene povezane skupine. Vsako skupino
se nato normalizira z eno od metod za normalizacijo. Algoritem ACF za
detekcijo kanale aproksimira za detekcijo znacˇilnic razlicˇnih velikosti.
Zadnji kanal metode ACF je barvni kanal LUV. V delu [11] odlocˇitev
za izbor LUV kot kanal algoritma ACF ni obrazlozˇena vendar pa so avtorji
cˇlanka v delu [13] tudi z uporabo LUV dosegli dobre rezultate pri detekciji
ljudi na slikah. Algoritem ACF uporablja enake kanale kot delo [12].
Po generiranju vseh kanalov slike se kanale razdeli v celice velike 4 x 4
piksle. Vrednosti v posamezni celici se nato sesˇteje s cˇimer dobimo kanale v
veliko nizˇji resoluciji, ki se jih kasneje vektorizira. Te znacˇilke se nato upo-
rabi v algoritmu AdaBoost [18], ki je poznan predvsem po detekciji obrazov
[47, 48]. Temelji na metodi Boosting [39], katere ideja je grajenje mocˇnega
klasifikatorja iz zaporedja sˇibkih utezˇenih klasifikatorjev, ki pa so za dani pro-
blem boljˇsi od nakljucˇnega izbiranja razreda. Recimo, da imamo za ucˇenje
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algoritma na voljo N primerov (xi, yi) od cˇesar je L pozitivnih ter M negativ-
nih primerov. xi oznacˇuje dani primer, yi pa oznacˇuje klasifikacijo primera
yi = 0, 1. Algoritem najprej inicializira utezˇi za vsak primer z vrednostjo
1
M+L
[40]:
w(i) =
1
M + L
, (2.40)
nato za vsako iteracijo t utezˇi najprej normaliziramo, da pridobimo verjetno-
stno porazdelitev wt:
wt(i) =
wt(i)∑n
j=1wt(j)
. (2.41)
Za vsako znacˇilko j natreniramo klasifikator hj ter izberemo tistega, ki
dosezˇe najnizˇjo klasifikacijsko napako et ter z uporabo napake posodobimo
utezˇi. Napako izracˇunamo z enacˇbo:
et =
∑
i
wi|hj(xi)− yi|. (2.42)
Po izboru klasifikatorja ht z minimalno napako et posodobimo utezˇi tako,
da imajo pravilno klasificirani primeri nizˇjo tezˇo v nadaljevanju algoritma
kot pa nepravilno uvrsˇcˇeni. Utezˇi posodabljamo po formuli:
wt+1(i) = wt(i)β
1−ei
t . (2.43)
V zgornji formuli je βt =
et
1−et . Velja ei = 0 cˇe je xi klasificiran pravilno
ter ei = 1 v primeru, da je bil primer napacˇno klasificiran. Zgornje korake
ponovimo za vsak t v T iteracijah nato pa pridobimo koncˇni klasifikator h:
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h(x) =
{
1,
∑T
t=1 αxht(x) ≥ 12
∑T
t=1 αt
0, ostalo
.
V algoritmu ACF se AdaBoost uporablja za treniranje in kombiniranje
odlocˇitvenih dreves [36] s prej pridobljenimi znacˇilkami. V cˇlanku avtorji
predlagajo uporabo 2048 odlocˇitvenih dreves z globino dve.
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Poglavje 3
Predlagana metoda
Predlagana metoda,ki jo v nadaljevanju imenujemo metoda detekcije radial-
nih regij (RRD), za generiranje hipoteticˇnih regij za detekcijo polipov deluje
v dveh delih. Najprej se z uporabo kombinacije usmerljivih filtrov [17] gene-
rira masko, ki pokriva lokacije polipov na sliki, nato pa se izracˇunano masko
uporabi pri racˇunanju radialnosti [31] s pomocˇjo katere dolocˇimo natancˇnejˇso
lokacijo in velikost za predlagane regije. V Poglavju 3.1 opisujemo postopek
uporabljen za generiranje maske, v Poglavju 3.2 pa generiranje hipoteticˇnih
regij iz maske. Na Sliki 3.1 je predstavljen potek predlagane metode.
Slika 3.1: V 1. koraku metode se izvede generiranje maske. V 2. koraku s
pomocˇjo generirane maske izracˇunamo radialnost na sliki [31]. V 3. koraku
pa z izracˇunom lokalnih maksimumov radialnosti predlagamo hipoteticˇne re-
gije polipov.
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3.1 Generiranje maske
Za generiranje maske izkoriˇscˇamo vizualne lastnosti polipov. Postavimo
predpostavko, da so polipi majhne, okrogle in svetle regije, ki iz svojega
ozadja po svetlosti izstopajo. Kot vidimo na Sliki 3.2, to pogosto drzˇi. Za
detekcijo okroglih svetlih struktur uporabimo filter DoG [27], ki je popularen
detektor okroglih regij (ang. blob detector) [26]. Za izboljˇsanje diskrimina-
tivne mocˇi maske uporabimo sˇe vecˇ razlicˇnih filtrov, ki imajo viˇsje odzive na
drugacˇne strukture v sliki kot DoG. Na Sliki 3.3 je prikazan potek generiranja
maske.
Slika 3.2: Polipi so velikokrat okrogli in se po svetlosti razlikujejo od ozadja.
V prvem koraku najprej vhodno sliko pretvorimo v sivinsko sliko I, ki jo
nato obdelamo z vsakim izmed filtrov gi iz nabora filtrov G:
fi(p) = [I ∗ gi](p), (3.1)
kjer je p piksel v sliki I, ∗ pa operator konvolucije. Ob generiranju maske
poskusˇamo vsak piksel klasificirati v teksturni razred, ki ga opisuje vsak
izmed filtrov gi. Klasifikacijska funkcija je:
C(p) = arg max
i
fi(p), (3.2)
ki piksel p klasificira v razred i v primeru, da ima na danem pikslu najviˇsji
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Slika 3.3: V koraku oznacˇenem s sˇtevilom 1 sliko pretvorimo v sivinsko sliko.
V 2. koraku sivinsko sliko obdelamo z vsakim filtrom v naboru ter za vsak
piksel poiˇscˇemo maksimalno vrednost. V 3. koraku obdrzˇimo le piksle, kjer
maksimalen odziv poda DoG. V zadnjem koraku pa se na maski pridobljeni
v 3. koraku izvedejo morfolosˇke operacije.
odziv prav filter gi. Oznacˇimo filter DoG z g1. Generiranje maske h(p) s
pomocˇjo klasifikacijske funkcije C(p) zapiˇsemo s formulo:
h(p) =
{
1, C(p) ≡ 1
0, ostalo
.
Funkcija h(p) generira binarno masko Im in piksel p doda v masko le v pri-
meru, da funkcija C(p) piksel klasificira v razred 1 za kar pa mora maksimalno
vrednost za p podati f1(p), ki pa predstavlja vrednost rezultata konvolucije
s filtrom DoG. V naboru filtrov G je pet filtrov nasˇtetih v Poglavju 2.1.
3.1.1 Morfolosˇke operacije
Na maski Im se vedno pojavlja dolocˇena kolicˇina sˇuma, ki vcˇasih negativno
vpliva na natancˇnost generiranja regij in velikokrat povzrocˇi previsoko raven
segmentacije na polipih. Zaradi spremembe intenzivnosti znotraj polipa za-
radi njegove delne prosojnosti lahko torej algoritem posamezen polip segmen-
tira v vecˇ regij ali pa zaradi raznolikosti ozadja predlaga veliko nepravilnih
regij, ki ne vsebujejo polipov. Problem sˇuma smo resˇevali s morfolosˇkimi
operacijami na maski. Za odstranjevanje nastalega sˇuma smo uporabili mor-
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folosˇki operaciji odpiranja in zapiranja. Na Sliki 3.4 je prikazan primer maske
z uporabo in brez uporabe morfolosˇkih operacij.
Slika 3.4: Od leve proti desni: neobdelana slika polipov, generirana maska
brez uporabe morfolosˇkih operacij, generirana maska z uporabo morfolosˇkih
operacij.
Zaradi mozˇnosti uspeha metode brez uporabe morfolosˇkih operacij smo
se odlocˇili v nasˇe eksperimentalno delo dodati tudi to verzijo predlagane
metode.
3.2 Predlaganje regij
Radialnost se v metodi izracˇuna na celotni sliki polipov ter maski generirani
v prvem delu. Racˇuna se za vsak radij rm zaradi cˇesar za posamezno sliko
dobimo M nivojski zemljevid radialnosti, kjer vsak nivo odrazˇa radialnosti
struktur na sliki pri velikosti rm. Primer nivoja zemljevida radialnosti je
prikazan na Sliki 3.5.
Regije, ki jih algoritem predlaga, so postavljene na pozicije lokalnih ek-
stremov. Postopek iskanja lokalnih maksimumov poteka tako, da za vsak
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Slika 3.5: Od leve proti desni: Neobdelana slika polipov, primer nivoja ze-
mljevida radialnosti na sliki polipov.
Slika 3.6: Prikaz primerjave piksla, na sliki oznacˇenega z x, z osmimi sose-
dnjimi piksli na njegovem nivoju ter devetimi sosednjimi piksli na viˇsjem in
nizˇjem nivoju. Slika pridobljena iz [29].
radij rm vrednost vsakega piksla primerjamo z osmimi sosedi na istem ni-
voju zemljevida radialnosti ter z devetimi sosedi v nivoju viˇsje in nizˇje na
zemljevidu. Postopek primerjave je prikazan na Sliki 3.6. Regije predlagamo
le na lokacijah kjer ima dolocˇen piksel na nivoju strogo viˇsjo vrednost od
svojih sosedov na njegovem kot tudi na viˇsjem in nizˇjem nivoju. Predlagano
metodo imenujemo detekcija radialnih regij in se bomo v nadaljevanju nanjo
sklicevali kot RRD.
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3.3 Kombinacija z algoritmom Felzenszwalb
Ob vizualni analizi maske, ki jo generira algoritem RRD smo opazili, da
maska sicer dobro predstavlja lokacije polipov vendar pa so regije slabsˇe se-
gmentirane saj posamezna regija v maski velikokrat pokriva vecˇ polipov.
Sliko polipov smo kombinirali z masko tako, da smo v sliki ohranili le piksle,
ki so bili v maski predstavljeni s pozitivno vrednostjo. Maska, slika ter njuna
kombinacija je prikazana na Sliki 3.7. Na tako maskirani sliki smo nato upo-
rabili algoritem opisan v [16].
Slika 3.7: Od leve proti desni: neobdelana slika polipov, generirana maska,
maskirana slika. Maskirano sliko pridobimo tako, da v nespremenjeni sliki
zbriˇsemo vse piksle, ki so v generirani maski predstavljeni z nicˇ.
Poglavje 4
Eksperimentalna analiza
V eksperimentalni evaluaciji smo se osredotocˇili na podrobnejˇse ocenjevanje
metode RRD in na analizo posameznih delov metode z namenom optimizacije
rezultatov pri problemu predlaganja regij za polipe. V Poglavju 4.1 je opisana
podatkovna zbirka na kateri so se izvajali eksperimenti, v Poglavju 4.3 pa
smo na zbirki uporabili metodo RRD in preucˇili vpliv eliminacije posameznih
filtrov za generiranje maske na uspesˇnost predlaganja regij. Preizkusˇena je
bila tudi kombinacija metode RRD in segmentacije Felzenszwalb [16] katere
rezultati so predstavljeni v Poglavju 4.8. Rezultate predlagane metode smo
predstavili v Poglavju 4.7 ter jih primerjali z metodo ACF [11] v Poglavju 4.5
in metodo Selective Search [46] v Poglavju 4.6. Ocenili smo tudi kombinacjo
metod ACF in RRD ter rezultate opisali v Poglavju 4.9. V Poglavju 4.4 je
podan pregled nad rezultati.
4.1 Podatkovna zbirka
Podatkovna zbirka na kateri smo ocenjevali uspesˇnost posameznih metod je
bila sestavljena iz 35 barvnih slik ostrig na katerih se nahajajo polipi. Vsaka
slika je sˇiroka 4288 pikslov in visoka 2848 pikslov. Vsaki sliki je prilozˇena
tudi datoteka z rocˇno oznacˇenimi pravokotniki, ki v slikah obdajajo posa-
mezne polipe. Del podatkovne zbirke so tudi podatki na katerem obmocˇju
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Sˇirina Viˇsina Diagonala
Povprecˇje 38 43 58
Standardni odklon 9.912 11.377 13.980
Maksimum 111 126 155
Minimum 11 12 18
Tabela 4.1: Podatki o anotacijah polipov v pikslih.
znotraj slike, so bili oznacˇeni polipi. Na Sliki 4.1 je obmocˇje oznacˇeno z
rdecˇo cˇrto. V eksperimentih uporabljamo le regije znotraj teh obmocˇij in s
tem dobimo boljˇso predstavo o sˇtevilu predlaganih regij glede na anotacije.
V celotni zbirki je 37403 anotacij polipov vsaka slika pa ima v povprecˇju
1011 oznacˇenih pravokotnikov. Minimalno sˇtevilo oznacˇenih polipov na sliki
je 378, maksimalno pa 1713. Ostale podatke o oznacˇbah polipov lahko naj-
demo v Tabeli 4.1, ki prikazuje podatke o viˇsini, sˇirini in diagonali ter njihova
odstopanja.
Zaradi razlicˇne velikosti, orientacije in prosojnosti polipov je uspesˇno
rocˇno dolocˇanje pozicij polipov lahko zahtevno in posledicˇno se tudi v anota-
cijah lahko pojavljajo napake ali pa vsaj dvom glede pravilnosti oznacˇenega
pravokotnika. Pravilno anotacijo sˇe dodatno otezˇuje pogosto prekrivanje
polipov na nekaterih slikah, kot je prikazano na Sliki 4.2 in zamegljenosti ne-
katerih delov dolocˇenih slik zaradi napak pri fotografiranju kot je razvidno iz
Slike 4.3 na kateri so polipi v ospredju bistveno manj zamegljeni v primerjavi
z bolj oddaljenimi.
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Slika 4.1: Na sliki ostrig so z zelenimi pravokotniki rocˇno oznacˇene pra-
vilne lokacije polipov. Rdecˇa cˇrta oznacˇuje obmocˇje v katerem so bili polipi
oznacˇeni.
Slika 4.2: Obmocˇje na katerem so polipi tako gosto postavljeni, da je meje
med njimi zelo tezˇko natancˇno dolocˇiti. Drug drugega delno zakrivajo zato
lahko recˇemo, da je prikazano obmocˇje prekrivanja polipov.
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Slika 4.3: Prikaz zamegljenosti slike
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4.2 Ocenjevanje predlaganih regij
Za primerjavo je rezultat metod seveda potrebno oceniti. Za ocenjevanje
posameznih generiranih regij smo uporabili rocˇne oznacˇbe polipov. Tudi pri
metodah, ki predlagajo segmente razlicˇnih oblik kot sta RRD, ki predlaga
okrogle regije ter Felzenszwalb, ki predlaga razlicˇne oblike segmentov, smo
posamezne regije obdali s pravokotnikom za lazˇjo primerjavo z rocˇnimi ano-
tacijami. Za ocenjevalni kriterij posamezne regije je bil uporabljen IOU (ang.
intersection over union). Glede na [21] je regija z viˇsjim razmerjem med pre-
sekom in unijo za kasnejˇso klasifikacijo objekta boljˇsa. Za vsako predlagano
regijo smo preverili kaksˇno razmerje IOU ima z rocˇnimi anotacijami s kate-
rimi se vsaj delno prekriva. Izracˇunali smo priklic za vecˇ razlicˇnih mejnih
vrednosti IOU T kjer smo predlagano regijo sˇteli kot pravilno le cˇe je pri
preseku z neko rocˇno anotacijo dosegala vrednost IOU viˇsjo od T .
Priklic R je v nasˇem primeru definiran kot:
T = izbrana meja IOU, kjer predlagano regijo sˇe sˇtejemo kot pravilno.
O =mnozˇica rocˇno oznacˇenih regij
P =mnozˇica predlaganih regij z vrednostjo IOU vecˇ kot T
R =
(O ∩ P )
O
. (4.1)
Priklic R je torej definiran kot delezˇ sˇtevila rocˇno oznacˇenih regij O, ki jih
prekriva vsaj ena od predlaganih regij P , kjer je stopnja prekrivanja IOU
vsaj T .
Za splosˇno uspesˇnost posamezne metode na sliki je bila uporabljena povrsˇina
pod krivuljo na grafu odvisnosti senzitivnosti od postavljene meje IOU za
katero smo sˇe sˇteli, da je pokritost posamezne anotacije uspesˇna. Za oce-
njevanje uspesˇnosti smo sprva uporabili mero AR predlagano v [21], ki pri
ocenjevanju uposˇteva le regije z IOU vrednostjo viˇsjo od 0.5. Izkazalo se
je, da delezˇ predlaganih regij z IOU vrednostjo vecˇjo od meje T zacˇne hitro
upadati, ko T pomikamo viˇsje od 0.5. Delezˇ predlaganih regij, ki sˇe dosegajo
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zˇeljeno vrednost IOU, zacˇne z narasˇcˇajocˇo vrednostjo T hitro upadati, ko
meja T presezˇe vrednost 0.5 zaradi cˇesar je mera AR neprimerna za oce-
njevanje pristopov k nasˇemu problemu. Za ocenjevanje smo zato uporabili
prilagojeno verzijo AR, ki prav tako uporablja povrsˇino pod krivuljo na grafu
priklica v odvisnosti od IOU, le da so meje za ocenjen IOU prestavljene saj
ne uposˇteva povrsˇine med IOU vrednostjo 0.5 in 1 temvecˇ med 0.3 in 1.
Graficˇna predstavitev posameznih mer je prikazana v Sliki 4.4. Nova mera
omogocˇa boljˇse ocenjevanje pristopov zaradi konvergiranja uspesˇnosti pristo-
pov z narasˇcˇajocˇo mejo T . Problem je prikazan na Sliki 4.5, kjer sta prikazani
uspesˇnosti izvajanje metode RRD z razlicˇnimi parametri. Meja IOU med 0.3
ter 1 je smiselna tudi glede na vizualno analizo prekrivanja predlaganih regij z
rocˇnimi anotacijami prikazanimi v Sliki 4.6. Regije z vrednostjo IOU manjˇso
od 0.3 slabo predstavljajo prave lokacije polipov, regije z viˇsjim IOU pa jih
zˇe veliko bolje oznacˇujejo. Vrednosti posamezne regije so do neke mere od-
visne tudi od anotacij saj so te lahko, zaradi lastnosti polipov, ki anotiranje
otezˇujejo, nenatancˇne. Nasˇa mera bo v nadaljnem oznacˇena kot AR3.
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Slika 4.4: Primer grafa priklica v odvisnosti od IOU. Del povrsˇine pod kri-
vuljo, na sliki oznacˇen z B, predstavlja mero AR. Celotno obmocˇje oznacˇeno
z A in B predstavlja nasˇo mero.
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Slika 4.5: Kljub temu, da je uspesˇnost izvajanja metode, ki je oznacˇena z
zeleno cˇrto ocˇitno boljˇsa od tiste, prikazane z rdecˇo, se mera AR med njima
skoraj ne razlikuje. V takem primeru je nasˇa mera ocenjevanja boljˇsa.
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(a) (b)
(c) (d)
(e) (f)
Slika 4.6: a) Prekrivanje anotacije in regije z IOU = 0.1. b) Prekrivanje z
IOU = 0.2. c) Prekrivanje z IOU = 0.3. d) Prekrivanje z IOU = 0.4. e)
Prekrivanje z IOU = 0.5. f) Prekrivanje z IOU = 0.7.
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4.3 Izbira parametrov RRD
Za dobre rezultate je pri metodi RRD, kot tudi pri veliko drugih metodah,
potreben izbor vecˇih parametrov. Pri generiranju maske z usmerljivimi filtri
je potrebna nastavitev parametrov σ in K, ki dolocˇata velikosti in obliko
zacˇetnih Gaussovih filtrov. Izkazalo se je tudi, da ima kombinacija in sˇtevilo
izbranih usmerljivih filtrov velik vpliv na koncˇen izgled maske in posledicˇno
tudi vpliv na predlagane regije. Problem izbora najboljˇsih parametrov je
veliko sˇtevilo kombinacij parametrov ter dejstvo, da parametri vplivajo na
predlagane regije odvisno drug od drugega. Za bolj splosˇno obrazlozˇitev re-
zultatov, neodvisno od podatkovne baze na kateri so se eksperimenti izvajali,
bomo vrednosti parametrov, namesto v pikslih izrazˇali v delezˇu diagonale
povprecˇne rocˇne anotacije polipa. Povprecˇno diagonalo polipa, podano v
Tabeli 4.1, bomo oznacˇevali kot λdiag.
4.3.1 Izbor parametrov σ in K
Za dobro segmentacijo slike ter natancˇno predstavitev lokacij polipov z upo-
rabo metode RRD je potrebno generiranje dobre maske, ki pa je odvisna od
nastavitve parametrov σ in K, ki jih uporabljamo v Gaussovih funkcijah v
enacˇbi (2.3) ter pri sestavi filtrov DoG v enacˇbi (2.20). Vrednost parametrov
smo dolocˇili z vizualno analizo, uspesˇnost pa kasneje sˇe preverili z izvajanjem
algoritma na generiranih maskah ter ocenjevanjem rezultata. Kot primer do-
bre vrednosti σ in K smo dolocˇili σ = 0.05λdiag in K = 0.20λdiag. Podana
vrednost je bila uporabljena na celotni podatkovni zbirki, kjer pa se velikost
iskanih regij mocˇno spreminja zato so parametri prilagojeni za delovanje na
podani zbirki slik.
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Slika 4.7: Na levi je primer pregrobe maske na desni pa primer prevecˇ ﬁne.
Groba maska povzrocˇi, da algoritem vecˇ regij polipov ne generira, ﬁna pa
generira prevecˇ regij, ki slabo predstavljajo pozicije polipov.
4.3.2 Izbor morfolosˇkih operacij
Sliki 4.9 in 4.8 prikazujeta generirani maski z enakimi parametri le, da smo
prvo obdelali z operacijama odpiranja in zapiranja, drugo pa smo pustili ne-
obdelano. Na Sliki 4.8 lahko vidimo, da cˇeprav algoritem dobro predstavi
lokacije polipov vsebuje tudi veliko delov, ki so za detekcijo nesmiselni kot
so lovke ter deli ozadja. Na Sliki 4.9 je veliko problematicˇnih delov odstra-
njenih, lahko pa opazimo, da je maska pri nekaterih polipih slabo razdeljena
tako, da eno obmocˇje prekriva vecˇ polipov. To na rezultate ne vpliva tako ne-
gativno kot previsoka stopnja segmentacije pred morfolosˇkimi operacijami.
Vsako masko obdelamo najprej z odpiranjem, ki odstrani vecˇino majhnih
svetlih regij, ki polipov ne predstavljajo. Te nepravilne regije povzrocˇijo ele-
menti slike kot so lovke polipov, iregularnosti v ozadju ali manjˇsi delci, ki
plavajo v vodi. Po odpiranju sledi sˇe obdelava maske z zapiranjem. S tem
zapremo manjˇse luknje v regijah polipov, ki nastanejo zaradi spremembe v
prosojnosti oziroma barvi posameznega polipa. Obe operaciji uporabljata
okrogel strukturni element. Izbrane morfolosˇke metode ter velikosti njihovih
strukturnih elementov so bile dolocˇene z vizualno analizo mask po uporabi
razlicˇnih kombinacij morfolosˇkih operacij. Pri eksperimentih smo uporabili
odpiranje in zapiranje z okroglim strukturnim elementom velikosti 0.1λdiag.
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Slika 4.8: Maska pred apliciranjem operacij odpiranja in zapiranja. Opazimo
lahko veliko sˇuma, ki ga povzrocˇajo lovke in iregularnosti v okolju.
Slika 4.9: Maska po apliciranju operacij odpiranja in zapiranja.
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4.3.3 Izbor kombinacije filtrov
Tudi izbor pravilne kombinacije filtrov v prvem koraku algoritma spada med
pomembne parametre, saj se uspesˇnost metode na slikah konkretno spreminja
glede na izbrano kombinacijo. Slika 4.10 prikazuje graf priklica v odvisnosti
od IOU, ki je rezultat izvajanja metode z 31 razlicˇnimi kombinacijami filtrov
na eni izmed slik. Sestavo posamezne kombinacije filtrov lahko razberemo
iz Tabel 4.2 in 4.3. Vidimo lahko, da nekatere kombinacije dosezˇejo boljˇsi
rezultat kot druge, vendar pa je vredno omeniti, da nekatere kombinacije
predlagajo bistveno manj regij kot druge. Zˇe z vizualno analizo mask dveh
kombinacij filtrov z razlicˇno stopnjo uspesˇnosti lahko iz cˇistosti maske na-
povemo, da bo ena izmed njiju predlagala manj regij na podoben nacˇin kot
pred uporabo morfolosˇkih operacij. Kombinacije, ki uporabljajo vecˇje sˇtevilo
filtrov vecˇinoma generirajo maske z manj sˇuma kot tiste, ki uposˇtevajo le
manjˇse sˇtevilo. Maske nastanejo tako, da na sliko apliciramo vse filtre in
nato masko sestavimo iz pikslov kjer je odziv DoG maksimalen med vsemi
odzivi filtrov na dolocˇenem pikslu. Tudi iz tega bi lahko sklepali, da je, cˇe
nekaj filtrov ne uposˇtevamo, vecˇja verjetnost, da bo na neki lokaciji najvecˇji
odziv izzval prav DoG.
Za uspesˇen izbor kombinacije je potrebna odlocˇitev ali je pomembnejˇsi
priklic pri manjˇsem sˇtevilu regij ali pri uporabi vseh generiranih lokacij po-
lipov. Hitrost je za predvideno uporabo metode, sˇtetje polipov, manj po-
membna saj je glavni namen avtomatizacija sˇtetja cˇesar alternativa je rocˇno
sˇtetje, ki pa je drasticˇno dolgotrajnejˇse. Zaradi tega razloga so v Poglavju
4.7 opisani rezultati metode izvajane z uporabo kombinacij, ki so v povprecˇju
uspesˇne ne glede na sˇtevilo regij, ki jih predlagajo.
4.3.4 Parametri radialnosti
Ponovimo, da se v drugem koraku algoritma RRD s pomocˇjo maske in sivin-
ske slike izracˇuna radialnost za vsakega od M radijev. Dobimo torej zemlje-
vid radialnosti z M nivoji, ki nam omogocˇa ocenjevanje potencialne regije
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Sˇt. kombinacije uporabljene metode
1 F.1, F.4
2 F.1, F.5
3 F.1, negativen F.3, F.4
4 F.1, F.5
5 F.1, F.5, F.4
6 F.1, F.5, negativen F.3
7 F.1, F.5, negativen F.3, F.4
8 F.1, F.3
9 F.1, F.3, F.4
10 F.1, F.3, negativen F.3
1 F.1, F.3, negativen F.3, F.4
12 F.1, F.3, F.5
13 F.1, F.3, F.5, F.4
14 F.1, F.3, F.5, negativen F.3
15 F.1, F.3, F.5, negativen F.3, F.4
16 F.1, F.2
17 F.1, F.2, F.4
18 F.1, F.2, negativen F.3
19 F.1, F.2, negativen F.3, F.4
20 F.1, F.2, F.5
Tabela 4.2: Kombinacije metod.
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Sˇt. kombinacije uporabljene metode
21 F.1, F.2, F.5, F.4
22 F.1, F.2, F.5, negativen F.3
23 F.1, F.2, F.5, negativen F.3, F.4
24 F.1, F.2, F.3
25 F.1, F.2, F.3, F.4
26 F.1, F.2, F.3, negativen F.3
27 F.1, F.2, F.3, negativen F.3, F.4
28 F.1, F.2, F.3, F.5
29 F.1, F.2, F.3, F.5, F.4
30 F.1, F.2, F.3, F.5, negativen F.3
31 F.1, F.2, F.3, F.5, negativen F.3, F.4
Tabela 4.3: Kombinacije metod.
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Slika 4.10: Graf priklica v odvisnosti postavljene meje IOU za razlicˇne kom-
binacije filtrov.
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(a) (b)
Slika 4.11: a) Slika polipa pri izvedbi z manjˇsim parametrom M zaradi cˇesar
predlaganje regije ni bilo uspesˇno. b) Uporaba viˇsje vrednosti parametra M
s katero je detekcija polipa uspesˇna.
do velikosti M . Seveda je lahko radialnost neke regije, ki ima radij vecˇji od
M dovolj visoka tudi pri preverjanju radialnosti manjˇsih velikosti vendar pa
je nato koncˇna predlagana regija manjˇsa od dejanske velikosti iskane kar pa
vpliva na koncˇni rezultat. Lahko se zgodi tudi, da zaradi premajhnega M
nekatere regije zgresˇimo kot lahko vidimo na Sliki 4.11.
4.4 Primerjava rezultatov
Tezˇko je oceniti, da je ena metoda pri resˇevanju problema boljˇsa od druge,
saj se uspeh pristopa lahko ocenjuje na veliko razlicˇnih nacˇinov. Razlicˇni
algoritmi predlagajo zelo razlicˇna sˇtevila regij. V primeru, da bi bila hitrost
pomembna bi seveda dali prednost metodam, ki generirajo manjˇsa sˇtevila
regij. Cˇe bi zˇeleli maksimizirati povprecˇno preciznost pri klasifikaciji kom-
pleksnejˇsih objektov bi imele prednost metode, ki dosegajo viˇsjo stopnjo pri-
klica pri visokih vrednostih IOU [22]. Slika 4.13 prikazuje povprecˇne rezultate
obravnavanih metod na zbirki slik. Metodi RRD ter RRD brez uporabe mor-
folosˇkih operacij dosegata zelo podobno uspesˇnost. Slednja predlaga veliko
vecˇ potencialnih regij in tako dosega rahlo boljˇse rezultate sploh pri manjˇsih
vrednostih IOU. Pri stopnji IOU = 0.3 je priklic metod v istem vrstnem redu
0.9267 ter 0.9035. Pri stopnji IOU = 0.2 pa 0.9759 ter 0.9557. Ob nizˇjih
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Metoda Sˇt. regij AR3 IOU > 0.5 IOU > 0.3
RRD 133169 0.5028 0.6253 0.9040
RRD-NM 234779 0.5109 0.6330 0.9267
ACF 97662 0.5721 0.6936 0.9035
RRD-FS 231828 0.3313 0.4113 0.7503
SS 786148 0.1825 0.1850 0.5080
RRD+ACF 230831 0.6816 0.8574 0.9755
Tabela 4.4: Podatki uspesˇnosti metod.
mejah IOU metoda RRD deluje zelo dobro saj pokrije skoraj vse anotirane
polipe vendar pa je njena lokalizacija slabsˇa od tiste pri metodi ACF, ki pri
zahtevnejˇsih mejah IOU dosega veliko boljˇse rezultate. Najboljˇse rezultate
dosega kombinacija metod ACF in RRD. V Tabeli 4.4 so zapisani podatki o
uspesˇnosti obravnavanih metod. Za vsako metodo je zapisano sˇtevilo regij,
ki jih je metoda generirala, vrednost AR3 na podatkovni zbirki, priklic pri
meji IOU >= 0.5 ter priklic pri meji IOU >= 0.3. Na Sliki 4.12 so prikazane
predlagane regije na delu slike za vsako obravnavano metodo.
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Slika 4.12: Predlagane regije na delu slike. a) Predlagane regije algoritma
ACF. b) Predlagane regije metode Selective Search. c) Predlagane regije
metode RRD. d) Predlagane regije metode RRD brez morfolosˇkih operacij.
e) Predlagane regije kombinacije metod RRD in Felzenszwalb.
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Slika 4.13: Povprecˇna uspesˇnost obravnavanih algoritmov na isti podatkovni
zbirki.
4.5 Rezultati metode ACF
Rezultate pridobljene z metodo ACF smo uporabili za primerjavo ostalih pri-
stopov in nismo izvajali dodatnih eksperimentov za optimizacijo uspesˇnosti
metode. Vedeli smo, da pristop deluje dobro iz dela [41]. Z vrednostjo AR3
0.5721 je po tej meri metoda boljˇsa od metode RRD. Prednost algoritma
ACF pred ostalimi je majhna kolicˇina slabsˇih regij, ki jih predlaga. Predlaga
97662 potencialnih obmocˇij polipov torej le 2.611 na anotacijo vendar z le
marginalno razliko v uspesˇnosti glede na RRD. Dosega tudi veliko kolicˇino
regij z dobro pokritostjo saj je kar 69.36% anotacij prekritih z regijami z
mero IOU viˇsjo od 0.5.
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Slika 4.14: Histogram prikazuje sˇtevilo regij glede na IOU za metodo ACF.
4.6 Rezultati Selective Search
Selective Search je pri aplikaciji na dani problem predstavljal tezˇave, saj je
morala biti zˇe zacˇetna segmentacija dovolj majhna, da ni pokrivala vecˇih
polipov hkrati. To je metodo upocˇasnilo zahtevala pa je tudi velike kolicˇine
spomina. Za pridobivanje rezultatov, ki so vsaj priblizˇno tako dobri kot pri
ostalih metodah je bilo sliko potrebno obdelati vecˇkrat z uporabo razlicˇnih
parametrov, ki vplivajo na potek algoritma. Regije, ki so bile rezultat vsa-
kega izvajanja algoritma smo potem zdruzˇili in ocenjevali kot ostale metode.
Zaradi zdruzˇevanja tako predlaganih regij je algoritem za vsako sliko pre-
dlagal vecˇ sto tisocˇ lokacij. Kljub veliki kolicˇini regij, algoritem ni dosegal
zˇelenih rezultatov.
Cˇeprav algoritem dosega odlicˇne rezultate na podatkovnih zbirkah PA-
SCAL VOC2007, MS COCO 2014 in ImageNet 2013 [21], pri problemu de-
tekcije polipov ni pokazal obetujocˇih rezultatov. Razlog za slabo uspesˇnost
pri problemu bi lahko bil sam nacˇin delovanja Selective Search. Po zacˇetni
segmentaciji na manjˇse regije z uporabo [16], zdruzˇuje te regije v vecˇje vendar
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Slika 4.15: Histogram prikazuje sˇtevilo regij glede na IOU za metodo Selective
Search.
pa so polipi zˇe sami po sebi zelo majhne regije zaradi cˇesar zdruzˇevanje v vecˇje
regije ne bi imelo smisla. Prav tako so meje med posameznimi polipi veliko-
krat zabrisane zaradi cˇesar bi se posamezne regije po vecˇ merah podobnosti
ujemale med seboj ter se tako hitro zdruzˇevale kar pa je za sˇtetje polipov
nezazˇeljeno. Algoritem na celotni podatkovni zbirki generira 786148 regij
oziroma 21.02 predlogov za vsako anotacijo. Dosezˇe AR3 vrednost 0.1825.
Z dodatnim testiranjem in spreminjanjem parametrov bi verjetno lahko pri-
dobili boljˇse rezultate. Prav tako bi lahko glede na znanje, ki ga imamo o
velikosti polipov odstranili vecˇino predlaganih regij.
4.7 Analiza metode RRD
Po nastavitvi parametrov smo z metodo dosegli dobre rezultate, vendar pa se
uspesˇnost spreminja glede na sliko, ki jo uporabimo za generiranje regij. Eden
izmed razlogov za to je napacˇna nastavitev parametrov za posamezno sliko.
Poskusˇali smo nastaviti parametre, ki bi dobro delovali na vseh slikah vendar
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Slika 4.16: Vidimo, da je prekrivanje polipov na sliki problematicˇno saj je
iskati meje posameznih polipov tezˇko zˇe za cˇloveka. Tezˇavno je tudi veliko
sˇtevilo in pa majha velikost polipov.
pa je to tezˇavno zaradi sˇtevilnih razlik med slikami. Povprecˇna velikost
polipov se med slikami mocˇno razlikuje. Kot primer uporabimo Sliki 4.17 in
4.16 kjer lahko vidimo kako zelo se med slikama razlikuje velikost polipov.
Vidimo lahko tudi, da se polipi na Sliki 4.16 veliko bolj prekrivajo. Kljub
temu so rezultati dobri in je po uspesˇnosti primerljiva ali celo boljˇsa od ostalih
preverjanih pristopov.
4.7.1 Predlagane regije in povprecˇna uspesˇnost
Metoda RRD je na podatkovni bazi slik predlagala 133169 regij polipov ozi-
roma 3.56 regij na oznacˇbo polipa. Povprecˇna mera AR3 je dosegla vrednost
0.5028. Obravnavali pa smo tudi verzijo metode RRD, ki maske ne obdela
z morfolosˇkimi operacijami odpiranja in zapiranja. Zaradi tega vsebuje ma-
ska veliko vecˇ sˇuma in tako predlaga skoraj dvakrat viˇsje sˇtevilo regij kot
pa verzija metode, ki morfolosˇki operaciji uporablja. Predlaga 234779 regij
oziroma 6.28 regij na anotacijo vendar pa dosega boljˇse rezultate. Povprecˇna
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Slika 4.17: Polipi na sliki so relativno veliki, vecˇinoma dobro locˇeni eden od
drugega in so na podlagi, ki se po barvi vecˇinoma razlikuje od njih samih.
Taksˇni pogoji bistveno olajˇsajo detekcijo.
vrednost AR3 je 0.5109.
Sˇtevilo predlaganih regij glede na kriterij prekrivanja IOU na celotni po-
datkovni bazi je prikazano v Slikah 4.18 in 4.19. Histograma ne vsebujeta
regij z vrednostjo IOU manj kot 0.1 zaradi ogromne kolicˇine regij, ki spadajo
v to kategorijo kar bi poslabsˇalo preglednost histogramov. Vsak stolpec histo-
grama predstavlja sˇtevilo predlaganih regij katerih vrednost IOU je viˇsja od
sˇtevila napisanega pod stolpcem in nizˇja od sˇtevila napisanega pod stolpcem
na desni.
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Slika 4.18: Histogram prikazuje sˇtevilo regij glede na IOU za metodo RRD.
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Slika 4.19: Histogram prikazuje sˇtevilo regij glede na IOU za metodo RRD
brez morfolosˇkih operacij.
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4.8 Rezultati kombinacije metod RRD in Fel-
zenszwalb
Metodo RRD smo kombinirali z algoritmom Felzenszwalb, da bi maskirano
sliko, prikazano na Sliki 3.7, uspeli sˇe dodatno segmentirati glede na robove
med polipi, ki jih maska pokriva skupaj. Odvisno od nastavljenih parametrov
algoritma Felzenszwalb ter generirane maske je algoritem sliko segmentiral
prevecˇ ali pa premalo. Boljˇse rezultate smo seveda dosegli s parametri, pri
katerih algoritem predlaga vecˇjo kolicˇino regij. Algoritem je v tem primeru na
podatkovni bazi predlagal 231828 regij oziroma 6.19 na anotacijo. Povprecˇna
vrednost AR3 pa je dosegla 0.3313. Z bolj natancˇnim iskanjem parametrov
bi verjetno lahko rezultate do neke mere izboljˇsali.
Rezultati so mocˇno odvisni od izbranih parametrov za generiranje maske
ter segmentacije. Izbira parametrov za generiranje maske ter pravilnih mor-
folosˇkih operacij je v tem primeru zelo pomembna saj z masko, ki vsebuje
veliko sˇuma, sprejemljivih rezultatov, zaradi slabe predstavitve delov slike,
ki predstavljajo polipe, ni mogocˇe dobiti. Za dobre rezultate je potrebna
maska podobna Sliki 4.9, kjer so regije polipov dobro pokrite, segmentacija
med njimi pa ni tako pomembna, saj jo kasneje izvaja drugi del algoritma.
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Slika 4.20: Histogram prikazuje sˇtevilo regij glede na IOU za kombinacijo
metod RRD in Felzenszwalb.
4.9 Kombinacija metod ACF in RRD
Zdruzˇili smo predloge metod ACF in RRD ter jih ocenili, kot da bi pre-
dloge generirala ene sama metoda. S kombinacijo obeh metod smo dosegli
zelo dobre rezultate. Z vrednostjo AR3 0.6816 dosega kombinirana metoda
najboljˇsi rezultat med obravnavanimi pristopi. Metoda generira 230831 pre-
dlogov, predlaga pa tudi visoko sˇtevilo regij z zelo dobrim pokritjem, pri
vrednosti IOU nad 0.5 je priklic 0.8574. Tudi pri nizˇjih vrednostih IOU do-
sega metoda dobre rezultate saj pri vrednosti IOU nad 0.3 dosega priklic
0.9755. Metodi ACF in RRD delujeta komplementarno saj velikokrat pre-
dlagata razlicˇne regije in tako zmanjˇsata sˇtevilo anotacij, ki jih ne pokrije
nobena od metod. Kot vidimo na Sliki 4.21, se veliko slabo pokritih anotacij
razlikuje med metodama zaradi cˇesar se ob zdruzˇitvi predlaganih regij obeh
metod rezultat izboljˇsa.
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Slika 4.21: Slabo pokrite anotacije za metodi ACF in RRD. a) Anotacije,
ki jih metoda ACF pokrije z manjˇso vrednostjo IOU. b) Anotacije, ki jih
metoda RRD pokrije z manjˇso vrednostjo IOU.
4.10 Prednosti in slabosti metode RRD
Metoda RRD je na nasˇi podatkovni bazi dosegla dobre rezultate sploh glede
na tezˇavnost naloge zaradi velikih razlik med slikami, majhnosti polipov,
njihovega prekrivanja, zlivanja z okoljem in zamegljenosti. Tezˇave algoritmu
povzrocˇajo predvsem polipi, ki so za detekcijo problematicˇni tudi za ljudi.
Velikokrat slabo predlaga lokacijo polipov, ki se med seboj prekrivajo ali pa
se jih tezˇko locˇi od ozadja zaradi njihove prosojnosti ali pa zamegljenosti.
Nekaj napake vseh preizkusˇenih pristopov bi lahko pripisali tudi nekaterim
vprasˇljivim anotacijam, ki bi lahko nastale zaradi cˇlovesˇke napake. Na Slikah
4.22 in 4.23 so prikazani deli slike s problematicˇnimi anotacijami na katerih
nobena predlagana regija ne presezˇe IOU = 0.2. Na Sliki 4.22 lahko vidimo,
da je polipe izjemno tezˇko locˇevati zˇe za ljudi saj se zaradi enotne barve in
slabsˇe osvetlitve zlijejo v vecˇjo homogeno regijo. Na Sliki 4.23 pa je ocˇitno,
da je ob taksˇni zamegljenosti slike, zaradi napak fotografa, tezˇko z veliko
gotovostjo dolocˇiti obstoj polipa. Takih anotacij je malo in dobra lastnost
metode RRD je, da ima pri nizˇjih stopnjah IOU zelo visok priklic.
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Slika 4.22: Z zelenimi pravokotniki so oznacˇene anotacije, ki so za natancˇno
detekcijo tezˇavne zaradi prekrivanja polipov.
Slika 4.23: Z zelenimi pravokotniki so oznacˇene anotacije, ki so za natancˇno
detekcijo tezˇavne zaradi zamegljenosti polipov.
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Poglavje 5
Sklep
Naslovilii smo problem detekcije polipov na slikah ostrig. Osredotocˇili smo
se predvsem na predlaganje hipoteticˇnih regij za kasnejˇso uporabo z mocˇnim
klasifikatorjem. Predlagali smo metodo RRD, ki z uporabo usmerljivih fil-
trov [17] ter mere radialnosti [31] predlaga potencialne regije, kjer naj bi se
polipi na sliki nahajali. Izvedli smo tudi primerjavo uspesˇnosti algoritmov
RRD, Selective Search [46], ACF [11] ter kombinacije algoritma RRD ter Fel-
zenszwalb [16] pri resˇevanju problema predlaganja regij za detekcijo polipov
na slikah ostrig ter izpostavili prednosti in slabosti posameznih pristopov.
Preizkusili smo mozˇnost aplikacije algoritma RRD na dani problem ter po-
skusˇali optimizirati metodo za cˇimboljˇse delovanje. Predlagali smo tudi mero
za ocenjevanje uspesˇnosti posamezne metode pri resˇevanju problema detek-
cije polipov AR3, ki uspesˇnost meri z delezˇom pokritih rocˇnih anotacij pri
vrednosti IOU > 0.3.
Izvedli smo analizo rezultatov RRD, RRD brez morfolosˇkih operacij, kom-
binacije RRD in segmentacije Felzenszwalb [16], Selective Search [46] ter ACF
[11]. Ocenili smo tudi uspesˇnost kombinacije metod RRD in ACF. Metode
smo izvedli na isti podatkovni zbirki slik polipov ter nato izracˇunali njihovo
uspesˇnost. Z uporabo metod Selective Search in kombinacije RRD in Felzen-
szwalb nam ni uspelo dobiti rezultatov, ki bi se po uspesˇnosti pri resˇevanju
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danega problema lahko primerjali z ostalimi. Potrdili smo ugotovitev [41], da
je algoritem ACF zelo uspesˇen pri predlaganju hipoteticˇnih regij polipov, saj
po nasˇi meri uspesˇnosti AR3 dosega najviˇsjo vrednost od vseh obravnava-
nih metod. Metodi RRD in RRD brez morfolosˇkih operacij dosegata dobre
rezultate glede na mero AR3 ter po priklicu anotacij z mejno vrednostjo
IOU = 0.3 prekasˇata ACF.
Na uspesˇnost metode RRD najbolj vplivajo parametri, ki vplivajo na
generiranje maske v prvem delu algoritma. Izbor optimalnih parametrov je
tezˇaven zaradi medsebojne odvisnosti spremenljivih faktorjev, ki vplivajo na
rezultat algoritma zato seveda obstaja mozˇnost, da bi se rezultat metode
RRD sˇe izboljˇsal z nastavitvijo boljˇse kombinacije parametrov.
5.1 Mozˇne izboljˇsave
Zanimivo bi bilo videti rezultate naucˇenega klasifikatorja, na primer takega,
kot se uporablja v delu [41], z uporabo regij, ki jih predlaga RRD. Glede na
veliko kolicˇino predlaganih regij, bi bilo zanimivo videti cˇas, ki bi ga za ob-
delavo slik potreboval, saj bi tako imeli vecˇ informacij o pomembnosti sˇtevila
predlaganih regij, kar bi lahko vkljucˇili v mero za ocenjevanje posameznih
pristopov. Obdelava regij s klasifikatorjem bi nam podala tudi informa-
cijo o pomembnosti stopnje prekrivanja za uspesˇno klasifikacijo pri danem
problemu. Tudi ta podatek bi lahko uporabili pri prilagajanju metode za
boljˇse delovanje, omogocˇil pa bi nam tudi baziranje meje IOU za ocenjevanje
uspesˇnosti pristopov na eksperimentalnih podatkih. Sedaj smo namrecˇ meje
IOU pri meri AR3 osnovali na podlagi vizualne analize. Metoda RRD bi
lahko bila izboljˇsana tudi z boljˇsimi parametri, saj je zaradi velikega sˇtevila
mozˇnosti nastavitve parametrov malo verjetno, da so bili pri eksperimentih
nastavljeni optimalni parametri. Isto velja tudi za pristope Selective Search
[46] ter RRD v kombinaciji z algoritmom Felzenszwalb [16]. Kljub mozˇnim
izboljˇsavam smo dosegli dobre rezultate na problemu, ki je, kot veliko drugih
problemov detekcije objektov, tezˇko resˇljiv.
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