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Abstract
Necessary and sufficient conditions for hypercyclic/supercyclic Banach space operators T to satisfy
σa(T ) \ σwa(T ) = πa00(T ) are proved.
© 2007 Published by Elsevier Inc.
Keywords: Banach space; Hypercyclic operator; Supercyclic operator; Single valued extension property; Browder’s
theorem; Weyl’s theorem
1. Introduction
A Banach space operator T , T ∈ B(X ), is semi-Fredholm if it is either upper Fredholm or
lower Fredholm, where T is upper Fredholm, T ∈ Φ+(X ), if T (X ) is closed and the deficiency
index α(T ) = dim(T −1(0)) is finite and T is lower Fredholm, T ∈ Φ−(X ), if the deficiency in-
dex β(T ) = dim(X /TX ) is finite. T is Fredholm, T ∈ Φ(X ), if T ∈ Φ+(X ) ∩ Φ−(X ). The
semi-Fredholm index of T , ind(T ), is the (finite or infinite) integer ind(T ) = α(T ) − β(T ).
The ascent of T , asc(T ), is the least nonnegative integer n such that T −n(0) = T −(n+1)(0) and
the descent of T , dsc(T ), is the least nonnegative integer n such that T nX = T n+1X . The op-
erator T is Weyl if it is Fredholm of index zero, and T is said to be Browder if it is “Fredholm
of finite ascent and descent.” Let C denote the set of complex numbers. The Browder spectrum
σb(T ) and the Weyl spectrum σw(T ) of T are the sets σb(T ) = {λ ∈ C: T − λ is not Browder}
and σw(T ) = {λ ∈ C: T − λ is not Weyl}. Let p00(T ) and π00(T ) denote, respectively, the set
of Riesz points of T (i.e., the set of λ ∈ C such that T − λ is Fredholm of finite ascent and
descent [3]), and the set of isolated points λ of σ(T ) which are eigenvalues of T of finite (geo-
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isfies Browder’s theorem (respectively Weyl’s theorem) if σ(T ) \ σw(T ) = p00(T ), equivalently
σb(T ) = σw(T ) (respectively σ(T ) \ σw(T ) = π00(T )). The following implications hold [7]:
Weyl’s theorem for T ⇒ Browder’s theorem for T ⇔ Browder’s theorem for T ∗. The (Fred-
holm) essential spectrum σe(T ) of T ∈ B(X ) is the set σe(T ) = {λ ∈ C: T − λ /∈ Φ(X )}. Let
πa00(T ) denote the set of λ ∈ C such that λ is an isolated point of σa(T ), λ ∈ isoσa(T ), and
0 < α(T − λ) < ∞, where σa(T ) denotes the approximate point spectrum of the operator T .
Then p00(T ) ⊆ π00(T ) ⊆ πa00(T ). T is said to satisfy a-Weyl’s theorem if
σwa(T ) = σa(T ) \ πa00(T ),
where σwa(T ) denotes the essential approximate point spectrum of T (i.e., σwa(T ) =⋂{σa(T + K): K ∈ K(X )} with K(X ) denoting the ideal of compact operators on X ):
a-Weyl’s theorem for T ⇒ Weyl’s theorem for T , but the converse is generally false [12]. Let
Φ−+ (X ) = {T ∈ Φ+(X ): ind(T )  0}. Then σwa(T ) is the complement in C of all those λ for
which (T − λ) ∈ Φ−+ (X ) [11]. Let
σba(T ) =
⋂{
σa(T + K): T K = KT and K ∈ K(X )
}
= {λ ∈ C: T − λ /∈ Φ−+ (X ) or asc(T − λ) = ∞},
denote the Browder essential approximate point spectrum of T . Then σwa(T ) ⊆ σba(T ). We
say that T satisfies a-Browder’s theorem if σba(T ) = σwa(T ) (equivalently, σa(T ) \ σwa(T ) =
pa00(T ), where p
a
00(T ) = {λ ∈ isoσa(T ): λ ∈ p00(T )}) [11]. Evidently, a-Browder’s theorem
implies Browder’s theorem (but the converse is generally false).
An operator T ∈ B(X ) is said to be hypercyclic, T ∈HP (respectively supercyclic, T ∈ SP)
if there is a vector x ∈ X such that the orbit orb(T , x) = {x,T x,T 2x, . . .} is dense in X (re-
spectively the set of scalar multiples of orb(T , x) is dense in X ). (Evidently, hypercyclic and
supercyclic operators can exist only in a separable space: thus when considering hypercyclic or
supercyclic operators, we shall assume that X is separable.) The notions of hypercyclicity and
supercyclicity are intimately related to the invariant subspace problem, and classes of operators
which satisfy a hypercyclicity or supercyclicity condition have been studied by a number of au-
thors in the recent past (see [6,5] and [8]). It is known [8,5] that the conjugate of an operator
T ∈ HP has empty point spectrum and that the conjugate of an operator T ∈ SP either has
empty point spectrum or T = S ⊕ αIC, where α is a nonzero complex number and the operator
( 1
α
)S ∈HP . Hypercyclic and supercyclic (Hilbert space) operators satisfying a Browder–Weyl
type theorem have recently been considered by Cao [2]. In this note, we give necessary and/or
sufficient conditions for hypercyclic and supercyclic operators to satisfy a-Weyl’s theorem.
Recall that an operator T ∈ B(X ) has the single-valued extension property at a point λ0 ∈ C,
SVEP at λ0 for short, if for every open disc Dλ0 centered at λ0 the only analytic function
f :Dλ0 → X satisfying (T − λ)f (λ) = 0 is the function f ≡ 0. T has SVEP if it has SVEP
at every point of C (= the complex plane). It is known [4, Lemma 2.18] that a Banach space
operator T with SVEP satisfies a-Browder’s theorem. Our first observation is that for operators
T ∈HP or SP , both T and T ∗ satisfy a-Browder’s theorem.
Proposition 1.1. If T ∈HP ∪ SP , then T and T ∗ satisfy a-Browder’s theorem.
Proof. Since HP ⊂ SP , it would suffice to prove the proposition for T ∈ SP . If T ∈ SP , then
either σp(T ∗) = ∅ or σp(T ∗) = {α} for some nonzero α ∈ C. Since an operator with countable
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(necessary and) sufficient condition for an operator A to satisfy a-Browder’s theorem is that
A has SVEP at points λ /∈ σwa(A); hence T ∗ satisfies a-Browder’s theorem. The following
argument shows T also satisfies a-Browder’s theorem. Evidently, σwa(T ) ⊆ σba(T ). Thus to
prove that T satisfies a-Browder’s theorem it would suffice to prove that σba(T ) ⊆ σwa(T ). Let
λ /∈ σwa(T ). Then T − λ ∈ Φ+(X ) and ind(T − λ) 0. Since T ∗ has SVEP, dsc(T − λ) < ∞
[1, Theorem 3.17] ⇒ ind(T − λ)  0. Thus ind(T − λ) = 0 and T − λ ∈ Φ(X ). But then,
since dsc(T − λ) < ∞, asc(T − λ) = dsc(T − λ) < ∞ [1, Theorem 3.4], which implies that
λ /∈ σba(T ). 
It is immediate from the implication a-Browder’s theorem ⇒ Browder’s theorem that if T ∈
HP ∪ SP , then T and T ∗ satisfy Browder’s theorem; in particular, σ(T ) \ σw(T ) = p00(T ) =
p00(T ∗) = σ(T ∗) \ σw(T ∗).
Proposition 1.2. If T ∈HP ∪ SP , then T ∗ satisfies Weyl’s theorem. If also π00(T ) ⊆ π00(T ∗),
then T satisfies a-Weyl’s theorem.
Proof. Evidently, if T ∈HP , then p00(T ) = p00(T ∗) = π00(T ∗) = ∅. Since T ∗ satisfies Brow-
der’s theorem, it follows that T ∗ satisfies Weyl’s theorem. Now let T ∈ SP . Then either
π00(T ∗) = ∅ or π00(T ∗) = {α} for some nonzero α ∈ C such that α /∈ σb(T ∗). Evidently, T ∗ sat-
isfies Weyl’s theorem in the case in which π00(T ∗) (= p00(T ∗)) = ∅. Since α /∈ σb(T ∗) ⇒ α is
a pole (and hence an eigen-value), it follows that σ(T ∗) \ σw(T ∗) = p00(T ∗) = π00(T ∗) = {α}
in the case in which σp(T ∗) = ∅. Hence T ∗ satisfies Weyl’s theorem.
Since p00(T ) ⊆ π00(T ) for every operator T , and since operators T ∈HP∪SP satisfy Brow-
der’s theorem, we have that σ(T ) \ σw(T ) = p00(T ) ⊆ π00(T ). Hence, if π00(T ) ⊆ π00(T ∗),
then σ(T ) \ σw(T ) = p00(T ) ⊆ π00(T ) ⊆ π00(T ∗) = p00(T ∗) = p00(T ), i.e., T satisfies Weyl’s
theorem. To complete the proof, we prove now that T satisfies a-Weyl’s theorem.
Observe that if T ∗ has SVEP, then σ(T ) = σa(T ) and π00(T ) = πa00(T ). Let λ /∈ σwa(T ).
Then T − λ ∈ Φ+(X ) and ind(T − λ)  0. Arguing as in the proof of Proposition 1.1, it is
seen that T − λ ∈ Φ(X ) and ind(T − λ) = 0, i.e., λ /∈ σw(T ). Since σw(T ) ⊇ σwa(T ) for every
operator T , we conclude that σw(T ) = σwa(T ). But then, since T satisfies Weyl’s theorem,
σa(T ) \ σwa(T ) = σ(T ) \ σw(T ) = π00(T ) = πa00(T ). 
It is evident from the above that if T ∈HP ∪ SP is such that σa(T ) is connected, then T ,
T ∗ satisfy Weyl’s theorem and T satisfies a-Weyl’s theorem. A sufficient condition for an oper-
ator T to have connected spectrum is that the hyper-range
⋂∞
n=1 T nX = {0} [9, Proposition 2];
alternatively, if T is surjective and the closure of the hyper-kernel N (T ) =⋃∞n=1T n−1(0) =X ,
then (X =N (T ) =⊥ (⋂∞n=1 T ∗nX ∗) =⊥ {0} ⇒ σ(T ∗) =) σ(T ) is connected. Let
ρk(T ) =
{
λ ∈ C: (T − λ)X is closed and (T − λ)−1(0) ⊂
∞⋂
n=1
(T − λ)nX
}
denote the Kato resolvent of T .
Corollary 1.3. If N (T − λ) = X for some λ ∈ ρk(T ), and if f is a function analytic on, and
constant on no component of, a neighbourhood of σ(T ), then f (T ) satisfies a-Weyl’s theorem
and f (T ∗) satisfies Weyl’s theorem.
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the invariance of the hyper-kernel N (T − λ) implies that N (T − μ) = X for every μ ∈ Cλ. In
particular, T −μ is surjective for every μ ∈ Cλ, which implies that σ(T −μ) is connected. Hence
σ(T ) is connected. 
Let T ∈HP , and let λ ∈ σe(T ) \ σle(T ) (where σle(T ) = {λ ∈ C: T − λ /∈ Φ+(X )}). Then
T − λ ∈ Φ+(X ). Since T ∗ has SVEP, ind(T − λ)  0 ⇒ T − λ ∈ Φ(X ). Hence σle(T ) =
σe(T ). Since T ∗ has no eigen-values of finite multiplicity, λ ∈ σa(T ∗) implies that either
α(T ∗ − λI ∗) = ∞ or α(T ∗ − λI ∗) = 0. Trivially, α(T ∗ − λI ∗) = ∞ ⇒ λ ∈ σle(T ∗); since
α(T ∗ − λI ∗) = 0 implies that T ∗ − λI ∗ is not bounded below if and only if (T ∗ − λI ∗)X is
not closed, again λ ∈ σle(T ∗). Hence σa(T ∗) ⊆ σle(T ∗). Since the reverse inclusion holds for
every operator, σa(T ∗) = σle(T ∗). Let ∂D denote the boundary of the unit disc D in C, and let
σre(T ) = {λ ∈ C: T − λ /∈ Φ−(X )}.
Corollary 1.4. If T ∈ HP is such that σx(T ) ∩ ∂D = ∅, where σx(T ) = σe(T ) or σle(T ) or
σre(T ) or ∂σe(T ), then T satisfies a-Weyl’s theorem and T ∗ satisfies Weyl’s theorem.
Proof. We prove that σ(T ) is connected. We have already seen that σa(T ∗) = σle(T ∗) ⊆ σe(T ∗).
Since ∂σ (T ∗) ⊆ σa(T ∗) and σe(T ∗) ⊆ σ(T ∗), it follows that ∂σ (T ∗) ⊆ ∂σe(T ∗) ⇒ ∂σ (T ) ⊆
∂σe(T ). Recall that ∂σe(T ) ⊆ σle(T ) ∩ σre(T ) for every operator T . Hence
∂σ (T ) ⊆ ∂σe(T ) ⊆ σle(T ) ∩ σre(T ) ⊆ σre(T ) ⊆ σe(T ) = σle(T ),
which implies that if σx(T ) ∩ ∂D = ∅, then ∂σ (T ) ∩ ∂D = ∅. Assume (to the contrary) that
σ(T ) = σ1 ∪ σ2 for some complementary spectral sets σ1 and σ2. Then ∂D being a connected
compact set either ∂D ⊆ σ1 or ∂D ⊆ σ2. Hence either ∂D ∩ σ1 = ∅ or ∂D ∩ σ2 = ∅. Since this
contradicts the fact that every component of the spectrum of a hypercyclic operator has a nonvoid
intersection with ∂D [10], we conclude that σ(T ) is connected. 
Recall that an operator R ∈ B(X ) is said to be a Riesz operator if R − λ ∈ Φ(X ) for every
nonzero λ ∈ C. Every sum of a compact operator with a quasinilpotent operator is a Riesz opera-
tor. Let σs(T ) denote the surjectivity spectrum of T . The essential surjectivity spectrum σws(T )
of T is the set
⋂{σs(T + K): K ∈ K(X )}. If we let Φ+− (X ) = {T ∈ Φ−(X ): ind(T )  0},
then σws(T ) is the complement in C of all those λ for which (T − λ) ∈ Φ+− (X ) [1, Theo-
rem 3.65]. The following theorem, our main result, proves in particular that if T ∈ HP ∪ SP
and [T ,Q] = T Q − QT = 0 for some injective quasinilpotent operator, then T + Q satisfies
a-Weyl’s theorem.
Theorem 1.5.
(i) T ∈HP satisfies a-Weyl’s theorem if and only if π00(T ) = ∅.
(ii) T ∈ SP satisfies a-Weyl’s theorem if and only if there is an α ∈ C \ σb(T ) such that
π00(T ) ⊆ {α}.
(iii) Let T ∈HP ∪ SP . If R is a Riesz operator such that [T ,Q] = 0, then T + R and T ∗ +
R∗ satisfy a-Browder’s theorem. In particular, if Q is an injective quasinilpotent operator
which commutes with T , then T + Q satisfies a-Weyl’s theorem.
Proof. (i) and (ii). If T satisfies Weyl’s theorem, then p00(T ) = π00(T ). Thus, if T ∈HP , then
π00(T ) = ∅ and if T ∈ SP , then either π00(T ) = ∅ or π00(T ) = {α} for some nonzero complex
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π00(T ) = ∅, then Proposition 1.1 implies that σa(T ) \ σwa(T ) (= p00(T ) = ∅) = π00(T ) and if
T ∈ SP with πa00(T ) = π00(T ) = ∅ or a singleton {α} such that α ∈ p00(T ), then once again
Proposition 1.1 implies that σa(T ) \ σwa(T ) = πa00(T ).
(iii) Recall that an operator R is Riesz if and only if its essential spectral radius re(R) = 0
[3, Theorem 3.3.1]. Let T ∈ Φ+(X ), and let r+(T ) = sup{
  0: T − λ ∈ Φ+(X ) for |λ| < 
} =
lim{dist(T n,B(X ) \ Φ+(X ))} 1n = lim{d+(T n)} 1n denote the upper semi-Fredholm radius
of T [14]. Since 0 = re(R) < r+(T ), there exist a compact operator K and a positive integer
n such that ‖Rn − K‖ < d+(T n). But then 0 < d+(T n) − ‖Rn − K‖  d+(T n − Rn + K) ⇒
T n − Rn + K ∈ Φ+(X ) ⇒ T n − Rn ∈ Φ+(X ). Since [R,T ] = 0 and T n − Rn = (T − R)×∑n−1
j=1 T n−1−jRj , it follows [3, Corollary 1.3.4] that T − R ∈ Φ+(X ). Observe that if
T ∈ Φ−(X ), then T ∗ ∈ Φ+(X ∗), [R∗, T ∗] = 0 and R∗ is Riesz. Hence, upon arguing as above,
it follows that T ∗ − R∗ ∈ Φ+(X ∗) ⇒ T − R ∈ Φ−(X ).
The preceding argument shows, indeed, that T ∈ Φ±(X ) ⇒ T + tR ∈ Φ±(X ) for all 0 
t  1. Since the semi-Fredholm index is a continuous function, ind(T + R) = ind(T ). Hence,
T − λ ∈ Φ−+ (X ) ⇔ T + R − λ ∈ Φ−+ (X ) and T − λ ∈ Φ+− (X ) ⇔ T + R − λ ∈ Φ+− (X ); this
proves σwa(T + R) = σwa(T ) and σws(T + R) = σws(T ). Recall that σba(T ) is the largest
subset of σa(T ) which remains invariant under perturbations by Riesz operators which com-
mute with T [13, Theorem 5]; hence σba(T + R) = σba(T ) and σba(T ∗ + R∗) = σba(T ∗).
Recall now from Proposition 1.1 that T and T ∗ satisfy a-Browder’s theorem, i.e., σwa(T ) =
σba(T ) and σwa(T ∗) = σba(T ∗). Since σws(A) = σwa(A∗) for every operator A, it follows that
σwa(T + R) = σwa(T ) = σba(T ) = σba(T + R) and σwa(T ∗ + R∗) = σwa(T ∗) = σba(T ∗) =
σba(T
∗ + R∗), i.e., T + R and T ∗ + R∗ satisfy a-Browder’s theorem.
Now let Q be an injective quasinilpotent such that [T ,Q] = 0. Then, since T ∗ has SVEP,
T ∗ + Q∗ has SVEP [1, Corollary 2.12], which (see the proof of Proposition 1.1) implies that
T + Q and T ∗ + Q∗ satisfy a-Browder’s theorem. We prove that π00(T + Q) = ∅. (Since T =
(T +Q)+ (−Q), it will then follow that π00(T ) = ∅.) If (T +Q−λ)x = 0 for some x = 0, then
[Q,T ] = 0 implies that Qmx ∈ (T +Q−λ)−1(0) for all m = 0,1,2, . . . . Observe that if p(t) =∑n
i=0 ci t i = cn
∏n
i=0 (t − λi) is some polynomial such that p(Q)x = 0, then the injectivity of Q
implies that cn = 0, and hence by a finite induction argument that cn = cn−1 = · · · = c0 = 0.
This implies that {Qnx} is a linearly independent sequence of vectors in (T + Q − λ)−1(0),
which in turn implies that α(T + Q − λ) = ∞. Hence π00(T + Q − λ) = ∅. Coupled with
our earlier conclusion that T + Q satisfies a-Browder’s theorem, this implies that σa(T + Q) \
σwa(T + Q) = pa00(T + Q) ⊆ π00(T + Q) = ∅, i.e., T + Q satisfies a-Weyl’s theorem. 
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