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Caches are segments of memory that store requested information in a system
subject to a set of decision rules, defined as the caching algorithm. One of the
most popular caching algorithms is the least recently used algorithm (LRU)
due to its simplicity and effectiveness in a multitude of applications. LRU
caches operate by storing objects in the order that they were most recently
requested. Further, whenever an item is requested that is not currently in
the cache, the requested item is placed at the head of the cache, and the least
recently requested item is evicted. Many have suggested a tie between the
performance of an LRU cache and a time to live (TTL) cache. In this thesis,
we present a unique Lyapunov based proof for an asymptotically exact TTL
approximation for the steady state distribution of our LRU Markov model.
We further present ongoing theoretical extensions to other variants of LRU,
as well as simulations that validate our model. We conclude by proposing a
variance corrected model to better approximate hit rate over time.
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Caching systems are used to increase performance over a network by storing
highly requested items at a local position. Specifically, a cache is a segment
of local memory that is dedicated to maintain frequently requested informa-
tion. For example, consider a social network. Suppose an item is requested
multiple times by different users. A naive approach for storage in this prob-
lem would be to service each request uniquely. Thus, after each request, the
item must be located in a server and supplied to the user. This approach
is highly inefficient since multiple searches are performed for the same item.
As a solution, network designers include caching schemes to minimize the
number of searches for a given item. Once an item is initially requested, the
item is copied to the cache to allow for similar requests to be serviced locally.
A key design feature is determining what items are to be included in the
cache. One of the classic algorithms that serves as a foundation for many
systems is the least recently used (LRU) algorithm. This algorithm can be
thought of as follows. Consider a cache that can hold m unique items. The
items are positioned in the order that the requests arrive, implying that the
first position is the most recently requested object while the mth object is the
oldest. Assume that at the current time, the cache has all m object positions
occupied. Now, suppose a new request arrives to the cache. If the requested
item is currently in the cache, say at position i ∈ {1, 2...,m}, the request
is serviced and the item is moved from the ith position to the first position.
All items that were previously in positions 1 through i − 1 are shifted back
one position. Now, suppose that another request arrives for an item that is
not in the cache. The system will initially check if the item is in the cache
and deduce that it is not. The requested object is then found in the general
storage and serviced. Additionally, the object is copied to the first position
of the cache and all objects that were previously in positions 1 through m−1
are shifted one position. The mth item is evicted. This caching algorithm
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has proven quite effective and is frequently used across many domains.
In general, the metric used to evaluate different caching algorithms is
known as the hit rate, h(t). This quantity represents the probability that a
requested item currently resides in the cache at time t. A high hit rate is
desirable as it implies that the cache is effective at discerning between pop-
ular and unpopular items. We model this system as a Markov chain and we
wish to quantify the steady state behavior of the LRU caching algorithm by
demonstrating convergence of the hit rate.
Fagin [1] first proposed a surprising characterization of the LRU algorithm
that was rediscovered by Che et al. [2] nearly 25 years later. The main
focus of these works was demonstrating that objects in LRU caches perform
asymptotically similar to that of a time to live, or TTL, cache given inde-
pendent references. Essentially, this model exemplifies that given a new item
is requested at time t, a timer is set with characteristic time Tc. If the same
item is requested before time t+ Tc, then the item remains in the cache and
the timer is reset. If no request comes, then the item is evicted when the
timer reaches Tc. Thus the probability that a requested item is currently in
the cache can be modeled as an exponential random variable with a rate that
is proportional to Tc and the item’s request probability. This result came to
be known as the Fagin-Che approximation. Under a similar model, our goal
is to prove that this TTL approximation is an accurate representation of the
LRU caching algorithm.
We then wish to show how partitioning the cache can lead to significant
performance increase. LRU(m), or segmented LRU, was another algorithm
introduced to improve LRU by taking both time and frequency into account
when caching. The fundamental performance of this algorithm can be de-
scribed as m unique LRU caches chained together. Given an item is re-
quested, if the item is not currently in the cache, then it is inserted at the head
of list 1. Otherwise, if the item is currently in subcache i ∈ {1, 2, . . . ,m}, the
item is promoted to the head of list max(m, i+1). Thus, items that are more
frequently requested are promoted to higher lists than other items. By incor-
porating this frequency into the caching scheme, the hit rate performance of
the cache is significantly improved. We speculate on possible shortcomings
of existing TTL approximations for LRU(m).
2
1.1 Contributions
The contributions of this thesis can be summarized in distinct sections. We
initially present a unique proof for the convergence of LRU. We then extend
our model to segmented LRU and speculate on possible improvements. These
contributions are summarized below:
1. We first create a Markov model that captures the dynamics of any
caching system. From this model, we then demonstrate convergence
of the LRU system to the TTL approximation using classic Lyapunov
theory and connections to the classic coupon collector problem. We
conclude our analysis of LRU by simulating our model and demon-
strating convergence to the TTL approximation.
2. We introduce a separate Markov model for easy generalization to more
complex caching algorithms. Namely, we present an alternative charac-
terization of LRU that is directly related to LRU(m). We then present
the theoretical solution to this model, and explain its significance.
3. We provide simulation results that demonstrate the accuracy of our
model under the hit rate metric.
4. We speculate on adding variance correction terms to our TTL approxi-
mation to better capture the current dynamics of our system. We leave
this as a continued problem.
1.2 Related Work
The least recently used algorithm is a fundamental caching algorithm which is
frequently used due to its simplicity and effectiveness. Further, its seemingly
simple dynamics make it a common algorithm to analyze using Markovian
analysis. Fagin [1] first analyzed caching systems and developed a connec-
tion between TTL and LRU caches. Che et al. [2] rediscovered this result
much later as caching systems gained prominence with the rise of the inter-
net. Since Che et al. and Fagin introduced the approximation, there has
been a lot of interest in LRU’s steady state performance. Recall that the
Fagin-Che approximation demonstrates that the performance of LRU caches
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can be approximated using a simple TTL cache. Fricker et al. first analyzed
the Fagin-Che approximation in [3]. This paper associated the independent
reference model (IRM) to LRU, which has been a cornerstone of subsequent
analysis. This model asserts that item requests are made as an infinite se-
quence of independent random variables. Requests are made subject to an
underlying probability distribution over all items. Analysis was performed
by characterizing the request time of each item as an exponential random
variable with rate proportional to the probability that the item would be
selected. Fricker et al. ultimately demonstrated convergence results through
central limit theorem arguments that proved the concentration of arrival
times for objects in the cache.
After the initial implementation of LRU, many more variants were intro-
duced that demonstrated significant performance improvement. One par-
ticular variant, segmented LRU (also called LRU(m)), has recently received
increasing attention due to its performance benefits. Segmented LRU was
proposed by Karedla et al. in [4] as a means of rewarding items that were
requested more than once in an LRU scheme. Karedla et al. proposed that
by partitioning the cache once, hit rate improved at no additional cost. Since
the publication of this paper, segmented LRU has remained prominent with
increased partitioning. For example, Facebook currently employs a variant
of segmented LRU with three partitions to cache user data. By switching
to a segmented LRU algorithm, they observed a 15.5% increase in hit rate
compared to the existing algorithm [5].
There has been much work to expand the TTL approximation that held
for LRU to more complex settings. Many researchers applied Markovian
analysis to develop concentration results for this family of algorithms. Gast
and Van Houdt developed a particular Markov model in [6] that motivated
this thesis. In the work, Gast and Van Houdt demonstrated that the steady
state distribution for LRU could be approximated by the fixed point of a
collection of ordinary differential equations. This fixed point was precisely
the TTL approximation. This result was generalized to segmented LRU, as a




In this work, we begin by presenting a model similar to that of Gast and Van
Houdt and summarize our main results in Chapter 2. We then prove these
results in Chapter 3 through a Lyapunov-based proof for the convergence of
LRU performance to the TTL approximation. In Chapter 4, we expand our
model to LRU(m), before simulating the model in Chapter 5 and speculating
about future work in Chapter 6.
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CHAPTER 2
LRU MODEL AND MAIN RESULT
2.1 LRU Model
The main objective of this section is to introduce the Markov model used
throughout this section. This model was motivated by Gast and Van Houdt
in [6]. Consider a population with two types of objects, referred to as Type
1 objects and Type 2 objects. Suppose that the total size of the population
is precisely 2N , such that there are N distinct objects of each type. These
objects are to be efficiently cached in an LRU caching system. Objects of
each type arrive to the cache at a rate αi with i = 1, 2, such that α1+α2 = 1.





if object k is Type 1
α2
N
if object k is Type 2
(2.1)
In order to accurately capture scaling dynamics similar to those of a true
system, assume that a new request will arrive at the cache every 1
N
time
units. The intuition of this scaling is that as more objects enter the system
and the system becomes more complex, there will be more requests. We will
assume throughout this thesis that all requests are made independently, and
that all items are of equal size. Let us further define the Markov state vector,
yi,b(t), as the fraction of type i items that have been requested in the past b
time units from time t for all b.








































w.p. α1y1,b(t) + α2y2,b(t)
(2.2)
where we define
ỹi,b(t) = yi,b(t)− yi,b− 1
N
(t)
This expression represents a history term to describe the mth item in the
cache. Observe that ỹi,b(t) will equal
1
N
if the mth item is type i and 0
else. Using this definition, the provided Markov chain can be broken down
into three intuitive situations. The first two cases correspond to the event
that an object is requested that is not currently in the cache. The third
event corresponds to a hit, or the event that the object requested currently
resides in the cache. This Markov chain will serve as the foundation for all
subsequent analysis.
Further, note that the boundary conditions for the above Markov chain
are given by
yi,b(t) = 0, ∀b ≥ t
Given this Markovian model, we now wish to characterize the steady state













Given the entire history of the caching system up to time t, denoted as

















We wish to show that this conditional expectation converges to the fixed point
of a partial differential equation. To obtain this approximate PDE, consider
dividing the above equation by 1
N
and taking the limit as 1
N
→ 0. The
drift term and the ỹi,b term both now appear similar to a partial derivative,











In steady state, the partial with respect to time will be zero and we note
that the solution to this ordinary differential equation has an exponential
form as [2] suggested. Note that the TTL approximation will be denoted y∗i,b
throughout this thesis.
y∗i,b = 1− e−αib
The remainder of this chapter presents theorems that demonstrate the con-
vergence of the Markov chain to this fixed point solution to the ODE. Note
that these states, yi,b(t), are important since they uniquely characterize the
hit rate. The connection to hit rate will be presented in Section 2.2.2.
2.2 Main Result
In this section, the main theorems that demonstrate the convergence of the
model provided in Section 2.1 to the TTL approximation will be motivated
and presented. The order of presentation is as follows:
• First we will derive a Lyapunov function that will help prove the con-
vergence of yi,b to y
∗
i,b for any fixed b.
• We will then formalize the notion of hit rate and provide a bound on the
absolute difference between the predicted hit rate and the approximate
hit rate.
• Finally, we will draw a connection to the classic coupon collector prob-
lem to complete the proof and demonstrate that the steady state hit
rate of the LRU caching algorithm converges to the TTL approxima-
tion.




In order to bound the difference between yi,b and y
∗
i,b, a Lyapunov function,














The objective is thus to find a suitable function V that will establish a bound
between the model and the TTL approximation. It was determined that the





yi,b − (1− e−αib)
)2
(2.3)
Using this V , the second moment of the difference between the TTL approx-
imation and the true system can be bounded.
We now present a theorem that demonstrates a bound on the concentration
of the Markov state variable, yi,b.
Theorem 1. If a system, yi,b, described by the Markovian model in (2.2) is
currently in steady state, then for any fixed b, the following bound holds:
E[(yi,b − y∗i,b)2] ≤
6
Nai
, for i = 1, 2
The proof of Theorem 1 follows directly from manipulation of the Lyapunov
function defined by (2.3). After grouping all dominant O(1/N) terms and
letting all higher order terms go to 0, a telescoping sum can be performed to
arrive at the given bound.
This result allows us to deduce that for each fixed b, the Markov chain will
converge to a form similar to the TTL approximation. We will now extend
this result to characterize the hit rate.
2.2.2 Hit Rate Definition
After demonstrating that the steady state approximation is close to the true
dynamics of the system, we can develop an expression for hit rate. Recall
that hit rate is defined as the probability that a newly requested item is in
the cache. Traditionally, the hit rate is calculated by summing the rate of
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arrivals for items in the cache. To collect all items that are currently in a











This inequality is essentially computing θ(t) by starting at time t and moving
back the minimum number of time steps until the cache is full and holds
m unique objects. Note that by summing y1,b(t) and y2,b(t), we have an
expression for the fraction of unique items that have been requested in the
previous b steps. Therefore, when this fraction equals m
N
, the cache is full.
Using this result, we can then define the hit rate, h(t), as
h(t) = α1 · y1,θ(t)(t) + α2 · y2,θ(t)(t) (2.5)
Previously in Theorem 1, we have shown that yi,b → y∗i,b. Using this fact, we
must demonstrate that the above hit rate converges to the approximate hit
rate that is defined from the definition of y∗i,b:

















Note that Tm is classically defined as the characteristic time of the cache.
Under a TTL setting, this quantity is the duration that the timer will run
before the item is evicted. We thus wish to prove that h(t) tends to h∗ as
t → ∞, demonstrating that the true caching performance is similar to the
TTL approximation. This result is given in the following theorem:
Theorem 2. Let h(∞) represent the steady state hit rate of the system de-
scribed in (2.2). Further, let h∗ be defined as (2.6). Then the following bound
holds:
E





We have thus demonstrated that as N , the number of objects, grows large,
and t→∞, the true steady state hit rate will converge to the TTL approx-
10
imation. This result is proven with the aid of two Lemmas which will be




In this chapter, we will present formal proofs of Theorem 1 and Theorem
2. Further, two lemmas will be introduced that will be useful in proving
Theorem 2.
3.1 Theorem 1 Proof
Recall that Theorem 1 establishes the following bound:
E[(yi,b − y∗i,b)2] ≤
6
Nai
, for i = 1, 2
To begin the proof, we can apply the Lyapunov function that was proposed




)− y∗i,b)2 − (yi,b(t)− y∗i,b)2] = 0


























since ỹi,b(t) ∈ {0, 1N }. Note that for ease of notation, Pi was used to replace
αi(1− yi,b(t)). To further simplify notation, for the remainder of this proof,
the time variable, t, will be left off as the system is assumed to be in steady
state.







)2. We will then use this result to perform
a telescoping sum on the difference to obtain the desired bound. Observe:
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N ≥ − 1
N2
.
For ease of notation, we will make the following change of variables:







































































At this point, we are setting up a telescoping sum over the two squared terms



































This proof thus establishes that yi,b → y∗i,b as N →∞.
3.2 Theorem 2 Preliminaries
Theorem 2 establishes the convergence of the true steady state hit rate to
the hit rate approximation from the TTL. Before proving this result, we will
first establish a relationship between the hit rate, h(t) as defined in (2.5),
and the proposed TTL hit rate, h∗ as defined in (2.6). This result is given
in the following lemma.
Lemma 1.
|h(t)− h∗|≤ 2|y1,θ(t)(t)− y∗1,θ(t)|+2|y2,θ(t)(t)− y∗2,θ(t)|
Proof. Before beginning the proof, observe the true meaning of the yi,θ(t)
term. Given the definition of the state variable and the meaning of θ(t), as
presented in (2.4), we can deduce that yi,θ(t) represents the fraction of type i
items that have been requested in the interval [t− θ(t), t]. Further, because
θ(t) is the request time of the oldest object in the cache, yi,θ(t) is the fraction
of type i items located in the cache at time t. We can now write the absolute
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difference of the hit rate explicitly:
|h(t)− h∗| =
∣∣α1(y1,θ(t) − y∗1,Tm) + α2(y2,θ(t) − y∗2,Tm)∣∣
≤ α1
∣∣y1,θ(t) − y∗1,Tm∣∣+ α2∣∣y2,θ(t) − y∗2,Tm∣∣
≤
∣∣y1,θ(t) − y∗1,Tm∣∣+ ∣∣y2,θ(t) − y∗2,Tm∣∣ (3.6)
where the last line follows from the fact that both α1 and α2 are less than 1.
We now employ triangle inequality and make the following substitution:
|yi,θ(t) − y∗i,Tm|≤ |yi,θ(t) − y
∗
i,θ(t)|+|y∗i,θ(t) − y∗i,Tm|







|y∗i,θ(t) − y∗i,Tm| (3.7)
Recall that y∗i,b is an exponential, monotonically increasing function in b. We
thus know y∗i,θ(t) − y∗i,Tm must have the same sign for i = 1, 2. The sum can








Recall that from the definitions of θ(t) in (2.4) and Tm in (2.7):











∣∣ = ∣∣y∗1,θ(t) + y∗2,θ(t) − y∗1,Tm − y∗2,Tm∣∣
=
∣∣y∗1,θ(t) + y∗2,θ(t) − y1,θ(t) − y2,θ(t)∣∣
≤
∣∣y∗1,θ(t) − y1,θ(t)∣∣+ ∣∣y∗2,θ(t) − y2,θ(t)∣∣ (3.9)
Combining (3.7) with (3.9), we arrive at the desired bound.
|h(t)− h∗|≤ 2|y1,θ(t)(t)− y∗1,θ(t)|+2|y2,θ(t)(t)− y∗2,θ(t)|
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Note that we can further upper bound |h(t) − h∗| by taking the supremum









3.3 Connection to Coupon Collector Problem
We now wish to develop a concentration result on the characteristic time. For
mathematical convenience, we will make the following generalizations about
our caching model. Suppose our cache size is written as m = 2βN with
β ∈ [0, 1]. Recall that θ(t), as defined in (2.4), represents the amount of time
we need to wait to observe m distinct object requests. Define θ(∞) to be the
steady state distribution of θ(t). We thus want to demonstrate concentration
of θ(∞). We can now make a connection to the coupon collector problem.
The basic idea of the coupon collector problem is to determine the number of
coupons that need to be drawn with replacement in order to observe all pos-
sible coupons. For our result, we are concerned with the partial observance
coupon collector variant. In this problem, we are interested in the number
of coupons that need to be drawn with replacement in order to observe m
distinct coupons. Note that each coupon is drawn from a population of size
2N > m, and is independent of all other selections. The connection between
the LRU algorithm and the coupon collector was initially proposed in [7].
We can therefore use the coupon collector problem to gain further insights
on our LRU model.
Lemma 2. Define αmax = max(α1, α2). Then for any ε > 0, the following














Proof. As a brief overview of the proof, we will begin by bounding the vari-
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ance of θ(∞) and then apply Chebyshev’s inequality to arrive at the con-
centration result. We will exploit the fact that each successive arrival is
independent in order to decompose θ(∞) into the sum of geometric random
variables.
We begin by defining the collection of independent random variables,
X1, X2, . . . , Xm. Each random variable, Xi, corresponds to the number of
time slots between the i − 1th request and the ith request. For example, X1
represents the number of time slots needed to see the arrival of the first item.
Because the system is guaranteed to have an arrival in each time slot, X1
will equal 1 with probability 1. X2 is a random variable that represents the
number of time slots required to observe a second unique object that is dif-
ferent from the first. Thus, each Xi is a geometric random variable with the
probability of success equal to one minus the sum of request probabilities of
all distinct items that have been observed in the time slots associated with
X1, X2, . . . , Xi−1.
The definition of Xi is useful because it allows for the decomposition of
θ(∞) into the following sum:
θ(∞) = X1 +X2 + . . .+Xm
Define qi as the request probability of item i that corresponds to Xi. Then





Since each Xi is independent of all other Xi’s, we can express the variance





Now, in order to obtain a bound on the variance of T , we can use the following
weak upper bound as it proves sufficient for our application.
V ar[θ(∞)] = E[θ(∞)2]− E[θ(∞)]2
≤ E[θ(∞)2]
We therefore must compute the second moment of θ(∞), and thus of Xi.
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Define Si to be the set of all possible unique request sequences of length





The conditional expectation term is distributed as a geometric variable,





















As N grows large, the i
N
step becomes finer and hence can be approximated































3.4 Theorem 2 Proof
We have proven all preliminary lemmas for Theorem 2. We will now formally
prove Theorem 2. Throughout this proof, we make consistent references to
the bounds established in Lemma 2. We will thus define BL and BU to




BU = E[θ(∞)] +
1
N0.5+ε
Using the fact that |yi,θ(t)(t) − y∗i,θ(t)|≤ 2,∀i = 1, 2 paired with the result of





























where B is defined as the interval [BL, BU ]. We thus want to show that
the right-hand side of (3.11) is small. Note that the final line follows from
the fact that we can partition and bound the expectation term on whether
or not θ(∞) lies in the concentration. From Lemma 2, we know that the
P(θ(∞) /∈ [BL, BU ]) is small. We can similarly apply the results of Theorem
1 to prove the first term is bounded.
E[(yi,θ(∞)(t)− y∗i,θ(∞))21θ(∞)∈[BL,BU ]] ≤ max
b∈[BL,BU ]
E[(yi,b(t)− y∗i,b)2]
We can thus apply the union bound for all b to upper bound the max expres-
sion. Note that the quantity in the expectation is precisely bounded from
Theorem 1.
E[(yi,θ(∞)(t)− y∗i,θ(∞))21θ(∞)∈[BL,BU ]] ≤
∣∣{b : b ∈ [BL, BU ]}∣∣ 6
Nαi
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θ(∞) /∈ [BL, BU ]
)
≤ 4




θ(∞) /∈ [BL, BU ]
)
(3.12)
where αmin = min(α1, α2). We thus see that the two terms in (3.12) can be
thought of distinctly as a union bound result from Theorem 1 along with
a concentration result from the coupon collector problem. To arrive at the
aforementioned bound, we can directly apply Lemma 2 with the values ε = 1
6
and |BL −BU |= N0.5+ε. With these values, it follows directly that
E









EXTENSION TO SEGMENTED LRU
After demonstrating convergence in LRU, we will now extend our model to
LRU(m). Recall that LRU(m) is a partitioned version of LRU where items
move from list to list depending on the frequency of item requests. As items
are more frequently requested, they move to higher, more protected lists. For
consistent notation throughout this chapter, we will say that all items enter
list 1, which represents the lowest priority list. If an item is requested that is
currently in list i, the item is moved to the head of list max(m, i+ 1). Thus,
higher list numbers represent more popular items.
In this chapter, we first present an alternative Markov chain that inher-
ently puts a larger emphasis on the structure of the cache rather than only
considering request times. The key benefit of this framework is its adapt-
ability to most LRU variants. We will first present an alternate model for
LRU, and then generalize this model to LRU(m).
4.1 Alternate LRU Model
The key aspect of this model is that we are looking at elements in the cache,
instead of request times. Consider a population as described in Section 2.1,
where there are two types of distinct objects with N items per type. Now,
consider a parameter β0 which is defined as a fractional component that
signifies the size of the cache with respect to the size of the population.
Alternatively, we could define the size of the cache to be m, and define
m = 2Nβ0. The cache is thus composed of m,
1
2N




We now define the state variable, yi,β(t), which represents the fraction of
type i items in the first 2βN positions in the cache. Note that β is always
measured from the head of the cache, or the item with the highest priority.
Thus, for LRU(m), the state variable will always count type i items starting
21
at the highest priority list and move toward the tail. Note β ∈ { 1
2N
, . . . , β0}.
For ease of notation, we now define two regions of the cache that are
dependent on the state variable. Define the exclude region as the elements
that are currently in the cache but are not considered in the state variable
yi,β for the given β. The exclude region is thus the collection of items with
β ∈ {β + 1
2N
, . . . , β0}. Conversely, define the include region as the collection
of elements that are currently in the cache and have β ∈ {0, 1
2N
, . . . , β}.









− ỹ1,β(t) w.p. α1(y1,β0(t)− y1,β(t)) Type 1 Hit Exclude




− ỹ1,β(t) w.p. α1(1− y1,β0(t)) Type 1 Miss
y1,β(t)− ỹ1,β(t) w.p. a2(1− y2,β0(t)) Type 2 Miss
y1,β(t) w.p. α1y1,β(t) Type 1 Hit Include
y1,β(t) w.p. α2y2,β(t) Type 2 Hit Include
(4.1)
Although seemingly more complex than the model presented in (2.2), this
model is quite intuitive based on the definitions of the include and exclude
zone. To begin, observe that yi,β0(t) represents the total fraction of type i
items in the cache at time t. We can therefore fully define all states of the
Markov chain just as before. We can also derive a differential equation to



















]∣∣∣∣y(t)] = E[α1N (1−y1,β(t))−(1−α1y1,β(t)−α2y2,β(t))ỹ1,β(t)]
(4.3)
Taking N →∞ we obtain the following partial differential equation.
∂y1,β(t)
∂t





By definition, (4.4) can be reduced to an equation of two variables using the
following relationship:
y1,β(t) + y2,β(t) = β (4.5)
We now get a partial differential equation of only y1,β and β.
∂y1,β(t)
∂t









1− α1y1,β − α2(β − y1,β)
(4.7)
4.2 LRU(2) Extension
We now extend this model to LRU(2). LRU(2) has inherently different dy-
namics compared to LRU. We propose two Markov chains to encompass the
dynamics of the entire cache. For this analysis, we assume that both caches
are of equal size. We define cache 2 as β ∈ { 1
2N
, . . . , β0
2





, . . . , β0}. The assumption that both cache 1 and cache 2 have
equal size can be easily relaxed by adjusting the β limits for each list. Also,
note that the model can be directly generalized to more than two lists, by
adding Markov chains for different regions of the cache.













− ỹ1,β(t) w.p. a1(y1,β0(t)− y1,β(t)) Type 1 Hit Exclude




− ỹ1,β(t) w.p. a1(1− y1,β0(t)) Type 1 Miss
y1,β(t)− ỹ1,β(k) w.p. a2(1− y2,β0(t)) Type 2 Miss
y1,β(t) w.p. a1y1,β(t) Type 1 Hit Include
y1,β(t) w.p. a2y2,β(t) Type 2 Hit Include
(4.8)
This model is identical of that proposed in (4.1). Going through the same
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1− α1y1,β − α2(β − y1,β)
(4.9)
Similarly, we now define the model for β ∈ { 1
2N
, . . . , β0
2









− ỹ1,β(t) w.p. a1(y1,β0(t)− y1,β(t)) Type 1 Hit Exclude
y1,β(t)− ỹ1,β(t) w.p. a2(y2,β0(t)− y2,β(t)) Type 2 Hit Exclude
y1,β(t) w.p. a1(1− y1,β0(t)) Type 1 Miss
y1,β(t) w.p. a2(1− y2,β0(t)) Type 2 Miss
y1,β(t) w.p. a1y1,β(t) Type 1 Hit Include
y1,β(t) w.p. a2y2,β(t) Type 2 Hit Include
(4.10)
This model is quite similar to that proposed in (4.1). The key difference be-
tween the two models arises in the dynamics of an entire cache miss. Because
cache 2 only receives objects when there is a hit in cache 1, there is no change
in the state of the system. We can therefore perform identical analysis as
above to arrive at an approximate differential equation. The steady state





α1(y1,β0 − y1,β) + α2(y2,β0 − y2,β)
(4.11)
Interestingly, (4.7), (4.9), and (4.11) all have the same general form with
their ODE solution. Thus, once we can demonstrate convergence for LRU,
we will be able to directly extend the result to LRU(m). In [6], Gast and
Van Houdt demonstrated that the characteristic time, Ti, for each list, i, is





















where ml is the size of the l
th list, and h is the number of lists. We have
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previously demonstrated that the steady state solution of the differential
equations for our model indeed satisfies (4.12), but it has proven difficult to
achieve a bound result as we initially did in Theorem 1. The solution to
these ordinary differential equations has an implicit form which has made
the proof method presented in the previous chapter difficult to apply. We





In this chapter, we aim to demonstrate steady state convergence of our TTL
approximation to the given model. The hit rate metric will be used to com-
pare different models. For this simulation, define I as the number of iterations
performed. Let Zi to be an indicator variable defined as follows:
Zi =
{
1 If the ith request results in a hit
0 else





, i ∈ {1, 2, . . . , I} (5.1)
We will now present simulation results for LRU and segmented LRU. The
simulations are performed identically given the following procedure. Initially,
items are randomly selected until the cache holds m distinct objects. We will
define this process as the initialization of the cache. We then randomly sam-
ple the probability distribution defined in (2.1) and simulate the dynamics
of the cache according to the caching algorithm for each i ∈ {1, 2, . . . , I}. At
each iteration, the empirical hit rate is recorded. The TTL hit rate will be
calculated at the end of the simulation. Throughout this chapter, we will be
comparing the TTL approximation presented previously to the empirical hit
rate defined in (5.1).
5.1 LRU Results
In this section, we present LRU hit rate results over a collection of test
settings. We will be testing the model presented in Section 2.1. For the sake
of presentation, we will maintain all conditions while varying only the cache
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size. Cache size was chosen to be the independent variable because in many
practical situations, the cache designer may only have the freedom to control
the caching algorithm and cache size. Thus, we are demonstrating how hit
rate is affected by cache size under the following conditions:
• I = 75, 000 iterations
• Population Size = 10, 000
• α1 = 0.25
To begin, in Figure 5.1, we plot the hit rate compared to the iteration count
for the conditions described above. This plot can be thought of as a sample
trajectory for the hit rate as it tends to its steady state.
Figure 5.1: Example LRU Hit Rate Plot
Note that this plot was generated assuming a cache size of 3, 000 items.
There are two distinct regions in this figure. Specifically, we see that for
approximately the first 20, 000 iterations, the simulation is in a transient,
mixing state. After this point, the Markov chain appears to obtain a steady
state distribution for the hit rate. The TTL approximation, which is constant
across all iterations, qualitatively matches the steady state distribution well.
We will now quantitatively compare hit rate results for both the simulation
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and approximation for varying cache sizes in Table 5.1. To obtain a better
approximation of the steady state distribution, note that the empirical hit
rate, ĥ, was calculated using the mean of the final 10, 000 samples of the
simulated hit rate.









1, 000 0.123 0.124 0.819
2, 000 0.245 0.246 0.131
3, 000 0.362 0.365 0.777
4, 000 0.481 0.480 0.225
5, 000 0.591 0.591 0.086
6, 000 0.694 0.696 0.303
7, 000 0.792 0.792 0.132
Through this simulation, we observe that the true empirical hit rate is
within 1% of the TTL approximation for all trials. It is thus apparent that
the proposed approximation fits the LRU model presented in (2.2) well.
5.2 LRU(2) Results
In this section, we present simulation LRU(2) hit rate results. We will be
testing the model presented in Section 4.2. We will once again keep all sim-
ulation parameters constant with the exception of cache size. Furthermore,
all simulations will be performed under the exact conditions that were pre-
sented in Section 5.1, with the exception that the cache is now partitioned
into two, equally sized subcaches. The dynamics of the cache will be gov-
erned by LRU(2). We will thus have a direct comparison between LRU and
LRU(2).
We begin analysis by providing a sample trajectory of hit rate compared
to iteration count in Figure 5.2.
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Figure 5.2: Example LRU(2) Hit Rate Plot
From this plot, it is evident that the hit rate asymptotically increases
to the proposed TTL approximation. In this situation, we observe slight
performance benefits by partitioning the cache. We will now quantitatively
compare hit rate results for both the simulation and approximation for vary-
ing cache sizes. The results are tabulated in Table 5.2. Note that all of these
simulations were performed such that the size of each sub cache was exactly
half of the total cache.









1, 000 0.132 0.132 0.455
2, 000 0.262 0.261 0.41
3, 000 0.385 0.385 0.042
4, 000 0.501 0.503 0.31
5, 000 0.608 0.614 0.905
6, 000 0.707 0.715 1.145
7, 000 0.804 0.805 0.214
We thus notice that the provided TTL approximation for segmented LRU
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given in (4.12) also closely fits the model proposed in Section 4.2. Further,
notice that both the empirical and TTL hit rates are consistently higher for
segmented LRU compared to LRU. On average, LRU(2) provided a 1.46%
empirical hit rate improvement compared to LRU. It may be hypothesized
that increasing partitions should always lead to higher hit rates; however, this
may not always be the case. This observation leads to the interesting question
of optimal partitioning schemes, and whether the TTL approximation can






In this chapter, we motivate and present a continuous time model that par-
allels our LRU model.
6.1 TTL Correction Motivation
While simulating the models in Section 4.2, it was observed that adding too
many partitions to a cache governed by LRU(m) would decrease performance.
Intuitively, this observation makes sense. For example, suppose there was a
cache of size m that was composed of m, one-item subcaches. In this scenario,
the only way an item could move from the first list to any higher list would
be if successive requests occurred for the same item. Given that the system
has sufficiently many objects, this event is unlikely to occur.
Furthermore, we observed that as the number of partitions increased, the
TTL approximation began to separate from the simulation hit rate. This
phenomenon was especially observed when the cache size was small compared
to the population size, resulting in low hit rates. For example, consider Figure
6.1 that plots the number of subcaches compared to the hit rate. Note that
this plot was generated using a population size of 5, 000 items and a 100 item
cache size.
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Figure 6.1: Example LRU(2) Hit Rate Plot
We therefore hypothesize the need for a variance correcting term. The
TTL approximation is deterministic in nature and thus constant over time.
By adding a variance term, we add randomness to the approximation with
the thought that this randomness will better fit the system over time.
6.2 Variance Corrected Approximation
In order to model this variance correction term, we will transition the model
presented in (4.1) to resemble a Poisson arrival process. To begin, consider
two independent Poisson arrival processes that represent the arrival of a type
i request:
• Type 1 Arrivals ∼ Poi(Nλ1)
• Type 2 Arrivals ∼ Poi(Nλ2)
where λi is the rate of the process. From the properties of independent
Poisson processes, these two arrival rates can be summed in order to define
the overall arrival process rate as Poi(N(λ1 + λ2)). Hence, given an arrival,




From the nature of the Poisson arrival process, the probability that there is






− ỹ1,β(t) w.p. δλ1N ∗ (y1,β0(t)− y1,β(t)) Type 1 Hit Exclude




− ỹ1,β(t) w.p. δλ1N ∗ (1− y1,β0(t)) Type 1 Miss
y1,β(t)− ỹ1,β(t) w.p. δλ2N ∗ (1− y2,β0(t)) Type 2 Miss
y1,β(t) w.p. δλ1N ∗ y1,β(t) Type 1 Hit Include
y1,β(t) w.p. δλ2N ∗ y2,β(t) Type 2 Hit Include
y1,β(t) w.p. 1−Nδ(λ1 + λ2) No Arrival
(6.1)
Observe the clear similarities between the above expression and (4.1), with
the primary difference being that there is a non-zero probability that there
is no arrival in the δ interval. Given this model, our objective is to define
a stochastic difference equation. We will therefore develop an expression for
y1,β(t + δ) − y1,β(t). To develop the variance term, we will represent the
probabilities of each event as the sum of Bernoulli random variables:














This can be expressed as a mean plus variance equation though the central




























where the number of type i items, N , is denoted as n to avoid confusion with
the normal distribution, N . Further, we can make the following approxima-
tion:


























In future work, we plan on developing this SDE and solving in order to more
accurately fit the model. It remains speculative how this model will fit the





In this thesis, we analyzed the least recently used caching algorithm. We
proposed a Lyapunov based proof to demonstrate the convergence of LRU
hit rate to the fixed point of a differential equation, known as the TTL ap-
proximation. We then expanded this Markov model to a general form that
can accommodate both LRU and LRU(m). A Lyapunov based proof of the
convergence of the new model to the TTL approximation remains an open
question. We provided simulation results for both algorithms to demon-
strate the validity of both TTL approximations. From these simulations, we
observed a possible shortcoming of the current approximation in situations
where the cache size is small compared to the object population. Our current
focus resides in further developing a corrected form for this observation using
a variance corrected expression.
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