ABSTRACT Intrinsic plasticity (IP) mechanism was originally found in the biological neuron as a membrane potential adaptive tuning scheme, which was used to change the connection strength between neurons, so that animal brain had the ability to learn or store memory. Recently, in the field of artificial neural networks, the bio-inspired IP mechanism attracts increasingly research attention due to its ability of regulating neuron activity in a relative homeostatic level even if the external input of a neuron is extremely low or extremely high and tuning the probability density of a neuron's output toward an exponential distribution, thereby realizing information maximization. In this paper, the IP mechanism was applied to the spiking neuron model-based multi-layer perceptrons (Spiking MLPs). The experiment results showed that compared with the networks without IP, both the convergence speed and the robustness of computation accuracy were effectively improved.
I. INTRODUCTION
In biological neuroscience, a large number of research results have found that during the process of knowledge learning and memory storage in animal brains, the strength and number in synapses may change the relative activities of the presynaptic and postsynaptic neurons [1] . As a consequence, the synaptic input of a neuron will vary with time. Notice that it can fall unpredictably low or rise unpredictably high to an extreme extent [2] . However, unlike the synaptic input that can change dramatically, the average firing rate of a neuron stays in a reasonable scope. Intrinsic plasticity (IP) is proposed due to the biological discovery that even a single neuron has the ability to change its intrinsic excitability to adapt its synaptic input dynamically [3] , [4] . A neuron with IP mechanism will weaken its excitability when the input is boosted and strengthen its excitability when the input is deprived. Thus, the neuron can stay at a homeostatic state no matter the synaptic input increases or decreases unexpectedly and strongly, which protects the neuron activities against an extremely high or low level [5] .
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It also has been demonstrated that IP mechanism is beneficial for driving neurons to exhibit an approximately exponential distribution of neuron activities for analog neural networks or firing rates for spiking neural networks, which is effective to maximize the information entropy while keeping the firing rates at a fixed mean. Maximization of information entropy means that maximizing the input-output mutual information and making the network responses match their input-output maps [6] - [9] .
Due to these advantages, large amounts of literatures have done researches related to IP mechanism, and some kinds of IP methods are combined with different neural network models. Reference [10] shows that IP is able to adapt reservoir computing with very constrained topologies and make the networks more robust.
In the recent decade, inspired by the information processing and transmission in the animal brain which based on biological spikes, Spiking Neural Networks (SNNs) [11] are proposed and have become increasingly attractive due to its advantages of high nonlinear approximation capability and low computation consumption. Researches and applications have been done in this field variously. Spike neuron based deep neural networks, or called Spiking Deep Networks, represent high performance for solving various problems.
They not only achieve powerful computing capability and high accuracy but also gain high processing speed and low computational cost. It has become an increasingly attractive field for researchers and engineers [15] - [18] .
Reference [19] proposed a set of optimization techniques for Spiking Convolutional Networks and Spiking MLPs, including using rectified linear units (ReLUs) with no bias during training and weight normalization method. Compared with previous approaches based on SNNs [20] , these optimization techniques boost the computation performance that performs the state-of-the-art both in high accuracies and low latency.
Despite the outstanding performance in [19] , it should be noted that it is time-consuming and difficult to find the right balance of several key parameters in SNNs such as spiking thresholds, input weights and input firing rates. In this paper, we combine the IP learning scheme with spiking deep MLPs. Experiment results tested on MNIST database show that compared with the networks without IP, both the learning speed and robustness of computation accuracy are effectively improved.
The remaining of this paper is organized as follows. Sect.II describes basic concepts of MLPs, Sect.III introduces the MLPs based on spiking neuron model (LIF model), and the corresponding IP mechanism for SNNs. Sect. IV implements the experiment constructed on MNIST dataset classification, and the results are given. Sect. V discusses the findings and conclusions.
II. MULTI-LAYER PERCEPTRON
Multi-Layer Perceptrons (MLPs) have been extensively applied in Image Classification, Handwriting Recognition [21] , [22] , Scene Labeling, the ImageNet Benchmark, Bioinformatics [23] , [24] and other problems. In MLPs, neurons of the preceding layer are fully connected to the subsequent layer, while no intra-layer connections were established.
The structure of MLP that applied in this paper was as shown in Figure 1 . It had more than one hidden layers, the output of each latter layer is a nonlinear transfer of the previous layer, thus, the MLP can represent more complex functions than a shallow one. Nair and Hinton [25] presented that the stage function rectified linear units (ReLUs) preserve information about relative intensities as the information travels through multiple layers of feature detectors, and the deep networks with ReLUs perform better for object recognition and face verification. Considering the enhancement of ReLus to computation performance, we use ReLUs while deploying our networks. A typical mathematical description is given as
where x i is the activation of unit i, w ij is the weight connecting unit j in the preceding layer to unit i in the current layer, and x j is the activation of unit j in the preceding layer. Standard error back-propagation algorithm can be applied while training the network connection weights.
III. SPIKING NEURON MODEL WITH INTRINSIC PLASTICITY
The spiking neuron model was deployed by Leaky Integrateand-Fire (LIF) model [26] , which was described to be computationally effective for neural activities and widely deployed in artificial computational neuroscience. LIF model can be given as the differential equation,
where V (t) denotes the membrane potential of a single neuron, V rest denotes the resting membrane potential after spiking, the time constant τ m = R m C m is the product of membrane resistance R m and membrane capacity C m , and I (t) is the external synaptic input current. As a unit of a network of neurons, a LIF neuron is stimulated by the activity of its pre-synaptic connected neurons. I (t) of a neuron is the weighted sum over all spikes generated by pre-synaptic neurons i with firing times t
The variable k means the kth layer of the neural network. S i (t) represents the spiking of neuron i at time t, S i (t) = 1 if this neuron generates a spike, otherwise S i (t) = 0. The variable w ji denotes the connection weight which reflects the efficacy of the synapse from neuron j to i, and τ m is membrane time constant. When a neuron generates a spike, its membrane potential will reset to V rest rapidly.
In [27] , a spiking IP learning rule for IF neuron model was proposed. Compared with most rules based on spiking rate, this IP rule depends on Dirac delta function, which had the format of
where τ ip denotes the relative integration resolution of the IF model and the IP mechanism. rC = 1/C m , rR = 1/R m , the parameters P c and P r represent two coefficients of proportionality, and the output in response to the input I of a neuron can be described as
In the equation above, t (f ) is a firing time when the membrane potential V reaches the firing threshold value V th ,
: V (t (f ) ) >= V th (6) then an action potential is generated and V is rest to V rest . θ (t −t (f ) ) in Equ.5 is Dirac delta function, which means that if t = t (f ) , its value is 0, and its integrated value is 1, formulated as
where η is the strength of spike.
IV. RESULTS
In this section, we focus on implementing the MLPs based spiking neuron model with IP rule and applying it to MNIST handwriting character classification. Experiment results are given in the following.
A. NETWORK IMPLEMENTATION
Reference [12] provides the mathematical framework and the algorithms for converting a conventional deep belief networks (DBNs) into spiking DBNs, [19] , [28] extended the ANN-to-SNN conversion method to spiking CNNs and spiking MLPs. Similarly, we also use this approach to generate spiking MLPs, the main steps are:
(1) Construct a MLP with 4 layers of scale 784-1200-1200-10, which consists of an input layer (784 neuron nodes), two hidden layers (1200 neuron nodes per layer), and an output layer (10 neuron nodes);
(2) Apply all the activation functions of the network by ReLU model; (3) Set the bias value to 0, training the whole network via BP training rule, and store the values of each connection weights; (4) Directly map the weights from the ReLU network to a network of IF units; (5) Add the IP mechanism while testing the network. Initial values of some important parameters are set as Table 1 . The classification performance comparison presented in Figure 2 (a) describes that after joining IP mechanism, the final accuracy does not change obviously, but the accuracy convergence speed is lifted greatly (from 0.018s to 0.006s), which means that network costs less time to reach a high accuracy, which means that the real-time performance of the network was effectively improved. It is obviously beneficial to real-time practical applications. From Figure 2 (b), it is easy to see that the networks with IP mechanism perform better than those without IP mechanism in both classification convergence speed and computational accuracy. It is beneficial for some practical applications, which the overall grey values of input images are too high or too low. For example, when under strong light or exposure, the grey values of the original images will be enlarged.
B. SPIKING RATE
The external synaptic input current in Equ.3 is set as the standard input Istd. And the firing of each neuron layers is calculated. Then, we contrast the firing rates of the network with and without IP mechanism under different input current intensities.
In Figure 3 and 4, we decrease and increase the brightness of the whole image respectively, which results in a decrease and an increase in the input intensity of the network. Then, the network firing rates of spiking MLP are observed.
Experiment results in Figure 3 and 4 illustrate that with larger synaptic input current, the neuron activities turn into a higher level thus activate the neurons firing more frequently. But too large input may lead to a neuron being excessively excited that out of homeostatic state, and firing excessively frequently.
We can also learn from Figure 4 that the firing rates of both the first and second layers of the network without IP mechanism hardly change over time, basically fluctuate with the change of the input current. However, although the initial firing rate of the network with the IP mechanism will also be affected by the fluctuation of input current, it will be adjusted to a more reasonable range in a very short time.
It can be seen that when the external input is too low, IP rules can enhance the firing activity of the network, and vice versa. Under the implement of the IP mechanism, the firing rates of each layer can be maintained at a more appropriate level: low, but not too low; and high, but not too high. From the Table 2 , it is obviously shown that with IP mechanism, the network learning speed is significantly promoted, and although under external input currents in a broad range, the network computation accuracy still has the ability to maintain a high performance, which means that the network achieves higher computation robustness.
D. FIRING THRESHOLD
The firing thresholds directly influence the firing rates of spiking neurons, and network computation accuracy will be affected as a consequence. We test the classification accuracy, as well as the spiking rates of layers under different firing thresholds of neurons. It should be noted that the layer 2 and layer 3 are the hidden layers of the constructed MLP, while layer 4 denotes the output layer.
From Figure 5 , it is clear to know that with the increase of firing threshold, the spiking rate of each layers decreases. Furthermore, the computation accuracy both decreases rapidly when the value of the firing threshold turns higher than 10. Figure 5 (b) suggests that the lower the firing threshold of neurons, the stronger the firing activity of the whole spiking network, that is, the more firing events. However, too high firing rate does not improve the classification accuracy of the network, and may even have a negative impact on network accuracy. Moreover, the high firing rate also increases the amount of computation of the network. Therefore, Figure 5 also suggests that we need to choose a suitable firing threshold to achieve the optimization between classification accuracy and network computation. error more effective between neural layers while training deep neural networks (DNNs), thus speeds up the learning convergence.
In our work, we find ReLU model not only accelerates the training speed of a DNN, but also promotes the computation accuracy. Reference [25] proposed that ReLU function has the ability to achieve higher computational accuracy than Sigmoid and other activation functions in terms of deep learning based image process, [19] extended the ReLU function for processing the spike signal of the spiking neuron model. Here we compare the ReLU with other activation functions and the result in the Table 3 shows that the network with ReLU function achieves the highest accuracy. Additionally, we try to explain it in theoretical, see the appendix. VOLUME 7, 2019 F. COMPUTATIONAL COMPLEXITY OF IP According to Equ.4, at each time step, in addition to some fixed parameters like τ ip , β, P c and P r , the IP rule calculates the current update amount of rC and rR based on the spike output y, external input current I , and rC and rR itself. As shown in Equ.2, rC and rR regulate the change of the neuron membrane potential V , thereby changing the firing behavior of neurons. The main concern is that, except the input neurons of SNN, the values of rC and rR are calculated for each of the other neurons and their membrane potential changes are updated accordingly.
In general, the input dimension of artificial neural networks is consistent with the dimension of the input signal and is fixed. Therefore, the amount of computation brought by the IP rules is proportional to the number of neurons in other parts of the network. Assume that the number of other neurons except the input neurons is n, then the computational complexity of the IP rule is O(n).
On the other hand, each spiking neuron needs to store the values of state parameters rC and rR within the inference stage. The fixed parameters τ ip , β, P c and P r can be set as scalars, y and I can be calculated instantly and be washed out after updating the rC and rR, thus the space complexity of IP is O(2n).
V. CONCLUSION
In this paper, we focused on the effects of IP learning rule for Deep Spiking Multi-Layer Perceptron. Based on the following reasons, we believe that the inclusion of the IP mechanism will produce beneficial results: IP mechanism can maintain the firing rates of neurons at a steady level while maximizing the information entropy. Information theory proved that maximizing information entropy is beneficial to information transmission and extraction of useful information from noise. The application of the IP mechanism in other neural networks proved that it can effectively improve the performance and robustness of the network. By a series of experiments, we found that IP rule had the ability to guarantee the network classification accuracy at a high level, and meanwhile, the network convergence speed was dramatically improved. It is worth to point out that even if the input of each neuron layer waves dramatically, compared with the prototype network without IP rule, IP rule enhanced the inference learning speed of network significantly.
Appendix A
To analyze the effect of activation functions to the performance of neural networks, the Betti Number and Pfaffian Function are used in this paper.
A. PRELIMINARIES 1) BETTI NUMBER
The Betti number is a group of important invariants used by algebraic topology to distinguish topological spaces. Its values are non-negative integers or infinity. Informally, on the premise of not dividing a surface into two separate parts or 0-cycles, the maximum number of cuts is the Betti number. Formally, the rank of the k-th homology group of a topological space is the k-th Betti number [29] . The Betti number of finite simplicial complex or CW complex is limited.If we use b k to represent the k-th Betti number, when k is greater than the complex dimension, b k = 0.
Restricted Definition: For a given topological space X and a non-negative integer k, the k-th Betti number of X is:
The homology group of the above formula can be any domain as a coefficient.
For example, we can see the Betti number sequence of some common surfaces as below:
Circle: 1, 1, 0, 0, 0, 0,... Torus: 1, 2, 1, 0, 0,... Three-dimensional torus: 1, 3, 3, 1, 0, 0,... Generally, for a n-dimensional torus, its Betti number sequence is given by the binomial coefficients.
Some properties: If we use P X to represent the Poincare polynomial of X : For a finite CW complex X , Poincare polynomials are defined as generating functions of Betti numbers:
Meanwhile, the Euler characteristic χ(X ) of X is:
For any two topological spaces X , Y , there has:
For a n-dimensional manifold X , if X is oriented and closed, Poincare duality theorem gives the symmetry of Betti number:
In mathematics, there exists some functions that their derivatives can be written as a group of some crucial functions. We define the Pfaffian chain (f 1 , f 2 , . . . , f t ), that for each derivative f i of function f i , i ∈ [1, t], it can be formatted by this Pfaffian chain again.
Restricted Definition: Let U ⊂ n , for a Pfaffian chain in U composed of analytic functions f 1 , f 2 , . . . , f t with order r ≥ 0, degree σ ≥ 1, if for all i = 1, . . . , r, P i,j are polynomials of degree at most σ , and P i,j satisfies
then, function f can be called a Pfaffian function with order r and degree (α, β),
where β ≤ 1 denotes the polynomial of the largest degree. 
B. NETWORK COMPLEXITY ANALYSIS
In our experiments, we assume that: (1 We try to evaluate the approximation capability (network complexity) using topology theory.
The ReLU activation function can be formatted as
Suppose that in 95% confidence region, for a small value ε, there exists a polynomial
where C 1 < C 2 are two constants, and k i (i = 1, 2, . . . , r) are appropriate coefficients. We use polynomial of order 6 to fit ReLU function in the range [-10, 10 ], thus we get
where k 1 = 6.53 × 10 −6 , k 2 = −1.60 × 10 −5 , k 3 = −1.33 × 10 −3 , k 4 = 1.98 × 10 −3 , k 5 = 0.1139, k 6 = 0.5, k 7 = 0.4192, and the fitting curve is shown as Figure 6 .
Lemma 1 [30] : Let S be a compact semi-Pfaffian set, given on a compact Pfaffian variety V of dimension d by sign conditions on a family of Pfaffian function. If all the functions defining S have a Pfaffian complexity that is at most (l, α, β), the sum of the Betti numbers of S is:
Theorem 1: Let function P : R− > R, there exists a Pfaffian chain c = (p 1 , p 2 , . . . , p θ ), (θ + 1) polynomials, and function Q of degree β, function F i , i = 1, 2, . . . , θ , thus
where a denotes the activation state in a neural network N with n inputs, k hidden layers of h neurons per layer, one output, and P activation function. Let f N (x) be the transfer function implemented by network N . Thus, the complex-
Proof: For the ith neuron of layer d(d > 1) in a deep fully-connected feed-forward neural network N , its input is
Theorem 2 [31] : Let an activation function ψ based MLP composites of n inputs, one output, k hidden layers of h neurons per layer. If function psi is a Pfaffian function with complexity (α, β, θ ), and n < hθ , thus we have
further, if activation function ψ is a polynomial P r (x) of order r, then
Proof: According to [31] and Lemma. 1, For the sigmod function S(a) = 1 1+e −a , its Pfaffian chain c = (σ 1 , σ 2 ), where σ 1 (a) = e −a , and σ 2 (a) = S(a), due to ∂σ 1 (a) ∂a = −σ 1 (a) ∂σ 2 (a) ∂a = σ 1 (a)(σ 2 (a)) 2 thus, sigmod has the format (3, 1, 2), the network complexity is (6k + 3, 1, 2h) 
B(S N
Review Eq. (14), we can know that the network approximation capability (or network complexity) increases exponentially with the r k as its base, where r is the highest order of the polynomial, and k is the count of hidden layers. While in Eq. (15) and Eq. (16), tanh or sigmod function based network complexity increases with nk as the base that the hidden layer count k is just a coefficient. It means that when the number of input nodes is fixed, the complexity of MLP with the polynomial as the activation function increases more rapidly with the increase of the network depth. As a consequence, when the network depth reaches a certain value, the MLP of polynomial activation function will have the highest complexity, thus the network can represent more complicated input-output mapping relationship, which implies that ReLU model is more appropriate for deep neural networks.
