On infinite decodable codes  by Smorodinsky, Meir
INFORMATION AND CONTROL 11, 607-612 (1968) 
On Infinite Decodable Codes* 
MEIR SMORODINSKY 
Department of Statistics, Tel-Aviv University, Israel 
In a paper by Schutzenberger and Marcus (1959) full and completa- 
ble codes were defined and investigated for the ease of finite codes. 
The present paper compares the cases of a finite and an infinite 
code. We introduce the space ~ of all infinite sequences of letters 
and define a product probability on it. We then show that in the 
finite case the properties of fullness and completability are equiva- 
lent to the assertion that the probability of the message set (Section 
1) is positive. In the infinite case this is no longer true, and an ex- 
ample is given of a full code with a message set of zero probability. 
LIST OF SYMBOLS 
~ space of all infinite sequences of letters 
M set of all messages 
M~ set of all o~(~ 5 ~) which begin with an n-word sentence 
V a code 
S-D strongly decodable 
W-D weakly decodable 
S-F strongly full 
W-F weakly full 
1. 
Let A be a finite or countable set, 
A = {a l ,a2 ,  . "} .  
a~ will be called letters. A string ~ is a finite sequence of letters 
(T ~ aal "'" ann 
where length is n ~nd is denoted by I a I. A prefix of a is a string of the 
form a,~ -. • a= k , k < n. A suffix of a is ~ string of the form a,~ • .- a ,~,  
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m > 1. If r is another string 
r = a~l . . .  ao~, 
then the product a . r  is the concatenated string; i.e., 
a. r  = aal "'" aa~a~ . . .  a~. , .  
The product a . - .  a (n times) will be denoted by a ~. 
A code V is a finite or countable set of strings, 
V = {wl,w2, -..}, 
where w~ are the words of the code. A string which is a product of a finite 
number of words is a sentence. 
Let ~ be the space of all infinite sequences consisting of letters 
= A ~ = {~} 
( I  is the set of natural numbers). A code V is strongly decodable (S-D) 
if each w (~ ff ~) can be decomposed into a sequence of words in at most 
one way. It  is weakly decodable (W-D) if each string can be decomposed 
into a finite sequence of words in at most one way (the last definition is 
identical with the usual one of a decipherable code). Obviously S-D im- 
plies W-D, but not the converse. It  can be easily shown that in the finite 
case, S-D is equivalent to what Nivat (1965) calls % code with bounded 
delay." 
A code V is strongly (weakly) full (S (W) -F )  if it is S-D (W-D), and 
no string can be added to V to form a S-D (W-D) code. A code is com- 
pletable if each string appears as a run in at least one message, where a 
message is an infinite sequence of letters which can be decomposed into a 
sequence of words. 
Let M denote the set of the messages and M,  the set of ~'s which start 
with an n-word sentence. We establish the following relation between 
M and M,  : 
LEMMA 1. For every code 
M c [7 M. ,  (1) 
n=l  
and if V is bounded code, i.e. I w 1 <= k for every w C V, then 
M = N M~. (2) 
n~l  
Proof. M c M.  (n = 1, 2, . . .  ), therefore M c A~=I M~. 
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If V is bounded and ~0 E N:=: M~, then every decomposition of ¢o must 
start with one out of a finite set of words (their number < k). Let these 
words be denoted by w~l, " '"  , w~.  Then ~ = w~.¢~< (here the dot 
stands for concatenation of a string with a sequence). For  at least one 
i, 1 < i < m;~ E N ~ t , . . . .  : M~. Put  w,, = w 1 and ~o., = ~o i • Then, in 
P ! ! ? 
the same way, ~o can be written as w = w 2~ 2, and so on. Thus ~0 de- 
? t 
composes into ¢o = w :w ~ • • • . Hence ~ G M. 
Remark. I f  V is not bounded, then it might occur that  M ¢ N ~ M,  
as is shown by the following example: Assume A = {a:, a~, . . .}  to be 
infinite, and consider the code 
Y = {al, a:a2, a3, ala2aaa4, as, a6, a:a~a3a4aaaaa7, as, av, al0, • • .}. 
The sequence ~ = ala2a3 ...  belongs to each M,  but not to M. 
2. 
Let {pi} be a finite or a countable set of probabilities associated with 
the letters {a,} such that  ~ p~ = 1. The set {p~} induces a probabil ity 
measure on ~, i.e., the product probability. Every  string cr can be looked 
upon as an event of all the sequences which start with a,,  . . -  a~,.  I ts 
probabil ity is 
P(~)  = I~I p~i • 
i= l  
LEMM& 2. P(M~+I) < P(M~) ~iP(w~).  
Proof. Call an n-word sentence short if no one prefix is an n-word 
sentence. Let {s~(n)} be the set of n-word short sentences. Every  n-word 
sentence must start with a short sentence. Hence, it is included (as an 
event) in one of the s,(n). Therefore 
M~ c U s~(n). 
i 
On the other hand, it is obvious that  
M. D s~(n). 
Therefore M~ = Ui si(n). {s~(n)} is a disjoint set of events, and hence 
P(M~) = ~ P(s,(n)). 
i 
Now every n-word suffix in the decomposition of sj(n Jr 1) must be a 
short sentence so that  {si(n + 1)} c {w~.si(n)} and 
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P(M~+I) = P(Sj(n + 1) 
J 




From Lemma 2 immediately follows 
THEOREM 1. Let V be a W-D code, if P(M) > O, then 
P(w,) = 1. 
i 
Proof. Suppose ~--~ P(w~) < 1. Then, by Lemma 2 P(M~) ---+ O. But 
from (1) follows P(M) <= ]im P(M~). Hence P(M) = O. 
Our second theorem characterizes finite S-D codes: 
THEOREM 2. I f  V is a finite S-D code, then there xists a t¢ such that if 
n>k 
P(M~+I) = P(M~) ~ P(w~). (4) 
i 
Proof. In view of (3) it is sufficient o find k such that all sentences of 
the form wi.si(n) will be short. 
A natural number g will be called singular for wj if either there is an 
g-word sentence which starts with wj and has a prefix consisting of 
another g-word sentence which does not start with w3, or there is an 
g-word sentence not starting with ws which has as prefix an g-word sen- 
tence which starts with w~. 
Let sl and s~ be a pair of sentences fulfilling one of those conditions. 
Then, by omitting the last word from both of them, we obtain another 
pair of g - 1 word sentences. This shows that if g is singular, so is 
g - -1 .  
We assert hat the set of singular numbers of w~. is bounded. Otherwise, 
all the natural numbers would be singular. 
Let {v~(n)} be the n-word sentences which either start with w~. and 
can he shortened not to start with wj, or that do not start with w~. and 
can be shortened to start with w~.. Since n is singular, {vi(n)} is not 
empty. To at least one of them a word can be added to form an (n + 1)- 
word sentence [(n + 1) is also a singular number]. By repeating this 
process indefinitely we arrive at a message which can be decomposed in
two different ways. This contradicts the S-D assumption. Therefore 
there is a bound kj for the singular numbers of wj.  
Let/~ = max (k~.). We claim that for n >= k, w¢. s~(n) must be short. 
Indeed, the first word in a decomposition of wj.s~(n) must be we and if 
wi" s~(n) were not short, it would follow that s~(n) is not short. 
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Schutzenberger and Marcus have proved that ~ P(w~) = 1 for 
finite W-F codes. It follows from (4) and (2) that for a S-F finite code, 
P(M)  = P(Mk) for some 1~. For W-F codes this is not necessarily so, 
as is shown by the following: Let A = {a, b}, and V = {a, ab, bb}, and 
pl = p2 -- ½. Nevertheless we prove 
T~EOREM3. Let V be a finite W-D code. I f  ~P(w~)  = 1, then 
P (M)  > O. 
Proof. Let 
p = min(p l )  and ~ = max(wj )  
i y 
and let {~} be the set of strings of length n-~. Because ~ P(w~) = 1, 
V is completable (Schutzenberger and Marcus, 1959). Each zi can be 
completed to a sentence by adding letters, at most 2e - 2, at the begin- 
ning and end of z l .  
Let {s'~} be the set of sentences thus formed, and let {sj} be a subset of 
disjoint sentences (as events) of {s'j}. Each zi is expanded to some s' i 
which is contained in an s~-. The number of ~ that "belong" to the same 
s~- is < 2~. 
Since si are all sentences of at least n words, 
P(M ) > 
J 
But P(s~) > p2e-2.p(z~), therefore 
2/--2 2t--2 
P(M~) > p E P(z,)  - p 
= 2~ ~ - 2 - -~ ->0"  
As a consequence of Lemma 1, P(M)  = lira P(M, )  > 0. In view of the 
results obtained by Schutzenberger and Marcus, Theorems 1 and 3 
establish the equivalence of the following four properties of finite codes: 
P(M)  > 0, ~ P(w,) = 1, W-F, and completahility. 
This equivalence is no longer valid in the infinite case. Nivat (1965) 
has given an example of a completable code which is not full. We now 
prove 
TttEOREM 4. There exists an infinite S-F code for which ~ i  P(wi) < 1 
(and hence P (M)  = 0). 
Proof. Let A = {a, b} and p~ = p2 = ½. We arrange the strings in a 
sequence ~1, ~2, • • • and define V inductively. The first word wl is given 
by w~ = ab. If wi, . . .  , w2,-~ are already defined, then w2, and w2,+~ 
are defined as follows: Let k,, be the maximal ength of the wor&s already 
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included in V, and let z~. denote the first string which has not been in- 
cluded yet in V, but which can be added to V to form an S-D code. 
Then, 
w:,, ~- ab max(kn'I~an['{-1) and ~)2n-~l = W2n'O'an. 
We first show that the code thus defined is S-D. 
Let ~ be a message. If one decomposition of ~ starts with wl, then it 
cannot start with any other word, because the letter "a" would have been 
followed by at least two "b", which is not the case. 
Suppose that one decomposition of ~ starts with w2~ ; then any other, 
if it exists, must start with w:~+l (because of the length of the first run of 
all "b" after "a".) Then the second word of the first decomposition must 
be some wj where j < 2n, and similarly for the third word etc., until 
a , ,  is exhausted. But this implies that w2.+1 is decomposed in two ways 
into words of index lower than n. Hence, adding a, ,  spoils the S-D prop- 
erty of V. This contradicts the assumption on a, ,  . 
Next we observe that no string can be added to V; i.e., V. is a S-F 
code. Finally 
~_,P(w,) -<_ ¼ + ~- ~- . . .  < 1, 
and thus the proof of Theorem 4 is completed. 
Theorem IV of Schutzenberger and Marcus, which states that a full 
code is completable, also holds for the infinite case. (The same proof 
may be used.) 
We can summarize the situation for the infinite S-D codes as follows: 
P(M)  > 0 ~ ~_, P(w~) = 1 ~ W-F ~ eompletability. 
i 
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