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Abstract
Wepropose an experimental setup tomeasure thework performed in a normal-metal/insulator/
superconducting (NIS) junction, subjected to a voltage change and in contact with a thermal bath.We
compute the performedwork and argue that the associated heat release can bemeasured
experimentally. Our results are based on an equivalence between the dynamics of theNIS junction
and that of an assembly of two-level systems subjected to a circularly polarisedﬁeld, forwhichwe can
determine thework-characteristic function exactly. The averagework dissipated by theNIS junction,
as well as itsﬂuctuations, are determined. From thework characteristic function, we also compute the
work probability-distribution and show that it does not have aGaussian character. Our results allow
for a direct experimental test of the Crooks–Tasakiﬂuctuation relation.
1. Introduction
Fluctuation relations are central to our present understanding of statisticalmechanics. Their long and
distinguished history goes back to at least the studies byCallen andWelton [1], Green [2] andKubo [3], which
were inspired by theworks of Einstein on the Brownianmovement [4] and of Johnson [5] andNyquist [6] on
noise in electrical circuits.
The derivation by Jarzynski of a rather general non-equilibriumwork relation [7], linking the average of the
exponential of thework being performed on a systemwith the equilibrium free energy difference between initial
andﬁnal equilibrium states of the system, is of particular interest. Subsequently, Crooks [8, 9] obtained the
Jarzynski equality from a relation between the probability of a given amount of work being performed on a
system and the probability that the systemperforms the same amount of work on its surroundings if the time-
reversed protocol is undertaken. Such heightened interest in non-equilibriumwork relations has not only been
fuelled by novel theoretical advances in out-of-equilibriumdynamics, but also by experimental progress in
preparing and probing non-equilibrium evolution (see [10–14] for reviews on the subject).
In the present paper, we propose a relatively simple yet realistic experiment based on a proposal byCrooks
[15], whichwould allow for a direct test of the Crooks–Tasakiﬂuctuation relation. The experimental systemwe
consider consists of a normal-metal/insulator/superconducting (NIS) junction between a superconductor and
a normalmetal, which is initially short-circuited and is subjected to a given voltage protocol (see below).We
establish that for the proposed protocol, the full work distribution-function has non-Gaussian character with a
non-standard decay exponent.We also compute the ﬁrst twomoments of such distribution, which can be
determined experimentally bymeasuring the average heat released and its variance.
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In order to obtain a closed expression for the characteristic function of thework distribution, we derive an
equivalence between the dynamics of anNIS junction and the one of an assembly of two-level systems subjected
to a circularly polarised ﬁeld. Using thismapping, thework distribution is determined. For realistic parameters
of experimentally availableNIS junctions as e.g. those of [16], ourﬁndings show that at cryogenic temperatures,
even the tiny amounts of heat releasedwill result in ameasurable volume change for a probe connected to the
junction.
The structure of the paper is as follows: section 2 places the recent developments brieﬂy outlined above into
their proper historical context and reviews the theoretical tools necessary to studywork-ﬂuctuation relations at
the quantum level. In section 3, we introduce theHamiltonian of theNIS junction and describe in detail the
work protocol applied to the system. In section 4, we use results that are derived in appendices A andB to
compute both the averagework dissipated as well as its ﬂuctuations and the full work distribution. AppendixC
contains an extension of the results presented in appendix B and appendixD contains a discussion of amethod
ofmeasurement of the tunnelling amplitude that describes theNIS junction. Section 5 contains themain result
of our paper, wherewe compute the numerical value of the average heat released on aNIS junction such as the
ones discussed in [16].We leave to appendix E the discussion of the experimental techniques that can be used to
measure such a quantity. In particular, we show that the heat that is released can bemeasured by determining the
volume change of a probe that absorbs it.We provide estimates of the relative volume change, which should be
measurable using capacitivemethods [17, 18]. Finally, in section 6, we present our conclusions. For increased
readability,most technical details have been relegated to the appendices.
2. Perspective and previousworks
In this section, we give a brief historical overview of the evolution of the subject of non-equilibrium ﬂuctuation
theorems. Besides the early contributions alreadymentioned above, a statement of a generalﬂuctuation theorem
involving the free energy of a gas of hard-spheres, interacting at large distances via the Lennard–Jones potential,
can be found in thework of Zwanzig [19]. A subsequent important development was thework of Bochkov and
Kuzovlev [20, 21], which also concerned the relation of probabilities between a givenwork protocol and its time
reversed version, butwhich adopted a different perspective to that of Jarzynski andCrooks, namely the former
authors considered the generalised force that performswork on the system as being external to the dynamical
description of the system, rather than internal. Another signiﬁcant contributionwas thework of Evans and
Searles (see [22] and references therein), which considers the relation between the probability for a dynamical
trajectory characterised by a certain value of a dissipation function and its time-reversed counterpart. Regarding
developments concerning the validity and extension of the Jarzynski–Crooks relations at the classical level, see
the experimental works [23–33] and the theoretical ones [34–39], the above list not being exhaustive.
A quantum generalisation of theCrooks equality was obtained byTasaki [40] and also byKurchan [41] (for
the case of cyclic protocols). A version of the Jarzynski equality valid for quantum systemswas also derived by
Yukawa [42], albeit treatingwork at a quantum level as an observable, a view that was shownnot to be correct
[43]. Such a view lead in the past to a debate concerning the validity of suchﬂuctuation relations at the quantum
level [44–46]. The extension of the Jarzynski equality to isolated systems, using the deﬁnition of thework
distribution function of Tasaki andKurchan, is due toMukamel [47]. A quantumgeneralisation of thework of
Bochkov andKuzovlev referred above, as well as a clariﬁcation of the relation of their work to that of Jarzynski
andCrooks, can be found in a paper byCampisi et al [48]. Extensions of non-equilibriumwork relations to
isolated systems (micro-canonical ﬂuctuation theorems) are given in [49, 50], whereas work relations valid for
arbitrary open quantum systemswere obtained in [51]. The last reference shows the validity of such theorems for
systems that can arbitrarily exchange heatwith the bathwhile awork protocol is being applied to them (see also
below). Other theoretical developments concerning quantum systems can be found in the references [52–72],
where again the list is not exhaustive.
At the experimental level, several proposals to demonstrate the validity of the Crooks–Tasaki relation in the
quantumdomain have been presented, including the use of a series of projectivemeasurements [73], the
measurement of this relation in the optical spectra of systems subjected toweak quenches [74], or the use of
qubit interferometry [75–77]. The former as well as the latter proposal have been successfully implemented, see
[78, 79]. An example of the experimental conﬁrmation of a generalised version of the Jarzynski equality in the
quantumdomainwas discussed in [71]. Finally, a discussion of possible solid state experiments performed on
quantumheat engines is given in [72].
The abovementioned proposal byCrooks [15] relies on an indirectmethod of observation namely, the
measurement of the heat released by a quantum system after a cyclic work protocol has been performed on the
system. A speciﬁc set-up tomeasure the heat released by a circuit including a resistor and aCooper-pair box,
based on the temperature increase of a local probe, was already presented in [80], where theCooper-pair box acts
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as a single two-level system. The present proposal has the additional advantage that the heat released scales with
the contact area between the normal-metal and the superconducting ﬁlms.
Thework probability distribution, P W ,( )tb , is deﬁned, for a class of work protocols where the system is
decoupled from the thermal bath during the application of the protocol (see below), of duration τ, as [40]
P W n U m W E E,
1
e , , 0 , 0 , 1
m n
E
n
,
2
m
0m
0( )
( )
∣ ∣ ( )∣ ∣ ( ) ( )
 åt b t t d= á ñ - +b b t- 
where m, 0∣ ñare the eigenstates of the system’sHamiltonian at the beginning of the protocol, H 0( ) (which is
given for theNIS junction by (5) at t = 0, see below), andEm
0 are the corresponding eigenvalues, andwhere
n,∣ t ñare the eigenstates of the system’sHamiltonian at the end of the protocol, H ( )t (which is given by the
same equation at t t= ), with Ent being the corresponding eigenvalues, with k T1 B( )b = and
Tr e H 0( ) ( )( ) b = b-  . The operatorU , 0( )t is the time-evolution operator of the systemduring the protocol, i.e.
in the interval 0,[ ]t , which can bewritten as a time-ordered exponential of the fullHamiltonian of the system,
given for aNIS junction by equation (5).
Thework characteristic-function of theNIS junction is the Fourier transformof equation (1), and is given by
U U, Tr , 0 e , 0 e , 2H Hi i 0( ) [ ( ) ( ) ( )] ( )† ( ) ( ) u t t t r b=b t u u-   
where e H 0( ) ( )( ) r b b= b-  is the densitymatrix of the junction before the application of the protocol.
The unitary evolution of the system in the interval 0,[ ]t reﬂects thework protocol’s restrictionmentioned
above, i.e. theNIS junction is disconnected from the thermal bath at t=0 and remains adiabatically insulated
while the protocol is being applied, being reconnected to the thermal bath at t t= and undergoing
equilibration through the exchange of heat with the bath afterwards. It is possible to lift such a restriction on the
protocol by explicitly considering the interaction of the systemwith the thermal bath [51], but wewill not
consider such an extension here, see however the discussion below.
The knowledge of thework characteristic-function allows one to compute all workmoments. If one
performs the analytic continuation iu b= in the above deﬁnition and uses the cyclic character of the trace
operation, one obtains
i , e , 3F( ) ( ) ( ) ( )  b t b b= =b t b- D
where Tr e H( ) ( )( ) b =t b t-  is the partition function for a junction in equilibrium, described by the
Hamiltonian H ( )t , FD being the difference in free-energies between the ﬁnal equilibrium state (after
thermalisation at a time t t> ) and the initial equilibrium state at t=0. Since in our case theHamiltonian goes
through a cycle, F 0D = . Expressing i ,( ) b tb through its Fourier transform,we obtain
W P We d e , e 1, 4W W F( ) ( )ò tá ñ = = =b b b b- -¥
+¥ - - D
which is a statement of the Jarzynski equality, which thework probability distribution satisﬁes by deﬁnition.
Considering the relation between ,( ) u tb and i ,( ) u b t+b , using again the cyclic character of the trace, it is
possible to derive the identity P W P W, e ,W( ) ( )t t- - =b b b- where by P W ,( )t-b we denote thework
probability distribution for the time-reversed protocol. This is a statement of theCrooks–Tasaki relation.
Note that in the case of cyclic protocols, one also has U 0D = , whereU denotes the internal energy of the
system. Therefore, from the ﬁrst law of thermodynamics, U W QD = á ñ - Db , where QD denotes the average
heat released by the systemonwhich thework protocol is applied, we obtain Q WD = á ñb, which shows that for
cyclic protocols themeasurement of the released heat allows for the determination of Wá ñb , as stated.
3.NIS junctionmodel
TheNIS junction is composed of a normal-metal ﬁlm, a thin insulating layer and a superconducting ﬁlm.We
consider that such a junction can be described by anHamiltonian consisting of three terms: a Fermi-gas
describing the normal-metal ﬁlm, a BCS superconductor describing the superconducting ﬁlm and a tunnelling
Hamiltonian coupling the two [81–87], which gives rise to induced superconductivity in the normal-metal ﬁlm
through the proximity effect (see [88] and references therein).We use theHamiltonian
H t H t H X . 5n s( ) ( ) ( )= + +   
The operator H t e t c cn
n
n nk k k k,( ) ( ( )) †x f= å -s s s   is a free-fermionHamiltonian describing the normal-metal,
with t( )f being the voltage difference across the junction, whose value changes in time. The operator
H c c c c c c , 6s
s
s s s s s s
k
k k k
k
k k k k k k
,
( ) ( )† † †å åx= + D + D
s
s s  -  -        
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is theHamiltonian describing the BCS superconductor, where the pairing function kD is different from zero on
a band of width 2 Dw around the Fermi-level, where Dw is the superconductingmaterial’sDebye frequency.
Finally, the third termof equation (5) is given by
kX t c c c c , 7s n n s
k
k k k k
,
( )( ) ( )† †å= +
s
s s s s s- - - -   
and represents the tunnelling process across the junction.We consider the overall tunnellingmatrix element to
be small with respect to the gap function kD . Suchmatrix element is taken to be invariant under time-reversal,
i.e. k kt t( ) ( )= -s s- [85]. The fermions’momentum is directed along the plane of the ﬁlms andwe assume it to
be conserved in a tunnelling process.Wewillmeasure the kinetic energy of electrons in the normal-metal ﬁlm
and in the superconducting ﬁlmwith respect to their commonFermi-energyμ. The super- or subscripts n and s
refer to operators or quantities pertaining to the normal-metal or to the superconductor, respectively. The
magnitude of the tunnelling amplitudewill depend on thewidth of the aluminiumoxide layer and its value can
be adequatelymeasured for a given device using themethod discussed in appendixD. In thismethod, the power
dissipated by the junction ismeasured at a constant applied voltage equal in value to the energy gap of the
superconductor (divided by e), which ismuch larger than the value used in our protocol.
We consider theNIS to be initially (t 0< ) in equilibriumwith an heat bath at temperatureT and that the
voltagef across the junction is zero. Such voltage is changed from0 to aﬁnite valueVmax and returned to zero
within aﬁnite time-interval starting at t=0 and ending at t t= . During such an interval the junction is
decoupled from the heat bath. For simplicity, we consider that the voltage protocol is symmetric with respect to
themid-point of the interval t 2t= . However, the calculation presented in appendix A is valid formore
general protocols. Also, t( )f varies smoothlywithin a time-interval t t¢ and is returned to zero at the end of
the protocol within the same time frame (seeﬁgure 1 (b)).
Physically, for small values of the tunnelling amplitude, the term given by equation (7) leads to the opening
of a gap between the energy bands of the normalmetal, ofmagnitude nD D , leaving the energy bands of the
superconductor largely unaffected. This is the proximity effect [88]. In our protocol, we place ourselves within a
particular adiabatic limit, i.e. wewill consider that the switching-time t¢ D , whereΔ is the value of the
gap-functionwithin the superconductor. Thus, the voltage difference across the junction is held approximately
constant within themicroscopic time-scale of the superconductor and the change of voltage does not induce
transitionswhich involve the superconducting bands.However, we also take n t tD ¢ D   . This
implies that the dynamics is fully diabatic with respect to the separation between the two energy-bands in the
normalmetal and thus that the voltage protocol induces transitions between these bands, leading towork being
performed on the system, see appendix B.
Using theHamiltonian for anNIS junction and the voltage protocol speciﬁed, thework probability
distribution can be obtained using equation (2), as will be shown in the next section.
4.Work dissipated due to the application of the voltage protocol to the junction
In this section, we establish that the dynamics of theNIS junction is equivalent to that of an assembly of quantum
spins in a time-dependentmagnetic ﬁeld. This entails an equality between thework probability distributions of
both systems, fromwhich it follows that one can compute the average heat released by theNIS junction, as well
as its higher order ﬂuctuations.
Starting from equation (5), the explicit dependence of theHamiltonian on the time-dependent bias voltage
can be eliminated by a gauge transformation at the expense of acquiring a time-dependent hopping term
between the normal and superconducting ﬁlms. Thus, theHamiltonian becomes
Figure 1. (a)NIS junction. (b) Schematic representation of the voltage protocol considered.
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H t H H t0 8n s1( ) ( ) ( ) ( )= + +   
with
kt t c c c ce e , 9e t s n
e t
n s
k
k k k k
,
i i( ) ( )( ) ( )( ) † ( ) †  å= +
s
s s s s sF - F - - - -   
where t u ud
t
0
( ) ( )ò fF = . Anticipating that, in general, kt ( ) Ds  , one can, in the speciﬁc adiabatic limit
discussed above, perform a generalised Schrieffer–Wolff transformation that takes into account the explicit
time-dependence of t( ) . Furthermore, such a transformation can only be performed if eVmax D , see
appendix A. After such a transformation, themetal and superconducting ﬁlms effectively decouple and only the
transformedmetallic excitations are subjected to the time-dependent bias. TheHamiltonian, tn( ) , which
describes the normal-metalﬁlm, explicitly reads
t c c
c c c ce e , 10
n
n
n n
n e t
n n
n e t
n n
k
k k k
k
k k k k k k
,
2i 2i
( ) ˜
( ) ( )
†
( ) † † ( )

 
å
å
x=
+ D + D
s
s s s
- F  -  F -  
  
   
where
t
E
k
, 11
n n
n s
n sk k
k k
k k
2
2 2
˜ ∣ ( )∣ ( )
( ) ( )
( )x x x xx= +
+
-s
s
t t
E
k k
2
, 12n
n sk
k
k k
2 2
2 2
(∣ ( )∣ ∣ ( )∣ )
[( ) ( ) ]
( )xD = -
D +
-
 
are, respectively, the renormalised kinetic energy of electrons and the induced superconducting parameter, in
the normalmetal, due to the proximity effect, E s sk k k
2 2( ) ∣ ∣x= + D being the energy of the superconducting
excitations. This result is shown in detail in appendix A.We thus conclude that for spin-independent tunnelling
matrix elements, theHamiltonian describing the normal-metal is equivalent, in each k k, , ,(( ) ( )) - 
subspace, to theHamiltonian of a two-level systemunder the action of a circularly polarised ﬁeld. Furthermore,
theHamiltonian that describes the superconductor does not contribute to thework-characteristic function, see
appendix A.
One can obtain thework characteristic function for aNIS junction simply by considering the product of
individual characteristic-functions for two-level systems subjected to a circularly polarised ﬁeld, see appendix B.
The logarithmof the overall work characteristic-function, which is the generating function of the connected
work-moments, is given by
p
p
, ln , ln 1
cosh 2i
cosh
, 13
n n
n n
k
k
k
k k
k k
2 2
2 2
( ) ( ) { ( )
·
[( ) ∣ ∣ (˜ ) ]
( ∣ ∣ (˜ ) )
( )
  åu t u t
b u x
b x
º = -
+ + D +
D +
b b
⎫
⎬⎪
⎭⎪
with p eVsin
eV
eV
n n
k k k
2 2
max
2
n
n n n n
k
k k k k
2
max
2
2 2 2
max
2 ( )∣ ∣ (˜ )∣ ∣ ( )(∣ ∣ (˜ ) )(∣ ∣ (˜ ) )  x= D + -x x tDD + D + - . The detailed calculation can be
found in appendix B.
The averagework dissipated per atom in the normal-metalﬁlm, w¯, is obtained from the derivative of
equation (13), evaluated at 0u = ,
w
eV
eV
eV
2
tanh
sin
, 14
n n
n n n
n n n n
k
k k
k k k
k k k k
max
2
at
2 2
2 2 2
max
2
2 2 2
max
2
¯ ( ) ( ∣ ∣ (˜ ) )
∣ ∣ ∣ ∣ (˜ )
∣ ∣ (˜ ) (∣ ∣ (˜ ) )
( )
 å b x
t x
x x
= D +
´
D D + -
D + D + -
⎜ ⎟⎛⎝
⎞
⎠
where at is the total number of atoms in the normal-metal ﬁlm. From equation (11), one has that for weak-
coupling between the twoﬁlms,
n n
k kx˜ x» .Moreover, if, as in the system experimentally studied in [16], the
dispersion relation is the same in both the normal-metal and the superconducting ﬁlm (since the normal-metal
ﬁlm is composed of the samematerial as that of the superconducting one, butweakly dopedwith anothermetal),
we have from equation (12) that n tk
k
k
2∣ ( ) ∣
*
D = D . Assuming that both the order parameter kD and t k 2∣ ( )∣ only
depend on k through their dependence on nkx and are only non-zero in a vicinity of width Dw around the Fermi
level of thematerial composing the ﬁlms, where Dw is theDebye frequency of the saidmaterial, one can
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transform the above summation into an integral andwrite the above equation as
w eV
eV
eV
2 d tanh
sin
, 15
n
n n
n n
max
2 2 2
2 2 2
max
2
2 2 2
max
2
D
D ( )¯ ( ) ( ) ∣ ( )∣
∣ ( )∣ ∣ ( )∣ ( )
∣ ( )∣ (∣ ( )∣ ( ) )
( )

ò x r x b x x
x t x x
x x x x
= D +
´
D D + -
D + D + -
w
w
-
⎜ ⎟⎛⎝
⎞
⎠
wherewe have introduced nk k
1
at
( ) ( )

r x d x x= å - , the density of states per atom (and per spin-species) in the
normalmetalﬁlm.
Differentiating equation (13) twicewith respect to υ, at 0u = , one obtains themean-square deviation and
thus the relative deviation w w2d of thework performed by theNIS junction during the protocol. If one
transforms such result into an integral using the same assumptionswe have used to obtain equation (15), this
integral can also be computed numerically. In a similar fashion, highermoments can be calculated.
The full characterisation of thework ﬂuctuations requires the determination of thework probability
distribution, through the computation of the inverse Fourier transformof ,( ) u tb .Writing the probability
distribution in terms of the logarithmof the characteristic function, as deﬁned in equation (13), one has
P W ,
d
2
e . 16Wi ,( ) ( )( )òt up=b u u t-¥
+¥ - + b
SinceW is an extensive quantity, i.e. it is proportional to at , the integral can be computed using a saddle-point
approximation.Minimising the argument of the exponential in equation (16), one obtains the following saddle-
point equation
w S xd , , 17x
D
D
( ) ( ) ( )

ò x r x x= ¶w
w
-
where w W at= is thework per atomof the sample and S x,( )x is given by
S x p p
x
, ln 1
cosh 2
cosh
, 18
n
n
2 2
2 2
( ) ( ( )) ( ) · [( ) ∣ ( )∣ ]
[ ∣ ( )∣ ]
( )x x x b x x
b x x
= - + + D +
D +
⎪
⎪
⎪
⎪
⎧
⎨
⎩
⎫
⎬
⎭
where p eVsineV
eV
n2 2
max
2
n
n n
2
max
2
2 2 2
max
2 ( )( ) ∣ ( )∣ ( )∣ ( ) ∣ ( )(∣ ( ) ∣ )(∣ ( ) ∣ ( ) ) x x x= D + -xx x x x tDD + D + - . Note that the solutions,
x(w), of the saddle-point equation (17) correspond to the analytic continuation of the exponent of the integral
given in equation (16) to imaginary values of x wi ( )u = - . Numerically solving equation (17) for a set of values
ofw (with the same assumptions as in the two calculations previously performed) and substituting its solution in
equation (16), one obtains the result plotted inﬁgure 2 for the logarithmof P W ,( )tb , divided by at . This
calculation indicates that thework probability distribution is a stretched exponential for both positive and
negativeW. In the inset, the exponent associatedwith such a stretched exponential is determined for positiveW
(blue triangles).
We have also subtracted the factor wb from the logarithmof the probability distribution at negativeW
(green squares in the inset) and the function so obtained coincides with the logarithmof the probability
distribution for positiveW, thus showing that the distribution obeys theCrooks–Tasaki relation at the level of
the numerics.
Figure 2. Logarithm of thework per atomdistribution for aAlMn/Al2O3/Al junction at T 1 K= .
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The above ﬁgure is a clear indication of the non-Gaussian nature of thework distribution, whichmay allow
the reconstruction of the distribution above from experimental data, using themethod that we propose in
appendix E.
5. Calculation of the dissipatedwork in theNIS junction
Our primarymotivation for the present studywas the analysis of the validity of the Crooks–Tasaki relation in an
experimentally relevant setting. As discussed above and in appendix E, this can be accomplished bymeasuring
the heat released in theNIS junction during a full cycle of the protocol. Since suchmeasurements require a high
degree of control of the energyﬂows occurring in an experimental set-up, it is advantageous that the released
heat scales with the contact area between the superconducting and normalmetalﬁlms.
We now consider the computation of the dissipatedwork released as heat by theNIS junction. As a concrete
example, wewill consider the junction studied in [16], wheremanganese doped aluminium (theMn
concentration being 0.4% inmass) acts as the normal-metal electrode in the junction and pure aluminiumacts
as the superconducting electrode (with aluminium-oxide being the insulatingmaterial).
In aluminium, the density of states is approximately constant in the vicinity of the Fermi surface yielding
0.0117 D
1r w» - per atom (and per spin) [89, 90], in units of theDebye frequency, which is approximately
10 HzD 14w = in aluminium. Thismetal is a BCS superconductor with a transition temperature, T 1.20 Kc =
[91], and the gap-function given by k T1.764 B cD = , where one uses the universal (BCS) relation [92], valid in
theweak-coupling limit. For an intermediate coupling superconductor the gap is larger than predicted by the
BCS relation. This is of no concern here, sincewe assumed 3.6 10 s12t t¢ D ´ -   .
For concreteness, we consider the example of a protocol of duration 10 s6t = - with an applied voltage
V 8 10 Vmax 6= ´ - at a temperature ofT 1 K= . Performing the integral in (15), assuming a typical tunnelling
element kt 0.05( ) D , we obtain an averagework w 3.2 10 12 D¯ w» ´ - per atomwhich amounts to
approximately 0.7 nJ of dissipatedwork per gramof aluminium. For these parameters, we also obtain a standard
deviation of w 8.4 102 14 D 2( )d w» ´ - corresponding to a relative deviation, w w 2.9 102 4d » ´ , which is a
large value for such a quantity.
Themeasurement of the released heat can be performed using several techniques, of which themeasurement
of the volume change of theﬁlm in isothermal conditions seems to be themost promising one, see appendix E
for a detailed discussion.
Aword is duewith respect to the approximation that the dynamics is unitary during the application of the
protocol, i.e. that no heat is exchangedwith the thermal bath in the time interval t 0,[ ]tÎ , occurring only at
later stages. The exchange of energy between the electronic degrees of freedom and the heat bath occursmainly
through electron–phonon inelastic collisions. The dependence of resistivity on temperature due to electron–
phonon collisions is given, inmetals, by T T T0 0
5( ) ( )r r= , whereT0 is a temperature of the order of theDebye
temperature, which is 428 K in aluminium [93]. Using the value 3.875 10 m0
8r = ´ W- , withT 400 K0 =
[94] for aluminium, and assuming aDrude like dependence of the resistivity on the electron–phonon relaxation
time pet , T mne T2 pe( ) ( )
*r = t , wherem m1.10 e* = is the electron effectivemass in aluminium [95] and
n 2.1 10 m29 3= ´ - is the electronic density in aluminium,we obtain T 1 K 5 10 spe 2( )t = » ´ - , which is
much larger than the protocol duration τ. Hence, the said approximation is fully justiﬁed.Moreover, such
relaxation time is of the order of the equilibration time that is necessary towait after the end of the protocol
before the volume deviation discussed in appendix E can bemeasured.
6. Conclusions
Fluctuation–dissipation relations play a central role in thermodynamics and the approach to equilibrium, but
the direct experimental veriﬁcation of the various relations can often be difﬁcult. In this work, we discussed a
simple but realistic experimental set-up that will allow to test theCrooks–Tasaki ﬂuctuation relation.Our
proposal consists of anNIS junction of a superconductor and a normalmetal where the bias voltage is altered
according to a speciﬁed protocol, see ﬁgure 1(b).
As shown, the released heat scales with the contact area between the superconducting and normalmetal
ﬁlms.Our proposal is thus amenable to experimental veriﬁcation, e.g. by coupling the junction to a probe that
isothermally absorbs the released heat and changes its volume as a result. Order ofmagnitude estimates of this
effect for the aluminium-based junctions of [16]were presented in appendix E.
The calculation of the full work distribution function and itsﬁrstmoments clearly establishes an exponential
behaviour of such quantity that displays a non-Gaussian character with a non-standard decay exponent.
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Our results are based on an equivalence between the dynamics of aNIS junction and the dynamics of an
assembly of two-level systems subjected to a circularly polarised ﬁeld. This equivalence holds in a particular
adiabatic limit inwhich the switching-on/off of the potential difference across the junction takes place in time
scalesmuch larger than themicroscopic time scale of the system, determined by the value of the
superconducting gap.
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AppendixA.Mapping of thework characteristic-function to that of an assembly of two-
level systems
Following [96] and starting from theHamiltonian (5), we change representation, so as towrite the original time-
evolution operatorU t , 0( ) , determined by suchHamiltonian, in terms of the time-evolution operator in a new
representation,V t , 0( ) , with t0   t ,
U t V t, 0 e , 0 , A.1e t Ni n( ) ( ) ( )( ) = F  
where t u ud
t
0
( ) ( )ò fF = and N c cn n nk k k, †= å s s s   is the number of particles on the normal side of the
junction. This change of representation corresponds to a gauge transformation that eliminates the dependence
on t( )f of H tn ( ) and transfers such dependence to the tunnelling part of theHamiltonian. The transformed
operator, H t H te ee t N e t N1 i in n( ) ( )( ) ( ) = - F F   , is given by H t H t1 0( ) ( )l= +   , whereλ is a small
dimensionless parameter that sets the scale of the tunnellingmatrix element andwhich is explicitly written here
for convenience of calculation. The operator H H H0n s0 ( )= +   describes the normal-metalﬁlm and the
superconducting ﬁlm at t=0, in the absence of the tunnelling operator (7). On the other hand, the operator
t( ) is given by equation (7).
The operatorV t , 0( ) can be expressed in terms of a time-ordered exponential involving the transformed
Hamiltonian H t1( ) . This exponential can bewritten in terms of an ordered product of exponentials, evaluated at
increasing times, as
V t
t
N
H u, 0 exp
i
, A.2
l
N
l
1
1( ) ( ) ( )= -= 
⎡
⎣⎢
⎤
⎦⎥
where N  ¥ and u l t Nl ·= .We now introduce a second-unitary transformation, dependent on bothλ
and on t, by deﬁning a transformedHamiltonian operator as
H t H te e , A.3S t S t2 i 1 i( ) ( ) ( )( ) ( )= l l-  
where theHermitian operator S t( ) will be adequately chosen below. Substituting this result in (A.2), we obtain
V t
t
N
H u, 0 e exp
i
e e e . A.4S t
l
N
l
S u S u Si
1
2
i i i 0l l 1( ) ( ) ( )( ) ( ) ( ) ( )
= -l l l l- =
- -    ⎡⎣⎢
⎡
⎣⎢
⎤
⎦⎥
⎤
⎦⎥
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Using the Baker–Campbell–Hausdorf formula, one canwrite, to order 2l , and to order N1
e e e
e , A.5
S u S u S u S u S u S u
S
u
S u S
u
i i i ,
d
d
i
2
, d
d
l l l l l l
N l
1 1
2
2 1
i
( )
( ) ( ) ( ( ) ( )) [ ( ) ( )]
( )
»
»
l l l
l
- - +
+
l
l
- - - -
-
     
  ⎛
⎝⎜
⎡
⎣⎢
⎤
⎦⎥
⎞
⎠⎟
where ,[ ]- is the commutator of two operators andwhere the derivative of S u( ) is computed at ul. Substituting
(A.5) in (A.4), we obtain to order 2l and order N1 , the result
V t
t
N
u, 0 e exp
i
e , A.6S t
l
N
l
Si
1
i 0( ) ( ) ( )( ) ( )

= -l l-
=
  ⎡⎣⎢
⎤
⎦⎥
where, to order 2l , the operator t( ) is given by
t H t
S
t
S t
S
t
H
S
t
t S t H
S t
S
t
t S t H
S t t
e e
d
d
i
2
,
d
d
d
d
i ,
i
2
,
d
d
i ,
i
2
, . A.7
S t S ti
0
i
2
0 0
2
0
2
( ) ( ( )) ( )
( ) [ ( ) ]
( ) ( ) [ ( ) ]
[ ( ) ( )] ( )
( ) ( )  


 



l l l
l
l
l
» + - -
» + - + +
+ - + +
+
l l-
-
-
-
-
-
 
 

  
 
  





  ⎡
⎣⎢
⎤
⎦⎥
⎛
⎝⎜
⎞
⎠⎟
⎡
⎣⎢
⎤
⎦⎥
Wechoose theHermitian operator S t( ) such that the linear term inλ vanishes in (A.7), i.e. such operator
obeys theﬁrst order ordinary differential equation
S
t
t S t H
d
d
i , , A.80( ) [ ( ) ] ( ) = + -
 
whereas the transformedHamiltonian reduces to
t H S t t
i
2
, . A.90
2
( ) [ ( ) ( )] ( ) l= + -   
One still needs to specify an initial condition for (A.8) to be properly deﬁned, whichwewill do below. The above
choice of S t( ) corresponds to a time-dependent Schrieffer–Wolff transformation [97, 98], which is reminiscent
of thework of [99, 100]. One can thuswrite the operatorU t , 0( ) as
U t t, 0 e e , 0 ee t N S t Si i i 0n( ) ( )( ) ( ) ( )= l lF -    V , where
t T u u, 0 exp
i
d , A.10
t
0
( ) ( ) ( )

ò= - V ⎡⎣⎢ ⎤⎦⎥
which is valid to order 2l andwhere u( ) is given by (A.9). Substituting this expression forU t , 0( ) in (2) and
using the cyclic character of the trace operation, one obtains
, Tr , 0 e e e
, 0 e e e . A.11
S H S
S H S
i i i
i 0 i 0 i 0
1( ) [ ( )
· ( ) ( ) ] ( )
† ( ) ( ) ( )
( ) ( ) ( )
 u t t
t r b
=b l t t u l t
l u l
-
- -




 
 
V
V
Under the action of, respectively, S 0( ) and S ( )t , H 0( ) and H1( )t do not transform into 0( ) and ( ) t , as the
factors that involve the derivative of S tˆ ( ) at these points, andwhich appear in (A.7), are not present in the
transformation.However, wemay stillﬁx the derivative of S tˆ ( ) at one of these points, by the choice of an
appropriate initial condition.We thus choose 0S
t t
d
d 0
=
=

. The explicit computation of ,( ) u tb now requires
the solution of (A.8), subjected to the condition that we have imposed at t=0. In order to solve this equation,
wewrite S t( ) in the form
S t r t c c r t c c
s t c c s t c c , A.12
k
s n n s
k
s n n s
k k k k k k
k k k k k k
( ) [ ( ) ( ) ]
[ ( ) ( ) ] ( )
† †
† †
å
å
= +
+ +
s
s
s s
s
s s
s
s
s s
s s s- - - - - - - -
    
   
where r tk ( )s and s tk ( )s are complex-valued functions, to be determined. Substituting (A.12) in (A.8) and
equating the terms pertaining to the same pairs of operators, we obtain the coupled systemofﬁrst-order
ordinary differential equations
9
New J. Phys. 18 (2016) 023007 J E Santos et al
rt
r s
s
t
s r
d
d
e
d
d
, A.13
t e t n s
n s
k k
k k k k k
k
k k k k k
i i i
i i
( )
( )
( )
( ) ( )


 
 
x x s
x x s
= + - + D
= + + D
s s s
s s s
Fs⎧
⎨
⎪⎪
⎩
⎪⎪
with the initial conditions
r
t
s
t
d
d
d
d
0
t t
k k
0 0
= =
s s
= =
. These conditions, once substituted in (A.13) at t=0,
yield for r 0k ( )s and s 0k ( )s , the result
r
s
0
0
. A.14
t
E
t
E
k
k
k
k
i
i
n s
n s
n s
k k
k k
k
k k
2 2
2 2
( )
( )
( )
( )( )
( ) ( )
( )
( ) ( )
=
= -
s x x
x
s s
x
+
-
D
-
s
s
⎧
⎨
⎪⎪
⎩
⎪⎪
This choice of parameters corresponds to the time-independent Schrieffer–Wolff transformation introduced in [101]
and such transformation canbe applied to theHamiltonianof the systemat t 0 , since t 0( )f = in this interval.
Writing the pairing function in terms of an amplitude and a phase, i.e. ek k i∣ ∣D = D j, wherej is
independent of k , we deﬁne the new variables x t u t e tk k
n
k
i i
2( ) ( ) =s s x j- - , y t v t e tk k
n
k
i i
2( ) ( ) =s s x j- + . Substituting
these expressions in equation (A.13) and differentiating the result, we obtain two decoupled second-order
equations for x tk ( )s and y tk ( )
s , with appropriate boundary conditions. These equations can be easily solved.
The solutions of such equations, expressed in terms of the original functions r tk ( )s , s tk ( )s , are given by
r t t
E
t
E
t
E
u e u
t u
ki e cos
i
sin
1
d
e sin , A.15
t
n s
n s
s
n
s
s
s
t
n s
e u u s
k
k k
k k
k
k
k
k
k
k k
k
2 2
0
n
n
k
k
i
i
( ) ( )
( ) ( )
( ) · ( )
( ( ) )
· ( ( )) ( )( ( ) )



ò
x x
x w
x w
f x x
w
= +- -
+ - -
-
s s x
xF -
⎡
⎣
⎢⎢
⎛
⎝⎜
⎞
⎠⎟
⎤
⎦⎥
and
s t t
E
t
E
t
E
u t u
ki e
1
cos
i
sin
1
d e sin . A.16
t
n s
s
n
s
s
s
t
e u u s
k k
k k
k
k
k
k
k
k
2 2
0
n
n
k
k
i
i
( ) ( )
( ) ( )
( ) · ( )
( ( )) ( )( ( ) )


ò
s x w
x w
w
=- D - -
- -
s s x
xF -
⎡
⎣
⎢⎢
⎛
⎝⎜
⎞
⎠⎟
⎤
⎦⎥
Now, one can show, using the knowproperties of the exponential function and integration by parts, the
following identity
A.17
E
u t u
E
t
E
t
u e u
t u
E
t u
1
d e sin
1
e
cos
i
sin
i
d e
cos
i
sin .
s
t
e u u s
n s
e t t
s
n
s
s
t
e u u
s
n
s
s
k
k
k k
k
k
k
k
k
k
k
k
0 2 2
0
n n
n
k k
k
i i
i
( )
( ( ))
( ) ( )
·
( ) · ( )
( )
· ( ( ( )
· ( ( ))
( ( ) ) ( ( ) )
( ( ) )


 

ò
ò
w x
w x w
f
w
x w
- =- -
- -
-
-
- -
x x
x
F - F -
F -
⎡
⎣⎢
⎛
⎝⎜
⎞
⎠⎟
⎞
⎠⎟
⎞
⎠⎟
⎤
⎦⎥
Using (A.17) in (A.15) and (A.16), one canwrite the solution of the system given in (A.13) as
A.18
r t
t
E
t
E
u e u
t u
E
t u
k ki
e d
e cos
i sin ,
n s
n s
t
n s
t
e u t u n s s
s n s
s
s
k
k k
k k k k
k k k
k k k k
k
k
2 2 2 2 0
2
e
n
k
i
i
( )
( )
( )( )
( ) ( )
· ( )
[( ) ( ) ]
( )
· ( ) · ( ( ))
( ) ∣ ∣
· ( ( ))
( )
( ( ) ( ))



òx xx x f
x x w
x x x w
= +- + -
´ + -
- + + D -
s
s s
x
F
F + - ⎛
⎝⎜
⎞
⎠⎟
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and
s t
t
E
t
E
u e u
t u
E
t u
k ki
e d
e cos
i
sin . A.19
n s
t
n s
t
e u t u s
n
s
s
k
k
k k
k
k k
k
k
k
k
2 2 2 2 0
e
n
k
i
i
( ) ( )
( ) ( )
· ( )
[( ) ( ) ]
( )
· ( ( )) · ( ( )) ( )
( )
( ( ) ( ))



òsx sx f
w x w
=- D- -
D
-
´ - - -
s s s
x
F
F + - ⎛
⎝⎜
⎞
⎠⎟
We stated above thatwe are considering protocols inwhich the applied voltage difference t( )f changes from0
toVmax in a time interval t¢ i.e. t V tmax( ) ( )f y t= ¢ , where x( )y changes from0 to 1 in an interval of length 1.
The integrals which enter the second termof both (A.18) and (A.19) are all, after the change of variables
u u t ¢, of the form
eV
u ud e e , A.20
t
u E umax
0
eV n s
k k
i max i( ) ( )( ) ( )

 òt y¢ t x¢ Y - t t¢ ¢
where u v vd
u
0
( ) ( )ò yY = . The term u e ueVi max( ) ( )y Yt ¢ is a bounded function, whereas the exponential
e E u
n s
k k
i ( ) x- t ¢ is at least equal to e uk
i
- Dt ¢ , which in the adiabatic regime t¢ D oscillates rapidly. Thus,
provided that t t¢ and eV 1max  t¢ , then (A.20) is zero by the Riemann–Lebesgue lemma. From these
conditions, we also obtain eVmax D , i.e. the tunnelling voltage applied should bewell within the gap.
Therefore, we conclude that in the adiabatic limit and for t t¢ , (A.18) and (A.19) reduce to
r t
s t
e
e
. A.21
t
E
t
t
E
t
k
k
k
k
i
i
n s
n s
e
n s
e
k k
k k
k
k k
2 2
i
2 2
i
( ) ·
( ) ·
( )
( )( )
( ) ( )
( )
( )
( ) ( )
( )


»
» -
s x x
x
s s
x
+
-
F
D
-
F
s
s
⎧
⎨
⎪⎪
⎩
⎪⎪
From such a discussion and since 0( )f t = , it also follows that r
t
s
t
d
d
d
d
0
t t
k k» »
s
t
s
t= =
and hencewe obtain
S
t
d
d
0
t
=
t=

. In such a case, we canwrite equation (A.11) as
, Tr , 0 e , 0 e , A.22i i 0( ) [ ( ) ( ) ( )] ( )† ( ) ( )  u t t t r b=b t u u-   V V
where ( ) t is given by (A.9) (with t substituted by τ in that equation). Substituting the operator S t( ) by its
expression as given in (A.12), with r tk ( )s and s tk ( )s given by (A.21), in (A.9), we obtain that
t ts n( ) ( )  = +   , where the operators s and tn( ) , pertaining, respectively, to the superconductor and
the normal-metal, are given by
c c c c c c , A.23s
s
s s
s
s s
s
s s
k
k k k
k
k k k k k k
,
˜ ( ) ( )† † † å åx= + D + D
s
s s s  -  -        
with
t
E
k
, A.24
s s
n s
n sk k
k k
k k
2 2
2 2
˜ ∣ ( )∣ ( )
( ) ( )
( )x x l x xx= -
+
-s
s
t t
E
k k
1
2
, A.25s
n sk k
k k
2 2 2
2 2
· · ∣ ( )∣ ∣ ( )∣
( ) ( )
( )l xD = D -
+
-
 ⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
being the renormalised kinetic energy and pairing function in the superconductor, and
t c c
c c c ce e , A.26
n
n
n n
n e t
n n
n e t
n n
k
k k k
k
k k k k k k
,
2i 2i
( ) ˜
( ) ( )
†
( ) † † ( )

 
å
å
x=
+ D + D
s
s s s
- F  -  F -  
  
   
with
t
E
k
, A.27
n n
n s
n sk k
k k
k k
2 2
2 2
˜ ∣ ( )∣ ( )
( ) ( )
( )x x l x xx= +
+
-s
s
t t
E
k k
2
, A.28n
n sk
k
k k
2 2 2
2 2
· (∣ ( )∣ ∣ ( )∣ )
( ) ( )
( )l xD = -
D +
-
 
being the renormalised kinetic energy and induced pairing function in the normal-metal, due to the proximity
effect. However, such an induced pairing function ismultiplied by a time-dependent phase, due to the applied
voltage across the junction. If one assumes that the tunnelling square amplitudes are independent of spin, i.e.
t tk k2 2∣ ( )∣ ∣ ( )∣=  , themodiﬁed kinetic energies are also independent of the spin one can, introducing in each
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k k, , ,(( ) ( )) -  subspace the operators
c c c c 1, A.29z n n n nk k k k k ( )† †s = + -  -  -     
c c , A.30n nk k k ( )† †s =+  -   
c c , A.31n nk k k ( )s =- -    
whose algebra is isomorphic to the spin 1/2 algebra, write tn( ) , up to a constant factor, as
t e e . A.32n
n z n e t n e t
k
k k k k k k
2i 2i( ) (˜ ) ( )( ) ( )  å x s s s= + D + D- F + F -   
We thus conclude that theHamiltonian describing the normal-metal is equivalent, in each k k, , ,(( ) ( )) - 
subspace, to theHamiltonian of a two-level systemunder the action of a circularly polarised ﬁeld.Moreover,
since s is time-independent and commutes with tn( ) , it does not contribute to (A.22).We can thus write this
equation as
, Tr , 0 e , 0 e , A.33n
i i 0n n( ) ( ) ( ) ( ) ( )† ( ) ( )  u t t t r b=b t u u-   U U⎡⎣ ⎤⎦
where
t T u u, 0 exp
i
d , A.34
t
n
0
( ) ( ) ( )

ò= - U ⎡⎣⎢ ⎤⎦⎥
and en n
0n( ) ( )( ) r b b= b-  , with Tr en 0n( ) ( )( ) b = b-  . Therefore, we have shown that there exists an
equivalence, inwhat concerns the calculation of thework characteristic-function in the adiabatic limit, between
the dynamics of theNIS junction and that of an assembly of independent two-level systems, subjected to a
circularly polarised ﬁeld.
In appendix B, wewill consider the calculation of thework characteristic-function of the latter system.
Appendix B. Thework characteristic-function of a two-level system in contact with a
thermal bath
Wenowwish to compute (A.33)where tn( ) is given by (A.32). Since the different kmodes are independent,
we can restrict the calculation of the said function to that of a singlemode. Furthermore, wewill drop the k label,
as no confusion can arise.
The derivation of appendix A shows that one can reduce the dynamics of the systemunder the applied
voltage protocol to the dynamics within the low lying energy states of the normalmetal if one assumes that the
transition time t¢ D , see equation (A.32).Wewill now further assume that t t 2( ) wF » , where
eV2 max w = . Such an approximation, if it were exact, would actually imply that the voltage was being
quenched. For it to be valid, onemust have eV 1max t¢  , i.e. nt¢ D , as eV nmax » D . Therefore, the
time evolution of the system is only adiabatic with respect to the larger energy gap, being diabatic9 with respect to
themuch smaller energy gap, i.e. onemust have n t tD ¢ D   . Therefore, for a clear separation
between the two time-scales associatedwith the dynamics of the system to exist, onemust have t k( ) Ds  , as
stated above.
Wewill change somewhat the notationwith regard to the previous section, so as to keep the result obtained
as general as possible, rather than identifying it solely with the dynamics of theNIS junction. In the new
notation, the initial Hamiltonian is given by
h
0
2 2
, B.1n z x( ) ( ) s s= + G  
where in theNIS junction context h 2 nx˜= and 2 nG = D , andwhere, without loss of generality, nD can be
chosen to be a real-number, as one can alwaysﬁx the arbitrary superconducting phasej to be zero.
The quantities h andΓ can be viewed as the components of a constant (pseudo)magnetic ﬁeld applied to the
two-level system. Since the system is initially in equilibriumwith a thermal bath, the system’s partition function
is given by h2 cosh 2n 2 2( ) ( ) b b= G + .
The time-dependentHamiltonian tn( ) can bewritten as
t
h
t t
2 2
cos sin . B.2n z x y( ) ( ( ) ( ) ) ( ) s w s w s= + G +   
9
For a full adiabatic evolution of the system, onemust have, from the adiabatic theorem, eV n nmax 2( ) t¢ D » D , since nD is the
smallest gap in the system and eVmax is the rate of change of theHamiltonianwith respect to the dimensionless time t t¢.
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The dynamics of the two-level system is such that the constant appliedﬁeld is substituted by a circularly polarised
ﬁeld in 0,[ ]t , i.e. by a Rabi dynamics during that interval. After the application of the protocol, the circularly
polarised ﬁeld is again replaced by a time-independent ﬁeld and the system is described by the constant
Hamiltonian Hn ( )t . In the process, the appliedﬁeld has been rotated by an angle q wt= around the z axis.
It is well known that for the Rabi dynamics, one canwrite the time-evolution operator , 0( )tU in (A.33) as
, 0( ) t = t t U U , with e i 2z =t wts-  representing a pure rotation around the z axis and e i =t t- ¢ U ,
where¢ is a time-independent pseudo-Hamiltonian, which depends onω, and is given by
h
1
2 2
. B.3z x( ) ( ) w s s¢ = - + G  
Substituting this expression for , 0( )tU in (A.33) and noting that e e eu R u ui i i 0n n n† ( ) ( ) ( )†    = =t t t tt t     ,
since 0n n( ) ( )
†
   t =t t   , one obtains for the characteristic-function the result
,
1
Tr e e e e e . B.4
n
i i 0 i i 0 0n n n( )
( )
( )( ) ( ) ( )

     u t b=b
t u t u b¢ - ¢ - -    ⎡⎣⎢
⎤
⎦⎥
Performing the trace over the complete set of states that diagonalises 0n( ) , we obtain for ,( ) u tb , the
expression
n n,
1
, e ,
e e , B.5
n
h h
,
i 2
i 2 22 2 2 2
( )
( )
∣ ∣ ∣ ∣
( )( )


åu t b s s= á ¢ ñ
´
b
s s
t
s s u bs
¢
¢
¢- G + - G +
 
where the unit vector n refers to the direction of the applied ﬁeld at t=0, its components being given by
nx
h2 2
= GG + and nz
h
h2 2
= G + .Moreover, writing h n
1
2
2 2( ) ( · ) sw¢ = G + - ¢   , where
nx h2 2( )
¢ = w
G
G + - and nz
h
h2 2( )


¢ = w w
-
G + - , we can expand the exponential e
i  t¢ as
h
h
h
n n n
n n n
e cos
2
i sin
2
i sin
2
. B.6
i
2 2
2 2
2 2
( )
( · ) ( ) ( · )
( ) [ ( )] · ( )







s
s
t w
t w
t w
= G + -
+ ¢ G + -
+ G + - ´ ¢ ´
t¢
  
  


 
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
Theﬁrst two terms of (B.6) are diagonal in the n,∣s ñ basis, whereas the last term is only non-zerowhen
evaluated between two states of the n,∣s ñ basis with opposite spin.We thus obtain that the squaremoduli of the
matrix elements that appear in equation (B.5) are given by
h
h
h
n n
n n
n n n
, e , cos
2
sin
2
sin
2
. B.7
i 2 2
2 2
2 2
2 2
,
2
2
2 2
,
∣ ∣ ∣ ∣ ( )
( · ) ( )
∣ ( )∣
( ) ( )






s s t w
t w d
t w d
á ¢ ñ = G + -
+ ¢ G + -
+ ´ ¢ ´
´ G + -
t
s s
s s
¢
¢
- ¢
 
 
  
 ⎡
⎣
⎢⎢
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
⎤
⎦
⎥⎥
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
Taking into account that n n n n n12 2∣ ( )∣ ( · )´ ¢ ´ = - ¢     and using the expressions for the components of n
and n¢ given above in (B.7), weﬁnally obtain the expression
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hh h
h h
h
h h
h
h
h
, cos
2
sin
2
sin
2
cosh 2 i
cosh 2
. B.8
2
2 2
2 2 2
2 2 2 2
2
2 2
2 2
2 2 2 2
2
2 2
2 2
2 2
( ) ( )
( )
( )( ( ) )
· ( )
( )
( )( ( ) )
· ( )
[( ) ]
( )
( )










 u t t w
w
w
t w
w
w
t w
b u
b
= G + -
+ G + -G + G + -
G + -
+ GG + G + -
G + -
´ + G +
G +
b
⎡
⎣
⎢⎢
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
⎤
⎦
⎥⎥
⎛
⎝
⎜⎜
⎞
⎠
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It is trivial to check that ,( ) u tb , as given by (B.8), fulﬁls both the equality 0, 1( ) t =b and i , 1( ) b t =b ,
which provides a check on the correctness of the result, since these equalities are built into the deﬁnition of
,( ) u tb by construction, as pointed out above.
Performing the inverse Fourier transformon u,( ) tb , we obtain for P W ,( )tb the result
P W
h
h h
h h
h
W
h h
h
h
W h W h
, cos
2
sin
2
sin
2
e
2 cosh 2
. B.9
W
2
2 2
2 2 2
2 2 2 2
2
2 2
2 2
2 2 2 2
2
2 2
2
2 2
2 2 2 2
( ) ( )
( )
( )( ( ) )
( ) ( )
( )
( )( ( ) )
( )
( )
· ( ) ( ) ( )










t t w
w
w
t w d
w
w
t w
b
d d
= G + -
+ G + -G + G + -
G + -
+ GG + G + -
G + -
´
G +
- G + + + G +
b
b
⎡
⎣
⎢⎢
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
⎤
⎦
⎥⎥
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
⎡⎣ ⎤⎦
The formof (B.9) is easily interpreted from the two-level structure of the problem, as either nowork is
performed on the system if the time-dependent ﬁeld does not induce transitions between the levels (ﬁrst term),
or otherwise the time-dependent ﬁeld induces a transition between the ground state and the excited state,
involving an amount of work performed on the system equal toW h2 2= G + , or the inverse transition is
induced involving a negative amount of workW h2 2= - G + being performed on the system (second term).
Note that if one setsW −W, w w - and h −h, G  -G in (B.9), one can directly check that
P W P W, e ,W( ) ( )t t- - =b b b- , i.e. thework distribution satisﬁes theCrooks–Tasaki relation.
The averagework performed on the systemduring the application of the protocol can be computed either by
differentiating (B.8)with respect to υ, or directly from (B.9), and is given by
W
h h
h
h
sin
2
tanh 2 . B.10
2 2
2 2 2 2
2
2 2
2 2
( )
( ( ) )
( )
( ) ( )




w
w
t w
b
á ñ = G
G + G + -
G + -
´ G +
b
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
Since the change in the free energy of the system is zero during the transformation, this quantity is equal to the
energy dissipated by the system into the thermal bath during the equilibration process occurring after t t> .
One can easily check that, according to (B.10), Wá ñb is always larger or equal to zero in agreementwith the
second law of thermodynamics. It has amaximumat resonance, i.e. if h h2 2( ) ( )w = G + and if
h n2 12 2∣ ∣ ( )wt pG G + = + , with n being an integer. Note that for a single two-level system, one can, for
each value of τ, chooseω such that W 0á ñ =b , i.e. one takesω such that h n22 2( ) t w pG + - = . The
existence of such aminimumcan be understood from that fact that for such choice ofω, e Hi  =t¢ , and thus
no transitions between the levels are induced by the unitary transformation, see also (B.5).This behaviour
regarding the dissipatedwork in a two-level systemmirrors the corresponding behaviour of the Rabi formula for
the transition probabilities of such a systemunder the inﬂuence of a circularly polarised ﬁeld.
Themean-square deviation of thework performed during the application of the protocol can be computed
either by differentiating (B.8) twicewith respect to υ, or directly from (B.9), and is given by
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W
h
h
h h
h
h
sin
2
1 sin
2
tanh 2 . B.11
2
2 2
2 2
2
2 2
2 2
2 2 2 2
2
2 2
2 2
( ) ( )
( ( ) )
( )
( )
( )( ( ) )
( )
( )] ( )


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




d w w
t w
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w
t w
b
á ñ = GG + -
G + -
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G + -
´ G +
b
⎛
⎝
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⎠
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⎛
⎝
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⎞
⎠
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In section 4, we use (B.8) to compute thework dissipated by theNIS junction due to the application of the
voltage protocol. Since it is also of interest, albeit not for the solution of theNIS problem,we leave to appendix C
the calculation of thework characteristic-function for an isolated two-level systemdue to the application of a
circularly polarised ﬁeld to such a system.
AppendixC. The generating function of an isolated two-level system
One can use the results obtained in appendix B to compute the characteristic function or thework distribution
function for an isolated system, described by amicro-canonical ensemble, which undergoes a transformation
that is analogous to the one described in that section, i.e. the system is initially isolated and is coupled to the
circularly polarised ﬁeld at t=0, being decoupled from it at t t= . Such characteristic function is given by an
inverse Laplace transform [49] that involves ,( ) u tb and the partition function
h2 cosh 22 2( ) ( ) b b= G +
E,
d
2 i
e , , C.1E
C
E
0( ) ( ) ( ) ( ) ( )  òu t w bp u t b= b b
where E is the energy of the system and E E h E h2 20 2 2 2 2( ) ( ) ( )w d d= - G + + + G + is the density of
states of the system at t=0. The contourC is the inverse Laplace transform contour from c−i¥ and c+i¥,
with c chosen such that all the singularities of the integrand are located to the left of c. In our case, c=0.
Note that these results cannot be generalised to an assembly of two-level systems, since thework
characteristic-function ,( ) u tb is in this case the product of characteristic-functions for the individual systems.
The integral can be readily performed and after factoring the term E0 ( )w out, we obtain for ,E( ) u t the
result
h
h h
h h
h
h h
h
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2
e . C.2
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
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From this expression, one can obtain, as above, by inverse Fourier transformation of ,E( ) u t , thework function
distribution for an isolated two-level system. This is given by
P W
h
h h
h h
h
W
h h
h
W E
, cos
2
sin
2
sin
2
2 . C.3
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2
2 2
2 2 2
2 2 2 2
2
2 2
2 2
2 2 2 2
2
2 2
( ) ( )
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( )
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





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
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t t w
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t w d
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t w d
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´ G + - +
⎡
⎣
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⎛
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This result can be easily interpreted if one again notes that either no transitions occur between the two levels and
in this case thework performed is zero (ﬁrst term), or otherwise thework performed is E2- where E is the
energy of the initial level (second term). Also, note that P W P W, ,E W E( ) ( )t t- - =+ , which is the version of
theCrooks–Tasaki relation appropriate for isolated systems inwhich the expressions for themicro-canonical
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density of states corresponding to the initial and to the ﬁnalHamiltonian are identical, since the spectrumof the
systemdoes not change under application of thework protocol [49].
We can also compute the averagework dissipated in the transformation, using the expression for ,E( ) u t or
that for P W ,E ( )t . This is given by
W
E
h h
h2
sin
2
. C.4E
2 2
2 2 2 2
2
2 2( )
( )( ( ) )
( ) ( )



w
w
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G + -⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
Again, one canminimise ormaximise this quantity by an appropriate choice of the value ofω. This resultmay be
relevant in the context of quantumphase-shift gates [102]where the transformation can be implemented at
ﬁnite frequency without generation of heat.
Finally, we can also compute themean-square deviation of thework performed during the application of the
protocol, using the expression for ,E( ) u t or that for P W ,E ( )t . This quantity is given by
W
E
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h
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AppendixD. Tunnellingmatrix element extraction fromexperiment
The power dissipated per atom in aNIS junction in the steady state, when submitted to a constant voltage, is
given by [81–84, 88]
eV
t f eV f u E eV
v E eV
k
2
, D.1
n n n s
n s
k
k k k k k
k k k
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where f 1 e 1( ) ( ) = +b is the Fermi function andwhere
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are the squares of the occupation factors in the superconductor. Using the density of states per atom (and per
spin) in the normalmetal ( )r x introduced above, we canwrite this equation as
eV t
f eV f
4
d , D.3
2
2 2
∣ ( )∣ ( )
( )
( ( ) ( )) ( ) ( )

 òp x x r xx x x x g x= + D - --¥
+¥
where the function ( )g x is given by
eV eV
eV eV
2 , ,
2 . D.4
2 2 2 2
2 2 2 2
( )
( )
( ) ( ) ) ( ( )
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g x x x d x x x
x x d x x x
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Assuming that the gap in the superconductor is constantwithin theDebyewindowof frequencies, one can
perform the above integral, where only the second delta function in the deﬁnition of ( )g x gives a contribution.
We obtain
t e V k T
e V e V k T e V k T
2 sinh 2
cosh 2 cosh 2
, D.5B
B B
0
2 2
0
2
∣ ( )∣ ( ) ( ∣ ∣ )
∣ ∣[ ( ∣ ∣ ) ( ∣ ∣ )]
( )


p x r x= D + D
where eV eV2 20
2x = - D . This implies that inﬁrst-order perturbation theory there is no power dissipated,
and hence no currentﬂowing for voltages well below the gap. Note, however, that equation (15) corresponds to a
second-order calculation, since tn 2∣ ∣D µ .
Note that in themodel described by equation (5), the tunnelling process conservesmomentum in the plane
of theﬁlms, and hence the junction is not ohmicwhen both theseﬁlms are in the normal state. However, one can
measure the power dissipatedwhen e V∣ ∣ = D in the superconducting state of the aluminiumﬁlm.We obtain
from (D.5)
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t k T0 0 tanh 2 . D.6B2∣ ( )∣ ( ) ( ) ( )
 p r= D D
Therefore, ameasurement of  at e V∣ ∣ = D, as a function of the temperature, allows the extraction of t 0 2∣ ( )∣ .
Note that T( )D is itself a function of the temperature, see [92].
Note that an expression of the tunnellingmatrix element in terms of parameters of the system such as the
thickness of the insulating layer (see comment on section 3) always requires amodel of the potential barrier, see
e.g. [103]. The abovemethod avoids the need to resort to suchmodelling.
Appendix E. Techniques formeasurement of heat released in theNIS junction
Several techniques can be used tomeasure the small heat release that was computed in section 5. Themost
straightforward techniquewould be the use of standard calorimetry [17, 18]. In such a case, if the conversion of
thework performed on theﬁlm, into heat, occurs in a short time frame after the end of thework protocol, there
is an increase TD in the temperature of the normalmetalﬁlm given by
T
W
nc
, E.1
v
( )D = á ñb
where n is the number ofmoles ofmaterial contained in the probe, and cv thematerial’smolar heat capacity. If
we use W 0.7 nJ g 1á ñ »b - , as computed in section 5, we obtain a variation of temperature
T 1.28 10 K5D = ´ - , likely to be too small to bemeasured.
A possible alternative techniquewould be themeasurement of the released heat at constant temperature by
coupling the system to an external probe that absorbs a quantity of heat, Q WD = á ñb, isothermally. This
transformationwould be analogous to the isothermal expansion phase of a Stirling engine [104]. If an
inﬁnitesimal amount of heat Qd is released in theNIS junction during the equilibration process, after
application of the protocol (as stated in section 5, the equilibration time is of the order of the electron–phonon
relaxation time pet ), we have from the second law of thermodynamics, that Q T S Sd dpr HBd = + , where Sd pr is
the variation of the entropy of the probe (whichwould be the elastic degrees of freedomof the normalmetal
ﬁlm) and Sd HB is the variation of entropy of the heat bath (surrounding heliumbath). Since the temperature,
volume and number of atoms of the bath do not change, Sd 0HB = . Thus, we have
Q T S
S P
T
T
P
k
d d d d d , E.2
T
P
T
T
pr
∣
∣
( )d a= = ¶¶ =
¶
¶ = -
¶
¶
¶
¶
=
V
V V
V
V
V V
V
wherewe have applied theMaxwell relation on going from the second to the third equality and the implicit
function theoremon going from the third to the fourth equality in the equation above, andwhere Tk is the
isothermal compressibility of the probe andα its thermal expansion coefﬁcient, as follows from equilibrium
thermodynamics. The reasoning above is analogous to the onemadewhen discussing themeasurement of the
magnetocaloric effect frommagnetisation data in isothermal conditions, see [105]. Note that the stresses in the
ﬁlm and the pressure of theﬂuid thatmakes up the heat bath do not need to be equal andmoreover, that the
mechanical element that controls the expansion of the ﬁlmwould onlymove in time scalesmuch larger than pet ,
necessary for the equilibration of the elastic degrees of freedomof the ﬁlm.
Assuming that the thermodynamic quantities that enter equation (E.2) are independent of the volume for
the small variationsmeasured, we obtain, integrating this equation
T
Q. E.3T ( )kaD = DV
Note that in this case the variation of volume is inversely proportional to the thermal expansion parameter,
which implies that the smallness of this quantity in aluminium at low temperatures will actually amplify the
effect to bemeasured.
Therefore, the (average) relative variation of the volume of the probe is given by
W
nc T
, E.4
v
( )g
D = á ñbV
V
where v
c kv T
mg = a is theGrüneisen parameter of thematerial that constitutes the probe and vm is itsmolar volume.
For aluminium, 1.7g » [106] and c 1.5 mJ mol Kv 1 1» - - [18].
Themeasurement of the relative variation of the probe’s volume in isothermal conditions thus gives direct
experimental access to thework produced during the prescribed protocol. A histogramof the distribution of
data obtained formultiple realisations of the protocol will allow the reconstruction of the full work distribution.
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If we use W 0.7 nJ g 1á ñ »b - , we obtain a relative deviation 7.5 10 6» ´D -VV , on average, which should be
measurable using, e.g. capacitivemethods or SQUIDdilatometers, as such a relative deviation is in the limit of
precision of capacitivemethods [17, 18], provided that other sources of heat dissipation can beminimised.
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