Let (X, m) be a 1-connected if-space whose loop space ΩX has no p torsion. We study the algebra structure of HJ$IX\ Z p ) and its relation, via the Eilenberg-Moore spectral sequence, to that of i/*(X; Z p ). The module Q(H*(X; Z p )) of indecomposables is a module over A*(p), the Steenrod algebra. Our main result is to show that, when X is finite, lack of torsion in the loop space is reflected in the A *(p) structure of Q(J/*(X;Z P )).
Introduction.
It is a standard conjecture that if (X, m) is a l-connected finite //-space then its loop space ΩX is torsion free. We will show; We note that for p =2 our condition on <2(// even (X; Z 2 )) amounts to saying that //*(X; Z 2 ) has no indecomposables of even degree.
Our method of proving 1.1 differs from the usual approach to finite //-spaces. Rather than constructing "implications" which contradict finite dimensionality we will study the structural consequences for ΩX of lack of p torsion and then reinterpret the results, in terms of X.
The main tool in this proceedure will be the Eilenberg-Moore spectral sequence converging to //*(ΩX;Z P ). We will show: THEOREM 1.2. Let (X, m) be a l-connected finite H-space such that //*(ΩX;Z) has no p torsion. Then, in the Eilenberg-Moore spectral sequence for the prime p, £"**(X) = J5**(X).
We will prove 1.2 by using results of Zabrodsky to severely limit the possible coalgebra structure on the term of convergence and from this conclude that it must agree with the pth term. The following theorem (or, more precisely, its dual in cohomology) is the major result needed in this respect. THEOREM 1.3. Let (X, m) A proof of 1.4 was asserted by Clark in [4] . However, as John Hubbuck has pointed out, Theorem 1.6 of his proof is incorrect. A counterexample is obtained by looking at H*(ΩSt/(3); Z) The difficulty arises from the fact that H*(ΩSU(3); Z 2 ) has elements of finite height greater than 2. For, a restricted version of Theorem 1.6 is true. Let Q p be the integers localized at the prime p. Given X, a l-connected //-space where H*(ΩX; Q p ) is torsion free, a splitting of //^(ΩX; Q p ), as an algebra, into a tensor product of quasimonogenic Hopf algebras can be obtained from Theorem 1.3 of this paper. Also, by working over Q p and using this restricted theorem Clark's arguments will go through. However we deduce Theorem 1.4 as a simple consequence of Theorem 1.1.
In §2 we will discuss the Eilenberg-Moore spectral sequence. In §3 we will look at Hopf algebras over the Steenrod algebra. In §4 we use Zabrodsky's work to analyze the algebra structure of //*(X; Z p ) for certain H-spaces (X, m). In particular we prove Theorem 1.3. In §5 we prove some near collapse results for the Eilenberg-Moore spectral sequence. In particular we prove Theorem 1.2. In §6 we prove Theorems 1.1, 1.4, and 1.5.
All spaces will be assumed to have the homotopy type of CW complexes of finite type. All Hopf algebras are graded, of finite type, and over Zp. A Hopf algebra will not be assumed to be either associative or commutative unless indicated. The dual of A, written A *, will be defined by
In particular the homology of spaces will be considered as being negatively graded. If a Hopf algebra is not connected then its dual
is. We use Q(A) and P(A) to indicate indecomposables and primitives respectively.
Given a commutative associative Hopf algebra A it is isomorphic, as an algebra, to a tensor product (g) ie/ A where each A, is a Hopf algebra generated as a algebra by a single element α t . Such a tensor product is called a Borel decomposition of A. The elements {ai} ieI are called generators of the decomposition. An element x E A is said to be of height n if JC Π1 7^ 0 and x n = 0 where n < °° or of height °° if no such n exists. The height of x is a power of p or 00 unless x is of odd degree and p is odd in which case the height of x is 2. The symbols E(x), P(x), and Γ(JC) indicate exterior, polynomial, and divided polynomial Hopf algebras respectively, in each case generated by JC. The symbol T(x) indicates the Hopf algebra obtained from P(x) by truncating JC at height p. A divided polynomial Hopf algebra truncated at height p n will mean a Hopf algebra whose dual is obtained from a polynomial Hopf algebra P(x) by truncating JC at height p n . Zp) is the image of the loop map
The Eilenberg
3) The differentials d r are maps of bidegree (r, -r + 1).
For the construction of this spectral sequence consult [9] . The spectral sequence has many properties.
(2.4) Tor H * ( x;zp)**(Zp;Zp) is a tensor product ® ίe/ A where each A, is either an exterior Hopf algebra E(a t ) where a, has external degree -1, or a divided polymonial Hopf algebra ΠA) where a { has external degree -1 or -2.
This decomposition ® fe /A of Tor H * {X . Zp) **(Zp Zp) can be determined from any Borel decomposition of H*(X; Zp). For details again consult [9] . We merely note the following: (2.5) There exists an isomorphism Q(H*(X;Zp))T or//* ( x;zprs *(Zp; Zp), While if a t is of external degree -2 then it has bidegree (-2, 2pts) where t > 0 and
Using 2.4 and the Hopf algebra structure of the spectral sequence we can argue as in [3] that: We will use these properties in section §5. At the moment we will draw only one immediate conclusion. First of all we notice: We use this to prove PROPOSITION 2.8. H*(ΩX; Zp) and E»**(X) = £°(/f*(ΩX; Zp) are isomorphic as coalgebras.
Proof. From 2.4, 2.6, and 2.7 we conclude that any primitive element of £Όc**(X) has external degree -1 or -2. Hence any representative of a primitive element in £" X **(X) is already primitive in iί*(ΩΛΓ; Zp). Now, by taking a Borel decomposition of H*(ΩX\ Zp) and dualizing, we see that ί/*(ΩX; Zp) is isomorphic, as a coalgebra, to a tensor product (8) «e/A of Hopf algebras where each A is an exterior Hopf algebra or a divided polynomial Hopf algebra possibly truncated at height p n cogenerated by an element a x . Let B v be the sub Hopf algebra of ZL**(X) generated by the elements represented by {jkicii)^ 0\k gθ}. Then A and B t are isomorphic as Hopf algebras since otherwise, for some k > 0, then on primitive element γ k (0;) would give rise to a primitive element in B t . Also 0 ie /Bi is a sub Hopf algebra of Eoo**(X), that is, the nonzero monomials in the elements represented by {γ*(tfi) ¥" 01 k S 0, i E /} can be assumed to be linearly independent. For, because of the comultiplication map on ZL**(X), this will be true if the elements represented by {a, \ i E /} are linearly independent. And we can rewrite the elements of <g) ie j A if necessary in order to obtain this property. From the isomorphism of Hopf algebras ® ie/ A\-CSW/?; we conclude that EJ**(X) = ® ie /JBi for reasons of dimension and hence that if*(ΩX;Zp) and E X **(X) are isomorphic as coalgebras.
Michael Barratt has also proven this result.
3. Hopf algebra over the Steenrod algebra. Let H be an associative commutative Hopf algebra on which the Steenrod algebra A*(p) acts so as to satisfy the Cartan formula. Further, suppose there exists N such that H ι = 0 if i > N. Any 1-connected finite //-space (X, m) gives rise to two examples of the above, namely //*(X; Zp) with its standard A*(p) action, and H*(ίlX; Zp) with the adjoint A*(p) action (recall homology is negatively graded). In what follows we will also assume that A*(p) acts to the left. Any right module over A *(p) can be converted to a left module via the canonical antiautomorphism defined on A *(p) (see [7] for its properties). Hence, with the necessary modifications, our results in this section will hold for right modules as well.
A*(p) is a Hopf algebra and letting A*(p) be its dual we have: which is defined by the formula (3.3) Given JCE// such that λ (x) = Σ f JC, ® w f then, for any Furthermore, λ is a ring homomorphism. The argument is based on that of [7] . 
= {a(T)(g)ξ(R)(g)τ(S)}
where /?,5, Γ run through the appropriate sequences. Given xG//, A(JC) can be expanded in terms of a finite subset of B. The element α(T)(g) £(£)®τ(S) is said to appear non trivially in λ(x) if the coefficient λ T , R 
, s of a(T)(g)ξ(R)<g)τ(S)
is nonzero when we expand A(JC) in terms of B. PROPOSITION 3.4 
. Given xEH suppose a(T)(g)ξ(R) appears nontrivially in λ(x).

The algebra structure of H*(X; Zp
. Let (X, m) be a 1-connectedH-space where β p acts trivially on H*(ΩX; Z p ). Then, in the Eilenberg-Moore spectral sequence for the prime p, E P **(X) = EJ**(X) if p is odd and E 4 **(X) = EJ**(X)
ifp=2.
To prove 5.1 we first observe from §2 combined with 1.3 that £ 2p **(X) = Eoc**(X) and E 2p **(X) is a tensor product ® ίei Λ where each Λi is a Hopf algebra of the form E{aι) or Γ(α,) or Γ(α,), α, having external degree -1 or -2 and internal as determined in 2.5. Moreover E p **(X) = E 2p **(JC ) if and only if E 2p **(X) has no factors T(a) where a is of external degree -2. Thus we must exclude the possibility of such factors.
Let A be the Hopf ideal of H*(ΩX; Zp) generated by the image of the loop map Ω from 2.2. Consider the quotient Hopf algebra B = J/*(ΩX; Zp)IA. Since the image of Ω is invariant under the action of A*(p) it follows that B inherits a Steenrod module structure from H*(ΩX;Zp).
B also inherits a filtration from H*(ίlX;Zp). If E\B) is the associated graded Hopf algebra we can see that it is obtained from E«**(X) by equating to zero the Hopf ideal generated by the elements of external degree -1. Furthermore B and E\B) are isomorphic as coalgebras. Let B* be the dual of B. Then B* is a sub Hopf algebra of ίf*(ΩX; Zp) over A*(p). Also E p **(x) = E 2p **(X) if and only if B* is a polynomial algebra. For, if the factors T(a) of the last paragraph exist they will give rise to elements of height p in B*.
To see when 2?* must be a polynomial algebra we first prove: Proof We need only find such an element in 2?*. If B* is not a polynomial algebra we can find x ^ 0 such that x p = 0. Pick such a x of the highest possible degree. By 2.5 x E H-2ps+2 (ΩX; Zp)). By the formula (*) in section §4 JC must be primitive. Since β p acts trivially on £* it follows from 3.4 that xθ = 0 for any θ E A*(p).
For odd primes we conclude that JB* must be a polynomial algebra. For, by 4.1, the properties possessed by x in 5.2 are incompatible.
This concludes our proof of Theorem 5. Let P 2 (X) be the projective plane of an H-space (X, m). We have long exact sequences:
4)
'"^ HXX Λ X; Z 2 ) ^ HXX Z 2 ) ^ H i+ι (P 2 (X); Z 2 )
The sequences are dual to each other and all maps respect the Steenrod operations. Moreover: (5.5) Image ι* = P(H*(X; Z 2 ) (5.6) φ* agrees with the Pontryagin product if we equate H*(X A X; Z 2 ) with H^(X; Z 2 )<g)#*(X; Z 2 )
As a reference for the projective plane and its properties consult [2] .
Now since x 2 = 0 in H*(CIX; Z 2 ) we can find y G H*(P 2 (ύ,X)\ Z 2 ) such that A *(y) = x 0 JC. Pick a G P(// n (ΩX Z 2 ) such that <JC, α> φ 0. Pick 6 G if n+1 (P 2 (ΩX); Z 2 ) such that t *(fc) = α. Then We can now apply a reduction argument to conclude that x in 5.2 cannot exist.
Given 
Proof of main theorems.
Proof of 1.1. First consider the case p = 2. Suppose ff*(X; Z 2 ) has no even degree indecomposables. By 2.5 E 2 **(X) has no elements whose total degree is odd. The spectral sequence collapses and, by 4.3, ΩX has no 2 torsion. Conversely, suppose SIX has no 2 torsion. By 1.2 and 4.3 E 2 **(X) has no elements whose total degree is odd. By 2.5 //*(X; Z 2 ) has no indecomposables with even degree.
For odd primes we make an analogous argument. The one extra fact used is the characterization of the differential Proof of 1.4. This is an application of the Bockstein spectral sequence {B r *{X)} r^ ((see [1] 
