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ABSTRACT 
More and more real-life applications of the belief-network framework are emerg- 
ing. As applications grow larger, the belief networks involved increase in size accord- 
ingly. For large belief networks, probabilistic inference tends to become rather time- 
consuming. In the worst case this tendency may not be denied, as probabilistic inference 
is known to be NP-hard. However, it is possible to improve on the average-case 
performance of the algorithms involved. For this purpose, the method of evMence 
absorption can be exploited. In this paper, we detail the method of evidence absorption 
and outline its integration into a well-known algorithm for probabilistic inference. The 
ability of the method to improve on the average-case computational expense of 
probabilistic inference is illustrated by means of experiments performed on both 
randomly generated and real-life belief networks. © 1996 Elsevier Science Inc. 
KEYWORDS: belief networks, probabUistic inference, evidence absorption, 
(average-case) computational complexity 
1. INTRODUCTION 
The belief-network framework for reasoning with uncertainty in knowl- 
edge-based systems has been around for some time now, and more and 
more practical applications employing the framework are being developed 
[1-3]. As applications of the framework grow larger, the belief networks 
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involved increase in size accordingly: belief networks comprising hundreds, 
or even thousands, of variables are no exception. For belief networks of 
this size, probabilistic inference shows a tendency to become rather 
time-consuming, even to an unacceptable extent. Since probabilistic infer- 
ence is known to be NP-hard [4], this tendency may not be denied in 
general: the basic algorithms associated with a belief network have an 
exponential worst-case computational time complexity, and it is not to be 
expected that a general polynomial-time algorithm will be found. In this 
paper, we address improving on the average-case performance of algo- 
rithms for probabilistic inference. 
The average-case computational expense of probabilistic inference with 
a belief network may be improved in many different ways. We propose 
exploiting for this purpose the method of evidence absorption. The method 
of evidence absorption was first introduced by R. D. Shachter as part of an 
algorithm for processing evidence in a belief network [5]. The basic idea of 
the method is to dynamically modify a belief network as evidence becomes 
available so as to explicitly represent newly created independences. Since 
all algorithms for probabilistic inference with a belief network exploit the 
represented independences more or less directly, the incorporation of 
evidence absorption into these algorithms is expected to speed up compu- 
tation while still providing for exact inference. The actual speedup attained 
by employing the method in practical applications, however, depends on 
the inference algorithm used and on the topological properties of the 
belief network involved. 
In this paper, we detail the method of evidence absorption and illustrate 
its incorporation into Pearl's algorithm for probabilistic inference. The 
paper is organized as follows. In Section 2, the basic notions involved in 
the belief-network formalism are provided; in addition, we briefly review 
Pearl's basic algorithm for probabilistic inference and its enhancement 
with loop cutset conditioning. In Section 3, the method of evidence 
absorption is detailed. Section 4 addresses incorporation of the method 
into Pearl's enhanced algorithm. In Section 5, we illustrate the ability of 
the method of evidence absorption to save on the computational expense 
of inference by means of experiments performed on randomly generated 
and real-life belief networks. The paper is rounded off with some conclu- 
sions in Section 6. 
2. PRELIMINARIES 
In this section we review the basic notions involved in the belief-network 
formalism and briefly outline Pearl's enhanced algorithm for probabilistic 
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inference with a belief network; for further details, the reader is referred 
to [6]. 
2.1. The Belief-Network Formalism 
A belief network is a terse representation f a joint probability distribu- 
tion on a set of statistical variables. It consists of a qualitative and a 
quantitative part. The qualitative part of a belief network is a graphical 
representation f the interdependences between the variables discerned; it
takes the form of an acyclic directed graph. In this digraph, each vertex 
represents a variable that can take one of a set of values. The arcs 
represent dependences between the variables: informally speaking, we take 
an arc V~ ~ ~ to represent a direct influential relationship between the 
variables V~ and Vj, where the direction of the arc designates ~ as the 
effect of V~. Absence of an arc between two vertices means that their 
variables do not influence each other directly, and hence are (condition- 
ally) independent. Associated with the digraph of a belief network is a set 
of functions representing probabilities from the distribution at hand, with 
each other constituting the quantitative part of the network. 
Before defining the concept of a belief network more formally, we 
provide some additional terminology and introduce our notational conven- 
tion. In the sequel, we will restrict the discussion to binary variables, 
taking one of the values true and false; the generalization to variables with 
more than two discrete values, however, is straightforward. We will use the 
following notation: v i denotes the proposition that the variable V~ takes 
the truth value true; V i = false will be denoted by --1 u i. For a given set of 
variables V, the conjunction C v = Av,~v Vi of all variables from V is 
called the configuration template of V; a conjunction Cv of value assign- 
ments to the variables from V is called a configuration of V. In the sequel, 
we will use {C v} to denote the set of all configurations of V. Furthermore, 
we will write C v and Cv, instead of C~v,} and C{vi~, respectively, for 
singleton sets {V/}I The independence r lation embedded in a joint proba- 
bility distribution Pr will be denoted as Ipr; an independence statement 
Ipr(X, Y, Z)  signifies that in the distribution Pr the sets of variables X and 
Z are conditionally independent given the set of variables Y. 
We now define the concept of a belief network more formally. 
DEFINITION 2.1 A belief network is a tuple B = (G, F) such that 
• G = (V(G) ,A(G) )  is an acyclic digraph with vertices V(G)= 
{V l . . . . .  Vn}, n >_ 1, and 
• F = {Yv [ V/~ V(G)} is a set of real-ualued functions Yv~ : {Cv) )< 
{C~Gtv,)}'-~ [0,1], called probability assessment functions, such 
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that for each configuration c~c(vi) of the set 1r~(V i) of (immediate) 
predecessors of vertex V i we have that yv,(~ v i [c~c(v,))= 1 -  
yz,(vi lc~(v,)), i = 1 . . . . .  n. 
Note that in the previous definition V~ is viewed as a vertex from the 
digraph and as a statistical variable, alternatively. 
To link the qualitative and quantitative parts of a belief network, a 
probabilistic meaning is assigned to the topology of the digraph of the 
network [6]. 
DEFINmON 2.2 Let G = (V(G), A(G)) be an acyclic digraph, and let s 
be a chain in G. Then we say that s is blocked by a set of vertices 
W c_ V(G) ifs contains three consecutive vertices X 1, X 2, X 3 for which one 
of the following conditions holds: 
• X 1 ~-- X 2 and X z --* X 3 are on the chain s and X 2 E W;  
• X 1 ~X 2 andX 2~X 3 are on the cha insandX 2~ W; 
• X 1 ~ X 2 and X z ~ X 3 are on the chain s, and o'~ (X  2) n W = f~, 
where tr~(X 2) denotes the set of vertices composed of X 2 and all its 
descendants in G. 
Building on the notion of blocking, we define the d-separation criterion. 
DEFINITION 2.3 Let G = (V(G), A(G)) be an acyclic digraph, and let 
X,  Y, Z c_ V( G) be sets of vertices from G. The set Y is said to d-separate 
the sets X and Z, denoted as (X IY IZ)~,  if for each V i ~ X and Vj ~ Z 
every chain from V i to Vj in G is blocked by Y. 
The d-separation criterion provides for reading independence state- 
ments from a digraph, as stated in the following definition. 
DEFINITION 2.4 Let G = (V(G), A(G)) be an acyclic digraph. Let Pr be 
a joint probability distribution on V(G), and let Ipr be the independence 
relation of Pr. Then the digraph G is called an I-map for Pr ~ for all 
mutually disjoint sets X ,Y ,  Z c V(G) we have: if (X IY IZ)c  then 
/pr(X, ]'7, Z). 
The following theorem now states that the probability assessment func- 
tions of a belief network provide all information necessary for uniquely 
defining a joint probability distribution on the variables discerned that 
respects the independence r lation portrayed by the graphical part of the 
network; henceforth, we will call this distribution the joint probability 
distribution defined by the network. 
THEOREM 2.5 Let B = (G, F) be a belief network as defined in Definition 
2.1. Then 
Pr(Cv(o)) = I-I Yv,(VilC~(v,)) 
Vi~ V(G) 
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defines a joint probability distribution Pr on the set of variables V( G) such 
that G is an I-map for Pr. 
2.2. Pearl's Enhanced Algorithm for Probabilistic Inference 
Since a belief network defines a joint probability distribution, it can be 
used for probabilistic inference. An algorithm for probabilistic inference 
with a belief network provides for computing probabilities of interest and 
for processing evidence, that is, for entering evidence into the network and 
subsequently computing the revised probability distribution given the 
evidence. Several such algorithms have been developed [5-7]. Here, we 
only briefly review the basic idea of the algorithm designed by J. Pearl [6]. 
In outlining Pearl's algorithm for probabilistic inference, we take an 
object-centered point of view. The digraph of a belief network is taken as a 
computational rchitecture: the vertices of the digraph are autonomous 
objects having a local processor and a local memory in which the associ- 
ated probability assessment function is stored; the arcs of the digraph are 
bidirectional communication channels. Through these communication 
channels the vertices send each other parameters providing information 
about the represented joint probability distribution and the evidence 
entered so far. Each vertex is equipped with a set of computation rules for 
computing the probabilities of its values and the parameters to send to its 
neighbors, from the information it receives from these neighbors and its 
own local probability assessment function. Initially, the network is in an 
equilibrium state: repeated computation of the parameters does not result 
in a change in any of them. When a piece of evidence is entered into the 
network, however, this equilibrium is perturbed. The vertex for which the 
evidence has been entered modifies the parameters to send to its neigh- 
bors to reflect the new information. These modifications activate updating 
parameters throughout the entire network: after receiving modified param- 
eters, each vertex in turn computes new parameters to send to its neigh- 
bors. If the digraph of the network is singly connected, then a piece 
of evidence is diffused through the network in a single pass: the network 
will reach a new equilibrium state, once every vertex has been visited, 
that correctly reflects the updated joint probability distribution given the 
evidence. 
Unfortunately, Pearl's algorithm applies to belief networks involving a 
singly connected igraph only. Straightforward application of the algorithm 
to an acyclic digraph comprising one or more loops leads to insuperable 
problems [8]: vertices may indefinitely send updated messages to their 
neighbors, causing the network never to reach a new equilibrium, or, if the 
network does reach an equilibrium, it is not guaranteed to correctly reflect 
the updated joint probability distribution. Pearl has proposed 
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methods for probabilistic inference with a belief network comprising a 
multiply connected digraph [6]. Of these, the method of loop cutset condi- 
tioning may be looked upon as a supplement to the basic algorithm. The 
idea underlying this method is that of reasoning by assumption. For a 
multiply connected igraph, vertices are selected that, upon instantiation, 
together effectively "cut" or block all loops and cause the digraph to 
behave as if it were singly connected; the selected vertices are said to 
constitute the loop cutset of the digraph. Each configuration of the loop 
cutset now is looked upon as an assumption on which reasoning is 
performed. For each vertex, the probabilities of its values are computed by 
conditioning successively on all possible configurations of the loop cutset 
and subsequently weighting the results obtained. In the sequel, we will use 
the phrase Pearl's enhanced algorithm to denote Pearl's basic algorithm 
supplemented with the method of loop cutset conditioning for general 
probabilistic reference. 
The details of the various computations involved in Pearl's basic algo- 
rithm and in loop cutset conditioning are not relevant to the present 
paper. It suffices to note that the computational expense of probabilistic 
inference using Pearl's enhanced algorithm is largely determined by the 
topology of the digraph of the belief network at hand. Informally speaking, 
Pearl's enhanced algorithm performs the better from a computational 
point of view as the digraph is sparser. 
3. EVIDENCE ABSORPTION 
A belief network generally is constructed to reflect as many as possible 
of the independences between the variables discerned. There are several 
reasons for seeking to represent these independences accurately. One of 
these reasons is a computational one. The more independences are repre- 
sented explicitly, the sparser the digraph of the network will be, and, as we 
have mentioned before, the sparser the digraph, the less the computational 
expense of probabilistic inference with the network. Now observe that 
during reasoning with a belief network, evidence is entered and processed. 
Each new piece of evidence provides additional information about the 
represented joint probability distribution for a given context. More specif- 
ically, new dependences and independences may have come to hold in this 
context. It is possible to modify the topology of the digraph of the network 
dynamically so as to reflect hese newly created ependences and indepen- 
dences explicitly. In fact, Shachter's algorithm for probabilistic inference is 
built on this very idea [5]. As we will argue in the sequel, however, it is 
worthwhile to modify the topology of the digraph to reflect the new 
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independences only. The method of evidence absorption is designed for this 
purpose. 
Informally speaking, the method of evidence absorption amounts to 
modifying a belief network after a piece of evidence has been entered for 
some variable so as to reflect the newly created independences. The 
topology of the digraph of the network is modified by deleting all arcs 
emanating from the vertex for which the evidence has been entered; in 
addition, the probability assessment functions for the (former) successors 
of this vertex are adjusted. The modified network is defined more formally 
in the following definition. 
DEFINITION 3.1 Let B = (G,F)  be a belief network where G = 
(V(G), A(G)) is an acyclic digraph and F = {Tvil V/~ V(G)} is a set of 
associated probability assessment functions. Let V i be a vertex in G for 
which the evidence Vi = true is entered. We define the tuple B ~ = (G ~, F ~) 
as follows: 
• G ~' = (V(GO'), A(GO')) is the acyclic digraph with V(G ~') = V(G) 
and A(G v') = A(G) \ {(V, Vj) I ~ ~ crc(V~)}, where crc(V i) is the set 
of all (immediate) successors of the vertex V i in G, and 
• FV' = {Y~'i I Vj ~ V(G)} is the set of real-valued functions Yvl :{Cv) × J 
{C~.c,,~vp} --> [0, 1] wtth 
~)I(Vj I C~.Gq(V))) = ~vi(VjlfTrG(Vy)\{vi} A ui) 
for all vertices V i ~ o'a(Vi), and 
I =  /vk(V  I 
for all vertices V k ~ V(G) \ gc(Vi). 
The tuple B . . . .  (G"  v,, F "  ~') is defined analogously by substituting -1 v i 
for v i in the above. 
It will be evident that the modified network resulting after evidence 
absorption once more is a belief network. 
The method of evidence absorption is illustrated by means of an 
example. 
EXAMPLE 3.2 Consider the belief network B = (G, F) where G is the 
multiply connected igraph shown in Figure 1 and F consists of the six 
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Figure 1. The digraph G of the example belief network B. 
probability assessment functions Yv, . . . . .  Yv6: 
Vv1W1), 
Vv2<V2), 
rv3(V31V1 ^ v2), 
Vv,<~tv2), 
Vvs<~lv3), 
vv0~v61v3 A v4). 
Now suppose that the evidence V 3 = true is obtained for the variable V 3. 
The belief network B then is modified to B v3 = (G% FV0. The digraph 
G ~3 is obtained from G by deleting all arcs emanating from vertex V3, and 
is shown in Figure 2; the evidence for the variable V 3 is represented by 
drawing vertex V 3 with shading. 
Figure 2. The digraph G "3 of the belief network B "3. 
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The set F v3 consists of the six functions Y~, . . . ,Y~ that are obtained 
from the probability assessment functions of the original belief network B: 
"~(V1)  = '~ v,( V1 ), 
v (v31v  /x v2) v2), 
vp,(v, Iv2) Iv:), 
vP,(vs) v,,(vsIv3), 
 ,v6(V lv  A K). 
The following proposition states that, after evidence absorption, the 
modified belief network and the original belief network model the same 
updated joint probability distribution given the evidence. 
PROPOSITION 3.3 Let B = (G, F) be a belief network, and let Pr be the 
joint probability distribution defined by B. Let V i be a vertex in G for which 
the evidence V i = true is observed, and let Prv' denote the updated joint 
probability distribution given V i = true. Now, let the network B ~' = 
(G% F v') be defined as in Definition 3.1, and let P be the joint probability 
distribution defined by B v`. Furthermore, let pL,, denote the updated joint 
probability distribution given V i = true. Then Pr ~ = P~'. 
Proof We consider the belief network B = (G, F) and its joint proba- 
bility distribution Pr, and the modified network B "~ = (G v,, F ~,) and its 
joint probability distribution P. To prove that Pr v, = Pvg, we show that 
Pr(V 1 A "" A V/_ t A v i A V/+ 1 A " ' "  A Vn) 
= P(V  1 h "'" A V /_  1 A V i A V /+ 1 A "'" A V n) 
The main result then follows from the property of marginalization and the 
definition of conditional probability. 
From Theorem 2.5, we have that the joint probability distribution Pr 
defined by the belief network B can be expressed as 
Pr(V,  A ""  A ~)  = 1-I 
vie v(c) 
From this expression, we derive an expression for the marginal distribution 
Pr(V 1 A ... A V~_I A v i A ~+~ A "" A V,) by filling in the value v i for the 
variable V/. 
The joint probability distribution P defined by the belief network B ~, 
can be expressed as 
Ui [P)(V 1 A "°* A Vn) = H 
~e v(v) 
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From this expression, we derive an expression for the marginal distribution 
P(V 1 A "" A Vi_ 1 A vi ^ V~+ 1 A ... A V n) by substituting the value v~ for 
the variable V~. 
To show that Pr(Va A ... ^ V/_ 1 ^  v i A V/+ 1 A ..- ^ V,) = P(V a 
A "'" A Vii_ 1 A U i A V/+ 1 A "'" A E ) ,  it suffices to show that the various 
terms in the expressions for the marginal distributions stated above match. 
We distinguish between several different cases: 
• for the assessment functions Yv, and Y~I for the variable V~, we have 
that 
yv, ( Vi I c~v,~) = %i (v ;  I C~o,~v,~) 
by definition; 
• for the assessment functions y5 and Y~;I for a variable Vj with 
~ aa(E) ,  we have that 
I ^ v,) = v i(v,. I 
by definition; 
• no other assessment function involves the variable V~; for the func- 
tions Yv~ and y~' for a variable Vk with V k ~ V(G) \ (o'a(V/) U {V~}), 
we therefore have that 
by definition. 
We conclude that 
Pr(V 1 A ... A Vi_l A v i A V/+ 1 ^  ... A V,) 
= P(V l  ^ "" ^ V~_l ^ vi ^ v~+l  ^  "" ^ v , ) .  • 
Note that a similar property holds with respect o evidence V i = false. 
From the previous proposition and its proof, it is easily seen that 
application of the method of evidence absorption cannot introduce into 
the modified network any independences conditional on the evidence that 
were not already reflected by the original network. In the following lemma, 
we state more formally that the two networks represent the same indepen- 
dences given the evidence; a separate proof for this property is provided 
in [9]. 
LEMMA 3.4 Let B = ( G, F) be a belief network with G = (V( G), A(  G)). 
Let V i be a vertex in G for which the evidence Vi = true is observed, and let 
the network B v' = (G%F~0 be defined as in Definition 3.1. Then 
(X IY IZ)~ if and only if (X IY IZ)~v, ,  for all sets X ,Y ,Z  c_ V(G) such 
that V~ ~ Y. 
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So far we have considered applying the method of evidence absorption 
for one piece of evidence only. It will be evident, however, that Proposition 
3.3 and Lemma 3.4 are easily generalized to hold for multiple pieces of 
evidence. 
As we have mentioned before, the method of evidence absorption was 
first introduced by R. D. Shachter as part of an algorithm for processing 
evidence in a belief network. The basic idea of this algorithm is to 
eliminate a vertex from a belief network as soon as it is instantiated, 
modifying the network to reflect the updated probability distribution given 
the evidence for the vertex. The algorithm is composed of two phases. 
When a piece of evidence is entered for a specific variable, the method of 
evidence absorption is applied. Subsequently, the evidence is spread 
throughout the network by a method called evidence propagation, which 
basically consists of repeated application of an arc-modifying operation 
called arc reversal. In these two phases, the topology of the digraph of the 
network is modified dynamically to reflect the newly created indepen- 
dences and dependences. In doing so, new arcs may be inserted into the 
digraph to portray the newly created dependences among the remaining 
variables, and for these arcs accompanying conditional probabilities are 
calculated. 
Shachter's algorithm for processing evidence has some drawbacks, as has 
been noted before by J. Pearl [6, pp. 144-145]. Regarding the computa- 
tional effort involved, we note that eliminating an instantiated vertex from 
a belief network is computationally expensive: the algorithm has an expo- 
nential worst-case time complexity. In addition, the computational expense 
of further probabilistic inference with the modified belief network after 
elimination may increase as a result of the insertion of new arcs into the 
digraph of the network. These drawbacks cannot be alleviated if the aim is 
to eliminate an instantiated vertex from the network. Upon close examina- 
tion of Shachter's algorithm for processing evidence, it becomes clear, 
however, that these drawbacks arise to a large extent from the arc-reversal 
operation employed uring evidence propagation: it is this method that 
accounts for the high computational expense. As opposed to evidence 
propagation, evidence absorption can be performed efficiently, as all 
computations involved are local to a vertex and its successors--in fact, 
evidence absorption will generally take constant ime. 
4. INCORPORATING EVIDENCE ABSORPTION INTO PEARL'S 
ALGORITHM 
The method of evidence absorption has been designed to dynamically 
modify a belief network as evidence becomes available to explicitly repre- 
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sent the new independences holding in view of the evidence. All existing 
algorithms for exact probabilistic inference exploit such independences 
more or less directly. Pearl's (enhanced) algorithm, for example, tends to 
perform the better from a computational point of view as the digraph of a 
belief network is the sparser, that is, as the digraph portrays the more 
independences. Since the method of evidence absorption aims at explicitly 
representing new independences only, it tends to delete arcs from the 
digraph of a belief network and never inserts any new ones. The incor- 
poration of this method into the existing algorithms, therefore, is expect- 
ed to improve on the average-case computational expense of probabilistic 
inference. 
The method of evidence absorption is easily incorporated into Pearl's 
basic algorithm for probabilistic inference with a belief network involving a 
singly connected igraph. The basic idea is as follows. When a piece of 
evidence is entered into the belief network for some vertex, the method of 
evidence absorption is applied before propagating the evidence. Then, 
Pearl's algorithm is called upon to perform the actual propagation. In 
contrast with Shachter's algorithm for probabilistic inference, the instanti- 
ated vertex is not eliminated from the network: as the method of evidence 
absorption models new independences only, the instantiated vertex has to 
remain in the digraph of the network to properly reflect he newly created 
dependences. Note that the ability of the method of evidence absorption to 
improve on the average-case computational expense of probabilistic infer- 
ence with a belief network comprising a singly connected igraph derives 
from its effect on the topology of this digraph: if applying evidence 
absorption lets the digraph of the network fall apart into (equally large) 
components, then any further probabilistic inference can be restricted to 
one component only. Also note that the speedup of inference obtained 
easily outweighs the computational effort of evidence absorption. 
The incorporation of the method of evidence absorption into Pearl's 
enhanced algorithm for probabilistic inference with a belief network 
involving a multiply connected digraph in essence is the same as its 
incorporation i to Pearl's basic algorithm. In view of loop cutset condition- 
ing, however, the concept of evidence absorption can even be exploited to 
a further extent. We recall from Section 2 that for a multiply connected 
digraph a loop cutset is selected that, upon instantiation, effectively "cuts" 
all loops and causes the digraph to behave as if it were singly connected. 
Now observe that a piece of evidence may equally provide for "cutting" 
one or more loops of the digraph at hand. So, when evidence is entered, it 
may render one or more vertices of the loop cutset obsolete. The method 
of evidence absorption therefore provides for dynamically reducing an 
initial loop cutset as evidence is entered into a belief network involving a 
multiply connected igraph; for further details of dynamic loop cutset 
reduction, we refer to a forthcoming paper [10]. 
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5. THE EXPERIMENTS AND THEIR RESULTS 
In the previous sections, we have detailed the method of evidence 
absorption and its incorporation into Pearl's enhanced algorithm for 
probabilistic inference. The most interesting question to address now is 
what effect applying the method of evidence absorption has on the 
topology of the digraph of a belief network as successive vidence is 
entered, since this effect can be related directly to the computational 
expense involved in further probabilistic inference. 
From a theoretical point of view, the best case and the worst case are 
easily identified. The worst case would be a digraph for which evidence is 
entered only for vertices without any arcs emanating from them. In this 
case, applying the method of evidence absorption is pointless: there are no 
arcs deleted from the digraph, and further computations are just as 
expensive as when evidence absorption had not been applied. It is worth 
noting, however, that the method of evidence absorption would not weigh 
heavily on the computational effort spent on probabilistic inference: the 
only additional work required would be a simple check on a vertex's 
successor set. In the best case, the method of evidence absorption causes 
the digraph of the network to fall apart into components of size one only 
for a single piece of evidence: this would be a digraph aving the shape of 
a tree of depth one for which evidence is entered for the root vertex. 
The above observations are general and not very illuminating. To gain 
more insight into the effect of the method of evidence absorption, we have 
conducted several experiments on different classes of randomly generated 
belief networks. In addition, we have analyzed the effect of evidence 
absorption on some real-life networks. 
5.1. Experiments on Randomly Generated Belief Networks 
The aim of our experiments with the method of evidence absorption on 
randomly generated belief networks is to gain insight into the effect of the 
method on the average-case computational expense of probabilistic infer- 
ence. Since this effect derives from the way the method modifies the 
graphical part of a belief network and not from the modification of the 
associated conditional probabilities, we have designed our experiments o
apply to the graphical part of a network only. 
THE SETUP OF THE EXPERIMENTS In each experiment, we have gen- 
erated a set of 100 (connected) acyclic digraphs by means of a graph 
generator; for further details of the graph generator used, we refer the 
reader to [11]. Each digraph is randomly generated to comprise n vertices, 
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n > 1, and m arcs, n - 1 < m < ½n(n  - 1). To study the effect of re- 
peated  application of the method of evidence absorption, in each experi- 
ment we have entered k pieces of evidence into the digraphs generated; 
we have modeled entering a piece of evidence by selecting a vertex from 
the set of vertices of the digraph at hand and applying the modifying 
operation of the method of evidence absorption to the digraph's topology. 
Vertices modeling pieces of evidence are selected by means of an ev idence  
generator .  This generator selects vertices from the digraph at hand, either 
randomly or with one of two different biases. These biases concern the 
location in the digraph of the vertices for which evidence is entered and 
have been introduced into the evidence generator because it is expected 
that the location in the digraph of the vertices for which evidence is 
entered plays a major role in the influence of the method of evidence 
absorption on a digraph's topology. We would like to note that for 
diagnostic applications the vertices for which evidence is entered tend to 
be located in the lower part of the digraph, whereas for prognostic 
applications these vertices are more likely to be located in the upper part 
of the network. In this paper, however, we will not address the effect of 
these biases. For further details of the evidence generator and for an 
overview of all experiments performed and their results, we refer the 
reader once more to [11]. 
THE RESULTS OF THE EXPERIMENTS The aim of the first experiment 
reported here has been to study, in isolation, the influence of the degree of 
connectivity on the behavior of a digraph's topology under evidence 
absorption. In this experiment, we have generated several sets of 100 
digraphs comprising 50 vertices each. We have varied the number of arcs 
of the generated igraphs from 49 and 50 up to 150, increasing by two for 
each set. To each digraph generated, we have applied the method of 
evidence absorption for 10 randomly selected pieces of evidence. For the 
modified digraphs, we have found the statistics ummarized in Figure 3; 
Figure 3(a) shows the average number of deleted arcs, in Figure 3(b) the 
average number of components of the modified digraphs is shown, and 
Figure 3(c) and (d) plot the average sizes of the minimum and maximum 
component of the modified digraphs, respectively. 
The second experiment reported here is similar to the first one in the 
sense that its aim also is to study the effect of one of the parameters 
defining the search space for experimentation in isolation: it is the number 
of pieces of evidence that is varied in this experiment. In this experiment, 
we have generated several sets of digraphs comprising 50 vertices each; we 
have fixed the number of arcs of these digraphs at 100. The pieces of 
evidence ntered into these digraphs have been generated randomly; the 
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Figure 3. The results of the first experiment: (a) the average number of deleted 
arcs, (b) the average number of components, (c) the average size of the minimum 
component, (d) the average size of the maximum component. 
number of pieces of evidence ntered is varied from 1 up to 25, increasing 
by one for each set of digraphs. To each digraph generated, we have 
applied the method of evidence absorption for the pieces of evidence 
selected. For the modified digraphs, we have found the statistics umma- 
rized in Figure 4; Figure 4(a) shows the average number of deleted arcs, in 
Figure 4(b) the average number of components of the modified igraphs is 
shown, and Figure 4(c) and (d) plot the average sizes of the minimum and 
maximum component of the modified digraphs, respectively. 
DISCUSSION We begin our discussion of the results obtained from our 
experiments by considering the average numbers of deleted arcs. From a 
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Figure 4. The results of the second experiment: (a) the average number of deleted 
arcs, (b) the average number of components, (c) the average size of the minimum 
component, (d) the average size of the maximum component. 
theoretical point of view, we observe that in a digraph comprising n 
vertices and m arcs, the average number of arcs emanating from a vertex 
equals m/n. When applying the method of evidence absorption for one 
piece of evidence, the number of deleted arcs therefore is expected to 
approximate this ratio. Since deleting the arcs emanating from one vertex 
does not influence the number of arcs emanating from any of the other 
vertices in the digraph, we find that for k pieces of evidence the number of 
deleted arcs is expected to approximate k. m/n. For a given digraph, this 
formula indicates a linear relation between the number of pieces of 
evidence ntered and the number of arcs deleted by evidence absorption. 
The results of our experiments confirm this observation; Figure 4(a) shows 
a linear increase in the number of deleted arcs for an increasing number 
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of pieces of evidence entered. From the formula k.m/n, we further 
observe that the number of arcs deleted by evidence absorption for a fixed 
number of pieces of evidence is related linearly to the total number of arcs 
comprised in the digraph at hand. This observation is also confirmed by 
our experiments; Figure 3(a) indicates a linear increase in the number of 
deleted arcs for an increasing total number of arcs. 
We now address the average numbers of components and their respec- 
tive sizes found in the experiments. For this purpose, we first consider the 
generation of a random digraph by successive addition of arcs between 
randomly selected vertices [12]. It will be evident hat the more arcs are 
added to a digraph in the making, the more likely it is to become 
connected. A well-known result from random graph theory is that a 
random digraph with n vertices is almost always connected if it comprises 
O(n log n) arcs or more. Moreover, a random digraph with between O(n) 
and O(n log n) arcs typically comprises one large component of O(n) 
vertices, called the giant component, and many small components of size at 
most O(log n) each. Now consider adding to a digraph having the topology 
just described an arc between two randomly selected vertices. We distin- 
guish between three situations: 
• the new arc connects two vertices comprised in the giant component 
- - the probability that this situation will occur is rather high and 
increases as the giant component increases in size; 
• the new arc connects one vertex from within the giant component and 
one vertex from within one of the tiny components--the probability 
that this situation will occur is fairly small and diminishes further as 
the giant component grows; note that since adding such an arc results 
in the giant component encapsulating a tiny one, we have that the 
probability that the giant component will increase in size is inversely 
proportional to its current size; 
• the new arc connects two vertices not yet comprised in the giant 
component--the probability that this situation will occur is very small 
and diminishes further as the giant component grows. 
We now observe that the behavior of the topology of a random digraph 
under arc deletion is dual to its behavior under arc addition. From this 
observation we have that by successive arc deletion a connected random 
digraph will at first stay connected until it has shrunk to comprise approxi- 
mately O(n log n) arcs. Further arc deletion will tend to yield a topology in 
which one giant component can be discerned and many tiny ones. 
The digraphs generated in our experiments with the method of evidence 
absorption are rather sparse and therefore are likely to exhibit the behav- 
ior outlined above. In fact, the presence and behavior of the giant 
component is reflected in Figures 3(d) and 4(d). Figure 3(d) shows that as 
the number of arcs of the generated igraphs increases, the size of the 
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giant component rapidly rises to approximate he number of vertices of the 
digraphs; note that the amount of increase in size of the giant component 
for an increase in the number of arcs is inversely proportional to the size 
the component already has. Figure 4(d) shows that as the number of pieces 
of evidence ntered, and hence the number of deleted arcs, increases, the 
giant component slowly decreases in size. Figures 3(b) and 4(b) depict he 
average number of components found in our experiments. Figure 3(b) 
shows that the number of components rapidly decreases as the number of 
arcs of the digraphs, and hence the size of the giant component, increases; 
Figure 4(b) shows that the number of components increases as the number 
of pieces of evidence ntered increases. Both Figures 3(c) and 4(c) demon- 
strate that the size of the minimum component, and hence the size of the 
tiny components, is very small compared to the size of the giant compo- 
nent. 
5.2. Experiments on Real-Life Belief Networks 
So far we have considered the effect of the method of evidence absorp- 
tion in the light of experiments on randomly generated belief networks. A
close examination of the results obtained from the experiments reveals 
several interesting properties. From the discussion in the previous ection 
it will be evident, however, that these properties to a large extent derive 
from applying the method to randomly generated igraphs--in fact, the 
results obtained from our experiments cannot be generalized to apply to 
the method's behavior on belief networks that do not incorporate a
random digraph. In addition to our experiments on randomly generated 
belief networks, we therefore have also done some experiments on real-life 
networks, among which is the HEPAR belief network [13]. 
The HEPAR belief network is a small medical belief network for the 
diagnosis of Wilson's disease. Wilson's disease is a recessively inherited 
derangement of the copper metabolism in the human body; it typically 
results in progressive copper accumulation i the liver, causing cirrhosis, 
and in copper deposits in other organs, causing extrahepatic disorders, 
such as renal and neurological disease. The qualitative part of the HEPAR 
belief network is shown in Figure 5. The digraph comprises 21 vertices and 
23 arcs. Note that, although the digraph does not have a high degree of 
connectivity, it includes everal loops. In the figure, the vertices for which 
evidence may be obtained are drawn with shading. Of these, the vertices 
labeled Free serum copper, Serum caeruloplasmin, and Urinary copper 
represent the concentration f copper in various body fluids, which can be 
determined by laboratory tests; the values of the other vertices are directly 
available from a patient's interview and physical examination. 
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Figure 5. The digraph of the HEPAR belief network. 
In the digraph, almost all vertices pertaining to readily available evi- 
dence have no arcs emanating from them. Applying the method of evi- 
dence absorption for these vertices therefore has no effect on the digraph's 
topology whatsoever. The only exception is the vertex labeled Age. Upon 
application of the method of evidence absorption for this vertex, two arcs 
are deleted from the digraph; note that the deletion of these arcs reduces 
the number of loops in the digraph. If, in addition to the data from 
interview and physical examination, the laboratory test results for Free 
serum copper and Serum caeruloplasmin are available, then another four 
arcs are deleted from the digraph and several loops are cut. Moreover, the 
digraph falls apart into several components. The largest of these compo- 
nents comprises 12 vertices and 12 arcs; it contains a single loop. As this 
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component includes the Wilson's disease vertex modeling the hypothesis, 
further probabilistic inference is restricted to this very component. We 
would like to note that the HEPAR belief network concerns one hepatic 
disorder only and is projected to be part of a larger network modeling 
some 80 disorders of the liver and biliary tract. 
The result of the method of evidence absorption as outlined above for 
the HEPAR belief network appears to be typical for (small-scale) diagnostic 
belief networks: we have found similar results for other networks, such as 
for example the ALARM system [14]. 
We would like to note that at present only few full-scale, real-life belief 
networks are available from the literature, rendering extensive xperi- 
ments on such networks practically infeasible. Also, most present-day 
belief networks have been designed for the task of diagnosis and therefore 
are expected to share the characteristic of evidence vertices being located 
mainly in the lower part of the network's digraph. Furthermore, most 
existing networks are tailored to state-of-the-art methods for reasoning 
with a belief network, which tend to impose restrictions on the topology of 
the graphical part of the network. Since research on reasoning methods 
progresses rapidly, future belief networks may very well differ considerably 
from present-day ones. We feel that as applications grow larger, the 
digraphs involved will tend to have a topology in which subgraphs with a 
high degree of connectivity can be discerned modeling different focal areas 
of attention of the domain at hand; these dense subgraphs will tend to be 
loosely interconnected. As long as this tendency is not confirmed by 
full-scale real-life belief networks, we should be careful in drawing any 
decisive conclusions as to the true ability of the method of evidence 
absorption. 
6. CONCLUSIONS 
In this paper, we have addressed the tendency of the basic algorithms 
for probabilistic inference associated with the belief-network formalism to 
become the major consumers of computing resources. We have mentioned 
that in the worst case this tendency cannot be denied, as these algorithms 
have an exponential worst-case time complexity. It is possible, however, to 
improve on the average-case p rformance of these algorithms. To this end, 
we have proposed incorporating the method of evidence absorption into 
Pearl's (enhanced) algorithm for probabilistic inference. This method 
amounts to dynamically modifying a belief network as evidence becomes 
available. The ability of the method to improve on the average-case 
performance of probabilistic inference derives from the method's property 
of explicitly incorporating the new independences created by the observa- 
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tion of the evidence into the digraph of the network: the method tends to 
delete arcs and to make a digraph fall apart into separate components. 
To gain some insight in the ability of the method of evidence absorption 
to improve on the computational expense involved in inference, we have 
performed several experiments on different classes of randomly generated 
belief networks. Unfortunately, the results obtained from these experi- 
ments to a large extent reflect the use of randomly generated belief 
networks and do not provide for drawing detailed conclusions as to the 
method's behavior on real-life networks that do not incorporate a digraph 
of random topology. Also, the results of experiments on real-life belief 
network cannot be generalized straightforwardly to apply to all types of 
(future) belief networks. Since the effect of applying the method of 
evidence absorption on probabilistic inference is determined by the topo- 
logical properties of the digraph of the network at hand, however, it can be 
decided for each belief network separately whether or not applying evi- 
dence absorption is expected to be advantageous. To this end, a simple 
investigation of the location in the network's digraph of the vertices for 
which evidence is likely to be entered suffices. 
To conclude, we would like to note that, although in this paper we have 
addressed incorporation of the method of evidence absorption into Pearl's 
algorithm for probabilistic inference only, the method is as easily intro- 
duced into the Lauritzen-Spiegelhalter algorithm, requiring only simple 
operations on a junction tree. Moreover, the method effortlessly amalga- 
mates with other methods for improving on the computational expense of 
probabilistic inference. 
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