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We describe an efficient protocol to perform quantum state transfer using Hamiltonian dynamics
with long-range interactions. The time to transfer n qubits a sufficiently large distance is propor-
tional to
√
n. Even without error correction, the fidelity of this multi-qubit state transfer process
remains finite for arbitrarily well-separated qubits in the presence of uncorrelated random errors in
coupling constants.
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1. INTRODUCTION
Rapid and high fidelity quantum state transfer is an important requirement for any practical large-scale quantum
computer. In a nutshell, suppose we have a set of N qubits in the state
|ψ(0)〉 = |φ〉i ⊗ |0000 · · · 〉−i (1.1)
where φ is an arbitrary two-state wave function, and the −i subscript means that all qubits except i are initialized in
the |0〉 state. What is the smallest time t, evolving under some Hamiltonian H(t), such that
|ψ(t)〉 = |φ〉j ⊗ |0000 · · · 〉−j , (1.2)
i.e. how long would it take to transfer the full quantum state of qubit i (including phase information) to qubit j?
This is, of course, entirely a question of the quantum hardware and/or architecture. Even with the ability to apply
only 2-local (two-body) Hamiltonians, we could clearly achieve state transfer in constant time if all pairwise couplings
are allowed. However, most near term realizations of a quantum device do not have all-to-all tunable couplings: in
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2superconducting qubit arrays [1] couplings are usually rather local in space, while in trapped ion crystals [2] the
couplings are all-to-all but not as tunable. “Designer graphs” like the {0, 1}N hypercube [3], where it is easy to
perform perfect state transfer between qubits living on any two graph vertices, are not likely to be achieved in a
near-term quantum information processor.
In the presence of inevitable noise in coupling constants, can we retain high fidelity in the state transfer process?
For example, suppose we try to hop a single qubit one lattice site at a time down a one dimensional chain, ideally
performing
· · · |0〉|φ〉|0〉|0〉 · · · → · · · |0〉|0〉|φ〉|0〉 · · · , (1.3)
which can easily be achieved using local and experimentally realized gates. In the presence of errors, we might obtain
(as an example):
· · · |0〉|φ〉|0〉|0〉 · · · → · · ·
[√
1− 2|0〉|0〉|φ〉|0〉+ |0〉|φ〉|0〉|0〉
]
· · · . (1.4)
One might then expect the fidelity F of the transfer process on a chain of length L to scale as
F ∼ (1− 2)L−1, (1.5)
since some fraction of the wave function is “lost” at every stage. In the literature, there have been multiple methods
described to overcome this challenge. For example, one can consider Hamiltonians in one-dimensional chains where
qubit transfer between the two edge qubits is protected against noise in couplings [4]. However, these approaches
are not without their downsides: a significant challenge facing many of these approaches is an asymptotically longer
runtime than the naive protocol sketched in (1.4), when using experimentally realistic couplings or gates.
In this paper, we will show that physical systems with power law interactions provide a natural route to perfoming
high fidelity state transfer quickly. Power law interactions, whereby two qubits i and j, located at spatial positions
xi and xj , interact via
‖Hij‖ ≤ h0
( |xi − xj |
d
)−α
. (1.6)
Here h0 is a finite constant, Hij represents the subset of terms in the Hamiltonian H which act non-trivially on both
qubit i and j, and |x| is a suitable measure of distance in the system. Throughout the text we will use the ‘Manhattan
distance’, or shortest distance measured along the lattice axes. The factor of dα is present to simplify subsequent
calculations. Typically, xi,j would represent the physical locations of the qubits in hardware. Such interactions are
ubiquitous in nature. For example, the Coulomb potential obeys α = 1, and the interaction potential between two
electric or magnetic dipoles obeys α = 3; the latter interaction is common in many cold atom platforms. Such
platforms were first proposed to speed up state transfer in a quantum system in d spatial dimensions when α < d+ 1
[5]; more recently, it has been understood how to speed up state transfer when α < 2d+ 1 [6, 7]. However, the fastest
protocols presented in the references above rely on intermediate GHZ states, and so are likely very fragile to error.
The purpose of this paper is to detail and expand upon a different state transfer proposal put forth in [6]. Employing
time-dependent and tunable long-range interactions obeying (1.6), this ideal (noise free) protocol will achieve perfect
state transfer faster than the local hopping protocol (1.3) once α < d + 1. We review the result of [6] in Section 2.
However, because this protocol is based on the dynamics of non-interacting quantum particles hopping on a lattice,
we will see that it has two valuable properties. Firstly, in Section 3, we will describe how to transfer m qubits a
distance R in a runtime tm which scales as
tm . t1 ×
√
2dm. (1.7)
This asymptotic scaling is reminiscent of the quadratic speedup of, for example, the quantum walk over the classical
walk [8]. Developing these efficient multi-qubit state transfer protocols will aid in the preparation of complex and
highly entangled states of metrological value [9, 10]. Secondly, in Section 4.1, we prove that this protocol is remarkably
robust to random uncorrelated noise: the fidelity F of the protocol is finite in the thermodynamic limit:
lim
R→∞
E[F ] > 0, (1.8)
where E[· · · ] denotes the noise average. The origin of this high fidelity is the large amount of quantum constructive
interference among the evolving W states, which speeds up the protocol sufficiently quickly that the most dangerous
errors arise at initial (and final) stages of the transfer process. Similar protocols utilizing W states have been
3FIG. 1: A sketch of the ideal single-qubit state transfer protocol in 2D.
developed for rapid quantum state transfer [11] with highly non-local interactions. In Section 4.2, we then describe the
performance of a similar protocol that uses non-tunable long-range interactions, which we interpret as a modification
of the ideal protocol with correlated errors. In this case, we find that
F ∼ R−γ , (1.9)
an intermediate result between (1.5) and (1.8), along with an eventual tradeoff between high fidelity and runtime.
2. REVIEW OF SINGLE-QUBIT STATE TRANSFER
In this section, we review the single-particle state transfer protocol presented in [6]. Consider two sites in a d-
dimensional cubic lattice with lattice spacing unity. For simplicity, we place our two sites along one axis, as shown
in Figure 1. We label the original site 0 = (0, 0, . . . , 0) and the final site x = (x, 0, . . . , 0), and assume the Euclidean
distance between the sites is then given by R = |x|. The protocol contains two phases: the first phase expands the
support from the first site to a uniform superposition of sites containing both the initial and final sites. The second
phase collapses this uniform superposition onto the final site. Each phase contains n ∈ Z+ steps where
n =
{
log2R if R = 2
n
blog2Rc+ 1 otherwise. (2.1)
For simplicity, let R be a perfect power of 2 so that we can consider the first case. The second case essentially adds
an extra step to both phases of the protocol to correct for the offset, but this can be achieved straightforwardly, as
described in [6].
2.1. Expanding phase
Define a set of cubes {Bq} ∈ Rd, each of (side) length 2q where q = 0, 1, . . . , n, such that
{0} = B0 ⊂ B1 ⊂ B2 ⊂ · · · ⊂ Bn, (2.2)
and the last cube Bn contains sites 0 and x. The cube Bn is defined by
Bn := {(x1, . . . , xd) : 0 ≤ x1, . . . , xd ≤ 2n}. (2.3)
Since the length of the final cube is 2n = R, the initial and final sites are located on the corners along an edge. To
expand the uniform superposition from one ball to the next, we employ the following Hamiltonian:
Hq =
∑
j∈Bq−1
∑
k∈B˜q
ihjk(|k〉〈j| − |j〉〈k|), (2.4)
4where B˜q = Bq \ Bq−1, and hjk ∈ R is a coupling constant for sites between the two regions. In a physical system
with long-range couplings, we would have hjk ∼ |j − k|−α, with |j − k| the distance between the sites j and k. For
the ideal protocol, we have a constant coupling factor between the cubes:
hjk = Cq = 2
−qαh0, (2.5)
corresponding to the longest-range (weakest) coupling along the axis containing sites 0 and x. For simplicity, we will
set h0 = 1. By permutation symmetry, the wave function takes the form
|ψ(t)〉 = cos θ√|Bq−1|
∑
i∈Bq−1
|i〉+ sin θ√
|B˜q|
∑
i∈B˜q
|i〉 , (2.6)
where |Bq| denotes the number of sites in Bq, and θ = θ(t) is given by
dθ
dt
=
√
|B˜q|
cos θ
d 〈j|ψ(t)〉
dt
= −i
√
|B˜q|
cos θ
〈j|Hq|ψ(t)〉 = Cq
√
|B˜q||Bq−1| (2.7)
θ(t) = Cqt
√
|Bq−1||B˜q|+ θ0. (2.8)
For the initial condition we have θ0 = 0, corresponding to a uniform superposition in Bq−1 and no support inside B˜q.
For a uniform superposition inside Bq, we require
cos θ√|Bq−1| = sin θ√|B˜q| =⇒ θ(tq) = tan−1
(
|B˜q|
|Bq−1|
)
(2.9)
tq =
1
Cq
√
|Bq−1||B˜q|
tan−1
(
|B˜q|
|Bq−1|
)
. (2.10)
Thus, if we evolve our wave function with times {t1, t2, . . . , tn} corresponding to Hamiltonians {H1, H2, . . . ,Hn} given
in Eq.(2.4), our state will expand from the initial site 0 to a large uniform superposition containing both sites 0 and
x.
2.2. Collapsing phase
For this second phase, we define a similar set of cubes as Eq.(2.2) but around the final site x:
{x} = B′0 ⊂ B′1 ⊂ B′2 ⊂ · · · ⊂ B′n = Bn. (2.11)
This time however, we want to shrink the uniform superposition to smaller and smaller cubes. This procedure can be
accomplished via Hamiltonians analogous to Eq.(2.4) but with opposite-sign coupling to mimic inverse-time evolution:
H ′q =
∑
j∈B′q−1
∑
k∈B˜′q
i(−hjk)(|k〉〈j| − |j〉〈k|). (2.12)
The time step per Hamiltonian t′q is analogous to Eq.(2.9) but with primes on the B’s.
2.3. Bounding the total runtime
The total runtime of the protocol τSP is given by the sum of timesteps in the expanding and collapsing phases:
τSP =
n∑
q=1
(tq + t
′
q) = 2
n∑
q=1
tq. (2.13)
5To bound the total runtime, we can first begin by bounding each individual timestep tq in Eq.(2.9):
tq =
φ
Cq
√
|Bq−1||B˜q|
=
2qαφ√
2(q−1)d
(
2qd − 2(q−1)d) = 2
dφ√
2d − 12
q(α−d), (2.14)
where, for brevity, we define φ to be
φ := tan−1
(
|B˜q|/|Bq−1|
)
= tan−1(2d − 1). (2.15)
For α 6= d, the sum in Eq.(2.13) becomes a geometric series which can be readily computed to give the total runtime:
τSP =
2d+1φ√
2d − 12
α−d 2
n(α−d) − 1
2α−d − 1 ∼
{ O(Rα−d) if α > d
O(1) if α < d. (2.16)
For α = d the sum evaluates to
τSP =
2d+1φn√
2d − 1 ∼ O(log2R). (2.17)
3. MULTI-QUBIT STATE TRANSFER
In the single-particle protocol, we used permutation symmetry to reduce the Hamiltonian
HSP = i
∑
i∈A
∑
j∈B
h
(
c†i cj − c†jci
)
(3.1)
to the following effective two-level Hamiltonian acting on the distinct regions A and B:
HEffSP = iC
(
c†AcB − c†BcA
)
=
(
0 iC
−iC 0
)
(3.2)
where
C = h
√
|A||B|, (3.3)
and
cA =
1√|A|∑
i∈A
ci, (3.4a)
cB =
1√|B|∑
i∈B
ci (3.4b)
are annihilation operators acting on hybrid single-particle wave functions which are uniform superpositions on all
sites. For transferring multiple particles, we wish to rewrite the effective Hamiltonian into the following form:
HEffMP = iK
m∑
a=1
(
c†a,Aca,B − c†a,Bca,A
)
= iKc†
(
0 P
−P ′ 0
)
c (3.5)
where m > 1 is the number of particles we wish to transfer, K < C a constant, and P, P ′ are |A| × |B| and |B| × |A|
matrices with q ≤ min(|A|, |B|) ones on the main diagonal, respectively. Our goal is now to construct these ca,B and
ca,A, making the prefactor K nearly as large as possible, while remaining compatible with (1.6).
3.1. Orthogonal transformation
Consider looking for the orthogonal transformations that convert ca,B into cj (for j ∈ B) and ca,A into ci (for
i ∈ A). We begin our multi-qubit transfer protocol by having all m qubits fully occupy distinct sites (identity basis).
6The initial states of the qubits are mutually orthogonal, and we wish to transfer them to a set of mutually orthogonal
states on the new sites while keeping the couplings as small as possible. We present a simple recursive algorithm to
generate these special (non-normalized) orthogonal vectors for dimension 2w, w ∈ N in the next paragraph.
For the smallest dimension (w = 1), we simply choose the vectors u1 = (1, 1) and u2 = (1,−1). Clearly, u1 ·u2 = 0
where the center dot represents the usual dot product for vectors in R2. To generate half of the next set of vectors
(w = 2), we simply concatenate the previous vectors onto themselves:
v1 = u1 ⊕ u1 (3.6)
v2 = u2 ⊕ u2 . (3.7)
To generate the second half of the set, we flip the sign on the second vector being concatenated:
v3 = u1 ⊕−u1 (3.8)
v4 = u2 ⊕−u2 . (3.9)
In general, let uwi represent the 2
w-dimensional orthogonal vectors. Then the 2w+1-dimensional vectors uw+1j can be
constructed as follows:
uw+1i = u
w
i ⊕ uwi (3.10)
uw+1i+2w = u
w
i ⊕−uwi , i = 1, 2, ..., 2w . (3.11)
Note that these orthogonal vectors are not normalized:√
uwi · uwi = 2w/2. (3.12)
The next step is to transfer the m qubits onto these orthogonal states. The Hamiltonian takes the form
H =
iK
2w/2
(
0 M1
−MT1 0
)
, (3.13)
where M is an orthogonal matrix consisting of the recursively-generated orthogonal vectors mentioned in the previous
paragraph:
M1 = 2
−w/2 ( uw1 uw2 · · · uw2w ) (3.14)
and the parameter w is chosen to be as small as possible:
w = 2ddlog2d me < 2dm. (3.15)
For the expanding phase of the protocol, we will concatenate the M matrices horizontally and vertically in order
to generate the higher-dimensional block matrix
Mq+1 =
(
MTq M
T
q · · · MTq
)︸ ︷︷ ︸
2d times
. (3.16)
This sequence of M matrices will cause the qubits to switch between the identity basis and the special orthogonal
basis within each m-sized block. The method for the collapsing phase will work in a similar manner except in reverse.
The maximum absolute element of our Hamiltonian is given by
max
i∈A,j∈B
|Hij | = K√
2w
. (3.17)
Hence, the largest value we can choose for K while satisfying (1.6) is
K = h
√
2w =
C√
2w
>
C√
2dm
. (3.18)
with C the single-particle protocol coupling defined in (3.3).
The construction above transfers m qubits in a total time that scales with
√
m. However, for this protocol to work,
we need to fully rotate out of every ball Bq at each step. We thus modify the protocol so that all the Bq’s are separate
from one another, which will only add constant factors to the runtime.
73.2. Multi-particle runtime
Let us now carefully evaluate the runtime of this multi-particle transfer protocol. Each timestep runs similarly to
that of the single-particle protocol but stretched by a factor of
√
2dm and with φ = pi/2:
tMPq <
√
2dm tq. (3.19)
The multi-particle protocol runtime is then bounded by
τMP < 2
√
2dm
n∑
q=w
tq =
23d/2pi√
2d − 1
(
3
2
)α√
m
n∑
q=w
2q(α−d) (3.20)
The factor of 32 comes from the fact that the balls Bq are now disjoint. For α 6= d, the sum evaluates to
τMP(α 6= d) < 2
3d/2pi√
2d − 1
(
3
2
)α√
m
(2R/3 + 2)α−d −mα/d−1
2α−d − 1 ∼
{ O (√m Rα−d) if α > d
O(mα/d−1/2) if α < d . (3.21)
For α = d, we have
τMP(α = d) <
23d/2pi√
2d − 1
(
3
2
)α√
m log2
(
2R/3 + 2
m1/d
)
∼ O
(√
m log2
(
R
m1/d
))
. (3.22)
Since the runtime of middle portion of the protocol scales as
√
m, this portion is faster than simply running the single-
particle protocol consecutively for each individual particle (factor of m). Thus, we have achieved fast multi-qubit
state transfer.
Note that the runtime of this protocol is slower than a simpler nearest neighbor hopping protocol when α > d+ 1
– however, the high fidelity described in the next section may make this protocol desirable even when α > d+ 1.
4. FIDELITY
In this section, we describe the fidelity of the ideal protocols described above in the presence of two sources of error.
First, we will describe random noise in the coupling constants, which would arise in a programmable device [12] with
noisy coupling constants. Second, we will describe the highly correlated errors that can arise when using physical
long-range interactions which genuinely depend on the distance between physical qubits in space. For simplicity, we
compute the results in the following sections for a single particle (m = 1). The many-particle case (m > 1) can be
easily generalized via (3.18).
4.1. Uncorrelated noise in couplings
Let us begin by treating the case where there is random and uncorrelated error in the value of the coupling constants:
namely we have Hamiltonian
H =
∑
j,k
ihjk(t)
(
c†jck − c†kcj
)
(4.1)
For a given protocol step (expanding or collapsing), let Q = 2qd be the number of sites in Bq. The Hamiltonian will
contain interaction terms coupling Q/2d sites in Bq−1 to the other Q−Q/2d sites in B˜q = Bq \Bq−1. We introduce
an error term so that the overall coupling is
hjk(t) −→ h(0)jk (1 + Xjk) , (4.2)
where h
(0)
jk is the value taken during the ideal protocol, as given in (2.5), and where Xjk are independent and identically
distributed random variables chosen from the normal distribution N (0, 1).  is a tunable parameter characterizing
the strength of the disorder. The overall Hamiltonian can thus split into “ideal” and “disorder” components:
Hq = H
(0)
q + Vq. (4.3)
8We will show that the error
δq =
∥∥∥e−iHqtq − e−iH(0)q tq∥∥∥ (4.4)
resulting from this random disorder is strongly bounded; here we use the conventional definition of the operator norm,
where ‖A‖ represents the maximal singular value of A.
In order to bound δq, we wish to compare the “dephasing” rate arising from Vq to the coherent rate of state transfer
from H
(0)
q . The following result from random matrix theory proves useful (see [13] for a review):
Lemma 4.1 (Bai-Yin’s Law [14]). Let m ∈ R be a Gaussian random variable with zero mean and variance σ2. Let
M be an N1 ×N2 matrix whose entries are independent copies of m. Without loss of generality, let N1 ≥ N2. Then
for every t ≥ 0, there exists a constant c > 0 such that with probability 1− 2 exp(− 12 t2/σ2), we have
E‖M‖ ≤ σ(
√
N1 +
√
N2) + t. (4.5)
Applying Bai-Yin’s law to our random disorder Hamiltonian in Eq.(4.3), we obtain that for any γ > 1
P
[
‖Vq‖ > γCq
(√
|Bq−1|+
√
|B˜q|
)]
< 2 exp
[
−1
2
(γ − 1)2
(√
|Bq−1|+
√
|B˜q|
)2]
. (4.6)
Now, we seek to bound δq. We begin with the Duhamel identity:
e(A+B)t − eAt =
∫ t
0
ds e(A+B)sBeA(t−s). (4.7)
Let A = −iH(0)q be the perfect protocol Hamiltonian and B = −iVq the random disorder in Eq.(4.7). The error (in
1D) can then be bounded as
δq =
∥∥∥e−iHqtq − e−iH(0)q tq∥∥∥ = ∥∥∥∥∫ tq
0
ds eiHqtqVqe
−iH(0)q (tq−s)
∥∥∥∥ ≤ ‖Vq‖tq
≤ γ × φ2d/2
[
1 + (2d − 1)−1/2
]
2−qd/2 (4.8)
We can approximately bound the total error over the entire protocol by summing all the δq’s in quadrature:
δ2rand . 2
n∑
q=1
δ2q ≤ 22φ2
[
1 + (2d − 1)−1/2
]2 1− 2−nd
1− 2−d γ
2
. 22γ2
[
tan−1(2d − 1)]2 [1 + (2d − 1)−1/2]2 1−R−d
1− 2−d , (4.9)
If we take the thermodynamic limit (R→∞) we obtain a finite error:
δ2rand(, R→∞) ≤ 2pi2, (d = 1). (4.10)
While this argument is not rigorous, a rigorous proof of the protocol’s fidelity can be found by simply summing up
all the errors linearly:
δrand ≤ 2
n∑
q=1
δq = 2γ tan
−1(2d − 1)
[
1 + (2d − 1)−1/2
] 1−R−d/2
1− 2−d/2 . (4.11)
The probability that this upper-bound is violated can be obtained by summing Eq.(4.6) over all steps of the protocol:
Pfail < 4
n∑
q=1
exp
[
−1
2
(γ − 1)22qd
(
1 + 21−d
√
2d − 1
)]
(4.12)
< 4e−A
n∑
q=1
2−Aqd (4.13)
< 2−A(d+1)+2
1−R−Ad
1− 2−Ad , A =
1
2
(γ − 1)2
(
1 + 21−d
√
2d − 1
)
, (4.14)
9FIG. 2: The left graph compares the average final site probability for different values of N with the improved δ2
error bound given by Eq.(4.9) with γ = 1. The right graph shows the average final site probability after running the
full protocol as a function of total number of sites (same as R in 1D) for various values of  = 0.3, 0.6, 0.9 (blue, red,
yellow respectively). We average over 100 iterations of the protocol to obtain the data. Error bars shown are purely
statistical.
where in the second step we have lower-bounded 2qd < 1 + qd log 2 to upper-bound the negative-exponential term,
and in the third step we have upper-bounded e−A ≤ 2−A since A ≥ 0. We observe that this probability is finite in
the thermodynamic limit R→∞.
From the numerics shown in Figure 2, we observe that the final site probability asymptotes to a constant value, as
predicted by the argument above. Thus, the state transfer protocol can self-error-correct for random (uncorrelated)
errors. The heuristic bound (4.9) also reasonably predicts the final fidelity F = 1 − δ2rand. A tighter bound may be
obtained by a more careful examination of interference effects in (4.8) and in summing the error contributions per
protocol step.
We also briefly comment on the possibility of errors arising due to spontaneous emission – for example, one might
consider the |1〉 qubit to decay by spontaneous emission to the |0〉 qubit in a cold atomic simulator. In this case,
the fidelity of our algorithm decays exponentially with its runtime: F ∼ exp[−t], since there is always a single |1〉
qubit somewhere in the W-state (if we are sending this qubit). However, this is still much better than the fidelity of
GHZ-based protocols due to spontaneous emission, which will scale as F ∼ exp[−Nt] [5], where N counts the number
of “active” qubits at any one time.
4.2. Physical long-range interactions
In a real system, we may not be able to have constant coupling between sites. Rather, our coupling strength will
decay with distance by a power law:
hjk =
1
|j − k|α , (4.15)
where α can be a tunable parameter depending on the experimental preparation in trapped ion crystals [2], or is fixed
in Rydberg atom arrays [15] or dipolar quantum gases [16], for example. This kind of correlated error is harmful for
our protocol, so to partially mitigate the impact of this error, we modify the protocol by spatially separating the sites
as follows: we separate the Bq’s such that they no longer overlap and insert a spatial gap of
∆q = βQ = β2
q (4.16)
between Bq−1 and Bq. Here, β = β(α) is some prefactor which we can tune based on our final desired probability.
Experimentally, this spatial gap can be possibly achieved by “turning off” certain sites in our lattice. A pictorial
representation of the modified protocol is presented in Figure 3. We also modify the value of Cq to be the middle
10
FIG. 3: The site spacing for β = 1 is shown for the modified long-range protocol.
long-range coupling connecting the centers of Bq−1 and Bq:
Cq =
[d2q−2e+ β2q + 2q−1]−α = 2−qα(3
4
+ β
)−α
. (4.17)
The runtime during each step of the protocol is then
tq =
pi
2Cq
√|Bq−1||Bq| = pi√2
(
3
4
+ β
)α
2q(α−1), (4.18)
and the total protocol runtime can then be computed via summation. For α 6= 1 we have
τLR(α 6= 1) = pi 2
α−1/2
2α−1 − 1
(
3
4
+ β
)α [(
R
4β + 3
+ 1
)α−1
− 1
]
∼
{ O (( 34 + β)Rα−1) if α > 1
O (( 34 + β)α) if α < 1. (4.19)
For α = 1 we have
τLR(α = 1) = pi
√
2
(
3
4
+ β
)
log2
(
R
4β + 3
+ 1
)
∼ O
((
3
4
+ β
)
log2R
)
. (4.20)
In order to bound the long-range error, we split our coupling strength into the ideal and “error” terms similar to
Eq.(4.3):
hjk =
1
((3/4 + β)2q)
α︸ ︷︷ ︸
Ideal
+
1
|j − k|α −
1
((3/4 + β)2q)
α︸ ︷︷ ︸
Error
. (4.21)
We can upper-bound the positional-dependent first term in the error part by its maximum corresponding to the closest
sites between Bq−1 and Bq. For simplicity, we have dropped the +1 inside the parenthesis.
1
|j − k| ≤
1
(β2q)α
. (4.22)
The maximum error contribution to hjk per protocol step can then be upper-bounded by
max
j∈Bq−1,k∈Bq
herrjk ≤
1
2qα
(
1
βα
− 1
(3/4 + β)α
)
:= hmaxq . (4.23)
Our error Hamiltonian now has the following block form (per protocol step q):
Herr =
(
0 A
A† 0
)
, (4.24)
where A is a 2q−1 × 2q matrix. The largest singular value of A, ‖A‖2, is defined as the largest eigenvalue of
√
A†A.
We will first upper-bound ‖A‖1, or the maximum absolute column sum. Since power-law decay is a convex function,
we can upper-bound this sum by replacing each entry of A with the mean value of hmaxq /2. We can do the same with
the maximum absolute row sum to upper-bound ‖A‖∞. A sketch of the bound is presented in Figure 4. Finally, we
invoke the following inequality for matrix norms [17]:
σmax = ‖A‖2 ≤
√
‖A‖1‖A‖∞. (4.25)
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FIG. 4: A sample plot of the absolute error in (4.21) with the averaged upper-bound for the q = 6 step of the
protocol is shown.
Thus, we can upper-bound σmax of A as follows:
σmax ≤
√
2q−12q hmaxq /2 = 2
q−2√2 hmaxq . (4.26)
Let the singular value decomposition of A = UΣV †, where U, V are unitary matrices and Σ a diagonal matrix with
the (real) singular values. Define the vector w as
w =
(
uj
vj
)
, (4.27)
where uj ,vj are the respective j
th columns of U, V . After multiplying the left-hand side of w by Herr we obtain
Herrw =
(
0 UΣV †
V ΣU† 0
)(
uj
vj
)
=
(
σjuj
σjvj
)
= σjw. (4.28)
Thus, the singular values of A are the eigenvalues of Herr. We can then bound the operator norm of the error
Hamiltonian by combining (4.23) and (4.26):
‖Herr‖ ≤
√
2
2q−2
2qα
(
1
βα
− 1
(3/4 + β)α
)
. (4.29)
The error at each step of the protocol can then be bounded as
δq ≤ ‖Herr‖tLRq =
pi
4
[(
1 +
3
4β
)α
− 1
]
, (4.30)
and the total error can hence be bounded as
δ2LR ≤ 2
n∑
q=1
δ2q =
pi2n
8
[(
1 +
3
4β
)α
− 1
]2
(4.31)
which leads to
δ2LR(R, β) ≤
pi2
8
[(
1 +
3
4β
)α
− 1
]2
log2
(
R
4β + 3
+ 1
)
(d = 1). (4.32)
For β  1 and R 1, we have the approximate result to leading order in 1/β:
δ2LR(R, β  1) .
9pi2
128
(
α
β
)2
log2
(
R
4β + 3
)
+O(β−4). (4.33)
12
FIG. 5: The first plot shows the final site probability vs total distance R for the modified protocol with physical
long-range interactions. The second plot shows the relationship between the decay exponent a and the gap
parameter β for α = 1. The uncertainties from the linear regression are too small to display.
In principle, we can tune β = β(α) to achieve our desired bound in error. We know that this logarithmic bound
cannot be tight since the error cannot exceed 1. Numerically, we observe a linear correlation between logPx and logR
for sufficiently large n, implying that the final probability decays as an inverse power-law:
logPx ∼ a logR+ b =⇒ Px ∼ O
(
R−a
)
, (4.34)
where a = a(α, β) is the decay exponent and can be determined numerically for given parameters α and β. We run a
standard linear regression for several values of β and plot the results in Fig. 5.
4.2.1. Fidelity and speed trade-off
Define the fidelity F as our desired probability of measuring the particle at the final site. From our modified
long-range protocol, we know that we can increase the final site support at the cost of runtime. So in order to achieve
a certain F , we can run a fast (β ∼ 1) but inaccurate protocol many times, or we can run a slow (β  1) but accurate
protocol a few times.
Define the effective runtime τeff as
τeff(F ) = `τLR (4.35)
where τLR is given in Eq.(4.19), and
` = min
s
[F > 1− (1− Px)s] (4.36)
is the minimum number of times to run the protocol to achieve fidelity F . Let τ0 = τLR(β = 0) denote the runtime of
the long-range protocol with no gaps, and let τ∗ = τeff/τ0 denote the effective time as a fraction of the gapless runtime.
Figure 6 shows some ultimate compromise between a large effective fidelity F and the run time of the protocol.
5. CONCLUSION
We have analyzed in some detail a new protocol for high fidelity state transfer using long-range interactions, and
based on intermediate W-states. Our protocol is effectively immune to uncorrelated errors in programmable couplings,
and may be well suited for near-term noisy devices.
One strategy for improving the algorithm’s performance with physical long-range interactions could be to “strobe”
the interactions on and off with time, so as to effectively reduce the interaction. Whether this (or any other method)
13
FIG. 6: The first plot is the effective time fraction τ∗ as a function of the gap size β for various values of fidelity F
(α = 1). For a wide range of values of F , the minimum value of τ∗ was chosen to produce the second plot.
serves to better mimic the high-fidelity ideal protocol is an interesting problem in quantum engineering of near-term
platforms.
A critical property of our protocol is that all pairs of qubits are interacting as a consequence of the long-range, power
law interactions. This allows for the extreme quantum coherence that renders finite fidelity in the thermodynamic
limit. It is an important open question to understand whether this extremely high fidelity persists on other kinds of
quantum hardware, such as combinations of trapped ion crystals interfaced with photons [18, 19], which may be more
tunable but have more restrictive interaction graphs.
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