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a b s t r a c t
We study the stability of zero-fill incomplete LU factorizations of a nine-point coefficient
matrix arising from a high-order compact discretisation of a two-dimensional constant-
coefficient convection–diffusion problem. Nonlinear recurrences for computing entries of
the lower and upper triangular matrices are derived and we show that the sequence of
diagonal entries of the lower triangular factor is unconditionally convergent. A theoretical
estimate of the limiting value is derived and we show that this estimate is a good predictor
of the computed value. The unconditional convergence of the diagonal sequence of the
lower triangular factor to a positive limit implies that the incomplete factorization process
never encounters a zero pivot and that the other diagonal sequences are also convergent.
The characteristic polynomials associated with the lower and upper triangular solves that
occur during the preconditioning step are studied and conditions for the stability of the
triangular solves are derived in terms of the entries of the tridiagonal matrices appearing
in the lower and upper subdiagonals of the block triangular system matrix and a triplet of
parameters which completely determines the solution of the nonlinear recursions. Results
of ILU-preconditioned GMRES iterations and the effects of orderings on their convergence
are also described.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
A nine-point high-order compact discretisation for two-dimensional convection–diffusion problems was introduced
in [8]. In comparison to central-difference approximationswhere non-physical oscillations appear in the discrete solutions, it
has been theoretically established in [7] that for convection-dominated grid aligned flows, the nine-point discrete solutions
are oscillation-free. Other favourable properties of the scheme are its unconditional stability with relaxation schemes [2,9,
10] and that the numerical schemedoes not suffer froma cross-streamartificial viscosity [14] as does the first-order accurate
upwind scheme for problems with non-grid aligned characteristic directions.
Preconditioned Krylov subspace methods using incomplete LU (ILU) factorizations [11] of coefficient matrices have been
considered in [12,3]. For central-difference approximations of a two-dimensional constant-coefficient convection–diffusion
problem, Elman [5] showed that there are cases when ILU preconditioners perform poorly due to the numerical instability
of the triangular solves that arise in the preconditioning steps. Chow and Saad [4] experimentally studied incomplete
factorization preconditioning for indefinite matrices and they observed that inaccuracies due to very small pivots, unstable
triangular solves, inaccuracy due to dropping and the problem of encountering zero pivots may often occur together and
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may be more severe. They proposed three statistics: the statistic ‖(LU)−1e‖∞ with e being a vector of ones, the reciprocal
of the smallest pivot and the statistic max (L+ U) for understanding an incomplete factorization.
In this paper, an analysis of the zero-fill incomplete factorization for the nine-point system matrix is carried out. We
derive nonlinear recursions for seven of the diagonals of the L and U factors and by studying a simplified recurrence for the
diagonal entry of the lower triangular factor, we show that this sequence of diagonal entries is unconditionally convergent.
We provide numerical evidence that the estimated limiting value of the diagonal sequence is a good approximation of the
true limit.
Stability and fast algorithms of zero-fill incomplete LU factorizations for general nine-point matrices arising from two-
dimensional elliptic equations are studied in a recent work by Zhang, Fang and Wang [16] who also introduce the concept
of uniform stability meaning that the ILU of the principal submatrix is still stable when the matrix size increases infinitely
and they establish, under certain assumptions on the diagonal sequences in the coefficient matrix that the uniform stability
is related to the convergence of the nonlinear recursive schemes of the zero-fill ILU factorization. These authors observed
that the solutions of the nonlinear recursions associated with the limiting values of the diagonal sequences are completely
determined by three factors.
Here we show that the three factors arising from the nonlinear recursions allow a derivation of stability conditions for
the triangular solves that occur during the preconditioning step. We give conditions for stable triangular solves in terms of
the entries of the tridiagonal matrices that appear in the lower and upper subdiagonals of the block triangular coefficient
matrix.
The paper is structured as follows. In Section 2, we consider the nine-point discretisation of a two-dimensional
convection–diffusion model problem and we derive the incomplete factorization of the resulting matrix. A study on the
convergence of the main diagonal of the lower triangular matrix is carried out in Section 3 and we discuss the system of
nonlinear recursions satisfied by the limiting values. In Section 4 we study the stability of the triangular solves that occur
during an ILU-preconditioning step and in Section 5, we give the results of some numerical tests which include the effects
of orderings on the convergence of the preconditioned iterations.
2. A model two-dimensional problem
Consider the two-dimensional constant-coefficient problem
−∆u+ pux + quy = f , (1)
in the unit square with Dirichlet boundary conditions. We do not impose any restrictions on the real constants p and q. On
a uniform grid with mesh size h = 1/(n+ 1) in each coordinate direction, the fourth-order scheme has a nine-point stencil
given by [15](
v e w
b a d
t c s
)
,
where
a = 20+ 4γ 2 + 4β2, b = −(4+ 4γ + 2γ 2), d = −(4− 4γ + 2γ 2),
t = −(1+ γ )(1+ β), c = −(4+ 4β + 2β2), s = −(1− γ )(1+ β),
v = −(1+ γ )(1− β), e = −(4− 4β + 2β2), w = −(1− γ )(1− β),
and γ = ph/2 and β = qh/2. Ordering the unknowns along lines in the x-direction, the coefficient matrix A ∈ RN×N where
N = n2 has the block-tridiagonal structure given by
A = block-tridiagonal [C, B,D] . (2)
The matrices B, C and D of order n are tridiagonal and are given by
C = tridiagonal [t, c, s] ,
B = tridiagonal [b, a, d] ,
D = tridiagonal [v, e, w] .
Let Q = LU denote the ILU(0) factorization of matrix A. We write the matrices L and U in the form
L =

α1
φ2 α2
φ3 ·
· ·
φn αn
ωn+1 ξn+1 φn+1 αn+1
ϕn+2 ωn+2 ξn+2 · ·
· · · · ·
· · · · ·
ϕN ωN ξN φN αN

, (3)
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and
U =

1 δ1 η1 θ1
1 δ2 ν2 η2 θ2
· · ν3 · ·
· · · · · ·
· · · νN−n−1 ηN−n−1 θN−n−1
· · νN−n ηN−n
1 δN−n+1
1 δN−2
1 δN−1
1

. (4)
Considering the product LU and comparing the corresponding non-zero entries of A give the following equations for the
entries of L and U:
αj =

a if j = 1,
a− φjδj−1 2 ≤ j ≤ n,
a− ωjηj−n − ξjνj−n+1 n+ 1 ≤ j ≤ N and
j = 1 mod n,
a− ωjηj−n − ϕjθ j− n− 1− φjδj−1 n+ 1 ≤ j ≤ N and
j = 0 mod n,
a− ωjηj−n − ϕjθj−n−1 − φjδj−1 − ξjνj−n+1 n+ 1 ≤ j ≤ N and
j 6= 0 and j 6= 1 mod n.
(5)
ϕj =
{
t n+ 2 ≤ j ≤ N and j 6= 1 mod n,
0 otherwise. (6)
ωj =
{c j = 4,
c − ϕjδj−n−1 n+ 1 ≤ j ≤ N,
0 otherwise.
(7)
δj =
d/αj 1 ≤ j ≤ n− 1,(d− ωjθj−n − ξjηj−n+1) /αj n+ 1 ≤ j ≤ N and j 6= 0 mod n,0 otherwise. (8)
ξj =
{
s− ωjδj−n 2 ≤ j ≤ N − n and j 6= 0 mod n,
0 otherwise. (9)
φj =
{b 2 ≤ j ≤ n,
b− ϕjηj−n−1 − ωjνj−n n+ 1 ≤ j ≤ N and j 6= 1 mod n,
0 otherwise.
(10)
νj =
{(
v − φjηj−1
)
/αj 2 ≤ j ≤ N − n and j 6= 1 mod n,
0 otherwise. (11)
ηj =
e/αj 1 ≤ j ≤ N − n and j = 1 mod n,(e− φjθj−1) /αj 1 ≤ j ≤ N − n and j 6= 1 mod n,0 otherwise. (12)
θj =
{
w/αj 1 ≤ j ≤ N − n and j 6= 0 mod n,
0 otherwise. (13)
3. Convergence of recurrences
As the first step in the analysis, we consider the first n rows of the ILU factorization, whose diagonal entries satisfy the
recurrence
α1 = a, αj = a− bd/αj−1, 2 ≤ j ≤ n. (14)
The value αj is called the (j− 1)th approximant of the continued fraction [5]
a− bd
a− bd
a−
...
.
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To study the convergence of the approximants, we recall the following result [13, Theorem 8.2], first used by Elman [5]
to establish the convergence of the approximants for an ILU factorization of the coefficient matrix arising from central-
difference approximations of (1).
Theorem 1. The continued fraction
1+ τ
1+ τ
1+
...
(15)
converges for real values of τ satisfying
τ ≥ −1
4
,
and the limiting value is
(
1+√1+ 4τ) /2.
Letting α̂j = αj/awe find that
{
α̂j
}
1≤j≤n satisfy the recurrence
α̂1 = 1, α̂j = 1+ τ
α̂j−1
, 2 ≤ j ≤ n,
with τ = −bd/a2. We see that α̂j is the (j − 1)th approximant of a continued fraction of the form (15). To establish the
convergence of the sequence
{
α̂j
}
, we need to prove that τ ≥ −1/4. By computation, we find that
bd
a2
= 4+ γ
4
4
(
5+ γ 2 + β2)2 .
Since
(
5+ γ 2 + β2)2 ≥ (2+ γ 2)2 ≥ 4+ γ 4, we find that
4+ γ 4(
5+ γ 2 + β2)2 ≤ 1,
and it thus follows that
τ = −bd
a2
≥ −1
4
.
The above result shows that
{
α̂j
}
converges to (1+√1+ 4τ)/2 and therefore {αj} converges to (a+√a2 − 4bd) /2. For
the fourth-order scheme, we find that the limit α is given by
α = 2
(
5+ γ 2 + β2 +
√
21+ γ 4 + 10β2 + 2γ 2 (5+ β2)) . (16)
From (5), we find that all but (3n− 2) of the αj’s satisfy the more complicated recurrence
αj = a− ωjηj−n − ϕjθj−n−1 − φjδj−1 − ξjνj−n+1.
Using the expressions (6)–(13), we consider a simplified form of the recurrence which is
αj = a− ce
αj−n
− tw
αj−n−1
− bd
αj−1
− sv
αj−n+1
. (17)
In order to study the above recurrence, let α be the larger root of the equation
α = a− ce+ tw + bd+ sv
α
, (18)
resulting by formally substituting αj−n±1, αj−n, αj−1 and αj by α in (17). Solving for α gives
α = a+
√
a2 − 4(ce+ tw + bd+ sv)
2
, (19)
and in terms of γ and β , the expression for α is given by
α = 10+ 2γ 2 + 2β2 +√6
√
11+ 7β2 + γ 2(7+ β2).
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In (17), we substitute αj−n, αj−n±1 by α to obtain the recurrence
αj = a− ce+ tw + sv
α
− bd
αj−1
. (20)
We use the above simplified recurrence for
{
αj
}
for j ≥ 2 with
α1 = a− ce+ tw + sv
α
in order to gain knowledge about the convergence of the diagonals αj’s in the incomplete LU factorization of A. We note that
a− ce+ tw + sv
α
= 20+ 4γ 2 + 4β2 + 2
(−9+ β2 − 2β4 − γ 2 (−1+ β2))
10+ 2γ 2 + 2β2 +√6
√
11+ 7β2 + γ 2 (7+ β2) . (21)
Let P = 10+ 2γ 2+ 2β2, Q = 18− 2γ 2− 2β2+ 2γ 2β2+ 4β4 and R > 0 such that R2 = 66+ 42γ 2+ 42β2+ 6γ 2β2, then
a− (ce+ tw + sv)/α =
(
2P2 − Q )+ 2PR
P + R .
We remark that P is always positive. To show that a − (ce + tw + sv)/α is always positive, it is sufficient to prove that(
2P2 − Q ) is always positive. In terms of γ and β , we find that
2P2 − Q = 164+ 84γ 2 + 8γ 4 + 84β2 + 12γ 2β2.
Thus 2P2 − Q is always positive and it then follows that a− (ce+ tw + sv)/α is always positive.
If τ = −bd/(a− (ce+ tw+ sv)/α)2 satisfies τ ≥ −1/4, then the sequence {αj/(a− (ce+ tw + sv)/α)} converges and
its limit is
1+√1− 4bd/(a− (ce+ tw + sv)/α)2
2
.
The sequence
{
αj
}
will thus converge to
α˜ = (a− (ce+ tw + sv)/α)+
√
(a− (ce+ tw + sv)/α)2 − 4bd
2
.
To prove τ ≥ −1/4, we need to prove that
4bd ≤ (a− (ce+ tw + sv)/α)2. (22)
Now, bd = 4(4+ γ 4) and
(a− (ce+ tw + sv)/α)2 = 4
(
9− β2 + 2β4 + γ 2 (−1+ β2)− 2α (5+ γ 2 + β2))2
α2
.
Thus,
4bd/(a− (ce+ tw + sv)/α)2 = 16
(
4+ γ 4)(
20+ 4γ 2 + 4β2 + 2(−9+β2−2β4−γ 2(−1+β2))
10+2γ 2+2β2+√6
√
11+7β2+γ 2(7+β2)
)2 . (23)
To show that
4bd/(a− (ce+ tw + sv)/α)2 ≤ 1,
we observe that
a− (ce+ tw + sv)/α =
(
2P2 − Q )+ 2PR
P + R ≥
41+ 21γ 2
5
.
Therefore,
4bd ≤ (a− (ce+ tw + sv)/α)2 ≤ 25
(
64+ 16γ 4)
(41+ 21γ 2)2 .
Since (41+ 21γ 2)2 = 1681+ 1722γ 2 + 441γ 4 ≥ 1600+ 400γ 4, we find that
τ = −bd/(a− (ce+ tw + sv)/α)2 ≥ −1
4
.
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(a) h = 1/17. (b) h = 1/25.
Fig. 1. Convergence of diagonal values (p = 40, q = 50).
Thus, the sequence
{
αj
}
is convergent. It remains to be shown that α˜ = α, that is,
α = (a− (ce+ tw + sv)/α)+
√
(a− (ce+ tw + sv)/α)2 − 4bd
2
.
The above can be written in the form√
(a− (ce+ tw + sv)/α)2 − 4bd = 2α − (a− (ce+ tw + sv)/α). (24)
The right-hand side of (24) can be written as
2α − a+ (ce+ tw + sv)/α
=
2
(
75+ 41γ 2 + 41β2 + 7γ 2β2 + 2β4 + 2√6 (5+ γ 2 + β2)√11+ 7β2 + γ 2 (7+ β2))
2
(
5+ γ 2 + β2)+√6√11+ 7β2 + γ 2 (7+ β2) .
From the above expression, it is clear that 2α − a+ (ce+ tw+ sv)/α is positive. Then, squaring both sides of (24), we find
that α satisfies
α − a+ (bd+ ce+ tw + sv) /α = 0,
which is precisely (18). We thus have the following result.
Theorem 2. Let α satisfy (18). Then, the sequence defined by (20) is convergent with limit α given by
α = (ς + %)/2, (25)
where
ς = 20+ 4γ 2 + 4β2 + 2
(−9+ β2 − 2β4 − γ 2 (−1+ β2))
10+ 2γ 2 + 2β2 +√6
√
11+ 7β2 + γ 2 (7+ β2) ,
and
% = (−16 (4+ γ 4)+ ς2) 12 .
The diagonal values in each block converge for all γ , β . In Fig. 1 we show the graphs of the computed values of the ILU
diagonals
{
αj
}
and the limiting value α for the case p = 40 and q = 50 for two different mesh sizes h = 1/17 and h = 1/25.
For the first block (first n rows of the ILU factorization) our predicted values are α = 33.14 for n = 16 and α = 25.78 for
n = 24.
In Fig. 2 we show the convergence of the computed values of the ILU diagonals in two other cases formesh size h = 1/25.
For the case p = 100, q = 0, the predicted value for the first block is 35.5499 and the predicted value of α for the other
blocks is α = 33.2971. We remark that the predicted values are good approximations for the computed values.
We show in Fig. 3 the convergence of the ILU diagonals for (p, q) values when either p or q or both are negative. The
computed values compare well with the theoretical values in these cases also and these confirm that there is no restriction
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(a) p = 100, q = 0. (b) p = 0, q = 100.
Fig. 2. Convergence of diagonal values (h = 1/25).
(a) p = −150, q = −100. (b) p = 100, q = −80.
Fig. 3. Convergence of diagonal values (h = 1/32).
on (p, q) values for the convergence of the diagonal values. All the above numerical experiments indicate that the predicted
values are good approximations for the diagonal values of Block 1 for various values of p and q.We also note that althoughwe
have used a simplified recurrence to predict the limiting value of the diagonal values for the remaining blocks, the numerical
results indicate that the predicted values are good approximations.
3.1. Reparametrisation of nonlinear recursions
The unconditional convergence of the diagonal sequence αj of the lower triangular factor L to a positive limit implies
that the ILU recursions for the nine-point matrix do not encounter a zero pivot and this also implies the unconditional
convergence of the other sequences. Following [16], we describe the systemof nonlinear equations that these limiting values
must satisfy.
We write the nine-point discretisation matrix A in (2) in the form
A = {t, c, s, b, a, d, v, e, w} ,
and the L and U factors as
L = {ϕj, ωj, ξj, φj, αj, 0, 0, 0, 0} ,
U = {0, 0, 0, 0, 1, δj, νj, ηj, θj} .
Using (6) and (13), we observe that the sequences
{
ϕj
}
and
{
θj
}
are completely determined by
{
αj
}
. Denoting the limiting
values of the seven output sequences
{
αj
}
,
{
ωj
}
,
{
ξj
}
,
{
φj
}
,
{
δj
}
,
{
νj
}
and
{
ηj
}
by α, ω, ξ , φ, δ, ν and η, we see from (6)–(13)
that the limiting values satisfy the following nonlinear recursions
α = a− ωη − (tw/α)− φδ − ξν, (26)
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Table 1
Computed values of α, r and r¯
(γ , β) α r r¯
Formula (25) System (28)
(0.5, 0.5) 20.34 19.89 −0.1412 −0.3710
(0, 2.5) 40.62 40.68 −0.0975 −0.9748
(2, 4) 85.92 85.12 −0.0644 −0.2501
(−2,−3) 64.78 64.23 −0.2304 −0.0757
(10, 5) 402.5 385.3 −0.4477 −0.6544
and
ω = c − tδ, ξ = s− ωδ,
φ = b− tη − ων, δ = (d− (ωw/α)− ξη) /α,
ν = (v − φη) /α, η = (e− (φw/α)) /α.
(27)
Using the recurrences (7) and (10) and noting that b and c are always negative, we see that the limits φ andω are always
negative. Similarly, from (8) and (12) we see that the limits δ and η are also negative whereas the signs of ξ and ν are
dependent on the values of γ and β .
The nonlinear equations (Eqs. (26) and (27)) can be reformulated as follows. Letting r = δ and r¯ = φ/α, we can write
ν = ν(α, r¯) = v/α − ηr¯ , η = η(α, r¯) = e/α − (w/α)r¯ , ω = ω(α, r) = c − tr and ξ = ξ(α, r) = s− ωr . The set (α, r, r¯)
can then be obtained by solving the system of nonlinear equations given by
αr¯ + tη + ων = b,
αr + (ωw/α)+ ξη = d,
α(1+ r r¯)+ ωη + (tw/α)+ ξν = a.
(28)
We show in Table 1 some computed values of the triplet (α, r, r¯) for different values of the pair (γ , β).
In case the matrix A has off-diagonal sequences with all negative terms, it is discussed in [16] that the uniform stability
of ILU is equivalent to the existence of the triplet (α, r, r¯) with α > 0 and both factors r and r¯ being negative. In our case
the results of [16] apply to the case 0 < γ , β < 1. However as observed earlier for our model problem, the factors r and r¯
are always negative whatever the values of γ and β .
4. Stability of the triangular solves
We study the numerical stability of the upper and lower triangular solves that occur during the implementation of the
ILU preconditioning. At each iteration we need to solve systems of the form LUv = w. We first consider the lower triangular
system Lz = w. Most of the entries zj of the vector z are computed by an equation of the form
zj = 1
αj
(
wj − φjzj−1 − ϕjzj−n−1 − ωjzj−n − ξjzj−n+1
)
.
The stability analysis is carried out by examining the recurrence
αjzj + φjzj−1 + ϕjzj−n−1 + ωjzj−n + ξjzj−n+1 = wj, (29)
where the quantities zj−1, zj−n±1, zj−n have already been computed. If the coefficients in (29) are constants, that is, αj ≡
α, φj ≡ φ, ϕj ≡ t, ωj ≡ ω and ξj ≡ ξ , then the characteristic polynomial associated with the recurrence (29) is given by
αµn+1 + φµn + ξµ2 + ωµ+ ϕ = 0. (30)
For the upper triangular solve Uv = z, renumbering the entries vj of the vector v by vˆj = vN−j, we find that most of the
entries vˆj are computed from an equation of the form
vˆj + δvˆj−1 + νvˆj−n+1 + ηvˆj−n + θvˆj−n−1 = zN−j. (31)
The characteristic polynomial associated with the recurrence (31) is
µn+1 + δµn + νµ2 + ηµ+ θ = 0.
Following [5], a triangular solve is stable when all the roots of the associated characteristic polynomial lie on or inside
the unit circle and there are no multiple roots on the unit circle. Otherwise, the triangular solve is unstable.
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(a) For even n. (b) For odd n.
Fig. 4. Sample plots of Γ (µ)when ϕ < 0 and ξ < 0.
4.1. Lower triangular solves
We consider the following recurrence polynomial
Γ (µ) = αµn+1 + φµn + ξµ2 + ωµ+ ϕ,
associated with the lower triangular solve. From the recurrences (5)–(13), we find that the value of α given by (25) is always
positive and the values of φ and ω are always negative. The signs of ϕ = −(1+ γ )(1+ β) and ξ , the limiting value of the
constant sequence {s = −(1− γ )(1+ β)} depend on the values of γ and β . We therefore have to consider the following
cases:
1. ϕ < 0 and ξ < 0,
2. ϕ < 0 and ξ > 0,
3. ϕ > 0 and ξ > 0,
4. ϕ > 0 and ξ < 0.
We generally observe that the case (ϕ < 0, ξ < 0) occurs for (γ , β) ∈ {−1 < γ < 1;β > −1}. Similarly for
(γ , β) ∈ {γ > 1;β > −1} ∪ {γ < −1;β < −1}, we have (ϕ < 0, ξ > 0). The case (ϕ > 0, ξ > 0) occurs for (γ , β) ∈
{−1 < γ < 1;β < −1} and for (γ , β) ∈ {γ < −1;β > −1} ∪ {γ > 1;β < −1}, we have ϕ > 0 and ξ < 0.
4.1.1. Case ϕ < 0 and ξ < 0
Representative graphs for the polynomial Γ (µ) are shown in Fig. 4.
For this case, the largest root is a root with largest modulus. Thus if there are nomultiple roots of unit modulus, the lower
triangular solve is stable if Γ (1) ≥ 0, that is, if
α + φ + ξ + ω + ϕ ≥ 0. (32)
Using the parametrisation given in (27), we find that condition (32) becomes
α(1+ r¯)+ s+ c(1− r)+ t(1− r + r2) ≥ 0. (33)
We note that (33) is a condition for the stability of the lower triangular solve in terms of the computed triplets (α, r, r¯) and
the input coefficients (s, c, t). Noting that the parameter t is negative for the case considered, we consider the quadratic
polynomial f (r) = tr2 − (c + t)r + s+ c + t + α(1+ r¯). The two roots of this polynomial are
r± = c + t ±
√
(c + t)2 − 4t(c + s+ t + α(1+ r¯))
2t
= ψ∓(α, r¯). (34)
Therefore for the case ξ < 0 and ϕ < 0, the lower triangular solve is stable if
ψ−(α, r¯) ≤ r ≤ ψ+(α, r¯). (35)
To illustrate this bound, we consider the case γ = 0.5 and β = 2. The computed factors are α = 34.33, r = −0.1912 and
r¯ = −0.0742 and for stability, we require−0.0712 ≤ r ≤ 5.516. Thus the theoretical result predicts an unstable triangular
solve as the computed factor is r = −0.1912. This can also be seen by computing Γ (1) = −0.0176 and this implies that
the auxiliary equation has a root of magnitude greater than 1.
We however note that it is difficult from (34) and (35) to find explicit ranges for the pair (γ , β) which gives unstable
triangular solves. Fig. 5 shows plots of ψ− and r as a function of β . Note that ψ+(α, r¯) is always positive and thus we do
not need to show this parameter on the graph as the parameter r is always negative. It is observed that the lower triangular
solves are stablewhen β is large since the graph of r remains above the graph ofψ− in these cases. Similar plots are obtained
for other values of γ in the range−1 < γ < 1.
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(a) γ = −0.5, β > −1. (b) γ = 0.8, β > −1.
Fig. 5. Plots of r and ψ− as a function of β for fixed γ in the range−1 < γ < 1.
(a) For even n. (b) For odd n.
Fig. 6. Sample plots of Γ (µ)when ϕ > 0 and ξ > 0.
4.1.2. Case ϕ < 0 and ξ > 0
Sample plots of the recurrence polynomial Γ (µ) in this case are similar to those in the case ϕ < 0 and ξ < 0. It thus
follows thatΓ (µ) has precisely one positive root and asΓ (µ) increases very rapidly in the neighbourhood of 1, this positive
root, which is the root with largest modulus lies very close to one. It again follows that for the recurrence polynomial to have
roots inside the unit circle, it is sufficient that
α + φ + ξ + ω + ϕ ≥ 0.
In this case the conditions for stability are again given by (34) and (35).
4.1.3. Case ϕ > 0 and ξ > 0
We show in Fig. 6, sample plots of the recurrence polynomial Γ (µ) for odd and even values of n.
For even n the recurrence polynomial has one negative root and two positive roots and the root with largest modulus is
the negative root. This means that the roots of the recurrence polynomial will lie on or inside the unit circle if the condition
Γ (−1) ≤ 0 is satisfied and this is equivalent to the condition
tr2 − (c − t)r + s− c + t − α(1− r¯) ≤ 0
being satisfied. The critical values of the above quadratic inequality are
r± = c − t ±
√
(c − t)2 − 4t(s− c + t − α(1− r¯))
2t
= ψ±(α, r¯). (36)
Noting that ϕ = t > 0, we find that the condition Γ (−1) ≤ 0 is satisfied if
ψ−(α, r¯) ≤ r ≤ ψ+(α, r¯).
To numerically illustrate this bound, we consider the case when γ = 0.5 and β = −2. We have ξ = 0.2118, ϕ = 1.5,
r = −0.0741, r¯ = −0.1912 and α = 34.33. The stability condition on r is −6.99 < r < 3.33. We therefore observe that
the lower triangular solve is stable for the pair (γ , β) = (0.5,−2).
For odd values of n, we require that Γ (1) ≥ 0 and thus the condition for stability for this case is again given by (34) and
(35).
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4.1.4. Case ϕ > 0 and ξ < 0
For odd n, the recurrence polynomial has exactly two positive roots and one negative root, and for even n, there are
exactly two positive roots. For both parities of n, the largest positive root is the root with largest modulus and thus all the
roots of the recurrence polynomial lie inside the unit circle when Γ (1) ≥ 0. This case leads to the stability conditions given
by (34) and (35).
4.2. Upper triangular solves
The recurrence polynomial associated with the upper triangular solve is
Υ (µ) = µn+1 + δµn + νµ2 + ηµ+ θ.
An analysis similar to that of the lower triangular solve can be carried out in this case also. The limiting values η and δ are
negative for all values of the pair (γ , β) and the limiting values ν and θ depend on the values of γ and β . Thus, we need to
again distinguish among the following four cases:
1. ν < 0 and θ < 0,
2. ν > 0 and θ < 0,
3. ν < 0 and θ > 0,
4. ν > 0 and θ > 0.
Generally, we observe that we have ν < 0 and θ < 0 when (γ , β) ∈ {−1 < γ < 1;β < 1}, and ν > 0 and θ < 0
occur when (γ , β) ∈ {γ < −1;β < 1} ∪ {γ > 1;β > 1}. Similarly, we obtain ν < 0 and θ > 0 when (γ , β) ∈
{γ < −1;β > 1} ∪ {γ > 1;β < 1} and ν > 0 and θ > 0 when (γ , β) ∈ {−1 < γ < 1;β > 1}.
In comparison to the case of the lower triangular solves where stability conditions were derived in terms of r and the
entries t, c and s of the tridiagonal matrix C occurring in the subdiagonal of the block-tridiagonal matrix A, the stability
conditions for the upper triangular solves will be derived in terms of r¯ and the entries v, e and w of the matrix D occurring
in the superdiagonal of A.
First consider the casewhen ν < 0 and θ < 0. For this case, the recurrence polynomialΥ (µ) has exactly one positive root
which is the root with largest modulus. Thus, the roots of the recurrence polynomial lie inside the unit circle if Υ (1) ≥ 0. In
terms of the computed triplets (α, r, r¯) and the input values (v, e, w), this condition is equivalent to f (r¯) ≥ 0 where f (r¯) is
the quadratic polynomial
f (r¯) = wr¯2 − (e+ w)r¯ + e+ v + w + α(1+ r)
having roots
r¯± = (e+ w)±
√
(e+ w)2 − 4w(e+ v + w + α(1+ r))
2w
= ψ˜∓(α, r). (37)
Noting thatw < 0 for this case, we require for stability of the upper triangular solves, the condition
ψ˜−(α, r) ≤ r¯ ≤ ψ˜+(α, r). (38)
When ν > 0 and θ < 0, the root with largest modulus is the only positive root of the recurrence polynomial and the
stability condition for the upper triangular solve is Υ (1) ≥ 0. This case leads to the same conditions given by (37) and (38).
For the case when ν < 0 and θ > 0, the root with largest modulus of the recurrence polynomial is the positive root. This
means that the upper triangular solve is stable when the condition Υ (1) ≥ 0 holds. The stability conditions in this case also
are again given by (37) and (38).
Finally we consider the last case when ν > 0 and θ > 0. For even n, the upper triangular solve is stable if Υ (−1) ≤ 0.
This leads to the condition f˜ (r¯) ≤ 0 where f˜ (r¯) is the quadratic polynomial given by
wr¯2 + (w − e)r¯ + v − e+ w + α(r − 1) ≤ 0.
Noting thatw > 0, the stability condition is given by
ψ∗+(α, r) ≤ r¯ ≤ ψ∗−(α, r), (39)
where
ψ∗∓ =
(w − e)±√(w − e)2 − 4w (v − e+ w + α(r − 1))
2w
.
For odd n, the root with largest modulus is the positive root. In this case the upper triangular solve is stable if Υ (1) ≥ 0.
This leads to the conditions given by (37) and (38).
Benzi, Szyld and Van Duin [1] have pointed out that the quantity ‖I − A(LU)−1‖F is a good indication of the stability
of the triangular solves that occur in the ILU-preconditioning step. In Table 2, we show computed values of the following
quantities: r¯ , ψ∗−, the Frobenius norm of the residual matrix given by N1 = ‖A− LU‖F which is a measure of the accuracy
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Table 2
Computed values of r¯ , ψ∗− , ‖A− LU‖F , ‖I − A(LU)−1‖F , ‖S‖F , ‖T‖F and ‖(LU)−1e‖∞ when ν > 0 and θ > 0
β r¯ ψ∗− N1 N2 ‖S‖F ‖T‖F ‖(LU)−1e‖∞
1.5 −1.5E−1 −1.0E1 1.6E1 1.0629 7.6E2 2.1E2 8.9E−1
2 −1.2E−1 −7.9494 1.5E1 7.3E−1 9.6E2 2.8E2 8.1E−1
5 −4.5E−2 −1.0E1 1.3E1 2.2E−1 3.4E3 7.0E2 3.8E−1
10 −2.0E−2 −2.0E1 1.4E1 1.7E−1 1.2E4 1.4E3 1.7E−1
25 −6.8E−3 −4.9E1 1.5E1 8.0E−2 7.3E4 3.5E3 4.6E−2
50 −2.7E−3 −9.9E1 1.4E1 3.1E−2 2.9E5 7.0E3 1.4E−2
100 −8.0E−4 −2.0E2 1.4E1 9.3E−3 1.2E6 1.4E4 3.8E−3
200 −2.1E−4 −4.0E2 1.4E1 2.4E−3 4.7E6 2.8E4 9.7E−4
500 −3.5E−5 −1.0E3 1.4E1 3.9E−4 2.9E7 7.0E4 1.6E−4
1000 −8.7E−6 −2.0E3 1.4E1 9.9E−5 1.2E8 1.4E5 3.9E−5
The value of γ = 0 and n = 24.
Table 3
Performance of ILU(0) for n = 31
(γ , β) Iter ‖(LU)−1e‖∞ 1/pivot max(L+ U)
FOS CDS FOS CDS FOS CDS FOS CDS
(0.5, 2) 6 13 1.3E0 1.2E1 2.9E−2 2.6E−1 3.7E1 4.8E0
(−0.9, 1.5) 13 19 3.7E−1 1.1E0 3.2E−2 2.5E−1 3.2E1 4.3E0
(−0.5, 50) 4 Ě 2.2E−2 5.9E18 2.0E−4 Ď 1.0E4 4.9E1
(0.5, 10) 5 Ě 2.3E−1 Ď 3.6E−3 Ď 4.2E2 9.0E0
(0, 100) 3 Ě 6.1E−3 1.3E17 4.8E−5 Ď 4.0E4 9.9E1
Table 4
Performance of ILU(0) for n = 48
γ = β Iter ‖(LU)−1e‖∞ 1/pivot max(L+ U)
FOS CDS FOS CDS FOS CDS FOS CDS
0.9 9 9 1.4E0 9.2E0 4.0E−2 2.6E−1 2.6E1 4.0E0
2 7 19 4.1E0 9.3E5 2.1E−2 2.5E−1 5.2E1 5.3E0
15 13 Ě 3.6E0 4.3E16 7.0E−4 Ď 1.8E3 1.4E1
20 14 Ě 1.7E0 7.3E17 4.0E−4 Ď 3.2E3 1.9E1
50 14 Ě 1.6E−1 3.1E16 1.0E−4 Ď 2.0E4 4.9E1
of the incomplete factorization, N2 = ‖I − A(LU)−1‖F and the Frobenius norm of the symmetric and skew symmetric
parts of the matrix A given by ‖S‖F and ‖T‖F respectively and the quantity ‖(LU)−1e‖∞ which is a means of detecting ill-
conditioning of the L and U factors. The results indicate that the upper triangular solves remain stable as the value of β is
increased as demonstrated by small values of the two quantities ‖I−A(LU)−1‖F and ‖(LU)−1e‖∞. An explanation for this is
that as β increases, the norm ‖S‖F increases faster than ‖T‖F and the matrix A becomes increasingly diagonally dominant.
5. Numerical experiments
In this section, we describe numerical experiments which compare the performance of incomplete factorization
preconditioners for iterative solution of fourth-order and central-difference approximations of convection–diffusion
problems. For each test problem, we compute the statistics, condest = ‖ (LU)−1 e‖∞, 1/pivot and max(L + U) for various
values of γ and β for the fourth-order scheme (FOS) and we draw comparisons with corresponding values in the case of
central-difference approximations (CDS). We use GMRES(20) to solve the resulting linear systems. For each test problem,
we choose the right-hand-side vector so that the solution to the problem is given by
u(x, y) = xexy sin(pix) sin(piy),
and we use the stopping criterion of ‖rk‖2/‖r0‖2 < 10−6 where rk is the residual vector at the kth iteration. In Tables 3,
4 and 7–11, a Ěmeans that convergence was not achieved after 2000 iterations and a Ď indicates that the ILU factorization
breaks down.
Table 3 shows the results when n = 31. We find that the statistic condest is small for the ILU factors in the case of FOS.
We also note the rapid convergence of GMRES(20). These results show that the triangular solves are stable. On the other
hand, the statistic condest becomes very large for CDS when either γ or β is large. In Table 4, we show results of numerical
experiments when γ = β for the case n = 48. We again note the fast convergence of ILU-preconditioned fourth-order
systems and the large value of condest in the case of central-difference approximations when the cell-Reynolds number is
large.
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Table 5
Extreme eigenvalues of SAˆ and extreme real parts of the eigenvalues of Aˆ (n = 31)
P Fourth-order scheme Central-difference scheme
eig(SAˆ) eig(Aˆ) eig(SAˆ) eig(Aˆ)
Left Right Left Right Left Right Left Right
50 0.4582 1.0801 0.9173 1.0368 0.3130 1.0633 0.8347 1.0570
100 0.7087 2.0022 1.3720 1.9381 −49.327 56.055 0.8659 1.3136
200 0.3886 2.7202 0.9385 1.1442 −3.93E4 3.93E4 0.6070 2.1854
300 −0.5187 4.2586 0.9062 1.3429 −5.20E5 5.20E5 0.4462 7.0230
400 −1.0989 5.2413 0.8950 1.8254 −2.23E6 2.22E6 −7.75E3 5.5315
500 −1.2325 5.6326 0.8929 2.0296 −2.15E7 1.93E7 −2.13E6 6.0951
Table 6
Extreme eigenvalues of SAˆ and extreme real parts of the eigenvalues of Aˆ (n = 31)
γ β Fourth-order scheme Central-difference scheme
eig(SAˆ) eig(Aˆ) eig(SAˆ) eig(Aˆ)
Left Right Left Right Left Right Left Right
−0.5 50 0.9848 1.0171 0.9911 1.0096 −1.6E20 1.2E20 1.0E17 1.0E17
0 100 0.9958 1.0044 0.9958 1.0043 −3.4E18 4.0E18 −1.5E17 1.9E18
5 5 −0.6713 4.5069 0.9027 1.3875 −1.2E16 1.1E16 −1.7E15 5.2E2
10 10 −0.9424 5.5616 0.8927 2.1737 −9.1E19 9.1E19 −9.1E17 7.3E17
20 20 0.7504 4.1228 0.8913 3.3365 −1.4E18 1.4E18 −6.4E16 1.6E17
Table 7
Performance of ILU(0) for n = 31.
η δ Iter ‖(LU)−1e‖∞ 1/pivot max(L+ U)
FOS CDS FOS CDS FOS CDS FOS CDS
16pi 16pi2 9 12 3.1E0 1.1E2 4.4E−2 2.8E−1 2.4E1 3.8E0
30pi 20pi2 4 13 4.7E0 2.6E3 2.9E−2 2.6E−1 3.7E1 4.4E0
60pi 30pi2 8 Ě 5.6E0 2.7E16 1.2E−2 Ď 8.8E1 5.4E0
100pi 30pi2 10 Ě 3.9E0 3.0E15 5.8E−3 Ď 2.16E2 6.2E0
Table 8
Performance of ILU(0) for n = 48
η δ Iter ‖(LU)−1e‖∞ 1/pivot max(L+ U)
FOS CDS FOS CDS FOS CDS FOS CDS
16pi 16pi2 16 30 1.3E0 2.8E0 5.1E−2 2.8E−1 2.2E1 3.9E0
30pi 20pi2 10 7 3.1E0 3.9E1 3.9E−2 2.6E−1 2.7E1 3.9E0
60pi 30pi2 8 19 1.5E1 3.0E6 2.2E−2 2.6E−1 4.9E1 5.1E0
100pi 30pi2 11 Ě 3.9E0 1.9E15 1.1E−2 Ď 1.0E2 5.8E0
5.1. Eigenvalues of preconditioned matrices
Denoting the preconditioned matrix AQ−1 by Aˆ and its symmetric part by SAˆ = (Aˆ+ AˆT)/2, we compare the eigenvalues
of the matrices arising from central-difference and the fourth-order approximations. We first consider the case when
P = p = q and the results are shown in Table 5. We observe that for CDS, the extreme eigenvalues of Aˆ and SAˆ grow
rapidly as γ becomes larger than the stability boundary of 1. On the other hand, the extreme eigenvalues remain relatively
small for FOS.
In Table 6we show results for different values of the cell-Reynolds numbers (γ , β) andwe again observe that the extreme
eigenvalues of the preconditioned operator remain relatively small.
To illustrate the advantages of using fourth-order approximations for iterative solution of numerical approximations of
convection–diffusion problems, we choose the problem
−∆u+ η(ux + uy)− δu = f , (40)
on the unit square with Dirichlet boundary conditions. The numerical results are shown in Tables 7 and 8.
We find from Tables 7 and 8 that for both h = 1/32 and h = 1/49, the ILU(0) factorization breaks down when η = 100pi
and δ = 30pi2 for the coefficient matrices in the case of central-difference approximations. On the other hand, we observe
that GMRES(20) converges fast in the case of the fourth-order scheme.
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Table 9
Iteration counts and values of N1 and N2 when γ = 0, β = 5 and n = 31 for FOS
ω n/o MD RCM
Iter N1 N2 Iter N1 N2 Iter N1 N2
0 4 1.8E1 3.1E−1 19 9.0E2 1.6E1 8 1.2E2 3.0282
0.2 4 1.8E1 3.0E−1 19 9.3E2 1.8E1 7 1.2E2 3.1153
0.4 4 1.8E1 2.9E−1 19 1.0E3 2.4E1 7 1.3E2 3.3453
0.6 4 1.8E1 3.0E−1 20 1.2E3 3.6E1 8 1.4E2 3.7625
0.8 4 1.9E1 3.2E−1 23 1.3E3 6.8E1 8 1.5E2 4.4247
1 4 1.9E1 3.4E−1 Ě 1.6E3 1.8E18 8 1.7E2 5.4292
Table 10
Iteration counts and values of N1 and N2 when γ = 0, β = 10 and n = 31 for FOS
ω n/o MD RCM
Iter N1 N2 Iter N1 N2 Iter N1 N2
0 4 1.9E1 2.4E−1 21 2.9E3 1.7E1 7 1.6E2 2.4775
0.2 4 1.9E1 2.3E−1 22 3.0E3 2.0E1 7 1.6E2 2.5335
0.4 4 2.0E1 2.4E−1 22 3.3E3 2.7E1 7 1.7E2 2.6796
0.6 4 2.1E1 2.6E−1 24 3.7E3 4.2E1 7 1.8E2 2.9339
0.8 4 2.3E1 2.9E−1 28 4.2E3 8.6E1 7 1.9E2 3.3129
1 4 2.5E1 3.3E−1 Ě 4.9E3 4.2E16 7 2.1E2 3.8348
Table 11
Iteration counts and values of N1 and N2 when γ = 0, β = 100 and n = 31 for FOS
ω n/o MD RCM
Iter N1 N2 Iter N1 N2 Iter N1 N2
0 3 1.9E1 1.7E−2 25 2.6E5 1.8E1 4 8.0E2 7.4E−1
0.2 3 2.0E1 1.8E−2 26 2.7E5 2.2E1 3 8.1E2 7.5E−1
0.4 3 2.2E1 2.0E−2 26 2.9E5 3.1E1 3 8.4E2 7.8E−1
0.6 3 2.5E1 2.2E−2 28 3.3E5 5.0E1 3 9.0E2 8.4E−1
0.8 3 2.8E1 2.6E−2 31 3.8E5 1.1E2 3 9.7E2 9.0E−1
1 3 3.2E1 2.9E−2 Ě 4.4E5 2.7E17 3 1.1E3 9.9E−1
5.2. Ordering effects on preconditioned GMRES
In the following, we describe some results on the effects of two symmetric permutations of the matrix A of the form
PTAP on the convergence of GMRES preconditioned using zero-fill and relaxed incomplete factorizations [6,16]. The two
reorderings considered are the minimum degree (MD) ordering and the reverse Cuthill–Mckee ordering (RCM). For central-
difference approximations, the effects on the quality of the preconditioners were studied in [1]. The relaxed incomplete
factorization (RILU) is a variant of the ILU(0) factorization and it depends upon aparameterω [6]. The caseω = 0 corresponds
to the ILU(0) factorization and the case ω = 1 gives the modified ILU (MILU) method.
Tables 9–11 show some computed statistics for fixed γ = 0 and where we have varied the value of β . For β = 5 we
see that the natural ordering results in a more accurate incomplete factorization as measured by the parameter N1. We
also observe that the accuracy of the incomplete factorization for the reverse Cuthill–McKee reordering is higher than that
of the minimum degree reordering. We also find that for the case ω = 1 which corresponds to the modified incomplete
factorization (MILU), the statistic N2 for the minimum degree reordering is 1.8E18. This indicates unstable triangular solves
and as a result we observe that preconditioned GMRES fails to converge in 2000 iterations.
For the case β = 10, similar conclusions can be reached. The natural ordering gives better results in terms of iteration
counts and the accuracy of the incomplete factorizations and the MILU preconditioner yields unstable triangular factors for
the minimum degree ordering. For the natural ordering and the reverse Cuthill–McKee reordering, computed values of the
statistic N2, which is ameasure of the stability of the triangular solves, aremuch smaller in comparison to those obtained for
the minimum degree reordering. Increasing the value of β to 100 results in comparable number of iteration counts for the
natural ordering and the reverse Cuthill–McKee reordering. For this case we also observe that the incomplete factorization
for the minimum degree reordering is highly inaccurate as can be seen by examining the magnitude of the parameter N1
which is of the order of 105. Similar results are seen for some other test cases and we do not report them here.
6. Conclusion
Convection–diffusion problems with a dominant convection term arise in many application areas. For the iterative
solution of the linear system arising from a numerical discretisation scheme, some form of preconditioning is required in
order to achieve fast convergence. Incomplete factorizations are an important class of preconditioning techniques but for
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five-point difference operators, it has been established that zero-fill and relaxed incomplete factorizations exhibit numerical
instabilities.
In this work we analyzed a nine-point difference operator for a two-dimensional convection–diffusion model problem.
Stability conditions for the lower and upper triangular solves were established in terms of entries of the systemmatrix and
a set of three parameters which determine the limiting values of the sequences associated with the zero-fill incomplete
factorization. Numerical results indicated stable triangular solves for convection-dominated problems and fast convergence
of preconditioned GMRES. Ordering effects on the quality of the preconditioner and the convergence rate of GMRES were
studied and we observed that the minimum degree and reverse Cuthill–McKee reorderings did not lead to superior results
than that for the natural ordering.
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