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Abstract

HOW TO SCORE SITUATIONAL JUDGMENT TESTS: A THEORETICAL APPROACH
AND EMPERICAL TEST

By Christopher E. Whelpley

A dissertation submitted in partial fulfillment of the requirements for the degree of Doctor of
Philosophy in Business at Virginia Commonwealth University
Virginia Commonwealth University, 2014
Chair: Michael A. McDaniel, Ph. D. Professor, Department of Management

The purpose of this dissertation is to examine how the method used to a score situational
judgment test (SJT) affects the validity of the SJT both in the presence of other predictors and as
a single predictor of task performance. To this end, I compared the summed score approach of
scoring SJTs with item response theory and multivariate items response theory. Using two
samples and three sets of analyses, I found that the method used to score SJTs influences the
validity of the test and that IRT and MIRT show promise for increasing SJT validity. However,
no individual scoring method produced the highest amount of validity across all sets of analyses.
In line with previous research, SJTs added incremental validity in the presence of GMA and
personality and, again, the method used to score the SJT affected the incremental validity. A
relative weights analysis was performed for each scoring method across all the sets of analyses
showing that, depending on the scoring method, SJT score may account for more criterion

variance than either GMA or personality. However, it is likely that the samples were influenced
by range restriction present in the incumbent samples.

Introduction and Problem Statement
Organizations use employment testing to increase the probability they will hire the best
job candidates. Among other forms of tests, they use SJTs, which provide job-relevant
information about applicants (McDaniel, Morgeson, Finnegan, Campion, & Braverman, 2001;
McDaniel, Hartman, Whetzel, & Grubb, 2007) and measure an applicant’s judgment regarding
work-related situations (Weekley & Ployhart, 2005). As an example, the SJT question below
appears on the Federal Bureau of Investigation’s website (Federal Bureau of Investigation, n.d.).

Your direct subordinate, who is returning to school full-time in three weeks, has a
very negative attitude toward the company. She was counseled about it before, but
her negative attitude continues. She is now beginning to be late for work and is
showing disrespect to you and other staff. How effective is each of the following
actions you could take?
a) Tell her that she is still an employee for three more weeks and can still be
fired.
b) Dock some of her pay.
c) Try to get to the bottom of her bad attitude; find out if there are any
problems that can be dealt with.
d) Counsel her one last time but ensure her that next time serious actions will
be taken.

The question stem describes a work-related situation. In this example, the stem is a
scenario in which a subordinate has a negative attitude that is beginning to translate into
undesirable work behaviors. The question then lists four possible responses a supervisor could
take, and the respondent rates the effectiveness of each response. Each of the four ratings is a
potentially scorable item. Scores on items can be aggregated in various ways to yield a total
score for the applicant.
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Wagner and Sternberg (1985) and Motowidlo, Dunnette, and Carter (1990) conducted
early research on SJTs and published influential articles. Documented advantages of using SJTs
include lower mean demographic differences relative to cognitive ability tests, better applicant
reactions, inexpensive administration costs, and useful levels of validity (Chan & Schmitt, 1997;
McDaniel et al., 2001, McDaniel et al., 2007; Whetzel & McDaniel, 2009; McDaniel, Psotka,
Legree, Yost, & Weekley, 2011). Despite these advantages, few studies have examined how
SJTs are constructed, scaled, and scored (Weekley, Ployhart, & Holtz, 2006; Bergman, Drasgow,
Donovan, Henning, & Juraska, 2006).
This dissertation will contribute to the SJT literature in three ways. First, I will examine
various approaches for scoring SJTs and their impact on the validity of the SJT for predicting job
performance. Scoring models include summed score methods, models that use item response
theory (IRT), and models that use multivariate item response theory (MIRT). Second, I will
evaluate the incremental validity of each scoring method over and above general mental ability
(GMA) and personality. Finally, by using a relative weights analysis (Johnson, 2000; Johnson &
LeBreton, 2004), I will examine the relative contribution of SJTs, GMA, and personality to a
model predicting job performance.

2

Chapter 1: Brief History of Personnel Selection
The staffing process includes attracting, selecting, and retaining individuals to work in
organizations (Ployhart, 2006). The second step in staffing, selecting, is described in the research
literature as personnel selection. Researchers in personnel selection assist organizations in
making hiring decisions. Personnel selection methods include GMA tests, personality tests,
employment interviews (structured and unstructured), reference checks, job experience,
biographical information, and work sample tests (Schmidt & Hunter, 1998).
The selection method affects individual-level outcomes (e.g., job performance) and
group-level outcomes (e.g., business-unit effectiveness) via the utility they provide to the
organization. Utility is the index of a selection system’s usefulness (Sackett & Lievens, 2008),
also known as its effectiveness. Researchers have debated the merits and drawbacks of utility
analysis (Schmidt, Ones, & Hunter, 1992; Schmitt & Robertson, 1990; Cabrera & Raju, 2001);
however, many researchers agree that estimating the economic value of selection methods lends
credibility to selection research and provides a platform for discussions with organizations about
instituting personnel selection procedures. A selection procedure that results in individual-level
performance change has a dollar value that can be aggregated across hiring decisions. This
individual performance increase is the direct result of hiring more effective employees. Although
methods vary for estimating the utility of a selection method and all involve some subjectivity
(Judiesch, Schmidt, & Mount, 1992), in general, they take the form of
Utility = (Quantity x Performance Change x Dollar Value of Performance Change) - Costs
Researchers in both human resources and strategic management have examined group- and
organizational-level effects of selection procedures. Schneider, Smith, and Sipe (2000) noted that
3

individual differences can drive unit-level competencies and that effects of unit-level
competencies can drive between-firm performance differences.
According to the resource-based view of the firm, rare, valuable, inimitable, and nonsubstitutable resources contribute to sustained competitive advantage (Barney, 1991). Resources
include effective selection procedures through which organizations hire employees with
knowledge, skills, abilities, and other characteristics (KSAOs) that are beneficial to individual
performance. These KSAOs accumulate in the business units, contributing to their success and
potentially leading to an organization’s competitive advantage (Ployhart & Weekley, 2010;
Nyberg, Moliterno, Hale, & Lepak, 2014), particularly in organizations with longstanding valid
selection procedures used to select a large proportion of employees.
The sustained competitive advantage of effective personnel selection methods, as
explained through the resource-based view of the firm (Ployhart & Weekley, 2010), is true only
if the selection method is a valid process for predicting job performance. However, validity in
personnel selection is broadly defined, particularly with reference to the unified theory of
validity (Murphy, 2009). The unified theory of validity is based on the idea that multiple sources
of evidence contribute to validity and that researchers must weigh the different types of evidence
to understand the total validity of a selection method. The Principles for the Validation and Use
of Personnel Selection Procedures (hereafter referred to as the Principles) notes that five factors
are highly relevant to the validity of different selection methods.
The first factor is the relation between predictor scores and other variables. The
Principles refers specifically to empirical relations between variables, which are generally
measured using two strategies. The first strategy is to determine the convergent and divergent
4

validity of the predictor variable. Convergent validity exists to the extent that two predictors
presumed to underlie the criterion measure have an empirical relation (Schwab, 2005). Divergent
validity exists to the extent that two predictor methods that should not have a relation do not
have an empirical relation (Schwab, 2005). The second strategy for measuring empirical
relations between variables is to determine whether or not the predictor variable empirically
predicts the criterion variable of interest. In personnel selection, the criterion of interest is often
job performance. A selection method has predictive validity based on the extent to which it can
predict job performance.
The second factor relating to the validity of a personnel selection method is contentrelated evidence. Evidence to support test content can be logical or empirical in nature. The
Principles defines content validity as the adequacy of the match between test content and work
content, worker requirements, or desired job outcomes. Content validity is related to construct
validity, but construct validity refers to the actual behavioral domain sampled by the test content
rather than a judgment concerning the constructs being sampled by the selection method.
The understanding of test content as it relates to construct validity has become
contentious. Recent research suggests that personnel selection researchers need to distinguish
between predictor constructs and predictor methods (Arthur & Villado, 2008; Hunter & Hunter,
1984). Whereas predictor methods are processes for collecting domain-relevant behavioral
information, predictor constructs are the construct domain that predictor methods sample (Arthur
& Villado, 2008). Predictor methods could include assessment centers, interviews, and biodata.
In contrast, predictor constructs could include GMA, conscientiousness, and spatial ability.
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Recent research suggests that if researchers do not distinguish between predictor
constructs and predictor methods, they will have more difficulty generalizing the observed
relation between selection methods and selection outcomes across settings (Arthur & Villado,
2008), in large part because they cannot partition the model variance and attribute it to a specific
predictor construct. As a result, an applicable method for one HR manager may be less
applicable for other HR managers, depending on whether or not the job requirements relate to the
constructs a method measures. For example, research has suggested that employment interview
success correlates with extraversion (Tay, Ang, & Dyne, 2006; Caldwell & Burger, 1998).
However, the relation between job success and extraversion depends on the job requirements
(Lang, Zettler, Ewen, & Hulsheger, 2012; Vinchur, Schippmann, Switzer, & Roth, 1998).
Without construct knowledge, validity information is not easily applied across settings due to the
ambiguity of what makes the predictor method valid. Similarly, without the ability to hold
construct measurement constant, researchers will have difficulty examining moderators across
studies (Arthur & Villado, 2008).
The three remaining factors proposed in the Principles concerning validity of personnel
selection procedures are the internal structure, the response process of the test-taker, and any
unintended consequences of the selection procedure. The internal structure of a predictor method
refers to the relation among items. As such, the internal structure typically signifies its
dimensionality. If a procedure is designed to measure a single construct, then a multidimensional
structure provides little evidence of the procedure’s validity. For example, analyses of internal
structure are likely not useful for establishing the validity of interviews and situational judgment
tests that assess multiple constructs.
6

The fourth factor for determining validity, the response process of the test-taker, concerns
not the outcome but how a respondent arrives at an outcome. For example, researchers could
learn what strategies respondents employ to reach a specific outcome. The Principles
recommends that researchers examine how individuals engage in work behavior to ensure the
behavior elicited by the selection method relates to a desired work outcome. The fifth strategy
for understanding validity relates to the unintended consequences of a particular selection
procedure. Although unintended consequences are not a psychometric property of a selection
method, the Principles suggests that they decrease or threaten test validity if they can be traced
to bias or contamination in the selection method.
One type of unintended bias is extreme responding, which results from the interaction
between scale type and the respondent. Extreme response style (ERS) is a tendency to respond
using extreme endpoints in a rating scale (Batchelor, Miao, & McDaniel, 2013). ERS is a
consistent trait across time (Lau, 2007). ERS introduces construct-irrelevant variance that results
in inflated group variance and, in turn, reduces statistical power, thereby attenuating effect size
estimates (Batchelor et al., 2013). ERS may especially affect the validity of Likert-type scales.
Among other forms of unintended bias, ERS may be particularly hazardous because researchers
have found racial and gender differences in the tendency to respond extremely (Bachman &
O’Malley, 1984). For example, Blacks and Hispanics seem to be more likely to respond in an
extreme manner than Whites (Batchelor et al., 2013), and women are more likely to respond in
an extreme manner than men. As such, scales that offer extreme response options introduce
variance that is criterion-irrelevant, which, according to the Principles, causes bias and threatens
the validity of that scale.
7

The unified theory of validity takes a broad look at selection procedure validity, but most
personnel selection practitioners and researchers are concerned with predictive validity. The
Principles implies that having multiple types of validity related to a single selection test allows
the researchers to define validity according to their beliefs and applications of the test. The
Principles also states that the primary inference of personnel selection is that the selection
procedure predicts subsequent work behavior (p. 5). In contrast to the five sources of evidence
offered by the Principles, validity has been defined solely as the ability of a given selection
method to predict job performance (Schmidt & Hunter, 1998). As such, the weighting of validity
facets has a clear bias towards the predictive outcomes of selection methods.
In summary, selecting the individuals to fill vacant job positions is an important step in
staffing an organization. Organizations use selection procedures to make better hiring decisions,
and they can optimize the effectiveness of their hiring decisions by instituting valid selection
procedures. Though validity has multiple facets, criterion-related validity is essential to selection
procedures. To the extent that valid selection procedures contribute to individual performance
and unit-level KSAOs, they can provide an organization with a lasting competitive advantage
over firms with less valid hiring practices.
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Chapter 2: Overview of SJT Research
The ability to predict job performance by assessing an individual’s judgment in a work
situation has long been a subject in the psychological assessment literature (McDaniel et al.,
2001). The George Washington Social Intelligence Test may be the earliest use of situational
judgment tests (Moss, 1926). Assessments of the ability to predict work outcomes continued
under different names, including practical judgment (Cardall, 1942), “How Supervise?” (File,
1945; File & Remmers, 1948; File & Remmers, 1971), supervisor practice tests (Bruce &
Learner, 1958), business judgment (Bruce, 1965), supervisory inventory (Kirkpatrick & Planty,
1960), and supervisory judgment (Greenberg, 1963). However, the catalyst for more recent
research in situational judgment testing was the work by Wagner and Sternberg (1985) and
Motowidlo et al. (1990), whose research increased awareness of SJT-type tests and,
consequently, increased interest in the area.
Motowidlo et al. (1990) and Wagner and Sternberg (1985) based their research on
differing theoretical approaches. Sternberg, Wagner, William, and Horvath (1995) distinguished
between academic intelligence and practical intelligence. Practical intelligence relates to what
they considered tacit knowledge, which is action-oriented knowledge acquired without direct
help that allows individuals to achieve goals they value (Sternberg et al., 1995; Wagner &
Sternberg, 1985). Sternberg and Wagner contrasted tacit knowledge to academic knowledge,
which is more codifiable and independent of the situation (Wagner & Sternberg, 1985). Wagner
and Sternberg also claimed that their measure was not related to GMA. However, other studies
have suggested that situational judgment tests (SJTs) are typically multidimensional, have
uninterpretable factors, and do not measure a general factor, (e.g., practical intelligence;
9

McDaniel & Whetzel, 2005). Studies have also indicated that practical intelligence is not a
replacement of general mental ability (GMA; Gottfredson, 2003).
Motowidlo et al. (1990), using the approach from Wernimont and Campbell (1968),
applied the tenet of behavioral consistency to a work-related test. The tenet of behavioral
consistency is based on the premise that past behavior is the best predictor of future behavior.
Thus, by having potential employees perform simulations that mirror the actual job environment,
employers can gain some insight into how well the employees would perform their jobs should
they be hired. Motowidlo et al. (1990) differentiated between high-fidelity and low-fidelity
simulations. High-fidelity simulations may involve having an applicant perform actual aspects of
the job (e.g., a typist typing samples of writing), but as fidelity decreases, the comparability of
the simulation with the actual job also decreases (Motowidlo et al., 1990). Motowidlo et al.
(1990) considered paper and pencil approximations of the work environment and work
situations, such as most SJTs, to be low-fidelity simulations. Researchers now view low-fidelity
simulations and practical intelligence as largely equivalent in that they attempt to measure some
construct related to an individual’s judgment (McDaniel & Whetzel, 2005; Lievens & Patterson,
2011).
Only recently have researchers begun to grapple with SJT content validity (McDaniel et
al., 2007; Christian, Edwards, & Bradley, 2010). SJTs have been criticized for failing to make
method and construct distinctions. This confusion is echoed in the history of SJT research. As
noted, Sternberg et al. (1995) believed their test measured the construct of practical intelligence,
whereas Motowidlo et al. (1990) considered their measure to be a low-fidelity simulation of
potential job behaviors. These two theoretical approaches, which served as the catalyst for
10

research into SJTs, support the argument that researchers have not clearly demonstrated what a
SJT measures (Arthur & Villado, 2008; Christian et al., 2010). These arguments relate to content
validity, which is noted in the Principles as being relevant to the overall validity of a personnel
selection method. Largely in response to the method-construct confound, SJT research has begun
to focus on identifying constructs an SJT may measure. Such an understanding would have many
benefits, including enabling a more precise comparison between methods, reducing constructirrelevant test items, permitting improved generalizability of test results, and assisting in
developing a better approach to theory testing in personnel selection research (Christian et al.,
2010).
Another criticism of SJTs, with respect to the Principles, deals with multidimensionality.
The Principles notes that the internal factor structure of a test can provide validity evidence for a
selection method when the structure is consistent with the appropriate theory. However, SJTs are
often construct heterogeneous at both the item and the scale level, which tends to yield
uninterpretable factor structures (McDaniel & Whetzel, 2005). Although the constructs measured
in SJTs can be inferred based on their correlations with other measures, such as personality and
intelligence measures (McDaniel et al., 2007), the questionable internal structure of SJTs
coupled with the general lack of construct–method distinction can lead to doubts about SJTs’
construct validity as defined by the Principles.
Despite these concerns, SJTs have useful levels of validity in personnel selection, and,
therefore, provide utility to organizations making selection decisions. McDaniel et al. (2001)
provided the first meta-analytic estimate for SJTs reporting a 0.34 operational validity with job
performance. In another meta-analysis that included more unpublished studies than McDaniel et
11

al. ( 2001), McDaniel et al. (2007) reported an operational validity of 0.26. McDaniel et al.
(2007) also established the incremental validity of SJTs over and above GMA and the big five
personality traits. They found that they could explain between one and two percent more
criterion variance after adding SJTs to a model for predicting job performance. Thus, SJTs are
valid predictors of performance and provide a modest improvement in prediction over GMA and
personality constructs.
McDaniel et al. (2007) provided the most recent meta-analytic estimates of the relation
between SJTs and both GMA and the big five personality constructs. They found that the
response instructions affected the correlations between the SJT and both GMA and personality.
(Chapter 3 provides more detail about the influence of response instructions on the constructs
measured.) Christian et al. (2010) extended the McDaniel et al. (2007) research by using a metaanalysis to examine a larger number of constructs that SJTs could be measuring. They used the
term construct saturation to describe the amount of overlap between an SJT and some other
known construct. Empirically, overlap is measured via correlation. In cases of a large amount of
overlap between the SJT and a construct, the SJT is considered saturated with that known
construct.
Christian et al. (2010) grouped SJTs according to what they were designed to measure
and found that the test groupings were saturated with different constructs. That is, depending on
the specific test being administered, SJTs measured different constructs. Based on their
groupings, the SJTs were saturated with contextual performance (p = 0.19), task performance (p
= 0.27), and managerial performance (p = 0.12). Although Christian et al. provided useful steps
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toward understanding what SJTs measure (e.g., construct validity), they were limited by their
need to include studies that measured the necessary constructs.
Situational judgment tests have two key advantages over other personnel selection
methods. First, some of the initial research on SJTs (Motowidlo et al., 1990; Chan & Schmitt,
1997) indicated that lower mean subgroup differences occur with SJTs than GMA (Whetzel,
McDaniel & Nguyen, 2008; McDaniel et al., 2011). Typically, mean group differences are
summarized by the d statistic, which is the difference between two group means divided by the
pooled standard deviation of the two groups (Cohen, 1988). The d statistic describes the mean
differences between two groups in standard deviation units. As d increases in a selection method,
the adverse impact also increases (i.e., differential hiring rates by group). In this sense, d has
been referred to as an index of adverse impact potential (Bobko & Roth, 2013).
Black–White population differences in cognitive ability have a d of around 1.0, which
indicates a one standard deviation difference in the average measured cognitive ability between
Black and White subgroups (Roth, Bevier, Bobko, Switzer & Tyler, 2001). Expressed another
way, with reference to a normal distribution, if the White subgroup mean is at the 50th
percentile, the Black subgroup mean is at about the 16th percentile. Recent estimates using
incumbent samples have estimated the d for SJTs at approximately 0.38 for Black–White
subgroup differences, although the magnitude of d increases as the cognitive loading of an SJT
increases (Whetzel et al., 2008). In this case, cognitive loading is operationally defined as the
correlation between an SJT and a measure of cognitive ability. Subgroup differences in SJT
scores have also been estimated for Hispanic–White (d = 0.24) and Asian–White (d = 0.29)
(Whetzel et al., 2008).
13

Most SJT research on subgroup differences has focused on incumbent samples; however,
using incumbent samples to estimate d typically underestimates the true impact of a selection
method because incumbent samples tend to suffer from either direct or indirect range restriction
(Schmidt, Hunter, & Urry, 1976). As a result, the reported d of 0.38 (Whetzel et al., 2008) is
likely lower than the d in applicant samples. A more recent estimate suggests that the median d
expressing Black–White differences in the SJTs is 0.67, with a range of 0.09 to 1.04 depending
on the job (Bobko & Roth, 2013), which is significantly higher than the previous estimate using
incumbent samples. Bobko and Roth (2013) estimated that applicant samples using a GMA test
would be expected to show a d of 0.72 for moderately complex jobs and 0.86 for highly complex
jobs. They concluded that even though SJTs have a lower d compared to GMA tests, the
difference in adverse impact may not be as great as previously thought and the level of adverse
impact in operational testing situations will vary based on the constructs an SJT measures.
Furthermore, as the cognitive loading of an SJT increases, the resulting d also increases (Whetzel
et al., 2008).
Although SJTs may have a higher d than earlier research suggested (Bobko & Roth,
2013), lower levels of mean racial differences in SJTs still offer a wide range of benefits,
including public perception, organizational competitiveness, and legal requirements.
Organizations that are racially diverse tend to be perceived more positively by the public, which
can improve an organization’s overall competitiveness (McKay & Avery, 2006). The Civil
Rights Act of 1991 provided employees with the right to take legal action against their employers
in cases of adverse impact, which it noted is a form of discrimination. In cases where adverse
impact occurs as the result of a selection method, the Uniform Guidelines on Employee Selection
14

states that organizations have the burden to prove that the selection method is a valid predictor of
job performance. This can be particularly difficult for small- to medium-sized organizations
because they are less likely to have the resources necessary to provide a useful test of validity
(McDaniel, Kepes, & Banks, 2011). The companies being sued could be forced to pay punitive
damages if the plaintiffs can prove that the discrimination caused a number of adverse outcomes,
including emotional pain, mental anguish, suffering, inconvenience, and loss of enjoyment of life
(U.S. Equal Employment Opportunity Commission, 1992).
SJTs also provide an advantage in terms of applicants’ reactions, which are integral to
hiring decisions and the larger recruitment process. Applicant reaction refers to any attitudes,
emotions, or ideas about the recruitment and hiring process (Ryan & Ployhart, 2000). Selection
processes generally try to be effective and efficient; however, these considerations don’t take
into account the potential for an employer’s actions to affect applicant attraction negatively as
applicants are engaged in the selection process. Unfortunately, the most comprehensive metaanalysis concerning applicant reactions did not include SJTs (Hausknecht, Day, & Thomas,
2004).
Justice theory helps explain why SJTs may provide more positive applicant reactions than
other selection methods. Justice research illustrates how individuals may view different aspects
of the selection process as being procedurally or distributively unfair (Gilliland, 1993). Based on
their review of information relating applicant reactions to situational judgment testing, Bauer and
Truxillo (2006) noted that two of Gilliland’s (1993) ten justice rules suggest why SJTs may offer
more positive applicant reactions than other selection methods. First, applicants’ perceptions of
job relatedness are higher for SJTs where job relatedness is defined as the extent to which a test
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appears to measure content-relevant job situations or appears to be otherwise valid. Second,
applicants consider the consistency of test administration to be fair in that applicants perceive
that SJTs allow applicants to be treated in the same manner, undergo similar screening, and be
measured on identical questions (Bauer & Truxillo, 2006). Other aspects of SJTs may also
provide favorable applicant reactions. For example, SJTs can give applicants feedback relating to
their performance (Bauer, Maertz, Dolen, & Campion, 1998). Applicants who receive feedback
related to their performance have more favorable reactions than those individuals who did not
receive any feedback (Bauer & Truxillo, 2006).
Research into applicant reaction has established several empirical relations between
candidates’ reactions to selection processes and subsequent actions and decisions (Ryan & Huth,
2008; Hausknecht et al., 2004). First, applicants who find particular aspects of the selection
process invasive may view the company as a less attractive employment option than other
opportunities. Second, candidates are less likely to accept offers from companies whose selection
practices are perceived unfavorably. Third, candidates with negative reactions are more likely to
dissuade other people from seeking employment in the organization. Fourth, applicant reactions
affect whether or not the applicant files a legal complaint against the organization. Fifth,
applicants are less likely to buy a company’s products if they feel mistreated during the selection
process.
In summary, SJT research has become widespread since Motowidlo et al. (1990) and
since Sternberg and colleagues (1985, 1995) published their studies. However, failures to
distinguish between construct and methods in SJT research have hindered researchers from
generalizing their findings (Arthur & Villado, 2008). Research suggests that SJTs measure
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heterogeneous constructs, but what an SJT measures depends very much on the SJT used
(Christian et al., 2010). In spite of these challenges, method–construct confounds do not diminish
criterion-related validity (McDaniel et al., 2001; McDaniel et al., 2007), and personnel selection
methods provide utility as a result of criterion-valid information in terms of better hiring
decisions. In addition to validity, SJTs are associated with lower levels of sub-group differences
when compared with GMA and have more positive applicant reactions when compared with
GMA and personality.
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Chapter 3: SJT Instructions, Items, Stems, and Response Format
If people who create or administer SJTs do not understand how test characteristics affect
test outcomes, the validities of their SJTs may differ from the validities reported in a study and
the validity of a test used in hiring decisions may yield less efficient hiring outcomes. Several
characteristics of SJTs may to help explain their variance in validity, including the response
instructions, stem content, and response formats (McDaniel et al., 2011; Schmitt & Chan, 2006;
Weekley et al., 2006).
Response Instructions. Response instructions fall into two broad types: knowledge based
and behavioral tendency (McDaniel et al., 2007). Knowledge-based instructions request
knowledge of the effectiveness of response alternatives (what one “should” do) and are more
representative of maximal performance and GMA (McDaniel et al., 2007; McDaniel et al.,
2011). Behavioral-tendency instructions ask what a respondent would do in a given situation and
are more closely aligned with typical performance and personality variables (McDaniel et al.,
2007).
Research suggests that test takers respond to the two types of responses with differing
levels of honesty (McDaniel et al., 2007; Nguyen, Biderman, & McDaniel, 2005). Because
knowledge instructions ask the test taker to provide the best response, they tend to elicit maximal
performance and significantly decrease the ability to cheat. When encountering knowledge
instructions, honest respondents and faking respondents have the same motivation: identify the
best response. In contrast, tests with behavioral tendency instructions may encourage test takers
to engage in impression management by choosing the answer they think will be perceived most
favorably by the management, whether or not they would actually engage in those behaviors.
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Whereas honest respondents will report what they typically do, respondents who fake will report
what they believe is the most effective response and, thereby, increase their chances of receiving
higher scores (Nguyen et al., 2005). Additionally, behavioral tendency instructions make
individuals more susceptible to self-deceptions whereby they unconsciously respond in the
manner that aligns with their self-image rather than their actual behavior.
Despite some contrary evidence (Nguyen et al., 2005), researchers have found the
validity of the different response formats are fairly equal across knowledge and behavioral
instructions (McDaniel et al., 2007; Lievens, Sackett, & Buyse, 2009), particularly in testing
situations involving incumbent samples. Differences in responses instruction may, however,
have some consequences when distinguishing between high-stakes and low-stakes testing. Highstakes tests are those in which the test takers have something to gain or lose based on their test
performance. Low-stakes tests are those tests in which the test takers do not stand to gain or lose
anything based on their test performance. Researchers have hypothesized that individuals
receiving behavioral instructions in high-stakes SJTs are motivated to maximize their scores by
answering in a manner they perceive to be the best or most appropriate. Lievens et al. (2009)
confirmed this hypothesis and concluded that in high-stakes settings, respondents who receive
behavioral tendency instructions choose responses they believe to be best, regardless of their
own behavioral tendencies. They further concluded that in high-stakes SJTs, behavioral
instructions may create a moral dilemma because respondents are forced to choose either
answering in the best manner possible or responding truthfully and potentially scoring lower on
the SJT.
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SJT Stems. SJT stems are the scenarios about which respondents make judgments. Stems
can vary on five dimensions (McDaniel & Nguyen, 2001). First, item stems have different levels
of fidelity. Fidelity refers to the content overlap between the selection method and the actual job.
High-fidelity selection methods may involve performing job activities, and low-fidelity selection
methods, such as SJTs, approximate work situations but do not recreate them. However, SJT
stems can also be considered to have higher and lower levels of fidelity with respect to the
situations being presented. Motowidlo et al. (1990) noted that paper and pencil approximations
of job situations have a low level of fidelity. Chan and Schmitt (1997) measured face validity as
an approximation of fidelity and found that video-based SJTs tend to have higher levels of
perceived job relatedness and, by extension, fidelity. Fidelity has implications for applicant
reactions in that higher levels of perceived fidelity correspond to better applicant reactions (Chan
& Schmitt, 1997).
Second, stems can vary in terms of length. SJTs can present long, detailed scenarios or
very short scenarios with few details. Third, SJT stems can have varying levels of complexity.
Some scenarios may be straightforward, but others may involve complex social interaction with
a large number of actors and relationships for the test-taker to analyze. Fourth, sub-stems can be
presented, or nested, within the larger stem. Sub-stems provide the advantage of allowing the
researchers to present more situations with the same amount of reading requirements. Finally,
SJT stems may vary in terms of their comprehensibility, which relates to numerous factors,
including reading demands, levels of nesting, and the complexity of the problem presented.
SJT Items. In the SJT nomenclature, only the scorable responses represent SJT items.
When a respondent is asked to rate the effectiveness of each potential response, the number of
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responses associated with the stem is the number of items. If the respondents are asked to choose
the single most effective response or the response they would most likely perform, only a single
item is scored. There is no objectively correct response to many SJT items and, in reality, the
best response will likely vary based on the person and situation.
Response Format. Corresponding to the response instructions, the format of SJT
responses can vary. Possible response formats for behavioral tendency instructions may include
indicating what a respondent would do, is most likely to do, or is least likely to do from a
number of choices (McDaniel et al., 2007). For example, a behavioral tendency instruction might
request one response (e.g., “Choose what you would most likely do”) or two responses (e.g.,
“Choose what you would most likely do and then what you would least likely do”). Knowledgebased instruction formats include selecting what a person in a scenario should do or indicating a
level of effectiveness of a particular behavior (McDaniel et al., 2007). Other knowledge
instruction response formats include selecting the best action choice, the worst action choice, or
both the best and worst among several options.
Both knowledge-based and behavioral-tendency instructions may include Likert-type
response formats. When behavioral-tendency instructions are used, Likert-type responses may
indicate the likelihood of engaging in a particular behavior. When knowledge instructions are
used, Likert-type response formats may ask the respondent to indicate the level of effectiveness
of engaging in a particular behavior (McDaniel et al., 2007). Likert-type response formats yield
as many scorable items as there are response options. Finally, both instruction types may use
dichotomous response formats. For example, yes or no questions may indicate whether an
individual would actually perform a behavior or whether a particular behavior is considered
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effective. The dichotomous response formats also yield as many scorable items as there are
response options.
With Likert-type response formats, the empirical characteristics of item mean and item
variance are, on average, associated with item validity (McDaniel et al., 2011). With respect to
item mean, item mean relates to item validity in that items with means near the middle of the
scale have lower validity than items with either higher or lower means (i.e., mean near the ends
of the Likert rating scale). McDaniel et al. (2011) examined the relation between item mean and
item validity for two samples using Likert-type rating scales and confirmed that items with
means in the middle of the scale tended to be less valid.
The second empirical characteristic of items relative to their validity is variance. Item
variance refers to how closely individuals respond to the mean. If items have high variance,
respondents disagreed about which response was correct, which may indicate item ambiguity.
McDaniel et al. (2011) found that when item variance is high, the mean scores tend to be in the
middle of the scale.
McDaniel et al. (2011) offered two reasons why a correct response mean near the middle
of the Likert response scale may indicate an item has low validity. First, high levels of
disagreement about the correct response, which results in correct items in the middle of the scale,
may indicate item ambiguity. This is due to the way that SJT items are sometimes keyed as
correct or incorrect. One method, to be discussed in more depth later, involves building keys
based on the responses of subject matter experts, high job performers, or previous test takers. In
cases where these keys have items in the middle of scale, it is possible that the items do not have
an objectively correct response. This explanation is consistent with the relationship between the
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mean and variance. When an item has larger-than-typical variance, the mean tends to be found in
the middle of the rating scale range, and the item has a lower level of validity, on average, when
compared with other test items.
Second, mid-scale items provide a lower penalty for choosing an incorrect response. For
example, if the scoring key indicates the correct answer for a response is 3 on a seven-point
Likert-type scale, then individuals can deviate from the score by a maximum of 4 points.
However, if the key indicates a correct response is 7 and an individual chooses 1, then that stem
score would deviate by 6 points. Thus, items with keyed responses at the top or bottom of a
Likert-type scale have a greater ability to discern between more correct and less correct
responses.
In summary, SJTs can have different characteristics in terms of the response instructions,
stem attributes, and response formats. Response instructions can be either behavioral in nature or
knowledge based, although in high-stakes situations, test-takers may respond as though they
received knowledge-based instructions whether or not the instructions are knowledge based.
Stem attributes, too, combine to make SJTs more or less comprehensible. Response formats
determine the number of scorable items per SJT and affect how SJTs are scored.
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Chapter 4: Traditional SJT Scoring Keys
Differences in SJT scoring method result, in part, from the fact that SJTs do not have
objectively correct answers, meaning more than one response option could be perceived as
correct (Bergman et al., 2006). Returning to the example in the introduction, unlike an addition
item (2 + 2 = ?), there is no conclusive way of defining the ideal approach for handling an
employee with a negative attitude. Correspondingly, there is no unambiguously correct way to
create a list of pre-determined best answers, i.e., a scoring key, against which completed SJT
items are compared. Methods for developing and using a scoring key may differ depending on
the response format of the test.
The key is the instrument used to code whether a test-taker’s response is correct or
incorrect and what score value, if any, is associated with a specific SJT item. Various methods
exist to create keys (e.g., consensus scoring, theoretical scoring, and factorial scoring), but the
keys created by these methods can be used to score tests in any number of ways. Also, hybrid
approaches, which use a variety of methods, can be used to build a key or to score a test.
Consensus-Based Keys. Consensus scoring is a common form of key building (McDaniel
et al., 2011). Simply, consensus scoring builds a key based on the opinions of one or more
people. Participants in key building are often subject matter experts who possess specialized
knowledge of the job for which the SJT is being designed. Subject matter experts are typically
job incumbents noted for excellent job performance and/or supervisors of people in the job
targeted by the SJT. Another approach for creating consensus-based keys is to base the key on
prior responses to the SJT items.
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Consensus can be measured in various ways, depending on the response format of the
SJT. If a group of subject matter experts develops the key, the experts may be asked to reach a
consensus on the effectiveness of each response. Alternatively, if a group of people who have
completed the SJT, e.g., job applicants, create the key, the consensus concerning the
effectiveness of a response option is derived statistically through the mean or mode response or
other analysis for each item (Legree & Psotka, 2004). For response formats that require a
respondent to choose one response among several (e.g., “What is the best response?”), the mode
of the test responses could be keyed as correct. Finally, for response formats that require
respondents to rate multiple response options, the mean of the respondents’ selections could be
used to create the key.
A variety of difficulties threaten the usefulness of a scoring key, depending on how it is
created. First, the validity of the key is entirely dependent on the quality of the responses from
which the key is built (Weekley, Ployhart, & Holte, 2006). For example, if the subject matter
experts do not understand the jobs to which the SJT is being applied, the test may provide less
efficient outcomes. Second, if the key is based on test-takers’ responses, it may be unstable
across groups of test takers, particularly for smaller sample sizes, because of chance or
systematic differences in the groups taking the test. Third, subject matter experts may have
difficulty reaching consensus, and no objective method exists to find the correct response when
they disagree. As mentioned previously, variance can indicate ambiguity, which also threatens
the validity of items. Motowidlo et al. (1990) noted that high levels of variance can impede
researchers in identifying the best response; in their study, they dropped the items in which a
high level of disagreement occurred.
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Endorsement Ratios: Endorsement ratios are a subset of consensus scoring in which the
score of each item is based on the proportion of respondents picking each response (Legree,
Psotka, Tremble, & Bourne, 2005). As the number of respondents choosing a specific response
increases, the score for the response also increases. Points can be awarded for any item with a
prespecified level of endorsement. Endorsement-based scoring is one of the simplest methods to
use, but many of the drawbacks associated with consensus scoring also apply to endorsement
ratios: the validity of the SJT is dependent on the quality of responses, and instability across
samples can influence the key. Furthermore, it has other drawbacks depending on whether
subject experts or prior respondents developed the keys. In cases where many individuals choose
responses that are not criterion relevant, any points received for that question would potentially
lower test validity. In the case where multiple correct answers are given full points based on the
ratio of respondents choosing a particular item, the within-question points awarded may not be
criterion relevant. More specifically, if a large segment of respondents respond incorrectly
because they don’t have the requisite job knowledge to sufficiently answer the question, the
score associated with that item may not be criterion relevant and could potentially reduce the
validity of the SJT. For both respondent- and expert-created keys, any cut-off ratio applied to
responses is inherently subjective, and there is no correct ratio at which an individual should
receive credit (Bergman et al., 2006).
Empirical Keys. In general, empirical methods score SJT items according to their
relationship with the criterion variable (Hogan, 1994; Bergman et al., 2006). Consequently, the
empirical scoring methods may more heavily weight items that have strong criterion relation or
could be used to include or exclude specific items based on their criterion relation.
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Empirical scoring can be used for both non-continuous multiple choice options and Likert-type
ratings. Methods for empirical scoring may include horizontal percentage method, Strong’s net
weights (England, 1971), the Mean Standardized Criterion method (Mitchell, 1994), and
weighted application blank(England, 1971). (For a more comprehensive discussion of empirical
approaches to scoring, see Hogan [1994] and Cucina, Caputo, Thibodeaux, & McLane [2012]).
A more common method to score SJTs empirically is to use item level-correlations with the
construct of interest (Mumford & Owens, 1987). Items that show higher levels of correlation
with the outcome of interest and that have a minimum number of respondents are either retained
in the final scale score or are more heavily weighted relative to other items. Test creators can
further reduce the number of items based on incremental variance of an item explained in a
regression model, which would decrease the multicollinearity between items included in a scale
(Hogan, 1994).
Researchers have associated empirical scoring methods with a number of disadvantages.
First, the process requires subjectivity because decision rules establish the thresholds for both
criterion correlation and response rates. For example, the researchers may need to decide
whether an item that correlates 0.10 with the criterion is materially different than an item that
correlates 0.11. If so, the researcher will need to decide whether to exclude the item with the 0.10
correlation. Second, researchers will only include stems containing items that correlate with the
criterion and have a minimum number of respondents. This loss of information, which may be
frustrating to researchers, can occur for various reasons, including low item correlation with a
criterion, low response rates, or ambiguity surrounding either the stem or the item. Third,
detractors of empirical scoring methods note that empirical keys depend on the quality of the
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criterion variable (Campbell, 1990; Mumford & Owens, 1987). More specifically, researchers
may include items that are not criterion relevant through contamination or biases influencing the
measurement of the criterion, and they may exclude criterion-relevant items due to deficiencies
in the criterion variable (Mumford & Owens, 1987). The correlations between an individual item
and the criterion are often small, and substantial sample sizes are necessary to estimate
accurately. Thus, a researcher may reject an item due to the lack of statistical power, and
correlations with significantly large magnitude to warrant keying may be spurious due to
sampling error, which could result in a lack of stability across samples (Hogan, 1994). Indeed,
lower stability levels are more likely to occur in methods that ignore theoretical or rational
approaches to grouping and scoring items. As a result, researchers may wish to use a hold-out
sample when building the key. Differences in the validity between the original and the hold-out
sample illustrate the extent to which the scoring method capitalizes on construct-irrelevant
variance specific to the dataset. The final disadvantage associated with empirical scoring relates
to theory. Organizational theory does not guide, and is not guided by, empirical scoring methods.
Because empirical scoring does not follow any theories of performance, it may not replicate as
well across settings (Cucina et al., 2012; Dunnette, 1962). Despite the potential downsides to
empirical scoring, it tends to have higher validity than other methods (Hogan, 1994; Meehl,
1945).
Cluster Analysis and Keys. Cluster analysis is a statistical method that is used to find
underlying patterns in datasets and to group the patterns based on their location in
multidimensional space. Researchers have referred to this process as subgrouping (Mumford &
Whetzel, 1997). Though researchers can use cluster analysis to examine many types of data,
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researchers in psychology have used cluster analysis to group respondents into more
homogenous groups to help predict some criterion variable (Owens & Schoenfeldt, 1979). There
are various approaches to clustering including hierarchical clustering and k-means clustering.
Different approaches will produce different results, but, in psychology, the hope is that the
groups produced will be homogenous in a way that can help to predict some criterion variable.
Grouping individuals based on their response patterns is important because of the complexity
associated with many datasets and the potential benefits of being able to classify subgroups of
people. For example, based on group membership, researchers may be able to predict an
individual’s creative abilities (Halpin, 1973), academic achievement (Klein, 1973), motivation
(Speed, 1970), or team outcomes in the work environment (Meyer & Glenz, 2013).
The ability to group respondents may be particularly important in SJT research because
SJTs are multidimensional in nature and different dimensions could have varying relations with
the outcomes of interest (McDaniel & Whetzel, 2005). Using cluster analysis to form groups of
respondents may allow researchers to find groups of individuals that perform better at work. In
turn, by comparing a respondent’s profile with the groups’ profile, a researcher may be able to
predict work outcomes.
One concern about clustering is that the groups are formed in an atheoretical empirical
fashion and, thus, may not be useful for predicting anything. However, meaningful clusters may
arise in SJTs for two reasons. First, individuals differ on the constructs that contribute to SJT
scores. Motowidlo and Beier (2010) noted that implicit trait expression in SJTs can lead to
higher scores for individuals with the desired traits relative to the test (e.g., conscientiousness).
The researchers differentiated between individuals who scored well on a SJT due to job-related
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knowledge and/or skill and those who scored well due to implicit traits. Segmenting these
individuals based on their implicit traits, as opposed to job-related knowledge, may increase the
validity of the test and allow researchers a better understanding of what predictor constructs
contribute to the test’s validity. Second, individuals differ in their test motivation, and
individuals may respond based on varying approaches to the test. For example, regardless of
response instructions, individuals may respond based on what they would do and others may
respond based on what they should do (Lievens et al., 2009). These two approaches for
responding may change the constructs that the SJT measures, and clustering may establish test
respondent groups that provide higher levels of validity.
Factorial Scoring. Factorial scoring relates to cluster analysis in that both methods seek
to group their respective units of analysis in multidimensional space. However, factorial scoring
groups items rather than respondents. Factorial scoring assumes that the stems or items,
depending on the response formats, have a consistent internal structure, and can be organized in
one or more factors. The grouping method is empirically distinct from cluster analysis in that
researchers use an exploratory factor analysis, rather than a cluster analysis, to identify the
factors and then use the construct-based factors to predict the criterion measure (Hough &
Paullin, 1994). Factorial scoring methods are useful if the data can produce meaningful factors.
Although SJTs typically lack an interpretable factor structure (McDaniel & Whetzel, 2005),
researchers can use factorial scoring to limit the item pool to items that can be readily identified
within a factor (Bergman et al., 2006).
Rational Keys. Rational scoring, sometimes referred to theoretical and/or deductive
scoring, creates a key using some type of non-empirical criteria and, therefore, measures an
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interpretable set of constructs (Breaugh, 2009; Mitchell & Klimoski, 1982). Mumford and
Owens (1987) referred to indirect and direct approaches for building rational scales. With the
indirect approach, researchers include items that underlie constructs presumed to cause the
criterion variable. This approach could also be referred to as theoretical scoring because some
theoretical relation could be the basis for an item’s influence on the criterion. For example, a
leadership-related SJT could be theoretically scored based on the content overlap between the
SJT and employee empowerment (Bergman et al., 2006). Test developers may use item weights
based on the perceived overlap between a specific response and the underlying theoretical
construct. As the perceived overlap increases, the item weight increases so that it contributes
more to the final score than items with less perceived overlap.
The direct approach to item creation explicitly examines actual job behaviors, via job
analysis or other descriptive information, and then develops items that capture the expression of
manifestly similar forms of behavior in the SJT (Mumford & Owens, 1987; Schoenfeldt, 1999).
These a priori item groupings and weightings may have high levels of validity given their high
level of fidelity, but they may have less alignment with theoretical considerations (Mumford &
Owens, 1987). Furthermore, researchers may weight items based on the extent to which the
behaviors measured are related to explicit job behaviors.
Rational keys are not without criticism. First, with respect to theoretically based rational
keys, rational keys may be difficult to employ with SJTs. Often, job incumbents create the stem
scenarios, and they may develop the scenarios to fit a particular job and not a particular theory.
Second, if participants understand the scoring method, as is likely if responses are created to fit a
theoretical or practical lens, they are better able to guess which response is correct or desired
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(Hough & Paullin, 1994). Also, theoretical approaches do not have an explicit relation to the
criterion, and, as such, criterion-level validities may be lower when using a theoretically based
key (Hough & Paullin, 1994).
In spite of these criticisms, rational approaches have several advantages. First, rational
approaches do not suffer from shrinkage, on average, because they are not based on knowledge
of the relationship between the item and the criterion. Second, they may allow a higher level of
generalizability than other approaches because they are founded on theoretical rationale that
should underlie all jobs (e.g., motivation theories should predict job success across jobs). Third,
they are guided by underlying principles rather than pure empirical considerations (Schoenfeldt,
1999). Finally, they may be more legally defensible, according to guidance from the American
Psychological Association (Sharf, 1994). An Amicus brief filed in 1987 by the American
Psychological Association with the U.S. Supreme Court for the case of Watson v. Fort Worth
Bank and Trust Co. noted that empirically justified life-history questions that are not grounded in
job analysis are not acceptable as a selection device. The same brief noted that logical/rational
considerations based on job analysis, coupled with empirical validity, are justified in personnel
selection. Thus, given the burden of proof placed on employers, they are well advised to find and
use items that rationally connect to the work environment in case they need to defend their
selection process legally.
Hybrid Scoring Keys. Researchers have attempted to find a compromise between the
purely empirical and purely rational approaches to key building by using a hybrid approach
(Cucina et al., 2012). Hybrid approaches to key building attempt to decrease the negative aspects
of various scoring methods while increasing the advantages by including characteristics of keys
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from multiple scoring methods (Bergman et al., 2006). Researchers can combine keys in many
ways. For example, researchers may first use an empirical approach to find predictive items and
then compare those items with a rational key to examine consistency and to reduce the number of
items scored. Also, they may create hybrid keys based on multiple keys, which could decrease
biases associated with any single key approach and may increase predictive power (Bergman et
al., 2006). They may then use these keys to provide credit or partial credit for multiple items.
Correct SJT responses are often ambiguous and cannot be considered exclusively correct relative
to other items, so providing partial scores for items endorsed by respondents and items endorsed
by experts may result in higher SJT validity. For example, the scoring process may provide one
point for an item that is correct based on the theoretical key and another point for an item based
on the rational key. Yet another approach is to use a theoretical key to parse which items should
be included in the SJT and then to use an empirical key to increase validity. The resulting
combination of theoretical and empirical considerations may decrease the empiricism associated
with respondent/expert keys and also decrease the influence of a purely theoretical approach.
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Chapter 5: Traditional SJT Scoring Methods
SJT scoring method refers to how a score is produced after the key has been developed.
Traditionally, SJT scoring methods were limited largely to summed score approaches. More
recently, researchers have used distance scores and correlation scores in attempts to remove
statistical artifacts from the response method. Although scoring approaches tend to have a strong
empirical relation with one another (Legree, Kilcullen, Psotka, Putka, & Ginter, 2010), different
scoring approaches can produce significant shifts in individuals’ scores.
Summed Score. As the name implies, a summed score is a simple sum of all points
awarded for items on a SJT. For example, if a SJT has 30 items and the respondent matches the
key on 25 of those items, the respondent receives 25 points. Though some variations in summed
score approaches exist based on the key used (e.g., item weighting), scores for responses are not
empirically manipulated, and the score indicates a simple correspondence between the
individuals’ responses and the key indicating whether the respondent chose the correct response.
Distance Scores. Distance scores are primarily used with Likert-type response formats
and have a number of variations. The most general distance score is the absolute value of the
distance between the test-taker’s responses and the correct response based on the key. The most
favorable value of the distance score is zero, which indicates perfect correspondence. One
variation is using the squared mean distance whereby response distances are squared to impose a
greater penalty on responses that are farther from the correct response (Legree et al., 2010). A
drawback of using distance scores is that individuals may idiosyncratically respond within
specific sections of the Likert-scale, such as typically choosing responses that are in the middle
of the scale or at the ends of the scale. In turn, this could produce lower scores even when the
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respondent’s scores and key scores are strongly correlated (Legree et al., 2010). Distance scores
may contain construct-irrelevant variance related to extreme scoring such that individuals with
an extreme response style (ERS) will receive lower scores (McDaniel et al.,, 2011).
Researchers can reduce the potentially construct-irrelevant variance associated with ERS
by controlling for scatter and elevation. Cronbach and Gleser (1953) introduced scatter and
elevation, as well as the term shape, to refer to response profiles of test takers. Elevation is the
mean of all scores for a respondent. For a Likert-type scale response format, elevation is the
mean of the ratings across items. For a response format requiring the selection of the best
response (or the best and worst response), elevation is the mean of the keyed values of the items.
By contrast, scatter is dispersion (variation) around the respondent’s mean. It can be expressed as
the square root of the sum of squares of the individual’s deviation scores about their mean.
Finally, shape is the residual information in the score set after scatter and elevation have been
controlled.
Researchers can perform a variable transformation to control for elevation and scatter
(Cronbach & Gleser, 1953) and to standardize responses in some fashion. One approach is to
calculate a within-person z-score transformation such that each respondent will have a mean
rating across items of 0 and a standard deviation of 1. The remaining variation across items is
shape. Once individual differences in elevation and scatter are removed, the scores are based on
the shape of individual’s test scores relative to the shape of the key. This approach removes the
potentially construct-irrelevant variance introduced through idiosyncratic test-taker response
patterns related to elevation and scatter.
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Correlation-Based Scoring. A similar process to deal with elevation in Likert-type
response formats is correlation-based scoring, also called association (Legree et al., 2010).
Correlation-based scoring correlates the responses of the test-taker with the key to ascertain the
empirical relation between them. As noted previously, distance-based measures suffer from a
confounding between elevation and dispersion effects because individuals may idiosyncratically
anchor their scores in a particular range of the scale. Consequently, the individual may receive
poor SJT scores because keys are not typically anchored within any particular response area. The
low score due to anchoring could occur if the correlation between the individual’s response and
the key is very strong (Legree et al., 2010). With correlation-based scoring, if the shape of the
individual’s responses is similar to the shape of the responses on the key, the respondent will
receive a greater score, thus controlling for an individual’s scale anchoring.
Figure 1 below represents a fictional example to illustrate the effects of elevation and
scatter on individuals’ scores and highlight the negative influence of extreme response
tendencies. The x-axis represents the five items included in this example, and the y-axis
represents the response categories 1–7. Manny’s response is identical to the key with respect to
shape but has an elevation difference of 1 across each of the five items. Moe is an extreme
responder who responds to all questions at the ends of the scale. However, Moe typically
responds in the same half of the scale as the key, demonstrating correspondence between his
responses and the key. Jack tends to respond in the middle of the scale but does not match the
overall shape of the key very well.
Table 1 shows the results for the absolute distance score, distance score based on a ztransformation of the data, and correlation-based score. In distance-based scores, a lower score is
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better, whereas in correlation-based scoring, a higher number represents a better score. The
numbers in parenthesis represent the rank order of the scoring. As can be seen, Moe’s and Jack’s
rank orders reverse when the scoring method accounts for differences between the shape of their
responses and the shape of the key answers.

Figure 1. Extreme Response Example

Table 1. Extreme Response Scoring Example

ID

Distance

z-Transformation

Correlation

Manny

1.0 (1)

0.0 (1)

1.0 (1)

Moe

1.8 (3)

0.5 (2)

0.8 (2)

Jack

1.2 (2)

1.1 (3)

-0.2(3)

Research on SJT Scoring. In line with calls for more research into how SJTs are scored
(Weekley et al., 2006), researchers have attempted to compare and contrast the predictive
validity of different scoring techniques. Bergman et al. (2006) examined the validity of scoring
methods used in the biodata and SJT literature: theoretical-based scoring, empirical scoring, two
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models based on Vroom’s situation-based keys, a key based on subject matter experts (SME),
and the hybrid approach described above. Their research centered on Leadership Skill
Assessment, a video-based SJT in which respondents had four response options for a specific
stem and indicated what their behavioral responses would be in that situation. Their findings
suggested that empirical-based scoring had the highest correlation with job performance but that
scoring based on SME keys provided the largest incremental validity over GMA and scales
assessing the five-factor model of personality. Their study included only 123 participants, so
further research examining SJT scoring approaches is needed before any conclusions can be
drawn about which methods may offer greater validity.
Legree et al. (2010) examined the Leadership Knowledge Test, a SJT designed to assess
knowledge, traits, and skills relevant to leadership in the U.S. Army. The test used a Likert-type
response format to assess the effectiveness of all items in a given stem. This response method
allowed the researchers to gather significantly more data than through other methods and
required the respondents to read the same number of stems. The authors tested several scoring
methods but concentrated on the difference between distance-based scoring methods and
correlation-based scoring methods. Their results showed that correlation scores predicted
military rank better than the distance measures. The authors also noted the strong correlation
between respondent-consensus-scored keys and expert-scored SJT keys.
McDaniel et al. (2011) used a distance score-based variation to examine Likert-type
response validities, paying specific attention to elevation and scatter. Legree et al. (2010) also
examined scoring methods that controlled for scatter and elevation, but the approach by
McDaniel et al. (2011) differed slightly in that McDaniel et al. controlled for elevation and
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scatter by making a within-person z-transformation, resulting in all respondents having the same
elevation and scatter. As illustrated in the previous example, researchers use z-transformations
because the response tendencies that reflect scatter and elevation may be construct irrelevant but
can impact SJT scores. In addition, standardizing within-person scores may reduce some of the
benefits associated with being coached to put answers in specific areas of the Likert-type scale,
as was suggested by previous studies (Cullen, Sackett, & Lievens, 2006).
An additional interesting effect of using the McDaniel et al. (2011) scoring method is that
the method may reduce the effect of extreme response tendencies of some subgroups. The results
from McDaniel et al. (2011) show that the within-person z-score transformations resulted in
lower subgroup differences and increased levels of validity. This finding is counterintuitive
because personnel selection literature suggests a tradeoff between subgroup differences and
validity (Ployhart & Holtz, 2008). In contrast to the literature, McDaniel et al. (2011) decreased
subgroup differences while increasing the test validity. According to the Principles, unintended
consequences that can be traced to the selection method can threaten the validity of a selection
test. However, the McDaniel et al. (2011) approach decreased the lower scores associated with
extreme responses and, thereby, reduced response bias and mean group differences, while
simultaneously increasing the empirical validity.
McDaniel et al. (2011) took a further step to examine the validity of individual test items
by examining validity as a function of item response variance and item response mean for the
Likert-type responses. By definition, responses with lower levels of variance have higher levels
of agreement among respondents, and responses with higher levels of variance have lower levels
of agreement among respondents. Disagreement could reflect a number of things, such as
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ambiguity among either the stem or the response options. In turn, ambiguity may cause the
respondents to make assumptions about either the situation or responses. Depending on the
respondents’ assumptions, different options may be the best. This is a likely cause of the lower
validity of these ambiguous items (McDaniel et al., 2011).
Similarly, McDaniel et al. (2011) found that items with high variance and/or mid-level
means generally had lower levels of criterion-related validity. This suggests that SJT researchers
and practitioners could remove these items without sacrificing much validity, leading to a more
efficient SJT. Previous research utilizing Likert-type scales suggested a U-shaped relation
between validity and both item variance and item mean in which items with either high variance
or items with means close to the ends of the Likert scale had higher validities (Waugh & Russell,
2006; Putka & Waugh, 2007). However, as will be discussed later, Zu and Kyllonen (2012) may
have found a more optimal approach to scoring mid-range items using the nominal response
model (NRM) in IRT.
In summary, the research on SJT scoring suggests that different scoring methods produce
different validities, although research on scoring methods is scarce. In general, the SJT
keys/scores tend to have a high level of convergence and do not diverge significantly (Legree &
Psotka, 2004; Weekley & Jones, 1999; Zu & Kyllonen, 2012). However, even small increases in
validity can produce large increases in hiring efficiency for organizations when summed across
multiple hiring decisions (Judiesch et al., 1992).
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Chapter 6: Item Response Theory
Item Response Theory (IRT) is a collection of mathematical models and statistical item
analyses used in test scoring (Thissen & Steinberg, 2009). IRT is known as modern
psychometrics because it has replaced classical test theory in several substantive research areas
(Morizot, Ainsworth, & Reise, 2006). For example, in the education testing field, test developers
use IRT to both decide which questions to include in and to score the Graduate Record Exam and
the Stanford-Binet 5 intelligence scales (Roid, 2003). IRT has also been referred to as the most
important statistical method about which researchers know nothing (Kenny, 2009). SJT scoring
reflects this lack of awareness where research using IRT in SJT scoring is limited to a single
published study and a dissertation (Zu & Kyllonen, 2012; Wright, 2013). However, IRT has been
used in the organizational sciences for such issues as job attitudes, personality, GMA,
performance ratings, vocational interests, and employee opinions (Carter, Dalal, Lake, Lin, &
Zickar, 2011).
IRT models use item and person characteristics to estimate the relation between a
person’s underlying trait level (e.g., GMA) and the probability of endorsing an item (LaHuis,
Clark, & O’Brien, 2011). Different IRT models assess different parameters and varying levels of
complexity. The one parameter model of IRT assesses an item’s difficulty, as represented by b
(beta). The b parameter is the location, where location is defined as how much of latent trait 
(theta) would be needed to have a 0.50 probability of endorsing the correct item. Latent traits
underlie and cause behavior but are not directly observable. A two parameter model includes
both the b parameter and the a parameter, which measures an item’s ability to differentiate
between individuals on the latent trait. IRT models may include other parameters. For example,
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the three-parameter logistic models can be used to assess a parameter related to guessing (Zu &
Kyllonen, 2012).
As a result of the parameters that IRT models can estimate, IRT does not provide a
simple summed score; rather, the process of scoring tests using IRT models is called pattern
scoring because “different patterns of responses to the set of items on a test gives different
scores, even when the number of correct responses is the same” (Reckase, 2009, p. 62).
All IRT models are different equations for modeling the shape and location of the item
response function (IRF; Morizot et al., 2007). The IRT literature uses the terms item
characteristics curve (ICC) and IRF interchangeably (Ayala, 2009). Figure 2 is an IRF that
illustrates a logistic ogive, such as IRT estimates. A person with a standardized  of zero has a
0.50 probability of getting the item in Figure 2 correct. Figure 2 shows that b is typically
measured on a standardized scale between -3 and +3. As the item difficulty increases, b also
increases. The parameter a is represented by the slope of the logistic ogive. As a increases, the
model is increasingly able to discern between people with a small relative difference in the
underlying latent trait.
Figure 2. Item Response Function

Figure 2. Item Response Function. Reprinted with permission from Morizot, J., Ainsworth, A.T.,
Reise, S.P. (2009). Toward modern psychometrics: Application of item response theory models
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in personality research. In R.W. Robins, R.C., Fraley, & R.F. Krueger (Eds.), Handbook of
research methods in personality psychology (pp. 407-423). New York: Guilford.
The IRF can visually represent how items differ in terms of a and b. Figure 3-A shows
items that differ in difficulty based on their location along the x-axis. However, the curves in
Figure 3-A do not differ in their ability to discriminate, as is illustrated by the slope of the
logistic ogive. Figure 3-B shows items that differ both in their ability to discriminate and in
terms of difficulty.
Figure 3. Item Response Functions

Figure 3. Item Response Functions. Reprinted with permission from Morizot, J., Ainsworth,
A.T., Reise, S.P. (2009). Toward modern psychometrics: Application of item response theory
models in personality research. In R.W. Robins, R.C., Fraley, & R.F. Krueger (Eds.), Handbook
of research methods in personality psychology (pp. 407-423). New York: Guilford.

Item characteristics provide researchers with information concerning the scale or
measurement tool via the item information function (IIF) and the scale information function
(SIF). The IIF for an individual item is a transformation of the IRF (Morizot et al., 2007).
Implied in the IIF is that different items provide varying amounts of information. For example,
the IIF shown in Figure 4 indexes the ability of four different items to differentiate between
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people at different  levels. Curve 1 shows an item that differentiates well across different 
levels. Curve 3 shows an item that can differentiate well for individuals at the standardized score
of one above  but differentiates less well for people at other  levels. The IIFs are additive in
nature and are used to create the SIF (Morizot, et al., 2007).
Figure 4. Item Information Functions

Figure 4. Item Information Functions. Reprinted with permission from Morizot, J., Ainsworth,
A.T., Reise, S.P. (2009). Toward modern psychometrics: Application of item response theory
models in personality research. In R.W. Robins, R.C., Fraley, & R.F. Krueger (Eds.), Handbook
of research methods in personality psychology (pp. 407-423). New York: Guilford.

The SIF pictured in Figure 5 shows the relative ability of a scale, rather than the ability of
an item, to differentiate between respondents across the breadth of a latent trait. The curve shown
in the SIF illustrates that this scale can differentiate between people who are slightly higher on 
but is not as able to differentiate between individuals with a lower . The standard errors
associated with the SIF are represented by the lines with circle markers. As can be seen, in areas
where the scale differentiates well, the SIF has a lower standard error. The standard error is 1
divided by the scale information function (Morizot et al., 2007). Thus, as the standard error
associated with particular level of  decreases, the scale for that particular level of latent trait
becomes more accurate.
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Figure 5. Scale Information Function.

Figure 5. Scale Information Function. Reprinted with permission from Morizot, J., Ainsworth,
A.T., Reise, S.P. (2009). Toward modern psychometrics: Application of item response theory
models in personality research. In R.W. Robins, R.C., Fraley, & R.F. Krueger (Eds.), Handbook
of research methods in personality psychology (pp. 407-423). New York: Guilford.

The IIF and SIF are both advantages of IRT, relative to classical test theory, because they
provide information concerning the properties of items and scales and allow researchers to
potentially augment their scales until they possess the desired properties.
The three main assumptions of the IRT models are monotonicity, unidimensionality, and
local independence (Ayala, 2009). In IRT, monotinicity means that as the latent trait increases,
the probability that a respondent will endorse the correct item also increases. The
unidimensionality assumption is met when the response data are a manifestation of only a single
latent trait  (Ayala, 2009). Tests for dimensionality can include factor analysis or its derivative
scree plot (Reckase, 1979; Drasgow & Parsons, 1983). Reckase (1979) suggested that having a
single dominant factor that explains significantly more than any other single factor will ensure
that the IRT unidimensional model can be applied to heterogeneous datasets. Though guidelines
for a single dominant factor are subjective, the first factor in Reckase’s (1979) dataset accounted
for 20% of the variance, which was robust against the violations of unidimensionality. Drasgow
and Parsons (1983) underscored that the single dominant factor must be prepotent, referring to a
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single factor that accounts for more variance than each of the other individual factors. In cases
where a prepotent factor does not exist, IRT item-level characteristics can be significantly biased
(Reckase, 1979; Drasgow & Parsons, 1983). Finally, a scree plot with a knee following the first
factor may represent a single dominant factor and can be used in the assessment of construct
dimensionality (Morizot et al., 2007).
A concept related to unidimensionality is that of local independence, also referred to as
conditional independence (McDonald, 1999). Local independence implies that how an individual
responds to a single item depends only upon that individual’s location on . After the latent trait
is controlled for, local independence is proven when items have no remaining significant
correlations. If correlations exist, then the dataset is locally dependent and does not meet the
assumptions of the IRT model. As is the case with the unidimensionality assumption, violations
of local independence can result in biased parameters, model misfit, and an overestimation of
model validity (Reckase, 2009).
Although the unidimensionality assumption and local independence are related, some
cases may meet the unidimensionality assumption but have a locally dependent scale. For
example, researchers have found cases in which scale construction influenced respondent choices
independent of the scale content (e.g., ordering bias or common method variance). In cases
where multiple items in a scale suffer from the same bias, response patterns may demonstrate a
correlation independent of the items being measured (Goldstein, 1980; Schwarz, 2000). Thus,
violations of unidimensionality can cause violations of the local independence assumption, but
violations of the local independence assumption do not necessarily imply multidimensionality.
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IRT can be used to score dichotomous or polytomous data (Ostini & Nering, 2006).
Distinguishing between these types of data is important because the data type dictates the
appropriate model to use. Dichotomous data can be coded into two response categories (e.g.,
correct and incorrect), but polytomous data can be coded into multiple categories. Polytomous
data can be further divided between ordered and unordered response formats (Ostini & Nering,
2006). Ordered response formats include Likert-type scales, and unordered response formats
include those formats that cannot be a priori ordered in terms of their correctness.
IRT has five distinct advantages relative to classical test theory. First, IRT scales are item
invariant (Ayala, 2009). If two different tests are presumed to measure the same latent construct,
an individual’s latent trait scores are directly comparable across tests because of the information
available about the item and scale level via the SIF and IIF. As a result, the information
contained within the items, and not the actual items, matters to researchers. In contrast, Classical
Test Theory (CTT) scores are not directly comparable across scales, even if the scales purport to
measure the same construct, because no mechanism measures item information and compares the
two scales in terms of the SIF (Reckase, 2009).
The second advantage is that IRT examines an individual’s response pattern to measure
an individual’s relative place on a latent trait. As noted, IRT does not assume that all items are
equally difficult, and it incorporates other parameters of scale items into the respondents’ score
(Reckase, 2009). This is in contrast to CTT, in which the sum of the raw item scores is the total
test score (Warne, McKyer, & Smith, 2012). Because IRT examines the pattern of responses
within the item to assess multiple parameters, it can provide a better estimate of an individual’s
latent trait.
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The third and fourth advantages of IRT relative to CTT relate to the characteristics of the
response options. The third advantage is that some IRT methods cater well to polytomous
response options without an objectively correct response (Kenny, 2009). Fourth, IRT response
formats may be better suited to ambiguous, difficult-to-interpret responses (Zu & Kyllonen,
2012).
The fifth advantage is that the SIF allows researchers and employers to better understand
whom they are differentiating between. Specifically, they can determine whether their selection
tool differentiates equally well across varying levels of an important latent construct or only
between specific levels of a latent construct. Consequently, depending on an employer’s goals,
items with particular characteristics can be added or removed to find new employees with
specific level of some latent trait.
Several of these advantages are pertinent to SJT scoring. IRTs can examine unordered
polytomous data with ambiguously correct items, which most researchers agree is a
characteristic of SJT items (McDaniel & Whetzel, 2005; Bergman et al., 2006). Second, some
IRT models may be particularly well suited for data in which identifying a priori the best
response is difficult (Kenny, 2009). One concern with SJTs is that responses with averages in the
mid-range of a Likert-type scale do not add, and may reduce, test validity (McDaniel et al.,
2011). In addition, tests that instruct respondents to choose best and worst options can have high
degrees of variance for some items, which can indicate item ambiguity and can reduce the
validity of SJTs. It has been shown that some IRT models may cater well to this type of data (Zu
& Kyllonen, 2012). Finally, pattern scoring methods are particularly important on SJTs because
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although individuals’ mean scores may be similar, the responses they select may be very
different.
A clear drawback of IRT models is that they are assumed to measure a single and
continuous latent construct. SJTs likely violate this assumption given that previous research has
indicated that SJTs measure a number of constructs, including GMA and personality (McDaniel
et al., 2011; McDaniel & Whetzel, 2005). However, researchers have argued that the
unidimensionality assumption is not realistic when attempting to measure multidimensional
items and scales (Drasgow & Parsons, 1983; Morizot et al., 2007). In situations where constructs
are multidimensional, researchers need to ensure that the traits being measured are sufficiently
unidimensional to produce unbiased and accurate item parameters (Morizot et al., 2007). Some
research suggests that IRT is able to withstand some departures in unidimensionality (Reckase,
1979; Drasgow & Parsons, 1983). However, even in situations where the unidimensionality
assumption is not met, multivariate item response theory (MIRT), a derivation of IRT, can be
used. MIRT is specifically used in situations with multivariate scales and items (Reckase, 2009;
Wright, 2013).
Researchers have created a large number of IRT models, many with different theoretical
underpinnings, to handle unique response formats and scoring methods (Ostini & Nering, 2006).
Most IRT models can use the same types of keys used by more traditional SJT scoring methods
(e.g., consensus). Six models that are relevant to SJT scoring and MIRT are the nominal
response model (NRM); the generalized partial credit model (GPCM); two-parameter logistic
model (2PL); three-parameter logistic model (3PL); and two MIRT models, the M2PL and
M3PL.
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Bock (1972) designed the NRM to score polytomous response formats (Ostini & Nering,
2006). The model assumes that a continuous latent variable accounts for all the covariance
among unordered items. Research has used the NRM when item responses are unordered (Zu &
Kyllonen, 2012), such as when responses do not have a pre-established correct order.
Importantly, the NRM does not require a scoring key (Zu & Kyllonen, 2012). Although one
response is clearly correct relative to the other multiple choice options, the model estimates the
correct response based on the items’ relation with . As such, a crucial advantage, and perhaps
purpose, of the NRM model is that it finds implicit ordering in unordered categorical data, such
as data from SJTs (Samejima, 1972).
The second IRT scoring method is the GPCM (Muraki, 1992). The GPCM is the NRM
with the added constraint of the slope parameter measured by a, which represents the item’s
ability to discriminate between respondents based on their  (Thissen & Steinberg, 1986). The
ability to discriminate between respondents improves as the slope increases. The GPCM requires
that a given set of responses within a stem have an explicit order in terms of their
appropriateness. Thus, GPCM requires a detailed key that orders each item within a stem from
best response to worst response (Zu & Kyllonen, 2012). For example, the key for a multiple
choice question with five options would order the responses from the best response to the worst
response.
The one-, two-, and three-parameter logistic models (1PL, 2PL, and 3PL), which have
been used to score SJTs, are based on logistic regression. These IRT models can accommodate
dichotomous response formats or data that can be coded into dichotomous response formats. The
1PL, 2PL, and 3PL describe the probability of a correct response to a stem as a function of a
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stem characteristic (e.g., ambiguity) and the respondent’s latent ability (Zu & Kyllonen, 2012).
The 1PL model is the least complex model. This binary model, only includes b, the parameter
that measures item difficulty. The 2PL model captures variance from item difficulty and a, an
item’s ability to discriminate among test takers. Finally, the 3PL model incorporates the item’s
difficulty (b), the item’s ability to discriminate among respondents (a), and a parameter that
measures the respondent guessing the best item (c).
Multidimensional item response theory (MIRT) may overcome the unidimensionality
assumption associated with IRT while providing some of the same benefits of IRT. MIRT has
been viewed as a special case of factor analysis and structural modeling. It comprises a family of
models designed to determine the stable features of individuals and items that influence
responses across dimensions (Reckase, 1997; Reckase, 2009). Like IRT, MIRT assumes that the
measured construct relations are monotonically increasing. MIRT models include those that
require simple structure (between-item dimensionality, or within-item unidimensionality) and
those with multidimensional items (within-item multidimensionality). Models requiring simple
structures assume that different items measure different dimensions but that each item measures
only one dimension. Within-item multidimensionality assumes that a single item may measure
multiple constructs.
MIRT models are referred to as either compensatory or non-compensatory. MIRT models
that assume between-item multidimensionality are non-compensatory, some researchers call
these partially compensatory, because high scores on one dimension do not compensate for lower
scores on another dimension (Reckase, 2009). In contrast, within-item multidimensionality
models are compensatory because a high score on one dimension can compensate for a low score
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on another dimension (Reckase, 2009). Multidimensional models are most appropriate for SJTs
where individual items can measure multiple latent constructs and the respondents may employ
all of their faculties when responding to a question, such as personality and intelligence.
In general, MIRT captures much of the same item information as IRT, though it does so
in multidimensional space. As such, the MIRT  is a vector that measures multiple elements
(Wright, 2013). In addition, MIRT captures a d, which measures item difficulty in
multidimensional space. Given the multidimensional aspect of d, it is not directly equivalent to
item location parameter b in IRT. Unlike b, d could include multiple locations for the same level
of difficulty. Compensatory models estimate the a parameter for each latent trait that the item is
assumed to measure. The a in MIRT models has a similar interpretation in unidimensional IRT
as the ability of an item to discern between respondents; however, in MIRT models, a is
measured for each latent trait. For example, an item measuring two dimensions will have an
associated a1 and a2.
Non-compensatory MIRT models are assumed to have items that measure only a single
underlying , which is unlikely with SJTs (McDaniel & Whetzel, 2005). The M2PL and M3PL,
on the other hand, are compensatory models that may be appropriate for scoring SJTs. The
M2PL and M3PL vary in the parameters that are estimated but are both used to score
dichotomous responses. The M2PL model estimates d and a, with items having an estimated a
for each underlying dimension. The M3PL also estimates a guessing parameter, c, to account for
the observation that respondents may correctly answer a question that should require higher
levels of  (Reckase, 2009; Lord, 1980). The parameter c is estimated for each dimension on
each item, similar to the a parameter.
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Research into SJT Scoring using IRT. Unlike more traditional methods of scoring SJTs,
research into scoring SJTs using IRT is limited. Zu and Kyllonen (2012) compared scoring
methods based on more traditional methods and item response theory in their evaluation of SJTs
that measured emotional management in youths and student teamwork/collaboration. The
authors used two classical test scoring methods: first, the number of correct questions, based on
an expert key, and second, a partial credit model with keys based on respondent consensus and
partial scores based on the proportion of the sample choosing that item. They used the IRT
methods of NRM, GPCM, 1PL, 2PL, and 3PL. In their first study of emotional management in
youths, Zu and Kyllonen found that NRM, on average, predicted outcome variables better than
other scoring methods, but their second study did not find that any method was clearly more
effective. Thus, the authors used two different SJTs in two different samples and found two
different results, leading to inconclusive findings regarding the effectiveness of the various
scoring methods. To understand the results, they conducted a secondary analysis of the items and
found that the test used in the first study included more ambiguous items than the test in the
second study. They concluded that in cases where item ambiguity is high, NRM may be the more
appropriate scoring method.
Wright (2013) examined the dimensionality of SJTs using MIRT and factor analysis.
Wright first used an exploratory factor analysis and confirmatory factor analysis (CFA) to form
four factors of the SJT and then used MIRT to derive another three factors, for a total of seven
SJT factor scores. In addition, Wright calculated a total SJT score as a summed score of the
number correct in the SJT. Through these analyses, Wright attempted to predict job performance
in the presence of personality and a measure approximating GMA. Because the study assessed
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the SJT as one having multiple factors, Wright did not report a direct correlation between an
overall SJT score and the criterion variable of supervisor-rated job performance; however, the
researcher performed a hierarchical regression to predict job performance by entering the overall
SJT score, CFA-derived factors, and MIRT-derived factors into a regression equation that
included personality and an approximation of GMA. The overall SJT score increased the Rsquared value from 0.14 to 0.23, the addition of the four CFA derived factors increased the Rsquared value to 0.27, and the addition of the three MIRT-derived factors increased the Rsquared value to 0.41. These results showed that each of the SJT scores, though correlated with
one another, added incremental validity to the prediction of job performance.
Both Zu and Kyllonen (2012) and Wright (2013) found higher levels of validity using
their respective IRT and MIRT models than with other methods for scoring SJTs. As such, IRT
and MIRT show promise for scoring SJTs with higher levels of validity and provide practitioners
with an efficient method to increase the validity of their selection tools.
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Chapter 7: Evaluating the Importance of SJTs
SJT research has established that SJTs are valid selection procedures, but the importance
of SJT research within the context of current personnel selection methods and constructs has yet
to be determined. To assess the importance of SJT research, I will perform two separate analyses
to examine the incremental and relative importance of SJTs, respectively. Incremental
importance gives existing selection methods a superordinate position with respect to explanatory
power, whereas relative importance provides equal weight to all variables included in an
analysis.
Incremental Importance. Multiple regression is the most popular statistical method used
in organizational research (LeBreton, Hargis, Griepentrog, Oswald, & Ployhart, 2007).
Generally, researchers and others use multiple regression to either predict criterion variables or
explain variance in a criterion variable. For predictive models, researchers will try to explain a
practically useful degree of variance in the criterion variable in order to predict some outcome.
For explanatory models, researchers are interested in how much variance each predictor explains.
The latter can involve a number of statistical methods, which will be discussed later. In terms of
regression, researchers measure incremental importance by the degree to which each new
predictor variable explains additional criterion variance.
A number of researchers have studied the incremental importance of SJTs. Clevenger,
Pereira, Wiechmann, Schmitt, and Harvey (2001) assessed the incremental variance explained by
SJTs above GMA, conscientiousness, job experience, and job simulation. They found that the
SJTs explain between 0.016 and 0.026 additional variance. Chan and Schmitt (2002) examined
SJTs while taking into account GMA, the five-factor personality model, and job experience
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finding that SJTs explained an additional 0.05 of variance. Weekley and Ployhart (2005)
replicated Chan and Schmitt’s (2002) study finding that SJTs explained incremental variance
over GMA, personality, and experience. McDaniel et al. (2007) conducted a meta-analysis and a
hierarchical regression to derive the incremental importance of SJT score over GMA and
personality based on whether the response instructions were behavioral or knowledge based and
found that both types of instructions were useful and explained incremental variance.
Relative Importance. Whereas multiple regression estimates the importance of an SJT
while accounting for other selection criteria, it is also valuable to examine the importance of
SJTs while giving equal weight to all predictor variables. Previous studies within personnel
selection have noted that incremental importance is useful for evaluating the extent to which a
new predictor contributes to existing predictor methods and constructs (Van Iddekinge &
Ployhart, 2008). Still, the degree to which a method explains incremental variance is not
sufficient for examining the overall importance of a variable and may lead researchers to faulty
conclusions about the efficacy of a predictor variable (LeBreton et al., 2007). The efficacy of a
predictor variable relates to its relative importance, which is defined as the contribution a
predictor variable makes to the R-squared value of a model, both alone and in the presence of
other predictors (Johnson & LeBreton, 2004). Analyses that examine relative importance are not
meant to supersede methods to assess incremental variance but, rather, are designed to
complement them.
Methods to assess relative importance range from fairly elementary to complex. Two
relatively simple methods for examining relative importance are comparing zero-order
correlations and examining standardized regression coefficients. In the presence of
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multicollinearity, these two methods can yield drastically different results. To counter this effect,
researchers have developed other methods to examine relative importance. Dominance analysis
and relative weights are two of the most rigorous methods used to assess the predictive power of
variables in the presence of multiple predictors (Budescu, 1993; Johnson & LeBreton, 2004).
Both methods partition the predicted variance shared among multiple collinear predictor
variables and a criterion variable (Johnson, 2000).
Dominance analysis describes varying degrees of dominance based on the models in
which a predictor variable explains more variance than another predictor variable. Dominance
analysis is an established method to assess the predictive power of variables in the presence of
multiple predictors and recent changes to the method help overcome some of its initial
shortcomings (e.g. computational efficiency) (Budescu, 1993; Azen & Budescu, 2003).
Dominance analysis measures the squared semi-partial correlation of a predictor across all
possible subsets of regression models. The result equates to the average importance across p!
number of regressions, where p represents the number of predictors (Budescu, 1993). The
dominance weights then measure the average usefulness across all subsets of regression models.
Dominance analysis also provides information about the conditions under which a
variable may dominate, referred to as complete dominance, conditional dominance, and general
dominance (Azen & Budescu, 2003). Complete dominance occurs when a predictor has a larger
squared semipartial correlation coefficient across all possible models. Conditional dominance
occurs when a predictor dominates another predictor in some, but not all, situations. General
dominance occurs when the average additional variance explained across p! models is greater for
one predictor than for another (Johnson & LeBreton, 2004). Dominance analysis is used across a
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variety of research domains, but the more recent method of relative weights may be better suited
to research in the organizational domain (LeBreton et al., 2007).
Relative weights analysis, also known as Johnson’s relative weights, was designed in
response to the computational demands that make performing a dominance analysis increasingly
difficult as the number predictor variables increases (Johnson, 2000). Relative weights is a
computationally efficient method to assess the relative importance of a predictor and has a high
correlation with the results of other methods, such as dominance analysis (Johnson, 2000).
Johnson’s relative weights uses variable transformation to orthoganalize predictors in a manner
that is maximally correlated with the original set of predictor variables (LeBreton & Johnson,
2004). The orthoganalized predictors are then regressed against the original criterion variable
and the standardized regression coefficients to assign regression coefficients to the now
uncorrelated variables. The predictors are then transformed back to the original variables by
combining them with the standardized regression coefficient. The squared standardized
regression coefficient for the transformed uncorrelated predictors represents their relative
importance (Johnson, 2000; Tonidandel, LeBreton, & Johnson, 2009). Though Johnson’s relative
weights is empirically more complex, it is easier for statistical packages to calculate.
Dominance analysis and relative weights both offer meaningful estimates of predictor
importance. Both methods consider the predictive power of a variable in isolation from and in
combination with other variables, decompose overall model R-squared and attribute the variance
to specific variables, and overcome the presence of suppressor variables. A defining difference
between the methods may be that Johnson’s relative weights is slightly more complex but less
computationally demanding. Because of the ease with which relative weights can be used,
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relative weights has been recommended for organizational behavior research (LeBreton &
Johnson, 2004).
Given the use of different personnel selection methods, the relative importance of SJTs
presumably would have been assessed with respect to other common personnel selection
methods. At the current time, however, only one relative weights analysis has been performed
that included SJTs, and although that analysis included SJT-derived factors, it did not include a
total SJT score (Wright, 2013). LeBreton et al. (2007) conducted a relative weights analysis
using personnel selection constructs, including the big five personality constructs, GMA, and
biodata scales. Their research indicated that work habits were the best predictors of work quality
and quantity and that GMA accounted for a relatively small amount of variance in predicting
work quality and work quantity. Their findings conflict with established findings that GMA is
the best predictor of work outcomes across settings, though it could certainly be argued that a
precursor to good work habits is GMA.
In summary, SJTs are a valid personnel selection procedure that can explain variance
above GMA and personality. Various advantages of SJTs relative to other selection methods
include their ability to decrease negative outcomes associated with subgroup differences and to
increase the likelihood that recruitment practices will be effective. Researchers continue to
explore methods for scoring SJTs to determine which methods are most effective for predicting
job performance.
Through this dissertation research, I will seek to clarify the utility of various SJT scoring
methods by comparing their overall validity. This research study answers calls for more research
on SJT scoring methods, which have little consensus among researchers (Weekley et al., 2006).
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The varying keys and scoring methods I will use may help guide future SJT use because they do
not involve changing the tests. Indeed, the most valid scoring method may be simply increasing
the validity of existing selection methods within an organization. Furthermore, for various
scoring types, I will examine the incremental validity of the SJT score.
Another contribution this dissertation will make is to affirm that SJTs can predict job
performance above two well-established selection procedures, which can, in turn, affect their
future use in organizations. Further, a possible result of the dissertation may be that the scoring
method that maximizes validity may not be the same method that maximizes incremental
validity. Thus, I will examine the different scoring methods alongside GMA and personality to
understand the incremental validity across methods.
Finally, I will examine the relative importance of the SJT while taking GMA and
personality into account. A long history of research methods supports the use of relative
importance analyses, but recently, calls have been made to assess relative importance in
organizational research, with particular attention to personnel selection (LeBreton et al., 2007).
Relative weights will also allow the SJT test to be examined while giving equal importance to all
predictors included in the model and not a superordinate position to any selection methods.
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Chapter 8: Hypotheses
Research has shown that different scoring methods may influence the validity of the SJT
in predicting job performance (Legree et al., 2010; Zu & Kyllonen, 2012; Bergman et al., 2006).
In order to compare the relative validity of scoring methods, it is necessary to hold the key
consistent across all methods. Thus, this research will focus on different methods used to score
SJTs using a single key. The traditional summed score method scores an item as correct if it
matches the key and incorrect if it does not; these item-scores are summed across all items. The
traditional summed score method will be compared to the NRM, 2PL, 3PL, M2PL, and M3PL
models based on a single key developed by subject matter experts. NRM does not require a key,
but it is included because it does not require a key to be developed which can be a difficult task
with ambiguous items. In addition, it has been shown to be a useful scoring method in previous
research (Zu & Kyllonen, 2012). I offer the following:
H1a: The method of scoring the SJT will influence the SJT validity in the prediction of job
performance.
IRT methods have rarely been used to measure SJTs, but there are a number of reasons
why one might expect IRT based measures to predict better than the traditional summed scoring
method that will also be included in the analysis. First, IRT scoring examines the pattern of
responses within a person in comparison with their relative place on the latent trait being
measured (Reckase, 2009; Warne et al., 2012). The summed score is based on a simple sum of
the correct items included in the scale with no attention given to the difficulty of the items or the
respondent’s previous responses. Pattern scoring is an advantage of IRT because it has a greater
ability to measure latent traits due to the additional information provided about each item
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(Reckase, 2009). Second, IRT is well suited for unordered polytomous response formats, such as
those in SJTs that ask respondents to choose among alternative behavioral options (Kenny,
2009). Third, research has found that IRT scoring may be better suited to score ambiguous and
hard to interpret items (Zu & Kyllonen, 2012), again, like those responses often found in SJTs
that ask respondents to choose among alternative behavioral options. In light of these factors, I
offer the following:
H1b: IRT and MIRT methods will yield higher validity than the summed score approach.
I have noted several times that SJT scales typically exhibit multidimensional structure.
Consequently, IRT methods that rely on a unidimensional structure may not fit the data as well
as MIRT methods that are designed to handle multidimensional scales. As such, I offer the
following:
H1c: MIRT models will provide better model fit than IRT models.
H1d: MIRT will provide higher levels of criterion-related validity than other methods of
IRT scoring.
Research has consistently shown that SJTs add incremental validity over personality and
GMA when predicting job performance (McDaniel et al., 2007; Clevenger et al., 2001; Chan &
Schmitt, 2002; O’Connell, Hartman, McDaniel, Grubb, & Lawrence, 2007). As such, I offer the
following:
H2a: All SJT scoring methods will add incremental validity over and above personality and
GMA.
Given that I hypothesize that IRT and MIRT will provide a higher level of criterionrelated validity compared to consensus based scoring and I have no reason to suspect that IRT
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will cause SJT scores to correlate more strongly with either GMA or personality, I offer the
following:
H2b: IRT methods will yield greater incremental validity over and above personality and
GMA relative to the summed score approach.
H2c: MIRT methods will yield greater incremental validity over and above personality and
GMA relative to IRT methods.
Finally, incremental importance analyses give a superordinate position to constructs
entered into the regression model first. Relative importance, however, gives equal weighting to
all variables under consideration. As such, it is likely that the relative importance of SJTs will be
higher than its incremental importance. That is, an SJT may increase the R-squared of a model by
0.02 if that model includes personality and GMA. The 0.02 increase accounts for 6% of the Rsquared value in a model which explains 31% of the variance in job performance (McDaniel et
al., 2007). I feel that the amount contributed to the R-squared will increase using a relative
weights analysis. However, I do not believe that SJTs will provide greater predictive power than
GMA or personality given that previous meta-analyses have shown SJTs to be good predictors of
performance, but not as good as personality or GMA (Schmidt & Hunter, 1998) As such, I offer
the following:
H3a: The relative importance of SJTs will increase when compared to the incremental
importance of SJTs.
Relative weights provide two separate 95% confidence intervals. Both methods involve
bootstrapping the sample. Bootstrapping is necessary because the sampling distribution is not an
input into the relative weights calculation and thus it is not possible to calculate a confidence
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interval using the standard deviation. Johnson’s (2004) bootstrapping technique involves
repeating the relative weights analysis across a large number of sample subsets which produces a
sampling distribution from which to calculate the confidence interval. This method can only be
used to calculate the confidence interval around predictors relative to each other, rather than to
zero, because the correlation between variables and between the predictor will almost never be
zero. In turn, the sampling distribution across the bootstrapped samples will also not include
zero. Thus, Johnson’s (2004) method will provide estimates concerning whether or not included
variables are significantly different form one another, but not whether the relative weight is
significantly different than zero. SJT’s have consistently shown lower relative validity than
GMA, but have produced estimates comparable to conscientiousness (McDaniel et al, 2007;
Schmidt & Hunter, 1998). Thus, I offer the following:
H3b: GMA will explain significantly more criterion variance than SJTs across all SJT
scoring methods, while giving equal weight to all predictor variables.
H3c: Personality constructs will not explain significantly more criterion variance than SJTs
across any SJT scoring method, while giving equal weight to all predictor variables.
Because of the inability of Johnson’s (2004) method to test whether the predictor
variables are significantly different than zero, Tonidandel, LeBreton, and Johnson (2009) provide
a method of bootstrapping that can determine whether the predictor variables are significantly
different than zero. The method compares the relative weight of each single predictor to the
relative weight of a randomly generated, and hence uncorrelated, variable across the
bootstrapped samples. Note that this method is not meant to compare across predictor variables,
but is meant to establish whether the relative weight of a single predictor variable is significantly
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different than zero (Tonidandel et al., 2009). Previous research has proven that all three
predictors used in this dissertation are valid predictors of job performance; thus, I offer the
following:
H3d: The relative weight of GMA, personality, and the SJT will all be significantly
different than zero.
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Chapter 9: Methods and Analyses
Sample. I have two samples that were both collected for a concurrent validation of an SJT
used in the selection of retail managers. Sample 1 consists of 1,859 employees and Sample 2
consists of 1,094 employees. Table 2 presents the descriptive statistics and coefficient alphas for
both samples. Table 3 and Table 4 present frequencies for race and gender in Sample 1 and
Sample 2. In Sample 1, the response rates were 99.8% for race, 99.9% for gender, 89.6% for age,
and 82.0% for job tenure. In Sample 2, the response rates were 97.9% for race, 59.2% for gender,
82.8% for age, and 55.4% for job tenure. Note that the mean and standard deviation for both
samples suggest skew towards individuals with fewer years of tenure included in the sample. The
coefficient alphas are satisfactory for each sample with the possible exception of agreeableness.
Previous research using this proprietary scale has shown similar coefficient alphas (Ployhart &
Weekley, 2005).

Table 2. Measure Means, and Standard Deviations
Sample 1

Sample 2

σ
Mean
a
Age
36.16
9.29
N/A
Tenure
2.16
2.89
N/A
Task Perf.
3.42
0.60
N/A
Cognitive Ability
67.17
11.98
0.91
Conscientiousness
4.16
0.41
0.78
Emotional Stability
3.96
0.51
0.84
Agreeableness
3.98
0.38
0.68
Extroversion
3.91
0.54
0.88
Openness
3.47
0.53
0.77
σ = standard deviation and a = coefficient alpha
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Mean
37.40
4.17
3.23
66.90
4.16
3.95
3.96
3.95
3.45

σ
10.16
3.38
0.60
11.38
0.38
0.47
0.38
0.49
0.53

a
N/A
N/A
N/A
0.90
0.73
0.82
0.67
0.85
0.76

Table 3. Racial Composition of Sample
Race

Sample 1
Sample 2

White
88%
88%

African
American
7%
6%

Hispanic
4%
4%

Native
American
0%
0%

Asian/Pacific Islander
1%
2%

Table 4. Gender Composition of Sample

Sample 1
Sample 2

Gender
Female Male
27%
73%
13%
46%

Other
0%
41%

Being able to test one’s hypotheses using two separate samples has several advantages
compared to using only a single sample. First, replication of results can decrease the probability
that the researcher is capitalizing on chance in the analyses. Second, and relatedly, the researcher
can have greater confidence that any findings will replicate in future studies. Finally, in the event
that the results do not replicate across the two samples, the researcher can try to understand why
any differences exist which may point to future research that is necessary.
Procedure. Respondents were asked to complete the survey while at work, using
company time. Management support was communicated, but respondents were given the option
to participate. The survey took approximately 3 hours to complete and respondent anonymity
was communicated prior to responding to the survey.
Measures. The SJT for Sample 1 included 77 items in the pick best and pick worst format
while the SJT for Sample 2 included 19 pick best items. The test formats were paper-and-pencil.
For each stem the respondents were presented with a situation and several potential responses to
the situation described in the stem. The SJT item below is an example from the SJT test:
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If you were sent in to “turn around” a poorly performing unit, what would you be most likely to
do?
1.
2.
3.
4.
5.

Make changes only after getting to know the situation well.
Make changes slowly, after warning the group what to expect.
Make a few small changes quickly, and bigger ones later.
Make the big changes quickly, and smaller ones later.
Make all the changes you think are necessary right away.

The stems and items were developed through the use of the critical incidents method in
which managers were asked about specific job situations that employees were likely to encounter
(Anderson & Wilson, 1997; Flanagan, 1954). The ability to correctly navigate through these
situations was reported by employees to be an important component of job performance. The
subject matter experts used the critical incidents to build the stems and then generated the
response options. Each stem has 3 to 5 options associated with it. In order to build the key, the
responses of the top 10% of performers were isolated and the items that were most frequently
picked were coded as correct.
The data set also contains cognitive ability and the big-five personality scales. Cognitive
ability was measured using a 90-item cognitive ability test. This 90-item test included
mathematical reasoning, verbal reasoning, mathematical equations, and vocabulary questions.
Each multiple choice question had five possible responses to choose from. Question one below is
an example of a quantitative reasoning item and question two is an example of a verbal reasoning
item:
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1.

The number which best completes the sequence below is:
10 30 15 16 48 24 25?
1. 45.
2. 75.
3. 72.
4. 47.
5. 70.

2. ______ is to tree as skin is to _____.
1. root--bird.
2. leaf--fish.
3. bark--species.
4. bark--human.
5. root--dog.

Personality was measured with five separate 25-item scales each designed to capture each
of the big five dimensions. In total, there were 125-items to measure conscientiousness,
openness, agreeableness, neuroticism, and extroversion. Though the personality scale is
proprietary, it has been used in previously published research (Weekley and Ployhart, 2005).
The criterion consists of a measure that researchers created based on job specific tasks
taken from existing job descriptions, training manuals, policy manuals, and other sources of job
documentation. These tasks were rated on a five-point scale. The ratings were averaged to create
a measure of task performance. Because these data are archival, the items that were used to
create the performance measure are not available and they may differ across samples.
Analyses. Initial scoring procedures will include the traditional summed score approach
as well as IRT and MIRT models, including: NRM, 2PL, 3PL, M2PL, and M3PL. Both the
M2PL and M3PL will be used to score a two dimensional and three dimensional models. These
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dimensions were derived from previous research (Wright, 2013) and factor loadings were
assessed using exploratory factor analyses with a varimax rotated solution.
Following the scoring of the different methods, hypotheses H1a – H1d will investigate
different SJT scoring methods in an attempt to increase the predictive validity of the SJT. Subject
matter experts created a single key to score all the SJT items. I will use this key across all scoring
methods. The initial comparison between SJT scoring methods will compare the bivariate
correlation between the score generated by each scoring method with the criterion variable of job
performance. The criterion related validity will be interpreted to determine the best SJT
measurement method, for this dataset, if used as the only personnel selection method.
The overall validity examined in hypotheses H1a – H1d will not provide empirical
justification for the use of SJTs in personnel selection. In order to do this, H2a - H2c will seek to
corroborate previous research suggesting that SJTs can explain variance above what is currently
being used to select employees, which in this case will be GMA and personality. The different
SJT scoring methods will result in varying correlations with the criterion of job performance and
varying levels of multicollinearity with GMA and personality. In turn, the different scoring
methods may add different amounts of incremental validity to the existing predictors. If
incremental validity exists and higher levels of job performance can be explained, then there is
stronger justification for the use of SJTs as a selection procedure because, in addition to the
aforementioned advantages of SJTs, small amounts of additional variance in job performance
can result in large gains in productivity when summed across all the hiring decisions that an
organization makes (Judiesch, Schmidt, & Mount, 1992). Additional variance explained will be
measured using hierarchical regression analysis whereby GMA and personality are entered into
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the hierarchical regression equation first, followed by the respective SJT scores. A separate
regression equation will be run for each SJT scoring method.
Finally, hypotheses H3a – H3c will examine the relative importance of the SJT after
taking into account the big five personality traits and GMA. To accomplish this, a relative
weights analysis will be performed with each of the scoring methods to examine the relative
contribution of each scoring method while giving equal weight to all variables. Scott Tonidandel
provided code using R (also known as The R Project for Statistical Computing) to perform a
relative weights analysis (LeBreton & Tonidandel, 2011).
Statistical Software. Regression analyses were performed in SPSS and relative weights
analyses were performed using R. All IRT and MIRT models will be estimated using flexMIRT
software (Cai, 2013).
Model Fit in IRT. IRT and MIRT models cannot be estimated prior to running the
analysis. As such, model fit metrics will not be reported a priori and will be based on the specific
model estimated, but will include the Root Mean Square Error of Approximation (RMSEA)
goodness of fit, which evaluates whether the data fit the model (Cai, Maydeu-Olivares, Coffman,
& Thissen, 2006). Initial model testing estimates only evaluates whether the data fit the model,
but does not necessarily allow for within model (e.g. nested models) comparison. For that,
flexMIRT produces both Akaike Information Criterion (AIC) and the Bayesian Inference
Criterion (BIC). The AIC and BIC allow for comparison between models and, ceteris paribus,
tend assign lower levels of fit for more complex models. Though the two different criteria will
often converge, the BIC also accounts for sample size such that when estimating for larger
sample sizes, the BIC tends to favor less complex models (Zucchini, 2000).
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Item Fit. flexMIRT also provides information concerning item fit. IRT item level
estimates are made using marginal chi-square values and the standardized local dependence (LD)
chi-square matrix (Cai, Thissen, & du Toit, 2011). Each item has a single marginal chi-square
value associated it. Higher chi-square values establish that items are deviating from the chosen
IRT or MIRT model. The standardized LD chi-square value is estimated as the relation between
each item included in the model. Similarly, higher standardized LD chi-square values indicate a
potential violation of the local dependence assumption.
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Chapter 10: Results
Before scoring the SJTs using IRT, I ran models to assess the adequacy of the base IRT
models for use in scoring the SJT. To accomplish this, I measured the fit of the 2PL model using
the RMSEA. The RMSEA was 0.03 in both Sample 1 and 2 indicating good fit for the model.
The best practice in IRT is to use the RMSEA to establish that the data fit the IRT assumptions
and then use comparative fit metrics (e.g. the AIC and BIC) to evaluate the relative fit of the
models with respect to one another. Despite the initial satisfactory RMSEA, the 3PL model in
Sample 2 showed significant departures from the unidimensionality and local independence
assumptions of the IRT model. The item level standardized LD chi-square values and the
marginal chi-square values are reported in Appendix A. Items 1, 2, 9, and 11 were the cause of
the departures from the model assumptions as illustrated by the high chi-square values and the
high standardized LD chi-square values. Consequently, two sets of analyses were run for Sample
2. One set of analyses included all 19-items while the second set of analyses removed the items
causing violations of the model assumptions resulting in a 15-item SJT measure.
Three analyses were performed on the items included in Sample 2, but no conclusive
source for the high marginal chi-square or the high standardized LD chi-square values associated
with items 1, 2, 9, and 11 was found. First, I examined the variance of the items included in the
raw data based on a graded model of correctness. I accomplished this by again coding variables
as either right or wrong, however, this time assigned them a correctness from 0 to 3 as opposed
to the 0 or 1 in the original analyses. The method to assess correctness was again based on the
top 10% of performance. The lowest two frequencies were collapsed into a single category to
maintain orientation within the data (e.g. responses are more evenly distributed for each scoring
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category). As noted, within item variance can be indicative of ambiguity, which can result in
respondents making inferences concerning the responses and can consequently decrease validity.
Higher levels of within item variance were not found in the items that violated the
unidimensionality assumption. Further, an EFA was performed examining the factor structure
and loadings of the items in question, again nothing abnormal was found. Finally, I examined the
correlation between each SJT item and both conscientiousness and GMA in an attempt to assess
if the items had different correlations with other variables of interest in personnel selection.
Again, nothing stood out as being overtly different from the balance of the items. As such, I
cannot offer a definitive explanation for why items 1, 2, 9, and 11 violated the IRT
unidimensionality assumption.
The results for the summed score and IRT scoring methods in the prediction of job
performance are reported below. Table 5 displays the multiple R and R-squared for each of the
scoring methods included in the analysis for Sample 1 and Table 6 includes the same information
for both Sample 2 analyses. The multiple R was chosen over a correlation to account for the
MIRT models which have multiple factor scores contributing to explained variance in the model.
If I had only examined unidimensional models, then a correlation to compare predictors across
scoring methods would suffice. Table 7 and Table 8 display the comparative fit indices of the
AIC and BIC for Sample 1 and Sample 2, respectively.
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Table 5. Sample 1 - Multiple R and R-Squared
Sample 1 Multiple R and R-Squared
Method
Multiple R
R-Squared
Summed Score
0.121
0.015
2PL
0.125
0.015
3PL
0.135
0.018
NRM
0.141
0.019
M2PL - 2 Dimension
0.115
0.012
M2PL - 3 Dimension
0.117
0.012
M3PL - 2 Dimension
0.120
0.013
M3PL - 3 Dimension
0.111
0.012

Table 6. Sample 2 - Multiple R and R-Squared

Sample 2 (19-Items) Multiple R and R-Squared
Method
Multiple R R-Squared
Summed Score
0.103
0.010
2PL
0.058
0.003
3PL
0.037
0.000
NRM
0.031
0.000
M2PL - 2 Dimension
0.113
0.011
M2PL - 3 Dimension
0.132
0.015
M3PL - 2 Dimension
0.126
0.014
M3PL - 3 Dimension
0.134
0.018

Sample 2 (15-Items) Multiple R and R-Squared
Method
Multiple R R-Squared
Summed Score
0.115
0.013
2PL
0.092
0.008
3PL
0.125
0.016
NRM
0.023
0.001
M2PL - 2 Dimension
0.098
0.010
M2PL - 3 Dimension
0.133
0.018
M3PL - 2 Dimension
0.109
0.012
M3PL - 3 Dimension
0.134
0.018

Hypothesis 1a through 1d are related to the validity of the SJTs in the absence of
GMA and personality. Hypothesis 1a stated that the method used to score the SJT would
influence the criterion validity. In support of hypothesis 1a, the different methods of scoring
produced varying levels of validity. In Sample 1, these validities range from 0.111 to 0.141. The
19-item Sample 2 validity ranged from 0.031 to 0.134, while the 15-item Sample 2 validity
ranged from 0.023 to 0.134. Note that there are higher levels of validity in the 15-item Sample 2
for the 2PL and 3PL models as a result of removing the multidimensional items. This is true even
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when looking at the summed score where one of the items removed had a negative correlation
with the criterion variable.
Hypothesis 1b related to the comparison between the summed score, IRT scoring
methods, and the MIRT scoring methods stating that the IRT and MIRT methods would have a
higher level of validity compared to the summed score. Hypothesis 1b received partial support.
In Sample 1, the 2PL, 3PL, and NRM models displayed higher levels of validity compared to the
summed score, but the balance of the models did not. In 19-item Sample 2, the multivariate
models showed greater validity than the summed score, but the univariate models did not. In 15item Sample 2, there were three models that showed higher levels of validity than the summed
score. First, both 3-dimension multivariate models showed greater validity (e.g. the M2PL and
M3PL) than the other scoring methods. The 3PL model also produced higher levels of validity
than the summed score. However, the balance of the models yielded lower levels of criterion
validity than the summed score. Thus, across the two groups there was a discrepancy in which
scoring method showed the highest level of validity; however, both groups provided scoring
methods that had higher levels of validity than the summed SJT score.
Though practical significance and statistical significance are viewed in generally
different veins of thought and the usefulness of null hypothesis significance testing has been
questioned (Cohen, 1994; Schmidt, 1996; Orlitzky, 2012), significance testing does provide a
consistent rule by which to compare results. As such, the significance of the differences in
aforementioned correlations are reported in Appendices E-G. Additionally, the correlation matrix
for each sample can be found in Appendices B-D. To summarize, there are no cases where there
IRT scoring method is significantly greater than the summed score. In cases where the model did
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not fit the data, or for several of the individual MIRT factors, the summed score correlation with
the criterion is significantly higher than the IRT and MIRT scores.
Based on previous work suggesting that SJTs are multidimensional in nature
(McDaniel and Whetzel, 2005; Wright, 2013), hypothesis 1c predicted that MIRT models would
have better model fit when compared with the IRT models. Table 7 and 8 include both the AIC
and BIC metrics for Sample 1 and Sample 2, respectively. The results for the AIC fit indices
converge across all of the groups such that the M2PL model estimating three dimensions
provides the highest relative fit within the tested scoring methods and structures. The BIC also
showed that the M2PL with three dimensions had the highest level of fit for Sample 1 and the
19-item Sample 2; however, in 15-item Sample 2, the M2PL estimating 2-dimensions showed
the best fit.
Table 7. Sample 1 - Comparative Fit Metrics
Sample 1 - Comparative Fit Metrics
Method
AIC
2PL
184,511
3PL
185,742
NRM
315,354
M2PL - 2 Dimension
183,610
M2PL - 3 Dimension
183,196
M3PL - 2 Dimension
184,884
M3PL - 3 Dimension
183,842
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BIC
185,373
187,036
318,229
184,522
184,147
186,229
185,224

Table 8. Sample 2 - Comparative Fit Metrics
Sample 2 (19-Items) - Comparative Fit
Metrics
Method
AIC
BIC
2PL
26,791 26,981
3PL
26,918 27,203
NRM
45,520 46,089
M2PL - 2 Dimension
26,739 26,938
M2PL - 3 Dimension
26,712 26,937
M3PL - 2 Dimension
26,794 27,088
M3PL - 3 Dimension
26,837 27,156

Sample 2 (15-Items) - Comparative Fit
Metrics
Method
AIC
BIC
2PL
20,954 21,104
3PL
21,021 21,246
NRM
37,050 37,350
M2PL - 2 Dimension
20,914 21,099
M2PL - 3 Dimension
20,890 21,130
M3PL - 2 Dimension
20,938 21,198
M3PL - 3 Dimension
20,935 21,250

Hypothesis 1d stated that MIRT methods of scoring would provide higher levels of
criterion related validity than IRT methods of scoring. There is mixed support for hypothesis 1d.
In Sample 1, the MIRT methods did not provide higher levels of validity despite the
multidimensional models having multiple factors to explain variance in the criterion variable and
the multidimensional models showing better fit. Further, the results from Sample 1 showed that
the NRM model had a higher level of criterion validity than the other methods. This is
particularly interesting because the NRM does not have a presupposed ordering of incorrect and
correct items, thus the model is calculating the rightness and wrongness of each response based
on previous response patterns and the unidimensional trait they are assumed to measure. In the
19-item Sample 2, all of the multidimensional models provide higher levels of criterion related
validity than any of the unidimensional models. Further, the unidimensional models in Sample 2
show fairly low levels of validity when compared with the summed score and the Sample 1
unidimensional models. However, this was due to the departure from unidimensionality that
made the use of unidimensional IRT models less appropriate. The 15-item Sample 2 SJT
unidimensional items contained higher levels of validity relative to the 19-Item Sample 2 with
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the 3PL model containing the highest level of validity amongst the unidimensional models.
Further, the unidimensional 3PL model displayed a higher level of validity than the 2dimensional MIRT models. However, the model providing the most validity in 15-item Sample 2
was again the M3PL 3-dimensional model. Thus, both Sample 2 analyses had the highest amount
of validity using the 3-dimensional M3PL model. Note that the NRM was the most valid scoring
method in Sample 1, but was the least predictive method across both sets of Sample 2 models.
Hypotheses 2a through 2c dealt with the incremental validity of SJT scoring method
over and above personality and GMA. Tables 9 - 11 display the results concerning this
incremental validity for Sample 1, 19-item Sample 2, and 15-item Sample 2, respectively.
Column 1 contains the scoring method used. Column 2, column 3, and column 4 contain the
model R at each step of the regression. Step 1 included only GMA, step 2 included GMA and
personality, and step 3 included GMA, personality, and the SJT score(s). Column 5 contains the
absolute change in the model R from step 2 to step 3, column 6 displays the significance of the
change going from step 2 to step 3, and column 7 contains the percentage change in model R
from step 2 to step 3.
Hypothesis 2a stated that all methods of scoring would provide incremental validity
over and above personality and GMA. As indicated by the % Chg. column in Table 9 - 11, there
is support for this hypothesis. The incremental validity ranged from 5.3% to 12.4% in Sample 1,
2.8% to 50.0% in the 19-item Sample 2, and 2.8% to 51.9% in the 15-item Sample 2.
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Table 9. Sample 1 - Model R

Scoring Method
Summed Score
2PL
3PL
NRM
M2PL - 2 Dimension
M2PL - 3 Dimension
M3PL - 2 Dimension
M3PL - 3 Dimension

Sample 1 - Model R
Step 1 Step 2
Step 3
0.110
0.169 0.183
0.110
0.169 0.183
0.110
0.169 0.187
0.110
0.169 0.190
0.110
0.169 0.179
0.110
0.169 0.181
0.110
0.169 0.181
0.110
0.169 0.178

Abs. Chg.
0.014
0.014
0.018
0.021
0.010
0.012
0.012
0.009

Sig.
<.01
<.01
<.01
<.01
<.05
<.05
<.05
>.10

% Chg.
8.3%
8.3%
10.7%
12.4%
5.9%
7.1%
7.1%
5.3%

Table 10. Sample 2 (19-Items) - Model R

Scoring Method
Summed Score
2PL
3PL
NRM
M2PL - 2 Dimension
M2PL - 3 Dimension
M3PL - 2 Dimension
M3PL - 3 Dimension

Sample 2 (19-Items) - Model R
Step 1 Step 2 Step 3 Abs. Chg.
0.060 0.106 0.135
0.029
0.060 0.106 0.119
0.013
0.060 0.106 0.109
0.003
0.060 0.106 0.111
0.005
0.060 0.106 0.142
0.036
0.060 0.106 0.158
0.052
0.060 0.106 0.152
0.046
0.060 0.106 0.159
0.053
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Sig.
<.01
<.10
>.10
>.10
<.01
<.01
<.01
<.01

% Chg.
27.4%
12.3%
2.8%
4.7%
34.0%
49.1%
43.4%
50.0%

Table 11. Sample 2 (15-Items) - Model R

Scoring Method
Summed Score
2PL
3PL
NRM
M2PL - 2 Dimension
M2PL - 3 Dimension
M3PL - 2 Dimension
M3PL - 3 Dimension

Sample 2 (15-Items) - Model R
Step 1 Step 2 Step 3 Abs. Chg.
0.060
0.106 0.143
0.037
0.060
0.106 0.134
0.028
0.060
0.106 0.151
0.045
0.060
0.106 0.109
0.003
0.060
0.106 0.133
0.027
0.060
0.106 0.158
0.052
0.060
0.106 0.140
0.034
0.060
0.106 0.161
0.055

Sig.
<.01
<.01
<.01
>.10
<.05
<.01
<.01
<.01

% Chg.
34.9%
26.4%
42.5%
2.8%
25.5%
49.1%
32.1%
51.9%

Hypothesis 2b stated that IRT methods would produce higher levels of validity than
the summed score approach that has more traditionally been used in SJT scoring. There is mixed
support for this hypothesis. In Sample 1, the unidimensional IRT models produced higher levels
of incremental validity than the summed score, but the MIRT models showed lower levels of
incremental validity than the summed score. In the 19-item Sample 2, all of the multidimensional
models showed greater incremental validity relative to the summed score, but none of the
unidimensional models did. In the 15-item Sample 2 the 3PL, M2PL with 3-dimensions, and
M3PL with 3-dimensions had higher levels of incremental validity than the summed score, but
the balance of the models did not. Thus, all groups contained models that provided more
incremental validity than the summed score, but those models differed across the groups and not
all models showed greater incremental validity than the summed score.
Hypothesis 2c stated that MIRT models would show greater incremental validity than
the unidimensional IRT models. Again, there was mixed support for this hypothesis. In Sample
1, the NRM, which produced the largest amount validity, also explained the largest amount of
incremental variance (+12.4%) while GMA and personality were included in the model. In the
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19-item Sample 2, the M3PL model with three dimensions explained more variance in the model
above personality and GMA (+50.0%) relative to the M2PL with three dimensions (+49.1%). All
of the multidimensional models in 19-item Sample 2 showed higher levels of validity than the
summed score or unidimensional IRT models. In 15-item Sample 2, the 3-dimensional models
showed greater incremental variance explained than the unidimensional models, but the 2dimensional models did not. Summarizing the results from hypothesis 2c, 19-item Sample 2
supported hypothesis 2c such that all MIRT models added more incremental variance than the
unidimensional IRT models. 15-item Sample 2 found partial support for hypothesis 2c such that
the 3-dimensional models showed greater incremental validity than the unidimensional models;
however, the 2-dimensional models did not. Finally, Sample 1 failed to support hypothesis 2c
such that the MIRT models did not provide more incremental variance than the unidimensional
IRT models.
Hypothesis 3a predicted that the relative importance of SJTs will increase when
compared to the incremental importance of SJTs. Table 12 and Table 13 display the relative
weight for each scoring method in comparison with the regression weight. The relative weights
were produced using code from Tonidandel and LeBreton (2011) and the full relative weights
results are displayed in Tables 14 - 16 (note that rows may not sum to 100 due to rounding). As
mentioned in the methods section, the regression weight was produced by dividing the
incremental variance of the SJT by the total variance explained in each model. Examining the
results across all groups, we found support for this hypothesis such that the relative weight of
each scoring method is greater than the regression weight for that method.
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Table 12. Sample 1 - Regression Weight and Relative Weight Comparison

Summed Score
2PL
3PL
NRM
M2PL (2 Dim)
M2PL (3 Dim)
M3PL (2 Dim)
M3PL (3 Dim)

Sample 1
Relative Wt. Regression Wt.
26.6
7.7
28.0
7.7
32.4
9.6
34.8
11.1
23.8
5.6
26.6
6.6
26.1
6.6
23.4
5.1

Diff.
18.9
20.3
22.8
23.8
18.2
20.0
19.5
18.4

Table 13. Sample 2 - Regression Weight and Relative Weight Comparison

Summed Score
2PL
3PL
NRM
M2PL (2 Dim)
M2PL (3 Dim)
M3PL (2 Dim)
M3PL (3 Dim)

Sample 2 (19-Item)
Relative Wt. Regression Wt.
48.4
21.5
22.8
10.9
8.8
2.8
8.2
4.5
54.0
25.4
62.9
32.9
60.3
30.3
63.3
33.3

Diff.
26.9
11.9
6.1
3.7
28.7
30.0
30.0
29.9

Sample 2 (15-Item)
Relative Wt. Regression Wt.
54.9
25.9
42.7
29.8
59.9
29.8
5.4
2.8
45.4
20.3
62.4
32.9
51.4
24.3
63.1
34.2

Diff.
29.0
12.9
30.1
2.7
25.1
29.5
27.2
29.0

Tables 14 – 16 display the results of the relative weights analysis for Sample 1, 19item Sample 2, and 15-item Sample 2, respectively. The columns represent the scoring method
used and rows represent each predictor entered into the relative weights analysis. For the IRT
dimensions, the generic term IRT 1 was used to denote dimension 1, IRT 2 was used to denote
dimension 2, and IRT 3 was used to denote dimension 3. The final three rows are a sum of all the
relative weights associated with that predictor (i.e. personality is a sum of all five personality
constructs measured).
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Table 14. Sample 1 - Relative Weights

GMA
Cons.
Stability
Agree.
Extro.
Open.
IRT 1
IRT 2
IRT 3
GMA
Personality
Total SJT

Sum. Score
21.4
18.6
6.3
3.2
10.2
13.7
26.6

21.4
52.0
26.6

Relative Weight of Each Predictor by Scoring Method
3PL NRM M2PL (2 Dim)
M2PL (3 Dim)
M3PL (2 Dim)
18.7 17.3
22.0
20.3
20.7
17.6 17.6
19.7
19.2
19.3
5.7
5.6
6.3
6.0
6.2
3.3
3.2
3.8
3.7
3.6
9.3
8.6
10.1
10.0
10.0
13.1 12.9
14.3
14.1
14.0
32.4 34.8
23.0
16.6
23.0
0.8
9.8
3.2
0.2
19.9 18.7 17.3
22.0
20.3
20.7
52.1 49.0 47.9
54.3
53.1
53.1
28.0 32.4 34.8
23.8
26.6
26.1
2PL
19.9
19.1
6.0
3.6
9.5
13.9
28.0

M3PL (3 Dim)
22.5
19.5
6.2
3.8
10.4
14.2
15.1
8.0
0.4
22.5
54.1
23.4

Table 15. Sample 2 (19-Item) - Relative Weights

GMA
Cons.
Stability
Agree.
Extro.
Open.
IRT 1
IRT 2
IRT 3
GMA
Personality
Total SJT

Sum. Score
11.5
13.5
2.1
6.5
5.9
12.1
48.4
0.0
0.0
11.5
40.1
48.4

2PL
25.8
17.5
3.1
6.8
9.4
14.6
22.8
0.0
0.0
25.8
51.4
22.8

Relative Weight of Each Predictor by Scoring Method
3PL NRM M2PL (2 Dim) M2PL (3 Dim) M3PL (2 Dim)
22.5 26.8
12.4
10.3
11.4
24.6 23.4
10.6
9.2
9.0
3.4
3.6
2.0
1.6
1.6
8.7
7.3
5.6
5.1
5.0
10.0 11.0
6.4
4.4
5.2
21.8 19.6
9.0
6.5
7.5
8.8
8.2
48.6
1.1
57.0
0.0
0.0
5.4
61.0
3.2
0.0
0.0
0.0
0.7
0.0
22.5 26.8
12.4
10.3
11.4
68.7 65.0
33.6
26.8
28.3
8.8
8.2
54.0
62.9
60.3
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M3PL (3 Dim)
10.1
9.2
1.6
5.1
4.3
6.4
0.6
61.9
0.7
10.1
26.6
63.3

Table 16. Sample 2 (15-Item) - Relative Weights

GMA
Cons.
Stability
Agree.
Extro.
Open.
IRT 1
IRT 2
IRT 3
GMA
Personality
Total SJT

Sum. Score
10.5
11.8
1.9
6.1
5.4
9.5
54.9

2PL
19.1
12.2
2.4
5.7
7.5
10.5
42.7

10.5
34.6
54.9

19.1
38.2
42.7

Sample 2 15-Item
Relative Weight of Each Predictor by Scoring Method
3PL NRM M2PL (2 Dim) M2PL (3 Dim) M3PL (2 Dim)
9.9
26.8
15.9
10.9
14.9
10.0 24.8
12.2
9.3
10.8
1.6
3.5
2.3
1.8
2.0
5.5
8.1
6.0
4.8
5.4
5.3
10.2
7.4
4.7
6.5
7.8
21.2
10.8
6.1
9.0
59.9
5.4
37.2
40.9
45.1
8.2
7.7
6.4
13.8
9.9
26.8
15.9
10.9
14.9
30.2 67.8
38.6
26.7
33.6
59.9
5.4
45.4
62.4
51.4

M3PL (3 Dim)
11.0
8.9
1.7
4.9
4.5
5.9
20.8
2.5
39.9
11.0
25.9
63.1

Hypothesis 3b stated that GMA will explain significantly more criterion variance than
the SJTs across all SJT scoring methods, while giving equal weight to all predictor variables.
The results failed to support this hypothesis, though there were particular scoring methods where
GMA explained more variance while giving equal weighting to all predictors. In Sample 1, there
was no scoring method where GMA explained more variance than the SJT; however, based on
Tonidandel and LeBreton’s (2011) bootlegging method of creating 95% confidence intervals
around each of the predictors, the SJT is not significantly different than any of the scoring
methods. In 19-item Sample 2, GMA explains more variance than the SJT in the 2PL, 3PL, and
NRM models, but these were driven by violations of the unidimensionality assumption. In 15item Sample 2, the NRM is the only instance where GMA explains more variance in the model,
but again this difference is not significant.
Hypothesis 3c predicted that personality constructs will not explain significantly more
criterion variance than SJTs across any SJT scoring method, while giving equal weight to all
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predictor variables. Again, based on the Tonidandel and LeBreton’s (2011) bootlegging method
of creating 95% confidence intervals around each of the predictors, there is support for this
hypothesis across all the models in all the groups. In Sample 1, personality explains more of the
variance across all the models, but none of the personality constructs explain significantly more
variance than the SJT when compared at the construct level (e.g. conscientiousness does not
explain more variance than the SJT score). In 19-item Sample 2, the unidimensional IRT models
produced larger relative weights for personality when compared to the MIRT models and when
compared to the 15-item Sample 2. Also, we again see that the univariate models produce less
incrementality validity as a result of the violation of the unidimensionality assumption. In 15item Sample 2, the SJTs explained more variance than personality across all the models with the
exception of the NRM models. In summary, examining the sum of the personality construct
relative weights across all the models, the preponderance of unidimensional models support that
personality has a greater influence on the model than the SJT in terms of validity, but the
differences are not significant at the 0.05 level.
Hypothesis 3d stated that the relative weight of GMA, personality, and the SJT will all
be significantly different than zero. Support was found for this hypothesis, but not all aspects of
personality were significantly different than zero. For example, the 2PL models across all groups
showed that stability, agreeableness, and extroversion did not have significant relative weights.
As the models become more complex and more dimensions are added, collinearity is also
increased and the significance of the relative weights is decreased. For example, in Sample 1, the
2PL model had significant weights for GMA, conscientiousness, openness, and the SJT score.
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However, all of the 95% confidence intervals in the 3-dimensional M3PL model contained zero
suggesting they are not empirically significant.
As a synopsis of the hypothesis section, I found varying results between the Sample 1
and the Sample 2 models. Hypotheses 1a through 1d dealt with the relation between the SJT
scoring method and criterion variable. The larger takeaway from the first set of hypotheses is that
the method used to score the SJT can be impactful with respect to the empirical relation observed
between predictor and criterion. Due to the lack of convergence across the groups, there is no
clear consensus concerning which models are superior for scoring SJTs and it is likely going to
be specific to the SJT items in question. This will be reviewed in more detail in the discussion
section.
Our second set of hypotheses dealt with the incremental variance of the SJT scores
over and above GMA and personality. Similar to the first set of hypotheses, the scoring method
used to score SJTs influences the validity of that score and again, there was no conclusive result
across the groups. In Sample 1, the NRM provided the most incremental validity (+12.4%),
which mirrored the absolute validity examined in the previous hypotheses. In 19-item Sample 2,
the 3-dimensional M3PL model offered the greatest amount of incremental validity (+50.0%)
followed closely by the 3-dimensional M2PL model (+49.1%.). Similarly, in 15-item Sample 2,
the same models offered the most incremental validity at +51.9% and +49.1% for the 3dimenional M3PL and M2PL models, respectively. Both Sample 2 results are contrary to Sample
1 because the MIRT models account for more validity than the unidimensional models.
Our third and final set of hypotheses dealt with the relative weights of the SJTs in
comparison with GMA and personality. I found some consistency across the groups when the
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data did not violate the assumptions of the model. This consistency was that the SJT generally
had a higher relative weight than GMA. This observation failed to support hypothesis 3b. The
balance of the observations is that across the groups there are varying results. In Sample 1, the
personality constructs generally contribute more to the model variance explained than GMA or
the SJT score, though these differences are not significant at the construct level. In both Sample
2 analyses, the importance of personality decreases when using multidimensional models. This is
presumably because the additional SJT dimensions are more saturated with the personality
constructs than the unidimensional models.
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Table 17. Summary of Hypotheses and Results
Over
H1a: The method of scoring the SJT will influence the
SJT validity in the prediction of job performance.

Description
Due to the difference in the validities observed
across scoring methods in all samples, we found
support for this hypothesis.

Results
Supported

H1b: IRT and MIRT methods will yield higher
validity than the summed score approach.

Each sample contained models with higher levels
of validity than the summed score, but in no
sample did all the IRT and MIRT models yield
higher validity than the summed score.

Partial
Support

H1c: MIRT models will provide better model fit than
IRT models.

Generally, the results converged such that the
M2PL estimating three dimensions showed the
best fit. In some cases, unidimensional models
showed better fit than some MIRT models.

Partial
Support

H1d: MIRT will provide higher levels of criterionrelated validity than other methods of IRT scoring.

Both Sample 2 analyses contained MIRT models
with greater criterion validity than the IRT
models; however, the Sample 1 unidimensional
models yielded greater validity than the MIRT
models.

Partial
Support

H2a: All SJT scoring methods will add incremental
validity over and above personality and GMA.

All scoring methods in all samples provided
incremental validity over and above personality
and GMA.

Supported

H2b: IRT methods will yield greater incremental
validity over and above personality and GMA relative
to the summed score approach.

In each model there are IRT and/or MIRT
methods that provide higher levels of validity
than the summed score, but in no sample did all
of the IRT and MIRT methods yield higher
criterion validity than the summed score.

Partial
Support

H2c: MIRT methods will yield greater incremental
validity over and above personality and GMA relative
to IRT methods.

Sample 2 analyses generally supported this
hypothesis, but Sample 1 failed to support this
hypothesis.

Partial
Support

H3a: The relative importance of SJTs will increase
when compared to the incremental importance of
SJTs.

This hypothesis was supported across all models.

Supported

H3b: GMA will explain significantly more criterion
variance than SJTs across all SJT scoring methods,
while giving equal weight to all predictor variables.

This hypothesis was not supported.

Failed to
Support

H3c: Personality constructs will not explain
significantly more criterion variance than SJTs across
any SJT scoring method, while giving equal weight to
all predictor variables.

Though personality explains more variance in the
criterion than SJTs, these differences are not
significant.

Supported

H3d: The relative weight of GMA, personality, and
the SJT will all be significantly different than zero.

In the less complex models there was support for
this hypothesis, but as models became more
complex, the significance of all predictors
decreases and becomes non-significant.

Partial
Support
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Chapter 11: Discussion
The purpose of this dissertation was to examine how the method used to score SJTs
affected the validity of the SJT both in the presence of other predictors and as a single predictor
of task performance. To this end, I examined two different samples and performed three different
sets of scoring analyses. The results of these analyses pointed in no singular direction. However,
there was evidence that the method used to score the SJT influences the validity of the SJT and
that a current method used to score SJTs, summed score, could be supplanted by IRT and MIRT
methods in the future due to the higher criterion related validity we found across samples. I feel
that the results clearly highlight the advantages and disadvantages of using IRT and MIRT
models. Namely that the IRT and MIRT models provide a large amount of information
concerning the items in the scale and may more accurately measure latent variables, but also
have fairly strict assumptions that, if broken, can cause problems in the interpretation of results
and the measurement of latent variables. Based on the results, I outline a path for future research
which could allow for the use of IRT and MIRT methods for use in scoring SJTs in personnel
selection. Further, there are some limitations that future research will need to address in order to
implement IRT and MIRT for use in scoring SJTs.
Both Sample 1 and Sample 2 mirrored earlier research performed using IRT and
MIRT for use in SJT scoring methods. Previous research examined the validity of
unidimensional IRT by using the NRM, GPCM, 1PL, 2PL, and 3PL models to score two
different SJTs. This research suggested that the NRM models may offer the greatest amount of
validity among the unidimensional models (Zu and Kyllonen, 2012). Our Sample 1 results
corroborated previous research, with the NRM providing higher levels of criterion validity than
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any of the other models tested. It is important to note that the previous research was comparing
only unidimensional IRT models. That I found support for the use of the NRM in comparison
with other unidimensional IRT models and MIRT models provides more evidence that the NRM
may be a fruitful scoring method meriting further research.
Beyond the empirical results there are several advantages of using the NRM. The first
of which is that the model does not require a scoring key indicating the correctness of a
particular item. Further, it can handle the polytomous response formats often used in SJTs.
Finally, the NRM does not assume that there is an objectively correct response and instead the
model will order responses with respect to , which is not necessarily a linear scale from correct
to incorrect.
Other research has found that SJTs have multivariate structure and using multivariate
methods to score SJTs could have benefits in terms of validity (Wright, 2013). Both 19-item
Sample 2 and 15-item Sample 2 corroborated this research. Previous research has shown that
SJTs measure multiple constructs (McDaniel et al., 2007; Motowidlo & Beier, 2010; Christian et
al., 2010), but it is important to note that the factor structure will be dependent on the datasets
and previous research has suggested that the stability of these factor structures is questionable
across samples and can capitalize on nuances specific to individual datasets (McDaniel &
Whetzel, 2005). This research chose to test 2-dimensional and 3-dimensional models and
consequently the EFAs were constrained to measure only 2- and 3-factors. These numbers were
based on both previous research (Wright, 2013) and on the observation that SJTs measure GMA,
personality, and another factor, illustrated by incremental variance, which could be referred to by
a number of names (e.g. judgment).
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So what can be made of the varying results in Sample 1 and Sample 2? The issue lies
in the factor structure of the underlying datasets. When examining the knee of the scree plot, the
unconstratined EFAs showed varying factor structure such that Sample 1 showed 7-factors, 19item Sample 2 showed 6-factors, and 15-item Sample 2 showed 3-factors. The EFA scree plots
are in Appendices H-J. The lower number of factors in 15-item Sample 2 is not surprising given
that items were removed from this sample that displayed a clear violation of the
unidimensionality assumption. Assessing the dimensionality of SJTs may pose some problems
for researchers, particular for use in high stakes personnel selection where the Principles note
that replicability and consistency are important components of selection tests and thus the use of
MIRT may be ill-suited to SJT scoring.
Previous research has echoed the problems of factor structure that this dissertation
encountered. As reviewed by McDaniel and Whetzel (2005), Lee and Kim found 6-factors in
their measure of tacit knowledge; Legree, Heffner, Psotka, Martin, and Medsker (2003) found 3factors in their SJT related to automobile driving; Clause, Mullins, Nee, Pulakos, and Schmitt
(1998) found 2-factors for an SJT used in the selection of entry level government workers; and,
Chan and Schmitt (1997) found 4-factors for an SJT used in job applicant screening. McDaniel
and Whetzel (2005) also noted that the interpretation of the factors is difficult if not impossible.
Thus, the variability in factor structure found in this dissertation mirrors that of previous
research.
There are several reasons why a lack of factor structure may be occurring in SJTs, two
of which are discussed here and are relevant to the samples included in this dissertation. First,
different SJTs are measuring different constructs. SJTs can be designed in varying ways and, in
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some cases, the items included in an SJT may arise from a specific job environment (e.g. critical
incidents) (Anderson & Wilson, 1997; Flanagan, 1954). SJTs that are designed for job
environments (e.g. car repair) may differ from SJTs that are more generally designed to predict
job performance across work environments. Christian et al. (2010) furthered this line of thinking
when they examined the extent to which different SJTs measure different constructs using the
term construct saturation. One of their conclusions was that different SJTs are saturated with
different constructs.
The SJTs in this dissertation used the critical incident technique to build their SJT
items. Though the items were for use in the retail environment, it would be very difficult to
detect if the items are capitalizing on nuances specific to an individual work environment that are
not present in other work environments. As such, the items included in the SJT used in this
dissertation may have influenced the constructs being measured.
Second, there may exist sample level moderators among the individuals taking the
SJTs. As noted, people of similar GMA level or personality constructs may self-select into
certain jobs (Lang, et al., 2012; Vinchur et al., 1998) and research has suggested that individuals
bring their unique faculties to bear in their responses to SJT items. More specifically, individuals
express their implicit traits while choosing among SJT response options (Motowidlo & Beier,
2010). Consequently, if the individuals differ at a group level on the traits expressed in the SJT,
it would follow that the factor structure of the SJTs could change even if the items are held
constant. This idea will be further discussed in the future research section.
Relatedly, another reason group level moderators may exist is due to differences in
range restriction observed in the samples as a result of personnel selection methods. As
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companies utilize different selection strategies to hire employees, some of the strategies may
differentially measure substantive constructs (e.g. GMA) and, consequently, the resulting
workforces could differ with respect to the average levels of the substantive constructs resulting
in different traits being expressed in the SJT. This SJT used samples from a number of different
companies and it is unknown what, if any, previous selection methods were used. Consequently,
it is possible that differences in factor structure across the samples are due to group differences in
the level of relevant constructs being measured.
The potential group level moderators may also explain the unexpected finding that, on
average, the validity of GMA and the SJT to predict task performance was not significantly
different. Further, the relative weights analysis provided evidence in the preponderance of the
models that the SJT and personality explained more variance in task performance than GMA.
Observing that GMA explained less variance in the criterion than the SJT or personality is in
conflict with the large amount of research pointing to GMA being the most important component
of job performance (Schmidt & Hunter, 1998). However, this observation is likely explained by
range restriction present in the incumbent samples. It has been noted that incumbent samples
tend to suffer more from indirect, and in some cases direct, range restriction (Schmidt et al.,
1976; Schmidt, Shaffer, & Oh, 2008). Similar to why group level moderators may affect the
factor structure of SJTs, people of similar GMA levels self-select into jobs and people with
higher or lower levels of GMA will either not apply, not be hired, will be terminated, get
promoted, or leave the job. Thus, the GMA correlation with task performance may have been
attenuated and the estimate of the actual correlation between GMA and job performance in an
applicant sample would likely be larger.
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The correlations observed between the predictors and criterion in this dissertation are
smaller than previous meta-analytic estimates, but there may be several explanations for the
lower relations. The uncorrected correlation between GMA and job performance has been
estimated at 0.29 (Salgado, Anderson, Moscoso, Bertua, & De Fruyt, 2003) and the uncorrected
correlation between conscientiousness and job performance has been estimated at 0.12 (Barrick,
Mount, & Judge, 2001). Sample 1 estimates were fairly close to the meta-analytic estimates for
conscientiousness with a criterion correlation 0.106. However, the Sample 1 criterion correlation
for GMA was 0.110, much lower than the meta-analytic estimates. Sample 2 offered correlations
with the criterion of 0.060 and -0.046 for GMA and conscientiousness, respectively. Clearly,
Sample 2 correlations do not correspond with previous effect size estimates. Though the reason
for these differences is unknown, there are three explanations that may account for some of the
deviation. First, as previously noted, because these are incumbent samples they may suffer from
either indirect or direct range restriction, which can attenuate the predictor relation with the
criterion (Schmidt, Hunter, & Urry, 1976). The empirical relations observed in Sample 1 and
Sample 2 appear to illustrate the attenuated effect sizes. Given that GMA offered more criterion
validity in Sample 1 than in Sample 2, it is possible that the employees included in the samples
differ on substantive constructs as a result of their selection process, though we don’t see
evidence for this in the mean or standard deviation differences in GMA and conscientiousness
across the two samples. Another explanation could be related to the measure of task
performance. More specifically, that task performance is not accurately capturing total job
performance and, in Sample 2, the task performance measure is less accurate than in Sample 1.
Again, we don’t see any large differences in the mean or standard deviation of the task
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performance variable, though Sample 2 does have a slightly lower level of task performance
(mean of 3.23) relative to Sample 1 task performance (mean of 3.42). Finally, publication bias in
the organization sciences has been noted to influence meta-analytic results (Kepes, Banks,
McDaniel, & Whetzel, 2012). Previous research has found that studies with small sample sizes
and statistically insignificant results are often not published in the literature resulting in relevant
data being excluded from systematic reviews (McDaniel, Rothstein, & Whetzel, 2006). As such,
the direct comparison of the magnitude in correlations between this dissertation and published
meta-analyses may not be a fair comparison as it is possible that the meta-analytic estimates are
upwardly biased.
Though this dissertation provided no conclusive results regarding the use of IRT it did
have the advantage of using two samples. The ability to test hypotheses across samples was
particularly important for our analyses because the examination of only a single sample would
have altered the conclusions that were made concerning the use of IRT and MIRT scoring
methods. For example, Sample 1 would suggest that univariate IRT methods better predict
criterion variance than MIRT methods, 19-item Sample 2 would suggest that unidimensional
IRT methods are not very useful due to the multidimensional nature of SJTs, and 15-item Sample
2 would illustrate the importance of testing multiple models.
The focus of this dissertation was on using IRT and MIRT as scoring methods, there
are many benefits that these statistical methods offer as a means to examine the psychometric
properties of a scale, two of which were particularly important to our research. First, the scoring
approach used in IRT and MIRT uses what is referred to as pattern scoring. In other words, IRT
scores could be different across respondents, even if the number of items scored as correct are
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the same. In the case of the unidimensional models, IRT provides an estimate of an item’s ability
to discriminate between respondents, an item’s difficulty, and, in the more complex 3PL models,
an estimate for whether or not the respondent guessed the correct answer. Clearly, having this
information estimated at the item and scale level offers advantages relative to summed score
approaches, as illustrated by the higher level of validities found in IRT scoring methods.
Particularly when items included in the IRT and MIRT scoring methods meet the assumptions of
the model.
The second useful advantage that was relevant to this dissertation is the ability to look
at individual items and their relationship with the other items in the scale via the marginal chisquare values and the standardized LD chi-square values. Because the first sample did not depart
meaningfully from the model assumptions, the need to examine the marginal chi-square value
and the standardized LD chi-square values was unnecessary; however, due to departures from
unidimensionality in the second sample these estimates became more important. Specifically,
these estimates led to the removal of four items from the sample that were the source of the
violation of the unidimensionality assumption. Though not used in SJTs, the CTT measure of
internal structure has traditionally been coefficient alpha which is a scale level measure and can
be influenced by non-empirical scale characteristics such as scale length (Cortina, 1993). Thus,
IRT methods could offer advantages relative to the classical test theory, particularly when
building and assessing the validity of a new scale because they allow the researcher to look at
how well each individual item is measuring the latent trait.
Limitations. A concern in SJT research is the use of incumbents as opposed to
applicant samples. As mentioned, incumbent samples tend to suffer from range restriction. In
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addition, they may also differ in terms of test-taker motivation on the SJT (Tay & Drasgow,
2012). A distinction has been made between high-stakes and low-stakes SJTs such that
incumbents are taking the SJT as a low-stakes test (i.e. they don’t have anything to gain or lose
based on their test performance) and applicants are taking the SJT as a high-stakes test (i.e. they
may stand to gain or lose the job based on their test performance) (Lievens, Sackett, & Buyse,
2009). The motivation to do well on the SJT would clearly differ between these two groups.
Though I don’t expect that the objective comparison of scoring methods would change across
sample types, we cannot unequivocally say that the additional variance explained by the IRT and
MIRT methods would replicate to applicant samples.
Another clear limitation of this research is the varying factor structure across samples
which caused disparate results in the analyses. Because the factor structure of SJTs has been
found to vary by SJT and dataset, using MIRT may pose significant challenges to practice,
particularly because what the different factors are measuring are, as yet, unidentified. Future use
of factor based SJT scoring approaches will be contingent upon understanding factor structure or,
at the very least, having a consistent factor structure across samples. Consequently, until research
has shown what constructs the factors are measuring and, per the Principles, can provide
evidence of convergent and divergent validity, factor based scoring approaches in SJTs will be
limited.
Relatedly, given that SJTs have been shown to measure multiple constructs, there is a
clear violation of the unidimensionality assumption required by IRT models. In one of our
samples, the violation of unidimensionality was not problematic, but in Sample 2 the violation
required the removal of items that caused the violation of the assumption as measured by the
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marginal chi-square values and standardized LD X2 values. Despite having 4 items removed, IRT
scoring methods still had higher levels of validity relative to the 19-item Sample 2, thus our need
to remove items in order to use IRT did not adversely affect the validity of the model. Though
we didn’t find any evidence of bias in our results, violations of the unidimensionality assumption
can result in biased estimates (Reckase, 1979; Drasgow & Parsons, 1983). Clearly, any violation
to the assumptions of the IRT model are something that SJT researchers will need to be keenly
aware of if they are using unidimensional IRT scoring methods.
Future Research. SJT researchers should seek to more clearly delineate SJT factor
structure and address the issues related to measurement method vs. measurement construct as
noted by Arthur and Villado (2008). Some research in this vein has started centering on construct
saturation (Christian et al., 2010). However, researchers using SJTs will need to be sensitive to
what their specific SJT is measuring. In turn, SJTs could develop that have more defined factor
structure and, in turn, MIRT methods could be used as an SJT scoring approach. Further,
because it has been previously found that SJTs measure GMA and personality, it is possible that
an SJT could be made that would have specific items meant to measure these constructs and,
consequently, the need for GMA, personality, and a SJT in personnel selection could be replaced
only by the SJT.
Further, an important component of using IRT and MIRT methods is the stability of
structure within the same set of items, across samples. That is to say, if the items included in an
SJT are held constant, would the optimal IRT or MIRT scoring method remain constant? This is
important because it is unlikely that organizations using IRT or MIRT for use in scoring the SJT
would be willing to test multiple models across their selection decisions. To this end, researchers
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could perform two types of research examining stability across samples. First, a bootlegging
method could be applied such that a large sample of SJT test-takers could be resampled and
examined for how the facture structure changes, or doesn’t change, within individual samples.
Though I don’t currently know of any code that exists to resample and create indices around the
distribution of factors that a scale produced, similar code has been used to build confidence
intervals around relative weights (Tonidandel & LeBreton, 2011). Second, multiple samples
taking the same SJT could be used to compare which IRT and MIRT methods provide higher
levels of criterion validity and how factor structure changes across samples. Both of the
aforementioned research methods to study the factor structure of a specific SJT would aid in the
understanding of SJT factor structure and could be used to aid in the adoption of IRT methods by
practitioners looking to employ IRT and MIRT methods to score SJTs.
There are other methods of IRT scoring that may be useful in SJT research. For
example, the GPCM could be used if a detailed key were available that provided the correctness
of each available SJT response. Such a key could be produced using the output of the NRM
model. More specifically, the Nominal Item Parameters table provides an ordered estimate of
correctness by response and could be used to order the responses given by respondents. This
would also decrease the variance lost in the information given by the respondents when choosing
their multiple choice response because the IRT models used in the research, outside of the NRM,
focused on items that were incorrect or correct (i.e. coded as 0 or 1). However, it is possible that
all the responses coded as incorrect have varying degrees of incorrectness, or correctness, and
using a scoring method that can account for the variations could provide higher levels of validity.

100

Thus, as research moves forward I would hope that a larger breadth of IRT models can be
examined for use in SJT scoring.
Though this dissertation concentrated on using IRT and MIRT to score SJTs, these
methods can also be used to score many latent variables. Consequently, one could use IRT to
score other constructs of interest (e.g. GMA). As noted, IRT has been embraced in several
research fields (Morizot, et al., 2006) and the scale/item information that IRT can provide
researchers should push IRT into greater favor in the Management field as well. Some
substantive research has started to take place in the management field. For example, Zagorsek,
Stough, and Jaklic (2006) examined redundancy in the items contained in the leadership
practices inventory and Meade and Wright (2012) examined IRT as a means to explore
differential item functioning. As research progresses I would hope that the Management field
embraces IRT as a means to measure latent variables and to understand more about the scales
that we use.
Conclusion. Increasing the validity of personnel selection may offer organizations a path
to sustained competitive advantage and may influence variables of interest at multiple levels of
the organization (Ployhart & Weekley, 2010; Nyberg et al., 2014). At the individual level, better
personnel selection methods offer organizations a path to hiring more effective employees. At
the group and organizational levels, strategic human resource management has noted that
KSAOs can accumulate within groups making the group, and ultimately the organization, more
effective. Consequently, the pursuit of more valid selection methods is of strong importance to
the personnel selection field. To that end, this dissertation examined IRT and MIRT methods for
use in scoring SJTs in comparison with the summed score approach. Overall, this dissertation
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provided support for using IRT and MIRT methods to score SJTs in personnel selection whether
it is as a single personnel selection method or in combination with GMA and personality.
However, due to unstable factor structure, I suggest that unidimensional IRT methods be further
examined for use in scoring SJTs and that future research needs to be conducted exploring SJT
factor structure before MIRT methods can be instituted as a potential replacement for current
methods of SJT scoring.

102

References
Anderson, L. & Wilson, S. (1997) Critical incident technique. In D.L. Whetzel and G.R.
Wheaton (eds.), Applied Measurement Methods in Industrial Psychology. Palo Alto, CA:
Davies-Black.
Arthur, W., & Villado, A.J. (2008). The importance of distinguishing between constructs and
methods when comparing predictors in personnel selection research and practice. Journal
of Applied Psychology, 93, 435-442. doi: 10.1037/0021-9010.93.2.435
Ayala, R.J. (2009). The theory and practice of item response theory. In Little, T.D (Series Ed.)
Methodology in the Social Sciences, New York, NY: The Guilford Press.
Azen, R., & Budescu, D.V. (2003). The dominance analysis approach for comparing predictors
in multiple regression. Psychological Methods, 8, 129-148. doi:
10.1037/1082-989X.8.2.129
Bachman, J.G. & O’Malley, P.M. (1984). Yea-saying, nay-saying, and going to extremes: Blackwhite differences in response styles. Public Opinion Quarterly, 48, 491-509. doi:
10.1086/268848
Barney, J.B. (1991). Firm resources and sustained competitive advantage, Journal of
Management, 14, 99-120. doi: 10.1177/014920639101700108
Barrick, M. R., Mount, M.K., & Judge, T.A. (2001). Personality and performance at the
beginning of the new millennium: What do we know and where do we go next?.
International Journal of Selection and Assessment, 9, 9-30. doi: 10.1111/j.14682389.00160.

103

Batchelor, J.H., Miao, C., & McDaniel, M.A. (2013, April). Extreme response style: A metaanalysis. Presented at the 28th Annual Conference of the Society for Industrial and
Organizational Psychology. Houston.
Bauer, T.N., Maertz, C.P., Dolen, M.R., & Campion, M.A. (1998). Longitudinal Assessment of
Application Reactions to Employment Testing and Test Outcome Feedback. Journal of
Applied Psychology, 83, 892-903. doi: 10.1037//0021-9010.83.6.892
Bauer, T.N., & Truxillo, D.M.. (2006). Applicant reactions to situational judgment tests:
Research and related practical issues. In J.A Weekly, & R.E. Ployhart, (Eds.), Situational
judgment tests: Theory measurement and application (pp. 233-249). Mahwah, New
Jersey: Lawrence Erlbaum Associates.
Bergman, M.E., Drasgow, F., Donovan, M.A., Henning, J.B., & Juraska, S.E. (2006). Scoring
situational judgment tests: Once you get the data, your troubles begin. International
Journal of Selection and Assessment, 14, 223-235.doi: 10.1111/j.14682389.2006.00345.x
Bobko, P., & Roth, P.L. (2001). Correcting the effect size of d for range restriction and
unreliability. Organizational Research Methods, 4, 46-61. doi:
10.1177/109442810141003
Bobko, P., & Roth, P.L. (2013). Reviewing, categorizing, and analyzing the literature on blackwhite mean differences for predictors of job performance: Verifying some perceptions
and updating/correcting others. Personnel Psychology, 66, 91-126. doi:
10.1111/peps.12007

104

Bock, R.D. (1972). Estimating item parameters and latent ability when responses are scored in
two or more nominal categories. Psychometrika, 37, 29-51. doi: 10.1007/BF02291411
Breaugh, J.A. (2009). The use of biodata for employee selection: Past research and future
directions. Human Resource Management Review, 19, 219-231. doi:
10.1016/j.hrmr.2009.02.003
Bruce, M. M. (1965). Examiner’s manual: Business Judgment Test. Larchmont, NY: Author.
Bruce M.M., & Learner, D.B. (1958). A supervisory practices test. Personnel Psychology, 11,
207-216. doi:10.1111/j.1744-6570.1958.tb00015.x
Budescu, D.V. (1993). Dominance analysis – a new approach to the problem of relative
importance in multiple-regression. Psychological Bulletin, 114, 542-551. doi:
10.1037/0033-2909.114.3.542
Cabrera, E.F., & Raju, N.S. (2001). Utility analysis: Current trends and future directions.
International Journal of Selection and Assessment, 9, 92-102. doi: 10.1111/14682389.00166
Cai, L. (2013). flexMIRT version 2: Flexible multilevel multidimensional item analysis and test
scoring [Computer Software]. Chapel Hill, NC: Vector Psychometric Group.
Cai, L., Maydeu-Olivares, A. & Coffman, D.L. (2006). Limited-information goodness-of-fit
testing of item response models for sparse 2 tables. British Journal of Mathematical and
Statistical Psychology, 6, 173-194. doi: 10.1348/00071105X66419
Cai, L., Thissen, D., & du Toit, S.H.C. (2011). FlexMIRT for Windows [Computer Software].
Lincolnwood, IL: Scientific Software International.

105

Caldwell, D.F., & Burger, J.M. (1998). Personality characteristics of job applicants and success
in screening interviews. Personnel Psychology, 51, 119-136. doi: 10.1111/j.17446570.1998.tb00718.x
Campbell, J.P. (1990). Modeling the performance prediction problem in industrial and
organizational psychology. In M.D. Dunnette and L.M. Hough (Eds.), Handbook of
industrial and organizational psychology, Vol. 1, (pp. 687-732). Palo Alto, CA:
Consulting Psychology Press.
Cardall, A.J. (1942). Preliminary manual for the Test of Practical Judgment. Chicago, Science
Research.
Carter, N.T., Dalal, D.K., Lake, C.J., Lin, B.C., Zickar, M.J. (2011). Using mixed-model item
response theory to analyze organizational survey responses: An illustration using the job
descriptive index. Organizational Research Methods, 14, 116-146. doi:
10.117/1094428110363309
Chan, D., & Schmitt, N. (1997). Video-based versus paper-and-pencil method of assessment in
situational judgment tests: Subgroup differences in test performance and face validity
perceptions. Journal of Applied Psychology, 82, 143-159. doi: 10.1037/00219010.82.1.143
Chan, D., & Schmitt, N. (2002). Situational judgment and job performance. Human
Performance, 15, 233-254. doi:10.1207/S15327043HUP1503_01
Christian, M.S., Edwards, B.D., & Bradley, J.C. (2010). Situation judgment tests: Constructs
assessed and a meta-analysis of their criterion-related validities. Personnel Psychology,
63, 83-117. doi: 10.1111/j.1744-6570.2009.01163.x
106

Clause, C.S., Mullins, M.E., Nee, M.T., Pulakos, E.D., & Schmitt, N. (1998). Parallel test form
development: A procedure for alternative predictors and an example. Personnel
Psychology, 51, 193-208. doi: 10.1111/j. 1744-6570.1998.tb00722.x
Clevenger, J., Pereira, G.M., Wiechmann, D., Schmitt, N., & Harvey, V.S. (2001). Incremental
validity of situation judgment tests. Journal of Applied Psychology, 86, 410-417. doi:
10.1037/0021-9010.86.3.410
Cohen, J. (1988). Statistical power analysis for the behavioral sciences. Hillsdale, New Jersey:
Lawrence Erlbaum Associates, Inc.
Cohen, J. (1994). The earth is round (p < .05). American Psychologist, 49 ,997-1003. doi:
10.1037/0003-066X.50.12.1103
Cortina, J.M. (1993). What is coefficient alpha? An examination of theory and applications.
Journal of Applied Psychology, 78, 98-104. doi: 10.1037/0021-9010.78.1.98
Cronbach, L.J., & Gleser, G.C. (1953). Assessing similarity between profiles. Psychological
Bulletin, 50, 456-473. doi: 10.1037/h0057173
Cucina, J.M., Caputo, P.M., Thibodeaux, H.F., & McLane, C.N. (2012). Unlocking the key to
biodata scoring: A comparison of empirical, rational, and hybrid approaches at different
sample sizes. Personnel Psychology, 65, 385-428. doi:
10.1111/j.1744-6570.2012.01244.x
Cullen, M.G., Sackett, P.R., Lievens, F.P. (2006). Threats to operational use of situational
judgment tests in college admissions process. International Journal of Selection and
Assessment, 13, 142-155. doi: 10.1111/j.1468-2389.2006.00340.x

107

Drasgow, F. & Parsons, C.K. (1983). Application of unidimensional item response theory
models to multidimensional data. Applied Psychological Measurement, 7, 189-199. doi:
10.1177/014662168300700207
Dunnette, M.D. (1962). Personnel Management. Annual Review of Psychology, 13, 285-314. doi:
10.1146/annurev.ps.13.020162.001441
England, G. W. (1971). Development and use of weighted applications blanks. Dubuque, IA:
Brown.
Federal Bureau of Investigation.(n.d.) Situational Judgment Test Directions. Retrieved on
November, 14, 2013 from https://www.fbijobs.gov/11215.asp
File, Q.W. (1945). The measurement of supervisory quality in industry. Journal of Applied
Psychology, 29, 381-387. doi: 10.1037/h0057397
File, Q.W., & Remmers, H.H. (1948). How Supervise? Manual 1948 revision. New York:
Psychological Corporation.
File, Q.W., & Remmers, H.H. (1971). How Supervise Manual 1971 Revision. Cleveland, OH:
The Psychological Corporation.
Flanagan, J.C. (1954). The critical incident technique. Psychological Bulletin, 74, 167-184. doi:
10.1037/h0061470
Gilliland, S.W. (1993). The perceived fairness of selection systems: An organizational justice
perspective. Academy of Management Review, 18, 694-734. doi: 10.2307/258595
Goldstein, H. (1980). Dimensionality, bias independence, and measurement. British Journal of
Mathematical and Statistical Psychology, 33, 234-246. doi: 10.1111/j.20448317.1980.tb00610.x
108

Gottfredson, L.S. (2003). Dissecting practical intelligence theory: Its claims and evidence.
Intelligence, 31, 343-397. doi: 10.1016/S0160-2896(02)00085-5
Greenberg, S.H. (1963). Supervisory judgment test manual. Washington, DC: U.S. Civil Service
Commission.
Halpin, W.G. (1973). A study of the life histories and creative abilities of potential teachers.
Dissertation Abstracts International: Section A. Humanities and Social Sciences, 33(7),
3382.
Hausknecht, J.P., Day, D.V., & Thomas, S.C. (2004). Applicant reactions to selection
procedures: An updated model and meta-analysis. Personnel Psychology, 57, 639-683.
doi: 10.1111/j.1744-6570.2004.00003.x
Hogan, J.B. (1994). Empirical keying of background data measures. In G.S. Stokes & M.D.
Mumford (Eds.), Biodata handbook: Theory, research, and use of biographical
information in selection and performance prediction (pp. 69-107). Palo Alto, CA: CPP
Books.
Hough, L., & Paullin, C. (1994). Construct-oriented scale construction: The rational approach. In
G.S. Stokes, M.D. Mumford, & W.A. Owens (Eds.), Biodata handbook: Theory,
research, and use of biographical information in selection and performance prediction
(pp. 109-145). Palo Alto, CA: Consulting Psychological Press.
Hunter, J.E., & Hunter, R.F. (1984). Validity and utility of alternative predictors of job
performance. Psychological Bulletin, 96, 72-98. doi: 10.1037/0033-2909.96.1.72

109

Johnson, J.W. (2000). A heuristic method for estimating the relative weight of predictor
variables in multiple regression. Multivariate Behavioral Research, 35, 1-19. doi:
10.1207/S15327906MBR3501_1
Johnson, J.W. (2004). Factors affecting relative weights: The influence of sampling and
measurement error. Organizational Research Methods, 7, 283-299. doi:
10.1177/1094428104266018
Johnson, J.W. & LeBreton, J.M. (2004). History and use of relative importance indices in
organizational research. Organizational Research Methods, 7, 238-257. doi:
10.1177/1094428104266510
Judiesch, M.K., Schmidt, F.L., & Mount, M.K. (1992). Estimates of the dollar value of employee
output in utility analyses – an empirical-test of 2 theories. Journal of Applied Psychology,
77, 234-250. doi: 10.1037/0021-9010.77.3.234
Kenny, D.A. (2009). Founding Series Editor Note in: Ayala, R.J. (2009). The theory and practice
of item response theory. In Little, T.D (Series Ed.) Methodology in the Social Sciences,
New York, NY: The Guilford Press.
Kepes, S., Banks, G.C., McDaniel, M.A., and Whetzel, D.L. (2012). Publication bias in the
organizational sciences. Organizational Research Methods, 15, 624-622. doi:
10.1177/1094428112452760
Kirkpatrick, D.L., & Planty, E. (1960). Supervisory Inventory on Human Relations. Chicago:
Science Research Associates.
Klein, H.A. (1973). Personality characteristics of discrepant academic achievers, Dissertation
Abstracts International: Section A. Humanities and Social Sciences. 33(7), 3387-3388.
110

LaHuis, D.M., Clark, P., & O’Brien E. (2011). An examination of item response theory item fit
indices for the graded response model. Organizational Research Methods, 14, 10-23. doi:
10.1177/1094428109350930
Lang, J.W.B., Zettler, I., Ewen, C., & Hulsheger, U.R. (2012). Implicit motives, explicit traits,
and task and contextual performance at work. Journal Applied Psychology, 97, 12011217. doi: 10.1037/a0029556
Lau, M.Y. (2007). Extreme response style: An empirical investigation of the effects of scale
response format and fatigue. (Doctoral Dissertation). Available from ProQuest
Dissertations and Theses database. (UMI No. 3299156).
LeBreton, J.M., Hargis, M.B., Griepentrog, B., Oswald, F.L., Ployhart, R.E. (2007). A
multidimensional approach for evaluating variables in organizational research and
practice. Personnel Psychology, 60, 475-498. doi: 10.1111.j.1744-6570.2007.00080.x
Lee, S., & Kim, A. (2002). A three-step approach to factor analysis pm data of multiple testlets.
In S. Nishisato, &. Baba, H. Bozdogan, & K. Kanefuji (Eds.), Measurement and
Multivariate Analysis (pp. 315-324). Tokyo, Japan: Springer-Verlag.
Legree, P.J., Heffner, T.S., Psotka, J., Martin, D.E., & Medsker, G.J. (2003). Traffic crash
involvement: Experiential driving knowledge and stressful contextual antecedents.
Journal of Applied Psychology, 88, 15-26. doi: 10.1037/0021-9010.88.1.15
Legree, P.J., Kilcullen, R., Psotka, J., Putka, D., & Ginter, R.N. (2010). Scoring situational
judgment tests using profile similarity metrics. United States Army Research Institute for
Behavior and Social Sciences. Technical Report 1272. Retrieved from: www.dtic.mil/cgibin/GetTRDoc?AD=ADA530091
111

Legree, P.J., & Psotka, J. (2004). Consensus based measurement. U.S. Army Research Institute
for the Behavioral and Social Sciences. Retrieved from: http://www.dtic.mil/cgibin/GetTRDoc?AD=ADA432860
Legree, P.J., & Psotka, J., Tremble, T.R., & Bourne, D. (2005). Using consensus based
measurement to assess intelligence. In R. Schulze & R. Roberts (Eds.), International
Handbook of Emotional Intelligence, pp. 99-123. Berlin, Germany: Hogrefe & Huber.
Lievens, F., & Patterson, F. (2011). The validity and incrementality of knowledge tests, lowfidelity simulations, and high-fidelity simulations for predicting job performance in
advanced-level high-stakes selection. Journal of Applied Psychology, 96, 924-940. doi:
10.1037/a0023496.
Lievens, F., Sackett, P.R., & Buyse, T. (2009). The effects of response instructions on situational
judgment test performance and validity in a high-stakes context. Journal of Applied
Psychology, 94, 1095-1101. doi: 10.1037/a0014628
Lord, F.M. (1980). Applications f item response theory to practical testing problems. Hillsdale,
NJ: Lawrence Erlbaum Associates. McDaniel. M.A., Hartman, N.S., Whetzel, D.L., &
Grubb, W.L. (2007). Situational judgment tests, response instructions, and validity: A
meta-analysis. Personnel Psychology, 60, 63-91. doi: 10.1111/j.1744-6570.2007.0065.x
McDaniel, M.A., Kepes, S., & Banks, G.C. (2011). The uniform guidelines are a detriment to the
field of personnel selection. Industrial and Organizational Psychology, 4, 494-514. doi:
10.1111/j.1754-9434.2011.01394.x

112

McDaniel, M.A., Hartman, N.S., Whetzel, D.L., Grubb, W.L. (2007). Situational judgment tests,
response instructions, and validity: A meta-analysis. Personnel Psychology, 60, 63-91.
doi:10.1111/j.1744-6570.2007.00065.x
McDaniel. M.A., Morgeson, F.P., Finnegan, E.B., Campion, M.A., & Braverman, E.P. (2001).
Use of situational judgment tests to predict job performance: A clarification of the
literature. Journal of Applied Psychology, 86, 730-740. doi: 10.1037//0021-9010.86.4.730
McDaniel, M.A, & Nguyen, N.T. (2001). Situational judgment tests: A review of practice and
constructs assessed. International Journal of Selection and Assessment, gfa9, 103113.doi: 10.1111/1468-2389.00167
McDaniel, M.A., Psotka, J., Legree, P.J., Yost, A.P., & Weekley, J.A. (2011). Toward an
understanding of situational judgment item validity and group differences. Journal of
Applied Psychology, 96, 327-336. doi: 10.1037/a0021983
McDaniel. M.A., Rothstein, H.R., Whetzel, D.L. (2006). Publication bias: A cause study of four
test vendors. Personnel Psychology, 59, 927-953. doi: 10.1111/j.1744-6570.2006.00059.x
McDaniel, M.A., & Whetzel, D.L. (2005). Situational judgment test research: Informing the
debate on practical intelligence theory. Intelligence, 33, 515-525. doi:
10.1016/j.intell.2005.02.001
McDonald, R.P. (1999). Test theory: A unified approach. Mahwah, N.J.: Erlbaum.
McKay, P.F., & Avery, D.R. (2006). What has race got to do with it? Unraveling the role of
racioethnicity in job seekers’ reactions to site visits. Personnel Psychology, 59(2), 395429. doi: 10.1111/j.1744-6570.2006.00079.x

113

Meade, A.W., & Wright, N.A. (2012). Solving the measurement invariance anchor item problem
in item response theory. Journal of Applied Psychology, 97, 2012. doi: 10.1037/a0027934
Meehl, P.E. (1945). The dynamics of “structured” personality tests. Journal of Clinical
Psychology, 1, 296-303. doi: 10.1002/1097-4679(194510)1:4<296::AIDJCLP2270010410>3.0.CO;2-#
Meyer, B., & Glenz, A. (2013). Team fault line measures: A computational comparison and a
new approach to multiple subgroups. Organizational Research Methods, 16,393-424. doi:
10.1177/1094428113484970G
Mitchell, T.W, & Klimoski, R.J. (1982). Is it rational to be empirical? A test of methods for
scoring biographical data. Journal of Applied Psychology, 67, 411-418. doi:
10.1037/0021-9010.67.4.411
Morizot, J., Ainsworth, A.T., Reise, S.P. (2009). Toward modern psychometrics: Application of
item response theory models in personality research. In R.W. Robins, R.C., Fraley, &
R.F. Krueger (Eds.), Handbook of research methods in personality psychology (pp. 407423). New York: Guilford, 2007.
Moss, F.A. (1926). Do you know how to get along with people? Why some people get ahead in
the world while others do not. Scientific American, 135, 26-27.
Motowidlo, S.J., & Beier, M.E. (2010). Differentiating specific job knowledge from implicit trait
policies in procedural knowledge measured by a situational judgment tests. Journal of
Applied Psychology, 95, 321-333. doi: 10.1037/a00117975.
114

Motowidlo, S.J., Dunnette, M.D., & Carter, G.W. (1990). An alternative selection procedure –
the low-fidelity simulation. Journal of Applied Psychology, 75, 640-647. doi:
10.1037//0021-9010.75.6.640
Mumford, M.D., & Owens, W.A. (1987). Methodology review: Principles, procedures, and
findings in the application of background data measures. Applied Psychological
Measurement, 11, 1-31. doi: 10.1177/014662168701100101
Mumford, M.D., & Whetzel, D.L. (1997). Background data. In D.L. Whetzel & G.R. Wheaton
(Eds.), Applied measurement in industrial and organizational psychology (pp. 58-84).
Palo Alto, CA: Consulting Psychologists Press.
Muraki, E. (1992). A generalized partial credit model: Application of an EM algorithm. Applied
Psychological Measurement, 16, 159-176. doi: 10.1177/014662169201600206
Murphy, K.R. (2009). Validity, validation and values. The Academy of Management Annals. 3,
421-461.doi: 10.1080/19416520903047525
Nguyen, N.T., Biderman, M.D., & McDaniel, M.A. (2005). Effects of response instruction on
faking a situational judgment test. International Journal of Selection and Assessment, 13,
250-260. doi: 10.1111/j.1468-2389.2005.00322.x
Nyberg, A.J., Moliterno, T.P., Hale, D., Lepak, D.P. (2014). Resource-based perspectives on
unit-level human capital: A review and integration. Journal of Management, 40,316-346.
doi: 10.1177/0149206312458703
O’Connell, M.S., Hartman, N.S., McDaniel, M.A., Grubb, L.E. & Lawrence, A. (2007).
Incremental validity of situational judgment tests for task and contextual performance.

115

International Journal of Selection and Assessment, 15, 19-29. doi: 10.1111/j.14682389.2007.00364.x
Orlitzky, M. (2012). How can significance tests be deinstitutionalized?. Organizational Research
Methods, 15, 119-228. doi: 10.1177/1094428111428356
Ostini, R., & Nering, M.L. (2006). Polytomous Item Response Theory Models. Thousand Oaks,
CA: Sage Publications.
Owens, W.A., & Schoenfeldt, L.F. (1979). Toward a classification of persons. Journal of
Applied Psychology, 64, 569-607. doi: 10.1037//0021-9010.64.5.569
Ployhart, R.E. (2006). Staffing in the 21st century: New challenges and strategic opportunities.
Journal of Management,32, 868-897. doi: 10.1177/0149206306293625
Ployhart, R.E., & Holtz, B.C. (2008). The diversity-validity dilemma: Strategies for reducing
racioethnic and sex subgroup differences and adverse impact in selection. Personnel
Psychology, 61, 153-72. doi: 10.1111/j.1744-6570.2008.00109.x
Ployhart, R.E., & Weekley, J. (2005). Situational judgment: Antecedents and relationships with
performance. Human Performance, 18, 81-104. doi: 10.1207/s15327043hup1801_4
Ployhart, R.E., & Weekley, J. (2010). Strategy, selection, and sustained competitive advantage.
In J. Farr & N. Tippins (Eds.), The Handbook of Employee Selection, pp. 195-212. New
York, NY: Routledge.
Putka, J.D., & Waugh, G.W. (2007, April). Gaining insights into situational judgment test
functioning via spline regression. Paper presented at the meeting of the Society for
Industrial and Organizational Psychology Conference, New York, NY.
Reckase, M.D. (2009). Multidimensional Item Response Theory. New York, NY: Spring.
116

Reckase, M.D. (1997). The past and future of multidimensional item response theory. Applied
Psychological Measurement, 21, 25-26. doi: 10.1177/0146621697211002
Reckase, M.D. (1979). Unifactor latent trait models applied to multifactor tests: Results and
implications. Journal of Educational Statistics, 4, 207-230. doi: 10.2307/1164671
Roid. G.H. (2003). Stanford-Binet Intelligence Scales, Vol. 5, Technical Report. Itasca, IL:
Riverside Publishing.
Roth, P.L., Bevier, C.A., Bobko, P., Switzer, F.S., Tyler, P. (2001). Ethnic group differences in
cognitive ability in employment and educational settings: A meta-analysis. Personnel
Psychology, 54, 297-330. doi: 10.1111/j.1744-6570.2001.tb00094.x
Ryan, A.M., & Huth, M. (2008). Not much more than platitudes? A critical look at the utility of
applicant reactions research. Human Resource Management Review, 18, 119-132. doi:
10.1016/j.hrmr.2008.07.004
Ryan A.M. & Ployhart, R.E. (2000). Applicants’ perceptions of selection procedures and
decisions: A critical review and agenda for the future. Journal of Management, 26, 565606. doi: 10.1016/S0149-2063(00)00041-6
Sackett, P.R., & Lievens, F. (2008). Personnel Selection. Annual Review of Psychology, 59, 419450. doi: 10.1146/annurev.psych.59.103006.093716
Salgado, J., Anderson, N., Moscoso, S., Bertua, C., & De Fruyt, F. (2003). International validity
generalization of GMA and cognitive abilities: A European community meta-analysis.
Personnel Psychology, 56, 573-605. doi: 10.1111/j.1744-6570.2003.tb00751.x
Samejima, F. (1972). A general model for free response data. (Psychometric Monograph No. 18)
Richmond, VA: Psychometric Society.
117

Schmidt, F.L., & Hunter, J.E. (1998). The validity and utility of selection methods in personnel
psychology: Practical and theoretical implications of 85 years of research findings.
Psychological Bulletin, 124, 262-274. doi: 10.1037//0033-2909.124.2.262
Schmidt, F.L. (1996). Statistical significance testing and cumulative knowledge in psychology:
Implications for training of researchers. Psychological Methods, 1, 115-129. doi:
10.1037//1082-989X.1.2.115
Schmidt, F.L., Hunter, J.E., McKenzie, R.C., & Muldrow, T.W. (1979). The impact of valid
selection procedures on work-force productivity. Journal of Applied Psychology, 64, 609626. doi: 10.1037//0021-9010.64.6.609
Schmidt, F.L., Hunter, J.E., & Urry, V.W. (1976). Statistical power in criterion-related validation
studies. Journal of Applied Psychology, 61, 473-485. doi: 10.1037/0021-9010.61.4.473
Schmidt, F.L., Ones, D.S., & Hunter, J.E. (1992). Personnel-selection. Annual Review of
Psychology, 43, 627-670. doi:10.1146/annurev.psych.43.1.627
Schmidt, F.L., Shaffer, J.A., & Oh, I.S. (2008). Increased accuracy for range restriction
corrections: implications for the role of personality and general mental ability in job and
training performance. Personnel Psychology, 61, 827-868. doi: 10.1111/j.17446570.2008.00132.x
Schmitt, N., & Chan, D. (2006). Situational judgment tests: Method or construct?. In J.A
Weekly, & R.E. Ployhart, (Eds.), Situational judgment tests: Theory measurement and
application (pp. 135-156). Mahwah, New Jersey: Lawrence Erlbaum Associates.
Schmitt, N., & Robertson, I. (1990). Personnel-selection. Annual Review of Psychology, 41, 289319. doi: 10.1146/annurev.psych.41.1.289
118

Schneider, B., Smith, D.B., & Sipe, W.P. (2000) Personnel selection psychology: Multilevel
considerations. In K.J. Klein, & S.W.J. Kozlowski (Eds.), Multilevel theory, research,
and methods in organizations: Foundations, extensions, and new directions. (pp. 91120). San Francisco, CA: Jossey-Bass.
Schoenfeldt, L.F. (1999). From dust bowl empiricism to rational constructs in biographical data.
Human Resource Management Review, 9, 147-167. doi:
10.1016/S1053-4822(99)00016-9
Schwarz, N. (1999). Self-reports: How questions shape the answers. American Psychologist, 54,
93-105. doi:10.1037/0003-066X.54.2.93
Sharf, J.C. (1994). The impact of legal and equal opportunity issues on personal history
inquiries. In G.S. Stokes & M.D. Mumford (Eds.), Biodata handbook: Theory, research,
and use of biographical information in selection and performance prediction (pp. 351390). Palo Alto, CA: CPP Books.
Schwab, D.P. (2005). Research methods for organizational studies (2nd ed.). Maywah, New
Jersey: Lawrence Erlbaum & Associates.
Society for Industrial and Organizational Psychology. (2003). Principles for the validation and
use of personnel selection procedures (4th ed.). Bowling Green, OH: Society for
Industrial and Organizational Psychology.
Speed, A.A. Differential influence on monetary incentives upon performance on the College
Qualifications Test. Unpublished master’s thesis, University of Georgia, 1970.
Sternberg, R.J., Wagner, R.K., William, W.M., & Horvath, J.A. (1995). Testing common-sense.
American Psychologist, 50, 912-927. doi: 10.1037/0003-066X.50.11.912
119

Tay, C., Ang, S., Dyne, L.V. (2006). Personality, biographical characteristics, and job interview
success: A longitudinal study of the mediating effects of interviewing self-efficacy and
the moderating effects of internal locus of causality. Journal of Applied Psychology, 91,
446-454. doi: 10.1037/0021-9010.91.2.446
Tay, L. & Drasgow, F. (2012). Theoretical, statistical, and substantive issues in the assessment of
construct dimensionality: Accounting for the item response process. Organizational
Research Methods, 15, 363-384. doi: 10.1177/1094428112439709
Thissen, D. & Steinberg, L. (2009). Item Response Theory. In R.E. Millsap, & A. MaydeuOlivares (Eds.), The Sage Handbook of Quantitative Methods in Psychology, (pp. 148177). Los Angeles, CA: Sage.
Thissen, D., & Steinberg, L. (1986). Taxonomy of item response models. Psychometrika, 51,
567-578. doi: 10.1007/BF02295596
Tonidandel, S., LeBreton, J.M. (2011). Relative importance analyses: A useful supplement to
multiple regression analyses. Journal of Business and Psychology, 26, 1-9. doi:
10.1007/s10869-010-9204-3
Tonidandel, S., LeBreton, J.M., Johnson, J.W. (2009). Determining the statistical significance of
relative weights. Psychological Methods, 14, 387-399. doi: 10.1037/a0017735
U.S. Equal Employment Opportunity Commission. (1992, July 14). Enforcement guidance:
compensatory and punitive damages available under article 102 of the civil rights of
1991. Retrieved from: http://www.eeoc.gov/policy/docs/damages.html

120

Van Iddekinge, C.H, & Ployhart, R.E. (2008). Developments in the criterion-related validation of
selection procedures: A critical review and recommendations for practice. Personnel
Psychology, 61, 871-925. doi: 10.1111j.1744-6570.2008.00133.x
Vinchur, A.J., Schippmann, J.S., Switzer, F.S., & Roth, P.L. (1998). A meta-analytic review of
predictors of job performance for salespeople. Journal of Applied Psychology, 83, 586597. doi: 10.1037/0021-9010.83.4.586
Wagner, R.K., & Sternberg, R.J. (1985). Practical intelligence in real-world pursuits – the role of
tacit knowledge. Journal of Personality and Social Psychology, 49, 436-458. doi:
10.1037/0022-3514.49.2.436
Warne, R.T., McKyer, E.L.J., Smith, M.L. (2012). An introduction to item response theory for
health behavior researchers. American Journal of Health Behavior, 36, 31-43. doi:
http://dx.doi.org/10.5993/AJHB.36.1.4
Waugh, G.W., & Russell, T.L. (2006, May). The effects of content and empirical parameters on
the predictive validity of a situational judgment test. Paper presented at the meeting of the
Society of Industrial and Organizational Psychology Conference, Dallas, TX.
Weekley, J.A., & Jones, C. (1999). Video-based situational testing. Personnel Psychology, 50,
25-49. doi: 10.1111/j.1744-6570.1997.tb00899.x
Weekley, J.A., & Ployhart, R.E. (2005). Situational judgment: Antecedents and relationships
with performance. Human Performance, 18, 81-104. doi: 10.1207/s15327043hup1801_4
Weekley, J.A., Ployhart, R.E., & Holtz, B.C. (2006). On the development of situational judgment
tests: Issues in item development, scaling, and scoring. In J.A Weekly, & R.E. Ployhart,

121

(Eds.), Situational judgment tests: Theory measurement and application (pp. 157 – 182).
Mahwah, New Jersey: Lawrence Erlbaum Associates.
Wernimont, P.F., & Campbell, J.P. (1968). Signs, samples, and criteria. Journal of Applied
Psychology, 52, 372-376. doi: 10.1037/h0026244
Whetzel, D.L., McDaniel, M.A., Nguyen, N.T. (2008). Subgroup differences in situational
judgment test performance: A meta-analysis. Human Performance, 32, 291-309. doi:
10.1080/08959280802137820
Wright, N. (2013). New strategy, old question: Using multidimensional item response theory to
examine the construct validity of situational judgment tests. (Doctoral dissertation, North
Caroline State University, 2013).
Zucchini, W. (2000). An introduction to model selection. Journal of Mathematical Psychology,
44, 41-61. doi: 10.1006/jmps.1999.1276
Zagorsek, H., Stough, S.J., & Jaklic, M. (2006). Analysis of the reliability of the leadership
practices inventory in the item response theory framework. International Journal of
Selection and Assessment, 14, 180-191. doi: 10.1111/j.1468-2389.2006.00343.x
Zu, J., & Kyllonen, P.C. (2012). Scoring situational judgment tests with item response models.
(Report ETS-2012-0160.R1). Princeton, NJ: Educational Testing Service.

122

Appendix A
Table 18. Sample 2 (19-Item) 3PL Marginal Chi-Square and Standardized LD X2 Statistics
Item
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19

Chi2
10.2
19.9
0.2
0.0
0.0
0.2
0.8
0.6
12.9
1.8
13.4
0.0
0.0
0.1
0.0
0.6
0.0
0.1
0.0

Marginal fit (Chi-square) and Standardized LD X2 Statistics
6
7
8
9
10
11
12

1

2

3

4

5

20.2n
11.0n
6.7p
9.7n
7.4p
7.1n
7.4n
15.6n
7.8n
17.7p
6.6p
6.7n
6.7n
8.9n
8.3n
6.6n
6.6n
11.1n

13.9n
15.3p
14.6n
14.1n
13.7n
13.7p
21.9n
14.8p
22.2n
14.0n
14.8n
13.4n
14.2p
13.8n
13.4n
13.6n
14.5n

-0.4p
2.9n
-0.4n
0.1p
5.5p
8.8n
1.7p
9.1n
-0.5n
3.0n
-0.5p
0.4n
-0.1n
0.0n
1.1n
-0.4p

3.5p
0.3n
0.0n
0.0n
9.0n
0.7p
10.0n
-0.7n
0.8p
0.4p
0.4p
-0.1p
4.9p
0.6p
2.4p

-0.0p
1.9n
4.3n
8.4n
1.0n
15.0n
-0.3n
2.8p
9.1p
-0.3n
-0.3p
8.2p
0.1p
-0.7p

0.8p
-0.0p
9.1n
1.7p
9.0n
0.1p
1.2p
0.5p
0.1p
0.6n
-0.2n
-0.4n
-0.4n

3.7p
8.8n
1.1p
15.6p
0.2n
1.2n
1.7p
0.9p
0.3n
1.3n
0.0p
-0.1n

8.9p
0.9p
9.7n
-0.2n
-0.3p
0.5p
0.2p
0.1n
0.3n
1.0n
-0.0p
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9.6p
18.6p
10.0n
9.0n
8.8n
10.2n
8.7p
9.0n
8.4n
8.4p

10.1p
1.0n
0.7p
1.4n
4.1n
4.4p
1.2n
1.0n
0.9n

9.1p
9.1p
13.1n
9.4n
10.6p
9.0n
11.4p
11.6n

-0.6p
15.6n
1.0n
0.2p
-0.6n
0.5n
-0.6p

13

14

15

16

17

18

2.3p
-0.6p
0.3n
2.1p
0.5p
-0.2p

11.3p
1.2n
9.8p
-0.6p
1.6p

-0.0n
3.6p
-0.3n
0.5p

2.9n
-0.3p
-0.3n

-0.7n
-0.5p

-0.3p

Appendix B
Table 19. Sample 1 - Correlation Matrix
Task_Perf

COG90

consc_25

stabl_25

agree_25

extro_25 openn_25

Sum.
Score

S ample 1
U2PL

U3PL

NRM

M 2PL2.1 M 2PL2.2 M 2PL3.1 M 2PL3.2 M 2PL3.3 M 3PL2.1 M 3PL2.2 M 3PL3.1 M 3PL3.2

Task_Perf
COG90

.110

**

consc_25

.106

**

stabl_25

.089**

.224**

.639**

agree_25

**

.412**

.539**

**

**

.590

.533**

**

.295

**

.246

**

.122

.063

**

extro_25

.082

**

.224

openn_25

-.029

.175

**

.137

**

**

**
**

.289**
**

.476

**

.155

**

Sum. Score
U2PL

.121

.464

.153

.236

.191

.176**

.127**

.125**

.534**

.150**

.264**

.142**

.243**

.168**

.834**

U3PL

.135**

.512**

.169**

.262**

.163**

.217**

.145**

.904**

NRM

.141

**

**

.543

**

.155

**

.261

**

.160

**

.249

**

.164

.751

**

.875

**

.816

M 2PL2.1

.114

**

.477

**

.164

**

.271

**

.132

**

.231

**

.153

**

.778

**

.926

**

.894

.765

.924**
**
**

**

M 2PL2.2

.019

.221**

-.049*

.002

.039

.036

.052*

.264**

.341**

.219**

.431**

.020

M 2PL3.1

.097**

.365**

.109**

.168**

.118**

.099**

.083**

.761**

.684**

.774**

.556**

.788**

-.109**

M 2PL3.2

.081**

.408**

.106**

.221**

.079**

.244**

.162**

.475**

.790**

.614**

.671**

.686**

.357**

M 2PL3.3

-.010

**

.100

**

-.100

-.092

**

**

-.007

.158

**

**

.097

*

.048

**

.225

**

-.196

.901

**

-.074

M 3PL2.1

.115

**

.460

**

.178

**

.272

**

.136

**

.826

**

.879

**

.901

**

.739

**

.955

**

-.015

.846

.270**

-.026

.065**

.402**

.410**

.323**

.476**

.105**

.932**

**

**

**

**

**

**

**

**

**

M 3PL2.2

.042
**

M 3PL3.1

.094

M 3PL3.2

.077**

**

.033
**

.012
**

.145

.066**
**

-.066
.223

.037
**

.355

.127

.184

.128

.114

.072

.744

.410**

.126**

.236**

.094**

.233**

.147**

.551**

.019

-.058

**
**
**
-.010
.116
-.091
-.069
**. Correlation is significant at the 0.01 level (2-tailed).

M 3PL3.3

*

.013

.178

**

.660

.756

.547

.755

-.089

.777**

.648**

.661**

.677**

.333**

**

.127

*. Correlation is significant at the 0.05 level (2-tailed).
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**

.062

**

.244

**

-.146

.871

**

.176**
**

-.015

**

.561

**

**

-.173

.343**

.854**

.089**

.959

.161

**

*

-.057

.858**

.058*

.220**

.935**

-.009

.580**

.342**

.197**

**

-.033

.042
**

*

-.053

.026

**

.943

**

-.137

.896

.012

Appendix C
Table 20. Sample 2 (19-Item) - Correlation Matrix
Task_Perf

COG90

consc_25

stabl_25

agree_25

extro_25 openn_25

Sum.
Score

19-Item S ample 2
U2PL

U3PL

NRM

M 2PL2.1 M 2PL2.2 M 2PL3.1 M 2PL3.2 M 2PL3.3 M 3PL2.1 M 3PL2.2 M 3PL3.1 M 3PL3.2

Task_Perf
*

COG90

.060

consc_25

-.046

.062

stabl_25

-.002

.189**

.559**

agree_25

-.032

*

.062

.366**

.537**

extro_25

.031

.184**

.478**

.444**

openn_25

.056

**

.120

**

.134

**

.145

.079

.363

Sum. Score

.103**

.260**

-.032

.075*

.083**

.082**

.107**

U2PL

-.058

.179**

.209**

.181**

.090**

.130**

-.124**

.066*

U3PL

.037

.283**

.081**

.153**

.111**

.115**

.021

.732**

NRM

-.031

.124

**

-.035

.089

**

*

**

**

M 2PL2.1

**

*

**

**

**

.173

**

**

**

.148

**

.165

.594**
**

.257

**

**

.228

**

-.029

-.077

.160

.491

-.790

-.049

-.151

M 2PL2.2

.036

.301**

.065*

.138**

.096**

.096**

-.001

.695**

.634**

.913**

.195**

M 2PL3.1

.020

.294**

.025

.116**

.074*

.064*

-.007

.679**

.555**

.883**

.157**

-.011

M 2PL3.2

.130**

.062*

-.055

.003

.059

.050

.206**

.568**

-.523**

.124**

.005

.803**

M 2PL3.3

.019

**

-.264

M 3PL2.1

.105

**

.016

**

.125

.218**

**

-.080

**

-.255

**

-.110

-.186

**

-.114

**

**

-.168

*

-.033

.028
**

.081

**
**

**

-.313

**

.022

-.739

**
**

-.055

**

.681

.954**
.061*
-.256

**

-.020
**

-.091

**

-.017

.150

**

.864

**

**

-.065

-.001

.173

.573

-.116

.956

-.043

M 3PL2.2

.030

.270**

.047

.127**

.081**

.082**

-.008

.682**

.607**

.907**

.202**

-.049

.968**

.928**

.056

-.236**

M 3PL3.1

.018

.276**

.023

.109**

.072*

.063*

-.014

.663**

.583**

.878**

.171**

-.051

.948**

.972**

-.021

-.140**

-.055

M 3PL3.2

.132**

.059

-.067*

-.004

.054

.040

.203**

.580**

-.549**

.119**

-.006

.830**

.058

-.015

.998**

.195**

.884**

**
**
**
.008
.134
.094
.106
*. Correlation is significant at the 0.05 level (2-tailed).

.066

*

.061

*

-.033

.362

.121

.022

-.201

-.163

M 3PL3.3

**

-.733

**

.536

**. Correlation is significant at the 0.01 level (2-tailed).
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**

.567

**

.170

**

-.239

.536

**

**

.449

-.086

**

.549

**

-.461

-.035

**

-.155

.953**
.056
**

.562

-.019
**

.418

-.091

**

Appendix D
Table 21. Sample 2 (15-Item) - Correlation Matrix
Task_Perf

COG90

consc_25

stabl_25

agree_25

extro_25 openn_25

Sum.
Score

15-Item S ample 2
U2PL

U3PL

NRM

M 2PL2.1 M 2PL2.2 M 2PL3.1 M 2PL3.2 M 2PL3.3 M 3PL2.1 M 3PL2.2 M 3PL3.1 M 3PL3.2

Task_Perf
*

COG90

.060

consc_25

-.046

.062

stabl_25

-.002

.189**

.559**

agree_25

-.032

.062*

.366**

.537**

extro_25

.031

.184**

.478**

.444**

openn_25

.056

**

.120

**

.134

**

.079

.363

Sum. Score

.115**

.220**

-.046

.049

.080**

.066*

.155**

U2PL

.092**

-.070*

-.218**

-.138**

-.057

-.104**

.137**

.302**

U3PL

.125**

.176**

-.075*

.033

.067*

.031

.176**

.787**

NRM

.023

-.050

.059

.039

.007

.044

.028

*

-.237

.297**

.030

M 2PL2.1
M 2PL2.2
M 2PL3.1
M 2PL3.2
M 2PL3.3
M 3PL2.1

**

.085

.043
**

.102

.048
.051
**

.098

*

-.069

**

*

-.227

.297**

.035

-.064

**

.145

-.146

**

**

**

-.176

**

-.036

**

.983

**

.532

-.117

.123

.291

**

.066*

.717**

-.114**

.617**

**

*

**

**

**

**

**

-.145

-.063

**

-.198

-.025
**

-.143

-.070*
.977**

-.078**

-.058

.995**

-.102

.147

.324

.976

.558

.103**

.092**

.092**

.074*

.731**

-.096**

.641**

-.025

**

**

.100

**

.146

**

.099

.126

**

**

-.184

**

.106

**

.274

-.288

**

-.045

-.080

**

.155

**

.368

**

.957

**

.578

**

-.035

-.113

-.196

*

.550**

.151

.088**

**

-.058

-.069

**

.088**

.112

.167

**

.103**

**

.042

**

.218**

-.053

**

-.071

*

-.137

.952

**

-.063

*

.961

**

**

-.038

-.014
-.052

M 3PL2.2

.041

.267**

.015

.095**

.068*

.082**

.063*

.691**

-.107**

.645**

-.018

-.070*

.954**

-.069*

.954**

-.022

-.048

M 3PL3.1

.083**

-.064*

-.213**

-.125**

-.061*

-.093**

.129**

.337**

.956**

.540**

-.040

.968**

-.054

.941**

-.042

-.210**

.971**

-.070*

M 3PL3.2

.032

.279**

.020

.096**

.084**

.078**

.059*

.705**

-.104**

.628**

-.019

-.062*

.980**

-.076*

.975**

-.078**

-.060*

.973**

**

*

**

**

**

**

-.007

**

**

**

**

**

M 3PL3.3

**

.039
.044
.038
.107
*. Correlation is significant at the 0.05 level (2-tailed).

.080

.075

.132

.318

.232

**. Correlation is significant at the 0.01 level (2-tailed).
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.427

.136

.024

.304

.095

.767

.274

**

.107

-.053
**

.092

.034
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Table 22. Sample 1 - Between Correlation Significance Test
RIRT, Criterion

RSS, Criterion

RIRT, SS

Significant
(P<.05)

SS vs. M2PL

0.125

0.121

0.834

No

SS vs. M3PL

0.135

0.121

0.904

No

SS vs. NRM

0.141

0.121

0.751

No

SS vs. M2PL (2-Dim) Dim 1

0.114

0.121

0.778

No

SS vs. M2PL (2-Dim) Dim 2

0.019

0.121

0.264

Yes

SS vs. M2PL (3-Dim) Dim 1

0.097

0.121

0.761

No

SS vs. M2PL (3-Dim) Dim 2

0.081

0.121

0.475

No

SS vs. M2PL (3-Dim) Dim 3

-0.010

0.121

0.158

Yes

SS vs. M3PL (2-Dim) Dim 1

0.115

0.121

0.826

No

SS vs. M3PL (2-Dim) Dim 2

0.042

0.121

0.402

Yes

SS vs. M3PL (3-Dim) Dim 1

0.094

0.121

0.744

No

SS vs. M3PL (3-Dim) Dim 2

0.077

0.121

0.551

Yes

SS vs. M3PL (3-Dim) Dim 3

-0.010

0.121

0.178

Yes

SS = Summed Score
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Appendix F
Table 23. Sample 2 (19-Item) - Between Correlation Significance Test
RIRT, Criterion

RSS, Criterion

RIRT, SS

Significant
(P<.05)

SS vs. M2PL

-0.058

0.103

0.066

Yes

SS vs. M3PL

0.037

0.103

0.732

Yes

SS vs. NRM

-0.031

0.103

0.089

Yes

SS vs. M2PL (2-Dim) Dim 1

0.105

0.103

0.491

No

SS vs. M2PL (2-Dim) Dim 2

0.036

0.103

0.695

Yes

SS vs. M2PL (3-Dim) Dim 1

0.020

0.103

0.679

Yes

SS vs. M2PL (3-Dim) Dim 2

0.130

0.103

0.568

No

SS vs. M2PL (3-Dim) Dim 3

0.019

0.103

0.081

Yes

SS vs. M3PL (2-Dim) Dim 1

0.121

0.103

0.573

No

SS vs. M3PL (2-Dim) Dim 2

0.030

0.103

0.682

Yes

SS vs. M3PL (3-Dim) Dim 1

0.018

0.103

0.663

Yes

SS vs. M3PL (3-Dim) Dim 2

0.132

0.103

0.580

No

SS vs. M3PL (3-Dim) Dim 3

0.008

0.103

0.362

Yes

SS = Summed Score
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Appendix G
Table 24. Sample 2 (15-Item) - Between Correlation Significance Test
RIRT, Criterion

RSS, Criterion

RIRT, SS

Significant
(P<.05)

SS vs. M2PL

0.092

0.115

0.302

No

SS vs. M3PL

0.125

0.115

0.787

No

SS vs. NRM

0.023

0.115

0.151

Yes

SS vs. M2PL (2-Dim) Dim 1

0.085

0.115

0.291

No

SS vs. M2PL (2-Dim) Dim 2

0.043

0.115

0.717

Yes

SS vs. M2PL (3-Dim) Dim 1

0.102

0.115

0.324

No

SS vs. M2PL (3-Dim) Dim 2

0.048

0.115

0.731

Yes

SS vs. M2PL (3-Dim) Dim 3

0.051

0.115

0.126

No

SS vs. M3PL (2-Dim) Dim 1

0.098

0.115

0.368

No

SS vs. M3PL (2-Dim) Dim 2

0.041

0.115

0.691

Yes

SS vs. M3PL (3-Dim) Dim 1

0.083

0.115

0.337

No

SS vs. M3PL (3-Dim) Dim 2

0.032

0.115

0.705

Yes

SS vs. M3PL (3-Dim) Dim 3

0.107

0.115

0.318

No

SS = Summed Score
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Appendix H
Figure 6. Sample 1 - Scree Plot
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Appendix I
Figure 7. Sample 2 (19-Item) - Scree Plot
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Appendix J
Figure 8. Sample 2 (15-Item) - Scree Plot
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