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EQUIVARIANT FLOER THEORY AND DOUBLE COVERS OF
THREE-MANIFOLDS
TIM LARGE
Abstract. Inspired by Kronheimer and Mrowka’s approach to monopole Floer homology, we
develop a model for Z/2-equivariant symplectic Floer theory using equivariant almost complex
structures, which admits a localization map to a twisted version of Floer cohomology in the invari-
ant set. We then present applications to Steenrod operations on Lagrangian Floer cohomology,
and to the Heegaard Floer homology of double covers of three-manifolds.
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1. Introduction
1.1. Background. Suppose M˜ is a symplectic manifold which is exact and convex at infinity
(such as the completion of a Liouville domain), which has a symplectic action of the group with
two elements Z/2. Further suppose that L˜0, L˜1 are exact Lagrangians in M , compact or convex
at infinity, which are invariant under the Z/2 action. The fixed point set M is then also exact
symplectic (possibly with components of different dimensions), with Li = L˜i ∩M
inv as Lagrangian
submanifolds. In this setting, Seidel-Smith [28] asked for a relationship between the Z/2-equivariant
Floer cohomology HFZ/2(L˜0, L˜1) and the ordinary Floer cohomology HF (L0, L1) in the fixed point
set, where both these groups are taken with F2 coefficients.
1
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There is an immediate topological difficulty. To compare Floer cohomology inM and M˜ , one would
like to consider curves that are holomorphic for an equivariant almost complex structure J . However
for such J , holomorphic curves entirely in M can be of different index when considered in M or in
M˜ ; consequently the moduli spaces of such curves are usually not of the expected dimension. This
yields a topological obstruction to simultaneously achieving transversally cut-out and equivariant
moduli spaces, stemming from the possible non-triviality of the normal bundle NM⊂M˜ together
with the Lagrangian sub-bundles NLi⊂L˜i of NM |Li .
Seidel-Smith showed that one can achieve equivariant transversality in the presence of what they
called a stable normal trivialization: an isomorphism α : NM ⊕C
ℓ ∼= CN , together with homotopies
between α(NL ⊕ R
ℓ) and RN through Lagrangian sub-bundles of NM |Li ⊕ C
ℓ. Using an equivari-
ant almost complex structure thus obtained, they constructed a comparatively simple model for
HFZ/2(L0, L1) as an H
∗(BZ/2,F2) = F2[[t]]-module, together with a localization map, an F2[[t]]
homomorphism
(1.1) HFZ/2(L˜0, L˜1)→ HF (L0, L1)⊗F2 F2((t))
which is an isomorphism after inverting the equivariant parameter t in the former group. Using
this, they obtained Smith-type inequalities: since there is a spectral sequence from the ordinary
Floer cohomology HF (L0, L1) ⊗ F2[[t]] converging to HFZ/2(L0, L1), in view of the localization
isomorphism above we have
dimF2 HF (L˜0, L˜1) ≥ dimF2((t))HFZ/2(L˜0, L˜1)[t
−1] = dimF2 HF (L0, L1).
1.2. Twistings and couplings. In the absence of a stable normal trivialization, Seidel-Smith
demonstrated that this inequality fails in even relatively simple cases. However, Seidel-Smith sug-
gested that one might be able to modify the Floer complex for L0, L1 to incorporate certain charac-
teristic classes coming from the normal data, to produce a twisted version of Floer cohomology that
would then be the target of the localization map. This paper is an analytic realization of that idea,
taking much inspiration from Kronheimer-Mrowka’s construction of S1-equivariant Floer theories
in the setting of monopole Floer homology [12].
Throughout this paper, we refer the triple p = (NM , NL0 , NL1) as an example of polarization data;
the terminology comes from Pressley and Segal’s notion of a polarized Hilbert space [22]. The main
idea of this paper is to combine the ordinary Floer equation in M with a linear Cauchy-Riemann
equation for sections of NM . More explicitly, in addition to choosing a time-dependent family of
almost complex structures Jt on M , we choose a time-dependent complex structure It on NM , as
well as a symplectic connection ∇. We then consider the equations for a map u : R × [0, 1] → M
with boundary conditions on L0, L1, together with a section φ of u
∗NM with boundary conditions
on NL0 , NL1 :
∂u
∂s
+ Jt(u)
∂u
∂t
= 0, ∇∂/∂sφ+ It(u)∇∂/∂tφ = 0.
We refer to these as the twisted Floer equations, and from them we construct the p-twisted Floer
cohomology
(1.2) HFtw(L0, L1; p).
This will naturally be an F2[t, t
−1]-module, and in the presence of additional grading data, it is the
final page of a spectral sequence starting at HF (L0, L1)⊗F2[t, t
−1] (in the absence of such grading
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data, we have to take Floer cohomology in a local system). A stable trivialization of p induces an
isomorphism
HFtw(L0, L1; p) ∼= HF (L0, L1)⊗ F2[t, t
−1]
and thus a degeneration of the above spectral sequence.
The construction of twisted Floer cohomology is entirely local around the invariant set M . The
next step is to couple the twisted equations on M,NM to the ordinary Floer equation in M˜ away
from the invariant set. Indeed, given a Z/2-equivariant almost complex structure J˜t, its restriction
to the invariant set splits as an almost complex structure Jt on M and a complex structure It on
the normal bundle NM .
The key observation is that from a sequence (uα) of non-invariant J˜t-holomorphic curves converging
locally to curve contained entirely in the fixed point set, we can extract a non-zero solution of the
twisted equations onM . We can then modify the traditional compactification of the moduli space of
non-invariant Floer trajectories by considering broken trajectories where each component is either
a non-invariant Floer trajectory, or a pair (u, φ) of an invariant Floer trajectory and a solution φ
of the twisted equation.
The main upshot of considering the twisted equations in this problem is that we can achieve
transversely cut out moduli spaces with an equivariant almost complex structure: the additional
equation in NM precisely accounts for the index difference between the Floer equations in M and
M˜ . By counting the zero dimensional components of these moduli spaces, we then build in a new
model for the equivariant Floer cohomology HFZ/2(L˜0, L˜1), which is naturally a module over F2[t]
(rather than its completion, as in the Seidel-Smith model). Moreover, in this model a localization
theorem turns out to be an almost immediate consequence of the construction:
Theorem 1.1. There is an F2[t]-linear homomorphism
(1.3) HFZ/2(L˜0, L˜1)→ HFtw(L0, L1; p)
which is an isomorphism after inverting t.
The relevant finite-dimensional toy model is Morse theory for a manifold X with boundary, where
the gradient flow, rather than being everywhere inward or outward pointing, is everywhere tangent
to the boundary ∂X . As developed by Kronheimer-Mrowka [12], in addition to those critical points
in the interior of X , there are two types of boundary critical points: those where, in the normal
to ∂X , the flow attracts points into the boundary, and those where the flow repels points away.
These two cases are known as the boundary-stable and boundary-unstable cases respectively, and
from these three classes of critical points, we can build three Morse complexes computing each of
the singular cohomology groups H∗(X, ∂X), H∗(X) and H∗(∂X), together with the natural maps
between them.
The relevance of this model to equivariant cohomology is this: if X˜ is a manifold with Z/2-action,
we can perform an oriented blow up the fixed point set X to obtain a manifold Y˜ with a free
Z/2 action. The quotient Y = Y˜ /(Z/2) is a manifold with boundary given by the projectivization
RP (N) of the normal bundle N of X . Moreover, it is a finite-dimensional approximation to the
Borel quotient X˜ ×Z/2 EZ/2, and the restriction map
H∗(Y )→ H∗(∂Y ) = H∗(RP (N))
can be seen as an approximation to the localization map
H∗
Z/2(X˜)→ H
∗(X)⊗H∗(BZ/2).
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Formally speaking, in our setting we have an infinite dimensional real Hilbert manifold
X˜ = PM˜ (L˜0, L˜1)
of paths between L˜0 and L˜1 in M˜ . This inherits a Z/2-action, with fixed point set given by the
path space in M
X = PM (L0, L1).
The symplectic action gives an equivariant Morse function on X˜. Just as ordinary Floer theory is
formally the Morse theory of the symplectic action function, our construction of equivariant Floer
cohomology and the localization map is via the formal gradient flow on the blow-up of X˜ along X .
The new feature in the infinite-dimensional case is that whilst, in view of Kuiper’s theorem, the for-
mal normal bundle NX⊂X˜ is trivial as a Hilbert bundle, the Hessian of the action functional equips
N with a polarization in the sense of [22], [3]. This structure can be highly non-trivial homotopi-
cally: it is the underlying origin of the need to consider polarization-twisted Floer cohomology as
the target of the localization map.
The first half or so of this paper is concerned with the analytic theory required to construct the
modules HFtw(L0, L1; p), HFZ/2(L˜0, L˜1) and the map between them. Following this, we prove
some basic algebraic properties of this model of equivariant Floer cohomology: the key step is the
proof of a Ku¨nneth theorem, first for twisted Floer cohomology, and then for Z/2-equivariant Floer
cohomology.
Using the Ku¨nneth formula, we then explain how to extract Seidel-Smith’s model of equivariant
Floer cohomology, which uses a family of equations parametrized over RP∞, from ours. Through
this comparison, we also obtain an equivalence with related models for Z/2-equivariant Floer the-
ory, such as that of Hendricks-Lipshitz-Sarkar [11]. This is an important step: since our model
utilizes almost complex structures that are not regular in the ordinary sense, there is no natural
spectral sequence relating HF (L˜0, L˜1) and its equivariant analogue. Nevertheless, by comparing
our model to the Seidel-Smith construction, we obtain a Smith-type inequality for the twisted Floer
cohomology:
Theorem 1.2. There is a rank inequality
(1.4) dimF2 HF (L˜0, L˜1) ≥ rankF2[t,t−1]HFtw(L0, L1; p)
between ordinary Floer cohomology on M˜ and Floer cohomology on M twisted by the polarization
data p = (NM , NL0, NL1).
1.3. Steenrod operations. We then turn our attention to applications, first to Steenrod opera-
tions and second to Heegaard Floer homology.
For any exact and convex symplectic manifold M , the product M ×M carries a natural symplectic
involution exchanging the factors. Moreover, if L0, L1 are any exact Lagrangians inM , then L0×L0
and L1×L1 are natural Z/2-equivariant Lagrangians of M ×M . The fixed point sets are precisely
the diagonals M ⊂ M ×M and Li ⊂ Li × Li, and it is a well-known fact that in this situation
the normal and tangent bundles to the fixed point set coincide: the polarization data is exactly
p = (TM, TL0, TL1). We then accordingly have a localization map
HFZ/2(L0 × L0, L1 × L1)→ HFtw(L0, L1; p).
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Moreover, there is an “equivariant exterior square”, in the vein of Seidel’s equivariant pair-of-pants
product [27]
HF (L0, L1)→ HFZ/2(L0 × L0, L1 × L1)
which doubles the degree in the event that L0, L1 are equipped with gradings, and after tensoring
each side with F2[t, t
−1] is in fact a linear isomorphism.
Definition 1.3. The Floer-theoretic total Steenrod square is the composite map
(1.5) Sq : HF (L0, L1)→ HFtw(L0, L1; p)
of the two maps above. Given a trivialization of the polarization data p = (TM, TL0, TL1), the
Lagrangians acquire gradings so as to make Sq double the degree, and by comparing the total square
Sq with the isomorphism
HFtw(L0, L1; p) ∼= HF (L0, L1)⊗ F2[t, t
−1]
induced by the trivialization, we obtain individual Steenrod operations Sqi through the formula
(1.6) Sq(x) = tdeg(x)(Sq0(x) + t−1Sq1(x) + t−2Sq2(x) + . . .).
Even without a trivialization of p, the remarks above ensure Sq always yields a canonical linear
isomorphism
Sq : HF (L0, L1)⊗ F2[t, t
−1]
∼
−→ HFtw(L0, L1; p).
In particular, the spectral sequence for “self-twisted” Floer cohomology — when the polarization
data p is taken to just be the tangent bundles of the symplectic manifold M and its Lagrangians
Li — always degenerates at the E2 page.
Remark. Given smooth structures as manifolds with corners for the moduli spaces of holomorphic
strips in M , a trivialization of p yields the topological data required to construct a Floer homotopy
type in the sense of Cohen-Jones-Segal [3]. In particular,HF (L0, L1) is naturally the F2-cohomology
of a spectrum, and thus acquires Steenrod squares. In forthcoming work, we will show these coincide
with the Floer-theoretic operations defined above.
1.4. Double covers of three-manifolds. For our second application, we consider the Heegaard
Floer homology of a double cover Y˜ → Y of closed, oriented three-manifolds, in two cases:
(1) when Y˜ → Y is an unbranched double cover which lifts to a Z-fold cover;
(2) when Y˜ → Y is a branched over a null-homologous knot K ⊂ Y .
In case (1), the question is how do the finite-dimensional F2-vector spaces ĤF (Y˜ ) and ĤF (Y ), as
defined by Ozsvath-Szabo [20], [19]. On the other hand, case (2) we will be concerned with the
knot Floer homologies ĤFK(Y˜ ,K) and ĤFK(Y,K) [18], [23].
In either case, the choice of a Heegaard diagram for Y (respectively (Y,K)) determines a symplec-
tic manifold M which is a certain symmetric product of the punctured Heegaard surface, together
with Lagrangian tori L0, L1, such that HF (L0, L1) = ĤF (Y ) (respectively ĤFK(Y,K)). There
is also an induced (multiply-pointed) Heegaard diagram for Y˜ (respectively (Y˜ ,K)), and the cor-
responding symplectic manifold M˜ carries Lagrangian tori L˜0, L˜1 computing ĤF (Y˜ ) (respectively
ĤFK(Y,K)).
The deck transformations on Y˜ then give rise to a Z/2-action on M˜ , with M as its fixed point set.
This action preserves the Lagrangians L˜i set-wise, with fixed point sets Li.
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The key geometric fact we will prove is that the resulting normal polarization data p = (NM , NL0, NL1)
is in fact isomorphic to its tangent polarization data (TM, TL0, TL1). In particular, the inverse
Steenrod square can be used to trivialize the twisted Floer cohomology group
Sq−1 : HFtw(L0, L1; p)
∼
−→ HF (L0, L1)⊗ F2[t, t
−1].
From this and Theorem 1.2 we immediately obtain
Theorem 1.4. If Y˜ → Y is an unbranched double cover of closed oriented three-manifolds which
lifts to a Z-fold cover, then
2 dimF2 ĤF (Y˜ ) ≥ dimF2 ĤF (Y ).
The factor of two on the left hand side accounts for the fact that the relevant Heegaard diagram is
doubly-pointed. On the other hand, in case (2), we have
Theorem 1.5. If K ⊂ Y is a null-homologous knot, and Y˜ = Σ(K) is the branched double cover
of Y obtained from a Seifert surface for K, then
dimF2 ĤFK(Y˜ ,K) ≥ dimF2 ĤFK(Y,K).
These inequalities extend the results of Hendricks [10] and Lipshitz-Treumann [14], and are similar if
somewhat orthogonal to results for rational homology spheres obtained by Lidman-Manolescu [13]
using the Seiberg-Witten-Floer stable homotopy type. Our method essentially follows that of
Hendricks, who proved the inequality in the case of knots in Y = S3. In this case, one can take
a genus zero Heegaard splitting, at the cost of taking a large number of base-points; the upshot is
that the normal polarization in this case is stably trivial and so Seidel-Smith’s localization theorem
applies.
On the other hand, Lipshitz-Treumann obtained their results by using an algebraic incarnation of
localization in bordered Heegaard Floer theory. While they did prove results for three-manifolds
other than S3, they were only able to prove the inequality for torsion spinc structures and, in the
branched case, for certain Alexander gradings. Interestingly, one major input in their result is the
degeneration of a spectral sequence forced by the existence of a degree-doubling, Frobenius-linear
isomorphism from its E2 to its E∞ page— whose place in our approach is taken by the Steenrod
square.
1.5. Outline of the paper. After a short diversion in Section 2 to explain the specific incarnation
of group homology used in our construction, Sections 3 and 5 develop the polarization-twisted
Floer cohomology and our model of equivariant Floer cohomology, whilst sections 4 and 6 cover
the analytical back end of each construction. Section 7 proves the necessary Ku¨nneth theorems,
while Section 8 relates our construction to that of Seidel-Smith. Sections 9 and 10 then cover the
applications of our theory to Steenrod operations and Heegaard Floer theory respectively.
1.6. Acknowledgements. The author would like to thank Paul Seidel for initially suggesting this
problem. He would also like to thank Kristen Hendricks for interesting discussions, and sharing
her calculations of the Chern classes of the normal and tangent bundles of the symmetric products
of a double cover of punctured Riemann surfaces. This research was partly supported by the
Simons Foundation (through a Simons Investigator award) and by the National Science Foundation
(through awards DMS-1500954 and DMS-1904997).
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2. Algebraic preliminaries
To begin, we will explain the basic algebra behind our main constructions; this will be crucial in
understanding the module structures on polarization-twisted and equivariant Floer cohomology.
Most of this material is probably familiar in some form to experts, but let us explain it in the
particularly concrete setting we will work in.
Throughout this paper, we will always denote the group with two elements as Z/2 = {1, ι}, and as
a coefficient ring we will take the field with two elements F2.
Let A be a free, ungraded chain complex over the group ring F2[Z/2]; more explicitly for some
(possibly infinite) indexing set I we have
A =
⊕
i∈I
F2[Z/2] · xi
for some basis xi of A, together with a map
d : A→ A, xi 7→
∑
j
(aij + bijι)xj
satisfying d2 = 0. From this complex, we can produce AF2 , an ungraded chain complex over F2,
which we think of as the “quotient” of A by Z/2:
(2.1) AF2 =
⊕
i∈I
F2 · xi, dF2(xi) =
∑
j
(aij + bij)xj .
This carries a map T : AF2 → AF2 defined by
(2.2) T (xi) =
∑
j
bijxj
which is automatically a chain map, giving AF2 the structure of a complex over polynomial ring
F2[t].
The construction of AF2 is dependent on a choice of basis for A. However, if {x
′
i} were another
basis on the same indexing set, such that for each i, we have either x′i = xi or ιxi, then the two
constructions of AF2 would be canonically identified. The two maps T , T
′ constructed from each
basis would not be the same under this identification, but would instead be related by a chain
homotopy: if we define H : AF2 → AF2 by H(xi) = xi if x
′
i = ιxi, and H(xi) = 0 if x
′
i = xi, then
T + T ′ = dF2H + HdF2 ; in particular the cohomology H(AF2) = ker(dF2)/im(dF2) has the same
F2[t]-module structure. In fact, we can upgrade this to an isomorphism of A∞-modules:
Proposition 2.1. Suppose B1, B2 are two (ungraded) chain complexes over F2, with endomor-
phisms T1 : B1 → B1 and T2 : B2 → B2 giving them the structure of chain complexes over F2[t].
Suppose we are given F : B1 → B2 an F2-linear chain map, together with a chain homotopy
H : B1 → B2 such that
T1F + FT2 = d2H +Hd1.
Then, thinking of F2[t] as a formal A∞-algebra, and B1, B2 as A∞-modules with no higher products,
there is an A∞-F2[t]-module map {F
i : F2[t]
⊗i ⊗B1 → B2}i≥1 such that F
1 = F .
Proof. This is given explicitly as F 2(1, b) = 0, F 2(t, b) = H(b), and for n ≥ 2
(2.3) F 2(tn, b) = T n−11 H(b) + T
n−2
1 HT2(b) + . . .+HT
n−1
2 (b);
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with all the higher maps F k vanishing for k > 2. 
Remark. The construction of AF2 is precisely the usual construction of group homology as the
derived invariants
H(Z/2, A) = TorF2[Z/2](A,F2)
applied in this particularly simple setting. In particular, this is a right module for the derived
endomorphism algebra
ExtF2[Z/2](F2,F2)
∼= F2[t]
and indeed our next step is to prove that these module structures coincide in cases of interest.
More familiarly, from an ungraded chain complex A over F2[Z/2] we can form the “Borel complex”
(2.4) A[t] = A⊗F2 F2[t]
with differential
(2.5) dborel = dA + t(1 + ι).
The cohomology of this complex computes the group homology H(Z/2, A). For a free F2[Z/2]-
complex with basis {xi} as above, there is a natural map
(2.6) F : AF2 → A[t], xi 7→ (1 + ι)xi
which is easy to check is a chain map. Moreover, it is not difficult to check that the map
H : AF2 → A[t], xi 7→ xi
satisfies
tF + FT = dborelH +HdF2
so by Proposition 2.1, F can be upgraded to an A∞-F2[t]-module map.
In an important class of examples, F is a quasi-isomorphism. Consider the following four free
complexes over F2[Z/2]:
(2.7) B0 = F2[Z/2] · x0
with zero differential, and
B+ =
⊕
i∈Z≥0
F2[Z/2] · xi;(2.8)
B− =
⊕
i∈Z<0
F2[Z/2] · xi;(2.9)
B∞ =
⊕
i∈Z
F2[Z/2] · xi(2.10)
where in each case the differential is given by d(xi) = (1 + ι)xi+1 for each i. In each case the
differential vanishes on (B0)F2 , (B+)F2 , (B−)F2 , (B∞)F2 , and the respective F2[t]-module structures
are just F2,F2[t], t
−1F2[t
−1] and F2[t, t
−1] respectively. It is not hard to compute that the same is
true for the Borel complexes B0[t], B+[t], B−[t], B∞[t], and indeed F is a quasi-isomorphism in each
case.
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Definition 2.2. A free F2[Z/2]-complex A =
⊕
i∈I F2[Z/2] · xi is said to be finite type if there is
a finite filtration of the index set
I1 ⊂ I2 ⊂ . . . ⊂ In = I
such that the differential is upper triangular with respect to this filtration, meaning that if Ak =⊕
i∈Ik
F2[Z/2] · xi, we have d(Ak) ⊂ Ak, and such that each of the quotient complexes Ak/Ak−1 is
isomorphic to one of the F2[Z/2]-complexes B0, B+, B− or B∞ described above.
It follows that for any finite type free F2[Z/2]-complex A, the map F : AF2 → A[t] as an A∞-quasi-
isomorphism of F2[t]-modules.
These playing off these two perspectives will be primarily useful in proving a Ku¨nneth theorem for
Z/2-equivariant Floer cohomology. Given two free F2[Z/2]-complexes A and A
′, their F2-tensor
product A ⊗ A′ is also a free F2[Z/2]-complex, with the Z/2-action given by ι(a ⊗ a
′) = ιa ⊗ ιa′
(note that if {xi}, {x
′
j} are F2[Z/2]-bases for A,A
′ respectively, then {xi ⊗ x
′
j} ∪ {xi ⊗ ιx
′
j} is a
basis for A⊗A′).
On the other hand, given two chain complexes B,B′ over F2[t], we can form the derived tensor
product
B ⊗L
F2[t]
B′.
This is usually defined in the setting of graded chain complexes; in our setting we will be working
in any case with a particularly explicit model coming from the Koszul resolution of F2[t]. Indeed,
B ⊗F2 B
′ is an F2[t1]⊗ F2[t2] = F2[t1, t2]-module in the obvious way, and there is an equivalence
B ⊗L
F2[t]
B′ ∼= F2[t]⊗
L
F2[t1,t2]
(B ⊗B′)
covering the ring map F2[t1, t2]→ F2[t] sending t1, t2 7→ t. The complex
(2.11) F2[t1, t2]
t1−t2−−−→ F2[t1, t2]
gives a free resolution of F2[t] as a F2[t1, t2]-module; and so we have
B ⊗L
F2[t]
B′ ∼= Cone
(
B ⊗F2 B
′ t⊗id−id⊗t−−−−−−−→ B ⊗F2 B
′
)
.
Proposition 2.3. If A,A′ are free F2[Z/2]-complexes as before, with A ⊗ A
′ the tensor product
F2[Z/2]-complex, there is a quasi-isomorphism of F2[t]-complexes
((A⊗A′)[t], dborel) ∼= A[t]⊗
L
F2[t]
A′[t].
Proof. On (A⊗A′)[t], the differential dborel is given by
dborel = dA ⊗ id + id⊗ dA′ + t(id⊗ id + ι⊗ ι).
Using the automorphism A⊗A′
id⊗ι
−−−→ A⊗A′, we obtain an isomorphism of chain complexes
((A⊗A′)[t], dborel) ∼= ((A⊗A
′)[t], dtensor)
where the new differential dtensor is given by
dtensor = dA ⊗ id + id⊗ dA′ + t(id⊗ ι+ ι⊗ id).
We claim that ((A⊗A′)[t], dtensor) is a model for the tensor product A[t]⊗
L
F2[t]
A′[t]. Indeed there
is a short exact sequence of F2[t1, t2]-modules
0→ A[t1]⊗F2 A
′[t2]
t1⊗id−id⊗t2−−−−−−−−→ A[t1]⊗F2 A
′[t2]
t1,t2 7→t
−−−−−→ (A⊗A′)[t]→ 0
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and moreover each map is a chain map once A[t1] ⊗F2 A
′[t2] is equipped with the tensor product
of the Borel differentials on A[t1] and A
′[t2], and (A⊗A
′)[t] is equipped with dtensor; in particular
((A⊗A′)[t], dtensor) is quasi-isomorphic to the desired cone. 
Remark. Indeed, if G is a finite group and k is a field, by a version of the Rothenberg-Steenrod
spectral sequence the algebra of cochains on the classifying BG can be computed by
C∗(BG, k) ≃ RHomk[G](k, k)
where k[G] is the group ring. Writing k[G]-mod of the category of chain complexes of G-modules,
there is thus a functor
(2.12) RHomk[G](k,−) : k[G]-mod→ C
∗(BG)-mod
The group structure on G then endows C∗(BG) with the structure of a differential graded Hopf
algebra; in particular its category of modules has a tensor product. Likewise, the tensor product
of representations defines a monoidal structure on k[G]-mod, and one would hope that the above
map (2.12) is monoidal at least on some large class of quasi-free k[G]-modules.
In the concrete setting we work in, we have given an explicit model for the derived tensor product,
and we have checked by hand the desired monoidal property. The advantage of this more hands-
on approach is to produce F2[t]-modules right off the bat, sidestepping formality questions about
C∗(RP∞,F2).
3. Polarization-twisted Floer theory
3.1. A finite dimensional model. In [12], Kronheimer and Mrowka introduced “coupled Morse
homology” associated to a closed manifold X together with a map p : X → U to the infinite unitary
group, depending only on the homotopy class of p. In this section, we will consider an F2-valued
version of the same construction for maps p : X → U/O, which we will call the “polarization-
twisted” Morse theory. Since the application will be to Lagrangian Floer theory, the analytical
implementation of the construction will be more explicit (and depend on “polarization data”, rather
than a map to U/O); but for ease of exposition let us first outline the general construction.
Let H be a separable real Hilbert space, equipped with a compact operator K : H → H with image
H1 = K(H) ⊂ H , such that K has infinite dimensional positive and negative eigenspaces, and has
mild spectrum in the sense of [12]: the example to keep in mind is H = L2(M,E) of L2 sections of a
vector bundle E over a manifold M , with H1 the Sobolev spaceW 1,2(M,E) ⊂ L2(M,E). Consider
the space of unbounded, self-adjoint Fredholm operators on H with domain H1:
(3.1) S(H) := {A : H1 → H Fredholm | ind(A) = 0, 〈v,Aw〉 = 〈Av,w〉 ∀v, w ∈ H1}
with its topology induced from the operator norm. Each A ∈ S(H) has an orthonormal basis of
eigenvectors, and the eigenvalues have no accumulation point. S(H) splits into three components
(3.2) S(H) = S+(H) ⊔ S∗(H) ⊔ S−(H)
where S±(H) consist of those A such that the spectrum is respectively bounded below or above, and
S∗(H) is those with spectrum unbounded in both positive and negative directions. Each S±(H) is
contractible; of interest to us is S∗(H): following [2] the homotopy type of S∗(H) can be identified
with U/O.
Remark. Kronheimer-Mrowka work with complex Hilbert spaces in [12]; in this setting S∗(H) is
homotopy equivalent to U .
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Accordingly, we can identify homotopy classes of maps p : X → U/O with continuous families
{Ax}x∈X of self-adjoint operators parametrized by X : we refer to either as a polarization. Suppose
that X is a manifold, equipped with a Morse function f , which has finitely many critical points. By
perturbing the family {Ax}, we can arrange so that at each critical point x ∈ X of f , the operator
Ax is invertible, with one-dimensional eigenspaces. Accordingly we can label the eigenvalues λi(x)
for i ∈ Z in increasing order, such that
. . . λ−2(x) < λ−1(x) < 0 < λ0(x) < λ1(x) < λ2(x) < . . .
and choose corresponding unit eigenvectors ψi(x). We will often write i(λ) for the numbering of
such an eigenvalue λ as above. We will write
(3.3) C = {x = (x, λi) : x ∈ Crit(f), λi ∈ Spec(Ax)}
referring to elements of C by the bold-face version of the corresponding element of Crit(f).
Given any two critical points x−, x+ and a continuous path u : R → X such that u(s) → x±
exponentially as s→ ±∞, the operator
(3.4)
d
ds
+Au(s) :W
1,2(R, H) ∩ L2(R, H1)→ L2(R, H)
is Fredholm, since each Ax− and Ax+ are by the hypothesis invertible. Its index depends only on
u up to homotopy, and is known as the spectral flow sf(u). The spectral flow is additive under
concatenation of paths: accordingly, if
(3.5) π1(X)→ π1(U/O) ∼= Z
is zero, the spectral flow sf(u) depends only on endpoints x±, not the choice of path u. In this
case, we say that the polarization can be graded, and we define a grading to be a choice of function
s : Crit(f)→ Z such that
(3.6) sf(u) = s(x−)− s(x+)
for any path u connecting x− and x+.
Consider the free F2-vector space
(3.7) CM(X, p) =
⊕
x∈C
F2 · x
generated by C. A priori this is ungraded, however in the presence of a grading s described above,
we define the degree of x = (x, λ) to be
|x| = ind(x) + s(x) + i(λ)
To define a differential on CM(X, p), choose a metric on X , and consider the equations for a path
u : R→ X together with a map φ : R→ H1:
(3.8)
d
ds
u(s) + gradu(s)(f) = 0
(3.9)
d
ds
φ(s) +Au(s)φ(s) = 0.
Of course, the first equation is the usual Morse flow; the latter is an auxiliary linear equation we
will refer to as the twisting equation. Solutions (u, φ) have an R-action by translation in s, and
an R∗-action by rescaling φ. Observe that for constant solutions u(s) = x ∈ C(f) of the Morse
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equation, and the twisting equation is precisely the Morse flow equation for the function 12 〈v,Axv〉
on H1. Modulo the rescaling, we can view this as Morse theory on a “polarized RP∞−∞”.
For each x− = (x−, λ−) and x+ = (x+, λ+) ∈ C, consider those solutions (u, φ) with asymptotics
u(s)→ x± as s→ ±∞
φ(s) ∼ C±e
−λ±sψ± as s→ ±∞
for some nonzero constants C±, where ψ± are a choice of unit norm eigensolutions corresponding
to λ±. More precisely, writing || · ||H for the norm on H , we ask that
φ(s)/||φ(s)||H → ψ± or − ψ±
as s→ ±∞. We will often say that such a solution (u, φ) has “asymptotics of type” λ± at ±∞.
There is a slightly different perspective on the equations (3.8), (3.9) that we should also mention,
which is referred to in [12] as the τ-model. Namely, if we assume that φ(s) 6= 0 for all s (for instance,
by a unique continuation result), and normalize to unit length by setting ϕ(s) = φ(s)/||φ(s)||H ,
then the equation for ϕ(s) is
(3.10)
dϕ
ds
+Au(s)ϕ− Λ(ϕ)ϕ = 0
where Λ(ϕ) : R→ R is the real function
(3.11) Λ(ϕ) = 〈ϕ,Aϕ〉 =
〈φ,Aφ〉
〈φ, φ〉
.
This no longer has a rescaling action by R, but rather an involution ϕ 7→ −ϕ. The asymptotic
conditions for ϕ are then that
ϕ(s)→ ψ±(s) or − ψ±(s)
as s → ∞. Moreover, φ can be reconstructed from ϕ by solving the first order linear differential
equation
(3.12)
d
ds
r(s) + Λ(ϕ)r(s) = 0
and setting φ(s) = r(s)ϕ(s). In other words, we can think of the twisted equations as being Morse
theory coupled to either a linear flow on H with a R∗ action, or a non-linear flow on S(H) coupled
to a Z/2-action; Kronheimer-Mrowka analogously refer to the first model with linear equations as
the σ model. At various points in the analytical development of polarization twisted Floer theory
we will carry out later, it will be advantageous to switch between these two pictures.
Definition 3.1. The moduli space of twisted trajectories M(x−,x+) between x− = (x−, λ−) and
x+ = (x+, λ+) is is the space of solutions (u, φ) to the twisted Morse equations with the above
asymptotics, modulo the R-translation and R∗-rescaling actions. Alternatively in the τ-model, it is
the space of solutions (u, ϕ) to the τ-model twisted equations (3.10) modulo the R-translation and
Z/2-actions.
After a perturbation of the metric on X and the family of operators {Ax}x∈X , this is a manifold;
the component M[u](x−,x+) corresponding to a homotopy class [u] of paths connecting x− to x+
has dimension
(3.13) dimM[u](x−,x+) = ind(x−)− ind(x+) + sf(u) + i(λ−)− i(λ+)− 1
where x± = (x±, λ±).
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Definition 3.2. The polarization-twisted Morse cohomology HM(X, p) is the cohomology of CM(X, p)
with the differential given by
(3.14) d x+ =
∑
x−,[u]:dimM[u](x−,x+)=0
#M[u](x−,x+) · x−
Although CM(X, p) is clearly infinite-dimensional, given x+ ∈ C and x− ∈ Crit(f), for each
homotopy class of Morse flows [u] there is exactly one x− = (x−, λ−) such that M[u](x−,x+) is
zero-dimensional, and thus the above is a finite sum. It can be seen to be a differential through
the usual method compactifying M by broken flows, and inspecting resulting boundary of the
one-dimensional moduli spaces M[u](x−,x+). Moreover, using the appropriate continuation map
equations, HM(X, p) can be seen to be dependent on the family of operators {Ax} only up to
homotopy; in the case that X is closed, it is furthermore independent of the Morse function f and
the metric.
In the case that p has a grading in the sense of (3.6), the differential has degree one, and HM(X, p)
becomes a graded F2-vector space.
HM(X, p) carries a number of additional structures. Most important for us is that it carries a
distinguished endomorphism
(3.15) T : HM(X, p→ HM(X, p)
which is moreover degree one in the presence of a grading. Equivalently,HM(X, p) has the structure
of a F2[t]-module. In fact, this endomorphism is always invertible, and so this extends to give the
structure of a F2[t, t
−1]-module.
Indeed, by distinguishing between the two unit eigenvectors ψ and −ψ for each eigenvalue λ of Ax,
and remembering, we can define a larger chain complex with generators each (x, ψ) and (x,−ψ):
(3.16) C˜M(X, p) =
⊕
x∈C
F2(x, ψ)⊕ F2(x,−ψ)
where the differential counts solutions (u, ϕ), in the τ -model say, with a fixed choice of limiting
eigenvector ψ,−ψ at either end. These equations no longer carry a Z/2 action, but rather the
complex C˜M(X, p) carries a natural Z/2 action, for which it is a free F2[Z/2]-module, interchanging
each pair of unit eigenvectors ψ,−ψ. In particular, the setting of Section 2.1 applies, and we have
CM(X, p) ∼=
(
C˜M(X, p)
)
F2
.
Consequently, CM(X, p) is a chain complex over F2[t], in a way independent of the labeling of the
eigenvectors up to A∞-isomorphism.
Remark. To unravel the above, we could directly describe the endomorphism T as follows. Choose
for each (x, λ) a distinguished choice of unit eigenvector ψ. Then, for each trajectory (u, φ) con-
necting (x±, λ±), we certainly have u(s) ∼ C±e
−λ±ψ± as s → ±∞ for some nonzero real numbers
C±, where ψ± are the distinguished choices of eigenvectors. We then say that the trajectory (u, φ)
is positive if C−, C+ have the same sign, and negative if C−, C+ have different sign. Equivalently,
the corresponding τ -model trajectory (u, ϕ) is positive if it can be chosen to have limits ψ−, ψ+ at
±∞, and negative if these limits are −ψ−, ψ+. The chain-level endomorphism T then counts the
index one negative twisted trajectories.
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Example 3.3. Let us illustrate this when X = {pt}. In this case, CM(X, p) = ⊕i∈ZF2 · xi has
one generator xi = (pt, λi) for each solution to the eigenvalue equation
Aψi = λiψi
for a fixed A ∈ S∗(H) with simple spectrum. This has a clear grading, with |xi| = i. The solutions
φ of (3.9) connecting xj to xi for j > i are precisely those of the form
(3.17) φ(s) = aje
−λjsψj + aj−1e
−λj−1sψj−1 + . . .+ aie
−λisψi
for some tuple of real numbers (aj , aj−1, . . . , ai), such that aj 6= 0 and ai 6= 0. The two operations
of rescaling φ by κ ∈ R∗ and translation in s by some σ ∈ R send (aj , aj−1, . . . , ai) to
(κaj , κaj−1, . . . , κai), (e
−λjσaj , e
−λj−1σaj−1, . . . , e
−λiσai)
respectively. In particular, when j = i + 1, there are precisely two elements of M(x(j),x(i)),
represented by
e−λi+1sψi+1 + e
−λisψi, e
−λi+1sψi+1 − e
−λisψi.
Accordingly, the differential dxi = 0. Moreover, after distinguishing between the two eigenvectors
ψi,−ψi for each i, we see that as a F2[Z/2]-complex ˜CM(pt, p) is exactly the complex B∞ of (2.10);
we can then identify the twisted Morse cohomology with Laurent polynomials
HM(pt, p) ∼= F2[t, t
−1].
The Morse index of x ∈ Crit(f) (or alternatively the value of the Morse function f) provides a
filtration of CM(X, p). In each piece of the associated graded, the differential only counts those
twisted flows (u, φ) with u constant, which are precisely described by the above. Consequently,
˜CM(X, p) is finite type in the sense of Definition 2.2, and moreover we obtain:
Proposition 3.4. The endomorphism T is invertible, thus endowing HM(X, p) with the structure
of an F2[t, t
−1]-module.
This filtration also induces a spectral sequence converging to HM(X, p), with E1-page⊕
x∈C(f)
F2[t, t
−1] · x.
To understand the d1 differential, suppose we are given x+, x− with ind(x−) = ind(x+) + 1. There
are only finitely many Morse trajectories u up to translation connecting them: pick one such u, and
a pair of eigenvalues λ−, λ+ of the corresponding operators with
dimM[u](x−(i−),x+(i+)) = sf(u) + i− − i+ = 0.
When we later in Section 4 develop the Fredholm theory for the twisted equations, we shall see in this
setting that the twisted equations over u are given by the kernel of a Fredholm operator dds+Au(s) of
index 1, on an appropriate weighted Sobolev space. In this case when the underlying Morse moduli
space is discrete, the regularity of the equations amounts to the surjectivity of this operator. In
particular, it must have precisely one-dimensional kernel (and zero dimensional cokernel). Hence,
there is exactly one solution (u, φ) up to rescaling for each Morse flow u.
The spectral flow of p : X → U/O induces a local system ξ on X with fibres F2[t, t
−1]. The above
observation then identifies the differential on the E1 page with the differential on the Morse complex
for X, f with coefficients in ξ. This proves:
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Proposition 3.5. There is a spectral sequence, linear over F2[t, t
−1], converging to HM(X, p) with
E2 = HM(X, ξ)
the Morse cohomology of X with coefficients in ξ. In particular, if p is graded, the local system ξ
is trivial, and we have a bigraded spectral sequence
HM∗(X)⊗ F2[t, t
−1]⇒ HM∗(X, p)
For the rest of this section, we will implement these constructions in the setting of Lagrangian Floer
theory. While it is not particularly more difficult to give a more general construction, it is this more
concrete situation which we will be used later in the equivariant setting.
3.2. Polarization-twisted Lagrangian Floer cohomology. Throughout this section, let M be
an exact symplectic manifold, convex at infinity, and let L0, L1 be two compact, exact Lagrangian
submanifolds of M , intersecting transversely. Recall that Lagrangian Floer theory is the formal
Morse theory of the symplectic action functional on the path space
X = PM (L0, L1) = {x : [0, 1]→M : x(0) ∈ L0, x(1) ∈ L(1)}
with critical points precisely at the points of L0 ∩ L1.
Rather than work with an abstract map p : PM (L0, L1) → U/O, we will consider only those that
arise in the following specific geometric situation: suppose there is a symplectic vector bundle E
over M of rank 2k, together with Lagrangian subbundles F0, F1 on E|L0 and E|L1 , such that F0|x
and F1|x are transverse at each x ∈ L0∩L1. Such data induces a map to U/O: indeed, observe this
is precisely the data of a mapM → BU(k) with reductions to BO(k) over each Li; since PM (L0, L1)
is a model for the homotopy fibre product of L0, L1 over M , it inherits a map to U(k)/O(k) and
thus U/O.
We will refer to the tuple p = (E,F0, F1) as polarization data, hoping that no confusion is caused
between thinking of p as the tuple or as a map to U/O. We will say that p = (E,F0, F1), p
′ =
(E′, F ′0, F
′
1) are isomorphic if there is an isomorphism of symplectic vector bundles α : E
∼
−→ E′, and
homotopies Lagrangian sub-bundles of E′|Li between α(Fi) and F
′
i for i = 0, 1. This is equivalent
to the existence of an isomorphism β : π∗E
∼
−→ π∗E′ where π :M × [0, 1]→M , such that β|Li×{i}
is an isomorphism Fi
∼
−→ F ′i for i = 0, 1. Given polarization data p, we can stabilize it to form
polarization data p ⊕ C = (E ⊕ C, F0 ⊕ R, F1 ⊕ iR); we say that two sets of polarization data
p, p′ are stably isomorphic if for some large k, k′, p ⊕ Ck and p′ ⊕ Ck
′
are isomorphic. Observe
that a stable isomorphism of polarization data yields a homotopy between the corresponding maps
PM (L0, L1)→ U/O.
Remark. At this point, one could proceed as in the previous section, and define polarization-twisted
Floer theory for an abstract continuous map p : PM (L0, L1)→ U/O, by coupling the Floer equation
in M , thought of as the Morse flow of the action functional, to the twisted equation given by a
representative of p by a smooth family of self-adjoint operators. This point of view has some
advantages, which we will highlight later. On the other hand, the ultimate goal is to relate twisted
Floer cohomology to equivariant Floer cohomology in the setting of a Z/2-action on M˜ with fixed
points M , by extracting a solution of the twisted equations from a degeneration of a one-parameter
family of holomorphic strips in M˜ as the family falls into the invariant set M . This necessitates
developing a more explicit version of polarization-twisted Floer cohomology when p is presented by
vector bundles (E,F0, F1) as above.
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Choose a time-dependent complex structure (It)t∈[0,1] on E compatible with the symplectic struc-
ture, as well as a time-dependent symplectic connection ∇; recall this amounts to the choice of a
complex structure and connection on π∗E, where π : M × [0, 1] → M is the projection. We will
usually suppress the time-dependence of ∇ from the notation, and write ∇t instead for ∇∂/∂t; we
hope no confusion is caused. It will sometimes be a technical convenience to assume that ∇ is
in fact Hermitian (with respect to the inner product ωE(·, It·) on π
∗E), and that the sub-bundles
F0 ⊂ π
∗E|M×{0} and F1 ⊂ π
∗E|M×{1} are parallel with respect to ∇.
In particular, for x(t) ∈ P(L0, L1), we can consider the space C
∞
x (E,F0, F1) of smooth sections
ψ ∈ C∞(x∗E) such that ψ(0) ∈ F0|x(0) and ψ(1) ∈ F1|x(1). This carries an inner product, which
we will call 〈·, ·〉H in a nod to the finite-dimensional model explained in the previous section:
(3.18) 〈ψ, ψ′〉H =
∫ 1
0
〈ψ(t), ψ′(t)〉dt =
∫ 1
0
ωE(ψ(t), Itψ
′(t))dt
and we will write || · ||H for the corresponding norm. The most important feature of this inner
product is that the operator It∇t = It∇∂/∂t is self-adjoint, since
〈ψ, It∇tψ
′〉H − 〈ψ
′, It∇tψ〉H =
∫ 1
0
(ωE(ψ,∇tψ
′) + ωE(ψ
′,∇tψ)) dt =
∫ 1
0
d
dt
ωE(ψ, ψ
′) = 0
since F0, F1 are Lagrangian. This in turn induces an inner product the L
2-based Sobolev comple-
tions of C∞x (E,F0, F1), which we will use extensively.
It will be helpful to us to work in a more rigid local geometry around the intersection points
x ∈ L0 ∩ L1. To this end, we choose It such that:
Assumption 3.6. There is a small neighbourhood U of each x ∈ L0 ∩ L1, on which the complex
structure I = It is constant in t, such that the following holds.
• There is a trivialization
(3.19) αU : E|U ∼= C
k × U
of (E|U , I) as a Hermitian vector bundle, with ∇ corresponding to the standard connection,
such that over L0, L1,
(3.20) αU (F0|L0∩U ) = G0 × (L0 ∩ U), αU (F1|L1∩U ) = G1 × (L1 ∩ U)
for fixed linear Lagrangian subspaces G0, G1 of C
k;
• There is some basis f1, f2, . . . , fk of G0, such that e
iθ1f1, e
iθ2f2, . . . , e
iθkfk is a basis of G1,
for some real numbers
0 < θ1 < θ2 < . . . < θk < π.
As a consequence of the choice of It,∇, for each smooth x : [0, 1]→ M with x(0) ∈ L0, x(1) ∈ L1,
there is an operator
(3.21) It∇t :W
1,2([0, 1], x∗E)→ L2([0, 1], x∗E)
where it is to be understood that W 1,2([0, 1], x∗E) refers to those sections ψ(t) of x∗E where
ψ(0) ∈ F0, ψ(1) ∈ F1 (however no such restriction is placed on L
2([0, 1], x∗E)). These operators are
unbounded and self-adjoint, of the type S∗ from the previous section. As such, they can be used
to define a polarization-twisted theory.
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At each intersection point x ∈ L0 ∩ L1, consider the eigenvalue equation for this operator
(3.22) I
d
dt
ψ(t) = λψ(t)
for ψ ∈W 1,2([0, 1], E|x), noting that It is constant in t. Assumption 3.6 ensures that this operator
has a simple spectrum, with eigenvalues (2j + 1)π2 + θi for each j ∈ Z and i = 1, ..., k, where θi are
as in Assumption 3.6. Label these eigenvalues
. . . λ−2(x) < λ−1(x) < 0 < λ0(x) < λ1(x) < λ2(x) < . . .
with corresponding eigensolutions ψi(t). We will often write i(λ) ∈ Z for the numbering as above
of such an eigenvalue λ. Again we write
(3.23) C = {x = (x, λi) : x ∈ L0 ∩ L1;λi ∈ Spec(I
d
dt
)}.
As before, polarization-twisted Floer cohomology is computed by a complex
(3.24) CFtw(L0, L1; p) =
⊕
x∈C
F2 · x
generated by C.
The differential counts solutions to the usual Cauchy-Riemann equation for pseudoholomorphic
strips in M , coupled with an auxiliary linear equation for sections of E. Namely, writing Z for
the Riemann surface R× [0, 1], choose an time-dependent, ω-compatible almost complex structure
Jt on M , and consider pairs (u, φ) of maps u : Z → M and sections φ ∈ Γ(Z, u
∗E) satisfying the
twisted Floer equations :
(3.25)
∂u
∂s
+ Jt(u)
∂u
∂t
= 0
(3.26) ∇∂/∂sφ+ It(u)∇∂/∂tφ = 0
with boundary conditions u(R × {i}) ⊂ Li and φ(R × {i}) ⊂ Fi for i = 0, 1. We will also impose
asymptotics: for x± = (x±, λ±) ∈ C, we will consider solutions such that
u(s, t)→ x± uniformly as s→ ±∞
φ(s, t) ∼ C±e
−λ±sψ±(t) as s→ ±∞
for some nonzero constants C± and eigensolutions ψ±(t) to the operator I
d
dt ; more precisely this
means
(3.27)
φ(s, t)
||φ||H
→ C±ψ±(t) unifomly as s→ ±∞
As before, we say that (u, φ) has asymptotics of type λ± at ±∞.
We also have the τ -model for the equations. Assuming the identity principle (Proposition 3.8), we
can set ϕ(s, t) = φ(s)/||φ(s)||H , and the equations for ϕ are
∇∂/∂sϕ+ It∇∂/∂tϕ− Λ(ϕ)ϕ = 0(3.28)
||ϕ(s)||H = 1(3.29)
where Λ(ϕ) as before is
(3.30) Λ(ϕ)(s) = 〈ϕ, It∇∂/∂tϕ〉H =
〈φ, It∇∂/∂tφ〉H
||φ||2H
.
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Again, by solving the equation
dr
ds
+ Λ(ϕ)r = 0
we can recover the original σ-model equation for φ(s, t) = r(s)ϕ(s, t). In this set-up, we say ϕ has
asymptotics of type λ± if
ϕ(s, t)→ ψ±(t) or − ψ±(t)
as s→ ±∞, where ψ±(t) are a choice of unit eigenvectors for λ± in the || · ||H -norm at x±.
We will also impose that u is of finite energy; the precise finiteness condition on φ will be spelled
out in the next section, either in terms of a weighted Sobolev norm for the σ-model, or in a more
conventional fashion for the τ -model. These solutions come with a natural R-action by translation
in s, and either a R∗-action by rescaling φ in the σ-model, or a Z/2-action in the τ -model.
Definition 3.7. For x± = (x±, λ±) ∈ C, the moduli space of twisted trajectoriesM(x−,x+) is the
space of finite energy solutions (in equivalently the σ or τ models), modulo translation and rescaling,
with asymptotics as above. We will distinguish between a solution (u, φ), and a trajectory, which is
an equivalence class of solutions. x± will sometimes be called the endpoints of a trajectory, and by
analogy to Morse theory we will sometimes say that a trajectory [(u, φ)] is a flow from x− to x+.
It will be occasionally useful to observe that the twisted Floer equations can be alternatively
viewed as the usual Floer equation in the total space of E. Indeed, the symplectic connection ∇
defines a splitting of the tangent space at each (x, ψ) ∈ E as T(x,ψ)E ∼= TxM ⊕ Ex; accordingly
there is a compatible almost complex structure on the total space of E given as
(
Jt 0
0 It
)
in
this decomposition. The Floer equation for this almost complex structure is exactly given by the
system (3.25), (3.26). In particular, this allows us to immediately deduce an identity principle for
the twisted equations:
Proposition 3.8. Suppose that (u, φ) is a solution to the twisted equations, and that the set {(s, t) ∈
Z : φ(s, t) = 0} has an accumulation point. Then φ is identically zero.
This could of course be proved directly, but it follows immediately from the identity principle of [8]
applied to (u, φ) and (u,−φ) thought of as pseudoholomorphic strips in the total space of E.
In the following Section 4, we will detail the necessary analytic arguments to show that, after
possibly perturbing It, the spaces M(x−,x+) are smooth manifolds, with a compactification by
broken flows. Consequently, we can define a differential as before by counting the points of the
zero-dimensional components of the moduli space of twisted trajectories, and obtain:
Definition 3.9. The polarization-twisted Floer cohomology HFtw(L0, L1, p) is the cohomology of
CFtw(L0, L1, p) with the differential given by
(3.31) d(x+) =
∑
x−,[u]:dimM[u](x−,x+)=0
#M[u](x−,x+) · x−.
Many of the observations made earlier about twisted Morse theory carry through to this case.
There is a canonical endomorphism T , giving HFtw(L0, L1; p) the structure of a F2[t]-module. This
is defined in exactly the same way as before, by defining a free F2[Z/2] complex
C˜F tw(L0, L1, p)
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generated by each unit eigensolution ψ(t) of the operator I ddt for each x = (x, λ), and using the
construction of Section 2 to realise
(3.32) CFtw(L0, L1, p) ∼=
(
C˜F tw(L0, L1, p)
)
F2
.
Remark. There is a chicken-or-the-egg question as to whether one should view the fundamental
object as C˜F tw(L0, L1; p) and take formula (3.32) as a definition of polarization-twisted Floer
cohomology. However, since we believe that the reader is more comfortable thinking about F2[t]-
rather than F2[Z/2]-modules, we have opted instead to develop CFtw(L0, L1; p) first as a complex
of F2-vector spaces, and observe that (3.32) equips it with a canonical module structure up to
A∞-equivalence. This decision informs the notation used throughout later sections, including our
discussion of equivariant theory, but makes no actual difference to the content: the analytical back-
end of Sections 4 and 6 can equally be seen as proving that the appropriate complexes of free
F2[Z/2]-modules are in fact complexes, and the natural maps between them are chain maps linear
over F2[Z/2].
Moreover, the twisted Floer complex is filtered by the symplectic action on L0 ∩ L1. On the
associated graded of this filtration, the differential counts only the twisted trajectories (u, φ) with
constant u: over x ∈ L0 ∩ L1, these are exactly the solutions to
dφ
ds
+ Ix
dφ
dt
= 0
for φ : Z → Ex such that φ(·, i) ∈ Fi|x for i = 0, 1, with asymptotics to given eigensolutions
Ix
d
dtφ = λφ. These solutions are then exactly as in 3.3. We likewise deduce from this that the
endomorphism T is invertible, meaning HFtw(L0, L1; p) is in fact a F2[t, t
−1]-module.
Moreover, there is a local system ξ on the path space PM (L0, L1) with fibre F2[t, t
−1]; by aug-
menting the usual Floer differential by parallel transport in ξ, we can define HF (L0, L1; ξ) the
Floer cohomology of L0, L1 with coefficients in ξ. The action filtration then gives rise to a spectral
sequence
HF (L0, L1, ξ)⇒ HFtw(L0, L1, p)
which we will refer to as the action spectral sequence.
3.3. Invariance. Just as twisted Morse theory depends only on p : X → U/O up to homotopy,
HFtw(L0, L1; p) is invariant of the particular choice of complex structure It and connection ∇.
Indeed, this can be seen through the usual argument using the continuation equations. Suppose
that I ′t and ∇
′ were some other choice of complex structure and connection; by the contractibility
of the space of complex structures and connections, we could then find a Z-dependent complex
structure I ′′s,t and connection ∇
′′ (by this we mean a compatible complex structure and symplectic
connection on the pull-back of E to M × Z under the projection to M) with
(I ′′s,t,∇
′′) =
{
(I ′t,∇
′) for s≪ 0;
(It,∇) for s≫ 0.
We then consider the non-autonomous continuation map equations for u : Z →M and φ a section
of u∗E:
∂su+ Jt(u)∂tu, ∇
′′
sφ+ I
′′
s,t(u)∇
′′
t φ
with boundary conditions u(·, i) ∈ Li and φ(·, i) ∈ Fi for i = 0, 1. By counting the zero dimensional
moduli spaces of such solutions with asymptotics at −∞ to x′ = (x′, λ′), for λ′ an eigenvalue of
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I ′x′
d
dt at x
′ ∈ L0 ∩ L1, and at ∞ to x = (x, λ) for λ an eigenvalue of Ix
d
dt at x ∈ L0 ∩ L1, we can
define a continuation map between the twisted Floer complexes defined with each sets of data
CFtw(L0, L1; p; (I,∇))→ CFtw(L0, L1; p; (I
′,∇′).
There is likewise a map in the other direction, and the usual argument by concatenation proves that
these are quasi-inverse. The map can clearly also be lifted to the level of free F2[Z/2]-complexes,
and hence we have A∞-quasi-isomorphic F2[t]-modules.
Analytically, the work we will carry out in Section 4 adapts straightforwardly to this setting. Per-
haps the key point to emphasise is that the fundamental estimate (4.30) used to prove Proposition
4.9 holds essentially as stated with a Z-dependent complex structure and connection (the only
difference is that the inner product 〈·, ·〉 =
∫ 1
0 ωE(·, I
′′
s,t·)dt used must now be s-dependent); this is
the main estimate used to prove the moduli spaces are compact.
In a similar vein, twisted Floer theory is invariant under the choice of almost complex structure Jt
in the base symplectic manifold M . It is also invariant under a Hamiltonian perturbation of the
equations: for a time-dependent, compactly supported Hamiltonian H : M × [0, 1] → R, we could
have just as well taken the equations as
∂su+ Jt(u)(∂tu−XHt) = 0, ∇∂/∂sφ+ It(u)∇∂/∂tφ = 0
where XHt is the corresponding Hamiltonian vector field and used these to define
Twisted Floer theory is also invariant under perturbations of the polarization data p. Indeed,
suppose that we have a homotopies (F0)s, (F1)s of Lagrangian sub-bundles of E|L0 , E|L1 , meaning
Lagrangian sub-bundles of the pullback of E to each of L0×R and L1×R, such that for some fixed
Lagrangian sub-bundles F0, F
′
0 of E|L0 and F1, F
′
1 of E|L1 , forming two sets of polarization data
p = (E,F0, F1) and p
′ = (E,F ′0, F
′
1) we have
(F0)s =
{
F ′0 for s≪ 0;
F ′1 for s≫ 0;
(F1)s =
{
F ′0 for s≪ 0;
F ′1 for s≫ 0.
Likewise we can consider the twisted equations for (u, φ) but with the moving Lagrangian boundary
conditions that
φ(s, 0) ∈ (F0)s, φ(s, 1) ∈ (F1)s.
Assuming that both F0|x, F1|x are transverse at each x ∈ L0 ∩ L1 (likewise for F
′
0|x, F
′
1|x) we can
define a chain map
CFtw(L0, L1; p)→ CFtw(L0, L1; p
′)
which is moreover again an A∞-quasi-isomorphism of F2[t]-modules. One upshot of this is we can
then define twisted Floer cohomology HFtw(L0, L1; p) for arbitrary Lagrangian sub-bundles F0, F1
of E, without the additional posit that F0, F1 are transverse over L0 ∩ L1.
As in ordinary Lagrangian Floer theory, twisted Floer cohomology is also invariant under the choice
of almost complex structure Jt in the base symplectic manifold M , by a similar continuation map
argument. It is also invariant under exact Lagrangian isotopies of L0 and L1 (noting that in the case
that L0 or L1 is non-compact, we must restrict ourselves to compactly supported exact isotopies),
by a continuation map argument with moving Lagrangian boundary conditions on the base. We
must of course specify how to extend F0, F1 over this isotopy: however in view of the invariance
under perturbations of F0, F1 above, it does not matter which extension we choose; an obvious
choice is to just use the symplectic connection ∇ to parallel transport F0, F1 along the isotopy. In
particular, twisted Floer cohomology is invariant under compactly supported Hamiltonian isotopies
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of M , and we can define the twisted Floer cohomology HFtw(L0, L1; p) without the assumption
that L0, L1 intersect transversely.
Remark. While we could have built Hamiltonian isotopy invariance into the story by including
a Hamiltonian perturbation term into the twisted equations directly, we have chosen not to for
simplicity: we prefer to take fixed trivializations of E,F0, F1 around each intersection point of
L0, L1, rather than around Hamiltonian chords connecting them.
The new feature here is that even if p′ = p, the homotopies (Fi)s can form a non-contractible
loop in the space of Lagrangian sub-bundles, and the induced isomorphism HFtw(L0, L1; p)
∼
−→
HFtw(L0, L1; p) may not be the identity. In fact, we can make a precise conjecture as to the nature
of this automorphism. Suppose for a second that our homotopy of polarization data holds F1
constant, while moving F0 through a loop (F0)s of Lagrangian sub-bundles of E|L0 . Such a loop
gives rise to a map
L0 → Ω(U(n)/O(n))→ Ω(U/O) ≃ Z×BO
by Bott periodity; in other words a virtual vector bundle η ∈ KO0(L0). Moreover, HFtw(L0, L1; p)
should carry natural structure of a H∗(L1;F2)-H
∗(L0;F2)-bimodule: this is out of the scope of
this paper, but one would construct this either by defining a version of the triangle product for
twisted Floer cohomology, or by counting solutions to the twisted equations with marked boundary
points constrained to lie in particular cycles of L0, L1. We then expect that the automorphism of
HFtw(L0, L1; p) induced by the homotopy of Lagrangian sub-bundles to be given as multiplication
by a version of the total Stiefel-Whitney class of η:
trank(η)w(η) = trank(η)
(
1 + t−1w1(η) + t
−2w2(η) + . . .
)
.
Indeed, the fundamental object in calculating twisted Floer theory should not be p = (E,F0, F1)
at all, but rather the map
PM (L0, L1)→ U/O;
in particular, polarization data p, p′ that give rise to homotopic maps to U/O should yield isomorphic
twisted cohomology (although the isomorphism itself would depend on the choice of homotopy, as
discussed above). In particular, we should expect twisted cohomology to be stabilization invariant :
replacing p by p ⊕ C = (E ⊕ C, F0 ⊕ R, F1 ⊕ iR) yields isomorphic twisted cohomology. We will
in fact prove this as Corollary 7.2 of the Ku¨nneth theorem, but it would be immediate from a
continuation map argument if we were to develop a more general theory of twistings by abstract
continuous maps to U/O.
Stabilization invariance immediately implies that if there is a stable trivialization of p (meaning an
isomorphism p⊕ Cℓ ∼= (Ck+ℓ,Rk+ℓ, iRk+ℓ) for some ℓ), then there is an induced isomorphism
(3.33) HFtw(L0, L1; p) ∼= HF (L0, L1)⊗ F2[t, t
−1]
which of course depends on the choice of stable trivialization.
There are slightly laxer conditions on which one should expect an untwisting as in (3.33), whenever
there is a Lagrangian distribution D ⊂ E ⊕Cℓ over M , and homotopies between each Fi ⊕R
ℓ and
D|Li . Indeed, this yields a null-homotopy of the map PM (L0, L1) → U/O. However, this is only
obvious in our formulation of twisted Floer cohomology in the event that D is equipped with a flat
connection. In this case, using the canonical complex structure on E ∼= D ⊗ C and the connection
induced from D, the vanishing of the right hand side of the fundamental estimate (4.30) means
there can be no twisted trajectories (u, ϕ) with Maslov index µ(u) ≥ 2. Without a flat connection,
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the curvature term in (4.30) is not necessarily zero, and we cannot a priori rule out such twisted
trajectories.
3.4. A topological interpretation. Before we proceed to give the analytic foundations of polarization-
twisted Floer cohomology, we will mention a topological alternative. Let us first describe the toy
case of when L0 ∩ L1 = {x−, x+} consists of precisely two critical points, with a single homotopy
class [u] of holomorphic strips connecting them; hence for a regular almost complex structure we
have a closed n manifold
M(x−, x+)
of holomorphic strips, where n + 1 = µ(u) is the Maslov index. Given polarization data p =
(E,F0, F1) together with (I,∇), the index of the operator ∇¯I :W
2,k(u∗E)→ L2,k(u∗E) acting on
the unweighted Sobolev spaces determines a virtual vector bundle
η →M
of rank k = sf(u). Let us suppose, for simplicity, ∇¯I is surjective for all u ∈ M, so that η is
in fact an honest vector bundle. Take x+ = (x+, λ0(x+)) where as before λ0(x+) is the smallest
positive eigenvalue of Ix+
d
dt ; we are interested in the coefficient of x− = (x−, λ−n−k(x−)) in the
twisted differential d(x+). This coefficient is a count of pairs (u, φ) of u ∈ M and φ ∈ η|u so that
φ(s, t) ∼ Ce−λ−n−ksψ−n−k(t) as s→ −∞. However from any such φ, we can extract an asymptotic
expansion
φ = a−1e
−λ−1sψ−1 + . . .+ a−n−k+1e
−λ−n−k+1sψ−n−k+1 + a−n−ke
−λ−n−ksψ−n−k + . . .
and thus we wish to count the solutions (u, φ) where a−1 = . . . = a−n−k+1 = 0 (for such a solution,
generically a−n−k 6= 0). However clearly the coefficients of the asymptotic expansion determine
map of vector bundles over M
A : η → Rn+k−1
and thus for generic data, exactly one scalar multiplication class of solutions (u, φ) occurs at each
of the finitely many points where A fails to be injective. It then follows from Porteous’ formula
that
Proposition 3.10. The coefficient of x− in d(x+) is given by the top Stiefel-Whitney number
(3.34) 〈wn(−η), [M]〉
where −η is the negative index bundle of ∇¯I , and [M] ∈ Hn(M,F2) is the fundamental class of
M.
In particular, by considering the action spectral sequence, the twisted Floer cohomology HFtw(L0, L1; p)
vanishes if 〈wn(−η), [M]〉 6= 0, while in the event that this Stiefel-Whitney number vanishes, the
spectral sequence collapses, and
HFtw(L0, L1; p) ∼= F2[t, t
−1]⊕ F2[t, t
−1].
This calculation is the basic link between this work and Seidel-Smith’s original proposal for polarization-
twisted cohomology in [28], which essentially takes (3.34) as a definition of the twisted differential.
When working with more than two critical points, so that M(x, y) is a manifold with boundary
given by broken strips, care must be taken to choose cochain representatives for the Stiefel-Whitney
classes of −η and fundamental chains for M to be compatible with the strip-breaking structure.
We conjecture that the resulting theory is equivalent to ours, where we manually cut down the
moduli spaces using the auxiliary ∇¯I -equation. One challenge in comparing the two approaches
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that in our picture, the relevant F2[t, t
−1] action on CFtw is not given by simply raising and lowering
the eigenvalue level (although they do coincide on the action spectral sequence, which is what is
needed for the calculation in Proposition 3.10).
4. Analytical aspects I
4.1. Weighted Sobolev spaces. Let us describe a Sobolev space set-up so as to make the equa-
tions (3.25), (3.26) Fredholm, and so that generic perturbations of I,∇ yield smooth moduli spaces.
Fix k > 2 an order of differentiability; we will throughout work with L2-based Sobolev spaces.
We apologise in advance for our somewhat non-standard choice of notation: we will write L2,k
rather than L2k for the L
2-Sobolev space of k-times differentiable functions, and we will reserve the
subscripts for the exponential weights we will eventually impose to control the asymptotic behaviour
of the twisted equations.
Let us first recall the set-up for ordinary Floer theory. For x−, x+ ∈ L0 ∩ L1, there is a Banach
(in fact, real Hilbert) manifold Z2,k(x−, x+) of L
2,k
loc -maps u : Z → M such that u(s, 0) ∈ L0 and
u(s, 1) ∈ L1 for each s, and such that for s≫ 0 and s≪ 0 respectively, we can write
(4.1) u(s, t) = expx±(ξ±(s, t))
where ξ(s, t) ∈ Tx±M has finite L
2,k-norm. The tangent space at TuZ
2,k(x−, x+) at a map u
is the Banach space W 2,k(u∗TM) of class L2,k vector fields ξ on u such that ξ(s, 0) ∈ TL0 and
ξ(s, 1) ∈ TL1. This Banach manifold is equipped with a Banach vector bundle L
2,k−1(x−, x+),
whose fibre at u is the Banach space L2,k−1(u∗TM) of class L2,k−1 vector fields η on u, with no
conditions imposed on R × {0} or R × {1}. We will distinguish throughout this section in our
notation between spaces of sections with Lagrangian boundary conditions, denoted by the letter
W , and spaces without, denoted by L.
Given a time-dependent almost complex structure Jt onM , the ∂¯J operator then defines a Fredholm
section of L2,k−1(x−, x+). By elliptic regularity, the zeroes of this section are precisely the finite
energy smooth Jt-holomorphic strips u with endpoints at x± and boundary conditions on L0, L1.
Moreover, for generic Jt, at each solution the linearized operator
(4.2) (D∂¯)u : TuZ
2,k → L2,k−1(u∗TM)
is surjective, in which case we say the almost complex structure Jt is regular, and so by the implicit
function theorem the space of solutions is a finite-dimensional manifold modelled on kerD∂¯. We
will fix, once and for all, such a regular Jt.
Returning to the twisted equations for polarization data p = (E,F0, F1), for u ∈ Z
2,k(x−, x+),
consider the two Banach spaces
(4.3)
W 2,k(u∗E) = {φ ∈ L2,k(Z, u∗E) : φ(·, 0) ∈ F0, φ(·, 1) ∈ F1}, L
2,k−1(u∗E) = L2,k−1(Z, u∗E).
The definition of the L2,k norm for sections of E depends both on a metric on E (which can be given
say by a complex structure) and a connection; however the class of L2,k sections is independent
of these choices. These each form Banach vector bundles W2,k(E),L2,k−1(E) over W2,k(x−, x+).
Then, given a time-dependent complex structure I = {It}t∈[0,1] on E, together with a (time-
dependent) symplectic connection ∇, at each u we have:
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Proposition 4.1. The operator
(4.4) ∇¯I = ∇∂/∂s + It∇∂/∂t :W
2,k(u∗E)→ L2,k−1(u∗E).
is Fredholm. Moreover, its index, which we denote
(4.5) sf(u)
and refer to as the “spectral flow over u”, can be computed as the Maslov index as the loop of
Lagrangian subspaces of E along ∂u formed by a concatenation of F0|u(s,0) and F1|u(s,1), where we
join the transversely intersecting subspaces F0|x− , F1|x− and F0|x+ , F1|x+ by the canonical “short
path”.
The proof is entirely standard, since our geometric assumptions ensure that near each endpoint the
equation is just the usual ∂¯ equation in Ex± .
However, these Sobolev spaces are not good enough to model twisted Floer theory: solutions to
∇¯Iφ = 0 in W
2,k(u∗E) must decay at ±∞. In particular they can only represent twisted flows
(u, φ) with asymptotics of type λ− < 0 at −∞ and λ+ > 0 at +∞. To remedy this, we introduce
exponential weights along the ends of the strip.
For a pair of generators x± = (x±, λ±), first choose some δ > 0 such that there are no eigenvalues
of Ix−
d
dt in the interval (λ−, λ− + δ), and no eigenvalues of Ix+
d
dt in (λ+ − δ, λ+). Then, choose a
smooth function w : R→ R such that
(4.6) w(s) =
{
(λ− + δ)s for s≪ 0
(λ+ − δ)s for s≫ 0.
We then consider the weighted Sobolev spaces
(4.7) W 2,kλ−λ+(u
∗E) = e−w(s)W 2,k(u∗E), L2,k−1λ−λ+(u
∗E) = e−w(s)L2,k−1(u∗E).
Observe that different choices of w give rise to equivalent metrics on the same spacesW 2,kλ−λ+ , L
2,k−1
λ−λ+
.
These then form Banach bundles W2,kλ−λ+(E) and L
2,k−1
λ−λ+
(E) over Z2,k(x−, x+). There is again
an operator ∇¯I : W
2,k
λ−λ+
(u∗E) → L2,k−1λ−λ+(u
∗E), yielding a bundle map W2,kλ−λ+(E) → L
2,k−1
λ−λ+
(E).
Indeed, we could alternatively view this an operator on unweighted Sobolev spaces through the
isomorphisms of 4.7:
(4.8) Fλ−λ+ :W
2,k(u∗E)→ L2,k−1(u∗E), φ(s, t) 7→ ∇sφ(s, t) + It∇tφ(s, t)− w
′(s)φ(s, t)
at the price of slightly obfuscating the translation invariance.
The following proposition follows immediately from the foundational work of [15] on the use of
weighted Sobolev spaces in the index theory of elliptic operators:
Proposition 4.2. The operator ∇¯I :W
2,k
λ−λ+
(u∗E)→ L2,k−1λ−λ+(u
∗E) is Fredholm, of index
sf(u) + i(λ−)− i(λ+) + 1.
Indeed, the formula for the index can be directly seen by comparing the spectral flow of the operator
Fλ−λ+ of (4.8) with the index of ∇¯I acting on the unweighted spaces.
By elliptic regularity, if u is smooth (such as if u itself solves ∂¯Ju = 0), any solutions φ ∈
W 2,kλ−λ+(u
∗E) to ∇¯Iφ = 0 are automatically smooth. Moreover, by the geometric assumptions
EQUIVARIANT FLOER THEORY AND DOUBLE COVERS OF THREE-MANIFOLDS 25
3.6 on It and ∇ in a neighbourhood of each intersection point x ∈ L0 ∩ L1, near the ends of the
strip Z, φ can be thought of as an ordinary holomorphic map to Ex±
∼= Ck with boundary conditions
on linear subspaces F0, F1. Considering for a moment just the positive end of Z, e
M(s+it)φ(s, t) is
also holomorphic and of finite energy for any M ≤ λ+ − δ. Choosing M to be an integer multiple
of π, eM(s+it)φ(s, t) also has boundary conditions on F0, F1. We can apply the exponential decay
results of Robbin-Salamon [24] in this particularly simple case, to deduce that there is some nonzero
eigensolution I ddtψ(t) = µψ(t) on Ex+ such that
lim
s→∞
eµseM(s+it)φ(s, t) = ψ(t)
with this convergence being uniform in t, and exponential to all derivatives in s. In particular,
dividing out by eM(s+it), we obtain an exponential decay result for solutions of the twisted equations:
Proposition 4.3. Suppose φ(s, t) ∈ W 2,kλ−λ+(u
∗E) solves ∇¯Iφ = 0. Then there is an eigenvalue
λ ≥ λ+ of Ix+
d
dt and a nonzero eigensolution ψ, we have
(4.9) φ(s, t)/||φ(s, t)||H → ψ(t)
uniformly in t and exponentially to all derivatives in s. The same conclusion holds over the negative
end of the strip as well.
For fixed λ−, λ+, if we temporarily write µ− = λi−−1 < λi− = λ− for the next eigenvalue of I
d
dt at
x− lower than λ−, and similarly µ+ for the next eigenvalue of I
d
dt at x+ higher than λ+, observe
that there are natural inclusions
W 2,kµ−λ+(u
∗E) ⊂W 2,kλ−λ+(u
∗E), W 2,kλ−µ+(u
∗E) ⊂W 2,kλ−λ+(u
∗E).
Then by the above argument, for a fixed Jt-holomorphic strip u ∈M(x−, x+), the space of twisted
solutions (u, φ) covering u with asymptotics of type λ−, λ+ is the complement
ker ∇¯I |W 2,kλ−λ+
\
(
ker ∇¯I |W 2,kµ−λ+
∪ ker ∇¯I |W 2,kλ−µ+
)
.
Consequently, the moduli spaceMu(x−,x+) of twisted trajectories (u, φ) covering a fixed pseudo-
holomorphic strip u with asymptotics λ−, λ+ is exactly the complement of two projective subspaces
in some RP ℓ:
RP (ker ∇¯I |W 2,kλ−λ+
)\
(
RP (ker ∇¯I |W 2,kµ−λ+
) ∪ RP (ker ∇¯I |W 2,kλ−µ+
)
)
.
4.2. Transversality. We now turn to formulating an appropriate notion of regularity for the
twisted equations. Note that we do not expect, for a fixed u, the operator ∇¯I to be surjective
for all solutions (u, φ) of the equations. Rather, we ask for surjectivity of the combined lineariza-
tion of (3.25), (3.26) at (u, φ), which takes the following form:
(4.10)
(
Du B
0 ∇¯I
)
:W 2,k(u∗TM)⊕W 2,kλ−λ+(u
∗E)→ L2,k−1(u∗TM)⊕ L2,k−1λ−λ+(u
∗E)
where Du = (D∂¯J )u : W
1,p(u∗TM) → Lp(u∗TM) is the usual linearization of the ∂¯J operator
along the solution u, and B = B(u,φ) :W
2,k(u∗TM)→ L2,k−1λ−λ+(u
∗E) is given by
(4.11) B(u,φ)ξ = F∇(ξ, ∂su)φ+ ItF∇(ξ, ∂tu)φ+ (∇ξIt)φ
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where F∇ is the curvature of ∇ (note that strictly speaking, ∇ is a connection on the pull-back of
π∗E to M × [0, 1]; in which case we should interpret the terms above as (ξ, 0), (∂su, 0) and (∂tu, 1)
in the identification T ∗(M × [0, 1]) = π∗TM ⊕ R).
By assumption, the Jt-holomorphic strip u is regular, so Du is surjective. In particular, we are just
asking for the surjectivity of
(4.12) B : kerDu → coker∇¯I .
Definition 4.4. We say that the pair It,∇ is regular for (x−,x+) if the above is surjective for
each finite energy solution (u, φ) with nonzero φ and these asymptotics. In this case, the moduli
space M(x−,x+) is a smooth manifold of dimension
(4.13) µ(u) + sf(u) + i(λ−)− i(λ+)− 1
where µ(u) = dimM(x−, x+)+ 1 is the Maslov index of u. If this holds for all (x−,x+), we simply
say that the pair It,∇ is regular.
Proposition 4.5. Generic choices of complex structure It and symplectic connection ∇ are regular.
Indeed, for a fixed choice of It, generic ∇ are regular, and vice versa. Moreover, such It,∇ can be
chosen while fixing them in a neighbourhood of L0 ∩ L1 to satisfy Assumption 3.6.
Proof. Observe first that in the case of x− = x+ and a constant u, we have a complete character-
ization (3.17) of the solutions φ, and it is not difficult to check these are cut out transversely. So
assume that u is nonconstant.
We follow the strategy of Floer-Hofer-Salamon [8]. Consider the Banach manifold A of pairs (I,∇)
of a class Cℓ time-dependent compatible complex structure I = {It} and a class C
ℓ time-dependent
symplectic connection ∇ on E, for some ℓ > k. Recall we have Banach vector bundles W2,kλ−λ+(E),
L2,k−1λ−λ+(E) over the Banach manifold W
2,k(x−, x+) of possible strips u. Consider the map
∇¯ :W2,kλ−λ+(E)×A → L
2,k−1(x−, x+)⊕ L
2,k−1
λ−λ+
(E)(4.14)
(u, φ, It,∇) 7→ (∂¯Ju, ∇¯Iφ).(4.15)
It suffices to show that at each zero (u, φ, I,∇) of the above map where φ 6= 0, the linearization of
(4.14) is surjective: applying the implicit function theorem, the space of zeroes (u, φ, I,∇) is then
a Banach manifold, and we can apply Sard-Smale to the projection to A to obtain that the (I,∇)
which make (4.10) surjective are of second category in A , and are in particular dense.
The tangent space T(I,∇)A is precisely the space of C
ℓ pairs (Kt, At), whereKt is a time-dependent
section of the endomorphism bundle End(E), and At is a time-dependent section of Ω
1(M ; End(E)),
which satisfy
(4.16) ItKt +KtIt = 0, ωE(Ktv1, v2) + ωE(v1,Ktv2) = 0 for sections v1, v2 ∈ E
at each time t, where ωE is the symplectic form of E, and
(4.17) ωE(At(ξ ⊗ v1), v2) + ωE(v1, At(ξ ⊗ v2)) = 0
for all sections v1, v2 of E and vector fields ξ on M .
Since we have already chosen a regular Jt, it suffices to check that at each (u, φ, I,∇) with φ 6= 0
the following map is surjective:
(4.18) kerDu ⊕W
2,k
λ−λ+
(u∗E)⊕ T(I,∇)A → L
2,k−1
λ−λ+
(u∗E)
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(ξ, θ,Kt, At) 7→ B(u,φ)ξ + ∇¯Iθ +Kt∇tφ+At(∂su, φ) + ItAt(∂tu, φ).
Suppose the above map is not surjective. As its image contains a finite-codimension space im∇¯I ,
it is closed, so there exists nonzero η ∈ L2,k−1λ−λ+(u
∗E) such that the pairing
〈B(u,φ)ξ + ∇¯Itθ +Kt∇tφ+At(∂su, φ) + ItAt(∂tu, φ), η〉 = 0
for each (ξ, θ,Kt, At). Setting ξ,Kt, At to all be zero, this implies 〈∇¯Iθ, η〉 = 0 for each θ, and
so ∇¯∗Iη = 0 where ∇¯
∗
I is the formal adjoint. This is again an elliptic differential operator with C
ℓ
coefficients; by elliptic regularity η must also be Cℓ and in particular continuous. Moreover, the set
of points where η 6= 0 must also be dense.
At this point, we recall from [8] that a point (s, t) in the interior of the strip Z is called regular for
the Jt-holomorphic strip u if
(4.19) ∂su(s, t) 6= 0, u(s, t) 6= x±, u(s, t) /∈ u(R− {s}, t).
The set R(u) of regular points is open and dense in Z. In particular, choose a regular point (s0, t0)
where ∇tφ 6= 0 and η 6= 0. Writing p = u(s0, t0), there exists K ∈ End(Ep) satisfying (4.16) such
that 〈K∇tφ(s0, t0), η(s0, t0)〉 > 0. By choosing bump functions on small enough open sets around
t0 ∈ (0, 1) and p ∈ M , we can construct a Kt which is zero except in a small neighbourhood of
(t0, p) ∈ [0, 1]×M . In particular, the integral∫
Z
〈Kt∇tφ(s, t), η(s, t)〉
can be chosen to be necessarily positive: which contradicts the assumption that η annihilates the
image of (4.18). On the other hand, we could have also chosenA ∈ T ∗pM⊗sp(Ep) so thatA(∂tu, φ) =
0 and 〈A(∂su(s0, t0), φ(s0, t0)), η(s0, t0)〉 > 0, and we would obtain the same contradiction.
This proves that generic (I,∇) of class Cℓ are regular for (x−,x+), and indeed this can be achieved
by holding either one of I,∇ fixed. We can then follow the standard argument of Taubes, as
explained in [17], to upgrade this to smooth (I,∇). By taking the intersection of the second
category sets of regular (I,∇) for each (x−,x+), we see that generic data are regular for all the
relevant moduli spaces.
Finally, note that in the proof, we only utilized perturbations of I,∇ supported in a small neigh-
bourhood of a regular point (s0, t0), and we could have further assumed that u(s0, t0) was not in
fixed sufficiently small neighbourhoods of the points of L0∩L1. In particular, we can choose regular
I,∇ to satisfy Assumption 3.6 near L0 ∩ L1. 
Remark. Observe that for a solution (u, φ) with asymptotics x−,x+ with the expected dimension of
M(x−,x+) being zero, the index of the operator ∇¯I with u held constant is 2−µ(u): in particular,
nonzero solutions to the equation ∇¯Iφ = 0 are never cut out transversely for fixed u with µ(u) ≥ 2.
At first sight, this may seem to be at odds with the above proof, where perturbations of u do not
make an explicit appearance. However, for fixed u, for generic It we do not expect there to be
any nonzero solutions φ at all: these solutions only appear when u is taken over the entire family
M(x−, x+), as in the above.
4.3. More on the τ-model. Before we continue to prove compactness and gluing results for the
moduli spaces of twisted trajectories, we will provide an alternative Banach space set-up using the
τ -model. This will be particularly important in proving gluing results later, to avoid issues arising
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from gluing elements of Sobolev spaces with large weights (gluing results in the literature that do
use exponential weights, such as in [1], use at worst weights of the form eδ|s| where s is small).
For this section, fix some x± = (x±, λ±), and choose eigensolutions ψ−(t), ψ+(t) for Ix±
d
dt with
these eigenvalues, such that ||ψ±||H = 1. Given any u ∈ Z
2,k(x−, x+), we can consider the Banach
manifold
W2,kψ−ψ+(u
∗E)
of L2,kloc sections ϕ of u
∗E, such that ϕ(·, i) ∈ Fi for each i = 0, 1, and so that for some large R > 0,
using the trivializations of E near x−, x+, the differences
ψ−(t)− ϕ(s, t), ψ+ − ϕ(s, t)
are in W 2,k((−∞,−R]× [0, 1]) and W 2,k([R,∞)× [0, 1]) respectively. This admits a smooth map
W2,kψ−ψ+(u
∗E)→ 1 + L2,k(R,R), ϕ 7→ ||ϕ||H
and the constant function 1 is a regular value. In particular, we have a Banach manifold
(4.20) S2,kψ−ψ+(u
∗E) = {ϕ ∈ W2,kψ−ψ+(u
∗E) : ||ϕ||H = 1};
the tangent space to S2,kψ−ψ+(u
∗E) at ϕ is
TϕS
2,k
ψ−ψ+
(u∗E) = {ϑ ∈W 2,k(u∗E) : 〈ϕ, ϑ〉H = 0}.
These fit together to form a fibration of Banach manifolds
S2,kψ−ψ+ → Z
2,k(x−, x+).
For (u, ϕ) ∈ S2,kψ−ψ+ , consider the Banach space
(4.21) V 2,k−1(u,ϕ) = {σ ∈ L
2,k−1(u∗E) : 〈ϕ, σ〉 = 0}.
We wrute V2,k−1u for the corresponding Banach vector bundle over S
2,k
ψ−ψ+
(u∗E), and V2,k for the
Banach bundle this forms over all S2,kψ−ψ+ . Observe that for any ϕ ∈ S
2,k
ψ−ψ+
(u∗E), we have
〈ϕ, ∇¯Iϕ− Λ(ϕ)ϕ〉 = 〈ϕ,∇sϕ〉 + 〈ϕ, It∇tϕ〉 − Λ(ϕ) = 0.
We then have a (nonlinear) map
(4.22) Fu : S
2,k
ψ−ψ+
(u∗E)→ V2,k−1u ; ϕ 7→ ∇¯Iϕ− Λ(ϕ)ϕ
and by ranging over u ∈ Z2,k(x−, x+) we have a map
(4.23) F : S2,kψ−ψ+ → L
2,k−1(TM)⊕ V2,k−1; (u, ϕ) 7→ (∂¯Ju,Fuϕ).
By elliptic regularity, any solution ϕ of Fu(ϕ) = 0 is smooth. Moreover at either infinite end of the
strip Z, by additionally taking a nonzero solution the ordinary differential equation
dr
ds
+ Λ(ϕ)r = 0,
we can identify ϕ with a solution φ = rϕ of the ∂¯I -equation in Ex± up to scalar multiplication.
Since Λ(ϕ) → λ± as s → ±∞, we obtain some asymptotic control on r(s) as s → ±∞: we can
conclude that for any δ′ > 0, we must have e(λ−+δ
′)sr(s)→ 0 with all derivatives as s→ −∞, and
likewise e(λ+−δ)sr(s)→ 0 with all derivatives as s→ +∞.
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In particular, passing to a σ-model solution φ(s, t) = r(s)ϕ(s, t) of ∇¯Iφ = 0, it must in fact lie in
the weighted Sobolev space
φ(s, t) ∈ W 2,kλ−λ+(u
∗E)
and in particular we can then apply the exponential decay results of Proposition 4.3. We obtain
Proposition 4.6. A solution ϕ ∈ S2,kψ−ψ+(u
∗E) of Fu(ϕ) = 0 is smooth and converges
ϕ(s, t)→ ψ±(t) as s→ ±∞
in all derivatives exponentially in s and uniformly in t.
In particular, we can identify, modulo translation, the zero locus of F with the components of the
moduli space M(x−,x+) consisting of those twisted trajectories (in the τ -model) (u, ϕ) such that
ϕ → ψ−, ψ+ as s → ±∞ (for the whole moduli space M(x−,x+), we have to also consider the
other choices of unit eigensolutions −ψ− and −ψ+).
For a fixed solution (u, ϕ), let us now consider the index theory of the linearized operator D(Fu)ϕ.
This is given by the formula
ϑ 7→ ΠV ∇¯Iϑ− Λ(ϕ)ϑ
where ΠV (σ) = σ − 〈ϕ, σ〉Hϕ is the projection L
2,k−1(u∗E)→ V 2,k−1(u,ϕ) .
We will want to compare this to the operator ∇¯I acting on the Sobolev with the “large” weights
e(λ−+δ)s and e(λ+−δ)s of the previous sections. To do this, we observe that D(Fu)ϕ extends to an
operator on certain weighted spaces
D(Fu)
δ
ϕ : TϕS
2,k,δ
ψ−ψ+
(u∗E)→ V2,k−1,δ(u,ϕ)
where these are just the earlier spaces but with a small exponential weight e−δ|s|:
TϕS
2,k,δ
ψ−ψ+
(u∗E) = eδ|s|TϕS
2,k
ψ−ψ+
(u∗E), V2,k−1,δ(u,ϕ) = e
δ|s|V2,k−1(u,ϕ) .
Now, choose a nonzero solution r(s) to ddsr+Λ(ϕ)r = 0; we must have r(s) ∼ C±e
−λ±s as s→ ±∞.
Now, take a solution ϑ of the equation
ΠV ∇¯Iϑ− Λ(ϕ)ϑ = 0
where we allow either ϑ ∈ TϕS
2,k
ψ−ψ+
(u∗E) or its weighted analogue TϕS
2,k,δ
ψ−ψ+
(u∗E). We can then
transform ϑ into a solution θ of ∇¯Iθ = 0 as follows: first, find a solution ρ(s) to
d
ds
ρ+ Λ(ϕ)ρ+ r(s)〈ϕ, ∇¯Iϑ〉H = 0
and then set
θ(s, t) = ρ(s)ϕ(s, t) + r(s)ϑ(s, t).
In particular, the asymptotic behavior of r(s) implies that in fact we must have θ ∈ W 2,kλ−λ+ ; in
particular since ∇¯Iθ = 0 we see that θ is smooth, and has asymptotics θ ∼ C
′
±e
−λ±sψ±(t) as
s→ ±∞.
Unwinding this to ϑ = 1r (θ − 〈ϕ, θ〉Hθ), we see that ϑ is not only smooth but must also decay
exponentially to zero as s→ ±∞ (more precisely, we must have eδ
′sϑ(s, t)→ 0 as s→ +∞ for any
δ′ > 0 smaller than the gap between λ+ and the next highest eigenvalue, and similarly at the other
limit).
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The upshot is that the kernels of D(Fu)ϕ and its analogue on weighted spaces D(Fu)
δ
ϕ coincide,
and consist of fast decaying smooth ϑ. Pushing this further, we have
Proposition 4.7. D(Fu)ϕ and D(Fu)
δ
ϕ are Fredholm, each of index
ind(D(Fu)ϕ) = ind(D(F
δ
u)ϕ) = sf(u) + i(λ−)− i(λ+).
Proof. To see that the operators are Fredholm and of equal index, we consider the linearized
operators at the constant solutions (u, ϕ = (x±, ψ±). Explicitly, consider the spaces
Tψ±S
2,k(Ex±) = {ϑ ∈ L
2,k(Z,Ex±) : ϑ(·, i) ∈ Fi|x± for i = 0, 1; and 〈ψ±, ϑ〉H = 0},
V 2,k−1ψ± (Ex±) = {σ ∈ L
2,k−1(Z,Ex±) : 〈ψ±, σ〉H = 1}
and the analogous weighted spaces Tψ±S
2,k,δ(Ex±), V
2,k−1,δ
ψ±
(Ex±). Then take the operators
Fψ± : Tψ±S
2,k(Ex±)→ V
2,k−1
ψ±
(Ex±), F
δ
ψ± : Tψ±S
2,k,δ(Ex±)→ V
2,k−1,δ
ψ±
(Ex±)
each defined by
ϑ 7→
d
ds
ϑ+ Ix±
d
dt
ϑ− λ±ϑ
(note there is no need to project to V here, since 〈ψ±, ∇¯Iϑ〉H = 0 if 〈ψ±, ϑ〉H = 0, since ψ± is
an eigenvector of Ix±
d
dt ). The operators Fψ± , F
δ
ψ±
are then invertible, from which we deduce that
D(Fu)ϕ, D(Fu)
δ
ϕ are Fredholm. Moreover, they must be of equal index for sufficiently small δ.
To compute the index, we could do a similar excision argument as before to compare the index to
that on solutions with constant u. However we can also directly compare D(Fu)
δ
ϕ to the operator
∇¯I in the σ-model; ultimately this comparison is why we introduced these τ -model exponentially
weighted spaces in the first place.
Indeed, choose a nonzero solution r(s) of ddsr + Λ(ϕ)r = 0, and a weight function w : R→ R such
that w(s) = (λ− + δ)s for s ≪ 0 and w(s) = (λ+ − δ)s for s ≫ 0. Consider the space of L
2,k-real
functions
L2,kλ−λ+(R,R) = e
−w(s)L2,k(R,R)
with weight function e−w(s). There is then an isomorphism of Banach spaces
L2,kλ−λ+(R,R)⊕ TϕS
2,k,δ
ψ−ψ+
(u∗E)
∼
−→W 2,kλ−λ+(u
∗E)
(ρ, ϑ) 7→ ρ(s)ϕ + r(s)ϑ
where r(s) is a nonzero solution to drds + Λ(ϕ)r(s) = 0, and likewise there is an isomorphism
L2,k−1λ−λ+(R,R)⊕ V
2,k−1,δ
(u,ϕ)
∼= L
2,k−1
λ−λ+
(u∗E).
According to these isomorphisms, the map ∇¯I :W
2,k
λ−λ+
(u∗E)→ L2,k−1λ−λ+(u
∗E) is then given by
(ρ, ϑ) 7→
(
dρ
ds
+ Λ(ϕ)ρ+ r(s)〈ϕ, ∇¯Iϑ〉, ΠV ∇¯Iϑ− Λ(ϕ)ϑ
)
.
Now, the map
L2,kλ+λ−(R,R)→ L
2,k−1
λ−λ+
(R,R), ρ 7→
dρ
ds
+ Λ(ϕ)ρ
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is Fredholm of index one (indeed, it is surjective, with one-dimensional kernel spanned by r(s)); in
particular we deduce that
ind
(
D(Fu)
δ
ϕ
)
+ 1 = ind
(
∇¯I :W
2,k
λ−λ+
(u∗E)→ L2,k−1λ−λ+(u
∗E)
)
from which we obtain the result. Clearly, the extra dimension in the σ-model corresponds exactly
to the R∗ action. 
Let us briefly consider the question of transversality in the τ -model, for which we now have to vary
u over the moduli space of Jt-holomorphic strips. The connection ∇ on E induces a connection on
the fibration S2,kψ−ψ+ → Z
2,k(x−, x+) (since parallel transport in E preserves the || · ||H norm under
the assumption that ∇ is Hermitian with respect to It), identifying the tangent space as
T(u,ϕ)S
2,k
ψ−ψ+
∼= TuZ
2,k(x−, x+)⊕ TϕS
2,k
ψ−ψ+
(u∗E)
At a solution (u, ϕ), we then have the linearization of F :
DF(u,ϕ) :W
2,k(u∗TM)⊕ TϕS
2,k
ψ−ψ+
(u∗E)→ L2,k−1(u∗TM)⊕ V 2,k−1(u,ϕ)
which is given by
(4.24) DF(u,ϕ)(ξ, ϑ) = (Duξ, B
τ
(u,ϕ)ξ +ΠV ∇¯Iϑ− Λ(ϕ)ϑ)
where Du = D(∂¯J )u is the linearization of the ordinary ∂¯ operator, ΠV (σ) = σ − 〈ϕ, σ〉Hϕ is the
projection L2,k−1(u∗E) → V 2,k−1(u,ϕ) , and B
τ
(u,ϕ)ξ is an operator W
2,k(u∗TM) → V 2,k−1(u,φ) given by a
similar expression to (4.11):
(4.25) Bτ(u,ϕ)ξ = ΠV (F∇(ξ, ∂su)ϕ+ ItF∇(ξ, ∂tu)ϕ+ (∇ξIt)ϕ) .
Furthermore, the operator DF(u,ϕ) is Fredholm, of index
µ(u) + sf(u) + i(λ−)− i(λ+)
We say that the initial data (I,∇) is regular at a solution (u, ϕ) is DF(u,ϕ) is Fredholm; this
amounts to the surjectivity of
Bτ(u,ϕ) : ker(Du)→ coker (D(Fu)ϕ) .
However, this is notion is equivalent to regularity in the σ-model:
Proposition 4.8. DF(u,ϕ) is surjective at a τ-model solution (u, ϕ) if and only if at the corre-
sponding σ-model solution (u, φ = r(s)ϕ) the pair (I,∇) is regular in the sense of Definition 4.4.
Proof. This follows by inspecting the proof of Proposition 4.7 and comparing the operators B(u,φ)
and Bτ(u,ϕ) of (4.11) and (4.25). Indeed, after choosing a solution r of
d
dsr+Λ(ϕ)r = 0, there is an
isomorphism
kerDF(u,ϕ) ⊕ R→ kerD(∂¯, ∇¯)(u,φ)
where the additional R factor corresponds to a choice of solution ρ to the equation
d
ds
ρ+ Λ(ϕ)ρ+ r(s)〈φ, ∇¯Iϑ〉H + r(s)〈φ, (∇ξI)∇tϕ〉H + r(s)〈ϕ, IF∇(ξ, ∂tu)ϕ〉H = 0.
In particular, since we also have the similar identity on Fredholm indices
ind(DF(u,ϕ)) + 1 = ind(D(∂¯, ∇¯))
we deduce that one is surjective if and only if the other is. 
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4.4. Compactness. Before we prove compactness results for the moduli spaces of twisted tra-
jectories, we will briefly review the basic compactness results for the “downstairs” moduli spaces
of pseudoholomorphic strips. Implicit throughout this discussion will be the exactness of M and
L0, L1, which prevents sphere or disc bubbling behavior, and the convexity of M at infinity, which
prevents Jt-holomorphic strips from escaping to infinity.
Before we discuss broken trajectories, let us recall a local compactness result for solutions u of the
Jt-holomorphic strip equation with boundary of L0, L1. Let uα be a sequence of solutions, with
uniformly bounded energy
(4.26) E(uα) =
∫
Z
|∂su|
2 < E0
Then, following [6], there is a subsequence which converges in the C∞loc-topology to another Jt-
holomorphic strip u, meaning on finite substrips ZR = [−R,R]× [0, 1],
uα|ZR
C∞
−−→ u|ZR .
Recall as well that any finite energy Jt-holomorphic strip uniformly converges at either ends of Z
to x± ∈ L0 ∩ L1; however, given a sequence uα of solutions with endpoints x± converging locally
in the above sense to u, the endpoints of u need not be x±.
Recall that a broken trajectory (u1, . . . , un) from x− to x+ is a tuple of finite energy Jt-holomorphic
strips ui ∈ M(xi−1, xi) for x− = x
0, x1, . . . , xn = x+ ∈ L0 ∩ L1. Appropriately topologized, the
moduli space of broken trajectories
(4.27) M¯(x−, x+) =
⋃
x1,...,xn−1
M(x−, x
1)×M(x1, x2)× . . .×M(xn−1, x+)
is then compact. Recall that in this topology, Gromov convergence for unbroken strips is defined
as follows: a sequence uα ∈ M(x
0, xn) converges to a broken trajectory (u1, . . . , un) if for each α
there are real numbers σ1α < . . . < σ
n
α such that:
• the translates τ∗−σiα
uα(s, t) = uα(s+ σ
i
α, t) converge locally to u
i;
• for any sequence ρα of real numbers with σ
i
α < ρα < σ
i+1
α for i = 1, . . . , n− 1 and such that
both sequences ρα − σ
i
α, σ
i+1
α − ρα →∞, we have the translates τ
∗
−ραuα converging to the
constant strip at xi locally.
• Likewise for any sequence ρα < σ
1
α and σ
1
α − ρα → ∞, we have τ
∗
−ραuα converging locally
to x0 = x−; similarly if σ
n
α < ρα and ρα − σ
n
α →∞, we have τ
∗
−ραuα converging locally to
xn = x+.
Convergence for sequences of broken strips is defined similarly.
We will use a slightly more explicit statement of the above convergence, which follows easily from
the definition above. A sequence uα ∈ M(x−, x+) converges to a broken trajectory (u
1, . . . , un) if
and only if for each ε > 0, for each sufficiently large α we can find a partition of Z = R× [0, 1] into
substrips
(4.28) Z =W 0α ∪ Z
1
α ∪W
1
α ∪ Z
2
α ∪ . . . ∪ Z
n
α ∪W
n
α
where Ziα = [a
i
α, b
i
α] × [0, 1] for i = 1, . . . , n, and W
0
α = (−∞, a
1
α]× [0, 1], W
i
α = [b
i
α × a
i+1
α ]× [0, 1]
for i = 1, . . . , n− 1 and Wnα = [b
n
α,∞)× [0, 1] for
a1α < b
1
α < a
2
α < . . . < a
n
α < b
n
α
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which has the properties that:
• each Ziα has fixed length b
i
α − a
i
α = ℓ independent of α;
• If σiα =
aiα+b
i
α
2 , the translated strips τ
∗
σiα
uα(s, t) = uα(s+σ
i
α, t) converge locally to the strip
ui;
• on W iα, the strips uα|W iα are within ε of the constant strip at x
i, meaning for each (s, t) ∈
W iα, we have d(uα(s, t), x
i) < ε.
This ensures that the concatenation of u1, . . . , un has the same homotopy class in H2(M,L0 ∪ L1)
as uα for sufficiently large α; and indeed both the Maslov index and the energy of uα are equal to
the sum of those for the ui.
Together with the appropriate gluing results, this suffices to show that the compactified mod-
uli spaces M¯2(x−, x+) of Maslov index 2 strips are one-dimensional manifolds, with boundary
∪x1M1(x−, x
1) ×M1(x1, x+) given by products of Maslov index 1 strips, which proves that the
Floer differential squares to zero.
We will now formulate similar results for solutions (u, φ) of the twisted equations. However, there
is no longer a topologically invariant energy for the auxiliary field φ. Instead, as a proxy for the
action functional, we will use the s-dependent quantity Λ(φ), which is given by
(4.29) Λ(φ)(s) =
〈φ, It∇tφ〉H
||φ||2H
= −
d
ds
log ||φ||H .
Recall as well that if (u, φ) has asymptotics x± = (x±, λ±), we have Λ(φ)→ λ± as s→ ±∞.
Proposition 4.9. Λ(φ)(s) is uniformly bounded amongst all trajectories between x− and x+.
Proof. We seek control on the derivative of Λ(φ). In the following calculation, we suppress the
subscript H from the inner product 〈·, ·〉H and norm || · ||H .
dΛ(φ)
ds
=
1
||φ||4
(
〈∇sφ, It∇tφ〉||φ||
2 + 〈φ,∇s(It∇tφ)〉||φ||
2 − 2〈φ, It∇tφ〉〈φ,∇sφ〉
)
=
1
||φ||4
(
−||∇sφ||
2||φ||2 + 2〈φ,∇sφ〉
2 + 〈φ,∇s(It∇tφ)〉||φ||
2
)
using the fact that ∇sφ+ It∇tφ = 0. As for the third term above, have
〈φ,∇s(It∇tφ)〉 = 〈φ,∇s(It)(∇tφ)〉+ 〈φ, ItF∇(∂s, ∂t)φ〉+ 〈φ, It∇t∇sφ〉
where F∇ is the curvature of ∇. Moreover, we can deal with the third term here by integration by
parts:
〈φ, It∇t∇sφ〉 − 〈It∇tφ,∇sφ〉 =
∫ 1
0
(ωE(φ,∇t∇sφ) + ωE(∇tφ,∇sφ)) dt
=
∫ 1
0
d
dt
ωE(φ,∇sφ)dt
= ωE(φ,∇sφ)|t=1 − ωE(φ,∇sφ)|t=0.
Moreover, we know that 〈It∇tφ,∇sφ〉 = −||∇sφ||
2. Putting this all together and applying the
Cauchy-Schwarz inequality for 〈φ,∇sφ〉, we obtain
(4.30)
dΛ(φ)
ds
≤
1
||φ||2
(〈φ,∇s(It)(∇tφ)〉 + 〈φ, ItF∇(∂s, ∂t)φ〉 + ωE(φ,∇sφ)|t=1 − ωE(φ,∇sφ)|t=0)
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Recall there are small open neighbourhoods Ux of each x ∈ L0 ∩L1 on which the symplectic vector
bundle E, the Lagrangian subspaces F0, F1, the complex structure It and the connection ∇ are all
simultaneously trivialized. Thus, for s ∈ R such that u(s, t) ∈ Ux for each t ∈ [0, 1], the right hand
side of (4.30) must consequently vanish. The fact that Λ(φ) is non-increasing within Ux is a fact
we will use repeatedly for the rest of this section.
Moreover, by the earlier compactness results for M(x−, x+), there is an L > 0 such that for each
strip u and s ∈ R outside a finite union of intervals of total length less than L, u(s, [0, 1]) ⊂ Ux for
some x ∈ L0 ∩ L1. It then suffices to show that the right hand side of (4.30) is uniformly bounded
over all pseudoholomorphic strips u ∈ M(x−, x+). This easily follows from the “downstairs”
compactness results. 
Uniform bounds on Λ suffice to prove the following “local” compactness result.
Proposition 4.10. Let (uα, φα) be some sequence of solutions to the twisted equations on Z, with
uα of uniformly bounded energy, and a uniform bound on Λ(φα)(s) independent of α and s. Then
there is some subsequence that converges after rescaling in the C∞loc topology to a solution (u, φ) with
nonzero φ and bounded Λ(φ): namely, uα → u locally as above, and there are scalars rα ∈ R
∗ such
for compact substrips ZR = [−R,R]× [0, 1],
(4.31) rαφα|ZR → φ|ZR
in the C∞ topology, where strictly speaking, this convergence is after parallel transporting rαφα|ZR
to give a section of u|∗ZRE.
Equivalently, in the τ model, if ϕα = φα/||φα||H and ϕ = φ/||φα||, then ϕα → ϕ with all derivatives
on compact sets.
Proof. Pass to a subsequence so that uα converges locally to a solution u. Now,
Λ(φα)(s) = −
d
ds
log ||φα(s)||H
is uniformly bounded, so on each finite strip ZR = [−R,R]× [0, 1], there exists a constant C1 such
that
(4.32) ||φα(s0)||H ≤ C1||φα(s1)||H
for all s0, s1 ∈ [−R,R], and hence there is a constant C2 such that
(4.33) ||φα(s)||H ≥ C2||φα||L2(ZR)
for all s ∈ [−R,R].
Now, write φ˜α = φα|ZR/||φα||L2(ZR). Then φ˜α are a sequence of L
2-norm one solutions to the linear
elliptic equations
∇¯It(uα)φ˜α = 0
on ZR. In particular, for any ε > 0, we can pass to a subsequence of φ˜α which converges in the C
∞
topology on ZR−ε = [R− ε,R+ ε]× [0, 1] to a solution φ˜R−ε of
∇¯It(u)φ˜R−ε = 0.
The inequality (4.33) then ensures that φ˜R−ε is nonzero. Now, for R = 1, 2, 3, . . ., inductively
construct subsequences φα as above, with limits φ˜R−ε, each time passing to a further subsequence
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of the previously obtained subsequence; by taking the “diagonal” of these subsequences, we obtain
a subsequence φα such that for each R ∈ Z>0,
φα|ZR−ε/||φα||L2(ZR) → φ˜R−ε.
Now, set φR−ε = φ˜R−ε/||φ˜R−ε||L2(Z1). Observe that for each R,
φα|Z1/||φα||L2(Z1) → φR−ε|Z1
so in particular the φR−ε all agree on Z1. By unique continuation, they then patch together to
form a solution φ on the entire strip Z; moreover setting rα = 1/||φα||L2(Z1), we have
(4.34) rαφα → φ
over each ZR−ε. Finally, observe that Λ(φ)(s) = limα Λ(φα)(s), which is clearly bounded. 
Remark. It is possible in the above for uα to locally converge to a constant trajectory u(s, t) = x ∈
L0 ∩ L1. In this case, φα locally converges to a nonzero solution of the equation ∂¯Iφ = 0 on Ex.
This solution itself can be a “constant solution” φ(s, t) = Ce−λsψ(t) for some fixed eigenvalue λ of
Ix
d
dt , or it can represent a twisted trajectory from some (x, λ−) to (x, λ+) for λ− > λ+.
Remark. This proof crucially used the linearity of the twisted equations, and thus requires working
with the σ-model solutions; this is in spite of convergence being easier to state in the τ -model. For
the remainder of this section, we will work in the τ -model.
To upgrade this local convergence result to a convergence to broken trajectories, it will be convenient
to control the total variation of Λ, to play the same role as energy does in the study of convergence
downstairs: for a τ -model solution (u, ϕ) (or equivalently, a solution (u, φ) in the σ-model), consider
(4.35) K(u, ϕ) =
∫
R
∣∣∣∣dΛ(ϕ)ds
∣∣∣∣ ds, K+(u, ϕ) = ∫
R
(
dΛ(ϕ)
ds
)+
ds
where f+ = max{0, f} is the positive part of a real number f . Whenever Z ′ ⊂ Z is a substrip, we
will write KZ′ ,K
+
Z′ for the corresponding quantities defined over this substrip. For a flow between
(x−, λ−) and (x+, λ+), these quantities satisfy
(4.36) 2K+(u, ϕ)−K(u, φ) =
∫
R
dΛ(ϕ)
ds
ds = λ− − λ+.
so in particular, since Λ(ϕ) is decreasing whenever u(s, t) is sufficiently close to L0 ∩L1, both these
quantities are finite. We can define K,K+ for broken trajectories as well, as the sum over the
unbroken components.
Proposition 4.11. K(u, ϕ) and K+(u, ϕ) are uniformly bounded for all possibly broken trajectories
from x− to x+.
Proof. It suffices to prove the proposition for K+. Since Λ(s) is strictly decreasing on trajectories
with constant u, it suffices to consider just the components of a broken trajectory with non-constant
u. There is an a priori bound on the number of such components, so we can reduce to showing that
K+ is bounded over all unbroken trajectories with non-constant u.
This follows from compactness results downstairs. Indeed, suppose for a contradiction there were a
sequence of unbroken flows (uα, ϕα) such that K
+(uα, ϕα) increases without bound. After passing
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to a subsequence, the strips uα limit to a broken strip (u
1, . . . un). In particular, as above we
partition Z as
Z =W 0α ∪ Z
1
α ∪W
1
α ∪ Z
2
α ∪ . . . ∪ Z
n
α ∪W
n
α
such that u(W iα) is contained in an arbitrarily small neighbourhood of some intersection point
x ∈ L0∩L1, and so that the translations τ
∗
σiα
uα centred on Z
i
α converge locally to u
i. In particular,
K+W iα
(φα) = 0.
By the local convergence result Proposition 4.10, τ∗σiα
ϕα converge locally to a solution ϕ
i. Note
that ui → xi−1 as s→ −∞ and ui → xi as s→ +∞, in particular Λϕi is decreasing for sufficiently
positive or negative s. Consequently, K+(ϕi) is finite. In particular, this means that K+Ziα
(ϕα) is in
fact bounded independent of α. Summing these contributions over the whole strip Z, we see that
K+(ϕα) is bounded, a contradiction. 
We now prove a crucial lemma, which allows us to show solutions (u, ϕ) with small energy and
small total variation K in Λ(φ) are close to constant solutions: by a constant solution we mean
those (u, ϕ) such that u(s, t) = x for x ∈ L0 ∩ L1, and ϕ(s, t) = ψ(t) for some unit eigenvalue ψ(t)
of I ddt at x. Equivalently, in the σ-model, this means
φ(s, t) = Ce−λsψ(t)
for some nonzero constant C, where λ is the eigenvalue of ψ. Note that these are precisely those
solutions which satisfy E(u) = 0 and K(ϕ) = 0, since dΛ(ϕ)ds = 0 everywhere implies that ϕ(s)
and I ddtϕ(s) must be everywhere proportional, since this is exactly the equality condition of the
Cauchy-Schwarz inequality (4.30) (which in this case of solutions supported on constant u, has
vanishing right hand side).
Lemma 4.12. Fix arbitrary compact sub-strips Z1, Z2 ⊂ Z, and constants ε > 0, E0,Λ0 > 0. Then
there exist δ1, δ2 > 0 such that if (u, ϕ) is a τ-model solution which satisfies
(4.37) E(u) < E0, |Λ(ϕ)(s)| < Λ0 for all s, EZ2(u) ≤ δ1, KZ2(u, φ) ≤ δ2
then (u, ϕ)|Z1 is in an ε-neighbourhood of a constant solution in the L
2,k(Z1)-norm.
Proof. Suppose, for a contradiction, there is a sequence of flows (uα, ϕα) with EZ2 ,KZ2 → 0, and
uniformly bounded energy and Λ(ϕα), none of which have (uα, ϕα)|Z1 in an ε-neighbourhood of a
constant solution. By the local convergence result Proposition 4.10, (uα, ϕα) converges locally to
(u, ϕ). This limit must have EZ2(u) = 0 and KZ2(ϕ) = 0, which implies that (u, ϕ)|Z2 is actually a
constant solution. By unique continuation is must be constant on all of Z, so in particular on Z1,
which is a contradiction. 
In particular, this lemma allows us to deduce the following, a sort of converse to Proposition 4.9,
the downstairs version of which is well known (and we have indeed already used it extensively):
Corollary 4.13. Suppose (u, ϕ) is a solution to the twisted equations on Z with finite energy E(u)
and bounded Λ(ϕ). Then (u, ϕ) is in fact a flow from x− to x+ for some x± ∈ C.
Proof. Fix some finite Z1, and consider the translated solutions τ
∗
s (u, ϕ)|Z1 . These must satisfy
EZ1 ,KZ1 → 0 as s → ∞; the above lemma implies that τs(u, ϕ)|Z1 must converge to a constant
solution. However Z1 was arbitrary, so in fact τs(u, ϕ) converges locally to a constant solution as
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s→∞, say u(s, t) = x and ϕ(s, t) = ψ(t) an eigensolution with eigenvalue λ: this implies (u, ϕ) is
a flow to x = (x, λ). The same argument holds in the other limit s→ −∞. 
We can now prove a compactness theorem for the twisted flow.
Theorem 4.14. Let (uα, ϕα) be a sequence of twisted trajectories between x− and x+. Then there
is a subsequence that Gromov converges to a broken twisted trajectory
((u1, ϕ1), (u2, ϕ2), ..., (un, ϕn)) ∈M(x−,x
1)× . . .×M(xn,x+);
namely there are real numbers σ1α < . . . < σ
n
α such that each translate τ
∗
−σiα
(uα, ϕα) converges locally
to (ui, ϕi), and for any sequences of real numbers ρα with σ
i
α − ρα → −∞ and σ
i+1
α − ρα → +∞
for some i = 0, . . . , n (where by convention σ0 = −∞, σn+1 = +∞), the translates τ∗−ρα(uα, ϕα)
converge locally to the constant solution (xi, ψi) at xi.
Proof. It suffices to show that there is a subsequence and a broken trajectory (u1, ϕ1), . . . , (un, ϕn),
so that for every ε > 0, there are partitions of Z for each α
Z =W 0α ∪ Z
1
α ∪W
1
α ∪ Z
2
α ∪ . . . ∪ Z
n
α ∪W
n
α
satisfying the properties of (4.28), where the translated solutions centred on Ziα, τ
∗
σiα
(uα, ϕα) con-
verge locally to (ui, ϕi), and such that (uα, ϕα)|W iα are within ε of a constant solution (x
i, ψi) in
the L2,k norm.
Now, there exist uniform bounds E0, K0 be uniform bounds for E(uα) and K(uα, φα) respectively.
Choose some small ε > 0, and take the finite strip Z1 = [−1, 1]× [0, 1]. The lemma above yields
δ1, δ2 > 0 such that any solutions on Z1 with EZ1 < δ1, KZ1 < δ2 are within ε of a constant solution.
In particular, for each α, there are at most 2E0/δ1 + 2K0/δ2 integers p such that τ
∗
p (uα, ϕα) is not
ε-close to a constant solution.
We can then find, for some fixed n, partitions of the strip
Z =W 0α ∪ Z
1
α ∪W
1
α ∪ Z
2
α ∪ . . . ∪ Z
n
α ∪W
n
α
where each Ziα is of bounded length, at least one of EZiα ≥ δ1 or KZiα ≥ δ2 holds, and such that
(uα, ϕα)|W iα is within ε of a constant solution.
Now, there are only finitely many intersection points of L0 ∩ L1, and since Λ(ϕα) is uniformly
bounded independently of α, for each intersection point only finitely many eigenvalues λ can appear
as the constant solutions proximate to (uα, ϕα)|W iα . Thus, pass to a subsequence so that each
(uα, ϕα)|W iα is within ε of the same constant solution at x
i independent of α.
Pass to a further subsequence so that the translates τ∗σiα
(uα, ϕα) centred on Z
i
α converge locally to
some solution (ui, ϕi). This solution must then itself be a non-constant trajectory between xi−1
and xi; this gives the desired broken limit. 
Corollary 4.15. The moduli space of broken twisted flows
M¯(x−,x+) =
⋃
n≥0
⋃
x1,...,xn−1
M(x−,x
1)× . . .×M(xn−1,x+)
with the topology of Gromov convergence is compact.
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We should finally note that the gluing properties of both the Maslov index µ(u) of a strip u, as well
as the spectral flow sf(u) over u of (4.5) (which, in any case, is itself a Maslov index in the bundle
E), as well as the proof above, imply the following. If a sequence (uα, ϕα) of trajectories Gromov
converges to a broken trajectory ((u1, ϕ1), . . . , (un, ϕn)), then for large enough α,
µ(uα) =
n∑
i=1
µ(ui); sf(uα) =
n∑
i=1
sf(ui).
In particular, assuming all moduli spaces are regular, the dimension of the stratum of M¯(x−,x+)
consisting of broken trajectories with n components is
dimM(x−,x+)− n+ 1
as in ordinary Floer theory.
4.5. Gluing. We now prove a gluing theorem for moduli spaces of twisted trajectories, from which
we conclude that CFtw(L0, L1; p) is indeed a complex with a differential of square zero. To prove
this, along with the invariance and naturality results we wish, it suffices to only prove gluing results
for the boundaries of the one-dimensional moduli spaces, in other words we only need to glue
together twisted trajectories that are in the discrete (zero-dimensional) components of the moduli
space.
Remark. Whereas for the proof of compactness it was most convenient to use the σ model for the
twisted equations, for gluing we will find it much easier to use the τ model. The essential reason
is that, in order to glue two σ-model solutions (u1, φ1) ∈ M(x0, x1) and (u2, φ2) ∈ M(x1, x2),
we would first have to rescale φ1, φ2 to match the values of φ1(T, ·) and φ2(−T, ·), however since
||φ1(s, t)||H = O(e
−λ1s) as s → +∞, whereas ||φ2(s, t)||H = O(e
−λ1s) as s → −∞, the choice of
rescaling factors cannot be bounded in T . Working in the τ picture avoids this issue by normalizing
the solutions; it has the added advantage that we avoid any need to glue Sobolev spaces with
exponential weights.
Working in the τ picture, fix x0 = (x0, λ0),x1 = (x1, λ1),x2 = (x2, λ2) ∈ C and twisted trajec-
tories (u1, ϕ1) ∈ M(x0,x1), (u2, ϕ2) ∈ M(x1,x2) which are regular and in the zero-dimensional
components of the moduli space. Pick unit eigensolutions ψ0, ψ1, ψ2 corresponding to λ0, λ1, λ2 at
x0, x1, x2; we will also assume that (u1, ϕ1), (u2, ϕ2) satisfy ϕ1 → ψ0, ψ1 at ±∞ and ϕ2 → ψ1, ψ2
at ±∞ respectively. We also fix slices of the translation action, for instance by requiring u1, u2 to
have equal energy on (−∞, 0]× [0, 1] and [0,∞)× [0, 1].
We will follow the usual strategy of constructing for T sufficiently large an approximate solution
(uT , ϕT )
where uT : Z → M is a smooth strip with boundary on L0, L1 with asymptotics to x
0, x2 at ±∞,
and ϕT is a smooth section of u
∗
TE, with boundary conditions on F0, F1, normalized to ||ϕT || = 1,
and with ϕT → ψ
0, ψ2 respectively at ±∞. We will then construct an actual solution (uˆT , ϕˆT ) of
the twisted equations near (uT , ϕT ), by using the implicit function theorem on the Banach manifold
S2,kψ−ψ+ .
Choose T sufficiently large so that u1([T,∞) × [0, 1]) and u2((−∞,−T ] × [0, 1]) are contained in
a sufficiently small neighbourhood U of x1 on each E is trivialized. Then, for s ≥ T and s ≤ −T
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respectively we can write
(4.38) ϕ1(s, t) = ψ1(t) + η1(s, t), ϕ2(s, t) = ψ1(t) + η2(s, t)
where η1, η2 → 0 uniformly in t and exponentially in all derivatives as s→∞.
Now, choose a smooth, non-decreasing cut-off function β+ : R → [0, 1] such that β(s) = 0 for
s ≤ −1, and β(s) = 1 for s ≥ 1; set β−(s) = 1− β+(s). We define the pre-glued map (uT , ϕT ) as
uT (s, t) =

u1(s+ T, t) for s ≤ −1
expx1
(
β−(s) exp
−1
x1 (u
1(s+ T, t)) + β+(s) exp
−1
x2 (u
2(s− T, t))
)
for − 1 ≤ s ≤ 1
u2(s− T, t) for s ≥ 1
(4.39)
ϕT (s, t) =

ϕ1(s+ T, t) for s ≤ −1
ψ1(t)+β−(s)η
1(s+T,t)+β+(s)η
2(s−T,t)
||ψ1(t)+β−(s)η1(s+T,t)+β+(s)η2(s−T,t)||H
for − 1 ≤ s ≤ 1
ϕ2(s− T, t) for s ≥ 1
(4.40)
where η1, η2 are the error terms of (4.38). This defines an element of the S2,kψ0ψ2 .
Observe that both ∂¯JuT and Fu(ϕT ) = ∇¯IϕT−Λ(ϕT )ϕT are supported in [−1, 1]×[0, 1]. Moreover,
the exponential decay of u1, ϕ1 and u2, ϕ2 imply that for some constants C and δ > 0 independent
of T we have
(4.41) ||∂¯Ju||L2,k−1 + ||FuϕT ||L2,k−1 ≤ Ce
−δT .
We seek to construct a zero of the map
(4.42) F : S2,kψ0ψ2 → L
2,k−1(TM)⊕ V2,k−1, (u, ϕ) 7→ (∂¯Ju, ∇¯Iϕ− Λ(ϕ)ϕ)
near (uT , φT ). Following the strategy of Floer [5], we first extend the linearization of (∂¯, ∇¯) away
from the zero locus, by fixing a metric on M and using the Levi-Civita connection on TM and the
connection ∇ on E. As usual, it will be convenient to choose a time-dependent metric gt, so that
each Li is totally geodesic for gi. Indeed, once we have chosen a linearization Du of the ordinary
∂¯-operator, for (u, ϕ) ∈ S2,kψ0ψ2 we obtain a linear map
D(u,ϕ) : TuZ
2,k(x0, x2)⊕ TϕS
2,k
ψ0ψ2(u
∗E)→ L2,k−1(u∗TM)⊕ V2,k−1(u,ϕ)(4.43)
(ξ, ϑ) 7→ (Duξ, B
τ
(u,φ)ξ +ΠV ∇¯Iϑ− Λ(ϕ)ϑ)(4.44)
where Bτ(u,φ)ξ is given by (4.25).
Remark. Notice that the V2,k−1 term of this operator is identical to the original calculation of
DF(u,ϕ) at a solution (u, ϕ). If we were to work instead in the σ picture, this would be obvious,
since the equations are linear in φ. In the τ picture this is not so clear: indeed were we to instead
linearize F as a map taking values in all of L2,k−1(u∗E), there would be additional terms such as
〈∇¯Iϕ, ϑ〉ϕ in the above map. However, these terms vanish after using ΠV to project back to V
2,k−1.
Indeed, one could think of ΠV as being a sort of parallel transport map for V
2,k−1.
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For sufficiently small ξ ∈ TuTZ
2,k(x0, x2), the exponential map ξ 7→ expuT (ξ) yields charts for
Z2,k(x0, x2) around uT . Moreover, if we assume that∇ is Hermitian for It, ωE , the parallel transport
map Π
expuT
(ξ)
uT for sections of E preserves 〈·, ·〉H . Thus we have charts
(4.45) TuTZ
2,k(x0, x2)⊕ TϕTS
2,k
ψ0ψ2(u
∗
TE) ∋ (ξ, ϑ) 7→ (expuT (ξ),Π
expuT
(ξ)
uT ϑ) ∈ S
2,k
ψ0ψ2 .
We then take the non-linear map
F(uT ,φT ) : TuTZ
2,k(x0, x2)⊕ TϕTS
2,k
ψ0ψ2(u
∗
TE)→ L
2,k−1(u∗TTM)⊕ V
2,k−1
(uT ,ϕT )
(ξ, ϑ) 7→
(
Π
expuT
(ξ)
uT
)−1
F
(
expuT (ξ),Π
expuT
(ξ)
uT ϑ
)
.
If we write this as
(4.46) F(uT ,ϕT )(ξ, ϑ) = F(uT , ϕT ) +D(uT ,φT )(ξ, ϑ) +N(ξ, ϑ)
we then have the following standard quadratic estimate on the error term N(ξ, ϑ):
Lemma 4.16. For some constant C independent of T , if (ξ, ϑ), (ξ, ϑ)′ ∈ TuTZ
2,k(x0, x2)⊕TϕTS
2,k
ψ0ψ2(u
∗
TE)
such that ||(ξ, ϑ)||2,k, ||(ξ
′, ϑ′)||2,k ≤ C, then
(4.47) ||N(ξ, ϑ)−N(ξ′, ϑ′)||2,k−1 ≤ C||(ξ, ϑ)− (ξ
′, ϑ′)||2,k||(ξ, ϑ) + (ξ
′, ϑ′)||2,k.
The final ingredient for the implicit function theorem on (uT , φT ) is a uniformly bounded right
inverse for the linearized operator D(uT ,φT ). We will later use a more explicit choice, but for now
let us prove one exists:
Lemma 4.17. The operator D(uT ,ϕT ) is Fredholm and surjective, of index µ(uT )+sf(uT )+ i(λ
0)−
i(λ2) = 2. Moreover, it admits a smooth family of right inverses Q(uT ,ϕT ), with a uniform bound
on the operator norm
(4.48) ||Q(uT ,ϕT )|| ≤ C
independent of T .
Proof. We follow the usual strategy of constructing an approximate right inverse first. By the regu-
larity of the moduli spacesM(x0,x1) andM(x1,x2), we choose bounded right inversesQ(u1,ϕ1), Q(u2,ϕ2)
for D(u1,ϕ1), D(u2,ϕ2).
Given (ζ, σ) ∈ L2,k−1(u∗TTM) ⊕ V
2,k−1
(uT ,ϕT )
, we construct β1(ζ, σ) ∈ L2,k−1((u1)∗TM) ⊕ V 2,k−1(u1,ϕ1),
noting that u1(s+ T, t) = uT (s, t) for s ≤ −1, and for −1 ≤ s ≤ +1, both u
1(s+ T, t) and uT (s, t)
are contained in a small neighbourhood of x1, on which E is trivialized:
(4.49) β1(ζ, σ)(s, t) =

(ζ(s, t), σ(s, t)) for s ≤ −1;
β−(s− 1)
(
Π
u1(s+T,t)
uT (s,t)
ζ(s, t),ΠV(u1 ,ϕ1)σ(s, t)
)
for − 1 ≤ s ≤ +1;
0 for 1 ≤ s.
where Π
u1(s+T,t)
u(s,t) is again the parallel transport map, and ΠV(u1,ϕ1) is the s-dependent linear pro-
jection given by
σ(s, t) 7→ σ(s, t)− 〈ϕ1(s+ T ), σ(s)〉Hϕ(s+ T, t)
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which is well defined by the trivialization of E. We hope no confusion is caused between the two; in
any case the linear projection can be thought of as a kind of parallel transport between subspaces
of the space of sections of E.
Likewise, we can also construct β2(ζ, σ) ∈ L2,k−1((u2)∗TM)⊕ V 2,k−1(u2,ϕ2) as
(4.50) β2(ζ, σ) =

0 for s ≤ −1;
β+(s+ 1)
(
Π
u2(s−T,t)
uT (s,t)
ζ(s, t),ΠV(u2 ,ϕ2)σ(s, t)
)
for − 1 ≤ s ≤ +1;
(ζ(s, t), σ(s, t)) for 1 ≤ s.
Together these define the “breaking map”
(4.51) βT : L
2,k−1(u∗TTM)⊕ V
2,k−1
(uT ,ϕT )
→
⊕
i=1,2
(
L2,k−1((ui)∗TM)⊕ V 2,k−1(ui,ϕi)
)
.
Similarly, we can define the “linear pregluing map”
(4.52) γT :
⊕
i=1,2
W 2,k((ui)∗TM)⊕ TϕiS
2,k
ψi−1ψi((u
i)∗E)→W 2,k(u∗TTM)⊕ TϕTS
2,k
ψ0ψ2(u
∗
TE)
as follows: given (ξi, ϑi) ∈W 2,k((ui)∗TM)⊕ TϕiS
2,k
ψi−1ψi((u
i)∗E) for i = 1, 2, we set
γT (ξ
1, ϑ1, ξ2, ϑ2) = (ξT , ϑT )
where ξT , ϑT are given by
ξT =

ξ1(s+ T, t) for s ≤ −1
β−(s)Π
uT (s,t)
u1(s+T,t)ξ
1(s+ T, t) + β+(s)Π
uT (s,t)
u2(s−T,t)ξ
2(s− T, t) for − 1 ≤ s ≤ 1
ξ2(s− T, t) for s ≥ 1
ϑT =

ϑ1(s+ T, t) for s ≤ −1
ΠV(uT ,ϕT )
(
β−(s)ϑ
1(s+ T, t) + β+(s)ϑ
2(s− T, t)
)
for − 1 ≤ s ≤ 1
ϑ2(s− T, t) for 1 ≤ s
where again ΠV(uT ,ϕT ) is the s-dependent projection onto sections which are 〈·, ·〉H -orthogonal to
ϕT , which is well defined since all the sections in question can be thought of as sections of a fixed
vector space Ex1 .
We can then define an approximate right inverse to D(uT ,ϕT ) as the composition
(4.53) Qapprox(uT ,ϕT ) = γT ◦
(
Q(u1,ϕ1) 0
0 Q(u2,ϕ2)
)
◦ βT .
It is then a straightforward adaptation of the standard gluing estimates as in [5], using the expo-
nential decay for u1, u2 as well as the exponential convergence of ϕ1, ϕ2 to ψ1, to deduce:
• The breaking map βT and the linear pregluing map γT are both uniformly bounded in T ;
• hence the composite map Qapprox(uT ,ϕT ) is also uniformly bounded in T ;
• the difference
D(uT ,ϕT ) ◦Q
approx
(uT ,ϕT )
− id
has operator norm exponentially decaying in T .
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Hence, we obtain a uniformly bounded right inverse for D(uT ,ϕT ) as
(4.54) Q(uT ,ϕT ) = Q
approx
(uT ,ϕT )
◦
(
D(uT ,ϕT ) ◦Q
approx
(uT ,ϕT )
)−1
which is well defined for sufficiently large T . 
It will be helpful, especially when we prove gluing results for equivariant Floer theory, to make a
somewhat more explicit choice of such an inverse, following [9]. Choose marked points (s1, t1) ∈ Z
and (s2, t2) ∈ Z which are regular for each of u
1, u2 in the sense of [8], and at each u1(s1, t1) and
u2(s2, t2), choose small codimension one hypersurfaces H
i ⊂M so that:
• ui is tranverse to Hi, and moreover (ui)−1(Hi) is transverse to R× {ti} ⊂ Z, at (s1, t1);
• for p ∈ Hi sufficiently close to ui(si, ti), the short geodesic between them is contained in
Hi, meaning expui(si,ti)(Bε(0) ∩ TH
i) ⊂ Hi for some ε > 0.
The first condition ensures that if we define the codimension one subspace
W 2,k((ui)∗TM, THi) ⊂W 2,k((ui)∗TM, THi)
of vector fields ξ with ξ(si, ti) ∈ TH
i, then
W 2,k((ui)∗TM, THi)⊕ TϕiSψi−1ψi((u
i)∗E)
is complementary to the one-dimensional space ker(D(ui,ϕi)); there is thus a unique right inverse
Q(ui,ϕi) for D(ui,ϕi) with W
2,k((ui)∗TM, THi) as its image.
Moreover, we could similarly define a codimension two subspace W 2,k(u∗TTM, TH
1, TH2) of vec-
tor fields along the pregluing uT . It is then not difficult to see that the approximate right in-
verse Qapprox(uT ,ϕT ) constructed earlier, and thus also the true right inverse Q(uT ,ϕT ), has exactly
W 2,k(u∗TTM, TH
1, TH2)⊕ TϕT S
2,k
ψ0ψ2(u
∗
TE) as its image.
As a direct application of Floer’s quantitative implicit function theorem of [5], [4], we then have
the following:
Proposition 4.18. For some sufficiently small ε0 > 0, independent of T , there a unique element
(ξT , ϑT ) ∈ TuTZ
2,k(x0, x2)⊕TϕTS
2,k
ψ0ψ2(u
∗
TE) such that ||(ξT , ϑT )|| < ε0 and each ξT (si, ti) ∈ TH
i,
and solves
F(uT ,ϕT )(ξT , ϑT ) = 0.
Moreover, (ξT , ϑT ) is bounded by
(4.55) ||(ξT , ϑT )|| ≤ ||Q(uT ,ϕT )F(uT , ϕT )||.
This thus yields the gluing map G:
Theorem 4.19. For some sufficiently large T0, for each T ≥ T0 the resulting solution of the twisted
equations
(uˆT , ϕˆT ) = (expuT (ξT ),Π
expuT
(ξT )
uT ϑT )
defines a smooth embedding
G : [T0,∞)→M(x
0,x2).
Moreover, as T →∞, (uˆT , ϕˆT ) converges in the Gromov topology to the broken trajectory (u
1, ϕ1), (u2, ϕ2),
and by writing G(∞) = ((u1, ϕ1), (u2, ϕ2)) in the compactification M¯(x0,x1), the map G is a sur-
jection onto some open neighbourhood of ((u1, ϕ1), (u2, ϕ2)).
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The smoothness of G in T follows from the smoothness of the pregluings uT , ϕT and the smoothness
of the right inversesQ(uT ,ϕT ). The convergence of (uˆT , ϕˆT ) to the broken trajectory is an immediate
consequence of the bound (4.55) and the exponential decay (4.41) of F(uT , ϕT ).
For the injectivity, observe that if the hypersurfaces Hi are chosen to be sufficiently small, for large
enough T , each glued curve uˆT intersects each H
i at precisely one point (s′i, ti) with the same t-
coordinate as the original marked point (si, ti); the difference s
′
2− s
′
1 is then a translation invariant
quantity. But by the second assumption on Hi, this quantity is actually just 2T + s2 − s1; hence
G is injective.
Remark. This approach is similar in spirit to that in [25], with local codimension one hypersurfaces
replacing the level sets of a Morse function. While an approach using the symplectic action could
also work here, this approach will be more helpful for proving the gluing results of Theorems 6.16,
6.21 in the setting of equivariant cohomology.
Proving the surjectivity is also made significantly simpler by our choice of local hypersurfaces.
Indeed, given some sequence of twisted solutions (uα, ϕα) converging to the broken trajectory
((u1, ϕ1), (u2, ϕ2)), for sufficiently large α the curve uα intersects each H
i at precisely one point
(s′i, ti) with the earlier fixed choice of ti. Then letting T =
1
2 (s
′
2−s
′
1−s2+s1), after a translation we
can write (uα, ϕα) = (expuT (ξα),Π
expuT
(ξα)
uT ϑα). We would like to conclude ξα = ξT and ϑα = ϑT
by using the uniqueness part of the implicit function theorem. We have a priori C1 bounds on ξα, ϑα
for large enough α from the definition of Gromov convergence, which we would like to upgrade to
an L2,k bound.
The final ingredient is then an estimate on the L2,k-norm of a twisted solution (u, ϕ) defined on a
finite but “long” strip, which is close to a constant solution (x, ψ). This allows us to deduce that
for sufficiently large α, (uα, ϕα) is in the range of the gluing map.
Proposition 4.20. Let (x, ψ) be a critical point, and fix some η > 0. Then, there exists some ε > 0,
such that for all R > 1, whenever (u, ϕ) is a solution of the twisted equations on ZR = [−R,R]×[0, 1]
so that we have d(u(s, t), x) < ε and the C1-bound ||ϕ−ψ||C1(ZR) < ε, then over the slightly smaller
strip ZR−1 = [−R+ 1, R− 1]× [0, 1]:
|| exp−1x (u(s, t))||L2,k(ZR−1) ≤ η; ||ϕ(s, t)− ψ(t)||L2,k(ZR−1) ≤ η.
The first inequality is a standard estimate in ordinary Floer theory; let us explain the bound
on ϕ(s, t) − ψ(t). First, we will always take ε small enough so that Assumption 3.6 holds over
an ε-neighbourhood of x; in particular we can think of ϕ(s, t) as solving the twisted equations in
(Ex, F0|x, F1|x), and from (4.30) Λ(ϕ) is a decreasing function. The main ingredient is the following
estimate, which allows us to control ||ϕ(s, t)− ψ(t)||L2,k through the drop in Λ(ϕ):
Lemma 4.21. Take a fixed finite strip Z1 = [s1, s2]× [0, 1], a proper substrip Z
′
1 = [s
′
1, s
′
2]× [0, 1] ⊂
Z1, and a unit eigensolution ψ(t) of Ix
d
dt with eigenvalue λ. Then, there is ε > 0 and a constant
C such that whenever ϕ solves the twisted equations in (Ex, F0|x, F1|x) and satisfies the C
1 bound
||ϕ(s, t)− ψ(t)||C1(Z1) < ε over Z1, we have
||ϕ(s, t)− ψ(t)||L2,k(Z′1) ≤ C (Λ(ϕ)(s1)− Λ(ϕ)(s2)) .
Proof. It suffices to prove the L2,1-bound over the whole strip Z1: the bounds for higher k over
slightly smaller strips can then be obtained by bootstrapping.
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Let ϑ = ϕ− ψ. Since zero is not an eigenvalue of Ix
d
dt , there is a constant C1 so that
(4.56) ||ϑ(s)||2L2,1([0,1]) ≤ C1||Ix
∂ϑ
∂t
(s)||2H
at each point s ∈ [s1, s2], where recall || · ||H is the L
2(×[0, 1]) norm. In particular, we have
||ϑ(s, t)||2L2,1(Z1) ≤
∫ s2
s1
||
∂ϑ
∂s
||2H + C1
∫ s2
s1
||Ix
∂ϑ
∂t
(s)||2H
For the second term above, observe that
||Ix
∂ϑ
∂t
||2H = ||Ix
∂ϕ
∂t
||2H − 2〈Ix
∂ϕ
∂t
, ψ〉+ λ2||ψ||2H = ||
∂ϕ
∂s
||2H + Λ
2 − 2λ2〈ϕ, ψ〉+ λ2
since ||ϕ||H = ||ψ||H = 1 and Ix
d
dt is self-adjoint; however the C
1 control on ϕ − ψ ensures that
Λ2−2λ2〈ϕ, ψ〉+λ2 is bounded by a constant multiple of Λ−λ. For the remaining terms, we observe
that for a solution of the equations on Ex with constant I,∇ we have
d
ds
Λ(ϕ) = −2||
∂ϕ
∂s
||2H
which after integration yields the desired bound. 
Proposition 4.20 then follows by dividing ZR into smaller strips of equal bounded length independent
of R, and summing the contributions from the above lemma.
5. Equivariant cohomology
5.1. Manifolds with boundary. Let us first quickly review the set-up for Morse theory on mani-
folds Y with boundary ∂Y as developed in Kronheimer-Mrowka [12]. Suppose that a Morse function
f and metric g are chosen on Y so that the gradient vector field V which is everywhere tangent to
the boundary ∂Y . Thus, in addition to critical points in the interior of Y , there are also critical
points on the boundary. For such y ∈ ∂Y , the inward pointing normal Ny is always an eigenvector
of the Hessian ∇2(f), with either positive or negative eigenvalue. Accordingly we have three types
of critical points:
• Co(f), the interior critical points;
• Cs(f), the boundary-stable y ∈ ∂Y , where the eigenvalue of Ny is positive;
• Cu(f), the boundary-unstable y ∈ ∂Y , where the eigenvalue of Ny is negative.
Observe that for a stable critical point y ∈ Cs(f), the Morse indices indY (y), ind∂Y (y) of y thought
of as a critical point of f and f |∂Y respectively coincide, whereas in the unstable case y ∈ Cu(f)
we have
(5.1) indY (y) = ind∂Y (y) + 1
For critical points y−, y+, write M(y−, y+) for the moduli space of Morse flows u(s) between y−
and y+, modulo translation. Observe that in the case when
y− ∈ Cs(f), y+ ∈ Cu(f)
the descending disc of y− as well as the ascending disc of y+ are both contained in ∂Y : in particular
they can never intersect transversely when considered as submanifolds of Y . Consequently, the
Palais-Smale transversality conditions can never be satisfied. Instead, we proceed with modified
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hypothesis that these intersect transversely as submanifolds of ∂Y . We call this the “boundary-
obstructed” case. Together with the usual Palais-Smale asumptions for other pairs of critical points
y−, y+, the moduli spaces M(y−, y+) are all smooth manifolds, of dimension
(5.2) dimM(y−, y+) =
{
ind(y−)− ind(y+) in the boundary obstructed case
ind(y−)− ind(y+)− 1 otherwise
Observe that M(y−, y+) is automatically empty in the two cases
(a) : y− ∈ Co, y+ ∈ Cu; (b) : y− ∈ Cs, y+ ∈ Co.
In the case that both y−, y+ ∈ Cu, or y−, y+ ∈ Cs, observe that all Morse trajectories connecting
them must lie entirely within the boundary ∂Y . Moreover, in the case that y− ∈ Cu, y+ ∈ Cs, the
moduli space can be partitioned
(5.3) M(y−, y+) =M
o(y−, y+) ⊔M
∂(y−, y+)
between those Morse trajectories u(s) which respectively pass through the interior of Y , and are
contained entirely in the boundary ∂Y . These have dimension ind(y−)− ind(y+)− 1 and ind(y−)−
ind(y+)−2 respectively; indeedM(y−, y+) can be given the structure of a manifold with boundary
M∂(y−, y+).
We then define free graded F2-vector spaces
C∗o =
⊕
Co(f)
F2〈y〉, C
∗
s =
⊕
Cs(f)
F2〈y〉, C
∗
u =
⊕
Cu(f)
F2〈y〉
with grading given by the Morse index. By counting zero-dimensional moduli spaces of flows, we
define a homomorphism
doo : C
∗
o → C
∗+1
o , doo(y+) =
∑
ind(y−)=ind(y+)+1
#M(y−, y+)y−;
similarly we have other counts of flows from counting interior flows
dos : C
∗
s → C
∗+1
o , duo : C
∗
o → C
∗+1
u , dus : C
∗
s → C
∗+1
u .
We then also have similar homomorphisms which this time count zero-dimensional moduli spaces
of flows entirely contained in ∂Y , noting that for unstable critical points ind∂Y (y) = indY (y)− 1:
d∂ss : C
∗
s → C
∗+1
s , d
∂
us : C
∗
s → C
∗+2
u
d∂su : C
∗
u → C
∗
s , d
∂
uu : C
∗
u → C
∗+1
u .
From this, we can define three different Morse cochain complexes:
Cˇ∗(Y, f) = C∗o ⊕ C
∗
s , differential dˇ =
(
doo dos
d∂suduo d
∂
ss + d
∂
sudus
)
(5.4)
Cˆ∗(Y, f) = C∗o ⊕ C
∗
u, differential dˆ =
(
doo dosd
∂
su
duo d
∂
uu + dusd
∂
su
)
(5.5)
C¯∗(Y, f) = C∗s ⊕ C
∗+1
u , differential d¯ =
(
d∂ss d
∂
su
d∂us d
∂
uu
)
(5.6)
giving cohomology groups Hˇ∗(Y, f), Hˆ∗(Y, f), H¯∗(Y, f), which model the cohomology of Y , the pair
(Y, ∂Y ) and the boundary ∂Y respectively.
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The complex (C¯, d¯) is clearly just the Morse complex for ∂Y with the Morse function f |∂Y . For the
other two complexes, the differential counts the index one broken trajectories : observe there can be
two-component broken trajectories connecting critical points y−, y+ of index difference one so long
as one of the components is boundary obstructed, since these boundary obstructed trajectories have
index zero (and are counted by d∂su in the above formulae).
The proof that (Cˇ, dˇ) and (Cˆ, dˆ) are complexes is analogous to the usual proof that the Morse
differential squares to zero, by looking at the one-dimensional moduli spaces of (possibly broken)
trajectories connecting y−, y+ of index difference two. This moduli space as in ordinary Morse
theory has a compactification by broken trajectories, where the new feature is that these can have
more than two components due to the presence of boundary obstructed trajectories. Moreover in
the case that y−, y+ are respectively boundary unstable and stable, the moduli space of unbroken
boundary trajectories M∂(y−, y+) also must be included in the compactification of M
o(y−, y+).
The presence of boundary obstructed trajectories has serious analytical implications: the gluing
results for boundary obstructed trajectories are significantly weaker. The compactified moduli
space is still stratified by manifolds, but is not a naturally a one-manifold with boundary, but
rather carries something which Kronheimer and Mrowka [12] call a delta structure. Nevertheless,
for such spaces stratified by one- and zero-manifolds, the number of points in the zero-manifold
stratum is still even (or zero if counted with appropriate signs), and so we can still conclude that
the appropriate algebraic relations hold (we will discuss this in more detail in sections 6.6 and 6.7).
Thus, by counting the number of broken trajectories in the compactification in the four cases
when y−, y+ are respectively: both interior critical points; interior and boundary-stable; boundary-
unstable and interior point; and boundary-unstable and boundary-stable; we obtain four relations
d2oo + dosd
∂
suduo = 0;(5.7)
doodos + dosd
∂
ss + dosd
∂
sudus = 0;(5.8)
duodoo + d
∂
uuduo + dusd
∂
suduo = 0;(5.9)
d∂us + duodos + d
∂
uudus + dusd
∂
ss + dusd
∂
sud
us = 0.(5.10)
Each of these terms are explained in more detail in 6.4. In addition to these four relations, there
are another four coming from operators counting just boundary trajectories: these are more simply
encapsulated by d¯2 = 0. Together, these relations show that (Cˇ, dˇ) and (Cˆ, dˆ) are complexes.
There are also homomorphisms
j∗ : Cˆ∗ → Cˇ∗,
(
idCo 0
0 d∂su
)
: C∗o ⊕ C
∗
u → C
∗
o ⊕ C
∗
s(5.11)
i∗ : Cˇ∗ → C¯∗,
(
0 idCs
duo dus
)
: C∗o ⊕ C
∗
s → C
∗
s ⊕ C
∗+1
u(5.12)
∂ : C¯∗ → Cˆ∗+1,
(
dos 0
dus idCu
)
: C∗s ⊕ C
∗+1
u → C
∗+1
o ⊕ C
∗+1
u(5.13)
which by a similar argument are seen to be chain maps. Moreover, these define an exact triangle
of chain complexes; so in particular there is a long exact sequence
(5.14) . . . H¯∗−1
∂
−→ Hˆ∗
j∗
−→ Hˇ∗
i∗
−→ H¯∗
∂
−→ Hˆ∗+1 → . . .
modelling the long exact sequence for the pair (Y, ∂Y ).
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5.2. A model for Z/2-equivariant Morse cohomology. Now, suppose X˜ is a smooth manifold
with a smooth Z/2-action given by an involution ι : X˜ → X˜. Let X be the fixed point set. It
is a priori a manifold with components of different dimension; for simplicity we will assume all
components have codimension k inside X˜. Let N be the normal bundle to X ⊂ X˜ ; note that at
x ∈ X it can also be characterized as the −1-eigenspace of the endomorphism dι : TxX˜ → TxX˜ .
Consider the oriented real blow-up Y˜ of X ⊂ X˜: this is a manifold with boundary ∂Y˜ = S(N) the
sphere bundle of N , coming with a projection
(5.15) π : Y˜ → X˜
which is the identity over X˜\X , and the natural projection S(N)→ X over the fixed point set X .
Moreover, the Z/2-action on X˜ lifts to a free action on Y˜ , which is just the antipodal map
−1 : S(N)→ S(N)
over π−1(X). Let Y be the quotient Y˜ /Z/2; this is a manifold with boundary ∂Y = P(N) the real
projective bundle of N . One can also think of Y as the blow-up of the singular quotient X˜/Z/2
along the invariant set X .
Observe that the blow-up Y˜ → X˜ is a (k− 1)-connected, Z/2-equivariant map, and the Z/2-action
on Y˜ is free: accordingly, there is an isomorphism in singular cohomology
(5.16) H∗(Y ;F2) ∼= H
∗
Z/2(Y˜ ;F2)
∼= H∗Z/2(X˜ ;F2) for ∗ ≤ k − 2.
Hence, we will build a model for the Z/2-equivariant cohomology of X˜, at least in low degrees, from
the Morse cohomology of Y , as a manifold with boundary. If one also wanted to model equivariant
cohomology in higher degrees, one could replace X˜ with a stabilization X˜ × Rℓ, with Z/2 action
given by the product of ι and −1 : Rℓ → Rℓ. However, the infinite dimensional Floer-theoretic
situations of our eventual application, invariant set will already be of infinite codimension, so this
is not necessary.
Take a Z/2-invariant Morse function f : X˜ → R, together with a Z/2-invariant metric. For points
x ∈ X ⊂ X˜ in the invariant set, the Hessian ∇2f : TxX˜ → TxX˜ respects the decomposition
TxX˜ = TxX ⊕ Nx. Let Ax : Nx → Nx be the anti-invariant (or normal) part of the Hessian. Let
us also assume that the eigenspaces of Ax are all one-dimensional; by the Morse assumption the
eigenvalues are all nonzero.
Its gradient vector field ∇f lifts to a vector field V˜ on the interior Y˜ \∂Y˜ of the blow-up, which
naturally extends to a vector field everywhere tangent to the boundary ∂Y˜ : in the fibre S(Nx) of
a critical point x ∈ X , V˜ is precisely the Morse flow of the quadratic function
(5.17) S(Nx) ∋ ψ 7→ 〈ψ,Axψ〉
so in particular the boundary critical points of V˜ are exactly the unit eigenvectors of Ax. A
boundary critical point is stable if the corresponding eigenvalue is positive, and unstable if the
eigenvalue is negative.
The vector field V˜ is clearly Z/2-equivariant, so it descends to a vector field V on the quotient Y .
Away from the boundary, this vector field is just the gradient ∇f descended to the quotient, and it
is everywhere tangent to the boundary ∂Y = P(N). The critical points of V come in three types:
• The interior ones, which correspond to pairs {x, ι(x)} of non-invariant critical points in X˜;
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• The boundary-stable ones, which correspond to an invariant critical point x ∈ X and a
positive eigenvalue λ > 0 of Ax;
• The boundary-unstable ones, which correspond to an invariant critical point x ∈ X and a
negative eigenvalue λ < 0 of Ax.
Morse trajectories in the interior of Y correspond to Z/2-orbits in the space of finite energy solutions
u : R→ X˜ of the Morse flow equation
d
ds
u(s) +∇f(u(s)) = 0
on X˜ that are entirely contained in X˜\X . If such a trajectory has a limit at an invariant critical
point
u(s)→ x+ ∈ X as s ∈ ∞
then for s ≫ 0, via a choice of local coordinates around x, we can think of u(s) as an element of
Tx+X˜ = Tx+X ⊕Nx+ . Writing πNu(s) for the projection of u(s) to Nx+ , we must have
(5.18) πNu(s) ∼ Ce
−λsψ as s→∞
for some eigenvector ψ of Ax+ with positive eigenvalue λ > 0. Accordingly, we think of u(s) as
being a trajectory with positive limit the boundary-stable critical point given by (x+, λ).
Similarly, if u(s)→ x− ∈ X has a Z/2-invariant limit as s→ −∞, then considering the projection
πNu(s) to Nx− for s≪ 0 we have
(5.19) πNu(s) ∼ Ce
−λsψ as s→ −∞
for an eigenvector ψ of Ax− this time with negative eigenvalue λ < 0; and so we think of u(s) as
having a negative limit the boundary-unstable critical point given by (x−, λ).
We also trajectories contained entirely in the boundary ∂Y ∼= P(N). These correspond to pairs
(u(s), φ(s)) of a map u : R→ X together with a nonzero section φ of u∗N satisfying the equations
d
ds
u(s) +∇f(u(s)) = 0
∇sφ(s) + Au(s)φ(s) = 0
considered up to a rescaling action of φ by R∗. Note that these are exactly a finite-dimensional
version of the twisted equations we studied in the previous section. As before, such a boundary
solution has positive and negative limits at boundary critical points (x±, λ±) if u(s) is a Morse
trajectory from x− to x+ and
(5.20) φ(s) ∼ C±e
−λ±sψ± as s→ ±∞
for constants C± and eigenvectors ψ± of Ax± with eigenvalues λ±, which can be either positive or
negative.
Under the appropriate transversality assumptions, we are now entirely in the previous setting of
Morse theory for manifolds with boundary. In particular, we have three complexes
(5.21) Cˇ∗(Y ) = C∗o ⊕ C
∗
s , Cˆ
∗(Y ) = C∗o ⊕ C
∗
u, C¯
∗(Y ) = C∗s ⊕ C
∗+1
u .
with corresponding cohomology groups Hˇ∗, Hˆ∗, H¯∗ forming a long exact sequence as before.
To define the F2[t]-module structures, observe that Y is a free Z/2-quotient of Y˜ . In particular
we could have just as well defined a triple of complexes Cˇ∗(Y˜ ), Cˆ∗(Y˜ ), C¯∗(Y˜ ) as above, whose
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generators are either interior critical points of Y˜ (i.e. a non-invariant critical point of X˜), or a
distinguished choice of unit eigenvector ψ of the self-adjoint operator Ax at an invariant critical
point x of X . Each of these would be a free F2[Z/2]-complex, and the natural maps j
∗, i∗, ∂
are F2[Z/2]-homomorphisms. The original complexes Cˇ
∗(Y ), Cˆ∗(Y ), C¯∗(Y ) are then obtained by
applying the functor A 7→ AF2 of Section 2.1. In particular the cohomology groups Hˇ
∗, Hˆ∗, H¯∗ have
the structure of F2[t]-modules, and the natural maps j
∗, i∗, ∂ between these groups are F2[t]-module
homomorphisms.
Finally, note that
(5.22) H¯∗(Y ) ∼= H∗(P(N);F2) ∼=
H∗(X ;F2)⊗ F2[t]
tk + w1(N)tk + . . .+ wk(N)
where wi(N) are the Stiefel-Whitney classes of N . In particular, we can then view i
∗ : Hˇ∗ → H¯∗(Y )
as a finite-dimensional replacement for the localization map
(5.23) H∗
Z/2(X˜ ;F2)→ H
∗(X ;F2)⊗ F2[t]
which is the approach we now adopt for constructing this map in the Floer theoretic case.
5.3. Equivariant Lagrangian Floer theory. Suppose that M˜n is an exact symplectic manifold,
with convex boundary at infinity (for instance, a Liouville manifold), with a symplectic involution
ι. Let L˜0, L˜1 be exact Lagrangians of M˜ , which are preserved by the involution ι, and which we
assume are either compact, or conical and disjoint at infinity. The fixed point set, which we will
denote M , is automatically a symplectic submanifold, of which the fixed parts Li = L˜i ∩M of L˜i
are (exact) Lagrangian submanifolds.
Let E = NM⊂M˜
π
−→ M be the normal bundle of M , or equivalently the bundle of −1-eigenspaces
of dι : TM˜ |M → TM˜ |M . This is naturally a symplectic vector bundle. Moreover, for i = 0, 1,
E|Li has Lagrangian subbundles Fi = NLi⊂L˜i ; the tuple p = (E,F0, F1) describes polarization data
as before. We will build a model for the equivariant Lagrangian Floer cohomology HFZ/2(L˜1, L˜2)
following the outlined Morse-theoretic approach of blowing up the invariant locus, which will couple
the normal pseudoholomorphic curve equation away from M , with the twisted equations for Floer
theory on M twisted by the polarization p.
Indeed, X˜ = PM˜ (L˜0, L˜1) inherits a Z/2-action, with fixed point set X = PM (L0, L1). The sym-
plectic action functional then define a Z/2-invariant Morse function on X˜. Moreover, the choice of
a Z/2-equivariant almost complex structure J˜t on M˜ induces a Z/2-invariant metric on X˜.
The normal bundle of X ⊂ X˜ at a path x : [0, 1]→M with x(i) ∈ Li for i = 0, 1 is
(5.24) Nx = {ψ(t) ∈ Γ([0, 1], x
∗E) : ψ(0) ∈ F0, ψ(1) ∈ F1}.
There is an induced complex structure It on E, so after choosing a Hermitian connection, we
obtain self-adjoint operators Ax = It∇t on Nx at each x ∈ X , which can also be thought of as
the Hessians of the action functional when restricted to N . Thus, in the formal blow-up of X˜/Z/2
along X , the boundary flow is given by the twisted flow equations (3.26). The stable and unstable
boundary critical points correspond to the positive and negative eigenvalues of It∇t respectively
at x ∈ L0 ∩ L1. The interior critical points correspond to pairs of non-invariant points of L˜0 ∩ L˜1,
whilst the interior flow is just the ordinary pseudoholomorphic curve equation on M˜ , considered
modulo the additional Z/2-action.
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Thus, choose a Z/2-equivariant compatible, time-dependent almost complex structure J˜t on M˜ , of
contact type at infinity. Along the invariant set M , this necessarily preserves the decomposition
TM˜ = TM ⊕E, and so we obtain an almost complex structure Jt on M , and a complex structure
It on E. For simplicity, we will always assume L˜0, L˜1 intersect everywhere transversely; if not we
could work with equivariant Hamiltonian perturbations.
As before, it will be helpful to make some strong assumptions on the local form of J˜t near the
invariant set, as well as near the invariant intersection points of L˜0, L˜1. These can be obtained from
Weinstein’s symplectic tubular neighbourhood theorem, adapted for this Z/2-equivariant setting:
Assumption 5.1. There is an equivariant open neighbourhood N of the invariant set M ⊂ M˜ ,
identified with the disc bundle of E by a symplectomorphism
(5.25) βN : N
∼
−→ D(E)
which is equivariant for the Z/2-action on N by ι, and on D(E) by multiplying the fibres by −1,
with the additional properties:
• The symplectomorphism βN sends the L˜i to the linear subbundles Fi, in other words
(5.26) βN (L˜0 ∩N) = D(F0); βN (L˜1 ∩N) = D(F1);
• there is a symplectic connection ∇ on E such at each (x, ψ) ∈ D(E), after using the
connection to split the tangent space as T(x,ψ)E ∼= TxM ⊕Ex, the almost complex structure
on D(E) given by
(5.27)
(
Jt 0
0 It
)
: TxM ⊕ Ex → TxM ⊕ E
agrees, via βN , with J˜t;
• Near each x ∈ L0 ∩ L1, there conditions of Assumption 3.6 are satisfied; in particular M˜
is locally modelled on Cn−k×Ck with the involution
(
1 0
0 −1
)
, such that L˜0, L˜1 are locally
given by L0 ×G0, L1 ×G1 for linear Lagrangian subspaces Gi of C
k.
Once again, these assumptions ensure that at each x ∈ L0 ∩ L1, the spectrum of the operator I
d
dt
is simple, and can be labelled
. . . λ−2(x) < λ−1(x) < 0 < λ0(x) < λ1(x) < λ2(x) < . . .
For generators of our Floer complexes, we then have
Co = {x = pairs {x, ι(x)} ⊂ L˜0 ∩ L˜1 : x 6= ι(x)};(5.28)
Cs = {x = (x, λi) : x ∈ L0 ∩ L1, λi ∈ Spec>0(I
d
dt
)};(5.29)
Cu = {x = (x, λi) : x ∈ L0 ∩ L1, λi ∈ Spec<0(I
d
dt
)}(5.30)
where we hope the notation boldface x to refer to any of these three things does not cause unnec-
essary confusion; we will again write C = Co ∪ Cs ∪ Cu.
Let Co, Cs, Cu be the free F2-vector spaces generated by each of the above (note that these are a
priori ungraded). Once again write
(5.31) Cˇ = Co ⊕ Cs, Cˆ = Co ⊕ Cu, C¯ = Cs ⊕ Cu.
EQUIVARIANT FLOER THEORY AND DOUBLE COVERS OF THREE-MANIFOLDS 51
Now, consider finite energy solutions u : Z → M˜ of the J˜t-holomorphic strip equation with boundary
conditions on L˜0, L˜1:
∂su+ J˜t(u)∂tu = 0 with u(·, i) ∈ L˜i for i = 0, 1.
In addition to the natural R-action by translation in s, there is now also a Z/2 action on the space
of solutions induced from involution ι. There is an important preliminary observation to make
about such solutions:
Proposition 5.2. J˜t-holomorphic strips u are either totally contained in the invariant set M , or
u−1(M) ⊂ Z is a discrete set of points.
Proof. This is a consequence of the identity principle for pseudoholomorphic strips (see [8]), applied
to u and ι(u). 
Solutions u contained in M are exactly Jt-holomorphic curves. Furthermore, suppose that for some
substrip Z ′ ⊆ Z, a J˜t holomorphic strip u with boundaries on L˜i is in fact entirely contained in
the open neighbourhood N of Assumption 5.1, which is identified with D(E) by βN . Then, we can
write
(5.32) βNu(s, t) = (v(s, t), φ(s, t))
for some v : Z ′ →M and some section φ(s, t) of v∗E, with v(·, i) ∈ Li and φ(·, i) ∈ Fi for i = 0, 1.
Moreover, under Assumption 5.1, the J˜t holomorphic curve equation is then exactly identified with
the twisted equations for (v, φ):
(5.33) ∂sv + Jt(v)∂tv = 0, ∇sφ+ It(v)∇tφ = 0.
As before, we could also work in the τ -model: for s such that βN (u(s× [0, 1])) ⊂ D(E), set
(5.34) r(s) = ||φ||H , ϕ(s, t) =
φ(s, t)
r(s)
which then satisfy the equations
(5.35)
dr
ds
+ Λ(ϕ)r = 0, ∇sϕ+ It(v)∇tϕ− Λ(ϕ)ϕ = 0
with the added condition that r(s) > 0 where defined. Unlike our earlier setting, it is important
that we remember the real function r(s): indeed whereas for the twisted equations on their own
there was a R∗-symmetry, which we reduced to a Z/2-symmetry in the τ -model, in this setting
there is only a Z/2-symmetry to begin.
We now focus on the geometry of the moduli spaces of solutions not contained within M . We will
consider the quotients of the moduli spaces these form by the Z/2 action. Suppose the limits of the
strip are u(s, t)→ x± as s→ ±∞. There are now several cases to consider, depending on whether
x−, x+ are Z/2-invariant or not.
Case I: If both x−, x+ are non-invariant, the involution ι exchanges the moduli spaces of strips:
M(x−, x+)←→M(ι(x−), ι(x+)); M(x−, ι(x+))←→M(ι(x−), x+).
Moreover, we have elements x± ∈ Co, and so define M(x−,x+) to be the moduli space of strips
connecting either of x−, ι(x−) to x+, ι(x+), modulo the Z/2-action.
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Case II: If x− is non-invariant, whilst x+ is invariant, then there is a bijection
M(x−, x+)←→M(ι(x−), x+).
Moreover, for such a strip u, for s ≫ 0, u(s, t) lies in the tubular neighbourhood neighbourhood
N ∼= D(E) of M of Assumption 5.1, so in particular we can write
βN (u(s, t)) = (v(s, t), φ(s, t))
where (v(s, t), φ(s, t)) solve the twisted equations. Moreover, there is a trivialization of E
αU : E|U ∼= C
k × U
in a neighbourhood U of x+, and the finite energy assumption on u means we can think of φ(s, t)
as a finite energy holomorphic map to Ck for s ≫ 0, which is nonzero since u is not contained in
M . The exponential decay of such maps then imply that
(5.36) φ(s, t) ∼ Ce−λsψ(t) as s→∞
for some eigenvector ψ(t) of the operator I ddt at x+, with λ > 0. We can thus think of u as being a
trajectory with positive limit at x+ = (x+, λ) ∈ Cs, and negative limit at x− = {x−, ι(x−)} ∈ Co;
and we have a moduli space M(x−,x+) of all such trajectories modulo the Z/2 action.
We could alternatively describe such solutions in the τ model; for s≫ 0 we write φ(s, t) = r(s)ϕ(s, t)
with ||ϕ(s, t)||H = 1. We must then have
(5.37) ϕ(s, t)→ ψ(t)
as s→∞, where for some unit eigensolution ψ of Ix+
d
dt with λ > 0; the convergence is exponential.
Likewise eλsr(s) must have a finite, nonzero limit as s → ∞. Before taking the Z/2-quotient, the
moduli space of such trajectories with asymptotics of type λ then is partitioned into four disjoint
parts: those trajectories from x− to (x+, ψ), those from x− to (x+,−ψ), those from ι(x−) to (x+, ψ)
and those from x− to (x+,−ψ); the Z/2-quotient identifies pairs of these.
We will later see thatM(x−,x+) is a smooth manifold, whose components can be grouped according
to the homotopy class of the strip [u], of dimension
(5.38) dimM[u](x−,x+) = µ(u)− i(λ)− 1
where µ(u) is the Maslov index, and as before i(λ) ∈ Z≥0 is such that λ = λi(x).
Case III: If x− is invariant, whilst x+ is non-invariant, again for such a flow, u(s, t) lies in the
tubular neighbourhood N ∼= D(E) of M for s ≪ 0, and thus can be identified with a solution to
the twisted equations (v, φ). In particular we must have asymptotics
(5.39) φ(s, t) ∼ Ce−λsψ(t) as s→ −∞
where this time instead λ must be negative. Hence we think of this as being a trajectory from
x− = (x−, λ) ∈ Cu to x+ = (x+, ι(x+)) ∈ Co.
We can similarly describe the moduli space in the τ model, identifying φ(s, t) with the pair
r(s), ϕ(s, t). We must then have
(5.40) ϕ(s, t)→ ψ(t)
exponentially fast as s→ −∞, where ψ(t) is a unit eigensolution of Ix−
d
dt for a negative eigenvalue
λ < 0. Similarly eλsr(s) has a finite, nonzero limit as s→ −∞.
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Modulo translation and the Z/2-action, the solutions in either picture form a moduli spaceM(x−,x+).
Again, this a smooth manifold, and the dimension of the components of paths in the same homotopy
class [u] is
(5.41) dimM[u](x−,x+) = µ(u) + i(λ).
Case IV: If both x− and x+ are invariant, we have the above asymptotic behaviors at both the
positive and the negative ends of the strip. In particular, we can think of u as being a trajectory from
x− = (x−, λ−) ∈ Cu to x+ = (x+, λ+) ∈ Cs. We will call such trajectories “interior trajectories”
following the analogy with manifolds with boundary, and denote their moduli space Mo(x−,x+).
Note the difference between these and twisted flows between x− and x+, which are to be thought of
as entirely contained in the boundary of the formal blow-up. Again, this is a manifold, of dimension
near u
(5.42) dimM[u](x−,x+) = µ(u) + i(λ−)− i(λ+).
Moreover, working in the τ model say, if (v, ϕ) is a twisted flow from x− to x+, then solution
r : R → R of ddsr + Λ(ϕ)r satisfy r(s) → 0 as s → ±∞. Then, for all sufficiently small positive
solutions r(s) (say with 0 < r(s) < 1 everywhere), (v, rϕ) defines a holomorphic strip in the disc
bundle D(E), and thus a J˜t-holomorphic strip in M˜ with asymptotics at x−, x+ of type λ−, λ+
respectively. In particular, we can naturally think of Mo(x−,x+) as a manifold with boundary
given by the moduli space of twisted flows from x− to x+, which we will in this context refer to as
M∂(x−,x+) to avoid confusion.
In all these cases, we will refer to the elements of M(x−,x+) as interior trajectories, to stress the
analogy with the picture of the Morse theory of blow-ups. As in that picture, we also have boundary
trajectories : for x−,x+ ∈ Cs ∪ Cu, to stress this we will usually write M
∂(x−,x+) for the moduli
spaces of twisted trajectories between them; these will again be manifolds, of dimension
(5.43) µ(u) + sf(u) + i(λ−)− i(λ+)− 1.
We will say that such a trajectory (u, φ) has index in M˜
(5.44) indM˜ (u, φ) =

µ(u) + sf(u) + i(λ−)− i(λ+)− 1 if x− ∈ Cs,x+ ∈ Cu
µ(u) + sf(u) + i(λ−)− i(λ+) if both x−,x+ ∈ Cs or Cu
µ(u) + i(λ−)− i(λ+) + 1 if x− ∈ Cu,x+ ∈ Cs
and again we refer to the first case as the boundary obstructed case. When we wish to place the
interior and boundary trajectories on the same footing, we will refer to them as blown up trajectories.
By counting possibly broken, blown-up trajectories with total index one, we define differentials
dˇ, dˆ, d¯ on Cˇ, Cˆ, C¯ in accordance with the formulas (5.4), (5.5), (5.6) from before. Again, there are
natural chain homomorphisms j∗, i∗, ∂ between these complexes. Observe that in the case of (C¯, d¯)
this is just the complex computing the polarization-twisted Floer cohomology of (L0, L1).
The F2[t]-module structures are defined as before: each of the three complexes lift to free F2[Z/2]-
complexes, by building complexes generated by the non-invariant intersection points of L˜0 ∩ L˜1
(rather than pairs of such points), as well as for each x ∈ L0 ∩ L1 pairs of generators (x, ψ) and
(x,−ψ) for the unit || · ||H -norm eigensolutions of Ix
d
dt . The natural maps j
∗, i∗, ∂ then lift to maps
of F2[Z/2], and the original complexes Cˇ, Cˆ, C¯ can be recovered using the functor A 7→ AF2 of
Section 2.1.
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Definition 5.3. We define the equivariant Floer cohomology, and by analogy with cyclic homology,
the negative equivariant Floer cohomology
(5.45) HFZ/2(L˜0, L˜1), HF
−
Z/2(L˜0, L˜1)
to be the cohomology of the complexes (Cˇ, dˇ) and (Cˆ, dˆ) respectively. These are F2[t]-modules.
Moreover there is a natural long exact sequence of F2[t]-modules
(5.46) . . .→ HF−
Z/2(L˜0, L˜1)→ HFZ/2(L˜0, L˜1)→ HFtw(L0, L1; p)→ . . .
where p = (E,F0, F1) is the polarization data coming from the normal to the invariant set M . The
map HFZ/2(L˜0, L˜1)→ HFtw(L0, L1; p) will be referred to as the localization map.
In Section 6, we detail the necessary analytic arguments to rigorously define the differentials dˆ, dˇ, d¯
and the natural maps j∗, i∗, ∂, and prove both that these respectively square to zero and are chain
maps. Moreover, these same analytical arguments adapted to a continuation equation also show
that the modules HFZ/2(L˜0, L˜1) and HF
−
Z/2(L˜0, L˜1) are invariant under a perturbation of J˜t, as
well as equivariant exact Lagrangian isotopies of L˜0, L˜1.
Before we do that, observe that each of Cˇ, Cˆ have a filtration by the symplectic action, compatible
with the F2[t]-module structure, analogously to the filtration on polarized Floer theory. Moreover,
the associated graded modules are precisely⊕
x∈Co
F2〈x〉 ⊕
⊕
x∈L0∩L1
F2[t]〈x〉,
⊕
x∈Co
F2〈x〉 ⊕
⊕
x∈L0∩L1
t−1F2[t
−1]〈x〉
respectively, with the obvious F2[t]-module structures. In particular, the associated graded for Cˆ
is a torsion F2[t]-module; thus the same must be true for Cˆ: each α ∈ Cˆ must be annihilated by
T n for some n. In particular, recalling that T is already invertible on twisted Floer cohomology,
we deduce
Proposition 5.4. The negative equivariant Floer cohomology HF−
Z/2(L˜0, L˜1) ⊗F2[t] F2[t, t
−1] van-
ishes after inverting t.
An immediate corollary, in view of the long exact sequence (5.46), is Theorem 1.1: the “localization
map”
HFZ/2(L˜0, L˜1)→ HFtw(L0, L1; p)
is an isomorphism after inverting t. This is, however, not enough to deduce the Smith-type in-
equality of Theorem 1.2: there is so far no natural spectral sequence relating the ordinary Floer
cohomologyHF (L˜0, L˜1) to its equivariant analogue. This will instead by a consequence of Theorem
8.1, which compares our model of equivariant cohomology to Seidel-Smith’s.
6. Analytical aspects II
6.1. Fredholm theory and equivariant transversality. In Section 2.2, we described Sobolev
space frameworks in each of the σ and τ models, so that the twisted equations are Fredholm, and
proved that for fixed Jt cutting out the moduli spaces of holomorphic strips in M transversality,
and generic complex structures It and connections ∇ on E, the spaces of solutions are cut out
transversely.
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We will do the same here for the “interior” moduli spacesM(x−,x+) of J˜t-holomorphic strips, with
prescribed asymptotics at the fixed point set. As before, we will give both a σ-model description,
as well as an equivalent τ -model description. On the one hand, the index formula will be much
more transparent in the σ-model, while gluing will be much easier in the τ -model.
Let us focus on the case that x− = (x−, ι(x−)) ∈ Co and x+ = (x+, λ+) ∈ Cs. The case that
x−,x+ ∈ Co is that of standard Lagrangian Floer theory, whilst the remaining two cases where
x− ∈ Cu are entirely analogous to the one at hand.
Choose a small δ > 0 so that there are no eigenvalues of Ix+
d
dt in between λ+ − δ and λ+.
We begin in the σ model. Let Z2,k(x−,x+) be the set of all continuous maps u : Z → M˜ , with
boundary on L˜0, L˜1, such that:
• The map u is locally class L2,k;
• for s ≪ 0, there is some ξ−(s, t) ∈ Tx−M˜ of class W
2,k on some semi-infinite strip
(−∞,−S0]× [0, 1] such that
u(s, t) = expx−(ξ−(s, t));
• for s ≫ 0, u(s, t) is contained in the neighbourhood N of the invariant set M , and under
βN : N ∼= D(E), we have u(s, t) = (v(s, t), φ(s, t)) such that: on some semi-infinite strip
[S0,∞)× [0, 1] there is ξ+(s, t) ∈ Tx+M of class W
2,k with
v(s, t) = expx+(ξ+(s, t))
and moreover e(λ+−δ)sφ(s, t) is class W 2,k.
To see that this is a Banach manifold, we construct a weight function as follows. Choose first a
smooth function γ : M˜ → [0, 1] such that, writing Dr(E) for the radius r disc bundle of E, we have:
(6.1) γ(x) =
{
0 if x /∈ N2/3 = (βN )
−1D2/3(E);
1 if x ∈ N1/3 = (βN )
−1D1/3(E).
Then, choose a smooth function w : R→ R such that
w(s) =
{
0 for s≪ 0;
(λ+ − δ)s for s≫ 0.
Then, for s ∈ R and any tangent vector ξ ∈ TxM˜ for any x ∈ M˜ , define the γ, w-rescaling of this
tangent vector to be
(6.2) Rγ,w(ξ) =
{
ξ if x /∈ N
(β−1N )∗(ξM , e
γ(x)w(s)θ) if x ∈ N, (βN )∗ξ = (ξM , θ) ∈ Tπ(x)M ⊕ Eπ(x)
recalling that βN : N
∼
−→ D(E), and the tangent bundle of D(E) is split as π∗TM ⊕ π∗E by the
choice of connection. Then, define
(6.3) W 2,kλ+ (u) := {ξ ∈ C
0(Z, u∗TM˜) : Rγ,w(ξ) is class W
2,k, ξ(·, i) ∈ T L˜i for i = 0, 1}
This is a Banach space via the norm
(6.4) ||ξ||W 2,kλ+
= ||Rγ,w(ξ)||W 2,k ;
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and moreover via the exponential map this makes Z2,k(x−,x+) into a Banach manifold with
W 2,kλ+ (u) as its tangent spaces. Moreover, we can similarly rescale sections of u
∗TM˜ without La-
grangian boundary conditions, and thus define
(6.5) L2,k−1λ+ (u) := {η ∈ C
0(Z, u∗TM˜) : Rγ,w(η) is class L
2,k−1}.
These fit into a Banach vector bundle L2,k−1λ+ (TM) over Z
2,k(x−,x+), such that the ∂¯J˜t-operator
defines a Fredholm section
(6.6) ∂¯J˜t : Z
2,k(x−,x+)→ L
2,k−1
λ+
(TM)
whose zero set, after quotienting by R, is precisely the moduli space M(x−,x+).
Proposition 6.1. At a solution u, the index of the linearized operator
D(∂¯J˜t) : W
2,k
λ+
(u)→ L2,k−1λ+ (u)
is equal to µ(u)− i(λ+).
Proof. This is again an argument using the cut-and-paste and homotopy invariance properties of
the Fredholm index. Consider the linearized ∂¯-operator without exponential weights
F :W 2,k(u∗TM˜)→ L2,k−1(u∗TM˜),
which has index µ(u). Consider also the linear ∂¯ operator acting on spaces of sections of the
constant vector bundle on Tx+M,Ex+ :
G+ = (∂¯J , ∂¯I) :W
2,k(Z, Tx+M)⊕W
2,k
λ+
(Z,Ex+)→ L
2,k−1(Z, Tx+M)⊕ L
2,k−1
λ+
(Z,Ex+),
which has index i(λ+) by Proposition 4.2, where
W 2,kλ+ (Z,Ex+) = e
−w(s)W 2,k(Z,Ex+), L
2,k−1(Z,Ex+) = e
−w(s)L2,k−1(Z,Ex+)
have are Sobolev spaces on the strip with a large exponential weight ew(s) at the positive end,
and unweighted at the negative end. Gluing these two operators together, we obtain an operator
homotopic to D(∂¯J˜t) :W
2,k
λ+
(u)→ L2,k−1λ+ (u), yielding the result. 
We make a completely analogous construction in the remaining cases where x− ∈ Cu, and either
x+ ∈ Co or Cs.
In the case when x− ∈ Cu and x+ ∈ Co, we then similarly define a space of strips Z
2,k
λ−
(x−, x+) in
the case that x+ ∈ Co by imposing similar decay conditions on the E-coordinate of u as s ≪ 0,
this time with a weight function of the form e(λ−+δ)s. Likewise, when x− ∈ Cu and x+ ∈ Cs,
we define a space W2,kλ−λ+(x−,x+) with decay conditions at both infinite ends. These are Banach
manifolds, modelled after Banach spaces W 2,kλ− (u) and W
2,k
λ−λ+
(u) respectively, defined by a similar
rescaling map Rγ,w that weights the E-coordinate by e
(λ−+δ)s for s ≪ 0, as well as by e(λ+−δ)s
for s ≫ 0 in the second case. Again, there are Banach vector bundles L2,k−1λ− and L
2,k−1
λ−λ+
of class
L2,k−1 sections of u∗TM˜ with the same asymptotic conditions and no boundary conditions, such
that the ∂¯J˜t -operator defines a Fredholm section. The zero set of this section is the moduli space
of J˜t-holomorphic strips, and its linearization has index
µ(u) + i(λ−) + 1
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in the case x− ∈ Cu and x+ ∈ Co, and index
µ(u) + i(λ−)− i(λ+) + 1
in the case x− ∈ Cu and x+ ∈ Cs.
Definition 6.2. We say that a time-dependent, equivariant almost complex structure J˜t is equiv-
ariantly regular if it satisfies the conditions of Assumption 5.1 for some symplectic tubular neigh-
bourhood N of M , and
• the moduli spaces of non-invariant J˜t-holomorphic stripsM(x−,x+) with prescribed asymp-
totics are all transversely cut out, meaning that at each u, the linearized ∂¯J˜t operator acting
on the weighted Sobolev spaces as defined above is surjective;
• the induced almost complex structure Jt on M is regular for all the moduli spaces of Jt
holomorphic strips M(x−, x+) contained entirely within M ;
• the induced complex structure It on E is regular in the sense of polarization-twisted Floer
theory.
When this holds, the moduli spaces M(x−,x+) are then smooth manifolds of the claimed dimen-
sions.
Constructing such a J˜t is not hard. First, pick regular Jt on M , and It on E. Then, fix a
tubular neighbourhood N of M and βN : N ∼= D(E); after choosing a symplectic connection on E
this determines the almost complex structure on N . We then pick some smooth, Z/2-equivariant
extension J˜t of this to all of M˜ . For non-invariant u : Z →M contained entirely within the closure
N¯ , the regularity of the twisted equations means that such u is automatically cut out transversely.
For u not contained entirely within N¯ , there must exist a regular point of Z in the sense of Floer-
Hofer-Salamon [8] whose image lies outside N¯ ; moreover we can also choose it so that its image is
disjoint from ι(u(Z)). This then implies that J˜t can be equivariantly perturbed outside of N to
achieve regularity.
6.2. The τ-model. We will also need an alternative Banach manifold set-up using the τ -model, in
order to perform gluing without large exponential weights. However since the only application of
this set-up will be to gluing, we will only give a “local” Banach manifold structure near a solution
u to the ∂¯ equations.
Again fix a tubular neighbourhood N of the invariant set M and an isomorphism βN : N ∼= D(E).
Let us again focus on the case x− = (x−, ι(x−)) ∈ Co and x+ = (x+, λ+) ∈ Cs, and fix a unit
eigenvector ψ+ for Ix+
d
dt with eigenvalue λ+.
Recall that for any solution u with limits at x− and x+, there does not exist an s ∈ R such that
u(s, [0, 1]) is entirely contained in M . Moreover, there exists an S ∈ R such that for all s ≥ S, we
have u(s, t) ∈ N .
We will write Z+S = [S,∞) × [0, 1] for the semi-infinite strip. For a map u : Z → M˜ such that
u(Z+S ) ⊂ N , under the identification βN : N
∼= D(E), we will write v = πMu : Z
+
S →M to be the
projection of u to M , and φ = πEu ∈ v
∗E to be the fiber coordinate of u.
Given S ∈ R, we will define a Banach manifold depending on S
Z˜2,kS (x−,x+)
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to be the set of tuples
(u, r, ϕ)
where:
• u : Z → M˜ is a continuous map with boundaries on L˜0, L˜1, such that u(Z
+
S ) ⊂ N , and so
we can write v(s, t) = πMu(s, t) and φ(s, t) = πEu(s, t) for s ≥ S;
• r(s) is a real function defined for s ≥ S;
• ϕ ∈ C0(Z+S , v
∗E) is a section of v∗E, with boundary conditions on F0, F1, and such that
||ϕ||H = 1 for all s ≥ S.
These must moreover satisfy the conditions:
• u and ϕ are of class L2,kloc , and moreover r ∈ L
2,k([S,∞),R);
• for s≪ 0, we have u(s, t) = expx−(ξ−(s, t)) where ξ−(s, t) ∈ Tx−M˜ is of class L
2,k;
• for s≫ 0, we have v(s, t) = expx+(ξ+(s, t)) where ξ+(s, t) ∈ Tx+M is of class L
2,k;
• for s ≫ 0 so that v is contained in an open neighbourhood of x+ ∈ M of Assumption 3.6
on which E is trivialized, the difference ϕ(s, t)− ψ+(t) is of class L
2,k;
• u and r, ϕ match over Z+S :
φ(s, t) = πEu(s, t) = r(s)ϕ(s, t)
and in particular as long as u(s, [0, 1]) is not contained in M , u(s, t) determines r(s), ϕ(s, t)
via r(s) = ||φ||H and ϕ = φ/r;
• u(S, [0, 1]) is not entirely contained in M .
The underlying reason for this at first sight perhaps convoluted definition is that we need to include
in our Banach manifold those u(s, t) on which u(s, [0, 1]) ⊂ M for arbitrarily large s: for such s,
we must have r(s) = 0, and u(s, t) does not determine ϕ(s, t) through the matching condition. Of
course, this cannot happen for a J˜t-holomorphic u; but we still need to consider such (u, r, ϕ) in our
Banach space: the tuples (u, r, ϕ) for which r(s) > 0 everywhere do not form a Banach manifold in
any meaningful sense. On the other hand, we will talk about the space
Z2,kS (x−,x+) ⊂ Z˜
2,k
S (x−,x+)
on which r(s) ≥ 0 for all s where defined, which will be a closed subset. We will usually abbreviate
the entire tuple (u, r, ϕ) as just u, since for J˜t-holomorphic strips, the choice of u does determine
r, ϕ.
A consequence of the final condition is that any element (u, r, ϕ) of Z˜2,kS (x−,x+) also determines an
element of Z˜2,kS′ and for any S
′ with |S′ − S| sufficiently small: this is since there must exist ε > 0
so that for all S − ε < S′ < S + ε, we have that u(S′, [0, 1]) is contained in N but not contained in
M .
Indeed, once we have defined the Banach manifold structure, we shall see that small neighbourhoods
of (u, r, ϕ) in Z˜2,kS and Z˜
2,k
S′ are diffeomorphic; in particular we obtain a canonical Banach manifold
structure (independent of S) in a neighbourhood of the moduli space of solutions. However, we will
see that the appearance of S < s < S′ such that u(s, [0, 1]) ⊂ M means the two Banach manifold
structures from Z˜2,kS and Z˜
2,k
S′ around (u, r, ϕ) are no longer compatible; this underlies our failure
to describe a global Banach manifold structure as we did for the σ model.
EQUIVARIANT FLOER THEORY AND DOUBLE COVERS OF THREE-MANIFOLDS 59
Let us now define the Banach manifold structure on Z˜2,kS (x−,x+). At each (u, r, ϕ), we define the
tangent space
TuZ˜
2,k
S
(where we are abbreviating u for (u, r, ϕ)) to be the tuples (ξ, ρ, ϑ) where
• ξ ∈W 2,k(Z, u∗TM˜) is a class L2,k section of u∗TM˜ along Z, with boundary conditions on
F0, F1; in particular over Z
+
S we can write ξ = (ξM , ξE) where ξM ∈W
2,k(Z+S , v
∗TM) and
ξE ∈ W
2,k(Z+S , v
∗E) after using the connection ∇ to produce a (time-dependent) splitting
TD(E) = TM ⊕ E;
• ρ ∈ L2,k([S,∞),R);
• ϑ ∈ TϕS
2,k(Z+S , v
∗E) the space of L2,k sections of v∗E over Z+S , with boundary conditions
on F0, F1, such that for s ≥ S we have
〈ϕ, ϑ〉H = 0;
• we have the matching condition
ξE(s, t) = ρ(s, t)ϕ(s, t) + r(s)ϑ(s, t),
in particular we see that so long as u(s, [0, 1]) is not contained in M , then ξ determines ρ
and ϑ by ρ = 〈ϕ, ξE〉 and ϑ =
1
r (ξE − ρϕ).
This forms a vector space. In particular, the matching condition ensures that for S < S′ such that
there is no s ∈ (S, S′) with u(s, [0, 1]) ⊂M , the two vector spaces TuZ˜
2,k
S , TuZ˜
2,k
S′ are identified.
The norm on TuZ˜
2,k
S is constructed as follows: writing β+(s) : R→ [0, 1] for an increasing smooth
cut-off function with β+ = 0 on s ≤ 0 and β+ = 1 on s ≥ 1, we first define for ξ ∈ W
2,k(u∗TM˜) a
similar rescaling as before, depending on S:
RS(ξ(s, t)) =
{
ξ(s, t) if s < S;
(ξM , (1− β+(s− S))ξE) ∈ v
∗TM ⊕ v∗E ∼= u∗TM˜ if s ≥ S.
We then define the norm as
(6.7) ||(ξ, ρ, ϑ)||Z2,kS
= ||RS(ξ)||2,k + ||β+(s− S)ρ||2,k + ||β+(s− S)ϑ||2,k.
This norm is complete, and moreover the exponential map on M˜ as well as the connection on E
induces a map from a sufficiently small open neighbourhood of zero to Z˜2,kS . We leave it to the
reader to check this defines a Banach manifold. The key point is from the definition of S, for s
sufficiently close to S, u(s, [0, 1]) is both contained in N and not wholly contained in M : the same
holds for any image of a small enough ξ under the exponential map. We also leave it to the reader
to check that for such S′ sufficiently close to S, the two norms || · ||Z2,kS
and || · ||Z2,k
S′
are equivalent,
and the Banach manifolds locally diffeomorphic (indeed, this is true whenever S < S′ and there is
no S < s < S′ such that u(s, [0, 1]) ⊂M).
Likewise, there is a Banach bundle V2,k−1S over Z˜
2,k
S (x−,x+) whose fibre over (u, r, ϕ) is the set of
tuples (ζ, µ, σ) where ζ ∈ L2,k−1, µ ∈ L2,k−1([S,∞),R) and σ is an element of
V 2,k−1(u,ϕ) (Z
+
S , v
∗E) = {σ ∈ L2,k−1(Z+S , v
∗E) : 〈ϕ, σ〉H = 0}
subject to a similar matching condition
πEζ(s, t) = µ(s)ϕ(s, t) + r(s)σ(s, t)
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over Z+S . The norm on this space is given by the same construction:
(6.8) ||(ζ, µ, σ)||V 2,k−1S
= ||RS(ζ)||2,k−1 + ||β+(s− S)µ||2,k−1 + ||β+(s− S)σ||2,k−1.
The ∂¯-operator can then be recast in this set-up as a section
F : Z˜2,kS (x−,x+)→ V
2,k−1
S(6.9)
(u, r, ϕ) 7→
(
∂¯J˜tu,
dr
ds
+ Λ(ϕ)r, ∇¯Iϕ− Λ(ϕ)ϕ
)
(6.10)
of the vector bundle V2,k−1S . Its zeroes within the closed subspace
Z2,kS (x−,x+) ⊂ Z˜
2,k
S (x−,x+)
where r(s) ≥ 0 are then exactly the solutions to the ∂¯J˜t equations with limits at x− and x+, such
that u(Z+S ) ⊂ N , with asymptotics of type λ+ at x+, and with ϕ(s, t)→ ψ+ rather than −ψ+.
Moreover, the linearization (DF)u at a solution u = (u, r, ϕ) is given by:
(6.11) DFu(ξ, ρ, ϑ) =
 Duξdρ
ds + Λ(ϕ)ρ+ r(s)〈ϕ, ∇¯Iϑ〉H + r(s)C
τ
(v,ϕ)πTMξ
Bτ(v,ϕ)πTMξ +ΠV ∇¯Iϑ− Λ(ϕ)ϑ)

where Du is the linearization of the ∂¯-operator, v is the projection of u to M using βN ; B
τ
(v,ϕ) is
given by the same formula as (4.25); and Cτ(v,ϕ) :W
2,k(v∗TM)→ L2,k−1([S,∞),R) is given by
(6.12) Cτ(v,ϕ)ξ = 〈ϕ, (∇ξI)∇tϕ〉H + 〈ϕ, IF∇(ξ, ∂tv)ϕ〉H .
Proposition 6.3. The linearization (DF)u at a solution (u, r, ϕ) is a Fredholm operators of the
index
ind((DF)u) = µ(u)− i(λ+).
Proof. That the linearized operator is Fredholm follows from the proof of Proposition 4.7. Moreover,
by an excision argument comparing these operators to the linearized operators used in the τ -model
for polarization-twisted Floer theory earlier, it suffices to compute the index for the case when
λ+ = λ0 is the smallest positive eigenvalue.
To do this, we will compareDF to the linearized ∂¯-operator in the σ-model acting on the unweighted
spaces : there is a commutative diagram
(6.13)
W 2,k(u∗TM˜) L2,k−1(u∗TM˜)
TuZ˜
2,k
S V
2,k−1
S
D(∂¯)
DF
where the vertical arrows are the natural maps given by sending ξ 7→ (ξ, ρ, ϑ) where for ρ = 〈ϕ, ξE〉H
and ϑ = 1r (ξE − ρϕ) for s ≥ S. However in this case, the vertical arrows are in fact isomorphisms
of Banach spaces, from which we deduce the result. 
We then say that a solution (u, r, ϕ) is regular if (DF)u is surjective. Thankfully, this notion is again
equivalent to regularity in the σ-model, utilizing Sobolev spaces with large exponential weights:
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Proposition 6.4. DF is surjective at a solution (u, r, ϕ) if and only if the corresponding σ-model
solution (u, φ) is regular for J˜t, in the sense that the operator
D(∂¯J˜t) :W
2,k
λ+
→ L2,k−1λ+
on the Sobolev spaces with weights e(λ+−δ)s at the positive end of the strip is surjective.
Proof. Since D(∂¯J˜t) and DF have the same index µ(u)+ i(λ+), it suffices to show their kernels are
isomorphic. There certainly an injection
ker(D(∂¯J˜t) →֒ ker(DF)
given by
ξ 7→ (ξ, ρ, ϑ), ρ = 〈ϕ, ξE〉H , ϑ =
1
r
(ξE − ρϕ).
Conversely, if (ξ, ρ, ϑ) ∈ ker(DF), we then have
d
ds
ρ+ Λ(ϕ)ρ+ r(s)η(s, t) = 0
for s ≥ S, where η(s, t) = 〈ϕ, ∇¯Iϑ〉H + 〈ϕ, ItF∇(πTMξ, ∂tv)ϕ〉H . Now, since (u, r, ϕ) is a solution,
we must have r(s) = r0e
−λ+s+R(s, t) where the error R(s, t) satisfies e(λ++δ)sR(s, t)→ 0; moreover
we certainly have η(s, t) ∈ L2,k([S,∞),R). We deduce that since Λ(ϕ)→ λ+ (also with exponential
speed), we must actually have
e(λ+−δ)sρ ∈ L2,k([S,∞),R).
Thus we see that since ξE = ρϕ + rϑ, we must have ξ ∈ W
2,k
λ+
(u) and is thus an element of
ker(D(∂¯J˜t)), which completes the proof. 
This set-up is entirely analogous in the case that x− = (x−, λ−) ∈ Cu and x+ ∈ Co, but just with
the roles of the positive and negative end of the strip reversed. Writing Z−S for the semi-infinite strip
(−∞, S]× [0, 1], we obtain a Banach manifold of Z˜2,kS (x−, x+) of tuples (u, r, ϕ) where u : Z → M˜
is a strip with boundaries on L˜0, L˜1 and limits at x−, x+, such that u(Z
−
S ) ⊂ N and on Z
−
S we have
πEu = r(s)ϕ(s, t), where ||ϕ||H = 1 and ϕ → ψ− as s → ∞. The moduli space of parametrized
solutions is then cut out by a Fredholm section F , whose linearization DF has index
µ(u) + i(λ−) + 1
and is surjective if the corresponding solution in the σ model is itself regular.
The case that x− = (x−, λ−) ∈ Cu and x+ = (x+, λ+) ∈ Cs is more interesting. Here we must
consider both semi-infinite ends of the strip Z−S and Z
+
S (we could also use different values of S for
the positive and negative end, but for simplicity let us not), and we define a similar Banach manifold
Z˜2,kS (x−,x+) of tuples (u, r, ϕ) where we now impose that both u(Z
−
S ) ⊂ N and u(Z
+
S ) ⊂ N , with
r, ϕ being defined on Z−S ⊔ Z
+
S and satisfying the same matching condition. We similarly obtain a
Fredholm map F , cutting out the moduli space of parametrized solutions, whose linearization has
index
µ(u) + i(λ−)− i(λ+) + 1
and is in particular surjective if and only if the corresponding σ model solution is regular.
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Consider now (v, ϕ) a solution of the twisted equations in the τ -model, with asymptotics to x− and
x+; recall that in the context of equivariant Floer theory, we case these boundary solutions. Now,
fix a positive solution r0 : R→ [0,∞) of
d
ds
r0 + Λ(ϕ)r0 = 0.
Since λ− < 0 and λ+ > 0, we must have r0(s)→ ∞ exponentially fast as s → ±∞. In particular,
for sufficiently small ε > 0, we have εr0(s)ϕ(s, t) ∈ D(E) for each (s, t) ∈ Z, and then in particular
u = (v, εr0, ϕ) defines an element of the moduli space of “interior” trajectories M
o(x−,x+). It is
then not difficult to check that for any compact subset K ⊂ M∂(x−,x+) of the moduli space of
boundary trajectories, this assignment defines a smooth open embedding
G : K × (0, ε0)→M
o(x−,x+).
In the next section, we will define what it means for a sequence of interior trajectories to converge
to a boundary trajectory. A direct consequence of our definition will be that
lim
ε→0
G((v, ϕ), ε) = (v, ϕ);
in particular we see that
Proposition 6.5. Mo(x−,x+) is naturally the interior of a manifold with boundary, where the
boundary is exactly M∂(x−,x+).
6.3. Compactness. We turn our discussion to the compactification of our moduli spacesM(x−,x+)
of non-invariant flows with prescribed asymptotics; where we must account for a sequence of non-
invariant pseudoholomorphic strips uα having as a limit a solution to the twisted equations.
As before, an important tool will be control on the function Λ(ϕ)(s) for a solution ϕ of the (τ -model)
twisted equations. This is a priori not defined for a non-invariant solution u of the J˜t-holomorphic
curve equation. However, fixing a tubular neighbourhood N ∼= D(E) as in Assumption 5.1, if for
some s ∈ R we have u(s, t) ∈ N for all t ∈ [0, 1], so that βNu(s, t) = (v(s, t), r(s)ϕ(s, t)) a solution
of the twisted equations, we can define
Λ(u)(s) = Λ(ϕ) = 〈ϕ, It∇tϕ〉H
at this s. Let S(u) = {s ∈ R : u(s, [0, 1]) ⊂ N} be the subset of R on which Λ is defined.
Proposition 6.6. Suppose that J˜t is equivariantly regular. Then, there is a uniform bound
(6.14) |Λ(u)(s)| ≤ Λ0
for all finite energy, non-invariant J˜t-holomorphic maps u : Z → M˜ and s ∈ S(u).
Proof. Any finite energy u : Z → M˜ must have positive and negative limits at some x−, x+ ∈
L˜0 ∩ L˜1. Furthermore, in the event that say x+ ∈ L0 ∩ L1 is invariant, then for s ≫ 0 we must
have βNu = (v, rϕ) where ϕ → ψ+(t) as s → ∞, for some ψ+ > 0 an eigenvector of Ix+
d
dt with
eigenvalue λ+. Observe that by the regularity of J˜t, there is actually an a priori upper bound on
λ+: the dimension of the space of flows with these asymptotics is µ(u) − i(λ+) − 1, which must
be non-negative. Moreover, the exactness assumption together with the fact that L˜0 ∩ L˜1 is finite
means that there is an a priori upper bound on the Maslov index µ(u) for pseudoholomorphic strips
u; there is consequently there is an priori upper bound on λ+ > 0. Likewise, there is an a priori
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bound on the possible eigenvalues λ− < 0 which can appear as asymptotics of a strip u(s, t) with
x− being invariant.
Now, suppose for a contradiction there were a sequence uα : Z → M˜ of finite energy J˜t-holomorphic
strips, and sα ∈ S(uα), such that |Λ(uα)(sα)| increased without bound. By Gromov compactness,
we can pass to a subsequence, such that uα converges to a broken flow line (u
1, u2, . . . , un) where
ui ∈ M(xi−1, xi) for x0 = x−, x
1, . . . , xn−1, xn = x+ ∈ L˜0∩ L˜1. In particular, this means that there
are sequences σ1α < σ
2
α < . . . < σ
n
α such that each translate τ
∗
σiα
uα → u
i locally, and so that for any
sequence σ′α with σ
i
α < σ
′
α < σ
i+1
α and σ
i+1
α − σ
′
α, σ
′
α − σ
i
α →∞, we have τ
∗
σ′α
uα → x
i locally.
After passing to a subsequence, we can presume either there exists an i such that σiα < sα < σ
i+1
α
for each i and both sequences sα − σ
i
α, σ
i+1
α − sα go to infinity; or that there is some i so that
σiα − sα converges to a finite constant, say s
′. In the former case, we must have uα(sα, t)→ x
i; by
the assumption on sα, the x
i must then be invariant. In the latter, we have τ∗sαuα → τ
∗
s′u
i. The
limit ui must be then invariant trajectory: if not, then since u(sα, [0, 1]) ⊂ N , in the limit and after
rescaling we must have ui(s′, [0, 1]) ⊂ N , and then Λ(uα)(sα) → Λ(u)(s
′), a contradiction of the
assumption. Hence, we know ui is invariant in this case.
Now, pick a maximal consecutive string j, . . . , i, . . . , k such that each uj+1, uj+2, . . . , uk are invariant
(this string may possibly be empty). There are then four cases to consider.
Case I. Suppose that j = 1 and k = n: this means that all of the ui were contained in M . In
particular, each uα must be a non-invariant trajectory between invariant x−, x+; each of these
must then be a trajectory between x− = (x−, λ−) and x+ = (x+, λ+) for some λ−, λ+ which are a
priori bounded by the earlier observation. Moreover, for large enough α, uα is entirely contained
within N ; in particular it must be of the form β−1N (vα, rαϕα) for some solution of the twisted
equations with limits at x−,x+. However we already proved in Proposition 4.9 that for such
solutions, Λ(ϕα)(s) is uniformly bounded; this contradicts our assumption.
Case II. Suppose that j = 0, but that k < n: this means that u1, . . . uk are all invariant, but that
uk+1 is a non-invariant trajectory. Since each uα is a non-invariant strip, with negative limit at
an invariant x0 = x−, as above it must also have asymptotics of type λ− at x−, for some λ−
which is a priori bounded. There is also some λk < 0 such that uk+1 has a negative limit at xk
with asymptotics of type λk; consequently Λ(uk+1)(s) → λk as s → −∞. Moreover, there is an a
priori bound on λk from the above observation. In particular, we can find a sequence s′α such that
Λ(uα)(s
′
α) → λ
k + δ for some small δ, with σk+1α − s
′
α → ∞, and so that sα < s
′
α for each α. In
particular, since u1, . . . , uk are all invariant, for large enough α, we must have
uα((−∞, s
′
α]× [0, 1]) ⊂ N.
uα can then be thought of as a twisted trajectory on (−∞, s
′
α] × [0, 1], with Λ(uα)(s
′
α) = λ
k + δ,
and with Λ(uα)(s)→ λ− as s→ −∞. From here, the proof of Proposition 4.9 produces a uniform
bound on Λ for such twisted flows, giving a contradiction.
Case III. Suppose that j > 1, but that k = n. This is entirely analogous to the previous case, but
with positive and negative directions reversed.
Case IV. Suppose that j > 1 and that k < n. In this case, we have non-invariant trajectories
uj−1 and uk+1, and invariant uj, . . . , uk. Again, uj−1 must have invariant limit xj−1 at +∞ with
asymptotics of type λj ; whilst uk+1 must have an invariant limit xk at −∞ with asymptotics
type λk, where λj , λk are a priori bounded. We can then as above find sequences s′α, s
′′
α with
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s′α < sα < s
′′
α and Λ(uα)(s
′
α) → λ
j + δ′, Λ(uα)(s
′′
α) → λ
k + δ′′, for some small δ′, δ′′, and so that
uα([s
′
α, s
′′
α] × [0, 1]) ⊂ N . Again, the proof of Proposition 4.9 allows us to conclude that Λ(uα) is
bounded on [s′α, s
′′
α], a contradiction. 
Corollary 6.7. Suppose that uα is some sequence of finite energy J˜t-holomorphic curves, with a
limit in the local topology uα → u such that u is invariant. For each R > 0, and for sufficiently large
α, we can then write uα = β
−1
N (vα, rαϕα), where vα, ϕα is a twisted trajectory on ZR. Then, there
exists a twisted trajectory (u, ϕ), and nonzero real numbers such that (vα, ϕα) → (u, ϕ) uniformly
with all derivatives on each ZR.
Proof. This directly follows from the local compactness result for solutions of the twisted equations,
Proposition 4.10, together with the uniform bound on Λ(uα) as above. 
To deduce a “global” convergence result for interior trajectories, we will again use control over the
total variation of Λu(s). Even though this function is only defined on Su ⊂ R, we still define
(6.15) K(u) =
∫
S(u)
∣∣∣∣dΛ(u)ds
∣∣∣∣ , K+(u) = ∫
S(u)
(
dΛ(u)
ds
)+
.
We declare K,K+ = 0 if S(u) is empty. Likewise, for a sub-strip Z ′ = [R1, R2] ⊂ Z, we define
KZ′(u),K
+
Z′(u) to be the same integral over [R1, R2] ∩ S(u), and is zero if [R1, R2] and Su are
disjoint. Similarly, K,K+ are defined for broken trajectories by summing over the components,
including where some of the components are boundary trajectories.
Proposition 6.8. K,K+ are uniformly bounded over all possibly broken trajectories between fixed
x−,x+.
Proof. Such a trajectory has an a priori bounded number of components, and we already have the
result for boundary trajectories from Proposition 4.11 so it suffices to prove it for a single, interior
trajectory u. From the uniform bounds on Λ, it then suffices to prove it for just one of K,K+:
we prove it for K+. Suppose there were a sequence uα of interior trajectories such that K
+(uα)
increases without bound. Pass to a subsequence with a downstairs broken limit (u1, u2, . . . , un) for
u. We can then for each α find a partition of Z as
Z =W 0α ∪ Z
1
α ∪W
1
α ∪ Z
2
α ∪ . . . ∪ Z
n
α ∪W
n
α
such that u(W iα) is contained in an arbitrarily small neighbourhood of some intersection point
x ∈ L˜0 ∩ L˜1, and so that the translations τ
∗
σiα
uα recentered on Z
i
α converge locally to u
i.
Solutions (v, φ) of the twisted equations in small neighbourhoods of x ∈ L0 ∩ L1 have Λ(φ) non-
increasing, by the proof of Proposition 4.9, while non-invariant curves in small neighbourhoods of
non-invariant x ∈ L˜0 ∩ L˜1 have K = K
+ = 0 by definition. In particular, K+W iα
(uα) = 0 for each
i, α.
On the other hand, on each Ziα, either the retranslated uα have a limit to a non-invariant u
i, in
which case K+Ziα
(uα) → K
+
Zi(ui), or they have a limit to an invariant u
i. In this second case, we
can write βNuα|Ziα = (vα, rαϕα) for sufficiently large α, and there exists a twisted solution (u
i, ϕi)
such that (vα, ϕα) → (u
i, ϕi), and so K+Ziα
(uα) → K
+
Zi(u
i, φi). In particular, we obtain uniform
bounds on K+(uα) over the whole of Z, a contradiction. 
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Observe that a blown-up solution is a constant solution if either: u is an interior solution, with
u(s, t) = x ∈ L˜0∩L˜1 for a non-invariant x, or if (u, ϕ) is a twisted solution with u(s, t) = x ∈ L0∩L1
and ϕ(s, t) = ψ(t) for some unit eigenvector ψ(t) of I ddt . Alternatively, in the σ model, this means
φ(s, t) = Ce−λsψ(t) where λ is the eigenvalue of ψ.
The following lemma, an analogue of Lemma 4.12, allows us to control local convergence to constant
solutions.
Lemma 6.9. Fix arbitrary compact sub-strips Z1, Z2 ⊂ Z, and constants ε > 0, E0 > 0. Then
there exists δ1, δ2 such that if u : Z →M is a non-invariant J˜t-holomorphic strip which satisfies
(6.16) E(u) < E0, EZ2(u) ≤ δ1, KZ2(u) ≤ δ2
then one of the following holds:
• either u|Z1 is in an ε-neighbourhood of a non-invariant constant solution;
• or u|Z1 is entirely contained in the tubular neighbourhood N of M , and after writing
βNu|Z2 = (v, rϕ), the twisted solution (v, ϕ) is ε-close to a constant twisted solution in
the L2,k norm.
Proof. Again the proof is similar to that of Lemma 4.12. Suppose uα were a sequence of non-
invariant solutions with EZ2 ,KZ2 → 0, of total energy bounded by E0, such that uα|Z1 is at
least ε-distance from any constant blown-up solution, in either of the two senses described above.
By the “downstairs” local convergence, there is some subsequence that converges locally to a J˜t-
holomorphic strip u. This strip must have zero energy on Z2, and hence by unique continuation
we must have u(s, t) = x for some x ∈ L˜0 ∩ L˜1. If x is non-invariant, then for sufficiently large α,
uα|Z1 is within ε of the constant solution at x, a contradiction.
If x is invariant, then we are in the setting of Corollary 6.7. In particular, fixing some ZR containing
both Z1, Z2, for sufficiently large α we have uα(ZR) ⊂ N , and after writing βNuα = (vα, rαϕα),
there is a twisted solution (x, ϕ) with (vα, ϕα)→ (x, ϕ). By assumption, we must have KZ2(x, ϕ) =
0, so in particular ϕ must be a constant solution. In particular, for sufficiently large α, the second
of the two options holds, a contradiction. 
This immediately allows us to deduce the main result of this section, by following exactly the same
proof as in Section 2.3:
Theorem 6.10. Let uα be a sequence of interior trajectories from x− to x+ with uniformly bounded
energy. Then some subsequence Gromov converges to a broken, blown-up trajectory (u1, . . . ,un),
where ui ∈M(xi,xi+1) is either an interior trajectory ui, or a boundary twisted trajectory (ui, ϕi).
Explicitly, Gromov convergence here means there are real numbers σ1α < . . . < σ
n
α such that each
translate τ∗−σiα
uα converges locally to u
i, and for any sequences of real numbers ρα with σ
i
α− ρα →
−∞ and σi+1α − ρα → +∞ for some i = 0, . . . , n (where by convention σ
0 = −∞, σn+1 = +∞), the
translates τ∗−ραuα converge locally to the constant solution at x
i.
Corollary 6.11. The moduli space of blown-up trajectories
M¯(x−,x+) =
⋃
n≥0
⋃
x1,...,xn−1
M(x−,x
1)× . . .×M(xn−1,x+)
with the topology of Gromov convergence is compact.
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In particular, since for a holomorphic strip u : Z →M contained entirely within the invariant set,
the difference between the Maslov index as computed in M and M˜ is precisely the spectral flow
sf(u) over u:
µM˜ (u) = µM (u) + sf(u).
In particular, we see that if uα is a sequence of non-invariant trajectories converging to a broken
blown-up trajectory u1, . . . ,un, we have for sufficiently large α
µM˜ (uα) =
∑
ui non-invariant
µM˜ (u
i) +
∑
ui invariant
(
µM (u
i) + sf(ui)
)
.
Recalling that the definition of the index in M˜ of a twisted trajectory (u, ϕ), this implies that the
total M˜ -index (meaning the sum of µM˜ and indM˜ over the non-invariant and invariant components
respectively) is preserved by Gromov convergence.
6.4. The compactified moduli space. We now prove gluing theorems for the moduli space of
blown up trajectories, which allow us to prove that indeed each Cˆ, Cˇ, C¯ are indeed complexes, and
the natural maps i∗, j∗, ∂ between them are chain maps.
To do this, consider a component of the compactified moduli space M¯(x−,x+) of interior trajec-
tories which is of dimension one. We have shown so far that this is a compact topological space,
stratified by one- and zero-manifolds; there are just two strata, with the one-manifolds forming
the open stratum and the zero-manifolds forming the closed stratum. We will often refer to the
zero-manifold strata as the boundary points of the moduli space.
Let us now list such boundary points; there are four cases to consider.
Case I. If x−,x+ ∈ Co are both interior critical points, then we expect the boundary points to be
of two forms:
(1) two component broken trajectories (u1, u2) ∈ M(x−,x
1)×M(x1,x+) for x
1 ∈ Co.
(2) three component broken trajectories (u1, (u2, ϕ2), u3) ∈ M(x−,x
1)×M(x1,x2)×M(x2,x+)
where x1 ∈ Cs and x
2 ∈ Cu. In particular, (u
2, ϕ2) is a boundary (twisted) trajectory of
index zero in M˜ : this is the boundary obstructed case.
Case II. If x− ∈ Co,x+ ∈ Cs are interior and boundary-stable respectively, then we expect the
boundary points to be of three forms:
(1) two component broken trajectories (u1, u2) ∈ M(x−,x
1) ×M(x1,x+) for x
1 ∈ Co. Here,
both u1, u2 are interior trajectories.
(2) two component broken trajectories (u1, (u2, ϕ2)) ∈ M(x−,x
1) ×M(x1,x+) for x
1 ∈ Cs.
Here, u1 is an interior trajectory, whilst (u2, ϕ2) is a boundary trajectory.
(3) three component broken trajectories (u1, (u2, ϕ2), u3) ∈ M(x−,x
1)×M(x1,x2)×Mo(x2,x+)
where x1 ∈ Cs and x
2 ∈ Cu. Here, u
1 and u3 are interior trajectories, while (u2, ϕ2) is a
boundary obstructed trajectory.
Case III. If x− ∈ Cu,x+ ∈ Co are boundary-unstable and interior respectively, then similar to the
above, we expect the boundary points to be of three forms:
(1) two component broken trajectories (u1, u2) ∈ M(x−,x
1) ×M(x1,x+) for x
1 ∈ Co. Here,
both u1, u2 are interior trajectories.
(2) two component broken trajectories ((u1, ϕ1), u2) ∈ M(x−,x
1) ×M(x1,x+) for x
1 ∈ Cu.
Here, (u1, ϕ1) is a boundary trajectory, whilst u2 is an interior trajectory.
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(3) three component broken trajectories (u1, (u2, ϕ2), u3) ∈ Mo(x−,x
1)×M(x1,x2)×M(x2,x+)
where x1 ∈ Cs and x
2 ∈ Cu. Here, u
1 and u3 are interior trajectories, while (u2, ϕ2) is a
boundary obstructed trajectory.
Case IV. If x− ∈ Cu,x+ ∈ Cs are boundary unstable and boundary stable respectively, then we
expect the boundary points of the compactified moduli space M¯o(x−, x+ of interior trajectories to
be of five forms:
(1) unbroken boundary (twisted) trajectories (u, ϕ) ∈ M∂(x−,x+), which we have already
shown form a natural boundary of M¯o.
(2) two component broken trajectories (u1, u2) ∈ M(x−,x
1) ×M(x1,x+) for x
1 ∈ Co. Here,
both u1, u2 are interior trajectories.
(3) two component broken trajectories ((u1, ϕ1), u2) ∈ Mo(x−,x
1) ×M(x1,x+) for x
1 ∈ Cu.
Here, (u1, ϕ1) is a boundary trajectory, and u2 is an interior trajectory.
(4) two component broken trajectories (u1, (u2, ϕ2)) ∈ M(x−,x
1) ×Mo(x1,x+) for x
1 ∈ Cs.
Here, u1 is an interior trajectory, and (u2, ϕ2) is a boundary trajectory.
(5) three component broken trajectories (u1, (u2, ϕ2), u3) ∈ Mo(x−,x
1)×M(x1,x2)×Mo(x2,x+)
where x1 ∈ Cs and x
2 ∈ Cu. Here, u
1 and u3 are interior trajectories, while (u2, ϕ2) is a
boundary obstructed trajectory.
We then group the gluing results needed to elucidate the local structure of the compactified moduli
space for the above cases into three types:
• interior gluing, for boundary strata corresponding to two component broken interior tra-
jectories: these are cases (I.1), (II.1), (III.1) and (IV.2).
• boundary-unobstructed gluing, for two-component broken trajectories with one interior and
one boundary component: these are cases (II.2), (III.2), (IV.3) and (IV.4).
• boundary-obstructed gluing, for three-component broken trajectories where the middle com-
ponent is a boundary-obstructed trajectory, and the other two are interior trajectories:
these are cases (I.2), (II.3), (III.3) and (IV.5).
In the cases of interior gluing and boundary-unobstructed gluing, as well as case (IV.1) where no
gluing is required at all, we will see that the compactified moduli space is locally a manifold with
boundary. This will not be the case in the boundary-obstructed setting. Instead, we have the
following structure (compare the more general Definition 19.5.3 of [12]), which if the reader so
wishes can be thought of as a type Kuranishi structure adapted to this particular setting:
Definition 6.12. We say that a topological space N is a one-dimensional space stratified by mani-
folds if it is equipped with a closed subset M0 ⊂ N which is a zero-manifold, so that the complement
M1 = N\M0 has the structure of a one-manifold. Moreover, we say that N has a codimension
one smooth δ structure at a point p ∈ M0 if there is an open neighbourhood W ⊂ N of p which is
disjoint from M0\{p}, a continuous map
j :W → (R≥0)
2
and a continuous function
δ : (R≥0)
2 → R
such that:
• δ > 0 on {0} × R>0 and δ < 0 on R>0 × {0}, with δ = 0 at (0, 0);
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• on (R>0)
2, the function δ is smooth and transverse to zero, so in particular δ−1(0)\{(0, 0}
is a smooth one-manifold;
• j(p) = (0, 0), and j|W\{p} is a diffeomorphism of W\{p} ⊂ M
0 onto δ−1(0) ∩ U for some
open neighbourhood U of (0, 0) ∈ (R≥0)
2.
For example, the one-manifold with boundary R≥0 has a δ-structure along its boundary {0}, via
the function δ(x, y) = y − x. A simple example that is not a one-manifold with boundary is given
by the union of any odd number of copies of R≥0, each glued together at the point 0. However more
pathological examples exist, such as the union of the “Hawaiian ear-rings” with a single ray (see
Section 16.5 of [12]). It is possible that more careful gluing analysis might rule out such examples
from appearing in the moduli space of trajectories for generic J˜t; it is an interesting question
precisely which δ-structures appear for generic data.
Despite the potential for pathological behaviour, a codimension one smooth δ-structure is enough
to ensure that the usual counting arguments used in Floer theory carry through. Indeed, from the
above discussion, a point p ∈ M0 with a smooth δ structure “contributes an odd number” to the
count of boundary points of N .
Proposition 6.13. Suppose N is a compact one-dimensional space stratified by manifolds, with a
codimension one smooth δ structure at each point of the zero stratum. Then the number of points
of the zero stratum is even.
For the proof, we refer the reader to Section 21 of [12], which proves a considerably more general
statement with coefficient ring Z; Corollary 21.3.2 is exactly the above but with signs.
Let us now get on with proving that the compactified moduli space M¯(x−,x+) of interior trajecto-
ries has either the structure of a manifold with boundary, or a smooth codimension one δ-structure,
at each additional point of the compactification. For the sake of brevity, we will not discuss interior
gluing at all: the argument is a very minor modification of the usual gluing argument in ordinary
Lagrangian Floer theory, only different in that one of the Banach manifolds
˜
Z2,kS must be used.
Moreover, we will discuss each of boundary-unobstructed and boundary-obstructed gluing in ex-
actly one of the cases that they appear; the other cases are essentially the same. Thus in what
follows, we will carefully explain the gluing process in cases (II.2) and (I.2).
6.5. Gluing boundary-unobstructed trajectories. Let us now deal gluing in case (II.2) of
Section 6.4. Hence, let x0 = (x0, ι(x0)) ∈ Co, and x
1 = (x1, λ1) ∈ Cs,x
2 = (x2, λ2) ∈ Cs; since we
are only looking to write down boundary compactifications of the one-dimensional moduli spaces of
flows, we are taking a zero-dimensional component of the moduli spacesM(x0,x1) andM(x1,x2).
As always, fix parametrized representatives, say u1 and (u2, ϕ2) for the solutions in question, and
as before we will work entirely in the τ model.
Pick unit eigensolutions ψ1, ψ2 corresponding to λ1, λ2 at x1, x2, and assume that ϕ1 → ψ1 as
s → ∞, and ϕ2 → ψ1, ψ2 respectively as s → ±∞. Let us also fix the parametrization on u1 so
that u1([0,∞)× [0, 1]) ⊂ N ∼= D(E) the tubular neighbourhood of M given by Assumption 5.1.
We will construct for sufficiently large T an element in the Banach manifold
(uT , rT , ϕT ) ∈ Z˜
2,k
S (x
0,x2)
which is an approximate solution to F(u, r, ϕ) = 0, where in fact we will take S = −T . We will
then use the Newton-Picard method to construct an actual solution.
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Write u1 = (u1, r1, ϕ1) ∈ Z2,kS=0, meaning that for s ≥ 0, we have πEu
1(s, t) = r1(s)ϕ1(s, t) where
r1 > 0 and ||ϕ1||H = 1; let us also write v
1(s, t) = πMu
1(s, t) for s ≥ 0. Choose T large enough so
that v1([T,∞) × [0, 1]) and u2((−∞,−T ]× [0, 1]) are each contained in a small neighbourhood U
of x1 on each E is trivialized; so that we can write for s ≥ T and s ≤ T respectively
ϕ1(s, t) = ψ1(t) + η1(s, t), ϕ2(s, t) = ψ1(t) + η2(s, t)
where η1, η2 → 0 uniformly in t and exponentially in all derivatives as s→∞.
Take a smooth, non-decreasing cut-off function β+ : R→ [0, 1] such that β+(s) = 0 for s ≤ −1 and
β+(s) = 1 for s ≥ 1, and write β−(s) = 1 − β+(s). We then construct a “preglued” solution by
taking:
(6.17) uT (s, t) =
{
u1(s+ 2T, t) for s ≤ −T
β−1N (vT (s, t), rT (s)ϕT (s, t)) for s ≥ −T
where vT : Z
+
−T →M , rT : [−T,∞)→ R and ϕT ∈ C
∞(Z+−T , v
∗
TE) are defined as follows:
vT (s, t) =

v1(s+ 2T, t) for − T ≤ s ≤ −1
expx1
(
β−(s) exp
−1
x1 (v
1(s+ 2T, t)) + β+(s) exp
−1
x1 (u
2(s− T, t))
)
for − 1 ≤ s ≤ 1
u2(s− T, t) for s ≥ 1;
rT (s) =

r1(s+ T ) for − T ≤ s ≤ −1
β−(s)r
1(s+ 2T ) for − 1 ≤ s ≤ 1
0 for s ≥ 1;
ϕT (s, t) =

ϕ1(s+ 2T, t) for s ≤ −1
ψ1(t)+β−(s)η
1(s+2T,t)+β+(s)η
2(s−T,t)
||ψ1(t)+β−(s)η1(s+2T,t)+β+(s)η2(s−T,t)||H
for − 1 ≤ s ≤ 1
ϕ2(s− T, t) for s ≥ 1
where η1, η2 are the error terms above. This defines an element of Z˜2,kS (x
0,x2) for S = −T . Indeed,
by construction, there is a constant C so that rT (s) ≤ Ce
−λ1T for all s ≥ −T ; the preglued strip
uT is constructed to be exponentially close to the invariant set M on Z
+
S , and thus well within N .
Remark. Although the constructed (uT , rT , ϕT ) ∈ Z˜
2,k
S (x
0,x2) has rT (s) = 0 for s ≥ 0, the gen-
uine solution to F = 0 which we will construct by the Newton-Picard method will satisfy r > 0
everywhere.
Observe that
F(uT , rT , ϕT ) =
(
∂¯uT ,
d
ds
rT + Λ(ϕT )rT , ∇¯IϕT − Λ(ϕT )ϕT
)
∈ V2,k−1S
is supported in [−1, 1]× [0, 1]. Moreover, the exponential decay of v1, r1, ϕ1 and u2, ϕ2 imply that
for some constants C and δ > 0 independent of T we have
(6.18)
||F(uT , rT , ϕT )|| = ||∂¯vT ||L2,k−1 + ||
d
ds
rT +Λ(ϕT )rT ||L2,k−1 + ||∇¯IϕT −Λ(ϕT )ϕT )||L2,k−1 < Ce
−δT .
We seek to find a zero of F near (uT , rT , ϕT ) ∈ Z˜
2,k
S . As before, the first step is to extend the
linearization DF of F away from the zero set. In the case of polarization-twisted Floer theory, this
was essentially fixed for us by the choice of a linearization Du of the ordinary ∂¯-operator. Here the
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situation is more delicate, since over Z+S we need to ensure that the u- and r, ϕ- coordinates in the
linearized operators obey the matching condition. However, by fixing an isomorphism N ∼= D(E),
the ∂¯ equation for strips in N is exactly the twisted equations. Thus, using the time-dependent
family of metrics inherited from J˜t to construct the linearizationDu of ∂¯ at some u with u(Z
+
S ) ⊂ N ,
writing πMu = v and πEu = rϕ, we can calculate that
(6.19) D(u,r,ϕ)(ξ, ρ, ϑ) =
 Duξdρ
ds + Λ(ϕ)ρ+ r〈ϕ, ∇¯Iϑ〉H + r〈∇¯Iϕ, ϑ〉H + rC
τ
(v,ϕ)πTMξ
Bτ(v,ϕ)πTMξ +ΠV ∇¯Iϑ− Λ(ϕ)ϑ
 ∈ V2,k−1S
does in fact satisfy the matching condition, where Bτ(v,ϕ) is given by (4.25) and C
τ
(v,ϕ) is given by
(6.12).
We then consider the non-linear map
GuT : B ⊂ TuT Z˜
2,k
S → V
2,k−1
S
given by
(ξ, ρ, ϑ) 7→
(
Π
expuT
(ξ)
uT
)−1
F
(
expuT (ξ), ρ,Π
expvT
(ξM )
vT ϑ
)
where B is some ball in TuT Z˜
2,k
S ; the radius is chosen so that for (ξ, ρ, ϑ) ∈ B, expuT (ξ(s, t)) ∈ N
for s ≥ S and thus expuT (ξ) does in fact define an element of Z˜
2,k
S . The radius of B can be chosen
to be fixed, independent of T : this is since rT (s) ≤ Ce
−λ1T for all s ≥ S. If we write GuT as
GuT (ξ, ρ, ϑ) = F(uT , rT , ϕT ) +D(uT ,rT ,ϕT )(ξ, ρ, ϑ) +N(ξ, ρ, ϑ)
then it is not difficult to prove a quadratic estimate on the error term:
Lemma 6.14. For some constant C independent of T , if (ξ, ρ, ϑ), (ξ′, ρ′, ϑ′) ∈ TuT Z˜
2,k
S such that
||(ξ, ρ, ϑ)||Z2,kS
, ||(ξ′, ρ′, ϑ′)||Z2,kS
< C, then
||N(ξ, ρ, ϑ)−N(ξ′, ρ′, ϑ′)||V2,k−1S
≤ C||(ξ, ρ, ϑ) − (ξ′, ρ′, ϑ′)||Z2,kS
||(ξ, ρ, ϑ) + (ξ′, ρ′, ϑ′)||Z2,kS
.
Moreover, the linearized operators D(uT ,rT ,ϕT ) admit uniformly bounded right inverses:
Lemma 6.15. The operator D(uT ,rT ,ϕT ) is Fredholm and surjective, of index µ(uT ) − i(λ
2) = 2,
and admits a smooth family of right inverses QuT with a uniform bound on the operator norm
||QuT || ≤ C
independent of T .
Let us briefly sketch the construction of QuT : it is more or less the same as the proof of Lemma
4.17, but with one additional ingredient arising from the loss of the radial coordinate in the twisted
equations. Indeed, there is a natural “breaking map” defined by using the appropriate cut-off
functions
βT : V
2,k−1
S=−T (uT )→ V
2,k−1
S=0 (u
1)⊕ L2,k−1((u2)∗TM)⊕ V 2,k−1(u2,ϕ2) ⊕ L
2,k−1(R,R)
where the first three coordinates of this map are defined as earlier, and the final coordinate given
by
(ζ, µ, σ) 7→ β+(s− S)µ(s− S)
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remembers the auxiliary radial coordinate µ over (u2, ϕ2). Likewise, there is a “linear pregluing
map”
γT : Tu1Z˜
2,k
S=0(x
0,x1)⊕W 2,k((u2)∗TM)⊕ Tϕ2S
2,k
ψ1ψ2((u
2)∗E)⊕ L2,k(R,R)→ TuT Z˜
2,k
S=−T (x
0,x2)
where the final argument gives the radial coordinate ρ over s ≥ S on uT .
Now, by the regularity of u1 ∈ M(x0,x1) and (u2, ϕ2) ∈ M(x1,x2) we can choose right inverses
Qu1 and Q(u2,ϕ2) for the linearized operators Du1 , D(u2,ϕ2) respectively. Moreover, the linear map
L2,k(R,R)→ L2,k−1(R,R), ρ 7→
d
ds
ρ+ Λ(ϕ2)ρ
is in fact an isomorphism, since Λ→ λ1, λ2 as s→ −∞,+∞ respectively, which are both positive.
Hence writing Qr for the inverse map, we can then define an approximate right inverse to DuT by
QapproxuT = γT ◦
Qu1 Q(u2,ϕ2)
Qr
 ◦ βT .
It is then not difficult to check that DuT ◦Q
approx
uT − id has operator norm exponentially decaying
in T , and thus we obtain an actual right inverse as QuT = Q
approx ◦ (D ◦Qapprox)−1.
As before, it will be helpful to make a more geometrically meaningful choice of right inverse, using
local hypersurfaces. Again pick regular points (s1, t1) and (s2, t2) for u
1, u2 respectively, such that
u1(s1, t1) is outside the neighbourhood N of the invariant set M , and choose small hypersurfaces
H1 ⊂ M˜ and H2 ⊂M within the invariant set around u1(s1, t1) and u
2(s2, t2). Assume again that
these hypersurfaces are tranverse via ui to the lines R × {ti} ⊂ Z, and that the exponential map
on Tui(si,ti)H
i lands in Hi.
Then in the above construction, again choose unique right inverses Qu1 , Q(u1,ϕ1) for Du1 , D(u2,ϕ2)
respectively which have image those vector fields ξ on each ui with ξ(si, ti) ∈ TH
i. Consequently,
the image of the QuT constructed above will be exactly those vector fields ξ along uT such that
ξ(s1 − 2T, t1) ∈ TH
1, and πMξ(s2 + T, t2) ∈ TH
2.
By applying Floer’s quantitative implicit function theorem, adapted to find solutions of GuT = 0
just in the ball B ⊂ TuT Z˜
2,k
S , we then obtain:
Theorem 6.16. For sufficiently large T0 and small enough ε0, for each T ≥ T0 there is a unique
solution
(uˆT , rˆT , ϕˆT ) = (expuT ξT , rT + ρT ,Π
expuT
uT ϑT )
to F = 0 with ||ξ|| < ε0 and such that ξT (s1 − 2T, t1) ∈ H
1 and πMξT (s2 + T, t2) ∈ H
2. Moreover
this satisfies the bound
(6.20) ||(ξT , ρT , ϑT )||Z2,kS
≤ C||F(uT , rT , ϕT )||V 2,k−1S
for some constant C. In particular this yields a smooth embedding
G : [T0,∞)→M(x
0,x2)
with G(T ) converging in the Gromov topology to the broken trajectory (u1, (u2, ϕ2)), and by further
defining G(∞) = (u1, (u2, ϕ2)), we obtain a surjection onto a neighbourhood of this broken trajectory
in M¯(x0,x2).
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The constant C in (6.20) can be taken to be supremum of the operator norms ||QuT ||; the con-
vergence to the broken trajectory is then forced by (6.20) as well as the earlier estimate (6.18) on
F(uT , rT , ϕT ) coming from the exponential decay of u
1, u2 and ϕ2.
The smoothness here is more subtle than in Theorem 4.19, since the Banach manifold Z˜2,kS itself
depends on T . However, by our construction, for large enough T0, for every T ∈ (T0−1, T0+1) and
every S ∈ (−T0−1,−T0+1), the pregluing (uT , rT , ϕT ) defines an element of Z˜
2,k
S (this is since for
S and T in this range, uT (S, t) is exponentially close to M , but for no S do we have uT (S, t) ⊂M ,
and thus uT indeed determines rT , ϕT ). Similarly, for each such T , there are canonical vector
space isomorphisms between each TuT Z˜
2,k
S and V
2,k−1
S for S in this range, so that we can consider
these to be fixed topological vector spaces with a smoothly varying family of equivalent metrics for
S ∈ (−T0 − 1,−T0 + 1).
The upshot is that neighbourhoods of each (uT , rT , ϕT ) ∈ Z˜
2,k
S=−T form a fibration of Banach man-
ifolds over (T0− 1, T0+1), with (uT , rT , ϕT ) a smooth section. Since the map GuT , its linearization
DuT and chosen right inverse QuT by construction also vary smoothly, we see that the gluing map
must be smooth as well.
The proof of the injectivity and surjectivity of the gluing map then proceeds exactly as in the proof
of Theorem 4.19. We should note that a bit more care is required to conclude that given a sequence
of non-invariant trajectories uα converging to the broken trajectory (u
1, (u2, ϕ2)) eventually lands
in the image of the gluing map: we must upgrade the naive C1 bounds to one in the more exotic
metric on Z˜2,kS . However, this metric is a linear admixture of the usual L
2,k metric on vector fields
on the one hand outside the fixed point set, and then near the fixed point set we use the τ -model
L2,k metric on (πMξ, ϑ) as well as the usual L
2,k metric in the radial direction. The required bound
then follows from Proposition 4.20 combined with its analogue in more traditional Floer theory.
6.6. The extended moduli space. Let us now turn to gluing a three component broken trajectory
together, as in case (I.2) of Section 6.4. Hence, let x0 = (x0, ι(x0)) ∈ Co, x
1 = (x1, λ1) ∈ Cs (so
that λ1 > 0), x2 = (x2, λ2) ∈ Cu (so that λ
2 < 0), and x3 = (x3, ι(x3)) ∈ Co. For simplicity we will
only consider gluing onto the one-dimensional strata, so we will take discrete and regular elements
of the corresponding moduli spaces M(x0,x1),M(x1,x2) and M(x2,x3). As always, we will fix
parametrized representatives for the solutions in question, and work in the τ model.
This case poses a new challenge, which necessitates the introduction of δ structures. We are gluing
three trajectories u1 ∈ M(x0,x1), (u2, ϕ2) ∈ M(x1,x2) and u3 ∈ M(x2,x3) together, so at first
sight there are two gluing parameters T1, T2. However, what should be the target space of the gluing,
M(x0,x3) is only one-dimensional, so we certainly cannot have two independent gluing parameters.
Our solution to this is to define an extended moduli space EM(x0,x3) of solutions with a certain
mild discontinuity, which is one dimension higher than the actual moduli spaceM(x0,x3). We will
then have a gluing map at (u1, (u2, ϕ2), u3):
G : [T0,∞)× [T0,∞)→ EM(x
0,x3)
together with a smooth function
δ0 : [T0,∞)× [T0,∞)→ R
which measures the discontinuity of G(T1, T2); we will have δ0(T1, T2) = 0 if and only if G(T1, T2)
is a bona fide continuous trajectory. This will then give rise to a δ-structure, as we will explain in
the next section.
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Let us get on with defining the extended moduli space. Fix representatives x0 ∈ x0, x3 ∈ x3, and
fix a real number S ∈ R.
Definition 6.17. An extended solution with discontinuity at S and with limits at x0, x3 is a tuple
(u−, S, u+) where:
• u−, u+ are J˜t holomorphic maps
u− : Z
−
S = (−∞, S]× [0, 1]→ M˜, u+ : Z
+
S = [S,∞)× [0, 1]→ M˜
such that u±(·, i) ∈ L˜i for i = 0, 1, and u− → x
0 as s→ −∞, and u+ ∈ x
3 as s→ +∞;
• We have both u−(S, [0, 1]), u+(S, [0, 1]) ⊂ N , and moreover we have matching conditions
πMu−(S, t) = πMu+(S, t),
πEu−(S, t)
||πEu−(S, ·)||H
=
πEu+(S, t)
||πEu+(S, ·)||H
for t ∈ [0, 1].
Given an extended solution (u−, S, u+), by the unique continuation properties of the twisted equa-
tions, we can find S1 < S < S2 such that u−([S1, S]× [0, 1]) ⊂ N and u+([S, S2]× [0, 1]) ⊂ N , and
a tuple (v, r−, r+, ϕ) where:
• v is a Jt-holomorphic strip
v : ZS1,S2 = [S1, S2]× [0, 1]→M
with v(·, i) ∈ Li for i = 0, 1;
• r− : [S1, S]→ R>0 and r+ : [S, S2]→ R>0 are smooth positive real functions;
• ϕ ∈ C∞(ZS1S2 , v
∗E) is a smooth section of v∗E such that ϕ(·, i) ∈ Fi for i = 0, 1 and
||ϕ||H = 1;
• r± and ϕ solve the twisted equations
d
ds
r± + Λ(ϕ)r± = 0, ∇¯Iϕ− Λ(ϕ)ϕ;
• we have matching conditions
πMu−(s, t) = v(s, t), πEu−(s, t) = r−(s)ϕ(s, t) for s ∈ [S1, S]
as well as
πMu+(s, t) = v(s, t), πEu+(s, t) = r+(s)ϕ(s, t) for s ∈ [S, S2].
Indeed, we can think of an extended solution (u−, S, u+) as a τ -model solution with a discontinuity
in the r coordinate at s = S. Correspondingly, we can then define
(6.21) δ(u−, S, u+) = r+(S)− r−(S).
In particular, the data of an extended solution (u−, S, u+) with δ = 0 is exactly that of a J˜t-
holomorphic strip u with a choice of S ∈ R such that u(S, [0, 1]) ⊂ N .
There is a natural R action on such tuples (u−, S, u+) by translation, given by τ
∗
σ(u−, S, u+) =
(u−(· − σ, ·), S + σ, u+(· − σ, ·)) for σ ∈ R. Moreover, there is a second natural equivalence relation
from unique continuity: for S ≤ S′, we say that (u−, S, u+) is continuation equivalent to (u
′
−, S
′, u′+)
if u+(ZS,S′) ⊂ N , u
′
−(ZS,S′) ⊂ N and moreover we have u− = u
′
− on Z
−
S , and u+ = u
′
+ = Z
+
S′ (and
similarly if S′ ≤ S). Concretely in terms of the tuple (v, r−, r+, ϕ) as above, for sufficiently small
ε0 > 0 there are unique extensions
r˜− : [S1, S + ε0]→ R, r˜+ : [S − ε0, S2]→ R
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solving drds +Λr = 0. Assuming ε0 is small enough, we must have r˜±ϕ ∈ D(E) on all of [S− ε0, S+
ε0]× [0, 1], from which we can construct J˜t-holomorphic maps
u˜− : Z
−
S+ε0
→ M˜, u˜+ : Z
+
S−ε0
→ M˜.
Hence, for each S′ ∈ (S−ε0, S+ε0), we have a unique extended solution (u˜−|Z−
S′
, S′, u˜+|Z+
S′
) which
is continuation equivalent to (u−, S, u+).
Definition 6.18. The moduli space of extended trajectories
EM(x0, x3)
is the quotient of the space of finite energy extended solutions (u−, S, u+) with limits at x
0, x3 by
translation and continuation equivalence.
Observe that δ does not descend to a function on this quotient space: while the value of δ is
preserved by translation, it is not equal for continuation equivalent extended solutions (u−, S, u+)
and (u′−, S
′, u′+). However, the sign of δ is well-defined: δ(u−, S, u+) = 0 (respectively > 0, < 0)
if and only if δ(u′−, S
′, u′+) = 0 (respectively > 0, < 0). In any case, the main purpose for which
we have defined EM(x0, x3) is as the natural target of a gluing map, and we will see that this
gluing map in fact provides a natural slice for the continuation equivalence relation; on this slice
the function δ is certainly defined.
Let us now describe a Banach space set-up for extended solutions with limits at x0 and x3. Fix
real numbers S1 < S < S2; we will moreover assume that S − S1 > 1 and S2 − S > 1 (this will
certainly be true when we perform gluing). We then let
(6.22) EZ˜2,kS1,S,S2(x
0, x3)
to be the set of tuples (u−, u+, v, r−, r+, ϕ) where:
• u− : Z
−
S → M˜ and u+ : Z
+
S → M˜ are class L
2,k
loc maps with boundaries on L˜0, L˜1, and so
that for s≪ 0 we can write u−(s, t) = expx0(ξ−(s, t)) where ξ− ∈ Tx0M˜ is class L
2,k, and
likewise for s≫ 0 we have u+(s, t) = expx3(ξ+(s, t)) for ξ+ ∈ Tx3M˜ of class L
2,k;
• v : ZS1S2 →M is class L
2,k
loc with boundaries on L0, L1;
• r− ∈ L
2,k([S1, S],R) and r+ ∈ L
2,k([S, S2],R);
• ϕ is an L2,kloc section of v
∗E over ZS1S2 with boundaries on F0, F1 and so that ||ϕ||H = 1
everywhere;
• u−(ZS1,S) ⊂ N and u+(ZS,S2) ⊂ N , and we have the matching conditions that
πMu−(s, t) = v(s, t), πEu−(s, t) = r−(s)ϕ(s, t) for s ∈ [S1, S]
as well as
πMu+(s, t) = v(s, t), πEu+(s, t) = r+(s)ϕ(s, t) for s ∈ [S, S2].
This can be made into a Banach manifold: abbreviating u = (u−, u+, v, r−, r+, ϕ), the tangent
space TuEZ˜
2,k
S1,S,S2
is the vector space of tuples (ξ−, ξ+, ξM , ρ−, ρ+, ϑ) where
• ξ− ∈ W
2,k(Z−S , u
∗
−TM˜) and ξ+ ∈ W
2,k(Z+S , u
∗
+TM˜);
• ξM ∈W
2,k(ZS1S2 , v
∗TM);
• ρ− ∈ L
2,k([S1, S],R) and ρ+ ∈ L
2,k([S, S2],R);
• ϑ ∈W 2,k(ZS1S2 , v
∗E) such that 〈ϕ, ϑ〉H = 0;
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• we have matching conditions
πMξ− = ξM , πEξ− = ρ−ϕ+ r−ϑ over ZS1S
as well as
πMξ+ = ξM , πEξ+ = ρ+ϕ+ r+ϑ over ZSS2 .
The norm is defined as follows: writing β+ : R → [0, 1] for a real function with β+ = 0 on s ≤ 0
and β+ = 1 on s ≥ 1, as well as β−(s) = β+(−s), define a “rescaled” vector field RS1S2(ξ) by
RS1S2(ξ) =

ξ−(s, t) for s < S1;
(ξM , (1− β+(s− S1))πEξ−) for S1 ≤ s ≤ S;
(ξM , (1− β−(s− S2))πEξ+) for S ≤ s ≤ S2;
ξ+(s, t) for s > S2.
We then define the norm on TuEZ˜
2,k
S1,S,S2
as
||(ξ−, ξ+, ξM , ρ−, ρ+, ϑ)||EZ2,kS1SS2
= ||RS1S2(ξ)||2,k + ||β+(s− S1)ρ+||2,k + ||β−(s− S2)ρ−||2,k
+ ||β+(s− S1)β−(s− S2)ϑ||2,k.
There is likewise a Banach vector bundle EV2,k−1S1,S,S2 over EZ˜
2,k
S1,S,S2
whose fibre is the space of those
(ζ−, ζ+, ζM , µ−, µ+, σ) where
• ζ± ∈ L
2,k−1(Z±S , u
∗
±TM˜),
• ζM ∈ L
2,k−1(ZS1S2 , v
∗E),
• µ−, µ+ ∈ L
2,k−1([S1, S],R), L
2,k−1([S, S2],R respectively,
• σ ∈ L2,k−1(ZS1S2 , v
∗E) with 〈ϕ, σ〉H = 0 everywhere
subject to the same matching condition as above. The metric is defined analogously to above:
||(ζ−, ζ+, ζM , µ−, µ+, σ)||EV 2,k−1 = ||RS1S2(ζ)||2,k−1 + ||β+(s− S1)µ+||2,k−1
+ ||β−(s− S2)µ−||2,k−1 + ||β+(s− S1)β−(s− S2)σ||2,k−1.
This comes with a natural section F : EZ˜2,kS1,S,S2 → EV
2,k−1
S1,S,S2
defined by
(6.23)
(u−, u+, v, r−, r+, ϕ) 7→
(
∂¯J˜tu−, ∂¯J˜tu+, ∂¯Jtv,
dr−
ds
+ Λ(ϕ)r−,
dr+
ds
+ Λ(ϕ)r+, ∇¯Iϕ− Λ(ϕ)ϕ
)
whose zeroes in the closed subset
EZ2,kS1,S,S2 = {(u−, u+, v, r−, r+, ϕ) : r−, r+ ≥ 0} ⊂ EZ˜
2,k
S1,S,S2
are exactly the extended solutions (u−, S, u+) with u−(ZS1S) ⊂ N and u(ZSS2) ⊂ N .
We will not describe a separate Fredholm and transversality set-up for the space of extended
solutions. Indeed, we are only interested in this moduli space locally near a broken trajectory
with boundary-obstructed components, and here the appropriate transversality results will be a
consequence of the gluing estimates. So, let us now proceed in earnest towards proving a gluing
theorem.
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6.7. Gluing in the boundary-obstructed case. Fix discrete and regular trajectories u1 ∈
M(x0,x1), (u2, ϕ2) ∈ M(x1,x2) and u3 ∈ M(x2,x3), where x0 ∈ Cox
1 ∈ Cs,x
2 ∈ Cu,x
3 ∈ Co
are in case (I.2) of Section 6.4. As before, pick unit eigensolutions ψ1, ψ2 corresponding to λ1, λ2
at x1, x2, so that ϕ2 → ψ1, ψ2 as s → −∞,+∞ respectively. Let us also assume that u1 → x0 as
s→ −∞, and u3 → x3 as s→ +∞. For convenience, let us also fix the parametrizations on u1, u3
so that u1([0,∞)× [0, 1]) ⊂ N and u3((−∞, 0]× [0, 1]) ⊂ N .
For a tuple T = (T1, T2) where T1, T2 are sufficiently large, we construct a “preglued” extended
solution (u−T , 0, u
+
T ) with discontinuity at S = 0, as follows.
Write πEu
1(s, t) = r1(s)ϕ1(s, t) for s ≥ 0, where r1 > 0 and ||ϕ1||H = 1, and write v
1(s, t) =
πMu
1(s, t): in other words, we have an element (u1, r1, ϕ1) ∈ Z˜2,kS=0(x
0,x1). Likewise write
πEu
3(s, t) = r3(s)ϕ3(s, t) for s ≤ 0, where r3 > 0 and ||ϕ3||H = 1, and write v
3(s, t) = πMu
3(s, t),
so that (u3, r3, ϕ3) ∈ Z˜2,kS=0(x
2, x3).
Choose open neighbourhoods U1 of x1 and U2 of x2 on which E is trivialized, and choose T1, T2
large enough so that v1 ∈ U1 for s ≥ T1, u
2 ∈ U1 for s ≤ −T1, u
2 ∈ U2 for s ≥ T2, and v
3 ∈ U2 for
s ≤ −T2. Hence, we can write
ϕ1(s, t) = ψ1(t) + η1+(s, t) for s ≥ T1, ϕ
2(s, t) = ψ1(t) + η2−(s, t) for s ≤ −T1;
ϕ2(s, t) = ψ2(t) + η2+(s, t) for s ≥ T2, ϕ
3(s, t) = ψ2(t) + η3−(s, t) for s ≤ −T2
so that η1+, η
2
−, η
2
+, η
3
− → 0 exponentially as |s| → ∞.
Indeed, we construct a preglued map (u−T , u
+
T ) for T = (T1, T2) as
u−T =
{
u1(s+ T1, t) for s ≤ −2T1;
β−1N (vT , r
−
T ϕT (s, t)) for − 2T1 ≤ s ≤ 0
u+T =
{
β−1N (vT , r
+
T ϕT (s, t)) for 0 ≤ s ≤ 2T2;
u3(s− 3T1, t) for s ≤ −2T1
where vT : [−2T1, 2T2]× [0, 1]→M , r
−
T : [−2T1, 0]→ R, r
+
T : [0, 2T2] → R and ϕT ∈ C
∞(v∗E) are
constructed as follows. Once again, take a smooth, non-decreasing function β+ : R → [0, 1] with
β+(s) = 0 for s ≤ −1 and β+(s) = 1 for s ≥ 1, and set β−(s) = 1− β+(s). Then we have
vT (s, t) =

v1(s+ 3T1, t) for − 2T1 ≤ s ≤ −T1 − 1;
expx1(β−(s+ T1) exp
−1
x1 (v
1(s+ 3T1, t)) for − T1 − 1 ≤ s ≤ −T1 + 1
+ β+(s+ T1) exp
−1
x1 (u
2(s, t)))
u2(s, t) for − T1 + 1 ≤ s ≤ T2 − 1;
expx2(β−(s− T2) exp
−1
x2 (u
2(s, t)) for T2 − 1 ≤ s ≤ T2 + 1;
+ β+(s− T2) exp
−1
x2 (v
3(s− 3T2, t)))
v3(s− 3T2, t) for T2 + 1 ≤ s ≤ 2T2
r−T (s) =

r1(s+ 3T1) for − 2T1 ≤ s ≤ −T1 − 1;
β−(s+ T1)r
1(s+ 3T1) for − T1 − 1 ≤ s ≤ −T1 + 1
0 for − T1 + 1 ≤ s ≤ 0
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r+T (s) =

0 for 0 ≤ s ≤ T2 − 1
β+(s− T2)r
3(s− 3T2) for T2 − 1 ≤ s ≤ T2 + 1;
r3(s− 3T2) for T2 + 1 ≤ s ≤ 2T2
ϕT (s, t) =

ϕ1(s+ 3T1, t) for − 2T1 ≤ s ≤ −T1 − 1;
ψ1(t)+β−(s+T1)η
1
+(s+3T1,t)+β+(s+T1)η
2
−(s,t)
||ψ1(t)+β−(s+T1)η1+(s+3T1,t)+β+(s+T1)η
2
−(s,t)||H
for − T1 − 1 ≤ s ≤ −T1 + 1
ϕ2(s, t) for − T1 + 1 ≤ s ≤ T2 − 1
ψ2(t)+β−(s−T2)η
2
+(s,t)+β+(s−T2)η
3
−(s−3T2,t)
||ψ2(t)+β−(s−T2)η2+(s,t)+β+(s−T2)η
3
−(s−3T2,t)||H
for T2 − 1 ≤ s ≤ T2 + 1;
ϕ3(s− 2T2, t) for T2 + 1 ≤ s ≤ 2T2.
Setting S1 = −2T1 and S2 = 2T2, with this construction uT = (u
−
T , u
+
T , vT , r
−
T , r
+
T , ϕT ) defines an
element of the Banach manifold EZ˜2,kS1,0,S2 . Indeed, by construction u
−
T (ZS1,S) and u
+
T (ZS,S2) is
exponentially close to the invariant set M , and thus well within N .
F(uT ) ∈ EV
2,k−1
S1,0,S2
is then by construction supported in the two strips [−T1 − 1,−T1 + 1] × [0, 1]
and [T2 − 1, T2 + 1]× [0, 1]. Moreover, the exponential decay of v
1, u2, v3, the exponential decay of
r1, r3 and the exponential decay of η1+, η
2
−, η
2
+, η
3
− ensures that for some small δ > 0 and a constant
C independent of T1, T2 we have the estimate
(6.24) ||F(uT )||EV 2,k−1 ≤ Ce
−δT1 + Ce−δT2 .
We will apply the implicit function theorem to find zeroes of a non-linear map
GuT : B ⊂ TuTEZ˜
2,k
S1,0,S2
→ EV2,k−1S1,0,S2
where B is some metric ball inside TuTEZ˜
2,k
S1,0,S2
, given by
GuT (ξ+, ξ−, ξM , ρ−, ρ+, ϑ) =
(
ΠexpuT (ξ)uT
)−1
F
(
expu−T
(ξ−), expu+T
(ξ+), expvT (ξM ), ρ−, ρ+,Π
expvT
(ξM )
vT ϑ
)
.
As in the boundary-unobstructed gluing case, the radius of the ball B can be chosen to be inde-
pendent of T1, T2 by the a priori bounds on r
−
T , r
+
T .
Now, at uT ∈ EZ˜
2,k
S1,0,S2
, consider the linear operator
DuT : TuTEZ˜
2,k
S1,0,S2
→ EV2,k−1S1,0,S2
defined by
(ξ−, ξ+, ξM , ρ−, ρ+, ϑ) 7→ (ζ−, ζ+, ζM , µ−, µ+, σ)
where
ζ− = D(∂¯J˜t)u−T
(ξ−), ζ+ = D(∂¯J˜t)u+T
(ξ+), D(∂¯Jt)vT (ξM )
are the usual linearized ∂¯-operators, and
µ± =
d
ds
ρ± + Λ(ϕT )ρ± + r
±
T 〈∇¯IϕT , ϑ〉H + r
±
T C
τ
(vT ,ϕT )
ξM
σ = Bτ(vT ,ϕT )ξM +ΠV ∇¯Iϑ− Λ(ϕT )ϑ
are as in our earlier expression (6.19) for the linearized operator DF in the boundary unobstructed
case (with Bτ , Cτ as in (4.25), (6.12) respectively). Again, since over N ∼= D(E) the J˜t holomorphic
curve equation reduces to the twisted equations for (Jt, It,∇), we see that (ζ−, ζ+, ζM , µ−, µ+, σ)
satisfy the matching conditions to define an element of EV2,k−1S1,0,S2 .
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Observe that for large enough T1, T2, the operator DuT is obtained by a gluing of three Fredholm
operators on three strips together: on the first strip we have Du1 , on the third strip we have Du3 ,
and on the middle strip we have the diagonal operator(
D(u2,ϕ2) 0
0 DΛ
)
where D(u2,ϕ2) is the linearized operator from polarization-twisted Floer theory acting on the ξ, ϑ
coordinates, and
DΛ : L
2,k((−∞, 0],R)⊕ L2,k([0,∞),R)→ L2,k−1((−∞, 0],R)⊕ L2,k−1([0,∞),R)(6.25)
(ρ−, ρ+) 7→
(
dρ−
ds
+ Λ(ϕ2)ρ−,
dρ+
ds
+ Λ(ϕ2)ρ+
)
.(6.26)
DΛ is moreover an isomorphism, since Λ(ϕ
2) has limits λ1 > 0 and λ2 < 0 as s → −∞,∞
respectively. We thus deduce that DuT is Fredholm, and of index three.
Abbreviating ξ = (ξ−, ξ+, ξM , ρ−, ρ+, ϑ), we then have the following quadratic estimate on the error
term N(ξ) = GuT (ξ) −DuT (ξ) ∈ EV
2,k−1
S1,0,S2
:
Lemma 6.19. For some small constant C independent of T1, T2, if ξ = (ξ−, ξ+, ξM , ρ−, ρ+, ϑ) and
ξ′ = (ξ′−, ξ
′
+, ξ
′
M , ρ
′
−, ρ
′
+, ϑ
′) are in B ⊂ TuTEZ˜
2,k
S1,0,S2
with ||ξ||EZ2,k , ||ξ
′||EZ2,k ≤ C, we have
||N(ξ)−N(ξ′)||EV 2,k−1 ≤ C||ξ − ξ
′||EZ2,k ||ξ + ξ
′||EZ2,k .
As before, we also have
Lemma 6.20. The Fredholm operator DuT admits a smooth family of right inverses QuT with a
uniform bound on the operator norm
||QuT || ≤ C
independent of T = (T1, T2).
The construction of QuT is the same as in previous sections, with the added discontinuity of the
radial coordinate r. Indeed, we first construct an approximate right inverse, utilizing a natural
“breaking map”
βT : EV
2,k−1
S1,0,S2
→ V 2,k−1S=0 (u
1)⊕ L2,k−1((u2)∗TM)⊕ V 2,k−1u2,ϕ2
⊕ L2,k−1((−∞, 0],R)⊕ L2,k−1([0,∞),R)⊕ V 2,k−1S=0 (u
3)
and a “linear pregluing map”
γT :Tu1Z˜
2,k
S=0 ⊕W
2,k((u2)∗TM)⊕ Tϕ2S
2,k
ψ1ψ2((u
2)∗E) → TuTEZ˜
2,k
S1,0,S2
⊕ L2,k((−∞, 0],R)⊕ L2,k([0,∞),R)⊕ Tu3Z˜
2,k
S=0.
We also chose fixed right inverses Qu1 , Q(u2,ϕ2), Qu3 for the linearized F -operators at the regular
solutions u1, (u2, ϕ2), u3, and writeQΛ for the inverse of the operatorDΛ of (6.25). The approximate
inverse QapproxuT is then the composition
QapproxuT = γT ◦ diag(Qu1 , Q(u2,ϕ2), QΛ, Qu3) ◦ βT .
The error DuTQ
approx
uT − id then exponentially decays in T1, T2, allowing us to define the actual
right inverse operator QuT = Q
approx(DuTQ
approx)−1 for large enough T1, T2. This shows DuT is
surjective; the uniform bound on the operator norm of QuT directly follows from the construction.
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Remark. In this boundary-obstructed case where λ1 > 0 and λ2 < 0, the failure of the operator
L2,k(R,R)→ L2,k−1(R,R), ρ 7→
d
ds
ρ+ Λ(ϕ2)ρ
to be surjective is the main reason why we use a gluing map that involves extended solutions with
discontinuities; for the extended moduli space one instead works with the operator DΛ of (6.25),
which is an isomorphism. Indeed, even if we were to work with a single gluing parameter T and
chose T1(T ), T2(T ) so that we can produce a preglued strip uT that had no discontinuity, this precise
problem would prevent the above strategy from producing a bounded right inverse of DuT .
Once again, we will specify the right inverse QuT we use by choosing local hypersurfaces H
1 ⊂
M˜,H2 ⊂ M,H3 ⊂ M˜ around regular points (s1, t1), (s2, t2) and (s3, t3) of u
1, (u2, ϕ2), u3 re-
spectively, and which are appropriately transverse to ui and closed under the exponential map
at ui(si, ti). Then in the above construction, choose Qui to be the unique right inverse of Dui
with image those vector fields whose value of (si, ti) lies in TH
i. The resulting right inverse
QuT along the pregluing uT then has image precisely those ξT = (ξ−, ξ+, ξM , ρ−, ρ+, ϑ) such that
ξ−(s1 − 3T1, t) ∈ TH
1, ξM (s2, t2) ∈ TH
2 and ξ+(s3 + 3T2, t) ∈ TH
3.
By applying the Floer’s quantitative implicit function theorem, we then construct a gluing map
onto the extended moduli space:
Theorem 6.21. For sufficiently large T0 and small enough ε0, for each T1, T2 ≥ ε0, there is a
unique extended solution
(uˆ−T , 0, uˆ
+
T ) =
(
expu−T
ξ−T , expu+T
ξ+T , expvT ξM,T , r
−
T + ρ
−
T , r
+
T + ρ
+
T ,Π
expvT ξM,T
vT ϑT
)
to F = 0 such that ||(ξ−, ξ+, ξM , ρ−, ρ+, ϑ)|| < ε0 and with
ξ−(s1 − 3T1, t) ∈ TH
1, ξM (s2, t2) ∈ TH
2, ξ+(s3 + 3T2, t) ∈ TH
3.
Moreover it satisfies the bound
(6.27) ||ξT ||EZ2,kS1,0,S2
≤ C||F(u−T , 0, u
+
T )||EV 2,k−1S1,0,S2
for some constant C. In particular, this yields a smooth embedding
G : [T0,∞)× [T0,∞)→ EM(x
0, x3)
with G(T1, T2) converging in the Gromov topology to the broken trajectory (u
1, (u2, ϕ2), u3) as
T1, T2 →∞. Moreover, after a change of coordinates x1 =
1
T1−T0
, x2 =
1
T2−T0
, the function
δ : (R>0)
2 → R
given by δ(x1, x2) = δ(uˆ
−
T , 0, uˆ
+
T ) extends continuously over (R≥0)
2 so that δ > 0 along {0} × R>0,
δ < 0 along R>0 × {0}, and δ(0, 0) = 0.
Finally, G|δ−1(0) is a surjection onto some open neighbourhood of the broken trajectory (u
1, (u2, ϕ2), u3) ∈
M¯(x0,x3), thus endowing this moduli space with a smooth codimension one δ-structure.
The smoothness of G follows from a similar argument as in Theorem 6.16; the bound (6.27) follows
since QuT is uniformly bounded, and this implies that G(T1, T2) converges to (u
1, (u2, ϕ2), u3) in
view of the estimate (6.24).
Injectivity of the gluing map follows by a similar argument exploiting our choice of local hyper-
surfaces, and surjectivity onto the space of actual solutions proceeds as before, with the crucial
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estimate coming from Proposition 4.20 (we do not have to prove surjectivity onto a neighbourhood
of the broken trajectory in the extended moduli space, which in any case is more delicate due to
the additional equivalence relation from extended solutions coming from unique continuation).
To show that δ extends continuously over (R≥0)
2 (or equivalently, over [T0,∞]
2), let us hold T2
constant and consider the limit
lim
T1→∞
G(T1, T2).
This limit is well-defined in the Gromov-Floer compactification of the extended moduli space:
namely, it has limit a broken trajectory (vT2 , (w
−
T2
, 0, w+T2)) where vT2 ∈ M(x
0,x1) and (w−T2 , 0, w
+
T2
)
is an extended solution defining a trajectory in EM(x1,x3). Strictly speaking earlier we only defined
EM for interior critical points, but the definition here for x1 ∈ Cu is analogous: the new feature is
that there are no nonzero L2,k solutions r− : (−∞, 0]→ R of
d
ds
r− + Λ(ϕ)r− = 0;
in particular we automatically must have that δ(w−T2 , 0, w
+
T2
) = r+(0) > 0. It then suffices to show
that δ(w−T2 , 0, w
+
T2
) varies continuously with T2. However, by our construction, (w
−
T2
, 0, w+T2) must
satisfy πMw(s2, t2) ∈ H
2 and w+T2(s3 +3T2, t3) ∈ H
3, and moreover by the gluing estimates (6.27),
(6.24), it is close to a pregluing of just the two trajectories (u2, ϕ2) and u3 in the EZ2,k norm. In
particular, by the uniqueness of gluing, (w−T2 , 0, w
+
T2
) must itself be the extended solution created by
gluing (u2, ϕ2) and u3 with gluing parameter T2 and a choice of right inverse prescribed by H
2, H3:
this operation is clearly continuous in T2. Hence, δ extends continuously to (R≥0)
2.
The final thing to note is that δ is indeed transverse to 0 ∈ R over (R>0)
2. Indeed, this is
essentially immediate for dimension reasons: at a genuine solution u considered inside the extended
moduli space EM, for a tangent vector ξ = (ξ−, ξ+, ξM , ρ−, ρ+, ϑ), it is not hard to see that
(dδ)u(ξ) = ρ+(0) − ρ−(0). In particular ker(dδ) ⊂ TuEM exactly coincides with the tangent
space TuM of the ordinary moduli space, which is one dimension less than the dimension of EM.
Moreover, it is not hard to adjust the proof of the injectivity of the gluing map to prove G is a local
diffeomorphism onto EM, from which we conclude that (δ ◦G)−1(0) is transversely cut out away
from (0, 0). This completes the proof of Theorem 6.21.
7. Ku¨nneth theorems
7.1. In polarization-twisted Floer theory. We now turn our attention towards proving a
Ku¨nneth theorem for polarized Floer theory. Suppose M,M ′ are two exact symplectic manifolds,
each with exact Lagrangians L0, L1;L
′
0, L
′
1, equipped with polarization data p = (E,F0, F1) and
p′ = E′, F ′0, F
′
1. This gives rise to a polarization p ⊕ p
′ = (E ⊕ E′, F0 ⊕ F
′
0, F1 ⊕ F
′
1) on M ×M
′
with the Lagrangians L0 × L
′
0, L1 × L
′
1.
Theorem 7.1. There is an isomorphism in the derived category of F2[t]-modules
(7.1) K : CF (L0, L1; p)⊗
L
F2[t]
CF (L′0, L
′
1; p
′)
∼
−→ CF (L0 × L
′
0, L1 × L
′
1; p⊕ p
′).
The need to state this equivalence on the level of the derived category comes not just from chain-
level tensor product, but also because the map comes by exploiting the A∞-equivalence of Section
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2.1 between AF2 and (A[t], dborel) for A a free F2[Z/2]-complexes of finite type. Indeed, in the
course of the proof, we will define a F2-bilinear map
(7.2) κ : CF (L0, L1, p)⊗ CF (L
′
0, L
′
1, p
′)→ CF (L0 × L
′
0, L1 × L
′
1; p⊕ p
′)
which is only F2[t]-bilinear up to homotopy.
As a special case of Theorem 7.1, suppose thatM ′, L′0, L
′
1 = {pt}, and that E
′ = C, F ′0 = R, F
′
1 = iR:
Corollary 7.2. Polarized Floer cohomology is invariant under stabilization: writing p ⊕ C =
(E ⊕ C, F0 ⊕ R, F1 ⊕ iR), we have
(7.3) HF (L0, L1; p) ∼= HF (L0, L1; p⊕ C)
Before we prove Theorem 7.1, let us make an important observation: if It, I
′
t are regular complex
structures on E,E′ respectively, the block diagonal complex structure I⊕ I ′ =
(
It 0
0 I ′t
)
on E⊕E′
need not be regular, even if the eigenvalues of I ddt and I
′ d
dt are distinct (so that the assumptions
of 3.6 still hold in the product).
This is an artefact of the asymptotic conditions imposed on the twisted equations. Indeed, assume
that λ−, λ+ are eigenvalues of I
d
dt at x−, x+ ∈ L0 ∩L1 respectively, and additionally take x
′
−, x
′
+ ∈
L′0 ∩ L
′
1. Then λ−, λ+ are also eigenvalues of (I ⊕ I
′) ddt at (x−, x
′
−), (x+, x
′
+) respectively. Given
pseudoholomorphic strips u, u′ on M,M ′ with limits at x±, x
′
±, twisted solutions in E ⊕ E
′ over
u × u′ with asymptotics of type λ−, λ+ are exactly given by pairs (φ, φ
′) of twisted solutions on
E,E′ respectively, such that φ has asymptotics of type λ−, λ+, and that φ
′ has asymptotics of type
λ′−, λ
′
+ for some λ
′
− < λ− and λ
′
+ > λ+.
However, if
(7.4) µ(u′) + sf(u′) + i(λ′−)− i(λ
′
+) < 0
then the linearized equation for such (u′, φ′) has negative index, and so the moduli space can
never be transversely cut out. This can happen even if the expected dimension of twisted flows in
M ×M ′, E ⊕ E′ between λ−, λ+ is non-negative, thus yielding an index-theoretic obstruction to
the regularity of I ⊕ I ′.
Now, take the diagonal time-dependent almost complex structure J ′′t = Jt ⊕ J
′
t on M ×M
′, and
choose a regular complex structure I ′′ on E ⊕ E′. We can assume that in an arbitrarily small
neighbourhood of (L0 × L
′
0) ∩ (L1 × L
′
1), this agrees to the diagonal almost complex structure
I ⊕ I ′, since the only solutions to the twisted equations (u, φ) with u(Z) contained within such
neighbourhoods are the solutions with constant u, which are automatically regular.
To define the map (7.2), we also need to choose a Z-dependent complex structure {I˜s,t}s,t∈R×[0,1]
on E ⊕ E′, such that
(7.5) I˜s,t =
{
I ′′t for s≪ 0
It ⊕ I
′
t for s≫ 0.
We also choose a Z-dependent I˜s,t-Hermitian connection on E ⊕ E
′, which we will just call ∇ and
hope there is minimal confusion with the connections already chosen.
Fix x+ = (x+, λ+) ∈ C(L0, L1; p), x
′
+ = (x
′
+, λ
′
+) ∈ C(L
′
0, L
′
1; p
′) and x′′− = (x
′′
−, λ
′′
−) ∈ C(L0 ×
L′0, L1 ×L
′
1; p⊕ p
′). Consider the equations for a map u˜ : Z →M ×M ′ and a section φ˜ of E ⊕E′,
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which we will often refer to as the I˜s,t-continuation equation:
(7.6) ∂su˜+ J
′′
t ∂tu˜ = 0, ∇sφ˜+ I˜s,t∇tφ˜ = 0
subject to the usual boundary conditions that u˜(·, i) ∈ Li × L
′
i and φ˜(·, i) ∈ Fi ⊕ F
′
i for i = 0, 1.
We impose that u˜ has finite energy with limits u˜ → x+ × x
′
+ ∈ (L0 × L
′
0) ∩ (L1 × L
′
1) as s → ∞,
and u˜→ x′′− ∈ (L0 × L
′
0) ∩ (L1 × L
′
1) as s→ −∞. We also impose the following asymptotics on φ˜:
(7.7) φ˜(s, t) ∼
{
(Ce−λ+sψ+(t), C
′e−λ
′
+ψ′+(t)) ∈ Ex+ ⊕ E
′
x′+
as s→∞,
C′′e−λ
′′
−sψ′′−(t) ∈ (E ⊕ E
′)x′′− as s→ −∞.
This can be set up as a Fredholm problem as follows: choose a small enough δ > 0 (so that there
are no other eigenvalues in the intervals (λ − δ, λ), (λ′ − δ, λ′) and (λ′′, λ′′ + δ)). Then take two
weight functions w,w′ : R→ R such that
(7.8) w(s) =
{
(λ′′ + δ)s for s≪ 0
(λ− δ)s for s≫ 0;
w′(s) =
{
(λ′′ + δ)s for s≪ 0
(λ′ − δ)s for s≫ 0.
Given solutions u, u′ to the J− and J ′-holomorphic strip equations respectively on M,M ′ with the
relevant boundary conditions, we then construct Sobolev spaces
W 2,kκ (u
∗E, u′∗E′) = {(φ, φ′) ∈W 2,kloc (u
∗E ⊕ u′∗E′) : ew(s)φ ∈ W 2,k, ew
′(s)φ′ ∈ W 2,k}
L2,k−1κ (u
∗E, u′∗E′) = {(φ, φ′) ∈ L2,k−1loc (u
∗E ⊕ u′∗E′) : ew(s)φ ∈ L2,k−1, ew
′(s)φ′ ∈ L2,k−1}.
In this case, ∇¯I′′ :W
2,k
κ → L
2,k−1
κ is a Fredholm map, whose kernel consists of solutions φ˜ to (7.6)
with the asymptotics (7.7).
We then can define a moduli space Mκ(x′′−,x+,x
′
+) of nonzero solutions (u˜, φ˜) to (7.6) with these
asymptotics, modulo rescaling φ˜. For generic choice of I˜s,t, this will be a smooth manifold of
dimension
(7.9) µ(u˜) + sfI˜s,t(u˜) + i(λ
′′
−)− i(λ+)− i(λ
′
+).
where sfI˜s,t(u˜) is the spectral flow of the family of operators I˜s,t(u˜(s, t))∇∂/∂t.
Such a trajectory u˜, φ˜ can degenerate into a “broken triangle” configuration, meaning the following
four pieces of data:
• a sequence of trajectories
(7.10) (u1, φ1) ∈M(x1,x2), (u2, φ2) ∈ M(x2,x3), . . . , (uk, φk) ∈M(xk,x+)
solving the (J, I)-twisted equations on (M,E);
• a sequence of trajectories
(7.11) (u′1, φ
′
1) ∈M(x
′
1,x
′
2), (u
′
2, φ
′
2) ∈M(x
′
2,x
′
3), . . . , (u
′
ℓ, φ
′
ℓ) ∈M(x
′
ℓ,x
′
+)
solving the (J ′, I ′)-twisted equations on (M ′, E′);
• a single solution
(7.12) (u˜, φ˜) ∈ Mκ(x′′−,x+,x
′
+)
for the I˜s,t-continuation equation (7.6) on (M ×M
′, E ⊕ E′);
EQUIVARIANT FLOER THEORY AND DOUBLE COVERS OF THREE-MANIFOLDS 83
• a sequence of trajectories
(7.13) (u′′m, φ
′′
m) ∈ M(x
′′
−,x
′′
m), (u
′′
m−1, φ
′′
m−1) ∈ M(x
′′
m,x
′′
m−1), . . . , (u
′′
1 , φ
′′
1 ) ∈ M(x
′′
2 ,x
′′
1)
solving the (J × J ′, I ′′)-twisted equations on (M ×M,E ⊕ E′).
By adding in all the broken triangle configurations, we can compactify the moduli space Mκ. In
particular, we obtain a map by counting the zero-dimensional part of Mκ:
κ : CF (L0, L1, p)⊗ CF (L
′
0, L
′
1, p
′)→ CF (L0 × L
′
0, L1 × L
′
1; p⊕ p
′)(7.14)
x+ ⊗ x
′
+ 7→
∑
x
′′
−,[u˜]:dimM
κ
[u˜]
=0
#M(x′′−,x+,x
′
+) · x
′′
.(7.15)
By considering the boundaries of the one-dimensional components of Mκ and proving an appro-
priate gluing result, we see that κ is a chain map, i.e.
(7.16) dκ(x,x′) + κ(dx,x′) + κ(x, dx′) = 0.
It is, however, not bilinear on the nose for the module structures.
To remedy this, by distinguishing between the two choices of unit eigenvector for each x+,x
′
+,x
′′
−,
we can lift κ to a map
(7.17) κ˜ : C˜F (L0, L1, p)⊗ C˜F (L
′
0, L
′
1, p
′)→ C˜F (L0 × L
′
0, L1 × L
′
1; p⊕ p
′).
This is again a chain map, but moreover it is actually a F2[Z/2]-module map, since solutions to
(7.6) modulo R>0 come in pairs (u˜, φ˜), (u˜,−φ˜). For simplicity, let us write
A = C˜F (L0, L1, p), A
′ = C˜F (L′0, L
′
1, p
′), A′′ = C˜F (L0 × L
′
0, L1 × L
′
1, p⊕ p
′)
which are all free F2[Z/2]-complexes of finite type; in particular we have quasi-isomorphisms of
A∞-modules
F : CF (L0, L1, p) = AF2
∼
−→ (A[t], dborel)
F ′ : CF (L′0, L
′
1, p
′) = A′
F2
∼
−→ (A′[t], dborel)
F ′′ : CF (L0 × L
′
0, L1 × L
′
1, p⊕ p
′) = A′′
F2
∼
−→ (A′′[t], dborel).
Proposition 2.3 gives an identification A[t] ⊗L
F2[t]
A′[t] ∼= (A ⊗ A′)[t], and the assignment A 7→
(A[t], dborel) is functorial, so we also have a map of F2[t]-complexes
(7.18) κ˜borel : ((A⊗A
′)[t], dborel)→ (A
′′[t], dborel).
Definition 7.3. The Kunneth map K is then the composition
(7.19) K : AF2 ⊗
L
F2[t]
A′
F2
F⊗F ′
−−−−→ A[t]⊗L
F2[t]
A′[t]
(2.3)
−−−→ (A⊗A′)[t]
κ˜borel−−−−→ A′′[t]
(F ′′)−1
−−−−−→ A′′
F2
where the last map (F ′′)−1 is to be thought of as a formal inverse of the quasi-isomorphism F ′′ in
the derived category of F2[t]-modules.
Remark. Both geometrically and algebraically, the more natural Ku¨nneth map is κ˜, on the level
of F2[Z/2] modules; however we have kept our presentation to F2[t]-modules to stay in line with
traditional presentations of equivariant cohomology.
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Although the construction of K as a chain-level F2[t]-map is more involved, on cohomology it just
produces κ: if α ∈ H(AF2) and α
′ ∈ H(A′
F2
) are cohomology classes, then
κ(α⊗ α′) = K(α⊗ α′) ∈ H(A′′
F2
).
To see that K in fact a quasi-isomorphism, observe that the symplectic action onM⊗M ′ provides a
filtration of each of the above complexes, and each of the maps in the above composition necessarily
preserve this filtration (this is essentially tautological except for the map κ˜borel; however recall that
the ‘untwisted’ part of the equation defining κ is exactly the pseudoholomorphic curve equation in
M ×M ′). It thus suffices to prove that we have a quasi-isomorphism on the subquotients, each of
which corresponds to the symplectic action of an intersection point of (L0×L
′
0)∩ (L1×L
′
1). Since
there are no pseudoholomorphic strips connecting different intersection points of the same action,
it suffices to prove that K is a quasi-isomorphism for the case when M =M ′ = pt.
This can be verified explicitly; recall that each CF (pt, p) ∼= F2[t, t
−1] as a F2[t]-module, with zero
differential. Choose any x+ ∈ CF (pt, p), x
′
+ ∈ CF (pt, p
′); there is then a unique x′′− ∈ CF (pt, p⊕p
′)
such that dimMκ(x′′−,x+,x
′
+) = 0.
Any solution (u˜, φ˜) of the I˜s,t-equations has u˜ constant. The moduli spaceM
κ(x′′−,x+,x
′
+) is then
exactly the projectivization of the vector space
ker(∇¯I˜s,t :W
2,k
κ → L
2,k−1
κ )
which in this case is one-dimensional, since ind(∇¯I˜s,t) = 1 for this choice of asymptotics x+,x
′
+,x
′′
−,
and for a regular I˜s,t we have coker(∇¯) = 0. In particular,M
κ is just a single point; and so
κ(x+,x
′
+) = x
′′
−.
In particular this implies that κ must be given by
F2[t, t
−1]⊗ F2[t, t
−1]→ F2[t, t
−1], ti ⊗ tj 7→ ti+j+n
where the fixed integer n is the spectral flow of the family of operators I˜s,t
d
dt . As a consequence,
K is an isomorphism, which concludes the proof of Theorem 7.1.
7.2. In equivariant Floer theory. Now, suppose that M˜ ′ is another exact symplectic manifold
with a symplectic involution ι′, with exact Lagrangians L˜′0, L˜
′
1 preserved by ι
′, satisfying the same
conditions as before. WriteM ′, L′0, L
′
1 for the corresponding fixed point sets, which has polarization
data p′ = (E′, F ′0, F
′
1) given by the respective normal bundles of M
′, L′0, L
′
1 to M˜
′, L˜′0, L˜
′
1.
There is then a Z/2 action on M˜ × M˜ ′ given by ι× ι′, preserving the Lagrangians L˜0× L˜
′
0, L˜1× L˜
′
1.
The fixed point sets are respectively M × M ′, L0 × L
′
0, L1 × L
′
1, on which we have the product
polarization data p⊕ p′ = (E ⊕ E′, F0 ⊕ F
′
0, F1 ⊕ F
′
1).
Theorem 7.4. There is a quasi-isomorphism of A∞-modules over F2[t]
(7.20) CFZ/2(L˜0, L˜1)⊗
L
F2[t]
CFZ/2(L˜
′
0, L˜
′
1)
∼
−→ CFZ/2(L˜0 × L˜
′
0, L˜1 × L˜
′
1).
For brevity we will only state and prove this theorem for the flavor of equivariant cohomology
coming from the Cˇ-complex: indeed the proof of the Cˆ-complex version is analogous, and we have
already proved the theorem for the C¯-complex version as Theorem 7.1. Indeed, this proof closely
tracks the earlier one.
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Choose equivariant time-dependent almost complex structures J˜t, J˜
′
t, J˜
′′
t on M˜, M˜
′, M˜ ×M˜ ′ respec-
tively. Assume that these are each equivariantly regular in the sense of Definition 6.2, and that
these all satisfy the conditions of Assumption 5.1. As before, choose as well a Z-dependent almost
complex structure J˜s,t on M˜ × M˜
′, such that
(7.21) J˜s,t =
{
J˜ ′′t for s≪ 0
J˜t × J˜
′
t for s≫ 0.
In particular, along the fixed point set, we have induced complex structures It, I
′
t, I
′′
t on E,E
′, E⊕E′
respectively, as well as an induced Z-dependent complex structure I˜s,t.
Then, for x+ ∈ C(L˜0, L˜1),x
′
+ ∈ C(L˜
′
0, L˜
′
1),x
′′
− ∈ C(L˜0 × L˜
′
0, L˜1 × L˜
′
1), we construct a moduli
space Mκ(x′′−,x+,x
′
+) in the following fashion, depending on whether the generators are interior,
boundary-stable or boundary-unstable:
If each x′′−,x+,x
′
+ ∈ Co are interior generators, then M
κ is the moduli space of solutions of the
J˜s,t-continuation map equation
(7.22) ∂su˜+ J˜s,t∂tu˜ = 0
on M˜ × M˜ ′, with the usual boundary conditions, subject to the that asymptotics one of the two
points of x′′− at −∞, and one of the four points of x+ × x
′
+ at +∞, modulo the Z/2 action given
by ι× ι′.
If each x′′−,x+,x
′
+ ∈ Cs ∪Cu are boundary critical points, then we have the moduli space which was
used to define the earlier Kunneth map
(7.23) Mκ,∂(x′′−,x+,x
′
+)
of solutions to the I˜s,t-continuation equations, modulo the R
∗ rescaling action, with boundary
conditions as in (7.7). These “boundary moduli spaces” are to be distinguished with another
“interior moduli space”, which exists only for the case that x′′− ∈ Cu and x+,x
′
+ ∈ Cs
(7.24) Mκ,o(x′′−,x+,x
′
+)
of interior (i.e. non-ι × ι′-invariant) solutions u˜ to the J˜s,t-continuation map equation (7.22)
above, modulo the Z/2-action given by ι × ι′, with the usual boundary conditions. Writing
x′′− = (x
′′
−, λ
′′
−),x+ = (x+, λ+),x
′
+ = (x
′
+, λ
′
+), we impose the asymptotics that u˜→ x
′′
− as s→ −∞,
and u˜→ x+ × x
′
+ as s→ +∞, with decay in the normal direction to the fixed point set given by
πE⊕E′ u˜(s, t) ∼
{
C′′−e
−λ′′−sψ′′−(t) as s→ −∞
(C+e
−λ+sψ+(t), C
′
+e
−λ′+sψ′+(t)) ∈ Ex+ ⊕ E
′
x′+
as s→ +∞
(7.25)
where ψ′′−, ψ+, ψ
′
+ are eigensolutions corresponding to λ
′′
−, λ+, λ
′
+ respectively.
In the remaining cases, where at least one of x′′−,x+,x
′
+ is an interior generator and at least
one is a boundary generator, we define Mκ to be the moduli space of solutions u˜ to the J˜s,t-
continuation equation, modulo Z/2, asymptotics being a mixture of the two cases above. For
example, when x′′− = {x
′′
−, (ι × ι
′)(x′′−)} ∈ Co is interior, x+ = (x+, λ+) ∈ Cs is boundary-stable,
and x′+ = {x
′
+, ι
′(x′+)} is also interior, we impose that u˜ → x
′′
− or (ι × ι
′)(x′′−) as s → −∞, and
u˜ → x+ × x
′
+ or x+ × ι
′(x′+) as s → +∞, together with decay in the normal direction to M ⊂ M˜
given by
πE u˜(s, t) ∼ C+e
−λ+sψ+(t) as s→ +∞
86 TIM LARGE
where ψ+ is an eigensolution corresponding to λ+. The other cases are entirely analogous.
There is a subtlety arising from certain constant solutions to the J˜s,t-continuation equation. The
constant solutions are exactly just u˜ = x × x′ for x, x′ ∈ L˜0 × L˜
′
0 ∩ L˜1 × L˜
′
1. Suppose that x is
invariant, while x′ is non-invariant; consequently x × x′ will also be non-invariant, and there is a
Z/2-related pair of constant solutions at x × x′ and x × ι′(x′). Even though this pair of constant
solutions have πE u˜ identically zero as s→ +∞, we are to regard this solution as defining a single
element of Mκ(x′′,x,x′) where x = (x, λ0) for λ0 the lowest positive eigenvalue of I
d
dt at x, and
x′ = {x′, ι′(x′)},x′′ = {x×x′, x× ι′(x′)}. For higher eigenvalues we declare the moduli space to be
empty. Likewise, if x′ is invariant but x is non-invariant, we similarly regard the pair of constant
solutions as a single element of Mκ for x′ = (x′, λ′0), where λ
′
0 is the lowest positive eigenvalue.
Remark. Indeed, we could circumvent this issue with the constant solutions by adding a small
Z-dependent Hamiltonian perturbation to the J˜s,t-equation, compactly supported on Z, to remove
the constant solutions from consideration. Solutions of the perturbed equation would satisfy the
J˜× J˜ ′ equation for s≫ 0, and would generically be non-constant, and decay in the normal direction
E toM ⊂ M˜ as e−λ0sψ0(t) for λ0 the smallest positive eigenvalue. We could then consider a family
of such Hamiltonian perturbations over [0, ε), with the original unperturbed equation at 0. Since
the original unperturbed equation defines a transversely cut out moduli space (in the normal sense
of continuation moduli spaces for holomorphic curves on M˜ × M˜ ′), we could then prove a gluing
result to get also a family of moduli spaces over [0, ε), which would be a topological submersion
over [0, ε). In particular, since there is precisely one solution over 0, there must also be just one
solution for any sufficiently small Hamiltonian perturbation.
We can set each of these up as a Fredholm problem as before using Sobolev spaces with exponential
weights (where the weights must be placed separately on E and E′ on the positive infinite end of the
strip). For generic choices of J˜s,t, the moduli spaces are cut out transversely and are thus smooth
manifolds. Moreover, these moduli spaces are only non-compact in that they can degenerate into a
“broken triangle” configuration given by an element of one of the Mκ, together with three broken
trajectories on each of M˜ , M˜ ′ and M˜ × M˜ ′ respectively as described earlier in (7.10)-(7.13).
Consequently, by counting the (interior) zero-dimensional moduli spaces, we obtain eight F2-
homomorphisms:
κooo : Co ⊗ C
′
o → C
′′
o , κuoo : Co ⊗ C
′
o → C
′′
u ,
κoos : Co ⊗ C
′
s → C
′′
o , κuos : Co ⊗ C
′
s → C
′′
u ,
κoso : Cs ⊗ C
′
o → C
′′
o , κuso : Cs ⊗ C
′
o → C
′′
u ,
κoss : Cs ⊗ C
′
s → C
′′
o , κuss : Cs ⊗ C
′
s → C
′′
u
where we have written Co, C
′
o, C
′′
o and so on to distinguish between the free vector spaces generated
by Co(L˜0, L˜1), Co(L˜
′
0, L˜
′
1) and Co(L˜0 × L˜
′
0, L˜1 × L˜
′
1) respectively. Similarly we have another eight
F2-homomorphisms
(7.26) κ∂sss, κ
∂
uss, κ
∂
ssu, κ
∂
usu, κ
∂
sus, κ
∂
uus, κ
∂
suu, κ
∂
uuu
counting the boundary moduli spaces: these are all just the different components of the earlier map
κ of (7.2), but with the positive (stable) and negative (unstable) eigenvalues distinguished.
These can then be assembled into a chain map, κ,
κ : Cˇ ⊗ Cˇ′ → Cˇ′′
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which counts “total index zero” possibly broken triangle configurations, to account for the boundary-
obstructed cases. The are now four different types of boundary obstructed components of a broken
triangle. The first are those counted by d∂su as before on each of Cu → Cs, C
′
u → C
′
s and C
′′
u → C
′′
s ;
as before these can be thought of as having “formal index 0” as blown up trajectories, despite
having index 1 as boundary trajectories.
But we can also have boundary-obstructed triangles. Two types of such triangles are counted by
the operators κ∂sus and κ
∂
ssu; the triangles counted by these are of formal index -1. Furthermore,
we also have those counted by κ∂suu, which are of formal index -2.
With this in mind, we then define
κ : (Co ⊗ C
′
o)⊕ (Co ⊗ C
′
s)⊕ (Cs ⊗ C
′
o)⊕ (Cs ⊗ C
′
s)→ C
′′
o ⊗ C
′′
s
as the transpose of the matrix
κooo d
∂
suκuoo + κ
∂
suu(duo ⊗ duo)
κoos d
∂
suκuos + κ
∂
sus(duo ⊗ id)
κoso d
∂
suκuso + κ
∂
ssu(id⊗ duo)
κoss d
∂
suκuss + κ
∂
sus(dus ⊗ id) + κ
∂
ssu(id⊗ dus) + κ
∂
suu(dus ⊗ dus)
 .
This then defines a chain map:
κ : CFZ/2(L˜0, L˜1)⊗F2 CFZ/2(L˜
′
0, L˜
′
1)→ CFZ/2(L˜0 × L˜
′
0, L˜1 × L˜
′
1).
We will omit the proof that this is a chain map. As always, it is based on considering compact-
ifications of one-dimensional moduli spaces by broken configurations, and showing the number of
such additional points in the compactification is even. Due to the presence of boundary-obstructed
trajectories and triangles, the compactified moduli space is not a manifold with boundary, but
rather carries a δ-structure, which still allows us to deduce the appropriate algebraic relations. The
reader should compare Section 25 of [12].
To incorporate the F2[t]-module structures, we lift this map to the level of the free F2[Z/2]-complexes
following the scheme used in the proof of Theorem 7.1. From this we obtain a map in the derived
category of F2[t]-modules
(7.27) K : CFZ/2(L˜0, L˜1)⊗
L
F2[t]
CFZ/2(L˜
′
0, L˜
′
1)→ CFZ/2(L˜0 × L˜
′
0, L˜1 × L˜
′
1).
compatible with κ in the sense that if α ∈ HFZ/2(L˜0, L˜1) and α
′ ∈ HFZ/2(L˜
′
0, L˜
′
1) are cohomology
classes, then K(α⊗ α′) = κ(α⊗ α′).
To see that K is a quasi-isomorphism, again note that each side can be filtered by the symplectic
action on M˜⊗M˜ ′, andK preserves this filtration. It thus suffices to check thatK is an isomorphism
on the subquotients, in other words on the complexes corresponding to a pair of intersection points
x ∈ L˜0 ∩ L˜1, x
′ ∈ L˜′0 ∩ L˜
′
1 and their conjugates by ι and ι
′, with differentials and Kunneth maps
computed using only the constant holomorphic curves on M˜ ⊗ M˜ ′.
• In the case that x, x′ are each invariant critical points, we are asking for the map
K : F2[t]⊗
L
F2[t]
F2[t]→ F2[t]
to be an isomorphism. This map is induced from the map κ
F2[t]⊗ F2[t]→ F2[t]
which by the same computation as in the proof of Theorem 7.1, is given by ti⊗ tj 7→ ti+j+n
where n is the spectral flow of I˜s,t
d
dt . However by assuming that J˜s,t is sufficiently close to
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the diagonal almost complex structure Jt × J
′
t, at least in a small neighbourhood of x× x
′,
we can assume this spectral flow is zero, and so K is an isomorphism.
• In the case that x is invariant but x′ is non-invariant, or the other way round, the product
x× x′ is also non-invariant, and we are asking for the map
K : F2[t]⊗
L
F2[t]
F2 → F2
to be an isomorphism. Again this map is induced from
κ : F2[t]⊗ F2 → F2.
However by the description of the contribution to Mκ from the constant solutions, we see
that this map exactly sends 1⊗ 1 7→ 1 and ti ⊗ 1 7→ 0 for i > 0, from which we see that K
is an isomorphism.
• In the remaining case that both x, x′ are non-invariant, we have two corresponding pairs of
non-invariant points of M˜ × M˜ ′, namely {x × x′, ι(x) × ι(x′)} and {x × ι′(x′), ι(x) × x′}.
We ask for the map
K : F2 ⊗
L
F2[t]
F2 → F2 ⊕ F2
to be an isomorphism. This we cannot see on the level of κ (which is, in this case, zero),
however its lift to free F2[Z/2]-complexes, which is a map
F2[Z/2]⊗F2 F2[Z/2]→ F2[Z/2]⊕ F2[Z/2]
is certainly an isomorphism, and thus K is as well.
8. Comparison to the Seidel-Smith model
We now compare our definition of HFZ/2(L˜0, L˜1), which we refer to as the “Kronheimer-Mrowka
model”, to the model due to Seidel-Smith in [28], which goes via the Borel construction. We begin
by briefly reviewing it.
8.1. Review of the construction. Consider the fibration
(8.1) M˜borel = M˜ ×Z/2 S
∞ → RP∞
which has fibre M˜ . Take the standard Morse function h on RP∞ which pulls back to h(z1, z2, . . .) =
z21 + 2z
2
2 + . . . on S
∞, and a family {J˜z}z∈RP∞ of time-dependent almost complex structures on
the fibres M˜z of (8.1), each of contact type at infinity. These are not required to be equivariant;
however they are locally constant around each critical point z ∈ RP∞, and at these critical points
we require that they are regular in the usual sense of non-equivariant Floer theory of (L˜0, L˜1). We
then define
(8.2) CFSS
Z/2(L˜0, L˜1) = Πz∈Crit(h)CF (L˜0, L˜1; J˜z)
with a differential dSS that counts (v, u), for v : R → RP∞ and u : Z → M˜ with u(·, i) ⊂ L˜i for
i = 0, 1, which solve the coupled equations
(8.3)
dv
ds
+∇h(v(s)) = 0, ∂su+ Jz(t, u)∂tu = 0
with asymptotics at (z−, x−) and (z+, x+) for z± ∈ Crit(h) and x± ∈ L˜0 ∩ L˜1.
By counting trajectories (v, u) such that v(0) is constrained to lie in a generically chosen codimension
one hyperplane of RP∞, we obtain a F2[t]-module structure. This can be made more explicit: there
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is a canonical self-embedding τ : RP∞ → RP∞ sending (z1, z2, . . .) to (0, z1, z2, . . .), satisfying
τ∗h = h + 1. We can choose the family {J˜z} of almost complex structures to satisfy J˜z = J˜τ(z)
everywhere, in particular we have the same J˜ at each critical point of h. In particular this allows
us to write the chain complex as
(8.4) CFSS
Z/2(L˜0, L˜1) = CF (L˜0, L˜1)⊗ F2[[t]]
with differential d(0) + d(1)t+ d(2)t2 + . . ., where d(0) is the ordinary differential on CF (L˜0, L˜1; J˜).
Consequently, there is a spectral sequence withE2-pageHF (L˜0, L˜1)⊗F2[[t]] converging toHF
SS
Z/2(L˜0, L˜1):
this is not a natural feature of the Kronheimer-Mrowka model.
We will not directly compare the Kronheimer-Mrowka model of equivariant Floer cohomology with
Seidel-Smith’s, in part because whilst our model is naturally finite rank over F2[t], Seidel-Smith’s
theory is necessarily defined over F2[[t]]. Instead, we will work with finite rank truncations of
Seidel-Smith’s theory: we work instead over the standard RPn−1 ⊂ RP∞ consisting of just those
points of the form (z1, . . . , zn, 0, 0, . . .), and define
(8.5) CF
(n)
Z/2(L˜0, L˜1) =
⊕
z∈Crit(h)∩RPn−1
CF (L˜0, L˜1; J˜z)
with the same differential dSS . This is naturally a quotient complex of CFSS , and there are natural
maps
(8.6) CF
(n+1)
Z/2 (L˜0, L˜1)→ CF
(n)
Z/2(L˜0, L˜1).
We can recover CFSS as the inverse limit lim
←
CF
(n)
Z/2.
To minimize confusion, for this subsection we will write CFKM
Z/2 and HF
KM
Z/2 for the Kronheimer-
Mrowka model of equivariant cohomology (which elsewhere we just refer to as CFZ/2 and HFZ/2).
Theorem 8.1. There is a quasi-isomorphism of F2[t]-modules
(8.7) CF
(n)
Z/2(L˜0, L˜1)
∼= CFKMZ/2 (L˜0, L˜1)⊗
L
F2[t]
F2[t]
(tn)
.
Moreover, these isomorphisms are compatible with the natural maps CF
(n+1)
Z/2 → CF
(n)
Z/2 on the one
hand, and F2[t]/(t
n+1) → F2[t]/(t
n) on the other. In particular there is an isomorphism in the
inverse limit
(8.8) HFSS
Z/2(L˜0, L˜1)
∼= HFKMZ/2 (L˜0, L˜1)
∧
where HFKM
Z/2 (L˜0, L˜1)
∧ is the completion of HFKM
Z/2 (L˜0, L˜1) in t.
In particular, we immediately deduce the inequality of Theorem 1.2:
dimF2 HF (L˜0, L˜1) ≥ rankF2[[t]]HF
SS
Z/2(L˜0, L˜1)
= rankF2[t]HF
KM
Z/2 (L˜0, L˜1)
= rankF2[t,t−1]HFtw(L0, L1; p)
by using the equivalence after localization of Theorem 1.1 of HFKM
Z/2 (L˜0, L˜1) and HFtw(L0, L1; p).
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8.2. Idea of the proof. Suppose X˜ is a smooth manifold with a Z/2-action, with fixed point set
X . Recall that to implement the Kronheimer-Mrowka model here, we first take the oriented real
blowup Y˜ of X˜ along X ⊂ X˜, and then take the now free Z/2-quotient, Y . An invariant Morse
function f on X˜ then induces a flow on Y which is everywhere tangent to the boundary; we then
apply the formalism of Morse theory for manifolds with boundary.
On the other hand, the (truncated) Seidel-Smith model is to take the fibration
(8.9) X˜(n) = X ×Z/2 S
n−1 → RPn−1
and couple the Morse theory of RPn−1 with Morse theory in each of the fibres.
To interpolate between the two, consider the ball Bn with the Z/2-action given by −1. Put a Z/2-
equivariant Morse function on Bn, which is equal to the standard Morse function h used earlier on
its boundary Sn−1, and such that its flow is everywhere tangent to the boundary, and with a single
interior critical point at 0, which we take to be a minimum.
Explicitly, choose a smooth function a : R≥0 → R such that: (i) a(r) =
1
2r
2 for sufficiently small r,
(ii) a(r) is increasing for 0 < r < 1; (iii) a(r) = 1− (r− 1)2 in a neighbourhood of r = 1. Then the
function g : Bn → R given by
(8.10) g(z) =
1
||z||2
a(||z||)h(z),
where h(z) = z21 + 2z
2
2 + . . .+ nz
2
n, has the desired properties. We will soon want to also extend g
to all of Rn. To do this, use the same formula as above, and impose two further conditions on a(r):
(iv) a(r) is decreasing for 1 < r < 2; and (v) a(r) = −r2 for r ≥ 2.
Take the product X˜ ×Bn. This also has a Z/2-action, with fixed point set exactly X × 0. Suppose
Z˜ is the oriented real blow-up of X˜ × Bn along X × 0, and let Z be the free quotient of this by
Z/2. The map Z → Bn/(Z/2) is exactly the truncated Borel fibration X˜(n) → RPn−1 over the
boundary, and over 0 it is just the Kronheimer-Mrowka model manifold Y .
Now, put a Z/2-equivariant gradient-like flow on Z˜ which covers the Morse flow on Bn, such that
on the fibre over 0 it agrees with the Kronheimer-Mrowka flow, and on boundary X˜ × Sn−1 →
Sn−1 agrees with the Seidel-Smith flow. We can then define a map from (a stabilized version of)
the Kronheimer-Mrowka chain complex to the Seidel-Smith chain complex, by counting pairs of
trajectories on Z˜ which cover Morse flows in Bn connecting the boundary to the minimum at 0.
8.3. Implementation in Floer theory. Consider again the Morse function g : Rn → R now
extending to all Rn as explained above. For ε > 0, take the graph of εg, Γε = {(z, εdgz) ∈ T
∗Rn},
as a Lagrangian in the symplectic manifold T ∗Rn. It is equivariant for the Z/2 action on T ∗Rn
given by multiplication by −1, since g is; and the same is true for the zero section Rn ⊂ T ∗Rn. We
are interested in the Kronheimer-Mrowka model equivariant chain complex
(8.11) CFKM
Z/2 (R
n,Γε).
The fixed point set of the Z/2-action is just a single point {0} ⊂ T ∗Rn, which is also an intersection
of Rn and Γε. The non-invariant intersection points are precisely the non-invariant critical points
of g, which are ±y1 = (±1, 0, . . . , 0), . . . ,±yn = (0, . . . , 0,±1). At 0, the Lagrangian subspace
T0Γε is the graph of the diagonal matrix with entries ε, 2ε, . . . , nε; accordingly the standard almost
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complex structure J on T ∗Rn satisfies the conditions of Assumption 3.6, and the lowest n positive
eigenvalues of J ddt are
λ0 = tan
−1(ε), λ1 = tan
−1(2ε), . . . , λn1 = tan
−1(nε).
Write x0,x1, . . . for the “boundary-stable” generators of CF
KM
Z/2 (R
n,Γε), the first n of which are
given by the eigenvalues above; write y1, . . . ,yn for the “interior” generators given by the pairs
{yi,−yi}.
Observe that the complex is naturally graded, with |yi| = i and |xi| = i. Moreover, the symplectic
action of a point of Rn ∩ Γε is exactly the value of g at the corresponding critical point. Since
g(yi) = εi > 0 while g(0) = 0, the generators yi form a subcomplex B, and the quotient complex A
is given by the generators xi and the differentials between them. The total complex CF
KM
Z/2 (R
n,Γε)
is then recovered as Cone(A→ B).
If φt is the Hamiltonian flow on T
∗Rn induced by g, take the almost complex structures Jt =
(φt)∗J(φt)
−1
∗ ; these are Z/2-equivariant. Then, finite energy Morse gradient flows v : R → R
n
of g with endpoints at two critical points of g give rise to finite energy Jt-holomorphic strips
u : Z → T ∗Rn with boundaries on Rn and Γε, and endpoints at the corresponding points of
Rn ∩ Γε, via
v(s) 7→ u(s, t) = φtv(s).
Moreover, by a result of Floer [7], if ε is sufficiently small then this is actually a bijection onto
all the finite energy Jt-holomorphic strips (although Floer’s result is for compact Lagrangians, our
assumptions on the geometry of Γε at infinity confine holomorphic strips with endpoints in R
n ∩Γε
to a compact set).
We can then completely characterize CFZ/2(R
n,Γε) = Cone(A→ B) as an F2[t]-module complex.
Between each of yi+1,−yi+1 and yi,−yi there is exactly one flow line of g, showing that dyi = 0
and Tyi = yi+1; thus B
∼= F2[t]/(t
n) (with a shift by −1). Any blown-up trajectory with endpoints
at xi+1 and xi is supported on a constant strip at 0 downstairs; hence A ∼= F2[t]. Note that we can
directly identify A = CFZ/2(R
n,Λ), where Λ is the linear Lagrangian subspace T0Γε ⊂ T
∗Rn.
Finally, of all the flow lines from yi to 0, all but the one along the i-th coordinate axis are asymp-
totically tangent to the subspace spanned by the first (i− 1)-coordinates, and likewise for the flow
lines from −yi to 0. In particular, dxi−1 = yi, and so we conclude
(8.12) CFKM
Z/2 (R
n,Γε) = Cone (F2[t]→ F2[t]/(t
n)) .
This is of course quasi-isomorphic to F2[t] (which a shift by−n in grading), but the above description
will be important in what comes next.
Proof of Theorem 8.1. Take M˜, L˜0, L˜1 with a Z/2-action as before, with fixed point sets M,L0, L1
respectively, and consider the product M˜ × T ∗Rn with product Lagrangians L˜0 ×R
n and L˜1 × Γε.
This has a Z/2-action, with fixed point set M × {0}.
Equip M˜×T ∗Rn with a time-dependent, equivariant almost complex structure J˜prodt in the following
fashion. First, take the Sn−1-parametrized family of almost complex structures Jz = {Jt}z on M˜
obtained by pulling back those on the fibres of M˜borel → RP
n−1 to Sn−1. Extend this family to
z ∈ Rn, in such a way as to preserve the equivariance J−z = ι
∗J , and such that
• for some small δ > 0, Jz = Jz/||z|| whenever z > 1− δ
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• for ||z|| < 2δ, Jz = {J˜t}, where J˜ is an equivariant, equivariantly regular, time-dependent
almost complex structure on M˜ .
Again take some small tubular neighbourhood U of M ⊂ M˜ as in Assumption 5.1. Then writing z
for the base coordinate in T ∗Rn, we require
J˜prod = Jz × J
std
on (M˜ ×T ∗Rn)\(U ×D∗δ{||z|| < δ}), where J
std is the standard almost complex structure on T ∗Rn
and D∗δ is the bundle of covectors of norm less than δ.
We would ideally want (8.3) to hold on the entirety of M˜×T ∗Rn, since then any J˜prod-holomorphic
strip would project to a Jstd-holomorphic strip in T ∗Rn, and in particular we could filter the complex
CFKM
Z/2 (L˜0 × R
n, L˜1 × Γε by the symplectic action on R
n ∩ Γε). However, we cannot assume that
J˜prod takes the form (8.3) near the fixed point set M × 0, as then it may not be regular in the
presence of spectral flow on M , as in Section 2.7.
Instead, we can rescale the symplectic form on M˜ so that the difference between the largest and
the smallest symplectic action of points of L˜0 ∩ L˜1 is less than ε/2. The product almost complex
structures Jz×J
std of (8.3) will still be compatible for this rescaled symplectic form on M˜ ×T ∗Rn.
Moreover, if we assume that J˜prod is sufficiently close to J˜ × Jstd over U ×D∗δ{||z|| < δ}, it will be
compatible both for the original symplectic form on M˜ × T ∗Rn, as well as the rescaled form.
In particular this means that for this choice of J˜prod, CFKM
Z/2 (L˜0 × R
n, L˜1 × Γε) is still filtered by
the symplectic action on T ∗Rn. Consequently, there is a subcomplex Bprod formed by generators
lying over the non-invariant points of Rn ∩ Γε, and a quotient complex A
prod formed by just the
generators coming from (L˜0 ∩ L˜1) × {0}. The differential then yields a map A
prod → Bprod, such
that CFKM
Z/2 (L˜0 × R
n, L˜1 × Γε) = Cone(A
prod → Bprod).
We can directly identify Bprod ∼= CF
(n)
Z/2(L˜0, L˜1) from the description of J˜
prod as well as the identi-
fication of Floer trajectories in T ∗Rn bounded by Rn and Γε with Morse flows of g.
As for Aprod, observe that since on δ < ||z|| < 2δ we have J˜prod = J˜×Jstd, by a maximum principle
argument applied to the projection to T ∗Rn, any Floer trajectory with endpoints on M˜ ×{0} must
in fact be confined to M˜ × T ∗{||z|| ≤ δ}. In particular, again writing Λ for T0Γε ⊂ T
∗Rn, we can
identify Aprod with CFKM
Z/2 (L˜0 × R
n, L˜1 × Λ). There is then a Kunneth isomorphism
(8.13) CFKM
Z/2 (L˜0, L˜1)⊗
L
F2[t]
A
∼
−→ Aprod
recalling that A = CFKM
Z/2 (R
n,Λ) ∼= F2[t].
On the other hand, Theorem 7.4 yields an equivalence in the derived category
(8.14) K : CFKM
Z/2 (L˜0, L˜1)⊗
L
F2[t]
CFKM
Z/2 (R
n,Γε)→ CF
KM
Z/2 (L˜0 × R
n, L˜1 × Γε).
As before, CFKM
Z/2 (R
n,Γε) = Cone(A → B) = Cone(F2[t] → F2[t]/(t
n)). Moreover by making a
similar careful choice of Z-dependent almost complex structure used to define K, we see that K
preserves the filtration by the action on T ∗Rn. In particular, we obtain a commutative diagram in
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the derived category
(8.15)
CFKM
Z/2 (L˜0, L˜1)⊗
L
F2[t]
B CFKM
Z/2 (L˜0, L˜1)⊗
L
F2[t]
CFKM
Z/2 (R
n,Γε) CF
KM
Z/2 (L˜0, L˜1)⊗
L
F2[t]
A
CF
(n)
Z/2(L˜0, L˜1)
∼= Bprod CFKM
Z/2 (L˜0 × R
n, L˜1 × Γε) A
prod
K K
where the rows are exact triangles, and the vertical two arrows are the Kunneth maps, which are
quasi-isomorphisms. In particular the induced dashed vertical arrow is also a quasi-isomorphism.
Since B ∼= F2[t]/(t
n), this is the desired equivalence
(8.16) CFKM
Z/2 (L˜0, L˜1)⊗
L
F2[t]
F2[t]/(t
n)
∼
−→ CF
(n)
Z/2(L˜0, L˜1).
The naturality in n statement in the theorem then follows from a similar argument, by considering
the action filtration on T ∗Rn+1. First, we must ensure that ε is chosen small enough so that the
holomorphic strips in both T ∗Rn+1 and T ∗Rn with boundaries on Rn+1,Γn+1ε and R
n,Γnε are in
bijection with Morse gradient trajectories, where Γn+1ε ,Γ
n
ε are the Lagrangians used earlier (indeed,
decreasing ε gives rise to Lagrangians isotopic through via a Z/2-equivariant Hamiltonian flow).
Observe that the generator yn+1 of T
∗Rn+1 spans a subcomplex of CFZ/2(R
n+1,Γn+1ε ) whose
quotient is isomorphic to CFZ/2(R
n,Γnε ), where we have written Γ
n
ε ⊂ T
∗Rn for the Lagrangian
given earlier. On the larger subcomplex B of generators with positive action, this quotient map is
exactly the quotient map F2[t]/(t
n+1)→ F2[t]/(t
n).
Likewise since CFKM
Z/2 (L˜0×R
n+1, L˜1×Γ
n+1
ε ) is filtered by the action on T
∗Rn+1, it has a subcomplex
spanned by generators arising from the points of (L˜0 ∩ L˜1) × {yn+1,−yn+1}, whose quotient is
isomorphic to CFKM
Z/2 (L˜0 × R
n, L˜1 × Γ
n
ε ).
We should note that the identification of these two quotient complexes does itself involve another
use of the Kunneth formula in the form of a stabilization result: the lowest subquotient of the
filtration on CFKM
Z/2 (R
n+1,Γn+1ε ) is exactly CF
KM
Z/2 (R
n+1,Λn+1) where Λn+1 = T0Γ
n+1
ε . However
under the identification T ∗Rn+1 = T ∗Rn × C, we have
(8.17) CFKM
Z/2 (R
n+1,Λn+1) = CFKM
Z/2 (R
n × R,Λn+1 × ei tan
−1(ε(n+1))
R)
∼
−→ CFKM
Z/2 (R
n,Λn).
Putting this all together, and noting that the Kunneth isomorphism preserves the filtrations by
the action on T ∗Rn+1, we see that the diagram (8.15) is natural in n, thus completing the proof of
Theorem 8.1. 
Remark. For cleanness of exposition we have stated the above result on the level of the derived cat-
egory of F2[t]-complexes; however this raises potential problems arising from the non-uniqueness of
dashed map in (8.15). This can be rectified by working with the chain level category of A∞-modules,
at the cost of requiring (8.15) to be a homotopy coherent rather than homotopy commutative di-
agram. To obtain this upgrade, we could work instead at the level of F2[Z/2]-complexes (recall
that this is the most natural setting for the Kunneth map in any case): here the analogue of (8.15)
commutes on the nose. In particular, there is a distinguished choice for the map (8.16).
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9. Steenrod squares
9.1. The setting. Suppose that M is any exact symplectic manifold with convex boundary, and
L0, L1 ⊂ M two exact Lagrangians intersecting transversely, either compact or both conical and
disjoint at infinity. We can then form the product M˜ =M ×M , which is again an exact symplectic
manifold, carrying a symplectic involution ι which exchanges the two factors, the invariant set of
which is the diagonal M . Likewise, L˜0 = L0×L0 and L˜1 = L1×L1 are exact Lagrangian subman-
ifolds of M˜ preserved set-wise by the Z/2-action, with fixed point sets the original Lagrangians L0
and L1 respectively.
Moreover, the normal bundle NM⊂M×M of the invariant set is symplectically isomorphic to its
tangent bundle TM . Moreover, this isomorphism can be arranged to send the normal bundles
NLi⊂Li×Li to the Lagrangian subbundles TLi of TM |Li for i = 0, 1. In particular, taking the
polarization data t = (TM, TL0, TL1), we obtain a localization map
(9.1) HFZ/2(L0 × L0, L1 × L1)→ HF (L0, L1, t)
which is moreover an isomorphism after inverting t by Theorem 1.1.
This situation has an important special feature: if Jt is a regular time-dependent almost complex
structure on M for L0 and L1, then J˜t = Jt × Jt is regular on M ×M for L0 × L0, L1 × L1. It is
also manifestly Z/2-equivariant.
Observe that under the identification NM⊂M˜
∼= TM , the complex structure J˜t|NM is identified with
Jt. We can then choose a symplectic connection ∇ on TM such that the pair (Jt,∇) is equivariantly
regular in the sense of Definition 4.4. Moreover, we could further specify that our regular choice of
Jt is exactly the standard complex structure on C
n in given Darboux charts around the intersection
points of L0 ∩ L1, the Lagrangians L0, L1 are given by linear Lagrangian subspaces; the geometric
hypotheses of 3.6 and 5.1 will then be satisfied by M˜ . Moreover, by perturbing Jt, we can also
achieve equivariant transversality in the sense of Definition 6.2, and thus J˜t can be used to define
HFZ/2(L0 × L0, L1 × L1).
Let us now make a brief digression, to discuss the algebraic consequences of this.
9.2. Equivariant and regular almost complex structures. Just for this subsection, take M˜
any symplectic manifold with Z/2 action and fixed point set M as in Section 3 (not necessarily
M˜ =M ×M), with equivariant Lagrangians L˜0, L˜1 ⊂ M˜ having fixed point sets L0, L1.
Suppose that M˜ has a time-dependent almost complex structure J˜ which is Z/2-equivariant, and
is also regular in the sense of ordinary Floer theory on M˜ .
This situation is highly atypical. It has the immediate consequence that given any x−, x+ ∈ L0∩L1,
the moduli space MM (x−, x+) of Floer trajectories in M from x− to x+ must be of dimension at
most that ofMM˜ (x−, x+), the moduli space of trajectories in M˜ . In particular for such a trajectory
u, the spectral flow sf(u) of the operator I ddt used in the polarization-twisted Floer theory of the
normal bundle NM⊂M˜ must be non-negative, since it is equal to the difference in the Maslov indices
µM˜ (u)− µM (u).
In particular, the involution ι on M˜ induces an involution on the chain complex CF (L˜0, L˜1), which
we will also call ι and hope no confusion is caused. As in Section 2.1, we can then form an algebraic
version of the Borel construction, and produce a chain complex computing the group homology:
(9.2) C(Z/2, CF (L˜0, L˜1)) = CF (L˜0, L˜1)[t]
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with differential
(9.3) dborel = d+ t(id + ι).
Now consider Borel fibration M˜borel → RP
∞ used in the Seidel-Smith model of equivariant coho-
mology. Observe that since J˜t is equivariant and regular, by putting the almost complex structure
J˜t on each of the fibres of M˜z for z ∈ RP
∞ we obtain a chain complex that computes CFSS
Z/2(L˜0, L˜1).
In fact this effectively “decouples” the Morse flow on RP∞ and the Floer equation in the fibres,
and we obtain an isomorphism of chain complexes
CFSS
Z/2(L˜0, L˜1)
∼= (CF (L˜0, L˜1)[[t]], dborel)
where the two terms of dborel = d+ t(id + ι) count the discrete pairs (v, u) of a Morse trajectory v
on RP∞ and a J˜t-holomorphic strip in M˜ such that v is constant in RP
∞, or u is constant in M˜ ,
respectively.
Theorem 8.1 then yields an isomorphism
H(CF (L˜0, L˜1)[[t]], dborel) ∼= HF
KM
Z/2 (L˜0, L˜1)
∧
however this isomorphism is quite inexplicit (both geometrically, as it involves at several steps
counting solutions of continuation-style equations, and algebraically). In this particular setting
however, we can produce a direct equivalence going the other way, defined over F2[t] instead of
F2[[t]]:
Proposition 9.1. Suppose we have an equivariant and regular J˜t as above, which is furthermore
equivariantly transverse in the sense of Definition 6.2. Then there is a map of F2[t]-complexes
(9.4) G : CF (Z/2, CF (L˜0, L˜1))→ CF
KM
Z/2 (L˜0, L˜1)
which, after completion of both complexes in t, is a quasi-inverse for the map (8.16).
For each pair of non-invariant intersection points of L˜0 ∩ L˜1, choose a distinguished representative;
write Cnon for the set they form. Likewise write Cinv for the set of intersection points of L0 ∩ L1,
i.e. the invariant intersections of L˜0∩ L˜1, so that Cnon⊔ ι(Cnon)⊔Cinv forms a basis of CF (L˜0, L˜1).
For y ∈ Cnon, write y = {y, ι(y)} for the corresponding generator of Co, and for x ∈ Cinv, write
x0 = (x, λ0(x)) for the generator of Cs corresponding to the lowest positive eigenvalue of I
d
dt at x.
Also choose, for every eigenvalue λ of I ddt at x, a distinguished choice of unit eigenvector; in
particular this specifies an endomorphism T of CFKM
Z/2 (L˜0, L˜1) defining the F2[t]-module structure.
Definition 9.2. The map G : CF (Z/2, CF (L˜0, L˜1)) → CF
KM
Z/2 (L˜0, L˜1) is defined by setting, for
each n ≥ 0 and x ∈ L˜0 ∩ L˜1:
(9.5) G(tnx) =

T nx if x ∈ Cnon;
0 if x ∈ ι(Cnon)
T nx0 if x ∈ Cinv
Remark. Apart fromM ⊂M×M , the other major situation where equivariant and regular complex
structures naturally arise is in the presence of a stable normal trivialization, as in [28]. There is
then a natural question, beyond the scope of this discussion, of whether the composite of G, the
localization map HFKM
Z/2 (L˜0, L˜1)→ HFtw(L0, L1; p) and the isomorphism with HF (L0, L1)[t, t
−1]
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induced by the trivialization of the polarization agrees with the localization map constructed by
Seidel-Smith.
By construction G is F2[t]-linear. First, we will show that G is a chain map. We first make a
couple of observations about the dimension zero moduli spaces counted by the differential both on
CF (L˜0, L˜1) and on CF
KM
Z/2 (L˜0, L˜1):
First, If x ∈ Cinv and y ∈ L˜0∩ L˜1, by equivariant transversality the moduli space of J˜t-holomorphic
strips in a fixed homotopy class [u] with endpoints y and x and with asymptotics of type λ+ where
λ+ > λ0(x) at the positive end form a submanifold of strictly positive codimension in the moduli
space of all Floer trajectories from y to x. In particular, if y is non-invariant, the dimension zero
components of the moduli spaces M(y, x) and M(y,x0) coincide.
Likewise, for x ∈ Cinv and y ∈ Cnon, if x−1 is the element of Cu corresponding to the highest
negative eigenvalue, the dimension zero components of M(x, y) and M(x−1,y) coincide.
If x, x′ ∈ Cinv, then the dimension zero part of M(x−, x+) can be partitioned into the invariant
trajectories contained in M , and pairs of non-invariant trajectories. Similarly to the above, the
Z/2-quotient of the non-invariant part of the moduli space is exactly the dimension zero part of
M(x−1,x0).
On the other hand, if u is an invariant trajectory of index one in M˜ , by equivariant transversality
it is also index one in M , and thus sf(u) = 0. In particular, the unique i ∈ Z such that the
expected dimension M(xi,x
′
0) is dimension zero is i = 0. Moreover, by the regularity of the
twisted equations, the operator ∇¯I(u) in the twisted equation must then always be surjective, taken
on Sobolev spaces with exponential weights; thus its kernel is dimension one. In particular, the
downstairs trajectory u supports a unique twisted trajectory up to rescaling. Hence, the dimension
zero invariant trajectories inM(x, x′) are in bijection with the moduli space of twisted trajectories
M∂(x0,x
′
0).
Moreover, consider the dimension zero part of the moduli space of twisted trajectories M∂(xi,x
′
0)
between some (x, λi) and (x
′, λ0). For such a trajectory (u, φ), we know from the dimension formula
that
µM (u) + sf(u) + i− 1 = 0.
We know that µ(u), sf(u) ≥ 0. If µ(u) = 0, then x = x′ and u is a constant trajectory; the only
discrete flows are for i = 1 and there are exactly two of them. If µM (u) = 1 and sf(u) = 0, then
we also have µM˜ (u) = 1, and this flow must be of the form we just described. Otherwise, we must
have i < 0, and thus xi ∈ Cu.
By the same argument, the only dimension zero moduli spaces of boundary obstructed trajectories
(i.e. a twisted trajectory inM∂(xi,x
′
j) with i ≥ 0 and j < 0) occur when x = x
′ and i = 0, j = −1;
such trajectories have constant u, and each such moduli space has exactly two of them.
Proposition 9.3. G is a chain map.
Proof. It suffices to prove G(dborel(x)) = dKMG(x) where dKM is the Kronheimer-Mrowka differ-
ential, in the three cases.
Case I: Suppose that x ∈ Cinv is an invariant intersection point. Then
dborel(x) = dx =
∑
y∈Cnon
#MM˜ (y, x)(y + ι(y)) +
∑
y∈Cinv
#MM (y, x) · y
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noting that contributions from non-invariant trajectories from an invariant y to x come in pairs
and thus cancel out; thus
G(dborelx) =
∑
y∈Cnon
#MM˜ (y, x) · y +
∑
y∈Cinv
#MM (y, x) · y0.
However, this is exactly dKM (x0) by the observations above (noting that since boundary-obstructed
trajectories come in pairs, contributions from broken trajectories to dKM cancel out).
Case II: Suppose that x ∈ Cnon is a distinguished, non-invariant intersection point. Then we have
dx =
∑
y∈Cnon
(#MM˜ (y, x) · y +#MM˜ (ι(y), x) · ι(y)) +
∑
y∈Cinv
#MM˜ (y, x) · y
and hence
G(dx) =
∑
y∈Cnon
#MM˜ (y, x) · y +
∑
y∈Cinv
#MM˜ (y, x) · y0
On the other hand, G(tι(x)) = 0, while
G(tx) = Tx =
∑
y∈Cnon
#MM˜ (ι(y), x) · y +
∑
y∈Cinv
#MM˜ (y, x) · y0
The first term here is since T only counts trajectories between a “distinguished” and an “undistin-
guished” choice of intersection point. The second term deserves some explanation: the total index
one broken trajectories from some y˜i ∈ Cs to x must have a boundary obstructed component; by
the earlier observation we must have i = 0, the interior component of the trajectory must be from
y−1 to x, and the boundary obstructed component must be one of the two trajectories from y0 to
y−1. In particular, there are exactly two broken trajectories for each discrete downstairs trajectory
in M(y, x), and moreover exactly one of them is counted by T . Hence,
G(dborel(x)) =
∑
y∈Cnon
(#MM˜ (y, x) + #MM˜ (ι(y), x)) · y =
∑
y∈Co
#M(y,x) · y.
However this is exactly dKM (x). Indeed, this differential has no terms in x ∈ Cs, since such
contributions must come from broken trajectories with a boundary-obstructed component, but as
observed these come in pairs.
Case III: Similarly suppose x ∈ ι(Cnon) is an “undistinguished” non-invariant intersection point.
Then G(dx) is computed by the same formula (9.2) as before. On the other hand, G(tx) = 0, while
G(tι(x)) = Tx =
∑
y∈Cnon
#MM˜ (y, x) · y +
∑
y∈Cinv
#MM˜ (y, x) · y0
by the same reasoning as earlier, where now T counts trajectories between the “distinguished”
points y ∈ Cnon and the “undistinguished” point x. Consequently, G(dborelx) = 0, but we also have
dKMG(x) = 0 since G(x) = 0. This concludes the proof that G is a chain map. 
To see that G is a quasi-inverse for equivalence of Theorem 8.1, observe that each of CF (L˜0, L˜1)[t]
and CFKM
Z/2 (L˜0, L˜1) is filtered by the symplectic action of L˜0 ∩ L˜1. The map G preserves this
filtration by construction.
On the other hand, the map (8.16) also preserves this filtration. To see this is a bit more delicate,
since the continuation-style equations used to define this produce maps which are a priori only
filtered for the symplectic action on (L˜0 ∩ L˜1) ∩ (R
n ∩ Γε). However, by choosing ε to be much
98 TIM LARGE
smaller than all the differences between action values of L˜0 ∩ L˜1, we can achieve this (recall that in
fact the equivalence is also filtered for the action on Rn ∩Γε, by choosing complex structures which
are compatible for both the original symplectic form on M˜ × T ∗Rn, and one created by rescaling
ωM˜ to be very small).
It then suffices to consider the two cases when M˜ is two disjoint points interchanged by Z/2, and
when M˜ = Cn and L˜0, L˜1 are linear Lagrangians, with Z/2 action by −1, corresponding to filtration
levels coming from a non-invariant pair and a single invariant intersection point respectively. In the
former case, G is exactly the map
F2[Z/2][t]→ F2
defined by 1 7→ 1 and ι 7→ 0 along with any nonzero power of t. On the other hand, for each
truncation level n, F is an A∞-module map {F
i}i≥1 whose first term F
i is the map
F2 → F2[Z/2]⊗F2 F2[t]/(t
n)
defined by 1 7→ (1 + ι), where recall the right hand side has differential t(1 + ι). After reducing G
modulo tn, we see that these two maps are inverses on cohomology (in fact, they are chain homotopy
inverses).
In the second case, G is just the identity map
F2[t]→ F2[t]
On the other hand, for each truncation level n, F is the canonical map
F2[t]⊗F2[t] F2[t]/(t
n)→ F2[t]/(t
n)
which are clearly inverse after reducing the first map modulo tn.
We have thus proven that for each n,
G mod tn : (CF (L˜0, L˜1)⊗F2 F2[t]/(t
n), dborel)→ CF
KM
Z/2 (L˜0, L˜1)⊗
L
F2[t]
F2[t]/(t
n)
is an inverse on cohomology for (8.16), completing the proof.
9.3. The Floer-theoretic Steenrod square. Let us return to the setting M˜ = M ×M, L˜0 =
L0 × L0, L˜1 = L1 × L1 of before. Using the almost complex structure J˜t = Jt × Jt, we have an
isomorphism of chain complexes
(9.6) CF (L0 × L0, L1 × L1) ∼= CF (L0, L1)⊗ CF (L0, L1).
This is just the usual Kunneth theorem for ordinary Floer cohomology, which sends an intersection
point (x, y) ∈ (L0×L0, L1×L1) to x⊗ y (it is a chain map since the only Floer trajectories (u, u
′)
on M ×M which come in zero-dimensional moduli spaces are those where one of u, u′ is constant).
This isomorphism is clearly equivariant for the Z/2-action induced from that on M ×M for the
left complex, and the action which interchanges the two tensor factors on the right.
Moreover, it is well known (see for instance [27]) that for any complex of F2-vector spaces V , the
function
(9.7) V → C(Z/2, V ⊗ V ), x 7→ x⊗ x
defines a chain map after inverting t (which, if over a larger characteristic zero field, would be
Frobenius-linear). If V is finite dimensional, moreover yields an isomorphism
(9.8) V ⊗ F2[t, t
−1]
∼
−→ H(Z/2, V ⊗ V )[t−1].
Applying this to the case V = CF (L0, L1), we obtain
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Definition 9.4. The Floer-theoretic total Steenrod square is the map
(9.9) St : HF (L0, L1)→ HFtw(L0, L1; t)
where t is the polarization (TM, TL0, TL1) defined on the chain level by the composition of the
“algebraic square”
(9.10) CF (L0, L1)→ C(Z/2, CF (L0, L1)⊗ CF (L0, L1));
the Kunneth equivalence C(Z/2, CF (L0, L1) ⊗ CF (L0, L1)) ∼= C(Z/2, CF (L0 × L0, L1 × L1); the
comparison map G of the previous section
(9.11) G : C(Z/2, CF (L0 × L0, L1 × L1)→ CFZ/2(L0 × L0, L1 × L1);
and the localization map
(9.12) CFZ/2(L0 × L0, L1 × L1)→ CFtw(L0, L1; t).
Over a different characteristic zero field, it is Frobenius-linear, and in the presence of gradings
in the sense of [26], it doubles the degree. In particular, a trivialization of t induces an isomor-
phism HFtw(L0, L1; t) ∼= HF (L0, L1)[t, t
−1], as well as a grading on HF (L0, L1). We thus obtain
individual Steenrod operations
(9.13) Sti : HF ∗(L0, L1)→ HF
∗+i(L0, L1)
defined as the t|x|−i-term of St(x).
In view of the construction (9.5) of the map G, the chain level Steenrod operation
CF (L0, L1)→ CFtw(L0, L1; p)
admits a simple description. For an intersection point x ∈ L0∩L1, take the corresponding generator
x0 = (x, λ0) ∈ Cs of lowest positive eigenvalue λ0 > 0. Then the total Steenrod square St(x) is
given by the the image of x0 in CFtw(L0, L1; p) under the localization map. Turning to the formula
(5.12) for this map, we see that
St(x) = dusx0 =
∑
y∈Cu
#Mo(y,x0) y
counts the index one interior trajectories connecting boundary-unstable generators y to x0.
Recall that the action filtration on L0∩L1 induces a spectral sequence computing the polarization-
twisted Floer cohomology starting at the ordinary Floer cohomologyHF (L0, L1; ξ) with coefficients
in the local system ξ on PM (L0, L1) with fibres F2[t, t
−1], and monodromy given by tsf(u). However
for the polarization t, the spectral flow sf(u) of the operator I ddt is equal to the Maslov index µ(u),
and since the differentials in ordinary Floer cohomology count strips of Maslov index one, we have
(9.14) CF (L0, L1; ξ) = (CF (L0, L1)⊗ F2[t, t
−1], td)
where d is the ordinary Floer differential.
Proposition 9.5. The Floer-theoretic total Steenrod square defines an isomorphism
(9.15) HF (L0, L1)⊗ F2[t, t
−1]
∼
−→ HFtw(L0, L1; t).
In particular, the spectral sequence from HF (L0, L1; ξ) to HFtw(L0, L1; t) degenerates at the E2
page.
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Proof. The isomorphism statement is immediate, since each map in the composition defining Sq is
an isomorphism after inverting t. In particular, this implies that HFtw(L0, L1; t) is a free F2[t, t
−1]-
module of rank dimF2 HF (L0, L1). However, the E2 page of the spectral sequence, HF (L0, L1; ξ),
is also a free F2[t, t
−1]-module of this same rank, since both the kernel and image of the differential
td on CF (L0, L1) ⊗ F2[t, t
−1] are exactly the kernel and image of the ordinary differential d. The
spectral sequence must then degenerate. 
Remark. In the case when L0 and L1 intersect in just two points, and there is an n-dimensional
moduli spaceM of Floer trajectories connecting them, the sole possible differential in the spectral
sequence is in the En+1 page. By Proposition 3.10, this differential is
(9.16) wn(−TM) · [M]
which is in fact zero for all closed n-manifolds M, since M can always be immersed into R2n−1.
This recovers the result above.
10. Double covers of three-manifolds
10.1. Heegaard Floer theory review. Let us first give an extremely incomplete review of Hee-
gaard Floer homology. Suppose Y is a closed, oriented three-manifold; recall that a Heegaard
splitting of Y is a handlebody decomposition Y = U0 ∪Σ U1 where Σ is a genus g, closed ori-
ented surface. The attaching circles of U0, U1 determine a Heegaard diagram (Σ,α,β), where
α = {α1, . . . , αg} and β = {β1, . . . , βg} are two sets of closed embedded curves on Σ, such that the
α curves are pairwise disjoint, as are the β curves, and such that each α, β span a g-dimensional
subspace of H1(Σ); we also assume each αi, βj intersect transversely. Another useful viewpoint is
that Y carries a self-indexing Morse function f : Y → [0, 3] with one critical point each of index 0
and 3, and g critical points each of index 1 and 2. Then, Σ = f−1(3/2), and the α,β circles are
the intersection of Σ with the ascending and descending disks of the critical points of index 1, 2
respectively.
A basepoint z ∈ Σ not lying on any of the α or β circles defines a pointed Heegaard diagram
D = (Σ,α,β, z). A choice of complex structure j on Σ then makes the g-fold symmetric product
Symg(Σ − {z}) into a complex manifold; by equipping it with the appropriate symplectic form it
becomes an exact symplectic manifold with convex boundary. The α and β curves then define two
totally real submanifolds Tα = α1 × . . . × αg and Tβ = β1 × . . . × βg of Sym
g(Σ − {z}), which
can moreover be chosen to be exact Lagrangians; for details on choosing such a symplectic form we
refer the reader to [21], [10]. For our purposes, we will only consider the ĤF flavor of Heegaard
Floer homology, which can be taken to be the Lagrangian Floer homology inside Symg(Σ− {z}):
(10.1) ĤF (Y ) = HF (Tα,Tβ).
We will also have to consider 2-pointed Heegaard diagrams D = (Σg,α,β, {z1, z2}) where z1, z2
are two distinct basepoints, and α = {α1, . . . , αg+1},β = {β1, . . . , βg+1} are now two families of
g + 1 pairwise disjoint curves; these arise from self-indexing Morse functions f : Y → [0, 3] with
exactly two minima and two maxima. However by deleting small disks in Σ around z1, z2 and
attaching either ends of a cylinder to the resulting circle boundaries, we obtain a (one-)pointed
Heegaard diagram for the connect sum Y#(S1 × S2). In particular, if we take the Lagrangians
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Tα = α1 × . . . × αg+1 and Tβ = β1 × . . . × βg+1 of Sym
g+1(Σ − {z1, z2}, their Lagrangian Floer
homology computes
(10.2) ĤF (Y#(S1 × S2)) = HF (Tα,Tβ).
In light of the connect sum formula for ĤF (as proved in [19]), this is isomorphic to ĤF (Y ) ⊗ V ,
where V = ĤF (S1 × S2) ∼= H∗(S1) is a two-dimensional vector space.
There is another use of a second base-point in a Heegaard diagram, to define invariants of knots in Y
(for us, a knot will mean an oriented, null-homologous embedded closed curve). Given a Heegaard
diagram (Σ,α,β) for Y = U0 ∪Σ U1, choose two disjoint base points w, z ∈ Σ−∪αi −∪βj . Choose
an arc from z to w in Σ disjoint from α, and push it off into U0; also choose an arc from w to z
disjoint from β, and push it off into U1. The concatenation defines a knot K ⊂ Y . Alternatively,
given a self-indexing Morse function f inducing the diagram, connect the minimum to the maximum
via the flow line of f passing through w, and then the maximum back to the minimum by the flow
line passing through z. Indeed, any knot K ⊂ Y can be presented in this fashion.
We then take the symplectic manifold Symg(Σ − {w, z}), which again carries two Lagrangians
Tα,Tβ . The knot Floer homology ĤFK(Y,K) ( [18], [23]) can then be defined as
(10.3) ĤFK(Y,K) = HF (Tα,Tβ)
where this time we take the Lagrangian Floer homology inside Symg(Σ− {w, z}).
10.2. Double covers. Let Y˜ → Y be an unbranched double cover of closed oriented three-
manifolds. Observe that a pointed Heegaard diagram D = (Σg,α,β, z) for Y induces a 2-pointed
Heegaard diagram for Y˜
(10.4) D˜ = (Σ˜, α˜, β˜, {z˜1, z˜2})
where Σ˜2g−1 → Σg is a double cover of surfaces, α˜ = {α˜1, . . . , α˜2g} and β˜ = {β˜1, . . . , β˜2g} are the
preimages of α and β, and {z˜1, z˜2} are the preimages of z. In terms of a self-indexing Morse function
f : Y → [0, 3], this is the Heegaard diagram corresponding to the Morse function Y˜ → Y → [0, 3].
The symmetric product
(10.5) M˜ = Sym2g(Σ˜− {z˜1, z˜2})
carries a natural Z/2-action induced from the deck transformations on Σ˜, and the exact symplectic
structure can be chosen to make this an action by symplectomorphisms. Clearly the Lagrangian
tori Tα˜, Tβ˜ are preserved set-wise by this action. Moreover, the fixed point set can be identified
with
M = Symg(Σ− {z})
such that the fixed points of Tα˜,Tβ˜ are exactly Tα,Tβ ; this identification is through the map
Symg(Σ− {z})→ Sym2g(Σ˜− {z˜1, z˜2)(10.6)
(x1, . . . , xg) 7→ (x˜1, ι(x˜1), . . . , x˜g, ι(x˜g))(10.7)
where x˜i, ι(x˜i) are the two preimages of xi.
We then have the following fact, which we will prove in the next section:
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Proposition 10.1. The normal polarization p = (E,F0, F1) of Sym
g(Σ−{z}) ⊂ Sym2g(Σ˜−{z1, z2}
with its Lagrangians Tα ⊂ Tα˜,Tβ ⊂ Tβ˜ is in fact isomorphic to the tangential polarization t =
(TSymg(Σ− {z}), TTα, TTβ) of Sym
g(Σ− {z}).
Remark. This is similar in spirit to Lemma 7.2, Proposition 7.3 of Hendricks in [10], which concerns
genus zero Heegaard diagrams with many base-points. Our method of proof however will be quite
different. Hendricks makes use of Macdonald’s computation of the Chern classes of symmetric
products of surfaces [16] to deduce that the stable complex normal bundle E is stably trivial,
and then appeals to the algebraic topology (in particular, the K-theory) of these spaces to deduce
automatically from compatible trivializations of the Lagrangian normal bundles F0, F1.
While the Chern class computation does carry through to our case to show that E and TM are
stably isomorphic, Proposition 5.2 of [10] breaks down in this setting, meaning that we cannot then
automatically produce compatible stable isomorphisms of Fi and TLi (indeed, there are stable
isomorphisms of E and TM for which there is no compatible isomorphism between F0 and TL0).
While a more careful calculation of a relative Chern class in this case may be possible, instead we
have opted for a direct construction of the required isomorphism.
Given Proposition 10.1, we can now give a proof of Theorem 1.4.
Proof. From Theorem 1.2, we have an inequality
2 dimF2 ĤF (Y˜ ) = dimF2 HF (Tα˜,Tβ˜) ≥ rankF2[t,t−1]HF (Tα,Tβ ; p).
However from the above we have an equivalence of polarization data p ∼= t = (TM, TL0, TL1); more-
over the total Steenrod square furnishes an isomorphismHF (Tα,Tβ)⊗F2[t, t
−1]
∼
−→ HFtw(Tα,Tβ ; t).
In particular we have
rankF2[t,t−1]HF (Tα,Tβ ; p) = rankF2[t,t−1]HF (Tα,Tβ ; t) = dimF2 HF (Tα,Tβ)
from which the result follows. 
An analogue of this result in knot Floer homology also holds for double covers Y˜ → Y which are
branched along a knot K ⊂ Y . Indeed, given a Heegaard diagram (Σg,α,β, w, z) for K, we obtain
a Heegaard diagram (Σ˜2g, α˜, β˜, w, z) for K ⊂ Y˜ , where Σ˜2g → Σg is a double cover branched over
{w, z}, with α˜, β˜ the pre-images of α,β, and w˜, z˜ ∈ Σ˜ the branch points.
With an appropriate choice of symplectic structure,
(10.8) M˜ = Sym2g(Σ˜− {w, z})
again carries a symplectic Z/2-action, whose fixed point set is M = Symg(Σ − {w, z}). The
Lagrangians Tα˜,Tβ˜ are again preserved set-wise, with fixed point sets Tα,Tβ . Moreover, the
analogue of Proposition 10.1 also holds:
Proposition 10.2. The normal polarization p = (E,F0, F1) of Sym
g(Σ − {w, z}) ⊂ Sym2g(Σ˜ −
{w˜, z˜}) with its Lagrangians Tα ⊂ Tα˜,Tβ ⊂ Tβ˜ is isomorphic to the tangential polarization t =
(TSymg(Σ− {w, z}), TTα, TTβ) of Sym
g(Σ− {w, z}).
The proof of Theorem 1.5 then proceeds exactly as above.
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Remark. Heegaard Floer homology ĤF (Y ) has a natural grading by the set H2(Y,Z) of spinc
structures on Y , and moreover in knot Floer homology has an additional integer graded called the
Alexander grading. We fully expect the inequalities of Theorems 1.4 and 1.5 to also apply in each
appropriate gradings; for the sake of brevity we have left this to the reader.
10.3. Proof of Propositions 10.1 and 10.2. Let us first explain work in the unbranched case.
Since p : Y˜ → Y is a double cover of Y that is induced from a Z-fold cover, there is a continuous
function
(10.9) f : Y → S1
and an identification of Y˜ with the bundle of square roots {±
√
f(y)}y∈Y for f ; in other words there
is a function
(10.10) f˜ : Y˜ → S1
such that f˜(y˜1), f˜(y˜2) are the two square roots of f(y) whenever {y˜1, y˜2} = p
−1(y) are the two
preimages of y ∈ Y .
We will for this section only consider the functions f, f˜ restricted to Σ, Σ˜. The salient fact is that
since the α and β curves are null-homotopic in Y , for each i and j the restrictions
f |αi : αi → S
1, f |βj : βj → S
1
are homotopic to constant maps. Likewise f˜ restricted to the α˜ and β˜ curves is homotopic to
constant maps.
We first prove a simpler version of the statement involving only the second symmetric power. There
is likewise a Z/2 action on Sym2(Σ˜), with fixed point set isomorphic to Σ; we will just refer to it
as Σ. Suppose that the α˜ and β˜ curves are numbered so that α˜i, α˜g+i are the two pre-images
of αi under p, and likewise β˜j , β˜g+j are the two pre-images for βj . Under this numbering, each
α˜i × α˜g+i, β˜j × β˜g+j ⊂ Sym
2(Σ˜) are preserved set-wise by the Z/2 action, with fixed point sets
αi, βj ⊂ Σ respectively; by abuse of notation we will write αi ⊂ α˜i × α˜g+i for this fixed point set
and likewise for βj .
Proposition 10.3. There is an isomorphism of complex line bundles TΣ
φ
−→ NΣ⊂Sym2(Σ˜). More-
over, for each curve αi, the image φ(Tαi) is homotopic through totally real sub-bundles to Nαi⊂α˜i×α˜g+i ,
and likewise for βj.
Proof. To produce φ, it suffices to describe a continuous linear map of complex vector bundles
(10.11) ψ : TΣ→ TSym2(Σ˜)|Σ
of maximal rank whose image is everywhere transverse to TΣ ⊂ TSym2(Σ˜)|Σ.
Indeed, for x ∈ Σ, consider its two preimages {x˜1, x˜2} = p
−1(x). The tangent space TxSym
2(Σ˜) is
identified with Tx˜1Σ˜⊕Tx˜2Σ˜, under which TxΣ ⊂ TxSym
2(Σ˜) is given by the map v 7→ (dp−1x˜1 (v), dp
−1
x˜2
(v)).
Then take the linear map
ψx : TxΣ→ Tx˜1Σ˜⊕ Tx˜2Σ˜
v 7→ (f˜(x˜1)dp
−1
x˜1
(v), (f˜ (x˜2)dp
−1
x˜2
(v)).
This yields the desired map of vector bundles, since f˜(x˜1) = −f˜(x˜2).
104 TIM LARGE
For the statement about αi ⊂ α˜i× α˜g+i, observe there is a homotopy of f˜ to the constant function
1 on α˜i and −1 on α˜g+i, through functions g on α˜i ⊔ α˜g+i such that g(x˜) = −g(ι(x˜)) where ι is the
deck transformation. We then obtain a homotopy of ψ|αi , through linear maps of maximal rank
and image transverse to TΣ, to the map
TΣ|αi → TSym
2(Σ˜)|αi , v 7→ (dp|
−1
α˜i
(v),−dp|−1α˜g+i(v))
which in turn specifies a homotopy from φ(Tαi) to Nαi⊂α˜i×α˜g+i . The case of the βj curves is the
same. 
We now turn ourselves to the inclusion Symg(Σ) ⊂ Sym2g(Σ˜). We will in fact prove a stronger
statement than Proposition 10.1 by working on the entirety of Symg(Σ) rather than just Symg(Σ−
{z}). We first need suitable replacements for the functions f, f˜ .
Lemma 10.4. There exist continuous maps g1, g2, . . . , g2n : Σ˜
×2g → S1 satisfying the following
properties:
• the collection is S2g-equivariant, meaning for all permutations σ ∈ S2g, i = 1, 2, . . . , 2g,
and (x˜j) ∈ Σ˜
×2g, we have gσ(i)(x˜1, . . . , x˜2g) = gi(x˜σ(1), . . . , x˜σ(2g));
• if πi : Σ˜
×2g → Σ˜ is the i-th projection for i = 1, . . . , 2g, for some small ε > 0 the functions
gi and f˜ ◦ πi are uniformly ε-close;
• moreover, away from some small open neighbourhood of the fat diagonal ∆Σ˜×2g ⊂ Σ˜
×2g of
points where x˜i = x˜j for some i 6= j, we have gi = f˜ ◦ πi;
• there is some small δ > 0 such that whenever d(x˜i, x˜j) < δ in some Riemannian metric on
Σ˜, we have
gi(. . . , x˜i, . . . , x˜j , . . .) = gj(. . . , x˜i, . . . , x˜j , . . .).
Proof. Observe that the functions f˜ ◦ πi satisfy all the properties except the last, which is at
least satisfied on the fat diagonal ∆. However, by using an equivariant version of the tubular
neighbourhood theorem strata by strata for ∆, we can find a neighbourhood U1 of ∆ and and an
S2g-equivariant deformation retraction
(10.12) r : U → ∆.
We then obtain an S2g-equivariant map q : Σ
×2g → Σ×2g which is equal to the identity outside U1,
and on some smaller open neighbourhood U1/2 ⊂ U1, is equal r|U1/2 . By arranging for U1/2 to be
sufficiently small, we can ensure that q and the identity are as C0-close as desired. We can then
define the functions gi as f˜ ◦ πi ◦ q. 
We can now give the proof of Proposition 10.1.
Proof of 10.1. Again, we will produce a map of complex vector bundles
(10.13) ψ : TSymg(Σ)→ TSym2g(Σ˜)|Symg(Σ˜)
which is everywhere of maximal rank and transverse to TSymg(Σ) ⊂ TSym2g(Σ˜).
We first describe the map in the complement Symg(Σ)\∆Symg(Σ) of the fat diagonal in Sym
g(Σ).
Indeed, if x = (x1, . . . , xg) is a collection of distinct points of Σ, with preimages {x˜i, x˜g+i} = p
−1(xi)
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in Σ˜, we have identifications of the tangent spaces
TxSym
g(Σ) ∼=
g⊕
i=1
TxiΣ, TxSym
2g(Σ˜) ∼=
2g⊕
i=1
Tx˜iΣ˜
under which the embedding TSymg(Σ) ⊂ TSym2g(Σ˜) is given by the map
(v1, . . . , vg) 7→
(
dp−1x˜1 (v1), . . . , dp
−1
x˜g
(vg), dp
−1
x˜g+1
(v1), . . . , dp
−1
x˜2g
(vg)
)
.
According to the above identification of the tangent spaces, we can then describe ψx as
ψx(v1, . . . , vg) =
(
g1(x˜)dp
−1
x˜1
(v1), . . . , gg(x˜)dp
−1
x˜g
(vg), gg+1(x˜)dp
−1
x˜g+1
(v1), . . . , g2g(x˜)dp
−1
x˜2g
(vg)
)
.
This is well-defined by the S2g-equivariance of the functions gi. By the second property of Lemma
10.4, the ratios gi(x˜)/gg+i(x˜) are uniformly bounded away from 1 ∈ S
1, and so the image of ψx,
which is clearly of maximal rank, is transverse to TSymg(Σ).
We now explain how to extend ψ over the fat diagonal. Indeed, over the fat diagonal, there is still
a direct sum decomposition of TSymg(Σ) and TSym2g(Σ˜)|TSymg(Σ) over the distinct points of each
unordered tuple, into pieces of the form T(x)nSym
n(Σ) and T(x˜1)n,(x˜2)nSym
2n(Σ˜), where x ∈ Σ has
pre-images x˜1, x˜2, and (x)
n denotes the x as a point of Symn(Σ) with multiplicity n, for some
1 ≤ n ≤ g. We claim that by taking the direct sum of the maps given by
T(x)nSym
n(Σ)→ T(x˜1)nSym
n(Σ˜)⊕ T(x˜2)nTSym
n(Σ˜) ∼= T(x˜1)n,(x˜2)nSym
2n(Σ˜)
v 7→
(
h1dp
−1
(x˜1)n
(v), h2dp
−1
(x˜2)n
(v)
)
we obtain a continuous extension of ψ over the fat diagonal, where h1 = g1(x˜) = . . . = gn(x˜) and
h2 = gg+1(x˜) = . . . = gg+n(x˜) are unit complex numbers. These maps are clearly of maximal rank
and transverse to T(x)nSym
n(Σ), since h1/h2 is bounded away from 1.
Indeed, choose a local holomorphic chart around x ∈ Σ, identifying some open neighbourhood of
x with the unit disc D ⊂ C. Then there is some open neighbourhood V of Symn(Σ) around (x)n,
and a holomorphic chart ϕ : V → Cn, such that there is a commutative diagram
(10.14)
V \∆ Dn\∆
V Cn
F
ϕ
where Dn\∆ → V \∆ is the order n! holomorphic covering that sends an ordered tuple of disjoint
points (z1, . . . , zn) to the corresponding point of Sym
n(Σ) under the local chart around x ∈ Σ, and
F is the map (P1, . . . , Pn) given by the elementary symmetric polynomials
(10.15) P1 = z1 + z2 + . . .+ zn, . . . , Pn = z1z2 . . . zn.
Likewise around ((x˜1)
n, (x˜2)
n) ∈ Sym2n(Σ˜), we have a chart on the open set given by V˜1 × V˜2,
where V˜1, V˜2 are open sets around (x˜1)
n, (x˜2)
n ∈ Symn(Σ˜) which can in turn be identified with V .
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We then have a commutative diagram
(10.16)
(V˜1 × V˜2)\∆ (V \∆)× (V \∆) (D
n\∆)× (Dn\∆)
V˜1 × V˜2 V × V C
n × Cn
∼
F×F
∼ ϕ×ϕ
The top rows of (10.14), (10.16) give charts on small open subsets of the complement of the fat
diagonal; according to the trivializations of TSymn(Σ) and TSym2n(Σ˜) induced by these charts,
the map ψ is given by the 2n× n matrix
(10.17)

g1 0
g2
. . .
0 gn
gg+1 0
gg+2
. . .
0 gg+n

.
However, by the final property of Lemma 10.4, if we take the chart V to be sufficiently small, we
must have h1(x˜) = g1(x˜) = . . . = gn(x˜) and h2(x˜) = gg+1(x˜) = . . . = gg+n(x˜) for some functions
h1, h2; in particular ψ is given by (h1id, h2id) in these charts.
The right vertical maps of (10.14), (10.16) provide transition functions to the charts given by the
bottom rows. In particular, viewed in the trivializations of TSymn(Σ) and TSym2n(Σ˜) induced by
the charts ϕ and ϕ× ϕ, the map ψ is given by
(10.18)

(
∂Pi
∂zj
)
ij
0
0
(
∂Pi
∂zj
)
ij
h1idn×n
h2idn×n
(∂Pi
∂zj
)−1
ij
=
h1idn×n
h2idn×n

which clearly extends continuously over the fat diagonal as claimed.
This proves the existence of an isomorphism of complex vector bundles
(10.19) φ : TSymg(Σ)→ NSymg(Σ)⊂Sym2g(Σ˜).
To see that under this isomorphism, TTα and TTβ are homotopic through Lagrangian subbundles
to NTα , NTβ , observe that by construction, away from some small neighbourhood of the fat diagonal,
the isomorphism φ is given as the direct sum of g copies of the isomorphism of Proposition 10.3.
In particular, we can take the direct sum of the homotopies of real-line-sub-bundles of NΣ⊂Sym2(Σ˜)
between φ(Tαi) and Nαi⊂α˜i×α˜g+i to obtain the desired homotopy of Lagrangian subbundles over
Tα, and likewise for Tβ . 
The proof of Proposition 10.2 is more or less identical. In this case, since K is null-homotopic,
after choosing a Seifert surface we have S1-valued functions f, f˜ defined on the knot complements
Y \K and Y˜ \K respectively, yielding S1-valued functions on Σ−{w, z} and Σ˜−{w˜, z˜} respectively,
whose restrictions to the α, β and α˜, β˜ curves are null-homotopic. The same construction as above
then yields the result.
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