Abstract. We organize the quantum hyperbolic invariants (QHI) of 3-manifolds into sequences of rational functions indexed by the odd integers N ≥ 3 and defined on moduli spaces of geometric structures refining the character varieties. For one-cusped hyperbolic 3-manifolds M we construct new QHI and the related rational functions H h f ,hc,kc N , depending on a finite set of cohomological data (h f , hc, kc) called weights, and regular on a determined Abelian covering of degree N 2 of a Zariski open subset, canonically associated to M , of the geometric component of the variety of augmented P SL(2, C)-characters of M . A main ingredient of these QHI is state sums over "structured" triangulations where branchings (previously used in [1, 2, 3] ) are relaxed to weak branchings existing on every triangulation. These state sums incoporate a sign correction which eventually fixes the sign ambiguity of the QHI. We provide also a closed formula in terms of weights of the so called state sum "symmetrization factor", and this eventually leads to a factorization of the QHI into reduced invariants.
, depending on a finite set of cohomological data (h f , hc, kc) called weights, and regular on a determined Abelian covering of degree N 2 of a Zariski open subset, canonically associated to M , of the geometric component of the variety of augmented P SL(2, C)-characters of M . A main ingredient of these QHI is state sums over "structured" triangulations where branchings (previously used in [1, 2, 3] ) are relaxed to weak branchings existing on every triangulation. These state sums incoporate a sign correction which eventually fixes the sign ambiguity of the QHI. We provide also a closed formula in terms of weights of the so called state sum "symmetrization factor", and this eventually leads to a factorization of the QHI into reduced invariants. The quantum hyperbolic invariants (QHI) H N (P) were defined in [1, 2, 3] for several classes of "patterns" P and for every odd integer N ≥ 3. The QHI of the largest class of patterns are the partition functions of the (2 + 1)-dimensional "quantum hyperbolic" field theories (QHFT) constructed in [3] . In [2, 3] we defined also QHI for cusped hyperbolic 3-manifolds, but without covering the domain of applications that one would expect in this case. The invariance of the QHI was stated up to a phase anomaly, that is up to multiplication by N -th roots of unity and sign. Two fundamental open problems of the theory are to find the way to fix the phase anomaly (possibly by enhancing the patterns with further structures), and to determine the asymptotic behaviour of H N (P) as N → +∞. This is the first of two papers in which we achieve the following goals: QHI of cusped manifolds: We extend the QHI of any one-cusped hyperbolic 3-manifold M over the whole geometric component X 0 (M ) of the variety of augmented P SL(2, C)-characters of M . In [2, 3] they were defined only at the hyperbolic holonomy. State sums over weakly branched triangulations: In order to achieve the previous goal it is necessary to introduce state sums over triangulations that do not support any branching (i.e. any ∆-complex structure), that we replace by relaxed structures called weak branchings. These states sums give rise to QHI generalizing all the previously defined ones.
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Analytic families of QHI:
We recast all QHI into sequences {A N (Y )} of families of complex analytic spaces and maps, indexed by the odd integers N ≥ 3. Each family A N (Y ) is associated to a topological support Y , and provides concrete models of geometric structures over Y called patterns. Patterns over cusped manifolds have an intrinsic meaning in terms of the P SL(2, C)-version of the A-polynomial, and natural relationships with Chern-Simons theory. Fixing the sign ambiguity: We incorporate a sign correction in the state sum formulas of the QHI, which under a mild assumption on the "bulk c-weight" (see below) removes their sign ambiguity. The sign correction depends on the combinatorics of the weak branching and is a by-product of [8] . Dealing (when possible) with branched triangulations it becomes trivial, so that the QHI of [1, 2, 3] are eventually defined up to multiplication by N -th roots of unity. QHI asymptotics: Given a topological support Y , a sequence {P N } of patterns over Y , and the corresponding sequence {H N (P N )} of QHI, we let
(log |H N (P N )|/N ).
Sequences {P N } with so called non-exponential growth satisfy |H ∞ ({P N })| < ∞ (for instance constant sequences where all the P N s are a same pattern P). For such sequences we consider the following problems:
(1) Determine the behaviour of H ∞ ({P N }) as a function of the geometric structures of Y carried by {P N }: regularity, discontinuities, etc. (2) Describe an asymptotic expansion of {H N (P N )} as N → ∞ in terms of classical geometric invariants of Y : Chern-Simons invariants, torsions, twisted cohomology, etc. The Kashaev-Murakami-Murakami Volume Conjecture is a particular case of (2) , dealing with the leading order asymptotics of {H N (P N )} for constant sequences of patterns associated to links in S 3 . Our approach is to study the asymptotical behaviour of {A N (Y )} instead of {H N (P N )} for a single sequence {P N }. We will develop some general tools, like an integral formula of H N (P N ) and an asymptotic equivalent thereof. In the case of one-cusped manifolds, we will treat a few examples and propose a conjecture on the leading order asymptotics of {H N (P N )}.
In the present paper we achieve the first four goals. By the way we point out also a new factorization theorem that eventually holds for all QHI. In the second paper, in collaboration with C. Frohman, we will develop our approach to the asymptotic problems. Let us describe with more details the content of the present paper.
1.1. QHI of cusped manifold patterns. In this paper we call cusped manifold an oriented, connected, non-compact complete hyperbolic 3-manifold of finite volume with one cusp. Hence a cusped manifold M is diffeomophic to the interior of a compact 3-manifold denoted by V , with one torus boundary component. A pattern P = (Y P , ρ, (h, k)) over M consists of a topological support Y P together with additional geometric structures determined by the couple (ρ, (h, k)). The topological support takes the form Y P = (V, (h c , k c )), where (h c , k c ) ∈ H 1 (V ; Z/2Z) × H 1 (∂V ; Z) is a so-called c-weight, defined by a "bulk c-weight" h c and a "boundary c-weight" k c satisfying (1) r(k c ) = i * (h c )
where r : H 1 (∂V ; Z) → H 1 (∂V ; Z/2Z) is the reduction mod(2), and i * : H 1 (V ; Z/2Z) → H 1 (∂V ; Z/2Z) is induced by the inclusion map i : ∂V → V . The pattern P is obtained by completing Y P with a couple (ρ, (h f , k f )) where ρ is a P SL(2, C)-character of V , i.e. a conjugacy class of representations of π 1 (V ) in P SL(2, C), and (h f , k f ) ∈ H 1 (V ; Z/2Z) × H 1 (∂V ; C) is a so-called f -weight (relative to ρ), defined by a "bulk f -weight" h f and a "boundary f -weight" k f satisfying the following constraint. Up to conjugacy the restriction of ρ to the torus ∂V is valued in the group of complex affine transformations of the plane; the linear part of this restriction defines a class in H 1 (∂V ; C * ). Let d ∈ H 1 (∂V ; C/2iπZ) be the log of this class, with imaginary part in ] − π, π]. One requires that for all a ∈ H 1 (∂V ; Z), (2) k f (a) = d(a) mod(iπ); (k f (a) − d(a))/iπ = i * (h f )(a) mod (2) .
Collecting the bulk and boundary weights we will often write P as (V, ρ, (h, k)), where (h, k) = ((h f , h c ), (k f , k c )).
Notation. For every n ∈ N, we write "a ≡ n b" to mean that a and b are equal up to multiplication by a power of exp(2iπ/n). If n is odd, then a ≡ 2n b if and only if a ≡ n ±b. We denote by µ n the group of n-th roots of unity, acting on C by multiplication. In [2, 3] , for every cusped manifold M and odd N ≥ 3 we defined quantum hyperbolic invariants (3) H N (M ) := H N (V, ρ hyp , (0, 0)) ∈ C/µ 2N that is, for the pattern P = (V, ρ hyp , (0, 0)) where ρ hyp is the hyperbolic holonomy of M and all weights vanish. The following theorem summarizes our new results for patterns over M (all terms are defined in Section 4). (1) For every odd integer N ≥ 3 and every pattern (V, ρ, (h, k)) over M such that ρ ∈ Ω(M ), there is a quantum hyperbolic invariant H N (V, ρ, (h, k)) ∈ C/µ 2N satisfying H N (V, ρ hyp , (0, 0)) = H N (M ).
(2) (Analytic Families) Fix a topological support (V, (h c , k c )) and a class h f ∈ H 1 (V ; Z/2Z), and vary ρ ∈ Ω(M ) and the boundary f -weights k f satisfying (2) . Then, for every odd integer N ≥ 3 the invariants H N (V, ρ, (h, k)) define a regular rational function on a determined (Z/N Z) 2 -covering spacẽ Ω(M ) N of Ω(M ): H h f ,hc,kc N :Ω(M ) N → C/µ 2N . (3) (Factorization) Let H N (T ) be the state sum formula of H N (V, ρ, (h, k)) over a QH triangulation T of (V, ρ, (h, k)), and α N (T ) the (non vanishing) symmetrization factor of H N (T ). Then α N (T ) and the reduced state sum H N,red (T ) := H N (T )/α N (T ) yield a factorization into invariants:
where α N (V, ρ, (h, k)) is defined up to sign and H N,red (V, ρ, (h, k)) up to multiplication by 2N -th roots of unity. More precisely, denote by , : H 1 (∂V ; C) × H 1 (∂V ; C) → C the intersection product (i.e. :Ω(M ) ∞ → C on a Z 2 -coveringΩ(M ) ∞ of Ω(M ) (see Section 4.4). e) It is not clear to the authors whether or not it is possible to remove the sign ambiguity of the invariants α N (V, ρ, (h, k)) and H N,red (V, ρ, (h, k)).
QHI of other patterns.
In order to explain the nature of the QHI in Theorem 1.1 (1) , and why this result is not straightforward, it is useful to recall a few general facts from [1, 2, 3] .
QHFT partition functions. The QHI of QHFT patterns have been defined in [3] . Their topological supports have the form (V, L, (h c , k c )) where:
• V is a compact oriented connected 3-manifold with (possibly empty) boundary ∂V made by torus components; if ∂V = ∅ we will use the notation W instead of V .
• L is a non-empty link in the interior of V ;
• bulk & boundary c-weights (h c , k c ) ∈ H 1 (V ; Z/2Z) × H 1 (∂V ; Z)h c , k c satisfy (1).
The QHFT patterns are obtained by completing (V, L, (h c , k c )) with a couple (ρ, (h f , k f )), where ρ is any P SL(2, C)-character of V and (h f , k f ) are bulk and boundary f -weights satisfying (2) with respect to ρ. When V = W is compact and closed, (k c , k f ) disappears so that h = (h c , h f ) ∈ H 1 (W ; Z/2Z) 2 . In [1, 2] we defined the QHI H N (W, L, ρ, h) in this case, for every character ρ and weight h. A specialization is
, where ρ triv is the trivial character of S 3 . In [4] we obtained the following result, which establishes a connection with Jones invariants. Theorem 1.2. For every link L in S 3 and every odd integer N ≥ 3 we have
where < L > N is the link invariant defined by the enhanced Yang-Baxter operator extending the Kashev R-matrix, and
] is the colored Jones polynomial, normalized so that J N (K U )(q) = 1 on the unknot K U . Remark 1.3. The second equality is due to [30] . In [1, 2, 3] we quoted occasionally the first one as a motivating fact. Later we realized that we were unable to derive a complete proof from the existing literature (in particular [23, 24] ), so we provided an independent one in [4] , under the ambiguity ≡ 2N . The above statement with ≡ N follows from the state sum sign correction introduced in the present paper (see also Remarks 2.12 and 5.5).
When ∂V = ∅ the QHFT partition functions are more sophisticated (see [3] ). In particular the link L has to contain (up to isotopy) an essential simple closed curve on each boundary component which actually encodes a Dehn filling instruction. Anyway, also in this case the invariants H N (V, L, ρ, (h, k)) are defined for arbitrary characters and weights.
Relation with the QHI of cusped manifolds. In a sense the patterns over cusped manifolds are complementary to the QHFT patterns, as for the former the link L is empty. The proof in [2, 3] that the invariants H N (M ) = H N (V, ρ hyp , (0, 0)) in (3) are well defined differs to many extents from the one for the QHFT partition functions. It uses the "volume rigidity" for cusped manifolds (see eg. [20] ), Thurston's hyperbolic Dehn filling theorem, a construction of certain auxiliary invariants H N (V, ρ hyp , (0, 0), a) that depend a priori on an additional datum "a", and finally a surgery formula.
. By combining all these results we proved:
, Section 6.2) Let W n be a sequence of closed hyperbolic Dehn fillings of M whose holonomies ρ n (considered as P SL(2, C)-characters on M ) converge to ρ in X(M ). Denote by L n the geodesic core of the solid torus that fills V to produce W n . For every odd N ≥ 3 and every additional datum "a" we have
Hence "a" is eventually immaterial, and the limit defines H N (M ) ∈ C/µ 2N .
The normalization (h, k) = (0, 0) on the right side of (5) is a by-product of the proof. Under some additional assumptions on M (for instance if M is "very gentle" according to [2, 3] ; then "a"= ∅), we could avoid the delicate surgery argument and define the invariants H N (V, ρ hyp , h, k) for arbitrary weights relative to the hyperbolic holonomy.
1.3. State sums over weakly branched triangulations. One complication with the construction of the QHI of cusped manifolds in [2, 3] depended on a technical difficulty that we overcome in the present paper, and that we are going to illustrate. For every topological support Y P , denote byV the compact space obtained by filling each boundary component of ∂V with the cone over it. If ∂V = ∅ thenV = W ;V has a finite set of non-manifold points, the vertices of the filling cones. For every pattern P supported by Y P , H N (P) is computed by state sums over certain "decorated" triangulations T ofV , depending on the choice of a point z ρ in the associated gluing variety G(T ) such that z ρ represents the character ρ (see Section 2), and on a suitable encoding of the weights (h, k). Moreover, T is equipped with a branching; equivalently, T carries a structure of ∆-complex in the sense of [21] . In the case of QHFT partition functions this is not so demanding: T can be a "quasi-regular" triangulation (every edge has distinct endpoints), a branching b can be induced for example by a total ordering of the vertices, and z ρ can be realized by means of a so-called "idealization" of P SL(2, C)-valued 1-cocycles on (T, b).
On another hand for a cusped manifold M we use ideal triangulations T ofV such that the gluing variety G(T ) contains a point z h representing the hyperbolic holonomy ρ hyp , and having coordinates with non-negative imaginary part (we say that z h is non-negative). Such triangulations exist for every M , for instance any maximal subdivision of the canonical Epstein-Penner cell decomposition has this property. However we do not know if every cusped manifold has such a triangulation T admitting a branching b. For instance, the canonical Epstein-Penner decomposition of the "figure-8-knot sister" (m003 in Snappea's census) is made of two regular hyperbolic ideal tetrahedra and does not carry any branching. The "very gentle" manifolds M mentioned after Theorem 1.4 admit by definition a branched and non-negative (T, b, z h ). 1 , RICCARDO BENEDETTI
2
In order to get Theorem 1.1 (1) we relax branchings to weak branchings which exist on every triangulation, and this leads us to incorporate 2-facet tensors in the state sum formulas. In this setup, as well as to cover arbitrary characters of M in Ω(M ), the proof of the state sum invariance requires additional arguments with respect to [2, 3] .
1.4. Plan of the paper. Let V be as in Section 1.2 andV as in Section 1.3. In Section 2 we recall a few general facts about triangulations endowed with pre-branchings, weak branchings, or branchings, and the associated gluing varieties of M . In Section 3 we construct the analytic configuration A N (T,b, c) for every odd integer N ≥ 3, weakly branched triangulation (T,b) ofV , and rough charge c on T (suitably specialized "global charges" will eventually encode the c-weights below). In particular A N (T,b, c) contains an infinite Abelian covering of the gluing variety,
In the case of QHFT patterns it is described qualitatively by:
there is a weakly branched triangulation (T,b) ofV and a global charge c on T such that:
represents the character ρ and for every odd
In the case of patterns over a cusped manifold M , we have: 
, and for every odd N ≥ 3 we have
We will use concrete models of the finite coverings and regular rational maps in Theorem 1.1 (2) by considering a suitable factorization of H N (T,b, c) :
In Section 4 we develop the content of Proposition 1.6 and prove Theorem 1.1 (1)-(4) and the analogous result when N = 1 (see the comment (d) and Corollary 4.17). In Section 5 we indicate briefly how to deal with QHFT partition functions. In Section 6 we collect a few facts about a diagrammatic calculus for weakly branched triangulations. This calculus is used in Section 7, which contains the invariance proof of the state sums defined over such triangulations. In Section 8 we prove Theorem 1.1 (5) and the analogous result for QHFT partition functions. As a by product we show that due to global compensations of the local sign ambiguities the QHI H N (P) defined by means of branched triangulations have no sign ambiguity. This applies to QHFT partition functions and to very gentle cusped manifolds.
Notations. In general we denote by N the odd integers ≥ 3, including the case N = 1 when specified, and we put m := (N − 1)/2 and ζ := exp(2πi/N ). The set I N = {0, . . . , N − 1} is identified to the group Z/N Z and [n] N ∈ I N denotes the residue modulo N of n ∈ N. We let δ N (n) := 1 (resp. 0) if
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Structured triangulations and gluing varieties
Triangulations. Let V be as in Section 1.2, that is, a compact oriented connected 3-manifold with (possibly empty) boundary ∂V made by toric components. Denote byV the space obtained by taking the cone over each boundary component of ∂V . A triangulation T ofV is a collection of abstract oriented tetrahedra ∆ 1 , . . . , ∆ s together with a complete system ∼ of pairings of their 2-facets via orientation reversing affine isomorphisms, such that the oriented quotient space
is homeomorphic toV , preserving the orientation. We will distinguish between the abstract 2-facets, edges and vertices of s i=1 ∆ i , and the ones of T after the 2-facet pairings. In particular we denote by E( − → ∆) and E(T ) the set of edges of s i=1 ∆ i and of T respectively. For all E ∈ E( − → ∆) and e ∈ E(T ) we write E → e to mean that E is sent to e under the 2-face pairings. Every (abstract) 2-facet of each ∆ i inherits the boundary orientation by the rule: "first the outgoing normal". Necessarily the non-manifold points ofV (when ∂V = ∅) are vertices of T . A triangulation T ofV is called ideal if the set of vertices of T coincides with the set of non-manifold points ofV .
Gluing varieties. Let T be a triangulation ofV as above. For every tetrahedron ∆ j choose a vertex v j . Order cyclically the edges of the opposite 2-face F j by the opposite of the boundary orientation of F j . Fix an auxiliary compatible linear ordering
Give each edge E ∈ E( − → ∆) an indeterminate X(E) so that for each ∆ j opposite edges have the same indeterminate. In particular, put X j r := X(E j r ) , r ∈ {0, 1, 2}. Set C * := C \ {0, 1}. Define the algebraic set (the index r is considered mod(3))
s onto the first two factors, and similarly, by G 1 (T ) the image of G 3 (T ) under the projection (C 3 * ) s → C s * onto the first factor. By the first set of s "tetrahedral" equations, G 3 (T ) is the graph of two explicit regular rational maps defined on G 2 (T ) or on G 1 (T ). The auxiliary choices of ordered edges E j r being immaterial, these algebraic varieties are canonically isomorphic. We denote them by G(T ). Every point u of G(T ) represents a P SL(2, C)-character ρ(u) of V , and the entries u j r , r = 0, 1, 2, of u corresponding to ∆ j can be interpreted as the cross-ratios parameters of an isometry class of oriented hyperbolic ideal tetrahedra (∆ j , u j ). The imaginary parts of the u j r have a same sign ǫ(u j ) ∈ {0, ±1}. Hence (∆ j , u j ) has a well defined algebraic volume, given by
where on the right side Vol stands for the geometric positive volume (forgetting the orientation). By a classical result of Schläffli,
where D 2 is the Bloch-Wigner dilogarithm, a real analytic function on C * continuous at 0 and 1 (see (18) for a formula). When the u j r are real, (∆ j , u j ) is degenerate and both sides of (6) vanish. By summing the algebraic volume over the tetrahedra of T one defines the volume function
For every point u ∈ G(T ) we have Vol(u) = Vol(ρ(u)) where on the right side Vol stands for the (intrinsically defined) volume of the character ρ(u). In general G(T ) might be empty, butV has always triangulations T such that G(T ) is non trivial. A first general result concerns its dimension.
Theorem 2.1. ( [33] , [31] ; see also [7] ) Assume that V has one torus boundary component. Let T be an ideal triangulation ofV . If the gluing variety G(T ) is non empty, then it is a complex algebraic curve.
This result depends on the combinatorial properties of T . If the interior of V is a cusped manifold M , then it has the canonical Epstein-Penner (EP) cell decomposition by embedded convex hyperbolic ideal polyhedra (see for instance [7] ). Then we have: Proposition 2.2. The maximal subdivisions of the EP cell decomposition of M define a finite set T EP (M ) of ideal triangulations ofV , such that for every T ∈ T EP (M ) the gluing variety G(T ) contains a non-negative point u h ∈ G(T ) such that ρ(u h ) = ρ hyp , and Vol(u h ) = Vol(M ).
Every non-degenerate hyperbolic ideal tetrahedron of (T, u h ) has non-negative volume, but in general one cannot avoid to have some degenerate tetrahedra. We call T EP (M ) the set of EP-triangulations of M . For other manifolds the situation is not so well-known. Let us consider the case when V = W is compact and closed. A triangulation T of W is called quasi-regular if every edge of T has distinct vertices in T . It is clear that every triangulation can be subdivided to become quasi-regular. Fix a total ordering on the vertices of T and orient every edge e of T from v to v ′ if v < v ′ . Every simplicial P SL(2, C)-valued 1-cocycle z on T , defined by using such an edge orientation, represents a character ρ(z) of W . By an idealization procedure used in [1, 2, 3] , we can associate to a sufficiently generic cocycle z a point u ∈ G(T ) such that ρ(z) = ρ(u). Then we can prove: Proposition 2.3. Let T be a quasi-regular triangulation of W . For every character ρ of W there is a point u ∈ G(T ) such that ρ = ρ(u).
Clearly, the point u is far to be unique. For instance, if W = S 3 every point of G(T ) represents the trivial character. A similar, slightly more elaborated result holds for all other topological supports of QHFT patterns; it uses triangulations ofV obtained from quasi-regular relative triangulations (T, ∂T ) of (V, ∂V ) by adding a cone over each component of ∂T . The idealization procedure is reminiscent of Thurston's spinning construction, and is strictly related to it when W is hyperbolic. In that case, the following result, which is proved by using the spinning construction, agrees with Proposition 2.3 in the case of quasi regular triangulations. Proposition 2.4. ( [29] ) Let T be a triangulation of a compact closed oriented hyperbolic 3-manifold W such that all edges having only one endpoint in T are not null-homotopic in W . Then there exists u ∈ G(T ) such that Vol(u) = Vol(W ), and any such u satisfies ρ(w) = ρ hyp (the hyperbolic holonomy).
Variations on branched triangulations. Define a pre-branched tetrahedron (∆, σ) as an oriented tetrahedron ∆ endowed with a system σ of transverse 2-facet co-orientations such that two transverse arrows are outgoing and two are ingoing. As every 2-facet has the boundary orientation, by duality σ can be interpreted as a system of 2-facet orientations. Figure 1 shows a pre-branched tetrahedron (∆, σ) embedded in R 3 , with coordinates (x 1 , x 2 , x 3 ) such that the plane of the picture is {x 3 = 0}. We stipulate that ∆ inherits the ambient orientation, and that the two 2-facets intersecting at the over-crossing (resp. under-crossing) diagonal edge have outgoing (resp. ingoing) transverse arrows. Every square edge of ∆ is naturally oriented as a common boundary edge of two 2-facets with opposite transverse co-orientations, so that the square edges form an oriented quadrilateral. We can also distinguish a pair of opposite A (resp. B) square edges, in a way which is reminiscent of the "A vs. B crossing simplification" in the definition of the Kauffmann bracket. Note that we use the orientation of ∆ in order to distinguish the A from the B edges. The orientation of the diagonal edges is undetermined. On the other hand, given a pre-branching (∆, σ), there are four branched tetrahedra (∆, b) such that (∆, σ) = (∆, σ b ). They can be obtained by implementing the following procedure:
Choose an A (resp. B) square edge of (∆, σ) and invert its orientation; then there is only one way to complete the so obtained square edge orientations to get (∆, b) such that (∆, σ) = (∆, σ b ). Note that:
• * b = 1 (resp. * b = −1) if and only if we have chosen an A (resp. B) square edge.
• With respect the ordering v 0 , v 1 , v 2 , v 3 of the vertices of (∆, b), the chosen square edge is
In Figure 2 we illustrate the above procedure.
Let us consider now some kinds of globally structured triangulations ofV .
• A pre-branched triangulation (T, σ) ofV is a triangulation formed by pre-branched tetrahedra
such that the transverse co-orientations of the abstract 2-facets match under the 2-facet pairings; we denote by σ the resulting global pre-branching on T .
• A weakly-branched triangulation (T,b) is a triangulation formed by branched tetrahedra
such that the induced pre-branched tetrahedra {(∆ j , σ bj )} j=1,...,s form a pre-branched triangulation (T, σ). On the other hand, given any pre-branched triangulation (T, σ) we can convert every pre-branched tetrahedron into a compatible branched one to get a weakly-branched triangulation (T,b) that induces (T, σ).
• A branched triangulation (T, b) is a triangulation formed by branched tetrahedra
such that the local branchings match under the 2-face identifications; we denote by b the resulting global branching on T . Obviously a branched triangulation is weakly-branched.
Remark 2.5. The notion of branched triangulation ofV is equivalent to the notion of ∆-complex overV in the sense of [21] . Note in particular that the simplicial 3-chain j * bj (∆ j , b j ) represents the fundamental class in H 3 (V ; Z).
Given a triangulation T ofV , denote byV the compact 3-manifold with boundary obtained from V by removing a small open 3-ball around every vertex of T which is a manifold point. Clearly, V =V if and only if T is ideal. A pre-branched triangulation (T, σ) ofV can be described in a very concrete way in terms of the standard spine P ofV dual to T . Lemma 2.6. There is a natural bijection between the pre-branched triangulations (T, σ) supported by T and the so-called pre-branched standard spines (P,σ) ofV , whereσ is a system of edge orientations of the singular locus Sing(P ) such that at every vertex of P (dual to a tetrahedron of T ) there are two outgoing and two ingoing germs of edges.
The proof is evident, as every edge of Sing(P ) is transverse to one 2-face of T . The notion of (weakly) branched triangulation (T,b) has a natural dual counterpart as (weakly) branched spine (P,b).
The branched boundary of a pre-branched triangulation. Consider the family of truncated tetrahedra associated to a triangulation T ofV . Their triangular 2-faces form a triangulation ∂T of ∂V . If (T, σ) is a pre-branched triangulation, then (∂T, b ∂σ ) is naturally branched (i.e. it is a 2-dimensional ∆-complex on ∂V ), where the branching b ∂σ is defined on the triangular 2-faces of every pre-branched truncated tetrahedron as in Figure 3 . Every 2-simplex of (∂T, b ∂σ ) inherits an A, B, ∅ coloration of its corners, and there are two types of such colored simplices, distinguished by the sign ±1 obtained by comparing as usual the boundary and the b ∂σ orientations. Hence such a coloration formally makes sense on any branched triangulation of a compact closed oriented surface S, which may not arise as the boundary of a 3-dimensional pre-branched triangulation. We will need the following simple Lemma.
Lemma 2.7. Let (T, σ) be a pre-branched triangulation ofV . Then for every edge e of T the number of abstract edges E → e which are diagonal in some pre-branched abstract tetrahedron (∆, σ) is even.
This follows from the following 2-dimensional Lemma applied to the boundary branched triangulation.
Lemma 2.8. Let (T S , b) be a branched triangulation of a compact closed oriented surface S. Then every vertex of T S is surrounded by an even number of empty corners.
Proof. The two edges of a triangle adjacent to the corner with empty label have compatible borientations (while they conflict elsewhere). ✷ Remark 2.9. Lemma 2.7 can be rephrased as follows: by labelling with 1 ∈ Z/2Z the diagonal edges and by 0 ∈ Z/2Z the square edges of every pre-branched tetrahedron (∆, σ) one gets a so-called Z 2 -taut structure on T (a notion borrowed from F. Luo). Hence, together with Lemma 2.11 it shows that Z 2 -taut structures always exist.
Networks and N -graphs. A weakly branched triangulation (T,b) ofV can be considered as a network of (abstract) branched tetrahedra N (T,b) as follows. Place around every vertex v of the oriented graph (Sing(P ),σ) the dual abstract branched tetrahedron (∆ v , b v ) in such a way that the edges of Sing(P ) at v and the 2-faces of (∆ v , b v ) intersect transversely. Each edge of Sing(P ) connects now two abstract 2-faces which are identified in (T,b): a 2-face
The identification of F i with F f can be encoded by a Z/3Z edge coloring as follows. Let S(J 3 ) be the symmetric group on the set J 3 = {0, 1, 2}, and A(J 3 ) the subgroup of even permutations. Let us identify the group A(J 3 ) with (Z/3Z, +) = (J 3 , +) via the isomorphism
Let F be any abstract 2-face of some (∆, b), with the induced branching b F . As usual, the vertices u
of F are ordered accordingly to the branching b F . Then, the gluing map φ e of F i onto F f is determined by the permutation τ e ∈ A(J 3 ) such that
. Give e the color r(e) ∈ Z/3Z corresponding to τ e under the isomorphism α. The network N is defined as the oriented graph (Sing(P ),σ), where each vertex v is "structured" by the above correspondence between the germs of adjacent edges and the 2-faces of (∆ v , b v ), and each edge e has the Z/3Z-color r(e). The following two Lemmas are easy but important. We stress that this is no longer true for genuine branchings (see an example in Figure 7 ). If T is quasi-regular, then every total order on its vertices induces a branching of T .
It is useful to represent the networks N (T,b) by means of planar oriented 4-valent graphs called Ngraphs. Essential vertices are marked by a solid dot; the others are accidental crossings. An arc of Γ connects two (possibly coincident) essential crossings. If (Γ, θ) represents N (T,b), it encodes an embedding in R 3 of the oriented graph (Sing(P ),σ), so that the essential crossings correspond to the vertices of P , and the arcs to its oriented edges. An essential crossing corresponding to a vertex v encodes a branched tetrahedron (∆ v , b v ) as shown in Figure 4 : the sign ±1 at the bottom refers to the sign * b , while the label in {0, 1, 2, 3} at each arc-germ refers to the b v -ordering of the transverse 2-face of (∆ v , b v ). When * b = 1, a full decoding of Figure 4 is provided by Figure 5 , showing a branched tetrahedron, the dual "butterfly" with co-oriented (hence oriented) wings, and how it can be converted into a portion of a oriented branched surface (the case * b = −1 is similar). An arc of (Γ, θ) corresponding to an edge e of (Sing(P ),σ) inherits the Z/3Z-color r(e). If r(e) = 0 we omit it. Given (Γ, θ), an easy decoding procedure (extending the one of Figure 5 ) produces a concrete embedding in R 3 of a closed regular neighbourhood N (P ) of Sing(P ) in the standard spine P . We believe that it is enough to show how all this works in the cases of the simplest cusped manifolds: M 0 , the figureeight-knot complement in S 3 , and its "sister" M 1 , which is the complement of a knot in the lens space L 5,1 (see [18] ). In both cases the Epstein-Penner decomposition is a triangulation made by two regular hyperbolic ideal tetrahedra. We denote by T 0 and T 1 the underlying topological/combinatorial triangulations ofV 0 andV 1 , respectively. In Figure 6 (resp. Figure 7) we show on the left side an N -graph of a branched triangulation (T 0 , b) (resp. weakly branched (T 1 ,b)). It is not hard to verify that T 1 does not carry any branching. On the right side we show the decoding of the N -graph, that is, the associated embedding in R 3 of N (P ). P \ Int(N (P )) is formed by closed 2-disks, each one embedded into a 2-dimensional region of P . Near every essential crossing some of these discs intersect the oriented wings of the corresponding butterfly. There are six arcs lying on the boundary of these intersections, with the induced local orientation. The endpoints of these arcs are grouped in four sets of triples of points, one for each arc-germ e of the N -graph. Each point of the triple associated to e is in the interior of one edge of the 2-face transverse to e, and is equipped with the natural label in J 3 shown in Figure 8 .
Edge decorations. We will use several instances of labellings of the abstract edges of a weakly branched triangulation, called decorations, such that for every tetrahedron opposite edges have the same label. An example is the decoration of the square edges with A or B according to the prebranching, and of the diagonal edges with ∅. Every decoration d is determined on each tetrahedron by the triple of values
, eg. like the cross ratios (w 0 , w 1 , w 2 ) below. In terms of decoded N -graphs, they are placed as in Figure 9 , where we understand that the over/under crossing arcs are labelled by d 0 , and we show also A, B, ∅.
Remark 2.12. In the case of genuine branchings, N -graphs have been used in [4] under the name of normal o-graphs (here renamed normal N -graphs). However, in [4] we used the opposite convention for the sign * b , by adopting the usual crossing sign of link diagrams. This choice gives the equality 
, whereL is the mirror image of the link L. With the present (definitely preferable) convention we get the statement of Theorem 1.2.
The gluing varieties G(T,b). If (T,b) is a weakly branched triangulation, we can use the weak branching to fix the auxiliary choices in the models G r (T ), r ∈ {1, 2, 3}, of the gluing variety G(T ) (with the exception of the ordering of the tetrahedra). On every branched tetrahedron (∆ j , b j ) we fix v j = v j 3 and the opposite 2-face
. If * bj = +1, then we order the edges of F j by
. If * bj = −1, we order the edges of F j by
. In both cases the linear order is compatible with the cyclic order induced by the opposite of the 2-face boundary orientation, according to our convention. Moreover, we use the weak branching to define the following rational automorphism of (C 3 * ) s :
We will eventually use the images by w of the varieties G r (T ), r ∈ {1, 2, 3}, obtained as above by usingb. We denote them G r (T,b). For every branched tetrahedron (∆ j , b j ), in both cases * j = ±1 we order now the edges of
and we set w
. Then the point w = w(u) of G r (T,b) determines a new system of cross ratios on the branched tetrahedra (∆ j , b j ). The defining equation of G(T,b) associated to an edge e of T is
where if E is an edge of (∆ j , b j ) we have w(E) = w j i if and only if E is E j i or the opposite edge, and * E := * bj . The volume function on G(T,b) takes now the form
Example 2.13. It is easy to recover the edge equations of G(T,b) from a representing decoded Ngraph: one places the cross-ratio variables (w 0 , w 1 , w 2 ) at each essential crossing as in Figure 9 , and take their products along the boundary lines of N (P ). For example, consider the cusped manifold M 1 and (T 1 ,b). Assign the variables (w 0 , w 1 , w 2 ) to the top crossing of Figure 7 , and (W 0 , W 1 , W 2 ) to the bottom one. Note that * b = +1 for both. Then we get the equations (9) w 0 w
Using the relation w j+1 = 1/(1 − w j ) and the similar one for W j , they reduce to the unique quadratic equation
Solving it we get W := W 1 as a function of w := w 1 . The parameter space of "positive solutions" is the half plane Im w > 0 with the ray 0.5 + si, √ 15/2 ≤ s < +∞, removed ( [18] ). The complete hyperbolic structure corresponds to w = W = exp(iπ/3), hence it is realized by two regular ideal tetrahedra. Similarly, using (T 0 , b) one recovers Thurston's celebrated treatment of the figure-eightknot complement M 0 .
Analytic configurations
3.1. Local analytic configurations. Take an oriented 3-simplex (∆, b). As in the previous section, select the 2-face F 3 opposite to the vertex v 3 . The edges of F 3 are ordered as
3.1.1. Quantum hyperbolic 3-simplices. Recall that the edge decorations of (∆, b) are equal on opposite edges, and hence specified by triples
, r ∈ {0, 1, 2}. A quantum hyperbolic 3-simplex is a tuple (∆, b, w, f, c) where:
• w = (w 0 , w 1 , w 2 ) is the system of cross ratios (8).
•
, where log is the branch of logarithm with imaginary part in (−π, π].
For every k = 0, 1, 2 set
We call the edge decoration f a flattening, c a charge, l k a classical log-branch, and l k,N, * b ,c a quantum log-branch. If Im(w) > 0 (resp. Im(w) < 0), then c is a charge if and only if −c (resp. c) is a flattening. We organize the edge decorations w, f , c as follows. Denote by
the maximal abelian covering map. We realize W ∞ as the quotient space
where D is the result of gluing two copies of (−∞, 0) and (1, +∞) to the boundary of C\((−∞, 0)∪(1, +∞)), and ∼ is the equivalence relation
Setting l(y; m) := log(y) + imπ, m ∈ Z, the bijective map
identifies W ∞ with the Riemann surface of the maps
For every sign * = ±1 and couple c = (c 0 , c 1 ) ∈ Z 2 define the analytic map
Then:
• C * (resp. W ∞ ) with coordinate w 0 (resp. [w 0 ; f 0 , f 1 ]) is a parametrization of the set of edge decorations w (resp. (w, f )) of (∆, b).
provides a distinguished system of N th-roots of the cross ratios w k :
. The proof of the following Lemma is straightforward (see [2] and [3] , Remarks 2.1 and 2.18). 
where as usual N := 2m + 1 and ζ := exp(2iπ/N ).
(2) For any charge c and N -th roots u k of the cross ratios w k verifying the relation (15), there is a flattening f such that
2 with defining equation
There is a natural
There is a functorial way to associate a given operator A ∈ End(C N ⊗ C N ) to a branched tetrahedron (∆, b): associate to the 2-face F j of (∆ j , b j ) a copy V j of C N , and put
The entries are taken in the standard basis of C N ⊗ C N ; in both cases * b = ±1 the pair (i, j) (resp. (k, l)) corresponds to the space V 2 ⊗ V 0 (resp. V 3 ⊗ V 1 ), and to the outgoing (resp. ingoing) arrows of the pre-branching induced by b if * b = 1 (resp. * b = −1). Using the rule (16) and maps (where * = ±1 and c ∈ Z 2 )
we define the tetrahedral tensors of quantum hyperbolic 3-simplices as
The map R (1, * ) is analytic. It is the exponential of a uniformization mod(π 2 Z) of the Rogers dilogarithm, normalized so as to kill the ambiguity:
where L is the Rogers dilogarithm, analytic over D = C \ {(−∞; 0) ∪ (1; +∞)} and defined by
log(1−t) t dt to the Bloch-Wigner dilogarithm D 2 , and hence to the volume of hyperbolic ideal tetrahedra (see Section 2), by (18) L
The tensors R (N, * ,c) are regular rational maps called matrix dilogarithms, that verify non commutative versions of the dilogarithm five term relations. For every x ∈ C * , put x 1/N := exp(log(x)/N ), extended to 0 1/N := 0 by continuity. Set
.
We have
We put
Note that R 1 does not depend on the charge c and the color r, and R (N, * ,c) depends on the charge c only by the factor u 
3.2.
Globalization. In addition to tetrahedral tensors we need to consider face tensors when dealing with arbitrary triangulations. To this aim, for every odd N ≥ 3 let us introduce symmetric N × N matrices S and T with entries
We show in Lemma 7.3 that S and T generate an N -dimensional projective representation of SL(2, Z), and that the product matrix
is projectively of order 3, namely Q •
to each edge e of N with Z/3Z-color r(e), so that the source/target space C N of the associated linear map is in correspondence with the initial/final endpoint of
by the scalar 1 ∈ C * .
Next we define a normalization factor a N (T,b). Formally put a 1 (T,b) = 1. Denote by q(T,b) the number of edges e of Sing(P ) such that r(e) = 2 ∈ Z/3Z. Fix an auxiliary orientation on every edge e of T . Let n + (e) (resp. n − (e)) be the number of abstract diagonal edges E → e such that theb-orientation of E agrees (resp. does not agree) with the orientation of e. Due to Lemma 2.7, n + (e) − n − (e) is an even integer. Set ǫ N := (−1)
e (n+(e)−n−(e)) N 1 , RICCARDO BENEDETTI where φ N is as above, and l, v are respectively the number of edges and vertices of T which are manifold points. A N -state of N is an assignment of a label in {0, . . . , N − 1} to each edge; every N -state σ determines a matrix element
N,σ of each tensor of the QH tensor network. 
The symmetrization factor of H N (T,b, c) is the subterm , and the products of the maps of Section 3.1 over the ∆ j s (keeping, with slight abuse, the same notations): 
or the opposite edge, and * E = * bj . Fix an auxiliary order of the, say n, edges of (T, b). We have analytic maps n , where U N denotes the set of N th-roots of unity. Both maps are discretevalued, hence constant on the closure of each connected component of the set of non-singular points of G(T,b) ∞ . Moreover, the restriction of t N,W ′ ,c factorizes as
Finally define the analytic subset
and, for every N , the algebraic subvariety
As usual, keep the same notation for the restriction of any map already defined. Definition 3.6. The N -th analytic configuration over (T,b, c) is the family of spaces and maps
We stress that every map t N,W ′ ,c is constant on G 0 (T,b) ∞ , and its value depends on the fixed rough charge c, precisely on the total edge charges (C(e 1 ), . . . , C(e n )).
Cusped manifolds
Let M be a cusped manifold, and V be as in Section 1.1, that is, a compact oriented connected 3-manifold with one torus boundary component such that M is diffeomorphic to the interior of V . We use the notationV as in Section 2.
4.1. The augmented P SL(2, C)-character variety and A-polynomial. Fix a geometric basis (l, m) of the fundamental group π 1 (∂V ) ∼ = Z × Z. It is given by a couple of oriented simple closed curves on ∂V which meet at one point, transversely and positively. If M is the complement of a hyperbolic knot K in S 3 we can take a canonical longitude l and a meridian m of K. There is a conjugacy class [σ] of representations of π 1 (∂V ) in P SL(2, C), each one with images isomorphic to Z/2Z × Z/2Z, acting on the Riemann sphere CP 1 = ∂H 3 without a common fixed point. The class [σ] is obtained as follows: pick two geodesic lines in H 3 , say γ l and γ m , that meet at one point forming a right angle; then define σ by σ(x) = r x , where x = {l, m} and r x is the rotation by π around γ x . By definition, the P SL(2, C)-character variety of M is the algebro-geometric quotient
where P SL(2, C) acts by conjugation, and Hom
the set of couples (r, z) such that z is fixed by r(π 1 (∂V )). In particular, couples such that [r] restricts to [σ] on ∂V are excluded. The augmented P SL(2, C)-character variety of M is the algebro-geometric quotient
where P SL(2, C) acts by conjugation on R(M ) and by Möbius transformations on CP 1 . Hence, any augmented character of M , ρ = [(ρ, z)] ∈ X(M ), is a character of representations r : π 1 (M ) → P SL(2, C) together with a choice of fixed points of the peripheral subgroups, invariant by conjugation. The hyperbolic holonomy of M defines a point ρ hyp ∈ X(M ). In a similar way we can define the P SL(2, C)-character variety X ′ (∂V ) of ∂V and its augmented version X(∂V ). The inclusion i : ∂V → V induces regular maps i * :
(1) ( [16, 10] ; see [35] ) Both X ′ (M ) and X(M ) are complex algebraic affine varieties, and the natural projection q :
Hence it is a birational isomorphism onto its image.
For any ρ ∈ X(∂V ) which is non trivial, letρ be a representative of ρ such thatρ(π 1 (∂V )) fixes z = ∞ ∈ CP 1 . For any non zero class γ ∈ π 1 (∂V ),ρ(γ) acts on C as w → γ ρ w + b, where γ ρ ∈ C * and b ∈ C. In general γ ρ is a squared eigenvalue ofρ(γ) ∈ P SL(2, C); ifρ(γ) is loxodromic, then γ ρ = 1, and the two reciprocally inverse eigenvalues are distinguished by the augmentation, which selects an endpoint, whence an orientation, of γ. Consider the so called holonomy map
By using the above cusp basis (l, m) we get an algebraic isomorphism
Define the rational map
Following [13] , [15] , and Dunfield's appendix in [9] , consider the plane curve A(M ) defined as the closure of the 1-dimensional part of the image h(X(M )). The (suitably normalized) polynomial generating the ideal of A(M ) is by definition the P SL(2, C) A-polynomial of M . We denote by A 0 (M ), and call geometric component of A(M ), the closure of h(X 0 (M )). It follows from Theorem 4.1 (4) that:
Rich components of G(T ).
Let T be any ideal triangulation ofV such that the gluing variety G(T ) is non empty. There is a natural regular map (see eg. [15] or the appendix of [9] )
As G(T ) is a complex algebraic curve, h(ρ(G(T )) is a union of irreducible components of the plane curve A(M ). Assume that G(T ) contains a non-negative point z h such that ρ(z h ) = ρ hyp . Recall that "non-negative" means that for every tetrahedron ∆ j of T the cross-ratios z j h have non-negative imaginary parts. The point z h is not necessarily a regular point of the gluing variety, hence in general it could be contained in several irreducible components of G(T ). Proof. This follows from the proof of the hyperbolic Dehn filling Theorem given in [34] , and the fact that the algebraic curve G(T ) has a finite number of irreducible components. ✷ Remark 4.5. In [33] , the hyperbolic Dehn filling Theorem was proved assuming that M (allowing several cusps) has an ideal triangulation T such that G(T ) contains a strictly positive point z h representing the hyperbolic holonomy. This proof uses also that z h is a regular point of G(T ). By elaborating on the analysis of [33] , the paper [14] has provided a proof of this regularity result, extended to every strictly positive point of G(T ). In [7] , the proof of [33] was presented with some mild modifications that allow to avoid the regularity information about z h . Unfortunately, it did not give yet a complete proof of the hyperbolic Dehn filling Theorem based on gluing varieties, since it is not known if every M has strictly positive geometric ideal triangulations. The paper [34] filled this gap;
it uses any gluing variety G(T ) with a non-negative and possibly singular z h , which always exists; the proof uses also the arguments of [7] at some points. In [28] it is proved that strictly positive geometric ideal triangulations exist "virtually", that is, every cusped M has a finite coveringM having such an ideal triangulation. On the other hand, passing toM increases the number of cusps. (
0
Z is a regular rational isomorphism onto its image. Proof. This goes step by step as the proof of Theorem 3.1 in [17] . The key ingredients are the GromovThurston "volume rigidity" for closed hyperbolic manifolds, the fact that the volume of representations yields a well defined function on the normalization of the smooth projective model of A 0 (M ), and the existence on X 0 (M ) of infinite sequences of points corresponding to the holonomies of compact closed hyperbolic Dehn fillings of M that converge geometrically to M . In the present situation this last fact is ensured by the definition of a rich component, and the volume of representations lifts to the function (7) on G(T ).
✷ If T has a weak branchingb the above discussion can be rephrased in terms of the gluing variety G(T,b) of Section 2. Recall that a system of cross ratios w j on the branched tetrahedra (∆ j , b j ) of (T,b) is non negative if z j = (w j ) * j is non negative.
4.3.
Refined analytic configurations for one-cusped manifolds. Let (T,b) be a weakly branched ideal triangulation ofV .
Definition 4.7.
A global charge c on T is a rough global charge satisfying the following additional global constraint: For every edge e of T , the total edge charge C(e) is constant and equal to 2.
For every global charge c the variety G 0 (T, b, c) N has at every edge e of T the defining equation Proposition 4.9. Assume that the gluing variety G(T,b) is non empty, and let ρ : 
) are defined similarly, by using normal loops in T and taking the sum mod(2) of the charges or flattenings, respectively, of the edges we face along the loops. The reduction mod(2) of γ(c) coincides with the image of γ 2 (c) under the map induced on cohomology by the inclusion i : ∂V → V . Hence r(γ(c)) = i * (γ 2 (c)). Also, denoting by d w ∈ H 1 (∂V ; C/2iπ) the log of the dilation part of the restriction of ρ(w) to π 1 (∂V ), for all a ∈ H 1 (∂V ; Z) we have
This proves consistency of the following definition with the defining constraints of weights, see (1) and (2) in the Introduction. According to [18] , for a suitable choice of geometric basis (λ, µ) of H 1 (∂V ; Z) we have
By taking the log we get the class d w ∈ H 1 (∂V ; C/2iπ) given by
For simplicity let us deal with the positive points in the (unique) rich component of the gluing variety G(T 1 ,b) which contains the hyperbolic solution, w = W = exp(iπ/3). Let us denote by f j (resp. F j ) the flattening variables at the top (resp. bottom) crossing of Figure 7 . For every such a positive point, the flattening equations are
In fact, for an arbitrary point w in the gluing variety, the flattening equations are derived from the equations for the log-branches l j := log(w j ) + iπf j and L j := log(W j ) + iπF j . These are (see (9))
Now, since w is positive, the pairs of first two equations in the two systems (29) and (30) are clearly equivalent to each other. Although a bit subtler, this is true also for the remaining sets of equations, because the consistency relations (9) imply that the sum of the arguments of the cross ratios around both edges is exactly equal to 2π (see [7] , Lemma E.6.1).
The charge equations are formally obtained from the flattening ones by replacing in (29) each f j with −c j and each F j with −C j . Solving the systems we get
Let us turn to the boundary c-weight k c ∈ H 1 (∂V ; Z) and, for every positive w as above, the boundary f -weight k f = k f (w) ∈ H 1 (∂V ; C). They are given by
At the complete solution
Hence k f /iπ ∈ H 1 (∂V ; Z), and k f (µ)/iπ = 0 mod (2) . In this case the flattenings are
Hence for any given boundary f -weight k f , there is a family of flattenings that realize it depending on the unique free parameter f 1 . Similarly for the charges we have
where the free parameter is now c 1 . By taking f 1 = c 1 = 0, the relevant pairs of parameters that enter the formulas of the tensors R N are
stressing in this way a pure dependence on the weights. Finally, the state sums are
where we quoted that * b = +1 for both tetrahedra. 
Recall the basis (l, m) of π 1 (∂V ). Because of (28), for every point [w; f ] ∈ Z ∞,0 we have:
• for every global charge c on (T,b), the formula (with C a normal loop in ∂V ) (34) is an integer expression of the residue class γ 2 (f )([C]) ∈ Z/2Z, so that we have a well-defined cohomology class
where, as usual, i * :
) is induced by the inclusion map i : ∂V → V . The spaces Z ∞,0 and A 0 (M ) are related as follows (see Proposition 4.6). Let
is the universal covering map (we identify C with the Riemann surface of log, so that [λ; p] stands for log(λ) + 2π √ −1p, with p ∈ Z and identifications as in the first row of (11), with q removed), and for every integral class k c ∈ H 1 (∂V ; Z), we define the map l N,kc : 
t t t t t t t t
where l N,kc is defined by using the boundary weight k c of c, and we denote EXP • l N,kc by e l N,kc .
Let now F be any finite family of rich components, possibly contained in different gluing varieties associated to different weakly branched triangulations ofV . Recall Proposition 4.6. Define the following non empty Zariski open subsets of X 0 (M ):
We have:
• The restriction of ρ to Ω F (Z) is a rational regular map which is 1 : 1 onto Ω F . Moreover, the non negative point w Lemma 4.15. Let F be any finite family of rich components of gluing varieties associated to weakly branched ideal triangulations ofV . For every component Z in F , every point ρ ∈ Ω F , and every
and taking the restrictions of each of the spaces and maps that form the sequence of analytic configurations {A N (T,b, c)}, one obtains a sequence of sub-configurations
By Lemma 4.14 it fits into a commutative diagram: 
The following two results show that if we fix the bulk weight h f together with the c-weight (h c , k c ), then H 1 and H N factor through loghol ∞ and loghol N,c , and hence induce maps on A 0,F (M ) ∞ and A 0,F (M ) N , respectively. 
is an invariant of P = (V, ρ, h f , k f ) up to multiplication by 6th roots of unity, and is defined exactly ifb Z is a branching.
Proof. We have to show that up to the phase ambiguities the scalars do not depend on the encoding of P, ie. the choice of Z, (T Z ,b Z , c Z ), and [w; f ] Z . We apply the technology of QH transits developed in [1, 2, 3] , that we recall and adapt for N ≥ 3 to weakly branched triangulations in Section 7; for N = 1 this adaptation follows easily from Section 4.2-4.3 of [2] and the argument of Proposition 8.2. As a result, given two realizations of the pattern P, say:
there exists a finite sequence of QH transits relating
at most by the global charge, and such that
It follows from the definition of Ω F ⊂ X 0 (M ) that w ′′ = w ′ . A further transit argument for flattenings and charges shows finally that
Since the QH state sums (22) depend only on the reduction mod(N ) of flattenings, the dependence of H 
x x
g g P P P P P P P P P P P P
Any point x in the image of loghol ∞ or loghol N,c determines a unique point
, by Definition 4.10 it determines also a boundary f -weight k f , and by Lemma 4.15 any boundary f -weight k f for ρ such that (k f − d ρ )/iπ is the zero class in H 1 (∂V ; Z/2Z) is realized by a point of π Finally we prove point (3) of the theorem. Let T = (T,b, w, f, c) be a QH triangulation of the pattern (V, ρ, (h, k)), and (∆ j , b j , w j , f j , c j ), j ∈ {1, . . . , s}, the quantum 3-simplices of T . Consider the symmetrization factors (((w 
We are going to prove (39)
which implies the desired result. To this aim we need several tools of Neumann-Zagier theory, that we recall at first (see [31, 32] ). Denote :
• by C 1 (∆ j ) the Z-module freely generated by the edges e j k and (e ′ k ) j , k = 0, 1, 2, of ∆ j ;
• byJ j the quotient module of C 1 (∆ j ) by the relations e
• by J j the quotient module ofJ j by the relation e j 0 + e j 1 + e j 2 = 0. Let C 1 be the Z-module freely generated by the edges of T , and put E(T ) := ⊕ j C 1 (∆ j ) (the Z-module of "abstract" edges of T ),J := ⊕ jJj , and J := ⊕ j J j . Consider on theses spaces the following 2-forms:
the standard inner product ( , ) on C 1 , E(T ) andJ (each defined with respect to the natural basis given by (cosets of) edges), and the signed antisymmetric bilinear form , on J given by
where , j is the standard antisymmetric bilinear form on J j , defined in the basis {e independently for all ∆ j , so that the signs * j occuring here are systematically replaced by +1). Define linear maps β : C 1 → E(T ) and β * : E(T ) → C 1 on generators by
and the same for β
, where indices are regarded mod(3), and p : E(T ) → C 1 is the identification map, assigning to an abstract edge its coset in T . They induce maps (we keep the same notations)
Clearly, for any edge e of T we have It is not hard to see that Im(β) ⊂ Ker(β * ). Put H := Ker(β * )/Im(β). The 2-form , on J descends to H. Since Ker(β * ) = Im(β) ⊥ , , is non degenerate on H/Tors(H). In fact, it is shown in [31] that there is an exact sequence
Hence Tors(H) is 2-torsion, and taking coefficients in C/2πi, the exact sequence shows that γ ′ yields an isomorphism
Moreover, denoting by · the intersection product on H 1 (∂V ; Z), and by γ = P D • γ ′ the map γ ′ followed by Poincaré duality, for all a, b ∈ H we have
The map γ is defined as follows. Recall the notations introduced before Definition 4.10. For any 2-face F of ∂T 0 which is a boundary section of the truncated tetrahedron of T 0 corresponding to ∆ j , let us write F → ∆ j , and denote by s j,F k the edge of F which is opposite to the vertex of F that belongs to the edge e 
Then, qδ descends to a map δ : H 1 (∂V ; Z) → H. Moreover, for all x ∈ H 1 (∂V ; Z) we have
The identity (44) follows from (47), together with the simple fact that for any simplicial loop C in ∂T ′ 0 , we have
where the sign * j comes from the orientation induced by the basis {e 
On another hand, denoting by A ∈ J a representative of a ∈ H,γ ′′ induces a map
Then, using successively (43), (44) and (47), one can check that γ ′′ = γ ′ as follows:
Consider now the QH triangulation T . By using the classical log-branch l = (l 
Similarly, put
By the log-branch condition on each quantum 3-simplex (∆ j , b j , w j , f j , c j ), we have
So β 1 (v l,f,N ) represents the map assigning the value * j (l 
By (47) we deduce
The result follows from this, γ(v l,f,N ) = γ(v l )/N + iπγ 2 (f ), and the computation (49), which gives the weights as the Poincaré duals of these classes. ✷
contains the isolated contribution of the global charge c, so that the ultimate arguments of the reduced state sum H N,red (T ) are the N -th root cross-ratio moduli (w (15) and (25) imply that the (w j k )
′ s define a class in H 1 (∂V ; C * /{±1}); the sign ambiguity is fixed by the compatibility between the bulk and boundary weights). Combining (1) and (28) they satisfy the compatibility relations: (2) for all a ∈ H 1 (∂V ; Z). The next result proves Theorem 1.1 (4). , then m 0 = 3, while the Epstein-Penner subdivision is a triangulation made by 4 hyperbolic ideal tetrahedra. In practice, any rich component is suited to the asymptotic analysis of [5] , and pertinent to study small deformations of the complete solution.
Relation with Chern-Simons theory.
Recall that V is the compact 3-manifold obtained by completing the cusp of M with a torus. Chern-Simons theory with gauge group P SL(2, C) associates to ∂V the Chern-Simons bundle L ∂V → X(∂V ), which is a C * -bundle with canonical connection 1-form and canonical inner product, and to V the parallel Chern-Simons section s V : 
The expression on the right hand side is related to the Chern-Simons section s V as follows. To any compact closed oriented 3-manifold Y , P SL(2, C)-Chern-Simons theory associates a function
When Y is hyperbolic with holonomy ρ Y , a classical result of Yoshida [37] gives
is a closed hyperbolic Dehn filling of M whose holonomy ρ Y , when considered as an augmented character of V that factors to ρ Y under the Dehn filling, lies in a sufficiently small neighborhood D of ρ hyp in X(V ) = X(M ), then Kirk-Klassen ( [26] , pages 554-556) showed that
where , is the canonical inner product of i * L ∂V , and on the right hand side ρ Y denotes also the induced augmented character of the glued solid torus D 2 × S 1 . Explicitely, if we fix the gauge on
* L ∂V by taking as coordinates on D the standard logarithms log(λ) and log(µ), which are equal to 0 at ρ hyp , we have
Then, if the Dehn filling instruction ϕ maps the meridian ∂(D 2 × * ) to l q m p and the longitude * × S 1 to l s m r (so ps − qr = 1), the formula (54) splits as
The first exponential gives the variation of s V between ρ hyp and ρ Y (s V being a parallel section of i * L ∂V , this exponential is the holonomy of the connection 1-form of i * L ∂V between the two points); the product with s V (ρ hyp ) is thus the value of s V (ρ Y ) at the chosen gauge. The second exponential is the value of s D 2 ×S 1 (ρ Y ) in the gauge corresponding to the Dehn filling: log(hol ∂(D 2 × * ) ) = q log(λ) + p log(µ) = 2πi, log(hol * ×S 1 ) = s log(λ) + r log(µ). Its argument is −(length +i rotation angle) of the geodesic core of the surgery torus. The arguments of both exponential can be collected in a single integral by changing the coordinates log(λ), log(µ) on D to log(λ) + 2πir, log(µ) − 2πis, that is, by working on a different leaf of the Riemann surface of these maps. Then the gauge log(hol ∂(D 2 × * ) ) vanishes, like k Y in Theorem 4.20. We are going to show that (i
Because of Theorem 4.20 and (55), it is enough to identify the variation of H FEP,0 1 with the one of s V , given by (56). This is the content of the following result. 
Proof. We define L(M ) from the variation of the invariant H FEP 1 of Theorem 4.16, like the ChernSimons line bundle is defined from the Chern-Simons action in [20, 26] .
We have a C * -bundle projection
Denote by L(M )
−1 the inverse C * -bundle, which is the same as L FEP (−M ), where −M denotes M with reversed orientation. An inner product is defined by the bundle map
where C * is regarded as the bundle over a point. Also, a flat analytic connection 1-form is defined by the restriction to A 0,FEP (M ) ∞ of the 1-form on C× C given by (we put a coordinate l a (λ) := log(λ)+ 2πia on each copy of C, viewed as the Riemann surface of log) (58)
By Lemma 4.15, given any even class θ ∈ H 1 (∂V ; 2Z) and any point [w; f ] Z ∈ Ω FEP (Z) ∞,0 , the flattening f can be modified to a flattening f ′ such that [w; f ′ ] Z ∈ Ω FEP (Z) ∞,0 and the corresponding boundary weights satisfy
As in the proof of Theorem 1.1, denote by v l (resp. v l ′ ) the vector in H ⊗ C associated to the classical log-branch at [w; f ] Z (resp. [w; f ′ ] Z ), and similarly denote by v d ∈ H ⊗ (C/2πi) the vector associated to (log(w j 0 ), log(w
Hence, denoting H
where the map hol γ , γ a curve in ∂V , is defined in (23) . The first equality follows from (17) and (22), the second is by the definition (40) of the symplectic pairing on H ⊗ C, the third follows from (44) and Poincaré duality, and the last one uses that the symplectic basis of H 1 (∂V ; Z) is l, m in the order. By setting θ(m) := 2b and θ(l) := 2a, we see from (57) and (59) that the function H FEP,h f 1 (with arbitrary bulk weight h f for the moment) descends from
We show that this section is parallel with respect to the connection η by a computation similar to (59). As remarked in [31] , Lemma 10.2, for any Q-vector space E, the skew symmetric bilinear form , on J induces a symmetric bilinear map
Consider the map · E on H 1 (∂V ; E) = H 1 (∂V ; Z)⊗E induced by the intersection product on H 1 (∂V ; Z):
Denote again by γ the map γ ⊗ id :
In particular, let E = C ∞ (W ∞ ) and denote by l j 0 , l j 1 ∈ E the classical log-branch functions at the edges e j 0 , e
Hence, for any two points
Multiplying coordinates by 4πi identifies h * L(M ) with the restriction of i * L ∂V to Ω FEP (see [26] , end of Section 3 and pages 555-556). Finally, as described before the statement, from (56) and (60) we get h 
its Euler class is represented by (−1/2(iπ)
2 )d log(λ) ∧ d log(µ), and its Euler number is −2. 
By Theorem 1.1 (3), an element of the subgroup (N Z) 2 acts on L N by scalar multiplication: the scalars are given by the action on the functions on A 0,FEP (M ) N associated to the invariants α N (V, ρ, (h, k) For instance, a property that is obvious from the state sum formulas is that the poles of H h red N cover ideal points of X 0 (M ).
On another hand, by a theorem of Bullock [11] , the ring of
is the Kauffman bracket skein module of M specialized at A = −1, with its natural algebra structure, and √ 0 its nilradical. 
QHFT partition functions
For simplicity we consider the QHFT patterns P with topological support (W, L, h c ). Hence W is a compact closed oriented connected 3-manifold and only the bulk c-weight h c occurs.
In order to build the analytic configurations of (W, L, h c ) we consider quasi-regular triangulations T of W (see Proposition 2.3), and we require that L is realized by a Hamiltonian subcomplex H of the 1-skeleton of T . Such a pair (T, H) is called a distinguished triangulation of (W, L). We can compute the symmetrization factor α(T, b, c) of the function H N (T, b, c) as in Theorem 1.1 (3), by replacing V byV in the proof. Since ∂V is a disjoint union of 2-spheres the boundary weights vanish. Then we get:
For general QHFT patterns the constructions are more elaborated; in particular, one requires that H is Hamiltonian in the 1-skeleton of T from which the non-manifold vertices have been removed, and in the normalization factor N −v , v denotes the number of manifold (i.e. internal) vertices. Anyway, the results have basically the same flavour.
N -graph calculus
As every QH state sum is the total contraction of a tensor network supported by a N -graph, it is convenient to describe the main features of a "calculus" based on such diagrams. • Plane isotopy.
• Switching the over/under arcs at an accidental crossing.
• The N -graph versions of oriented Reidemeister moves, called R-moves (i.e. formally the usual ones if only accidental crossings are involved, or the Reidemeister move of type III shown in Figure 10 (the orientation being understood) when a dotted crossing is involved). • The four arc-germs of C(b β ) at ∂D are labelled by elements of S(J 3 ), which will eventually contribute to the edge coloring of (Γ ′ , θ ′ ).
An auxiliary construction. Consider the two basic 2−2 tangles in a 2-disk D ′ , made by two oriented simple arcs a, a ′ that either are disjoint or intersect transversely at one point, without any over/under information at the crossing point. A J 4 -labelling of the 4 free endpoints of a ∪ a ′ is admissible if it respects the following conditions: (a) The endpoints labelled by 1, 3 (resp. 0, 2) belong to different arcs and are both either the initial or the final endpoint of the corresponding arc. (b) 3, 2 (resp. 1, 0) label the endpoints of the same arc. These conditions are satisfied by the tangles of Figure 4 ; recall that in this figure, * b = 1 (resp. * b = −1) if and only if 1, 3 label initial (resp. final) endpoints. By the same rule we give every basic tangle with an admissible J 4 -labelling, denoted by B, a sign * B = ±1. Note also that in both cases of Figure 4 , the arc with endpoints labelled by 0, 1 passes over the other arc. Now we convert B into a 2 − 2 N -tangle as follows: (c) If a ∩ a ′ = ∅, perform an oriented Reidemeister move of type II of the arc with labels 0, 1 over the other arc, thus creating two crossings. Only one of them can be made into a dotted crossing so that its sign * b agrees with * B (see some examples in Figure 11 ). (d) If a and a ′ cross at one point, let A be the arc with 0, 1 labels, and I a small open interval in the interior of the arc with 2, 3 labels, such that I contains the crossing point. Make A passing over I, put a dot at the crossing point, and turn I so that the crossing sign and * B agree. Finally complete I ∪ A to an N -tangle with the same endpoints as a ∩ a ′ , by introducing 0 or 2 accidental crossings on opposite sides of A with respect to I ∩ A (see some examples in Figure 12 ). We can produce C(b β ) by iterating two times the preceding algorithm. We get nested disks
, and over it the permutation ǫ β (j) = ǫ α (j) · ǫ γ (α(j)).
The "adjacent" transpositions (01), (12) , (23) form a standard set of generators of S 4 . Let β = τ 1 · · · τ k where each τ j is such a generator. We can produce again C(b β ) by iterating k times the algorithm. We get a sequence of nested 2-disks
and on each arc [x j , x (k)
Proof. It is enough to check the case β = τ j (see Figure 13) . ✷ For future application, it is convenient to associate a symbol to each sub-arc [x j , x ′ β(j) ] of C(b β ), that indicates its label f ∈ {Id, (01), (12)} and depends on its b-orientation:
• If the b-orientation is outgoing (i.e. opposite to the one pointing towards the center of D), then let this symbol be < Id <, or < f > (a "source") if f is a transposition; • if the b-orientation is ingoing, then let this symbol be > Id >, or > f < (a "pit") if f is a transposition. Under concatenation of sub-arcs, adjacent symbols are separated by << or >>. Here are examples:
Letting ? ∈ {<<, >>}, in the case of ǫ β (j) = f 1 · · · f k we get:
We can also make simplifications of the form:
?s >> f << f >> t? = ?s >> t?
and so on, so that the concatenation of symbols of sub-arcs eventually reduces to > Id >, < Id <, or alternating pits and sources carrying the transpositions (01) and (12) . In Figure 13 we show graphically the result when * b = +1 and β varies in {(01), (12) , (23) 
(01) Figure 14 . Generating oriented C-moves.
6.2.4.
Globalization. Let (Γ, θ) be an N -graph encoding (T,b), andb ′ another weak branching on T . We want to produce an N -graph (Γ ′ , θ ′ ) encoding (T,b ′ ). For every abstract branched tetrahedron (∆ j , b j ) of (T,b) there is a permutation β j ∈ S(J 4 ) such that the restriction of the transitb →b ′ to ∆ j is b j → (b j ) βj . Applying at every crossing of (Γ, θ) the algorithm producing C((b j ) βj ), we get a diagram Γ ′ . Forgetting the orientations, there is a natural 1 − 1 correspondence between the edges of (Γ, θ) and the edges of Γ ′ . In order to produce (Γ ′ , θ ′ ) it remains to fix the edge Z/3Z-colors. Let e be an edge of (Γ, θ) with color r(e). Denote byē the corresponding edge of Γ ′ ; according to the last step of the algorithm,ē is labelled by an "initial" and a "final" permutationǫ i (ē),ǫ f (ē) ∈ S(J 3 ). There is an alternative:
• Bothǫ i (ē) andǫ f (ē) belong to A(J 3 ) (in such a case e andē have compatible orientations); then the color r(ē) is defined bŷ
• Bothǫ i (ē) andǫ f (ē) do not belong to A(J 3 ) (in such a case e andē have opposite orientations); then the color r(ē) is defined bŷ
The oriented C-moves have the nice feature to be local and independent one to each other. On the contrary, a family of permutations β j ∈ S(J 4 ) as above must satisfy non trivial global constraints to induce a change of weak branchingb →b ′ . Fortunately, the following local/global calculus on N -graphs (introduced in [8] ) covers the general case. ′ ) can be realized as a composition of a finite sequence of moves (Γ j , θ j ) → (Γ j+1 , θ j+1 ) of the following types:
(1) The moves of Subsection 6.1; (2) The oriented C-moves; (3) (A non-local "circuit" move) Let γ be a simple circuit of (Γ j , θ j ) which passes over at every visited dotted crossing. Then (Γ j+1 , θ j+1 ) is obtained by acting on each of these crossings with the transposition (23) ∈ S 4 . Equivalently, (Γ j+1 , θ j+1 ) is obtained by reversing the orientation of γ and keeping the Z/3Z-color r(e) unchanged at every edge e of Sing(P ).
Proof. The equivalence between the two descriptions of the non-local "circuit" move is clear. Let (Γ, θ) → (Γ ′ , θ ′ ) be as in the statement. The set S of edges of Sing(P ) where the pre-branchings associated tob andb ′ disagree is the union of non-overlapping simple circuits γ 1 , . . . , γ r oriented byb.
Using oriented C-moves one can modify (Γ, θ) so that γ 1 eventually passes over at every visited dotted crossing. Then change its orientation. Doing similarly with γ 2 , . . . , γ r , one ends up with S = ∅. ✷ 6.3. Transits. It is well-known that two "naked" triangulations T and T ′ ofV can be connected by a finite sequence of 3-dimensional Pachner's moves, also called MP and bubble moves. The MP moves, also called "2 ↔ 3" moves, are illustrated in Figure 15 in terms of triangulations and dual spines. Branched versions of the bubble moves are shown in Figure 16 in terms of N -graphs. 
and b ′ coincide on every common edge of T and T ′ . Figure 16 shows the different bubble b-transits in terms of normal N -graphs (recall Remark 2.12), and the decorations A, B of the dual square edges according to Figure 9 . Figure 17 and 18 show an example of MP b-transit in terms of branched triangulations and normal N -graphs; note that * b = +1 for all 3-simplices (resp. dotted crossings). It is called the Schaeffer b-transit, and plays a distinguished role in the study of matrix dilogarithms (see [2] and Section 8).
The following Lemma will be useful in applications to the QH state sums.
Lemma 6.6. The equivalence relation ∼ =pb on weakly branched triangulations ofV is generated by the following two transformations:
• Change the weak-branching (T,b) → (T,b ′ ) by preserving the pre-branching (as described in Lemma 6.4 in terms of N -graphs).
• Performb-transits (T,b) → (T ′ ,b ′ ) which at the sub-patterns of tetrahedra involved in the move look like b-transits.
Proof. The proof for bubble moves is easy and basically illustrated in Figure 16 in terms of N -graphs. Let us consider a positive MPb-transit (T,b) → (T ′ ,b ′ ). At the common 2-face F of the two tetrahedra of the initial sub-pattern of (T, σb), we can have either: (1) the two pre-branched tetrahedra have exactly two square edges which are both not monochromatic (i.e. each inherits different A,B labels from the two tetrahedra); (2) the two pre-branched tetrahedra have exactly one square edge which is monochromatic (either A or B), and the other two edges are monochromatic (either B or A coupled with the empty label). Moreover, this information at F determines completely the pre-branching transit (T, σb) → (T ′ , σb ′ ). Then it is enough to realize all these possibilities by means of b-transits. Figure 19 shows it in terms of (decoded) normal N -graphs. Clearly this realization is not unique. ✷ 
State sum invariance over weakly branched triangulations
Let (T,b, w, f, c) be a weakly branched QH triangulation of a pattern P; w and f verify the defining equations of the spaces in Definition 3.6, and c those of Definition 4.7 or 5.1 if P is a pattern over a cusped manifold or a QHFT pattern, respectively. We want to prove that H N (P) :≡ N ±H N (T,b, w, f, c) is an invariant of P. In the case when (T, b) is a branched triangulation we achieved this result in [1, 2, 3] by introducing the notion of QH transit
is a b-transit, the tuples (w, f, c) and (w ′ , f ′ , c ′ ) coincide on the "common" tetrahedra of T and T ′ , and for every common edge e the total edge cross-ratio, log-branch and charge at e in T and T ′ satisfy (see Section 3.2)
QH triangulations related by QH transits encode a same pattern P. Then we combined the following three facts:
• H N (T, b, w, f, c) is invariant under any QH transit.
• Any two branched QH triangulations of P are related by a finite sequence of QH transits and branching changes. We follow the same strategy whenb is an arbitrary weak branching. Since the QH transits are local transformations, we define QH transits (T,b, w, f, c)
looks like a b-transit on the sub-patterns of tetrahedra involved in the move. Then trivially H N (T,b, w, f, c) is again invariant under QH transits, and using Lemma 6.6 and the results of [1, 2, 3] it is easy to see that any two weakly branched QH triangulations of P are related by a finite sequence of QH transits and changes of weak branching. So it remains to show: Proposition 7.1. For any change of weak branchingb →b ′ we have
For the proof we need to describe the relations between R N (∆, b, w, f, c) and
related by a change of branching b → b β , β ∈ S(J 4 ). Note that there is a permutation δ(β) ∈ S(J 3 ) such that for every j = 0, 1, 2,
It is enough to treat the case where β is one of the standard generators (01), (12), (23) ∈ S(J 4 ). Consider C(b) → C(b β ) as in Section 6.2. Convert C(b β ) into a tensor network as follows:
• Using the matrices S and T of Section 3.2, replace > (01) < with > T <, > (12) < with > S <, < (01) > with < T −1 >, < (12) > with < S −1 >, and > Id > with > I >.
Contracting the tensor network we get a tensorR N (T, b β , w ′ , f ′ , c ′ ) which has the same type as R N (∆, b, w, f, c) , since both have the same oriented arc-germs at ∂D. The next Proposition rephrases the content of Lemma 3.3 of [1] and Corollary 5.6 of [2] . Matrix indices are raised or lowered using the standard inner product of C N .
precisely, exchanging the roles of b and b β and setting ǫ N = (−1)
2 , when * b = +1 we have:
The case * b = −1 is similar. The main properties of S and T are described in the following Lemma. Lemma 7.3. We have:
(1)
where a b denotes the Legendre-Jacobi quadratic symbol, and φ N ∈ {±1, ±i} is given by
Proof. As usual we put m = (N − 1)/2, ζ = e 2π √ −1/N . We have
For all non vanishing coprime integers a, b with b > 0 set
The sum in ((ST ) 2 ) 
, it is enough to prove the last statement for S −1 T . This follows:
Proof of Proposition 7.1. By Lemma 6.4 we can assume that (T,b) → (T,b ′ ) corresponds to an oriented C-move or a circuit move on the associated N -graphs. A circuit move preserves the Z/3Z-color r(e) of every edge e, and produces one extremal pit and one extremal source associated to the matrices S and S −1 at the endpoints of each edge of the circuit. Hence H N (T,b, w, f, c) is preserved, as it is the contraction of a tensor network. Consider the generating oriented C-move associated to σ = (0123) ∈ S(J 4 ), and the tensorR N (T, b σ , w ′ , f ′ , c ′ ) resulting from the conversion of the sequence
as before Proposition 7.2. From Figure 14 we see that an edge e ′ of C(b σ ) carries the tensor Q = T −1 S if r(e ′ ) = 1 + r(e) ∈ Z/3Z (e being the arc of C(b) associated to e ′ ), and that e ′ carries Q −1 if r(e ′ ) = −1 + r(e) ∈ Z/3Z. Otherwise it carries the identity tensor. By the relation Q 3 = φ 
Resolution of the sign anomaly
In this Section we prove Theorem 1.1 (5) and the analogous result for QHFT partition functions:
Proposition 8.1. Let P be a QHFT pattern or a pattern over a cusped manifold. If N −1 ≡ 0 mod(4), or N − 1 ≡ 2 mod(4) and the bulk c-weight of P vanishes, then H N (P) is defined up to multiplication by N -th roots of unity.
Proof. We combine several results described below in Sections 8.1 and 8.2. By Corollary 8.7 in both case the invariance of H N (T ) under QH transits holds true up to multiplication by N -th roots of unity. If N − 1 ≡ 0 mod(4), we have ǫ N = 1, so H N (T ) has no sign anomaly with respect to any change of weak branching (Proposition 7.2). If N − 1 ≡ 0 mod(4) and h c = 0, the same is true by Lemma 8.8 and 8.9. Then the conclusion follows as explained before Proposition 7.1 ✷ Let P be a pattern for which H N (P) can be defined by using branched triangulations, as in [1, 2, 3] . Then a N (T, b) = 1, so we can wonder if the sign anomalies occuring in Proposition 7.2 disappear because of global compensations. This is eventually true. Proposition 8.2. For any pattern P as above, H N (P) is defined up to multiplication by a N -th root of unity, with no assumption on the weights of P.
Proof. By a result of Costantino [12] , any change of branching can be achieved by means of a finite sequence of branching transits. The conclusion follows from Corollary 8. 7 . ✷ Remark 8.3. One can ask if a weakly branched version of Costantino's result holds true: given weakly branched triangulations (T,b) and (T,b ′ ) ofV that differ only by the weak branchings, are they related by a sequence of oriented C-moves and "local" b-transits ? The answer is negative. In fact, we know that the state sums H N have no sign anomaly with respect to QH transits and oriented C-moves, but there are examples of weakly branched triangulations (T,b) admitting circuit moves along circuits γ such that h c (γ) = 0 ∈ Z/2Z. The identity (64) lifts to the group algebra generated by U and V , so we have to show
when U N = −1, V N = −1, and V U = ζU V . To do it, one uses crucially the relations between N -th root cross-ratio moduli implied by the Schaeffer QH transit. One shows that U V commutes with P (−U V ) := Ψ 4 (U ) −1 Ψ 1 (V )Ψ 3 (U )Ψ 0 (V ) −1 ; hence P (−U V ) is indeed a function of U V . Moreover, it satisfies (68)
Comparing with (66) we see that P (−U V ) and Ψ 2 (−U V ) are equal up to a multiplicative constant C := C((w (1) in (19) ) so that det(Ψ i (A)) = 1. Then det(P (−U V )) = 1 = C N det(Ψ 2 (−U V )) and C N = 1. As a result the tensor L N (w ′ 0 , w ′ 1 ) can be expressed in terms of Ψ(A) for a suitable A (see [2] , formulas (32) and (33)). ✷
The basic matrix dilogarithm identities hold true up to an N -th root of unity anomaly only for some 2 ↔ 3 branching transits. From (63) one deduces the following table of anomalies produced by a symmetry of the Schaeffer 2 ↔ 3 transit (it is enough to consider those induced by the transpositions (01), . . . , (34) on the vertex ordering fixed in Figure 17 ). The transit of N -th root moduli implies that they are equal for the symmetries induced by (01) and (34), but differ for (12) and (23) .
A computation shows that the transits of log-branches and charges imply that the two exponentials are equal, and with the flattening transit mod(2) that the signs are equal. To prove the claim for all others 2 ↔ 3 QH transits we compare the anomalies resulting from symmetries on the Schaeffer QH transit. Since all QH transits are branched, the actions by the matrices S, T due to Proposition 7.2 cancel out along interior faces. The following table shows the sign anomalies. Again, the transit of charges implies that they are equal at both sides. [6] , the paper [8] provides a combinatorial realization of spin structures on 3-manifolds, based on weakly branched triangulations instead of branched ones. In particular, one associates to every weakly branched triangulation (T,b) a framing νb of the manifold defined along Sing(P ), and computes a cellular cochain αb ∈ C 2 (P ; Z/2Z) representing the obstruction to extend νb over the whole of the spine P . Consider the cellular 2-chain R(P ) = R R ∈ C 2 (P ; Z/2Z), where R varies among the 2-regions of P . It is a fact that l − 1 2 e (n + (e) − n − (e)) = αb(R(P )) mod(2).
How αb, whence αb(R(P )), varies with the weak branching is part of the theory developed in [8] . As a consequence we get: where h c is the bulk c-weight of P. In particular, H N (P) has no sign anomaly if h c = 0.
Proof. Let us realize the circuit move in terms of N -graphs. By the third identity of Proposition 7.2 the move changes the state sum by one factor ǫ c0 N for each crossing of γ. It is easy to check that their product computes h c (γ). On the other hand αb ′ (R(P )) = αb(R(P )), so that c * N (T,b ′ ) = c * N (T,b). ✷
