Abstract. In several fields of Physics, Chemistry and Ecology, some models are described by Liouville systems. In this article we first prove a uniqueness result for a Liouville system in R 2 . Then we establish an uniform estimate for bubbling solutions of a locally defined Liouville system near an isolated blowup point. The uniqueness result, as well as the local uniform estimates are crucial ingredients for obtaining a priori estimate, degree counting formulas and existence results for Liouville systems defined on Riemann surfaces.
Introduction
In this article we are concerned with the following generalized Liouville system:
a ij h j e u j = 0, i ∈ I ≡ {1, .., n}, Ω ⊂ R 2 ,
where Ω is a subset of R 2 , h 1 , .., h n are positive smooth functions, A = (a ij ) n×n is an invertible, symmetric and non-negative matrix .
(1.1) is an extension of the well known classical Liouville equation ∆u + V e u = 0, Ω ⊂ R 2 , which finds applications in many fields in Physics and Mathematics. For example the Liouville equation is related to finding a metric whose Gauss curvature is a prescribed function [7] . In Physics, the Liouville equation represents the electric potential induced by the charge carriers in electrolytes theory [31] and the Newtonian potential of a cluster of self-gravitation mass distribution [1, 4, 32, 33] . Moreover, it is closely related to the abelian model in the Chern-Simons theories [19, 20, 21] . The Liouville systems are natural extensions of the Liouville equation and they also have applications in different fields of Physics, Chemistry and Ecology. Indeed, various Liouville systems are used to describe models in the theory of chemotaxis [14, 22] , in the physics of charged particle beams [2, 17, 23] and in the theory of semi-conductors [30] . For applications of Liouville systems, see [9, 15] and the references therein. Here we also note that another important extension of the Liouville equation is the Toda system, which is closely related to the non-abelian Chern-Simons theory [18, 34] .
Chanillo and Kiessling [9] first studied the type of Liouville systems described by (1.1) with constant coefficients in R 2 and they proved that under certain assumptions on A, all the entire solutions (Ω = R 2 ) are symmetric with respect to some point. Their result was improved by Chipot-ShafrirWolansky [15] , who proved among other things the following symmetry result:
Theorem A (Chipot-Shafrir-Wolansky) Let A = (a ij ) n×n be a (1.2) invertible, symmetric, non-negative and irreducible matrix, u = {u 1 , .., u n } be an entire solution of
a ij e u j = 0, R 2 , R 2 e u i < ∞, i ∈ I ≡ {1, .., n}. Then there exists p ∈ R 2 such that all u 1 , .., u n are radially symmetric and decreasing about p.
Recall that a matrix A is called non-negative if a ij ≥ 0 (i, j ∈ I), irreducible if there is no partition of I = I 1 ∪ I 2 , (I 1 ∩ I 2 = ∅) such that a ij = 0, ∀i ∈ I 1 , ∀j ∈ I 2 .
It turns out that the following quadratic polynomial is important to the study of (1. where σ i = 1 2π R 2 e u i , σ = {σ 1 , .., σ n }. It was first proved by Chanillo-Kiessling [9] that entire solutions of (1.3) must satisfy a Rellich-Pohozaev identity: Later Chipot-Shafrir-Wolansky [15] proved the necessary and sufficient condition for the existence of entire solutions to (1.3):
Theorem B (Chipot-Shafrir-Wolansky) Let A satisfy (1.2). Then σ = {σ 1 , .., σ n } satisfies From now on we use Π to represent the hyper-surface that satisfies (1.6) . It is immediate to observe that for each σ = {σ 1 , .., σ n } on Π, there is more than one solution corresponding to σ. Indeed, let {u 1 , .., u n } be such a solution, then {v 1 , .., v n } defined by v i (y) = u i (x 0 + δy) + 2 log δ, ∀x 0 ∈ R 2 , ∀δ > 0 i ∈ I clearly solves (1.3) and satisfies R 2 e v i = R 2 e u i (i ∈ I). A natural question is: are all the solutions corresponding to σ obtained from {u 1 , .., u n } by translations and scalings? Our first result in this paper is to give an affirmative answer to this question: Theorem 1.1. Let A satisfy (1.2), u = (u 1 , .., u n ) and v = (v 1 , .., v n ) be two radial solutions of (1.3) such that R 2 e u i = R 2 e v i , i ∈ I, then there exists δ > 0 such that v i (y) = u i (δy) + 2 log δ, i ∈ I.
As is well known, for various equations it is important to have a classification of all the global solutions. The classification theorems of CaffarelliGidas-Spruck [6] , Chen-Li [12] , Jost-Wang [19] and Lin [26] play a centrol role in the blowup analysis for prescribing scalar curvature equations, prescribing Gauss curvature equations, Toda systems and prescribing Q−curvature equations respectively. The existence result of Chipot-Shafrir-Wolansky (Theorem B) and the uniqueness result (Theorem 1.1) can be combined to serve as a classification theorem for the study of the blowup phenomena of Liouville systems.
In [15] Chipot-Shafrir-Wolansky also studied the Dirichlet problem for the Liouville system (1.1) on bounded domains. They considered the nonlinear functional F :
where a ij (i, j ∈ I) are the entries of A −1 , ρ i (i ∈ I) are constants, and h i (i ∈ I) are positive smooth functions. Suppose the matrix A = (a ij ) is positive definite, it was shown in [15] that F is bounded from below in H 1 0 (Ω) if and only if Λ I (ρ) ≥ 0 (ρ = (ρ 1 , .., ρ n )), and a minimizer of F (u) exists if Λ I (ρ) > 0. Obviously the Euler-Lagrange equation for the functional F is the following
It is also natural to consider Liouville systems on Riemann surfaces. Let (M, g) be a Riemann surface of volume equal to 1, then the following variational form
corresponds to the system
(1.7) and (1.8) are generalizations of the Liouville equation defined locally or on Riemann surfaces, respectively. For the single Liouville equation, various results on a priori estimate, degree counting formula and the existence of solutions have been obtained by Chen-Lin [10, 11] . To study (1.7) and (1.8), it is important to understand the asymptotic behavior of blowup solutions.
In this article, we consider the following local estimate crucial to the study of (1.7) and (1.8): Let u k = {u k 1 , .., u k n } be a sequence of functions which satisfies
where B is the unit ball with center 0, {h k i } i∈I are positive C 1 functions uniformly bounded away from 0:
Suppose 0 is the only blow-up point for u k and each component of u k has a finite oscillation on ∂B 1 :
Our main assumption on u k is that u k converges to a Liouville system of n equations after scaling:
which is a solution of the Liouville system
Note that v 1 , .., v n are all radial functions because by Theorem A they are all radially symmetric with respect to a common point and 0 is the maximum of v 1 . Our major local uniform estimate is:
., u k n ) be a sequence of solutions to (1.9) such that (1.9)-(1.14) hold. Then 
such that along a subsequence
First we note that since every entire solution of the Liouville system satisfies (1.5), R 2 h k n (0)e V k n is uniquely determined by (b) and
Second, it is tempted to think that (1.15) is equivalent to
In fact, the function v may not be V k scaled according to the maximum of u k and the difference between v k and v may not be uniformly bounded in Ω k . This is a special feature of Liouville systems which can be observed from the entire solutions of (1.3) as follows: Every point on Π corresponds to an entire solution. Let σ k = (σ k 1 , .., σ k n ) be a sequence of points on Π that tends to σ = (σ 1 , .., σ n ). Let {w k = (w k 1 , .., w k n )} be a sequence of solutions corresponding to σ k which converges in C 2 loc (R 2 ) to w = (w 1 , .., w n ), a solution corresponding to σ. By standard potential analysis (see [15] )
From the above we see that even though σ k → σ, the difference between w k and w may not be finite at infinity. Therefore the choice of V k in the statement of Theorem 1.2 is necessary. For Liouville equations without singular data, the type of estimate in Theorem 1.2 was first derived by Li [24] . Later Bartolucci-Chen-Lin-Tarantello [3] and Jost-Lin-Wang [21] established the same type of estimates for Liouville equations with singular data and Toda systems, respectively. The results of Li [24] and Bartolucci-Chen-Lin-Tarantello [3] have been improved by Chen-Lin [10] and Zhang [35, 36] to a sharper form.
The estimates in Theorem 1.2 would be very important when a sequence of solutions {u k } of (1.8) has more than one blowup point. Suppose u k = (u k 1 , .., u k n ) is a sequence of solutions of (1.8) with ρ i > 0 (i ∈ I). Assume that p 1 , p 2 are two blowup points, and the assumptions of Theorem 1.2 hold in neighborhoods around p 1 and p 2 . By Theorem 1.2 there exist two entire solutions obtained from the scaling of u k at p 1 and p 2 . The question is whether these two entire solutions are equal. Indeed, the answer is yes when A is positive definite, which is a consequence of Theorem 1.1 and 1.2 (see section five for a proof of this fact). The conclusion here is crucial to proving a priori estimates for (1.7) and (1.8). In a forthcoming paper [27] we shall discuss the a priori estimates, degree counting formulas and existence results for (1.7) and (1.8).
Our next result concerns the location of blowup points for a sequence of blowup solutions. Let {u k } be a sequence of solutions of (1.9) that satisfies the assumptions in Theorem 1.2. Let {ψ k i } i∈I be the harmonic functions defined by the oscillations of u k i on ∂B 1 :
, By the mean value property of harmonic functions we have ψ k i (0) = 0. Also, since {u k i } i∈I have bounded oscillation on ∂B 1 , all the derivatives of {ψ k i } i∈I on B 1/2 are uniformly bounded. Theorem 1.3. Let h i , ψ i (i ∈ I) be limits of h k i and ψ k i , respectively, then under the same assumptions in Theorem 1.2
Theorem 1.3 can be used to determine the locations of blowup points for (1.8) in the following typical situation. Let {u k } be a sequence of blowup solutions to (1.8) with ρ i > 0 (i ∈ I), A satisfy (1.2). In addition we assume A to be positive definite for simplicity. We can certainly assume M h k i e u k i dV g = 1 (i ∈ I) because for any solution u = {u 1 , .., u n } to (1.8), adding a constant vector {C 1 , .., C n } to u gives another solution. Suppose p 1 , ..p m are disjoint blowup points of u k such that around each p t (t = 1, .., m), u k converges in C 2 loc (R 2 ) to a Liouville system of n equations after scaling. Let G be the Green's function with respect to −∆ g on M :
Corresponding to G we define
, χ is a cut-off function supported in a small neighborhood of p. Using G * , the blowup points p 1 , .., p m are related by the following equation:
where ∇ 1 G * means the covariant differentiation with respect to the first component.
Even though the results in this paper (Theorems 1.1,1.2,1.3) have their counterparts for the Liouville equation, there are some essential differences between the Liouville equation and the Liouville system that make the analysis for the latter harder. First, the uniqueness theorem (Theorem 1.1) for the system is generally harder to prove than one single equation, because of the lack of the Sturm-Liouville comparison theory for the linearized system. New ideas are needed to handle this difficulty. In this article, we mainly use the method of continuation to prove Theorem 1.1. Second, for the Liouville
All the solutions satisfy R 2 e u = 8π. However, for the Liouville system (1.3), let σ = (σ 1 , .., σ n ) be the integration of the entire solutions, which is on Π (see (1.6)). From Theorem B we see that under some conditions we have a continuum of solutions, as every point on Π corresponds to a family of solutions. This difference on the structure of entire solutions exists not only between the Liouville equation and the Liouville system, but also between the Liouville system and Toda systems [21] . Finally, for the Liouville equation, the Pohozaev identity is a very useful tool, which gives a balancing condition between the interior integration and the boundary integration. However, for the Liouville system, the information from the Pohozaev identity is limited, as we have more than one equation. In this article, we use the uniqueness Theorem (Theorem 1.1) to remedy what the Pohozaev identity can not provide. The organization of the paper is as follows: In section two we prove Theorem 1.1 for two equations. We feel that the case of two equations is more explicit and represents most of the difficulties of the system. Then in section three we prove the general case of Theorem 1.1 by mainly stating the difference with the proof in section two. In section four we prove Theorem 1.2 and in section five we prove Theorem 1.3 as well as (1.16) . Finally in the appendix we list a few Pohozaev identities to be used in different contexts.
Proof of Theorem 1.1 for two equations
In this section we prove Theorem 1.1 for two equations. So the system is (2.1)
R 2 e u 2 < ∞ where the assumption on A now becomes a ii ≥ 0, i = 1, 2, a 12 > 0 and a 2 12 = a 11 a 22 . Let
By standard potential analysis (see, for example [15] ) we have
Let u = {u 1 , u 2 } be a radial solution of (2.1) and we consider the linearized equation of (2.1) at u:
Lemma 2.1. Let φ = (φ 1 , φ 2 ) be a solution of (2.4), then φ i (r) = O(ln r) at infinity for i ∈ I.
Proof of Lemma 2.1: Let ψ(t) = (ψ 1 (t), ψ 2 (t)) be defined as
Then ψ satisfies
. B is a 2 × 2 matrix with B ij = −a ij e u j (e t )+2t .
For t > 1, the solution for F is (2.5)
where t 0 , ..., t N satisfy t j = j * ǫ, j = 0, .., N , ǫ = t/N . Since u i (e t ) + 2t ∼ (−m i + 2)t when t is large and m i > 2(see (2.2) ), we have B ∼ e −δt for some δ > 0 and t large. With this property we further have
for some δ 1 > 0. Using (2.6) in (2.5) we have
Lemma 2.1 is established.
, it is easy to verify that φ 0 solves (2.4) and φ 0 is bounded. We prove Lemma 2.2 by contradiction. Supposeφ = (φ 1 ,φ 2 ) is another bounded solution of (2.4) and is not a multiple of φ 0 , then φ 0 andφ form a basis for all the solutions of (2.4). Sinceφ 1 (0) andφ 2 (0) can not both be 2, without loss of generality we assumeφ 1 (0) = 0 andφ 2 (0) = 1. We use E to denote the set of all solutions. Since every solution is a linear combination of φ 0 andφ, all the solutions are bounded. Let
We note that if
Next we see that S is a bounded set. Because if α < 0, let φ = {φ 1 , φ 2 } be the bounded solution such that φ 1 (0) = 2, φ 2 (0) = α. Then r 0 e u 2 (s) φ 2 (s)sds < 0 for r small enough. So α ∈ S.
Set α 0 = inf S α. Then we claim that α 0 ∈ S. In fact, let {α k ∈ S} tend to α 0 from above as
Moreover, it is easy to see that φ k converge to a solution φ = (φ 1 , φ 2 ) in E because φ k s are linear combinations of φ 0 and φ. It is also immediate to observe from the convergence that
Thus,
So both φ 1 and φ 2 are non-increasing functions. Since they are bounded functions, for each i ∈ I there exist r l → ∞ such that r l φ ′ i (r l ) → 0, which leads to
Then we obtain the following from the invertibility of A:
Since φ 1 and φ 2 are non-increasing functions, (2.7) implies that
Indeed, for example for φ 1 , ∞ 0 e u 1 φ 1 (s)sds = 0 and the monotonicity or φ 1 imply either lim r→∞ φ 1 (r) < 0 or φ 1 ≡ 0. Then we see immediately that the latter case does not occur, as φ 1 (0) = 2. Similarly for φ 2 , the case that φ 2 ≡ 0 also does not happen because φ 1 ≡ 0. Another immediate observation is φ 2 (0) > 0.
For the above, we have
Thus α 0 ∈ S. Now we claim that for ǫ > 0 small enough, α 0 − ǫ ∈ S. Indeed, consider φ − ǫφ, obviously this is a solution to (2.4) and satisfies
For r large and ǫ small, since φ 1 (r) and φ 2 (r) are smaller than a negative number for r large, it is easy to choose ǫ small enough so that
for all large r large. Consequently
for all large r. Then by possibly choosing ǫ > 0 smaller, we can make (2.8) hold for all r > 0. α 0 − ǫ ∈ S is proved. This is a contradiction to the definition of α 0 . Lemma 2.2 is established. Now we are in the position to complete the proof of Theorem 1.1 for two equations. We consider the following initial-value problem:
Since a ii > 0, by Lemma 3.2 in section three, the solution pair u i (r), exists for all r > 0 and i = 1, 2, and satisfies
Thus σ(α) = (σ 1 , σ 2 ) is a function of α and lies in Π (defined by (1.6)), which is a curve: Λ I (σ) = 0 (σ 1 , σ 2 > 0). We want to prove that σ : R → Π is an 1-1 and onto map. Since both R and Π are connected, it suffices to prove σ is an open mapping. In the following, we want to show the claim (2.10)
Then the openness of σ follows immediately. We prove this claim by contradiction. Suppose there exists α such that, say, ∂ α σ 1 = 0. This implies immediately that
where φ 1 = ∂ α u 1 . Correspondingly we set φ 2 = ∂ α u 2 . Then {φ 1 , φ 2 } satisfies the linearized system (2.4). By Lemma 2.1 φ i (r) = O(ln r) at infinity. The Pohozaev identity for (2.4) is (see the appendix for the proof) (2.12)
The first term on the left hand side of (2.11) tends to 0 as r → ∞. To deal with the terms on the right hand side, first we use the equation for φ i to get
The equation for u i gives lim r→∞ ru ′ i (r) = −m i . Putting the above information together we obtain the following from (2.12):
By (2.11), we have
Using (2.12) for the equation for φ i we have
for some δ > 0. Therefore φ i (i ∈ I) is bounded at infinity. By Lemma 2.2, there is a constant c such that φ 1 = c(ru 1 ′ + 2), φ 2 = c(ru 2 ′ + 2). But one sees immediately that this is impossible because φ 1 (0) = 0, φ 2 (0) = 1. The claim is proved. Clearly, ∃R 0 such that for r ≥ R 0 and some δ > 0,
Now consider the perturbation of (2.9): (2.13)
Here we require ǫ ∈ (0, δ 0 ) where δ 0 is so small that the matrix (a ij +ǫδ ij ) n×n is non-singular for all ǫ ∈ (0, δ 0 ).
2 ) be the solution of (2.13) with respect to the initial condition (α k , 0) (k = 1, 2). For δ 0 small we have (u
Then by the super-harmonicity of u k,ǫ j it is easy to show
Thus, ∃C > 0 and R 1 ≥ R 0 such that
where o(1) → 0 as ǫ → 0. Next we claim that
Indeed,
∂α ) satisfies the following linearized equation:
Using the argument of Lemma 2.1 we have
where the constant C is independent of ǫ ∈ (0, δ 0 ). Moreover, for any fixed
∂α (r) converges uniformly to ∂u 1 i ∂α (r) over 0 < r < R with respect to ǫ. Using the decay estimates (2.14) and (2.17) in (2.16) we obtain (2.15) by elementary analysis.
Since lim ǫ→0
Using (2.18) in the above we have
Since α 1 (ǫ) = α 2 , it yields a contradiction to the uniqueness property that the system (2.13) satisfies. Hence the proof of Theorem 1.1 for two equations is complete.
Proof of Theorem 1.1 for the general case
The proof for the general case of Theorem 1.1 is similar to the case of two equations. We mainly focus on the difference in this section.
First we point out that Lemma 2.1 still holds for the general case with the same proof. The first major result in this section is the following Lemma 3.1. Let φ = (φ 1 , .., φ n ) be a bounded solution of
a ij e u j rφ j (r) = 0, 0 < r < ∞, i ∈ I = {1, .., n},
Proof of Lemma 3.1: Let φ 0 = (ru ′ 1 (r) + 2, .., ru ′ n (r) + 2), then by direct computation one sees that φ 0 is a solution of (3.1). Suppose there is another bounded solution φ 1 = (φ 1 1 , .., φ 1 n ) different from φ 0 , without loss of generality we assume φ 1 (0) = 0, as one of φ 1 i (0) must be different from 2. To derive a contradiction we define S = {α; ∋ a bounded solution φ such that φ 1 (0) = 2,
By direct computation 2 ∈ S, which corresponds to the solution φ 0 . Since φ 0 i (i ∈ I) is strictly decreasing, we can choose t small enough to make all components of φ 0 +tφ 1 strictly decreasing. By choosing t or −t we can make 2 − ǫ ∈ S for some ǫ > 0 sufficiently small. Letᾱ be the infimum of S and let α k = {α k 1 , .., α k n } ∈ S be a sequence in S that tends toᾱ from above. Suppose φ k = {φ k 1 , .., φ k n } is the solution corresponding to α k , then we claim that {φ k } converges toφ = {φ 1 , ..,φ n }, which is also a bounded solution with strict monotone properties described in S. Indeed, let ψ m = (ψ m 1 , .., ψ m n ) be the solution to (3.1) such that ψ m j (0) = δ m j . By Lemma 2.1 ψ m i (r) = O(ln r) at infinity. φ k can be written as
Sinceᾱ ≤ α k i ≤ 3, (i ∈ I) for all k, along a subsequence, α k converges to {ᾱ 1 , , ,ᾱ n }. As a consequence, φ k converges toφ = n m=1ᾱ m ψ m uniformly over any compact subsets of R 2 . The monotone property of φ k implies that On the other hand, since φ k are all bounded functions, for each φ k i we find
Since A is invertible we have
Using the argument for the case of two equations as well as the assumption that A is irreducible we know eachφ i decreases into a negative constant at infinity andφ i (0) > 0. As a consequence, r 0 e u i (s)φ i (s)sds > 0 for each r > 0 andᾱ > 0. Thusᾱ ∈ S. Then as in the case for two equations, {φ + tφ 1 } for t small enough also satisfies the strict monotone property described in the definition of S. Thereforeᾱ − ǫ ∈ S for ǫ > 0 small enough. This is a contradiction to the definition ofᾱ. Lemma 3.1 is established. Now we complete the proof of Theorem 1.1 for n equations. Let u = (u 1 , .., u n ) satisfy (3.5)
r + j a ij e u j = 0 0 < r < ∞, i ∈ I ∞ 0 re u i (r) dr < ∞,
The following Lemma is useful for the case a ii > 0.
Lemma 3.2. Let a ii > 0 (i ∈ I), then for all β = (β 1 , .., β n−1 ) ∈ R n−1 , there exists a solution u = (u 1 , .., u n ) to (3.5).
Proof of Lemma 3.2:
By standard ODE existence theory we see that for β = (β 1 , .., β n−1 ) ∈ R n−1 , there exists a radial solution u = (u 1 , .., u n ) in the neighborhood of 0. Then by writing the system as a first order ODE system we see the right hand side always satisfies the Lipschitz property, therefore by Picard's theorem the solution exists for all r > 0. We are left to show that
From the equation for u i we have
Consequently v ′ i (t) < 2 for t ∈ R. Fix t 0 ∈ R we have, for t > t 0 ,
Since a ii > 0 and a ij ≥ 0, it is easy to see that there exists t > t 0 such that v ′ i (t) < 0. Choose t 1 such that v ′ i (t 1 ) = −δ < 0 for some δ > 0, then we see from the equation for v i that
which is equivalent to u i (r) < (−2 − δ) ln r + C for r > e t 1 . Therefore ∞ 0 e u i (s) sds < ∞. Lemma 3.2 is established.
., β n−1 ); (3.5) has a solution }.
Note that by Lemma 3.2, Π 1 = R n−1 if a ii > 0 for all i ∈ I. The mapping from Π 1 to Π is surjective. Here we claim that it is locally one to one. Indeed, let M be the following matrix:
We claim that M is nonsingular for β ∈ Π 1 and σ ∈ Π. We prove this claim by contradiction. Suppose there exist a non-zero vector C = (c 1 , .., c n−1 ) T such that MC = 0. Then by setting β = c 1 β 1 + ... + c n−1 β n−1 we have
On the other hand, Π is defined by Λ I = 0, which reads i,j∈I
By differentiating both sides with respect to β we have
., φ n ) satisfies the linearized equation (3.1) and φ n (0) = 0. From
which implies from (3.1) that φ is bounded at infinity. By Lemma 3.1 φ i = ru ′ i + 2, then we see immediately that this is not possible as φ n (0) = 0. Therefore we have proved that M is nonsingular for all β = (β 1 , ..., β n−1 ) ∈ Π 1 . We further assert that there is one-to-one correspondence between Π 1 and Π. This is proved in two steps as follows.
In this case, Π 1 = R n−1 . The mapping from Π 1 to Π is proper and locally one-to-one. Since both R n−1 and Π are simply connected, there is a one to one correspondence between them. Let u = (u 1 , .., u n ) and v = (v 1 , .., v n ) be two radial solutions such that u n (0) = v n (0) = 0, R 2 e u i = R 2 e v i (i ∈ I). Then u i (0) = v i (0) (i = 1, .., n − 1). Consequently u i ≡ v i (i ∈ I). Theorem 1.1 is proved for this case. Case 2: There exists i 0 ∈ I such that a i 0 ,i 0 = 0.
We prove this case by a contradiction. Suppose β k = (β k 1 , .., β k n−1 ) ∈ Π 1 for k = 1, 2 and β 1 = β 2 , let u k be the solution corresponding to β k such that R 2 e u 1 i = R 2 e u 2 i = σ i (i ∈ I). Just like the case for two equations, we consider the following system (3.7)
Let u k,ǫ be the solution to (3.7) that corresponds to the initial condition
., n). By the same argument as in the case of two equations, we have σ k,ǫ = (σ 1 , .., σ n ) + •(1) (k = 1, 2) and
Consequently the matrix
is non-singular at β 1 or β 2 for ǫ small. On the other hand, σ 1,ǫ and σ 2,ǫ both satisfy Then the difference between β 1 and β 2 implies β 1,ǫ = β 2 for ǫ small. A contradiction to the uniqueness property satisfied by the system (3.7). Theorem 1.1 is proved for all the cases.
Proof of Theorem 1.2
First we state a Brezis-Merle type Lemma:
for some δ > 0, then for any 
So by writing u k i as
Then standard elliptic estimate gives |f k i | ≤ C in Ω ′ (i ∈ I). Let Ω ′′ ⊂⊂ Ω ′ , then for x ∈ Ω ′′ , as before we have
., v n ) satisfies the Liouville system in R 2 , we have
So (4.1) also holds for {σ i } i∈I . 
Proof of Lemma 4.2:
In the first step we prove that in a small neighborhood of 0, say, B(0, r 0 ), u k i | ∂B R → −∞ for i ∈ I and any fixed 0 < R < r 0 . Indeed, since (4.1) holds forσ = (σ 1 , ..,σ n ), we have j∈I a ijσj > 2 + 3ǫ 0 (i ∈ I) for some ǫ 0 > 0. By the definition ofσ i , we find r 0 small and r k → 0 such that Br 0 \Br k e u k i ≤ ǫ 0 (i ∈ I). Let
For r > 1,
So by the definition ofṽ
For any fixed R ∈ (0, r 0 ),u k i has bounded oscillation on any ∂B R , then we know u k i → −∞ uniformly on ∂B R . As an immediate consequence, u k converges to −∞ on all compact subsets of B 1 \ {0} because u k is bounded above in B 1 \ B R and u k has bounded oscillation on ∂B 1 .
The second step is to use the first step to evaluate all the terms in the Pohozaev Identity. Let G(x, y) be the Green's function with the Dirichlet condition. By the Green's representation formula we have:
The Pohozaev identity for the system (1.9) defined on Ω is of the following form (see the appendix for the proof):
Let Ω = B R (R ∈ (0, 1)) in the Pohozaev Identity, using the fact that
Also we have 1 2π
For |x| = R,
The second term of the above is the gradient of a harmonic function that has bounded oscillation on ∂B 1 . Let k → ∞,
Using To see this, let s i =σ i − σ i . We know from (4.2) that s i ≥ 0 (i ∈ I). Since for {σ i } i∈I we also have
we obtain the following equation for s i from Lemma 4.2 and the above:
Since both i a ijσi and j a ij σ j are greater than 2, it is easy to see from the above that s i = 0 (i ∈ I). (4.5) is proved.
Here we recall that
where Ω k := {y;
We have σ k i → σ i and m k i → m i > 2 (i ∈ I). Proposition 4.1. Given δ > 0, there exists R(δ, A, c 0 , c 1 , σ) > 1 such that for all large k
Proof of Proposition 4.1:
By the convergence of v k i to v i in C 2 loc (R 2 ) we only need to prove (4.7) for 2R < |y| ≤ ǫ −1 k where R >> 1. By the Green's representation formula we have, for x ∈ B 1 and i ∈ I
Since the major term of the Green's function is − 1 2π ln |x − z| and the oscillation of u k i on ∂B 1 is bounded, we have
where
Since our assumption is that u k converges to v = (v 1 , .., v n ) after scaling. The radial symmetry of v i implies
With this observation and the definition of v k (4.8) can be rewritten as
The proof of (4.7) can be put into two steps. First we show: For N > 1, there exists R >> 1 such that for |y| > 2R and all large k,
To this end, we use the argument in Lemma 4.1. Since σ k i → σ i , for ǫ > 0 small to be determined, we choose R >> 1 such that
Fix r > 2R and set
By lettingh i (z) =h k i (rz) we have
Note that for simplicity we omit k inv i (z) andh i . It is readily verified that
Now we choose ǫ to be small enough so that
The inequality above implies (4.11)
where C is independent of N . Using (4.11) and the argument in Lemma 4.1 we have
where c 0 is a universal constant. (4.10) follows immediately from (4.12).
In the second step we use (4.10) and (4.9) to prove (4.7). First since |z| ∼ |y − z| for |z| > 2|y|, we have
Next we show that
where R 1 will be chosen large in terms of δ. Indeed, we can choose R 1 so large that
Then the integral in (4.13) can be divided into two parts, one part is the integration over B R 1 , the other part is the integration on B 2|y| \ B R 1 . Since e v i decays faster than |y| −2−δ 1 for some δ 1 > 0, we use the convergence of v k i to v i to obtain that the integration over B R 1 is O(1). For the other term it is easy to see from (4.14) that the integration over B 2|y| \ B R 1 is less than δ 5 ln |y|. The last term to deal with is
For this we divide B 2|y| into two sub-regions:
Since |y − z| ∼ |y| for z ∈ Ω 1 and
for |y| large. We obtain immediately that
To estimate the last term: − 
By the decay rate of v k j (j = 1, 2), we have
Now we estimate ∇v k i (i ∈ I). By the Green's representation formula:
The last term above is the gradient of a harmonic function. We know that if f is a harmonic function on B R , then |∇f (0)| ≤ C ·osc(f )/R. By this reason we know that, since v k i has bounded oscillation on ∂Ω k and |y| = L k << ǫ
To estimate the first term of (4.17), we use
, as a function of η, is a harmonic function of the order O(ln ǫ −1 k ) on ∂Ω k . So for η ∈ E k , using H k (y, η) = H k (η, y) and standard gradient estimate for harmonic functions, we have
for δ ∈ (0, 1). We are left with the estimate of the term
For this we use
and elementary estimate to obtain
Using this in the computation of the Pohozaev Identity we obtain (4.16). Proposition 4.2 is established. Now we are in the position to prove (1.15). One can find {σ i,k } i∈I that satisfies Λ I (σ ·,k ) = 0, which is
.,V k n ) be the unique global solution so that {V k i } i∈I are radial with respect to the origin,
Note that the uniqueness is proved in Theorem 1.1.
., v n ) is the only radial solution that satisfies 
Since ψ k i (0) = 0 we have
.
Let |ξ| = 1 be a unit vector, then a Pohozaev identity forũ k = (ũ k 1 , ..,ũ k n ) is of the form (see the appendix for the proof)
By choosing 0 < R < 1, it is easy to see from the decay rate ofũ k i that
Also, sinceh k i eũ k i → 2πσ i δ 0 in distributional sense, the left hand side of the Pohozaev identity tends to
To consider the limit of ∇ũ k i (x) for |x| = R, we use the Green's representation formula:ũ By Theorem 1.2 and φ(0) = 0 the limit of σ k it is σ it (defined in (5.2)). Let m it > 2 be the limit of m k it , then from Theorem 1.2 we have, for x ∈ ∂B(p t , δ) From the Green's representation of u k i it is easy to see that the difference between u k i (x) and u k i (y) for x, y away from the blowup set is uniformly bounded. Therefore for fixed t 1 and t 2 , using M k t → ∞ we obtain from (5.4) that (5.5) m it 1 − 2 m it 2 − 2 = λ t 1 t 2 , i ∈ I.
We claim that λ t 1 t 2 = 1. Indeed, {σ it } i∈I satisfies ij a ij σ it σ jt = 4 Replacing m it by m it 1 and m it 2 respectively in the above, we have
Recall that A is assumed to be positive definite. So ij a ij > 0, we have λ t 1 t 2 = 1 (t 1 , t 2 = 1, .., m). We can further claim that (5.6) σ it = 1 2πm , i ∈ I, t = 1, .., m. For x ∈ ∂B(p s , δ), by choosing the support of χ possibly smaller, we observe that G(x, p t ) = G * (x, p t ) for t = s. Therefore, let φ k be the harmonic function on B(p s , δ) defined by the oscillation of u k i on ∂B(p s , δ), using (5.7), (5.8) 
Proof of (6.2): We write (6.1) as (6.3) − j a ij ∆u j = h i e u i , Ω, i ∈ I.
By multiplying x · ∇u i to the right hand side of (6.3) and integration by parts, we obtain the following terms:
Multiply x·∇u i to the left hand side of (6.3) and use integration by parts, we have, after taking the summation on i
Using the symmetry of a ij and integration by parts again the left hand side is equal to − ij ∂Ω a ij ∂ ν u j x · ∇u i + 1 2 ij ∂Ω a ij (x · ν)(∇u i · ∇u j ).
Then (6.2) follows.
A different version of the Pohozaev identity is as follows. Let ξ be a unit vector, then we have To derive (6.5) we just need to write the linear system as Multiply ru ′ i (r) to both sides of the above and use integration by parts, we obtain (6.5). 
