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Abstract 
 
The application of vortex generators (VGs) for shock/boundary layer interaction flow control in a novel external 
compression, axisymmetric, low-boom concept inlet was studied using numerical and experimental methods. The 
low-boom inlet design features a zero-angle cowl and relaxed isentropic compression centerbody spike, resulting in 
defocused oblique shocks and a weak terminating normal shock. This allows reduced external gas dynamic waves at 
high mass flow rates but suffers from flow separation near the throat and a large hub-side boundary layer at the 
Aerodynamic Interface Plane (AIP), which marks the inflow to the jet engine turbo-machinery. Supersonic VGs 
were investigated to reduce the shock-induced flow separation near the throat while subsonic VGs were investigated 
to reduce boundary layer radial distortion at the AIP. 
To guide large-scale inlet experiments, Reynolds-Averaged Navier-Stokes (RANS) simulations using three-
dimensional, structured, chimera (overset) grids and the WIND-US code were conducted. Flow control cases 
included conventional and novel types of vortex generators at positions both upstream of the terminating normal 
shock (supersonic VGs) and downstream (subsonic VGs). The performance parameters included incompressible 
axisymmetric shape factor, post-shock separation area, inlet pressure recovery, and mass flow ratio. The design of 
experiments (DOE) methodology was used to select device size and location, analyze the resulting data, and 
determine the optimal choice of device geometry. The best performing upstream VGs, with a height of 0.8 of the 
incoming centerbody boundary layer, were found to reduce average shock-induced separation by as much as 84%. 
This effect is achieved by the streamwise vorticity-induced transfer of higher momentum fluid to the centerbody 
surface downstream of the device centerline. The resulting energized boundary layer is more resistant to separation 
through the post-shock adverse pressure gradient. Though the supersonic VGs did not significantly affect the AIP 
boundary layer profiles, the reduction and break-up of the separation region may have a stabilizing effect on 
streamwise shock oscillation (which can not be obtained through the RANS formulation). On the other hand, the 
downstream subsonic devices with a height of about one boundary layer thickness substantially reduced the AIP 
radial distortion, in a spanwise sense. This improvement by the VGs was achieved by entraining higher momentum 
fluid in the near-wall region and effectively re-distributing the radial boundary layer profile. The effect on overall 
total pressure at the AIP was less than 0.25%. 
Based on the above studies, a test matrix of supersonic and subsonic VGs was adapted for a large-scale inlet test 
to be conducted at the 8’x6’ supersonic wind tunnel at NASA Glenn Research Center (GRC). Comparisons of 
RANS simulations with data from the Fall 2010 8’x6’ inlet test showed that predicted VG performance trends and 
case rankings for both supersonic and subsonic devices were consistent with experimental results. For example, 
experimental surface oil flow visualization revealed a significant post-shock separation bubble with flow 
recirculation for the baseline (no VG) case that was substantially broken up in the micro-ramp VG case, consistent 
with simulations. Furthermore, the predicted subsonic VG performance with respect to a reduction in radial 
distortion (quantified in terms of axisymmetric incompressible shape factor) was found to be consistent with 
boundary layer rake measurements. 
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To investigate the unsteady turbulent flow features associated with the shock-induced flow separation and the 
hub-side boundary layer, a detached eddy simulation (DES) approach using the WIND-US code was employed to 
model the baseline inlet flow field. This approach yielded improved agreement with experimental data for time-
averaged diffuser stagnation pressure profiles and allowed insight into the pressure fluctuations and turbulent kinetic 
energy distributions which may be present at the AIP. In addition, streamwise shock position statistics were obtained 
and compared with experimental Schlieren results. The predicted shock oscillations were much weaker than those 
seen experimentally (by a factor of four), which indicates that the mechanism for the experimental shock oscillations 
was not captured. The primary frequency of the experimental shock oscillations (based on Power Spectral Densities) 
was found to be much lower than that based on flow separation or that based on flow spillage, and instead was 
consistent with acoustic instabilities between the shock and the downstream choke plane at the mass flow plug.  
Since the DES computations did not extend to the choke plane, they were not able to capture this acoustic mode. 
In addition, the novel supersonic vortex generator geometries were investigated experimentally (prior to the 
large-scale inlet 8’x6’ wind tunnel tests) in an inlet-relevant flow field containing a Mach 1.4 normal shock wave 
followed by a subsonic diffuser. A parametric study of device height and distance upstream of the normal shock was 
undertaken for split-ramp and ramped-vane geometries. Flow field diagnostics included high-speed Schlieren, oil 
flow visualization, and Pitot-static pressure measurements. Parameters including flow separation, pressure recovery, 
centerline incompressible boundary layer shape factor, and shock stability were analyzed and compared to the 
baseline uncontrolled case. While all vortex generators tested eliminated centerline flow separation, the presence of 
VGs also increased the significant three-dimensionality of the flow via increased side-wall interaction. The stronger 
streamwise vorticity generated by ramped-vanes also yielded improved pressure recovery and fuller boundary layer 
velocity profiles within the subsonic diffuser. The best case tested (a ramped-vane with height of 0.75 of the 
uncontrolled boundary layer thickness located 25δo upstream of the shock) yielded the smallest centerline 
incompressible shape factor and the least streamwise oscillations of the normal shock. However, additional studies 
are needed to better understand the three-dimensional aspects of this flow since corner interaction effects were 
adversely impacted by the VG devices. 
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Nomenclature 
 
a  = Speed of sound 
c  = VG chord (leading edge to tip of trailing edge), coefficient 
f  = Frequency, function 
h  = VG height 
H  = Boundary layer shape factor 
I  = Intensity 
k  = Turbulent kinetic energy 
L  = Length 
M  = Mach number 
P  = Pressure 
r  = Radial direction coordinate 
Re  = Reynolds number 
s  = Spanwise VG spacing 
St  = Strouhal number 
u  = Streamwise velocity (x-direction) 
x  = Streamwise direction coordinate 
y  = Normal direction coordinate 
z  = Spanwise direction coordinate 
y+  = Non-dimensional wall distance 
δ  = Boundary layer thickness 
δ*  = Displacement thickness 
Δ  = Range between min and max values, grid length-scale 
ε  = Dissipation 
θ  = Momentum thickness, spanwise direction coordinate 
Λ  = Turbulent length-scale 
ν  = Eddy viscosity 
Ω  = Local mean flow vorticity 
 
Subscripts 
 
A  = Axisymmetric 
ac  = Acoustic 
c  = Cowl 
comb = Combined 
diff = Diffuser 
hyb = Hybrid 
I  = Incompressible 
LE  = Leading edge 
o  = Baseline value (no control) 
RANS = RANS component 
RMS = Root Mean Square 
res  = Resolved 
sep  = Separation 
sh  = Shock 
SI  = Shock impingement location 
TE  = Trailing edge 
0  = Stagnation conditions 
∞  = Freestream (inflow) conditions 
δ*  = based on local incompressible displacement thickness 
Δ  = Sub-grid component 
 
Superscripts 
 
( )’  = Fluctuation 
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Chapter 1: Introduction 
 
1.1 Supersonic Inlet Shock/Boundary Layer Interaction 
The interaction of a shock wave with a turbulent boundary layer constitutes a fundamental problem of high-speed 
fluid mechanics. A detailed survey of past work on high-speed interactions has been carried out by Settles and 
Dolling1 and Smits and Dussauge2. The shock interaction problem is particularly germane to the design of 
supersonic inlets. In such supersonic inlets, deceleration of the flow is achieved through a succession of oblique 
shock waves followed by a terminal normal shock. Boundary layers form on the inlet surfaces and interact with the 
shock system, giving rise to various shock/boundary layer interactions (SBLIs). Each interaction of oblique/normal 
shock waves with the boundary layer causes stagnation pressure losses and downstream spatial distortions seen by 
the engine. An inlet must be carefully designed to minimize these losses and distortions during the compression 
process since they affect overall propulsion performance. In mixed compression inlets, shock-induced separation can 
lead to engine unstart, which requires that the entire propulsion system undergo a restart sequence during flight. In 
external compression inlets, specifically axisymmetric configurations, a thick hub-side boundary layer increases 
blockage and can decrease compressor performance. Thus, successfully controlling SBLIs has the potential to 
significantly improve supersonic inlet performance. As will be discussed in the following, various techniques of 
flow control for SBLIs have been proposed.  
1.2 Flow Control Methods 
1.2.1 Boundary Layer Bleed 
The conventional flow control technique for SBLI conditions in an engine inlet employs a bleed of the boundary 
layer3, 4. This bleed can suppress shock induced separation and improve the boundary layer health. It can also fix the 
location of the final shock wave and help to prevent shock oscillations and flow unsteadiness. The bleed impact is 
sometimes separated into “performance-bleed” and “stability-bleed”. Performance-bleed is designed to improve 
stagnation pressure recovery and uniformity and is used throughout supersonic conditions. In contrast, stability-
bleed is designed to ensure normal shock stability and is only used for strong transients with typically higher mass 
flow rates than performance bleed. Many bleed systems in current inlets have duct systems that can satisfy both 
goals. Indeed, a single throat slot is sometimes used for both performance-bleed and stability-bleed by using a valve 
within the plenum which simply opens further when increased bleed rates for stability are required. 
 Optimum bleed mass flow rates may be considerable to achieve the desired control effect and can exceed 5% of 
intake mass flow at higher Mach numbers. Such a large removal represents a source of significant vehicle 
performance degradation because of the lost engine mass flow, over-sizing of the inlet to compensate for losses, and 
the effective drag associated with bleed. As such, several design studies have shown that the bleed penalty on 
overall performance can be significant. For example, trade studies completed by Pegg et al.5 have shown that large 
increases (on the order of 20%) in aircraft range are possible if bleed could be eliminated while performance 
preserved. Similarly, Boeing Phantom Works conducted trade studies which indicated that gross take-off weight 
(GTOW) can be reduced by as much as 10% for zero-bleed without inlet performance degradation6. Therefore, it 
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would be highly advantageous to devise a flow control system which gave the SBLI control benefits of bleed but did 
not incur the penalties associated with the mass removal. Such control has typically been proposed with the use of 
vortex generators (VGs), as discussed in the next section. 
 
1.2.2 Vortex Generators 
Traditional subsonic VGs typically used for aerodynamic flow control appear in the form of thin rectangular or 
triangular vanes with heights that are about equal to the boundary layer thickness (δo) and mounted perpendicular to 
an aerodynamic surface with an angle of attack of 12-15 degrees relative to the local flow7, 8. They work by 
generating a tip vortex which draws kinetic energy from above the boundary layer, above which the device usually 
protrudes, to energize the near-wall flow field. Such VGs have been used for wings at transonic speeds9 and for 
subsonic diffusers10. The latter study yielded improvements in pressure recovery and decreases in flow distortion of 
up to 40%. The strength of the streamwise vortices created, for a fixed device geometry, is proportional to the device 
height8. However, the parasitic drag also increases with device height (h), and this combination is generally 
optimized with h/δo of about one for subsonic flows. 
 For supersonic flows, the drag associated with VG devices is accentuated due to wave drag effects and increased 
stagnation pressure sensitivity. The large size of traditional VGs thus poses problems in supersonic flows. As such, 
Holmes et al.9 suggested use of smaller devices in supersonic flows which can combine the well-demonstrated 
capability of traditional VGs to suppress or delay separation while significantly reducing device drag. In particular, 
sub-boundary layer vortex generators (SBVGs) are characterized by heights less than the boundary layer thickness 
and have been referred to as “low-profile” or “micro”-VGs. On transonic airfoils, these smaller VGs have been 
shown experimentally to reduce shock strengths and delay shock induced separation, with significantly reduced 
device drag when compared to the traditional VGs8.  The potential of micro-devices for supersonic inlet flow control 
has been investigated via various SBLI configurations11-15. In recent studies by Raghunathan16 and Srinivasan et 
al.17, micro vortex generators (micro-VGs) stand out for their potential in supersonic shock/boundary layer 
interactions in internal flows. 
Another issue for supersonic flows is the increased importance of physical robustness. Accidental damage from 
routine maintenance or fatigue from cyclic loading experienced in the inlet may result in mechanical failure and 
potentially catastrophic ingestion by the engine. These problems are exacerbated in the case of supersonic inlets 
where flow conditions are even more severe. Recent RANS computations performed at NASA Glenn Research 
Center (Anderson et al.18) on inlet configurations, have demonstrated that micro-ramps have the ability to produce 
benefits comparable to traditional boundary layer bleed (Fukuda et al.19) while also offering practical advantages 
such as physical robustness, low-cost and no power requirements. In an experimental study of normal SBLIs at 
Mach 1.5, micro-ramps have been shown to considerably reduce separation, while micro-vanes have been 
demonstrated to completely eliminate separation20. Lee et al.21, 22 recently proposed two novel micro-VG 
geometries: the ramped-vane and the split ramp. Both showed potential for SBLI control based on LES simulations 
where they were found to generally combine the high performance of a conventional vane device with the 
robustness of a conventional micro-ramp device.  
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 1.2.3 Vortex Generator Flow Field Effects 
Micro-VGs introduce streamwise vorticity into a flow field by having the apex of the vertical edges swept at an 
angle to the oncoming streamwise flow. The primary counter-rotating vortex pair entrains high momentum fluid in 
the near-wall region, energizing the boundary layer by giving it a fuller velocity profile for a distance downstream of 
the device. This effect scales approximately with the device height. Through this mechanism the VG is able to delay 
or suppress flow separation, but this efficacy can depend on the device geometry. Eventually, the vortex cores lift 
themselves up and out of the boundary layer due to mutually-induced upward velocity, thereby reducing their 
effectiveness and generating a wake region downstream of the device centerline. As described by Pitt Ford & 
Babinsky23 for the conventional micro-ramp, the device also generates a set of secondary counter-rotating vortex 
pairs in its wake due to pressure gradients generated along the trailing edges. A horseshoe vortex is also generated at 
the leading edge as vorticity from the small flow separation induced by flow turning at the leading edge is deflected 
in the streamwise direction. The horseshoe vortices bound a high-shear region downstream of the micro-ramp. A 
weak oblique shock is generated at the device leading edge, followed by an expansion fan and reattachment shock at 
the trailing edge. The counter-rotating pairs of secondary vortices originate in small separation regions at the micro-
ramp trailing edge, one pair at the corner between the trailing edge and mounting surface and another at the top of 
the trailing edge where the reattachment shock originates. Modifications to the baseline micro-ramp geometry, such 
as in split-ramp or ramped-vane configurations, are intended to reduce the device drag and wake effects while 
maintaining strong primary counter-rotating vortices. Such modifications also aim to increase the spanwise 
separation of the primary streamwise vortices, minimizing their interaction and mutually-induced upwash, so that 
the vortices can persist longer24.  
1.3 Motivation and Objectives 
The intent of this work is to investigate the performance and benefits of vortex generators in supersonic inlet-
relevant flow fields. The primary geometry considered in these investigations is an axisymmetric low-boom 
supersonic inlet concept based on a novel design by Conners & Howe25 of Gulfstream Aerospace Corporation 
(GAC). This inlet features a zero-angle cowl, a relaxed isentropic compression centerbody spike, and resulting 
defocused shocks that form a weaker terminating normal shock on the centerbody. A previous iteration of the design 
was shown to significantly improve supersonic performance and, more importantly, reduce sonic boom overpressure 
as compared to traditional supersonic inlet designs. However, computational results as well as analysis of scale 
model test data obtained at the NASA Glenn Research Center (GRC) 1’x1’ supersonic wind tunnel for a range of 
operating conditions indicated the formation of flow separation and thick boundary layers downstream of the inlet 
geometric throat26, 27. A consequence of the aggressive design, these boundary layers require flow control measures 
in order to reduce radial distortion at the Aerodynamic Interface Plane (AIP) and further improve inlet performance. 
Such flow control is applied to the present inlet geometry. 
Micro-VGs located upstream of the shock were investigated for shock wave/boundary layer interaction control 
and a potential reduction of post-shock separation area. VGs located downstream of the shock were investigated for 
boundary layer radial distortion control. Methodology validation and VG performance predictions obtained prior to 
large-scale inlet model tests in the 8’x6’ supersonic wind tunnel at NASA GRC are the focus of Chapter 2. The 
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recommendations resulting from this effort were the basis for the VG test matrix used in the test. The accuracy of 
RANS predictions is ascertained in Chapter 3 via direct comparison with 8’x6’ wind tunnel test data for the final VG 
test matrix. Detached Eddy Simulation (DES) methods are used in Chapter 4 to overcome the steady-state 
limitations of RANS and to analyze dynamic flow field characteristics of the baseline inlet, including shock 
oscillation and pressure fluctuations, at on- and off-design conditions. Small-scale supersonic wind tunnel 
experiments were also conducted prior to the 8’x6’ wind tunnel tests. These experiments included a parametric study 
of device height and distance upstream of the shock in an inlet-analogue flow field with a normal shock and 
downstream diffuser as proposed by Loth & Babinsky28. Split-ramp and ramped-vane geometries consistent with the 
recommendations of Chapter 1 were tested and their effects on shock stability, post-shock separation area, and 
pressure recovery within the subsonic diffuser were evaluated. These results are presented in Chapter 5.  
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Chapter 2: Flow Control Predictions for a Low-Boom Inlet 
 
2.1 Overview 
The applicability of RANS methods to VG flow control was first investigated using wind tunnel data for single 
micro-ramps and micro-ramp arrays in a simple, square duct geometry with uniform supersonic flow and with an 
oblique shock. This allowed for the selection and validation of a numerical methodology, which was then adapted to 
simulations of VG flow control for the GAC low-boom inlet configuration. Starting with the baseline micro-ramp 
configuration proposed by Anderson et al.18, the parameters of device height, distance from the shock, and spanwise 
array spacing were investigated using a Design of Experiments (DOE) approach. In addition to micro-ramps, the 
split-ramp and ramped-vane geometries were also considered for SBLI control. Conventional ramp VGs and vanes 
were specified within the subsonic diffuser. The findings were used to propose a VG test matrix for large-scale low-
boom inlet model testing29, 30.  
2.2 Previous Micro-Ramp Simulations 
Simulations of micro-ramps in internal supersonic flow, with and without oblique shocks, were previously 
conducted by the author31 and served to validate much of the methodology employed in the present work. In this 
previous effort, RANS simulations were based on, and validated with, experimental work performed at the 
University of Cambridge by Pitt Ford & Babinsky23. The RANS approach employed in this previous study is similar 
to that used in the present work (presented in Section 2.5). Specifically, the RANS simulations were performed 
using the WIND-US code and used the Spalart-Allmaras turbulence model, 3rd-order upwind-biased Roe scheme, 
2nd-order approximate factorization alternating direction implicit (AF ADI) time integration, a fixed CFL (Courant-
Friedrichs-Lewy) number of 0.8, and the MINMOD TVD limiter. A complete description of the approach is given 
by Rybalko31. The experimental setup consisted of a blow-down supersonic wind tunnel with a rectangular test 
section 0.09 m high and 0.11 m wide. A pivoting wedge, with leading edge located at the test section inflow plane, 
was deployed from the wind tunnel top surface to generate oblique shocks. This wedge was extended to an angle of 
7 degrees for oblique shock cases and fully retracted for no shock cases. The no-shock case measurement locations 
are illustrated in Fig. 2.1a. For oblique shock cases an additional measurement plane at the shock impingement 
location of 50 mm was added and spanwise boundary layer velocity profiles were taken at the micro-ramp 
centerline, half-span, and full-span for all streamwise planes. The oblique shock case measurement locations are 
illustrated in Fig. 2.1b. 
Flow parameters maintained in the test section during data acquisition runs were Mach number of 2.5, unit 
Reynolds number of 3x107 m-1, stagnation temperature of 290 K, and stagnation pressure of 170 kPa. Compressed 
air storage limited run time to around 45 seconds. Variations in Reynolds number over the course of a typical run 
were less than five percent23.  
Micro-ramp vortex generators were based on the geometry proposed by Anderson et al.18, with geometric 
parameters of chord (c), spanwise array spacing (s) – both normalized by the ramp height (h) – and ramp vertex half-
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angle. Standard values of these parameters are 7.2, 7.5, and 24 degrees, respectively. The micro-ramp heights used 
by Pitt Ford & Babinsky were 25%, 38%, 50%, and 75% of the boundary layer thickness, δ, at the inflow location.  
Experimental boundary layer velocity profile measurements were made using a Pitot probe traversed by a stepper 
motor. Additional data were taken using Laser Doppler Anemometry (LDA). Inflow boundary layer properties were 
measured in a clean tunnel at the -20 mm location, measured from the trailing edge of the micro-ramps. 
Measurements showed a boundary layer thickness, δ, of 7.5 mm, displacement thickness, δ*, of 1.1 mm, momentum 
thickness, θ, of 0.8 mm, and a shape factor, H, of 1.3 (incompressible values)23. In addition to the inflow properties, 
boundary layer velocity profiles were measured at downstream stations to investigate micro-ramp performance. In 
no-shock cases the boundary layer velocity profiles were measured at three streamwise locations downstream of the 
micro-ramp trailing edge (x=0 mm): 20 mm,  80 mm, and 140 mm. For each plane normal to the flow, four 
boundary layer velocity profiles were taken at spanwise locations corresponding to the micro-ramp centerline, 
quarter-span, half-span, and full-span.  
  
 2.2.1 Boundary Layer Velocity Profiles in Oblique Shock Flow Field 
Comparisons of tunnel centerline boundary layer profiles for a 3 mm micro-ramp are shown in Fig. 2.2. At x = 
20 mm the largest deviation from experiment is seen. The numerical prediction in the wake region has an s-shaped 
profile while the experimental data shows no such feature and a much fuller profile. This indicates that RANS is 
capturing the near-wall region recovery reasonably well but is under-predicting the wake dissipation. 
The next streamwise measurement station is at 50 mm where the oblique shock impinges on the boundary layer. 
The fuller boundary layer velocity profile above 6 mm from the wall is outside of the shock/boundary layer 
interaction region whereas the less full profile below is caused by the marked increase in boundary layer thickness 
and separation bubble caused by shock impingement. This in turn results in a larger local displacement thickness 
and increased flow velocity above the separation bubble. With increasing streamwise distance the agreement at 140 
mm is improved, though with a more exaggerated wake.  
  
 2.2.2 Parametric Study of Micro-Ramp Height in No Shock Flow Field 
In order to ascertain the capability of RANS simulations to predict trends in micro-ramp performance, the 
experimental parametric study of micro-ramp height was replicated. Single ramps of 2 mm, 3 mm, 4 mm, and 6 mm 
heights were tested in a clean tunnel, no shock configuration. For this comparison, axial velocity contours on planes 
perpendicular to the flow direction were considered. Upon subtracting the inflow axial velocity distribution from 
each streamwise plane, regions of low and high momentum can be more easily identified. Use of cross-stream 
planes where experimental measurements were made also allows for direct comparison with experimental results 
processed in the same way. The resulting minimum and maximum velocities at each streamwise location were 
consistent between experimental and numerical data. Color maps matching the experimental results as closely as 
possible were chosen. Blue regions correspond to low momentum, including reverse flow, and red regions 
correspond to high momentum. The results are shown in Fig. 2.3, where experimental and numerical cross-stream 
axial velocity contour planes at the 140 mm location are shown for all four micro-ramp heights. Qualitative 
agreement between the axial velocity contours is good. Both sets of results indicate that mixing of the high 
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momentum fluid entrained near the wall is strongest for the larger device sizes, indicating that the streamwise 
vortices are still dominant for this location. However, the predictions tend to show a stronger effect of the 
streamwise vortices near the lower wall than seen in the measurements. This is particularly true for the 2 mm micro-
ramp, and indicates that some of the high energy mixing may not be well predicted. Consistent with this 
shortcoming, the distinct outlines of high and low momentum regions in the numerical results are an indication of 
incomplete mixing as compared to the experimental results.  
Overall, it appears that flow development scales almost linearly with micro-ramp size, so that the flow features 
are qualitatively similar for all device sizes. This observation is consistent with the findings of Pitt Ford & 
Babinsky23, who found that the location of the approximate center of the low momentum region plotted as a function 
of streamwise distance collapses to a line when non-dimensionalized by the micro-ramp height. Furthermore, it 
follows that smaller devices produce weaker vorticity, though act on fluid closer to the wall. This suggests that the 
flow features should scale according to downstream distance normalized by device height. 
Trends in micro-ramp flow fields for devices of varying size can also be compared by computing the shape 
factor, which is an indication of boundary layer health, or fullness of the velocity profile. Averaged shape factor, as 
a function of micro-ramp size, is shown in Fig. 2.4 for both experimental and numerical data indicating good 
agreement. For the two streamwise locations considered, 80 mm and 140 mm, the average of values for all spanwise 
positions was taken, resulting in a single data point. Micro-ramp height was non-dimensionalized by the 
displacement thickness at the streamwise location corresponding to oblique shock impingement, δ*SI. This location 
was used as a reference since the shock-generating wedge and resulting oblique shock were not present for the 
parametric study of micro-ramp height.  
Although the performance of micro-ramps is difficult to gauge in a no-shock configuration it is nonetheless 
possible to compare the degree to which the expected benefits of improved boundary health are imparted upon the 
flow. At the farthest downstream station of x=140 mm (Fig. 2.4b) the greatest decrease in shape factor, and therefore 
the fullest resulting boundary layer velocity profile, occurs for ramp sizes in the 3-4 mm range which are about 38-
50% of the boundary layer thickness. This is consistent with the conclusions reached by Lin32 in a review of micro-
VG research indicating that device heights of approximately 40% are optimal, and consistent with the ranges 
specified in an independent study by McCormick33. Smaller devices produce weak vortex filaments which dissipate 
quickly, while larger ones produce structures which, although able to persist in the flow longer, act farther away 
from the wall. The optimal size is between these two extremes. 
 
2.2.3 Additional Micro-Ramp Flow Field Visualization 
Numerical simulations can be used to better understand the flow field features. One such example is the micro-
ramp surface pressure distribution. Even though surface pressure measurements were not available in the Cambridge 
data set, a qualitative comparison was made with the pressure sensitive paint (PSP) results of Herges et al.15 for a 
similar configuration. The two surface pressure maps are shown in Fig. 2.5. There is a good qualitative correlation 
between features in the two flow fields, both indicating that the peak pressure occurs at the leading edge and then 
decays downstream along the ramp centerline, while the spillover of vortices leads to low pressure regions on the 
sides of the device. Additionally, since velocity data are available for all nodes in the numerical solution, it is also 
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possible to visualize the primary vortex pair directly using flow streaklines in the near-wall region. Results for this 
flow visualization method for y+=10 in the micro-ramp region are shown in Fig. 2.6, where the primary vortex pair 
can be seen to originate as flow spills around the device sides. Once formed, the vortex filaments can be seen to 
twist around each other, though this effect is reduced farther downstream as the core vorticity diffuses and 
dissipates. 
2.3 Inlet and Flow Field Specifications 
 The axisymmetric low-boom inlet geometry considered herein is a 12-inch* (30.5 cm) diameter scale model of 
the flight geometry, which at the time of this study was in the developmental stage for supersonic wind tunnel 
testing in the 8’x6’ supersonic wind tunnel at NASA GRC. While refinements to the cowl, geometric throat, 
centerbody struts, and the upstream VG placement range occurred prior to finalization of the test design to be 
presented in Chapter 3, the geometry considered here is generally representative of the low-boom inlet 
configuration. A pre-model construction rendering of the geometry is shown in Fig. 2.7. Inflow properties for the 
simulations were specified to be consistent with wind tunnel test conditions: Mach number of 1.67, static pressure of 
31.97 kPa, static temperature of 217.1 K, and outflow pressure for the diffuser specified to be consistent with the 
mass flow plug setting for on-design conditions, requiring a diffuser back pressure of 103.42 kPa and yielding a 
mass flow ratio (MFR) of 0.985.  
2.4 Grid Generation and Chimera Grid Methods 
All computational meshes employed in this RANS study were generated using Gridgen V15. Structured grids 
were used in order to fully resolve boundary layers and capture the flow features associated with micro-VGs. 
Stretching factors were specified to ensure nodal distributions capable of fully resolving the viscous sub-layer by 
setting the first grid point away from the wall to coincide with y+~1 for the flow. Node clustering was also utilized to 
improve resolution in the inlet terminating normal shock region. While multi-zone grids were required for parallel 
computation, the zonal boundaries were chosen so as to avoid shock/zonal boundary interactions. 
 Although multi-zone abutting grids are well suited to simple geometries of micro-VGs at a fixed position and 
mounted to a flat surface such as in a wind tunnel, it was found that grid generation for more complex geometries 
was expedited by the use of chimera, or overset, grids. Specifically, use of micro-VG grids into an inlet parent grid 
allowed for easy modification of micro-VG parameters such as height, distance from the inlet throat, and radial array 
spacing. 
Several methods for “mounting” micro-ramps onto the curved centerbody were investigated, including mating at 
the ramp center-line, mating at the ramp tips, and projecting the ramp geometry onto the centerbody resulting in a 
curved micro-ramp. The first method required that a pedestal be constructed beneath the ramp to ensure no gaps 
between it and the surface. This pedestal would alter the micro-ramp flow field and could cause a stronger leading 
shock. The second method required that the ramp height be reduced and a concave cut be made in its lower surface, 
                                                          
*
A note on units: SI units are used for the majority of this work, however, since the low-boom inlet model was designed and tested using English 
units, it is natural to use inches for model dimensions and instrumentation locations. When not non-dimensionalized, some data for the inlet test 
results are given in inches and psi. 
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resulting in an alteration of the ramp scaling relations and a possible expansion fan at its leading edge. The last 
method required no pedestal or scaling modification, and allowed for smooth contact between the ramp surface and 
inlet center body. This method was chosen for chimera grid generation. The chimera, or overset grid, method was 
first validated using a micro-ramp on the relatively simple flat surface geometry of the Cambridge experimental 
cases. In this approach, a micro-ramp grid was inserted into a cutout generated in a larger parent grid of the relevant 
geometry. An overlap boundary condition was then generated at the interface and coupling was specified at the 
upstream, downstream, side, and top faces of the inserted block. The micro-ramp and adjacent bottom face surfaces 
were set as outer boundaries with viscous wall boundary conditions. The same general approach was used for the 
curved centerbody of the inlet but with the added step of projecting the inserted block to the centerbody surface. 
Matching grid resolution within a predefined region of the parent grid enabled generation of the overlap boundary 
conditions, fringe regions, and inter-zonal coupling. 
2.5 Numerical Methodology 
 2.5.1 Numerical Schemes 
 All simulations conducted in the course of this work were performed using the WIND-US computational 
platform developed by the NPARC alliance, a partnership between the Arnold Engineering Development Center 
(AEDC) and NASA GRC with contributions to the improvement and ongoing development of the code provided by 
the Boeing Company. The WIND-US package supports the solution of the Euler and Navier-Stokes equations of 
fluid mechanics and allows modeling of turbulent and reacting flows34. In addition to the solver module a number of 
utilities for grid and solution file manipulation and processing, diagnostics, convergence monitoring, and parallel 
processing are also available.  
 Various spatial-discretization schemes, time-integration schemes, and CFL numbers were investigated to 
determine an appropriate numerical approach. Two-dimensional grids together with the WIND-US axisymmetric 
keyword, which creates an axisymmetric domain with specified angle of revolution from a two-dimensional 
geometry, were used for this study to take advantage of axial symmetry and to decrease the computational expense. 
Results for the matrix of numerical schemes, time integration schemes, and the CFL numbers were compared by 
periodically computing the ratios of stagnation pressure at the diffuser outflow to the freestream stagnation pressure 
and the diffuser outflow mass flow rate to the capture area mass flow upstream. Convergence was determined by 
plotting these ratios as a function of the number of iterations. This method of convergence monitoring was selected 
following the observation that small changes to the flow field continue even after the L2 norms of the Navier-Stokes 
solver stabilize. Convergence was defined as stagnation pressure recovery of 0.9693±0.005 and mass flow ratio of 
0.9267±0.001 based on baseline values obtained from a previous fully converged case. 
 Time integration schemes used in this study included Gauss-Seidel, Runge-Kutta (3-stage), MacCormack (1st-
order MAFk, k=2), and the 2nd-order approximate factorization alternating direction implicit (AF ADI) scheme 
available in WIND-US. With all other settings held constant (3rd-order upwind-biased Roe, CFL=0.5) the 2nd-order 
AF ADI time integration gave the lowest run time necessary for convergence and was therefore used for the 
remainder of this study. 
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  Numerical schemes tested included all relevant numerical schemes available in WIND-US, including Roe, 
Roe_over (an implementation of the OVERFLOW version of the Roe scheme), VanLeer, and Rusanov. Both 2nd- 
and 3rd-order upwind-biased implementations of these schemes were investigated, including a “PHYSICAL” version 
of the Roe scheme optimized for stretched grids. The 2nd-order AF ADI time integration and CFL number of 0.5 
were used for this first part of the numerical scheme study, showing that the Rusanov and VanLeer schemes 
achieved convergence most rapidly. 
 Finally, the CFL number was increased in increments of 0.5 for the best numerical schemes from the previous 
iteration of the study until an optimal combination of stability and rate of convergence was found. This 
corresponded to the 2nd-order upwind-biased Roe_over scheme with a CFL number of 2.5, yielding a speed-up 
factor of 5.7 compared to the baseline. The 2nd-order Roe_over scheme, with 2nd-order AF ADI time integration and 
a CFL number of 2.5 and was therefore employed in all subsequent simulations. The final four schemes tested in the 
study, along with corresponding highest achievable CFL number, number of iterations needed for convergence, and 
run time, are shown in Table 2.1. Averaged outflow stagnation pressure values were used to monitor convergence, 
which was achieved within 15,000 time steps. The Spalart-Allmaras turbulence model was used utilized for the 
study and subsequent RANS simulations. 
 For numerical stability in this supersonic flow it was necessary to utilize a total variation diminishing, or TVD, 
scheme. A study was undertaken to determine TVD limiter performance and to resolve issues of shock over-
sharpening, which resulted in horizontal banding downstream of the shock and undulations in stagnation pressure 
profiles when the default MINMOD TVD limiter was used. All TVD options available in WIND-US for structured 
grids were tested, including Koren, van Albada, and all relevant values of the compression parameter for the default 
MINMOD scheme. The Koren limiter was found to yield the best results, without shock over-sharpening as seen 
with the MINMOD TVD limiter and with smooth stagnation pressure profiles within the diffuser. It was therefore 
used for all subsequent simulations. 
 
2.5.2 BAY Vortex Generator Model 
The Bender, Anderson, and Yagle (BAY) vortex generator model was investigated as a possible alternative to 
the complex and computationally costly resolved vortex generator grids employed for the majority of the present 
study35. This approach does not require the vortex generator to be explicitly gridded; instead, a body force is applied 
over a specified range of grid nodes which results in flow turning consistent with that of a flat plate vortex generator 
at angle of attack. The model has been integrated into WIND-US and validated against experimental and fully 
resolved computational results for subsonic diffuser flow control with good agreement36, 37. 
Model input includes the range of indices in the i, j, and k nodal directions to fully specify the position, the angle 
of attack (sign can be changed to specify the rotation direction), and vane area. While a number of individual vanes 
can be specified, it is often helpful to take advantage of symmetry to reduce grid size when vane pairs arrayed 
around the inlet centerbody are considered. Reflection boundary conditions can be specified when modeling vane 
pairs with counter-rotating vortices, whereas periodic boundary conditions allow for a co-rotating configuration. 
Additionally, a model constant can be specified. With a default value of 10.0 for classical vanes, this model constant 
can be adjusted to model alternative vortex generator geometries. While a parametric study of the value of this 
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model constant was undertaken and the value of 1.0 was found to closely approximate results for fully resolved 
ramp grids, application of the BAY model was limited to simulation of classical vanes in the subsonic diffuser. 
2.6 Computing Environment 
2.6.1 In-house 
 The majority of single-core and parallel simulations were conducted using in-house quad- and dual quad-core 
Pentium Xeon 3.0GHz 64-bit workstations with 2GB of DDR2 RAM per core running SUSE Linux 10.0. The 
parallel processing PVM package available in WIND-US was utilized to perform single-host parallel processing 
jobs.  
2.6.2 NCSA 
 A number of three-dimensional simulations were carried out using the multiple-host parallel processing 
capabilities of the WIND-US PVM package and NCSA TeraGrid resources. The NCSA Linux cluster Abe (1200 
systems of 64-bit Intel Xeon dual-socket quad-core 2.33GHz, 1333MHz system bus, 2GB DDR2 RAM per node, 
each running Red Hat Enterprise Linux 4) was employed for parallel jobs using up to 64 processors. 
2.7 Inlet Design and History 
The baseline low-boom inlet has been analyzed and modified by several researchers using three different CFD 
codes: Axisymmetric Viscous CFD Solver38 (AVCS), OVERFLOW39, and WIND-US34. In general the codes 
predicted inlet recoveries within 0.2 points of each other. The modifications have improved the predicted recovery 
by 0.5 – 1.2 points depending on the operating point, while improving the likelihood that the inlet will be stable. The 
modifications are described below, where all results were computed with AVCS for consistency.  
 
2.7.1 Baseline Inlet 
The baseline low-boom inlet, hereafter referred to as C0, was designed using a method of characteristics (MOC) 
code for the supersonic spike and a polynomial profile for the diffuser. A detailed overview of the design approach 
and discussion of the compression surface is given by Coyne et al.40. The C0 inlet, shown in Fig. 2.8 (black), has a 
slope discontinuity at the shoulder intended to help hold the shock in place. Tim Conners and Don Howe (GAC) 
analyzed the inlet using the OVERFLOW code, and later Rod Chima at NASA GRC analyzed it using AVCS. The 
AVCS results are shown in Fig. 2.9 (black circles) as a plot of total pressure recovery versus mass flow capture 
ratio. (The double valued recoveries to the left of the peak will be discussed in Section 2.7.5, Inlet Hysteresis.) It is 
desirable to operate the inlet near peak recovery at a capture ratio greater than 0.98 to minimize spillage and external 
shocks that lead to sonic boom. The peak recovery for this design was 0.929, but the recovery dropped off quickly 
away from the peak and the capture ratio at peak recovery was somewhat low at 0.974. 
 
2.7.2 Throat Redesign - Chima Bumps 
CFD simulations of the C0 inlet showed large regions of separated flow extending from the slope discontinuity 
at the shoulder to well downstream in the subsonic diffuser. Chima plotted the separation streamlines at several 
operating points using the Fieldview CFD visualization software, and used those streamlines to generate a family of 
rounded shoulder geometries known as the Chima bumps. The largest of these bumps, C2, is shown in Fig. 2.8 (red). 
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The bump removes the slope discontinuity and moves the throat downstream. The predicted recovery shown in Fig. 
2.9 (red squares) has a peak of 0.935 at a capture ratio of 0.994. These results were significantly better than the C0 
baseline. 
 
2.7.3 Throat Redesign – Atlanta Bumps 
Howe used OVERFLOW to examine a parametric family of shoulder geometries similar to but smaller than 
Chima’s. He also added a slight curvature to the final supersonic portion of the spike so that supersonic expansion 
would help turn the flow onto the shoulder. Howe presented his results informally to the design team during the 
NASA Fundamental Aeronautics meeting in Atlanta, GA. The best of his designs, called A4, is shown in Fig. 2.8 
(blue), and the predicted recovery is shown in Fig. 2.9 (blue diamonds). The peak recovery of 0.934 at a capture 
ratio of 0.983 is 0.3 to 0.6 points higher than the baseline everywhere. The A4 geometry is now the standard for 
conceptual vehicle design at GAC. 
 
2.7.4 Diffuser Redesign 
With the rounded shoulder designs the fastest area change occurs immediately after the throat, where the flow 
has just passed through a shock and is close to separation. Chima examined several diffuser designs intended to 
reduce the rate of diffusion near the throat. The best of these designs, called C6, is shown in Fig. 2.8 (green), and the 
predicted recovery is shown in Fig. 2.9 (green crosses). The peak recovery is the same as for A4, but the recovery is 
several tenths of a point higher at higher flow rates. While the C6 geometry was used for the study of vane VG flow 
control within the subsonic diffuser, all recommendations are based on the A4 geometry selected by GAC for scale 
model inlet testing.  
 
2.7.5 Inlet Hysteresis 
Each operating point on the recovery curves shown in Fig. 2.9 represents a separate, converged CFD solution. 
The first calculation for a new design was started from an initial guess, with a low static pressure specified at the 
exit to produce a choked flow. To improve convergence rates subsequent points were usually restarted from the next 
point at a higher flow, with a higher static pressure specified at the exit. In this manner the recovery plots were built 
up from right to left on the cane curve. Howe and Chima both realized that some of the designs were very sensitive 
to small changes in back pressure near peak efficiency, and Chima noticed that the C0 and C2 designs produced 
multi-valued solutions, i.e., hysteresis, depending on whether the solution was restarted from a higher or lower flow. 
In Fig. 2.9 the arrows on the C0 and C2 predictions show the direction that the solutions proceed on the two 
branches of the curves. As the flow ratio decreases from 1.0 the recovery increases to a maximum. At maximum 
recovery a small increase in exit pressure causes both the flow and recovery to drop abruptly as the shock jumps 
from the throat to the spike. Increasing the exit pressure further gives stable operating points at lower flows, while 
decreasing the exit pressure gives stable operating points on the lower branch of the recovery curve. 
This hysteresis near peak recovery is better shown in Fig. 2.10 where inlet static pressure rise is plotted versus 
mass flow capture ratio. Although exit static pressure is an independent CFD boundary condition and the capture 
ratio is the dependent variable, pressure rise is plotted on the ordinate for similarity to compressor performance 
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maps. Compressors are generally stable when the slope of the static pressure rise characteristic is negative, and 
unstable when the slope is zero41. The pressure rise curves for all four inlets have a steep negative slope at high 
flows, and a lower, linear slope at low flows. However, the C0 and C2 designs have a near-zero slope at peak 
recovery, suggesting possible instability. In a wind tunnel these designs might behave the same way that they do 
computationally, with an abrupt drop in flow as the throttle is closed and continuous operation as the throttle is 
opened, or they could buzz. The A4 and C6 designs have continuous slopes suggesting that these designs will be 
stable. Thus, the focus in this work is on the A4 and C6 designs. 
2.8 Upstream Micro-Ramp DOE Study 
 Flow control simulations were first conducted for micro-ramps placed on the inlet spike upstream of the shock. 
Mach number contours for an axisymmetric slice containing one micro-ramp, representative of all cases considered 
in the upstream micro-ramp study, are shown in Fig. 2.11. In order to investigate and optimize the performance of 
micro-ramps upstream of the shock for the A4 inlet, a main-effects DOE study with three parameters and two values 
of each was conducted. The design space parameters considered were nondimensional micro-ramp height, h/δ where 
δ is the local boundary layer thickness, distance from the shock (at peak recovery conditions) with distance 
measured between the shock and the micro-ramp trailing edge, (xsh-xTE)/h, and spanwise array spacing, s/h. The 
latter two parameters are both nondimensionalized by the micro-ramp height. These parameters form the three axes 
of the design space, bounded by values of 0.2 to 0.5 for h/δ, 5 to 20 for (xsh-xTE)/h, and 7.5 to 11.25 for s/h. These 
parameters and ranges were chosen based on the work of Anderson et al.18 and Pitt Ford & Babinsky23. Four corner 
points of the design-space cube are required to compute the main-effects dependence. Parameter values for DOE 
cases 1-4 are specified within Fig. 2.12, which also shows the streamwise location and height of the micro-ramps 
corresponding to these four cases overlaid on a centerline cross-section of Mach number contours for the baseline 
inlet flow. 
 Profiles of spanwise-averaged stagnation pressure normalized by the freestream stagnation pressure, as a 
function of distance from the centerbody surface at the AIP, were the first flow parameter considered. The variation 
of these stagnation pressure profiles was found to be minimal, as indicated in Fig. 2.13. This can be attributed to 
vortex dissipation which occurs through the shock and within the diffuser. The effect may be exacerbated by 
excessive dissipation caused by the RANS approach. Distance between the micro-ramp and the data acquisition 
plane is around 180 local boundary layer thicknesses, a factor of ten more than the longest distance in the previous 
RANS validation using Cambridge experimental data23. The slight changes in stagnation pressure above the 
boundary layer are due to shock smearing, interaction of the oblique shock originating at the micro-ramp leading 
edge and the inlet terminating normal shock, as illustrated in Fig. 2.14, which is a localized and relatively weak 
effect. 
 Area averaged AIP values of pressure recovery (stagnation pressure normalized by freestream stagnation 
pressure) and mass flow ratio (ratio of inlet captured mass flow to AIP mass flow) were calculated, as a function of 
back pressure, consistent with the range of engine flow requirements and range of inlet operating conditions. These 
cane curves for the no-ramp baseline and the DOE cases are plotted in Fig. 2.15. An additional configuration with 
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h/δ = 0.8, (xsh-xTE)/h = 5, and s/h = 7.5, not contained within the original design space definition, was also simulated 
at near peak recovery conditions to investigate the effects of micro-ramp height on the order of the boundary layer 
thickness. The cane curves for cases 1 through 4 all deviate from the baseline no-ramp result for a back pressure of 
15.40 psi (106.2 kPa) which corresponds to peak recovery for the baseline case. This is caused by movement of the 
shock, which is drawn upstream by the presence of the micro-ramp and is affected by its interaction with the micro-
ramp shock structure. The effect is most significant for case 3, where the stable shock position is fully upstream of 
the micro-ramps. For lower back pressures the agreement between the baseline and DOE results is quite close, with 
all but case 2 yielding consistently improved performance. The improvements in pressure recovery and mass flow 
ratio, however, are only a fraction of a percent in all cases. 
 Mass flow ratio is a direct measure of flow spillage, which in turn affects the external shock overpressure 
generated by the inlet. This overpressure was calculated as the difference of the maximum and minimum static 
pressure across the shock at a radial distance of 0.16 m from the cowl, normalized by the freestream stagnation 
pressure. This parameter is plotted as a function of mass flow ratio for the baseline no-ramp case and four DOE 
cases in Fig. 2.16, indicating a nearly linear dependence. Furthermore, external shock overpressure appears 
insensitive to the presence of micro-ramps and variations in their configuration. This is consistent with the small 
changes in mass flow ratio in the presence of micro-ramps as noted previously.  
 With shock intensity primarily a function of mass flow ratio, and the ability of the micro-ramps to significantly 
affect flow field parameters at the AIP limited by the streamwise distance and vortex dissipation, local flow field 
benefits were investigated. Although the smooth lines of the A4 inlet limit flow separation at mass flow rates near 
peak recovery even without flow control, separation downstream of the shock was found to occur at higher mass 
flow rates. Simulations were therefore conducted at the highest mass flow ratio considered in the DOE, 0.985, 
corresponding to a back pressure of 15.0 psi (103.4 kPa). Separation area downstream of the shock was compared 
for the baseline and micro-ramp cases by use of contour plots of velocity at the first grid point away from the wall, 
proportional to wall shear, as illustrated in Fig. 2.17, where red areas correspond to streamwise flow and blue areas 
to reverse flow. Because of the variation in angle of revolution for the grids used in these cases, as dictated by the 
ramp size and spacing, and due to the symmetric but irregular shape of the separation region with micro-ramps 
present, it was necessary to consider an average separation length, sepL . This was computed by dividing the total 
separation area by the maximum spanwise width for the given case, and normalized such that the baseline sepL  was 
1.0. A result for case 5, the larger h/δ = 0.8 micro-ramp outside of the original DOE design space, is included along 
with the no-ramp baseline and four corner cases. The smaller h/δ = 0.2 micro-ramps of cases 1 and 3 were found to 
increase separation downstream of the shock slightly, with sepL of 1.13 and 1.10. This also indicated a very weak 
dependence on distance from the shock and array spacing. The larger h/δ = 0.5 micro-ramps of cases 2 and 4 
resulted in sepL values of 0.65 and 0.64, respectively, where the effect of distance from the shock and array spacing 
appear minimal. Finally, the h/δ = 0.8 micro-ramp of case 5 reduced sepL to 0.16, with separation occurring only at 
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the shock location itself and along the domain edges, or in the gap between micro-ramps where the vortices have the 
weakest effect.  
 Due to the large variation seen in sepL , and significant effect of micro-ramps on this aspect of the flow field, it 
was chosen as the response function for the DOE analysis. Additionally, the relative contributions of the three 
parameters h/δ, (xsh-xTE)/h, and s/h were computed to be 63%, 24% and 3%, respectively. It was therefore decided to 
neglect the array spacing parameter s/h and analyze the data in two dimensions. The result is shown in Fig. 2.18, 
where micro-ramp height is seen to have the largest effect on flow separation. Distance from the shock at which the 
micro-ramps are placed is a second-order effect. This analysis indicated that larger values of h/δ yield reduced 
separation area. In order to investigate behavior in the limit of large devices, an additional h/δ = 1.1 micro-ramp was 
tested for comparison with Case 5. The resulting sepL  value of 0.17 indicates only a modest drop-off in separation 
control. However, it is likely that additional benefits for ramp heights beyond those on the order of the boundary 
layer thickness would be offset by increases in blockage, device wave drag, and vortex dissipation. 
2.9 Alternative Upstream Micro-VG Geometry Study 
In addition to the standard micro-ramps two additional geometries were tested: the split-ramp and ramped-vane, 
illustrated in Fig. 2.19. Both designs aim to decrease blockage caused by the presence of the device, thereby 
diminishing the wake and reducing overall device drag, while generating counter-rotating vortex pairs similar to 
those of the standard micro-ramp. This is achieved by dividing the device into two halves, split and symmetric about 
the streamwise axis, such that additional flow can pass through the resulting gap. An added benefit of this gap is 
increased spacing between the vortex filaments formed by the device, weakening their interaction. This weaker 
interaction reduces the amount of inter-vortex upwash and helps maintain the vortex cores near the wall longer, 
increasing their ability to transfer high momentum fluid into the boundary layer. 
Both geometries were simulated using the A4 inlet and at the same high-mass flow conditions as the separation 
area study in the preceding section. The device height was fixed at the value previously found to yield minimum 
separation area, h/δ = 0.8. sepL  was computed for both cases, yielding values of 0.16 and 0.06 for the ramped-vane 
and split-ramp, respectively. Thus, the ramped-vane is seen to perform equally well as the standard h/δ = 0.8 micro-
ramp of Case 5, whereas an additional decrease in post-shock separation is achieved with the split-ramp geometry. 
Separation area for these two cases is illustrated in Fig. 2.20, compared to the baseline flow and Case 5 of the 
upstream DOE. While the separation structure downstream of the ramped-vane is qualitatively very similar to that of 
the micro-ramp, that downstream of the split-ramp differs significantly with two fully attached channels coincident 
with the vortex filaments and separated flow only downstream of the center and outside edges of the device. With 
the exception of a slight localized increased in AIP stagnation pressure due to shock smearing, as noted for the 
larger micro-ramps of the upstream DOE, the alternative geometries did not significantly affect the shape factor, 
distortion, or introduce spanwise variation at the AIP.  
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2.10 Downstream Micro-Ramp DOE Study 
 Micro-ramp placement within the subsonic diffuser was also investigated. With no shock/boundary layer 
interaction or shock-induced flow separation to control, the primary benefit to the subsonic flow is that of reduced 
distortion. As in the upstream study, a DOE design space was defined. However, the parameter with the weakest 
influence, s/h, was not included and the resulting design space was therefore two-dimensional with only h/δ and 
dimensional distance from the inlet geometric throat to the micro-ramp leading edge considered. The change to a 
dimensional distance parameter and a fixed geometric reference (instead of the shock position) was made to allow 
for consistent micro-ramp leading edge placement within the diffuser and purely geometric definition, as dictated by 
model design and machining constraints. The design space was bounded by 0.35 and 1.0 for h/δ, and by 15.7 and 
85.7 mm for the micro-ramp leading edge to geometric throat distance. Interior values were subsequently added to 
improve the response surface resolution. This two-dimensional design space and the six cases considered are 
indicated in Fig. 2.21. Additionally, Fig. 2.22 shows the streamwise location and height of the micro-ramps 
corresponding to these six cases overlaid on a centerline cross-section of Mach number contours for the baseline 
inlet flow. 
  The presence of downstream micro-ramps was found to cause significant radial and spanwise variation in the 
flow. The spanwise nature of these variations relative to the micro-ramp can be seen in the Mach number contours 
of Fig. 2.23, for the centerline and full-span planes, relative to the micro-ramp, of DOE case 4. A wake region can 
be distinctly seen downstream of the micro-ramp centerline and a much thinner boundary layer is present in the gap 
region. Additionally, spanwise stagnation pressure contours at the cross-stream AIP plane are also shown in Fig. 
2.24, where the micro-ramp wake and low-momentum region being lifted away from the centerbody surface is 
clearly visible, as are regions energized by transfer of high-momentum fluid to the near-wall region at the micro-
ramp half-span. Boundary layer rake Pitot probe locations as defined by SAE ARP1420 flow distortion guidelines, 
with probes on each rake located at the centroids of equal areas, are shown for reference42. Relevant boundary layer 
features are seen to fall below the first probe position, indicating that experimental flow measurements would need 
to be performed using additional probes. 
A quantitative comparison of AIP stagnation pressure profiles, normalized by freestream stagnation pressure, for 
discrete locations defined by the micro-ramp centerline, half-span, and full-span, compared to the no-ramp baseline, 
are shown in Fig. 2.25. The centerline profile shows the effect of the micro-ramp wake, with low momentum flow 
being lifted away from the wall. The profile is fullest at the half-span, corresponding to the vortex core position and 
where the maximum amount of high-momentum flow is entrained in the near-wall region. At the full-span position, 
in the gap between adjacent micro-ramps in the array, the profile is still significantly fuller than the no-ramp 
baseline.  
 Due to these spanwise variations in AIP stagnation pressure, it was necessary to use spanwise averages to 
compare between baseline and DOE cases, yielding a single profile which captures the net contribution of a given 
micro-ramp to the flow field. Spanwise averaged stagnation pressure profiles, normalized by the freestream 
stagnation pressure, for the baseline inlet and the six DOE cases are shown in Fig. 2.26. It can be seen that all cases 
yield a fuller boundary layer profile in the near wall region relative to the baseline, however, this effect is most 
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pronounced for the large h/δ = 1.0 cases 4 and 6. A corresponding decrease in pressure recovery in the outer portion 
of the boundary layer is noted, again most pronounced for cases 4 and 6, and clearly indicates that high momentum 
fluid is transported from the outer flow to the near-wall region resulting in a fuller profile. A single parameter to 
quantify the performance of these six cases was found in the form of incompressible axisymmetric shape factor, H, 
the ratio of displacement and momentum thicknesses, which is highly sensitive to changes in the boundary layer 
velocity profile. Low values of shape factor are desirable as they indicate a healthy boundary layer with a full profile 
and low radial distortion. Values of shape factor for the baseline and micro-ramp cases are also summarized within 
Fig. 2.26. Used as a DOE response function, shape factor values can also be used to map the design space as a 
function of h/δ and distance from the geometric throat, as indicated in Fig. 2.27. The primary dependence is again on 
micro-ramp height, however, the effect of position is much more significant than in the upstream study. The general 
trend is that increased micro-ramp size and increased distance from the geometric throat, i.e. placement closer to the 
AIP, result in lowest values of shape factor. 
 As in the upstream study, cane curves for each case and for range of back pressure conditions were generated for 
comparison with the baseline no-ramp case. These cane curves are displayed in Fig. 2.28. The impact of micro-
ramps on the flow is more pronounced than in the upstream study, with improvement in pressure recovery of more 
than a quarter percent and in mass flow ratio of greater than a tenth of a percent. There is also a clear difference in 
the performance of larger micro-ramps in cases 2 and 4-6, which yield consistently improved performance for all 
mass flow rates above peak recovery, whereas smaller values of h/δ yield cane curves which cross the baseline only 
for the highest mass flow rates. 
2.11 Downstream NACA 0012 Vane Study 
Since it was found that micro-ramps on the order of the boundary layer thickness perform best in the subsonic 
diffuser, and because at this scale the devices are no longer micro- but rather traditional full-scale VGs, the 
effectiveness of conventional vanes was investigated. These vanes were simulated in the subsonic diffuser using the 
BAY vortex generator model. The geometry specified was qualitatively similar to the outer edges of a corresponding 
micro-ramp, and vanes were considered in pairs to generate counter-rotating vortices similar to those produced by 
micro-ramps. Vane incidence angle was fixed at 16 degrees. Three parameters were considered including height, 
distance downstream from the geometric throat, and spanwise array spacing, with ranges of 0.4 to 1.0 for h/δ, 2 to 6 
inches (5.1 to 15.2 cm) for geometric throat distance, and 1.0 to 4.0 for s/h. For the vane geometry the value of s/h 
corresponds to the spanwise spacing between leading and trailing edges of adjacent vanes. A typical vane pair is 
illustrated in Fig. 2.29. Using symmetry, only one vane was specified in the model and reflection boundary 
conditions were used to model the circumferential array. 
Simulations of four vane configurations based on these ranges were initially performed using the C6 inlet 
geometry and the design mass flow ratio of 0.985, corresponding to a back pressure of 15.0 psi (103.4 kPa). 
Stagnation pressure contours at the AIP plane for the baseline flow and these four cases are shown in Fig. 2.30, 
along with the case parameter specifications. All configurations transport high-momentum fluid to the near-wall 
region and introduce three-dimensionality not present in the baseline case. The largest devices do this to the largest 
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extent and also generate more upwash and a larger wake region. To evaluate the effect on radial distortion, spanwise 
averages of stagnation pressure at the AIP were taken and compared with the baseline flow. These profiles, along 
with corresponding values of axisymmetric shape factor, are shown in Fig. 2.31. A pronounced wake is again 
evident and is most pronounced for the large devices. It is also with the largest devices that the fullest near-wall 
boundary layer profiles and lowest values of axisymmetric shape factor are obtained. The largest decrease from the 
baseline flow value of 1.44 is achieved by Case 4, down to 1.08. Data for the four vane cases and baseline were also 
used as inflow for fan simulations performed by Jeremy Hughes and Jason Jacobs at Rolls-Royce Indianapolis, 
indicating that Case 4 offers the best fan performance. This finding is consistent with the low value of axisymmetric 
shape factor and flow distortion found for Case 4, confirming the validity of these ranking criteria. 
Finally, the specifications of the vanes in Case 4 were translated to the A4 inlet and simulated at the design mass 
flow ratio of 0.985. To gain additional insight into the flow field, two configurations were considered: one with 
counter-rotating and one with co-rotating vortices. The counter-rotating configuration, analogous to Case 4 in the C6 
inlet vane study, performed similarly to the previous result. The axisymmetric shape factor was reduced from a 
baseline value of 1.39 to 1.11, the profile near the wall became significantly fuller, and a pronounced wake was 
again present. In the co-rotating case, however, almost no deviation from the baseline was observed. The vortices 
mix and dissipate well upstream of the AIP, resulting in a uniform, almost axisymmetric profile. Flow contours, 
spanwise averaged AIP stagnation pressure contours, and values of axisymmetric shape factor are summarized in 
Fig. 2.32. 
2.12 Conclusions 
The flow control performance of micro-VGs upstream and downstream of the terminating normal shock of a 
model scale, low-boom, external compression, axisymmetric inlet was analyzed using RANS simulations. Upstream 
micro-VG placement was found to significantly reduce separation area downstream of the terminating normal shock, 
by up to 96%, and performance was primarily driven by device height. However, the upstream micro-VGs had 
minimal effect on overall inlet pressure recovery, mass flow ratio, and radial distortion at the AIP. In contrast, 
downstream micro-VGs were able to substantially influence the AIP distributions. In particular, the downstream 
devices yielded fuller AIP boundary layer profiles, a corresponding reduction in incompressible axisymmetric shape 
factor of up to 0.21, and improvements in pressure recovery and mass flow ratio of up to a quarter of a percent and a 
tenth of a percent, respectively. DOE response function analysis was performed for average separation length for the 
upstream cases and for incompressible shape factor at the AIP for the downstream cases. Again, micro-VG height, 
h/δ, was found to have the dominant effect on performance in both cases, with larger values of this parameter 
resulting in improved performance. The effect of array spacing, s/h, was found to be very weak while streamwise 
position effects were significant but secondary. These results indicate that inlet boundary layer properties can be 
controlled to a certain extent with the application of micro-VGs. The effects of unsteadiness could not be 
investigated due to the limitations of RANS. A DES approach is used in Chapter 4 to investigate unsteadiness 
effects for the baseline inlet configuration.  
For the upstream VGs it was determined that a device height of 0.8δ is optimal based on minimizing the extent 
of post-shock flow separation. With this device height held constant, the most effective geometries in order of 
 
 
 
 
19 
effectiveness are the split-ramp, standard micro-ramp, and ramped-vane. Distance from the shock at which the 
devices are placed was found to have only a weak impact on performance and so a fixed value of 5δ is 
recommended. Similarly, the spanwise array spacing was found to be a secondary effect and the standard spacing 
values for each geometry are therefore used. Specifications for the best four upstream configurations are 
summarized in Table 2.2. 
For downstream VGs the best performance was obtained with standard vanes, however, standard micro-ramps 
with height scaled to be on the order of the boundary layer thickness were also shown to favorably impact AIP 
properties. Optimal vane performance was seen for pairs generating counter-rotating vortices similar to those 
produced by the other vortex generator geometries considered. Device heights between 0.4δ and 1.0δ were all found 
to improve the AIP flow field, with larger devices providing increased benefits. Placement closer to the AIP and 
increased spanwise separation between vane leading edges were also found to offer performance benefits. 
Specifications for the best four downstream configurations are summarized in Table 2.3. In all cases, both upstream 
and downstream, the devices (either one micro-ramp or the two halves of a split-ramp, ramped-vane, or two 
adjacent, spanwise-diverging vanes are considered a “device”) are arrayed circumferentially around the inlet 
centerbody. The total number of devices for each configuration is indicated in Tables 2.2-2.3.  
2.13 Figures and Tables 
 
 
a)  
 
b)  
 
Fig. 2.1: Schematic of wind tunnel and streamwise data acquisition locations for a) no-shock case and b) oblique 
shock case23. 
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Fig. 2.2: Centerline streamwise boundary layer velocity profiles for 3 mm micro-ramp at a) 20 mm, b) 50 mm, and 
c) 140 mm.  
 
Fig. 2.3: Cross-stream velocity planes at 140 mm for all four micro-ramp heights. Inflow velocity profile is 
subtracted from all planes. 
 
a) b)  
 
Fig. 2.4: Experimental and numerical average shape factor as a function of normalized micro-ramp height for a) 
x=80 mm and b) x=140 mm. 
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a)   b)  
 
Fig. 2.5: Micro-ramp surface pressure contours obtained using a) pressure sensitive paint15 and b) numerical 
simulation. Pressure taps used for experimental calibration are indicated in black. 
 
 
 
 
 
 
 
Fig. 2.6: Streaklines in flow field around a single 3 mm micro-ramp without shock. 
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Fig.  2.7: Micro-ramp flow control array on the centerbody of a low-boom inlet geometry. 
 
 
 
Table 2.1: Number of iterations and time required for convergence of final four schemes investigated at maximum 
stable CFL number. 
 
Scheme CFL # # iterations Time (hours)
Roe OVER 2.5 10k 4
Roe OVER 2.0 15k 7
Roe 2.0 15k 7
VanLeer 2.0 20k 9  
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Fig. 2.8: Four centerbody designs for low-boom inlet geometry. 
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Fig. 2.9: Predicted total pressure recovery for the four inlet designs. 
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Fig. 2.10: Predicted pressure rise for the four inlet designs. 
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a)  
 
 
 
b)  
 
Fig. 2.11: Mach contours of inlet solution with sample micro-ramp: a) entire solution domain and b) detail with 
Mach contours at the micro-ramp half-span and streakline visualization of the primary vortex. 
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Fig. 2.12: Streamwise location and height of micro-ramps for DOE cases 1-4 overlaid on centerline Mach number 
contours for baseline inlet flow. Design space parameters for all four cases are summarized in the inlaid table. A 
sample CAD rendering of the resulting array is provided for ease of visualization. 
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2 0.5 20 7.5
3 0.2 5 7.5
4 0.5 5 11.25
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Fig. 2.13: Spanwise averaged AIP stagnation pressure profiles for baseline and upstream micro-ramp cases. 
 
 
 
Fig. 2.14: Centerline Mach contours showing micro-ramp oblique shock and inlet normal shock interaction. 
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Fig. 2.15: Cane curves for upstream micro-ramp DOE study on A4 inlet geometry. 
 
Fig. 2.16: External shock overpressure as function of mass flow ratio for baseline and DOE cases. 
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Fig. 2.17: Contour plots showing regions of attached and separated flow along with corresponding values of average 
separation length. Micro-ramp outlines are shown in black, and GT is the inlet geometric throat. Separation area was 
considered for the A4 inlet at a mass flow ratio of 0.985 with corresponding back pressure of 15.0 psi (103.4 kPa). 
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Fig. 2.18: sepL response plot for upstream micro-ramp study as a function of h/δ and (xsh-xTE)/h. 
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Fig. 2.19: Geometries used in the post-shock separation area study: a) split-ramp, and b) ramped-vane. 
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Fig. 2.20: Contour plots showing regions of attached and separated flow along with corresponding values of average 
separation length. Micro-VG outlines are shown in black, and GT is the inlet geometric throat. Separation area was 
considered for the A4 inlet at a mass flow ratio of 0.985 with corresponding back pressure of 15.0 psi (103.4 kPa). 
RV is ramped-vane and SR is split-ramp. 
 
 
 
 
 
 
Fig. 2.21: Two-dimensional DOE design space and points for downstream micro-ramp study. 
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Fig. 2.22: Streamwise location and height of micro-ramps for DOE cases 1-6 overlaid on centerline Mach number 
contours for baseline inlet flow. A sample CAD rendering of the resulting array is provided for ease of visualization. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Aft edge
GT 
1 
2 
3 
4 6 5 
 
 
 
 
32 
 
 
 
 
 
 
                             a) 
 
 
                             b) 
 
Fig. 2.23: Mach number contours for case 4 flow field: a) centerline and b) full-span. 
 
 
 
 
 
Fig. 2.24: Stagnation pressure contours at AIP surface for case 4 flow field. ARP 1420 specification Pitot probe 
locations are provided for reference. 
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Fig. 2.25: Centerline, half-span, and full-span AIP stagnation pressure profiles normalized by freestream stagnation 
pressure for downstream DOE case 4. The no-ramp baseline is shown for reference. 
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Fig. 2.26: Spanwise averaged AIP stagnation pressure profiles normalized by freestream stagnation pressure for 
baseline and all six DOE cases. Values of incompressible axisymmetric shape factor for each case are also included. 
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Fig. 2.27: Incompressible axisymmetric shape factor response plot for downstream micro-ramp study as a function 
of h/δ and distance from geometric throat. 
 
 
Fig. 2.28: Cane curves for downstream micro-ramp DOE study on A4 inlet geometry. 
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Fig. 2.29: Typical vane geometry modeled using the BAY vortex generator model. Flow is from left to right. 
 
 
 
 
 
  
 
 
Fig. 2.30: AIP slices of stagnation pressure for the baseline and four vane configurations using C6 inlet and design 
mass flow ratio of 0.985. Insert shows the parameter values for each case. The dashed lines mark spanwise 
symmetry for vane pairs, where only one vane from each configuration is explicitly modeled using the BAY vortex 
model and reflection boundary conditions to reduce computational expense. 
 
 
 
 
       Baseline             Case 1                 Case 2                  Case 3                  Case 4 
P0 [Pa] 
Case h/δ GT dist s/h vane height # vanes
1 0.4 6 in 1.0 5.9 mm (0.23 in) 26
2 0.7 4 in 1.0 8.5 mm (0.33 in) 20
3 0.4 2 in 4.0 3.8 mm (0.15 in) 20
4 1.0 2 in 1.0 9.6 mm (0.38 in) 20
s 
h 
4h 
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Fig. 2.31: Spanwise averaged AIP stagnation pressure profiles for the baseline and four vane cases on C6 inlet at 
mass flow ratio of 0.985. Values of axisymmetric shape factor are shown for each case. Insert shows a full AIP 
stagnation pressure profile for Case 3 with wake regions behind each vane pair and energized regions between vane 
pairs visible. 
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Fig. 2.32: Spanwise averaged AIP stagnation pressure profiles for co-rotating and counter-rotating vane case 4 
translated onto the A4 inlet and simulated at a mass flow ratio of 0.985. Values of axisymmetric shape factor are 
indicated for each case. The inserts show AIP stagnation pressure profiles, and in the case of co-rotating vortices, a 
cross-stream slice just downstream of the vanes since the flow mixes and vortices dissipate before reaching the AIP. 
 
Table 2.2: Recommendations for upstream vortex generator configurations. Types are SR - Split-Ramp, MR - 
Micro-Ramp, and RV - Ramped-Vane. Shock distance is measured from the shock to device trailing edge. 
 
Rec. Type h [mm] dshock [mm] s/h # VG's
U1 SR 1.8 9.0 7.5 25
U2 MR 1.8 9.0 7.5 25
U3 RV 1.8 9.0 7.5 25
U4 MR 2.5 12.5 7.5 16  
 
Table 2.3: Recommendations for downstream vortex generator configurations. Types are NV - NACA 0012 Vane, 
and MR - Micro-Ramp. Geometric throat distance is measured from the geometric throat and device trailing edge. 
 
Rec. Type h [mm] dGT [mm] s/h # VG's
D1 NV 10.2 50 1.0 18
D2 NV 9.2 100 1.0 18
D3 NV 4.2 50 4.0 18
D4 MR 5.7 85 7.5 8  
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Chapter 3: RANS Predictions and Comparison with Experiment 
 
3.1 Overview 
This chapter focuses on the final VG test matrix as specified based on the results of Chapter 2. The performance 
of upstream VGs is investigated with the aim of developing a better understanding of the flow field and finding 
effective configurations for the control of SBLI and flow separation. The performance of full scale vortex generators 
placed within the subsonic diffuser is evaluated based on their ability to control radial flow distortion. RANS 
predictions for this flow field are compared with experimental results from the 8’x6’ supersonic wind tunnel inlet 
model test conducted at NASA GRC. The comparison with experiments expands upon previous work by Rybalko & 
Loth and allows for a quantitative assessment of accuracy for the RANS approach as applied to these types of 
flows43. The fidelity of RANS is important to assess as it is the predominant design tool for full-scale inlet design by 
NASA and industry in the immediate future. 
3.2 Inlet and Flow Field Specifications 
 The axisymmetric low-boom inlet considered herein is a 12-inch (30.5 cm) diameter scale model of the proposed 
flight geometry. The centerbody configuration of the test inlet is equivalent to the A4 geometry discussed in Chapter 
2. Based on the initial aerodynamic and mechanical design conducted by Gulfstream engineers, the inlet model was 
constructed by TriModels, Inc. of Huntington Beach, CA for supersonic wind tunnel testing in the 8’x6’ supersonic 
wind tunnel at NASA Glenn Research Center in Cleveland, OH in the Fall of 201044, 45. The tests were conducted by 
a team of researchers from NASA GRC, GAC, the University of Illinois at Urbana-Champaign, and the University 
of Virginia46. The 8’x6’ facility can be operated continuously in open- or closed-loop modes up to Mach 2.0 and 
Reynolds numbers from 1.2 to 1.6 x 107/m, with a flexible wall nozzle used to set Mach number. The test section is 
23.5 ft (7.16 m) long and features a balance chamber with wall perforations to control the boundary layer. Flow 
diagnostics utilized in the test include high-speed Schlieren, static pressure taps along the centerbody, a Pitot-static 
array at the AIP (Fig. 3.1), both including Kulite pressure transducers, boundary layer rakes at two positions along 
the centerbody including at the AIP, as well as oil flow and PSP flow visualization along the centerbody spike and in 
the geometric throat region. Supersonic testing is conducted in closed-loop mode with outside air ingested for 
cooling and to replace mass flow removed through the balance chamber. This limits run time to about eight hours 
due to saturation of the dryer beds. Additional details of the test facility and methodology are found in Hirt et al.44 
The tests included both a dual-stream and single-stream inlet configuration. The latter is the focus of the present 
work. A detailed computational treatment of the single-stream and dual-stream inlet configurations is given by 
Chima46, 47 and dual-stream VG flow control is analyzed by Gillen & Loth48.  
 All simulations presented herein pertain to VG flow control for the single-stream low-boom inlet and are based 
on the final device test matrix selected for wind tunnel testing. This final test matrix is derived from the RANS 
studies and optimization performed using the DOE methodology, as presented in Chapter 2. Specifications for the 
upstream VG cases are summarized in Table 3.1 and those for the downstream devices are given in Table 3.2. 
Device schematics for the upstream and downstream devices utilized are shown in Fig. 3.2. Inflow properties for the 
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simulations were specified to be consistent with wind tunnel test conditions: Mach number of 1.67, static pressure of 
31.97 kPa, static temperature of 217.1 K, and outflow pressure for the diffuser specified to be consistent with the 
mass flow plug setting for on-design conditions, requiring a diffuser back pressure of 103.42 kPa and yielding a 
mass flow ratio of 0.985. A vertical slice through the 0-degree plane of the computational domain (top dead center 
of the inlet) showing Mach number contours for the baseline case is shown in Fig. 3.3.  
3.3 Numerical Methodology 
3.3.1 Grid Generation 
As for the simulations in Chapter 2, Gridgen V15 was used for the generation of all grids in this study and the 
general gridding and chimera grid approach is consistent with that presented previously. The use of macros and 
user-generated scripts allowed for improved grid creation efficiency, specifically in the creation of 3D wedge 
domains and application of boundary conditions. For each configuration simulated the parent grid is constructed 
based on a revolution of the 2D axisymmetric baseline case. The angle of revolution was determined by the given 
VG configuration and set to encompass one device and half the required spanwise spacing on each side. In 
conjunction with symmetry boundary conditions for the wedge side-walls this approach allows a relatively small 
periodic domain to be simulated, reducing computational expense. The largest case simulated consisted of 7.5 
million grid points for both the parent grid and overset VG grid. 
 
3.3.2 Numerical Methods 
 Consistent with the work presented in Chapter 2, the WIND-US computational platform and related tools were 
again used for all simulations conducted herein34. Essentially the same numerical approach selected for preliminary, 
pre-test RANS simulations of the low-boom inlet was used: the OVERFLOW-based implementation of the Roe 
scheme, 2nd-order AF ADI time integration, the Spalart-Allmaras turbulence model, and a CFL number of 2.5. 
Convergence was achieved within 15,000 iterations, based on AIP properties including mass flow ratio and pressure 
recovery. The only change from the previous approach was in the choice of TVD limiter. MINMOD factor 1.0 was 
selected over Koren as it was found to yield marginally improved stagnation pressure profiles within the diffuser. As 
in Chapter 2, the BAY VG model was used to simulate conventional vane VGs within the subsonic diffuser. 
 The flow field is initialized with supersonic freestream conditions upstream of the shock and subsonic flow 
within the diffuser. This approach was found to significantly increase the rate of convergence since the shock system 
does not need to travel from the outflow plane to its correct position. Inflow plane conditions are set to the on-design 
8’x6’ wind tunnel test values of Mach 1.67, static pressure of 31.97 kPa and static temperature of 217.1 K. The 
diffuser outflow is specified with a fixed back-pressure boundary condition, allowing the mass flow rate to be 
indirectly controlled. A setting of 15.0 psi (103.4 kPa) corresponds to the on-design mass flow ratio of 0.985. 
3.4 Computing Environment 
 A number of single-core and parallel simulations were conducted using in-house quad- and dual quad-core 
Pentium Xeon 3.0GHz 64-bit workstations with 2GB of DDR2 RAM per core running SUSE Linux 10.0. The 
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parallel processing PVM package available in WIND-US was utilized to perform single-host parallel processing 
jobs. 
3.5 Upstream Devices 
 Upstream flow control configurations consist of four cases, U1-U4, with either ramp or split-ramp vortex 
generators placed on the centerbody spike upstream of the inlet terminating normal shock. The primary effect of 
upstream VGs on the flow was found to be a reduction in separation area downstream of the normal shock. 
Although the impact on shock stability cannot be investigated directly with RANS simulations, it is expected based 
in the flow control experiments to be discussed in Chapter 5 that a decrease in separation area may improve normal 
shock stability. Since upstream devices do not introduce significant deviation from the baseline in mass flow rate, 
pressure recovery, or boundary layer profiles, the separation area was chosen as the ranking parameter. Separation 
area downstream of the shock was compared for the baseline and VG cases by use of contour plots of u-velocity at 
the first grid point away from the wall, proportional to wall shear, as illustrated in Fig. 3.4a, where red areas 
correspond to streamwise flow and blue areas to reverse flow. Because of the variation in angle of revolution for the 
grids used in these cases, as dictated by the VG size and spacing, and due to the symmetric but irregular shape of the 
separation region in the flow control cases, it was necessary to consider an average separation length, sepL . This was 
computed by dividing the total separation area by the maximum spanwise width for the given case, and normalized 
such that the baseline sepL  was 1.0. Corresponding values of sepL are indicated next to the baseline and four VG 
cases in Fig. 3.4a. The large ramp and split-ramp of cases U1 and U3 are seen to perform best, with values of 0.73 
and 0.75, respectively, while the smaller devices yield reductions in separation area of less than 10% relative to the 
baseline. Upstream case ranking based on sepL is consistent with the order shown in Fig. 3.4a. The DOE study 
results presented in Chapter 2 indicate that improved performance can be obtained by moving VGs closer to the 
shock. However, placement downstream of the current position is not practical here due to the range of Mach 
numbers and mass flow rates planned for the wind tunnel test. The current location is selected such that the VGs 
remain upstream of the shock for all flow conditions.  
 Since all Pitot-static test instrumentation is located downstream of the downstream VG station and upstream 
VGs are not tested without a corresponding downstream device, no direct stagnation pressure profile comparisons 
with the experiment could be made for the upstream VG RANS predictions. However, qualitative surface flow 
comparisons were possible using the oil flow visualization of Herges et al.49 (Fig. 3.4b). For on-design conditions 
(note lower MFR for available experimental results) at zero angle of attack, both RANS predictions and 
experimental results indicate flow separation for the baseline case in the geometric throat region. The extent of this 
spanwise and circumferentially uniform separation (marked by a vertical double arrow in the figure) is qualitatively 
similar – from just behind the shock to a re-attachment point downstream of the geometric throat. As seen in Fig. 
3.4b, the presence of upstream VGs (U1 for RANS and U2 for the experiment) tends to reduce the streamwise extent 
of flow separation and breaks it up into alternating bands of attached (in the wake of VGs) and separated flow. This 
is qualitatively consistent with the predicted impact of upstream VGs on flow separation. Additional comparisons, 
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including pressure distribution in the geometric throat region based on PSP data and centerbody static pressure taps, 
may be possible in the future. 
3.6 Downstream Devices 
3.6.1 RANS Predictions and Ranking 
Downstream flow control configurations consist of five cases with either ramps or traditional NACA 0012 vanes 
placed on the centerbody within the subsonic diffuser. Due to time constraints, and because previous work has 
shown its performance to be lesser than that of conventional ramps, a sixth VG configuration consisting of a reverse 
ramp (plow) configuration was not simulated. With no shock/boundary layer interaction or shock-induced flow 
separation to control, the primary benefit to the subsonic flow is that of a fuller boundary layer profile and reduced 
radial distortion at the AIP, in an average sense. The presence of downstream VGs was found to cause significant 
radial and spanwise variation in the flow. The nature of these variations can be seen in the normalized AIP 
stagnation pressure contours of Fig. 3.5. It will be shown that the effects on overall radial distortion are highly 
beneficial. The corresponding circumferential variation is acceptable as long as it occurs over a small angle. Relative 
to the uniform baseline case the downstream VGs generate both a wake region along their centerline and regions of 
increased stagnation pressure alongside the wake. The centerline wake region is the result of low momentum flow 
being lifted away from the wall by intra-vortex up-wash. Higher stagnation pressure outside of this wake region 
corresponds to the vortex core positions where the maximum amount of high-momentum flow is entrained in the 
near-wall region, and the down-wash region between adjacent devices.  
 Due to these spanwise variations in AIP stagnation pressure, it was necessary to use spanwise averages to 
compare between RANS predictions for the baseline and VG cases, yielding a single profile which captures the net 
contribution of a given device to the flow field. Spanwise averaged stagnation pressure profiles, normalized by the 
freestream stagnation pressure, for the baseline inlet and the five simulated downstream VG cases are shown in Fig. 
3.6. It can be seen that nearly all cases yield a fuller boundary layer profile in the near-wall region relative to the 
baseline; however, this effect is most pronounced for the large vanes of cases D1 and D2. A corresponding decrease 
in pressure recovery in the outer portion of the boundary layer is noted, again most pronounced for cases D1 and D2, 
and clearly indicates that high momentum fluid is transported from the outer flow to the near-wall region resulting in 
a fuller profile there. A single parameter to quantify the performance of all cases was found in the form of 
incompressible axisymmetric shape factor, HAI, the ratio of displacement and momentum thicknesses, which is 
highly sensitive to changes in the boundary layer velocity profile. Low values of shape factor are desirable as they 
indicate a healthy boundary layer with a full profile and low radial distortion. Values of shape factor for the baseline 
and VG cases are summarized within Fig. 3.6, along with device height relative to the boundary layer thickness 
(taken at the device trailing edge location for the baseline case). Performance ranking is based on HAI as computed 
from the full resolution RANS data. HAI computed using discrete data points corresponding to test instrumentation 
will be presented in the following section. 
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3.6.2 Direct Comparison with Experimental Pressure Data  
 Comparison with experimental data for downstream VG cases was performed using static and stagnation 
pressure data. Inlet performance at the AIP was of primary concern. For each case the experimental reading and scan 
number most closely matching the simulated conditions, including Mach number, angle of attack, and mass flow 
ratio, was selected. Variation for the six cases compared was within the expected precision and the maximum 
deviations were 0.01, 0.0686 degrees, and 0.005, respectively. Since the AIP Pitot-static array includes eight rakes 
with either six or seven probes each, a direct comparison was performed instead of relying on a single spanwise-
average profile as in the RANS ranking. However, since all cases considered are at zero angle of attack, and given 
the periodicity of rake locations within the flow field, both experimental readings and simulated stagnation pressure 
profiles extracted along the circumferential rake locations were mirror averaged across the vertical plane. The AIP 
static pressure tap corresponding to each rake was used to extend the profile to the centerbody surface. All 
stagnation pressure values were normalized by the tunnel freestream stagnation pressure value. The comparisons are 
shown in Fig. 3.7, with rake positions given in degrees relative to top dead center (TDC). For the axisymmetric 
baseline case minimal circumferential variation is expected. This is seen if Fig. 3.7a where, with the exception of 
some scatter for two probes of the 0-degree rake, the experimental data points for a given radial probe position are 
nearly coincident. The simulated stagnation pressure profiles pass through all but two of the clustered data points, 
deviating slightly at the first and second rake position within the boundary layer. This indicates a simulated 
boundary layer profile which is slightly less full, which may be caused by the tendency of some RANS turbulence 
models including Menter SST and the Spalart-Allmaras model employed here to over-predict flow separation 
downstream of the shock. For the flow control cases, deviations are most significant for the largest VGs. 
Specifically, agreement is only qualitative for the large NACA 0012 vanes of cases D1 and D2 (Fig. 3.7b-c). The 
characteristic fuller near-wall profile and subsequent deficit are present in both predictions and the experimental 
results; however, the magnitude and circumferential distribution differ. Predictions for the smaller VGs of cases D6 
and D5 (Fig. 3.7e-f), with smaller flow features and a more confined impact on the flow field, agree more closely. 
For all flow control cases the agreement outside of the hub-side boundary layer is good as in the baseline case, 
though more scatter is seen in the experimental data. 
A more detailed survey of the hub-side boundary layer at the AIP was conducted using the boundary layer rake. 
Since this rake is located at a fixed circumferential position the measured profiles reflect only a subset of the 
circumferential variation downstream of a particular VG. Nonetheless, these measurements fill the gap in near-wall 
data below the first AIP rake probes. Comparisons of normalized stagnation pressure measurements from the 
boundary layer rake and profiles extracted from the RANS predictions at the same circumferential position are 
shown in Fig. 3.8. With the rake located at 202.5-degrees relative to TDC, these near-wall boundary layer profiles 
correspond most closely to the 225-degree rake data shown in Fig. 3.7. As shown in Fig. 3.7a for the baseline case, 
the predictions of boundary layer thickness and value of AIP freestream stagnation pressure agree closely with 
experimental data. The deviation seen at the first and second probe position is more evident in Fig. 3.8a as the 
RANS profile is consistently less full within the boundary layer. This trend is also evident for the flow control cases 
in the form of an offset in the near-wall normalized stagnation pressure values. This is consistent with an over-
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prediction of post-shock separation, with and without VGs present, which translates into greater pressure losses 
within the boundary layer. Despite this shift, qualitative agreement between the experiment and RANS predictions is 
good for most VG cases, as illustrated in Fig. 3.8. Notable deviations occur for the large vanes of case D1 and the 
large ramp of case D4 (Fig. 3.8b,d). In the former, the numerical predictions yield a wake region not present in the 
experimental data, and in the latter the AIP freestream stagnation pressure and boundary layer thickness are over-
predicted. In both cases these differences can be attributed to the size of the devices and the resulting flow features, 
for which circumferential variation between numerical and experimental results can be significant due to 
accumulating errors in the prediction of vortical mixing and dissipation.  
The upstream boundary layer rake, located 15.5 inches (39.4 cm) along the inlet long axis, provides boundary 
layer stagnation pressure information well upstream of the AIP and closer to the VGs. It consists of eight probes and 
is located at a circumferential position of 144 degrees relative to TDC. Comparisons of normalized stagnation 
pressure data from the upstream boundary layer rake and that extracted from the RANS simulations at the 
corresponding streamwise and circumferential location are shown in Fig. 3.9. The circumferential position of the 
rake places it directly downstream of all devices except D6 – for which it is located in the gap region between 
adjacent devices. This location is analogous to TDC given the circumferential periodicity of the flow field. The 
baseline case (Fig. 3.9a) shows the same under-predicted pressure trend within the boundary layer as noted in Figs. 
3.7a and 3.8a. The presence of this deviation at the upstream boundary layer rake position further indicates that it 
originates in the post-shock geometric throat region, with over-predicted flow separation resulting in a 
corresponding over-predicted pressure loss. The accuracy of boundary layer thickness and diffuser freestream 
stagnation pressure predictions cannot be ascertained as the eight probes of this rake do not generally extend into the 
freestream. The same trends can be seen for VG case D6 (Fig. 3.9f), with a consistent slope but an offset value of 
stagnation pressure. A tendency of RANS to produce exaggerated VG centerline wake profiles for VGs with device 
centerline upwash, as was noted in Chapter 1, can be seen for the large VGs of cases D1 and D4 (Fig. 3.9b,d). In 
addition to the offset in stagnation pressure values seen previously, these cases are characterized by large deviations 
from experimental boundary layer thicknesses and profiles – specifically the large deficit of case D4. Exaggerated 
VG wake profiles downstream of the device centerline affect the accuracy of predictions near the device position. 
This local wake effect is reduced through vortical mixing and dissipation with increasing streamwise distance away 
from the VG. The strong device centerline downwash of case D2 leads to similar deviations. For this case, a nearly 
constant stagnation pressure profile is reported by the upstream boundary layer rake (Fig. 3.9c). This is in contrast to 
the RANS predictions which indicate a profile much more similar to that of the baseline as well as case D1. Just as 
the device centerline wakes of cases D1 and D4 were exaggerated, the effect of strong centerline downwash is 
captured only qualitatively. The radial extent of the rake is insufficient to provide an indication of the boundary 
layer thickness, though the last three data points indicate a potential deficit region. Finally, case D5 exhibits a near-
wall deficit downstream of the small vane VG, indicating that centerline downwash is under-predicted, but appears 
to merge with the experimental data points away from the wall. Again, the radial extent of the rake does not provide 
freestream information. In general, agreement between experimental and RANS data for the upstream boundary 
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layer rake, located in a region with local effects including large shear and significant vortex interaction, is not as 
good than that for the AIP boundary layer rake and array. 
Centerbody surface pressures along top dead center are shown in Fig. 3.10. Experimental data and numerical 
predictions agree well through the shock, with any deviation generally occurring within the initial section of the 
diffuser, just downstream of the SBLI and geometric throat. The rapid decrease in pressure corresponding to flow 
acceleration through the lambda shock foot region is captured with high fidelity, as is the pressure rise through the 
shock. Experimental data show more scatter for VG cases than for the baseline. The largest differences between 
predictions and the experiment are seen for the large VGs of cases D1, D2, and D4 (Fig. 3.9b-d), which is consistent 
with the large VG flow field trends seen previously. Furthermore, the effect of VGs on the flow is strongest directly 
downstream and along the centerline of the device. Depending on incidence angle, the VGs produce a counter-
rotating vortex pair which induces either upwash or downwash directly downstream of the device centerline. 
Upwash lifts wake flow up and out of the boundary layer while downwash forces the wake flow down towards the 
wall. In all but one test configuration, D6, the TDC pressure taps are located within this upwash or downwash region 
containing high shear and complex vortex interaction which may not be captured exactly by the numerical approach. 
Even in the case of D6 the TDC pressure taps are still located along the gap between devices, and detect the 
downwash region induced between the outer vortices of adjacent devices. Therefore, the most significant differences 
between numerical predictions and experimental results would be expected along TDC and downstream of the large 
VGs, as is the case. 
 
3.6.3 Radial Flow Distortion 
Radial flow distortion was evaluated using the ARP 1420 distortion guidelines42. The AIP rake (Fig. 3.1c) is 
consistent with the ARP 1420 instrumentation guidelines provided that the hub-side probe is neglected, leaving five 
probes located at the boundaries of six concentric rings of equal area. Radial distortion computed using the standard 
ARP 1420 array of eight rakes with five probes each are presented in Table 3.3. For each case shown, the sum of 
positive leg-averaged radial distortion intensities (PRDIAV) is reported. Data are presented for the experiment as 
well as RANS predictions, where discrete data points corresponding to probe locations have been extracted for the 
latter. The PRDIAV results, however, are misleading. They indicated that the uncontrolled flow yields better 
performance than the VG cases, with the baseline ranked as the second best-performing experimental case, and best 
performing case in the computational results. While consistent with the ARP 1420 guidelines, the resulting radial 
distortion parameters are not capturing the near-wall effect of VGs on the boundary layer. With the first probe away 
from the centerbody surface located at a radius of 2.32 inches (5.88 cm) only the VG wake can be sampled, with no 
measurement of the corresponding near-wall benefits. Indeed, the full AIP rake array includes six radial probe 
positions, with an additional hub-side probe located at a radius of 1.935 inches (4.91 cm), specifically to better 
capture the overall impact of VGs. Radial flow distortion parameters computed for RANS results using the full six-
probe, or enhanced (PRDIAV-E) approach, are also given in Table 3.3. Inclusion of the sixth probe is seen to 
significantly impact the performance ranking. Relative to the baseline, the VG flow control is seen to decrease radial 
flow distortion for all cases except D5. The improvement, relative to the PRDIAV-E baseline value, is most 
significant for the large vanes of cases D1 and D2, with radial distortion reductions of 24% and 20%, respectively. 
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Inclusion of the hub-side probe gives a more complete picture of the near-wall flow field, especially for the larger 
devices, including fuller near-wall profiles rather than only the device wake captured with the standard ARP 1420 
five-probe rakes. Though the six-probe approach is effective at identifying the best performing large VG 
configurations, improved fidelity can be obtained with the higher near-wall resolution of the AIP boundary layer 
rake, as discussed in the following section. 
 
3.6.4 AIP Boundary Layer Shape Factor and Ranking 
Flow control performance at the AIP was also compared using axisymmetric incompressible boundary layer 
shape factors, similarly to the initial VG performance ranking based on RANS predictions. The approach had to be 
modified to account for a discrete set of data points corresponding to the circumferential position of the AIP 
boundary layer rake and the radial positions of its probes. The experimental values of HAI for each case could 
therefore only be computed at one circumferential position, and with significantly reduced radial resolution. 
Consequently, to ensure a meaningful comparison, HAI was recomputed for the RANS data by using only data points 
corresponding to experimental instrumentation. Values for each case, ranked from lowest to highest HAI based on 
the experiment, are shown in Table 3.4. The original spanwise-averaged full resolution RANS HAI is included along 
with the discrete rake position version computed for both experimental and RANS data. It is noteworthy that the 
original RANS ranking and the one based on experimental data are consistent. Cases D1 and D2 are ranked equally 
in the simulations because they are analogous in a spanwise-averaged sense due to symmetry, whereas struts (not 
simulated) modify the actual flow field. However, this difference is minor and yields HAI values of 1.09 and 1.04, 
respectively. The performance ranking for the remaining cases is identical. Comparing the discrete version of HAI 
for RANS and the experiment shows a similar trend. Though the order of D1 and D2 is reversed in the ranking, the 
HAI values computed using discrete RANS data for these cases are practically equal due to the omission of struts 
(difference of only 0.01). There is only one other instance of reversed order, specifically between the last two cases 
of D6 and the baseline, when compared with the experiment (a difference in HAI of 0.02). All three rankings show 
the same performance trends, indicating that vanes perform better than ramps and that the larger devices generally 
perform better than smaller ones in terms of radial distortion. The quantitative agreement is also good, with the 
maximum difference between RANS and experimental discrete HAI being 13.8% for case D6, and error below 7% 
for the remaining cases. 
3.7 Conclusions 
The flow control performance of VGs upstream of the terminating normal shock of a model scale, low-boom, 
external compression, axisymmetric inlet, and of VGs within the subsonic diffuser, both based on a test matrix 
optimized in a previous study, was analyzed using RANS simulations. Comparisons were performed with 
experimental data from wind tunnel tests utilizing this flow control test matrix. In the simulations, upstream VG 
placement was found to reduce separation area downstream of the terminating normal shock, by up to 25%. 
However, the upstream VGs had minimal effect on overall inlet pressure recovery, mass flow ratio, and radial 
distortion at the AIP. Based on surface flow comparisons performed to date, the predicted extent of baseline flow 
separation and the impact of upstream VGs are qualitatively consistent with experimental results. Downstream VGs 
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were able to substantially influence the AIP distributions. In particular, the downstream devices yielded fuller AIP 
boundary layer profiles with a corresponding reduction in incompressible axisymmetric shape factor, HAI. RANS 
predictions of downstream VG performance compared favorably with experimental data in terms of AIP stagnation 
pressure profiles, centerbody surface pressures, and HAI. ARP 1420 distortion parameters based on the conventional 
array were found to give misleading results as only the wake but not the near-wall effects of VGs are captured. 
Inclusion of a sixth hub-side probe in the test instrumentation was therefore justified and beneficial, allowing for a 
more complete sampling of the flow field and more insightful radial distortion parameters. Pre-test HAI performance 
ranking based on numerical results was found to be consistent with experimental results.  
3.8 Figures and Tables 
 
a)  
 
b)  
 
Fig. 3.1 (cont.) 
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c)  
 
Fig.  3.1: a) Photograph of low-boom inlet installed in 8’x6’ Supersonic Wind Tunnel test section at NASA Glenn 
Research Center. Split-ramp (upstream) and ramp (downstream) VGs are visible on the inlet centerbody, b) side-
view schematic of inlet showing internal configuration and location of AIP rake, and c) AIP slice showing rake array 
and boundary layer rake. 
 
 
      a)       b)  
      c)     d)         
 
Fig. 3.2: Device geometries and geometric scaling relations used for the low-boom supersonic inlet based on device 
height for a) upstream ramp, b) upstream split-ramp, c) downstream ramp, and d) downstream NACA 0012 vane. 
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Fig. 3.3: Mach number contours along the top dead center plane of the baseline, on-design, low-boom inlet flow 
field showing the curved shock, spillage around the cowl (corresponding to 1.5% of mass flow for on-design 
conditions), and thick boundary layer within the diffuser. 
 
 
Fig. 3.4 (cont.)  
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b) 
 
 
 
 
Fig. 3.4: Separation area visualization for numerical and experimental results: a) Separation area plots for RANS 
predictions of the baseline and upstream VG cases U1-U4. Blue regions correspond to reverse flow and red regions 
to attached flow. VG outlines are indicated in black. The VG cases are presented in order of decreasing 
performance. b) Comparison of CFD predictions for the baseline (left) and upstream VG case U1 (right) with oil 
flow visualization of Herges et al.49. The most consistent experimental case available was chosen for comparison. 
RANS solutions are arrayed about the inlet centerbody long axis and perspective is matched with the experimental 
setup.  
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Fig. 3.5: Normalized AIP stagnation pressure contours for the baseline and downstream VG cases. 
 
  
Fig. 3.6: Spanwise-averaged AIP stagnation pressure values for the baseline and downstream VG cases. Values of 
spanwise-averaged, axisymmetric, incompressible shape factor, HAI, and the device height relative to the local 
boundary layer thickness for the baseline case are also given. 
Baseline 
Dashed lines indicate TDC 
(at centerline if not indicated) 
Ramps 
Vanes 
                                                                             D4                                                              D6 
                                                        D1                                     D2                                         D5 
0.0
0.5
1.0
1.5
2.0
2.5
3.0
0.70 0.75 0.80 0.85 0.90 0.95 1.00
P0/P0,inf
R
ad
ia
l d
is
ta
nc
e 
[in
]
Baseline
D1 & D2
D4
D5
D6
HBL = 1.40 
HD1 & HD2 = 1.14 
HD5 = 1.24 
HD4 = 1.30 
HD6 = 1.39 
Ranking Case HAI h/δ
1 D1,D2 1.14 0.83
3 D5 1.24 0.52
4 D4 1.30 0.83
5 D6 1.39 0.52
6 Baseline 1.40 -
- D3 - -
P0,norm 
 
 
 
 
51 
 
 
 
 
Fig. 3.7: Comparison of experimental AIP pressure rake measurements with RANS predictions for a) the baseline, 
b) D1, c) D2, d) D4, e) D5, and f) D6. Pressure data are mirror averaged about the vertical plane. 
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Fig. 3.8: Comparison of experimental AIP boundary layer rake pressure measurements with RANS predictions for 
a) the baseline, b) D1, c) D2, d) D4, e) D5, and f) D6. 
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Fig. 3.9: Comparison of experimental upstream boundary layer rake pressure measurements with RANS predictions 
for a) the baseline, b) D1, c) D2, d) D4, e) D5, and f) D6. 
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Fig. 3.10: Comparison of experimental static pressure measurements along TDC with RANS predictions for a) the 
baseline, b) D1, c) D2, d) D4, e) D5, and f) D6. 
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Table 3.1: Case specifications for upstream VGs. 
 
Case Device Type # of devices h [in] xTE [in]
U1 Ramp 20 0.075 7.15
U2 Ramp 40 0.038 7.15
U3 Split-ramp 15 0.075 7.15
U4 Split-ramp 30 0.038 7.15  
 
 
Table 3.2: Case specifications for downstream VGs. 
 
Case Device Type # of devices h [in] h/δ xLE [in] Device angle
D1 Vane 10 0.40 0.83 11.64 -16
D2 Vane 10 0.40 0.83 11.64 16
D4 Ramp 5 0.40 0.83 11.64 -
D5 Vane 20 0.25 0.52 12.01 15
D6 Ramp 10 0.25 0.52 12.01 -  
 
 
Table 3.3: AIP ARP 1420 radial distortion indices for experimental data and RANS predictions. Enhanced 
PRDIAV-E (six-probe) radial distortion indices are also included for RANS predictions. 
 
Exp.
Case PRDIAV PRDIAV PRDIAV-E
Baseline 0.0618 0.0695 0.1283
D1 0.0862 0.0924 0.0972
D2 0.0635 0.0961 0.1027
D4 0.0873 0.0713 0.1136
D5 0.0730 0.0896 0.1347
D6 0.0586 0.0701 0.1260
RANS
 
 
 
Table 3.4: Comparison of axisymmetric incompressible shape factor computed from experimental boundary layer 
rake data, corresponding discrete points extracted from the RANS solution, and the full resolution RANS data, with 
spanwise averaging, used for pre-test ranking. 
  
Device HAI Experiment HAI RANS, discrete HAI RANS, full
Name Experiment Ranking RANS, discrete Ranking RANS, full Ranking
D2 1.04 1 1.08 2 1.14 1
D1 1.09 2 1.07 1 1.14 1
D5 1.12 3 1.16 3 1.24 3
D4 1.16 4 1.24 4 1.30 4
D6 1.21 5 1.38 6 1.39 5
Baseline 1.29 6 1.36 5 1.40 6  
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Chapter 4: Unsteady Simulations of Baseline Low-Boom Inlet 
 
4.1 Overview 
Following the steady-state RANS investigations presented in the preceding chapters, a DES (Detached Eddy 
Simulation) methodology based on Nichols & Nelson50 was applied to the low-boom inlet flow field. This 
methodology combines RANS and Large Eddy Simulation (LES) and can provide improved flow field predictions 
and time-accurate dynamic results compared to the steady-state RANS approach. It also allows much reduced 
computational cost relative to pure LES for high Reynolds number flows. This is possible because of the 
computationally inexpensive RANS treatment of the thin, attached, incoming boundary layers which allows the high 
test Reynolds number to be specified. Using the DES approach, inlet dynamic behavior, including shock movement 
can now be obtained and compared against experimental results from the 8’x6’ supersonic wind tunnel inlet model 
tests conducted at NASA GRC. The comparisons with experimental data also allow for a quantitative assessment of 
accuracy for mean flow properties, relative to RANS methods, for the baseline inlet configuration. 
4.2 Numerical Methodology 
 4.2.1 Selection of DES Approach 
In selecting a numerical approach for the unsteady simulation of the low-boom inlet, a primary consideration 
was to capture the three-dimensional vortex structures caused by the shock/boundary layer interaction while 
incorporating the relatively complex axisymmetric geometry, including compound curvature of the inlet centerbody, 
at wind tunnel test conditions. For high Reynolds numbers (even for simple flow geometries), researchers generally 
utilize DES methods whereby turbulent structures are only resolved in the separated flow regions51-53. Another time-
accurate option that is generally more accurate is LES, which resolves most of the kinetic energy for both the 
attached and detached boundary layers, while employing a sub-grid turbulence model for the small scales. Such a 
methodology was successfully applied to a simple but inlet-relevant configuration with a normal shock and subsonic 
diffuser by Lee for a modest Reynolds number24. However, the grid resolution required to adequately resolve the 
thin, attached boundary layer on the inlet centerbody for the present inlet with its high Reynolds number would be 
prohibitive using a pure LES approach.  
To demonstrate this, one may estimate the number of grid points needed to compute the present inlet flow field 
using the recommended grid and time resolution of Lee24 (approximately 7.3 million grid points just for the attached 
boundary layer and shock impact regions), but extrapolated to a Reynolds number and domain size for the present 
conditions. Since the present flow has a Reynolds number that is roughly ten times higher, the first consideration is 
that the wall-normal grid spacing must be decreased so that the first point is approximately at a y+ of 1. If one 
assumes that the ratio of the friction velocity to freestream velocity above the boundary layer is approximately 
constant, as is the skin friction coefficient, then the wall normal grid size must be reduced by ten-fold. If one 
assumes that the spanwise and streamwise grid resolution is also reduced by the square root of the same amount, this 
leads to a 100-fold increase in the total number of grid points. Next, one must consider the change in the flow 
domain. If the number of grid points in the attached region scales approximately linearly with the boundary layer 
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displacement thickness just ahead of the shock impingement location, then extrapolation from Lee’s domain of 
23.7δ* wide by 312δ* long to the 8’x6’ inlet domain of 35.6δ* wide by 2,090δ* long, yields a 10-fold increase in 
the relative domain size. Combining the effects of Reynolds number and domain size, the total number of grid points 
would need to be increased by approximately 1000-fold, i.e. to about 7.3 billion points. In comparison, the highest 
resolution DES grid employed herein uses 11.6 million points. Note that full resolution of all scales using the Direct 
Numerical Simulation (DNS) approach would require orders of magnitude more grid points than even LES (though 
it would remove turbulence modeling empiricism)54. These rough estimates illustrate that DES is an appropriate 
choice to capture a portion of the unsteady turbulent flow physics, while neither LES, nor certainly DNS, are viable 
approaches for the 8’x6’ inlet flow field given the present computational resources. 
DES methods, sometimes more generally known as hybrid RANS/LES methods, seek to overcome the 
computational cost of pure LES by employing RANS to treat wall-bounded regions such as thin, attached boundary 
layers which would otherwise be costly to resolve. Separated or free-shear regions are treated with LES, with 
transition between RANS and LES regions typically dictated by a blending function based on grid resolution and 
turbulent scales of the flow field. A diverse number of such hybrid RANS/LES methods, employing a variety of 
turbulence and sub-grid models, blending functions, and some with rescaling/recycling approaches, have been used 
to simulate flow over flat plates, SBLIs, and compression corners51-53. Though they are generally limited to model 
problems and validation with relatively simple experimental geometries, DES methods have also been employed for 
the simulation of buzz instability in a rectangular, mixed compression inlet model55. The hybrid RANS/LES scheme 
of Nichols & Nelson50 selected for this study (also termed a Multi-scale model by Nichols & Nelson and referred 
hereafter as simply the DES approach) is based on the Menter SST turbulence model. A blending function controls 
transition between RANS (Menter SST model) and LES (nonlinear k-equation model) regions of the flow, with a 
value of 1 corresponding to pure RANS and a value of 0 corresponding to pure LES. In between, the hybrid eddy 
viscosity is computed based on contributions from both RANS and sub-grid scales. Transition is determined based 
on both the local grid length-scale and the turbulent length-scale provided by RANS. A thorough description of the 
DES scheme is provided by Nichols & Nelson50.  
Ideally, a hybrid turbulence model produces both resolved and sub-grid (unresolved) turbulence which together 
mimic the actual turbulence, i.e. 
res hybk k k= +              (4.1) 
 
Since within RANS regions the flow is steady (kres= 0) the hybrid model should represent the RANS turbulence (khyb 
= kRANS). Within LES regions the flow is three-dimensional and unsteady so that most of the kinetic energy is 
resolved (kres >> kΔ). The turbulence model should therefore represent the sub-grid turbulence (khyb = kΔ). 
Specifically, within RANS regions of the flow the Nichols & Nelson hybrid model yields a RANS-based turbulent 
kinetic energy (kRANS), dissipation (εRANS), eddy viscosity (νRANS), and turbulent length-scale given by 
 ( )3 / 2RANS RANS RANS RANS RANSmax 6.0 / , k /Λ = Ω εν          (4.2) 
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where RANSΩ  is the local mean flow vorticity. In LES regions of the flow, the hybrid turbulence intensity is given by 
 
hyb RANS hybk k f=               (4.3) 
 
In this expression kRANS is the value computed by the SST turbulence model using the velocity gradients associated 
with the resolved flowfield and fhyb is a clipping function given by 
 
( ) ( )
( ) ( )
4 / 3 4 / 3
RANS
hyb 4 / 3 4 / 3
RANS
21
f 1 tanh
2 2
π Λ − π Δ= − Λ + Δ
⎧ ⎡ ⎤⎫⎨ ⎬⎢ ⎥⎩ ⎣ ⎦⎭
         (4.4) 
  
where Δ is the grid length-scale. The hybrid eddy viscosity can then be calculated using 
 ( )hyb RANS hyb hybf 1 f Δν = ν + − ν            (4.5) 
 
where νRANS is obtained from the standard RANS-SST model and νΔ, the sub-grid eddy viscosity, is given by 
 ( )hyb hyb RANSmin c k ,Δν = Δ ν            (4.6) 
 
The quantity chyb determines when the transition between RANS and LES behavior occurs and has a value 0.0854 as 
derived from a one-equation k-model. Note that the Menter SST turbulence model equations are solved using the 
large-scale eddy viscosity, νRANS, while the mean/resolved flow is solved using the hybrid eddy viscosity, νhyb. The 
large-scale dissipation, εRANS, is used universally since dissipation is assumed to take place primarily at the smallest 
scales. Thus, this approach can be thought of as a sub-grid model for very large turbulent eddies.  
 
4.2.2 Spatial and Temporal Discretization Schemes 
Consistent with the RANS simulations presented in the preceding chapters, the WIND-US computational 
platform and related tools were used for DES34. The flow field was treated with the 3rd-order upwind-biased 
Roe_over scheme (an implementation of the OVERFLOW version of the Roe scheme), 2nd-order approximate 
factorization alternating direction implicit (AF ADI) time integration, and a fixed time step of 1e-6 seconds. In a 
previous numerical study the Nichols-Nelson DES approach with the above discretization was found to provide an 
accurate description of turbulence in the wake of a cylinder, when compared DNS by Rybalko et al.56. Iso-surfaces 
of streamwise velocity in the wake of the cylinder, as computed using DES and DNS in that study, are shown in Fig. 
4.1. Time-averaged turbulent kinetic energy in the wake directly downstream of the cylinder as predicted by DES 
(showing resolved and sub-grid contributions as well as their sum) and DNS is shown in Fig. 4.2, indicating good 
agreement. The Superbee TVD scheme previously investigated by Lee24 was selected for this study as it was found 
to perform well without over-sharpening the shock or introducing noise into the diffuser flow field.  
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 4.2.3 Grid Generation and Boundary Conditions 
For DES grids, the RANS regions must have sufficiently fine resolution so that the predicted flow is grid 
independent. However, RANS regions only require that the wall-normal cell dimension be on the order of y+~1 near 
the wall while spanwise and streamwise cell dimensions can be much larger, i.e. very high aspect ratios are allowed, 
coupled with rapid increases in the wall-normal cell size for regions away from the wall. In contrast, the LES 
regions will always have some level of grid dependence (which should be carefully assessed and minimized to the 
degree possible) and require nearly isotropic small-scale cell sizes in all three directions throughout the wall-shear 
and free-shear regions. By carefully considering the different requirements for the RANS and LES regions with the 
flow field features, one may design an efficient overall node distribution with a DES approach.  
The three-dimensional axisymmetric computational meshes employed for DES were generated using Gridgen 
V15. Structured grids were used in order to fully resolve boundary layers with the first grid point away from the wall 
set to coincide with y+~1, combined with high spanwise and streamwise aspect ratios. As shown in Fig. 4.3, a higher 
degree of grid resolution and isotropy were used in the boundary layer region as compared to the RANS grids of 
Chapter 2 and 3, since a smooth transition to the DES regions was desired. Boundary layer node distributions for the 
centerbody and cowl boundary layers were specified using the hyperbolic tangent (TANH) function. Also, node 
clustering was utilized to improve resolution in the inlet terminating normal shock region, but mesh isotropy outside 
of the boundary layer was a priority since the shock can lead to flow separation, for which an LES grid is needed. 
While abutting multi-zone grids were required for parallel computation, the zonal boundaries were chosen so as to 
avoid shock/zonal boundary interactions whenever possible. As illustrated in Fig. 4.4, the baseline inlet grid consists 
of 11.6 million grid points and 11 zones. Detailed zonal resolution information, including the coarse resolution cases 
discussed in Section 4.4, is given in Table 4.1. A wedge spanning ten degrees was selected for the axisymmetric 
baseline inlet simulations.  
As in previous RANS cases, the flow field is initialized with supersonic freestream conditions upstream of the 
shock and subsonic flow within the diffuser. This approach was found to significantly increase the rate of 
convergence since the shock system does not need to travel from the outflow plane to its correct position. Inflow 
plane conditions are set to the on-design 8’x6’ wind tunnel test values of Mach 1.67, static pressure of 31.97 kPa and 
static temperature of 217.1 K. The diffuser outflow is specified with a fixed back-pressure boundary condition, 
allowing the mass flow rate to be indirectly controlled. Since the flow field is very sensitive to the value of back 
pressure specified, and the distance between the outflow plane and the shock causes pressure changes to the overall 
flow field to be imposed slowly, the specification of the correct back pressure can be a delicate and time consuming 
process. Periodic boundary conditions imposed at the circumferential edges of the domain ensure that spanwise flow 
and the movement of turbulent eddies is not impeded. All inlet surfaces are treated with no-slip boundary conditions. 
 
4.2.4 Solution Strategy and Time-Averaging Scheme 
 The solution is established in a series of consecutive steps. After the supersonic and subsonic portions of the 
flow field are prescribed, the freestream inflow blocks (zones 1 and 4 in Fig. 4.4) are frozen. Ten thousand iterations 
are then computed with RANS, with settings for this step analogous to the RANS methodology given in Chapter 3. 
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This allows the flow field to develop from the piecewise initial conditions. The flow over the upstream-most portion 
of the inlet centerbody (zone 5 in Fig. 4.4) is then frozen for the remainder of the simulation. Zone 5 is constructed 
to transition from an initial RANS grid distribution, intended to capture the thin, attached centerbody boundary 
layer, to a DES distribution consistent with the rest of the grid for proper interpolation. The entire solution, with 
zones 1, 4, and 5 frozen, is then transitioned to the full Nichols-Nelson DES model. This is performed in two steps, 
initially using grid sequencing for five thousand time-steps to ensure a stable transition using a coarser mesh. 
Finally, a fine resolution DES flow field is obtained with the removal of sequencing. Instantaneous flow data can 
then be extracted directly and temporal averaging can be performed. This procedure is also employed when selecting 
the correct diffuser back-pressure for a given case, with adjustments based on the time-averaged mass flow ratio. 
In order to collect time-averaged flow field data, a subroutine was developed and added to the WIND-US code 
allowing for running averages of selected variables to be computed and saved at user-specified intervals. This 
averaging is performed for the entire solution domain and includes density, static temperature, the three velocity 
components, as well as static and stagnation pressure and temperature. Additionally, the squares of the velocity 
components and pressure are averaged to allow the calculation of velocity and pressure fluctuations and turbulent 
kinetic energy (TKE). A data analysis tool such as Tecplot™ can be used to obtain additional flow field properties.  
To compare the instantaneous and time-averaged solutions, a slice along the top dead center plane showing Mach 
contours for the on-design baseline inlet in the final fine resolution DES phase is shown in Fig. 4.5. The 
instantaneous flow field in Fig. 4.5a shows flow separation in the geometric throat region and freezes the turbulent 
eddies propagating through the diffuser. The time-averaged result in Fig. 4.5b shows a uniform flow separation 
region qualitatively consistent with the RANS predictions of Chapters 2 and 3. Unlike RANS, the time-averaged 
DES result also shows a larger region of supersonic flow downstream of the shock. Comparisons between DES, 
RANS, and experimental data will be shown in the following sections. For all DES cases considered, time averaging 
was performed for a minimum of nine subsonic sweeps of the diffuser, defined as the average time for a fluid 
particle to move from the throat region to the AIP. This was found to yield converged flow field statistics. 
Convergence of time-averaged stagnation pressure predictions at both boundary layer rakes was verified using the 
fine resolution DES grid. The results are illustrated in Fig. 4.6 for three averaging intervals, where 10,000 time-steps 
corresponds to nine subsonic sweeps of the diffuser. 
4.3 Computing Environment 
The simulations were conducted using two in-house dual quad-core Pentium Xeon 3.15GHz 64-bit workstations 
with 2GB of DDR2 RAM per core running SUSE Linux 10.0. The parallel processing PVM package available in 
WIND-US was utilized to perform single-host parallel processing jobs.  
4.4 Computational Test Cases for Grid Resolution and Boundary Layer Transition 
To conduct a grid resolution study, grid sequencing was used to allow the resolution in each coordinate direction 
to be reduced independently. The fine resolution case had no sequencing and therefore is denoted as (0,0,0). Two 
sequenced grid results were generated in addition to the fine resolution case. These included sequencing (1,1,1) and 
(0,0,1), where the notation signifies sequencing order in the (x,r,θ) directions and each order of sequencing is a 
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reduction in grid resolution by a factor of two in a particular spatial direction. The former case was selected to show 
the effect of uniform grid resolution changes while the latter to investigate the sensitivity to spanwise grid resolution 
and isotropy, to which preliminary simulations have indicated significant sensitivity. In the following discussion 
“fine” will be used for the (0,0,0) case and “coarse” for the (1,1,1) case. The anisotropic (0,0,1) case will be referred 
to as the “coarse-θ” case. 
In addition to grid resolution, the specification of turbulent versus laminar inflow along the centerbody spike was 
considered. By default, the Chapter 3 RANS predictions specified that the incoming boundary layer is fully 
turbulent starting at the tip of the spike. However, it is known that the experimental configuration will lead to a 
transition from laminar to turbulent flow somewhere along the centerbody spike. To ensure that this transition takes 
place within a fixed streamwise distance on the inlet spike, a trip strip was placed between 5.65 and 5.9 inches (14.4 
and 15 cm) relative to the spike tip as measured along the centerbody long axis. However, sublimation 
measurements without the trip strip indicated that transition had already taken place by this location, so the trip strip 
was not needed or used for the inlet tests.  
Because an initial laminar boundary layer does not grow in thickness as quickly as a turbulent one, one may 
expect differences in overall thickness just upstream of the shock and, thus, differences in the downstream flow 
between a case using a fully turbulent simulation and one with a transition point specified. Based on the above, the 
influence of a transition point (relative to the assumption of a fully turbulent boundary layer) was investigated for 
the DES cases using the location of the experimental trip strip. While the precise location of the transition was not 
determined experimentally, the nominal trip strip position was assumed to be a reasonable location since it was 
obtained using models for turbulent transition on a flat plate. In particular, a linear transition was specified over the 
streamwise range from 5.65 to 5.9 inches (14.4 to 15 cm), relative to the spike tip as measured along the centerbody 
long axis.   
The grid resolution and boundary layer transition cases were selected to vary only one parameter at a time. For 
example, the effects of boundary layer transition were evaluated with two coarse resolution cases (i.e. with the grid 
resolution held constant). Similarly, grid resolution effects between the fine and coarse cases were analyzed with 
fixed boundary layer transition. The coarse-θ case was a special case intended to investigate the flow sensitivity to 
spanwise grid resolution, and was simulated only with a fully turbulent inflow. A summary of the cases simulated is 
given in Table 4.2, which includes grid sequencing levels, the number of nodes in the spanwise direction, 
specification of centerbody boundary layer transition, the specified back pressure, and resulting mass flow ratio. All 
of these simulations were performed at inlet on-design conditions. 
Both the coarse and fine grids with fixed boundary layer transition were subsequently used to simulate the 
baseline inlet at off-design mass flow conditions. While the Mach number and angle of attack were held constant, 
the diffuser back pressure was increased to specify a lower mass flow ratio. A mass flow ratio of 0.955 was selected 
based on available Schlieren data, corresponding to a diffuser back pressure of 15.6 psi (107.6 kPa). This lower 
mass flow was selected for several reasons. First, at on-design conditions the shock stand off distance is minimal, 
making it difficult to extract position data. Second, on-design conditions feature relatively benign dynamic behavior, 
making a lower mass flow ratio a better choice for comparison with experimental Schlieren data. Finally, the 
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predictive capabilities of the DES approach could be tested at a different inlet operating point. Boundary layer 
transition consistent with the on-design approach was specified for these cases. 
4.5 Effects of Boundary Layer Transition 
The effect of boundary layer transition is illustrated in Fig. 4.7. With fully turbulent flow along the entire 
centerbody spike, a visibly thick boundary layer extends over the range shown in Fig. 4.7a. It is seen to increase in 
thickness until just prior to the shock. The laminar flow in Fig. 4.7b generates a very thin boundary layer prior to the 
transition point (indicated by the arrow), and rapid growth is seen following transition. A weak oblique shock is also 
generated at the transition point due to the rapidly thickening turbulent boundary layer. However, the overall 
boundary layer thickness just upstream of the shock is reduced relative to the fully turbulent case, as expected.  
Results for the boundary layer transition study were also investigated based on time-averaged stagnation 
pressure profiles at the upstream and downstream boundary layer rake locations. As shown in Fig. 4.8, the coarse 
DES with and without transition is compared with experimental data and RANS predictions. Significantly improved 
agreement with experimental results at the AIP is demonstrated by both coarse DES cases with respect to the RANS 
predictions, especially at the downstream boundary layer rake (Fig. 4.8b). The agreement between DES, RANS, and 
the experimental results is harder to quantify at the upstream boundary layer rake, shown in Fig. 4.8a. Since this rake 
does not extend into the freestream, no comparison can be made for roughly the final quarter of the boundary layer 
thickness. In the near-wall region, RANS and both coarse DES cases deviate from experimental measurements. 
However, for the three probes farthest from the wall the best agreement is seen with the DES predictions, and both 
RANS and DES converge to indicate nearly the same boundary layer thickness. 
The trend seen for including a laminar to turbulent boundary layer transition is consistent with the logic behind 
its application. With transition occurring on the centerbody spike, the resulting boundary layer profile at the 
upstream boundary layer rake location (Fig. 4.8a) is already slightly fuller and the boundary layer thickness is 
slightly reduced. This effect is more clearly visible at the AIP rake location shown in Fig. 4.8b, where the impact of 
transition is seen following the development of the boundary layer through the subsonic diffuser. It is again thinner 
than the boundary layer resulting for the fully turbulent case, and has a fuller profile. Since the specification of 
boundary layer transition is more physically consistent with the flow field physics and led to improved agreement 
with experimental data, it was felt that its inclusion should more accurately predict the development of the 
centerbody boundary layer. It was thus used for subsequent fine resolution cases and all but the coarse-θ resolution 
case, which was intended solely for the investigation of spanwise grid resolution and isotropy effects. 
4.6 Effects of Grid Resolution and Mass Flow Ratio on Mean Flow Properties 
The grid resolution study was conducted using the fine, coarse, and coarse-θ DES grids for on-design conditions 
(MFR of 0.985) as well as using the fine and coarse DES grids for the lower MFR of 0.955, selected for the analysis 
of inlet dynamics. The flow field for the former case is illustrated in Fig. 4.5 while that for the latter cases is shown 
in Figs. 4.9 and 4.10.  
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4.6.1 On-Design Conditions 
In this section, the impact on the time-averaged pressure rake data will be considered, while the impact on shock 
dynamics will be presented in Section 4.7. As in the boundary layer transition study, results for the on-design grid 
resolution study were compared based on time-averaged stagnation pressure profiles at the upstream and 
downstream boundary layer rake locations, as shown in Figs. 4.11-4.12. Consistent with trends for coarse DES 
results in the boundary layer transition study, significantly improved agreement with experimental results at the AIP, 
relative to RANS predictions, is demonstrated by both the coarse and fine resolution DES at on-design conditions 
(Fig. 4.11b). Trends similar to those seen in the boundary layer transition study are also present at the upstream 
boundary layer rake, as shown in Fig. 4.11a. As at the AIP, the fine resolution DES predicts a somewhat fuller 
stagnation pressure profile. While all isotropic grid DES results predict fuller profiles than RANS, they do not 
necessarily improve agreement with experimental data over the range of rake data. For the first five probes of the 
upstream boundary layer rake the RANS and coarse-θ cases shown in Figs. 4.11a and 4.12a agree most closely in 
slope and value, but then deviate for the subsequent three data points for which the fine and coarse resolution DES 
results are more consistent. Results over approximately the last quarter of the boundary layer height, and into the 
freestream, cannot be evaluated relative to the experimental data since the upstream boundary layer rake does not 
extend into the freestream.  
Despite the differences in grid resolution the variation between coarse and fine DES cases is relatively small, 
which suggests that the grid dependency has a relatively weak, albeit finite effect on mean flow properties. 
However, since both coarse and fine resolution DES predicts stagnation pressure profiles fuller than RANS and 
those measured experimentally, and the presence of this trend in all boundary layer transition and grid resolution 
results indicates that it is not the underlying cause, it is possible that this effect is due to the transition from RANS to 
LES in the complex flow field including flow separation and reattachment. One may conclude that even higher 
resolution in the upstream region (in the vicinity of the shock) would be needed to improve fidelity of the DES 
approach for these flows. However, such increased resolution would require an increase in the number of cells as 
well as a decrease in the computational time-step. This would, in turn, require much longer run-times than needed 
for the fine mesh case considered herein, which already took about four days per ten thousand time-steps to compute 
including the initialization, transient, and time-averaging stages, and only after a back pressure was iteratively 
selected. (Significantly longer run times are required for the acquisition of shock location data for comparison with 
experimental Schlieren results, with 500 time-steps corresponding to the time difference between consecutive 
Schlieren frames). 
 The coarse-θ case shows the most significant deviation, as shown in Fig. 4.12. Despite the specification of full 
grid resolution in the streamwise and normal directions, the result is more consistent with RANS than with the 
remaining DES cases at the AIP (Fig. 4.12b), and at the upstream boundary layer rake the coarse-θ case predicts a 
thicker boundary layer not consistent with either RANS of the other DES cases. This anisotropic case was also 
unique in terms of the diffuser back pressure required to maintain the on-design mass flow ratio, as shown in Table 
4.2, which was lower by 0.225 psi (1.6 kPa) than the other three cases, which were consistent with each other. The 
influence of spanwise grid resolution and grid isotropy is clearly important for this flow field. Because of its level of 
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grid anisotropy and much different back pressure conditions, the coarse-θ case may be considered to be a less well-
crafted DES case.  
 
4.6.2 Off-Design Conditions 
Time-averaged Mach contours at TDC for both the coarse and fine grid simulations at an off-design mass flow 
ratio of 0.955 are shown in Fig. 4.9. Though the solutions are qualitatively quite similar, the external shock 
extending from the cowl lip is noticeably less well-resolved with the coarse grid. The fine grid also generates a 
slightly larger flow separation region just downstream of the main normal shock (shown by the thin blue band which 
indicates very low Mach number). This in turn tends to have a favorable effect in that the flow undergoes less 
turning in the geometric throat region so that the lambda shock foot is weaker. The largest difference between the 
two grid resolutions is actually associated with shock-induced flow just downstream of the lambda-shock. It can be 
seen that the coarse resolution predicts a long sustained flow separation while the fine resolution case has a much 
shorter and thinner separation region. Thus the slight changes in the flow path caused by the increased resolution 
were apparently enough to modify the downstream separation bubble. This indicates that the flow in the near-throat 
region is particular sensitive to the surface geometry – a result which is consistent with the inlet design history given 
in Chapter 2. 
The effects of grid resolution on stagnation pressure profiles for the off-design mass flow ratio of 0.955 are 
shown in Fig. 4.13. Fortunately, and unlike for the on-design mass flow cases, the effects of grid resolution for the 
off-design mass flow are generally small at the boundary layer rakes. This is somewhat surprising given the 
differences seen in Fig. 4.9, however, the closer agreement between RANS and DES is consistent with a weaker 
SBLI relative to the on-design case. While a generally fuller stagnation pressure profile was seen for the on-design 
fine DES throughout the boundary layer, the variation seen between coarse and fine DES predictions for the MFR of 
0.955 is a more localized increase in pressure recovery. Seen at both the upstream and AIP boundary layer rakes 
(Fig. 4.13), the effect is confined to approximately the upper half portion of the boundary layer profile, with a local 
increase particularly at the boundary layer edge for the fine case. This indicates that the higher resolution case may 
be causing a shock-smearing effect whereby the normal shock is locally replaced by compression waves, with less 
stagnation pressure loss. The DES performance is generally similar to that seen for the on-design case of Fig 4.11, 
though the RANS predictions agree more closely with the experimental data at the first few near-wall probes. This is 
consistent with the tendency of DES to produce somewhat fuller near-wall profiles as seen previously for the on-
design case. DES results show reasonable agreement at both the upstream boundary layer rake and at the AIP. The 
impact on predictive accuracy is somewhat ambiguous in that the experimental data are bounded by coarse and fine 
DES predictions in this region. Nevertheless, this suggests that the coarse grid DES may give sufficient fidelity for 
time-averaged diffuser properties. 
4.7 Effects of Grid Resolution and Mass Flow Ratio on Flow Dynamics 
4.7.1 Diffuser Flow Field Dynamics 
 Analysis of turbulent structure dynamics for the off-design mass flow ratio of 0.955 was carried out using 
instantaneous and time-averaged properties saved in the course of the simulations. The upstream boundary layer 
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rake location, with its dynamic and highly three-dimensional flow field, was chosen for comparison between the 
coarse and fine grid results. Instantaneous contours of streamwise velocity and vorticity magnitude normal to the 
flow direction are shown in Fig. 4.10 for the full resolution case. The effect of periodic boundary conditions along 
the computational domain side-walls is clearly visible as turbulent structures traversing the boundary are frozen in 
the frames.  
The turbulent kinetic energy (TKE) was computed from spanwise and time-averaged velocity components and 
their squares, first computing the RMS values for the three velocity components and then half the trace of the 
Reynolds stress tensor. This result, for both the coarse and fine grid and normalized by the square of the freestream 
velocity, is shown in Fig. 4.14a. Velocity fluctuations are highest near the centerbody surface where the flow is 
more turbulent and highly three-dimensional, as was shown in Fig. 4.10. This feature and the overall shape of the 
TKE distribution is consistent with full LES results of Lee et al.57 and Urbin & Knight58. The coarse grid result 
indicates a more dynamic flow field with turbulent kinetic energy consistently higher than that obtained for the fine 
grid. This is attributed to the increased flow separation downstream of the geometric throat, since separated flow 
regions induce higher velocity fluctuations. 
Similarly, spanwise and time-averaged pressure fluctuations along this plane were computed using the zonal 
averages of static pressure and its square, yielding a plot of P’RMS over the height of the diffuser for the upstream 
boundary layer rake location. The strength of the pressure fluctuations in the diffuser, normalized by the freestream 
static pressure, is shown in Fig. 4.14b for both the coarse and fine grid DES. As in the case of TKE, pressure 
fluctuations are highest near the centerbody surface as is consistent with full LES results of Lee et al.57 Consistently 
higher P’RMS values are seen for the coarse DES case. This can again be attributed to the more pronounced flow 
separation seen for the coarse case in Fig. 4.9a. However, considerable pressure fluctuations can be seen above the 
boundary layer.  Since negligible turbulence exist in this region (TKE is effectively zero for r/rc>0.2 as shown in 
Fig. 4.14a), these pressure fluctuations are a result of shock dynamics. This correlation was suggested by Lee24 but 
no quantitative analysis of the shock dynamics was completed to verify this, whereas such analysis is considered 
herein as described below.   
 
4.7.2 Shock Dynamics 
High-speed (2,000 frames per second) Schlieren acquired during the 8’x6’ supersonic wind tunnel tests was used 
as the basis for the analysis of shock dynamics. The instantaneous Schlieren images shown in Fig. 4.15 allow some 
insight into the flow field at the selected operating points. Both still images have been mirrored so that the flow 
proceeds from left to right. The flow field for an off-design MFR of 0.955 is shown in Fig. 4.15a, where the shock is 
seen to curve around the cowl lip and be ingested similar to Fig. 4.9 (note that the vertical line which sits in front of 
the flow going into the cowl is a result of three-dimensional integration of the flow due to a circumferential 
distribution of the leading edge of the shock at the cowl radius location). Fig. 4.15a also shows the compression 
waves on the inlet spike but the boundary layer along this surface is too thin to be visible. The image for the baseline 
on-design case (not shown) is qualitatively very similar to Fig. 4.15a, except that the shock is even closer to the cowl 
surface. A Schlieren still image for the lowest MFR case is shown in Fig. 4.15b and shows the shock half-way along 
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the exposed section of the centerbody spike, with a large lambda shock foot and significant turbulent flow 
downstream of the shock.  
A video stream was available for several conditions, and these were processed to investigate the shock dynamics.  
The method used herein identified the streamwise shock position for a fixed radial location. As seen in Fig. 4.15a, 
the inlet terminating shock is partially obscured by the cowl, however, the shock is exposed over approximately half 
of the diffuser radius and its upstream-most point (where a vertical tangent line could be drawn) is sufficiently far 
from the cowl to allow meaningful tracking of its position. This was accomplished using a MATLAB™ script which 
converts each video frame to a matrix of intensity values, as shown in Fig. 4.16a. A vector of intensity values is then 
extracted along a horizontal line which intersects the shock at its upstream-most point, and the shock is located as 
the midpoint of the corresponding low intensity band (Fig. 4.16b). The shock location is initially recorded in pixels 
relative to the tip of the cowl, and a conversion factor of 0.0409 inches per pixel (0.104 cm per pixel), determined 
based on known inlet dimensions, can then be used for conversion to physical units. A total of 7,000 frames were 
analyzed for the 0.955 MFR case using the frame-by-frame shock tracking approach. Shock position data were used 
to generate a histogram and compute position statistics including the standard deviation, xRMS. Two other sets of 
Schlieren data were analyzed in addition to the 0.955 MFR case. These included near-buzz conditions at a mass flow 
ratio of 0.505 and near-design operation at a mass flow ratio of 0.982. With 1000 and 485 frames, respectively, 
neither data set was as complete as the baseline.  
Shock position histograms for the three MFR cases are shown in Fig. 4.17. The highest mass flow ratio case 
(MFR=0.982) has the most compact histogram as seen in Fig. 4.17a. This demonstrates that the shock is extremely 
stable and oscillates by as little as several pixels. The shock position histogram for the 0.955 MFR case in Fig. 4.17c 
shows a range of shock travel of approximately 0.3 inches (0.76 cm) in the streamwise direction. The distribution is 
biased with a preferred position at approximately 7.7 inches (19.6 cm) as measured from the spike tip along the 
centerbody long axis. The larger spread of shock position indicates more shock dynamics, which can be related to 
the pressure fluctuations above the boundary layer shown in Fig. 4.14b. The lowest mass flow ratio case 
(MFR=0.505) shown in Fig. 4.17e is for a flow rate that is just above the buzz condition (where the shock 
oscillations became very large, i.e. several fold greater). The travel is approximately 0.2 inches (0.51 cm), and again 
exhibits a preferred shock position. Despite its proximity to buzz, this flow condition has shock position variations 
that are similar to that at the mass flow ratio of 0.955, indicating a weak dependence on mass flow rate in the 
intermediate conditions.  
A comparison of shock xRMS for the three Schlieren data sets and both coarse and fine DES predictions for the 
0.955 MFR case are presented in Fig. 4.18. The standard deviation of streamwise shock position for each case is 
normalized by the radial distance between the inlet centerbody and the cowl at the geometric throat, denoted as rc, 
and plotted against the mass flow ratio. Normalized shock xRMS values from the DES were computed directly from 
instantaneous solution slices at TDC and processed in the same manner as the experiments with respect to shock 
position. However, a maximum of only 160 frames (also at 2,000 frames per second) were available for the analysis 
due to the high computational cost required to simulate the flow over this time period.  
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The trends provided by the experimental RMS values are obviously consistent with qualitative trends observed 
in the histograms: the shock oscillations are quite small compared to the macroscopic features of the inlet, and are 
highest for the MFR of 0.955, followed by the near-buzz and near-design conditions. The DES value was only 
obtained for a single MFR and falls much lower than the experimental result for the same mass flow ratio, but some 
of this difference may be due to the strong sensitivity to mass flow ratio as on-design conditions are approached.  In 
terms of grid resolution effects, the coarse DES shock xRMS is higher than that for the fine resolution case, which is 
consistent with the previous flow separation argument and trends seen for both P’RMS and TKE. To shed some light 
on the possible mechanisms which cause the shock dynamics for both the experimental and DES cases, the 
frequency spectra were investigated.  
 
4.7.3 Shock Frequency Analysis 
The frame-by-frame analysis of the Schlieren data was also used to compute power spectral densities based on 
streamwise shock position, as shown in Fig. 4.17. The axes are set to display frequencies through the Nyquist 
frequency of 1,000 Hz, with intensity ranges selected independently for each case to show all relevant peaks. These 
data are also presented on log-log plots in Fig. 4.19 allowing the lower frequency peaks to be discerned more 
clearly, especially for the mass flow ratio of 0.955. No frequency analysis was performed for the DES since the 
number of instantaneous solution frames available does not allow for meaningful PSD analysis. Additionally, with 
an extremely stable shock, there are likely few dynamics to investigate.  
The results for Schlieren are presented in Fig 4.17 alongside the corresponding histograms discussed in the 
previous section. Spectra for the near-design and 0.955 MFR cases are qualitatively similar with distinct peaks over 
a similar, low frequency range. The significantly broader frequency distribution seen for the near-buzz case is likely 
the result of the far upstream shock position (Fig. 4.15b) resulting from the low mass flow ratio. The large lambda 
shock foot and thick post-shock boundary layer indicate that turbulence may be a strong driver of shock instability 
for this case. Additionally, the far upstream shock position may result in stand-off distance and spillage instability 
effects. The near-design case (Fig. 4.17b) shows distinct peaks only at 15 Hz and 62 Hz. That for the moderate MFR 
case (Fig. 4.17d) shows peaks clustered primarily below 40 Hz, with one additional distinct frequency at 70 Hz. The 
PSD for the low MFR case (Fig. 4.17f) shows a relatively uniform distribution of peaks over the range considered. 
This may be consistent with multiple instability mechanisms including spillage effects and a turbulent shear flow 
interaction upstream of the shock, as suggested by structures just above the compression spike in Fig. 4.15b. 
To determine what drives the above shock instability it is helpful to consider frequencies associated with well-
known mechanisms. The flow separation driven frequency (fsep) can be estimated following the shock stability 
analysis of Dussauge et al.59 which will be given in detail in Section 5.4.2. The frequency expected is a function of 
the separation zone length (Lsep), the freestream velocity, and the separation-based Strouhal number (Stsep). For the 
on-design conditions (for which maximum flow separation occurs), the frequency can be computed as: 
 ( )sep sep sep
sep sep
f L f 0.0782 m
St 0.035 = f = 185.67 Hz
u 415 m / s∞
≈ = ⇒       (4.7) 
 
 
 
 
68 
This result falls within the range of frequencies resolvable from the Schlieren data. However, inspection of Fig. 
4.19a, wherein log-log plots of normalized power spectral density are shown, indicates that the Schlieren case at the 
MFR value of 0.982 (relatively close to the on-design condition of 0.985) does not show a significant energy 
concentration in this frequency range. The separation length-based shock instability mechanism is thus likely not 
dominant for this flow field. This is reasonable since the separation region is relatively thin and short relative to the 
channel height (about half) as compared to the flow separation regions seen in Chapter 5 (which were much longer 
than the throat height and much thicker).  
The above results also suggest that lower frequency acoustic modes may provide theoretical frequencies closer    
to the peaks observed in the experimental PSD analysis. The acoustic mode frequency can be predicted based on the 
length between the shock and the choke point at the mass flow plug (Ldiff) coupled with the diffuser velocity (udiff) 
and the diffuser speed of sound (adiff), estimating the latter two values  based on AIP properties: 
 
   ac ac ac ac
diff
L L 2.921m 2.921m
St 1= f = f f = 32.2 Hz
u a u a 240 352 m / s 240 352 m / s
≈ + + ⇒+ − + −
⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠   (4.8) 
 
Similarly, a coupled acoustic upstream/convective downstream mode can be estimated from 
 
comb comb ac comb
diff
L L 2.921m 2.921m
St 1= f = f f = 26.1 Hz
u u a 240 m / s 240 352 m / s
≈ + + ⇒− −
⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠   (4.9) 
 
Both of these frequencies roughly correspond to peaks in the PSD analysis for the MFR=0.955 case (Fig. 4.17d) for 
which the largest amount of data was taken. These acoustic modes and their harmonics may also be present in the 
near-design and near-buzz cases (Fig. 4.17b,f), though not as the dominant effect. The peaks between 62 Hz and 78 
Hz seen for all three flow conditions may correspond to acoustic modes with a shorter characteristic length, such as 
between the shock and post-AIP area change at the interface with the subsonic cold pipe. This suggests that acoustic 
modes, and not flow separation modes, are more likely the cause of the shock dynamics seen for this flow field. If 
so, this would explain why DES simulations under-predicted the shock dynamics, since the computational domain 
did not extend to the mass flow plug and thus could not capture such low frequency acoustic mechanisms. 
It should be noted that the limited number of frames available for the 0.505 and 0.982 cases results in higher 
PSD uncertainty relative to the 0.955 case, and that all the PSD cases have significant noise, which makes definite 
conclusions about the frequency mechanisms difficult. As such, additional post-processing and analysis are 
recommended for the shock dynamics. 
4.8 Conclusions 
A DES methodology was applied to the baseline low-boom inlet flow field for on and off-design conditions. 
Improved agreement with experimental stagnation pressure profiles was obtained relative to previous RANS 
predictions, though RANS predictions were often quite reasonable. Grid resolution study results indicate that 
spanwise grid resolution and grid isotropy have a very strong impact on the solution. Boundary layer transition is a 
secondary but still significant effect consistent with the experimental flow field physics. The isotropic coarse and 
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fine grids show variation less than that seen between RANS predictions and experimental data, which lends 
confidence to their results. The largest improvement in predictive capability is shown at the AIP and indicates that 
the DES approach may require even more computational resolution to improve predictions farther upstream. 
Tracking of the shock position in both Schlieren data and instantaneous DES results allowed for an analysis of 
shock oscillation and the underlying instability mechanisms. Predicted frequencies for acoustic and combined 
acoustic/convective modes were found to be approximately consistent with peaks identified in the PSD results, 
while little evidence was found in the PSD for flow separation induced frequencies (expected to have the largest 
contribution at on and near-design conditions due to the strength of the SBLI and significant post-shock flow 
separation). The near-buzz flow field exhibited the broadest distribution of frequencies, indicating that a 
combination of acoustic, flow separation, and shock stand-off distance effects may become important for near-buzz 
conditions. DES predictions indicated that the shock is extremely stable for the conditions specified, perhaps 
because the truncated flow domain did not permit the low frequency acoustic modes based on Ldiff which tend to 
dominate the flow-separation modes.  
4.9 Figures and Tables 
 
 
 
  
 
Fig. 4.1: Iso-surfaces of streamwise velocity in the wake of a circular cylinder simulated with a) the present DES 
model, and b) DNS.  
 
 
 
 
 
 
 
 
 
 
 
a)                b) 
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Fig. 4.2: Comparison of turbulent kinetic energy (TKE) levels in the wake of the circular cylinder, with predictions 
from DNS and DES. In addition to the total model predictions, the sub-grid and resolved components of the DES 
model are shown separately. 
 
 
 
 
a)  b)  
 
Fig. 4.3: TDC slices of the computational mesh in the inlet throat and cowl tip region showing node layout and 
zonal boundaries for a) baseline RANS and b) DES.  
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Fig. 4.4: Zonal distribution for the DES approach. Frozen freestream and RANS inflow upstream of the shock is 
indicated with F and RF, respectively. Zone 5 transitions from a RANS node distribution to a DES one for proper 
interpolation across the downstream zonal boundary. 
 
 
 
 
a)  
b)  
 
Fig. 4.5: DES Mach contours for the on-design 0.985 MFR condition taken at the TDC plane: a) instantaneous 
solution, and b) time-averaged result. 
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Fig. 4.6: Time-averaged DES stagnation pressure profiles for three time-averaging intervals, illustrating 
convergence for a) the upstream boundary layer rake, and b) the AIP boundary layer rake. 
 
 
 
a)  
 
b)  
 
Fig. 4.7: Incoming inlet centerbody boundary layer development as predicted with RANS for the on-design mass 
flow ratio of 0.985 with a) turbulent flow along the entire centerbody and b) boundary layer transition specified at 
the experimental grit strip location. The arrow indicates the beginning of the transition region, with a corresponding 
weak oblique shock generated by the rapidly thickening turbulent boundary layer. 
 
 
 
 
a)                b) 
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Fig. 4.8: Comparison of time-averaged DES results, with and without boundary layer transition, with experimental 
data and RANS predictions for the on-design mass flow rate of 0.985 at a) the upstream boundary layer rake b) and 
the downstream (AIP) boundary layer rake. 
 
 
 
 
 
a)  
 
b)  
 
Fig. 4.9: Time-averaged DES Mach contours for the 0.955 MFR condition taken at the TDC plane: a) coarse grid, 
and b) fine grid. 
 
 
 
 
a)         b)
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a)   b)  
 
 
 
 
 
Fig. 4.10: Contour plots for the fine resolution DES at MFR of 0.955 taken along a plane perpendicular to the flow 
at the upstream boundary layer rake location: a) instantaneous streamwise velocity and b) instantaneous vorticity 
magnitude. 
 
 
 
 
Fig. 4.11: Comparison of time-averaged DES results, for the fine and coarse grids, with experimental data and 
RANS predictions for the on-design mass flow rate of 0.985 at a) the upstream boundary layer rake and b) the 
downstream (AIP) boundary layer rake. 
 
a)                b) 
 
 
 
 
75 
 
Fig. 4.12: Comparison of time-averaged DES coarse-θ (0,0,1) results with experimental data and RANS predictions 
for the on-design mass flow rate of 0.985 at a) the upstream boundary layer rake and b) the downstream (AIP) 
boundary layer rake. Boundary layer transition is not specified for these cases. 
 
 
Fig. 4.13: Comparison of time-averaged DES results with experimental data and RANS predictions for a mass flow 
rate of 0.955 at a) the upstream boundary layer rake and b) the downstream (AIP) boundary layer rake. 
 
 
Fig. 4.14: Spanwise and time-averaged properties at the upstream boundary layer rake location for both coarse grid 
and full resolution DES. Both cases are simulated at the 0.955 MFR condition and with boundary layer transition 
specified. Wall distance is normalized by the diffuser height at the upstream boundary layer rake location: a) 
normalized turbulent kinetic energy and b) normalized P’RMS. 
a)                b) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
a)                b) 
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a)  b)  
 
Fig. 4.15: Still images from the 8’x6’ supersonic wind tunnel Schlieren system for a) MFR of 0.955 and b) near-
buzz MFR of 0.505. 
 
a)  
 
   b)                   
 
Fig. 4.16: Schlieren intensity plotted for a sample frame, showing a) an overview of the flow field and the fixed 
vertical location used for shock tracking and b) the low intensity band corresponding to the shock.  
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Fig. 4.17: Shock position histograms and power spectral density plots for the three analyzed Schlieren data sets: a) 
& b) near-design mass flow ratio of 0.982, c) & d) mass flow ratio of 0.955, and e) & f) near-buzz mass flow ratio 
of 0.505.  
 
a)                b) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
c)                d) 
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Fig. 4.18: Streamwise shock position RMS, normalized by the diffuser height at the geometric throat, for 
experimental and DES cases plotted as a function of mass flow ratio. 
 
 
a)  
 
 
Fig. 4.19 (cont.) 
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b)  
 
c)  
 
 
Fig. 4.19: Log-log plots of normalized power spectral density over the range of frequencies from 10 Hz to the 
Nyquist frequency of 1,000 Hz: a) near-design MFR of 0.982, b) MFR of 0.955, and c) near-buzz MFR of 0.505.  
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Table 4.1 Resolution for the Fine (0,0,0), Coarse (1,1,1), and Coarse-θ (0,0,1) DES grids. The resolution for each 
zone is given in terms of the node indices i, j, and k nodal indices for the x, r, and θ spatial directions as i x j x k. 
The frozen zones 1, 4, and 5 are not affected by grid sequencing. 
 
Zone Fine (0,0,0) Coarse (1,1,1) Coarse-θ (0,0,1)
1 75x100x32 75x100x32 75x100x32
2 175x100x32 88x100x16 175x100x16
3 220x100x32 110x50x16 220x100x16
4 75x300x32 75x300x32 75x300x32
5 125x300x32 125x300x32 125x300x32
6 200x300x32 100x150x16 200x300x16
7 250x300x32 125x150x16 250x300x16
8 100x300x32 50x150x16 100x300x16
9 100x300x32 50x150x16 100x300x16
10 100x300x32 50x150x16 100x300x16
11 100x300x32 50x150x16 100x300x16  
 
 
Table 4.2 Summary of DES cases including sequencing level, number of spanwise nodes, the specification of 
boundary layer transition, the specified diffuser back pressure, and the resulting mass flow ratio. 
 
Case Seq θ-nodes Transition Pback [psi] MFR
Fine 0 0 0 32 Y 15.2 0.98456
Coarse w/ trans. 1 1 1 16 Y 15.2 0.98608
Coarse 1 1 1 16 N 15.2 0.98554
Coarse -θ 0 0 1 16 N 14.975 0.98589  
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Chapter 5: Experimental Study of Novel VG SBLI Control 
 
5.1 Overview 
As was discussed in Chapter 1, various techniques of flow control for SBLIs have been proposed and tested. 
However, it is often difficult to interpret the results because the given flow field may be too specific to an individual 
inlet configuration or too basic such that a relationship to inlet performance is not clear. To address this issue, a new 
wind tunnel flow field has been proposed28, which captures much of the key shock/boundary layer interaction 
physics of supersonic external compression inlets. This flow field is used in an experimental study of the novel split-
ramp and ramped-vane VG geometries applied to the low-boom inlet model as discussed in Chapters 2 and 3.  
At the time of this study, neither ramped-vanes nor split-ramps have been tested experimentally. The present 
study was therefore intended as an exploratory effort in which the applicability and performance of ramped-vanes 
and split-ramps could be evaluated experimentally with a focus on reducing the extent of post-shock flow separation 
and the hope that this may translate into a corresponding reduction in flow field unsteadiness. Since these devices 
are being considered for application in inlets, a simplified experimentally (and computationally) tractable inlet-
relevant flow field is put forth. Preliminary results of this study were previously presented by Rybalko et al.60. 
In order to capture the fluid physics associated with external compression inlets using a simpler, more 
experimentally and computationally tractable geometry, Loth & Babinsky28 suggested an inlet-analogue flow field 
as shown in Fig. 5.1a. In this configuration, a cowl-like plate causes the shock to sit just upstream with a high degree 
of stability due to spillage (as is also found in an external compression inlet). This allows the flow upstream of the 
normal shock to be prescribed at a particular Mach number independent of any potential downstream flow 
separation. The channel Mach number (and thus throat Mach number) will not be significantly changed by the 
presence of flow control devices upstream or downstream as long as these are small and as long as the back pressure 
is adjusted to allow a similar amount of spillage. This flow field combines many of the NSBLI attributes of an 
external compression inlet. It is thus suitable as a fundamental test-bed for the evaluation of flow control devices 
since it: 
 
1) combines SBLI and subsonic expansion to integrally combine both types of adverse pressure gradient; 
2) approximately fixes the upstream normal shock position and allows independent control of shock strength; 
3) allows direct measurement of key performance parameters such as stagnation pressure recovery, spatial 
distortion (flow uniformity) and temporal distortion (flow unsteadiness) at the end of the diffuser; and 
4) enables the determination of a cane curve if the diffuser back pressure is varied. 
 
Use of a rectangular wind tunnel cross-section can qualitatively replicate a two-dimensional inlet to some degree, 
but it should be noted that SBLIs in such flows require close attention to side-wall boundary layers and corner flows 
which can be substantial28. 
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5.2 Objectives 
The objective of this work is to experimentally investigate the performance of novel micro-vortex generators 
derived from the traditional micro-ramp geometry in a flow field that combines a normal or near-normal SBLI with 
a subsequent subsonic diffuser. While Herges et al.61 tested ramped-vanes upstream of a normal shock using a shock 
holder configuration, and Titchener et al.62 investigated VG flow control (including conventional ramps) in an inlet-
analogue flow field, this is the first experimental study to verify the performance of ramped-vane and split-ramp 
devices, shown as a potential improvement over conventional ramps by Lee et al.21 and the work presented in 
Chapters 2-3, in the inlet-analogue flow field proposed by Loth & Babinsky28. It is also the first experimental 
investigation of split-ramps, and the first experimental study to investigate the dynamics and stability of the inlet-
analogue flow with and without VGs. Since tunnel test time was limited, the experiments focused only on the novel 
devices. A parametric study with ramped-vanes and split-ramps is undertaken, varying device height and location 
upstream of the normal shock, in order to identify trends and select well-performing configurations for additional 
experimental and computational studies. Performance parameters considered include flow separation within the 
diffuser, stagnation pressure recovery, and normal shock stability, and subsonic diffuser centerline boundary layer 
shape factor. This work is intended as a foundation for additional efforts, including the application of ramped-vanes 
and split-ramps to inlet SBLI control and stabilization of mixed-compression inlet shock trains. 
5.3 Experimental Methods 
Experiments performed in the course of this study were conducted in the blow-down supersonic wind tunnel 
facility at the University of Cambridge. A schematic of the test setup is illustrated in Fig. 5.1b. It consists of a flow 
splitter plate and linear six-degree diffuser representative of an inlet geometry. The test section is 114 mm wide and 
178 mm tall, with the splitter plate located 122 mm above the tunnel floor. A choking cylinder with diameter of 17 
mm is located within the diffuser at the tunnel centerline. The streamwise distance between the shoulder and the 
downstream edge of the choking cylinder is 52.2 cm. A Pitot rake and static pressure tap are located 35.2 cm 
downstream of the shoulder, along the tunnel centerline and in the side-wall, respectively. All tests were conducted 
at a freestream Mach number of 1.4, a typical pre-normal shock flow speed range, and with stagnation temperature 
of 290 K and stagnation pressure of 170 kPa. The nominal flow Reynolds number is 26x106 m-1. Fluctuations in the 
stagnation temperature and stagnation pressure over the course of a tunnel run cause fluctuation in Reynolds number 
of less than 5%, with typical runtime of 20-30 seconds.  
Flow diagnostics included high-speed Schlieren video (2,000 frames-per-second), surface oil flow visualization, 
and pressure measurements using a Pitot-static system within the subsonic diffuser. A live feed of high-speed 
Schlieren video was used to position the shock slightly upstream of the splitter for each case tested. While differing 
amounts of blockage from the different VGs lead to variation in shock location, these differences were generally 
very small (less than one delta) and because the freestream flow is uniform (in Mach number) it is believed that 
these variations do not cause significant changes to the flow field. 
In addition to the baseline solid-wall geometry, a range of heights and streamwise locations for two different 
micro vortex generator geometries was considered: ramped-vanes and split-ramps (Fig. 5.2a). Specific device 
dimensions were selected based on the computational work of Lee et al.21 and the results presented in Chapter 2 
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wherein these device geometries yielded the best flow control results. Device height, h, ranged between 2 mm and 4 
mm. The incoming uncontrolled boundary layer displacement thickness, δ*, was measured upstream of the normal 
shock in the same tunnel using Laser Doppler Velocimetry (LDV) and found to be 0.59 mm62, 63. This corresponds 
roughly to a boundary layer thickness (δo based on 99% u∞) of 5.3 mm. Therefore, the present devices have an h/δo 
ranging from to 38% to 75%. Device placement was set at three fixed positions of 15, 25, and 35 boundary layer 
thicknesses, δo, upstream of the shoulder at which the normal shock is nominally positioned. This distance is 
measured with respect to the device trailing edge. While it would be valuable to measure the boundary layer 
properties between the VGs and shock, it was not possible to mount a Pitot rake upstream of the normal shock. LDV 
measurements were not performed due to instrumentation and time constraints. Spanwise device spacing was fixed 
as 10h gap-to-gap for ramped-vanes and 8h gap-to-gap for split-ramps. Reynolds number with respect to the device 
height, Reh, is in the range of 52,000 to 104,000 for the device heights tested. 
 All devices were manufactured using rapid prototyping techniques with resolution of 12 microns, allowing for a 
smooth surface finish despite the small device size. The vortex generators included a 1 mm thick plate of material 
underneath for convenient mounting and alignment with the flow direction. These plates were secured to 3 mm 
aluminum blanks with adhesive and countersunk screws at the corners, and finally secured in one of three 4 mm cut 
outs in the tunnel floor, corresponding to the three streamwise test locations. One vortex generator plate and two 
blanks were used for each test case, while three blanks provided the baseline no-control case. Once mounted the 
plates were sealed with putty and sanded to a smooth finish, then painted matte black to provide a high contrast 
surface for oil flow visualization with a mixture of Titanium Dioxide and Paraffin. This mounting method was found 
superior to manufacturing and mounting vortex generators (or in this case vortex generator halves) individually as 
alignment with the incoming freestream and consistent placement at all streamwise locations was assured. Ramped-
vanes secured for testing, photographed from the upstream direction, are shown in Fig. 5.2b. The splitter plate can 
be seen near the top edge of the figure and the choking cylinder is visible in the background. Note the large 
rectangular window on the right tunnel side-wall. The left tunnel side-wall, here removed for access, features a 
matching window, allowing for unobstructed visual access for Schlieren imaging. 
 Uncertainty and bias were considered for all the measurement techniques. The device placement was accurate to 
within 1 mm in the streamwise and spanwise directions. Stagnation and static pressures were measured to an 
accuracy of 1% while the position of the static pressure tap and Pitot rake tubes is accurate to within 0.5 mm. Shock 
position as determined from the Schlieren images is accurate to within ±1 pixel, where each pixel corresponds to 
0.339 mm. 
5.4 Results 
5.4.1 Schlieren 
The Schlieren system was used to capture high-speed video for each case tested. An instantaneous Schlieren 
snapshot for the baseline case is shown in Fig. 5.3a. The field of view encompasses a section of the inflow region, 
the splitter plate and small section of the outer flow, and a section of the diffuser directly downstream of the normal 
shock position. This was chosen to image the boundary layer upstream of the normal shock, the normal shock itself, 
and the resulting post-SBLI flow field immediately downstream of the normal shock and within the upstream 
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portion of the diffuser. Note that the apparent change in slope of the diffuser floor at the lower edge of the field of 
view is caused by blockage from the lower edge of the tunnel side-wall window. The diffuser slope remains 
unchanged until outside of the field of view. In Fig. 5.3a, the incoming boundary layer and lambda shock foot of the 
normal shock are clearly visible. A series of small secondary shocklets are present downstream of the lambda shock 
foot and a thick boundary layer develops within the diffuser. The few weak oblique waves visible in the freestream 
are caused by joints between tunnel surfaces.  
It should also be noted that although it produces uniformly subsonic flow immediately behind it except for the 
supersonic bubble in the lambda region, the terminating normal shock is technically a strong oblique shock (a 
special solution where flow downstream of an oblique shock is subsonic) because flow downstream of it is not 
exactly parallel to the incoming flow. This is especially true due to flow turning in the near-wall region with flow 
separation within the diffuser and near the splitter with spillage into the top channel.  
Instantaneous Schlieren of representative ramped-vane and split-ramp cases, specifically the 4 mm ramped-vanes 
at the 25δo position and 3 mm split-ramps at the 35 position, is given in Fig. 5.3b-c. The best performing ramped-
vane and split-ramp cases, based on shock stability effects discussed in the following section, were selected for this 
comparison. In both of the controlled cases, the presence of flow control devices is evidenced upstream of the shock 
by the device wake visible above the boundary layer. This wake appears more diffuse than the boundary layer itself 
due to the three-dimensionality of vortex pairs and wakes downstream of the flow control devices and the spanwise-
averaging effect of the Schlieren method. In both controlled cases, the shear layer also appears to be closer to the 
tunnel floor. The lambda shock foot seen for the split-ramp case (Fig. 5.3c) appears similar in size and geometry to 
the baseline. That seen for the ramped-vane case (Fig. 5.3b) is slightly larger. The apparent double lambda is caused 
by spanwise variation across the tunnel, which is most pronounced for this large VG case. Oblique shocks formed 
by the devices are seen upstream of the normal shock in the case of ramped-vanes, but not split-ramps, due to the far 
upstream placement location of the latter in the case shown. The effects of VGs on normal shock oscillations are 
discussed in the following section. 
 
5.4.2 Shock Wave Dynamics 
Frame-by-frame processing of the 2,000 frame-per-second Schlieren video using a MATLAB™ script allowed 
the fluctuating shock position to be tracked over the course of a tunnel run (a sample size of 1024 frames per video). 
Histograms of shock position obtained through this processing method are shown in Fig. 5.4 for three selected cases: 
the baseline flow field and the best performing, in terms of shock position standard deviation, ramped-vanes (4 mm 
at 25δo) and split-ramps (3 mm at 35δo). A more compact histogram of shock position corresponds to a reduced 
standard deviation and reduced shock position fluctuations in the streamwise direction. Such a reduction was 
observed in the presence of the VG arrays as compared to the baseline flow. A summary of shock position standard 
deviation for all cases is given in Table 5.1. The trend for ramped-vanes is not consistent for all device heights. The 
shock is most stable for the 15δo and 35δo positions and least stable for the 25δo position with 2 mm and 3 mm 
devices, whereas the opposite trend is true for the 4 mm devices. The best shock stability (lowest standard deviation) 
is obtained with the 4 mm ramped-vanes located 25δo upstream of the normal shock while both 15δo and 35δo 
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placement of the same devices yields shock oscillation greater than the baseline. Split-ramp results feature a more 
consistent trend for all device heights. Shock fluctuations larger than the baseline are seen with the 15δo and 25δo 
positions but are reduced with VG placement at the 35δo position. This indicates that split-ramps may have the best 
impact on shock stability when placed relatively far upstream of the normal shock. The reduction in shock 
fluctuations indicates that, at least in some cases, the presence of VGs has a favorable impact on the shock 
wave/boundary layer unsteadiness. 
Power spectral densities (PSD) of shock oscillation were also computed from the streamwise position data. 
These are shown for the baseline and a selection of VG cases in Fig. 5.5, where the frequency range was chosen to 
show all relevant peaks. The baseline case shows the greatest magnitude and a strong peak at 76 Hz. The VG cases 
all have reduced magnitude and are generally more distributed, with all but one lacking a clear primary frequency. 
The significant frequencies of all cases are below about 200 Hz. These finding are consistent with VG arrays having 
a stabilizing effect on the shock unsteadiness. The analysis proposed by Dussauge et al.59 allows for additional flow 
field physics to be extracted. In particular, the extent of streamwise shock movement (Δxsh, as depicted in the inset 
of Fig. 5.6a) is normalized by the length of the streamwise separation region for the baseline case (Lsep). This ratio is 
plotted against Mach number in Fig. 5.6a for several previous studies (which include an incident shock wave59, a 
compression ramp64-69, a blunt fin67, 70, and an over-expanded nozzle71-72) as well as the present inlet analogue 
configuration. It can be seen that the present baseline flow field has good shock stability in comparison (the lowest 
value of Δxsh/Lsep) demonstrating that it is a reasonable description of an external compression inlet configuration.  
Dussauge et al. noted that instabilities in shock interaction flows are more likely to arise from flow separation 
within the diffuser but may also arise from an acoustic interaction between the normal shock and second throat of 
the tunnel. Due to the significant three-dimensionality of the diffuser flow field with VGs present, the following 
analysis was only performed for the most nearly two-dimensional separation of the baseline case. The relevant 
streamwise separation length is indicated in Fig. 5.7a. Based on the expected Strouhal number for the separation and 
acoustic mechanisms, 0.035 and 1, respectively, as reported by Dussauge et al.59 (plotted for the former case in Fig. 
5.6b), the corresponding frequencies can be computed as follows 
 
       sep sep sepsep sep
f L f (0.178 m)
St 0.035 = = f = 79.6 Hz
u 405 m/s∞
≈ ⇒                (5.1) 
    ac ac ac ac
L L 0.522 m 0.522 m
St 1= f = f f = 137.2 Hz
u a u a 242 324 m / s 242 324 m / s
≈ + + ⇒+ − + −
⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠   (5.2) 
 
indicating a frequency of 79.6 Hz for instability driven by flow separation and 137.2 Hz for the acoustic interaction.   
Since the former frequency corresponds closely with the measured spectrum peak of 76 Hz for the baseline as 
shown in Fig. 5.5a and the latter frequency does not, this result is consistent with the suggestion by Dussauge et al. 
that the flow separation mechanism is the primary driver of shock instability for this flow field. However, this 
finding is most valid for the baseline case and it is not expected to hold with the inclusion of VGs and the resulting 
attached centerline flow and significant corner interactions. Indeed, it is likely the unsteadiness of the corner vortices 
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themselves that drives shock unsteadiness when flow control is included. Nonetheless, the following section will 
show that the VG arrays reduce flow separation downstream of the shock and can, in some cases, also improve 
shock stability. 
 
5.4.3 Oil Flow Visualization 
The overall effect of the vortex generators on the near-wall flow field can be investigated with surface flow 
visualization. Photographs of oil flows are shown in Figs. 5.7-5.9 for the ramped-vane cases and in Figs. 5.10-5.11 
for the split-ramp cases. The streak patterns provide insight into near-wall flow direction, shear stress, and 
separation/re-attachment regions. For ease of comparison, each figure is arranged to show the no-control baseline 
followed by all three streamwise locations, in order of increasing distance upstream of the normal shock, of a given 
device type and height with all cases vertically aligned to indicate consistent streamwise locations. The baseline 
flow (Fig. 5.7a) exhibits a lack of spanwise symmetry with one corner vortex larger than the other. Downstream of 
the corner vortices the flow separates (marked by “S”) and is nearly spanwise-symmetric. The flow reattaches 
downstream (marked by “R”) just after the diverging section ends. It has been found that this flow is extremely 
sensitive to very small asymmetries in the inflow or test geometry. This is magnified by the surface oil flow 
visualization. Schematics of primary flow features seen in the oil flow visualization for the baseline no-control case 
and the middle flow control position (25δo) for a selection of devices is shown in Fig. 5.12. Flow direction is 
indicated with solid arrowheads. The sense of rotation of the corner vortices is indicated with outline arrows and the 
extent of the corner vortex is indicated with an ellipse where applicable. In general, all of the flow control cases 
resulted in a strong centerline attached flow but the side-wall interactions produced significant spanwise velocity, 
therefore indicating strong three-dimensionality. 
Figure 5.7 shows the effects of 2 mm ramped-vanes. At all device placement locations, the centerline separation 
of the baseline flow field is eliminated but the resulting attached flow is constricted by the corner vortices. These 
corner vortices become larger and more elongated, but continue to dominate the flow away from the centerline as in 
the baseline case. There is no clear impact of device distance from the normal shock on the oil flow results. As the 
device size is increased to 3 mm as shown in Fig. 5.8 the corner interactions are again elongated but are now also 
more diffuse. Device distance plays an increased role as the flow field becomes symmetric for the 25δo and 35δo 
device locations but one corner effect continues to dominate for the 15δo location. Only at the 15δo location of Fig. 
5.8b do the corner vortices exhibit a clear center of circulation. This behavior may be indicative of a highly unsteady 
corner interaction which moves significantly in the streamwise direction and/or is pushed upwards along the side-
walls. The same trends are evident as the device size is increased to 4 mm as shown in Fig. 5.9. The flow field is 
again symmetric and the corner vortices have clear centers of circulation only when the devices are placed at the 
15δo location. 
The effect of 3 mm split-ramps is shown in Fig. 5.10. The centerline separation is initially eliminated as in the 
corresponding ramped-vane case but the pooling of oil near the centerline farther downstream indicates that 
centerline flow separation in the diffuser may simply be delayed. The corner effects are again large and diffuse but 
not fully symmetric. The corner flow separation regions are no longer circular eddies on the tunnel floor but are 
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somewhat open-ended within their downstream portion, indicating the return portion may be along the vertical side-
wall. An increase to 4 mm split-ramps, illustrated in Fig. 5.11, shows a slight improvement in flow field symmetry 
and more diffuse corner vortices with no clear center of circulation for the 25δo and 35δo device locations. Device 
distance from the shock has no clear effect on the flow field for either the 3 mm or 4 mm split-ramps. The impact 
both types of vortex generators have on the flow is attributable to the transfer of higher-momentum fluid from 
within the boundary layer into the near-wall region. This effect is visualized directly downstream of the VGs where 
higher near-wall shear is indicated by darker regions resulting from significant scouring of the oil flow mixture. 
 
5.4.4 Downstream Pressure Recovery 
Flow control characteristics of the vortex generators were investigated with measurements of pressure recovery 
downstream of the diffuser along a vertical traverse at the tunnel center-span. These measurements were used to 
create profiles of the ratio of local to freestream mean stagnation pressure, which can be important to characterize 
the downstream boundary layer of a supersonic inlet. Pressure measurements were obtained for the middle 
streamwise position (25δo upstream of the shoulder) for each device type tested and are displayed in Fig. 5.13. The 
trends are consistent with the oil flow results, with ramped-vanes yielding fuller boundary layer profiles and 
improved pressure recovery. Specifically, the 4 mm ramped-vanes yield the largest pressure recovery improvement 
in the range of 0-30 mm from the wall as compared to the baseline case. However, the 3 mm ramped-vane curve 
more consistently exceeds the baseline stagnation pressure profile throughout the boundary layer. The 2 mm devices 
show improvement but only for a small part of the profile and do not indicate an enhanced velocity near the wall 
(higher stagnation pressure recovery near the wall suggests higher near-wall Mach numbers and thus a higher and 
more favorable near-wall shear stress). These results are at least qualitatively consistent with the numerical results of 
Lee et al.21 and Chapter 2, which did not include viscous side-wall interactions. In particular, the smaller VGs 
produce weak vortex filaments which dissipate quickly while larger ones produce structures which tend to improve 
the near-wall shear stress but may have some deficits far from the wall. Since reduced shock wave unsteadiness and 
increased near-wall shear stress in the diffuser are often paramount for inlet performance, it is found herein that the 
4 mm (h/δo=75%) ramped-vane yields the best performance in both respects. This geometry and height is consistent 
with a recent simulation study by Lee et al.21 and the optimum VG size identified by McCormick33 for another SBLI 
flow. Split-ramps, though they do have local flow field effects and reduce spanwise separation within the diffuser, 
do not appreciably alter the pressure recovery. 
 
5.4.5 Boundary Layer Parameters 
Using isentropic flow relations, freestream stagnation properties, and the static and stagnation pressure 
measurements obtained from the flow field, the streamwise velocity at the Pitot rake location can be computed. 
Since the stagnation pressure profiles used in this analysis were measured only at the tunnel centerline, and because 
the flows are slightly asymmetrical, these results need to be considered with a degree of caution. Nevertheless, it is 
possible to draw conclusions regarding the relative performance of the various devices. The utility of computing the 
streamwise velocity profiles is in calculating the boundary layer displacement thickness, δ*, momentum thickness, 
θ, and the incompressible shape factor, Hi. Incompressible shape factor, which is the ratio of displacement thickness 
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and momentum thickness for a given boundary layer, is a measure of flow distortion in the normal direction. It is a 
good single indicator of flow control effectiveness since it is sensitive to changes in the boundary layer profile 
resulting from transfer of high-momentum fluid to the near-wall region as well as the resulting low-energy wake. 
Low values of incompressible shape factor indicate a healthy boundary layer able to withstand separation due to 
adverse pressure gradients while high values are indicative of impending separation. Values of δ*, θ, and Hi are 
presented within Fig. 5.13 for all the cases for which pressure measurements were made, i.e. all device types and 
heights but only at the 25δo location. Incompressible shape factors for the 2 mm ramped-vanes and both 3 mm and 4 
mm split-ramps are very close to the baseline value of 1.52, with deviation towards larger values indicating a 
marginally negative impact on the flow field. Values for 3 mm and 4 mm ramped-vanes, however, at 1.45 and 1.31, 
respectively, are significantly lower than the baseline and indicate an improvement in boundary layer health 
consistent with the trends seen in the normalized stagnation pressure profiles. Both the ratio and values of δ* and 
θ are decreased for these two cases, indicating a positive impact on the boundary layer along the tunnel centerline. 
5.5 Conclusions 
The proposed inlet-analogue configuration was found to capture the primary shock physics of an external 
compression inlet and yield much smaller shock wave oscillations than other previously studied shock-wave 
interaction flows. Shock stability was also found to scale primarily with streamwise flow separation (as opposed to 
acoustic length-scales). However, corner interaction effects were found to be quite strong in this flow field 
indicating that three-dimensionality can play an important part in such rectangular geometries. 
The flow control methods tested in this study yielded measurable improvements to several important aspects of 
the flow field, relative to the no-control baseline. While all VGs impacted separation area, not all were beneficial to 
the overall flow field. In terms of decreasing shock unsteadiness the best devices were 4 mm ramped-vanes and 3 
mm split-ramps, though their impact on the shock depends on the streamwise position. In general, ramped-vanes 
were found to perform better than split-ramps. When positioned at the middle streamwise location for which 
pressure measurements were taken, ramped-vanes were found to improve pressure recovery at the diffuser centerline 
in addition to reducing separation and decreasing shock unsteadiness. In terms of overall impact on the flow field, 
ramped-vanes with a height of 75% of δo (the incoming boundary layer thickness) and an upstream location of 25δo 
upstream of the nominal normal shock position, show the most promise in terms of shock stability and fuller 
boundary layer profiles. However, the effect of VGs on separation area and shock stability is highly coupled with 
side-wall interactions. The spanwise symmetry of the side-wall interactions is significantly improved with ramped-
vanes but less affected by the split-ramps. In the majority of cases, side-wall interactions become more diffuse and 
corner vortices sometimes lack a clear center of circulation. Since the effect of VGs is confined to the spanwise 
extent directly downstream of their location, the impact on the corner flows is expected to be an indirect one. The 
local benefit of attached centerline flow has the consequence of an increased adverse pressure gradient, which 
affects the corner vortices. In this tradeoff, the uncontrolled corner flows become more separated as a result of the 
reduced centerline separation and the overall flow field becomes more three-dimensional. 
 
 
 
 
 
89 
5.6 Figures and Tables 
 
 
 
 
 
 
 
a) 
 
 
 
 
 
 
b) 
 
 
Fig. 5.1: a) Flow configuration used to represent the shock/boundary layer interactions of external compression 
inlets28, and b) wind tunnel test configuration used in the experiment. 
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b)   
 
 
 
Fig. 5.2: a) Split-ramp (left) and ramped-vane (right) vortex generator geometries used in the study21, 22 and b) 
downstream view of ramped-vane type vortex generators as installed in the tunnel. 
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a)  
b)  
c)   
 
Fig. 5.3: Instantaneous Schlieren of a) baseline configuration, b) 4 mm ramped-vanes at the 25δo position, and c) 3 
mm split-ramps at the 35δo position. 
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a)  
 
b)  
 
c)  
 
 
Fig. 5.4: Histogram of shock position, given relative to the shoulder, obtained from 2,000 frame-per-second 
Schlieren video (1024 frame sample size) for a) baseline no-control case (standard deviation = 2.50 mm), b) 4 mm 
ramped-vanes 25δo upstream of the shock (standard deviation = 2.02 mm), and c) 3 mm split-ramps 35δo upstream 
of the shock (standard deviation = 2.32 mm). 
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a) b)  
c) d)  
e)  f)  
 
Fig. 5.5: Power spectral density PSD of streamwise shock oscillation for a) the baseline case, and for a selection of 
VG configurations which yielded decreased magnitude: b) 2 mm ramped-vanes at 15δo, c) 3 mm ramped-vanes at 
15δo, d) 4 mm ramped-vanes at 25δo, e) 3 mm split-ramps at 35δo, and f) 4 mm split-ramps at 35δo.  
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Fig. 5.6: a) Ratio of shock oscillation amplitude to interaction length and b) Strouhal number based on interaction 
length, both as function of Mach number for several characteristic flow fields and the present experiment. Adapted 
from Dussauge et al.59, data from59, 64-72. 
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Fig. 5.7: Oil flow visualization of baseline no-control case (a), and 2 mm ramped-vanes at 15δo (b), 25δo (c), and 
35δo (d) upstream of the shock location. The flow is from left to right, and the red dashed line indicates the 
beginning of the diffuser section. The S and R markers indicate flow separation and reattachment regions, 
respectively, for the baseline case. AF indicates a region of attached flow, CV indicates a corner vortex and its 
apparent center is located if applicable. 
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Fig. 5.8: Oil flow visualization of baseline no-control case (a), and 3 mm ramped-vanes at 15δo (b), 25δo (c), and 
35δo (d) upstream of the shock location. The flow is from left to right, and the red dashed line indicates the 
beginning of the diffuser section. The S and R markers indicate flow separation and reattachment regions, 
respectively, for the baseline case. AF indicates a region of attached flow, CV indicates a corner vortex and its 
apparent center is located if applicable. 
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Fig. 5.9: Oil flow visualization of baseline no-control case (a), and 4 mm ramped-vanes at 15δo (b), 25δo (c), and 
35δo (d) upstream of the shock location. The flow is from left to right, and the red dashed line indicates the 
beginning of the diffuser section. The S and R markers indicate flow separation and reattachment regions, 
respectively, for the baseline case. AF indicates a region of attached flow, CV indicates a corner vortex and its 
apparent center is located if applicable. 
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Fig. 5.10: Oil flow visualization of baseline no-control case (a), and 3 mm split-ramps at 15δo (b), 25δo (c), and 
35δo (d) upstream of the shock location. The flow is from left to right, and the red dashed line indicates the 
beginning of the diffuser section. The S and R markers indicate flow separation and reattachment regions, 
respectively, for the baseline case. AF indicates a region of attached flow, CV indicates a corner vortex and its 
apparent center is located if applicable. 
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Fig. 5.11: Oil flow visualization of baseline no-control case (a), and 4 mm split-ramps at 15δo (b), 25δo (c), and 
35δo (d) upstream of the shock location. The flow is from left to right, and the red dashed line indicates the 
beginning of the diffuser section. The S and R markers indicate flow separation and reattachment regions, 
respectively, for the baseline case. AF indicates a region of attached flow, CV indicates a corner vortex and its 
apparent center is located if applicable. 
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Fig. 5.12: Schematics of primary flow features seen in the oil flow visualization for the baseline no-control case (a), 
and the middle flow control position (25δo) for 2 mm ramped-vanes (b), 3 mm ramped-vanes (c), 4 mm ramped-
vanes (d), and 3 mm split-ramps (e). The flow is from left to right, and the red dashed line indicates the beginning of 
the diffuser section.  
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a)  
 
b)  
 
Fig. 5.13: Normalized stagnation pressure profiles measured ~100δo downstream of devices located 25δo upstream 
of the shock for a) ramped-vanes, and b) split-ramps. 
 
 
 
 VG h δ* [mm] θ [mm] Hi
NC - 8.18 5.38 1.52
RV 2 mm 7.98 5.07 1.57
RV 3 mm 6.72 4.62 1.45
RV 4 mm 6.07 4.62 1.31
VG h δ* [mm] θ [mm] Hi
NC - 8.18 5.38 1.52
SR 3 mm 8.38 5.37 1.56
SR 4 mm 8.63 5.63 1.53
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Table 5.1 Summary of standard deviation (in mm) from the mean shock position for all ramped-vane (RV) and 
split-ramp (SR) cases tested. The standard deviation for the no-control baseline case is 2.50. 
 
VG h 15δo 25δo 35δo
RV 2 mm 2.36 2.85 2.41
RV 3 mm 2.41 2.99 2.49
RV 4 mm 2.83 2.02 2.63
SR 3 mm 2.79 2.85 2.32
SR 4 mm 3.09 3.73 2.38  
 
 
 
 
 
 
103 
Chapter 6: Recommendations 
 
The investigations presented in Chapters 2 and 3 do not require further studies given the successful completion 
of large-scale low-boom inlet tests in the 8’x6’ supersonic wind tunnel at NASA GRC, and good agreement between 
pre-test predictions and test results. However, a significant portion of the extensive experimental data set available 
as a result of the tests has not been investigated numerically. There are several test cases which may be helpful to 
further assess RANS predictive capability and better understand the time-averaged details of the flowfield associated 
with this inlet. In particular, RANS can be used to simulate controlled and uncontrolled off-design mass flow ratio 
cases, cases with both upstream and downstream VGs (simulated simultaneously), and angle of attack effects could 
be investigated using a 180 degree grid. Comparisons could also be made for experimental data not yet analyzed, 
including surface pressure distributions. In addition, a more aggressive inlet (shorter diffuser) could be studied to 
determine whether upstream/supersonic VGs can be used to reduce flow separation and ensure high stagnation 
pressure recovery in more adverse pressure gradient conditions.  
However, there is particular interest in the unsteady phenomenon of this inlet. Additional analysis of the 
Schlieren videos and post-processing of the Kulite pressure tap data would provide a more complete picture of the 
inlet flow dynamics. Simulations with higher grid resolution should be considered since shock stability as well as 
P’RMS and TKE results indicate sensitivity to mesh size. Furthermore, the computational domain could be expanded 
in order to capture possible inlet acoustic modes, characterized by the distance between the inlet terminating shock 
and second throat at the mass flow plug. Since only a modest number of frames (160) have thus far been obtained 
from the DES, it may be useful to investigate a larger number of frames (e.g., thousands) sufficient to provide 
quantitative frequency spectra for comparison to experimental results. This may be most appropriate at lower mass 
flow ratios, which tend to exhibit increased shock movement. While all this could be done for the baseline case, the 
inclusion of the supersonic and/or subsonic VGs with the DES approach would be very helpful to the investigation 
of the dynamics associated with flow control.     
For the experiments presented in Chapter 5, additional work is recommended to investigate the unsteady and 
three-dimensional interactions between the VGs, the shock, and diffuser flow field. This may be accomplished by 
obtaining multi-component velocity fields throughout the diffuser to better understand turbulence characteristics and 
spanwise variations. In addition, unsteady static pressure distributions along the tunnel floor would be useful to 
understand the corner interactions, especially with regard to flow separation and side-wall interaction. Numerical 
simulations (RANS and DES) can be used to model these flows with and without the side-walls. Such a study would 
help isolate and identify the corner interaction mechanisms and to decouple them for conditions for which their 
presence is not important, e.g. for axisymmetric inlets.  In this way, lessons learned with VGs in this inexpensive 
tunnel facility can be more directly translated to flow control of the shock boundary/layer interactions associated 
with low-boom external compression inlets.  
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