We consider an asset whose risk-neutral dynamics are described by a general class of local-stochastic volatility models and derive a family of asymptotic expansions for European-style option prices and implied volatilities. Our implied volatility expansions are explicit; they do not require any special functions nor do they require numerical integration. To illustrate the accuracy and versatility of our method, we implement it under five different model dynamics: CEV local volatility, quadratic local volatility, Heston stochastic volatility, 3/2 stochastic volatility, and SABR local-stochastic volatility.
models with jumps. Gatheral et al. (2012) examines the small-time asymptotics of implied volatility for LV models using heat kernel methods.
There is no shortage of implied volatility results for SV models either. Fouque et al. (2012) (see also Fouque et al. (2011) ) derive an asymptotic expansion for general multiscale stochastic volatility models using combined singular and regular perturbation theory. Forde and Jacquier (2011) use the Freidlin-Wentzell theory of large deviations for SDEs to obtain the small-time behavior of implied volatility for general stochastic volatility models with zero correlation. Their work adds mathematical rigor to previous work by Lewis (2007) . Forde and Jacquier (2009) use large deviation techniques to obtain the small-time behavior of implied volatility in the Heston model (with correlation). They further refine these results in Forde et al. (2012) .
Concerning LSV models, perhaps the most well-known implied volatility result is due to Hagan et al. (2002) , who use WKB approximation methods to obtain implied volatility asymptotics in a LSV model with a CEV-like factor of local volatility and a GBM-like auxiliary factor of volatility (i.e., the SABR model).
Another important contribution is due to Berestycki et al. (2004) , who show that implied volatility in an LSV setting can be obtained by solving a quasi-linear parabolic partial differential equation. More recently, Henry-Labordère (2005) uses a heat kernel expansion on a Riemann manifold to derive first order asymptotics for implied volatility for any LSV model. As an example, he introduces the λ-SABR model, which is a LSV model with a mean reverting auxiliary factor of volatility, and obtains closed form asymptotic formulas for implied volatility in this setting. See also Henry-Labordère (2009) . Finally, we mention Watanabe (1987) and the recent work of Benhamou et al. (2010) and Bompis and Gobet (2012) who use Malliavin calculus techniques to derive closed-form approximations for implied volatility in an LSV setting. There are also some model-free results concerning the extreme-strike behavior of implied volatility. Most notably, we mention the work of Lee (2004) and Gao and Lee (2014) .
In this paper, we provide closed-form approximations for implied volatility for a very general class of LSV models. We show (through a series of numerical experiments) that our implied volatility approximation performs favorably when compared to other well-known implied volatility approximations (e.g., Hagan and Woodward (1999) for CEV, Forde et al. (2012) for Heston, and Hagan et al. (2002) for SABR).
Our method builds upon the asymptotic pricing formulas derived in Lorig et al. (2014) for scalar Lévy type processes.
The rest of this paper proceeds as follows: In Section 2, we introduce a general class of local-stochastic volatility models. We also derive a family of asymptotic expansions for European option prices and, under certain assumptions, provide rigorous error bounds for our pricing approximation. In Section 3 we translate our asymptotic price expansion into an asymptotic expansion of implied volatility. Finally, in Section 4 we test our implied volatility approximation on five well-known models: CEV local volatility, quadratic local volatility, Heston stochastic volatility, three-halves stochastic volatility and SABR local-stochastic volatility.
Asymptotic pricing for a general class of LSV models
For simplicity, we assume a frictionless market, no arbitrage, zero interest rates and no dividends. We take, as given, an equivalent martingale measure P, chosen by the market on a complete filtered probability space (Ω, F, {F t , t ≥ 0}, P). The filtration {F t , t ≥ 0} represents the history of the market. All stochastic processes defined below live on this probability space and all expectations are taken with respect to P. We consider a strictly positive asset S whose risk-neutral dynamics are given by S t = exp(X t ), dX t = − 1 2 σ 2 (t, X t , Y t )dt + σ(t, X t , Y t )dW t , X 0 = x ∈ R,
We assume that SDE (1) has a unique strong solution, that σ and β are strictly positive functions and that σ, β, ρ and f are smooth. Sufficient conditions for the existence of a unique strong solution can be found, for example, in Ikeda and Watanabe (1989) . We also assume that the coefficients are such that E S t < ∞ for all t ∈ [0, ∞). Note that the drift − 1 2 σ 2 of X is chosen so as to ensure that S = e X is a martingale.
Remark 1 (Multi-factor local-stochastic volatility models). The results of this paper can be extended in a straightforward fashion to include models with q factors of volatility:
S t = exp(X t ),
Though, for ease of presentation, in some of what follows we restrict our analysis to the case q = 1. Extensions to the multifactor case are straightforward.
Let V t be the time t value of a European derivative, expiring at time T > t with payoff ϕ(X T ). Using risk-neutral pricing, to value a European-style option we must compute functions of the form
It is well-known that, under mild assumptions, the function u satisfies the Kolmogorov Backward equation
where the operator A(t) is given explicitly by
and where the functions a, b and c are defined as a(t, x, y) := 1 2 σ 2 (t, x, y), b(t, x, y) := 1 2 β 2 (t, x, y), c(t, x, y) := ρ(t, x, y)σ(t, x, y)β(t, x, y).
Remark 2 (Deterministic interest rates). For deterministic interest rates r(t) one must compute expectations of the form
In this case a simple change of variables u(t, x(t, x), y) := e T t r(s) u(t, x, y),
reveals that the function u, as defined as in (5), satisfies (3).
Polynomial expansions of A(t)
We note that (4) is a special case of the more general d-dimensional second order differential operator
Equivalently, we can also write the operator A(t) in a more compact form, i.e.
where, using standard multiindex notation we have
In this section we introduce a family of expansion schemes for A, which we shall use to construct closed-form approximate solutions (one for each family) of Cauchy problem (3).
Definition 3. Let N ∈ N 0 , we say that A n (t) 0≤n≤N is an N th order polynomial expansion of A(t) if
where (i) for any t ∈ [0, T ] the functions a α,n (t, ·) are polynomials, and for any
(ii) for any t ∈ [0, T ] we have a α,0 (t, ·) = a α,0 (t), and the constant-in-space coefficients second order
Below, we present some examples of polynomial expansions of A(t).
Example 4 (Taylor polynomial expansion). Assume the coefficients a α (t, ·) ∈ C N (R d ). Then, for any fixed
, n ≤ N , we define a α,n as the n-th order term of the Taylor expansion of a α in the spatial variables aroundx. That is, we set
where as usual
Example 5. (Time-dependent Taylor polynomial expansion) Assume the coefficients a α (t, ·) ∈ C N (R d ). Then, for any fixedx : R + → R d , we define a α,n as the n-th order term of the Taylor expansion of a α in the spatial variables aroundx(·). That is, we set
Example 6 (Hermite polynomial expansion). Hermite expansions can be useful when the diffusion coefficients are not smooth. A remarkable example in financial mathematics is given by the Dupire's local volatility formula for models with jumps (see Friz et al. (2013) ). In some cases, e.g., the well-known Variance-Gamma model, the fundamental solution (i.e., the transition density of the underlying stochastic model) has singularities. In such cases, it is natural to approximate it in some L p norm rather than in the pointwise sense.
For the Hermite expansion centered atx, one sets
where the inner product ·, · Γ is an integral over R d with a Gaussian weighting centered atx and the
where H n is the n-th one-dimensional Hermite polynomial (properly normalized so that H α , H β Γ = δ α,β with δ α,β being the Kronecker's delta function).
Formal solution
In this Section, we introduce a heuristic procedure to construct an approximate solution of the backward Cauchy problem (3). Hereafter we will explicitly indicate t-dependence in all operators. On the other hand, we will generally hide x-dependence, except where it is needed for clarity.
Let us consider a polynomial expansion (A n (t)) n≥0 , and assume that the operator A(t) in (7) can be formally written as
Inserting expansion (10) for A(t) into Cauchy problem (3) we find
By Duhamel's principle, we have
where P 0 (t, T ) is the semigroup of operators generated by A 0 (t); we will explicitly define P 0 (t, T ) in (17).
Inserting expression (11) for u into the right-hand side of (11) and iterating we obtain
To obtain (13) from (12) we have used the fact that from (10) the operator B(t) is an infinite sum, and we have partitioned on the sum (i 1 + i 2 + · · · + i k ) of the subscripts of the (A i k (t)). In light of expansion (13) we set
where we have defined
2.3 Expression for u 0 By assumption, the functions a α,0 depend only on t. Therefore, the operator A 0 (t) is the generator of a diffusion with time-dependent parameters. It will be useful to write the operator A 0 (t) in the following form:
Here the d × d-matrix C(t) is positive definite, for any t ∈ [0, T ], and m is a d-dimensional vector. The action of the semigroup of operators P 0 (t 0 , T ) generated by A 0 (t) is well-known. For any measurable function ϕ that is at most exponentially growing we have
where Γ 0 (t, x; T, y) is the d-dimensional Gaussian density
with covariance matrix C(t, T ) and mean vector x + m(t, T ) given by:
Note that the function u 0 as it is defined in (17) is the unique non-rapidly increasing solution of the homogeneous backward Cauchy problem (∂ t + A 0 )u 0 = 0 with final data u 0 (T ) = ϕ.
Expression for u n
Remarkably, as the following Theorem shows, every u n (t) can be expressed as a differential operator L n (t, T ) acting on u 0 (t).
Theorem 7. The function u n defined in (15) is given explicitly by
where u 0 is given by (17) and
with I n,k as defined in (14),
with A i (t, x) as in (8), and
Proof. The proof consists showing that the operator
Assuming (22) holds, we can use the fact that P 0 (t k , t k+1 ) is a semigroup
and we can re-write (15) as
from which (18)-(19) follows directly. Thus, we only need to show that G i (t 0 , t k ) satisfies (22). Without loss of generality, we can investigate how the operator P 0 (t 0 , t k )A i (t k ) acts on the oscillating exponential:
We note that
dt a α,0 (t). (23) Next, we observe that the operator M i (t 0 , t k ), the i-th component of M(t 0 , t k ) in (21) can be written
Using (24) we observe that for any natural number n we have
More generally, noting the ∂ λi and ∂ λj commute, so do M i (t 0 , t k ) and M j (t 0 , t k ) when acting on e Φ0(t0,t k ,λ) e λ (x).
Thus, for any multi-index β we have
Finally, we compute
(by (8) and (20)) which concludes the proof.
Remark 8. The number of terms in L n (t, T ) grows faster than n!, which presents a computational challenge for large n. Nevertheless, we shall see in the numerical example provided in Section 4 that excellent approximations can be achieved with n = 3.
Remark 9. With A(t) given by (4) we write A i (t) as
and we have explicitly
Asymptotic error estimates
In this Section we provide pointwise short-time error estimates for our approximate solution of Cauchy problem (3). Throughout this section we shall assume that T > 0 and N ∈ N 0 are fixed and the coefficients of the operator A(t) in (6) satisfy the following assumption:
Assumption 10. There exists a positive constant M such that:
i) Uniform ellipticity:
ii) Regularity and boundedness: the coefficients a ij ,
with their partial derivatives of all orders bounded by M , uniformly with respect to t ∈ [0, T ].
Under Assumption 10 it is well-known that A(t) admits a fundamental solution Γ(t, x; T, y), which is the solution of the Cauchy problem (3) with ϕ = δ y . Equivalently, for any T ∈ 0, T and for any measurable function ϕ with at most exponential growth, the backward parabolic Cauchy problem (3) admits a classical solution u given by
Furthermore, by the Feynman-Kac representation theorem, the function Γ(t, x; T, y) is also the transition density of the stochastic process generated by A(t).
Consider now the polynomial expansion (A n (t)) 0≤n≤N discussed in Example 4 and define the N -th order approximations of Γ and u respectively as
where the functions u n = L n u 0 and Γ n = L n Γ 0 are as given in Theorem 7. The following theorem provides an asymptotic pointwise estimate as t → T − for the error introduced by replacing the exact transition density Γ with the N -th order approximationΓ N .
Theorem 11. Let Assumption 10 hold and let 0 < T ≤ T . Assume alsox = x in (9). Then, for any ε > 0 we have
where Γ M+ε (t, x; T, y) is the fundamental solution of the d-dimensional heat operator
and C is a positive constant that depends only on M, N, T , ε.
Combining Theorem 11 with (27) we obtain an asymptotic estimate for |u(t, x) −ū N (t, x)|, the pricing error.
Corollary 12. Under the assumptions of Theorem 11, for any 0 < T ≤ T , ε > 0 we have
The proof of Theorem 11 relies on the following Gaussian estimates (see Friedman (1964) , Chapter 1).
Lemma 13. Let A(t) be a differential operator satisfying Assumption 10 and let Γ = Γ(t, x; T, y) be the fundamental solution corresponding to A(t). Then, for any ε > 0 and β, γ ∈ N d 0 with |γ| ≤ N + 3, we have
where Γ M+ε is the fundamental solution of the heat operator (29) and C is a positive constant, which depends only on M, N, T , ε and |β|.
Proof of Theorem 11. From (Lorig et al., 2013, Theorem 3.8) , for any given T ≤ T , the functions (u n ) n∈N+ given by (18)- (19) can be equivalently defined as the unique non-rapidly increasing solutions of the following sequence of nested heat-type Cauchy problems:
The thesis then follows directly from (Lorig et al., 2013, Theorem 3.10) . For completeness, we provide here a sketch of the proof given in Lorig et al. (2013) . By (32) it is easy to prove that v :
Thus, by Duhamel's principle we obtain
Now, by (33) we have
where the last line follows by the hypothesis (ii) in Assumption 10 on the coefficients (a α ) |α|≤2 . Finally, by
The thesis now follows by repeatedly applying the Gaussian estimates (31) along with the semigroup property
Implied volatility asymptotics
In this Section, we derive an explicit implied volatility approximation from the asymptotic pricing expansion developed in the previous Section. To begin our analysis, we fix a multifactor LSV model for X = log S as in (2), a time t, a maturity date T > t, the initial values (X t , Y t ) = (x, y) ∈ R × R q and a call option payoff ϕ(X T ) = (e XT − e k ) + . Our goal is to find the implied volatility for this particular call option. To ease notation, we will suppress much of the dependence on (t, T, x, y, k). However, the reader should keep in mind that the implied volatility of the option under consideration does depend on (t, T, x, y, k), even if this is not explicitly indicated. Below, we provide definitions of the Black-Scholes price and implied volatility, which will be fundamental throughout this Section.
Definition 14. For a fixed (t, T, x, k), the Black-Scholes price u BS :
where N is the CDF of a standard normal random variable.
Remark 15. It follows from (17) that when ϕ(x) = (e x − e k ) + we have
where a 0 = C 1,1 as in (16), or according to the multi-index notation, a 0 = a (2,0,...,0),0 .
Definition 16. For fixed (t, x, k), the implied volatility corresponding to a call price u ∈ ((e x − e k ) + , e x ) is defined as the unique strictly positive real solution σ of the equation Theorem 17. Assume that for some positive σ 0 and some sequence (v n ) n≥1 of real numbers, the call price u admits an expansion of the form
Then the implied volatility σ :
where the sequence (σ n ) n≥1 is defined recursively by
with B n,h denoting the (n, h)-th partial Bell polynomial 1 .
Proof. We define u(ε) an analytic function of ε by
Note that σ(ε) :
) is the composition of two analytic functions; it is therefore an analytic function of ε and admits an expansion about ε = 0 of the form
which by (36) is convergent for any ε ∈ [0, 1]. By (38) we also have
We compute the n-th derivative of the composition of the two functions in (40) by applying the Bell polynomial version of the Faa di Bruno's formula, which can be found in Riordan (1946) and Johnson (2002) .
We have
Theorem 17 follows by inserting (39) into (41) and solving for σ n .
Remark 18. The price expansion given in Theorem 12 can be combined with Theorem 17 in the following manner. Fix some N ≥ 0. For every n ≤ N , let u n be given by (18) with u 0 given by (17) (see also Remark 15). Set v n = u n for 1 ≤ n ≤ N , v N +1 = u −ū N , and v n = 0 for every n ≥ N + 2. By the error estimate (30) applied toū 0 = u 0 = u BS , i.e.
for T − t suitably small, the assumptions of Theorem 17 (equation (36) in particular) are satisfied.
From Remarks 15 and 18 we therefore identify
(42)
which motivates the following definition.
Definition 19. Let N ∈ N 0 , we define our N -th order asymptotic implied volatility expansionσ N as
where σ n for n ≤ N is given by (42)-(43).
Note that expression (43) for σ n involves two sorts of terms:
. We will prove that these terms can be computed explicitly without any numerical integration or special functions.
The proof will rely on the following Lemma Lemma 20. Let m ≥ 0 and fix (t, T, k, σ 0 ). Then
where
2 is the n-th Hermite polynomial.
Proof. Using the Black-Scholes formula (34), a direct computation shows
with z = z(x) as above. Hence
where in the last equality we have used the definition of the mth Hermite polynomial, recalled above.
Proposition 21. Fix (t, T, k, σ 0 ) and let z and τ be as in Lemma 20. Then for any n ≥ 2 we have
where the coefficients (c n,n−2k ) are defined recursively by c n,n = 1, and c n,n−2q = (n − 2q + 1)c n−1,n−2q+1 + c n−1,n−2q−1 , q' ∈ {1, 2, · · · , ⌊n/2⌋}.
Proof. Define the operator J :
. We claim that the following identity holds for any n ∈ N
where c n,n = 1 and c n,n−2q = (n − 2q + 1)c n−1,n−2q+1 + c n−1,n−2q−1 for any integer q ∈ {1, 2, · · · , ⌊n/2⌋}.
The proof of (46) is a simple yet tedious recursion relation, which we omit for brevity. Now, we compute
where to obtain the last equality we have used (45).
Proposition 22. Fix (t, T, x, y). For every polynomial expansion of A(t) and for every n ∈ N, the ratio
is a finite sum of the form
where z and τ are as in Lemma 20. The coefficients χ Proof. From equation (26) and Remark 15 we observe that
where for an LSV model with q factors of volatility we have
Therefore, using Theorem 7 we have
It is clear that L n (t, T ) is a differential operator that takes derivatives with respect to x and y and has coefficients that depend on (t, T, x, y). Noting that ∂ m y u BS (σ 0 ) = 0 for all m ≥ 1, it is clear from (48) that
Equation ( From Propositions 21 and 22 it is apparent that, as long as the iterated time integrals in (49) can be computed explicitly (which is always the case when the coefficients in the polynomial expansion of A(t) are piece-wise linear in time), every term in (37) can be computed without the need for numerical integration or special functions.
Explicit expressions for each σ n in the sequence (σ n ) n≥1 can be computed by hand. However, since the number of terms grows quickly with n, it is helpful to use a computer algebra program such as Wolfram's Mathematica. In Appendix A, we provide explicit expressions for σ n for n ≤ 2 the coefficients of A(t) are expanded as a Taylor series, as in Example 4. On the authors' website, we also provide Mathematica notebooks which contains the expressions for σ n for n ≤ 4 for the LSV models described in Section 4.
Remark 23. When the risk-free rate of interest is a deterministic function of time r(t), the implied volatility results above hold with k → k − T t r(s)ds.
Implied volatility examples
In this Section we use the results of Section 3 to compute approximate model-induced implied volatilities (44) under five different model dynamics in which European option prices can be computed explicitly.
• Section 4.1: CEV local volatility model We note that all of the above models fail to satisfy the rigorous assumptions required in Theorem 11 to prove the error bounds (28). Nevertheless, we choose to test the accuracy of our implied volatility approximation on the models listed above for two reasons. First, the above models are among the most popular models used in finance. Second, we wish to show that our implied volatility asymptotics display a high degree of accuracy even outside the uniformly elliptic framework.
In four of the five examples that follow we use a Taylor series polynomial expansion of A(t) as in Example 4. In these four cases, approximate implied volatilities can be computed using the formulas given in Appendix A. For the Heston model, we use the time-dependent Taylor expansion of A(t) as in Example 5. In all cases, Mathematica notebooks containing the implied volatility formulas are available free of charge on the authors' website.
CEV local volatility model
In the Constant Elasticity of Variance (CEV) local volatility model of Cox (1975) , the dynamics of the underlying S are given by
The parameter β controls the relationship between volatility and price. When β < 1, volatility increases as S → 0 + . This feature, referred to as the leverage effect, is commonly observed in equity markets. When β < 1, one also observes a negative at-the-money skew in the model-induced implied volatility surface. Like the leverage effect, a negative at-the-money skew is commonly observed in equity options markets. The origin is attainable when β < 1. In order to prevent the process S from taking negative values, one typically specifies zero as an absorbing boundary. Hence, the state space of S is [0, ∞). In log notation X := log S, we have the following dynamics
The generator of X is given by
Thus, from (4) we identify
We fix a time to maturity t and log-strike k. Using the formulas from Appendix A as well as the Mathematica notebook provided on the authors' website, we compute explicitly
In the CEV setting the exact price of a call option is derived in Cox (1975) :
where Γ(a) and Γ(a, b) denote the complete and incomplete Gamma functions respectively. Thus, the implied volatility σ can be obtained numerically by solving (35). In Figure 1 we plot our third order implied volatility approximationσ 3 and the numerically obtained implied volatility σ. For comparison, we also plot the implied volatility expansion of Hagan and Woodward (1999) 
Quadratic local volatility model
In the Quadratic local volatility model, the dynamics of the underlying S are given by
Note that volatility increases as S → 0 + , which is consistent with the leverage effect and which results in a negative at-the-money skew in the model-induced implied volatility surface. The left-hand root e L of the polynomial (e R − s)(e L − s) is an unattainable boundary for S. The origin, however, is attainable. In order to prevent the process S from taking negative values,one typically specifies zero as an absorbing boundary.
Hence, the state space of S is [0, e L ). In log notation X := log S, we have the following dynamics
We fix a time to maturity t and log-strike k. Using the formulas from Appendix A, as well as the Mathematica notebook provided on the authors' website we compute explicitly 
The exact price of a call option is computed in Andersen (2011) Lemma 3.1. Assuming k < L we have:
Thus, the implied volatility σ can be obtained by solving (35) numerically. In Figure 2 we plot our third order implied volatility approximationσ 3 and the numerically determined implied volatility σ. Relative error of the approximation is given in Figure 2 .
Heston stochastic volatility model
Perhaps the most well-known stochastic volatility model is that of Heston (1993) . In the Heston model, the dynamics of the underlying S are given by
As pointed out in Andersen and Piterbarg (2007) , one must set ρ < 0 in order to prevent a moment explosion.
In order to improve the efficacy of our approximation it is convenient to perform the following change of variable (X t , V t ) := (log S, e κt Z t ). Changing from Z to V removes the geometric part of the drift (see also Bompis and Gobet (2012) ). By Ito's formula we obtain
The generator of (X, V ) is given by
Thus, using (4), we identify
We fix a time to maturity t, a log-strike k, and we consider the time-dependent Taylor series expansion of 1) ). Using the Mathematica notebook provided on the authors' website, we compute explicitly
The expression for σ 3 is too long to reasonably put in the text. However, the explicit form of σ 3 is provided in the Mathematica notebook on the authors' website.
The characteristic function of X t is computed explicitly in Heston (1993) η(t, x, y, λ) :
Thus, the price of a European call option can be computed using standard Fourier methods
Note, since the call option payoff ϕ(x) = (e 
3/2 stochastic volatility model
We consider now the 3/2 stochastic volatility model. The risk-neutral dynamics of the underlying S in this setting are given by
As in all stochastic volatility models, one typically sets ρ < 0 in order to capture the leverage effect. The 3/2 model is noteworthy in that it does not fall into the affine class of Duffie et al. (2000) , and yet it still allows for European option prices to be computed in semi-closed form (as a Fourier integral). Notice however that the characteristic function (given in (64) below) involves special functions such as the Gamma and the confluent hypergeometric functions. Therefore, Fourier pricing methods are not an efficient means of computed prices. The importance of the 3/2 model in the pricing of options on realized variance is well documented by Drimus (2012) . In particular, the 3/2 model allows for upward-sloping implied volatility of variance smiles while Heston's model leads to downward-sloping volatility of variance smiles, in disagreement with observed skews in variance markets.
In log notation (X, Y ) := (log S, log Z) we have the following dynamics
The generator of (X, Y ) is given by
We fix a time to maturity t and log-strike k. Using the formulas from Appendix A as well as the Mathematica notebook provided on the authors' website, we compute explicitly 
To the best of our knowledge, the above formula is the first explicit implied volatility expansion for the 3/2 model. The characteristic function of X t is given, for example, in Proposition 3.2 of Baldeaux and Badran (2012) . We have
where Γ is a Gamma function and M is a confluent hypergeometric function. Thus, the price of a European call option can be computed using standard Fourier methods
where ϕ(λ) is given in (60). Using (65) the implied volatility σ can be computed to solving (35) numerically.
In Figure 4 we plot our third order implied volatility approximationσ 3 and the numerically obtained implied volatility σ.
SABR local-stochastic volatility
The SABR model of Hagan et al. (2002) is a local-stochastic volatility model in which the risk-neutral dynamics of S are given by
Modeling Z as a geometric Brownian motion results in a true implied volatility smile (i.e., upward sloping implied volatility for high strikes); this is in contrast to the CEV model, for which the model-induced implied volatility is monotone decreasing (for β < 1). In log notation (X, Y ) := (log S, log Z) we have, we have the following dynamics:
Thus, in the zero-correlation setting, the implied volatility σ can be obtained by using the above formula and then by solving (35) numerically. In Figure 5 we plot our third order implied volatility approximation σ 3 and the numerically obtained implied volatility σ. For comparison, we also plot the implied volatility expansion of Hagan et al. (2002) 
Note that we use the "corrected" SABR formula, which appears in Obloj (2008) .
Conclusions and future work
In this paper we consider a general class of parametric local-stochastic volatility models. In this setting, we provide a family of approximations -one for each polynomial expansion of A(t) -for (i) European-style option prices and (ii) implied volatilities. The terms in our option price expansions are expressed as a differential operator acting on the Black-Scholes price. Thus, to compute approximate prices, one requires only a normal CDF. Our implied volatility expansions are explicit, requiring no special functions nor any numerical integration. Thus, approximate implied volatilities can be computed even faster than option prices.
We carry out extensive computations using the Taylor series expansion of A(t). In particular, we establish the rigorous error bounds of our pricing approximation. We also implement our implied volatility expansion under five separate model dynamics: CEV local volatility, Quadratic local volatility, Heston stochastic volatility, 3/2 stochastic volatility, and SABR local-stochastic volatility.
In each setting we demonstrate that our implied volatility expansion provides an excellent approximation of the true implied volatility over a large range of strikes and maturities.
Looking forward, we are currently working to extend our density, pricing and implied volatility approximations to Lévy-type local-stochastic volatility models. We are also examining how our approximation techniques can be applied to a variety of exotic options. Finally, we are investigating how different polynomial expansions of A(t) can be used advantageously in different settings.
Higher order terms are too long to reasonably include in this text. However, σ 3 and (for local volatility models) σ 4 can be computed easily using the Mathematica code provided free of charge on the authors' website.
http://explicitsolutions.wordpress.com (51) is plotted as a function of log-moneyness (k −x) for four different maturities t. The solid line corresponds to the implied volatility σ obtained by computing the exact price u using (53) and then by solving (35) numerically. The dashed line (which is nearly indistinguishable from the solid line) corresponds to our third order implied volatility approximationσ 3 , which we compute by summing the terms in (52). The dotted line corresponds to the implied volatility expansion σ HW of Hagan and Woodward (1999) , which is computed using (54). RIGHT: We plot the absolute value of the relative error |σ 3 − σ|/σ of our third order implied volatility approximation as a function of log-moneyness (k − x) and maturity t. The horizontal axis represents log-moneyness (k − x) and the vertical axis represents maturity t. Ranging from darkest to lightest, the regions above represent relative errors of < 0.3%, 0.3% to 0.6%, 0.6% to 0.9% and > 0.9%. We use the following parameters: β = 0.3, δ = 0.2, x = 0.0. (55) is plotted as a function of log-moneyness (k − x) for four different maturities t. The solid line corresponds to the implied volatility σ obtained by computing the exact price u using (57) and then by solving (35) numerically. The dashed line (which is nearly indistinguishable from the solid line) corresponds to our third order implied volatility approximationσ 3 , which we compute by summing the terms in (56). RIGHT: We plot the absolute value of the relative error |σ 3 − σ|/σ of our third order implied volatility approximation as a function of log-moneyness (k − x) and maturity t. The horizontal axis represents log-moneyness (k − x) and the vertical axis represents maturity t. Ranging from darkest to lightest, the regions above represent relative errors of < 1%, 1% to 2%, 2% to 3% and > 3%. We use the following parameters: L = 2.0, R = 15.0, δ = 0.02, x = 0.0. (58) is plotted as a function of log-moneyness (k − x) for four different maturities t. The solid line corresponds to the implied volatility σ, obtained by computing the exact price u using (60) and then by solving (35) numerically.
The dashed line corresponds to our third order implied volatility approximationσ 3 , which we compute by summing the terms in (59) (note:
σ 3 does not appear in the text). The dotted line (which only appears for the shortest two maturities) corresponds to the implied volatility expansion σ FJL of Forde et al. (2012) ; it is computed using (61). Note that the dotted line does not appear in the plots for the two largest maturities. RIGHT: We plot the absolute value of the relative error |σ 3 − σ|/σ of our third order implied volatility approximation as a function of log-moneyness (k − x) and maturity t. The horizontal axis represents log-moneyness (k − x) and the vertical axis represents maturity t.
Ranging from darkest to lightest, the regions above represent relative errors of < 1%, 1% to 2%, 2% to 3% and > 3%. We use the parameters given in Forde et al. (2012) : κ = 1.15, θ = 0.04, δ = 0.2, ρ = −0.40 x = 0.0, y = log θ. (62) is plotted as a function of log-moneyness (k − x) for four different maturities t. The solid line corresponds to the implied volatility σ, obtained by computing the exact price u using (65) and then by solving (35) numerically. The dashed line corresponds to our third order implied volatility approximationσ 3 , which we compute by summing the terms in (63). RIGHT: We plot the absolute value of the relative error |σ 3 − σ|/σ of our third order implied volatility approximation as a function of log-moneyness (k − x) and maturity t. The horizontal axis represents log-moneyness (k − x) and the vertical axis represents maturity t. Ranging from darkest to lightest, the regions above represent relative errors of < 1%, 1% to 2%, 2% to 3% and > 3%. We use the following parameters: κ = 0.25, θ = 0.1, δ = 0.8, ρ = −0.85 x = 0.0, y = log θ. (66) is plotted as a function of log-moneyness (k − x) for four different maturities t. The solid line corresponds to the implied volatility σ, obtained by computing the exact price u using (68) and then by solving (35) numerically. The dashed line corresponds to our third order implied volatility approximationσ 3 , which we compute using (67). The dotted line corresponds to the implied volatility expansion σ HKLW of Hagan et al. (2002) , which is computed using (69). For the two shortest maturities, both implied volatility expansionsσ 3 and σ HKLW provide an excellent approximation of the true implied volatility σ. However, for the two longest maturities, it is clear that our third order expansionσ 3 provides a better approximation to the true implied volatility σ than does the implied volatility expansion σ HKLW of Hagan et al. (2002) . RIGHT: We plot the absolute value of the relative error |σ 3 − σ|/σ of our third order implied volatility approximation as a function of log-moneyness (k − x) and maturity t. The horizontal axis represents log-moneyness (k − x) and the vertical axis represents maturity t. Ranging from darkest to lightest, the regions above represent relative errors of < 1%, 1% to 2%, 2% to 3% and > 3%. We use the following parameters: β = 0.4, δ = 0.25, ρ = 0.0, x = 0.0, y = −1.3.
