In vitro evaluation of accuracy and precision of automated robotic tooth preparation system for porcelain laminate veneers.
Controlling tooth reduction for porcelain laminate veneers (PLVs) in fractions of millimeters is challenging. The purpose of this study was to assess an automated robotic tooth preparation system for PLVs for accuracy and precision compared with conventional freehand tooth preparation. Twenty maxillary central incisor tooth models were divided into 2 groups. Ten were assigned to a veneer preparation with a robotic arm according to preoperative preparation design-specific guidelines (experimental group). Ten were assigned to conventional tooth preparation by a clinician (control group). Initially, all tooth models were scanned with a 3- dimensional (3D) laser scanner, and a tooth preparation for PLVs was designed on a 3D image. Each tooth model was attached to a typodont. For the experimental group, an electric high-speed handpiece with a 0.9-mm-diameter round diamond rotary cutting instrument was mounted on the robotic arm. The teeth were prepared automatically according to the designed image. For the control group, several diamond rotary cutting instruments were used to prepare the tooth models according to preoperative preparation design guidelines. All prepared tooth models were scanned. The preoperative preparation design image and scanned postoperative preparation images were superimposed. The dimensional difference between those 2 images was measured on the facial aspect, finish line, and incisal edge. Differences between the experimental and the control groups from the 3D design image were computed. Accuracy and precision were compared for all sites and separately for each tooth surface (facial, finish line, incisal). Statistical analyses were conducted with a permutation test for accuracy and with a modified robust Brown-Forsythe Levene-type test for precision (α=.05). For accuracy for all sites, the mean absolute deviation was 0.112 mm in the control group and 0.133 mm in the experimental group. No significant difference was found between the 2 (P=.15). For precision of all sites, the standard deviation was 0.141 mm in the control group and 0.185 mm in the experimental group. The standard deviation in the control group was significantly lower (P=.030). In terms of accuracy for the finish line, the control group was significantly less accurate (P=.038). For precision, the standard deviation in the control group was significantly higher at the finish line (P=.034). For the data from all sites, the experimental procedure was able to prepare the tooth model as accurately as the control, and the control procedure was able to prepare the tooth model with better precision. The experimental group showed better accuracy and precision at the finish line.