We present an algorithmic framework for computing anti-chains of maximum size in geometric posets. Specifically, posets in which the entities are geometric objects, where comparability of two entities is implicitly defined but can be efficiently tested. Computing the largest anti-chain in a poset can be done in polynomial time via maximum-matching in a bipartite graph, and this leads to several efficient algorithms for the following problems, each running in (roughly) O(n 3/2 ) time: (A) Computing the largest Pareto-optimal subset of a set of n points in R d .
Introduction
Partial orderings. Let (V, ≺) be a partially ordered set (or a poset), where V is a set of entities. An anti-chain is a subset of elements D ⊆ V such that all pairs of elements in D are incomparable in (V, ≺). A chain is a subset C ⊆ V such that all pairs of elements in C are comparable. A chain cover C is a collection of chains whose union covers V . Observe that any anti-chain can contain at most one element from any given chain. As such, if C is the smallest collection of chains covering V , then for any anti-chain D, |D| ≤ |C|. Dilworth's Theorem [Dil50] states that the minimum number of chains whose union covers V is equal to the anti-chain of maximum size. Implicit posets arising from geometric problems. We are interested in implicitly defined posets, where the elements of the poset are geometric objects. In particular, if one can compute the largest anti-chain in these implicit posets, we obtain algorithms solving natural geometric problems. To this end, we describe a framework for computing anti-chains in an implicitly defined poset (V, ≺), under the following two assumptions: (i) comparability of two elements in the poset can be efficiently tested, and (ii) given an element v ∈ V , one can quickly find an element u ∈ V with v ≺ u.
As an example, let P be a set of n points in the plane. Form the partial ordering (P, ≺), where q ≺ p if p dominates q. One can efficiently test comparability of two points, and given q, can determine if it is dominated by a point p by reducing the problem to an orthogonal range query. Observe that an antichain in (P, ≺) corresponds to a collection of points in which no point dominates another. The largest such subset can be computed efficiently by finding the largest anti-chain in (P, ≺), see Lemma 3.2.
Previous work. Posets have been previously utilized and studied in computational geometry [SK98, FW98, MW92] . For the poset (P, ≺) described above, Felsner and Wernisch [FW98] study the problem of computing the largest subset of points which can be covered by k-antichains.
Our results. We describe a general framework for computing anti-chains in posets defined implicitly, see Theorem 2.2. As a consequence, we have the following applications:
(A) Largest Pareto-optimal subset. Let P ⊆ R d be a set of n points. A point p ∈ R d dominates a point q ∈ R d if p ≥ q coordinate wise. Compute the largest subset of points S ⊆ P , so that no point in S dominates any other point in S. In two dimensions this corresponds to computing the longest downward "staircase", which can be done in O(n log n) time (our algorithm is not interesting in this case). However, for three and higher dimensions, it corresponds to a surface of points that form the largest Pareto-optimal subset of the given point set. (B) Largest loose subset. Let D be a set of n regions in R d . A subset S ⊆ D is loose if for every pair d 1 , d 2 ∈ S, d 1 ⊆ d 2 and d 2 ⊆ d 1 . This is a weaker concept than independence, which requires that no pair of objects intersect. Surprisingly, computing the largest loose set can be done in polynomial time, as it reduces to finding the largest anti-chain in a poset. Compare this to the independent set problem, which is NP-Hard for all natural shapes in the plane (triangles, rectangles, disks, etc). (C) Largest subset of non-crossing rectangles. Let R be a set of n axis-aligned rectangles in the plane.
Compute the largest subset of rectangles S ⊆ R, such that every pair of rectangles in S intersect at most twice. Equivalently, S is non-crossing , or S forms a collection of pseudo-disks. Our results are summarized in 
Framework

Computing anti-chains
The following is a constructive proof of Dilworth's Theorem from the max-flow min-cut Theorem, and is of course well known [Sch03] . We provide a proof for the sake of completeness.
Lemma 2.1. Let (V, ≺) be a poset. Assume that comparability of two elements can be checked in O(1) time. Then a maximum size anti-chain in (V, ≺) can be computed in O(n 2.5 ) time. 
We claim D is an anti-chain of maximum size. Conceptually, suppose that G is a directed network flow graph. Modify G by adding two new vertices s and t and add the directed edges (s, v − ) and (v + , t), each with capacity one for all v ∈ V . Finally, direct all edges from V − to V + with infinite capacity. By the max-flow min-cut Theorem, the maximum matching M , induces a minimum s-t cut, which is the cut (s + S, t + U \ S), where S is defined above. Indeed, s + S is the reachable set from s in the residual graph for G. To see why D is an anti-chain, suppose that there exist two comparable elements v, u ∈ D. This implies that v − , u − ∈ S and v + , u + / ∈ S. Assume without loss of generality that v ≺ u. This implies that (v − , u + ) is an edge of the network flow graph G with infinite capacity that is in the cut (s + S, V \ S + t). This contradicts the finiteness of the cut capacity.
We next prove that |D| is maximum.
is in the cut. Since the minimum cut has capacity |M |, there are at most |M | such vertices, which implies that |D| ≥ n − |M |.
On the other hand, a chain cover C for (V, ≺) can be constructed from M . Given (V, ≺), create a DAG H with vertex set V . We add the directed edge (u, v) to H when u ≺ v. 1 Now an edge (u − , v + ) in M corresponds to the edge (u, v) of H. As such, a matching corresponds to a collection of edges in H, where every vertex appears at most twice. Since H is a DAG, it follows that M corresponds to a collection of paths in H. The end vertex x of such path corresponds to a vertex x − ∈ V − that is unmatched (as otherwise, the path can be extended), and this is the only unmatched vertex on this path. There are at most n − |M | unmatched vertices in V − , which implies that |C| ≤ n − |M |. Hence, D is an anti-chain with |D| ≥ n − |M | ≥ |C|. Additionally, recall that for any anti-chain D , |D | ≤ |C|. These two inequalities imply that D is of maximum possible size.
Computing anti-chains on implicit posets
Here, we focus on computing anti-chains in posets, in which comparability of two elements are efficiently computable. Our main observation is that one can use range searching data structures to run the Hopcroft-Karp bipartite matching algorithm faster [HK73] . This observation goes back to the work of Efrat et al. [EIK01] . Then one can compute the maximum size anti-chain for (V, ≺) in O n 1.5 · T (n) time.
Proof: Create the vertex set U = V − ∪ V + of the bipartite graph G = (U, E) associated with (V, ≺). The neighborhood of a vertex in the bipartite graph can be found by constructing and querying the data structure D. Recall that in each iteration of the maximum matching algorithm of Hopcroft-Karp [HK73] , a BFS tree is computed in the residual network of G. Such a tree can be computed in O(nT (n)), as can be easily verified (the BFS algorithm is essentially described below). Furthermore, the algorithm terminates after O( √ n) iterations, which implies that one can compute the maximum matching in G in O(n 1.5 · T (n)) time. See Efrat et al. [EIK01] for details. Let M be the matching computed.
By Lemma 2.1, computing the maximum anti-chain reduces to computing the set of vertices which can be reached by alternating paths originating from unmatched vertices in V − . Call this set of vertices S, as in Lemma 2.1.
To compute S, we do a BFS in the residual network of G. To this end, build the data structure D(V + ). Start at an arbitrary unmatched vertex v ∈ V − , add it to S, and query D(V + ) to travel to a neighbor u ∈ V + along an unmatched edge. Add u to S and delete u from D(V + ). Travel back to a vertex x in V − using an edge of the matching M (if possible) and add x to S. This process is iterated until the alternating path has been exhausted. Then, restart the search from v (if v has any remaining unmatched neighbors) or another unmatched vertex of V − . Observe that each vertex in V + is inserted and deleted at most once from the data structure D. Furthermore, each query to D can be charged to a vertex deletion. Hence, S can be computed in O(n · T (n)) time.
Given S, in O(n) time we can compute a maximum anti-chain
Applications
3.1. Largest Pareto-optimal subset of points Lemma 3.2. Let P ⊂ R d be a set of n points. A Pareto-optimal subset of P of maximum size can be computed in O(n 1.5 (log n/ log log n) d−1 ) time.
Proof: Form the implicit poset (P, ≺) where q ≺ p ⇐⇒ p dominates q. Hence, two elements are incomparable when neither is dominated by the other. As such, computing the largest Pareto-optimal subset is reduced to finding the maximum anti-chain in (P, ≺).
To apply Theorem 2.2, one needs to exhibit a data structure D with the desired properties. For a given query q, finding a point p ∈ P with q ≺ p corresponds to finding a point p which dominates q. Equivalently, such a point in P exists if and only if it lies in the range [q 1 , ∞) × . . . × [q d , ∞) . This is a d-sided orthogonal range query. Chan and Tsakalidis dynamic data structure for orthogonal range searching [CT17] suffices-their data structure can handle deletions and queries in T (n) = O((log n/ log log n) d−1 ) amortized time, and can be constructed in O(n · T (n)) time. Then one can compute the largest loose subset of D in O n 1.5 · Q(n) time.
Largest loose subset of regions
Proof: The proof follows by considering the poset (D, ≺) described in Lemma 3.4 and applying Theorem 2.2 using the data structure D.
Largest loose subset of disks
We show how to compute the largest loose subset when the regions are disks in the plane. To apply Lemma 3.5, we need to exhibit the required dynamic data structure D.
Lemma 3.6. Let D be a set of n disks in the plane. There is a dynamic data structure D, which given a query disk q, can return a disk d ∈ D such that d ⊆ q (or report that so such disk exists) in O(log 2 n) deterministic time. Insertion and deletion of disks cost O(log 10+ε n) amortized expected time, for all ε > 0.
Proof: Associate each disk d ∈ D, which has center c d and radius r d , with a weighted distance function δ d : R 2 → R, where δ d (p) = c d − p + r d . Observe that a disk d is contained inside the interior of a disk q if and only if δ d (c q ) ≤ r q . For a query disk q, our goal will be to compute arg min d∈D δ d (c q ). After finding such a disk d , return that d ⊆ q if and only if δ d (c q ) ≤ r q .
Hence, the problem is reduced to dynamically maintaining the function F (p) = min d∈D δ d (p), for all p ∈ R 2 , under insertions and deletions of disks. Equivalently, F is also the lower envelope of the xymonotone surfaces defined by {δ d | d ∈ D} in R 3 . This problem was studied by Kaplan et al. [KMR + 17]: They prove that if F is defined by a collection of additively weighted Euclidean distance functions, then F can be computed for a given query p in O(log 2 n) time. Furthermore, updates can be handled in O 2 O(α(log n) 2 ) log 10 n time, where α(n) is the inverse Ackermann function.
Corollary 3.7. Let D be a set of n disks in the plane. The largest loose subset of disks can be computed in O(n 1.5 log 10+ε n) expected time, for all ε > 0.
Proof: Follows from Lemma 3.5 in conjunction with the data structure described in Lemma 3.6. Observe two rectangles R and R are incomparable if and only if the boundaries of R and R intersect at most twice. In particular, the largest subset of non-crossing rectangles corresponds to the largest anti-chain in (R, ≺).
Largest subset of non-crossing rectangles
To apply Theorem 2.2, we need a dynamic data structure which, given a rectangle R ∈ R, returns any rectangle in R ∈ R where R ≺ R . Equivalently, we want to return a rectangle R ∈ R such that 
Largest subset of isolated points
Let L be a set of n lines in the plane. We assume that no line in L is vertical and L may not necessarily be in general position. Let P be a set of n points lying on the lines of L.
Definition 3.10. Given a set of lines L and points P lying on L, a p ∈ P can reach a point q ∈ P if it possible for p to reach q by traveling from left to right along lines in L. The set P is isolated if no point in P can reach another point in P .
