Finite-fault earthquake source inversion is an ill-posed inverse problem leading to non-unique solutions. In addition, various fault parametrizations and input data may have been used by different researchers for the same earthquake. Such variability leads to large intra-event variability in the inferred rupture models. One way to understand this problem is to develop robust metrics to quantify model variability. We propose a Multi Dimensional Scaling (MDS) approach to compare rupture models quantitatively. We consider normalized squared and grey-scale metrics that reflect the variability in the location, intensity and geometry of the source parameters. We test the approach on two-dimensional random fields generated using a von Kármán autocorrelation function and varying its spectral parameters. The spread of points in the MDS solution indicates different levels of model variability. We observe that the normalized squared metric is insensitive to variability of spectral parameters, whereas the grey-scale metric is sensitive to small-scale changes in geometry. From this benchmark, we formulate a similarity scale to rank the rupture models. As case studies, we examine inverted models from the Source Inversion Validation (SIV) exercise and published models of the 2011 Mw 9.0 Tohoku earthquake, allowing us to test our approach for a case with a known reference model and one with an unknown true solution. The normalized squared and greyscale metrics are respectively sensitive to the overall intensity and the extension of the three classes of slip (very large, large, and low). Additionally, we observe that a three-dimensional MDS configuration is preferable for models with large variability. We also find that the models for the Tohoku earthquake derived from tsunami data and their corresponding predictions cluster with a systematic deviation from other models. We demonstrate the stability of the MDS point-cloud using a number of realizations and jackknife tests, for both the random field and the case studies.
S U M M A R Y
Finite-fault earthquake source inversion is an ill-posed inverse problem leading to non-unique solutions. In addition, various fault parametrizations and input data may have been used by different researchers for the same earthquake. Such variability leads to large intra-event variability in the inferred rupture models. One way to understand this problem is to develop robust metrics to quantify model variability. We propose a Multi Dimensional Scaling (MDS) approach to compare rupture models quantitatively. We consider normalized squared and grey-scale metrics that reflect the variability in the location, intensity and geometry of the source parameters. We test the approach on two-dimensional random fields generated using a von Kármán autocorrelation function and varying its spectral parameters. The spread of points in the MDS solution indicates different levels of model variability. We observe that the normalized squared metric is insensitive to variability of spectral parameters, whereas the grey-scale metric is sensitive to small-scale changes in geometry. From this benchmark, we formulate a similarity scale to rank the rupture models. As case studies, we examine inverted models from the Source Inversion Validation (SIV) exercise and published models of the 2011 Mw 9.0 Tohoku earthquake, allowing us to test our approach for a case with a known reference model and one with an unknown true solution. The normalized squared and greyscale metrics are respectively sensitive to the overall intensity and the extension of the three classes of slip (very large, large, and low). Additionally, we observe that a three-dimensional MDS configuration is preferable for models with large variability. We also find that the models for the Tohoku earthquake derived from tsunami data and their corresponding predictions cluster with a systematic deviation from other models. We demonstrate the stability of the MDS point-cloud using a number of realizations and jackknife tests, for both the random field and the case studies.
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I N T RO D U C T I O N
Spatial and temporal analysis of rupture across a fault area is a useful tool for understanding the complexity of earthquake sources and the influence of such complexity on seismic and tsunami hazard assessment. Since the 1980s, finite-fault models have been developed to characterize the kinematics of the earthquake rupture process. These models are increasingly generated in an almost routine fashion and used in subsequent seismological research. For the purpose of earthquake early warning, Minson et al. (2014) even proposed real-time inversions for slip models of finite faults. Soon after an earthquake occurs, source studies are now able to provide corresponding rupture models based on different data sets (e.g. seismic waveform, GPS and/or InSAR data), alternative assumptions in the problem setup, and utilizing different inversion algorithms such as the multi-time window approach (e.g. Olson & Apsel 1982; Hartzell & Heaton 1983) or non-linear inversion with a predefined analytical source-time function (e.g. Cotton & Campillo 1995; Liu & Archuleta 2004; Tinti et al. 2005) . Resulting rupture models often differ widely, although they typically all fit the data well. Kinematic source models of the 2011 Mw 9.0 Tohoku earthquake are prime examples of this variability.
The 2011 Tohoku event occurred off the Pacific coast of northeastern Honshu, Japan. Data from such well-recorded earthquake have been used in numerous source studies to capture the rupture process. These studies were based on various data sets including seismic data (e.g. Hayes 2011; Lay et al. 2011; Shao et al. 2011) , geodetic data (e.g. Feng & Jónsson 2012) , tsunami data (e.g. Fujii et al. 2011; Satake et al. 2013) , or a combination of different types of data sets (e.g. Simons et al. 2011; Yue & Lay 2013) . Most of the proposed rupture models suggest that the largest slip (over 50 m) was near the trench, although there are significant discrepancies regarding the spatial pattern of the rupture process. Such discrepancies eventually affect the evaluation of seismic and tsunami hazard (Goda et al. 2014) . Without a rigorous way to compare slip models quantitatively, it is therefore difficult to assess their common and stable features, as well as the limits of their resolution.
Statistical techniques have been applied to characterize and quantify the complexity of rupture models (e.g. Somerville et al. 1999; Mai & Beroza 2002; Lavallée et al. 2006 ). Significant efforts have also been expended on assessing the uncertainties in finite-fault source inversions. Beresnev (2003) discussed the levels of uncertainties in source inversion. To account for uncertainties, Piatanesi et al. (2007) , for instance, performed a statistical analysis of large sets of inferred source models, while others used Bayesian techniques (e.g. Monelli & Mai 2008; Minson et al. 2013; Razafindrakoto & Mai 2014) . In this context, the Source Inversion Validation (SIV; Mai et al. 2007; Page et al. 2011 ) project seeks to understand and quantify the variability in slip-model inversions. There have also been efforts to characterize the differences and similarities between rupture models. Shao & Ji (2012) , for instance, used residual analysis and spatial cross-correlation to quantify spatial heterogeneity. These standard methods, however, cannot classify and rank rupture models.
In this study, we adopt an embedding method based on multidimensional scaling (MDS) to compare rupture models quantitatively. This approach embeds the dissimilarities between all pairs of slip models in low-dimensional Euclidean space. Although the MDS technique has been widely applied in the medical, biological, and social sciences, very few studies have utilized this approach in earthquake seismology. Of these few, Dzwinel et al. (2005) used MDS to investigate earthquake patterns, whereas Yuen et al. (2009) used it in earthquake forecasting. This paper develops a set of benchmarks and metrics that can help to assess and rank rupture models quantitatively. In doing so, we evaluate how different data sets and techniques constrain a rupture model. Our analysis is done in two steps. First, we test the performance of MDS on two-dimensional random fields generated using a von Kármán autocorrelation function, parametrized with different correlation lengths and/or Hurst parameters. In the second step, we conduct case studies on six inverted slip models from an SIV exercise and on 21 published slip models of the 2011 Mw 9.0 Tohoku earthquake. The SIV models were obtained using an identical data set and essentially identical source geometry but with different inversion techniques, and they can be compared with a known reference solution. On the other hand, the models for the Tohoku earthquake were obtained using different inversion techniques, source parametrizations, and data sets, and they include some variations in the assumed fault geometry as well. In this case, a known reference solution does not exist.
E M B E D D I N G M E T H O D
In this section, we present the embedding method based on MDS for comparing a set of 2D random fields. The essence of this technique is to reduce the spatial variability of random fields, and their corresponding differences, to points in a lower dimensional space. A key step of this technique is selecting appropriate metrics that are sensitive to various spatial properties of the random field.
Metrics
Dissimilarity can be loosely defined as a quantitative measure of how close two sets of variables (random fields, denoted A, B, C) are. A dissimilarity metric needs to fulfil three requirements, consisting of reflectivity (d(A, B) = 0 if and only if A = B), symmetry (d (A, B) = d(B, A) ), and triangle inequality C) ). In this study, we consider normalized squared and greyscale metrics owing to their sensitivity to the variability in features' locations, intensities, and shapes. These two metrics detect complementary information. The normalized squared metric captures the magnitude of differences between two objects through pointby-point differences regardless of the position or intensity. It is computationally efficient and therefore commonly used for comparing images. The grey-scale metric, on the other hand, is more complicated. It requires transformation of the image to different intensity levels. It is computed based on the distance from grid points to sets of features with various intensities, instead of point-to-point distances used in the normalized squared metric. Hence, the greyscale metric tends to detect differences in shape, as well as features with similar intensities. Despite its complexity compared with the normalized squared metric, the grey-scale metric has the advantage of gaining additional information on the spatial variability of 2D random fields. Wilson et al. (1997) presented particular examples for which these two metrics are able to identify specific features based on a 'letters' image. They found that the grey-scale metric is sensitive to differences such as removing the dot on the letter 'i', while the normalized squared metric is more sensitive to image translation.
For two random fields (or slip models) A and B, the normalized squared metric is defined as the square of the difference of the two random fields divided by the mean of their individual squared values. It is expressed as a percentage (Kragh & Christie 2002) :
where x denotes the grid-points on the rupture surface. This metric consists of point-by-point matching.
The grey-scale metric (Wilson et al. 1997) , on the other hand, is an extension of the binary Baddeley metric (Baddeley 1992) and is defined, for 1 ≤ p ≤ ∞, as
where G presents the number of chosen grey levels, g, N is the number of elements, (x, g) is a point in set S (rupture surface) × G (grey level), A and B respectively denote the subgraphs of random fields A and B, which give a set representation of the fields in different grey-scale levels, and [(x, g) , A ] is a distance function that represents the shortest distance between a point (x, g) ∈ S × G and the subgraph of A.
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In this study, we choose the intensity levels following Mai et al. (2005) who defined the slip heterogeneity based on a large set of finite-fault rupture models. They found that earthquake rupture tends to start close to a region they defined as a large-slip area (
U max , where U is the slip value and U max is the maximum slip). It then needs to encounter a very-large-slip area (U ≥ 2 3 U max ) within half of the rupture length to grow into a large earthquake. These characteristics of a rupture are found to be consistent with the energy balance in the dynamic rupture process. Hence, based on these findings, we consider three colour levels consisting of very-large-slip (U ≥ 2 3 U max ), large-slip (
U max ), and moderate to low-slip (U ≤ 1 3 U max ) areas. The metric d 1 is expressed as a percentage and its value is not limited within the range of 0 per cent (best similarity) to 100 per cent. The theoretical maximum is 200 per cent, in which one of the random fields contains only zeros. Hence, this metric can attain any value between 0 per cent and 200 per cent. However, d 2 is within the range of (0, ∞) with 0 indicating the best similarity. To scale the two metrics similarly, we convert d 2 into a percentage as follows:
Classical multidimensional scaling
In classical MDS, the purpose is to generate an m-dimensional configuration of n points in Euclidean space based on the (dis)similarity of objects under investigation (2D fields in our case). Accordingly, we can then visualize and examine point configurations in a lowerdimensional representation that best preserves the distances (dissimilarities). The general procedure is as follows (Borg & Groenen 2005) :
(i) Start with a matrix of metric distances, D, with elements d ij containing pairwise-computed dissimilarity values between all random fields (see eqs 1 and 3).
(ii) Construct a matrix, B, from double centring matrix D, which consists of subtracting the row and column means of a matrix from its elements and adding the grand mean,
The double centring is particularly important to make sure that the matrix is symmetric. It can also be obtained as follows:
where
11 , I represents the identity matrix, and 1 is a vector with the value of unity in each of its cells.
(iii) Apply Singular Value Decomposition (SVD) to the symmetric matrix, B, by eigendecomposition of B into V V T , where V is a matrix containing the eigenvectors of B and is a diagonal matrix whose diagonal elements, [λ 1 , . . . , λ n ], represent the corresponding eigenvalues.
(iv) The coordinates of n points in m-dimensional Euclidean space are then given by y i j = V i j λ j 1 2 i = 1, . . . , n; j = 1, . . . , m.
The Y coordinates are constructed such that each column sums to zero (i.e. the origin of configuration Y coincides with the centroid). The construction is invariant under rotations and reflections. If a reference model exists or can be defined, this can be used to define the origin. In this case, the point coordinates become 
The dimension of the space of the derived coordinates (Y or Y s ) is chosen by selecting the first m eigenvalues. Then, the spatial patterns can be analyzed using the resulting point-clouds centred either at the centroid (mean model) or at any chosen reference model in m-dimensional space. The separation of points with respect to each other maps their percentage dissimilarity, because of the chosen normalization in eqs (1) and (3). The point-cloud therefore clusters similar random fields based on any chosen metrics. The eigenvalues typically help in determining the number of dimensions, m, that are necessary to represent the dissimilarity matrix accurately. The sum of eigenvalues, λ j , is the total variance in the dissimilarity matrix. Hence, individual eigenvalues expressed as a proportion of the sum of the eigenvalues yield the proportion of variance explained by each axis. The purpose is to select enough dimensions to appropriately capture the data. However, for practical reasons, m is typically restricted to m = 2 or m = 3. It would be possible to use m = 4 by making a 3D plot and colouring the points according to their percentage value. Hair et al. (2010) suggest a proportion of 60 per cent as the minimum acceptable level accounted for by the approximated representation. We note that the actual physical meaning of each dimension, m, in an MDS configuration needs to be assessed based on the physical field under consideration and the chosen dissimilarity metric.
C O M PA R I S O N O F 2 D R A N D O M F I E L D S
To test the performance of the MDS technique for comparing rupture models, we use 2D random fields generated using the von Kármán autocorrelation function (Goff & Jordan 1988) belonging to the Matérn family of correlation functions (Guttorp & Gneiting 2006) and defined as
in which G(r) is the covariance, r is the distance, H is the Hurst exponent, K H is the modified Bessel function of the second kind of order, H. The choice of this autocorrelation function is motivated by its flexibility, as it includes a range of autocorrelation functions (e.g. the exponential and Gaussian functions). Therefore, it is well suited for a variety of applications including the earthquake rupture process. It is also a commonly used class of autocorrelation functions in the spatial statistics community. In addition, by analyzing 44 published finite-source rupture models of 24 different earthquakes, Mai & Beroza (2002) found that the von Kármán autocorrelation function best describes the spatial characteristics of the rupture models. An autocorrelation function can be converted into its power spectral density in the wave number domain and vice versa through Fourier transforms. Then, the corresponding spectral representation can be written as
where k denotes the wavenumber and C is the correlation length for an isotropic random field. Seed values are used to control the phase spectrum of the randomized von Kármán autocorrelation function, and inverse Fourier transform is applied to obtain the random field distribution in the spatial domain. The seed value therefore determines the spatial locations of high-and low-slip values as well as the large-scale characteristics of the random field.
On the other hand, the small-scale details of the generated random fields are sensitive to the choice of H and C. Small values of H, for instance, generate highly heterogeneous 2D fields, while values of H close to unity result in smoother distributions. H is typically within the range 0 < H < 1, although in some examples we consider a value up to 1.5 for the purpose of extended sensitivity tests. The correlation length, C, on the other hand, scales with the source dimension. Fig. A1 presents random field realizations for various correlation lengths and Hurst parameters. We examine the MDS configuration and its sensitivity to different parametrizations for six random fields generated on a predefined plane, including: (a) variable H, (b) variable C (4 to 19 km in steps of 3 km), (c) variable H and C, and (d) variable H, C, and seed-number. The motivation of this test is to define and benchmark similarity scales using the normalized squared metric, d 1 and the grey-scale metric, d 2 (see eqs 1 and 3). We define four categories or levels of similarity between the 2D random fields: 'excellent', 'good', 'fair', and 'poor', adopting quantitative comparisons that are similar to those developed by Kristeková et al. (2009) for seismic signals. In Table 1 , we define the values of d 1 and d 2 for each category. 'Excellent', for instance, indicates that two random fields have a less than 5 per cent dissimilarity, while 'poor' corresponds to a greater than 40 per cent dissimilarity.
MDS configuration
Figs 1 and 2 show the MDS configuration using the normalized squared and grey-scale metrics, respectively. For the normalized squared metric, each 2D representation accounts for more than 90 per cent of the variations. Hence, the choice of dimension m = 2 is sufficient to capture the dissimilarity between random fields. The point-cloud follows a similar pattern when we vary only the Hurst parameter or correlation length. It aligns with the axis corresponding to the largest eigenvalues (Dimension 1) and is centred at the mean model (Model 7). Fig. 1 (a) presents the case for varying correlation length. Among the six random fields, Fields 1 and 6 are most dissimilar to each other, but yet with a dissimilarity (d 1 ) of about 3 per cent. These two random fields consist of the minimum (C = 4 km) and maximum (C = 19 km) spectral parameters, respectively. They also are most dissimilar with respect to the mean model, with d 1 of 1.5 per cent. However, Model 3 with correlation length C = 10 km is closest to the mean model. Fig. 1 (a) also shows that for larger correlation lengths, the variability between two random fields with neighbouring C-values decreases.
As we simultaneously change the two spectral parameters (correlation length and Hurst parameter), the six points no longer lie on a line. This can be understood from the fact that, by adding an additional source of variability, we increase the dimension of the dissimilarity representation. We also find that the points are located inside a circle centred at the mean model and with a radius of 5 per cent if identical seed values are used and areas of high (low) values of the field occur at the same spatial location (Figs 1a and b) . In this case, we find that the dissimilarity of each random field with respect to the mean model is less than 5 per cent. This value falls into the 'excellent' similarity level (see Table 1 ). However, in Fig. 1 (c), we no longer constrain the seed value. The slip patch for the six random fields can thus be anywhere on the rectangular plane. This results in a widely spread point distribution that occupies a larger circle of radius 20 per cent. We define this value of d 1 (see Table 1 ) as the limit between similarity level 'Good' (d 1 = 5 − 20 per cent) and 'Fair' (d 1 = 20 − 40 per cent). For the normalized squared metric, the MDS configuration is strongly influenced by the patch locations, while the spread of the points shows different similarity levels. Dispersed points correspond to random fields with low similarity, whereas grouped points represent models with high similarity.
For the grey-scale metric (Fig. 2) , the MDS configuration displays more distinct clusters, with larger variability along the two dimensions compared with the normalized squared metric. However, the overall point configurations are similar. Fig. 2(a) displays the MDS representation for random fields with different Hurst parameters or correlation lengths. In this case, the point configuration is characterized by a quadratic function (parabola). The axes of symmetry pass through the centroid, with the vertex at random field 3, which is closest to the mean model. The grey-scale metric is not a point-bypoint distance metric; therefore the central tendency of the models is not represented by the mean model. Instead, the model with the averaged position of the structure/feature in all intensity levels defines the central tendency. The figure also shows, as in the case of the normalized squared metric, that random fields 1 and 6 are the most dissimilar with respect to each other, with dissimilarity, d 2 , of about 50 per cent. Additionally, we find that random fields 4, 5, and 6 are very close to each other with less than 5 per cent dissimilarity for both the normalized squared metric d 1 , and the grey-scale metric, d 2 . These random fields thus share common features in terms of the intensity and location of the regions of high (low) values. These values of d 1 and d 2 fall into the category 'excellent'. Similarly to the normalized squared metric, we find in Fig. 2 (c) that if we allow the slip patch to occur anywhere in the rectangular plane, the points are dispersed farther from the centroid. Random fields 1, 3, and 4, for instance, are dissimilar with respect to the centroid by more than 40 per cent. This means that the high-slip patches in these three random fields are located away from the mean patch location.
Sensitivity analysis
To capture the sensitivity of the point configurations, we generate 1000 realizations of random fields following again the four parametrizations (the variable Hurst parameter or correlation length, the variable correlation length and Hurst parameter, and finally the variable Hurst parameter, correlation length, and the seed-number controlling the patch location). We find that the point configuration follows the same pattern as for a single realization when varying only the spectral parameters.
For the normalized squared metric, Fig. 3 displays the distribution of points corresponding to the variability of the relative point location for 1000 replications. Although the variability for six random fields with different Hurst parameters (Fig. 3b) is slightly larger than for the random field with different correlation lengths (Fig. 3a) , the distributions of the point configurations are similar for these two parametrizations. The variability of the point-cloud is mainly along a line, parallel to the axis of the largest eigenvalue. The variability along the second dimension (second largest eigenvalue) is very small (less than 0.5 per cent). We also notice overlapping pointclouds, implying that these models are very similar. Fig. 3(c) shows the case where both the correlation length, C, and Hurst parameter, H, are different in the six random fields. We increase C from 4 to 19 km in steps of 3 km and decrease H as follows [1.5; 1.3; 1.0; 0.8; 0.5; 0.3]. The variability of the point locations for these six random fields shows a circular shape, meaning that they are equally sensitive to the two dimensions. The variability is highest for random field 1 (H = 1.5; C = 4 km). The smallest uncertainty appears for random field 5 (H = 0.5; C = 16 km), which is closest to the mean model. These realizations also reveal that the metric, d 1 , is more sensitive to the variability of the Hurst parameter compared to that of the correlation length.
The point configuration of the 1000 realizations of the greyscale metric (Fig. 4) also reveals an identical configuration to that of only one realization (Fig. 2c) . The point-cloud for random fields with different Hurst parameters (Fig. 4b ) and correlation lengths (Fig. 4a) follows a similar pattern. They both consist of a parabolic trend with the vertex around random field 3. The dissimilarities along dimensions 1 and 2 correspond to smoothness and patch extension, respectively. As we vary both the Hurst parameter and correlation length (Fig. 4c) , the point-cloud becomes circular.
When we assume that the slip patch can occur anywhere on the fault rupture plane, the point-clouds do not follow any pattern in both the normalized squared and grey-scale metrics (Fig. 5 ). They spread randomly over the 2D space because, in this case, the mean model for each realization can be very different as can be the dissimilarity between each point and with respect to their corresponding centroid model. This result shows that both metrics are more sensitive to slip patch location variability and less sensitive to the spectral parameters.
These sensitivity tests highlight the stability of the MDS configuration and its low sensitivity to spectral parameters (the Hurst parameter and correlation length) compared to the slip location variability. These findings are also consistent with the results of Zhang et al. (2015) who used statistical hypothesis testing on the same data. In addition, the MDS technique can be used to rigorously rank and assess the similarity between any 2D geophysical models and eventually to rank them. In the following, we apply this technique to compare earthquake rupture models.
C A S E S T U D I E S
In this section, we compare inverted slip models from the SIV exercise (accessible at http://equake-rc.info/SIV/) and for the 2011 Mw 9.0 Tohoku earthquake, respectively. These models provide cases with and without a reference model. Fig. 6 depicts the reference model and six inverted slip models from the SIV exercise. These models have approximately the same fault dimension with lengths of 30-35 km and widths of 15-20 km. However, the slip models have been generated using various grid sizes and inversion techniques. For the Tohoku earthquake, Table 2 lists 21 models obtained from the source model database (http://equake-rc. info/srcmod/; Mai & Thingbaijam 2014) . These slip models were derived using different inversion techniques and different data sets, and they have different fault parametrizations (e.g. single/multiple segments, fault/subfault size).
As a preliminary analysis, we examine the variability of slip models based on a single physical value such as maximum slip and centroid location. Table 3 compares the seismic moment, maximum slip, and centroid location of the slip models from the SIV exercise. The seismic moments of Models 3 and 4 are closest to the seismic moment of the reference model. On the other hand, the maximum slips for Models 7 and 3 are closest to the reference model, while those for Models 2 and 4 are the farthest with maximum slips of 0.95 and 1.02m, respectively. In addition, we compute a first-order estimate of the centroid location, C(c i , c j , c k ), defined as follows:
where U i x , U j x , and U k x correspond to the projection of the slip at point x of the fault along the i-, j-, and k-axis, and n represents the total number of points. This estimation is in line with McGuire (2004) , who considered the temporal centroid. For the SIV slip models, we estimate this centroid location along the strike and dip directions (see Table 3 ). We find that the centroid location of Model 3 and the reference model are close, 0.24 km away from each other. The ranking with respect to the reference model in terms of the centroid location is as follows: Models 3, 2, 7, 1, 4, and 6. According to this first-order analysis, the best model is Model 3 in terms of centroid location and seismic moment, whereas it is Model 7 in terms of maximum slip. The worst model is Model 6 in terms of centroid location and seismic moment, whereas it is Model 2 in terms of maximum slip.
For the Tohoku earthquake, about half of the slip models have identical seismic moments (M 0 = 3.55 × 10 22 Nm), and most of these models are from tsunami data (aside from Models 5, 9, and 21; see Table 2 ). The seismic moments of the remaining models vary from 4.22 × 10 22 to 6.00 × 10 22 Nm, with Model 13 having the largest seismic moment. In terms of maximum slip, the minimum and maximum values are observed for Models 21 and 17, respectively. The variability is large, with a mean of 46.7 m and a standard deviation of 12.6 m. We also compute the centroid location for the 21 proposed slip models for the Tohoku earthquake along latitude, longitude, and depth (see Fig. 7 ). The result shows that the centroid locations are in the depth range of 14-30 km. Models 9, 19 and 20 have the shallowest depths, whereas Models 8, 17, and 21 have the deepest locations. About half of the models, including Models 3, 4, 6, 7, 10, 11, 15, 16, and 18 , are clustered around latitude 38
• N, longitude 143.1
• E, and depth 17 km. The second cluster consists of Models 1, 2, and 14 that are located to the southeast of the first group of models (latitude 37.9
• N, longitude 142.8
• E). The third cluster includes Models 12 and 13 located at about the same latitude and longitude as the second cluster, although the centroid location is much deeper. The remaining models do not belong to any group, as each corresponding location is isolated. According to this analysis, Models 13, 17, and 21 have extreme values in most of the cases.
These comparisons provide preliminary insight into the rupture model variability. However, they are limited, as they do not allow for comparison of the spatial distributions of slip. Thus, we use the MDS technique to compare the spatial variability of the slip models. To facilitate the slip-model comparison, we reconfigure the models such that they all have the same grid spacing. We adopt a grid spacing of 1 km and 5 km for the SIV and Tohoku models, respectively. Since the fault geometries for the SIV models are approximately identical, we do not require any additional model transformations. However, for the Tohoku slip models, we additionally adopt a single-plane representation and consider an average strike, dip, and depth of the top-edge of the fault from the surface (htop).
Before applying the MDS, we also need to calculate the dissimilarity between each pair of models using eqs (1) and (3) for the normalized squared metric and the grey-scale metric, respectively. For the normalized squared metric, we directly use the reconfigured models. However, for the grey-scale metric, we transform the reconfigured slip models such that they consist of only three areas (very large, large, and low slip). and grey-scale metrics. All configurations reveal that Models 2 and 4 are very similar to each other (less than 5 per cent dissimilarity) and cluster in one group, as their slip patches occupy roughly the same area. Model 6, on the other hand, contains inconsistent high slip patches. It is hence isolated from the other slip models. Fig. 8 also reveals some discrepancies in the nearest neighbour models. The three nearest neighbours in the normalized squared metric (Fig. 8a) to Model 5 are Models 3, 4, and 2. However, when we centre the configuration at the reference (Fig. 8c) , Models 3, 2, and 7 are closest to the centre. This is expected because there are multiple sources of spatial pattern dissimilarity (e.g. intensity, various patch locations, patch extension, and shape) for the SIV slip models. Therefore, the choice of a two-dimensional representation may no longer be sufficient to represent the model dissimilarity fully. For the normalized squared metric, the dissimilarity is less than 20 per cent with respect to the centroid for all models. Models 3 and 5 are closest to the centroid with d 1 less than 5 per cent. However, in comparison with the reference, Models 3, 7, and 2 have less than 20 per cent dissimilarity, d 1 . These models fall into the category 'good' in the similarity scale. The remaining models belong to the 'fair' similarity category, for which the dissimilarity is between 20 and 40 per cent. According to this analysis, Model 3 is the best solution to the target/reference Model 5 in the inversion exercise.
Source inversion validation models
The large variability of the point-clouds for the two cases is not surprising when we use the grey-scale metric. The first case, in which the point-cloud is centred at the central tendency of the model ensemble, reveals three main clusters, Models 7 and 5, Models 3 and 1, Models 2 and 4, and one individual model, Model 6. These clusters consist of slip models that share the same intensity of slip at the same location. All these models have between 20 and 40 per cent dissimilarity with respect to the centroid, aside from Model 3, which has less than 20 per cent dissimilarity. For the second case, in which the point-cloud is centred at the reference model (Fig. 8d) , Models 3 and 7 are 'fairly similar' (d 2 between 20 and 40 per cent) to the reference model in terms of location and extension of the three areas of slip (very large, large, and low slip). The other models underestimate the feature of the reference model, and hence have a grey-scale metric, d 2 , that is greater than 40 per cent ('poor') compared to the reference model.
Each of the two-dimensional representations of the slip-model variability for the SIV exercise explains about 70 per cent of the full dissimilarity. This value is considered acceptable as suggested by Hair et al. (2010) . However, this level might change depending on the context. Hence, to examine possible contributions to the dissimilarity measure when considering high dimensions, we analyze the three-dimensional representation of the point-clouds (Fig. 9) . When we include the third dimension, the MDS representations explain about 90 per cent and 80 per cent of the full dissimilarity for the normalized squared and grey-scale metric, respectively. This representation therefore provides a more complete point distribution. By comparing the configurations centred at the centroid and reference model in 2D and 3D, we obtain more consistent results in the 3D point distribution, particularly for the nearest neighbours of each point. The three nearest neighbours to Model 5 of the normalized squared metric are Models 3, 2, and 7 for both configurations centred at the centroid and the reference. Clearly, the third dimension captures a rather detailed aspect of the spatial variability, compared to the first and second dimensions. In the normalized squared metric centred at the centroid, the third dimension consists of patch extensions. This analysis also reveals that Model 3 is the best model.
We find that the percentage of dissimilarity when the grey-scale metric is used appears larger than that for the normalized squared metric, because of their sensitivity to different properties of the slip models. The grey-scale metric is more sensitive to small-scale spatial variability. According to the three-dimensional representations in Fig. 9 (normalized squared metric) Model 3 is the best solution to the reference model (Model 5), with between 5 and 20 per cent dissimilarity. This falls into the category 'good'. The rest of the models are 'fair', with between 20 and 40 per cent dissimilarity. The rank of these models is consistent with the findings of Zhang et al. (2015) for squared loss functions. For the grey-scale metric, Models 3 and 7 are closest to the reference model with between 20 and 40 per cent dissimilarity. The rest of the models have greater than 40 per cent dissimilarity. We also find that Models 2, 3, and 4, which have similar spatial patterns, belong to a single cluster. This analysis illustrates the importance of a high-dimensional representation to fully capture the large variability among the models. It also reveals the ability (strength) of each metric.
2011 Tohoku earthquake models
We examine two cases of the 2011 Tohoku earthquake to compare slip models because the fault geometry of the 21 models varies significantly across the models (see Fig. 10 ). We consider (a) the smallest common rupture area for all models and (b) the largest fault area that contains all models. These two cases capture the variability in terms of fault geometry and slip distribution, respectively. It is also important to note that for real earthquakes, no reference model exists. The comparison is therefore done based on a centroid model, which is adopted as the reference although it does not represent the best model.
Figs 11 and 12 display the MDS configuration of the 21 Tohoku earthquake slip models using a two-dimensional configuration. For the smallest common rupture plane, similarity appears in the overall distribution of the point-clouds of both the normalized squared and grey-scale metrics. We find that Models 15 and 16 are closest to the centroid with dissimilarity metrics, d 1 and d 2 , less than 5 per cent. Model 17, on the other hand, is farthest from the centre of the configuration, with greater than 40 per cent dissimilarity for both metrics. More than half of the slip models fall into the category 'good'. Table 4 summarizes the similarity of each model with respect to the centroid model for these two metrics.
It is important to note that we do not know in advance the meaning of each dimension in terms of the physical parameter of the fields. In fact, it can be interpreted as a physical parameter that appears to order the models in the configuration. common rupture plane (Figs 11 and 12) , Models 17 and 12 are quite dissimilar on dimension 1, but rather similar on dimension 2. Hence, dimension 1 relates to the overall intensity (or magnitude) level of the slip. Dimension 2, on the other hand, corresponds to the extent of the slip patches. We also find that most of the models are aligned along the diagonal, aside from Models 1, 2, 5, and 17 which are separated. This diagonal alignment shows that the variability of the slip models encompasses both the intensity and the slip patch extensions.
In the Appendix (see Fig. B6 ), we present the 3D MDS configuration. The third dimension contributes about 9 per cent and 20 per cent of the slip-model variability in the grey-scale and normalized squared metrics, respectively. For the grey-scale metric, the alignment of Models 9 and 3, as well as 6 and 13, shows that the third dimension is related to the variability of the slip patch extension along the strike direction. However, the contribution of this component is small. For the normalized squared metric, the alignment of Models 1, 2, 19, and 7 suggests that this dimension indicates the compactness of the slip patches. It also can be interpreted as the change in the patch locations along the dip direction. Fig. B6 particularly illustrates that the 3D-visualization becomes more challenging as we have more models. Additionally, with the eigenvalues ordered from the largest to the smallest, the first dimension contributes most to the dissimilarity, followed by the second dimension and so forth. The physical interpretation of these dimensions becomes more difficult (non-unique) as the relative contribution of the dimension becomes insignificant. We therefore restrict our analysis to two-dimensional representation for the following cases.
To validate our result from the 2011 Tohoku slip models, we compared the MDS results with the results obtained from the Spatial Prediction Comparison Test (SPCT; Hering & Genton (2011) ). SPCT is a statistical test that consists of comparing loss functions between competing forecasts. It was developed for general spatial fields and applied to wind speed (Hering & Genton 2011) , precipitation fields (Gilleland 2013) , and earthquake slip models (Zhang et al. 2015) . These studies extensively describe the technique. In Fig. 13 , we present the SPCT result using the squared-error (SE) loss function when considering the mean model (see Appendix) as a reference model. For further details, we refer to Zhang et al. (2015) who note that negative values (blue) indicate that the case named in the corresponding row is the better model in terms of SE loss functions, and the location with letter 'a' indicates that the corresponding two models differ significantly from each other at the 5 per cent confidence level. Fig. 13 shows that Model 17 differs significantly from all other models at the 5 per cent level. This model is thus the most dissimilar to the mean model. This model is in the category 'poor' for MDS. Models 1, 2, 5, 7, and 12, on the other hand, are significantly different at the 5 per cent level from more than four models. These models fall into 'fair' category in the MDS. The rest of the models are either ,16,20 3,4,6,8,9,10,11,13,14,18,19 1,2,5,7,12,21 17 d 2 † 15,16 3,4,6,7,8,9,10,11,13,14,18,19,20 'good', 'excellent', or along the boundary between 'fair' and 'good'. They are significantly different from fewer than three models. Both techniques also reveal that Models 15 and 16 best represent the mean model (see Fig. B1 in the Appendix). This validation test shows that the MDS results are consistent with the SPCT method.
The patterns of the MDS configurations for the largest common rupture plane (Figs 11 and 12) are not similar between the normalized squared metric and grey-scale metric. The metrics have different sensitivities. The variability among the slip models with the normalized squared metric, for instance, is large. The points appear to be more scattered and occupy a wider area (greater than 40 per cent). This illustrates the large variability in the geometry, particularly the strike. Despite the scattered points, we still observe that Models 6, 7, 18, and 19 are clustered. These models are all obtained by inverting the tsunami data. As we unify the fault geometry (strike, dip, and htop), the slip models become more similar. With the grey-scale metric, all models appear similar, with less than 20 per cent dissimilarity with respect to the centroid. This is due to numerous zero-valued grid points over the enlarged area of the slip models (see white area between red and black dashed line in Fig. 10 ). We also examine the alignment of the model along each axis and find that for the normalized squared metrics, the two principle sources of variability correspond to the compactness of the patch (dimension 1) and the intensity (dimension 2). With the grey-scale metrics, on the other hand, these two dimensions correspond to the slip patch extension and the shape of the features. The summary of classification of the 21 Tohoku slip models with respect to the centroid considering the largest common rupture area is shown in Table 5 .
MDS sensitivity
To assess the stability and accuracy of the MDS solution, we use a jackknife approach, which is a resampling method that is applied to statistical inference. It is widely used due to its simplicity and efficiency. In particular, we use the delete-one jackknife (Efron 1982 ) that works as follows:
(i) Omit one slip model and generate the dissimilarity matrix using the remaining slip models.
(ii) Carry out MDS.
(iii) Apply the similarity transformation (Gower & Dijksterhuis 2004 ) with respect to the original model.
We repeat this procedure for each slip model. Ultimately, we have n − 1 jackknifed coordinates for each slip model, in which n is the number of slip models. Fig. 14 depicts the variability of the point-cloud considering the largest common area of the Tohoku slip models and using the normalized squared metric. We chose this metric because it shows the largest dissimilarities among models. The jackknifed point-cloud shows similar pattern as in the original configuration. Only Model 17, which is far away from the average model, has a significant effect in changing the MDS configuration. We also find that the point-clouds of very similar models such as Models 15 and 16 as well as 6 and 7 overlap.
Predicted displacement comparison
The MDS technique has been applied to some slip models of the Tohoku earthquake that required processing in order to map them onto the same physical space. An alternative approach is to compute an independent and hence unbiased physical predictor quantity from each model and to use that predictor for the MDS analysis. In this section, we use MDS to compare the three components of seafloor Figure 14 . A jackknifed MDS point-cloud for the largest common area of the Tohoku slip models using the normalized squared metric. displacement computed from the 21 slip models. The displacements are computed using Okada (1985) and are presented in the Appendix (Figs B2, B3, and B4). They all predict displacements over 20m and 8m on the horizontal and vertical components, respectively. However, significant variability appears in their spatial patterns that will affect the prediction of tsunami properties (Goda et al. 2014; Tappin et al. 2014) . Fig. 15 displays the MDS point-cloud of the predicted seafloor displacements using the normalized squared metric. We observe that dissimilarities among the horizontal components are less pronounced than those among the vertical. For the EW component (Fig. 15a) , for instance, the dissimilarities of the predicted displacements with respect to the mean displacement are all less than 40 per cent, aside from the predicted displacements from Models 9, 19, and 20, which have greater than 40 per cent dissimilarity. For the NS component (Fig. 15b) , the dissimilarity is less than 40 per cent for all models, aside from the displacement corresponding to Models 9, 11, 13, 19, and 21 . However dissimilarities among the vertical displacements (Fig. 15c) are greater than 40 per cent for most of the models. Hence, more variability appears in the vertical component of the seafloor displacements that in fact largely govern the tsunami generation process. Hence, we conjecture that the predictive ability to match the tsunami observations from all these models is very different. We also identify clusters of points for the vertical component, such as points 5, 6, 7, 15, 16, 18, 19, 20, and 21; points 3, 10, 13, and 14; and points 1, 2, and 17 . The remaining models are isolated. The first cluster consists mostly of predictions from slip models generated from tsunami data. Figs B4 and 15(c) also Table 5 . Tohoku slip-model similarity compared to the mean model (largest common area).
Case
Excellent Good Fair Poor 6,14 4,5,7,8,9,10,11,12,15,16,18,19,20, suggest that the first and second axes correspond to variability in the location and in the significance of the uplifted area, respectively.
We observe that the computed seafloor displacements from Model 9 appear to be isolated for all components. This model has a compact and shallow slip patch. It is not very different from the other models in terms of the normalized squared metric. However, the 3D cloud points of the slip dissimilarity for the grey-scale metric (see Appendix, Fig. B6) show that this model is isolated and has between 20 and 40 per cent dissimilarity ('fair') compared to the central tendency of the model. The corresponding EW seafloor displacement is low (around 10 m), and the NS seafloor displacement is large (around 20 m), compared to the predictions near the trench from other models.
D I S C U S S I O N
In this study, we apply MDS to investigate the characteristics of the dissimilarity between slip models. This technique augments standard residual analysis through its ability to cluster the models with common intensity and patch geometry. This ability eventually allows for ranking the models based on a reference or central tendency of the model ensemble. Additionally, we investigate the effect of various physical assumptions and data sets. For example, Fig. 11 shows that slip models from tsunami data form a single cluster. This suggests that the inverted slip models from tsunami data vary systematically from the mean, which consists of underestimation of slip values compared to the mean model. An alternative explanation is that the differences are due to the fault geometry, as they use an average strike of 192
• to 194
• , compared to those of 198 • to 202
• for slip models obtained from seismic and/or geodetic data. We also examine the MDS results based on grey-scale and normalized squared metrics. These metrics are sensitive to different spatial characteristics of the slip. The normalized squared metric is more sensitive to the overall intensity, whereas the grey-scale metric particularly detects the patch geometry and the location of the areas of large and low slip. Therefore, models that are very similar using both metrics share common aspects in terms of patch intensity and geometry. Models with different smoothness and correlation lengths, for instance, show that they are very similar in terms of the normalized squared metric, with less than 5 per cent dissimilarity (Fig. 1a) . However, the variability using the grey-scale metric is larger (Fig. 2) , since the change in smoothness or correlation length particularly affects the geometry of the patches.
In this study, we compared only the slip values. However, the proposed approach can be easily extended and applied to examining the variability of the full spatio-temporal parameters of the rupture process. Also, the results we obtained are based on two metrics relevant to capturing the spatial variability of the slip. However, additional metrics are proposed that could be utilized and tested to quantify the dissimilarity of the slip models. Hence, this study could be extended to examine alternative metrics such as correlation and warping loss functions (Gilleland 2013) , which could potentially contribute to additional information on the source of the discrepancies. We could additionally mix and weight the different metrics, although the MDS point-cloud would be more complex as it would be a mixture of different properties of the spatial pattern.
There is no rigorous statistical method to evaluate the quality and reliability of a representation produced by MDS. Here, we assess the accuracy based on the variability of the configuration using a number of realizations. For the case studies, we obtain the variability from a jackknife test. An MDS configuration also provides a richer interpretation compared to a simple residual analysis, as it reveals classes of slip models sharing common features such as slip patch intensity, shape, and extension.
Insights for source inversion
As an application of MDS to a real earthquake, we compared the slip models from the 2011 Tohoku earthquake. We could, however, consider this analysis as a benchmark to assess the accuracy of any earthquake for which multiple finite-fault source models have been published. We can also use this tool to investigate possible systematic classification depending on earthquake magnitudes and tectonic regimes. Additionally, the sensitivity of data sets in resolving the rupture process can be extensively explored using this comparison tool.
We find that the grey-scale metric complements the normalized squared metric for comparing slip models. The grey-scale metric thus appears to be a useful Euclidean norm in kinematic source inversion to statistically discriminate between various proposed solutions. To the best of our knowledge, the use of this metric to examine the resolution of inverted slip models has never been described before.
Accuracy and limitation
We considered an approximate representation using a dimensionreduction technique with two or three dimensions. However, two-or three-dimensional representations may be insufficient to represent the full dissimilarity between slip models. In Fig. 1(a) , for instance, at King Abdullah University of Science and Technology on April 28, 2015 http://gji.oxfordjournals.org/ Downloaded from the variability comes from one source, the Hurst parameter, H, or the correlation length, C. Therefore, even one dimension suffices to represent the dissimilarity between the random fields. In this case, the interpretation of the dimension axes is straightforward: it is the C and H values. As we increase the complexity and the source of variability in the models, the dimensionality of the dissimilarity becomes larger. Therefore, the 2D representation is just an approximation to facilitate the visualization and the interpretation of the different classes, although it still constitutes a limited representation of the dissimilarity. A comparison of the slip models for the SIV exercise illustrates this limitation and shows the importance of higher dimensional-representations. Therefore, it is necessary to assess percentages of dissimilarity accounted for by each dimension. For the SIV case, for instance, the two-dimensional representation accounts for 79 per cent of the full dissimilarity. As we incorporate the third dimension, they account for 95 per cent. The physical meaning of each dimension also changes depending on the main source of variability among the model ensemble. The factors involve patch location, intensity, dimension, extension, shape, or their alternative combinations.
One limitation of our technique is that we do not have a reference model for a real earthquake. Therefore, we make comparisons with respect to the central tendency of the models. However, this mean model does not, in general, represent the best model in the sense of, for instance, its capability to fit observation data. Consequently, this approach does not rely on the best and optimal model, but it helps to identify those models that share common features and hence may be able to achieve similar predictions of data or physical quantities.
C O N C L U S I O N S
The objective of our study is to quantify both differences and similarities between rupture models. We find that the MDS technique efficiently identifies slip models sharing common spatial pattern characteristics in terms of the slip patch intensity and geometry. We also propose a similarity scale for the rupture models based on this technique. The scale allows for ranking the models with respect to the centroid or reference model. We find that the generated MDS point-clouds change depending on the choice of metric. The normalized squared metric is insensitive to the spectral parameters of the random field but very sensitive to the slip patch locations. The grey-scale metric, on the other hand, is sensitive to the patch geometry and hence to small-scale variability in the model. The case studies also reveal the importance of higher-dimensional representations for rupture models with large sources of variability. A natural extension of this work would be to assess the accuracy of inter-event rupture models and consider both spatial and temporal patterns.
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A P P E N D I X A : R E A L I Z AT I O N S O F R A N D O M F I E L D S

A P P E N D I X B : P R E D I C T E D S E A F L O O R D I S P L A C E M E N T A N D 3 D C O N F I G U R AT I O N O F T H E T O H O K U S L I P M O D E L S
The following figures show the mean model and the predicted displacements from the 21 inverted slip models for the 2011 Tohoku earthquake. Fig. B1 presents the mean model. Figs B2, B3 and B4, on the other hand, illustrate the computed EW, NS, and vertical seafloor displacement, respectively.
We also show in Figs B5 and B6 the 3D MDS configuration for the smallest common rupture plane of the 2011 Tohoku slip models using normalized squared and grey-scale metrics. 
