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a b s t r a c t
A kind of three-dimensional nonlinear hyperbolic equation is firstly transformed into
a first-order system of equations, then the Galerkin alternating-direction procedure for
the system is derived. The error estimates of the procedure in H1 norm and L2 norm,
respectively, are obtained by using the theory and techniques of priori estimate of
differential equations. The numerical experiment is also given to support the theoretical
analysis. Comparing the results of numerical example with the theoretical analysis, they
are coincided.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Galerkin alternating-direction procedure, which was first proposed by Douglas and Dupont [1], is of interest because it
can transform multi-dimensional problems into a series of one-dimensional problems and there is a significant reduction
in the computing time and storage requirements. Dendy, Fairweather, etc. have studied the Galerkin alternating-direction
procedure for hyperbolic equations on rectangular regions, see [2–7] for instance. [1] discussed the simplest hyperbolic
equation and derivedH10 norm error estimate. [2] generalized themethod formulated in [1]. A newmethodwas put forward
in [3] by transforming the second-order hyperbolic equation into a first-order system of equations and the H10 norm and the
L2 norm error estimates were derived. For this method, although the variable time steps can be employed and the initial
conditions can be determined in a more natural way, it investigated a special kind of hyperbolic equation with separable
coefficients. [4,5,7] also applied this method to some kinds of hyperbolic equations. However, [4,5] only gave the finite
element method and did not discuss the Galerkin alternating-direction procedure. [7] studied the Galerkin alternating-











= f (x, t)
and no numerical example was given.

















= f (x, t, u), (x, t) ∈ Ω × J, (1.1)
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u(x, t) = 0, (x, t) ∈ ∂Ω × J, (1.2)
u(x, 0) = u0(x), x ∈ Ω, (1.3)
ut(x, 0) = u1(x), x ∈ Ω, (1.4)
where x = (x, y, z) = (x1, x2, x3), J = [0, T ],Ω : [a, b]×[c, d]×[e, f ] is a cubic region in R3. Coefficients aij = aji ∈ C∞(Ω¯)
and for ∀(ξ1, ξ2, ξ3) ∈ Ω , there exist a positive constant α > 0 andM such that
3∑
i,j=1
aijξiξj ≥ α(ξ 21 + ξ 22 + ξ 23 )
and
∣∣∣ ∂aij(x,u)∂u ∣∣∣ ≤ M . q(x) satisfies 0 < q∗ < q(x) < q∗. Functions b(x, u) and f (x, t, u) are Lipschitz continuous in ε0-
neighborhood of the solution. That is, when
∣∣εj∣∣ ≤ ε0 (j = 1, 2, 3, 4) there exist positive constantM , such that
|bi(u(x, t)+ ε1)− bi(u(x, t)+ ε2)| ≤ M |ε1 − ε2| , i = 1, 2, 3
|f (u(x, t)+ ε3)− f (u(x, t)+ ε4)| ≤ M |ε3 − ε4| . (1.5)
In this paper, based on the method proposed in [3], a Galerkin alternating-direction scheme for the general form of
three-dimensional nonlinear hyperbolic problem (1.1)–(1.4) is proposed. The H1 norm and the L2 norm error estimates of
the procedure are derived by using the theory and techniques of priori estimate of differential equations. Themost important
contribution is that the numerical example for this method is given. This has not been found in past research. The result of
this paper is important for the theoretical analysis and practical computation of nonlinear vibration problems (see [8] for
example).
The outline of the paper is as follows. In Section 2, some notations and assumptions are introduced. In Section 3, the
hyperbolic equation is transformed into a system of equations and the Galerkin alternating-direction scheme is proposed.
In Sections 4 and 5, the H1 norm and the L2 norm error estimates of the procedure are derived, respectively. In Section 6, the
matrix problems of the scheme are given. And finally in Section 7, a numerical example is given to show that the method
proposed in this paper is indeed a highly efficient one for science-engineering computation.
In this paper, C is positive constant and ε is small positive constant.
2. Preliminary and notations









Let (f , g) = ∫
Ω
fgdx, and ‖f ‖ denote the L2(Ω) inner product and norm. H10 (Ω) is the closure of C∞0 (Ω¯)with respect to
the norm ‖ · ‖1, and define an equivalent norm on H10 (Ω) as
‖v‖H10 = ‖∇v‖ =
(∥∥∥∥ ∂v∂x1
∥∥∥∥2 + ∥∥∥∥ ∂v∂x2
















Denote D1 = ∂2∂x1∂x2 , D2 = ∂
2
∂x1∂x3
, D3 = ∂2∂x2∂x3 , D4 = ∂
3
∂x1∂x2∂x3
, and Z = {φ|φ, φx1 , φx2 , φx3 ,Diφ (i = 1, 2, 3, 4) ∈ L2(Ω)}.
Let Sh,r(Ω)(r ≥ 2) be the finite-dimensional subspaces of H10 (Ω) and satisfy











 ≤ Mhs ‖φ‖s , φ ∈ Hs(Ω) ∩ Z, 2 ≤ s ≤ r. (2.1b)
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+ (µ(u−W ), V ) = 0, V ∈ Sh,r , (2.2)
where µ is a positive constant (see [9] for instance). From (1.1) and (2.2),W satisfies
(q(x)utt , V )+ (a(u)∇W ,∇V )+ (b(u)∇W , V )+ (µ(W − u), V ) = (f (u), V ), V ∈ Sh,r . (2.3)
In convenience, the following notations will be used. Let Un be the Galerkin alternating-direction solution at the n-th
time step and for n = 1, . . . ,M = T
∆t , define
tn = n∆t, ϕn = ϕ(x, tn), ϕn+ 12 = ϕ
n+1 + ϕn
2

























and three lemmas are firstly introduced.







, 1 ≤ s ≤ r (2.4)
‖∇W‖L∞(J;L∞(Ω)) + ‖∇Wt‖L∞(J;L∞(Ω)) + ‖Wt‖L∞(J;L∞(Ω)) ≤ C . (2.5)








Lemma 3 ([2]). If D denote the operators dt , ∂∂t and
∂2
∂t2
, then for r ≥ 3,∥∥∥∥∂2(Dηn)∂xi∂xj
∥∥∥∥ ≤ Chr−2 ‖Du‖r + Ch−2 ∥∥Dηn∥∥ , i, j = 1, 2, 3, (2.7)∥∥∥∥ ∂3(Dηn)∂x1∂x2∂x3
∥∥∥∥ ≤ Chr−3 ‖Du‖r + Ch−3 ∥∥Dηn∥∥ . (2.8)
3. Formulation of Galerkin alternating-direction methods
Let ∂u
























u(x, 0) = u0,
φ(x, 0) = u1.
(3.1)











(u(x, 0), v) = (u0, v),
(φ(x, 0), v) = (u1, v).
(3.2)
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Assume that the Galerkin approximation to the solution u is a differentiable map U: [0, T ] → Sh,r such that
(q(x)dtΦn, V )+ λ∆t(q(x)∇dtUn,∇V )+ (a(Un)∇Un,∇V )
= (f (Un), V )− (b(Un)∇Un, V ), V ∈ Sh,r , n = 0, 1, 2, . . . (3.3a)
dtUn = Φn+ 12 , n = 0, 1, 2, . . . (3.3b)
where λ > 12 (maxx∈Ω ‖A(x,Un)‖ /q∗), ‖A(x,Un)‖ is the norm of the matrix A(x,Un) = {aij(x,Un)} and the differentiable
















= (f (Un), V )− (a(Un)∇Un,∇V )− (b(Un)∇Un, V )− λ∆t(q(x)∇Φn,∇V ) V ∈ Sh,r , n = 0, 1, 2, . . . (3.4a)
Un+1 = Un +∆tΦn + ∆t
2
En+1, n = 0, 1, 2, . . . . (3.4b)
According to [1], the Galerkin alternating-direction scheme of (3.1) can be defined as:









= ∆t[(f (Un), V )− (a(Un)∇Un,∇V )− (b(Un)∇Un, V )− λ∆t(q(x)∇Φn,∇V )], V ∈ Sh,r , n = 0, 1, 2, . . . (3.5a)
Un+1 = Un +∆tΦn + ∆t
2
En+1, n = 0, 1, 2, . . . . (3.5b)








































































The equivalent form of (3.5) is:






= (f (Un), V )− (a(Un)∇Un,∇V )− (b(Un)∇Un, V ), (4.1a)











)n+ 12 = φn+ 12 . (4.2b)
Let ξ n = Un −W n, ηn = un −W n, ξˆ n = Φn − ( ∂W
∂t
)n




ξ n − ηn = Un − un, ξˆ n − ηˆn = Φn − φn.
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Subtracting (4.2) from (4.1) and using (2.2) lead to




(q(x)Di(dt ξˆ n),DiV )
+ 1
8








− dtφn + dt ηˆn
)
− µηn + f (Un)− f (un)+ (b(un)− b(Un))∇W n − b(Un)∇ξ n, V
)










(∆t)6(q(x)D4(dt ηˆn − dtφn),D4V )+ ((a(un)− a(Un))∇W n,∇V ), (4.3a)
dtξ n = ξˆ n+ 12 + ρn, (4.3b)
where ρn = dtηn − ηˆn+ 12 + ( ∂u∂t )n+
1
2 − dtun.
Choosing V = ξˆ n+ 12 = dtξ n − ρn, and since ξ n = ξ n+ 12 − ∆t2 dtξ n, hence
λ∆t(q(x)∇dtξ n,∇V )+ (a(Un)∇ξ n,∇V )













= λ∆t(q(x)∇dtξ n,∇dtξ n)− λ∆t(q(x)∇dtξ n,∇ρn)
− ∆t
2
(a(Un)∇dtξ n,∇dtξ n)+ (a(Un)∇ξ n+ 12 ,∇dtξ n)− (a(Un)∇ξ n,∇ρn)
= 1
2
∆t((2λq(x)− a(x,Un))∇dtξ n,∇dtξ n)
+ (a(Un)∇ξ n+ 12 ,∇dtξ n)− λ∆t(q(x)∇dtξ n,∇ρn)− (a(Un)∇ξ n,∇ρn),
also















(a(Un)∇ξ n+1,∇ξ n+1)− (a(Un)∇ξ n,∇ξ n)}
= 1
2∆t
{(a(Un)∇ξ n+1,∇ξ n+1)− (a(Un−1)∇ξ n,∇ξ n)} + 1
2∆t
((a(Un−1)− a(Un))∇ξ n,∇ξ n)
= 1
2

















λ∆t(q(x)∇dtξ n,∇V )+ (a(Un)∇ξ n,∇V )






· (−dtUn−1)∇ξ n,∇ξ n
)
− ε∆t ∥∥∇dtξ n∥∥2 − C (∥∥ξ n∥∥2H10 + ∥∥∇ρn∥∥2)




· (−dtUn−1)∇ξ n,∇ξ n
)
− C(∥∥ξ n∥∥2H10 + ∥∥∇ρn∥∥2), (4.4)
where qˆ = 12 min(‖2λq(x)I − A(x,Un)‖), I is a 3 by 3 identity matrix. A is a 3 by 3 matrix, which components are
aij(Un). ‖2λq(x)I − A(x,Un)‖ is the norm of the matrix 2λq(x)I − A(x,Un). qˆ − ε > 0 is true provided that λ >
1
2 (maxx∈Ω ‖A(x,Un)‖ /q∗).
Because b(x, u) and f (x, t, u) satisfy (1.5), hence∣∣f (Un)− f (un)∣∣ = ∣∣f (un + Un − un)− f (un)∣∣ ≤ M |ε − 0| = Mε
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and ∣∣b(Un)− b(un)∣∣ = ∣∣b(un + Un − un)− b(un)∣∣ ≤ M |ε − 0| = Mε
are true provided that∣∣Un − un∣∣ = ε ≤ ε0.
Thus, we introduce the induction hypothesis:
max
0≤n≤M
∥∥Un − un∥∥L∞ ≤ ε0, (4.5)
where ε0 is a positive number. From (2.5),∣∣((a(un)− a(Un))∇W n,∇V )∣∣ ≤ C ∣∣∇((a(un)− a(Un)), V )∣∣ ≤ C (∥∥∇ξ n∥∥2 + ∥∥∇ηn∥∥2)+ ∥∥∥ξˆ n+ 12 ∥∥∥2 . (4.6)
Using Schwartz inequality, ab ≤ 12 (a2 + b2) and (4.4)–(4.6), (4.3) can be transformed into:
(dt ξˆ n, V )+ (qˆ− ε)∆t
∥∥dtξ n∥∥2H10 + C2 dt(∇ξ n,∇ξ n)+ λ24 (∆t)4
3∑
i=1
(Di(dt ξˆ n),DiV )+ λ
3
8




− dtφn + dt ηˆn
∥∥∥∥2 + ∥∥ξ n∥∥21 + ∥∥ηn∥∥2 + ∥∥∥ξˆ n+ 12 ∥∥∥2 + (∆t)2 ∥∥∆dt(un − ηn)∥∥2
+ C ∥∥dtUn−1∥∥L∞ ∥∥∇ξ n∥∥2 + (∆t)4 3∑
i=1
∥∥Di(dt ηˆn − dtφn)∥∥2 + (∆t)4 3∑
i=1
∥∥∥Diξˆ n+ 12 ∥∥∥2




(dt ξˆ n, ξˆ n+
1
2 ) = 1
2∆t
[(ξˆ n+1, ξˆ n+1)− (ξˆ n, ξˆ n)] = 1
2
dt(ξˆ n, ξˆ n),
(Di(dt ξˆ n),Di(ξˆ n+
1
2 )) = 1
2




(ξˆ n, ξˆ n)+ C
2















− dtφn + dt ηˆn
∥∥∥∥2 + ∥∥ξ n∥∥21 + ∥∥ηn∥∥2 + ∥∥∥ξˆ n+ 12 ∥∥∥2 + (∆t)2 ∥∥∆dt(un − ηn)∥∥2
+ C ∥∥dtUn−1∥∥L∞ ∥∥∇ξ n∥∥2 + (∆t)4 3∑
i=1
∥∥Di(dt ηˆn − dtφn)∥∥2 + (∆t)4 3∑
i=1
∥∥∥Diξˆ n+ 12 ∥∥∥2
+ (∆t)6 ∥∥D4(dt ηˆn − dtφn)∥∥2 + (∆t)6 ∥∥∥D4ξˆ n+ 12 ∥∥∥2 + ∥∥∇ρn∥∥2 ] . (4.8)
Multiplying by∆t and summing for n = 0, 1, 2, . . . ,M − 1 (0 < M ≤ N) yield[






















∥∥∆dt(un − ηn)∥∥2 + (∆t)4 3∑
I=1




− dtφn + dt ηˆn





[∥∥∥ξˆ n∥∥∥2 + ∥∥ξ n∥∥21 + (∆t)4 3∑
i=1




[∥∥∥ξˆ 0∥∥∥2 + ∥∥ξ 0∥∥21 + (∆t)4 3∑
i=1
∥∥∥Diξˆ 0∥∥∥2 + (∆t)6 ∥∥∥D4ξˆ 0∥∥∥2] . (4.9)
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From






∥∥dtUn−1∥∥L∞ ≤ C, (4.10)
we have[

















∥∥∆dt(un − ηn)∥∥2 + (∆t)4 3∑
I=1




− dtφn + dt ηˆn
∥∥∥∥2 + ∥∥ηn∥∥2 + ∥∥∇ρn∥∥2
]
+ C
[∥∥∥ξˆ 0∥∥∥2 + ∥∥ξ 0∥∥21 + (∆t)4 3∑
i=1
∥∥∥Diξˆ 0∥∥∥2 + (∆t)6 ∥∥∥D4ξˆ 0∥∥∥2] . (4.11)
The right-hand side of (4.11) will be estimated term by term.












































also from Lemma 3, let D = ∂2
∂t2
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Let D = 1, from Lemma 2, and






− dtφn + dt ηˆn
∥∥∥∥2 ≤ C M−1∑
n=0
[


















)n+ 12 − dtun)
∥∥∥∥∥ ≤ C(∆t)2,




















≤ C[(∆t)4 + h2r−2]. (4.17)
Combining (4.11)–(4.17), if
∥∥∥ξˆ 0∥∥∥2, ∥∥ξ 0∥∥21, (∆t)4∑3i=1 ∥∥∥Diξˆ 0∥∥∥2 and (∆t)6 ∥∥∥D4ξˆ 0∥∥∥2 are O(h2r−2), it can follow that∥∥∥ξˆM∥∥∥2 + ∥∥ξM∥∥21 + (∆t)4 3∑
i=1
∥∥∥DiξˆM∥∥∥2 + (∆t)6 ∥∥∥D4ξˆM∥∥∥2 + (∆t)2 M−1∑
n=0
∥∥dtξ n∥∥2H10 ≤ C[(∆t)2 + h2r−2]. (4.18)
Then by using Lemma 1 and (4.18), yields
max
0≤n≤N
∥∥Un − un∥∥21 ≤ C max0≤n≤M [∥∥ξ n∥∥21 + ∥∥ηn∥∥21] ≤ C[(∆t)2 + h2r−2]. (4.19)
We will check (4.5):
max
0≤n≤M
∥∥Un − un∥∥L∞ ≤ ε0.
When n = 0, since we choose that U0 = W 0, from Lemma 1, (4.5) is true.
Assume that when n = 1, 2, . . . ,M − 1, ‖Un − un‖L∞ ≤ ε0 is also true, then for n = M , since
UM − uM = UM −WM +WM − uM = ξM − ηM ,
hence only








since ∥∥dtUn−1∥∥L∞ ≤ ∥∥dtξ n−1∥∥L∞ + ∥∥dtW n−1∥∥L∞ .






∥∥dtξ n−1∥∥L∞ ≤ C .
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When s = 1, from (4.3) we have∆t ∥∥dtξ 0∥∥H10 ≤ C(∆t + hr−1), then for∆t = O(hr−1), r ≥ 3,
∆t








∥∥dtξ n−1∥∥L∞ ≤ ∆t M−1∑
n=1
∥∥dtξ n−1∥∥L∞ +∆t ∥∥dtξM−1∥∥L∞ ≤ C + Ch− 32∆t ∥∥∇dtξM−1∥∥ ≤ C .
So that (4.10) is true for s = M . 
Thus, the following theorem can be obtained:
Theorem 1. Assume that u is the solution to (1.1), let U and W be defined by (3.5) and (2.2), respectively, if u ∈ C4(Ω¯ ×
[0, T ]), u, ∂u
∂t ∈ L∞(Hr), ∂
2u
∂t2




















)0]∥∥∥∥∥ ≤ C[∆t + hr−1],
if h is sufficiently small, and for sufficiently small∆t, there exists a positive constant C such that
max
0≤n≤N
∥∥Un − un∥∥1 ≤ C[∆t + hr−1].
5. L2- error estimates
For any sequence {vn}Nn=0,
vn+
1











let D be an operator, let v = ξˆ , and substitute it into (4.3b) yield
















− dtφn + dt ηˆn
)
+ f (Un)− f (un)+ (b(un)− b(Un))∇W n − b(Un)∇ξ n − µηn,
then from (4.3a) it follows that





































































(q(x)Di(ξˆ 0 + ρn),DiV )+ 18λ










(q(x)Di(dt ξˆ k),DiV )+ 18λ
3(∆t)6(q(x)D4(dt ξˆ k),D4V )
]










(q(x)Di(dt ξˆ k),DiV )+ 18λ
3(∆t)6(q(x)D4(dt ξˆ k),D4V )
]





(q(x)Di(ξˆ 0 + ρn),DiV )+ 18λ












(q(x)Di(dt ηˆk − dtφk),DiV )+ 18λ
3(∆t)6(q(x)D4(dt ηˆk − dtφk),D4V )







− λ∆t(q(x)∇dtξ k,∇V )− (a(Uk)∇ξ k,∇V )+ (Ik, V )




(q(x)Di(dt ηˆk − dtφk),DiV )
+ 1
8








































































(dt ηˆk − dtφk)+ ∆t2
n−1∑
k=0
















(dt ηˆk − dtφk)+ ∆t2
n−1∑
k=0




















(F n4 ,DiV )+
1
8
λ3(∆t)6(F n5 ,D4V )+
∆t
2
(F n6 ,∇V ). (5.1)










(Diξ n,Diξ n)+ 18λ
3(∆t)6(D4ξ n,D4ξ n)
))
≤ −F n1 + C
[






(F n4 ,DiV )+
1
8
λ3(∆t)6(F n5 ,D4V )+
∆t
2
(F n6 ,∇V )
]
. (5.2)





∥∥DiξM∥∥2 + 18λ3(∆t)6 ∥∥D4ξM∥∥2
≤ C
(∥∥ξ 0∥∥2 + (∆t)4 3∑
i=1














(F n4 ,DiV )+
1
8
λ3(∆t)6(F n5 ,D4V )+
∆t
2
(F n6 ,∇V )
]
, (5.3)
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F n1 can be written as
































(λ∆t(q(x)∇dtξ k,∇V )+ (a(Uk)∇ξ k,∇V ))+
n−1∑
k=0





2 = ξ k + ∆t2 dtξ k, hence





















= λ∆t(q(x)∇dtξ k,∇ξ k)+ λ(∆t)
2
2

























((2λq(x)− a(Uk))∇dtξ k,∇dtξ k)− (∆t)
2
2























































((2λq(x)− a(Uk))∇dtξ k,∇dtξ k)− (∆t)
2
2









((2λq(x)− a(Uk))∇dtξ k,∇dtξ k)− (∆t)
2
2







{((2λq(x)− a(Un))∇ξ n,∇ξ n+1)+ ((2λq(x)− a(Un−1))∇ξ n−1,∇ξ n)
















dtF k = (2λq(x)− a(U
k+1))∇ξ k+1 − (2λq(x)− a(Uk))∇ξ k
∆t
= 2λq(x)∇dtξ k + a(U
k)∇ξ k − a(Uk+1)∇ξ k+1
∆t
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= 2λq(x)∇dtξ k + a(U
k)∇ξ k − a(Uk)∇ξ k+1 + a(Uk)∇ξ k+1 − a(Uk+1)∇ξ k+1
∆t
= (2λq(x)− a(Uk))∇dtξ k − ∂a
∂u















((2λq(x)− a(Uk))∇dtξ k,∇dtξ k)− (∆t)
2
2









((2λq(x)− a(Uk))∇dtξ k,∇dtξ k)− (∆t)
2
2







{((2λq(x)− a(Un))∇ξ n,∇ξ n+1)+ ((2λq(x)− a(Un−1))∇ξ n−1,∇ξ n)










((2λq(x)− a(Uk))∇dtξ k,∇ξ k+1)+
n−2∑
k=0















· dtUk · ∇ξ k+1,∇ξ k
)}
. (5.4)















((2λq(x)− a(Uk))∇dtξ k,∇dtξ k)+
n∑
k=0
((2λq(x)− a(Uk))∇dtξ k,∇dtξ k)
}
=
(∥∥ξ 0∥∥2 + (∆t)4 3∑
i=1





















{((2λq(x)− a(Un))∇ξ n,∇ξ n+1)










((2λq(x)− a(Uk))∇dtξ k,∇ξ k+1)+
n−2∑
k=0



























(F n4 ,DiV )+
1
8
λ3(∆t)6(F n5 ,D4V )+
∆t
2
(F n6 ,∇V )
]
≤
(∥∥ξ 0∥∥2 + (∆t)4 3∑
i=1
∥∥Diξ 0∥∥2 + (∆t)6 ∥∥D4ξ 0∥∥2)+ C(∆t)2 M−1∑
n=0
∥∥∥∇ξ n+ 12 ∥∥∥2
+ C(∆t)2 ‖2λq(x)I − A‖
M−1∑
n=0
(∥∥∇ξ n−1∥∥2 + ∥∥∇ξ n∥∥2 + ∥∥∇ξ n+1∥∥2)+ C(∆t)2 ∥∥∇ξ 0∥∥2
+ ε(∆t)2 ‖2λq(x)I − A‖
M−2∑
n=0
∥∥∇dtξ n∥∥2 + C(∆t)2 M−2∑
n=0
(




∥∥dtUn∥∥L∞ (∥∥∇ξ n∥∥2 + ∥∥∇ξ n+1∥∥2)











(F n4 ,DiV )+
1
8
λ3(∆t)6(F n5 ,D4V )+
∆t
2
(F n6 ,∇V )
]
,
where I is a 3 by 3 identity matrix. A is a 3 by 3 matrix, which components are aij(Un).





∥∥DiξM∥∥2 + 18λ3(∆t)6 ∥∥D4ξM∥∥2 + qˆ4 (∆t)4 ∥∥∇dtξ k∥∥2
≤
(∥∥ξ 0∥∥2 + (∆t)4 3∑
i=1
∥∥Diξ 0∥∥2 + (∆t)6 ∥∥D4ξ 0∥∥2)+ C(∆t)2 M−1∑
n=0
∥∥∥∇ξ n+ 12 ∥∥∥2
+ C(∆t)2 ‖2λq(x)I − A‖
M−1∑
n=0
(∥∥∇ξ n−1∥∥2 + ∥∥∇ξ n∥∥2 + ∥∥∇ξ n+1∥∥2)+ C(∆t)2 ∥∥∇ξ 0∥∥2
+ ε(∆t)2 ‖2λq(x)I − A‖
M−2∑
n=0
∥∥∇dtξ n∥∥2 + C(∆t)2 M−2∑
n=0















(F n4 ,DiV )+
1
8
λ3(∆t)6(F n5 ,D4V )+
∆t
2






























∥∥∥ξˆ 0∥∥∥2 + C∆t M−1∑
n=0














∥∥ρn∥∥2 ≤ C[(∆t)4 + h2r ], (5.7)










− dtφn + dt ηˆn
∥∥∥∥2 + M−1∑
n=0
∥∥ξ n∥∥21 + M−1∑
n=0
∥∥ηn∥∥2)
≤ C[(∆t)2 + h2r ] + C(∆t)2h−2
M−1∑
n=0
∥∥ξ n∥∥2 + C(∆t)2
≤ C[(∆t)2 + h2r ] + C∆t
M−1∑
n=0
∥∥ξ n∥∥2 , (5.8)





F n2 , ξ
n+ 12
)




















∥∥∥∆(un+ 12 − u0 − ηn+ 12 + η0)∥∥∥2 + M∑
n=0
∥∥ξ n∥∥2]
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≤ C(∆t)2 + C∆t
M∑
n=0























∥∥F n4∥∥2 + 3∑
i=1





























(dt ηˆk − dtφk)+ ∆t2
n−1∑
k=0






























































∥∥Diξ n∥∥2] . (5.11)
Similarly, assume that (∆t)3































(dt ηˆk − dtφk)+ ∆t2
n−1∑
k=0


















































∥∥D4ξ n∥∥2] . (5.12)





























≤ Ch2r + C∆t
M∑
n=0
∥∥ξ n∥∥2 . (5.13)











(∥∥ξ 0∥∥2 + (∆t)4 3∑
i=1












∥∥Diξ n∥∥2 + (∆t)6 ∥∥D4ξ n∥∥2] . (5.14)






∥∥dtUn−1∥∥L∞ ≤ C . (5.15)
If







∥∥DiξM∥∥2 + 18λ3(∆t)6 ∥∥D4ξM∥∥2 + (∆t)2
M−1∑
n=0
∥∥dtξ n∥∥2H10 ≤ C[(∆t)2 + h2r ]. (5.16)
Then from Lemma 1 and by triangle inequality, it leads to
max
0≤n≤N
∥∥Un − un∥∥ ≤ max
0≤n≤N
[∥∥ξ n∥∥+ ∥∥ηn∥∥] ≤ C[∆t + hr ].
Similar to Theorem 1, we can also prove the induction hypothesis
max
0≤n≤M





‖dtUn−1‖L∞ ≤ C . 
Thus, the following theorem is obtained:
Theorem 2. Assume that u is the solution to (1.1), let U and W be defined by (3.5) and (2.2), respectively, if u ∈ C4(Ω¯ ×
[0, T ]), u, ∂u
∂t ∈ L∞(Hr), ∂
2u
∂t2
∈ L2(Hr)(r ≥ 3),∆t = O(h2) and λ > 12 (maxx∈Ω ‖A(x,Un)‖ /q∗), if h is sufficiently small, and























)0]∥∥∥∥∥ ≤ C[∆t + hr ],
there exists a positive constant C such that
max
0≤n≤N
∥∥Un − un∥∥ ≤ C[∆t + hr ].
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6. Matrix problems
Assume that Sh,r = Sxh,r⊗Syh,r⊗Szh,r , where Sxh,r , Syh,r and Szh,r are the finite-dimensional subspaces ofH10 ([a, b]),H10 ([c, d]),

























h,r , respectively. p, q and t are the grid line numbers in x-direction, y-direction and
z-direction, respectively, p = 1, 2, . . . ,Nx, q = 1, 2, . . . ,Ny, t = 1, 2, . . . ,Nz .
Let




































pqt = β(n+1)pqt − β(n)pqt . (6.2)












































































































































2 θ (n+1) = Ψ (n)pqt , (6.4a)
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2 θ (n+1) = Ψ (n)pqt , (6.5)
where INx is an identity matrix of order Nx, INy is an identity matrix of order Ny, INz is an identity matrix of order Nz . Then





2 θ (n+1) = Ψ (n)pqt , n = 0, 1, 2, . . . . (6.6)
If the nodes inΩ are firstly numbered in vertical order and the linear tensor product basis is
γ 1p (x) =

0, x ∈ [a, xp−1]
(x− xp−1)/h, x ∈ (xp−1, xp]
(xp+1 − x)/h, x ∈ (xp, xp+1]
0, x ∈ (xp+1, b]
γ 2q (y) =

0, y ∈ [c, yq−1]
(y− yq−1)/h, y ∈ (yq−1, yq]
(yq+1 − y)/h, y ∈ (yq, yq+1]
0, y ∈ (yq+1, d]
γ 3t (z) =

0, z ∈ [e, zt−1]
(z − zt−1)/h, z ∈ (zt−1, zt ]
(zt+1 − z)/h, z ∈ (zt , zt+1]
0, z ∈ (zt+1, f ]
(6.7)
then the matrices in (6.6) are
K1 =






 , K2 =


















































 z11 · · · z1Nz... . . . ...
zNz1 · · · zNzNz




0 · · ·
 z11 · · · z1Nz... . . . ...
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7. Numerical example
Consider
(x2 + y2 + z2 + 1)utt −∇ · ((u+ 1)∇u) = f (u, x, y, z, t), Ω : 0 ≤ x, y, z ≤ 12 , t ∈ (0, 1]
u(x, y, z, t) = 0, (x, y, z) ∈ ∂Ω
u(x, y, z, 0) = sin(2pix) · sin(2piy) · sin(2piz),
ut(x, y, z, 0) = sin(2pix) · sin(2piy) · sin(2piz)
(7.1)
where
f (u, x, y, z, t) = (x2 + y2 + z2 + 1)u− pi2e2t [cos(4pix)+ cos(4piy)+ cos(4piz)] + 2pi2e2t [cos(4pix) cos(4piy)
+ cos(4pix) cos(4piz)+ cos(4piy) cos(4piz)] − 3pi2e2t cos(4pix) cos(4piy) cos(4piz),
the exact solution of (7.1) is:
u = et sin(2pix) sin(2piy) sin(2piz).
And the column vector in right-hand side of (6.3c) is ordered according to the nodes: (1, 1, 1), . . . , (1, 1,Nz),
(2, 1, 1), . . . , (Nx, 1, 1), . . . , (Nx,Ny,Nz), thus for 1 ≤ k ≤ Nx, 1 ≤ m ≤ Ny and 1 ≤ n ≤ Nz , the terms in right-hand
side of (6.3c) can be written as







































































































































0, p ≤ k− 2
−(x2k − x2k−1 − 2xkh)/(2h3), p = k− 1
(4h2 + 2x2k − x2k−1 − x2k+1)/(2h3), p = k
−(x2k+1 − x2k − 2xkh)/(2h3), p = k+ 1


















































m+1 − ymy3m−1 − ym+1y3m
)



















/h3, q = m+ 1








































in the similar way. Also













x2[(γ 1p (x))′xγ 2q (y)γ 3t (z)(γ 1k (x))′xγ 2m(y)γ 3n (z)
+ γ 1p (x)(γ 2q (y))′yγ 3t (z)γ 1k (x)(γ 2m(y))′yγ 3n (z)+ γ 1p (x)γ 2q (y)(γ 3t (z))′zγ 1k (x)γ 2m(y)(γ 3n (z))′z]dxdydz
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Fig. 1. The numerical solutions at y = 0.3, t = 0.05.
Table 1
The maximum absolute error, the average absolute error and the L2 norm error at y = 0.3, t = 0.05.
t ∆t Maximum absolute error Average absolute error L2 norm error













y2[(γ 1p (x))′xγ 2q (y)γ 3t (z)(γ 1k (x))′xγ 2m(y)γ 3n (z)













z2[(γ 1p (x))′xγ 2q (y)γ 3t (z)(γ 1k (x))′xγ 2m(y)γ 3n (z)













[(γ 1p (x))′xγ 2q (y)γ 3t (z)(γ 1k (x))′xγ 2m(y)γ 3n (z)








0, k ≤ p− 2
h/6, k = p− 1
2h/3, k = p
h/6, k = p+ 1











0, k ≤ p− 2
−1/h, k = p− 1
2/h, k = p
−1/h, k = p+ 1

































zdz can also bewritten in the similar way.
If Nx = Ny = Nz = 4, then h = 0.1. Choosing λ = 2.0. Note that the problem in this paper is a nonlinear problem, a(Un),
b(Un) and f (Un) in (3.3a) are the value of n-th level, and not the the value of (n+1)-th level, so that the time step∆t should
be sufficiently small, thus we choose∆t = 10−5. Fig. 1 shows the numerical solutions at y = 0.3, t = 0.05 and Table 1 gives
the maximum absolute error, the average absolute error and the L2 norm error.
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