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ABSTRACT 
In a universe of machines with n labeled states and p labeled inputs, it is shown 
that almost all machines have series-parallel decomposition if n and p approach 
infinity in such a way that pnl/~e -'~ --~ O. Also, almost all machines have no series- 
parallel decomposition if n and p approach infinity in such a way that pnllSe -'~ -~ oo. 
1. INTRODUCTION 
Series-parallel decomposition of sequential machines has been studied extensively 
from the point of view of the decomposition of specific machines [1]-[3]. Putzolu 
[4], [5] has recently obtained results concerning the likelihood that randomly chosen 
machines admit this decomposition. His analysis treated the case in which a state- 
behavior-type of realization was assumed and decomposition i volving state splitting 
was not permitted. In the present paper we attack the analogous problem in which 
state splitting is allowed. 
For definiteness and convenience we define here some of the concepts which will 
be needed in our study. Let In] represent the set {1,..., n}, when n is any positive 
integer. Define a machine with n states and p inputs as any mapping 8 from [n] • [p] 
to [n], and write [n] tnlxl~l to represent the set of all such mappings. Following [5], 
a decomposit ion of 3 + In] [nlxl+l into two machines 31 + [nil [nllxl+l and 3~ + [n2] [n21xlnl~l 
is specified by giving a mapping h from a subset of In1] • [n2] onto In] such that 
whenever i ~ h( j ,  k) and x + [p], then h(3a( j, x), 82(k, (j - -  1)p + x)) is defined and 
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equals 8(i, x). A decomposition of 3 into more than two machines is defined recursively 
as the result of further decomposing either 31 or 32 or both and repeating an arbitrary 
number of times. An r-component decomposition is one which results from the 
performance of the basic decomposition process r -- 1 times and therefore yields 
r machines. We need not formulate here the well-known associative principle which 
permits one to speak of the decomposition of 3 into r machines 31 ,..., 3r without 
specifying the steps by which they were obtained. We shall say that 3 is nontrivially 
decomposable if it admits an r-component decomposition in which each of the 
resulting r machines has fewer states than 8. 
If one is interested only in state behavior ealizations, then the mapping h is always 
taken as one-to-one. In this case to determine whether or not a machine is nontrivially 
decomposable one need only consider 2-component decompositions. However, in the 
more general case treated here there is no such restriction. 
2. A CRITERION FOR DECOMPOSABILITY 
A machine 8 6 [n] ["l• is called a group machine if each restriction 8( , x) is a 
permutation of [nl. From any machine 3 we may derive a group machine 3' by the 
simple expedient of letting 3'( , x) ---- 3( , x) if 3( , x) happens to be a permutation 
and letting 3'( , x) be the identity map otherwise. We note that the corresponding 
group machine is the same as the original machine if and only if the original machine 
is a group machine. 
THEOREM 1. A machine 3 is nontrivially decomposable if and only if the corresponding 
group machine 3' is nontrivially decomposable. 
This theorem may be easily proved using results of Krohn and Rhodes [2] or of 
Zeiger [3]. Therefore we do not present a formal proof here. In following the construc- 
tion of Zeiger one may decompose the machine 8 into components 31 and 32 , where 
32 has fewer states than 8, and 31 is a permutation reset machine of the same number 
of states as & The permutations of 81 correspond to those of 3' and one may then 
show that to any nontrivial decomposition of 3' there is an isomorphic nontrivial 
decomposition of 81 . 
As a corollary to Theorem I we have the result that if 3 r [n} tnlxtvl is a machine 
of n >~ 3 states such that for no input x~ [p] is 8( , x) a permutation, then 8 is 
nontrivially decomposable. It is this corollary which is required in the proof of 
Theorem 2 in the next section. We note that in Zciger's construction, if 8( , x) is 
never a permutation, then 31 is a reset machine. Then, any nontrivial partition on 
[n] = [nx] has the substitution property for 81. Hence 81 (and consequently 3) is 
nontrivially decomposable. 
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3. DECOMPOSABILITY OF RANDOMLY SELECTED MACHINES 
In this section we shall be concerned with estimating what fraction of the set 
[n] [nj• is nontrivially decomposable, and in particular shall investigate the way 
this function of n and p behaves as n and p approach oo. 
THEOREM 2. I f  pnll~e-n--. 0 as n--~ 0% then the probability approaches 1 that a 
machine 3 will be nontrivially decomposable if it is chosen at random from [n] InlxM. 
Proof. I f  3 E [n] b~l• is a machine such that for no x ~ [p] is 8( , x) a permutation 
then 3 is surely decomposable by the following reasoning. Since n > 2 and b'( , x) 
is the identity function for all x, we may decompose 3' in any way we wish using 
state behavior ealizations and identity functions for the components. By Theorem 1, 
3 is thus nontrivially decomposable. Now there are n! permutations and n n mappings 
of [n] into [n] so the probability that no mapping 3( , x) be a permutation is 
(1  - -  n!/nn) ~. However using Stirling's formula, we have 
(1--  n--g-/n!]" ~1 P~" --1--(2~r)ii2pnii2e-n(1-1-O(1))-+l as n- -~oo .  
This completes the proof of the theorem. 
LEMMA 1. The fraction of all permutations of n letters in which no cycle has a 
length divisible by m is 
[n/m] 
Proof. Write T,~(n) for the number of permutations ~ of In] having no cycle 
with a length divisible by m. For r < m, if the cycle containing the letter 1 has length r, 
then there are Tm(n-  r) ways in which the remaining cycles may be chosen. 
The cycle containing 1 may be chosen in (n - -  1)!/(n --  r)! ways. Hence, there are 
Z~=I [ (n -  1 ) ! / (n -  r)!] Tm(n-  r) permutations of type ~ in which the cycle 
containing 1 has length less than m. Now, the cycle containing 1 must not have 
length m, but if it has length greater than m, then we may treat the portion of this 
cycle consisting of 1 and the chain of m letters following 1 as if they were a single 
letter. This chain may be chosen in (n - -  1)!/(n -- m --  1)! ways and following its 
choice there are Tm(n -- m) ways in which the remainder of the permutation may 
be chosen. Thus, we obtain 
m--1 
T,~(n) = ~ [ (n  - -  1 ) ! / (n  - -  r ) ! ]  T~(n  - -  r )  -I- [ (n  - -  1 ) ! / (n  - -  m - -  1)!]  T~(n -- m).  
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This difference quation has a unique solution subject o the condit ions that T,~(1) = ! 
and T.,(0) = 1, where it is assumed that coefficients for terms in Tm(n - -  r) vanish 
when r > n. To  prove the lemma, we show that T,~(n) = nI ,l-l[n/mJl/=l (1 - -  1/im) is a 
solution to the difference equation. We may check directly that T~(n) = nI when 
n < m and also Tin(m) = (m - -  1)(m - -  1)!. To  justify our formula when n > m it 
is more convenient o derive the fol lowing (m + 1)st-order difference equation: 
nT.~(n - -  1) - -  T,.(n) 
= [(n - -  1)!/(n - -  m)l](n - -  m - -  1)[(n - -  m) Tm(n - -  m - -  1) - -  Tm(n - -  m)]. 
Substitut ing T,~(n) = n! .rltn/'nl, i=l ~'tw __ 1~ira), we may check that both sides vanish when 
n is not divisible by m. Otherwise both sides have the value (n - 1). I-[~(211)/m] (1 - 1/im). 
No spurious solution is possible since the first m + 1 points agree with the solution 
to our original equation. This  completes the proof of the lemma. 
An immediate consequence of this lemma follows from the fact that when m is 
a pr ime or a power of a prime, the order of a permutat ion is divisible by m if and 
only if it has a cycle whose length is divisible by m. In this case, there are exactly 
T,~(n) = n! .r~tn/'~lxi=l (1 - -  1/im) permutat ions of n letters whose order is not divisible 
by m. In our appl ication the exact formula is less convenient than an asymptotic 
expression which may be derived as follows. 
[n/m] _ _ 
The asymptot ic  result holds when m remains fixed and n--+ ~;  see Ref. [6]. Also, 
n! ~-~ (2. )  1/2 na/2(n/e) n, so we have 
ml/m(2~)ll~ (~)n 
T~(n)  ~-~ F( i  - -  1/m) n(1/2)-(lm) 
In particular, we obtain 
(n; 
T2(n) ,-~ 2 , and T3(n ) ~-, 2.67n 1/8 
The second of these expressions is used in the proof of Theorem 3. 
A group G of permutat ions on a set [n] of n letters is called imprimit ive [7] if there 
is a nontrivial  partit ion on lnl into disjoint subsets s 1 ,..., sr with the substitution 
property [1]. Th is  means that for all g ~ G and sets s i in the partit ion, there is some 
set sj in the part it ion such that sig C s t . Since G is a group, one can easily show 
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that actually sig = st 9 I f  there is no such partition, then G is called primit ive and 
we have the following lemma. 
LEMMA 2. Two randomly chosen permutations on a set of  n letters generate a 
primitive group with probability approaching 1 as n approaches oo (see [4]). 
Proof. Again write [n] = {1,..., n} for the set of n letters to be permuted, and 
let a and 7 be chosen randomly from the set of n! permutations of [n]. We see that 
the group generated by a and 7 is imprimitive if In] can  be partitioned into two 
nonempty sets of cardinality n1 , and n - -  n I such that a and 7 both permute the 
letters of these sets among themselves. Partitions of this type will be called separable, 
and we see that there are (nil) 2 ((n - -  na)!) 2 ways in which cr and 7 may be chosen so 
that the partition into two such sets is separable. While it is clear that for a given 
and 7 there may be more than one separable partition, we have the upper bound 
( ) ((n - 
nz=l 
to the number of ways ~ and y may be chosen so as to allow [n] to have a separable 
partition. Thus, of the (n!) 2 ways to choose cr and 7, the fraction allowing a separable 
partition is no greater than 
[~/~] nll(n - -  nl)! 
nl=l 
The first two terms of this sum are (l /n) + 2/n(n - -  1) while the [n/2] - -  2 remaining 
terms are each no greater than 6/n(n - -  1)(n - -  2). We may therefore write 
[~/21 nl!(  n _ nl)!  1 + 1 , 
z . ,  - n 0 
nl=l 
and we observe that this bound approaches 0 as n approaches oo. 
Even if there is no separable partition of [n] there may yet be a partition with the 
substitution property. For this to occur, each class in such a partition must be 
capable of being mapped into any given class by a suitably chosen permutation in 
the group generated by (7 and 7. Hence, all classes must contain the same number 
of letters. Let n I be the number of letters in a class and a the number of classes. 
Then n = an 1 where 1 < a, n 1 < n and there are n!/a! (nl!) a ways of forming such 
a partition. For any given partition of this type the permutations a and 7 may together 
be chosen in [al (nl!)a] z ways so that the substitution property is satisfied. Thus, 
n! al (nil) a is an upper bound to the number of ways that ~ and 7 may be chosen 
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so some partition into a equal classes has the substitution property. The ratio of 
this bound to (n!) ~ may be written 
2 2 2 3 3 3 
. . . . . .  
(a + 1)(a + 2) . . .n  = (~a) (2-d-~)(2- - -a -~)  (~aa) 
"" (n nl -a  + O(n-7:+ l 
We have taken a > 1 and as a consequence no factor in this product may be greater 
than ~ and an upper bound to the product is therefore (~_)n-a ~ (~)[n/21. Since the 
number of possible choices for n 1 clearly cannot exceed n, there is the upper bound 
n(])t "/2] to the probability that for randomly chosen permutations a and 7 there is a 
partition with the substitution property which is not separable. Since this bound 
also approaches 0 as n approaches ~ the proof of the lemma is complete. 
One may conclude slightly more than is contained in the statement of the lemma 
if a trivial refinement is made in the proof. The actual fraction of the pairs a, ), having 
a separable partition with n I = 1 is less than 1In but is asymptotic to 1/n as n --~ o9. 
Thus, we see that these partitions account for almost all cases in which the group 
generated by a and 7 is imprimitive as n--~ or. The probability that this group 
will be imprimitive is thus asymptotic to 1/n. 
THEOREM 3. I f  phil% -~ --.- O0 as n ~ 0% then the probability approaches 0 that a 
machine 3 will be nontrivially decomposable if it is chosen at random from [n] t"J• 
Proof. By the theory of Krohn and Rhodes [2], if there exist inputs x ~ [p] such 
that the corresponding mappings 3 ( ,  x) are permutations which generate the 
alternating roup A n on n ~: 4 letters, then the machine 3 is indecomposable. This 
fact follows because some component in any decomposition of 3 must have an input 
semigroup with a subgroup which is the inverse homomorphic mage of An. Therefore, 
this component must have at least n states, so 3 fails to satisfy our criterion of nontrivial 
decomposability. We shall show that the probability approaches 1 as n approaches 
that A~ is a subgroup of the input semigroup of 3. 
Let s be any permutation of [hi which cyclically permutes ome set {i, j, k} _C [ni 
of three states and produces a permutation of some order v on the remaining states 
which is not divisible by 3. Then s may be used to generate a cyclic permutation t 
of {i, j, k}, since we may take t = s v which cyclically permutes {i, j, k}, leaving the 
remaining letters fixed. We compute that there are n(n --  1)(n --  2)/3 cyclic permuta- 
tions of some set {i, j, k} C [nl. Furthermore, for each such permutation there are 
T3(n -- 3) permutations of the remaining states whose order v is not divisible by 3. 
FREQUENCY OF MACHINE DECOMPOSABILITY 225 
Hence, there are [n(n - -  1)(n --  2)/3] Tz(n - -  3) permutations of type s. By Lemma I 
and the asymptotic expression for T3(n ) derived from it, we have 
(_~e3) n-s Kn(1/6l-Z ( n~ T3(n - -  3) ~ K(n  - -  3) I/~ ~ 7 /  ' 
where 
31/a(21r)1/2 
K - -  = 2.67. 
Thus, 
. _  
3 3 ~eJ 
The probability that none of the first [p/3] inputs yields a permutation of type s 
is therefore 
.(1 -- n(n - -  1)(n --3n"2) T~(n - -  3))[~/z] ,l --[p/3] n(n - -  1)(n3n ~-  2) T3(n - -  3) l < exp 
exp[ - - (K /9 )  pnl /6e -~] --~ O, as n --~ oo. 
Hence, the probability approaches 1 that at least one of the inputs x ~ [[P/3]] yields 
a permutation s = 5( , x) which may be used to generate a cyclic permutation t of 
three states. 
The probability also approaches 1 that each of the two sets I[2p/3]1 --  l[p/3]l 
and [Pl - -  [[2p/311 contains some input yielding a permutation because these sets 
contain on the order of p/3  inputs. By lemma 2, we note that two randomly chosen 
permutations of In] generate a primitive group G with probability approaching 1 
as n approaches or. Hence, we assume that a primitive group G on In] is generated 
from two of the inputs in [Pl - -  [[P/3]I and that a cyclic permutation t of three states 
is generated from one of the inputs in l[p/3]I. 
Let y be the set of all elements of the group G w {t} which cyclically permute 
three states, leaving all others fixed. It is known [7] that i fy  contains all such cyclic 
permutations, then A~ is a subgroup of G w {t}. Define 0 C In] • In] as the set of 
all pairs (i 1 , iz) both lying in some cycle of an element o fy .  Then 0 is an equivalence 
relation since if ( i l ,  is) lie on a cycle of 6 and (i2,/3) lie on a cycle of t2, then (i l ,  is) 
lie on a cycle (ili~i3) = tat-~lt71t2 if the third members of the cycles for ( i l ,  is) and 
(is, i3) are distinct and on a cycle (ili2i3) = t2tl if the third members are the same. 
This construction shows us that whenever i 1 , /2,  and i 3 are in the same 0 class, then 
the cycle ( i l i j~)  is in y .  Also, 0 induces a partition on [hi which has the substitution 
property with respect to G. For, let g be any element of G, then (i 1 , i2) E 0 with 
corresponding t 1 E~, we see that g-~t~g is also a cyclic permutation in g for the pair 
( i lg , i2g ). Consequently (ixg , i~g) is in O. But G was assumed to be primitive and ~ is 
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nonempty since it contains t, so ~ must contain all cyclic permutations of three states. 
Thus, y generates An with probability approaching 1 as n approaches oo. This 
completes the proof. 
4. ADDITIONAL REMARKS 
The condition for nontrivial decomposability stated in section 1 applies to each 
input of a machine separately. Therefore, for fixed n, the probability of nontrivial 
decomposibility can never increase as p increases. However, the theorems of section 3 
fail to provide information concerning the probability of nontrivial decomposability 
in certain cases as indicated by the following corollary to Theorems 2 and 3. 
COROLLARY 1. I f  (n -- In p)/ln n approaches a limit E as n approaches ov then the 
probability of nontrivial decomposability approaches 1if d > 89 and approaches 0 if f < ~ . 
Proof. 
I f  l im( -n - - lnp)  > 1 
~o In n 2 '  
then for some 9 > 0 and n o we have 
n -- Inp 1 
~nn >2.  +E whenever n ~>n o. 
Hence, pnl/2e-~ < l/n" and since 1In ~ --~ 0 as n --~ oo, and we may apply Theorem 2. I f  
lira (n - - lnp)  ~ 
n~oo lnn  <6'  
then for some e > 0 and n o we have 
n- - lnp  < 1 
l n~ 6 - -  9 whenever n >/n  o . 
Hence, pnl/Se-~ > n" and since n ~ --+ oo as n -+ 0% we may apply Theorem 3. This 
completes the proof. 
We note that nothing is known about he case in which flies in the range 61 < f < ~-. 
It is conjectured that this "gap" is removable and that a more delicate pair of theorems 
similar to 2 and 3 is valid in which the same exponents of n appear. In particular, 
it seems possible that the condition pnl/~e-'~-~ oo may be sufficient to obtain the 
conclusion of Theorem 3. 
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COROLLARY 2. Ij: n/ln p approaches a limit t '  as n approaches ~,  then the probability 
of nontrivial decomposability approaches 1 if I ' > 1 and approaches 0 if 1' < 1. 
This result follows easily from Corollary 1, and permits one to compare the 
probability of this type of decomposition with state behavior decomposition. In [4] 
and [5] it is shown that the limiting value of (ln n)/p is an appropriate quantity to 
consider in order to determine whether the limiting probability of nontrivial state 
behavior decomposition is 1 or 0. 
Another question of some interest concerns whether or not a machine 3 is uontrivially 
decomposable into just two components 61 and 52 , each having fewer states than & 
As was pointed out in the introduction, a machine may be nontrivially decomposable 
without being nontrivially decomposable into two components. An example is the 
universal 4-state machine which is decomposable into 4 components of 3, 2, 2 and 
3 states, but not into two components each of fewer than 4 states. 
According to [1] a machine admits a nontrivial 2-component decomposition if
and only if it admits a nontrivial set system decomposition. 
Using methods similar to those used in the proof of Theorem 2, it is possible 
to show that if 
n -- lnp 3 
Tnn ~>~ as n -~,  
then for any k > 0, the probability that a randomly chosen $ E [nl f~l• admits at 
least k nontrivial SP set systems approaches I ; correspondingly, the expected number 
of nontrivial SP set systems of a machine approaches ~.  
An unsettled question is whether set system (i.e., 2-component) nontrivial decom- 
posability is almost surely satisfied if 
3 n --  lnp 1 
2~ Inn  >~ as n - -~.  
It is hoped that further studies may provide answers to some of these questions. 
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