Pattern classification methodologies are present in many systems that we depend on daily. In these systems, classes are created based on human perception of the objects being classified. Thus, it is important to have systems that accurately model human perception. Near set theory provides a framework for measuring the similarity of objects based on features that describe them in much the same way that humans perceive objects. In this paper, we show that the near set approach can be used to classify images. Further, the results presented here suggest that the near set approach can be used in any image classification system. The contribution of this article is a perception based classification of images using near sets.
Introduction
The problem addressed in this article is one of reconciling human perception with that of image processing and pattern recognition systems. The term perception appears in the literature in many different places with respect to the processing of images. For instance, the term is often used for demonstrating that the performance of methods are similar to results obtained by human subjects (as in [1] ), or it is used when the system is trained from data generated by human subjects (as in [2] ). Thus, in these examples, a system is considered perceptual if it mimics human behaviour. Another illustration of the use of perception is in the area of semantics with respect to queries [3, 4] . For instance, [4] focuses on queries for 3-D environments, i.e., performing searches of an online virtual environment. Here the question of perception is one of semantics and conceptualization with regard to language and queries. For example, a user might want to search for the tall tree they remembered seeing on one of their visits to a virtual city.
Near sets
Near set theory focuses on sets of perceptual objects with matching descriptions. Specifically, let O represent the set of all objects. The description of an object x ∈ O is given by φ(x) = (φ 1 (x), φ 2 (x), . . . , φ i (x), . . . , φ l (x)), where l is the length of the description and each φ i (x) is a probe function that describes the object x. Furthermore, we can define a set F that represents all the probe functions used to describe an object x. Next, a perceptual information system S can be defined as S = O, F, {V al φ i } φ i ∈F , where F is the set of all possible probe functions that take as the domain objects in O, and {V al φ i } φ i ∈F is the value range of a function φ i ∈ F. For simplicity, a perceptual system is abbreviated as O, F when the range of the probe functions is understood. It is the notion of a perceptual system that is at the heart of the following definitions.
Definition 1 Indiscernibility Relation Let O, F be a perceptual system. For every B ⊆ F the indiscernibility relation ∼ B is defined as follows:
where · represents the l 2 norm. If B = {φ} for some φ ∈ F, instead of ∼ {φ} we write ∼ φ .
Defn. 1 is a refinement of the original indiscernibility relation given by Pawlak in 1981 [22] . Using the indiscernibility relation, objects with matching descriptions can be grouped together forming granules of highest object resolution determined by the probe functions in B. This gives rise to an elementary set
defined as a set where all objects have the same description. Similarly, a quotient set is the set of all elementary sets defined as
Defn. 1 provides the framework for comparisons of sets of objects by introducing a concept of nearness within a perceptual system. Sets can be considered near each other when they have "things" in common. In the context of near sets, the "things" can be quantified by granules of a perceptual system, i.e., the elementary sets. For practical reasons, the absolute character of ∼ B leads to a weakened relation between sets X, Y where one can find at least one pair of objects x ∈ X, y ∈ Y that have matching descriptions. Then we say that X, Y are weakly near each other. Let the sets X and Y be near each other in O, F , i.e., there exists x ∈ X, y ∈ Y, B ⊆ F such that x ∼ B y. Then, as reported in [32] , a NM between X and Y is given in (1) .
where
As an example of the degree of nearness between two sets, consider Fig. 1 in which each image consists of two sets of objects, X and Y , that are subsets of the universe of objects O. Each colour in the figures corresponds to an elementary set where all the objects in the class share the same description. The idea behind Eq. 1 is that the nearness of sets in a perceptual system is based on the cardinality of equivalence classes that they share. Thus, the sets in Fig. 1(a) are closer (more near) to each other in terms of their descriptions than the sets in Fig. 1(b) . 
Tolerance relation
When dealing with perceptual objects (especially, components in images), it is sometimes necessary to relax the equivalence condition of Defn. 1 to facilitate observation of associations in a perceptual system. This variation is called a tolerance relation and is given in Defn. 3.
Definition 3 Tolerance Relation
Let O, F be a perceptual system and let ∈ R (set of all real numbers). For every B ⊆ F the tolerance relation ∼ = B is defined as follows:
If B = {φ} for some φ ∈ F, instead of ∼ = {φ} we write ∼ = φ . Further, for notational convince, we will write ∼ = B instead of ∼ = B, with the understanding that is inherent to the definition of the tolerance relation.
As in the case with the indiscernibility relation, a tolerance class can be defined as
Note, Defn. 3 does not uniquely partition O (i.e. an object can belong to more than one class) which is why Eq. 2 is called a tolerance class instead of an elementary set. In addition, each pair of objects x, y in a tolerance class x / ∼ =B must satisfy the condition φ(x) − φ(y) ≤ . Next, a quotient set for a given a tolerance relation is the set of all tolerance classes and is defined as
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As was the case with the equivalence relation, tolerance classes reveal relationships in perceptual systems leading to the definition of a tolerance nearness relation. [36] Let O, F be a perceptual system and let X, Y ⊆ O, ∈ R. The set X is perceptually near to the set Y within the perceptual system O, F (X F Y ) iff there exists x ∈ X, y ∈ Y and there is a φ ∈ F, ∈ R such that x ∼ = B y. If a perceptual system is understood, then we say shortly that a set X is perceptually near to a set Y in a weak tolerance sense of nearness.
Definition 4 Weak Tolerance Nearness Relation
Similar to Eq. 1, a NM under the tolerance relation is given as
Notice the subtle difference between the two nearness measures. Since objects can belong to more than one tolerance class, the denominator of Eq. 3 has moved inside the summation. Similarly, Eq.'s 1 & 3 are equivalent when = 0.
The following simple example highlights the need for a tolerance relation as well as demonstrates the construction of tolerance classes from real data. Consider Table 1 that contains 20 objects with |φ(x i )| = 1. Letting = 0.1 gives the following tolerance classes:
Observe that each object in a tolerance class satisfies the condition φ(x) − φ(y) ≤ , and that almost all of the objects appear in more than one class. Moreover, there would be twenty classes if the indiscernibility relation was used since there are no two objects with matching descriptions.
Near Sets and Image Classification
Near set theory can be used to determine the nearness between two images. The nearness measure can be considered a feature value as defined in pattern classification literature (see, e.g., [27] ). The following sections describe an approach for applying near set theory to images.
Image processing
Briefly, this section defines some image processing notation. Let M, N ∈ N respectively denote the quantities width and height, and let the mathematical representation of an image using the grayscale colour model CI Laboratory TR-2009-016 
Similarly, let a subimage f s of f be defined as
Furthermore, given an image f , the probability p i of a pixel taking on a value i ∈ [0, 255] is given by p i = T i /T , where T l is the count of grey level l in f , and T = M × N .
Information content
Shannon introduced entropy as a measure of the amount of information gained by receiving a message from a finite codebook of messages [37] . The idea was that the gain of information from a single message is proportional to the probability of receiving the message. Thus, receiving a message that is highly unlikely gives more information about the system than a message with a high probability of transmission. Formally, let the probability of receiving a message i of n messages be p i , then the information gain of a message can be written as
and the entropy of the system is the expected value of the gain and is calculated as
However, as reported in [37] , Shannon's definition of entropy suffers from three things: it is undefined when p i = 0; that in practise the information gain (whether probable or un-probable) should lie in the interval [0, 1] and not at the limits (which is the case when using Eq. 4); and that a statistically better measure of ignorance is 1 -p i rather than 1/p 1 . As a result, [37] lists the following desirable properties of an entropic function:
P5: With increase in p i , ∆I(p i ) decreases exponentially.
P6: ∆I(p) and H, the entropy, are continuous for 0 ≤ p ≤ 1.
P7:
H is maximum when all p i 's are equal, i.e. H(p 1 , . . . , p n ) ≤ H(1/n, . . . , 1/n).
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Keeping these properties in mind, [37] defines the gain in information from an event as
which gives the entropy as
Example of near images
The nearness of two images can be discovered by partitioning each of the images into subimages and letting these represent objects in a perceptual system, i.e, let the sets X and Y represent the two images to be compared where each set consists of the subimages obtained by partitioning the images. Then, the set of all objects in the perceptual system is given by O = X ∪ Y . Objects in this system can be described by probe functions that operate on images. Simple examples include average colour, or maximum intensity (see, e.g., [38] for other examples of image probe functions). The results presented in this article use the probe functions B = {H(f s ), Avg(f s )}, where H(f s ) is Pal's entropy of a subimage, and Avg(f s ) is the average grayscale of a subimage. Average grayscale is used in addition to Pal's entropy to differentiate between areas in an image that have the same information content. For example, a subimage that consists of all black pixels produces the same value of entropy as a subimage that contains all white pixels (or rather any subimage of uniform intensity). Our first example of near images is given in Fig. 2 where Fig. 2(a) is being compared first to itself and then to Fig.'s 2(b)-2(e) . Each image is a Bitmap of size 200 × 200, each coloured square has dimensions 100×100, and the size of each subimage is 10×10. The NMs were calculated using both the indiscernibility relation (Eq. 1) and the tolerance relation (Eq. 3). Notice that in both cases the NMs are the same due to a small choice of . In this case, would have to be much larger than 1 to produce a different NM since the grey levels are not close to each other. Also note, the values range from 1, the case of the image being compared to itself, to 0, the case of the images being completely different.
Our next example provides a visual representation of both equivalence and tolerance classes. Fig. 3 consists of images from the Berkeley Segmentation Dataset [39] and the Leaves Dataset [40] , which are also used to obtain the results presented in Sect. 5. Next, Fig. 4 consists of images depicting the equivalence and tolerance classes created from Fig 3(a) . Fig. 4(a) was created using Eq. 1 with B = Avg(f s ) and a window size of 5 pixels, and each grey level represents a different class. Similarly, Fig. 4(b) shows the number of classes each subimage belongs to, and was created using Eq. 3 with = 0.1 and a window size of 10 pixels. Notice that it is difficult to display the different classes under the tolerance relation, since each object can belong to more than one class; however, it would look similar to Fig. 4(a) .05, 0.1 (note, the indiscernibility relation is used for = 0). Observe that the two leaf images produce a higher NM than Fig. 3(a) and the Berkeley image because the leaf images produce objects that have more in common in terms of their descriptions (using the probe functions in B). These results match our perception of the similarity between these three images.
Algorithms
This section outlines the steps required to calculate the nearness of images using the relations outlined in Sect. 2. Starting with the indiscernibility relation, the first step is to calculate the quotient set (equivalence classes) of each image. This process is given in Alg. 1 and is accomplished by assigning a label, x c , to each object (subimage) and calculating φ(x c ). Then the subimages are grouped together based on their descriptions using the indiscernibility relation. This creates a new partition of the image (called the quotient set) based on object descriptions. Once the quotient set of each image has been determined, the degree of nearness between two sets can be calculated by comparing their elementary sets. This process is described by Alg. 2 The creation of a quotient set under the tolerance relation requires four main tasks. The first step (given in Alg. 3) simply creates a set of objects X from an input image. The next step (given in Alg. 4) is a "first pass" over the set of objects, where the goal is to find for each x ∈ X, a set X consisting of all the objects in X for which the condition φ(x) − φ(x ) ≤ is satisfied. In other words, X consists of objects where the only constraint is that all elements must satisfy the tolerance relation with x (and not the rest). the algorithm is a collection of all the sets X , i.e. X c = {X }. The next step involves going through the classes in the set X c and creating tolerance classes. Thus, for each {x c } ∈ X c , the goal is to create tolerance classes under which the tolerance relation holds for each unordered pair of elements in the class. This step is shown in Alg. 5. Finally, the last step is to remove any duplicate classes in the quotient set obtained from Alg. 5 .
As an example, of Alg.'s 4 & 5, consider again the sample data given in Table 1 . Using this data, the Algorithm 1: Algorithm for calculating equivalence classes Input : f (image), M (image width), N (image height), γ 2 (area of subimage), B (set of probe functions for object description) Output: X /∼B (set of equivalence classes for image f ) X /∼B ← ∅; c ← 0; N ) ; Define subimage f s over domain {{p, . . . , P } × {q, . . . , Q}}; Assign f s the object label x c ; found ← false;
Algorithm 2: Algorithm for calculating the degree of nearness between two sets Input : N ) ; Define subimage f s over domain {{p, . . . , P } × {q, . . . , Q}}; Assign f s the object label x c ; X ← X ∪ x c ; c ← c + 1; end end Algorithm 4: Tolerance class creation step 2
Input : X (set of objects), Output: X c (consisting of sets where the all elements satisfy the tolerance relation with the first element)
Similarly, the output of Alg. 5 is Notice that the order of the elements is the order they are placed in the class by the algorithm. In addition, the output of Alg. 5 will intentionally always produce duplicate classes in order to identify every tolerance class. This problem can be reformulated in terms of Lagrange multipliers written as
where now we are minimizing L p with respect to w, w 0 , while also requiring the derivatives of L p with respect to α i vanish subject to α i ≥ 0 [29] . However, we can solve the dual formulation of this problem and instead maximize
subject to n j=1 α j y y = 0, and α i ≥ 0 [29] . Similarly, Eq. 6 is also maximized in the case of non-linearly seperable data, except that the constraints are now n j=1 α j y y = 0, and 0 ≤ α i ≤ γ, where γ is a penalty assigned to errors. Lastly, it is important to note that Eq. 6 is written in terms of an inner product that allows the definition of a kernel function (this is important for non-linear decision boundaries). For example, a linear kernel could be defined as K(x i , x j ) = x T i x j . The two kernels used in this paper are:
• Polynomial: K(x i , x j ) = (x T i x j + 1) p , and This section presents results obtained using the NM to observe similarity in pairs of images. First, we present evidence that demonstrates the NM is up to the task of classifying images. Next, the NM is used to classify images and the results are compared to those obtained from a SVM for a traditional two class classification problem.
Results

NM for classification
The plot given in Fig. 5 suggests that the NM would be useful in classification of images. To investigate this property further, we have used the NM measure to compare the nearness of images from the Berkeley Segmentation Dataset [39] and from the Leaves Dataset [40] (both freely available online). Specifically, the image in Fig. 3(a) is compared to 200 images (100 from both the leaves and Berkeley datasets, respectively). The results of these comparisons are given in Fig. 6 . Note, the number of pixels in the leaf images were decimated by a factor of 4 to be closer in size to the Berkeley images, i.e., their dimension was reduced from 896 × 592 to 448 × 296. Further, the measures presented in Eq.'s 1 & 3 were weighted by the size of the indiscernibility/tolerance class. Thus, larger classes contribute more to the NM than smaller ones. Lastly, as was mentioned above, the probe functions selected were B = {H(f s ), Avg(f s )}, and the size of the subimage in all tests was 10 × 10.
Notice in each plot, the NM nearness measure associated with comparison between leaf images is (for the most part) larger than that of the NMs associated with comparison between Fig. 3(a) and the Berkeley images. These results match our perception of the images in both datasets, i.e., given only the ability to describe the images using Pal's entropy and average grayscale, we would associate the first leaf image with the rest of the images in the leaf database rather than those in the Berkeley dataset. However, there are exceptions. For example, image 76 (see Fig. 7 ) produces a very low NM for = 0.01. In this case, it is clear that (using average grayscale and entropy) these two images are not similar even though they both contain leaves. Likewise, there are also images in the Berkeley dataset that can produce a high NM given B. Lastly, observe that NM values increase with . Again, this matches our intuition inasmuch as more similarities will be observed between images if the standard for comparison is relaxed. In fact, this is a desirable property because it can provide better results, which is the case when comparing the plots in Fig. 6(a) 
Supervised learning
Based on the results of the previous section, the NM measure was tested in a supervised learning environment where different sizes of training sets were used as a basis for determining which of the two datasets an unlabelled image came from. In particular, each training set consisted of an equal number of images from both collections. The tests consisted of calculating the NM between the test image and each element in the training set. Then, an average NM was calculated from the measures of each class in the training set. Finally, the unknown image was labelled as coming from the class with the highest average. SVM were also used to classify the unknown test images. In order to provide a basis for comparison, the same features were used as for the NM. However, a window size of 10 × 10 would provide vectors with extremely large dimensionality, e.g. the dimensionality would be approximately equal to 2 × M/10 × N/10. Thus, in order to avoid the curse of dimensionality (where the number of samples required increases exponentially with the dimensionality of the feature space [27] ), the test image was divided into four quadrants and the average grayscale and Pal's entropy were calculated for each quadrant. This produced vectors with eight dimensions for each image. Once the vectors were created, the test images were classified using the Matlab SVM and Kernel Methods Toolbox [41] . The results for both these tests are reported in Table 2 . Observe that the NM measure outperforms the SVM for all sizes of training sets.
Conclusion
This article presents a practical application of near sets in discovering similar images and in measuring the degree of similarity between images. Near sets themselves reflect human perception, i.e., emulating how humans go about perceiving and, possibly, recognizing objects in the environment. Although a consideration of human perception itself is outside the scope of this article, it should be noted that a rather common sense view of perception underlies the basic understanding of near sets (in effect, perceiving means identifying objects with common descriptions). And perception itself can be understood in Maurice Merleau-Ponty's sense [16] , where perceptual objects are those objects captured by the senses. In presenting this application, this article has presented details on how to apply near set theory to the problem of classification of images by way of calculating the nearness of images. The results presented here demonstrate that the NM measure can be used effectively to create pattern classification systems. Moreover, it is the case that the choice of probe functions is very important. The results obtained so far in comparing nearness measures and SVM are promising. Future work in this research includes further comparisons between SVMs and NMs relative to selections of features and corresponding probe functions. For example, it may be that probe functions that are invariant with respect to scale, rotation, and translations would produce closer results. What is certain is that the results presented in this article demonstrate that near set theory can be a useful tool in image recognition systems and that perception based classification is possible.
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