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Abstract
Data collection and annotation are time-consuming in machine
learning, expecially for large scale problem. A common approach for
this problem is to transfer knowledge from a related labeled domain
to a target one. There are two popular ways to achieve this goal:
adversarial learning and self training. In this article, we first analyze
the training unstablity problem and the mistaken confusion issue in
adversarial learning process. Then, inspired by domain confusion
and self-ensembling methods, we propose a combined model to learn
feature and class jointly invariant representation, namely Domain
Confusion with Self Ensembling (DCSE). The experiments verified that
our proposed approach can offer better performance than empirical art
in a variety of unsupervised domain adaptation benchmarks.
1 Introduction
An essential task in visual recognition is to design a model that can adapt
to dataset distribution bias [3, 37, 27], in which one attempts to transfer
labeled source domain knowledge to unlabeled target domain. For example,
we sometimes have a real world recognition task in one domain of interest,
but we only have limitted training data in this domain. If we can use almost
infinite simulation images in the 3D virtual world with labels to train a
recognition model, and then generalize it to the real world, it would greatly
reduce the cost of manual labelling [24, 29]. In order to obtain satisfactory
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generalization capability, we turn to deep learning, which is the best known
method having the robost generalization performance [26, 12, 10, 15, 28, 22].
However, deep learning models often needs millions of labeled data to fit
millions of parameters. It is hard to obtain enough data to train in supervised
setting where labeled data is hard to collect and annotate. As alternative
methods, semi-supervised and unsupervised learning methods can reduce the
large requirements [19, 20, 18]. Semi-supervised learning aims at combining
labeled and unlabeled datasets for other unlabeled data from target to perform
the adaptation [36, 30, 31]. Unsupervised domain adaptation is a similar
problem, in which model attempts to exploit the knowledge from source
domain and classify unlabeled dataset in target domain [34, 5, 35, 6, 33].
There have been extensive works in domain adaptation [5, 7, 34, 35], which
focus on building an unify representation between source and target doamins
for the domain adaptation problem. One of the domain adaptation methods
is Domain Confusion (DC) [34]. We analyzed the DC methods based on
conventional GAN-form loss function, which is approximately equivalent to
RevGrad approach [5], and found that the model is hard to train stably. In
this regard, we named it as training unstability problem. Additionally, we
visualized the prediction results by confusion matrix (see Figure 1), which
demonstrate the fact that DC methods only can align featured probability
distribution rather than the feature distribution conditioning on certain class
images. Figure 2 shows how the confused feature distribution looks like. We
named it as feature conditional distribution misalignment problem. Apart
from this, recent work presented another domain adaptation technique based
on mean-teacher framework [4, 32], which achieved pretty good results in some
relatively simple domain adaptation situations, such as USPS → MNIST,
SVHN→ MNIST and so on. But the task to transfer knowledge from MNIST
to SVHN is still difficult, where the model should learn knowledge about
gray-scale images and generalize it to RGB images.
In this paper, we aim at developing a “Domain Confusion with Self
Ensembling (DCSE)” method for domain adaptation. The contributions are
as follows (see Figure 4 for a schematic overview):
• To address the training unstability problem in unsupervised domain
adaptation task, we introduce Wasserstein-GAN (WGAN) algorithm
which is theoretically proved to be more stable than the conventional
GAN by Arjovsky et al [2]. It shows us a way that we no longer need to
balance the discriminator and feature extractor in our model. Therefore,
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we are able to improve the model performance based on this stable
WGAN model.
• To address the feature conditional distribution misalignment problem,
we aim at forming a model that can find a joint representation of classes
and features. Thus we not only need the feature informations within
source domain, but also need to consider the label informations in target
domain. The main intuition here is that we can use self-ensembling
method to provide pseudo labels in target domain [32, 4].
• Based on these idea, we proposed an improved unsupervised domain
adaptation method that combines two domain adaptation methods
mentioned above. We simultaneously use domain confusion method
and self-ensembling method to guide the target domain representation,
so that the target representation distribution not only can regard as a
whole to align with the source representation, but also can align with
the feature conditional distribution of source domain. As an addtional
benefit, we found these two methods can improve classification accuracy.
For example, self-ensembling framework can utilize unlabeled data to
improve accuracy in domain adaptation problem. But it often stucks in
low accuracy due to the huge gaps of appearance between source and
target datasets [4]. However, in our combined model, DC method can
help it improve performance by finding a domain invariant representation
despite the dataset bias. Details will be described in Section 4.2. As
the result of this combination, we improve the state-of-the-art in cross
tasks MNIST↔ SVHN and CIFAR↔ STL under unsupervised domain
adaptation settings.
The rest of this paper is organized as follows: In Section 2, we will review
the related works about domain confusion and self-ensembling techniques.
And in Section 3, we will analyze the limitations of existing methods to
elicit our motivation. Our approach is described in Section 4. Then we
give experimental details and results in Section 5. And finally we present
conclusions in Section 6.
2 Related Works
We first review image-based approaches in visual domain adaptation tasks.
Paolo Russo et al. [23] presented SBADA-GAN, aiming at simultaneously
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transforming the source images to target images and vice versa. It jointly
optimizes bi-directional image mapping with classification loss, adversarial
loss, and a class consistency loss, which aligns the generators in two directions.
The main views here can be treated as data augmentation by style transfer,
which avoids to decide a prior of which is the best strategy to augment data.
Finally, SBADA-GAN promotes the performance greatly in case of MNIST
→ SVHN from prior art 52.8% to 61.1%.
Besides, recent works also focused on feature-based method aiming at
transfering deep feature representation of neural network from labeled source
domain to unlabeled target domain. Ganin et al. [5] proposed a Gradient
Reversal Layer, achieving unsupervised domain adaptation through aligning
the distributions of features over the source and target domains, where it
considers the classification task as finding domain invariant representation in
the feature space. Furthermore, Eric Tzeng et al. [35] used a unified framework
ADDA for unsupervised domain adaptation task. It provides a simple and
easy understanding view for recently proposed domain adaptation researches,
which combines discriminative modeling, untied weight sharing, and a GAN
loss to form a general framework. ADDA first pretrains a source encoder
CNN using labeled source data, and then learns a target encoder CNN by
confusing domain features with adversarial learning method. In a result, the
discriminator can not properly distinguish the feature representation of source
and target. In other words, ADDA learns a joint invariant representation
between domains. During testing, target domain images feature are computed
with the target encoder CNN, in which the features are classified by the
source domain classifier.
On the contrary, there is a Self-Ensembling (SE) method [4] which is
compeletly diffrent from the previous. It is derived from mean-teacher [32]
and used in unsupervised domain adaptation problem. The model is formed
of a student network and a teacher network. The student is trained using
the cross entropy loss as usual and the teacher’s weights are equal to the
exponential moving average weights of the student. Meanwhile, when the
maximum predicted probability of a sample is greater than a predefined
confidence threshold of 0.968, the teacher gives the self-ensembling predicted
probability as the consistency labels of the student. Their approach achieved
some state-of-the-art results in a variety of benchmarks.
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3 Limitations of existing methods
Before introducing our domain confusion with self-ensembling approach, we
first give the intuition behind our proposed method. In domain adaptation
task, we only have the labels in source domain. We aim to train a feature
extractor to learn the joint representation of source and target domains so
that the classifier can also classify the target domain image. One of the most
popular methods is DC [34] which exploits a domain classifier to predict the
domain of the feature representation, and a Gradient Reversal Layer (GRL)
to minimize the domain discrepancy. The process that GRL reverses the
gradient from domain classifier can be considered as backpropagation with
a loss function multiplied by a negative constant, consequently, the model
is equivalent to conventional GAN. So the following we will discuss GAN-
form DC methods, showing its two main limitations in domain adaptation
task. The first cons is training unstability problem, the second one is feature
conditional distribution misalignment problem.
3.1 Training unstability problem of conventional GAN-
form techniques
First we construct a feature extractor, a classifier and a discriminator (see
Figure 4 except the teacher part for an overview). When source and target
domain image simultaneously come into the feature extractor, the classifier
will try to recognize the category of source images by using cross entropy
loss function as usual. And the discriminator attempts to discriminate the
feature representation come from which domain. Meanwhile, the feature
extractor tries to use the feature representation from target domain to fool
the discriminator with logit “1”. So here we formalize a conventional GAN
loss described in [8]. The GAN objective is defined as follows:
max
D
Ex∼ps [logD(F (x))] + Ex∼pt [log(1−D(F (x)))] (1)
min
F
Ex∼pt [log(1−D(F (x)))] (2)
where F is the feature extractor mapping function. It uses the image sampled
from source domain distribution ps and target domain distribution pt as input,
and outputs their feature representation with distribution p(F ). D is the
discriminator, which maximize the probability of all training examples that
assign the correct domain label.
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After evaluating this method in MNIST → SVHN domain adaptation
task, we find that the model often gets the unstable result even after we
carefully tune the hyperparameters and add some regularization skills. We
follow the discussions in [9] to explain the unstable problem. In unsupervised
domain adaptation task, when we use GAN-form DC technique, if we train the
discriminator too well until the discriminator is optimal, optimizing the feature
extractor will be the same as minimizing the Jensen Shannon divergence
of the feature distributions of source and target [8]. In addtion, we could
simply assume the support set of natural images are lying on low dimensional
manifolds, so their feature maps can’t “fullfill” the whole feature space.
Therefore, the probability measure of the intersection manifolds between the
source and target domains tends to be zero. When the manifolds of these two
feature distributions are not overlap, the Jensen Shannon divergence term
will always be a constant, thus the feature extractor can not receive adequate
gradients to update itself.
Therefore, when we optimize the forementioned GAN loss functions in
domain adaptation task, the feature distribution of target domain p(Ft) would
be far from the p(Fs) of source domain, so that the target domain images are
hard to be classified correctly by the classifier. For this reason, the model
will get a worse accuracy in target domain recognition task. According to
the above analysis, it is hard to improve the model performance based on the
GAN-form domain confusion methods.
Table 1: Feature Extractor architecture
Description Shape
Feature extractor
Conv 3 × 3 × 128 stride 1, pad 1, instance norm 32 × 32 × 128
Conv 3 × 3 × 128 stride 1, pad 1, instance norm 32 × 32 × 128
Conv 3 × 3 × 128 stride 1, pad 1, instance norm 32 × 32 × 128
Dropout, 50% 32 × 32 × 128
Conv 3 × 3 × 256 stride 2, pad 1, instance norm 16 × 16 × 256
Conv 3 × 3 × 256 stride 1, pad 1, instance norm 16 × 16 × 256
Conv 3 × 3 × 256 stride 1, pad 1, instance norm 16 × 16 × 256
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Table 2: Classifier/Critic architecture
Description Shape
Classifier/Critic
Dropout, 50% 16 × 16 × 256
Conv 3 × 3 × 512 stride 2, pad 1, instance norm 8 × 8 × 512
Conv 3 × 3 × 512 stride 1, pad 1, instance norm 8 × 8 × 512
Conv 3 × 3 × 512 stride 1, pad 1, instance norm 8 × 8 × 512
Global pooling layer 1 × 1 × 512
Fully connected layer, 10 (critic:1) units, softmax 10 (critic:1)
3.2 Feature conditional distribution misalignment prob-
lem
There are some unsupervised domain adaptation tasks remain undefeated due
to the big gaps between domains. It is still a challenge even if we have used
the adversarial training paradigm because of feature conditional distribution
misalignment problem. We make the following analysis on this. First we
build the model shown in table 1,2, which is jointly trained with cross entropy
classification loss and adversarial loss.
According to the repeated experiments using the same model described in
Section 3.2, we find the results showed in confusion matrix (Figure 1) are very
different although we train the model in completely the same architecture
and same hyperparameters. One possible explanation is that adversarial loss
can only push target feature distribution as a whole to align with source
feature distribution instead of aligning the feature distribution conditioning
on different category images between source and target domains, as shown in
Figure 2.
Formally speaking, let X is be the i
th class images of source domain, so is
target domain images X it . Our target of domain adaptation task is to make the
source domain conditional distribution p(Ys|X is) as similar as target domain
conditional distribution p(Yt|X it), where Ys and Yt are the class random
variables over label space. Let Fs be the feature variable of F (x; θ) where x is
a random variable of source images with density ps and θ is the parameters of
feature extractor F , so is Ft. Decomposition of the above formula produces:
p(Ys|X is) =
∑
Fs
p(Ys, Fs|X is) =
∑
Fs
p(Fs|X is)p(Ys|Fs) (3)
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(a) (b)
Figure 1: Confusion Matrix visualization of the same domain confusion model
runs twice. Note the most often mistaken digits are different in these two
experiments, which are “7” and “8” in (a), but with “3” and “7” in (b).
(a) (b)
Figure 2: Domain confusion only can align feature distribution despite the
category. (a) and (b) are the feature distributions of source and target
domains before or after adversarial training respectively
p(Yt|X it) =
∑
Ft
p(Yt, Ft|X it) =
∑
Ft
p(Ft|X it)p(Yt|Ft) (4)
where p(F |X i) is the feature distribution conditioning on ith class image. And
p(Y |F ) is the class distribution conditioning on features, which is parameter-
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ized by classifier. It is easy to see when p(Fs|X is) is similar to p(Ft|X it) and
p(Ys|Fs) is similar to p(Yt|Ft), our goal of domain adaptation is achieved. In
our conventional GAN-form domain adaptation model, we have used source
domain classification loss to determine the conditional probability distribution
p(Ys|X is), it fixes both domain distributions of p(Fs|X is) and p(Ys|Fs). Then
we use the GAN loss to restrict p(Ft) ≈ p(Fs). The rest of the question is,
although p(Fs) ≈ p(Ft), only p(Fs|X is) ≈ p(Ft|X it) holds partly because of
p(F ) =
∑
Xi p(X
i)p(F |X i), in which marginal distributions p(X is) 6= p(X it).
This means p(Ft|X it) sometimes would align mistakenly with p(Fs|Xjs )(j 6= i).
Therefore, p(Yt|X it) is difficult to approximate p(Ys|X is).
The above analysis tells us adversarial learning method is congenitally defi-
cient, so that it is hard to substantially surpass the best results in unsupervised
domain adaptation benchmarks.
4 Method
According to the descriptions in the previous section, there are two problems
when the GAN adversarial learning method is used in domain adaptation task.
In this section, we first intorduce Wasserstein GAN technique to address the
training unstability problem. Then we use self-ensembling method to tackle
the feature conditional distribution misalignment problem. In the following
subsections, we will introduce our method in details.
4.1 Domain confusion using Wasserstein-GAN
Instead of using GAN-form domain confusion method with training unsta-
bility problem, following the works of Arjovsky et al. [2], we now introduce
the advantages of Earth-Mover distance (Wasserstein distance) in domain
adaptation task. Let Π be the sets of all joint distributions γ(x, y) whose
marginal distributions are p(Fs) and p(Ft). Here are the Wasserstein distance:
W (p(Fs), p(Ft)) = inf
γ∼Π(p(Fs),p(Ft))
E(x,y)∼γ[||x− y||] (5)
Compared with Jensen Shannon (JS) divergence which has been discussed in
section 3.1, Wasserstein distance is still able to reflect the distance between
two distributions without overlap of their manifolds [2]. For this purpose, we
choose Wasserstein distance as the measurement of two distributions p(Fs)
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Figure 3: GAN loss vs WGAN loss training process
and p(Ft). This superior property can make the feature extractor trained
stably. Thus by the way of minimizing the Wasserstein distance between
feature distributions, we can reduce the shift of datasets. Here is the WGAN
loss function [9]:
min
D
Ex∼pt [D(F (x))]− Ex∼ps [D(F (x))] + λEx∼Ω[(||∇xD(x)||2 −K)2] (6)
max
F
Ex∼pt [D(F (x))] (7)
In this case, we call it critic instead of discriminator when we use WGAN.
But for convenience, the critic is still wrote as D in the formula. The last
term of Formula (6) claims the parameters of critic must obey K-Lipschitz
continuity. The hyperparameters λ and K are empirically set to 10 and
1 respectively in our expriments, which just simply follow the setting of
Gulrajani et al. [9]. We find it very robust after we experiented this WGAN
loss in many different settings, see Figure 3 as a case. Impressively, now
we can use domain confusion technique easily without considering stability
problem. This characteristic allows us making improvements based on this
WGAN model.
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4.2 Domain confusion with self-ensembling
Shared Student
Teacher
Feature
Extractor
Classifier
Classifier
EMA EMA
ClassifierFeature
Extractor
Feature
Extractor
Critic
Figure 4: DCSE model architecture. The dashed line means weight shared,
and the EMA means the teacher’s parameters is the exponential moving
average of the student’s parameters. Lcritic and LF is the WGAN loss for
update Critic and F . Lclass is the classification loss of source domain images.
Lse is the self-ensembling loss of yˆt and y¯t.
Self-ensembling model builds upon WGAN domain confusion model which
is mentioned previously. In general, in order to solve feature conditional
distribution misalignment problem, we add a self-ensembling loss on the basis
of classification loss and WGAN loss, which is given by adding a teacher
structure. Detailed model is shown in Figure 4.
4.2.1 Self-Ensembling technique
Following the works of French et al. [4], first we constrct a student network
and a teacher network which are share the same architecture. The teacher’s
parameters ti are weighted by the student’s si using formula ti = αti−1 +
(1 − α)si over every batch during training, α is set with 0.99. We use
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self-ensembling label given by the teacher network to construct class label
consistency loss, which guides the target domain distribution p(Ft|X it) to
align with the source domain feature representation p(Fs|X is). The way to
caculate self-ensembling loss is, for each target domain unlabeled sample xit,
let xit pass through the student network with data augmentation and dropout
in the network, while without any modification for the teacher side. Next
we can obtain their predicted vector yˆijt and pseudo predicted vector y¯
ij
t ,
where j indicates the jth predicted class probability. Then we compute their
self-ensembling loss of each sample, precisely, mean square errors. At last,
we compute the confidence c¯it = max
j
y¯ijt of the i
th sample. If c¯it is below the
confidence threshold of 0.968, the self-ensembling loss for the ith sample xit
will be masked to 0, which follows the setting of French et al. [4].
Self-ensembling technique we used here can be treated as soft-clustering
algorithm. The teacher in our model can be seen as an ensemble model
weighted over time. So the samples with high confidence prediction from
teacher are more likely to be classified correctly. Therefore their predictions
can be used as pseudo labels of the student. Moreover, the noisy student
can be seen as a regularizer to smooth the decision boundary in feature
space. For example, when images from target domain pass a teacher network
then get high confidence outputs, we believe the student’s features manifold
should have high probability of being around the teacher’s, because the data
augmentation and dropout won’t actually change the category of images.
When we push the noisy student’s outputs as similar as the teacher’s, the
features with same category would be clustered. This discussion exactly
follows the manifold assumption, wherein unlabeled data is able to make
the feature space more dense. It facilitates the local catagory division in
the feature space and helps the decision boundary perform data fitting more
satisfactorily.
4.2.2 Class balance
As French et al. [4] demonstrated, the challenging MNIST ↔ SVHN bench-
marks remain undefeated because of the training unstability problem of
normal self-ensembling technique. During the model training without using
class balance, the error rate first decreases and then rises to high values before
training stops. The authors hypothesize class imbalance in the SVHN dataset
cause the fact that the self-ensembling pseudo labels always predict the “1”
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class more often than the others, which gives rise to the model degenerate in
local minimum.
They addressed this problem by using a class balance technique that
average different class loss in each mini-batch. For example, let yˆit indicate
the class probability of the ith target domain sample, then compute its mean
µt by average yˆ
i
t over the batch dimension. The class balance loss is computed
as the binary cross entropy between the µt probability vector and a uniform
probability vector. At last, they consider the self-ensembling loss is only
applied to the confident training samples, the class balance loss should be
weighted by the ratio of confident samples to all training samples. By the
way, we also weight it with 0.005 for not overwhelming the other loss. We
use this technique in MNIST ↔ SVHN experiments.
4.2.3 Noise & Data augmentation
Recent works have showed that using noise and data augmentation in self-
ensembling model can significantly improve the model generalization capability
[13, 32]. Our goal, then, is to add more priors to expand the manifolds of
data points in the input space or feature space. Thus the model can force
decision boundaries pass through the sparse data manifolds rather than the
dense data manifolds. This technique can avoid the wrong predictions leading
the model to degenerate performance, which helps the teacher model reduce
the misclassification on target domain. Therefore, we apply 5 augmentation
strategies in our DCSE algorithm: 1) Using dropout on student model with
random drop rates of 0.5. 2) Random brightness in the range of [0.7, 1.3].
3) Random contrast in the range of [0.7, 1.3]. 4) Random saturation in the
range of [0.7, 1.3]. 5) Random affine augmentation using affine transformation
matrix which is shown as follows [4]. 1 +N (0, 0.1) N (0, 0.1) 0N (0, 0.1) 1 +N (0, 0.1) 0
U(−2, 2) U(−2, 2) 1
 (8)
4.3 Functions of different losses
To stablize the training process, we analyze the effects of different losses
in details and propose an adaptive technique to address it. In our domain
adaptation problem, we have the labeled images in source domain and unla-
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beled images in target domain. In training process, we design three different
losses, which are cross entropy as classification loss in supervised setting as
usual, domain confusion loss for aligning source and target domains feature
representation, and self-ensembling loss for aligning each feature conditional
distribution p(F |X i) between domains. We think our self-ensembling model
works by relying on model assumption: when the model assumption is positive,
unlabeled samples will help to improve model performance [25, 13]. In our
case, when supervised term leads the model to a great model assumption in
source domain, the first unsupervised term domain confusion loss will help
the classifier much easier to classify the target domain images by aligning
the feature distribution. The second unsupervised term self-ensembling loss
makes the model gaining a much better result by aligning feature conditional
distribution.
Based on the above analysis, we find that these losses play different roles
in different training stages. First, following the previous analysis in Section
3.2, we consider using source domain classification loss to construct p(Ys|X is)
distribution along the whole training phase. Second, domain confusion loss
should lead the model to a feasible assumption in the early stage of training, so
that it can help self-ensembling loss leading the model to a better performance.
In addition, because different datasets are suitable for different weights of
domain confusion loss, we apply a weight decayed factor λdc using cosine
ramp-down method [14]. Thus the factor λdc would gradually decrease till
the zero during training. Then, to tackle the feature conditional distribution
misalignment problem, we introduce self-ensembling loss. Due to the fact
that it strongly relys on the self-ensembling pseudo labels which should be
relatively accurate enough, we apply it to align feature conditional distribution
when pseudo predict probability is larger than 0.968, which makes it become
zero in the early unstable training stage. Furthermore, we also set a factor λse
to weight the self-ensembling loss for fitting different datasets. The program
flow of our proposed approach DCSE is described in Algorithm 1.
5 Experiments
Our implementation was developed using Pytorch [21].
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Algorithm 1 DCSE, our proposed algorithm.
Require: epoch, the iteration number. lr, the learning rates. m, the batch
size. λdc, the decayed factor for domain confusion loss. λse, the factor
for self-ensembling loss. Require: Initialize the parameters of FStu, FTch,
ClassifierStu, ClassifierTch, Critic.
1: for e=1,...,epoch do
2: Sample Xs, Ys a batch from source domain
3: Sample Xt a batch from target domain
4: Fs, Ft = FStu(Xs, Xt)
5: yˆs, yˆt = ClassifierStu(Fs, Ft)
6: Lclass = ClassificationLoss(yˆs, Ys)
7: λdc ← λdc * CosineRampdown(e)
8: yˆcritics , yˆcritict = Critic(Fs, Ft)
9: Lcritic = CriticLoss(yˆcritics , yˆcritict , Fs, Ft) · λdc
10: Use Lcritic to update the critic network
11: yˆcritict = Critic(Ft)
12: LF = -yˆcritict .mean() · λdc
13: y¯t = ClassifierTch(FTch(Xt))
14: Lse = SelfEnsemblingLoss(yˆt, y¯t) * λse
15: Use Lclass, LF , Lse to update model
16: EMA:[FTch, CTch] ← 0.99 * [FTch, CTch] + 0.01 * [FStu, CStu]
17: end for
15
5.1 Setting
Figure 4 shows a student network and a teacher network, which recept source
data and target data as input, then output the class probability predictions.
The training losses are the sum of supervised term and unsupervised term.
Supervised term consists of classification loss which uses the cross entropy as
the loss function for labeled source images. Unsupervised term consists of
WGAN loss and self-ensembling loss. WGAN loss is used for confusing source
and target domain feature representation. Self-ensembling loss is computed
as mean square error between yˆt and y¯t when c¯
i
t exceeds the threshold 0.968.
It is worth noting that gradient descent only applies in student network. And
the teacher is the exponential moving average of weights of the student over
training batches. We test the results in experiments by teacher network. More
details of the model architecture see table 1,2.
5.2 Hyperparameters
In all experiments, we used RMSprop optimizer with learning rates of 0.001 to
execute gradient descent. The mini-batches of our algorithm composed of 128
samples. For hyperparameters λdc and λse, we have not found an applicable
way to optimize them in unsupervised domain adaptation, because there is no
target domain labels can be used for evaluation, which is still an open research
question, and out of scope in our study. So here we just use the test sets
example for evaluation and our experimental accuracy can be seen as upper
bounds of our algorithm. Besides, because the other researches also have the
same problem, our results are fair and comparable. The hyperparameters are
shown in Table 3.
Table 3: Hyperparameters for different adaptation paths
λdc λse
MNIST → SVHN 3 5
SVHN → MNIST 0.3 3
CIFAR → STL 0.05 1
STL → CIFAR 0.1 1
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Table 4: Four datasets benchmark in domain adaptation task, each result is
shown as accuracy(%).
MNIST SVHN CIFAR STL
- - - -
SVHN MNIST STL CIFAR
RevGrad [5] 35.67 73.91 66.12 56.91
DRCN [7] 40.05 81.97 66.37 58.65
SE [4] 41.98 99.22 75.51 69.15
SBADA-GAN [23] 61.1 76.1 - -
DC (ours) 48.65 66.10 71.38 59.83
SE (ours) 32.80 99.23 77.68 66.73
DCSE (ours) 83.65 99.53 78.64 72.98
5.3 Datasets
All results can be seen in Table 4. We evaluated our algorithm over 4 cross
domain task pairs:1)MNIST → SVHN, 2)SVHN → MNIST, 3)CIFAR →
STL, 4)STL → CIFAR.
MNIST [16] is a grayscale handwritten digit dataset (see Figure 5a). All
images were converted to RGB channels for matching the colorful dataset
SVHN (see Figure 5b) [17]. They were rescaled to 32 × 32 RGB images,
and applied by [0,1] normalization, which forms MNIST 60,000 images for
training and 10,000 for testing, 73,257 labeled SVHN for training, and 26,032
for testing.
CIFAR (see Figure 5c) [11] and STL (see Figure 5d) [1] consist of RGB
images that share nine object classes:plane, car, bird, cat, deer, dog, horse,
ship, truck. There are 45000 samples for training and 9000 for testing in
CIFAR while STL only has 4500 for training and 7,200 for testing. They were
all scaled to 32 × 32 images and also were applied by [0,1] normalization.
Our experiments aim at the most challenging datasets in small image
domain adaptation task. For the convenience of comparison, in each of these
cases, we applied inductive unsupervised learning in domain adaptation task
like French et al. did [4]. Only the training sets were used during training,
while the test sets only were used for reporting accuracy. By the way, all the
results were obtained by the same architecture, as shown in Table 1,2.
MNIST→ SVHN, This adaptation path is a difficult task for the reason
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(a) MNIST (b) SVHN
(c) CIFAR (d) STL
Figure 5: Domain adaptation example images
that the model must learn knowledge from gray-scale and generalize it to
varicolored images. We first used Wasserstein GAN as domain confusion tech-
nique to mitigate training unstable problem, achieving 48.65% accuracy. For
the sake of solving class misalignment problem, we introduced self-ensembling
model to guide the target class feature representation as similar as possible to
the source. With this modification, we achieved a result that strongly outper-
forms prior art from 61.1% to 83.65%. To compare with self-ensembling based
model, we only used classification loss and self-ensembling loss, which resulted
in 32.80% accuracy only. It is worth noting that the result of our approach
DCSE is highly surpass the domain confusion method. It also confirms the
feature misalignment problem in unsupervised domain adaptation task, which
has a huge effect on the model performance. However, self-ensembling loss
can partly solve this problem by generating pseudo predictions to correct the
feature conditional distribution.
SVHN → MNIST In this adaptation direction, we found our algorithm
DCSE sometimes may unstable at the beginning of training. We diagnosed
the problem by removing the domain confusion loss, observing the model can
be trained stably and got 99.23% accuracy. We hypothesized that domain
confusion loss may lead the model to a poor model assumption at the initial
stage, so the self-ensembling pseudo label is highly possible incorrect, which
leads the model to degenerate. We overcame this problem by linear ramping
up the λse at the first 30 epochs with interval 0.1. With this modification, we
significantly surpassed the domain-alignment techniques like DC (ours) and
RevGrad [5] and self-ensembling techniques with 99.53% accuracy. To the
best of our knowledges, this is a state-of-the-art result in domain adaptation
setting, which is close to the supervised results.
CIFAR→ STL The gaps in CIFAR→ STL path are greater than the gaps
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in MNIST ↔ SVHN path since the former looks much more morphological
changes than the latter. Furthermore, The source domain CIFAR has 45,000
images to perform supervised training, while unlabeled target domain STL
only has 4,500 images. We obtained a strong performance with 78.64% in this
experiment which surpassed the prior art. For fair comparison, we removed
the WGAN loss and got 77.68% accuracy. This shows that our approach can
stably outperforms the results of SE-only approaches. Furthermore, based
on the analysis of model assumption, it also proves the fact that domain-
alignment technique can help the model reach a better model assumption. As
a result, self-ensembling technique can lead the model to a higher performance.
STL → CIFAR In this experiment, we achieved 72.98% accuracy. This
result significantly exceeds the accuracy of SE model using self-ensembling
method only. We consider that WGAN loss can gain much more informations
by aligning feature distribution since STL has only 4,500 images be trained
supervisely, which leads the model arrive in a better model assumption. Thus
the unlabeled images are able to help the model become more accurate by
self-ensembling.
6 Conclusions
In this paper, we have proposed an algorithm named as DCSE by combining
domain confusion and self-ensembling, which aims at addressing training
unstability problem and feature conditional distribution misalignment problem.
Our model works by finding an unify class representation between domains,
which presents better results in MNIST ↔ SVHN and CIFAR ↔ STL cross
domain adaptation benchmarks.
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