Abstract. Let X be a Hermitian complex space of pure dimension with only isolated singularities and π : M → X a resolution of singularities. Let Ω ⊂⊂ X be a domain with no singularities in the boundary, Ω * = Ω \ Sing X and Ω ′ = π −1 (Ω). We relate L 2 -properties of the ∂ and the ∂-Neumann operator on Ω * to properties of the corresponding operators on Ω ′ (where the situation is classically well understood). Outside some middle degrees, there are compact solution operators for the ∂-equation on Ω * exactly if there are such operators on the resolution Ω ′ , and the ∂-Neumann operator is compact on Ω
Introduction
The Cauchy-Riemann operator ∂ and the related ∂-Neumann operator play a central role in complex analysis. Especially the L 2 -theory for these operators is of particular importance and has become indispensable for the subject after the fundamental work of Hörmander on L 2 -estimates and existence theorems for the ∂-operator (see [H3] and [H4] ) and the related work of Andreotti and Vesentini (see [AV] ). By no means less important is Kohn's solution of the ∂-Neumann problem (see [K1] , [K2] and also [KN] ), which implies existence and regularity results for the ∂-complex, as well (see Chapter III.1 in [FK] ). Important applications of the L 2 -theory are for instance the Ohsawa-Takegoshi extension theorem [OT] , Siu's analyticity of the level sets of Lelong numbers [S3] or the invariance of plurigenera [S4] .
Whereas the theory of the ∂-operator and the ∂-Neumann operator is very well developed on complex manifolds, not too much is known about the situation on singular complex spaces which appear naturally as the zero sets of holomorphic functions. The further development of this theory is an important endeavor since analytic methods have led to fundamental advances in geometry on complex manifolds (see Siu's results mentioned above), but these analytic tools are still missing on singular spaces.
The topic has attracted some attention recently and considerable progress has been made. Let us mention e.g. the development of some Koppelman formulas by Andersson and Samuelsson ([AS1] , [AS2] ). Concerning the L 2 -theory for the ∂-operator, Øvrelid and Vassiliadou obtained essential results for the case of isolated singularities. Following a path prepared by Pardon and Stern (see [P] , [PS1] , [PS2] ), Fornaess, Diederich, Vassiliadou and Øvrelid (see [F] , [DFV] , [FOV2] , [OV1] , [OV2] ) and by Ruppenthal and Zeron (see [R2] , [R3] , [R4] , [RZ1] , [RZ2] ), they were finally able to describe the L 2 -cohomology for the ∂-operator at isolated singularities completely in terms of a resolution of singularities (see [OV3] ). For another, different approach to these results we refer also to [R6] . This is an important progress concerning the understanding of the obstructions to solving the ∂-equation at isolated singularities. It remains to study the regularity of the equation: On domains in complex manifolds, the close connection between the regularity of the ∂-equation on one hand and the geometry of the domain (and its boundary) on the other hand is one of the central topics of complex analysis. It is an interesting task to establish such connections also between the regularity of the ∂-equation at singularities and the geometry of the singularities. In the present paper, we study the existence of compact solution operators for the ∂-equation at isolated singularities and compactness of the ∂-Neumann operator in the presence of isolated singularities. This complements the discussion of the topic in [R5] .
Compactness can be seen as a boundary case of subelliptic regularity (when the gain in the subelliptic estimate tends to zero), and is an important property in the study of weakly pseudoconvex domains (see [S5] for a comprehensive discussion of the topic). Moreover, compactness of the ∂-Neumann operator yields that the corresponding space of L 2 -forms has an orthonormal basis consisting of eigenforms of the ∂-Laplacian = ∂∂ * + ∂ * ∂. The eigenvalues of are non-negative, have no finite limit point and appear with finite multiplicity. It might be an interesting question to study whether there is a nice connection between the eigenvalues and the structure of the singularities.
Our main results are as follows. Let X be a Hermitian complex space 1 of pure dimension n with only isolated singularities. Let π : M → X be a resolution of singularities which exists due to Hironaka (see Section 2.4), and let σ be any (positive definite) Hermitian metric on M. We denote by L p,q the spaces of L 2 -forms on Reg X, and by L p,q σ the spaces of L 2 -forms on M with respect to σ. Let Ω ⊂⊂ X be a relatively compact open subset of X such that the boundary of Ω does not intersect the singular set of X, bΩ ∩ Sing X = ∅. Let Ω * := Ω \ Sing X and Ω ′ := π −1 (Ω). Thus, the resolution of singularities has the following nice effect: If the original domain Ω has a "good" boundary bΩ, then Ω ′ is a domain in a complex manifold with the same "good" boundary. One might consider for example a domain Ω with a strongly pseudoconvex boundary, or assume that X is a compact space and Ω = X (no boundary at all). In both cases we know that the ∂-equation has compact solution operators on Ω ′ (modulo the obstructions to solving the equation), and that the ∂-Neumann operator exists and is compact. It is thus interesting to relate properties of the ∂-operator on Ω * (which have to be studied) to properties of the ∂-operator on Ω ′ (which are well understood):
Theorem 1.1. Let q ≥ 1 and either p + q = n or (p, q) = (0, n). Under the assumptions above, the ∂-operator in the sense of distributions
has closed range (of finite codimension) in ker ∂ ⊂ L p,q (Ω * ) exactly if the ∂-operator in the sense of distributions
has closed range (of finite codimension) in ker ∂ M ⊂ L p,q σ (Ω ′ ).
1 A Hermitian complex space (X, g) is a reduced complex space X with a metric g on the regular part such that the following holds: If x ∈ X is an arbitrary point there exists a neighborhood U = U (x) and a biholomorphic embedding of U into a domain G in C N and an ordinary smooth Hermitian metric in G whose restriction to U is g| U .
If this is the case, then there exists a compact ∂-solution operator
exactly if there exists a compact ∂-solution operator
The phrase 'of finite codimension' is optional and may or may not be included in the statement of the theorem, just as desired. Note that there are interesting cases where Im ∂ is closed without being of finite codimension in ker ∂. Consider the following example: Let X be a variety of dimension n ≥ 3 with isolated singularities in C N and Ω the intersection of X with a spherical shell S = {z : r < |z − z 0 | < R}. Assume that bS intersects X transversally in Reg X. When Ω ′ is a desingularization of Ω, it follows from the arguments in [S1] and Theorem 3.1 in [H5] that the image of ∂ :
. Moreover, the minimal solution operator is compact.
Our main tools in the proof of Theorem 1.1 are the existence of ∂-solution operators with some gain of regularity at isolated singularities from [FOV2] (see Theorem 4.1) and a characterization of precompactness in the space of L 2 -forms on arbitrary Hermitian manifolds (Theorem 2.2), which shows that these ∂-solution operators are compact (Theorem 4.2). Other ingredients are Hironaka's resolution of singularities and Kohn's subelliptic estimates.
Using Theorem 1.1 and a representation of the ∂-Neumann operator in terms of canonical solution operators for the ∂-equation (Theorem 6.2), we deduce: Theorem 1.2. Let X be a Hermitian complex space of pure dimension n with only isolated singularities, and Ω ⊂⊂ X with no singularities in the boundary bΩ. Let π : M → X be a resolution of singularities and σ any (positive definite) Hermitian metric on M. Let q ≥ 1 and assume that the ∂-operators in the sense of distributions with respect to the metric σ on
both have closed range in the corresponding kernels of ∂ M . Then the following holds (for the statements ii. -iv. we require that either p + q = n − 1, n or p = 0):
has closed range and the corresponding ∂-
both have closed range in the corresponding kernels of ∂. p,q = ∂ p,q ∂ * p,q +∂ * p,q+1 ∂ p,q+1 has closed range and the corresponding ∂-Neumann operator
2 By a little abuse of notation, we write N = −1 for ∂-Neumann operators though N is an inverse to the ∂-Laplacian = ∂∂ * + ∂ * ∂ only on the range Im .
is bounded.
iii 
We remark that closed range of
in the assumptions is in fact a necessary condition for (i) and (ii), respectively (see Theorem 2.6 and Theorem 5.1).
The present paper is organized as follows. In Section 2, we generalize a characterization of precompact sets in the space of L 2 -forms on arbitrary Hermitian manifolds from [R5] to the case of forms with values in Hermitian line bundles (Theorem 2.2) which also induces a nice characterization of compactness of the ∂-Neumann operator (Theorem 2.3). Besides, we collect some other facts from functional analysis that are needed throughout the paper. In Section 2.4, we recall the necessary facts about the resolution of singularities π : M → X.
In Section 3, we study the closed range property of the ∂-operator and the existence of compact ∂-solution operators for forms with values in holomorphic line bundles twisted along the exceptional set of the resolution π : M → X (Theorem 3.1). We need this because L 2 -forms on X do not correspond to L 2 -forms on the resolution M in general, but to L 2 -forms with values in some line bundles (depending on the degree of the forms).
In Section 4, we recall the ∂-solution operators at isolated singularities of Fornaess, Øvrelid and Vassiliadou from [FOV2] , and deduce in Theorem 4.2 the existence of compact solution operators by use of the criterion given in Theorem 2.2. These operators are used to prove our first main statement, Theorem 1.1, in Section 5.
Finally, in the last section, we use Theorem 1.1 and the representation of the ∂-Neumann operator in terms of canonical ∂-solution operators (Theorem 6.2) to prove our second main statement, Theorem 1.2.
Preliminaries

2.1.
Compactness in the space of L 2 -forms. Let M be a Hermitian manifold with volume form dV M and (E, h) a Hermitian vector bundle over M. If f is a differential form on M with values in E, we denote by |f | h its pointwise norm. We denote by L p,q (M, E) the Hilbert space of locally measurable (p, q)-forms such that
For functions, we also write
is relatively compact exactly if the following two conditions are fulfilled:
Proof. We use the elementary fact that a subset K of a metric space M is relatively compact iff every sequence in K has a convergent subsequence (in M).
Assume first that (i) and (ii) hold. Thus, let s be a sequence in K. From (i), it follows by a Cantor diagonal construction that s has a subsequence {f µ } µ such that
while the first term on the right hand side is less than ǫ/2 when µ, ν ≥ µ 0 big enough. So, {f µ } µ is a Cauchy sequence in L 2 (M, E). For the converse direction of the statement, assume that K is relatively compact. Then property (i) is trivial. Let ǫ > 0. As K is compact, there exist finitely many functions
We can now choose N so big that
because we have to consider only finitely many functions simultaneously and can exhaust M by increasing N (see e.g. [A] , A.1.16.2) . Let f ∈ K. Then there exists by (1) an index µ 0 such that
< ǫ, and that proves (ii).
We can now use the Gårding inequality to characterize (relative) compactness of subsets of L 2 -forms which are bounded in the graph norm for ∂ ⊕ ∂ * .
To make that precise, we define
and
is the Hilbert space adjoint of ∂ :
Note that for forms of different degree with values in E, we can use different Hermitian metrics for the line bundle E, so that the spaces of (p, q − 1), (p, q), (p, q + 1)-forms carry different weights.
Theorem 2.2. Let M be a Hermitian manifold, and E a Hermitian line bundle over
be a set of (p, q)-forms which is bounded in the graph norm · Γp,q (M,E) . Then A is relatively compact in L p,q (M, E) iff the following condition is fulfilled:
Proof. The proof follows from Theorem 2.1 by use of the Gårding inequality. We can use Theorem 2.1 for the bundle
. We can choose a covering {U j } j for M such that the condition (i) in Theorem 2.1 is fulfilled for the set A because it is bounded in the graph norm. Just make sure that {U j } j is a countable covering such that each open set U j is relatively compact in M and that U j is biholomorphic to a ball in C n . We can assume that E is trivial over U j .
It follows from the Gårding inequality (see e.g. [FK] , Theorem 2.2.1) that there exists a constant C j > 0 such that 
is compact by the Rellich embedding theorem (see [A] , Theorem A.6.4). Thus A| U j is relatively compact in L p,q (U j , E| U j ) for each j. The proof is completed by the easy observation that condition (C) is equivalent to condition (ii) from Theorem 2.1.
Note that we intend to use Theorem 2.2 with M = Reg X, the regular set of a singular Hermitian space, or an open subset of Reg X.
From Theorem 2.2, one can deduce the following criterion for compactness of the ∂-Neumann operator (see [R5] , Theorem 1.3). Recall that the ∂-Neumann operator N is defined as follows: for u ∈ Im , let Nu be the unique form in −1 ({u}) which is orthogonal to ker . Theorem 2.3. Let Z be a Hermitian complex space of pure dimension n, X ⊂ Z an open Hermitian submanifold and ∂ a closed L 2 -extension of the ∂ cpt -operator on smooth forms with compact support in X, for example the ∂-operator in the sense of distributions. Let 0 ≤ p, q ≤ n.
Assume that ∂ has closed range in
has closed range in L p,q (X) and the following conditions are equivalent:
(iii) There exists a smooth function ψ ∈ C ∞ (X, R), ψ > 0, such that ψ(z) → ∞ as z → bX, and 
Lemma 2.4. Assume that Im T is closed and let S : H 2 → H 1 be the minimal solution operator of T . Then the minimal solution operator of T * equals the adjoint
Proof. When S ′ is the minimal solution operator of T * , we observe for u ∈ H 1 and v ∈ H 2 that Sv ∈ (ker T )
Moreover,
Consider next two closed, densely defined linear Hilbert space operators
is closed, densely defined and self-adjoint.
The statement is well-known fact from operator theory, for a proof see e.g. [R5] , Theorem 3.1. Clearly, the kernel of is
2 when u ∈ Dom , and we have the orthogonal decomposition
by the self-adjointness of . Observe that H, Im T 1 and Im T * 2 are mutually orthogonal. We have the obvious inclusions
Taking closures gives the orthogonal decompositions
The first part of the proof of the Theorem implies the following:
Proposition 2.7. If T 1 has closed image, then
2.3. Some more functional analysis. In this section, we state some well-known results from functional analysis that are used in the paper. We include proofs for convenience of the reader when we do not know a suitable reference.
Lemma 2.8. If V is a subspace of a Banach space B that has a closed subspace V 0 of finite codimension in V , then V is also closed.
Proof. As V 0 is closed, the quotient space B/V 0 is also a Banach space and the quotient map q :
Lemma 2.9. Let A : E → F be a closed operator between Banach spaces E and F with the domain of definition 
Proof. Let {a 1 , ..., a k } be a basis for the orthogonal complement of V in H 1 , and let b µ := T a µ . Let {f j } j be a bounded sequence in H 1 and consider the unique representation
On the other hand {f j } j is bounded so that {f µ j } j is bounded for µ = 1, ..., k. So, we can choose the subsequence {f j l } l such all that the sequences {f
is also a Cauchy sequence in H 2 .
Lemma 2.11. Let T : H 1 → H 2 be a closed and surjective linear map between Hilbert spaces H 1 , H 2 , and S 0 : V → H 1 a bounded right-inverse to T on a subspace V of finite codimension in H 2 . Then S 0 can be extended to a right-inverse H 2 → H 1 to T , and any such extension is bounded. If S 0 is compact, then so is S.
Proof. Choose a basis e 1 , ..., e l of the complement of V in H 2 . Then there exists forms h 1 , ..., h l ∈ H 1 such that T h ν = e ν for ν = 1, ..., l. Then each f ∈ H 2 has a unique representation
and we define S(f ) :
It is clear that any extension of S 0 to H 2 has such a representation and is bounded. If S 0 is compact, then S is compact by Lemma 2.10.
2.4.
Resolution of singularities and comparison of metrics. Let π : M → X be a resolution of singularities (which exists due to Hironaka [H2] ), i.e. a proper holomorphic surjection such that π| M −E : M − E → X − Sing X is biholomorphic, where E = π −1 (Sing X) is the exceptional set. We may assume that E is a divisor with only normal crossings, i.e. the irreducible components of E are regular and meet complex transversely. However, this assumption is not really necessary for the results of this paper, it is enough to assume that E is a divisor. For the topic of desingularization, we refer to [AHL] , [BM] and [H1] . Let γ := π * h be the pullback of the Hermitian metric h of X to M. γ is positive semidefinite (a pseudo-metric) with degeneracy locus E.
We give M the structure of a Hermitian manifold with a freely chosen (positive definite) metric σ. Then γ σ and γ ∼ σ on compact subsets of
σ (U) the spaces of square-integrable (p, q)-forms with respect to the (pseudo-)metrics γ and σ, respectively.
For an open set Ω ⊂ X, Ω * = Ω − Sing X, Ω ′ := π −1 (Ω), pullback of forms under π gives the isometry
where the last identification is by trivial extension of forms over the thin exceptional set E. 
This also induces the natural injection of smooth sections of vector bundles
for open sets U ⊂ M.
We give each L D the structure of a Hermitian holomorphic line bundle by choosing an arbitrary positive definite Hermitian metric on L D . We denote by
for any effective divisor Z. This does not depend on the metrics chosen on the line bundles L D and L D+Z because U is relatively compact in M. For more details on Hermitian holomorphic line bundles twisted along the exceptional set of the desingularization, we refer to Section 2 in [R4] and Section 2 in [OV3] . By [R2] , Lemma 2.1, or [FOV1] , Lemma 3.1, respectively, there exists an effective divisor D with support on the exceptional set E such that
for all 0 ≤ p, q ≤ n and open sets U ⊂⊂ M. This follows from the fact that dV γ vanishes of a certain order (exactly) on E. For simplicity, we assume that X has only finitely many isolated singularities so that we can choose a fixed positive integer m such that the effective divisor mE satisfies (6):
for all 0 ≤ p, q ≤ n and open sets U ⊂⊂ M.
In the present paper, we are interested in properties of the ∂-operator
which we would like to relate to properties of the ∂-operator
where U is a neighborhood of the exceptional set. We denote by ∂ D the ∂-operator acting (in the sense of distributions) on L 2 -forms with values in L D . As a preparation, we need: Theorem 3.1. Let U ⊂⊂ M be a neighborhood of the exceptional set E and D 1 , D 2 two divisors with support on E. Then
has closed range (of finite codimension) in ker ∂ D 2 . If this is the case, then there exists a compact ∂-solution operator
Proof. It is enough to prove the statement for two divisors
The general statement follows then by comparing both bundles,
Then it is well known that the operators
have closed range of finite codimension in the corresponding kernels of ∂ D 1 | V and ∂ D 2 | V , respectively, and that there are corresponding compact ∂-solution operators (see e.g. the proof of Lemma 2.2 in [OV3] which implies that the corresponding ∂-Neumann operators are compact). We denote by H
, respectively, and by
Assume first that ∂ D 1 has closed range of finite codimension and that
is a corresponding bounded ∂-solution operator. Consider the bounded linear map
the same holds for
in ker ∂ D 2 . Now then, choose a smooth cut-off function χ which has compact support in V = µ V µ and is identically 1 in a smaller neighborhood of the exceptional set E. Then we can define a bounded linear map
has closed range of finite codimension in H 2 . As we have already seen that H 2 in turn is closed of finite codimension in ker ∂ D 2 , it follows that H ′ 2 is a closed subspace of finite codimension in ker ∂ D 2 .
On the other hand, since Ψ 2 (H ′ 2 ) ⊂ Im ∂ D 1 , we can define by use of (12) a ∂-solution operator
Here, we use the natural injection Γ(U,
which exists since D 2 ≥ D 1 by assumption. Since this injection commutes with the ∂-operator, For the converse direction of the statement, assume that that ∂ D 2 has closed range of finite codimension and that
is a corresponding bounded ∂-solution operator. We have to distinguish the two cases q ≥ 1 and q = 0. Assume first that q ≥ 1. Analogously to the converse direction above, consider now the bounded linear map
in ker ∂ D 1 . Again, we use the cut-off function χ to define a bounded linear map
Here now, it seems at first hand superfluous that f − ∂ D 1 (χT 1 (f | V )) is identically zero in a neighborhood of E because we can use the natural injection Γ(U,
. But, we have now to face the problem that forms in the image of S 2 can not be considered as forms with values in L D 1 . To treat this difficulty, let W 1 , ..., W k be strongly pseudoconvex neighborhoods of the components E 1 , ..., E k of the exceptional set which are contained in the set where χ ≡ 1, and let W :
has closed range of finite codimension in H 1 . As we have already seen that H 1 in turn is closed of finite codimension in ker ∂ D 1 , it follows that H ′ 1 is a closed subspace of finite codimension in ker ∂ D 1 .
Consider ′ be a smooth cut-off function with support in W that is identically 1 in a smaller neighborhood of the exceptional set E, and let
Since the forms S ′′ 1 (f ) vanish identically in a neighborhood of the exceptional set E, we can define
and it is easy to check that
. So, also Im ∂ D 1 is closed and of finite codimension in ker ∂ D 1 and one can complement S ′ 1 by Lemma 2.11 to a bounded ∂-solution operator
If in addition S 2 is compact, then S ′′ 1 and S ′ 1 are compact, as well. The additional fact that T 1 and K 2 are compact is not needed here since the composition of a compact and a bounded operator is compact. Note that here the right-hand side of (14) does not cause any difficulties because
Consequently, S 1 is a compact ∂-solution operator on Im ∂ D 1 .
It remains to treat the case q = 0. Let Φ 1 , H 1 , Ψ 1 and H ′ 1 be as above (in the case q ≥ 1). We shall simply change the definition of H
Then there is a short exact sequence of coherent analytic sheaves
and Q is supported on the exceptional set E. This gives the exact sequence
where Γ(W, Q) is of finite dimension as Q is a coherent analytic sheaf with compact support in W . So, Im i * has finite codimension in Γ(W, ω
, we see that (W ), hence closed by Lemma 2.9, and i 
By a slight modification of our arguments above, we can drop the condition on finite codimension and obtain: Theorem 3.2. Let U ⊂⊂ M be a neighborhood of the exceptional set E and D 1 , D 2 two divisors with support on E. Then
has closed range in ker ∂ D 1 exactly if
has closed range in ker ∂ D 2 . If this is the case, then there exists a compact ∂-solution operator
Proof. We just need to modify the proof of Theorem 3.1 at some steps. Assume first that ∂ D 2 has closed range. We have that H Choose a (possibly discontinuous) ∂ D 2 -solution operator
When q > 0, consider the linear map
It remains to treat the case q = 0. For that, recall the construction of the maps i * and i 0 in the last section of the proof of Theorem 3.1, but replace the neighborhood W of the exceptional set by the bigger neighborhood V which has strongly pseudoconvex boundary, as well. We denote the corresponding maps by i
.
Consider now the linear map
Recall that we showed that ker ∂ D 2 (V )/Im i V 0 is of finite dimension. It follows that H 2 := G −1 (0) has finite codimension in Im ∂ D 2 . For f ∈ H 2 , observe as above that Ψ 2 (f ) = ∂ D 1 w for 
Regularity of the ∂-operator at isolated singularities
In this section, we recall some L 2 -regularity results for the ∂-equation at isolated singularities due to Fornaess, Øvrelid and Vassiliadou (see [FOV2] ) which imply the closed range property of the ∂-operator at isolated singularities, and we deduce the existence of local compact solution operators.
As always, let (X, g) be a Hermitian complex space and let a ∈ X be an isolated singularity. Let U be a neighborhood of the point a so that there exists a holomorphic embedding of U in a domain D ⊂⊂ C N such that a = 0 and the metric g is the pull-back of a smooth Hermitian metric G on D. For the following estimates, we can assume that G is just the Euclidean metric, G = i∂∂ z 2 . Then we can use the following results of Fornaess, Øvrelid and Vassiliadou (see [FOV2] ) on regularity of the ∂-equation at isolated singularities.
Theorem 4.1. Let X be a pure n-dimensional complex analytic set in C N with an isolated singularity at 0 and let X carry the pull-back of the Euclidean metric. Let U be the intersection of X with a small ball centered at the origin, U = X ∩ B r (0), and
has closed image Im ∂ of finite codimension in ker ∂, and there exists a constant C > 0 such that for each f ∈ Im ∂ there exists u ∈ L p,q−1 (U * ) with ∂u = f satisfying
Proof. Let p + q < n, and let B be the L 2 -space of (p, q − 1)-forms v such that
By [FOV2] , Theorem 1.1, we know that the range of ∂ :
contains a closed subspace that has finite codimension in ker ∂ ⊂ L p,q (U * ). Thus, Lemma 2.8 tells us that Im ∂ is also closed and of finite codimension in ker ∂.
For f ∈ Im ∂ we choose u ∈ L p,q−1 (U * ) such that ∂u = f . Let χ ∈ C ∞ cpt (U * ) be a smooth cut-off function with compact support that is identically 1 in a neighborhood of the origin. Then
is ∂-closed with compact support in U. By [FOV2] , Proposition 3.1, there exists u 0 ∈ B such that ∂u 0 = f 0 . Thus u ′ := (1 − χ)u + u 0 ∈ B and ∂u ′ = f . That shows the existence of the desired solution u ′ ∈ B. The constant C > 0 is obtained by the oppen mapping theorem: as the mapping ∂ : Dom ∂ ⊂ B → Im ∂ is surjective and Im ∂ is closed, there exists a continuous inverse mapping.
In the case p + q > n, the statement follows directly from Theorem 5.9 in [FOV2] . Here, the ∂-equation is solvable for all f ∈ ker ∂.
We are now in the position to construct compact solution operators for the ∂-equation. Let a ∈ Sing X be an isolated singularity and U a strongly pseudoconvex neighborhood of a as in Theorem 4.1.
We choose compact neighborhoods K 1 , K 2 of the singularity a, with K 1 ⊂K 2 . Set U j = U \ K j for j = 1, 2, and V 1 :=K 2 \ K 1 . Choose a smooth weight function ϕ on U * such that ϕ = log z near a = 0 and ϕ ≡ 0 on U 1 . Recall that L p,q (U * , ϕ) is the Hilbert space of forms f that are L 2 with respect to the weight ϕ in the sense that
be the ∂-operators in the sense of distributions. T and T ′ are closed densely defined operators, T ′ • T = 0 and T has closed range R(T ) of finite codimension in ker T ′ ⊂ L p,q (U * ) by Theorem 4.1 (we have chosen a suitable weight). We denote the image of T in L p,q (U * ) by H. Note that H = ker T ′ if p + q > n. So, the adjoint operators T * and (T ′ ) * are closed densely defined operators with T * • (T ′ ) * = 0 and T * has closed range (see [H3] , Theorem 1.1.1). Let
be the minimal solution operator for the ∂-equation (see Section 2.2) and extend it to an operator S :
, we can show by use of the criterion for precompactness Theorem 2.1 that S is compact as an operator to the latter space. The key idea is to exploit the fact that S is the canonical solution operator for the ∂-equation. So, it can be represented as S = T * N T , where N T is the ∂-Neumann operator for the complex Laplacian T T
Theorem 4.2. Let p + q = n, q ≥ 1. The ∂-solution operator S defined above is compact as an operator
Proof. Let B = {f ∈ H : f L p,q (U * ) < 1}. We will see that K := S(B) is relatively compact in L p,q−1 (U * ) by Theorem 2.1. Recall that T and T * have closed range. Define as in Section 2.2 the minimal solution operator
for the operator T * and recall that S * is in fact the Hilbert space adjoint of S (Lemma 2.4) so that S * = S and S * S ≤ S 2 . We define ′ by the assignment
Let ϑ = − * ∂ * be the formal L 2 -adjoint of ∂ (without any weight). Then we have
for test-forms α, β. Thus T * β = e ϕ ϑβ for β ∈ Dom T * , and
′ β = γ is a determined second order elliptic system in U * , and by standard interior elliptic regularity, we have
when V ⊂⊂ U * . For elliptic and subelliptic estimates, we drop the degree (p, q) of the forms under consideration from the notation. We write W k,2 for the Sobolev Hence (25) and the Rellich embedding theorem (i.e. the embedding
We must also consider the open set U 2 which is not relatively compact in U * . We need some subelliptic estimates at bU. For that, let π : U ′ → U be a resolution of singularities such that U ′ appears as a strongly pseudoconvex domain in a complex manifold, and choose a smooth metric σ on U ′ that equals the pull-back of the metric from U over U 1 .
Let χ ∈ C ∞ cpt (U 1 ∪ bU) be a smooth cut-off function such that |χ| ≤ 1 and χ ≡ 1 on U 2 . As before, let v = S * Sf so that ′ v = f . Then χv ∈ Dom ′ and we set
This yields (use that χv = v on U 2 ):
with a constant C ′ > 0. When g is a form on U 1 , we denote by g the trivial extension by 0 of π * g to U ′ . Then we see that χv ∈ Dom( U ′ ) where U ′ is the usual ∂-Laplacian on U ′ , and
As bU ′ is strongly pseudoconvex, Kohn's subelliptic estimates yield
But σ equals the pull-back of the original metric on U 1 and so
where we have used (26)- (27) for the last inequality. So, (28) and the Rellich embedding theorem (i.e. the embedding
Now, finally, we can apply Theorem 2.1 to show that K = S(B) is in fact relatively compact in L p,q−1 (U * ). We cover U * by U 2 and by open sets V µ ⊂⊂ U * . We have already seen that condition (i) of Theorem 2.1 is fulfilled as K| U 2 and K| Vµ are relatively compact in L p,q−1 (U 2 ) and L p,q−1 (V µ ), respectively, for all µ. As U 2 covers U * up to the boundary bU, only the singularity a = 0 is relevant in view of condition (ii). Since S is bounded as an operator to
Condition (ii) of Theorem 2.1 follows easily because any set U ǫ can be covered by U 2 and finitely many sets V µ .
We also need to treat the case (p, q) = (0, n). This situation turns out to be even simpler as the cohomology in top degree behaves nicely on non-compact complex manifolds.
Theorem 4.3. Let X be a pure n-dimensional complex analytic set in C N with an isolated singularity at 0 and let X carry the pull-back of the Euclidean metric. Let U be a neighborhood of 0 in X with smooth strongly pseudoconvex boundary such that
and there exists a compact operator
Proof. Let π : M → X be a resolution of singularities as in Section 2.4, U ′ = π −1 (U) and E = π −1 ({0}). Let σ be any (positive definite) Hermitian metric on M. We denote by L p,q the spaces of L 2 -forms on open subsets of Reg X, and by L p,q σ the spaces of L 2 -forms on open subsets of M. Moreover, let γ := π * h be the pullback of the Hermitian metric of X to M. γ is positive semidefinite (a pseudo-metric) with degeneracy locus E. We denote by L p,q γ the space of forms which are L 2 on M with respect to the pseudo-metric γ.
For an open set U ⊂ M and all 0 ≤ q ≤ n, there are bounded inclusions
For a proof, see e.g. [R4] , Section 2.2, or [PS1] , (1.5) and (1.6). So, we can simply use the bounded inclusions
(extend the forms trivially over E) and
The other tool that we need is Siu's vanishing theorem for the cohomology groups of dimension n on non-compact complex manifolds of dimension n (see [S2] , but also [M] where the statement was proved before for locally free coherent analytic sheaves): If N is an n-dimensional non-compact complex manifold and F a coherent analytic sheaf on N, then
On the other hand, it is well-known that the L 2 -and the L 2,loc -Dolbeault cohomology coincide on a domain with smooth strongly pseudoconvex boundary in a complex manifold (see e.g. [LM] , Theorem VIII.4.1). Thus H 0,n (2),σ (U ′ ) = 0, and strong pseudoconvexity of U ′ implies (by Kohn's subelliptic estimates) the existence of a compact ∂-solution operator
It follows that S := (π|
Global regularity of the ∂-operator
Let X be a Hermitian complex space of pure dimension n, i.e. a reduced complex space with a Hermitian metric which extends smoothly to the singular set, and let π : M → X be a resolution of singularities as in Section 2.4. Let σ be any (positive definite) Hermitian metric on M. We denote by L p,q the spaces of L 2 -forms on open subsets of Reg X, and by L p,q σ the spaces of L 2 -forms on open subsets of M. Let Ω ⊂⊂ X be a relatively compact open subset of X such that the boundary of Ω does not intersect the singular set of X, bΩ ∩ Sing X = ∅, and that Ω contains only isolated singularities. Let Ω * := Ω − Sing X and Ω ′ := π −1 (Ω).
Theorem 5.1. Let q ≥ 1 and either p + q = n or (p, q) = (0, n). Under the assumptions above, the ∂-operator in the sense of distributions
(Ω ′ ).
3 As U ′ is str. pseudoconvex, we can also use Serre duality:
The phrase 'of finite codimension' is optional and may or may not be included in the statement of the theorem, just as desired.
Proof. The strategy of the proof is similar to the proof of Theorem 3.1.
Let E = π −1 (Sing X) be the exceptional set of the resolution π : M → X. We may assume that E is a divisor with only normal crossings, i.e. the irreducible components of E are regular and meet complex transversely. However, this assumption is not necessary. In the following, we can assume that E = π −1 (Sing X ∩ Ω) such that Ω ′ = π −1 (Ω) is a neighborhood of the exceptional set E. We denote by {a 1 , ..., a k } the isolated singularities in Ω, so that the exceptional set consists of the components E µ = π −1 ({a µ }), µ = 1, ..., k, which are pairwise disjoint. Note that E µ will consist again of finitely many pairwise disjoint components if X is not irreducible at a µ .
Let γ := π * h be the pullback of the Hermitian metric h of X to M. γ is positive semidefinite (a pseudo-metric) with degeneracy locus E. We denote by L p,q γ the space of forms which are L 2 on M with respect to the pseudo-metric γ. As in (7), fix a positive integer m such that the effective divisor mE satisfies:
for all 0 ≤ p, q ≤ n and open sets U ⊂ M. By Theorem 3.1 and Theorem 3.2, we can now replace the conditions on ∂ M by conditions on the ∂-operator in the sense of distributions for L 2 -forms with values in the holomorphic line bundle L −mE which we denote by ∂ −mE :
has closed range (of finite codimension) in ker
Let U 1 , ..., U k be strongly pseudoconvex neighborhoods of the isolated singularities a 1 , ..., a k such that Theorem 4.1, Theorem 4.2 and Theorem 4.3 are valid on U *
By use of Theorem 4.1 and Theorem 4.2 or Theorem 4.3, respectively, Im ∂| U * is closed and of finite codimension in ker ∂| U * ⊂ L p,q (U * ) and there exists a compact ∂-solution operator
As in Section 3 (see Theorem 3.1 and Theorem 3.2), we will first prove the theorem including the statement about finite codimension, and will show afterwards how the statement about finite codimension can be dropped.
Assume first that ∂ M and thus also ∂ −mE have closed range of finite codimension, and let
be a corresponding bounded ∂-solution operator.
As in the proof of Theorem 3.1, consider the bounded linear map
given by Φ(f ) := f | U * . Since Im ∂| U * is a closed subspace of finite codimension in ker ∂| U * , the same holds for
Choose a smooth cut-off function χ which has compact support in U = µ U µ and is identically 1 in a neighborhood of the isolated singularities a 1 , ..., a k . Then we can define a bounded linear map
is identically zero in a neighborhood the singularities a 1 , ..., a k . By assumption, ∂ −mE has closed range Im ∂ −mE of finite codimension in ker ∂ −mE so that
is a closed subspace of finite codimension in H. As we have already seen that H in turn is closed of finite codimension in ker ∂, it follows that H ′ is a closed subspace of finite codimension in ker ∂.
On the other hand, since Ψ(H ′ ) ⊂ Im ∂ −mE , we can define by use of (37) a ∂-solution operator
by setting
is a bounded linear map (see (32), (7)). Since we consider the ∂-operator in the sense of distributions on Ω * and π| Ω ′ −E is a biholomorphism, it follows that ∂S ′ (f ) = f for all f ∈ H ′ . Hence H ′ ⊂ Im ∂ ⊂ ker ∂ so that Im ∂ is closed and of finite codimension in ker ∂. Let S be an extension of S ′ to Im ∂ by use of Lemma 2.11. If, in addition, S M is compact, then S −mE is compact by Theorem 3.1 (or Theorem 3.2, respectively). This yields compactness of S, because T is compact, as well.
For the converse direction of the statement, assume now that Im ∂ has closed range of finite codimension in ker
be a corresponding bounded ∂-solution operator. As in (33) -(36), if follows from Theorem 3.1 and Theorem 3.2 that it is enough to prove the statements for ∂ mE and S mE (instead for ∂ M and S M ). Let U 1 , ..., U k be the strongly pseudoconvex neighborhoods of the isolated singularities as above and let U
As in the proof of Theorem 3.1, the operator
has closed range of finite codimension in ker ∂ mE | U ′ and there exists a corresponding compact ∂-solution operator
Here now, let
be the bounded linear map given by Φ mE (f ) := f | U ′ , such that
is a closed subspace of finite codimension in ker ∂ mE .
Setting χ ′ = π * χ, we define here a bounded linear map
by the assignment
is identically zero in a neighborhood the exceptional set E. By assumption, ∂ has closed range Im ∂ of finite codimension in ker ∂ so that
has closed range of finite codimension in H mE . As we have already seen that H mE in turn is closed of finite codimension in ker ∂ mE , it follows that H ′ mE is a closed subspace of finite codimension in ker ∂ mE .
On the other hand, since Ψ mE (H ′ mE ) ⊂ Im ∂, we can define by use of (38) a ∂-solution operator
Here, we use the natural injection L
is a bounded linear map (see (32), (7)). In this situation, we only know that
Hence, here H ′ mE ⊂ Im ∂ mE ⊂ ker ∂ mE so that Im ∂ mE is closed and of finite codimension in ker ∂ mE .
We can complement S ′ mE by Lemma 2.11 to a bounded ∂-solution operator
If in addition S is compact, then compactness of T mE implies that S ′ mE and S mE are also compact.
Finally, we will now prove that ∂ p,q :
has closed range, i.e that we can drop the statement about finite codimension.
Observe that for q = 1, we have injective maps 
so that in fact f ∈ H ′ . So, we have H ⊂ H ′ also in the case q = 1. 
(U ′ , L mE ). Observe as above that
It follows that Ψ mE (f ) = ∂ p,q w where
so that in fact f ∈ H for v ∈ ker ∂ p,1 | U * . Observe as above that
It follows that Ψ mE (f ) = ∂ p,q u for 
Compactness of the ∂-Neumann operator
We need to add another criterion to Theorem 2.3, namely the characterization of compactness of the ∂-Neumann operator by the existence of compact ∂-solution operators, a criterion which holds on arbitrary Hermitian manifolds (Theorem 6.2). The proof of Theorem 6.2 is an easy consequence of the preliminaries on closed, densely defined linear operators that we have collected in Section 2.2.
Let M be a Hermitian complex manifold of dimension n, and let 0 ≤ p, q ≤ n and q ≥ 1. Let ∂ p,q : L p,q−1 (M) → L p,q (M) be the ∂-operator in the sense of distributions and ∂ * p,q its L 2 -adjoint.
We assume that ∂ p,q (and so also ∂ * p,q ) have closed range and define the minimal (i.e. canonical) solution operators for ∂ p,q and ∂ * p,q , S p,q : Im ∂ p,q → ker ∂ p,q ⊥ = Im ∂ * p,q , S * p,q : Im ∂ * p,q → ker ∂ * p,q ⊥ = Im ∂ p,q , as in Section 2.2. Recall that S p,q and S * p,q are bounded, and that S * p,q is in fact the L 2 -adjoint of S p,q (Lemma 2.4). Note also the trivial:
Lemma 6.1. S p,q is compact exactly if there exists a compact ∂-solution operator
Proof. Simply compose T p,q with the (bounded) orthogonal projection onto (ker ∂ p,q ) ⊥ and extend this operator by zero to (Im ∂ p,q ) ⊥ . The other direction is trivial. Now, we draw our attention to the ∂-Neumann operator which we will represent by use of the canonical ∂-solution operators discussed above. On Dom p,q = {u ∈ Dom ∂ p,q+1 ∩ Dom ∂ * p,q : ∂ p,q+1 f ∈ Dom ∂ * p,q+1 , ∂ * p,q f ∈ Dom ∂ p,q }, we define the ∂-Laplacian
It is well-known that this is a densely defined, closed, self-adjoint operator (see Theorem 2.5). 
Hence, the ∂-Neumann operator N p,q is compact exactly if the canonical ∂-solution operators S p,q and S p,q+1 both are compact.
Proof. The identity (40) is direct consequence of Theorem 2.6. For a bounded operator T , it is well known that T is compact exactly if T * is compact, and this is the case exactly if T * T is compact. So, assume that S p,q and S p,q+1 are compact. Then it follows from (40) that N p,q is compact. Conversely, assume that N p,q is compact. Then S
both are compact. By Theorem 5.1 and Lemma 6.1, this is exactly the case if the canonical ∂-solution operators
both are compact. Another application of Theorem 6.2 shows that this in turn is equivalent to compactness of N p,q .
