Abstract. This is one of our series papers on multistep schemes for solving forward backward stochastic differential equations (FBSDEs) and related problems. Here we extend (with non-trivial updates) our multistep schemes in [W. Zhao, Y. Fu and T. Zhou, SIAM J. Sci. Comput., 36 (2014), pp. A1731-A1751.] to solve the second order FBSDEs (2FBSDEs). The key feature of the multistep schemes is that the Euler method is used to discrete the forward SDE, which dramatically reduces the entire computational complexity. Moreover, it is shown that the usual quantities of interest (e.g., the solution tuple (Yt, Zt, At, Γt) in the 2FBSDEs) are still of high order accuracy. Several numerical examples are given to show the effective of the proposed numerical schemes. Applications of our numerical schemes for stochastic optimal control problems are also presented.
1.
Introduction. This work is concerned with numerical methods for the following coupled second order forward backward stochastic differential equations (2FB-SDEs) which is defined on the filtered probability space (Ω, F , F, P ) : where Θ t = (X t , Y t , Z t , A t , Γ t ) ∈ R m × R × R d × S d is the unknown, (Ω, F , P ) is the given probability space, T > 0 is the deterministic terminal time, {W t } t∈[0,T ] is a d-dimensional Brownian Motion defined on (Ω, F , P ) with the natural filtration F = {F t } 0≤t≤T and all P -null sets in F 0 , x ∈ F 0 is the initial condition of the forward SDE, S d is the set of all d × d real-valued symmetric matrices, and
are referred to the drift and diffusion coefficients of the forward SDE, respextively. While
are referred to the generator and the terminal condition of the backward SDE, respectively. The two stochastic integrals with respect to the Brownian Motion {W t } t∈ [0,T ] are of the Itô type. A 5-tuple (X t , Y t , Z t , Γ t , A t ) is called an L 2 -adapted solution of the 2FBSDEs (1.1) if it is F t -adapted, square integrable, and satisfies (1.1). Moreover, the 2FBSDE (1.1) is called decoupled if b and σ are independent of Y t , Z t A t and Γ t .
The 2FBSDEs (1.1), as an extension of the BSDEs in the linear [2] or nonlinear cases [19] , was first introduced by the cornerstone work of Cheridito, Soner, Touzi and Victoir [5] , with a slightly different (yet equivalent) formula, and it was further investigated by Soner, Touzi and Zhang in [22] . The main motivation there is to give a precise connection between the 2FBSDEs and fully non-linear PDEs, in particular the Hamilton-Jacobi-Bellman equations and the Bellman-Isaacs equations which are widely used in stochastic control and in stochastic differential games. Such a connection leads to interesting stochastic representation results for fully nonlinear PDEs, generalizing the original (nonlinear) Feynman-Kac representations of linear and semilinear parabolic PDEs, see e.g. [11, 16, 20, 21] and references therein.
From the numerical point of view, one can adopt these connections between PDEs and FBSDEs to design the so called probabilistic numerical methods for PDEs, by solving the equivalent FBSDEs (or 2FBSDEs). While there are a lot of work dealing with numerical schemes for BSDEs [1, 3, 4, 6, 13, 24, 25, 27] , however, there are only a few work on numerical methods for FBSDEs [7, 9, 14, 15, 17, 23, 26, 28] and fully nonlinear PDEs [8, 10] . Some of the above works are designed with high order accuracy that can however only be used to deal with low dimensional FBSDEs. While some of them are low order numerical methods that are suitable for solving high dimensional problems. In particular, we mention the work [10] , where a numerical example for a 12-dimensional coupled FBSDE is reported, and it is shown by numerical test that the numerical method converges with order 1. Also, in [9] , multistep schemes were proposed to solve multi-dimensional FBSDEs by using the spares grid interpolation technique, and several multi-dimensional examples with dimension up to 6 are presented, and high order convergence rates up to 3 were obtained.
To the best of our knowledge, there is no related studies for high order numerical methods for 2FBSDEs. The main purpose in this work is to extend our multistep schemes in [26] (which is original designed for solving FBSDEs) to the use of solving 2FBSDEs. The key feature of the multistep schemes is that the Euler method is used to discrete the forward SDE, which dramatically reduces the entire computational complexity. Moreover, it is shown that the quantities of interest (e.g., the solution tuple (Y t , Z t , Γ t , A t ) in the 2FBSDEs) are still of high order accuracy. Several numerical examples are given to show the effective of the proposed numerical schemes. With particular interests, applications of the proposed numerical schemes to stochastic optimal control problems are also presented and corresponding numerical examples are also given. It is worth to note that the multistep schemes proposed in this paper can also be used to solve a large class of fully nonlinear PDEs and we left this for our future studies.
The rest of the paper is organized as follows. In Section 2, we present some preliminaries. Then in Section 3, We shall discuss the multistep schemes for solving decoupled 2FBSDEs, and this is followed by extensions to coupled 2FBSDEs in Section 4. In Section 5, we shall present several numerical examples, and applications of our numerical methods for stochastic optimal control problems will also be presented. We finally give some concluding remarks in Section 6.
Preliminaries.
We first introduce some notations that will be used in this paper. For
We denote by C k b the set of functions g(x) : R → R with uniformly bounded derivatives up to order k, and by C k1,k2 the set of functions f (t, x) : [0, T ] × R n → R m with continuous partial derivatives up to order k 1 w.r.t. t ∈ R and up to order k 2 w.r.t. x ∈ R m .
2.1. Diffusion process and its generator. A stochastic process X t is called a diffusion process starting at x 0 and at the time t 0 if it satisfies the following SDE (2.1)
where b s = b(s, X s ) and σ s = σ(s, X s ) are measurable functions satisfying
It is well known that under conditions (2.2), the SDE (2.1) admits a unique solution.
It is worth to note that, by the Markov property of the diffusion process, we have E
Let X t be the solution of (2.1). Then, for any given measurable function g :
becomes a stochastic process. Moreover, we give the following definition Definition 2.1. Let X s be a diffusion process in R m that satisfies (2.1). The generator A of X s on g is defined by
Concerning the generator A, the following result holds [18] : Theorem 1. Let X s be the diffusion process defined by the SDE (2.1)
where the operator L is defined by
with ∇ x φ = (∂ x1 φ, . . . , ∂ xm φ), and ∇ 2 x φ being the Hessian matrix of φ with respect to the spatial variable x.
Note that Af (t, X t ) ∈ F t is a stochastic process. Furthermore, by using together the Itô's formula, Theorem 1 and the tower rule of conditional expectations, we have the following theorem.
Theorem 2. Let t 0 < t be a fixed time, and x 0 ∈ R m be a fixed space point. If
Moreover, the following identity holds
, whereX t is a diffusion process satisfying
Note that by choosing differentb andσ, the identity (2.7) yields different ways for approximating dE
The computational complexity can be significantly reduced if appropriate choices are made.
Solution regularity and representation theory of 2FBSDEs.
We now consider the following decoupled 2FBSDEs (2.9)
with a given terminal condition Y T = g(X T ). Under some standard assumptions (for details, please refer to [5, 22] ), the following results are shown [5] : Theorem 2.2. Let u = u(t, x) be the solution of the following fully nonlinear PDE
with the terminal condition u(T, x) = g(x), and let (X t , Y t , Z t , Γ t , A t ) be the solution of the 2FBSDE (2.9). Then we have
where the associate operator L is defined by (2.5).
The above theorem provides a stochastic representation for solutions of fully nonlinear parabolic PDEs, generalizing the pioneer work on Feynman-Kac representations of linear and semi-linear parabolic PDEs [11, 16, 20, 21] .
2.3. Derivative approximation. We now recall some basic results for numerical approximation of derivatives, and these results will play an important role for designing our high order numerical methods for 2FBSDEs.
Let u(t) ∈ C k+1 b and t i ∈ R (0 ≤ i ≤ k) satisfying t 0 < t 1 < · · · < t k , where k is a positive integer. Let ∆t 0,i = t i − t 0 , i = 0, 1, . . . , k. Then by Taylor's expansion, for each t i , i = 0, 1, . . . , k, we have
Then, we can deduce
where α k,i , i = 0, 1, . . . , k, are real nubmers. By choosing α k,i (i = 0, 1, . . . , k) as
One obtains a high order approximation
where
In particular, when ∆t 0,i = i∆t, we get from (2.11) the following linear system for α k,i ∆t,
Note that the above system can be solved easily. We list α k,i ∆t (i = 0, 1, . . . , k) of the system (2.13) for k = 1, 2, . . . , 6 in the following table. The above approximation schemes are very popular in numerical ODE community, and it is known that such an approximation scheme is unstable for k ≥ 7, and this is why we have only listed the values of α k,i ∆t for 1 ≤ k ≤ 6 in Table 2 .1. For more details, one can refer to [26] .
3. Multistep schemes for decoupled 2FBSDEs. In this section, we first consider the multistep schemes for solving decoupled 2FBSDEs (2.9), i.e., the forward SDE is independent of (Y t , Z t , A t , Γ t ). To begin, let N be a positive integer. For the time interval [t 0 , T ], we introduce a regular time partition:
We set ∆t tn,k = t n+k − t n for n, ∈ {1, 2 . . . , N } and k ∈ N satisfying n + k ≤ N . For t ≥ t n , we denote ∆W tn,k = W t n+k − W tn , ∆t tn,t = t − t n and ∆W tn,t = W t − W tn , 
By taking derivative with respect to t in (3.1)-(3.2), one gets the following two reference ODEs:
Under sufficient regularity assumptions on the given data, the integrand E 
By multiplying both sides of the above equation by ∆W 
Similarly, for the last equation in (2.9), we have for t ∈ [t n , T ]
Now, by taking derivative with respect to t ∈ [t n , T ) on both sides, one gets the following reference ODEs:
The equations (3.3), (3.4), (3.7), and (3.8) are reference ODEs for the decoupled 2FB-SDEs (2.9). Our multistep numerical schemes will be constructed by approximating the associate derivatives and the conditional expectations in these ODEs.
3.2. The semi-discrete scheme. Motivated by Theorem 2, we choose smooth functionsb(t, x) andσ(t, x) for t ∈ [t n , T ] and x ∈ R m with the constraintsb(t n , x) = b(t n , x) andσ(t n , x) = σ(t n , x). LetX tn,x t be the diffusion process defined by
) be the value of function (Y t , Z t ) at the time-space point (t,X tn,x t ). , by Theorem 2, we have
, we deduce (3.10)
Here α k,i are given by (2.11), andR
By inserting (3.10) into (3.3), (3.4),(3.7) and (3.8), respectively, we deduce
n and Γ n be four random variables that represent the approximate values of the solutions Y t , Z t , A t and Γ t of the 2FBSDE in (2.9) at time t n , respectively. By removing the truncation error terms R .11), we obtain the following semi-discrete numerical scheme for solving the 2FBSDEs (2.9): 
Then, (3.9) yields the Euler discretization scheme for the forward SDE. In this case, Scheme 1 becomes 
tn,t and their derivatives (with respect to t) up to order k + 1 are bounded, we have the estimates
3.3. The fully discrete scheme. We now propose our fully discrete schemes. To this end, we first introduce the time-space partition. Given a time partition T := {t 0 , t 1 , . . . , t N }, we introduce a series of space partitions D h := {D For the space partition D n hn = {x j ∈ R m |j ∈ I, I ⊂ N}, x j is called the grid points and I is called the index set of the grid. The partition density h n of D n hn is defined by h n = max
With the above spacial partition, we seek to solving
whereȲ n+j andZ n+j are respectively the values of Y n+j and Z n+j at the space pointsX n,j that is defined by
Plug (3.24) into the conditional expectation of (3.23), sinceȲ ,Z,Γ andĀ are all functions of X n,j , we have
Note that quadrature methods should be applied when approximating the conditional expectations above. Any efficient quadrature rules such as the Monte-Carlo methods, the quasi-Monte-Carlo methods, and the Gaussian quadrature methods can be used.
Here, we will use the Gaussian quadratures based on the zeros of Hermite polynomials, for details, one can refer to [26] . In what follows, we shall denote byÊ n,x [·] the numerical quadrature operator for the conditional expectations.
Furthermore, when quadrature method is applied to approximate the conditional expectations, non-grid information might be needed. That's to say, for x ∈ D 
z,n ,
A,n ,
The four terms R
A,n and R k,E Γ,n are the error terms resulted from approximating conditional expectations, and the other four terms R
A,n and R k,I Γ,n are the error terms caused by numerical interpolations.
By removing those error terms R
Γ,n from (3.25), we propose our fully discrete scheme for solving 2FBSDEs as follows:
In Scheme 3, for a fixed integer k, to get the values Y n , Z n , A n and Γ n on each time level t n at the grid D n h , we shall solve the values at x ∈ D n h one by one. Since they are independent with each other, the precess can be completely parallel. For a fixed x ∈ D n h , in Scheme 3 , we firstly solve X n,j by the Euler scheme (3.26) for 1 ≤ j ≤ k; and then solve Z n , Γ n and A n by (3.27), (3.28) and (3.29) explicitly; finally, solve Y n by (3.30) implicitly. Thus some iteration methods are required for solving Y n .
If the function f (t n , x, y, z, γ) is Lipschitz continuous with respect to y, for small time partition step size ∆t n , we can use the following iteration procedure to solve
with the iteration stopping condition |Y n,l+1 − Y n,l | ≤ ǫ 0 , where ǫ 0 > 0 is a given tolerance. In case the function f (t n , x, y, z, γ) is differentiable with respect to y, to accelerate the convergence rate, the Newton iteration method can be applied , i.e.
Note that the local truncation errors of Scheme 3 consist of twelve terms R Γ,n defined in (3.25) are the local interpolation errors. For these eight terms, when data b, σ, f and g are smooth, the following estimates hold (provided that degree r polynomials interpolation is used)
A,n , R
The other four terms R
A,n and R k,E Γ,n are the local truncation errors resulted from the approximations of the conditional expectations. Noticed that these conditional expectations are functions of Gaussian random variables, thus, one can construct efficient Gauss-Hermite quadrature rule for their approximations.
Extensions to coupled 2FBSDEs.
In this section we extend Scheme 3 to solve the fully coupled 2FBSDE. More precisely, we first update Scheme 3 into the following scheme 
The main difference in Scheme 4 is that X n,j , Y n ,Z n and Γ n are all coupled together. Thus, one needs to solve nonlinear equations with some iterative procedure. In our numerical experiments, we use the following iterative scheme. 
Repeat the above calculation, until
It is worth to remark that our Schemes 4 and 5 are heuristic generalizations of the decoupled ones in the last section. In case the drift coefficient b and the diffusion coefficient σ do not depend on Y , Z and Γ, Scheme 5 coincides with Scheme 3.
Remark 4.1. We have finished the construction of our multistep numerical schemes, i.e., Scheme 3 for decoupled 2FBSDEs and Scheme 5 for coupled 2FBSDEs. In both cases, the Euler method is used to discrete the forward SDEs, thus, the total computational complexity can be significantly reduced. Furthermore, we shall show by numerical tests that the solution (Y t , Z t , Γ t , A t ) can still be of high order accuracy, in the next section.
Numerical experiments.
In this section, we shall provide with several constructive numerical tests to show the efficiency and accuracy of our multistep schemes proposed in the previous sections. Applications of our numerical methods for stochastic optimal control problems will also be presented.
In all our numerical tests, we shall consider the uniform partition for the timespace domain [0, T ] × R m , for simplicity. That is, for a given N > 0, h > 0, we
with x 0 ∈ R m the initial state. Specially, for the one dimensional case, i.e. m = 1, this yields D h = {x j | x j = x 0 + jh, j = 0, ±1, ±2, . . . }. Our scheme is applied to calculate the values of Y n , Z n , Γ n and A n , which are the numerical values of Y , Z, Γ and A at every time-space point (t n , x j ) ∈ T × D h .
In our tests, we shall adopt the local Lagrange interpolation method I D , so that the interpolation error estimates in (3.32) holds, and the Hermite-Gaussian quadrature rule will be used to approximate the associated conditional expectations. Since we aim to checking the convergence rates of our multistep schemes, all errors resulted from these approximations are controlled by choosing appropriate parameters (e.g. interpolation order r and the numerical of Gaussian-Hermite points). In particular, we shall use 10 Gauss-Hermite quadrature points in each dimension, and for the Lagrange interpolation, more than 6 points will be used. To balance the errors result from the time discrete truncation and the space truncation, we choose h = (∆t) k+1 r+1 , where r is the degree of the Langrange interpolation polynomial. Furthermore, for the k-step schemes, the information for
are needed, this can be obtained by using other numerical methods with small time steps, to maintain the high order convergence rates. Here, we just artificially assume that the values are known for simplicity.
The numerical results are obtained with FORTRAN 95 on a workstation with one Intel Xeon E5-2620 v2 CPU (12 cores, 2.10 GHz ). To accelerate the performance, OpenMP techniques are used. To guarantee the computing precision, we use the long double type (real(16)) digital for the float variables when programming. The long double variable has 34 significant digits which supplies enough precision for our computation. However, the cost of time is increasing dramatically compared with variables all defined as double (real(8)), but even so, the time elapsed of our programs is still competitive. In what follows, we will denote by CR the convergence rates and T r the running time, respectively. For all our numerical examples, the terminal time T is set to be 1.0.
Decoupled and coupled 2FBSDEs.
We first test Scheme 3 for solving decoupled 2FBSDEs. The first example considered is (5.1)
with the initial condition X t0 = x and the terminal condition Y T = sin(T + X T ). It can be shown that the exact solutions are
A t = −c sin(2t + 2X t )(1 + sin(t + X t )) − c 3 cos(2t + 2X t ) cos 2 (t + X t ).
In the numerical test, we set x = 0.5 and t 0 = 0, and solve the 2FBSDEs by scheme 3 with different step parameter k. The numerical
and A 0 − A 0 and the corresponding convergence rates are listed in Table 5 .1. It is shown in Table 5 .1 that: the multistep numerical scheme works very well, and the numerical error goes to machine accuracy. Moreover, the method admits a k-order convergence rate, and it remains stable for 1 ≤ k ≤ 6, which is coincide with the classic numerical ODEs theory and our previous results [26] .
Furthermore, given a fixed accuracy tolerance, it would be more efficient if the multistep scheme with a large k is used. This can be more easily seen from the following table. We now consider an example with the geometry Brownian motion in the forward SDE, the main feature here is that the drift and diffusion terms are unbounded. The example yields
In this example, we set x 0 = 1.5, and the parameters are chosen as r = 0.2, c = 0.01, M = 4. The corresponding numerical results are listed the in Table 5 .2. Again, our multistep schemes behaves very well, and high order convergence rates are obtained.
We now test Scheme 5 for solving coupled 2FBSDEs. Here, iterative process is needed. To show the high accuracy of the proposed schemes, we set the tolerance as ǫ = 10 −25 . We first consider the following coupled 2FBSDEs:
with conditions Y T = sin(T + X T ) and X t0 = x. The exact solution is
A t = −c sin(2t + 2X t )(1 + sin(t + X t )) − c 3 cos(2t + 2X t ) cos 2 (t + X t ). The numerical results are shown in Table 5 .3, where one can concludes that the numerical methods work well and high-order convergence rates are obtained. However, due to the computational complexity, numerical results with only multistep up to k = 3 are presented.
Our next couple 2FBSDEs example yields The associated exact solution is
(1 + exp (t + X t )) 3 (1 + 2 exp (t + X t ))
The corresponding numerical results are listed in Table 5 .4. Similar convergence results are shown as the above numerical tests.
5.2.
Applications to stochastic optimal control. We now show that one can solve stochastic optimal control problems in a 2FBSDEs way by using our multistep numerical schemes. To this end, let us consider the control problem, whose dynamic state equation is described by a forward SDE
with the cost functional
The goal is to minimize the cost functional, i.e. Find α * ∈ U (where U contains all admissible controls, see e.g. [16] for the corresponding definition) satisfying V (t, x) := J(t, x; α * ) = inf α∈U J(t, x; α). One can construct the corresponding HJB equation as
and moreover, we have
By inserting (5.6) into the HJB equaion, one shows that the cost function satisfies
For the above nonlinear PDEs, one can construct a corresponding 2FBSDEs. Then, one can solve the associate 2FBSDEs using our numerical schemes to obtain (X t , Y t , Z t , Γ t ), which yields the optimal state for the control problem, and finally, we can get obtain in view of (5.6) that
with g(·) being certain functions. This is a new approach dealing with the optimal control problem in a 2FBSDEs way. Now, we illustrate the idea by the following example. Tracking a particle under the microscope: consider the following system (5.9) dX t = βα t dt + σdW t , where X t is the distance between the particle and the focus of the microscope, β ∈ R is the gain in our servo loop and σ > 0 is the diffusion constant of the particle. We would like to keep the particle in focus, i.e. we expect that X t is as close to zero as possible. However, we have to introduce a power constraint on the control as well, as we cannot drive the servo motor with arbitrarily large input powers. We thus introduce the control cost J(α) = E p The classic numerical solution would relies on solving the above bellman equation. We now solve the problem in a 2FBSDEs way, to this end, we first construct the corresponding 2FBSDEs as follows By solving this 2FBSDEs, we obtain the numerical solution in view of (5.10) by (5.12)
In the numerical test, we set µ = 0.1, r = 0.03, σ = 0.5, c = 0.1. The numerical results are shown in Table 5 .5. It can be seen from Table 5 .5 that the approach is of high order accuracy, both for the 2FBSDE solution and the optimal control α.
6. Conclusions. We have extended our multistep schemes in [26] to the multistep schemes 3 and 5 for solving the second order FBSDEs. The key feature of the proposed multistep schemes is that the Euler method is used to discrete the forward SDE, which dramatically reduces the entire computational complexity. Furthermore, it is shown that the quantities of interest (e.g., the solution tuple (Y t , Z t , A t , Γ t ) in the 2FBSDEs) are still of high order accuracy. Several numerical examples are presented to show the effective of the proposed numerical schemes. Applications of our numerical schemes for stochastic optimal control problems are also discussed.
There are, however, some other related topics that need to be investigated:
• High dimensional problems. Note the methods here can be easily extended to high dimensional problems. However, we have proposed the local Lagrange interpolation methods here in our schemes. For high dimensional problems, this would results in the tensor Lagrange interpolation methods, which may be time consuming. Thus, we would suggest more feasible techniques such as the sparse grid interpolation, RBF interpolation, etc. This would be part of our future studies.
• Rigorous stability and convergence analysis. This is also our ongoing project.
