We consider a portfolio credit risk model in the spirit of CreditMetrics [15] . The multivariate normally distributed underlying risk factors in that model are replaced by more general multivariate elliptical factors with heavy-tailed marginals, introducing tail-dependence. We consider a full-scale version of the model, i.e. we incorporate not only the default risk, but also rating migrations, credit spread volatility and recovery risk.
Introduction
We consider a portfolio credit risk model in the spirit of CreditMetrics [15] and investigate the loss distribution over fixed time horizon T . With respect to the marginal losses, we retain and enhance all features of CreditMetrics [15] and we incorporate not only the default risk, but also rating migrations, credit spread volatility and recovery risk. The dependence structure in the portfolio is given by a set of underlying risk factors which we model by a general multivariate elliptical distribution with heavy-tailed marginals, introducing tail-dependence. Recent empirical studies (see Fortin and Kuzmics [7] ) suggest that financial assets tend to have their extreme losses jointly, which is in favour of our model compared to the CreditMetrics [15] model based on multivariate normal (tailindependent) risk factors.
We derive an upper bound of the portfolio loss distribution, which is particularly accurate at high loss levels. Given the complexity of our model, we obtain this results using a mixture of analytic techniques and Monte Carlo simulation. We conclude with an approximation of VaR and a new method to determine the contributions of the individual credits to the overall portfolio risk. Below we present the model in detail.
Let (Ω, F, P ) be a probability space which carries all random objects in this paper. For m ∈ N let X = (X 1 , . . . , X m ) be a random vector with discrete marginals, all having the same range {1, 2, . . . , K}. The primary object of interest is the distribution of the random variable (r.v.)
where for j = 1, . . . , m: -e j is a known positive constant; -L j is a real-valued r.v., defined on the probability space (Ω, F, P (· | X j )), where P (· | X j ) denotes the conditional probability measure.
We assume further: (A) L j are conditionally independent, given X; (B) given X j , L j is independent of X s for s = 1, . . . , m, s = j; (C) C j ≤ L j ≤ 1 a.s. for any outcome X j , j = 1, . . . , m, where C j < 1 are real constants.
In the credit risk framework, L models the loss of a portfolio of m credit risks (loans, bonds or credit derivatives) up to a fixed time horizon T . The constant e j is the exposure in currency units (i.e. EURO) of credit j in the portfolio. The r.v. X j is the unknown rating (the credit quality) of credit j at the time horizon T . Rating 1 models default and credit quality increases with the increase of X j . The r.v. L j is the loss based on one currency unit for credit j. Its distribution depends on the rating X j .
Most of the credit risk models used in practice fit within (1.1). For instance, when K = 2 (default and non-default rating) and L j = I {X j =1} , L is the loss of a credit portfolio under the so called 'actuarial valuation' (see Gordy [14] , Section 1). With the actuarial valuation one takes care only of the default risk, and the uncertainty in the recovery of a credit in the event of default is ignored. An extension to random recovery rates has been considered by various authors, see for example Bluhm et al. [1] , Section 1.1.3. A further extension to multiple ratings is necessary for the so called 'mark-to-market' valuation, see Gordy [14] , Section 3, or CreditMetrics [15] .
The complexity of model (1.1) is in the joint distribution of X = (X 1 , . . . , X m ). Usually the marginals of (X 1 , . . . , X m ) are calibrated to historical default and rating transition data, see Lando and Skodeberg [20] and Cantor and Hamilton [3] for some of the contemporary methods. We will denote these probabilities by P (X j = k) = p j,k and
In order to model the dependence structure of X = (X 1 , . . . , X m ) we introduce the random vector Y = (Y 1 , . . . , Y m ) with continuous marginal distributions G j and a copula C, i.e. the multivariate d.f. of Y is given by
The r.v. Y j , j = 1, . . . , m, is an abstract risk factor, usually it is interpreted as (standardized) asset value of the company standing behind credit j in the portfolio.
Following the approach in CreditMetrics [15] , we set for j = 1, . . . , m
where we interpret G −1
Thus we reduce the calibration of the distribution of X = (X 1 , . . . , X m ) to the calibration of the marginal default and transition probabilities and the copula of Y = (Y 1 , . . . , Y m ) (see Frey and McNeil [8] , Proposition 3.3). For some background on copulas we refer to Embrechts et al. [5] and Joe [18] .
We assume also that the assets Y 1 , . . . , Y m follow a factor model:
where:
f. with covariance matrix Σ) are the common factors. The matrix Σ is usually calibrated to regional or business sector stock index data; -W is a positive r.v., independent of Z; it represents a common shock affecting simultaneously all credits; -j , j = 1, . . . , m, are i.i.d N (0, 1) specific factors, independent of W and Z; -the constants α j,l ∈ R and σ j > 0, j = 1, . . . , m, l = 1, . . . , p, are normalized so that = W Z 0 , where W is defined as above and Z 0 ∈ N (0, 1), Z 0 ⊥W . For some background on elliptical distributions and elliptical copulas see Fang et al. [6] and Hult and Lindskog [16] .
The simplest special case of (1.4) is the one-factor Gaussian model, obtained when W = 1 a.s. and p = 1. This model has been investigated by various authors, see for instance Bluhm et al. [1] , Section 2.5.1. The popular in practice model CreditMetrics [15] can be obtained from (1.4) by setting W = 1 a.s.
In this paper we are particularly interested in model (1.4), when W belongs to the class of distributions with regularly varying tail at infinity, i.e. for all t > 0
for some α > 0. As shown in Hult and Lindskog [16] , Theorem 4.3, only in this case Y i and Y j , i = j, exhibit tail dependence, i.e.
Note that by (1.3) the probability of joint defaults is given by
and, taking into account that usually the default probabilities p 1 i and p 1 j are small, the pairwise tail dependence of assets Y i and Y j results in an increased likelihood for simultaneous defaults in the credit portfolio, thus having an important impact on the credit loss distribution, in particular on its tail (see Frey and McNeil [8] for some numerical examples).
The most frequently used model including a r.v. W satisfying (1.5) is the t-model
, where S ν ∈ χ 2 ν -chi-square distribution with ν degrees of freedom). Then Y ∈ T m (0, Σ Y , ν) (multivariate t-distribution with ν degrees of freedom). This means that α = ν in (1.5).
The calibration of the model to the available data poses a particular challenge, see Daul et al. [4] and Frey and McNeil [9] for some of the available approaches. Once the parameters are estimated, the following two problems are of particular interest in risk management:
(1) Determine the portfolio risk by computing the value of a certain risk measure; the most frequently used in practice being Value-at-Risk (VaR)
for some (typically small) 0 < α < 1.
(2) Determine the contributions of the individual credits to the overall portfolio risk. As shown in Tasche [23] , the only vector field suitable for risk-adjusted performance measurement is the gradient of the underlying risk measure with respect to the exposures e = (e 1 , . . . , e m ) as defined in (1.1). The larger the j'th component of the gradient is, the more risky is position j (a small increase in the exposure leads to high increase in the risk of the portfolio as measured by the underlying risk measure). In the sequel we will call the components of the gradient marginal risk contributions. As shown in Tasche [23] , under some regularity conditions, the marginal risk contributions for VaR are
The usual approach to these two problems, as presented in CreditMetrics [15] , is by means of Monte Carlo simulation. This procedure has essentially two steps:
(1) simulate the assets Y = (Y 1 , . . . , Y m ) and calculate the ratings X = (X 1 , . . . , X m ) by means of (1.3);
(2) given X = (X 1 , . . . , X m ), simulate the losses (L 1 , . . . , L m ) as in (1.1) and calculate L.
However, this approach has many shortcomings:
(1) It requires a huge quantity of random numbers, particularly for high-dimensional portfolios (2mn random numbers for a set of n simulations).
(2) Simple Monte Carlo simulation of heavy-tailed r.v.s. like Y 1 , . . . , Y m produces notoriously poor results (see Glasserman et al. [12] and references therein).
(3) The estimation of rare event probabilities like P (L ≥ VaR (α)) is based on a very small proportion of the simulated dataset, i.e. approximately α out of n; hence the results are subject to significant errors. 
.).
Our paper is organized as follows. In section 2 we derive an upper bound of the tail of the portfolio loss distribution. As it is not possible to compute this upper bound explicitly, we use a stochastic approximation algorithm and Monte Carlo simulation. Under weak regularity conditions, we prove a.s. convergence of the proposed algorithm. We obtain an approximation of VaR, and, as a by-product, an approximation of the marginal risk contributions.
In section 3 we give some numerical examples which demonstrate that the proposed method provides an accurate approximation of VaR at low computational costs. Also, we compare our approximation of the marginal risk contributions with a method suggested in Overbeck [22] .
Upper bound approximation 2.1 Basic results for the portfolio loss L
We note first that due to assumption (
From now on we exclude some degenerate cases and we suppose that for any
In the following proposition we derive an expression for the moment generating function of L.
Proposition 2.1. Assume model (1.1) with (1.3) and (1.4). Then the moment generating function ϕ (θ) = E [exp (θL)] exists for every θ ∈ R and is given by
3)
where for j = 1, . . . , m,
where we interpret the second term as 0 for k = 1 and the first term as 1 for k = K; and, finally
Proof. Due to (2.1) we obtain immediately for θ > 0
therefore ϕ (θ) exists for every θ ≥ 0. Also we have by (2.1) for θ < 0
By conditioning on X we have
By assumption (A) in (1.1) L j , j = 1, . . . , m are independent, given X. Therefore
Since by assumption (B) in (1.1) L j , given X j , is independent of X s for any j = 1, . . . , m and s = 1, . . . , m, s = j, we get
Due to (1.4), given W and Z, the r.v.s Y j , j = 1, . . . , m, are independent (inherited by the independence of j ). Therefore X j , j = 1, . . . , m, are conditionally independent by means of (1.3). Hence, by conditioning on W and Z we get
Given (1.4),
and hence
.
is finite for every θ ∈ R, j = 1, . . . , m, k = 1, . . . , K. Therefore we get the required result.
Approximation of the tail of the portfolio loss distribution
In order to obtain an upper bound of the portfolio loss distribution we apply Markov's inequality: for any θ ≥ 0 and
In the next lemma we summarize some of the important properties of F (θ, x).
there exists a unique positive point
which is the unique positive solution of the equation
is strictly decreasing for θ < θ(x) and strictly increasing for θ > θ(x);
Proof. Properties (1), (2) and (3) are standard (see e.g. Jensen [17] , Section 1.2 and references therein). As x < L max , there exists > 0 such that x + < L max and hence
i.e. we get (4) . By (2) we have 0 < θ(x). Note that F (0, x) = 1 for every x, hence, due to (3), F ( θ(x), x) < 1. As F (θ, x) is continuous in θ, by means of (4) there exists a point 0 < θ max (x) < ∞ which satisfies F (θ max (x), x) = 1. Because of (3), we get θ(x) < θ max (x), i.e. (5) .
To prove (6) we use a Taylor expansion of ∂ ∂θ F (θ, x) around θ and the fact that
For any fixed θ ∈ R we have
Also, by means of (2.1),
As by (1)
∂θ 2 F ( , x) achieves a minimum and a maximum at some points min max , which is strictly positive, hence there exist constants C(x) and D(x) such that
To derive a best upper bound of P (L ≥ x) we calculate the saddlepoint θ as defined in (2.6) and we obtain
This classical large deviations technique has been successfully applied by Martin et al. [21] in the case of a one-factor Gaussian model (p = 1, W = 1 in (1.4) ). Unfortunately in our case it is not possible to compute θ explicitly or by simple numerical methods, since the moment generating function ϕ (θ) is available only in terms of the (p + 1)-dimensional integral (2.2). As a remedy we develop a Monte Carlo estimator for the saddlepoint θ and at the same time we obtain an estimator for the best upper bound F ( θ, x) as in (2.8).
The proposed method is in the framework of stochastic approximation algorithms (see Kushner and Yin [19] ). More precisely, we approximate the saddlepoint θ, for fixed x ∈ (E[L], L max ), by simulating recursively the r.v.s:
where θ 1 is an arbitrary positive number,
and W (n) and Z (n) are i.i.d. copies of W and Z, respectively, a n, n∈N is a sequence of positive constants such that 12) and H(W, Z, θ) is defined in (2.3).
In the next theorem we prove that (a modification of) θ n a.s.
→ θ. The modification is taken in order to ensure 'stability' of the algorithm, i.e. to avoid θ n growing to infinity for some ω ∈ Ω, see Kushner and Yin [19] , section 5.1 for details. Usually in stochastic approximation algorithms stability is achieved by assuring that each iterate θ n belongs to some compact set which includes the true value θ. In our case this compact set is given by [0, θ max (x)], where θ max (x) is the constant from Lemma 2.2 (4). Since the constant θ max (x) is not explicitly available, we approximate it by a sequence of r.v.s converging a.s. to it.
n , i ∈ N, be i.i.d copies of the r.v. defined in (2.9). Let a n, n∈N be a sequence of positive constants satisfying (2.10), (2.11) and (2.12). Define
13)
where
with F n (θ, x) being the empirical counterpart of F (θ, x) as defined in (2.5)
Proof.
Step 1: We prove that θ n is finite a.s. for every n ∈ N. First we prove by induction that θ n < ∞ for any fixed n. We have θ 1 < ∞. Assume that θ n < ∞. Note that
However, since θ n ≥ 0 by means of (2.13), exp (H (W, Z, θ n )) ≤ exp(θ n L max ) because of (2.1); and also by (2.3)
by means of assumption (C) in (1.1). Therefore
where K(θ n ) is finite if θ n is finite. Therefore, by means of (2.13) and (2.15), θ n+1 is also finite for a finite n. Now assume that for some ω ∈ Ω θ n → ∞, n → ∞. By the SLLN we have for any
Furthermore, F (θ, x) is continuous in θ and F n (θ, x) is a.s. continuous in θ and, by means of Lemma 2.2 (4), F (θ, x) → ∞ when θ → ∞. So have for this ω and for some sufficiently large n that F n (θ n , x) > 1. Such a value of θ n is excluded by (2.13). Hence θ n is finite a.s.
Step 2: We prove that
where γ is some r.v. with finite mean. Denote by F n = σ θ 1 , . . . , θ n , W (1) , Z (1) , . . . , W (n−1) , Z (n−1) , where W (j) , Z (j) are the realizations for which
Consider first
where A 2 is the limiting constant from (2.11) and K 2 < ∞ is a constant, independent of
for any k ∈ N (the existence of such a constant follows from Step 1 and (2.15)). Denote
From (2.17) we know that M n ≥ 0. On the other hand, using (2.16),
By means of (2.7) (θ n − θ) ∂ ∂θ F (θ n , x) > 0 a.s., hence M n is a non-negative supermartingale. By Doob's limit theorem M n a.s.
where M is a r.v. with finite mean. As K 2 A 2 is some costant and
is an increasing, but bounded by means of (2.17) sequence, (2.19) implies that (θ n − θ) 2 a.s.
→ γ, where γ is a r.v. with finite mean.
Step 3. Denote η n = E (θ n − θ) 2 . We prove that there exists n 1 ∈ N such that for any 20) where C is the constant from (2.7) and K is the constant from (2.18).
F (θ n , x) we obtain from (2.13)
Raising to second power and integrating we get
Conditioning on F n we have
F (θ n , x) | θ n = 0 a.s.. Due to (2.7) we have 1 − a n ∂ ∂θ
Also, since a n converges to 0 and
θn− θ ≤ D as in (2.7), we can always select an index n 1 , such that a n < 1 D for every n > n 1 , and hence 1 − a n ∂ ∂θ
Step 4. Finally we prove that lim
Since a.s. convergence implies convergence in probability, by means of Step 2 we have
On the other hand, since γ = lim n→∞ (θ n − θ) 2 is a non-negative r.v., showing (2.21) is enough to prove the theorem. We have by (2.20) , for any sufficiently large n > n 1 ,
We also have from Step 2 that lim n→∞
. This implies for some > 0 √ η n ≥ K C + , for any n > n 2 = n 2 ( ). Let n 2 > n 1 . We get
Using the inequality recursively we get
However, due to (2.10), there exists some index n 3 , such that
hence √ η n 3 < 0, which is a contradiction. Therefore we obtain Eγ ≤ K 2 C 2 . Hence there exists n 4 ∈ N such that for any n > n 4 η n ≤
Going back to (2.20), we have for sufficiently large n > max (n 1 , n 4 )
Assume the contrary to the hypothesis, that η n > > 0 for any n larger than some fixed n 5 . Then we get
Applying the inequality recursively we obtain
and therefore
However, due to (2.10), there exists some index n 6 , such that
hence η n 6 +1 < 0, which is a contradiction. Therefore we obtain the required result.
Next we derive an approximation of the optimal upper bound
Proof. By the SLLN we have
for every θ ∈ R. As exp H(W (i) , Z (i) , θ) − θx and F (θ, x) are continuous in θ and θ n a.s.
→ θ, by the continuous mapping theorem we have
Remark 2.5. At each simulation step of (2.13), we check if F n (θ n , x) < 1. Therefore, the upper bound approximation of P (L ≥ x) is available as by-product from the proposed algorithm.
Approximation of VaR and the marginal risk contributions
In the following lemma we analyse the optimal upper bound
where ϕ (θ) is the moment generating function of L as in (2.2) and θ(x) is the saddlepoint defined in (2.6).
is continuous and strictly increasing in x; (2) F ( θ (x) , x) is continuous and strictly decreasing in x; (3) the inverse function
is a well defined and strictly decreasing function; (4) for every α ∈ (0, 1)
Proof. To prove (1) we take into account that
To prove (2) we note that log(F ( θ (x) , x)) = log(ϕ( θ (x))) − θ (x) x. By differentiation we get
is strictly decreasing. Property (2) implies also the existence and the strict monotonicity of the inverse as in (2.23), i.e. (3).
To prove (4) assume the contrary i.e. that VaR (α) > VaR (α). Then we have
which is a contradiction to the definition of VaR (α).
Using the algorithm described in section 2.2, we compute the optimal upper bound F ( θ(x), x) for a number of points x ∈ (E [L] , L max ) and we find the upper bound approximation of VaR (α), denoted by VaR (α) as in (2.23).
We consider also the marginal risk contributions with respect to VaR (α). We fix α and we define marginal risk contributions as
where e = (e 1 , . . . , e m ) ∈ R m + are the exposures of the individual credits as in (1.1). Note that, for fixed α ∈ (0, 1), VaR (α; e) is well defined for every e ∈ R m + . This can be seen from the following arguments.
Since the distribution of L in (1.1) depends on e, its moment generating function depends on e, i.e. we have ϕ (θ) = ϕ (θ; e). Due to (2.2) and (2.3) we have also that ϕ (θ; e) = E[exp (H(W, Z, θ, e))] is well defined and
, L max ) we have also that the saddlepoint θ(x) defined in (2.6) is a function of e, i.e θ(x) = θ(x; e). Hence the upper bound F θ(x), x = F θ(x; e), x; e as in (2.8) is well defined. Therefore, due to lemma 2.6 (3), VaR (α; e) is well defined for every e ∈ R m + .
Proposition 2.7. With the above notations, for any fixed α ∈ (0, 1), the upper bound marginal risk contributions ( A 1 , . . . A m ) defined in (2.25) are given by
. Since by (2.6) θ(x; e) is the point at which the minimum of F (θ, x; e) with respect to θ is achieved, we have As ϕ(θ; e) = E [exp (H (W, Z, θ, e))], we get by means of (2.26) and (2.4)
On the other hand, by (2.28) we have ϕ( θ( VaR (α; e) ; e); e) = α exp θ( VaR (α; e) ; e) VaR (α; e) .
Substituting this in (2.29) and using the fact that θ > 0 we obtain the required result. 
Proof. By formula (1.2.2) in Jensen [17] , E[L] = VaR(α; e). On the other hand,
Remark 2.9. The SLLN ensures, for W (i) , Z (i) , i = 1, . . . , n being i.i.d copies of W, Z, and θ = θ( VaR(α; e); e), that
Therefore we obtain an estimate for the marginal risk contributions as a by-product from the recursion (2.13).
Numerical examples
We consider two examples to demonstrate our method. -m = 100 credits in the portfolio; -we generated the exposures e = (e 1 , . . . , e m ) uniformly on the interval (1, 25) ; -we took a rating system with K = 2 ratings and we generated the default probabilities P (X j = 1) = p j,1 , j = 1, . . . , m uniformly on the interval [0.001, 0.02];
-the marginal loss distributions are given as L j = I {X j =1} , j = 1, . . . , m.
For the dependence structure we use in (1.2) the t-copula with ν = 4 degrees of freedom. We use p = 21 common factors and Z ∈ N p (0, I) in (1.4). The factor loadings are given by α j1 = 0.7, j = 1, . . . , m, α jl = 0.3, j = 1, . . . , m, l = j mod 10 + 1 and α jl = 0.3, j = 1, . . . , m, l = [j/10] + 11. Thus, each credit has a loading of 0.7 on the first factor and loadings 0.3 on two of the next. There are no equivalent credits with respect to the dependence structure. The first factor may be thought of as a global factor, the next ten as regional factors and the last ten as industry factors. This multifactor dependence structure is taken from Glasserman [10] , where it is described as particularly hard to deal with.
In figure 1 we compare the tail of the portfolio loss distribution, obtained by Monte Carlo simulation as explained in section 1 to the upper bound approximation as in (2.8), obtained by the new method. We observe that the approximation is quite accurate at high loss levels (i.e. 500-800), but degenerates quickly as we move to the mean of the distribution. Furthermore, by the new method it is possible to obtain estimates and confidence bounds at extremely high loss levels (i.e. 700-1000), where the plain Monte Carlo method degenerates. Note that the new method is computationally more efficient as it requires simulation only of the common factors Z and the global shock W , and not of all random components in the model. of all random components of L compared to the upper bound approximation obtained by the new method, together with their respective 90% confidence bounds. The approximation is accurate at high loss levels (i.e. 500-800), and stays within the 90% Monte Carlo confidence bounds. At extremely high loss levels (i.e. 700-1000), the new method provides better confidence bounds than the Monte Carlo method.
We further improve the numerical performance of the proposed algorithm by applying importance sampling techniques in the simulation of the common factors Z and the global shock W . We use a classical variance reduction method, namely exponential change of measure, see Glasserman et al. [11] . In the framework of heavy-tailed risk factors, such a technique is not directly applicable, as E[exp(θW )] = ∞ for every θ > 0, see Glasserman et al. [12] , section 3. Instead, we apply exponential change of measure to the transformed r.v. S = 1 W . With this method, the accuracy of the approximation at high loss levels can be further improved, as demonstrated in the figure 2.
The second example we consider is simpler, and here we focus not on the absolute portfolio risk, but on the portfolio structure as represented by the marginal risk contributions. We leave the investigation of the impact of the heavy-tailed assumption on the portfolio structure, i.e the comparison between the different copula models, for future work. In this paper we are interested in whether the new method for estimation of marginal risk contributions as in (2.27) provides a good measure for the marginal risks in the portfolio.
We compare our method with an alternative one used for instance in Overbeck [22] . However, as #B n increses slowly with the increase of n, extensive Monte Carlo simulation of all random components of L is necessary. -m = 101 credits in the portfolio; -we fixed the exposures e 1 = e 2 = . . . = e m−1 = 0.0065, however e m = 0.35; -we took a rating system with K = 2 ratings and we fixed the default probabilities P (X j = 1) = p j,1 = 0.02, j = 1, . . . , m;
For the dependence structure we use in (1.2) the t-copula with ν = 4 degrees of freedom. We use p = 1 common factor with factor loadings α j1 = 0.8, j = 1, . . . , m in (1.4).
The parameters in this example are selected in such a way that the portfolio is completely homogeneous, except one of the credits whose exposure is very large. A reasonable method for the computation of the marginal risk contributions should give equal contributions for all credits except the largest, which obviously contributes much more to the the portfolio risk.
We fixed 1 − α = 0.998 and we computed the risk contributions by the new method (2.27) and by the ES-method (3.1); the results are given on the figure 3. We observe that the two methods provide similar results, however, by the ES-method, due to the error from the Monte Carlo simulation of all random components of L, equivalent credits have different contributions. This problem is avoided by the new method, which uses Monte Carlo simulation only of the common schock W and the common factors Z.
