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The current report seeks to understand the selection dynamics of patent classes (CPCs) in Europe by 
employing the methodology developed by Acemoglu et al. (2016) to predict future patenting. Their 
research focuses on citation networks measuring the knowledge flows across technologies and uses 
theses to estimate future volumes of patents per CPC during 1995-2004 in the United States. In our 
current analysis we replicate their results using the European patent database for the years 2005-2014, 
and likewise demonstrate that the innovation networks have significant predictive power over future 
patenting in Europe. Furthermore, we improve their methodology by accounting for more complex 
interactions between CPCs. Finally, we discuss their implications for developing a selection-dynamics 
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How can we understand and model the evolution of technology? Ironically, the answer to this question 
will never be categorical and will likely forever change in time. Still, Arthur and Polack (2006) offer 
perhaps the best definition to the problem when they assert: 
 “new technologies are never created from nothing. They are constructed – put 
together – from components that previously exist; and in turn these new 
technologies offer themselves as possible components – building blocks – for the 
construction of further new technologies” (p.23).  
Inspired by this notion that knowledge begets knowledge, recent theoretical studies sought to 
display and often predict the direction of technological change. Grounded on the theory of the adjacent 
possible (Kauffman, 2000), these models describe the creation of new products as the combination, 
recombination, modification, and gradual adaptation of an existing set of components. They show the 
process of innovation as a constant search for improved combinations of ingredients and whereby the 
new mixes descend from the existing ones (Auerswald et al., 2000; Silverberg, 2002; Silverberg & 
Verspagen, 2005, 2007; McNerney et al., 2011; Korhonen & Kasmire, 2013; van Dam & Frenken, 2020).  
While these theoretical models set the groundwork for how we examine the evolution of 
technology, we also witness a swell of empirical papers striving to complement, apply, and validate the 
ideas from these models. Foremost, making use of patent data and its inherent classification system, 
past authors tried to predict the pace of technological change. They tried to describe the creation of 
new patents or to anticipate novel combinations of codes (Youn & Magee, 2018; Tacchella et al., 2020).  
Acemoglu et al. (2016) stand as the first to use citation patterns across patent applications to 
predict future rates of innovation by code. Indeed, as the authors suggest: “the interaction of this pre-
existing network structure with patent growth in upstream technology fields has strong predictive power 
on the future of innovation” (P.11483). Besides, over the years, other scholars equally employed the 
“interdependence between technologies to predict innovation dynamics” (Pichler et al.,2020).  
Along these lines, this paper aims to advance the related literature. Focusing on the work by 
Acemoglu et al. (2016), we wish to understand if we can reproduce their findings using a different data 
source. Namely, we seek to use their innovation networks method to predict innovations for the 
Cooperative Patent Classes (CPC) in Europe. In doing so, we hope to both confirm and extend their 
model. Chiefly, we expect that we will learn possible paths to advance the existing literature.  
Therefore, like Acemoglu et al. (2016), we created a network graphing the knowledge flows 
across the CPC classes between 1985-2004. Then, we used these matrices along with the patenting 
volumes for that time to forecast the number of documents produced per CPC in 2005-2014. Ultimately, 
we ran a regression to compare these predicted volumes to the actual amount of patent outputs 
between 2005 and 2014. And we find the methodology presented by them equally describes patent 
development in Europe. Indeed, for several model specifications and data sample, we consistently find 
a positive and significant correlation between the predicted and real patenting volumes.  
We also provide and demonstrate two modification to their original method. Foremost, we 
highlight the importance of accounting for the complex interactions of CPCs within every invention. 
Prior research, such as Acemoglu et al. (2016), considered the CPCs as atomic, isolated entities. Yet, 





reproduce the innovation networks approach using the distinct CPC sequences as nodes. Further, doing 
so seems to improve the quality of our predictions.  
Also, we propose an alternative to evaluate the creation of new patents at the regional level. The 
growing literature on Evolutionary Economic Geography (EEG) examines the dynamics of knowledge 
production across and within regions. It highlights the influence of spatial and cognitive proximity in 
the ability to collaborate and innovate (Boschma et al., 2015). Thus, we wanted to examine whether 
the innovation networks method could help improve this literature too. Foremost, using the method, 
we sought to reproduce the findings by Kogler et al. (2017) – who studied the dynamics of knowledge 
production in Europe. And we showed that applying the methodology for the individual regions can 
produce robust results for most NUTS2 in Europe. More importantly, we show that including citation 
flows between regions improves the predictions for most places.  
In summary, we propose that it is possible to improve the innovation networks methodology in 
several ways. And, as we shall discuss later, we hope the outputs from this report can help to develop 
robust selection dynamics models which can predict future patenting. Indeed, most theoretical models 
on innovation look exclusively at the creation of new ideas. They seldom study how the distribution of 
a fixed number of technologies change over time. So, inspired by the outputs of this report, we shall 
propose some alternatives to implement a selection dynamics model that can explain the incidence of 
CPCs across regions. Namely, we will highlight how the insights from the combined CPCs strategy and 
the citation flows across places could contribute to building such a model. 
We expect these selection models will strengthen how we examine the evolution of technologies. 
We understand they can assist us when measuring and investigating regional specialization. Ultimately, 
we hope such data will be useful for assessing the causes and consequences of technological change. 
And it can be employed to evaluate and propose smart policies.  
Social scientists long defended the importance of innovation for economic growth and 
performance (Lucas, 1988). Likewise, they are aware of technologies potential to disrupt markets and 
societies and its potential to create winners and losers. Thus, we want a model that predicts the 
direction of technological change. A model that can anticipate which patent classes ought to become 
more popular, and which regions are likely to dominate the production of these codes.  
Secondly, we imagine these models will help policymakers to design so-called Smart 
Specialization Strategies. As the European Commission (2020) writes, smart specialization is a “place-
based approach characterized by the identification of strategic areas for intervention based both on the 
analysis of the strengths and potential of the economy.” Hence, the insights from a sturdy selection 
dynamics model will be fundamental for testing and finding the CPCs with higher potential returns for 
each region. Likewise, the model prediction will be vital for assessing the consequences of these smart 
policies – i.e., we can compare a region’s patenting development to what we expected from the model 
and see if the policy is boosting a more complex economy.  
At last, in this report, we will focus on patents and their classification system. However, we 
expect the methods proposed here could readily be adapted to study the selection of other product 
classes. Indeed, the complexity economics model started using the co-occurrence of exports to study 
regional development and complexity (Hidalgo et al., 2007). Since then, researchers repurposed the 
approach to focus on industries and occupations (Jara-Figueroa et al., 2019) – even to Olympic medals 
(Knuepling & Broekel, 2020). Thus, the selection dynamics method could equally be implemented to 





After this introduction, the remainder of the paper is organized as follows. Session two presents 
the patent data used throughout the analysis, how to build the innovation networks, as well as the 
method borrowed from Acemoglu et al. (2016) to predict patenting in Europe. Session three highlights 
our top results. And Session four concludes with a discussion on modelling alternatives. 
 
Data and Methods 
Our primary data source is PATSTAT. We retrieved from the database all patent applications filed with 
the European Patent Office (EPO) between 1985 and 2014. We do restrict our sample to the earliest 
application per family and those with at least one inventor residing in Europe. Hence, we obtained a 
data sample consisting of about 1.4 million files. And for each said patent, we collected essential 
information to construct our analysis. Namely, we took the geolocation of their inventors (European 
NUTS2) and their filing years.   
We collected all front-page references to other EPO documents. If the record cited files from 
another office (e.g., USPTO or JPO) but which has an equivalent European patent – viz, from the same 
family – we used this information to retrieve the European one. As before, we restrict our sample to 
one patent cited per family. We also limit references to those within at most 10-years from publication. 
Ultimately, we recovered nearly 1.1 million patent citations across the EPO documents. Because not all 
files refer to others, in the end, we get 600,000 citing patents – which, on average, cited two other 
EPO documents.   
We also retrieved the Cooperative Patent Classification (CPC) assigned to every record. These 
CPC codes indicate the fundamental building blocks that contributed to the creation of the invention. 
Hence, they are often used in the literature to study similarity and knowledge flows across technological 
domains (Leydesdorff et al., 2017). Every patent gets allocated to at least one CPC, but most have 
more than one. When this is the case, we listed all the CPC belonging to the patent – i.e., we do not 
limit our data to a single CPC per patent.  
Like other patent classification systems, the CPC is a hierarchical arrangement – sorted into 
sections, which in turn can be divided into classes, sub-classes, and groups. There are more than 
150,000 different patent codes within the CPC structure. In this analysis, we will be focusing on the 3-
digits (class) and 4-digits (sub-class). These amount to 128 and 650 different codes, respectively. We 
opted to operate at this level because they are the closest to the USPTO classes used by Acemoglu et 
al. (2016). Moreover, these are standard levels of granularity used across similar studies (Pichler et al., 
2020; Kogler et al., 2017).  
To summarize, we obtained data on over 1.4 million European patents between 1985-2014. Out 
of those patents, we picked 600,000 documents that cite other EPO files. Our data contains the year, 
location, and classes of each citing patent. Furthermore, we know which records they refer to and have 
the same set of information about all those documents. We may then use this data to measure 
knowledge spillovers across technological fields and, like Acemoglu et al. (2016), to predict patenting 
volumes per CPC for both the European sample and the NUTS2 regions of the continent. 
Innovation Network  
There is more than one option to build so-called knowledge networks and use them to measure CPC 
proximity. For example, inspired by the economics of complexity (Hidalgo et al., 2007), previous studies 
graphed the co-occurrence of CPCs within patents. At their core, these expositions admit that codes 





Therefore, earlier literature used this insight to compute knowledge relatedness and regional 
specialization (Kogler et al., 2013; 2017). They employed it to model the dynamics of CPC use and 
recombination (Youn & Magee, 2018; Tacchella et al., 2020).  
We chose to use citation across patents to build a measure of knowledge spillover between the 
technologies (Acemoglu et al., 2016). That is, we seek to create a network that captures the citation 
flows between patent classes. A graph that shows the connections between CPCs grounded on how 
often patents holding one CPC cites documents with another code. 
There is still more than one method to construct the said network. And one must be aware that 
ignoring factors inherent to the patent system might bias our intended measures of proximity (Alstott 
et al., 2017). Therefore, we decided to build the citation matrix following the straightforward algebra 
method demonstrated by Pichler et al. (2020).  
The CPC citation network is not observable. And we must derive it from the structures formed 
by the patent citations. Thus, our first step is to build a citations matrix that takes the value of one 
whenever a patent p cites another document q. That is, we make a citation matrix (𝐻𝑝,𝑞) where each 
node is a patent and, whenever a file refers to another, we draw an edge between the two. 
Next, we use the information enclosed by each patent to establish a patent-technology link 
matrix. So, we build a bipartite network (𝐵𝑝,𝑖) where we write an edge between a patent and a class 
when the document carries the CPC. Because patents often include more than one CPC code, to avoid 
inflating the total number of citations each class receives, we decided to row-normalize matrix 𝐵𝑝,𝑖. 
Hence, we attribute shares to each CPC within a patent. For example, if a patent contains three different 
codes, the row-normalized matrix will record a 1/3 share for each CPC.  
As demonstrated by Pichler et al. (2020), we can use both matrices described in the above 
paragraph to make a graph linking CPC classes. That is, we make an algebraical projection of the 
citation network across the CPC classes as: 
 𝐶𝑖,𝑗 = 𝐵𝑝,𝑖
𝑇 𝐻𝑝,𝑞𝐵𝑝,𝑖 (1) 
We produce, thus, a matrix whereby each element (𝐶𝑖,𝑗) depicts the sum of all citations from 
one CPC to another at a given period. Therefore, it measures the knowledge flows across technology 
codes at the time. Once again, we can row-normalize this 𝐶𝑖,𝑗 matrix to obtain an adjacency matrix 
where each element represents a weighted direct edge between the CPC nodes. Mathematically, we 





We made the citation network for all three decades in our sample. So, for example, we build a 
graph for the first decade containing all citing patents filed between 1985-1994. The period restriction 
applies only to the citing documents. Concerning the cited files, as explained, we limit them to be at 
most 10-years older than its source.  
To further illustrate the method used to build these CPC citation networks, the figures below 
describe the process in detail as formulated by Pichler et al. (2020) – Panel A. Likewise, in Figure 1.B, 
we graph an example network which we made using the 3-digits CPCs from 1995 to 2004. To keep the 





and we only included those nodes with incoming citations above the median. In turn, the edge’s widths 
depend on their weights and, once more, we only added those links with values above the median.  
 
FIGURE 1 – The Innovation Network 
 PANEL A – Building the Network                                PANEL B – Example Network        
 
Note: The figure on Panel A is an extension of that 
in Pichler et al. (2020). It describes the algebra 
used to build the CPC citation matrix (C). The first 
matrix (P) graphs the citations across patents. For 
example, because the patent P1 cites P2, we draw 
a directed edge between the two. The second graph (B) illustrates the links between patents and CPCs. Since 
the document P1 includes codes A and B on its front-page, we draw an edge between the patent and the two 
classes. Graph (B) contains weighted edges, so whenever a patent includes two CPCs – like P1 – each link receives 
a weight of 1/2. We calculate the last network on Panel A using the algebraic method proposed by Pichler et al. 
(2020) and highlighted on Equation 1. Panel B, in turn, plots an example innovation network – which we build 
using the patent applications and its 3-digits CPCs from 1995 to 2004. The nodes are CPCs, and the edges are 
weighted according to their citation flows (i.e., elements of the C matrix). We ignore the self-citation loops, and 
we only show the CPCs with in-degree centrality above the median. The same holds for the edges.  
One might ask how stable these knowledge-flows networks are. To address this question, after 
creating the matrices for each period, we estimated the correlation amongst them – Appendix I. The 
test shows the graphs to be consistent and stable for the period under examination. Looking at the 3-
digits CPCs, it displays a correlation rate of over 0.85 for the 10-years horizons. And it is above 0.7 
when studying at the 20-year range. Comparing the incoming citation ranks, in turn, reveals an even 
stronger correlation – with values all above 0.98. We find the 4-digits CPC matrices are less stable – as 
one might expect given its larger number of nodes – but still quite correlated. For the 10-years window, 
we measured a correlation rate above 0.6. 
Another question one could ponder regarding our graphs concerns their degree distribution. 
Namely, one might wonder if the in-flow citations show evidence of scale-free networks that are 
prevalent in many social, biological, and physical systems – including the citations among academic 
and patent documents (Newman, 2005). Therefore, Figure 2 displays the degree distribution for the 3-
digits and 4-digits networks between 1995-2004. The x-axis shows the natural logarithm of in-flow 








FIGURE 2 – Innovation Networks Scaling  
 
The figure shows a quasi-linear relationship between the two natural logarithms – as one tends 
to find when examining scale-free distributions (Newman, 2005). The plots include a formula for their 
tail distributions. We calculated the tail indices using the Hill estimator (Hill, 1975; Jia, 2018). To do so, 
we first had to define cutoff points – i.e., where the tails start/end. For the 3-digits CPCs, we employed 
a maximum cutoff equal to 8; whereas, for the 4-digits, we used the natural logarithm values between 
2 and 7. The estimated indices suggest the degree distribution has very heavy tails – perhaps due to 
the short number of classes/nodes.  
Figure 2 also presents the relationship between the number of incoming citations and total 
patenting volumes per CPC – displayed on the right side of the image. The log-log plot describes a 
superlinear relationship between the two variables. In other words, the number of citations received 
by each CPC rises with its total patenting; yet this association is larger than one to one. Therefore, it 
illustrates a so-called Mathew effect whereby those CPCs with most patent ought to receive more 
citations and thus produce even more variants.  
The scaling analysis displayed in Figure 2.B suggests an increasing dynamics of knowledge 
specialization (Boschma et al, 2015). It hints the presence of subsystems with self-sustaining growth 
dynamics, often referred to as autocatalytic sets1 by the innovation literature (Napolitano et al., 2018). 
In other words, when a given CPC becomes more prevalent, it grows as an upstream source for those 
classes closest to it in the network. As such, we expect those CPCs to expand as well. Yet, as these 
downstream classes increase, it feedbacks itself, the original growing code, and those closest to them. 
Hence, we expect a, virtuous cycle whereby those closely related technologies enforce one another.  
Along these lines, Jain and Krishna (2006) put forward a simple mathematical proof for the 
presence of autocatalytic sets. Indeed, based on their test, we know that if our graph 𝑊𝑖𝑗 has an 
autocatalytic set, then its Perron-Frobenius eigenvalue 𝜆1(𝑊𝑖,𝑗) must be larger than zero. So, to show 
 
 
1 The term “autocatalytic sets” is often used in social sciences as a metaphor – borrowed from its application in biology and 
chemistry. We understand the terminology might confuse some, but to keep in line with the related literature on technology 





the existence of such cliques, we need only to compute the eigenvalues for the 3-digits and 4-digits 
matrices. And, focusing on the decade between 1995 and 2004, we find that 𝜆1(𝑊𝑖,𝑗) is indeed larger 
than zero, namely 0.0078 and 0.0015. Thus, we may assume the CPC citation network has auto-
catalytic sets – which might explain the patterns of regional specialization observed in Europe.  
 
Predicting Future Patent Volumes 
 
We created a database linking patents grounded on their citations and also connecting the patents to 
their CPCs. We used this data to plot innovation networks measuring the references flows across CPCs 
and collected a few initial characteristics regarding these graphs. Nevertheless, our ultimate goal is to 
use these innovation networks to anticipate patenting growths. To achieve so, we used the method 
established by Acemoglu et al. (2016) and employed it to the European patents.  
The method proposed by the authors consists of three stages. First, we calculate the citation 
flows across the CPCs for each year passed after the target’s invention. Because there are significant 
differences at the speed at which knowledge diffuses – i.e., how long it takes for a CPC to receive 
citations – making the innovation networks independently for each year allow us to control for this 
heterogeneity. Moreover, it supports a more complex understanding of knowledge diffusion, which 
accounts for the age of invention. Thus, instead of creating the matrices for the 10-year window as 





where  𝐶𝑖𝑡𝑒𝐹𝑙𝑜𝑤𝑖→𝑗,𝑎 measures the rate of citations from class i to j at a given diffusion lag 𝑎 = [1,10].  
We computed the 𝐶𝑖𝑡𝑒𝐹𝑙𝑜𝑤𝑖→𝑗,𝑎 variable using the data on citing patents between 1985 and 2004. 
Next, we employed the citation flows to predict forward patenting for the subsequent period of 2005-
2014. To do so, we multiplied the 𝐶𝑖𝑡𝑒𝐹𝑙𝑜𝑤𝑖→𝑗,𝑎 variable by the observed patenting volume (𝑃𝑗,𝑡−𝑎) for 
each CPC within a 10-year window before the focal year – the year we wish to predict. That is, we 
define the expected number of patents for a given year as:  





where ?̂?𝑖,𝑡 represents the predicted number of patents belonging to the CPC i at the year t. And 𝑃𝑗,𝑡−𝑎 
is the actual patent volumes for the class j at the year t minus the lag a. So, when we attempt to predict 
the patent volumes for the class i in 2007, for example, we model it as the average impact from code 
j that occurred with a 7-year diffusion lag from 2000.  
Finally, after we calculated forward patenting for each CPC between 2005-2014, we ran a linear 
regression between these values and the actual observed volumes. That is, to test the quality of our 
predictions we estimate the following regression:  
 ln(𝑃𝑖,𝑡) = 𝛽ln(?̂?𝑖,𝑡) +  𝜙𝑖 + 𝜂𝑡 + 𝜖𝑖,𝑡   (5) 
where  𝑃𝑖,𝑡 and ?̂?𝑖,𝑡 are the actual and predicted patent volumes, respectively. 𝜙𝑖 is a fixed effect for 
each patent class, and 𝜂𝑡 represents a time fixed effect. 𝜖𝑖,𝑡 is a disturbance term. The core idea behind 
the linear regression is to compare how well the model predicts actual rates of innovation by CPC. In 





explain: “𝛽 captures whether the actual patenting in technology j is abnormally high relative to its long-
term rate when it is predicted to be so based upon past upstream innovation rates. A 𝛽 estimate of 




The first step into our analysis is to reproduce the findings by Acemoglu et al. (2016). Along these lines, 
the plot below shows the estimations obtained from a simple linear regression between the actual 
patent volumes and its predicted amount for the years 2005-2014. The first column describes the 
results obtained using the 3-digits CPCs, while the column to the right shows the 4-digits CPCs. The 
graph plots the relationship between the two variables for all classes with at least five documents per 
annum. All results include clustered standard errors at the CPC level. The colors of each observation 
follow its section symbol – viz, one-digit CPC – and we display a 45-degree line by a dotted green line.  
  




Our estimations are in line with the earlier outputs from Acemoglu et al. (2016). Like them, we 
find a strong and statistically significant correlation between our estimated patenting rate for the years 
2005 to 2014 and the actual CPC volumes in the period. If we focus on the 3-digits CPCs, for example, 
we estimate that raising the predicted value by 1% translates into a 1.12% growth of actual patenting. 
The results for the 4-digits CPCs are even more potent with a nearly one-to-one relationship between 
the predicted and actual value – we estimated a trend parameter equal to 1.05.  
 
Interestingly, compared to Acemoglu et al. (2016), we seem to underestimate the patenting 
rates for the European sample. Indeed, they report a relationship between actual and predicted 
patenting below one (0.85), which suggests their predictions were higher than the real number of 
patents in the period. In turn, we find that our trend parameter is larger than one – i.e., our predictions 
were smaller than the actual values. What is more, the absolute difference to one for both our estimates 






There are likely a few reasons behind this data. First and foremost, we are using different patent 
classification systems – CPC versus USPC. Thus, we also use distinct hierarchical levels with an unequal 
number of classes2. By the same token, the European Patent Office applies a different set of citation 
laws that its US counterpart (Bryan et al., 2020). And finally, the two regions have different patenting 
patterns, practices, and habits. So, we ought to expect systematic differences across the innovation 
networks for the two places.  
 
Another possible explanation for the contrasting outputs is the time frame under consideration 
for each analysis. Acemoglu et al. (2016) used the years 1995-2004 to make their predictions. On the 
other hand, we are focusing on the following decade – the years between 2005-2014. And there was 
notable growth in the patent application rates post-2005. Hence, because we are using patenting trends 
before 2004 to calculate the expected number of patents, the change in application rates might bias – 
underestimate – our results. The same holds for both the number of CPCs and citations for each patent 
application (Appendix II). Along these lines, if we estimate the same regression but making our 
predictions for the period 1995-2004, we might find lower than one estimates too3.  
 
To confirm the results from the earlier regressions, we follow Acemoglu et al. (2016) and estimate 
a fixed-effect model. Viz, we plot below the results from a weighted linear regression where we first 
removed the patent codes and year averages from both the predicted and actual values. We employ 
weights based on patenting per CPC during 1994-2005. As before, we only considered CPCs with at 
least five patents per year and used clustered standard errors. For reference, we also display a 45-
degree dotted line in green, and the size of each observation is proportional to its weight.  
 






2 They used both the USPC’s subcategories and classes, which hold 36 and 484 codes, respectively. In turn, we used the CPC’s 
classes (127 codes) and subclasses (654).  
3 When we estimate a weighted fixed effect regression for the 4-digits CPCs between 1995-2004 – perhaps the closest 
variation to Acemoglu et al. (2016) preferred model specification – we find a trend coefficient equal to 0.87. And this result 





Of course, there are other robustness checks one can apply to examine how sound are the results 
from our regressions – and Acemoglu et al. (2016) offers a few options. Most notably, to measure the 
importance of the knowledge flows across the CPCs, we could rebuild the estimations while ignoring 
self-citations4. However, though valuable, we feel these tests do not support the narrative we are 
building. Instead, we decided to follow Pichler et al. (2020) and performed a permutation exercise.  
 
To achieve so, we reproduced our analysis using a randomized version of the innovation 
networks. For each lag period, we reshuffled the 𝐻𝑝,𝑞 adjacency matrix linking patents through their 
citations. We then changed the direction of the reference – we randomly point the edge to another 
target patent. Then, we recalculate the knowledge flows between the CPCs while using these random 
copies of the 𝐻𝑝,𝑞 matrix. Doing so guarantees the overall number of citations stays the same and that 
larger CPCs will obtain more references due to their sizes. Thus, we ensure that “in the randomized 
control networks the nodes still have the same weighted outgoing links, but now randomly pointing to 
other nodes” (Pichler et al., 2020, p.2). 
 
In total, we made 1,000 random copies of the innovation networks using the method elaborated 
in the above paragraph. And, each time, we used these random graphs to predict patenting volumes 
for the 2005-2014 period. We then recalculated the weighted fixed-effect regressions and saved the 
coefficients for each permutation5. Below we plot the density distribution for the trend parameters we 
collected from each random version of the linear regression. We also include a vertical line showing the 
perfect prediction benchmark – i.e., one. And, in blue, we highlight our empirical estimations. 
  




4 We did remake the analysis while ignoring self-citations among the CPCs. And the results – displayed in Appendix III – are 
in line with the earlier observations. That is, our outcome is robust even when we ignore the citation matrix diagonal. 
5 We also saved the estimations for simple linear regressions. And the results are equally valid. Using the 3-digits CPCs, for 
example, we find an average random trend parameter equal to 1.2 – with a 0.0003 standard deviation. So, we calculate the 
random estimations are statistically higher than our real output. But, because these random trends are highly skewed and 
distant for the actual value, it is hard to visualize the results in a graph. Plus, we consider the weighted fixed effects offer a 





Therefore, the estimates collected through the randomization exercise are statistically higher 
than the real trend parameter we calculated using the innovation networks. Indeed, on average, we 
find that increasing the random predictions by 1% will represent a near 5% growth in actual patenting. 
It seems; thus, the random parameters are significantly underestimating the volume of patents in the 
2005-2014 period. So, we may conclude the actual results obtained for the time are not a product of 
chance. That is, indeed, the innovation networks help to anticipate future patenting for Europe. 
 
To conclude, we used the Acemoglu et al. (2016) method and showed it performs just as well 
for the EPO patents. Further, using the randomization exercise provided by Picher et al. (2020), we 
demonstrate that the estimations are not a product of chance. In the next section, we wish to develop 
the current methodology one step further to account for a more complex innovation network.  
 
Combined CPCs  
The methodology developed by Acemoglu et al. (2016) and adopted thus far in this analysis looks 
exclusively at knowledge flows across individual technological classes. It employs citations between 
CPC units to capture how related these classes are, and how one draws inspiration from the other. 
However, it does not account for the complex combinations of technologies within a patent. Each 
document usually contains multiple CPCs. Likewise, it often cites more than one prior invention and 
CPCs too. These unique mixtures of classes and citations are the fundamental building blocks that 
contributed to the development of the patent. 
Arthur (2009) describes how technology progresses, evolving by combining existing elements of 
prior inventions. Along these lines, studying patents and their listed CPCs, empirical data tells that the 
combination of classes and, in particular, the atypical mix of CPCs are the main drivers of innovation 
and knowledge complexity (Uzzi et al., 2013; Youn et al., 2014). 
Moreover, theoretical work around the NK-model illustrates the importance of accounting for the 
relationship between each invention’s building blocks. Indeed, supporting these models is the core 
assumption that “technologies can be decomposed into components.” And that “components interact 
with other components” to ultimately determine the technologies costs and productivity (Auerswald et 
al., 2000; McNerney et al., 2011). In other words, under these premises, the interactions between the 
patent codes are vital for understanding the selection forces acting upon them. Therefore, ignoring the 
CPCs combination within a patent might be detrimental to our methodology. And, to improve our model, 
we ought to account for the CPCs sequences and their citation patterns. 
Furthermore, we must equally acknowledge the strong relationship between the classes’ 
combinations and citations. As discussed in the methodology, one can use the CPCs co-occurrence, or 
the reference flows across them to build innovation networks. And a correlation exercise shows how 
the two approaches are heavily related. For instance, if we plot both matrices using the patents from 
1995-2004, we find a 0.9 correlation coefficient between the two.  
In summation, we need to understand the complex interactions between the CPCs and their 
knowledge flows. Otherwise, we could produce a biased measure of cognitive proximity, or a weak 
estimation of future patent volumes. 
Accounting for the combinations of CPCs within patents may also affect how we look at the 
knowledge spillovers across codes. First, consider a patent type AB – i.e., a patent containing both 
codes A and B – which cites an earlier document type A. How should we interpret such citation? Do we 
make them as a knowledge flow from A to B? Or perhaps we should assume the new patent adds 





AB. Then, how do we understand this scenario? Is the relationship between A and C equivalent to the 
one observed between B and C? Or, drawing from biology, should we represent the new file as a mutant 
offspring whereby the B gene was replaced by a C type? 
Along these lines, perhaps a better approach is to build the knowledge spillover networks 
considering not the codes alone but the combined CPCs. That is, we can change the “level of selection” 
and look for the citation patterns across patent’s “genotypes.” Here, we graph a directed network where 
each unique CPC sequence is a node. And whenever one patent “genotype” cites another, we draw an 
edge between them. We illustrate these combined CPC networks in Figure 6. On the right, we draw an 
example edge list for the graph containing a few code sequences; while in the right, we plot the network 
associated with this sample edge list. 
 
FIGURE 6 – The Combined CPCs Network 
Source Target Weight 
H04 G06, H04 0.3827 
C07 A61, C07 0.1816 
A61 A61, C07 0.1673 
A61 C07 0.0911 
A61, C07 C07 0.0897 
G06, H04 H04 0.0325 
A61, C07 A61 0.0222 
C07 A61 0.0197 
A61 H04 0.0009 
A61 G06, H04 0.0006 
C07 H04 0.0003 
H04 A61 0.0003 
A61, C07 H04 0.0002 
H04 C07 0.0001 
G06, H04 C07 0.0000 
G06, H04 A61 0.0000 
Note: The table on the right shows an example edge list for the combined CPCs approach. The table shows the 
real knowledge flows across five CPCs we hand-selected for the period 1995-2004. For simplicity, we are ignoring 
self-citations. We calculated the weights according to Equation 2 – discussed in the methodology session. The 
graph, on the right, plots the network generated by this edge list. Both the colours and the size of the arrows 
depend upon the edge's weight. 
We must remark that using the CPC sequences significantly increases the computational power 
required to perform our analysis. Focusing on the 3-digits CPCs, we find about 46,000 different 
combinations of codes throughout the period in consideration. Therefore, if we were to construct our 
analysis around these sequences, we would require a 46,000 x 46,000 citation matrix. And this network 
would likely be very sparse – most combinations are rare and seldom receive citations.  
Still, we proceed to make our predictions using the CPC sequences – instead of looking exclusively 
to the codes alone. To achieve this, we calculate the 𝐶𝑖𝑡𝑒𝐹𝑙𝑜𝑤𝑖→𝑗,𝑎 variable shown in Equation 3 just 
like we did before. And we do the same for the predicted and actual patent volumes. Indeed, the unique 
difference regarding the methodology is that now the subscripts i and j refer to a sequence of codes – 
e.g., G06-H04 or A61-C07.  
The methodology used for the single codes can perform just as well for the combined CPCs. 





in the number of predicted patents for each CPC sequence translates into a 12.2% rise in the actual 
number of documents. So, the innovation networks method developed by Acemoglu et al. (2016) also 
predicts the combined CPCs. It can anticipate the growth of particular combinations. Although, because 
it only judges existing sequences, it does not estimate the chances of new CPC mix.  
More importantly, we wish to test how the combined method compares to the discrete CPC 
version. It is hard to compare the two regressions on different samples, so we need first to disaggregate 
the predictions for the combined approach. Namely, after we estimate the number of patents for each 
independent CPC sequence, we divide them into solo codes and compute their shares. So, we split all 
patents type “G06-H04” into their two components and attribute a 0.5 share for both CPCs – i.e., G06 
and H04. Then, we add the shares of each CPC and reproduce the initial analysis performed on the 
individual patent classes.  
The graph below displays the comparison between the two methods. We show, in blue, the 
correlation between the natural logarithm of the actual values and predicted ones using the single CPC 
method. And, in red, we highlight the same correlation using the novel combined-CPC approach.  The 
figure plots on the left a simple linear regression between the two variables using the 3-digits CPCs, 
whereas the one to the right shows the outputs from the 4-digits CPCs. Like before, we included in the 
analysis only those CPCs with at least five documents per annum. We also added a 45-degree dashed 
green line for reference.  
 
FIGURE 7 – Combined CPC vs. Single CPC Approach, 2005-2014 
 
 
As one may conclude from Figure 7, the combined CPC method outperformed the original 
regression. Indeed, it provides a nearly perfect prediction for both the 3-digits and 4-digits CPCs – with 
an estimated trend parameter equal to 1.03 and 1.01, respectively.  
The results, in turn, highlight the importance of accounting for the complex combination of CPCs 
within patents. It shows that we can improve the predictions of the model when we account for their 







Another step forward from Acemoglu et al. (2016) is to examine how the innovation network predicts 
the technological development of different regions. Indeed, the authors conclude their examination by 
commenting on how they “believe that this approach can be pushed to consider regional variation and 
firm-level variation, which can further help us understand the causal impact of patenting on economic 
and business outcomes” (p.11487). 
Evolutionary Economic Geography studies the dynamics of knowledge creation across places. A 
chief concern of this literature is to examine patterns of regional diversification and specialization. And, 
to our knowledge, no previous model has sought to use citation flows to anticipate the paths of 
knowledge production within regions. 
Kogler et al. (2017) used the co-occurrence of CPCs within patents to map the evolution of 
specialization in the EU15 regions. They observed changes in time and space regarding the “average 
knowledge relatedness” – how places become more or less specialized in comparison to others. Thus, 
we decided to employ the innovation networks method proposed by Acemoglu et al. (2016) to estimate 
the future growth in patenting activity for each CPC at different NUTS2 regions of Europe. That is, we 
sought to test if the same method adopted thus far can also anticipate the dynamics of local knowledge 
creation demonstrated by Kogler et al. (2017). 
We wish to adapt the methodology proposed by Acemoglu et al. (2016) to estimate regional 
patent development between 2005-2014. The most straightforward alternative is to assume the 
innovation networks – which maps the citation patterns across the CPCs – are universal. The graphs 
capture a fundamental and global relationship between the classes, which does not depend on regional 
capabilities. Nonetheless, the local patent portfolio affects the ability of each NUTS2 to engage and to 
implement the knowledge spillovers among the patent classes. That is, though the association between 
downstream and upstream CPCs is constant, a region lacking the upstream potential will unlikely 
develop many products on either code. 
Although preserving the innovation network constant might seem like a strong assumption, we 
highlight it is in line with previous research done on regional specialization. Indeed, when measuring 
local average knowledge relatedness, one usually computes the relatedness degree between CPCs 
using the global patenting portfolio. Then, they look at the CPCs at the regional patents to find the 
average relatedness classes (Whittle & Kogler, 2020). 
In mathematical terms, we express the assumption above by keeping the 𝐶𝑖𝑡𝑒𝐹𝑙𝑜𝑤𝑖→𝑗,𝑎 matrices 
in Equation 4 constant while allowing the patenting vector 𝑃𝑗,𝑡−𝑎 to change over the different NUTS2. 
That is, we can readily adjust Equation 4 to estimate the future number of patents in a given region 
and CPC. All it takes is to multiply the constant 𝐶𝑖𝑡𝑒𝐹𝑙𝑜𝑤𝑖→𝑗,𝑎 variable by a local patenting vector like 
𝑃𝑗,𝑟,𝑡−𝑎 – where the subscript r represents the NUTS2.    
After estimating the patent volumes between 2005-2014 for each CPC and NUTS2, we test how 
well the model describes regional patenting. In the appendix, we show the estimations from a weighted 
fixed-effect regression between the logarithms of predicted and actual CPC amounts using the complete 
European sample – i.e., we include all NUTS2 observations in the regression model. Once more, the 
results are significant and robust. That is, the method developed by Acemoglu et al. (2016) also explains 





Besides, we can test whether the innovation networks model can predict local diversification and 
specialization. The EEG literature offers numerous measures for these attributes and – using the 
available tools from the relevant literature – we calculated two estimates of the regional knowledge 
expertise. First, we employed the Shannon Entropy formula to the real and predicted incidence of CPCs 
in a region between 2005-2014 to measure how diverse they are – or to estimate their Unrelated 
Variety (Frenken et al., 2010). Next, we calculated the degree of relatedness across all CPCs for the 
period and gathered the NUTS2 average relatedness score6. Balland (2017) offers a concise review of 
these two methods and how to compute them.  
Figure 8 demonstrates the correlation between the predicted and actual scores gathered for the 
two metrics. In these graphs, each point represents a NUTS2 region, and its size is proportional to the 
total number of patents produced between 2005-2014. We also included the formulas used to compute 
these variables – as described in the relevant literature. Again, the innovation networks model proves 
accurate at forecasting both regional specialization and diversification – at least, as measured by these 
descriptive statistics from the EEG literature7. 
 
FIGURE 8 – Regional Diversity and Specialization, 3-Digits CPC, 2005-2014 
 
Note: The equations, displayed in the bottom, describe how we calculated each of these variables. We collected 
them from Franken et al. (2007) and Kogler et al. (2015) - respectively. 
 
Still, we wish to understand how well the model predicts the patenting development for each 
NUTS2 region separately. To this end, we estimate a regression model for each NUTS2 individually. We 
sampled our final dataset to include only the predicted and actual values for one region; then we 
reproduced our linear regression using these subsamples. Given the smaller number of patents per 




6 To calculate average relatedness, first we estimate how related the CPCs are. To do so, we used the complete European 
sample data for the period 2005-2014. And we calculated relatedness based on the real cooccurrence of CPCs in all patents. 
Then, we used the predicted and real incidence of the CPCs in each region to find the NUTS2 average relatedness scores. 
7 We picked these two metrics because we find them to be the most prevalent in the literature. However, we could reproduce 
this analysis using other alternative variables from the EEG literature. Indeed, we made a similar regression for the regional 





Figure 9 plots the outputs from the OLS regression using 3-digits CPCs and the regional 
subsamples. The line segments represent the confidence intervals, and we ordered them according to 
total patenting in the region between 1995-2004. As such, starting to the left, we have the place with 
most patents in the decade – Ile de France. We only show the results for those regions with more than 
150 patents filed in that period. Thus, we plot the results for 200 NUTS2 only. We include a blue 
horizontal line to represent the null hypothesis suggesting the model has no predictive power over the 
NUTS2 patenting. For reference, we also added a green line across the value of one.  
 




Hence, the innovation networks approach does rather well when predicting future patenting for 
most regions. Nevertheless, the results differ significantly across places. While for some NUTS2 (e.g., 
those in the left-hand side of Figure 9) the model does as good as using the entire European patent 
population, for others, the methodology has no significant economic value. Furthermore, it seems the 
model is particularly efficient for predicting the development of those regions with most patents in the 
1995-2004 period. Looking at Figure 9, it becomes clear how, as we move towards those places with 
fewer patents, our estimations worsens significantly.  
These results are perhaps not surprising given those regions have more CPCs and patents to 
serve as the upstream source of innovation. Since we keep the innovation matrices constant, the 
difference between our regional estimates comes from their patenting volumes in the period before 
2005-2014. And needless to say, those places with more patents per class will by definition observe 
larger effects when predicting patenting at the period in hand. Thus, we ought to have better 
predictions for those places with more upstream resources.  
Another possible explanation is that those laggard NUTS – those with fewer patents to begin 
with – are dependent on knowledge developed elsewhere. Therefore, one might propose that smaller 
places like Dublin (IE02) are importing knowledge from other NUTS2 at a higher rate. So, to model the 
dynamics of CPCs in those places, we must account as well for the informational flows across NUTS2. 
In other words, our current regional model is not adequate to represent these laggard areas. And we 





So, we propose another method to predict regional patenting where we account for spillover 
across places. We still hold the innovation matrix constant, but we add an effect – a second matrix 
accounting for the citation flows in a given CPC across space. We do so by modifying Equation 4 as: 









where ?̂?𝑖,𝑟,𝑡 is a vector containing the predicted patenting values for each CPC in the region r. And  
𝐶𝑖𝑡𝑒𝐹𝑙𝑜𝑤𝑖,𝑟→𝑟′,𝑎 compute, for each CPC, the rate of citation from region r to r’ at the lag period a
8. Here, 
we ignore self-citations. That is, we do not account for the citations within the same regions – as these 
are already represented in the first summation term. As before, 𝑃𝑖,𝑟′,,𝑡−𝑎 is a vector holding the number 
of patents in class i at region r’ and time t-a. The rest of the equation is identical to the one used to 
make our regional predictions.  
Adding the regional flows improves the quality of our predictions considerably. Indeed, for 199 
NUTS2 in our sample, we collect better predictions once we include knowledge flows across regions – 
measured as the absolute distance to the perfect prediction benchmark.  
 
To visualize how these two approaches to predict future regional patenting compare, in Figure 
10, we plot the density distribution for their slope coefficients. In blue, we display the distribution from 
the original method – without citation flows across NUTS2. And in red, we have the same distribution 
for the new approach. As one can notice, the predictions made with the regional knowledge flows are 
more skewed towards one – shown as a dashed line. 
 






8 We build the knowledge flows matrix across NUTS2 like the original innovation networks. That is, we first create a graph of 
citing patents and another bi-partite network linking the documents to places. Because each patent can have more than one 
inventor residing in different NUTS2, we had to row-normalize the patent-NUTS graph too. At last, we obtain the regional 






As a conclusion, the innovation-networks model performs well for the NUTS2 regions of Europe.  
However, there is room for improvement. For example, we show that accounting for regional spillovers 
could lead to better estimations for most places. By the same token, there are other reasonable means 
to improve how we predict the local patenting dynamics. For example, one could formulate a regional 
selection model, in which the citation flow matrix varies according to the place. Likewise, using the 
combined CPC method described in the previous section, one could improve our regional estimates too. 




In this essay, we tested the innovation networks method created by Acemoglu et al. (2016). We applied 
it to a new data sample consisting of patents filed with the EPO between 2005-2014. And we showed 
how the model indeed performs rather well in this new context. Perhaps surprisingly so, given the 
different citation laws across Europe and the US, as well as general differences in patenting across the 
two regions and the distinct classification systems. 
 
Moreover, we sought to strengthen the original method devised by the authors and provided two 
alternative approaches for measuring and forecasting patent progress. First, we considered how the 
CPCs interact when they belong to the same document. We showed that accounting for the CPCs 
combinations improves the quality of our predictions.  
 
We also tried to develop a method to estimate patenting development for the regions of Europe. 
And, most importantly, we demonstrated that incorporating citation flows across places to the original 
model improves our estimations for the NUTS2. Altogether, we find the innovation networks model and 
its variants performed well. Further, it provided a viable path to study the dynamics of knowledge 
creation, how some technologies become more popular with time and regional specialization.  
 
Nevertheless, the current method is not perfect. And the quality of its predictions changes 
significantly depending on time, region, and CPC. Hence, we expect that future research will help us 
understand what makes the model better suited for some NUTS2 and classes. Perhaps there are 
intrinsic features such as how diverse a region is at the starting period that would improve our analysis. 
Or the model is possibly particularly suited to forecasting more developed technologies – those with 
more patents and established spillover channels. Investigating these questions will enhance how we 
can model the selection of CPCs, provide better insights into patenting growth, and better predictions. 
 
Our ultimate goal is to understand and accurately forecast how the CPCs become more/less 
popular with time. We seek, thus, to model the selection dynamics of these patent codes. As such, 
prior evolutionary models provide the ideal inspiration for us to build robust estimates for the changes 
in CPCs popularity. It can serve as a valuable source of knowledge spillover to enhance the already 
good literature developed after Acemoglu et al. (2016). 
 
Evolutionary models on the economics of innovation most often focus on the creation of new 
goods. Seldom do they examine how the shares of a fixed class of products change with time. That is, 
while the prior literature emphasized the emergence of new technologies from the existing body of 
knowledge, it mostly overlooked the frequency-dependent dynamic of technology evolution – or why 






So, to our knowledge, the literature still lacks a robust model which appraises how the frequency 
and relatedness between patent classes influence the future shares of these CPCs across regions. And 
we reckon that such a model would prove fundamental for us to better understand and predict 
patenting development for the European regions.  
 
We defend, therefore, a dynamic model where technologies compete for attention. Based on an 
evolutionary model whereby those patent classes collecting most resource ought to output more patent 
variants. Along these lines, we suspect that evolutionary game theory (Nowak, 2006) proves the ideal 
means to embody said evolutionary dynamics. Indeed, the innovation networks put forward by 
Acemoglu et al. (2016) is remarkably similar to the replicator dynamics – often used by these game 
theory models. As such, it seems that both methodologies are highly compatible and complementary. 
It seems the replicator dynamics is a suitable candidate for modelling the CPCs selection.  
 
However, we must also acknowledge the shortcomings of these models. The competition for 
survival which is their central focus will eventually lead to a stable equilibrium where regions specialize 
in a single CPC – the one with most patents at the initial step. That is, the replicator dynamics is perhaps 
not suited to examine the more complex relationship between patent classes – which compete for 
attention, but also combine and cooperate to produce new technologies. For this reason, in the past, 
authors used the replicator approach only to understand the competition between alternative standards 
of the same technology – when typically one method comes out as dominant (Arthur, 1989; Heinrich, 
2018; Kim et al., 2018). Yet, we hope that recent advances on evolutionary models which include 
structured populations and network effects (Santos et al., 2008; Tarnita et al., 2009; Canter et al., 
2019) could prove efficient means to model the competition, combination, and selection of CPCs.   
 
Furthermore, we consider the outputs from this report as suggesting viable paths to develop 
such a robust model of technology selection. Take, for instance, our results using the combined CPCs. 
It highlights that one must account for the CPCs interactions when proposing a new model of selection. 
Therefore, we suggest using a “multi-level” selection model as a possible alternative that reflects this 
insight. We imagine a scenario where the CPCs must combine to produce new products and their fitness 
depends, at least partially, on how likely they can match with others. Still, the arranged CPC sequences 
also compete for resources. Perhaps, one might assume the least common combinations are the ones 
with the most potential for development, and they have a higher expected payoff – i.e., we can define 
the combined CPCs payoff as a decaying function of popularity. The fitness of each CPC would depend 
on how likely they can mix with others and how frequent these combinations are. Thus, we could 
employ the similarity-popularity plane developed by Tacchella et al. (2020) to estimate the CPCs 
expected fitness and simulate its selection.  
 
Alternatively, one can choose to ignore the atomic representation of the CPCs and propose a 
selection model focused on its sequences. That is, embracing the patent “genotype” analogy, one can 
employ a variation of the mutator-replicator-dynamics model (Nowak, 2006) to study how the combined 
CPCs sequences become more or less popular. To do so, one could use the number of citations collected 
by each combination to define its fitness, its number of offspring. Further, one could use the citation 
flows across CPCs to estimate mutation rates – how likely one sequence type produces a mutant of a 
different kind. Or, one could employ the “genotype-phenotype” maps used by Woodard and Clemons 
(2014) to construct a fitness landscape for the CPC sequences and use this map along with the mutation 
rates to study the CPCs evolution.  
 
The outputs for the NUTS2 regions also provide a path forward for modelling selection. Namely, 
we showed that accounting for knowledge spillovers across places can improve our analysis. Thus, one 





(Day & Possingham, 1995). In other words, we can structure the CPCs into spatially separated groups, 
which nonetheless interact through the permanent migration between them – representing here by the 
citation flows across the NUTS2. Again, we hope this model would provide valuable insights into how 
technological classes grow more or less popular with time. Foremost, it would highlight the role of 
regions on the evolutionary dynamics of patent classes.  
 
In summary, this report shows the power of using selection dynamics to predict future patenting. 
Moreover, our modifications of the Acemoglu et al. (2016) model not only improved our estimations 
but also led us to model the selection process more rigorously. Along these lines, we reckon these 
models could provide us with valuable insights into knowledge creation and specialization. These 
insights may enable us to study the consequences of innovation, or to enhance how we appraise and 
formulate technology policies. 
 
As Acemoglu et al. (2016) recognize, the selection dynamics model could be used to identify 
regional patenting trends. That is, one could employ it to spot variations in technological diffusion 
across time and space – which, in turn, we can use to test the impact of patenting on wellbeing. For 
example, prior literature questions whether knowledge relatedness matters for the “resilience of 
regional economies to exogenous shocks” (Rocchetta et al., 2019, p.1421). The innovation networks 
method could assist in finding patterns of specialization and thus supporting their argument. 
 
We think the innovation networks can also help us to estimate the impact of government policies 
seeking to improve a region’s core knowledge on a given technology class. Suppose the local 
government finds a CPC particularly important for its future and therefore promotes a policy seeking to 
strengthen the regional advantage in that CPC. Using the innovation networks, one can estimate how 
the local patenting portfolio would have developed in the absence of the policy. That is, we can measure 
a counterfactual similar to a synthetic control (Abadie et al., 2010). And we can compare the regional 
growth in that CPC to what we expected based on its anterior patenting. Thus, we can employ the 
innovation networks method to test the influence of the policy on local diversification.  
 
These networks can also inform policymakers in the development of new plans. The EU focuses 
much attention and resources on the so-called Smart Specialization Strategies. Nonetheless, to achieve 
these goals, one needs first to estimate how well the region’s core competencies suits. the development 
of a given industry. To produce smart specialization, one requires reliable measures of “technology 
embeddedness” (Buarque et al., 2020) – which are still sparse in the literature. Hence, a natural 
question is: can we use the selection dynamics approach to test which regions have the core 
competence to develop a particular industry? Or can we use the methods to examine which classes are 
most suited for investing in a given NUTS2? Can the innovation networks method also be used to inform 
and enhance smart-specialization policies? We hope our future research will be able to answer these 
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Appendix I – Time Correlation of the Innovation Matrices 
  
Note: The graphs display the correlation scores between the three decades under consideration. Period 1 
contains the years between 1985 and 1994. Period 2 covers the decade between 1995 and 2004. And Period 3 



















Appendix III – Predicted Vs. Actual Patent Volumes, External Network, 2005-2014 
 
 
Note: The figure displays outputs from linear regressions. We calculated predicted patenting for the period using 
the external network only. That is, for this exercise, we ignored self-citations when estimating the volume of 
patents for the 2005-2014 period. The first column shows the results from a simple linear regression. Whereas 
the second column shows the outputs from a weighted fixed-effect model - we removed both year and CPCs 
averages. The weights represent the total patenting per class in the 1995-2004 period. All graphs include 
clustered standard errors at the CPC level. And a 45-degree dotted line for reference. We only include those 











Note: The figure shows the correlation between the number of citations and the co-occurrence of CPCs during 
the 1995-2004 period. Each point represents a CPC pair. The y-axis measures how often these pairs show in the 
same patent file during the period, while the x-axis measures the citation flows between the two - as measured 









Appendix V – Predicted Vs. Actual Patent Volumes, Regions, 2005-2014 
 
 Without Regional Flows With Regional Flows 








Year Fixed Effect NO YES NO YES 
CPC Fixed Effect NO YES NO YES 
NUTS2 Fixed Effect NO YES NO YES 
Adj. R-Squared 0.97 0.99 0.98 0.99 
No. OBS 66,182 66,182 66,182 66,182 
Note: The table shows the outputs from weighted linear regressions where the independent 
variable is the natural logarithm of predicted patent volumes per CPC and NUTS2. The 
dependent variable is the actual number of patents observed in each region and code. The 
table includes data on all NUTS2-CPC pairs with at least one patent per annum. The weights 
are the number of patents in 1994-2005. “Without Regional Flows” means that we did not 
include citation flows across regions when predicting the patent volumes per CPC in each 
NUTS2. “With Regional Flows,” in turn, accounts for the citation patterns across places. The 
first column of each group shows the results from simple regressions, whereas the second 
column includes fixed effects for year, patent code, and regions. All the estimations used 
clustered standard errors at the CPC level. *** p < 0.01. 










Note: The graph shows the correlation between actual and predicted regional diversity for the 2005-2014 period. 
“Regional Diversity” is a count variable which measures the number of patent classes where the NUTS2 has a 
relative comparative advantage (Balland, 2017).  
 
