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Abstract
In this paper, we develop the sensitivity analysis for generalized set-valued variational inclusions
and generalized resolvent equations. We establish the equivalence between the parametric general-
ized set-valued variational inclusions and parametric generalized resolvent equations, by using the
resolvent operator technique without assuming the differentiability of the given data.
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1. Introduction
Let H be a real Hilbert space whose norm and inner product are denoted by ‖.‖
and 〈. , .〉, respectively. Let C(H) be the family of nonempty compact subset of H . Let
T ,V :H → C(H) be the set-valued operators and g :H → H be a single-valued opera-
tor. For given a nonlinear operator N :H × H → H and let A(. , .) :H × H → 2H be a
maximal monotone operator with respect to first argument.
We consider the problem of finding u ∈ H , w ∈ T (u), y ∈ V (u) such that
0 ∈ N(w,y) + A(g(u),u). (1.1)
E-mail address: salahuddin12@mailcity.com.0022-247X/$ – see front matter  2004 Published by Elsevier Inc.
doi:10.1016/j.jmaa.2004.04.037
Salahuddin / J. Math. Anal. Appl. 298 (2004) 146–156 147The problem (1.1) is called the generalized set-valued variational inclusions. A number of
problem arising in pure and applied sciences can be studied by the generalized set-valued
variational inclusions, see [4,11].
Some special cases
1. We note that, if g ≡ I (identity operator), then (1.1) collapses to finding u ∈ H ,
w ∈ T (u), y ∈ V (u) such that
0 ∈ N(w,y) + A(u,u), (1.2)
which is called the set-valued variational inclusions.
2. We remark that, if A(g(u),u) = A(g(u)), then the problem (1.1) is equivalent to the
general set-valued variational inclusions, considered and studied by Noor [9]. Find
u ∈ H , w ∈ T (u), y ∈ V (u) such that
0 ∈ N(w,y) + A(g(u)). (1.3)
3. If A = ∂φ, the subdifferential of proper, convex and lower semicontinuous function
φ :H → R ∪ {+∞}, then the problem (1.3) is equivalent to finding u ∈ H , w ∈ T (u),
y ∈ V (u) such that〈
N(w,y), v − g(u)〉 φ(g(u))− φ(v), ∀v ∈ H. (1.4)
The problem (1.4) is called generalized set-valued mixed variational inclusions, con-
sidered by Noor et al. [10].
4. If g ≡ I (identity operator), then (1.4) is equivalent to finding u ∈ H , w ∈ T (u),
y ∈ V (u) such that〈
N(w,y), v − u〉+ φ(v) − φ(u) 0, ∀v ∈ H, (1.5)
a problem studied by Noor [8].
5. If N(w,y) = T (u) − V (u), where T and V are single-valued mappings, then (1.4) is
equivalent to finding u ∈ H such that〈
T (u) − V (u), v − g(u)〉 φ(g(u))− φ(v), ∀v ∈ H, (1.6)
which is known as the variational inclusions, introduced and studied by Hassouni and
Moudafi [6].
6. If φ = δK , the indicator function of closed convex set K in H defined by
φ(u) =
{
0, u ∈ K,
+∞, u /∈ K,
then problem (1.4) is equivalent to finding u ∈ H , w ∈ T (u), y ∈ V (u) such that
g(u) ∈ K and〈
N(w,y), v − g(u)〉 0, ∀v ∈ K, (1.7)
a problem considered by Noor [7].
We now recall some basic concepts.
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the resolvent operator associated with A is defined by
JA(u) = (I + ρA)−1(u), ∀u ∈ H,
where I is identity operator. It is also known that the operator A is maximal monotone if
and only if the resolvent operator JA is defined everywhere on the space. Furthermore, the
resolvent operator A is single-valued and nonexpansive, that is, for all u,v ∈ H ,∥∥JA(u) − JA(v)∥∥ ‖u − v‖.
Remark 1.1. Since the operator A(. , .) is a maximal monotone operator with respect to
the first argument, we define
JA(u)(u) =
(
I + ρA(u))−1(u), ∀u ∈ H,
the generalized resolvent operator associated with A(. , u) = A(u).
Related to the problem (1.1), we consider the problem of finding z,u ∈ H , w ∈ T (u),
y ∈ V (u) such that
N(w,y) + ρ−1RA(u)(z) = 0, (1.8)
where ρ > 0 is a positive constant and RA(u) = I − JA(u), here I is an identity operator
and JA(u) = (I + ρA(u))−1 is the resolvent operator.
Equations of the type (1.8) is called generalized resolvent equations.
We note that, if A(. , u) = A(u), then we consider the problem (related to (1.3)) of
finding z,u ∈ H , w ∈ T (u), y ∈ V (u) such that
N(w,y) + ρ−1RA(z) = 0, (1.9)
here ρ > 0 is a constant and RA = I − JA, I is an identity operator and JA is the resolvent
operator. The equations of type (1.9) is called the resolvent equations.
We remark that, if A(. , u) = ∂φ(. , u), where ∂φ(. , u) is the subdifferential of proper,
convex lower semicontinuous function φ(. , u), then the problem (1.8) is equivalent to find-
ing z,u ∈ H such that w ∈ T (u), y ∈ V (u) and
N(w,y) + ρ−1Rφ(u)(z) = 0, (1.10)
where Jφ(u) = (I + ρ∂φ(. , u))−1.
We remark again, if ∂φ(. , u) = ∂φ(u), where φ :H → R ∪ {+∞}, then problem (1.10)
collapses to finding z,u ∈ H such that w ∈ T (u), y ∈ V (u) and
N(w,y) + ρ−1Rφ(z) = 0 (1.11)
is called resolvent equations.
We note that if A(u) = IK(u) is the indicator function of K , then the resolvent operator
JA ≡ PK the projection from H onto K and consequently problem (1.9) is equivalent to
finding z,u ∈ H , w ∈ T (u), y ∈ V (u) such that
N(w,y) + ρ−1QK(z) = 0, (1.12)
where QK = I − PK and ρ > 0 is a positive constant. Equations (1.12) are called the
generalized Wiener–Hopf equations (normal maps), which were introduced by Shi [16]
and Robinson [13,14] independently.
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In this section, we present the parametric version of (1.1) and (1.8); and we establish
the equivalence between the parametric generalized set-valued variational inclusion prob-
lems and parametric generalized resolvent equations. We also present some definitions and
results, which are essential for the study of our proposed problems.
Now, we consider the parametric version of problem (1.1). To formulate the problem,
let Ω be an open subset of H in which the parameter λ takes values. Let T ,V :H × Ω →
2H be two set-valued mappings and g :H × Ω → H be a single-valued mapping. Let
A :H × H × Ω → 2H be the maximal monotone operator, from now on we note that
gλ(u) = g(u,λ), A(. , u,λ) = Aλ(u) and wλ(u) = w(u,λ) unless otherwise specified.
The parametric generalized set-valued variational inclusion problem is to find u ∈ H ,
wλ(u) ∈ Tλ(u) and yλ(u) ∈ Vλ(u) such that
0 ∈ N(wλ(u), yλ(u))+ Aλ(u)(gλ(u)). (2.1)
We also assume that for some λ¯ ∈ Ω , the problem (2.1) has a unique solution u¯.
Related to the parametric generalized set-valued variational inclusions (2.1), we con-
sider the parametric generalized resolvent equations to finding z,u ∈ H , wλ(u) ∈ Tλ(u),
yλ(u) ∈ Vλ(u) such that
N
(
wλ(u), yλ(u)
)+ ρ−1RAλ(u) (z) = 0, (2.2)
where ρ > 0 is a positive constant, JAλ(u)(z) and RAλ(u)(z) are defined on the set of (z, λ)
with λ ∈ Ω and takes values in H. Equations of type (2.2) are called the parametric gen-
eralized resolvent equations.
We now establish the equivalence between the problem (2.1) and (2.2), which is the
main motivation of our next result. For this purpose, we need the following result.
Lemma 2.1. If u ∈ H , wλ(u) ∈ Tλ(u), yλ(u) ∈ Vλ(u) is a solution set of problem (2.1) if
and only if u ∈ H,wλ(u) ∈ Tλ(u), yλ(u) ∈ Vλ(u) such that
gλ(u) = JAλ(u)
[
gλ(u) − ρN
(
wλ(u), yλ(u)
)]
, (2.3)
where ρ > 0 is a positive constant and JAλ(u) = (I + ρAλ(u))−1.
Proof. Let u ∈ H,wλ(u) ∈ Tλ(u), yλ(u) ∈ Vλ(u) be a solution set of (2.1). Then for a
constant ρ > 0,
(2.1) ⇔ 0 ∈ ρN(wλ(u), yλ(u))+ ρAλ(u)(gλ(u))
⇔ 0 ∈ −(gλ(u) − ρN(wλ(u), yλ(u)))+ (I + ρAλ(u))(gλ(u))
⇔ gλ(u) = (I + ρAλ(u))−1
[
gλ(u) − ρN
(
wλ(u), yλ(u)
)]
≡ JAλ(u)
[
gλ(u) − ρN
(
wλ(u), yλ(u)
)]
.
This completes the proof. 
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inclusions (2.1) have a solution set u ∈ H , wλ(u) ∈ Tλ(u), yλ(u) ∈ Vλ(u) if and only if the
parametric generalized resolvent equations (2.2) have a solution set u, z ∈ H , wλ(u) ∈
Tλ(u), yλ(u) ∈ Vλ(u) where
gλ(u) = JAλ(u) (z) (2.4)
and
z = gλ(u) − ρN
(
wλ(u), yλ(u)
)
. (2.5)
Proof. Let u ∈ H , wλ(u) ∈ Tλ(u), yλ(u) ∈ Vλ(u) be a solution set of problem (2.1). Then
for a positive constant ρ > 0,
(2.1) ⇔ 0 ∈ −gλ(u) + ρN
(
wλ(u), yλ(u)
)+ gλ(u) + ρAλ(u)(gλ(u))
⇔ 0 ∈ −gλ(u) + ρN
(
wλ(u), yλ(u)
)+ (I + ρAλ(u))(gλ(u))
⇔ 0 ∈ Gλ(u) + Wλ(u), (2.6)
where
Gλ(u) = −gλ(u) + ρN
(
wλ(u), yλ(u)
) (2.7)
and
Wλ(u) = (I + ρAλ(u))
(
gλ(u)
)
. (2.8)
Now, by using the general duality principle [1], relation (2.6) is equivalent to
0 ∈ z + GλW−1λ (z) (2.9)
with
z ∈ Wλ(u) = (I + ρAλ(u))
(
gλ(u)
) ⇔ gλ(u) = (I + ρAλ(u))−1(z) = JAλ(u)(z),
that is,
gλ(u) ∈ W−1λ (z) = JAλ(u) (z). (2.10)
From (2.5), (2.7) and (2.8), we have
z ∈ −Gλ(u) = gλ(u) − ρN
(
wλ(u), yλ(u)
)= JAλ(u)(z) − ρN(wλ(u), yλ(u)),
that is
z − JAλ(u)(z) + ρN
(
wλ(u), yλ(u)
)= 0,
which implies that
N
(
wλ(u), yλ(u)
)+ ρ−1RAλ(u) (z) = 0,
since
RAλ(u) = I − JAλ(u) . 
Alternative proof. Let
z = gλ(u) − ρN
(
wλ(u), yλ(u)
)
.
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gλ(u) = JAλ(u) (z)
and
z = JAλ(u) (z)− ρN
(
wλ(u), yλ(u)
)
,
the required parametric generalized resolvent equations (2.2). 
We see that (2.1) and (2.2) are equivalent. Now assume that for some λ¯ ∈ Ω , problem
(2.2) has a solution z¯ and X is a closed of a ball in H centered at z¯. We want to investigate
those conditions under which, for each λ in a neighborhood of λ¯, problem (2.2) has a
unique solution z(λ) near z¯ and the function z(λ) is continuous (Lipschitz continuous) and
differentiable.
3. Main results
In this section, we consider the case when the solutions of the parametric generalized
resolvent equations (2.2) lies in the interior of X. We consider the map
Gλ(z) = JAλ(u)(z) − ρN
(
wλ(u), yλ(u)
)
, ∀(z × λ) ∈ X × Ω,
= gλ(u) − ρN
(
wλ(u), yλ(u)
)
, (3.1)
where
gλ(u) = JAλ(u) (z). (3.2)
We prove that the map Gλ(z) has a fixed point, which is a solution of the parametric
generalized resolvent equations (2.2). First, we prove that the map Gλ(z), defined by (3.1)
is a contraction map with respect to z uniformly in λ ∈ Ω .
We now recall the following well-known concepts and notions.
Definition 3.1. For all u1, u2 ∈ X, λ ∈ Ω the operator N(. , .) is said to be locally strongly
monotone and locally Lipschitz continuous with respect to first argument, if there exist
constants α > 0 and β > 0 such that〈
N
(
wλ(u1), .
)− N(wλ(u2), .), u1 − u2〉 α‖u1 − u2‖2,
∀wλ(ui) ∈ Tλ(ui), i = 1,2,
and ∥∥N(wλ(u1), .)− N(wλ(u2), .)∥∥ β∥∥wλ(u1) − wλ(u2)∥∥.
Definition 3.2. The set-valued operator V :H ×Ω → 2H is said to be locally M-Lipschitz
continuous if there exists a constant ξ > 0 such that
M
(
Vλ(u),Vλ(v)
)
 ξ‖u − v‖, ∀u,v ∈ X, λ ∈ Ω,
where M(. , .) is the Hausdorff metric.
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Assumption 3.1. For all u,v,w ∈ H, λ ∈ Ω the operator JAλ(u) satisfies the condition∥∥JAλ(u) (w) − JAλ(v) (w)∥∥ γ ‖u − v‖,
where γ > 0 is a constant.
Lemma 3.1. Let the operator N(. , .) be locally strongly monotone with constant α > 0
and locally Lipschitz continuous with constant β > 0 with respect to first argument. Let the
single-valued operator g :H × Ω → H be locally strongly monotone with constant σ > 0
and locally Lipschitz continuous with constant δ > 0. Assume that the operator N(. , .)
is locally Lipschitz continuous with constant η > 0 with respect to second argument and
V,T :H × Ω → 2H are locally M-Lipschitz continuous with constants ξ > 0 and µ > 0,
respectively. If Assumption 3.1 holds, for all z1, z2 ∈ X and λ ∈ Ω , we have∥∥Gλ(z1) − Gλ(z2)∥∥ θ‖z1 − z2‖
where
θ =
k
2 + ρηξ + t (ρ)
1 − γ − k2
< 1
and
t (ρ) =
√
1 − 2ρα + ρ2β2µ2, k = 2
√
1 − 2σ + δ2,
for ∣∣∣∣ρ − α − ηξ(1 − k − γ )β2µ2 − η2ξ2
∣∣∣∣
<
√
(α − ηξ(1 − k − γ ))2 − (β2µ2 − η2ξ2)(γ + k)(2 − γ − k)
β2µ2 − η2ξ2
α > ηξ(1 − k − γ ) +
√
(β2µ2 − η2ξ2)(γ + k)(2 − γ − k)
ρηξ < 1 − k − γ. (3.3)
Proof. For all z1, z2 ∈ X, λ ∈ Ω , we have, from (3.1)∥∥Gλ(z1) − Gλ(z2)∥∥
= ∥∥gλ(u1) − gλ(u2) − ρ{N(wλ(u1), yλ(u1))−N(wλ(u2), yλ(u2))}∥∥

∥∥u1 − u2 − (gλ(u1) − gλ(u2))∥∥
+ ∥∥u1 − u2 − ρ{N(wλ(u1), yλ(u1))− N(wλ(u2), yλ(u1))}∥∥
+ ρ∥∥N(wλ(u2), yλ(u1))− N(wλ(u2), yλ(u2))∥∥. (3.4)
Since g :H × Ω → H is locally strongly monotone, Lipschitz continuous, we have∥∥u1 − u2 − (gλ(u1) − gλ(u2))∥∥2  (1 − 2σ + δ2)‖u1 − u2‖2. (3.5)
Salahuddin / J. Math. Anal. Appl. 298 (2004) 146–156 153Using the locally Lipschitz continuity of the operator N(. , .) with respect to second argu-
ment and locally M-Lipschitz continuity of V , we have
∥∥N(wλ(u2), yλ(u1))− N(wλ(u2), yλ(u2))∥∥ η∥∥yλ(u1) − yλ(u2)∥∥
 ηM
(
Vλ(u1),Vλ(u2)
)
 ηξ‖u1 − u2‖. (3.6)
Since operator N(. , .) is locally strongly monotone, Lipschitz continuous with respect to
first argument, we have
∥∥u1 − u2 − ρ(N(wλ(u1), yλ(u1))− N(wλ(u2), yλ(u1)))∥∥2
= ‖u1 − u2‖2 − 2ρ
〈
N
(
wλ(u1), yλ(u1)
)− N(wλ(u2), yλ(u1)), u1 − u2〉
+ ρ2∥∥N(wλ(u1), yλ(u1))− N(wλ(u2), yλ(u1))∥∥2

(
1 − 2ρα + ρ2β2µ2)‖u1 − u2‖2. (3.7)
Combining (3.4)–(3.7), we have
∥∥Gλ(z1) − Gλ(z2)∥∥
{√
1 − 2σ + δ2 + ρηξ +
√
1 − 2ρα + ρ2β2µ2
}
‖u1 − u2‖

(
k
2
+ ρηξ + t (ρ)
)
‖u1 − u2‖, (3.8)
where
k = 2
√
1 − 2σ + δ2, (3.9)
and
t (ρ) =
√
1 − 2ρα + ρ2β2µ2. (3.10)
Also from (3.2), we have
‖u1 − u2‖ =
∥∥u1 − u2 − (gλ(u1) − gλ(u2)) + JAλ(u1) (z1) − JAλ(u2) (z2)
∥∥

∥∥u1 − u2 − (gλ(u1) − gλ(u2))∥∥+ ∥∥JAλ(u1) (z1) − JAλ(u2) (z1)
∥∥
+ ∥∥JAλ(u2) (z1) − JAλ(u2) (z2)
∥∥
 k
2
‖u1 − u2‖ + γ ‖u1 − u2‖ + ‖z1 − z2‖
which implies that
‖u1 − u2‖ 11 − γ − k2
‖z1 − z2‖. (3.11)
Combining (3.8) and (3.11), we have
∥∥Gλ(z1) − Gλ(z2)∥∥
k
2 + ρηξ + t (ρ)
1 − γ − k ‖z1 − z2‖ θ‖z1 − z2‖, (3.12)2
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θ =
k
2 + ρηξ + t (ρ)
1 − γ − k2
< 1.
From (3.3), it follows that θ < 1 and consequently the map Gλ(z) defined by (3.1)
is a contraction map and has a fixed point z(λ), which is the solution of the parametric
generalized resolvent equations (2.2). 
From above lemmas, we see that the map Gλ(z) defined by (3.1) has a unique fixed
point z(λ), that is,
z(λ) = Gλ(z).
Also the function z¯, for λ = λ¯ is a solution of (2.2). Again by Lemma 3.1, we see that z¯,
for λ = λ¯, is a fixed point of Gλ(z) and it is a fixed point of Gλ¯(z). Consequently, we
conclude that
z
(
λ¯
)= z¯ = Gλ¯(z(λ¯)). (3.13)
Now we show that the solution z(λ) of the problem (2.2) is continuous (Lipschitz con-
tinuous).
Lemma 3.2. If operator N(. , .), g, T and V are same as Lemma 3.1, then the function
z(λ) satisfying (2.2) is continuous (or Lipschitz continuous) at λ = λ¯.
Proof. Fix λ ∈ Ω, then using the triangle inequality and Lemma 3.1, we have∥∥z(λ) − z(λ¯)∥∥= ∥∥Gλ(z(λ))− Gλ¯(z(λ¯))∥∥

∥∥Gλ(z(λ))− Gλ(z(λ¯))∥∥+ ∥∥Gλ(z(λ¯))− Gλ¯(z(λ¯))∥∥
 θ
∥∥z(λ) − z(λ¯)∥∥+ ∥∥Gλ(z(λ¯))− Gλ¯(z(λ¯))∥∥. (3.14)
From (3.1), we have∥∥Gλ(z(λ¯))− Gλ¯(z(λ¯))∥∥

∥∥gλ(u(λ¯))− gλ¯(u(λ¯))∥∥
+ ρ∥∥N(wλ(u(λ¯)), yλ(u(λ¯)))− N(wλ¯(u(λ¯)), yλ¯(u(λ¯)))∥∥

∥∥gλ(u(λ¯))− gλ¯(u(λ¯))∥∥
+ ρ∥∥N(wλ(u(λ¯)), yλ(u(λ¯)))− N(wλ¯(u(λ¯)), yλ(u(λ¯)))∥∥
+ ρ∥∥N(wλ¯(u(λ¯)), yλ(u(λ¯)))− N(wλ¯(u(λ¯)), yλ¯(u(λ¯)))∥∥
 δ
∥∥λ − λ¯∥∥+ ρβµ∥∥λ− λ¯∥∥+ ρηξ∥∥λ− λ¯∥∥

[
δ + ρ(βµ + ηξ)]∥∥λ− λ¯∥∥. (3.15)
Combining (3.14) and (3.15), we have
∥∥z(λ) − z(λ¯)∥∥ (δ + ρ(βµ + ηξ))
1 − θ
∥∥λ − λ¯∥∥, ∀λ, λ¯ ∈ X,
completing the proof of Lemma 3.2. 
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M ⊂ Ω of λ¯ such that for λ ∈ Ω,z(λ) is unique solution of the parametric generalized
resolvent equations (2.2) in the interior of X.
Combining the above results we arrive at the following:
Theorem 3.1. Let u¯ be the solution of the parametric generalized set-valued variational
inclusions (2.1) and let z¯ be the solution of the parametric generalized resolvent equations
(2.2) for λ = λ¯. Let the operator N be the locally strongly monotone and locally Lipschitz
continuous with respect to first argument. Let the single-valued operator g be the locally
strongly monotone and locally Lipschitz continuous. Let N be the locally Lipschitz contin-
uous with respect to second argument. Let T ,V be the locally M-Lipschitz continuous and
Assumption 3.1 holds. If the map
λ → JAλ(u) (z)
is continuous (or Lipschitz continuous) at λ = λ¯, then there exists a neighborhood M ⊂ Ω
of λ¯ such that for λ ∈ M , the parametric generalized resolvent equations (2.2) have unique
solution z(λ) in the interior of X, z(λ¯) = z¯ and z(λ) is continuous (or Lipschitz continuous)
at λ = λ¯.
Remark 3.1. The function u(λ) as defined in Theorem 3.1 is continuous differentiable on
some neighborhood M of λ. For this see Dafermos [3], Qiu and Magnanti [12], Tobin [17],
Yen [18,19] and Salahuddin [15].
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