As this proof makes use of martingale methods, it is pedagogically more suitable for students of financial mathematics than some other approaches. It is hoped that the end notes will also help to make the proof more accessible to this audience.
Lévy processes
Definition 1.1 Let (Ω, F, P, (F t ) t ) be a filtered probability space. A stochastic process X = (X t ) t with values in R n is said to be an n-dimensional Lévy process if (a) X is adapted to (F t ) t (i.e. X t is F t -measurable for all t ≥ 0).
(b) X 0 = 0 a.s.
(c) X t+s − X t is independent of F t , and has the same law as X s , for all s, t ≥ 0.
(d) (X t ) t is continuous in probability.
Consequences: Put ϕ t (u) := E[e i u,Xt ], where u, v represents the inner product on R n . From (d), the ϕ t (u) are continuous in the pair (t, u) . From (b), ϕ 0 (u) = 1. From (c), ϕ t+s (u) = ϕ t (u)ϕ s (u), so ϕ t (u) = 0 for any (t, u) . One can thus write ϕ t (u) = e −tψ (u) , where ψ is a continuous function null at 0.
Conversely, if ψ is a continuous function null at 0, and such that for all t ≥ 0, ϕ t (u) := e −tψ(u) is positive definite (which means that for each choice of finitely many u j , λ j we have i,j λ iλj ϕ t (u i − u j ) ≥ 0 1 ), then, by Bochner's theorem, ϕ t (u) is the Fourier transform of a probability measure on R n . One can therefore construct a projective family of measures on (R n ) R + by the formula E[e i u,Xt 1 +···+i u,Xt n ] = E[e i u 1 +···+un,Xt 1 +···+i un,Xt n −Xt n−1 ] = ϕ t 1 (u 1 + · · · + u n ) · ϕ t 2 −t 1 (u 2 + · · · + u n ) . . . ϕ tn−t n−1 (u n )
for all finite choices of 0 ≤ t 1 ≤ · · · ≤ t n . The process (X t ) t on (R n ) R + , given by Kolmogorov's Theorem, clearly adapted to the natural filtration F t := σ(X s : s ≤ t), possesses the properties ⊣ Consequence: If we have a Lévy process in the sense of Definition 1.1, one can now take for X the regularised (i.e. càdlàg) version Y , and for F t one can take σ(X s : s ≤ t). We now study a fixed Lévy process X (if one exists), and also fix (F t ) t for the remainder of this chapter.
Theorem 1.3 (0-1 Law)
If we define F t + := s>t F s , then F t + = F t Proof: F t+ may be considered as a countable intersection, since F u ⊆ F v when u ≤ v. = E[e i u,Xs |F t ]. The two conditional expectations are equal a.s. for all random variables e i u,Xs , and hence for all 7 t F t -measurable random variables.
⊣
Henceforth, therefore, (F t ) t is right-continuous:
If T is a stopping time, then on {T < ∞} the process (X T +t − X T ) t≥0 is a Lévy process with the same law as X, adapted to (F T +t ) t , càdlàg, and independent of F T .
Proof: Suppose first that T is bounded, and let A ∈ F T . Take u j ∈ Q n , and t ∈ R + . Then
on application of the optional sampling theorem to the martingales M u j t . 8 If T is not bounded, the formula remains true when applied to T ∧ n and A ∩ {T ≤ n} ∈ F T ∧n . One can pass to the limit by dominated convergence, and hence the formula is true without restrictions. On the one hand it shows that X T +t − X T is independent of F T , and on the other that X T +t − X T has properties (a), (b), (c). It is clear that X T +t − X T is càdlàg, thus a fortiori continuous in probability. 9 ⊣ Corollary 1.5 A Lévy process which has amplitudes of discontinuities a.s. bounded has moments of all orders.
Proof: Suppose M is such that P(∃t :
The right-continuity implies that the T n form a strictly increasing sequence of stopping times. Since |X T − X T − | ≤ M for all T , by iduction we have sup s≤Tn |X s | ≤ 2nM , the strong Markov property implies that T n − T n−1 is independent of F T n−1 , with the same law as T 1 , and hence E[e −Tn ] = E[e −T 1 ] n = a n , where a < 1. Thus P(|X t | ≥ 2nM } ≤ P(T n < t) ≤ a n , and hence there exists an exponential moment for X t . 10 ⊣ 2
Poisson Process
This is an increasing adapted Lévy process which grows only by jumps of amplitude 1. We will denote it by (N t ) t in what follows, with or without supplementary indices. If T 1 := inf{t : N t = 0}, then {T 1 > t} = {N t = 0}. T 1 is a stopping time, P(T 1 > t + s) = P(N t+s − N t = 0, N t = 0), so by the strong Markov property, P(T 1 > t + s) = P(T 1 > s)P(T 1 > t). This function being decreasing and bounded, we have P(T 1 > t) = e −at for some a ∈ R + (T 1 > 0 a.s.). For a = 0, N t ≡ 0; if not, T 1 is a.s. finite, and if we put T n − T n−1 := inf{t > 0 : N t+Tn − N t+T n−1 > 0}, then T n − T n−1 is independent of F T n−1 and has the same law as T 1 .
Then P(N t = n) = P(T n+1 > t, T n ≤ t) = a n t n n! e −at , 11 , and E[e iuNt ] = e −at(1−e iu ) . As this function is positive definite 12 , then by the converse on p. 1, there exists a Poisson process 13 Finally (by Corollary 1.5),N t := N t − at and (N t − at) 2 − at are integrable, and are martingales, as one immediately verifies 14 
(where T n are the jump times of N .)
Proof: Suppose that 0 = t 0 < t 1 < t 2 < · · · < t n = t is a partition of [0, t] . By using the martingale property of M t andN t := N t − at repetitively, we obtain:
The proof is complete if one can show that the Lebesgue dominated convergence theorem is applicable: Now
The Decomposition of Paul Lévy
Jump Measure
Let B be a Borel set in R n with 0 ∈B. By recursion, we define the stopping times
One easily verifies that , because of right-continuity, X(t, ω) is jointly measurable in (t, ω), hence the S n B are stopping times adapted to F t+ , thus to F t , by the 0-1 law. 16 The right-continuity implies that S 1 B > 0 a.s. and that N t (B) := n≥0 I {S n B ≤t} < ∞ a.s. (If not, there would be a discontinuity of the second kind on the trajectory X t 17 .) N t (B) is therefore a Poisson process (see later), and we denote by ν(B) the parameter E[N 1 (B)]. 18 For each ω, N t (dx, ω) defines a σ-finite measure on R n − {0}, thus ν(dx) := E[N 1 (dx)] is equally a σ-finite measure (≥ 0) on R n − {0}.
Associated Jump Processes
≤t} ). But the family {S n B } is the union of the {S n B j }, and the result follows 19
for step functions f . Else, one approximates f uniformly by step functions. . . 20 ⊣ Remark 3.2 In fact, for B a Borel set (0 ∈B of course), it suffices that f be finite everywhere on B for the formula to be true, for N t (B) is finite a.s. for all t. In particular, we denote by
[To demonstrate that N t (B), X t (B) and X t − X t (B) are adapted Lévy processes, we note that conditions (a) and (b) are automatically satisfied, and that (d) follows from the càdlàg property 21 . Only (c) remains to be verified. Now let Z t be one of the above-mentioned processes. Note that Z t+s − Z t ∈ σ(X u : u ≤ t ≤ t + s) is independent of F t . The same goes for the stationarity of the increments 22 . . . ] X t − {|x|≥1} N t (dx) does not have jumps of |amplitude| ≥ 1 (by Lemma 3.1), is a Lévy process adapted to (F t ) t (by Lemma 3.4), and can thus be centered by a translation γt (by Corollary 1.5). We may therefore restrict ourselves to the study of:
3.3 The Lévy Decomposition for centered Lévy process with jumps bounded by 1
Lemma 3.5 Suppose that B ⊆ {|x| ≥ 1} is such that 0 ∈B, and that f :
For the second equation, note that if B i ∩B j = ∅, then by Theorem 2.1 we have E[N t (B i )N t (B j )] = 0 24 . For f not a step function, choose a sequence of step functions f n such that f n I B tends to f I B in L 2 (dν), and thus also in L 1 (dν). We then have convergence of the corresponding stochastic integrals in L 2 (dP) and L 1 (dP). 25
⊣
We now introduce M, the space of càdlàg centered square-integrable martingales on (Ω, F, P), adapted to (F t ) t . We equip this space with the topology (of Fréchet) induced by the family of seminorms
we deduce that the q t -convergence of a sequence implies, with probability 1, the uniform convergence of the trajectories on the interval [0, t], and thus the limit is càdlàg. q t -convergence equally implies convergence of the random variables in L 2 , and thus preserves the centeredness and martingale properties. In other words, M is closed in its topology.
Lemma 3.6 If B is as above, and
where 
, which ensures 30 their independence.
⊣
Now put
Then Y is both a Lévy process and a martingale in M. If we define
then the Y (B k ) are pairwise independent, and X − Y (A n ) and Y (A n ) are orthogonal, and even independent (retrace the proof of Corollary 3.8). Consequently, the series (sum) of the Y (B k ) converges in L 2 , and thus in M, to a Lévy process X d , while X − Y (A n ) converges to a Lévy process X c in M. 31 Thus 32 :
Lemma 3.9 X t = X c t + X d t , where X c is a martingale with continuous sample paths, and
Remark 3.10 This last integral exists in L 2 , and hence {|x|≤1} |x| 2 ν(dx) < ∞.
It remains to characterize the continuous part: We will show that it is necessarily Gaussian Lévy process, i.e. that each X c t is Gaussian. For this, it suffices to show this for each one-dimensional projection (a well-known property of the Gaussians 33 ). In other words, we must show that 34 : t ] = at + bt 2 + ct 3 : It suffices to put E[e iuBt ] = e −tψ(u) , to differentiate four times at the origin (ψ(u) is of the class C ∞ , like ϕ t (u)) and to observe that ψ ′ (0) = 0. 35 Now let P := {0 = t 0 < t 1 < · · · < t n = t} be a partition of [0, t] whose step size sup j {(t j+1 − t j ) will tend to 0. We denote by ∆t j the quantity t j+1 − t j , and by ∆B j the quantity B t j+1 − B t j . We then have
where the θ j are numbers between 0 and 1, by the second order Taylor formula. In the second line, the first term is zero: ∆B j has zero expectation, and is independent of B t j . The second term equates to − 1 2 u 2 j ϕ t j (u)∆t j , and thus tends to − 1 2 u 2 t 0 e −sψ(u) ds as the step size tends to 0.
The third term tends to 0: Let A α be the event
The third term can therefore be bounded by 36
thus, taking into account the evaluation of E[B 4 t ], by 1 2 α|u| 3 t + u 2 P(A c α )(O(t + t 3 )) 1 2 . Finally, note that that the continuity of the sample paths implies that, as the partition gets finer, P(A c α ) → 0. The expectation of the third term has limit ≤ 1 2 α|u| 3 t, and thus converges to zero. We therefor obtain the equation:
which identifies ψ(u) with 1 2 u 2 . 38 ⊣
The Decomposition Theorem
Theorem 3.12 (A) Let X be an n-dimensional Lévy process. Then
is a centered Gaussian Lévy process with a.s. continuous sample paths.
• N t (dx) is a family of Poisson processes, independent of B t , with N t (A) idependent of N t (B) if A ∩ B = ∅, and with ν(dx) = E[N 1 (dx)].
• ν(dx) is a positive measure on R n − {0}, with |x| 2 ∧ 1 ν(dx) < ∞.
• The first stochastic integral is in the sense of L 0 and the second in the sense L 2 .
(B) Formula for the law 39 : Under these conditions,
where Q is a positive definite quadratic form 40 on R n , a ∈ R n , and ν(dx) is as in (A).
(C) Conversely, given Q, a, ν as in (B), here exists a Lévy process whose law is given by the formula in (B). (D) The representation in (B) is unique.
Proof: To summarize the preceding, (B) is obvious. (D) The uniqueness of the decomposition is clear by constructions. For the law, put
where Q j , a j , ν j are as in (B), and j = 1, 2. Let y be a unit vector in R n :x lim = 0, and the same for the integral terms, by dominated convergence 41 42 . ψ therefore determines Q. We will determine all the projections of ν (let us suppose that the Lévy process is one-dimensional) 43 :
The lefthand side therefore determines (Bochner) the (positive) measure (1 − sin x x ) ν(dx), and thus ν, because (1 − sin x x ) > 0 on R − {0}. Now a can be identified by subtraction. (C): For each t, e −tQ(u) , e it a,u and e −t(1−e i u,x ) are positive definite 44 , thus the equation (B) defines 45 a continuous function if |x| 2 ∧ 1 ν(dx) < ∞, with each e −tψ(u) being positive definite, and thus, according to the observations following the first paragraph, defines a Lévy process.
⊣
Remark 3.13 We have shown, without studying this process, that the càd l'ag version of a Brwonain motion is a.s. continuous! In effect, ψ(u) = − 1 2 u 2 defines a Lévy process in in the sense of Definition 1.1 because for each t, e −t u 2 2 is positive definite. We regularize, remove the jumps, and obtain a formula (B). Uniqueness shosw that ν(dx) ≡ 0, a = 0, and thus there are no discontinuities! Notes 1 I.e. for all u1, . . . , u k the k × k-matrix (ϕt(ui − uj ))i,j is non-negative definite.
2 Because then Xs d → 0, and sequence of random variables which converges in distribution to a constant also converges in probability to that constant.
3 Every martingale has a càdlàg modification.
ϕs (u) has unique left-and right limits as s ↑ t or s ↓ t along S. If, e.g. we two have sequences
and e i u,Xs n (ω)
so that e i u,a = e i u,b . 5 If E[e i u,X ] = 1 for all u, then X has law δ0 by Lévy inversion. So P(X = 0) = 1. 
|FT +t m−1 = 1. Apply m times.
9 With A = Ω, the formula shows that the law of (Xt)t and (XT +t − XT )t are the same. . Then e 2bM a < 1, so n (e 2bM a) n < ∞. Now
11 By induction, Tn has density function t → a n t n−1 (n−1)! e −at , so
As on p.1, Kolmogorov's theorem guarantees the existence of a stochastic process with the correct law, and Theorem 1.2 guarantees the existence ofa càdlàg version thereof.
14 Using the characteristic function E[e iuNt ] = e −at(1−e iu ) , and differentiating w.r.t. u, it is easy to see that
Moreover the product of two L 2 -variables is in L 1 , by Hölder's inequality. 16 It follows from the theory of capacities and analytic sets that if σ is a stopping time, B a Borel set and Y a progressively measurable process, then τ := inf{t > σ : Yt ∈ B} is a stopping time, provided that the filtration satisfies the usual conditions. Now if X is càdlàg adapted, then ∆X := X − X− is progressively measurable.
17 f has a discontinuity of the second kind at t 
(ω)≤t} for some j, m, and conversely.
(ω))I {S n B (ω)≤t} has a.s. only finitely many terms, so
21 Because X has stationary increments, we have lim
Since X is càdlàg, Xu a.s.
→ 0, as u ↓ 0, and hence also Xu P → 0. 22 The processẐ defined byẐs := Zt+s − Zt has the same law as Z, by the Strong Markov property. E.g. Xs(B) is number of jumps X has in B between times t and s + t, and this has the same law as Xs(B). 
j tν(Bj), using footnote 14.
25 Choose a sequence fn of step functions so
The Doob L 2 -inequality. 27 A direct consequence of Lemma 3.5. 28 Suppose that Mn := M fnI B for some sequence fn ∈ L 2 (dν), and that (Mn)n is a Cauchy sequence in HB. Then by (⋆), (fnIB)n is Cauchy in L 2 (dν) and thus converges to some f = f IB. By (⋆) again, Mn → M f I B in HB.
29 The compensated Poisson processes (Nt(A))t, where A is a Borel subset of B, generate HB: Each f IB ∈ L 2 (dν) is a limit of step functions j ajIA j , where Aj ⊆ B. Then B f Nt(dx) − t B f (x) ν(dx) is a limit of j ajNt(Aj). 30 Recall a result of Kač, which states that two random variables Y, Z are independent iff E[
Xt is Gaussian, then by (ii) each random vector Xt is multivariate Gaussian, so by (iii) (Xt)t is a Gaussian process. Thus it suffices to show that whenever B is a one-dimensional Lévy process with continuous sample paths, then each random variable Bt is Gaussian -just take Bt = λ ⊤ Xt. 34 Here is another proof of Lemma 3.11, which uses the Lévy characterization of Brownian motion. Suppose that Xt is a d-dimensional Lévy process with continuous sample paths. Then it has moments of all orders, by Corollary 1.5. In particular, the process Xt − E[Xt] is a continuous martingale centered at 0. We now show that any centered continuous Lévy process is a Brownian motion in the loose sense: Components need not be independent, but are multi-variate Gaussian.
So let Xt = (X
≤ |x| 2 , and |x| 2 I {|x|<1} is ν-integrable. In both cases, we have domination by a ν-integrable function.
43 For the one-dimensional case, we have ψ(u) − But, using the inequality derived in footnote 41, |e iux (1 − e ivx ) + ivxI {|x|<1} | is ≤ 2 on {|x| ≥ 1}, and is ≤ |e iux |·|1−e ivx +ivx|+|ivx|·|1−e iux | ≤ 1 2 |v| 2 |x| 2 +|v||x||ux| = K|x| 2 on {|x| < 1}. Hence e iux (1−e ivx )+ivxI {|x|<1} is ν(dx) ⊗ dv-integrable, so Fubini's Theorem applies: ν(dx). By Fourier inversion, ρ is determined by ψ and Q. Since ψ determines Q, we see that ρ, hence ν, is determined by ψ.
44 Each is clearly a characteristic function. 45 Again, using the inequality of footnote 41, we have |1 − e i u,x | ≤ 2 on {|x| ≥ 1} and ≤ 1 2 |u| 2 |x| 2 on {|x| < 1}, so if |x| 2 ∧ 1 ν(dx) is finite, both integrals in (B) are defined.
