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Abstract
We introduce an invariant for nonsingular quadratic forms that take values in a Galois Ring of characteris-
tic 4. This notion extends the invariant in Z8 for Z4-valued quadratic forms defined by Brown [E.H. Brown,
Generalizations of the Kervaire invariant, Ann. of Math. (2) 95 (2) (1972) 368–383] and studied by Wood
[J.A. Wood, Witt’s extension theorem for mod four valued quadratic forms, Trans. Amer. Math. Soc. 336
(1) (1993) 445–461]. It is defined in the associated Galois Ring of characteristic 8. Nonsingular quadratic
forms are characterized by their invariant and the type of the associated bilinear form (alternating or not).
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Galois Rings were first studied by Krull [13] more than 80 years ago (Grundring) and redis-
covered independently by Janusz [10] and Raghavendran [20] in the decade of the 60’s. However,
they have received a major attention in the last years, due to their nice applications to Coding
Theory and Cryptography. Let us just mention, for instance, the series of works [4,8,14,17,18,22]
in which Galois Rings are used in linear presentations of nonlinear codes over finite fields and
also in the construction of linear recurrence sequences.
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acteristic. In particular the Galois Ring Z4 has been considered in [3] to produce different families
of nonequivalent binary Kerdock codes. The Z4-valued quadratic forms defined by Brown [2]
and studied by Wood [23] are, in this work, a key point. That construction has been extended in
[7], where quadratic forms taking values in a Galois Ring of characteristic 4 are used to construct
different families of nonnecessarily equivalent Generalized Kerdock codes over a finite field of
characteristic 2.
An invariant was included by Brown along with the definition of Z4-valued quadratic forms.
Wood proved later on that this invariant classifies, together with the type of the corresponding
bilinear form (alternating or not), nonsingular Z4-valued quadratic forms.
The aim of this paper is to introduce and study the main properties of an invariant for quadratic
forms that take values in a Galois Ring of characteristic 4. The invariant will be considered in a
Galois Ring of characteristic 8. This remedy the limitations in the exposition of Wood’s results,
since the consideration of Galois Rings allows us to avoid the restriction of the Z2–Z4 setting
claimed by Wood.
The structure of the paper is as follows. In Section 2, main properties of Galois Rings are
reminded, particularly in the characteristic 4 case. In Section 3, we introduce Galois Ring val-
ued quadratic forms and study the classification of these forms in dimensions 1 and 2. Next, in
Section 4, an invariant for these forms is considered and, in Section 5, we prove that it classifies
nonsingular quadratic forms together with the type of the corresponding bilinear form. Finally,
in Section 6, we provide an axiomatic characterization of the invariant which extends the corre-
sponding theorem of Brown.
2. Preliminaries
In this section we briefly collect the definition and the main properties of Galois Rings of
characteristic 4. See [1,17] or [16], for instance, for the general setting and details.
Throughout this paper R = GR(q2,22) will be the Galois Ring of q2 elements (q = 2l ) and
characteristic 22. It is an associative commutative local ring with maximal ideal 2R and quotient
field R = R/2R = GF(q). This ring is uniquely determined by its cardinality and characteristic
and it can be constructed as the quotient ring Z4[x]/〈p(x)〉, where p(x) ∈ Z4[x] is any monic
polynomial of degree l such that p(x) ∈ Z4[x]/2Z4[x] ∼= Z2[x] is irreducible, i.e., a Galois
polynomial.
The set of units of R is the multiplicative abelian group R∗ = R \ 2R and the lattice of ideals
of R is the strictly decreasing chain R 2R  0.
The subset Γ (R) = {b ∈ R | bq = b} is called the Teichmüller coordinate set (TCS) of R. It is
a set of q elements closed under the product and such that any element b ∈ R can be presented
uniquely in the form b = b0 + 2b1, where bi = γi(b) ∈ Γ (R), i = 0,1. This set is not closed
under the addition, though.
If we consider the map ⊕ :Γ (R) × Γ (R) → Γ (R) given by a ⊕ b = γ0(a + b), then
(Γ (R),⊕, ·) is the finite field F = GF(q). Moreover, for any a, b ∈ Γ (R) the following equality
holds: γ1(a + b) = (ab)2l−1 . Notice that in the field (Γ (R),⊕, ·) the map x → x2 is an auto-
morphism of order l and so linear. In particular, we can write a2l−1 as
√
a, since for any element
a ∈ Γ (R) the equality aq = a holds. The map x → √x is also linear.
948 M.C. López-Díaz, I.F. Rúa / Finite Fields and Their Applications 13 (2007) 946–9613. Galois Ring valued quadratic forms
In this section we will consider quadratic forms taking values in the Galois Rings that we have
considered above. The definition of such quadratic forms will depend on the following structure
of R-module defined over Γ (R).
Proposition 1. If R = GR(q2,22) is the Galois Ring with q2 elements (q = 2l) and characteris-
tic 22, then the multiplication
λa = λ0a, ∀λ ∈ R, ∀a ∈ Γ (R),
where λ0 = γ0(λ), induces a structure of R-module in the abelian group (Γ (R),⊕).
Proof. It is a simply checking of the axioms of R-module. 
The following definition has been taken from [11].
Definition 1. If m ∈ N, then we shall say that the map Q :Γ (R)m → R is an R-valued quadratic
form provided that:
(1) Q(λa) = λ2Q(a), ∀λ ∈ R, ∀a ∈ Γ (R)m;
(2) the map (·,·)Q :Γ (R)m ×Γ (R)m → R given by (a, b)Q = Q(a ⊕ b)−Q(a)−Q(b), for all
a, b ∈ Γ (R)m, is a bilinear form.
Remark 1. Let Q :Γ (R)m → R be an R-valued quadratic form. Since for any a, b ∈ Γ (R)m
we have 2(a, b)Q = (a ⊕ a, b)Q = 0, then (a, b)Q ∈ 2R. So the definition of R-valued quadratic
forms considered in [7] agrees with the one we have just introduced. And, in particular, the
Z4-valued quadratic forms of Brown are included in this definition (notice that Z4 = GR(22,22)).
For any R-valued quadratic form Q we will consider the ordinary bilinear symmetric form
BQ(·,·) :Γ (R)m × Γ (R)m → Γ (R) given by 2BQ(a, b) = (a, b)Q for all a, b ∈ Γ (R)m. The
following equality holds for any element a ∈ Γ (R)m: 2Q(a) = 2BQ(a, a), and so Q(a)0 =
BQ(a, a).
Remark 2. Two R-valued quadratic forms Q,Q′ :Γ (R)m → R are associated with the same
bilinear form BQ if, and only if, Q′(a) = Q(a) + 2Q′′(a), for all a ∈ Γ (R)m, where Q′′ is an
R-valued quadratic form.
In this paper we will restrict ourselves to R-valued quadratic forms for which BQ is nonsin-
gular, i.e., such that for any nonzero a ∈ Γ (R)m there exists b ∈ Γ (R)m with BQ(a, b) = 0.
Since BQ is a symmetric nonsingular bilinear form over a field of characteristic 2, there are two
possibilities.
The first one is that BQ is nonalternating, i.e., there exists a ∈ Γ (R)m such that BQ(a, a) = 0.
In this case there exists an orthonormal basis {e1, . . . , em} of Γ (R)m, that is, BQ(ei, ej ) = δij
[11]. Therefore, for all 1  i  m, we have Q(ei) = 1 + 2λi , for some λi ∈ Γ (R). We shall
denote this form by (λ1, . . . , λm). Notice that this sequence depends on the basis. However, by
abuse of language, we will say that Q is of type (λ1, . . . , λm).
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tic basis {e1, . . . , em} such that BQ(e2i−1, e2i ) = 1 for all 1 i m/2, and BQ(ei, ej ) = 0 in the
rest of cases [11]. Therefore, for all 1 i m, we have Q(ei) = 2λi , for some λi ∈ Γ (R). We
shall denote this form by [λ1, . . . , λm]. Notice that BQ is alternating if, and only if, Q(a) ∈ 2R
for all a ∈ Γ (R)m. Indeed Q = 2Q′, where Q′ :Γ (R)m → Γ (R) is an ordinary quadratic form
in the field Γ (R). We shall write Arf([λ1, . . . , λm]) or Arf(Q), by abuse of language, to denote
the Arf invariant of the quadratic form Q′ (see [11,21]).
Remark 3. Several definitions of invariants for quadratic forms on modules over commutative
rings can be found in the literature (see, for instance, [12]). These invariants may be considered
in our setting of R-valued quadratic forms, but their study would require a more sophisticated
theory (Clifford algebras, for instance). Since we want to remain attached as close as possible
to the basic properties of Galois Rings, we will not consider these invariants, and we will use
another approach instead. We will define the invariant depending on the values of the quadratic
forms in the elements of a basis (orthonormal or symplectic, depending on the case). And then
we will show that this invariant is independent of the choice of the basis. In order to do this we
need to present a result concerning the orthogonal group of Γ (R)m with the inner product BQ.
The following result extends Theorem 21 in [11].
Theorem 1. Let (V = Γ (R)m,BQ) be the inner product space associated to an R-valued
quadratic form such that BQ is nonalternating. If Bu = {u1, . . . , um} and Bv = {v1, . . . , vm}
are two orthonormal bases of V , i.e., BQ(ui, uj ) = BQ(vi, vj ) = δij for all 1  i, j  m, then
there exists a chain of orthonormal bases starting with Bu and finishing with Bv , such that each
passage from a basis to the succeeding one is, either a dyadic change with coordinate matrix
Pa =
(
1 ⊕ a a
a 1 ⊕ a
)
, a ∈ Γ (R),
or a tetradic change with coordinate matrix
T =
⎛
⎜⎝
1 1 1 0
1 1 0 1
1 0 1 1
0 1 1 1
⎞
⎟⎠ .
Proof. We shall proceed by induction on m. If m = 1, then necessarily u1 = v1, since
u1
√
Q(1)0 =
√
BQ(u1, u1) = 1 =
√
BQ(v1, v1) = v1√Q(1)0, and we have done.
If m > 1, then we can assume (reordering if necessary) that v1 = c1u1 + · · · + crur , where
ci ∈ Γ (R)∗ = Γ (R)\ {0}, for 1 i  r . We shall now consider a second induction on r . If r = 1,
then it has to be c1 = 1, and so v1 = u1. Therefore the subspace spanned by {u2, . . . , um} is the
same as the one spanned by {v2, . . . , vm} and we apply induction on m to conclude the theorem.
If r = 2, then 1 = BQ(v1, v1) = c21 ⊕ c22, and so c2 = 1 ⊕ c1. Consider the dyadic change of
basis Bu → {w1 = c1u1 + (c1 ⊕ 1)u2,w2 = (c1 ⊕ 1)u1 + c1u2,wi = ui (i  3)}. Its coordinate
matrix is Pc1⊕1, and the equality w1 = v1 holds. As in the previous case, induction on m is used
to conclude the result.
If r > 2, then we will consider two different situations:
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sume that c1 = c2. Then we consider the dyadic change of basis Bu → {w1 = c1c1⊕c2 u1 +
c2
c1⊕c2 u2,w2 =
c2
c1⊕c2 u1 +
c1
c1⊕c2 u2,wi = ui (i  3)}. Its coordinate matrix is P c2c1⊕c2 (no-
tice that c1
c1⊕c2 ⊕ c2c1⊕c2 = 1). Moreover, we have v1 = (c1 ⊕ c2)w1 +
∑r
k=3 dkwk , for some
dk ∈ Γ (R). Induction in r , and then in m, finish the proof.
(2) If ci = c1 for all 1  i  r , then 1 = BQ(v1, v1) = c21 ⊕ c21 ⊕ · · · ⊕ c21, where c21 appears r
times. So, we have c1 = 1, r is an odd natural number and v1 = u1 + · · · + ur .
We shall show that m > r necessarily. Otherwise, if m = r , v1 = u1 + · · · + ur , and v2 =
d1u1 + · · · + drur , for some di ∈ Γ (R). Then 0 = BQ(v1, v2) = d1 ⊕ · · · ⊕ dr , that is, dr =
d1 ⊕ · · · ⊕ dr−1. But, on the other hand, 1 = BQ(v2, v2) = d21 ⊕ · · · ⊕ d2r−1 ⊕ (d1 ⊕ · · · ⊕
dr−1)2 = 0, which is impossible.
Therefore, let m > r . Then apply the tetradic change of basis Bu → {wi = ui (i  r − 3),
wr−2 = ur−2 + ur−1 + ur , wr−1 = ur−2 + ur−1 + ur+1, wr = ur−2 + ur + ur+1, wr+1 =
ur−1 +ur +ur+1, wj = uj (r +2 j m)}. Its coordinate matrix is T , and v1 =∑r−2k=1 wk .
Again, induction on r , and then on m finish the proof. 
Corollary 1. The orthogonal group of the inner product space (V = Γ (R)m,BQ) associated to
an R-valued quadratic form Q such that BQ is nonalternating is generated by the set of matrices
{Pa | a ∈ Γ (R)} ∪ {T }.
Let us now see how is modified the type of the form, when a change of basis associated to
matrices Pa or T , is applied.
Remark 4. If Q :Γ (R)2 → R is of type (λ1, λ2) with λ1, λ2 ∈ Γ (R) for a basis Bu = {u1, u2},
then the change of basis associated to Pa transforms Bu into {v1 = (1 ⊕ a)u1 + au2, v2 = au1 +
(1 ⊕ a)u2}, and so Q(v1) = 1 + 2(a2(1 ⊕ λ1 ⊕ λ2) ⊕ a ⊕ λ1), and Q(v2) = 1 + 2(a2(1 ⊕
λ1 ⊕ λ2) ⊕ a ⊕ λ2). That is, Q is of type
(
a2(1 ⊕ λ1 ⊕ λ2) ⊕ a ⊕ λ1, a2(1 ⊕ λ1 ⊕ λ2) ⊕ a ⊕ λ2
)
.
Remark 5. If Q :Γ (R)4 → R is of type (λ1, λ2, λ3, λ4) with λ1, λ2, λ3, λ4 ∈ Γ (R) for a basis
Bu = {u1, u2, u3, u4}, then the change of basis corresponding to T transforms Bu into {v1 =
u1 + u2 + u3, v2 = u1 + u2 + u4, v3 = u1 + u3 + u4, v4 = u2 + u3 + u4}, and so Q(v1) =
1 + 2(1 ⊕ λ1 ⊕ λ2 ⊕ λ3), Q(v2) = 1 + 2(1 ⊕ λ1 ⊕ λ2 ⊕ λ4), Q(v3) = 1 + 2(1 ⊕ λ1 ⊕ λ3 ⊕ λ4)
and Q(v4) = 1 + 2(1 ⊕ λ2 ⊕ λ3 ⊕ λ4). That is, Q is of type
(1 ⊕ λ1 ⊕ λ2 ⊕ λ3,1 ⊕ λ1 ⊕ λ2 ⊕ λ4,1 ⊕ λ1 ⊕ λ3 ⊕ λ4,1 ⊕ λ2 ⊕ λ3 ⊕ λ4).
We will next study the classification of R-valued quadratic forms of dimensions 1 and 2. We
consider these two cases here because they will provide some notions that will be used in the
general case.
Definition 2. Two R-valued quadratic forms Q1,Q2 :Γ (R)m → R are called equivalent, and
denoted Q1 ∼= Q2, if there exists a linear transformation L :Γ (R)m → Γ (R)m such that
Q1(L(a)) = Q2(a), for all a ∈ Γ (R)m.
M.C. López-Díaz, I.F. Rúa / Finite Fields and Their Applications 13 (2007) 946–961 951Notice that, if Q1 ∼= Q2 with Q1(L(·)) = Q2(·), then BQ2(a, b) = BQ1(La,Lb), for all a, b ∈
Γ (R)m. Therefore, if both Q1 and Q2 are nonsingular, then L has to be bijective. Moreover, the
type of the bilinear forms BQ1 and BQ2 (alternating or not) is the same.
3.1. R-valued quadratic forms of dimension 1
If Q :Γ (R) → R is an R-valued quadratic form, then the bilinear associated form is
BQ(a, b) = μab, a, b ∈ Γ (R), where μ = Q(1)0 ∈ Γ (R). Notice that this form is necessar-
ily nonalternating. Therefore, if Q(1) = μ + 2λ, then Q(a) = a2(μ + 2λ), for all a ∈ Γ (R). We
shall denote this form by Qμ,λ. Notice that the nonsingularity of Q is equivalent to the condition
μ = 0.
In view of Remark 2, for any α ∈ Γ (R), the quadratic form Qμ,α has associated bilinear form
BQμ,λ . Conversely, any quadratic form with BQμ,λ as associated bilinear form is Qμ,α for an
element α ∈ Γ (R).
Let Qμ1,λ1 ,Qμ2,λ2 :Γ (R) → R be two nonsingular quadratic forms. Then Qμ1,λ1 ∼= Qμ2,λ2
if, and only if, there exists l ∈ Γ (R)∗ such that Qμ1,λ1(a) = Qμ2,λ2(la), for all a ∈ Γ (R). In par-
ticular: μ1 + 2λ1 = Qμ1,λ1(1) = Qμ2,λ2(l) = l2(μ2 + 2λ2), and so λ1/μ1 = λ2/μ2. Conversely,
if λ1/μ1 = λ2/μ2, then Qμ1,λ1 ∼= Qμ2,λ2 .
So, the forms equivalent to Qμ,λ are those of type Qδμ,δλ, with δ ∈ Γ (R)∗.
Remark 6. In the case R = Z4 (Γ (R) = Z2) the form γ :Z2 → Z4, given by γ (i) = i, i ∈ {0,1},
has been considered in the study of forms of greater dimension. In the general case this role is
played by the quadratic form Q1,0.
Definition 3. Let Q1 :Γ (R)m1 → R and Q2 :Γ (R)m2 → R be two R-valued quadratic forms.
We define the sum of Q1 and Q2 as the quadratic form Q1 + Q2 :Γ (R)m1+m2 → R, given by
(Q1 + Q2)(a1 + a2) = Q1(a1) + Q2(a2), for all ai ∈ Γ (R)mi , i = 1,2.
The following lemma will be useful in the study of R-valued quadratic forms of arbitrary
dimension. It follows the line of Lemma (3.4) in [2].
Lemma 1. If Q :Γ (R)m → R is a nonsingular R-valued quadratic form, then there exist
λ1, λ2 ∈ Γ (R), and a nonsingular R-valued quadratic form Q′ :Γ (R)m−1 → R, such that
Q1,0 + Q ∼= Q1,λ1 + Q1,λ2 + Q′.
Proof. If BQ is alternating, then take a symplectic basis {u1, . . . , um} of {0} × Γ (R)m, and the
element w = 1 ∈ Γ (R) × {0}. Then {u1, . . . , um,w} is a basis of Γ (R)m+1. The inner product
space Γ (R)m+1 can be decomposed as the direct sum 〈u1, u2,w〉 + 〈u3, . . . , um〉. The set {e1 =
u1 + w,e2 = u2 + w,e3 = u1 + u2 + w} is a BQ1,0+Q orthonormal basis of the first summand.
In view of the discussion on R-valued quadratic forms of dimension 1, there exist λi ∈ Γ (R),
i = 1,2, such that Q1,λi is equivalent to the restriction (Q1,0 + Q)|〈ei 〉, i = 1,2. So, there exists
Q′ :Γ (R)m−1 → R such that Q1,0 + Q ∼= Q1,λ1 + Q1,λ2 + Q′. The nonsingularity of Q1,0 + Q
implies that Q′ is also nonsingular.
If BQ is nonalternating, then take an orthonormal basis {u1, . . . , um} of {0}×Γ (R)m, and the
element w = 1 ∈ Γ (R) × {0}. Then {u1, . . . , um,w} is a basis of Γ (R)m+1 and the restriction
(Q1,0 +Q)|〈u1〉 is equivalent to Q1,λ2 with λ2 ∈ Γ (R). Therefore Q1,0 +Q ∼= Q1,0 +Q1,λ2 +Q′,
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3.2. R-valued quadratic forms of dimension 2
Let Q :Γ (R)2 → R be an R-valued quadratic form and BQ be the associated bilinear form.
Clearly, in the case where dimension is 2, we have to consider two different cases, since BQ
could be alternating or nonalternating.
If BQ is alternating, let {e1, e2} be a symplectic basis of Γ (R)2 such that Q(e1) = 2a, and
Q(e2) = 2b, with a, b in Γ (R), i.e., Q is of type [a, b]. In this case, Q is of type [c, d] for some
c and d in Γ (R) if, and only if, Arf([a, b]) = Arf([c, d]), and so ab ≡ cd (mod P), where P is
the additive subgroup of Γ (R) generated by the elements of the form x2 ⊕ x (see [11]).
If BQ is nonalternating, let {e1, e2} be an orthonormal basis of Γ (R)2 such that Q(e1) =
1 + 2a, and Q(e2) = 1 + 2b, with a, b in Γ (R), i.e., Q is of type (a, b). The next proposition
shows when Q is of type (c, d) for some c and d in Γ (R).
Proposition 2. Let Q :Γ (R)2 → R be an R-valued quadratic form such that BQ is nonalter-
nating. Let Q be of type (a, b) for elements a and b in Γ (R). Then, Q is of type (c, d) for two
elements c and d in Γ (R) if, and only if, a ⊕ b = c ⊕ d , and ab ≡ cd (mod P).
Proof. Let Q be of types (a, b) and (c, d) where a, b, c and d are in Γ (R). Let {e1, e2} and
{v1, v2} be orthonormal bases such that Q(e1) = 1 + 2a, Q(e2) = 1 + 2b, Q(v1) = 1 + 2c, and
Q(v2) = 1 + 2d . Theorem 1 shows that there exists t in Γ (R) such that {v1 = (1 ⊕ t)e1 + te2,
v2 = te1 + (1 ⊕ t)e2}. In view of Remark 4, c = t2(a ⊕ b ⊕ 1) ⊕ t ⊕ a, and d = t2(a ⊕
b ⊕ 1) ⊕ t ⊕ b. Clearly, a ⊕ b = c ⊕ d , and
ab ≡ a(a ⊕ b ⊕ 1) (mod P) ≡ (c ⊕ t2(a ⊕ b ⊕ 1) ⊕ t)(a ⊕ b ⊕ 1) (mod P)
≡ c(a ⊕ b ⊕ 1) (mod P) ≡ c(c ⊕ d ⊕ 1) (mod P) ≡ cd (mod P).
This proves the necessity of the conditions.
Now, suppose that a, b, c and d are in Γ (R), with a ⊕ b = c ⊕ d , and ab ≡ cd (mod P).
Let {e1, e2} be an orthonormal basis such that Q(e1) = 1 + 2a, Q(e2) = 1 + 2b. Then we have
a(a ⊕ b ⊕ 1) ≡ c(c ⊕ d ⊕ 1) (mod P), and so there exists t in Γ (R) such that a(a ⊕ b ⊕ 1) =
c(c ⊕ d ⊕ 1) ⊕ t2 ⊕ t .
If a ⊕ b ⊕ 1 = 0, consider the dyadic change with coordinate matrix Pa⊕c . Then {v1 =
(1 ⊕ a ⊕ c)e1 + (a ⊕ c)e2, v2 = (a ⊕ c)e1 + (1 ⊕ a ⊕ c)e2} is an orthonormal basis of Γ (R)2
such that Q(v1) = 1 + 2c, and Q(v2) = 1 + 2d . This follows from Remark 4 and a ⊕ b ⊕ 1 = 0.
If a ⊕ b ⊕ 1 = 0, consider the dyadic change with coordinate matrix P(a⊕b⊕1)−1t . In view
of a ⊕ t2(a ⊕ b ⊕ 1)−1 ⊕ t (a ⊕ b ⊕ 1)−1 = c, b ⊕ t2(a ⊕ b ⊕ 1)−1 ⊕ t (a ⊕ b ⊕ 1)−1 = d and
Remark 4, we obtain an orthonormal basis {v1, v2} such that Q(v1) = 1+2c and Q(v2) = 1+2d .
Hence Q is of type (c, d), and this completes the proof. 
As we have seen, the additive group P plays an important role in the classification of R-valued
quadratic forms of dimension 2. In the general case this additive group has to be also considered.
Therefore the definition of the invariant for R-valued quadratic forms involves this particular
subgroup, as we shall see in the next section.
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In this section an invariant for R = GR(q2,22)-valued quadratic forms (q = 2l) is considered.
It is defined in a quotient ring of a Galois Ring of characteristic 8. There is a reason for this: the
invariant for Z4-valued quadratic forms introduced in [2] by Brown, is defined in the ring Z8.
And this is a Galois Ring of characteristic 8 closely related to Z4 (notice that Z4 = GR(22,22),
and Z8 = GR(23,23)). It is therefore natural to define the invariant for R-valued quadratic forms
in GR(q3,23). But some caution is needed. In view of the remarks made in the previous section,
we must consider GR(q3,23) (mod 22P) instead.
In the definition we will distinguish the cases where the associated bilinear form is alternating
or not. In the case where it is alternating, the aim is to include all the known properties of the Arf
invariant. Remember that this invariant is defined in Γ (R) (mod P) (see [11]).
Definition 4. Let Q :Γ (R)m → R be an R-valued quadratic form. Let BQ be the associated
bilinear form. We define the invariant I (Q) of Q, in GR(q3,23) (mod 22P), by the following
way:
(1) If BQ is nonalternating, then Q is of type (a1, . . . , am), for some ai in Γ (R), 1  i  m.
Then
I (Q) = I((a1, . . . , am))= m∑
i=1
(
1 + 2ai + 22ai
) ∈ GR(q3,23) (mod 22P ).
(2) If BQ is alternating, then Q is of type [a1, . . . , am], for some ai in Γ (R), 1 i m. Then
I (Q) = I([a1, . . . , am])= 22 Arf([a1, . . . , am])
= 22 Arf(Q) ∈ GR(q3,23) (mod 22P ).
Let us see that the previous definition is correct, i.e., I (Q) is really an invariant.
Proposition 3. The invariant of an R-valued quadratic form does not depend on the basis chosen
in its definition.
Proof. Let Q :Γ (R)m → R be an R-valued quadratic form. Let BQ be the associated bilinear
form.
If BQ is alternating, properties of Arf invariant show that in this case the invariant does not
depend on the basis (see [11]).
If BQ is nonalternating, let us see that I (Q) does not change under dyadic and tetradic
changes. By definition of the invariant we can consider Q of types (a, b) and (c, d), for some
a, b, c, d in Γ (R), in the case where we study a dyadic change. We have
I ((a, b)) = (1 + 2a + 22a)+ (1 + 2b + 22b)= 2(1 ⊕ a ⊕ b) + 22(a ⊕ b ⊕ √a ⊕ b ⊕ √ab ).
According to Proposition 2, a ⊕ b = c ⊕ d , and ab ≡ cd (mod P). Therefore:
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≡ 2(1 ⊕ c ⊕ d) + 22(c ⊕ d ⊕ √c ⊕ d ⊕ √cd ) (mod 22P )= I ((c, d)).
Consider now tetradic changes. Again, by definition of the invariant and in view of Remark 5,
we can consider Q of types (a, b, c, d) and (1 ⊕ a ⊕ b ⊕ c,1 ⊕ a ⊕ b ⊕ d,1 ⊕ a ⊕ c ⊕ d,1 ⊕
b ⊕ c ⊕ d), for some a, b, c, d in Γ (R). In the first case:
I ((a, b, c, d)) = 2(a + b + c + d) + 22(a + b + c + d + 1)
= 2(a ⊕ b ⊕ c ⊕ d)
+ 22(a ⊕ b ⊕ c ⊕ d ⊕ 1 ⊕ √ab ⊕ √ac ⊕ √ad ⊕ √bc ⊕ √bd ⊕ √cd ).
The sum of all different products of two elements in
(1 ⊕ a ⊕ b ⊕ c,1 ⊕ a ⊕ b ⊕ d,1 ⊕ a ⊕ c ⊕ d,1 ⊕ b ⊕ c ⊕ d)
is congruent (mod P) with ab ⊕ ac ⊕ ad ⊕ bc ⊕ bd ⊕ cd , and the square root is linear. So, if
we consider I ((1 ⊕ a ⊕ b ⊕ c,1 ⊕ a ⊕ b ⊕ d,1 ⊕ a ⊕ c ⊕ d,1 ⊕ b ⊕ c ⊕ d)) we obtain the same
value in GR(q3,23) (mod 22P) for the invariant. 
As a corollary we have the following result.
Corollary 2. Equivalent R-valued quadratic forms have the same invariant.
Remark 7. As a particular case, when l = 1, i.e., R = Z4, the invariant we have just defined is
exactly the same as the one introduced by Brown in [2]. In the next section we shall see that
our invariant classifies R-valued quadratic forms exactly in the same way that Brown’s invariant
does for Z4-valued quadratic forms.
5. Classification of characteristic 4 Galois Ring valued quadratic forms
In this section, we prove that the invariant defined in Section 4 classifies nonsingular quadratic
forms together with the type of the corresponding bilinear form. In the case where the associated
bilinear form is alternating, properties of the Arf invariant provide the classification. We shall
study in detail the case where the associated bilinear form is nonalternating. Notice that the cases
of dimensions 1 and 2 have been studied in Section 3.
Theorem 2. Let Q :Γ (R)m → R be a nonsingular R-valued quadratic form. Then Q is deter-
mined by I (Q) together with the type of the associated bilinear form.
Proof. Let Q :Γ (R)m → R be a nonsingular R-valued quadratic form and BQ be the associated
bilinear form.
If BQ is alternating, I (Q) = 22 Arf(Q), and properties of the Arf invariant show that in this
case the invariant determines Q (see [11]).
Consider now the nonalternating case. By Corollary 2, equivalent R-valued quadratic forms
have the same invariant. Let us prove that two nonsingular R-valued quadratic forms with non-
alternating associated bilinear forms and the same invariant are equivalent.
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invariant coincides if, and only if, there exists equivalence of quadratic forms.
If m = 2, let Q1 and Q2 be R-valued quadratic forms from Γ (R)2 onto R. Suppose that, for
some a, b, c, d in Γ (R), Q1 is of type (a, b), Q2 is of type (c, d) and I (Q1) = I (Q2). Now:
I (Q1) =
(
1 + 2a + 22a)+ (1 + 2b + 22b)= 2(1 ⊕ a ⊕ b) + 22(a ⊕ b ⊕ √a ⊕ b ⊕ √ab )
and
I (Q2) =
(
1 + 2c + 22c)+ (1 + 2d + 22d)= 2(1 ⊕ c ⊕ d) + 22(c ⊕ d ⊕ √c ⊕ d ⊕ √cd ).
Then, I (Q1) = I (Q2) if, and only if, a ⊕ b = c ⊕ d , and ab ≡ cd (mod P). By Proposition 2,
Q1 and Q2 are equivalent R-valued quadratic forms.
Let us now consider the case m = 3 under certain conditions. Let Q1 and Q2 be R-valued
quadratic forms from Γ (R)3 onto R such that I (Q1) = I (Q2). Let {e1, e2, e3} be an orthonormal
basis such that Q1(ei) = 1 + 2λi , for some λi in Γ (R), i = 1,2,3, and let {u1, u2, u3} be an
orthonormal basis such that Q2(ui) = 1 + 2μi , for some μi in Γ (R), i = 1,2,3. Suppose that
λ3 = 1 ⊕ λ1 ⊕ λ2 and that, for all i and j in {1,2,3}, 1 ⊕ λi ⊕ λj = 0. Then Q1 is of type
(λ1, λ2,1 ⊕ λ1 ⊕ λ2) with all the elements different than zero. Now:
I (Q2) = I (Q1) =
3∑
i=1
(
1 + 2λi + 22λi
)
= 3 + 2(λ1 ⊕ λ2 ⊕ λ3) + 22
(
λ1 ⊕ λ2 ⊕ λ3 ⊕
√
λ1λ2 ⊕
√
λ1λ3 ⊕
√
λ2λ3
)
= 3 + 2 + 22(1 ⊕√λ1λ2 ⊕√λ1λ3 ⊕√λ2λ3 ).
This clearly forces I (Q2) ≡ 1 (mod 4). If μj = 0 for every j in {1,2,3}, then I (Q2) = 3,
which is not possible, as we have just seen. So, there exists μk = 0, k in {1,2,3}. According to
Remark 4, for a =
√
μ−1k (1 ⊕ λ2 ⊕ λ3) in Γ (R)∗, we can apply two consecutive dyadic changes,
namely
(1) {w1 = (1 ⊕ a)e1 + ae2,w2 = ae1 + (1 ⊕ a)e2,w3 = e3};
(2) {w′1 = w1,w′2 = (1 ⊕ a−1)w2 + a−1w3,w′3 = a−1w2 + (1 ⊕ a−1)w3},
to obtain an orthonormal basis such that Q(w′3) = 1 + 2μk . By the definition of the invariant, we
reduce to the case m = 2.
Consider m 3, without any restriction. Let Q :Γ (R)m → R be an R-valued quadratic form
and {e1, . . . , em} be an orthonormal basis where Q(ei) = 1 + 2λi , for some λi in Γ (R), i =
1, . . . ,m. Here we have two different cases.
First consider the case where there exist i and j in {1, . . . ,m}, such that 1 ⊕ λi ⊕ λj = 0.
Assume, without lost of generality, that 1 ⊕ λ1 ⊕ λ2 = 0. A dyadic change {w1 = (1 ⊕ λ1)e1 +
λ1e2,w2 = λ1e1 + (1 ⊕ λ1)e2,w3 = e3, . . . ,wm = em}, provides Q(w1) = 1. By definition of
I (Q) we reduce to the case m − 1.
Now consider the case where 1 ⊕ λi ⊕ λj = 0, for all i and j in {1, . . . ,m}. If there exist
i, j, k such that 1 ⊕ λi ⊕ λj ⊕ λk = 0, then we can assume, without lost of generality, that
1 ⊕ λ1 ⊕ λ2 ⊕ λ3 = 0. According to Remark 4, applying two consecutive dyadic changes,
956 M.C. López-Díaz, I.F. Rúa / Finite Fields and Their Applications 13 (2007) 946–961(1) {w1 = (1 ⊕ a)e1 + ae2,w2 = ae1 + (1 ⊕ a)e2,w3 = e3, . . . ,wm = em};
(2) {w′1 = w1,w′2 = (1 ⊕ a−1)w2 + a−1w3,w′3 = a−1w2 + (1 ⊕ a−1)w3,w′4 = w4, . . . ,w′m =
wm},
where a = √(1 ⊕ λ2 ⊕ λ3)(1 ⊕ λ1 ⊕ λ2 ⊕ λ3)−1, we obtain Q(w′3) = 1, and we reduce to the
case m − 1.
If 1 ⊕ λi ⊕ λj ⊕ λk = 0 for all i, j, k in {1, . . . ,m}, then let us study the case m  4, since
m = 3 has been studied above. Notice that, if i  3, then λi = 1 ⊕ λ1 ⊕ λ2. On account of
1 ⊕ λ1 ⊕ λ3 ⊕ λ4 = 0 and 1 ⊕ λ2 ⊕ λ3 ⊕ λ4 = 0, we have λ1 = λ2 = 1, and so λi = 1 for every
i in {1, . . . ,m}. Hence, applying a tetradic change we obtain {w1, . . . ,wm} an orthonormal basis
where Q(wi) = 1, for i = 1,2,3,4 (see Remark 5). We have reduced to the case m − 4.
Note that we have actually proved that, if Q : Γ (R)m → R is an R-valued quadratic form
such that the associated bilinear form is nonalternating, Q is of type (0, . . . ,0, a1, a2, a3) where
a1, a2, a3 are in Γ (R). Consequently, by the definition of the invariant, if two such R-valued
quadratic forms have the same invariant they must be equivalent. 
With this result and those in [11] in hand, we can easily obtain a normal form for R-valued
quadratic forms.
Corollary 3. Let Q :Γ (R)m → R be a nonsingular R-valued quadratic form.
(1) If the associated bilinear form is alternating, then Q is of type [a,1,0, . . . ,0], where I (Q) =
22a.
(2) If the associated bilinear form is nonalternating, then Q is of one of the following types:
(a) (a,0, . . . ,0), where I (Q) = m + 2a + 22a;
(b) (a,1,0, . . . ,0), where I (Q) = m + 2(a ⊕ 1) + 22, and a /∈ P ;
(c) (1,1,1,0, . . . ,0), where I (Q) = m + 2.
In particular, there exists a basis {e1, . . . , em} such that, in the alternating case, Q(ei) = 0, for
all i  2, and, in the nonalternating case, Q(ei) = 1, for all i  4.
Proof. It is a direct consequence of the proof of Theorem 2, properties of the Arf invariant (see
[6]), and the classification of R-valued quadratic forms of dimension 2. 
6. Axiomatic characterization of the invariant
This section is devoted to provide an axiomatic characterization of the invariant that extends
the corresponding theorem of Brown [2]. Our theorem ensures that the defined invariant is the
unique function verifying certain properties.
Theorem 3. Let Q1,Q2 :Γ (R)m → R be two nonsingular R-valued quadratic forms. There is a
unique function I from nonsingular quadratic forms onto GR(q3,23) (mod 22P), satisfying:
(1) if Q1 and Q2 are equivalent forms, then I (Q1) = I (Q2);
(2) I (Q1 + Q2) = I (Q1) + I (Q2);
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for some x ∈ Γ (R)m, and
I (Q1) − I (Q2) = 2 · Q1(x)
(
mod 22P
)
,
where 2 · a = 2a0 + 22a1 ∈ GR(q3,23), for all a = a0 + 2a1 ∈ R;
(4) I (Q1,0) = 1.
Proof. Let us show that the invariant we have defined in Section 4 satisfies the conditions of
the theorem. Let BQ1 and BQ2 be the associated bilinear forms of Q1 and Q2, respectively. Our
proof starts with the observation that the type of the associated bilinear forms plays an important
role. In terms of the four properties we have:
(1) Assume Q1 and Q2 are equivalent forms, then we obtain our claim by Corollary 2.
(2) If the associated bilinear forms are them both alternating, the Arf invariant (suitably inter-
preted) verifies the conclusion. If them both are nonalternating, definition of the invariant
provides the conclusion. So, let us study the case where BQ1 is nonalternating and BQ2 is
alternating. Consider the quadratic form Q = Q1 + Q2. The associated bilinear form BQ
is nonalternating. By definition of the invariant, it is sufficient to consider the case where
{u1, u2} is a BQ2 -symplectic basis, i.e., BQ2(u1, u2) = 1 and BQ2(ui, ui) = 0, i = 1,2, and
{u3} is a BQ1 -orthonormal basis, i.e., BQ1(u3, u3) = 1. And, besides, Q1(u3) = 1 + 2a,
with a in Γ (R), and for a typical vector, Q2(xu1 + yu2) = 2(x2 + xy + by2), where b is
in Γ (R). Now, let S be the subspace generated by {u1, u2, u3}. The basis of S given by
{w1 = u1 +u2 +u3,w2 = u2 +u3,w3 = u1 +u2}, verifies Q(w1) = 1 + 2(a ⊕ b) = Q(w2)
and Q(w3) = 1 + 2(a ⊕ 1). Then
I (Q|S) = 3 + 2(a ⊕ 1) + 22
(
a ⊕ 1 ⊕
√
(a ⊕ b)2 )= 1 + 2a + 22(b ⊕ √a ).
On the other hand,
I (Q1|S) + I (Q2|S) =
(
1 + 2a + 22a)+ 4b = 1 + 2a + 22(a ⊕ b)
and we conclude that I (Q|S ) = I (Q1|S) + I (Q2|S).
(3) By Remark 2, if Q1 and Q2 have the same associated bilinear form B , then Q1(a) =
Q2(a) + 2Q′(a), for all a in Γ (R)m, for an R-valued quadratic form Q′. Clearly, since
B is nonsingular, there exists x ∈ Γ (R)m such that 2Q′(u) = 2B(u,x)2, for all u ∈ Γ (R)m.
We first consider the nonalternating case. Let {u1, . . . , um} be an orthonormal basis such
that Q1(ui) = 1 + 2ai , and Q2(ui) = 1 + 2bi , for some ai, bi in Γ (R), i = 1, . . . ,m. Hence
2Q′(ui) = 2di , where di = ai ⊕ bi . Applying the definition of the invariant we get
I (Q1) = m + 2
m⊕
i=1
ai + 22
(
m⊕
i=1
ai ⊕
⊕
1i<jm
√
aiaj
)
and
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m⊕
i=1
(ai ⊕ di) + 22
(
m⊕
i=1
(ai ⊕ di) ⊕
⊕
1i<jm
√
(ai ⊕ di)(aj ⊕ dj )
)
= m + 2
m⊕
i=1
ai + 2
m⊕
i=1
di
+ 22
(
m⊕
i=1
ai ⊕
m⊕
i=1
di ⊕
⊕
1i<jm
√
(aiaj ⊕ aidj ⊕ ajdi ⊕ didj ) ⊕
m⊕
i,j=1
√
aidj
)
= I (Q1) + 6
m⊕
i=1
di + 22
(
m⊕
i=1
√
aidi ⊕
⊕
1i<jm
√
didj
)
.
Notice that, since 2di = 2Q′(ui) = 2B(ui, x)2, for all 1 i m, we have x = √d1u1 +· · ·+√
dmum. Clearly, Q1(x) =∑mi=1 di(1 + 2ai) and 2 · Q1(x) = 2⊕mi=1 di + 22(⊕mi=1 diai ⊕⊕
1i<jm
√
didj ). Then, I (Q1) − I (Q2) = 2 · Q1(x) (mod 22P).
Let us study the alternating case. Notice that m is necessarily even (m = 2n) and there exists
{v1, . . . , vm} a symplectic basis such that Q1(vi) = 0 where i = 1, . . . ,m−2, Q1(vm−1) = 2,
and Q1(vm) = 2a, where a = Arf(Q1) (see [11]). If we denote 2Q′(vi) = 2di , then we get
Q2(vi) = 2di for i = 1, . . . ,m − 2, Q2(vm−1) = 2(1 + dm−1), and Q2(vm) = 2(a + dm).
The invariants of the forms are I (Q1) = 4a, and
I (Q2) = 4
(
n−1∑
i=1
d2id2i−1 + (a + d2n)(1 + d2n−1)
)
= I (Q1) + 4
(
n∑
i=1
d2id2i−1 + d2n + ad2n−1
)
.
Again, since 2di = 2Q′(vi) = 2B(vi, x)2, for all 1 i m, we have x =∑ni=1(√d2iv2i−1+√
d2i−1v2i ). Clearly, Q1(x) = 2(∑ni=1 √d2id2i−1 + d2n + ad2n−1), and I (Q1) − I (Q2) =
2 · Q1(x) (mod 22P).
(4) We trivially have I (Q1,0) = 1 + 2 · 0 = 1.
Hence, we have proved that the invariant I satisfies the conditions of the theorem. Moreover,
we have that I is unique since Lemma 1, induction on m and properties 1 to 4 in this theorem. 
Remark 8. Notice that, if Q :Γ (R)m → R is an R-valued nonsingular quadratic form, then
I (−Q) = −I (Q). This corresponds to property (3) in Theorem 1.20 in [2]. This condition is
used there to prove uniqueness of the invariant. In our result we have naturally considered prop-
erty (10) instead (condition 3 in our theorem).
As a complement to this axiomatic characterization, we study the behavior of the invariant
with respect to tensor products (see property (5) in Brown’s theorem).
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We define the product of Q1 and Q2 as the quadratic form Q1Q2 :Γ (R)m1 ⊗ Γ (R)m2 → R,
given by (Q1Q2)(a1 ⊗ a2) = Q1(a1)Q2(a2), for all ai ∈ Γ (R)mi , i = 1,2.
Lemma 2. If Q1 :Γ (R)m1 → R and Q2 :Γ (R)m2 → R are two R-valued quadratic forms, then
the bilinear form BQ1Q2 of the product of Q1 and Q2, is BQ1BQ2 .
Proof. The map H : (Γ (R)m1 ⊗ Γ (R)m2)2 → Γ (R), given by H(a1 ⊗ a2, b1 ⊗ b2) =
BQ1(a1, b1)BQ2(a2, b2) is well defined, bilinear, and determines the R-valued quadratic
form Q(a1 ⊗ a2) = H(a1 ⊗ a2, a1 ⊗ a2) = BQ1(a1, a1)BQ2(a2, a2) = Q1(a1)0Q2(a2)0 =
(Q1(a1)Q2(a2))0, for all ai ∈ Γ (R)mi , i = 1,2.
Since Q1Q2(a1 ⊗ a2) − Q(a1 ⊗ a2) = 2(Q1(a1)0Q2(a2)1 + Q1(a1)1Q2(a2)0), for all ai ∈
Γ (R)mi , i = 1,2, we have the equality Q1Q2 − Q = 2Q′, where Q′ is an R-valued quadratic
form. From Remark 2 we get BQ1Q2 = BQ1BQ2 . 
Proposition 4. If Q1 :Γ (R)m1 → R and Q2 :Γ (R)m2 → R are two R-valued quadratic forms,
then I (Q1Q2) = I (Q1)I (Q2).
Proof. Let Q1 :Γ (R)m1 → R and Q2 :Γ (R)m2 → R be two R-valued quadratic forms. Let us
study the different cases depending on the types of BQ1 and BQ2 .
First we consider the case where BQ1 and BQ2 are nonalternating. Clearly, BQ1Q2 is nonal-
ternating. Moreover, if Q1 is of type (a1, . . . , am1) and Q2 is of type (b1, . . . , bm2), then Q1Q2
is of type (a1 ⊕ b1, a1 ⊕ b2, . . . , am1 ⊕ bm2−1, am1 ⊕ bm2). The invariant of the form Q1Q2 is
I (Q1Q2) = m1m2 + 2
(
m1∑
i=1
m2∑
j=1
(ai ⊕ bj )
)
+ 22
(
m1∑
i=1
m2∑
j=1
(ai ⊕ bj )
)
= m1m2 + 2
(
m1∑
i=1
m2∑
j=1
(ai + bj )
)
+ 22
(
m1∑
i=1
m2∑
j=1
(ai + bj ) +
m1∑
i=1
m2∑
j=1
√
aibj
)
= m1m2 + 2
(
m2
m1∑
i=1
ai + m1
m2∑
j=1
bj
)
+ 22
(
m2
m1∑
i=1
ai + m1
m2∑
j=1
bj +
m1∑
i=1
m2∑
j=1
√
aibj
)
.
Now,
I (Q1)I (Q2) =
(
m1 + 2
m1∑
i=1
ai + 22
m1∑
i=1
ai
)(
m2 + 2
m2∑
j=1
bj + 22
m2∑
j=1
bj
)
= m1m2 + 2
(
m2
m1∑
i=1
ai + m1
m2∑
j=1
bj
)
+ 22
(
m2
m1∑
ai + m1
m2∑
bj +
m1∑ m2∑
aibj
)
.i=1 j=1 i=1 j=1
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Consider the case where BQ1 is alternating and BQ2 is nonalternating. Then, we have that
BQ1Q2 is alternating. Let Q1 be of type [a,1,0, . . . ,0] where a = Arf(Q1), and Q2 be of
type (b1, . . . , bm2). Then, Q1Q2 is of type [a, . . . , a,1, . . . ,1,0, . . . ,0, . . . ,0, . . . ,0] where we
have m2 times the element a and m2 times the element 1. The invariant of the form Q1Q2 is
I (Q1Q2) = 4am2. Now,
I (Q1)I (Q2) = 4a
(
m2 + 2
m2∑
j=1
bj + 22
m2∑
j=1
bj
)
= 4am2.
Again, we conclude that I (Q1Q2) = I (Q1)I (Q2). Notice that, if BQ1 is nonalternating and BQ2
is alternating, the proof is similar.
Our last case to study is when BQ1 and BQ2 are alternating. Clearly, BQ1Q2 is alternating.
Moreover, if Q1 is of type [a,1,0, . . . ,0] where a = Arf(Q1), and Q2 is of type [b,1,0, . . . ,0]
where b = Arf(Q2), then Q1Q2 is of type [0,0, . . . ,0]. Clearly, the invariant of Q1Q2 is equals
to zero. Now, I (Q1)I (Q2) = 4a4b = 0, and this finishes the proof. 
7. Concluding remarks
Motivated by applications of finite commutative rings to Coding Theory and Cryptography
[4,5,8,9,14,15,17–19,22,24] we study quadratic forms that take values in Galois Rings of charac-
teristic four. For these forms we have defined an invariant and studied its properties. In particular,
the nonsingular forms can be classified by their invariant and the type (alternating or not) of the
corresponding bilinear form. An axiomatic characterization of the invariant, in terms of its prop-
erties, has been also given. These results show that our invariant is a suitable extension of the
notion introduced by Brown for Z4-valued quadratic forms.
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