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Y. Moses and M. Tennenholtz, Off-line reasoning for on-line efficiency: knowledge 
bases 
The complexity of reasoning is a fundamental issue in AI. In many cases, the fact that an intelligent system 
needs to perform reasoning on-line contributes to the difficulty of this reasoning. This paper considers the 
case in wllich an intelligent system computes whether a query is entailed by the system’s knowledge base. 
It investigates how an initial phase of off-line preprocessing and design can improve the on-line complexity 
considerably. The notion of an eficient basis for a query language is presented, and it is shown that off-line 
preprocessing can be very effective for query languages that have an efficient basis. The usefulness of this 
notion is Illustrated by showing that a fairly expressive language has an efficient basis. A dual notion of an 
@cienr disjunctive basis for a knowledge base is introduced, and it is shown that off-line preprocessing is 
worthwhile for knowledge bases that have an efficient disjunctive basis. 
J. Lin, Integration of weighted knowledge bases 
lntegration of information from multiple sources is a key issue in many areas such as cooperative information 
systems, multi-databases and multi-agents reasoning systems, where information from different sources is 
often conltradictory. In this paper we consider each information source to be a knowledge base with a weight 
representing the relative degree of importance of the source. We propose a formal semantics for merging 
multiple knowledge bases with weights. The semantics has desirable properties such as independence of the 
syntax forms of the knowledge bases and obeying the weighted majority rule in case of conflicts. We show 
by examples that this semantics returns intuitive results for the merging operation. We then present a syntactic 
characterization of the merging operation, which allows the result of merging to be obtained through a simple 
syntactic transformation of the knowledge bases. 
P.l? Na:yak and L. Joskowicz, Efficient compositional modeling for generating causal 
explanations 
Effective problem solving requires building adequate models that embody the simplifications, abstractions, 
and approximations that parsimoniously describe the relevant system phenomena for the task at hand. Com- 
positional modeling is a framework for constructing adequate device models by composing model fragments 
selected from a model fragment library. While model selection using compositional modeling has been shown 
to be intractable, it is tractable when all model fragment approximations are causal approximations. 
This paper addresses the reasoning and knowledge representation issues that arise in building practical 
systems for constructing adequate device models that provide parsimonious causal explanations of how a 
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