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Abstract
We study a family of symmetric functions Fˆz indexed by involutions z in the affine symmetric
group. These power series are analogues of Lam’s affine Stanley symmetric functions and gen-
eralizations of the involution Stanley symmetric functions introduced by Hamaker, Pawlowski,
and the first author. Our main result is to prove a transition formula for Fˆz which can be used
to define an affine involution analogue of the Lascoux-Schu¨tzenberger tree. Our proof of this
formula relies on Lam and Shimozono’s transition formula for affine Stanley symmetric functions
and some new technical properties of the strong Bruhat order on affine permutations.
1 Introduction
The notion of the Stanley symmetric function Fπ of a permutation π dates to work of Stanley
[26] in the 1980s. These symmetric generating functions are of interest as the stable limits of the
Schubert polynomials Sπ, which represent the cohomology classes of certain orbit closures in the
complete flag variety. They are also a useful tool for calculating the number of reduced expressions
for permutations.
Several variations of Stanley’s construction have since appeared in the literature. For example,
around 2006, Lam [17] introduced a generalized family of symmetric functions Fπ indexed by per-
mutations π in the affine symmetric group S˜n. These affine Stanley symmetric functions represent
cohomology classes for the affine Grassmannian [18, §7]. More recent work of Hamaker, Pawlowski,
and the first author [5, 8, 7] studies the so-called involution Stanley symmetric functions, which are
indexed by self-inverse permutations z = z−1 in the finite symmetric group Sn. These power series
arise as the stable limits of certain involution Schubert polynomials that coincide (up to a simple
scalar factor) with polynomials introduced by Wyser and Yong [28] to represent the cohomology
classes of orbit closures of the orthogonal group acting on the complete flag variety.
The subject of this article is a family of symmetric functions Fˆz indexed by affine involutions
z = z−1 ∈ S˜n, generalizing both of the preceding constructions. Our first results concern several
equivalent definitions and basic properties of these “affine” involution Stanley symmetric functions.
For example, we prove that each Fˆz has a triangular expansion into both monomial symmetric
functions and affine Schur functions, and we identify the leading terms in these decompositions.
Most of the results in this paper focus on algebraic and combinatorial properties of Fˆz, but we
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expect that these power series are related to the geometry of affine analogues of certain symmetric
varieties.
The Stanley symmetric functions studied in [8, 17, 26] are noteworthy for their positivity prop-
erties. For finite permutations π ∈ Sn, the power series Fπ is always Schur positive, i.e., an N-linear
combination of Schur functions sλ [4]. Similarly, involution Stanley symmetric function indexed
by finite permutations are N-linear combination of Schur P -functions [8]. The Stanley symmetric
functions Fπ indexed by affine permutation π ∈ S˜n, while not always Schur positive, are at least
“affine Schur positive” [18] (see Section 2).
One way to prove these positivity properties is via transition equations: certain families of
identities relating sums of Stanley symmetric functions indexed by Bruhat covers of a given permu-
tation. Lam and Shimozono described transition equations for affine Stanley symmetric functions
in [19]. Transition equations for involution Stanley symmetric functions are derived in [7, 8, 9]. Our
results in Section 4 show how to extend the latter formulas to the affine case. Formulating these
identities is the first step towards studying the positivity properties of affine involution Stanley
symmetric functions, which are not yet well understood.
In the usual Bruhat order on finite or affine permutations, each covering relation arises from right
multiplication by some transposition, so every covering relation is naturally labeled by a reflection.
The statement of our affine transition formula depends on certain covering transformations τnij
that play a role analogous to right multiplication by a reflection in the Bruhat order restricted to
involutions in S˜n. This paper is a sequel to [23], which develops the basic properties of the affine
covering transformations τnij. Once these operators are identified, the statement of our transition
formula is the obvious affine analogue of formulas in [7, 8] for finite involutions. However, our
proofs requires new methods, as inductive arguments in [7, 8] that rely on the finiteness of Sn
cannot be applied to the affine case. Specifically, we prove our transition formula as a corollary
of two technical theorems about the Bruhat order on affine involutions, which we refer to as the
covering property (Theorem 4.8) and the toggling property (Theorem 4.10). Our proofs of these
results depend on some computer calculations.
The involution Stanley symmetric functions studied in [8, 9] come in two families: one indexed
by all involutions in the finite symmetric group Sn and connected to the geometry of the orbits in
the complete flag variety of the orthogonal group, the other indexed by fixed-point-free involutions
and connected to the geometry of the orbits of the symplectic group. The power series studied
in this paper are the affine analogues of the first family of symmetric functions. However, the
second family also has an affine generalization and, conjecturally, a similar transition formula. The
properties of such “fixed-point-free involution Stanley symmetric functions” will be discussed in
future work.
To conclude this introduction, we sketch an outline of the rest of this article. The next section
reviews some preliminaries on affine permutations and Stanley symmetric functions. Section 3
introduces our new family of affine involution Stanley symmetric functions and surveys their basic
properties. In Section 4, we discuss the affine transition formula of Lam and Shimozono and prove
its involution analogue using the aforementioned covering and toggling properties. Section 5, finally,
contains the proofs of our technical results about the Bruhat order on affine involutions.
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2 Affine permutations
Let n be a positive integer. Write Z for the set of integers and define [n] = {1, 2, . . . , n}.
Definition 2.1. The affine symmetric group S˜n is the group of bijections π : Z → Z satisfying
π(i+ n) = π(i) + n for all i ∈ Z and π(1) + π(2) + · · · + π(n) = 1 + 2 + · · ·+ n.
We refer to elements of S˜n as affine permutations. A window for an affine permutation π ∈ S˜n
is a sequence of the form [π(i + 1), π(i + 2), . . . , π(i + n)] where i ∈ Z. An element π ∈ S˜n is
uniquely determined by any of its windows, and a sequence of n distinct integers is a window for
some π ∈ S˜n if and only if the integers represent each congruence class modulo n exactly once.
Let si for i ∈ Z be the unique element of S˜n that interchanges i and i + 1 while fixing every
integer j /∈ {i, i+1}+nZ. One has si = si+n for all i ∈ Z, and {s1, s2, . . . , sn} generates the group
S˜n. With respect to this generating set, S˜n is the affine Coxeter group of type A˜n−1. The parabolic
subgroup Sn = 〈s1, s2, . . . , sn−1〉 ⊂ S˜n is the finite Coxeter group of type An−1; its elements are
the permutations π ∈ S˜n with π([n]) = [n].
A reduced expression for π ∈ S˜n is a minimal-length factorization π = si1si2 · · · sil . The length
of π ∈ S˜n, denoted ℓ(π), is the number of factors in any of its reduced expressions. The value of ℓ(π)
is also the number of equivalence classes in the set Inv(π) = {(i, j) ∈ Z×Z : i < j and π(i) > π(j)}
under the relation ∼ on Z× Z with (a, b) ∼ (a′, b′) if and only if a− a′ = b− b′ ∈ nZ.
Definition 2.2. A reduced expression π = si1si2 · · · sil for an affine permutation is cyclically
decreasing if sij+1 6= sik for all 1 ≤ j < k ≤ l. An element π ∈ S˜n is cyclically decreasing if it has
a cyclically decreasing reduced expression.
Each cyclically decreasing element π of the finite subgroup Sn ⊂ S˜n has a unique reduced
expression si1si2 · · · sil which is decreasing in the sense that n > i1 > i2 > · · · > il > 0. In general,
an affine permutation π ∈ S˜n may have more than one cyclically decreasing reduced expression.
Definition 2.3 (Lam [17]). The (affine) Stanley symmetric function of π ∈ S˜n is
Fπ =
∑
π=π1π2···
x
ℓ(π1)
1 x
ℓ(π2)
2 · · · ∈ Z[[x1, x2, . . . ]]
where the sum is over all factorizations π = π1π2 · · · of π into countably many (possibly empty)
cyclically decreasing factors πi ∈ S˜n such that ℓ(π) = ℓ(π
1) + ℓ(π2) + . . . .
These functions are denoted F˜π in [17]. For π ∈ Sn ⊂ S˜n, the power series Fπ coincide (after
an inversion of indices) with the symmetric functions introduced by Stanley in [26].
Example 2.4. Suppose n = 4 so that s1 = s5. There are two reduced expressions for the affine
permutation [0, 3, 6, 1] = s1s2s4s3 = s1s4s2s3 ∈ S˜4. The distinct length-additive factorizations
of this element into nontrivial cyclically decreasing factors are (s1)(s2)(s4)(s3) and (s1)(s4)(s2)(s3)
and (s1s4)(s2)(s3) and (s1)(s2s4)(s3) = (s1)(s4s2)(s3) and (s1)(s2)(s4s3), so F[0,3,1,6] = 2m14+m212 ,
where mλ denotes the usual monomial symmetric function of a partition λ.
Let π 7→ π denote the automorphism of S˜n with si 7→ s

i := si+1.
Proposition 2.5 (Lam [17, Proposition 18]). If π ∈ S˜n then Fπ = Fπ.
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One can motivate the definition of Fπ using the theory of combinatorial coalgebras from [1].
Define a combinatorial coalgebra (C, ζ) to be a graded, connected Q-coalgebra C with a linear map
ζ : C → Q. A morphism of combinatorial coalgebras (C, ζ) → (C ′, ζ ′) is a morphism of graded
coalgebras φ : C → C ′ satisfying ζ = ζ ′ ◦ φ.
For π ∈ S˜n, we write π
•= π′π′′ to mean that π′, π′′ ∈ S˜n, π = π
′π′′, and ℓ(π) = ℓ(π′) + ℓ(π′′).
Proposition 2.6. The graded vector space QS˜n, in which π ∈ S˜n is homogeneous of degree ℓ(π),
is a graded, connected coalgebra with coproduct ∆(π) =
∑
π
•=π′π′′ π
′ ⊗ π′′ for π ∈ S˜n.
Proof. The required axioms are easy to check directly using the associativity of group multiplication.
This coalgebra is just the graded dual of the 0-Hecke algebra of S˜n.
Let QSym ⊂ Q[[x1, x2, . . . ]] denote the (commutative) graded, connected Hopf algebra of quasi-
symmetric functions over Q (see [1, §3]), and write ζQSym for the algebra homomorphism QSym→ Q
which sets x1 = 1 and x2 = x3 = · · · = 0. Define ζCD : QS˜n → Q to be the linear map with
ζCD(π) = 1 if π ∈ S˜n is cyclically decreasing and with ζCD(π) = 0 for all other permutations
π ∈ S˜n. The definition of Fπ is algebraically natural in view of the following.
Proposition 2.7. The linear map with π 7→ Fπ for π ∈ S˜n is the unique morphism of combinatorial
coalgebras (QS˜n, ζCD)→ (QSym, ζQSym).
Proof. There exists a unique morphism (QS˜n, ζCD)→ (QSym, ζQSym) by [1, Theorem 4.1]. The fact
that π 7→ Fπ gives this morphism follows by comparing [1, Eq. (4.2)] with Definition 2.3.
Corollary 2.8 (Lam [17, Theorem 12]). If π ∈ S˜n then ∆(Fπ) =
∑
π
•=π′π′′
Fπ′ ⊗ Fπ′′ .
Proof. Apply the coalgebra morphism π 7→ Fπ to both sides of ∆(π) =
∑
π
•=π′π′′ π
′ ⊗ π′′.
Let Sym ⊂ QSym denote the (commutative and cocommutative) Hopf subalgebra of symmetric
functions over Q. Let Parn be the set of partitions with all parts less than n, and define Sym(n) =
Q-span{mλ : λ ∈ Par
n}. All of the quasi-symmetric functions Fπ turn out to be symmetric:
Theorem 2.9 (Lam [17, Theorem 6]). If π ∈ S˜n then Fπ ∈ Sym
(n) ⊂ Sym.
To describe other features of Fπ, we recall some auxiliary data attached to permutations.
Definition 2.10. The code of an affine permutation π ∈ S˜n is the sequence c(π) = (c1, c2, . . . , cn)
where ci is the number of integers j ∈ Z with i < j and π(i) > π(j).
Let π ∈ S˜n and write c(π) = (c1, c2, . . . , cn). If π(i) is minimal among π(1), π(2), . . . , π(n), then
we must have ci = 0. An integer i ∈ Z is a descent of π if π(i) > π(i+ 1), i.e., if ℓ(πsi) = ℓ(π)− 1.
This holds if and only if ci > ci+1, taking cn+1 = c1. If i ∈ [n] is a descent of π then
c(πsi) = (c1, . . . , ci−1, ci+1, ci − 1, ci+2, . . . , cn), (2.1)
interpreting indices cyclically as necessary. By induction |c(π)| := c1 + c2 + · · · + cn = ℓ(π), and
the map π 7→ c(π) is a bijection S˜n → N
n − Pn.
Definition 2.11. The shape λ(π) of π ∈ S˜n is the transpose of the partition that sorts c(π
−1).
The map λ : S˜n → Par
n is surjective. Write < for the dominance order on partitions.
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Theorem 2.12 (Lam [17, Theorem 13]). If π ∈ S˜n then Fπ ∈ mλ(π) +
∑
µ<λ(π) Nmν.
This result implies that Q-span{Fπ : π ∈ S˜n} = Q-span{Fλ : λ ∈ Par
n} = Sym(n).
Example 2.13. Suppose n = 4 and π = [−3, 4, 3, 6] ∈ S˜4 so that w
−1 = [5, 0, 3, 2]. Then c(π) =
(0, 2, 1, 2) and c(π−1) = (4, 0, 1, 0) so λ(π) = (2, 1, 1, 1) and λ(π−1) = (3, 2), and we have Fπ =
m213 + 4m15 and Fπ−1 = m32 + 2m312 + 2m221 + 3m213 + 4m15 .
Let DesR(π) = {si : i ∈ Z is a descent of π} = {s ∈ {s1, s2, . . . , sn} : ℓ(πs) < ℓ(π)} and
DesL(π) = DesR(π
−1). An element π ∈ S˜n is Grassmannian if π
−1(1) < π−1(2) < · · · < π−1(n).
This occurs if and only if DesL(π) ⊂ {sn}, or equivalently if c(π
−1) is weakly increasing.
Definition 2.14. The affine Schur function Fλ indexed by λ ∈ Par
n is the Stanley symmetric
function Fλ := Fπ where π ∈ S˜n is the unique Grassmannian element of shape λ.
Lam has shown that the symmetric functions Fπ are affine Schur positive in the following sense:
Theorem 2.15 (Lam [18, Corollary 8.5]). N-span{Fπ : π ∈ S˜n} = N-span{Fλ : λ ∈ Par
n}.
Affine Schur functions are not always Schur positive; i.e., they do not necessarily expand as
nonnegative linear combinations of ordinary Schur functions sλ. The Stanley symmetric functions
indexed by finite permutations π ∈ Sn ⊂ S˜n do have this stronger positivity property, however:
Theorem 2.16 (See [4, 16]). N-span{Fπ : π ∈ Sn} ⊂ N-span{sλ : λ ∈ Par
n, λ ⊂ (n− 1, . . . , 2, 1)}.
One can refine Theorems 2.12 and 2.15. Write w 7→ w∗ for the unique group automorphism of S˜n
with si 7→ s
∗
i := sn−i for i ∈ Z, so that s
∗
n = sn. If λ ∈ Par
n then there exists a unique Grassmannian
permutation π with λ = λ(π), and one defines λ∗ = λ(π∗). In turn, let λ′(π) = λ(π−1)∗ for π ∈ S˜n.
Finally define <∗ to be the partial order on Parn with λ <∗ µ if and only if µ∗ < λ∗.
Theorem 2.17 (Lam [17, Theorem 21]). If π ∈ S˜n then Fπ ∈
(
Fλ′(π) +
∑
λ′(π)<∗µNFµ
)
∩(
Fλ(π) +
∑
µ<λ(π) NFµ
)
.
The affine Schur functions form a basis for Sym(n), so there exists a unique linear involution
ω+ : Sym(n) → Sym(n) with ω+(Fλ) = Fλ∗ for all λ ∈ Par
n. This map can be defined directly in
terms of the usual elementary, homogeneous, and monomial symmetric functions; see [17, §9].
Theorem 2.18 (Lam [17, Theorem 15 and Proposition 17]). If π ∈ S˜n then ω
+(Fπ) = Fπ∗ = Fπ−1 .
3 Affine involutions
For integers i < j 6≡ i (mod n), let tij ∈ S˜n be the affine permutation interchanging i and j while
fixing all integers k /∈ {i, j}+nZ, so that ti,i+1 = si. Such permutations are precisely the reflections
in S˜n, i.e., the elements conjugate to si for some i ∈ Z.
Let I˜n = {z ∈ S˜n : z = z
−1} be the set of involutions in S˜n. Each z ∈ I˜n is a product of
commuting reflections, so uniquely corresponds to the following data: a disjoint (possibly empty)
collection of pairs {i < j} ∈
(
[n]
2
)
and for each pair an integer m ∈ Z, such that z is the product of
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the commuting reflections ti,j+mn. A useful graphical method of representing this data is through
the winding diagram of an involution:
•
1 •
2
•3
•4
•
5•
6
• 7
•
8
Here, the numbers 1, 2, . . . , n are arranged in order around a circle, and a curve traveling m times
clockwise around the vertex 1 connects each of the chosen pairs {i, j}. (We draw these curves in
different styles for readability.) The example represents the involution z = t1,12 · t3,6 · t7,10 ∈ I˜8.
There exists a unique associative product ◦ : S˜n × S˜n → S˜n with si ◦ si = si for all i ∈ Z and
with π′ ◦ π′′ = π whenever π •= π′π′′ [14, §7.1]. Fix i ∈ Z and z ∈ I˜n. One can check that
si ◦ z ◦ si =

z if z(i) > z(i+ 1)
zsi = siz if i = z(i) < z(i+ 1) = i+ 1
sizsi otherwise.
(3.1)
It follows by induction that I˜n = {π
−1 ◦ π : π ∈ S˜n}, so the set AHecke(z) := {π ∈ S˜n : π
−1 ◦ π = z}
is nonempty. Since ℓ(π) ≤ ℓ(π−1 ◦ π) for all π ∈ S˜n, the set AHecke(z) is also necessarily finite. Let
A(z) be the subset of minimal-length permutations in AHecke(z). Following [6], we refer to elements
of A(z) as atoms for z and to elements of AHecke(z) as Hecke atoms.
Definition 3.1. The (affine) involution Stanley symmetric function of z ∈ I˜n is Fˆz =
∑
π∈A(z) Fπ.
This is an affine generalization of the symmetric functions studied in [5, 6, 7, 8, 9], which
are defined by the same formula but with z restricted to the set In := I˜n ∩ Sn. There are some
noteworthy parallels between Fˆz for z ∈ In ⊂ I˜n and Fπ for π ∈ Sn ⊂ S˜n. For example, the power
series Fˆz for z ∈ In are the stable limits of certain involution Schubert polynomials Sˆz (see [5, 28]),
which represent the cohomology classes of the orbit closures of the orthogonal group On(C) on the
complete flag variety. Whereas each Fπ for π ∈ Sn is Schur positive, each Fˆz for z ∈ In is Schur
P -positive, i.e., a nonnegative integral linear combination of the Schur P -functions Pµ ∈ Sym (see
[27, §A.3]). An overarching goal of this article is to understand the extent to which such parallels
carry over to the affine case.
To understand the properties of Fˆz , we should describe the sets AHecke(z) and A(z) more
concretely. Suppose a1, a2, . . . , aN are integers representing all congruence classes modulo n at least
once. Define [[a1, a2, . . . , aN ]] ∈ S˜n to be the affine permutation with a window given by reading the
sequence [a1, a2, . . . , aN ] left to right and omitting aj whenever ai ≡ aj (mod n) for some i < j. For
example, if n = 5 then [[1, 3, 0, 1, 2,−1, 4, 8]] = [1, 3, 0, 2,−1] = [3, 0, 2,−1, 6] = [0, 2,−1, 6, 8] ∈ S˜5.
Let z ∈ I˜n. Write a1 < a2 < · · · < al for the numbers a ∈ [n] with a ≤ z(a) and define
αmin(z) = [[z(a1), a1, z(a2), a2, . . . , z(al), al]]
−1 ∈ S˜n. (3.2)
Next write b1 < b2 < · · · < bl for the numbers b ∈ [n] with z(b) ≤ b and define
αmax(z) = [[b1, z(b1), b2, z(b2), . . . , bl, z(bl)]]
−1 ∈ S˜n. (3.3)
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The value of l in both constructions is necessarily the same.
Let ≈A be the finest equivalence relation on affine permutations that has u
−1 ≈A v
−1 ≈A w
−1
whenever u, v, w ∈ S˜n have windows that are identical except in three consecutive positions where
u = [· · · c, b, a · · · ], v = [· · · c, a, b · · · ], and w = [· · · b, c, a · · · ] for some integers a < b < c.
Theorem 3.2. If z ∈ I˜n then AHecke(z) = {π ∈ S˜n : π ≈A αmin(z)} = {π ∈ S˜n : π ≈A αmax(z)}.
Proof. This follows by combining [22, Proposition 3.3] and [23, Proposition 6.8].
Let ≺A be the transitive closure of the relation on S˜n that has v
−1 ≺A w
−1 whenever v and
w have windows that are identical except in three consecutive positions where v = [· · · c, a, b · · · ]
and w = [· · · b, c, a · · · ] for some integers a < b < c. The following extends [6, Theorem 6.10].
Theorem 3.3 ([23, Theorem 6.14]). Let z ∈ I˜n. Restricted to A(z), the relation ≺A is a graded
partial order and it holds that A(z) = {π ∈ S˜n : αmin(z) A π} = {π ∈ S˜n : π A αmax(z)}.
Example 3.4. Suppose n = 4 and
z =
•
1
•2
•3
•4 = t3,8 = [1, 2, 8,−1] ∈ I˜4.
The elements of A(z) are
αmin(z) = [1, 2, 8, 3]
−1 = [2, 3, 5, 0] = [2, 8, 3, 5]−1
≺A [2, 5, 8, 3]
−1 = [0, 3, 6, 1] = [5, 8, 3, 6]−1
≺A [5, 6, 8, 3]
−1 = [0, 1, 7, 2] = [1, 2, 4,−1]−1 = αmax(z).
The elements of AHecke(z) − A(z) are [2, 8, 5, 3]
−1 and [5, 8, 6, 3]−1 . Both [2, 3, 5, 0] = s4s1s2s3
and [0, 1, 2, 7] = s2s1s4s3 have a single reduced expression, and it holds that F[2,3,0,5] = m14 and
F[0,1,2,7] = m14 +m212 +m22 +m31. We saw in Example 2.4 that F[0,3,1,6] = 2m14 +m212 . Therefore
Fˆz = Fˆ[1,2,8,−1] = 4m14 + 2m212 +m22 +m31.
For y ∈ I˜n, let Cyc(y) = {(a, b) ∈ Z × Z : a ≤ b = y(a)}. Theorem 3.3 suggests an efficient
algorithm for generating the set of atoms for any involution in S˜n. One can also use the theorem
to derive the following “local” characterization of A(y), which generalizes [3, Theorem 2.5]:
Theorem 3.5 ([23, Theorem 7.6]). Let y ∈ I˜n and π ∈ S˜n. Then π ∈ A(y) if and only if for all
(a, b), (a′, b′) ∈ Cyc(y), the following properties hold:
(1) If a < b then π(b) < π(a).
(2) If a < a′ ≤ b′ < b then we do not have π(b) < π(a′) < π(a) or π(b) < π(b′) < π(a).
(3) If a < a′ and b < b′ then π(a) < π(b′).
Suppose E ⊂ Z is a finite set of size m representing distinct congruence classes modulo n. Write
φE for the order-preserving bijection [m]→ E. Theorem 3.5 has this technical corollary:
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Corollary 3.6. Suppose y ∈ I˜n and π ∈ A(y) and y(E) = E. Define y
′ ∈ Im and π
′ ∈ Sm to be
the unique permutations with y′(i) < y′(j) if and only if y ◦ φE(i) < y ◦ φE(j) and π
′(i) < π′(j) if
and only if y ◦ φE(i) < y ◦ φE(j) for all i, j ∈ [m]. Then π
′ ∈ A(y′).
Proof. Write ψE for the inverse of φE . Since Cyc(y
′) = {(ψE(a)+mn,ψE(b)+mn) : (a, b) ∈ Cyc(y)∩
(E × E), m ∈ Z}, the conditions in Theorem 3.5 relative to π′ and y′ hold by construction.
We note one other property of atoms and Hecke atoms.
Lemma 3.7. Suppose π 7→ π† is a length-preserving group automorphism of S˜n. For all z ∈ I˜n, it
then holds that AHecke(z
†) = {π† : π ∈ AHecke(z)} and A(z
†) = {π† : π ∈ A(z)}.
Proof. It suffices to show that (π′)† ◦ (π′′)† = (π′ ◦ π′′)† for all π′, π′′ ∈ S˜n. This holds since
(si)
† ◦ (si)
† = (si)
† for i ∈ [n] and (π′)† ◦ (π′′)† = (π′π′′)† if ℓ(π′π′′) = ℓ(π′) + ℓ(π′′), so the map
S˜n × S˜n
†×†
−−→ S˜n × S˜n
◦
−−→ S˜n
†−1
−−→ S˜n coincides with ◦ as it shares its defining properties.
Both π 7→ π and π 7→ π∗ are length-preserving automorphisms, so we obtain the following:
Corollary 3.8. If z ∈ I˜n then Fˆz = Fˆz and Fˆz∗ = ω
+(Fˆz).
There is an analogue of Proposition 2.7 which motivates Definition 3.1. Define ℓ′(π) to be n
minus the number of orbits of π ∈ S˜n acting on Z/nZ. The map ℓ
′ : S˜n → N is constant on
conjugacy classes, and if the congruence classes i + nZ and i + 1 + nZ belong to distinct orbits
under π ∈ S˜n then ℓ
′(wsi) = ℓ
′(w) + 1. Let
ℓˆ(z) = 12(ℓ(z) + ℓ
′(z)) for z ∈ I˜n. (3.4)
By induction, the value of ℓˆ(z) is always a nonnegative integer and ℓˆ(z) = ℓ(π) for any π ∈ A(z). The
homogeneous symmetric function Fˆz therefore has degree ℓˆ(z). Give QS˜n the coalgebra structure
from Proposition 2.6 and write ∆ for its coproduct.
Proposition 3.9. The graded vector space QI˜n, in which z ∈ I˜n is homogeneous of degree ℓˆ(z), is
a graded right comodule for QS˜n with coproduct ∆ˆ : QI˜n → QI˜n ⊗QS˜n given by the linear map
∆ˆ(z) =
∑
(y,π)∈I˜n×S˜n
ℓˆ(z)=ℓˆ(y)+ℓ(π)
z=π−1◦y◦π
y ⊗ π for z ∈ I˜n.
Proof. It suffices to check that (∆ˆ⊗ id)◦ ∆ˆ = (id⊗∆)◦ ∆ˆ. This holds by the associativity of ◦.
Let F be the graded coalgebra morphism QS˜n → Sym with π 7→ Fπ for π ∈ S˜n. The graded
vector space QI˜n is then a graded right QSym-comodule with respect to the coproduct (id⊗F)◦ ∆ˆ.
The graded coalgebra QSym is automatically a graded right comodule for itself.
Proposition 3.10. The linear map with z 7→ Fˆz for z ∈ I˜n is the unique morphism of graded right
QSym-comodules QI˜n → QSym satisfying 1 7→ 1 ∈ Q[[x1, x2, . . . ]].
Proof. Let ǫ be the counit of QSym. Any such QSym-comodule morphism Fˆ : QI˜n → QSym must
satisfy 1⊗ Fˆ(z) = (ǫ⊗ id) ◦∆ ◦ Fˆ(z) = (ǫ⊗ id) ◦ (Fˆ⊗ F) ◦ ∆ˆ(z) = 1⊗ Fˆz for z ∈ I˜n. On the other
hand, it follows from Corollary 2.8 that the given map is a graded QSym-comodule morphism.
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Corollary 3.11. If z ∈ I˜n then ∆(Fˆz) =
∑
Fˆy⊗Fπ where the sum is over all pairs (y, π) ∈ I˜n× S˜n
with ℓˆ(z) = ℓˆ(y) + ℓˆ(π) and z = π−1 ◦ y ◦ π.
Proof. Apply the morphism in Proposition 3.10 to both sides of the formula defining ∆ˆ(z).
The notions of codes, shapes, and so forth for affine permutations have analogues for involutions.
Most of the following definitions are affine generalizations of constructions from [5, 8].
Definition 3.12. The involution code of z ∈ I˜n is the sequence cˆ(z) = (c1, c2, . . . , cn) where ci is
the number of integers j ∈ Z with i < j and z(i) > z(j) and i ≥ z(j).
An integer i ∈ Z is a visible descent of z ∈ I˜n if z(i) > z(i+ 1) and i ≥ z(i+ 1). Let
DesV (z) = {si : i ∈ Z is a visible descent of z}.
Lemma 3.13. If z ∈ I˜n then DesV (z) = DesR(αmin(z)) and cˆ(z) = c(αmin(z)).
For example, if z = [1,−2, 7, 5, 4] = t3,7t4,5 ∈ I˜5 and αmin(z) = [1, 7, 3, 5, 4]
−1 = [2,−2, 4, 6, 5],
then cˆ(z) = c(αmin(z)) = (1, 0, 1, 2, 1) and DesV (z) = DesR(αmin(z)) = {1, 4}.
Proof. Fix z ∈ I˜n and integers i < j. It is clear from the definition (3.2) that αmin(z)(i) > αmin(z)(j)
if and only if either z(j) < z(i) < i < j or z(j) < i ≤ z(i) < j or z(j) < i < j < z(i) or
z(j) = i < z(i) = j. One of these cases occurs precisely when z(i) > z(j) and i ≥ z(j). We
conclude that cˆ(z) = c(αmin(z)) and, taking j = i+ 1, that DesV (z) = DesR(αmin(z)).
It follows that every involution in I˜n − {1} has at least one visible descent.
Corollary 3.14. Suppose z ∈ I˜n and cˆ(z) = (c1, c2, . . . , cn). Then ℓˆ(z) = c1 + c2 + · · · + cn, and
an integer i ∈ Z is a visible descent of z if and only if ci > ci+1, interpreting indices modulo n.
Proof. Since ℓˆ(z) = ℓ(αmin(z)), these properties are immediate from Lemma 3.13.
Corollary 3.15. For z ∈ I˜n, the following are equivalent:
(a) DesV (z) ⊂ {sn}.
(b) cˆ(z) is weakly increasing.
(c) αmin(z)
−1 is Grassmannian.
Proof. Given Lemma 3.13, this is immediate from the discussion after Definition 2.10.
This corollary suggests the property DesV (z) ⊂ {sn} as a natural definition for the “involution”
analogue for a Grassmannian permutation. However, the functions Fˆz indexed by z ∈ I˜n with this
property fail to span Q-span{Fˆz : z ∈ I˜n}, although they are linearly independent.
Given z ∈ I˜n and i ∈ Z, define z↓(i) ∈ I˜n to be zsi if zsi = siz and sizsi otherwise. If
z(i) > z(i+ 1) then z↓(i) is the unique element of I˜n with z↓(i) 6= si ◦ z↓(i) ◦ si = z.
Proposition 3.16. Let z ∈ I˜n and cˆ(z) = (c1, c2, . . . , cn). Suppose i ∈ [n] and z(i) > z(i+ 1).
(a) If i is a visible descent of z then cˆ(z↓(i)) = (c1, . . . , ci−1, ci+1, ci − 1, ci+2, . . . , cn).
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(b) Assume i is not a visible descent of z. Let j ∈ [n] \ {i} be such that j ≡ z(i+ 1) (mod n).
• If z(i+ 1) = i+ 1 then cˆ(z↓(i)) = (c1, . . . , ci−1, ci − 1, ci+1 . . . , cn).
• If z(i+ 1) 6= i+ 1 then cˆ(z↓(i)) = (c1, . . . , cj−1, cj − 1, cj+1, . . . , cn).
In both parts, indices are interpreted modulo n as necessary.
Proof. First suppose i is a visible descent of z, so that i is a descent of αmin(z) by Lemma 3.13. From
the formula (3.2), it is straightforward to check that αmin(z)si = αmin(z↓(i)). Part (a) therefore
follows from (2.1) and Lemma 3.13.
To prove part (b), suppose i is not a visible descent of z. We then must have z(i) > z(i+1) > i.
If z(i + 1) = i + 1, then the formula (3.2) implies that αmin(z)
−1 and αmin(z↓(i))
−1 have windows
that are identical except in three consecutive positions where αmin(z)
−1 = [. . . , z(i), i, i + 1, . . . ]
and αmin(z↓(i))
−1 = [. . . , i, z(i), i+ 1, . . . ]. Comparing these formulas, we see that ci(αmin(z↓(i))) =
ci(αmin(z))− 1 and ck(αmin(z↓(i))) = ck(αmin(z)) for k ∈ [n] \ {i}, so the desired result follows from
Lemma 3.13.
Alternatively, if z(i + 1) 6= i + 1, then z(i + 1) > i + 1 and the formula (3.2) implies that
αmin(z)
−1 and αmin(z↓(i))
−1 have windows that are identical except in four consecutive positions
where αmin(z)
−1 = [. . . , z(i), i, z(i+1), i+1, . . . ] and αmin(z↓(i))
−1 = [. . . , z(i+1), i, z(i), i+1, . . . ].
Comparing these formulas, we see that cj(αmin(z↓(i))) = cj(αmin(z)) − 1 and ck(αmin(z↓(i))) =
ck(αmin(z)) for k ∈ [n] \ {j}, so the desired result again follows from Lemma 3.13.
Corollary 3.17. The involution code is an injective map cˆ : I˜n → N
n − Pn.
Proof. This follows by induction from Corollary 3.14 and Proposition 3.16.
Definition 3.18. The shape µ(z) of z ∈ I˜n is the transpose of the partition that sorts cˆ(z).
The maps cˆ : I˜n → N
n − Pn and µ : I˜n → Par
n are not surjective, and it is an open problem to
characterize their images. By results in [8, §4], the involution shape map µ restricts to a bijection
from In = I˜n ∩ Sn to the set of strict partitions contained in (n − 1, n − 3, n − 5, . . . ). However,
µ(z) is not necessarily strict for z ∈ I˜n − In.
Recall the partition λ(π) given in Definition 2.11. Also recall that if λ ∈ Parn then λ∗ = λ(π∗)
where π ∈ S˜n is the unique Grassmannian permutation with λ = λ(π). Finally, λ
′(π) = λ(π−1)∗.
Lemma 3.19. If z ∈ I˜n then µ(z) = λ(αmax(z)) and µ(z)
∗ = λ′(αmin(z)).
Since ∗ is involution, this implies that λ(αmax(z)) = λ(αmin(z)
−1).
Proof. The second equality holds by Lemma 3.13, so we just need to show that µ(z) = λ(αmax(z)).
Let π = αmax(z)
−1. Let · · · < b−1 < b0 < b1 < b2 < . . . be the elements {b ∈ Z : z(b) ≤ b} listed in
order. Assume {bi : i ∈ Z} ∩ [n] = {b1, b2, . . . , bl} where l = ℓ
′(z), and let ai = z(bi). By (3.3), we
have π = [[b1, a1, b2, a2, · · · , bl, al]]. For each e ∈ Z, define
pz(e) = |{j ∈ Z : j > e ≥ z(j), z(e) > z(j)}| and qπ(e) = |{j ∈ Z : j > π
−1(e), e > π(j)}|.
Observe that µ(z) and λ(π) are the transposes of the partitions sorting pz(1), pz(2), . . . , pz(n) and
qπ(1), qπ(2), . . . , qπ(n), respectively. It is straightforward to check that
pz(bi) = qπ(ai) = |{j ∈ Z : i < j, ai > aj}|
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for each i ∈ [l] with ai ≤ bi and that
pz(ai) = |{j ∈ Z : bj > ai ≥ aj}| = 1 + |{j ∈ Z : bj > ai > aj}|
qπ(bi) = |{j ∈ Z : bj > bi ≥ aj}| = 1 + |{j ∈ Z : bj > bi > aj}|
for each i ∈ [l] with ai < bi.
Let E be a set of pairwise disjoint 2-element subsets of Z with the property that {a, b} ∈ E if
and only if {a + n, b + n} ∈ E ; e.g., consider E = {{a, b} : a < b = z(a)}. In view of the previous
paragraph, to prove that µ(z) = λ(π), it suffices to show that there exists a bijection φ : E → E
with the following properties:
(i) If φ({a, b}) = {a+mn, b+mn} for m ∈ Z then m = 0.
(ii) φ({a, b}) = {a′, b′} if and only if φ({a+ n, b+ n}) = {a′ + n, b′ + n}.
(iii) If φ({a, b}) = {a′, b′} where a < b and a′ < b′ then the sets
RE(a, b) := {(x, y) ∈ E : x < b < y} and LE(a
′, b′) := {(x, y) ∈ E : x < a′ < y}
have the same number of elements.
(Only the second two properties are needed in the argument that follows; the first property is just
a convenient normalization.) We refer to such a map φ as a special matching for E .
We argue by contradiction that a special matching exists for any choice of E . (We suspect that
this might follow from known results, but we do not know of an appropriate reference, so include
a self-contained proof.) Let rank(E) be the number of equivalence classes in E under the relation
with {a, b} ∼ {a′, b′} if and only if a′− a = b′− b ∈ nZ. Suppose E is of minimal rank such that no
special matching exists. No pair {a, b} ∈ E with a < b can be such that
{(x, y) ∈ E : x < a < y < b} = {(x, y) ∈ E : a < x < b < y} = ∅,
since then any special matching for E − {{a +mn, b+mn} : m ∈ Z} would uniquely extend to a
special matching for E with {a, b} as a fixed point.
It follows that there must exist {a, b}, {a′, b′} ∈ E with a < a′ < b < b′ such that no {x, y} ∈ E
has a′ < x < b or a′ < y < b. First suppose a′ − a = b′ − b ∈ nZ, and form F from E by removing
{a+mn, b+mn} for all m ∈ Z. A special matching for F exists as rank(F) = rank(E)− 1, and it
is easy to see that this matching uniquely extends to a special matching on E with {a, b} as a fixed
point, as in the previous paragraph.
Alternatively, assume {a, b}+nZ and {a′, b′}+nZ are disjoint and form F from E by removing
{a +mn, b +mn} and {a′ +mn, b′ +mn} and then adding {a +mn, b′ +mn} for all m ∈ Z. A
special matching ψ for F again exists by hypothesis. Define φ : E → E to be the unique map with
properties (i) and (ii) such that:
• φ({a, b}) = {a′, b′}.
• If ψ({a, b′}) = {a, b′} then φ({a′, b′}) = {a, b}.
• If ψ({x, y}) = {a, b′} for {x, y} 6= {a, b′} then φ({x, y}) = {a, b}.
• If ψ({a, b′}) = {x, y} for {x, y} 6= {a, b′} then φ({a′, b′}) = {x, y}.
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• If {x, y} ∈ F and neither {x, y} nor ψ({x, y}) belongs to
{{a+mn, b′ +mn} : m ∈ Z},
then φ({x, y}) = ψ({x, y}).
We claim that φ is a special matching. To show this, first observe that
RE(a, b)− {{a
′, b′}} = LE(a
′, b′)− {{a, b}}
by construction, so |RE (a, b)| = |LE (a
′, b′)| as needed. Next, it is easy to see that |RE (a
′, b′)| =
|RF (a, b
′)| and |LE(a, b)| = |LF (a, b
′)|. Moreover, since we cannot have both a < x < b and a′ <
x < b′ or both a < y < b and a′ < y < b′ for any {x, y} ∈ E , it follows that |RE(x, y)| = |RF (x, y)|
and |LE(x, y)| = |LF (x, y)| for all {x, y} ∈ F − {{a +mn, b
′ +mn}. From these observations, it
is straightforward to check that |RE(x, y)| = |LE (x
′, y′)| whenever φ({x, y}) = {x′, y′}, so φ is a
special matching for E . We deduce from this contradiction that special matchings exist for any
choice of E , which finally lets us conclude that µ(z) = λ(π) = λ(αmax(z)
−1).
Recall the definition of the partial order ≺A from before Theorem 3.3.
Lemma 3.20. Suppose π, σ ∈ S˜n. If π ≺A σ then λ(π) < λ(σ) in dominance order.
Proof. Wemay assume that π−1 and σ−1 have windows that are identical except in three consecutive
positions i−1, i, and i+1, where π−1 = [· · · , c, a, b, · · · ] and σ−1 = [· · · , b, c, a, · · · ] for some integers
a < b < c. We then have c(π−1)j = c(σ
−1)j for j /∈ {i, i − 1, i + 1}, while c(π
−1)i−1 = c(σ
−1)i + 1,
c(π−1)i = c(σ
−1)i+1, c(π
−1)i+1 = c(σ
−1)i−1 − 1, and c(π
−1)i−1 > c(π
−1)i+1 ≥ c(π
−1)i. It follows
that the partition sorting c(π−1) exceeds the partition sorting c(σ−1) in dominance order. Since
dominance order is reversed by taking transposes, it follows that λ(π) < λ(σ).
Theorem 3.21. Suppose z ∈ I˜n. The following properties then hold:
(a) Fˆz ∈ mµ(z) +
∑
ν<µ(z)Nmν ⊂ Sym
(n).
(b) Fˆz ∈
(
Fµ(z)∗ +
∑
µ(z)∗<∗ν NFν
)
∩
(
Fµ(z) +
∑
ν<µ(z)NFν
)
.
In both parts, the symbol < again denotes the dominance order on partitions.
Proof. Given Lemmas 3.19 and 3.20, the result is immediate from Theorems 2.12 and 2.17.
Example 3.22. Again let z = t3,8 = [1, 2, 8,−1] ∈ S˜4, so that we have αmin(z) = [2, 3, 5, 0] and
αmax(z) = [1, 2, 4,−1]
−1. Then cˆ(z) = c(αmin(z)) = (1, 1, 2, 0) and c(αmax(z)
−1) = (1, 2, 0, 1) so
µ(z) = λ(αmax(z)) = (3, 1) and µ(z)
∗ = λ′(αmin(z)) = λ(αmin(z)
−1)∗ = (3, 1)∗.
The Grassmannian permutation π ∈ S˜4 with λ(π) = (3, 1) is π = [−3, 3, 4, 6]
−1 . Since π∗ =
[−1, 1, 2, 8]−1 has shape λ(π∗) = (1, 1, 1, 1), we have µ(z)∗ = (1, 1, 1, 1). This agrees with Theo-
rem 3.21 as Fˆz = m14 +m212 +m22 +m31 = F14 + F212 + F31.
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Some basic questions about involution Stanley symmetric functions remain open. The span of
the functions Fˆz as z ranges over the involutions in the finite group Sn ⊂ S˜n is well-understood:
this is precisely the vector space spanned by the Schur P -functions Pµ indexed by strict partitions
µ contained in the “shifted staircase” (n− 1, n − 3, n− 5, . . . ) [8, Corollary 5.22].
By contrast, it is an open problem to identify a basis for Q-span{Fˆz : z ∈ I˜n} ⊂ Sym
(n).
Computer calculations indicate that no subset of {Fˆz : z ∈ I˜n} gives a positive basis for this space,
that is, a basis in which every Fˆz can be expressed with positive coefficients. Thus, the question of
how to define the “Grassmannian” elements of I˜n is subtler than for S˜n.
We also remark that the type C Stanley symmetric functions for signed permutations also
generate the vector space spanned by the Schur P -functions. We do not know if there is a similar
parallel between our affine involution Stanley symmetric functions and the affine type C Stanley
symmetric functions considered in [20].
Finally, note that there are obvious “left-handed” versions of Propositions 2.6 and 3.9. These
statements would suggest ω+(Fˆz) =
∑
π∈A(z) Fπ−1 instead of Fˆz as the natural symmetric function
corresponding to z ∈ I˜n. Computations support the following conjecture, which implies that the
choice of left- or right-handed convention is immaterial.
Conjecture 3.23. If z ∈ I˜n then ω
+(Fˆz) = Fˆz, that is,
∑
π∈A(z) Fπ−1 =
∑
π∈A(z) Fπ.
4 Transition formulas
Given two elements π, σ ∈ S˜n, write π⋖σ if ℓ(σ) = ℓ(π)+1 and σ = πtij for some i < j 6≡ i (mod n).
The transitive closure of ⋖, denoted ≤, is the (strong) Bruhat order on S˜n. The relation π ⋖ πtij
is equivalent to the following more explicit condition:
Lemma 4.1 ([2, Proposition 8.3.6]). Fix π ∈ S˜n and integers i < j 6≡ i (mod n). One has π⋖ πtij
if and only if π(i) < π(j) and no integer e ∈ Z has i < e < j and π(i) < π(e) < π(j).
For π ∈ S˜n and r ∈ Z define the sets
Ψ−r (π) = {σ ∈ S˜n : π ⋖ σ = πtir for some integer i < r with i /∈ r + nZ},
Ψ+r (π) = {σ ∈ S˜n : π ⋖ σ = πtrj for some integer j > r with j /∈ r + nZ}.
(4.1)
Lam and Shimozono [19] proved the following transition formula for Fπ:
Theorem 4.2 (Lam and Shimozono [19, Theorem 7]). If π ∈ S˜n and r ∈ Z then∑
σ∈Ψ−r (π)
Fσ =
∑
σ∈Ψ+r (π)
Fσ
This result is an affine generalization of the transition formula of Lascoux and Schu¨tzenberger
[16] for Schubert polynomials. Lam and Shimozono originally hoped to use such identities to give
a direct, algebraic proof of Theorem 2.15, but an argument along these lines remains to be found
[19, §3.3]. Their transition formula has found other applications, however; see, e.g., [25].
Example 4.3. Suppose n = 4 and π = [1, 0, 2, 7] ∈ S˜4. Setting r = 3, we have
Ψ−3 (π) = {[2, 0, 1, 7], [1, 2, 0, 7]} = {πti,3 : i ∈ {1, 2}},
Ψ+3 (π) = {[1, 0, 7, 2], [−2, 0, 5, 7], [1,−2, 4, 7]} = {πt3,j : j ∈ {4, 5, 6}},
and F[2,0,1,7] + F[1,2,0,7] = F[1,0,7,2] + F[−2,0,5,7] + F[1,−2,4,7] = F213 + F221 + F312 + F32.
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The goal of this section is to prove an analogue of Theorem 4.2 for (affine) involution Stanley
symmetric functions. Let < denote the Bruhat order on S˜n and write ⋖I for the covering relation
of < restricted to I˜n, so that y ⋖I z for y, z ∈ I˜n if and only if {π ∈ I˜n : y ≤ π < z} = {y}. For
each pair of integers i < j 6≡ i (mod n), there are associated operators
τnij : I˜n → I˜n
that will play the role of multiplication by a reflection in the poset (I˜n, <). Just as π ⋖ σ only if
σ = πtij for some i, j, it will hold that y ⋖I z only if z = τ
n
ij(y) for some i, j. The description of
the maps τnij requires some auxiliary terminology.
Fix an involution y ∈ I˜n and integers i < j 6≡ i (mod n). Define Gij(y) to be the graph
with vertex set {i, j, y(i), y(j)} and edge set {{i, y(i)}, {j, y(j)}} \ {{i}, {j}}, in which the vertices
i and j are colored white and all other vertices are colored black. Let ∼ be the equivalence
relation on vertex-colored graphs with integer vertices in which G ∼ H if and only there exists a
graph isomorphism G → H which is an order-preserving bijection on vertex sets. Finally, writing
m ∈ {2, 3, 4} for the size of {i, j, y(i), y(j)}, define Dij(y) to be the unique vertex-colored graph on
[m] satisfying Dij(y) ∼ Gij(y).
There are twenty possibilities for Dij(y), which we draw by arranging the vertices in order from
left to right, using ◦ and • for the white and black vertices. For example, if y, z ∈ I˜n are involutions
such that y(i) < j = y(j) < i and i < z(j) < j < z(i), then
Dij(y) = • ◦ ◦ and Dij(z) = ◦ • ◦ • .
Observe that if i ≡ y(j) (mod n) then Dij(y) must be either
• ◦ ◦ • or ◦ • • ◦ or ◦ • • ◦ or • ◦ ◦ • .
In all other cases, i 6≡ y(j) (mod n). The following slightly rephrases [23, Definition 8.6]:
Definition 4.4. Fix y ∈ I˜n and i, j ∈ Z with i < j 6≡ i (mod n). We write
tii = tjj = 1, (◦, ◦) = tij, (◦, •) = ti,y(j), and (•, ◦) = ty(i),j .
Let y ∈ I˜n be the affine permutation fixing each integer in the set {i, j, y(i), y(j)} + nZ and acting
on all other integers as k 7→ y(k). Finally, define τnij(y) ∈ I˜n by
τnij(y) =

(◦, ◦) · y · (◦, ◦) if Dij(y) is • ◦ ◦ • or ◦ ◦ • • or • • ◦ ◦
(◦, •) · y · (◦, •) if Dij(y) is ◦ • • ◦ and i 6≡ y(j) (mod n)
(◦, ◦) · y if Dij(y) is ◦ • • ◦ and i ≡ y(j) (mod n)
(◦, ◦) · y if Dij(y) is ◦ ◦ or ◦ • ◦ or ◦ • ◦ or ◦ • • ◦
(◦, •) · y if Dij(y) is ◦ ◦ • or ◦ • ◦ •
(•, ◦) · y if Dij(y) is • ◦ ◦ or • ◦ • ◦
y otherwise.
Example 4.5. Let n = 8. Some examples of τnij(y) 6= y when i 6≡ y(j) (mod n):
• If y = t1,4t5,7 then τ
n
4,5(y) = t1,5t4,7 and τ
n
1,7(y) = τ
n
1,5(y) = τ
n
4,7(y) = t1,7.
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• If y = t1,5t4,7 then τ
n
1,7(y) = t1,7t4,5 and τ
n
2,3(y) = t1,5t2,3t4,7.
Some examples of τnij(y) 6= y when i ≡ y(j) (mod n):
• If y = t1,8 then τ
n
8,9(y) = t8,17 and τ
n
1,16(y) = t1,16.
• If y = t1,10 then τ
n
1,18(y) = t1,18.
The operators τnij are affine analogues of the “covering transformations” studied in [7, 15]. They
are related to the Bruhat order on affine involutions by the following theorem.
Theorem 4.6 ([23]). Suppose y, z ∈ I˜n. The following properties are equivalent:
(a) It holds that y ⋖I z.
(b) For each σ ∈ A(z), there exists an atom π ∈ A(y) with π ⋖ σ.
(c) One has ℓˆ(z) = ℓˆ(y) + 1 and z = τnij(y) for some i < j 6≡ i (mod n).
Proof. The equivalence of (a) and (b) holds by results in [12, 13]; see [23, Proposition 8.1 and
Lemma 8.2]. The equivalence of (a) of (c) holds by [23, Corollary 8.12].
One always has y ≤ τnij(y) [23, Lemma 8.8], but determining if y ⋖I τ
n
ij(y) can be complicated;
see [23, Proposition 8.9]. The following is often useful for this purpose:
Lemma 4.7 ([23]). Suppose y ∈ I˜n and i < j 6≡ i (mod n) are such that y 6= τ
n
ij(y). Assume
i 6≡ y(j) (mod n) and either y(i) ≤ i or j ≤ y(j). Then y ⋖I τ
n
ij(y) if and only if y ⋖ ytij.
Proof. This is the first half of [23, Proposition 8.9(a)].
The proof of our transition formula for Fˆy relies on two technical results, the first of which is
the following theorem.
Theorem 4.8 (Covering property). Suppose y, z ∈ I˜n and π ∈ A(y). Fix integers i < j 6≡ i (mod n)
such that π ⋖ πtij . Then πtij ∈ A(z) if and only if z = τ
n
ij(y) 6= y.
One half of this result is [23, Theorem 8.10]. We delay giving the proof of the other half until
Section 5.
As a shorthand in the following proposition, we write π−1 = —a— b—c— · · · —d— to mean
that π ∈ S˜n has π(a) < π(b) < π(c) < · · · < π(d).
Proposition 4.9. Suppose y ∈ I˜n and π ∈ A(y). Fix integers i < j 6≡ i (mod n) such that π⋖πtij
and τnij(y) = y. One of the following cases then occurs:
(A1) Dij(y) is ◦ ◦ • and π
−1 = —y(i)— i— j—.
(A2) Dij(y) is ◦ ◦ • • and π
−1 = —y(j)—y(i)— i— j—.
(A3) Dij(y) is ◦ • ◦ • and π
−1 = —y(i)— i— j—y(j)—.
(B1) Dij(y) is • ◦ ◦ and π
−1 = — i— j—y(j)—.
(B2) Dij(y) is • ◦ • ◦ and π
−1 = —y(i)— i— j—y(j)—.
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(B3) Dij(y) is • • ◦ ◦ and π
−1 = — i—j—y(j)—y(i)—.
(C1) Dij(y) is ◦ ◦ • • and π
−1 = —y(i)— i—y(j)— j—.
(C2) Dij(y) is • • ◦ ◦ and π
−1 = — i—y(i)— j—y(j—.
Observe that in each case we have i 6≡ y(j) (mod n).
Proof. The only way one can have y = τnij(y) outside the given cases is if y(j) = i < j = y(i) or
y(j) < i < j < y(i), but then Theorem 3.5 implies that π ∈ A(y) has π(j) < π(i), so it cannot hold
that π⋖πtij. When y corresponds to the one of the given cases, the possibilities for π ∈ A(y) with
π ⋖ πtij are completely determined by Lemma 4.1 and Theorem 3.5.
This sets up the statement of our second technical theorem.
Theorem 4.10 (Toggling property). Suppose y ∈ I˜n and π ∈ A(y). Fix integers i < j 6≡ i (mod n)
such that π ⋖ πtij and y = τ
n
ij(y). Relative to the statement of Proposition 4.9, define
k =
{
j in cases (A1)-(A3)
y(j) in cases (B1)-(B3), (C1), (C2),
l =
{
y(i) in cases (A1)-(A3), (C1), (C2)
i in cases (B1)-(B3).
Then k < l 6≡ k (mod n) and π 6= πtijtkl ∈ A(y) and y = τ
n
kl(y).
Remark 4.11. If the product si1 · · · sim is not reduced but si1 · · · ŝij · · · sim is a reduced expression
for some π ∈ S˜n, where ŝij denotes the omission of one factor, then there exists a unique index
j 6= k such that si1 · · · ŝik · · · sim is also a reduced expression for π [19, Lemma 21]. In fact, Lam
and Shimozono prove in [19] that this property, stated in slightly more general language, holds for
arbitrary Coxeter systems.
Fix y ∈ I˜n. Theorem 4.10 implies that if si1 · · · sim is not a reduced word for any atom of
any z ∈ I˜n, and si1 · · · ŝij · · · sim is a reduced expression for some π ∈ A(y), then there exists an
index j 6= k such that si1 · · · ŝik · · · sim is a reduced expression for some (possibly different) atom
σ ∈ A(y). We suspect but do not know how to prove that k is again uniquely determined; see [7,
Conjecture 3.42]. This at least holds if y ∈ In ⊂ I˜n [7, Lemma 3.34].
The proof of Theorem 4.10 is at the end of Section 5. We turn to some easier lemmas.
Lemma 4.12. Let y ∈ I˜n. Suppose i < j 6≡ i (mod n) and k < l 6≡ k (mod n) are integers with
τnij(y) = τ
n
kl(y) 6= y. Then some m ∈ Z is such that k +mn ∈ {i, y(i)} and l +mn ∈ {j, y(j)}.
Proof. This follows by inspecting Definition 4.4.
Let Ref(S˜n) = {tij ∈ S˜n : i < j 6≡ i (mod n)} be the set of reflections in S˜n.
Lemma 4.13. Suppose y, z ∈ I˜n and y ⋖I z. The map (π, t) 7→ πt is a bijection from the set of
pairs (π, t) ∈ A(y)× Ref(S˜n) with π ⋖ πt and t = tij where z = τ
n
ij(y) to the set of atoms A(z).
Proof. Theorems 4.6 and 4.8 imply that the given map is surjective. To prove that the map is
injective, fix integers i < j 6≡ i (mod n) and k < l 6≡ l (mod n) and suppose π1, π2 ∈ A(y) are
such that π1tij = π2tkl ∈ A(z) and z = τ
n
ij(y) = τ
n
kl(y). By Lemma 4.12, we may assume that
k ∈ {i, y(i)} and l ∈ {j, y(j)}. We must show that tij = tkl and π1 = π2. There are four cases:
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(1) i and j are fixed points of y, in which case i = k and j = l.
(2) i but not j is a fixed point of y, in which case i = k.
(3) j but not i is a fixed point of y, in which case j = l.
(4) i and j are not fixed points of y.
In case (1), it clearly holds that tij = tkl and π1 = π2. Suppose we are in case (2). If j = l then
we have tij = tkl and π1 = π2 as before. If y(j) = l then i < min{j, y(j)} and i 6≡ y(j) (mod n), so
Theorem 3.5 implies that π1(i) < π1(y(j)) and π2(i) < π2(j), which leads to the contradiction
π2(i) = π1tijtkl(i) = π1tij(y(j)) = π1(y(j)) > π1(i) = π2tkltij(i) = π2tkl(j) = π2(j).
We deduce that tkl = tij and π1 = π2 in case (2), as desired. In case (3), the same conclusion
follows by a symmetric argument.
Finally suppose we are in case (4). Since y 6= τnij(y), consulting Definition 4.4 shows that we must
have min{i, y(i)} < min{j, y(j)} and max{i, y(i)} < max{j, y(j)}, so it follows from Theorem 3.5
that π1(a) < π1(b) and π2(a) < π2(b) for all a ∈ {i, y(i)} = {k, y(k)} and b ∈ {j, y(j)} = {l, y(l)}.
If i = k < l = y(j) or y(i) = k < l = j, then it must hold that i 6≡ y(j) (mod n) and we derive the
contradiction π2(i) > π2(j) as in the previous cases. If y(i) = k < l = y(j) and i 6≡ y(j) (mod n)
then we have the same contradiction π2(i) = π1(j) > π1(i) = π2(j). The only way we can have
y(i) = k < l = y(j) and i ≡ y(j) (mod n) is if max{i, y(i)} < min{j, y(j)}, but then τnij(y) 6= τ
n
kl(y).
The only remaining possibility is to have tij = tkl, in which case π1 = π2 as desired.
Fix y ∈ I˜n. For r ∈ Z, define
Φ−r (y) =
{
z ∈ I˜n : y ⋖I z = τ
n
ir(y) for some i < r with i /∈ {r, y(r)} + nZ
}
,
Φ+r (y) =
{
z ∈ I˜n : y ⋖I z = τ
n
rj(y) for some j > r with j /∈ {r, y(r)} + nZ
}
.
(4.2)
In the cases of primary interest, these natural analogues of (4.1) have a simpler description.
Lemma 4.14. Suppose y ∈ I˜n and (p, q) ∈ Cyc(y) := {(i, j) ∈ Z× Z : i ≤ j = y(i)}. Then:
(a) Φ−p (y) =
{
τnip(y) : i < p and i /∈ {p, q}+ nZ and y ⋖ ytip
}
.
(b) Φ+q (y) =
{
τnqj(y) : j > q and j /∈ {p, q}+ nZ and y ⋖ ytqj
}
.
(c) Φ−p (y) ⊃ Φ
−
q (y) and Φ
+
p (y) ⊂ Φ
+
q (y) and Φ
−
p (y) ∩ Φ
+
q (y) = ∅.
Proof. Parts (a) and (b) are immediate corollaries of Theorem 4.7. To show that Φ−p (y) ⊃ Φ
−
q (y),
let (p, q) ∈ Cyc(y). It suffices to check that if j < q and j /∈ {p, q} + nZ and y 6= τnjq(y) then there
exists i < p with i /∈ {p, q} + nZ and τnip(y) = τ
n
jq(y). This is straightforward from Definition 4.4.
The proof that Φ+p (y) ⊂ Φ
+
q (y) is similar. Finally, the sets Φ
−
p (y) and Φ
+
q (y) are disjoint because
we can only have τnip(y) = τ
n
qj(y) if i, j ∈ {p, q}+ nZ by Lemma 4.12.
We now present our transition formula for Fˆy. This is both an involution analogue of Theo-
rem 4.2 and an affine generalization of [8, Theorem 3.10]. The latter result is itself the “stable
limit” of a transition formula for involution Schubert polynomials [7, Theorem 1.5].
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Theorem 4.15. Suppose y ∈ I˜n and p, q ∈ Z are such that p ≤ q = y(p). Then∑
z∈Φ−p (y)
Fˆz =
∑
z∈Φ+q (y)
Fˆz .
Proof. If i < p 6≡ i (mod n) and i ∈ q + nZ, then tip = tqj where q < j = p + q − i ∈ p + nZ.
Likewise, if i < q 6≡ i (mod n) and i ∈ p + nZ, then tiq = tpj where p < j = p+ q − i ∈ p+ nZ. In
view of these observations, Lam and Shimozono’s transition formula (Theorem 4.2) implies that
∑
π∈A(y)
 ∑
i<p
π⋖πtip
Fπtip +
∑
i<q
π⋖πtiq
Fπtiq
 = ∑
π∈A(y)
 ∑
p<i
π⋖πtpi
Fπtpi +
∑
q<i
π⋖πtqi
Fπtqi
 (4.3)
where the inner sums range over integers i /∈ {p, q}+ nZ.
We examine the left side of (4.3). Suppose π ∈ A(y) and i, j /∈ {p, q} + nZ are such that
i < p and j < q and π ⋖ πtip and π ⋖ πtjq. Theorem 4.8 implies that πtip (respectively, πtjq) is
an atom for some z ∈ I˜n if and only if y 6= z = τ
n
ip(y) (respectively, y 6= z = τ
n
jq(y)), in which
case z ∈ Φ−p (y) by Theorem 4.6 and Lemma 4.14(c). Conversely, if z ∈ Φ
−
p (y), then it follows by
Lemmas 4.12 and 4.13 that there exists a unique integer i /∈ {p, q} + nZ with either i < p and
π⋖πtip ∈ A(z) or i < q and π⋖πtiq ∈ A(z). We conclude that the left side of (4.3) can be rewritten
as
∑
z∈Φ−p (y)
Fˆz +
∑
(π,i,j)∈N− Fπtij where N
− is the set of triples (π, i, j) ∈ A(y) × Z × Z with
i < j ∈ {p, q} and i /∈ {p, q}+nZ and π⋖ πtij and τ
n
ij(y) = y. By a symmetric argument, the right
side of (4.3) is
∑
z∈Φ+q (y)
Fˆz+
∑
(π,i,j)∈N+ Fπtij where N
+ is the set of triples (π, i, j) ∈ A(y)×Z×Z
with j > i ∈ {p, q} and j /∈ {p, q} + nZ and π ⋖ πtij and τ
n
ij(y) = y. It therefore suffices to show
that
∑
(π,i,j)∈N− Fπtij =
∑
(π,i,j)∈N+ Fπtij . In fact, we will show that these sums involve the same
set of Stanley symmetric functions Fσ.
Let N ⊃ N± be the set of triples (π, i, j) ∈ A(y) × Z × Z with i < j 6≡ i (mod n) and
π ⋖ πtij and τ
n
ij(y) = y. Given (π, i, j) ∈ N , let k < l 6≡ k (mod n) be as in Theorem 4.10 so that
π 6= πtijtkl ∈ A(y) and τ
n
kl(y) = y, and let θ(π, i, j) = (πtijtkl, k, l). This evidently defines a map
θ : N → N . It is a straightforward but tedious exercise to work through the cases in Proposition 4.9
to check that θ is actually an involution; the details are left to the reader. Given this property, it
follows from Theorem 4.10 that θ restricts to a bijection N− → N+. Since θ(π1, i, j) = (π2, k, l)
implies that π1tij = π2tkl, we deduce that
∑
(π,i,j)∈N− Fπtij =
∑
(π,i,j)∈N+ Fπtij as needed.
Example 4.16. Suppose n = 4 and
y =
•
1
•2
•3
•4 = t3,8 = [1, 2, 8,−1] ∈ I˜4.
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Setting p = q = 2, we have
Φ−2 (y) =

•
1
•2
•3
•4
 = {t1,2t3,8} =
{
τ41,2(y)
}
,
Φ+2 (y) =

•
1
•2
•3
•4 ,
•
1
•2
•3
•4
 = {t2,8, t2,5t3,8} =
{
τ42,3(y), τ
4
2,5(y)
}
,
and Fˆ[2,1,8,−1] = Fˆ[1,8,3,−2] + Fˆ[−2,5,8,−1] = F15 + F213 + F221 + F312 + F32.
Example 4.17. Suppose n = 5 and
y =
•
1
•2
•3•4
•5 = t2,8t4,10 = [1, 8,−3, 10,−1] ∈ I˜5.
Setting (p, q) = (2, 8), we have
Φ−2 (y) =

•
1
•2
•3•4
•5 ,
•
1
•2
•3•4
•5

= {t2,5t4,13, t1,8t4,10} =
{
τ5−1,2(y), τ
5
1,2(y)
}
,
Φ+8 (y) =

•
1
•2
•3•4
•5 ,
•
1
•2
•3•4
•5
 = {t2,9t3,10, t2,10t4,8} =
{
τ58,9(y), τ
5
8,10(y)
}
,
and Fˆ[1,5,−6,13,2] + Fˆ[8,2,−4,10,−1] = Fˆ[1,9,10,−3,−2] + Fˆ[1,10,−1,8,−3] = F217 + F2215 + F2313 + 2F241 +
F316 + F3214 + 3F32212 + F323 + F3213 + 2F3221 + F33 + F4213 + F4221 + F4312 + F432.
Let R(π) denote the set of reduced expressions for π ∈ S˜n, and define Rˆ(z) =
⊔
π∈A(z)R(π) for
z ∈ I˜n. Elements of Rˆ(z) are called involution words in [5, 6]. The same sequences, read in reverse
order, are referred to as reduced S-expressions in [10, 13] and reduced I∗-expressions in [11, 21].
Corollary 4.18. If y ∈ I˜n, p, q ∈ Z, and p ≤ q = y(p), then
∑
z∈Φ−p (y)
|Rˆ(z)| =
∑
z∈Φ+q (y)
|Rˆ(z)|.
Proof. The size of R(π) is the coefficient of each square-free monomial in Fπ, so |Rˆ(z)| is the
coefficient of each square-free monomial in Fˆz, and the corollary follows from Theorem 4.15.
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Remark 4.19. It is possible to give a bijective proof of the preceding identity using an affine
generalization of the “involution Little map” described in [7, §3.3]. We omit this material since
the arguments for the affine case are essentially unchanged, except that one substitutes Lam and
Shimozono’s affine bumping algorithm [19] for the classical Little map in a few obvious places. In
addition, since we do not yet have a good analogue of wiring diagrams for the elements of Rˆ(z), the
involution Little map is unsatisfyingly nonconstructive. Finding a more efficient way of representing
involution words and computing the involution Little map is an open problem of interest.
5 Proof of covering and toggling properties
This section contains the proofs of our main technical results, Theorems 4.8 and 4.10.
5.1 Self-contained arguments
We split the proof of Theorem 4.8 across four lemmas in this and the next subsection. In each
lemma, we adopt the following hypothesis:
Hypothesis 5.1. Let y ∈ I˜n and π ∈ A(y), fix integers i < j 6≡ i (mod n) and define z = τ
n
ij(y),
and assume that π ⋖ πtij and y 6= z.
Lemma 5.2. Assume the conditions in Hypothesis 5.1. In addition, suppose that i ≡ y(j) (mod n)
and y(i) < i < j < y(j). Then πtij ∈ A(z).
Proof. Let i0 = i and j0 = y(i) and define im = i0 + mn and jm = j0 + mn for m ∈ Z. Let
A = {(jm, im) : m ∈ Z}, B = {(im, jm+2) : m ∈ Z}, and C = {(a, b) ∈ Cyc(y) : a, b /∈ {i, j} + nZ}.
Then Cyc(y) = A ⊔C and Cyc(z) = B ⊔ C. Theorem 3.5 implies that
π(im) < π(jm) < π(im+1) < π(jm+1) for all m ∈ Z.
Let t = tij. Since π ⋖ πt, Lemma 4.1 implies that j = j1 and y(j) = i1. We have
πt(jm+1) < πt(im−1) < πt(jm+2) < πt(im) for all m ∈ Z
and π(a) = πt(a) and y(a) = z(a) for all integers a /∈ {i, j} + nZ. The conditions in Theorem 3.5
therefore hold for πt relative to z for all cycles (a, b), (a′, b′) ∈ B and all cycles (a, b), (a′, b′) ∈ C.
Hence, to show that πt ∈ A(z), it suffices by Theorem 3.5 to check for all (a, b) ∈ C that:
(1) If i < a ≤ b < j + n then we do not have π(i+ n) < π(a) < π(j) or π(i+ n) < π(b) < π(j).
(2) If a < i < j + n < b then we do not have π(b) < π(i+ n) < π(a) or π(b) < π(j) < π(a).
(3) If i < a and j + n < b then π(j) < π(b).
(4) If a < i and b < j + n then π(a) < π(i+ n).
Since (j − n, i), (j, i + n) ∈ Cyc(y) and π ∈ A(y), Theorem 3.5 has the following implications:
• If i < a ≤ b < j < i+ n < j + n then π(i) < π(b) ≤ π(a) < π(j).
• If i < a < j < b < i+ n < j + n then π(i) < π(b) < π(a) < π(j).
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• If i < a < j < i+n < b < j+n then either π(i) < π(a) < π(j) or π(i+n) < π(b) < π(j+n).
• If i < j < a ≤ b < i+ n < j + n then the conditions in (1) must hold.
• If i < j < a < i+ n < b < j + n then π(i+ n) < π(b) < π(a) < π(j + n).
• If i < j < i+ n < a ≤ b < j + n then π(i+ n) < π(b) ≤ π(a) < π(j + n).
In the fourth case the desired conditions hold, while all of the other cases contradict Lemma 4.1
since π ⋖ πtij. We conclude that property (1) holds.
Property (2) follows from Theorem 3.5 since π ∈ A(y) and if a < i < j + n < b then a < j <
i+n < b and y(j) = i+n. To check property (3), suppose i < a and j+n < b. Theorem 3.5 implies
that π(i) < π(b) ≤ π(a), that if j < a then π(j) < π(b), and that if i < a < j then we do not have
π(b) < π(j) < π(a). Thus, either π(j) < π(b) or both i < a < j and π(i) < π(b) ≤ π(a) < π(j).
The latter conditions contradict Lemma 4.1, so π(j) < π(b) as desired. Property (4) holds by a
symmetric argument.
Lemma 5.3. Assume the conditions in Hypothesis 5.1. In addition, suppose that i ≡ y(j) (mod n)
and i < y(i) < y(j) < j. Then πtij ∈ A(z).
Proof. Let i0 = i and j0 = y(i) and define im = i0 + mn and jm = j0 + mn for m ∈ Z. Let
A = {(im, jm) : m ∈ Z}, B = {(im, jm+1) : m ∈ Z}, and C = {(a, b) ∈ Cyc(y) : a, b /∈ {i, j} + nZ}.
Then Cyc(y) = A ⊔C and Cyc(z) = B ⊔ C. Theorem 3.5 implies that
π(jm) < π(im) < π(jm+1) < π(im+1) for all m ∈ Z.
Let t = tij. Since π ⋖ πt, Lemma 4.1 implies that j = j1 and y(j) = i1. We have
πt(im−1) < πt(jm+1) < πt(im) < πt(jm+2) for all m ∈ Z
and π(a) = πt(a) and y(a) = z(a) for all integers a /∈ {i, j} + nZ. The conditions in Theorem 3.5
therefore hold for πt relative to z for all cycles (a, b), (a′, b′) ∈ B and all cycles (a, b), (a′, b′) ∈ C.
Hence, to show that πt ∈ A(z), it suffices by Theorem 3.5 to check for all (a, b) ∈ C that:
(1) If i < a ≤ b < j then we do not have π(i) < π(a) < π(j) or π(i) < π(b) < π(j).
(2) If a < i < j < b then we do not have π(b) < π(i) < π(a) or π(b) < π(j) < π(a).
(3) If i < a and j < b then π(j) < π(b).
(4) If a < i and b < j then π(a) < π(i).
Property (1) holds by Lemma 4.1 since π ⋖ πt. Property (2) follows from Theorem 3.5 since
π ∈ A(y) and if a < i < j < b then a < i < y(i) < b and a < y(j) < j < b. To check property
(3), suppose i < a and j < b. Theorem 3.5 implies that π(i) < π(b) ≤ π(a), that if y(j) < a then
π(j) < π(y(j)) < π(b), and that if i < a < y(j) then we do not have π(b) < π(j) < π(a). Thus,
either π(j) < π(b) or both i < a < y(j) < j and π(i) < π(b) ≤ π(a) < π(j). The latter conditions
contradict Lemma 4.1, so π(j) < π(b) as desired. Property (4) holds by a symmetric argument.
Lemma 5.4. Assume the conditions in Hypothesis 5.1. In addition, suppose that i ≡ y(j) (mod n)
and i < y(j) < y(i) < j. Then πtij ∈ A(z).
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Proof. Let i0 = i and j0 = y(i) and define im = i0 + mn and jm = j0 + mn for m ∈ Z. Let
A = {(im, jm) : m ∈ Z}, B = {(im, jm+1) : m ∈ Z}, and C = {(a, b) ∈ Cyc(y) : a, b /∈ {i, j} + nZ}.
Then Cyc(y) = A ⊔C and Cyc(z) = B ⊔ C. Theorem 3.5 implies that
π(jm) < π(im) < π(im+1) < π(jm+1) for all m ∈ Z.
Let t = tij. Since π ⋖ πt, Lemma 4.1 implies that j = j1 and y(j) = i1. We have
πt(jm+1) < πt(im) < πt(jm+2) < πt(im+1) for all m ∈ Z
and π(a) = πt(a) and y(a) = z(a) for all integers a /∈ {i, j} + nZ. The conditions in Theorem 3.5
therefore hold for πt relative to z for all cycles (a, b), (a′, b′) ∈ B and all cycles (a, b), (a′, b′) ∈ C.
Hence, to show that πt ∈ A(z), it suffices by Theorem 3.5 to check for all (a, b) ∈ C that:
(1) If i < a ≤ b < j then we do not have π(i) < π(a) < π(j) or π(i) < π(b) < π(j).
(2) If a < i < j < b then we do not have π(b) < π(i) < π(a) or π(b) < π(j) < π(a).
(3) If i < a and j < b then π(j) < π(b).
(4) If a < i and b < j then π(a) < π(i).
Property (1) holds by Lemma 4.1 since π ⋖ πt. Property (2) follows from Theorem 3.5 since
π ∈ A(y) and if a < i < j < b then a < i < y(i) < b and a < y(j) < j < b. To check property
(3), suppose i < a and j < b. Theorem 3.5 implies that π(i) < π(b) ≤ π(a), that if y(j) < a then
π(j) < π(y(j)) < π(b), and that if i < a < y(j) then we do not have π(b) < π(j) < π(a). Thus,
either π(j) < π(b) or both i < a < y(j) < j and π(i) < π(b) ≤ π(a) < π(j). The latter conditions
contradict Lemma 4.1, so π(j) < π(b) as desired. Property (4) holds by a symmetric argument.
5.2 Computer-assisted arguments
In principle, the arguments needed to resolve the remaining cases in the proofs of Theorems 4.8
and 4.10 are entirely analogous to the methods in the previous section. In practice, however, these
arguments are too complicated to carry out by hand. We explain in this section how to convert
our analysis into a finite computer calculation.
Let P be the set of positive integers. Given m ∈ P, let [±m] = {±1,±2, . . . ,±m}.
Definition 5.5. Fix m ∈ P and let P , Q, and R be formal symbols. A virtual permutation of rank
m is a tuple (̟,M,D,S) where ̟ ∈ Sm and M, D, S are maps of the following types:
• M is a map from linear extensions of the orders {1 ≺ 2 ≺ · · · ≺ m}, {−1 ≺ −2 ≺ · · · ≺ −m},
and {−1 ≺ 1,−2 ≺ 2, . . . ,−m ≺ m} to sets of linear extensions of the orders {̟1 ≺ ̟2 ≺
· · · ≺ ̟m}, {−̟1 ≺ −̟2 ≺ · · · ≺ −̟m}, and {−1 ≺ 1,−2 ≺ 2, . . . ,−m ≺ m}.
• D is a map from linear extensions of {1 ≺ 2 ≺ · · · ≺ m} and {P ≺ Q} to sets of linear orders
of [m] ⊔ {P,Q} extending {̟1 ≺ ̟2 ≺ · · · ≺ ̟m}.
• S is a map from linear orders of [m] ⊔ {R} extending {1 ≺ 2 ≺ · · · ≺ m} to sets of linear
orders of [m] ⊔ {R} extending {̟1 ≺ ̟2 ≺ · · · ≺ ̟m}.
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Let ⊳ denote a generic element of the domain ofM, D, or S. For σ ∈ Sm, define σM to be the
map with the same domain as M, in which (σM)(⊳) is obtained by applying the transformation
with i 7→ σ(i) and −i 7→ −σ(i) for i ∈ [m] to each linear order in M(⊳). For example, if σ = 132
and M(⊳) = {{−3 ≺ 3 ≺ −2 ≺ −1 ≺ 2 ≺ 1}, {−3 ≺ −2 ≺ −1 ≺ 3 ≺ 2 ≺ 1}} then
(σM)(⊳) = {{−2 ≺ 2 ≺ −3 ≺ −1 ≺ 3 ≺ 1}, {−2 ≺ −3 ≺ −1 ≺ 2 ≺ 3 ≺ 1}}
Similarly, define σD and σS to be the maps with the same domains as D and S, in which the sets
(σD)(⊳) and (σS)(⊳) are obtained by applying the transformation with i 7→ σ(i) for i ∈ [m] and
P 7→ P and Q 7→ Q and R 7→ R to each linear order in D(⊳) and S(⊳), respectively. Finally, given
a virtual permutation (̟,M,D,S) of rank m and σ ∈ Sm, let
(̟,M,D,S) · σ = (σ−1̟,σ−1M, σ−1D, σ−1S).
This defines a right action of Sm on the set of virtual permutations of rank m.
Fix an involution y ∈ Im and define Cyc(y) = {(a, b) ∈ [m] × [m] : a ≤ b = y(a)}. A virtual
permutation (̟,M,D,S) of rank m is a virtual atom for y if the following conditions hold:
1. One has ̟−1 ∈ A(y).
2. For each linear order ⊳ in the domain of M, each linear order ≺ ∈ M(⊳), and each
(a, b), (a′, b′) ∈ Cyc(y) the following conditions hold:
(a) If −a ⊳ a′ and −b ⊳ b′ then −a ≺ b′.
(b) If a ⊳ −a′ and b ⊳ −b′ then a ≺ −b′.
3. For each linear order ⊳ in the domain of D and each linear order ≺ ∈ D(⊳), we have Q ≺ P
and for each (a, b) ∈ Cyc(y) the following conditions hold:
(a) If a ⊳ P ⊳ Q ⊳ b then we do not have b ≺ P ≺ a or b ≺ Q ≺ a.
(b) If P ⊳ a ⊳ b ⊳ Q then we do not have Q ≺ a ≺ P or Q ≺ b ≺ P .
(c) If a ⊳ P and b ⊳ Q then a ≺ Q.
(d) If P ⊳ a and Q ⊳ b then P ≺ b.
4. For each linear order ⊳ in the domain of D, each linear order ≺ ∈ D(⊳), and each (a, b) ∈
Cyc(y), the following conditions hold:
(a) If a ⊳ R ⊳ b then we do not have b ≺ R ≺ a or b ≺ R ≺ a.
(b) If b ⊳ R then a ≺ R.
(c) If R ⊳ a and R ≺ b.
Suppose Π = (̟,M,D,S) is a virtual permutation of rank m. Let E =M⊔D ⊔ S and define
Cov(Π) to be the set of pairs (i, j) ∈ [m] × [m] with i < j and ̟−1(i) < ̟−1(j), such that i and
j are consecutive in each linear order ≺ ∈ E(⊳) for each linear order ⊳ in the domain of E , and
such that −i and −j are consecutive in each linear order ≺ ∈M(⊳) for each linear order ⊳ in the
domain of M.
Suppose Π′ = (̟′,M′,D′,S ′) is another virtual permutation and E ′ = M′ ⊔ D′ ⊔ S ′. We say
that Π′ contains Π and write Π ⊂ Π′ if ̟ = ̟′ ∈ Sm and E(⊳) ⊂ E
′(⊳) for each linear order in
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the common domain of E and E ′. This definition of containment gives rise to obvious notions of
virtual permutations that are minimal or maximal with respect to a given property. If σ ∈ Sm and
Π ⊂ Π′ then clearly Π · σ ⊂ Π′ · σ. Likewise, if Π′ is a virtual atom for y ∈ Im and Π ⊂ Π
′, then Π
is also a virtual atom for y.
We can now reduce our last technical lemma to a finite calculation.
Lemma 5.6. Assume the conditions in Hypothesis 5.1. In addition, suppose that the sets {i, y(i)}+
nZ and {j, y(j)} + nZ are disjoint. Then πtij ∈ A(z).
Proof. Let E = {i, j, y(i), y(j)} and m = |E|. Write φE : [m] → E and ψE : E → [m] for
the corresponding order-preserving bijections. The elements of E represent distinct congruence
classes modulo n and y(E) = E. Writing a, b for generic elements of [m] or [±m], we define
Vir(π, y,E) = (̟,M,D,S) to be the minimal virtual permutation with the following properties:
• ̟ is the permutation in Sm with ̟−1(a) < ̟−1(b) if and only if π ◦ φE(a) < π ◦ φE(b).
• For each k ∈ P, if θ : [±m] → (E − kn) ⊔ E has θ(a) = φE(a) and θ(−a) = φE(a) − kn for
a ∈ [m], and ⊳ is the linear order of [±m] with a ⊳ b if and only if θ(a) < θ(b), then M(⊳)
contains the linear order ≺ of [±m] with a ≺ b if and only if π ◦ θ(a) < π ◦ θ(b).
• For all integers p, q /∈ E + nZ with p < q = y(q), if θ : [m] ⊔ {P,Q} → E ⊔ {p, q} is the
bijection with θ(a) = φE(a) for a ∈ [m] and θ(P ) = p and θ(Q) = q, and ⊳ is the linear order
of [m] ⊔ {P,Q} with a ⊳ b if and only if θ(a) < θ(b), then D(⊳) contains the linear order ≺
of [m] ⊔ {P,Q} with a ≺ b if and only if π ◦ θ(a) < π ◦ θ(b).
• For all integers r /∈ E + nZ with r = y(r), if θ : [m] ⊔ {R} → E ⊔ {r} is the bijection with
θ(a) = φE(a) for a ∈ [m] and θ(R) = r, and ⊳ is the linear order of [m] ⊔ {R} with a ⊳ b if
and only if θ(a) < θ(b), then S(⊳) contains the linear order ≺ of [m]⊔ {R} with a ≺ b if and
only if π ◦ θ(a) < π ◦ θ(b).
Let y′ = ψE ◦ y ◦ φE ∈ Im and i
′ = ψE(i) and j
′ = ψE(j). Theorem 3.5 and Corollary 3.6 imply
that Vir(π, y,E) is a virtual atom for y′ and Lemma 4.1 implies that (i′, j′) ∈ Cov(Vir(π, y,E)).
Since y(a) = z(a) and w(a) = wtij(a) for all integers a /∈ E + nZ, we have Vir(π, y,E) · (i
′, j′) =
Vir(πtij , z, E) and it follows from Theorem 3.5 that if this virtual permutation is a virtual atom for
z′ := ψE ◦ z ◦ φE ∈ Im then πtij ∈ A(z). It therefore suffices to show that if Π is a virtual atom for
y′ that is maximal among those with (i′, j′) ∈ Cov(Π), then Π · (i′, j′) is a virtual atom for z′.
This is a finite calculation: there are only 12 possibilities for y′, z′, and 1 ≤ i′ < j′ ≤ m;
in each case there is only one maximal virtual atom Π for y′ with (i′, j′) ∈ Cov(Π); and it is
a straightforward calculation to check that Π · (i′, j′) is a virtual atom for z′. For example, if
y′ = (1)(2) ∈ I2 and i
′ = 1 and j′ = 2, then z′ = (1, 2) and we must have Π = (̟,M,D,S) where
̟ = 12,
M =
{
{−1 ⊳ 1 ⊳ −2 ⊳ 2} 7→ ∅
{−1 ⊳ −2 ⊳ 1 ⊳ 2} 7→ {{−1 ≺ −2 ≺ 1 ≺ 2}},
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D =

{1 ⊳ 2 ⊳ P ⊳ Q} 7→ {{1 ≺ 2 ≺ Q ≺ P}}
{1 ⊳ P ⊳ 2 ⊳ Q} 7→ {{1 ≺ 2 ≺ Q ≺ P}}
{P ⊳ 1 ⊳ 2 ⊳ Q} 7→ {{1 ≺ 2 ≺ Q ≺ P}, {1 ≺ Q ≺ P ≺ 2}, {Q ≺ P ≺ 1 ≺ 2}}
{1 ⊳ P ⊳ Q ⊳ 2} 7→ ∅
{P ⊳ 1 ⊳ Q ⊳ 2} 7→ {{Q ≺ P ≺ 1 ≺ 2}}
{P ⊳ Q ⊳ 1 ⊳ 2} 7→ {{Q ≺ P ≺ 1 ≺ 2}},
S =

{1 ⊳ 2 ⊳ R} 7→ {1 ≺ 2 ≺ R}
{1 ⊳ R ⊳ 2} 7→ ∅
{R ⊳ 1 ⊳ 2} 7→ {R ≺ 1 ≺ 2}.
In this case we have Π · (i′, j′) = (̟′,M′,D′,S ′) where
̟′ = 21,
M′ =
{
{−1 ⊳ 1 ⊳ −2 ⊳ 2} 7→ ∅
{−1 ⊳ −2 ⊳ 1 ⊳ 2} 7→ {{−2 ≺ −1 ≺ 2 ≺ 1}},
D′ =

{1 ⊳ 2 ⊳ P ⊳ Q} 7→ {{2 ≺ 1 ≺ Q ≺ P}}
{1 ⊳ P ⊳ 2 ⊳ Q} 7→ {{2 ≺ 1 ≺ Q ≺ P}}
{P ⊳ 1 ⊳ 2 ⊳ Q} 7→ {{2 ≺ 1 ≺ Q ≺ P}, {2 ≺ Q ≺ P ≺ 1}, {Q ≺ P ≺ 2 ≺ 1}}
{1 ⊳ P ⊳ Q ⊳ 2} 7→ ∅
{P ⊳ 1 ⊳ Q ⊳ 2} 7→ {{Q ≺ P ≺ 2 ≺ 1}}
{P ⊳ Q ⊳ 1 ⊳ 2} 7→ {{Q ≺ P ≺ 2 ≺ 1}},
S ′ =

{1 ⊳ 2 ⊳ R} 7→ {2 ≺ 1 ≺ R}
{1 ⊳ R ⊳ 2} 7→ ∅
{R ⊳ 1 ⊳ 2} 7→ {R ≺ 2 ≺ 1}.
One can check directly that this is a virtual atom for z′. The relevant analysis for the other 11
cases is similar, but too long and tedious to carry out by hand. We have written a Python program
to enumerate the possible cases and check the required conditions [24]. In every case it holds that
Π · (i′, j′) is a virtual atom for z′, so we conclude that wtij ∈ A(z) as desired.
Combining the preceding lemmas, we may finally prove Theorem 4.8.
Proof of Theorem 4.8. Let y, z ∈ I˜n and π ∈ A(y). Fix integers i < j 6≡ i (mod n) such that
π ⋖ πtij . The assertion that z = τ
n
ij(y) 6= y if πtij ∈ A(z) is [23, Theorem 8.10]. Conversely,
suppose z = τnij(y) 6= y. If i ≡ y(j) (mod n), then y must be as in Lemmas 5.2, 5.3, or 5.4, and in
these cases we have πtij ∈ A(z) as desired. If i 6≡ y(j) (mod n), then the sets {i, y(i)} + nZ and
{j, y(j)} + nZ are disjoint, so we have πtij ∈ A(z) by Lemma 5.6.
Using similar methods, we can also prove the toggling property described in Theorem 4.10.
Suppose y ∈ I˜n and π ∈ A(y). Fix integers i < j 6≡ i (mod n) such that π ⋖ πtij and y = τ
n
ij(y).
Define k ∈ {j, y(j)} and l ∈ {i, y(i)} as in Theorem 4.10.
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Proof of Theorem 4.10. It holds by inspection that k < l 6≡ k (mod n) and tij 6= tkl, and it follows
from Theorem 4.8 that y = τnkl(y). Let E = {i, j, y(i), y(j)} = {k, l, y(k), y(l)} and m = |E|. Write
φE : [m] → E and ψE : E → [m] for the corresponding order-preserving bijections. The elements
of E represent distinct congruence classes modulo n and y(E) = E. Define
Vir(π, y,E) = (̟,M,D,S)
as in the proof of Theorem 5.6. Let y′ = ψE ◦ y ◦ φE ∈ Im, i
′ = ψE(i), j
′ = ψE(j), k
′ = ψE(k),
and l′ = ψE(l). Theorem 3.5 and Corollary 3.6 imply that Vir(π, y,E) is a virtual atom for y
′ and
Lemma 4.1 implies that (i′, j′) ∈ Cov(Vir(π, y,E)). We have
Vir(πtijtkl, y, E) = Vir(π, y,E) · (i
′, j′)(k′, l′)
by construction, and it follows from Theorem 3.5 that if this virtual permutation is also a virtual
atom for y′ then πtijtkl ∈ A(y). It therefore suffices to show that if Π is virtual atom for y
′ that is
maximal among those with (i′, j′) ∈ Cov(Π), then Π · (i′, j′)(k′, l′) is a virtual atom for y.
As in the proof of Theorem 5.6, this reduces to a finite calculation. There are just 8 cases
for the involution y′, the indices 1 ≤ i′ < j′ ≤ m, and the virtual atom Π, corresponding to the
parts of Proposition 4.9. The Python program [24] cited in the proof of Theorem 5.6 is also able
to enumerate these possibilities and check the required conditions. In every case it holds that
Π · (i′, j′)(k′, l′) is a virtual atom for y′, so we conclude that πtijtkl ∈ A(y).
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