Aspect-specific sentiment classification is a fine grained sentiment classification task. The traditional coarse-grained sentiment analysis methods only identify the consumers' sentiment polarity towards the product as a whole, but ignores the important attribute information, which leads to the inability to refine consumer preferences and clarify the advantages and disadvantages of commodity attributes. To solve this problem, we use the review text and its specific aspect information to construct a multi-level, high-dimensional deep neural network model. First, the clause segmentation algorithm is used to divide the review text into several clauses; secondly, the words in the clause are encoded by the bidirectional long short term memory neural network, and the vector representation of the clauses is obtained. Finally, the vector representation of the whole review text is obtained by using the bidirectional long short term memory neural network to code all the clauses. And then the sentiment polarity of review text is obtained by the softmax layer. The experimental result shows that the proposed method can effectively improve the performance of sentiment classification. 
INTRODUCTION
In the past decade, sentiment analysis has attracted increasing attention in the field of natural language processing and data mining for its wide range of applications and inherent challenges [1] . Aspect-level sentiment classification is a fine-grained sentiment analysis research task whose purpose is to identify the sentiment polarity expressed in the review text.
Early researches on sentiment analysis [2] are mainly divided into two categories. One category is to use a traditional supervised learning algorithm to construct a series of features (such as: bag of words, sentiment dictionary) to train the classifier (such as: support vector machine, naive Bayes) [3] . For example, Jiang et al. [4] proposed an SVM-based sentiment analysis method to solve the problem related to the target entity. The other category pays attention to the semantic orientation [5] . In recent years, neural networks have gradually shown their superiority in the field of sentiment analysis, such as recurrent neural networks. Wang et al. [6] pointed out that the emotional polarity depends on both the content and the attributes that appear in the sentence. Therefore, they proposed a long short term memory neural network based on attention mechanism to capture the hidden relationship between specific attributes and emotional polarity in aspect-level sentiment analysis tasks.
Due to the unsatisfactory classification accuracy in existing methods of sentiment classification, this paper proposes a method of aspect-specific sentiment classification based on high-dimensional representation.
MODEL EXPLANATION
Our model divides the clauses of the review text from three different dimensions of words, clauses and sentences.
Clause Segmentation
The basic idea of the clause segmentation algorithm is to use punctuation and conjunctions (collectively referred to as separators). For example, a review text is "The food was great and tasty, especially the hot dogs are top notch, but the sitting space was too small, I don't like being cramp in a corner." To perform the segmentation, the phrase "great and tasty" in the review text can be incorrectly divided into two clauses by the separator "and". Therefore, the minnum parameter is defined to limit the least number of words in a clause. In addition, the maxnum parameter is set to ensure that each sentence is divided into clauses with the same number.
High-Dimensional Text Representation Model
The high-dimensional text representation model mainly learns the relationship between the review text and the specific attribute from three different dimensions of words, clauses and sentences. Figure 1 shows the overall framework of the highdimensional text representation model. ∈ d×|V|, represents dimension of the word vector, represents the vocabulary. Besides, the aspect category consists of two parts: the entity and the attribute. Specifically, assuming that the length of the entity string 1 = { 1 , … , 1 } is 1 .
∈ d' represents the ′ dimensional vector representation of then-th word in the entity string. Correspondingly, the feature string is 2 = { 1 , … , 2 } . Usually the word vector representation has a linear structure, so we sum up the entity word vector and the feature word vector to get the final representation of the aspect word vector:
(1) Then, the word vector is added to obtain the aspect expansion representation:
In the above formula, ̂∈ + '
，where the dimension of ̂ is ( + ' ), ∈ [1, ]， ∈ [1, ], ⨁represents the vector splicing operator, indicates the number of clauses, and indicates the number of words contained in the clause .
Next, using the word vector ̂obtained above as input, the forward and backward words are encoded by Bi-directional Long Short Term Memory Neural Network (Bi-LSTM). The forward LSTM is expressed as ⃗ , the neural network reads the words in the clause from front ,1 to back , , the corresponding backward LSTM is represented as ⃖ , which reads words from backend , to front
Then, the forward hidden layer state ℎ ⃗⃗ and the backward hidden layer state ℎ ⃖⃗ are spliced to obtain the final hidden layer state representation:
Finally, through the Mean-Pooling layer, the hidden layer state ℎ of each word is averaged to obtain the final representation of the clause:
CLAUSE ENCODING LAYER
For the clause vector obtained in the previous section, the Bi-LSTM is used:
The final hidden layer state representation of each clause is obtained by splicing the forward hidden layer state ℎ ⃗⃗ and the backward hidden layer stateℎ ⃖⃗ :
Finally, the hidden layer state ℎ is averaged through the Mean-Pooling layer:
SOFTMAX LAYER
The final representation is entered into the classifier, then the category probability distribution for a specific aspect of the review text is obtained:
In the above formula, ∈ K is the output, is the weight matrix, and is the offset. The probability of a given sentence belongs to each category ∈ [1, ] is:
In the above formula, represents all the parameters, and the category label of the highest probability calculated is used as the final category label of the review text.
Model Training
In this paper, we apply the Cross-Entropy Loss Function. Given training data , , , where represents the -th sample to be predicted, represents the attribute appearing in the sample, indicates the true category label of the sample with a particular attribute . We consider our model as a black box function ( , ). The training goal is to minimize the loss function:
In the above formula, represents the number of training samples, indicates the number of category labels, indicates the 2 regularization of the bias parameters.
The model parameters are optimized using the Adagrad optimization function [7] , and the matrix and vector parameters are randomly initialized in [ −√6/( + ′)，√6/( + ′) ], where and ′ are the number of rows and columns in the matrix respectively [8] . In order to avoid over-fitting during training, the Dropout strategy was adopted in the Bi-LSTM layer. 
EXPERIMENTAL STUDY Experiment Setup

DATA SETTINGS
In this paper, our datasets are Laptop and Restaurant in Task12 of SemeEval-2015 semantic evaluation. Each dataset consists of multiple user comments, each of which contains a list of attributes and the emotional polarity of each attribute, where the emotional polarity includes positive, neutral, and negative. Table I shows the distribution of data in the Laptop and Restaurant areas. In addition, we randomly selected 10% of the data from the training set as the development data set for adjusting the algorithm parameters, and selected Glove 2 as the pre-trained word vector.
SUPER PARAMETER SETTING
In the experiment, a uniform vector U(-0.01,0.01) was used to randomly generate word vector representation of unregistered words. The dimension of word vector and Bi-LSTM is 300. Other super parameters are adjusted according to the development data set. Specifically, the initial value of the learning rate is 0.1, the regularization weight is 10-5, and the dropout rate is 0.25. In addition, in the clause segmentation algorithm, the parameter minnum is 3, and the parameter maxnum is set 4.
EVALUATION CRITERIA
In our experiment, we utilized accuracy to evaluate the model's performance. Comparative Analysis Table II shows the performance comparison between our proposed method and other benchmark methods, we can observe that the performance of the Majority algorithm is the worst. The classification accuracy constructed by the Majority algorithm in the Restaurant field and the Laptop field is 53.7% and 57.0%, respectively. All the other methods are based on the LSTM neural network model, and their classification performance is better than the Majority algorithm. The experimental results show that the LSTM model not only has the potential to automatically generate representations, but also can be used in attribute-level sentiment classification.
In addition, it can be seen from Table II that the classification accuracy of TC-LSTM, ATAE-LSTM and IAN are better than LSTM. This result confirms that it is helpful to consider attribute information when classifying emotions for specific attributes. Finally, we can see that our proposed Hierarchical Bi-LSTM method is superior to all the methods mentioned above, which highlights the importance of clause information.
CONCLUSIONS
This paper proposes an emotional classification method based on specific attributes of high-dimensional representation. First, we introduce the clause segmentation algorithm, which divides the comment text into several clauses. Then, from the three dimensions of words, clauses and sentences, the sentiment classification method based on the specific attributes of high-dimensional representation is introduced in detail. This method is constructed from three different dimensions of words, clauses and sentences, using the comment text and its specific attribute information. A multi-level, high-dimensional deep neural network model. The experimental results show that the proposed method achieves better classification performance and also highlights the importance of using clause information.
