In every production and/or inventory control operation, the reliability of the supply process has a great impact on its outcome. We present two analytical models for computing the performance of a merge, push supply network with unreliable suppliers that feed a distribution centre with a common shared buffer. The breakdowns and repair times of the suppliers are modelled via exponential and Coxian-2 distributions. The supply network is modelled as a continuous time Markov process with discrete states. The structure of the transition matrices of these specific systems is explored and two separate computational algorithms are developed to generate them for different values of system characteristics. The proposed algorithms are used as an optimisation tool to determine the optimal values of the system's characteristics such as the number of suppliers, capacity of distribution centre, capacity of buffer and to calculate the system's performance measures. Also a comparison between the two proposed algorithms is provided regarding the performance measures of WIP system , throughput rate, availability and blocking of each supplier.
Introduction
In this paper, we deal with a two-echelon supply chain network structured in a merge topology (Figure 1 ). It is a push system, where the first echelon consists of several suppliers, staged in a parallel position. The most important issue in our model is that we assume that the suppliers are unreliable due to random breakdowns that occur in the operations and the supply chain process. The second echelon consists of a distribution centre (DC), which includes several identical machines. Also, there is a shared buffer between the suppliers and the DC, where the goods are stored whenever the machines into the DC are occupied. The machines into the DC perform another operation on the goods that collect from the buffer and then, after processing, the finished products flow out of the system. 
Literature review
Several stochastic models have been proposed for uncertainties of dynamic supply chain systems. Bogataj and Horvat (1996) , Gupta and Maranas (2003) , Bernstein and deCroix (2006) and Nagar and Jain (2008) proposed stochastic models dealing with demand uncertainty. To be more precise, they developed a two-stage stochastic programming model, which is then extended to a multi-stage stochastic programming model. They used a scenario approach to address supply chain planning under an uncertain demand environment. Some researchers have modelled supply chain networks via Markov processes. For example, Pyke and Cohen (1993) developed a Markov chain model of a three-level production-distribution system (which included a single station, a finished goods stockpile and a single retailer).
Continuing the literature review, Altiok and Perros (1986) developed an approximation procedure to decompose split and merge configurations of open networks of queues with blocking. Also, Altiok (1997) described and pointed out the importance of using phase type distributions because of the Markovian property and their potential for algorithmic analysis. Lee and Pollock (1989) analysed a merge configuration of open queuing networks with exponential service times and finite buffers. They provided an algorithm to decompose the queuing network into individual queues and they analysed each individual queue in isolation. Gopalan and Kumar (1994) also analysed and evaluated the performance measures of a merge production system with two parallel stations in the first stage and a single station in the second stage. After the second stage there was a buffer with finite capacity. Helber (1998 Helber ( , 1999 also dealt with merge operations on production systems with a limited buffer capacity and random processing times using the decomposition approach. Diamantidis et al. (2004) analysed a discrete material flow system consisting of three unreliable machines and one buffer of limited capacity. Beyond this work, Diamantidis and Papadopoulos (2006) allowed the machines to fail, not only when they are operational but when they are either blocked or starved.
A multi-echelon network model was represented by Boucherie et al. (2007) . Their model consisted of a central warehouse and several local warehouses. They were taking into account stochastic lead times, which were independent and identically distributed. Also, Song and Zipkin (2009) considered an inventory system with multiple supply sources and Poisson demand, with stochastic replenishment lead times for each source. Li and Huang (2005) examined a two-product split system consisting of one common main line and two dedicated lines for two part types and they developed a method for evaluating the throughput as a function of the system parameters. Liu and Li (2010) provided analytical methods to obtain performance analysis of split and merge production systems with exponential machine reliability models, operating under circulate, strictly circulate, priority, and percentage split/merge policies. As for the Coxian-2 distribution, Vidalis and Papadopoulos (1999) proposed an algorithm, which uses Coxian-2 distribution service times in order to calculate the throughput rate of the production lines.
This paper is related to Vidalis et al. (2014) where they analysed a merge system with reliable suppliers, a DC and a shared buffer, with exponential distribution. (We need to mention that in the current paper we assume that the suppliers are unreliable).
In order to be able to compare the numerical results of the two approaches (exponential and Coxian-2), we used Altiok's (1997) algorithms from failure-repair policies, so that we can redefine the exponential parameters and variables and integrate/merge them into the Coxian-2 parameters.
The system and the model
In the present work, we use two approaches with regards to the distribution that the materials are processed.
Our goal is to calculate the system's performance measures. In order to do so, we model the system as a continuous time Markov process with discrete states. The breakdowns and repair times of the suppliers are modelled via exponential and Coxian-2 distributions. The structure of the transition matrices of these specific systems is examined and two computational algorithms are developed to generate it for different values of system characteristics. After we calculate the stationary probabilities, we calculate the performance measures of the system and we compare the results from the two different approaches (exponential and Coxian-2).
In the end, we compute and compare both the numerical results they provide [calculation of throughput rate, work-in-process (WIP) and cycle time performance measures].
The exponential approach
The system under consideration consists of K unreliable suppliers, a buffer (B) and a DC. The system has a merge topology. The non-identical, parallel suppliers feed the DC with the same part type material. The DC performs another operation on the materials collected in the buffer, which has finite capacity, and the finished products flow outside the system. There is an unlimited supply of materials to suppliers, and there is an unlimited capacity shipping area next to the DC. In other words, suppliers are never starved, and the DC is never blocked.
The materials are processed by the suppliers with exponential rates μ 1 , μ 2 , …, μ K , Κ ≥ 1, respectively. The DC has a number N, N ≥ 1 of identical reliable machines that push material with an exponential rate μ. Blocking appears when one or more suppliers finish their process and try to feed the buffer, which is full (blocking after service, BAS). The blocking holds until one machine at DC finishes the service and one unit moves from buffer into the machine. In the case of more than one blocked suppliers, the priority in unblocking belongs to the supplier with the smallest index. Conclusively, the suppliers are ranked based on their unblocking priority.
An important issue is that we consider that the suppliers are unreliable. That means, that when a breakdown occurs (supplier fails to process the goods), then the supplier turns into a repairing mode. When the repair is done, the supplier turns back to its initial operating position. The possibility of a break-down and the repairing process are also exponentially distributed.
The supply system is fully described by the numbers K, B and N.
• K: number of merged stations (suppliers)
• B: capacity of shared buffer (number of slots)
• N: capacity of DC (number of machines).
Also, there are the following parameters that influence the system's performance measures:
• β: possibility of a break-down
• r: mean rate of repairing.
The structure of the transition matrix is affected by the number of suppliers (K), the capacity of shared buffer (B) and the capacity of the DC (N). The initial and most simple system is the system with one supplier (K = 1), no buffer (B = 0) and one machine into the DC (N = 1). The number of states of a system with K suppliers, B slots in buffer and N identical machines in DC is denoted by S K,B,N . The number of states for the system (K = 1, B = 0, N = 1), i.e. [S 1,0,1 ] is five. Two numbers are needed to describe each state. Each number denotes the number of product units that 'belongs' 1 to the corresponding echelon. In this case, there are five possible states for the supplier i.e. the supplier is either operating (s 1 = 1), blocked (s 1 = b) or in a repairing situation (s 1 = r), and two possible states for the DC, i.e., idle (s = 0) or operating (s = 1). Table 1 Possibility The transition matrix has the following structure: Table 2 The transition matrix of (K, B, N) = (1, 0, 1) (see online version for colours)
The dimension of the transition matrix is given by the equation:
2* 2 *(B N) 3 3
This system may be viewed as a birth-death stochastic process where births correspond to inputs to the buffer and deaths correspond to outputs from the DC. We can divide the transition matrix into sub-matrices in order to be much easier to model it. In general, the structure of the transition matrix of the exponential approach will be the following: Table 3 The transition matrix of (K, B, N) (see online version for colours)
• Where the sub-matrices Δ 0 , Δ 1 , R and V have dimension 2 Κ-1 (Β + Ν) + 3 Κ-1 × 2 Κ-1 (Β + Ν) + 3 Κ-1 .
• The sub-matrix C has dimension 3 Κ-1 × 3 Κ-1 .
• The sub-matrices UC and LC have dimension 2 Κ-1 (Β + Ν) × 3 Κ-1 (diverse matrices).
The Coxian-2 approach
We use Coxian-2 phase type distribution to model the time needed for a completion of process without breakdowns or with breakdowns. For each of the K supplier we assume a fraction of orders d K1 (0 ≤ dsupplier1 ≤ 1), which are processed in a time rate μ K1 with no breakdowns and concerns normal process flow, and another fraction of orders d K2 (0 ≤ dsupplier2 = 1 -dsupplier1 ≤ 1), which are processed in a time rate μ K2 where the process flow encounters breakdowns. As far as DC is concerned, we have the same assumptions. A fraction of orders d 1 (0 ≤ d 1 ≤ 1) which is processed in a time rate μ 1 with no breakdown and concerns normal process flow and another fraction of orders d 2 (0 ≤ d 2 = 1 -d 1 ≤ 1), which is processed in a time rate μ 2 with one phase of delay which concerns process flow with breakdowns.
Immediately after the completion, the suppliers ship the products to the assembly. Also, the suppliers receive raw materials at infinite quantities. Consequently, the under consideration system is characterised as push with convergent structure since we have more than one suppliers (K > 1).
In this paper, the following notation has been adopted: fraction of orders which will be processed at i th supplier according to a flow rate with breakdowns WIP average inventory in the entire system THR average output rate of the system.
The effectiveness of the system, the fill rate of the DC, is a function of K, μ 1 , μ 2 , d 1 , d 2 , μ i1 , μ i2 , d i1 , d i1 , i = 1, 2, .., Κ. Our goal is to express, throughput, WIP and cycle time as functions of the abovementioned variables. Our production network is analysed as a continuous time Markov process with finite number of states. The state of the system is defined by the vector [S 1 , S 2 , S 3 , …, S K , B, DC] with S i = 1 (busy 1st phase), S i = 2 (busy 2nd phase), S i = b (blocked), B = 0, 1, 2, …, buffer capacity, DC = 0 (idle), DC = 1 (busy 1st phase), DC = 2 (busy 2nd phase).
The total number of states of the transition matrix is given by the relationship:
where Z: number of phases, K: number of suppliers and b: number of slots in buffer. The structure of the transition matrix is affected by the number of the suppliers K, the number of phases in supplier lead time and DC service time Z and the buffer capacity B. Due to the fact that the process is a non-homogeneous QBD the transition matrix is a tri-diagonal and consists of three sets of sub-matrices:
• the set of sub-matrices in the main diagonal, denoted by D Z , Z = 0, 1, 2, …, K + 1
• the set of sub-matrices under the main diagonal, denoted by L Z , Z = 1, 2, …, K
• the set of sub-matrices above the main diagonal, denoted by U Z , Z = 0, 1, 2, …, K + 1.
In case of two suppliers and one DC, the number of states and dimension of the transition matrix is given by the equation:
2,0,1 2 1 0 1 S (2 1 ) 2 (2 1 ) 2 22 The transition matrix of the Coxian-2 approach has the following structure: Table 5 The transition matrix of S 2,0,1 (see online version for colours)
For a system with K = 2 suppliers, buffer capacity B = 0 and N = 1 (2, 0, 1) the transition matrix is given below: Table 6  Transition matrix of And the dimensions of the sub-matrices are:
• submatrices D 1 , D 2 : the dimension is 2a K-1 + Z 2 (Z 2 + 1) K-2 × 2 × a K-1 + Z 2 (Z 2 + 1)
• submatrix D 3 : the dimension is Z 2 (Z 2 + 1)
• submatrix U 2 , U 3 : the dimension is 2 × a K-1 + Z 2 (Z 2 + 1) K-2 × Z 2 (Z 2 + 1)
We construct an algorithm that consists of a set of rules. Each rule produces a particular part of the transition matrix. The distribution of the stationary probabilities is the basis for the system's performance evaluation.
Step 1 Calculate the dimension of the transition matrix.
Step 2 Generate the transition matrix:
Step 2.1 Generation of the sub-matrix D 1 , D 2 (Rule 0).
Step 2.2 Generation of the sub-matrices D 3 (Rule 1).
Step 2.3 Generation of the sub-matrices L 1 , L 2 (Rule 2).
Step 2.4 Generation of the sub-matrices U 1 , U 2 , U 3 (Rule 3).
Step 3 Calculation of the steady-state probability vector and then computation of the selected performance measures (Rule 4).
Integrating exponential and Coxian-2 parameters
In order to compare the two approaches for supplier's interruptions we have to integrate the parameters of exponential distribution and Coxian-2 phase type distribution. Altiok (1997) suggested an algorithm. In more detail, assuming that after the repair is completed, the process resumes on the same job from the point of interruption, the behaviour of the under analysis system constitutes an alternating stochastic process. The stopping rule for this stochastic process is that the sum of the up times is equal to the processing time. Given the complexity of the least square test (LST) of process completion, density function moments become important since one can use Coxian-k phase type distribution. The previous argument stresses on the meaningfulness of the transformation process. Altiok (1997) carried out the certain process into three steps.
1 In the first step, Altiok calculated the first three moments.
2 In the second step, he calculated the coefficient of variation (CV).
3 In the third step gave the density function which strongly resembles to Coxian-2 phase type density function. Further, he matched the coefficients of s of the two distributions (exponential, Coxian) and gave the formulas of the three parameters of Coxian phase type distributions. where μ mean service rate δ failure rate γ repair rate μ 1 mean normal processing rate for the assembly centre μ 2 mean processing rate with breakdowns for the assembly centre d 1 probability that the job completed its service at 1st phase will exit the system.
Numerical results
In order to compare the two approaches we use the following values:
• for the suppliers the service rate is μ i = 1, the breakdown rate is δ i = 0.01 and the repair rate is γ i = 0.1
• for the DC the number of servers is one (N = 1) and the service rate is μ = 1, 2, 3, 4, 5.
Based on the above analysis, we configure the parameters of our Coxian model as follows:
The service rate of the 1st phase μ 1i = 1.011098, the service rate of the 2nd phase μ 2i = 0.098902, the probability for the suppliers to end after the 1st phase d 1i =0.989024, the probability for the suppliers to end after the 2nd phase d 2i = 0.010976. For the DC the probability of service completion is d 1 = 1 and d 2 = 0 (i.e. the service time in DC follows the exponential distribution).
Conclusions

Throughput
Because the availability rate of each supplier is given by the equation r / β + r (when K = 2 suppliers → r / β + r = 0.91), the maximum output rate of each supplier is equal to μ 1 (availability = r / β + r = 0.91 units per time unit). This output rate to the buffer is decreasing due to blocking occurrence. This means that maximum input rate to the buffer for:
• K = 2 suppliers is equal to 2 × 0.91 = 1.82
• K = 3 suppliers is equal to 3 × 0.91 = 2.73.
Table 7
Numerical results for throughput for rates μ = 1, 2, …, 5 at DC and buffer capacities B = 0, 1, .., 7 The DC's output rate fluctuates from 1 to 5.
1 For μ = 1 there is a bottleneck occurring to the DC and that is why the throughput rate does not exceed 1 (see the blue line in Figure 3 ).
2 For μ = 2 there is a bottleneck occurring over the suppliers (when K = 2 suppliers) and also over the DC (when there are K = 3 suppliers). As the buffer increases (B = 0, 1, 2, …, 7), the upper limit of throughput equals μ = 2 (see the red line in Figure 3 ).
3 For μ = 3 there is a bottleneck over the K = 2, three suppliers. The total inbound (to the buffer) rate does not exceed 2 × 0.91 = 1.82 (K = 2) or 3 × 0.91 = 2.73 (K = 3) units per time unit. That's also influences throughput (≤ inbound rate). The addition of a supplier (from K = 2 to K = 3) increases the inbound rate and the utilisation of the DC.
For μ = 1, 2 or 3, the growth of throughput is minimum, until we reach μ = 3, 4 or 5 where the growth of throughput rate is significant.
Work-in-process
When μ increases, the WIP decreases due to the fact that the growth of buffer's outbound rate decreases the suppliers blocking and increases the decongestion of the buffer. That causes WIP to decrease. As the number of suppliers increase, the diminish ion of WIP is more radical. For μ = 3, 4 or 5 when K increase, then the WIP increases, according to Little's Law. 
Validation
In order to validate the results from the proposed algorithm we compared them against simulation (ARENA). We run two identical networking systems with the same characteristics and specifications. First we developed the algorithm in MATLAB (analytical programming software) and then we developed the algorithm in the simulation program ARENA. The results are presented in Table 10 . 
Further research
Our further research focuses on implementing more suppliers and far more machines into the DC. Also, we should introduce a model with unreliable machines. Much further, we would like to attempt the same approach with different supply chain network topologies such as split systems.
