Abstract. We present a general framework for solving parameterized problems on weighted graphs. We use this framework to obtain efficient algorithms for such fundamental problems as Vertex Cover, 3-Hitting Set, Edge Dominating Set and k-Internal Out-Branching, on weighted graphs. For each of these problems, given an instance of size n and a weight parameter W ≥ 1, we seek a solution of weight at most (or at least) W . The best known algorithms for these problems, on weighted graphs, admit running times of the form c W n O(1) , for some constant c > 
Introduction
Many fundamental problems in graph theory are known to be NP-hard already on unweighted graphs. This wide class includes, among others, coverage and network design problems, such as Vertex Cover, 3-Hitting Set, Edge Dominating Set and k-Internal Out-Branching [30] . The parameterized complexity of the unweighted versions of these problems is well understood by now (see, e.g., [1] ). Yet, existing parameterized algorithms, which often exploit the structural properties of the underlying graph (by using, e.g., kernelization, or bounded search trees), cannot be naturally extended to handle weighted instances. Thus, solving efficiently weighted graph problems has remained among the outstanding open questions in parameterized complexity, as excellently phrased by Hajiaghayi [17] :
"Most fixed-parameter algorithms for parameterized problems are inherently about unweighted graphs. Of course, we could add integer weights to the problem, but this can lead to a huge increase in the parameter. Can we devise fixed-parameter algorithms for weighted graphs that have less severe dependence on weights? Or what are the right parameters for such problems? Is there a nice framework for designing fixed-parameter algorithms on weighted graphs?"
In this paper we answer these questions affirmatively, by introducing a general framework for solving parameterized problems on weighted graphs. We use this framework to obtain efficient algorithms for the following fundamental problems.
Weighted Vertex Cover (WVC): Given a graph G = (V, E), a weight function w : V → R ≥1 , and a parameter W ∈ R ≥1 , find a vertex cover U ⊆ V (i.e., every edge in E has an endpoint in U ) of weight at most W (if one exists). Weighted 3-Hitting Set (W3HS): Given a 3-uniform hypergraph G = (V, E), a weight function w : V → R ≥1 , and a parameter W ∈ R ≥1 , find a hitting set U ⊆ V (i.e., every hyperedge in E has an endpoint in U ) of weight at most W (if one exists). Weighted Edge Dominating Set (WEDS): Given a graph G = (V, E), a weight function w : E → R ≥1 , and a parameter W ∈ R ≥1 , find an edge dominating set U ⊆ E (i.e., every edge in E touches an endpoint of an edge in U ) of weight at most W (if one exists). Weighted Max Internal Out-Branching (WIOB): Given a directed graph G = (V, E), a weight function w : V → R ≥1 , and a parameter W ∈ R ≥1 , find an out-branching of G (i.e., a spanning tree having exactly one vertex of in-degree 0) having internal vertices of total weight at least W (if one exists).
1
Parameterized algorithms solve exactly NP-hard optimization problems by confining the combinatorial explosion to a parameter k. More precisely, a problem is fixed-parameter tractable (FPT) with respect to such parameter k, if it can be solved in time O * (f (k)) for some function f , where O * hides factors polynomial in the input size. When a problem instance of size n comes with a weight parameter, W ≥ 1, we seek for this instance a solution of weight at most (or at least) W .
2 Clearly, W may not be polynomial in the input size. To the best of our knowledge, the fastest existing FPT algorithms for the above problems admit running times of the form O * (c W ), for some constant c > 1. Using our framework, we obtain better algorithms, whose running times are of the form O * (c s ), where s ≤ W is the minimum size of a solution of weight at most (at least) W. If no such solution exists, then s = min{W, m}, where m is the maximum size of a solution. Clearly, s can be significantly smaller than W . Our refined analysis shows that, in fact, almost all of the bases in our O * (c s ) running times are smaller than those in the previous best corresponding O * (c W ) running times. We further improve our results, by showing that Weighted Vertex Cover and Weighted Edge Dominating Set admit fast algorithms whose running times are of the form c t n O (1) , where t ≤ s is the minimum size of a solution for the unweighted version.
Previous Work
Our problems are well known in graph theory and in combinatorial optimization. They were also extensively studied in the area of parameterized complexity. We mention below known FPT results for the unweighted and weighted variants of these problems, parameterized by t and W , respectively. Vertex Cover: VC was one of the first problems shown to be fixed-parameter tractable. In the past two decades, VC enjoyed a race towards obtaining the fastest parameterized algorithm (see, e.g., [6, 20, 3, 40, 21, 9, 42, 7, 43, 11] ). The best FPT algorithm, due to Chen et al. [11] , has running time O * (1.274 t ). In a similar race, focusing on graphs of bounded degree three [9, 12, 10, 47, 57, 34] Max Internal Out-Branching: In general, FPT algorithms for minimization problems are more common than such algorithms for maximization problems (see, e.g., [1, 19] ). Nevertheless, IOB was extensively studied in this area (see, e.g., [45, 32, 14, 29, 28, 46, 53, 60] ). The best algorithms run in time O * (6.855 t ) [53] , and in randomized time O * (4 t ) [60] . WIOB received considerable attention in the area of approximation algorithms (see, e.g., [51, 36] ). However, we are not aware of known FPT results for this version.
We note that well-known tools, such as the classic Color Coding technique [2] , can be used to obtain elegant FPT algorithms for some classic weighted graph problems (see, e.g., [25, 33, 54] ). Recently, Cygan et al. [16] introduced a novel form of tree-decomposition that was used to develop an FPT algorithm for minimum weighted graph bisection. Yet, for many other problems, including those that are studied in this paper, these tools are not known to be useful. We further elaborate on the power and limitations of known techniques in solving weighted graph problems in Section 1.3.
Our Results
Our main contribution is a unified approach for solving weighted graph problems (see the details in Section 1.3). Our approach yields fast algorithms, whose running times are of the form O * (c s ). We demonstrate its usefulness for the following problems.
• 4 One may view such fast running times as somewhat surprising, since WVC, a key player in deriving our results, seems inherently more difficult than VC. For example, while VC admits a kernel of size 2t, the smallest known kernel for WVC is of size 2W [9, 13] . In fact, as shown in [35] , WVC does not admit a polynomial kernel when parameterized by t.
Our Technique
Given a problem instance, parameterized by the solution weight W , we add an integer parameter 0 < k ≤ W . We then seek a solution of weight at most (at least) W . The crux of our approach is in allowing the algorithm to "fail" in certain cases. This enables to substantially improve running times, while maintaining the correctness of the returned solutions. Specifically, our algorithms satisfy the following properties. Given the values of W and k, (i) If there exists a solution of weight at most (at least) W and size at most k, return a solution of weight at most (at least) W . The size of the returned solution may be larger than k. (ii) Otherwise, return NIL, or a solution of weight at most (at least) W .
Clearly, the correctness of the solution can be maintained by iterating the above step, until we reach a value of k for which (i) is satisfied and the algorithm terminates with "success". The decrease in running time is achieved by combining our approach with a variety of sophisticated tools used for handling our problems. Specifically, in solving minimization problems, we show how the approach can be used to eliminate branching steps along the construction of bounded search trees, thus decreasing the overall running time. In solving WIOB, we reduce a given problem instance to an instance of an auxiliary problem, called Weighted k-ITree, for which we obtain an initial solution (see Appendix J). This solution is then transformed into a solution for the original instance. Allowing "failures" for the algorithms simplifies the subroutine which solves Weighted k-ITree, since we do not need to ensure that the initial solution is not "too big". Again, this results in a decrease in the total running times of the algorithms.
Using our approach, we solve the following problems.
k-WVC:
Given an instance of WVC, along with a parameter k ∈ N, satisfy the following. If there is a vertex cover of weight at most W and size at most k, return a vertex cover of weight at most W ; otherwise, return NIL, or a vertex cover of weight at most W .
k-W3HS:
Given an instance of W3HS, along with a parameter k ∈ N, satisfy the following. If there is a hitting set of weight at most W and size at most k, return a hitting set of weight at most W ; otherwise, return NIL or a hitting set of weight at most W .
k-WEDS:
Given an instance of WEDS, along with a parameter k ∈ N, satisfy the following. If there is an edge dominating set of weight at most W and size at most k, return an edge dominating set of weight at most W ; otherwise, return NIL or an edge dominating set of weight at most W .
k-WIOB:
Given an instance of WIOB, along with a parameter k < W , satisfy the following. If there is an out-branching having a set of internal vertices of total weight at least W and cardinality at most k, return an out-branching having internal vertices of total weight at least W ; otherwise, return NIL or an out-branching having internal vertices of total weight at least W .
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We develop FPT algorithms for the above variants, which are then used to solve the original problems. Initially, k = 1. We increase this value iteratively, until either k = min{W, m}, or a solution of weight at most (at least) W is found, where m is the maximum size of a solution. Clearly, for WVC and W3HS, m = |V |; for WEDS, m = |E|; and for WIOB, m is the maximum number of internal vertices of a spanning tree of G. For WIOB, to ensure that s ≤ min{W, m}, we proceed as follows. Initially, we solve k-WIOB, setting k = 1. While the algorithm returns NIL, before incrementing the value of k, we solve IOB, in which we seek an out-branching having at least (k + 1) internal vertices (using [53, 60] ). Our algorithm solves (k + 1)-WIOB only if the returned answer = NIL.
We note that some weighted variants of parameterized problems were studied in the following restricted form. Given a problem instance, along with the parameters W ≥ 1 and k ∈ N, find a solution of weight at most (at least) W and size at most k; if such a solution does not exist, return NIL (see, e.g., [8, 15] ). Clearly, an algorithm for this variant can be used to obtain running time of the form O * (c s ) for the original weighted instance. However, the efficiency of our algorithms crucially relies on the flexible use of the parameter k. In particular (as shown in Section 2.3), for some of the problems, the restricted form becomes NP-hard already on easy classes of graphs, as opposed to the above problems, which remain polynomial time solvable on such graphs.
Some Definitions and Notation
Given a (hyper)graph G = (V, E) and a vertex v ∈ V , let N (v) denote the set of neighbors of v, and let E(v) be the set of edges adjacent to v. Given a subgraph H of G, let V (H) and E(H) denote its vertex set and edge set, respectively. For a subset U ⊆ V , let G[U ] denote the subgraph of G induced by U . 6 Also, let N (U ) = v∈U N (v), and E(U ) = v∈U E(v). Given a set S and a weight function w : S → R, the total weight of S is given by w(S) = s∈S w(s). A (hyper)edge e ∈ E containing exactly d vertices is called a d-edge.
Let ALG be an FPT algorithm, and let b ∈ N. Suppose that ALG executes a branching rule where it recursively calls itself ℓ times, such that in the i th call, the value of b decreases by b i . Then, (b 1 , b 2 , . . . , b ℓ ) is called the branching vector of this rule. We say that α is the root of (b 1 , b 2 , . . . , b ℓ ) if it is the root of x
Organization
In Section 2 we develop FPT algorithms for WVC and prove an interesting hardness result. Section 3 presents FPT algorithms for W3HS. In Section 4, we develop FPT algorithms for WEDS, and Section 5 gives an FPT algorithm for WIOB. Due to space constraints, some of the results are relegated to the Appendix.
Weighted Vertex Cover
In this section we show that our approach yields fast FPT algorithms for WVC. 
An Algorithm for k-WVC
We use the bounded search tree technique (see, e.g., [19] ) to develop WVC-Alg, an algorithm for k-WVC consisting of a list of reduction and branching rules, for which we prove the following.
By the above discussion, we have
If G is a hypergraph, given v, u ∈ U and r ∈ V \ U such that {v, u, r} ∈ E, we assume that {v, [42] . However, we also introduce new rules, including, among others, interesting reduction rules that manipulate the weights of the vertices in the input graph. This manipulation is done in a manner that allows us to easily and efficiently eliminate leaves and certain triangles.
Next, we present each rule related to a call WVC-Alg(G = (V, E), w : V → R ≥0 , W, k). Note that, initially, WVC-Alg is called with a weight function w whose image lies in R ≥1 . After presenting a rule, we argue its correctness, and, if this is a branching rule, we give its root (with respect to k). Since the worst root we shall get is bounded by 1.381, and the algorithm stops if k < 0, we have the desired running time.
Reduction Rule 1. [min{W, k} < 0] Return NIL.
If min{W, k} < 0, there is no vertex cover of weight at most W and size at most k.
Since E = ∅, an empty set is a correct solution.
Reduction Rule 3. [exists a connected component H of at most one vertex of degree at least 3, where |E(H)| ≥ 1] Use dynamic programming to compute a minimum-weight vertex cover U of H (see, e.g., [42] 
Since H is a connected component, any minimum-weight vertex cover of G consists of a vertex cover of H of weight w(U ), and a minimum-weight vertex cover of G[V \ V (H)]. Since the size of any vertex cover of H is at least 1, we return a solution as required.
Reduction Rule 4. [exists a connected component H such that |V (H)| ≤ 100 and |E(H)| ≥ 1]
Use brute-force to compute a minimum-weight vertex cover U of H.
Follow the argument given for Rule 3.
Branching Rule 5. [no vertex has degree 2] Let v be a vertex of maximum degree. Perform the following branching.
If the result of
This branching is exhaustive. If the degree of v is at least 4 then the rule is clearly correct. Else, the degree of any vertex in G is 3 or 0, a situation that never occurs again while G still contains edges of the connected component C containing v. Now, before deleting all the edges in C, there is at least one application of Rule 3 or 4 where we decrease 1 from k, though the minimum size of a vertex cover of the considered component H is at least 2. Thus, the rule is correct. We get a branching vector that is at least as good as (1, 4) , whose root is smaller than 1.381.
Reduction Rule 6. [exist v, u ∈ V such that N (v) = {u}] Consider the following cases.
, along with v if r is in the returned result, and else along with u.
, along with v iff u is not in the returned result.
In this rule we omit leaves. We should either choose u or N (u). If w(v) ≥ w(u), we simply choose u. Now, suppose that there exists r ∈ V such that N (u) = {v, r}.
and k − 1 to k − 2, which has the same effect as choosing N (u) in the original instance. On the other hand, not choosing r has the same effect as choosing u in the original instance. Finally, suppose that such r does not exist.
and k to k − 1, which has the same effect as choosing u in the original instance. On the other hand, not choosing u has almost the same effect as choosing v in the original instance, where the difference lies in the fact that we do not decrease k by 1. However, our flexible use of the parameter k allows us to decrease its value by less than the necessary.
Since we must choose at least one vertex from {v, u}, we simply choose v.
, along with v iff not both v and u are in the returned result.
Note that w(r) < w(v), and we should choose exactly two vertices from {v, u, r}.
and k to k − 1, which has almost the same effect as choosing r and v in the original instance. However, our flexible use of the parameter k allows us to decrease it by less than necessary. Similarly, choosing only u from {v, u} has almost the same effect as choosing r and u in the original instance, and again, our flexible use of the parameter k allows us to decrease it by less than necessary. Finally, choosing both v and u reduces
and k to k − 2, which has the same effect as choosing v and u in the original instance.
From now on, since previous rules did not apply, there are no leaves, no vertices of degree at least 4, and no triangles that contain a degree-2 vertex; also, there exists a degree-2 vertex that is a neighbor of a degree-3 vertex. We give the remaining rules in Appendix A.
A Faster Exponential-Space Algorithm for k-WVC
In this section we develop an algorithm that solves k-WVC in time and space O * (1.363 k ). First, we consider the following form of k-WVC. k-WVCnoW: Given an instance of k-WVC, return a vertex cover U whose weight is smaller or equal to the weight of any vertex cover of size at most k.
Clearly, when discussing an instance of k-WVCnoW, we can omit the weight W . This will be useful below. Modifying the algorithm given in Section 2.1, we develop an algorithm, called WVCnoW-Alg, for which we obtain the following result (see Appendix B).
′ is defined as w when restricted to V ′ , and k ′ ≤ k. Moreover, WVCnoW-Alg uses branching rules whose vectors have roots that are smaller than 1.3954, and stops when k ′ < 0.
Next, using WVCnoW-Alg, we apply the refined memorization technique of [7] (based on [48, 49] ) to obtain improved running time. We store instances (G ′ , w ′ , k ′ ) that correspond to nodes in the search tree, along with their solutions. For each node corresponding to a connected graph G ′ , we first look up in the stored instances: if the instance is found, we return its solution; otherwise, we continue running WVCnoW-Alg, and when we return to this node, we store the instance along with its solution. Given a graph that is not connected, we use an efficient branch rule, given in [7] , relying on our flexible use of the parameter k.
To benefit from storing solutions for sub-problems, nodes should correspond to instances where G ′ contains at most c · k ′ vertices, for a small constant c. For VC, one can simply use the 2t-vertex kernel, given in [9] , to reduce the size of G ′ . For WVC, there is a 2W -vertex kernel [13] , but no c · t-vertex kernel exists [35] . However, we can obtain a (∆ · k ′ + 1)-vertex kernel for any connected graph G ′ , where ∆ is the maximum degree of a vertex in G ′ . By the Buss rule [6] , if G contains more than ∆k ′ edges, there is no vertex cover of size at most k ′ (since k ′ vertices can be the endpoints of at most ∆k ′ edges), and thus we can simply return NIL. A connected graph having at most ∆k ′ edges has at most ∆k ′ + 1 vertices. Hence, we obtain a (∆k ′ + 1)-vertex kernel. Our vertex kernel slightly complicates the application of the refined memorization technique. We apply it only if ∆ ∈ {3, 4}, since only then we have a kernel that is small enough to justify storing the solutions. While ∆ ≥ 5, we apply a branching rule whose vector is at least as good as (1, 5), whose root is smaller than 1.325. Then, while ∆ = 4, we apply a branching rule whose vector is at least as good as (1, 4), whose root is smaller than 1.3803. Combined with our solution-storage, this phase can be executed in time O * (1.363 k ′ ). Finally, while ∆ = 3, we run WVCnoW-Alg, that uses branching rules whose vectors have roots that are only smaller than 1.3954. However, when ∆ = 3, we compute better vertex kernels. Thus, combined with our solution-storage, this phase can be executed in time O * (1.362
We summarize in the following result (see the proof in Appendix C). 
Restricted k-WVC on Bipartite Graphs
Consider the following variant of WVC, in which we use the parameter k in a restricted manner.
Restricted k-WVC: Given an instance of WVC, along with a parameter k ∈ N, find a vertex cover of weight at most W and size at most k. If such cover does not exist, return NIL.
The next result shows the advantage in solving at each iteration of our algorithm k-WVC rather than Restricted k-WVC. Clearly, k-WVC is solvable in polynomial time on bipartite graphs, since WVC is easy to solve on these graphs (see, e.g., [52] ). For Restricted k-WVC, however, this is not true:
Proof. We use a reduction from a variant of the following problem.
Constrained Vertex Cover on Bipartite Graphs (Min-CVCB): Given a bipartite graph G = (L, R, E), and parameters k L ≤ |L| and k R ≤ |R|, decide whether G has a vertex cover consisting of at most k L vertices from L and at most k R vertices from R.
Consider a variant of Min-CVCB, that we call Min-CVCB * , where we need to decide whether G has a vertex cover that consists of exactly k L vertices from L and at most k R vertices from R.
•
Clearly, the above reduction is polynomial. In Appendix D, we show that (G, 
and S(G, U ) be the set of cycles on (exactly) 3 vertices (i.e., triangles), paths on (exactly) 2 vertices, and single vertices in
have the same neighbor in V \ U . We say that a minimum vertex cover U is good if there exists a function f : C * 3 (G, U ) → P 2 (G, U ), such that for each c 3 ∈ C * 3 (G, U ), there is a vertex in V \ U that is a neighbor of a vertex in c 3 and both vertices in f (c 3 ).
If G is a graph of bounded degree 3, WVC*-Alg first executes a preprocessing phase where it replaces U by a good vertex cover and obtains its corresponding function f , using the following result (proved in Appendix E).
Lemma 9. Given an instance of WVC*, where G is a graph of bounded degree 3, a good minimum vertex cover, along with its corresponding function f , can be computed in polynomial-time.
A call to WVC*-Alg is of the form WVC*-Alg(G, w, W, U, f ), where, if G is a graph of degree larger than 3, f = N IL. In this algorithm, we analyze branching vectors with respect to the measure m(G, U ) = |U | − |S(G, U )|. Initially, m(G, U ) ≤ |U | = t. Since the worst root we get is bounded by 1.443, where for graphs of bounded degree 3, it is further bounded by 1.415, and since the branching stops if m(G, U ) ≤ 0, we obtain the desired running time. Note that, if G is a graph of bounded degree 3, removing vertices from U cannot add triangles to C 3 (G, U ), since this implies that the original input vertex cover did not have minimum size. Also, if G is a graph of bounded degree 3, when we remove a path p 2 from P 2 (G, U ), we also remove the triangles in f −1 (p 2 ). Thus, throughout the execution, we use the function f that was computed in the preprocessing phase.
We give the rules used by WVC*-Alg in Appendix F.
Weighted 3-Hitting Set
In This measure allows us to obtain branching vectors whose roots are bounded by 2.168. This yields the desired running time.
Thus, the branching stops when m(G, k) ≤ −1.
Reduction Rule 2. [G is a graph of bounded degree 2] Compute a minimum-weight hitting set
The correctness of this rule relies on our flexible use of the parameter k.
This is a standard edge-domination rule. Its application does not change m(G, k).
Reduction Rule 4. [exist v, u ∈ V such that w(v) ≤ w(u), and every e ∈ E satisfying u ∈ e, also satisfies v ∈ e] Consider the following cases.
This is a standard vertex-domination rule. Its application does not increase m(G, k), since if α(G) increases, the increase is smaller than 1, while k decreases by 1.
Branching Rule 5. [G does not contain a 2-edge]
Let v be a vertex of maximum degree in G. Perform the following branching.
If the result of WHS-Alg(G
This branching is exhaustive. Note that G[V \ {v}] contains (at least) three 2-edges. Suppose, by way of contradiction, that G[V \ {v}] does not contain (at least) three 2-edges such that no vertex is contained in all of them. This implies that there is a vertex u ∈ V such that every e ∈ E satisfying v ∈ e, also satisfies u ∈ e. Since v is a vertex of maximum degree in G, every e ∈ E satisfying u ∈ e, also satisfies v ∈ e. This is a contradiction, since Rule 4 precedes the current rule. Thus, we get a branching vector that is at least as good as (1, α 3 ) = (1, 0.8), whose root is smaller than 2.168.
Branching Rule 6. [G contains exactly one 2-edge {v, u}, and |E(v)| ≥ 3] Perform the following branching.
is not NIL: Return it along with v.
Else: Return
This branching is exhaustive. Choosing v, we delete the 2-edge {v, u}. Choosing u, we also delete this edge, but introduce (at least) two new 2-edges (from 3-edges previously adjacent to v). We get a branching vector at least as good as (1−α 1 , 1−α 1 +α 2 ) = (0.65, 1.2), whose root is smaller than 2.168.
Branching Rule
Note
From now on, G contains at least two 2-edges. We give the remaining rules in Appendix G.
A Faster Algorithm for Graphs that Have a Small HS
In this section we show that our algorithms for k-WVC (given in Sections 2.1 and 2.2) can be used to develop an algorithm for W3HS that is fast on graphs that have a small (unweighted) hitting set. More precisely, we prove the following. , we first compute a minimum(-size) hitting set U . Then, we consider each subset of U as a possible partial solution, which we try to complete by running our algorithms for k-WVC on a certain subgraph of G[V \ U ] (see the details in Appendix H).
Weighted Edge Dominating Set
We note that, applying our unified approach, the algorithm of [58] . We obtain this result by effectively exploiting a nice property of any vertex cover that consists of the set of endpoints of an edge dominating set. More precisely, we observe that a subgraph H of G induced by such a cover does not contain isolated vertices. This leads to three non-trivial rules relating to the vertices in the subgraph H (see the details in Appendix I).
Weighted Max Internal Out-Branching
In this section we present an FPT algorithm for WIOB which uses O * (6. Note that, as previous rules did not apply, each vertex in {v, u, r} has a unique neighbor. We should choose v or N (v). Choosing N (v), we do not choose u ′ or r ′ , since then we can replace u or r by v (without loading extra weight). Thus, we should choose X, whose size is at least 4 (otherwise we have a small connected component). We get a branching vector that is at least as good as (1, 4 This branching is exhaustive. After choosing v, we apply Rule 3 or 6 (or a better rule) in a manner that decreases k by at least 1. Thus, we get a branching vector that is at least as good as (1 + 1, 3) = (2, 3), whose root is smaller than 1.381.
From now on, since previous rules did not apply, we can also assume that there are no triangles, and no degree-2 vertex is a neighbor of a degree-2 vertex. This branching is exhaustive. After choosing v, we apply either Rule 6 and then Rule 10, or a combination of reduction rules that overall decreases k by at least 1. Furthermore, after choosing N (v), we apply either Rule 10, or a combination of reduction rules that overall decreases k by at least 1. Thus, we get a branching vector that is at least as good as (1 + (2, 3), 3 + (2, 3)) = (3, 4, 5, 6), whose root is smaller than 1.381. This branching is exhaustive. After choosing either c or N (c), we apply a reduction rule that decreases k by at least 1. Thus, we get a branching vector that is at least as good as max{(1 + 1, 3), (1, 3 + 1)} = (1, 4), whose root is smaller than 1.381. Since N (x) = N (v), we either choose both x and v or none of them. Thus, we get a branching vector that is at least as good as (2, 3), whose root is smaller than 1.381. This branching is exhaustive. After choosing {b} ∪ N (c), we apply a reduction rule that decreases k at least by 1. Moreover, after choosing {b, c}, we also apply a reduction rule that decreases k by at least 1. Thus, we get a branching vector that is at least as good as (3, 4 + This branching is exhaustive. After choosing N (b), we apply a reduction rule that decreases k by at least 1. Thus, we get a branching vector that is at least as good as (1, 3 + 1 This branching is exhaustive. After each choice, except the first, we apply a reduction rule that decreases k by at least 1. Thus, we get a branching vector that is at least as good as (3, 4 + 1, 5 + 1, 3 + 1) = (3, 5, 6, 4), whose root is smaller than 1.381.
B Proof of Lemma 3
We next present each rule related to a call WVCnoW-Alg(G = (V, E), w : V → R ≥1 , k), argue its correctness, and, if it is a branching rule, give its root (with respect to k). Since the worst root we shall get is bounded by 1.3954, and the algorithm stops if k < 0, we get the desired running time. This branching is exhaustive. After choosing r, we apply a reduction rule that decreases k by at least 1. Thus, we get a branching vector that is at least as good as (1 + 1, 3) = (2, 3), whose root is smaller than 1.3954.
Branching Rule 7.
[exist v, u, r ∈ V such that N (v) = {u}, |N (r)| = 3, and there is a path from u to r consisting only of degree-2 internal vertices] Perform the following branching, returning the lightest solution.
This branching is exhaustive. After choosing r, we apply either Rule 6 or a reduction rule that decreases k by at least 1. Thus, we get a branching vector that is at least as good as (1 + (2, 3), 3) = (3, 4, 3) , whose root is smaller than 1.3954.
Reduction Rules 8. Use Rule 7 of WVC-Alg, ignoring the weight W .
Branching Rule 9. [exist v, u, r such that {v, u} = N (r) and {v, r} ⊆ N (u)] Perform the following branching, returning the lightest solution.
This branching is exhaustive. After choosing v, we apply either Rule 6 or a reduction rule that decreases k by at least 1. Thus, we get a branching vector that is at least as good as (1 + (2, 3), 3) = (3, 4, 3), whose root is smaller than 1.3954.
Reduction Rules 10-11. Use Rules 9-10 of WVC-Alg, ignoring the weight W , and returning the lightest solution.
Note that in Rule 11 (that is Rule 10 of WVC-Alg), since Rule 6 is worse than Rule 6 of WVC-Alg, we now obtain a branching vector that is at least as good as (1 + (2, 3), 3) = (3, 4, 3) (but not as (2, 3)), whose root is smaller than 1.3954. 
Return
This branching is exhaustive. After choosing v, we apply either Rule 6 or a reduction rule that decreases k by at least 1. Thus, we get a branching vector that is at least as good as (1 + (2, 
We choose either v or N (v). Choosing N (v), we should either choose x or {b, c}. Since w(x) ≥ w(b)+w(c), it is always better to choose {b, c} if we are only restricted in terms of weight. Thus, we choose {b, c}, but reduce k only by 4 (even when choosing five vertices), which complies with our flexible use of k. We get a branching vector that is at least as good as (1, 4), whose root is smaller than 1.3954.
Branching Rule 14. [exist
and w(x) < w(b) + w(c)] Perform the following branching, returning the lightest solution.
Note that, since previous rules did not apply, |N (b ′ ) = |N (c ′ )| = 3. Also, having chosen {b ′ , c ′ }, we can clearly choose x. We get a branching vector that is at least as good as (3, 4, 3) , whose root is smaller than 1.3954. We do not next consider a rule that is similar to this rule, except that b ′ ∈ N (c ′ ), since we can find two vertices among {v, b ′ , c ′ } that are not neighbors (otherwise we have a small connected component).
Branching Rule 15. [w(a) ≥ min{w(x), w(v)}] Let p be a vertex in {x, v} such that w(a) ≥ w(p), and q be the other vertex in {x, v}. Perform the following branching, returning the lightest solution.
We choose either N (q) or q. Choosing q, we can simply add p. We get a branching vector that is at least as good as (3, 2), whose root is smaller than 1.3954. 
Choosing {b, c}, we can simply add a. We get a branching vector that is at least as good as (3, 4, 3), whose root is smaller than 1.3954. 
Choosing c and x, we can simply add {v, b ′ } (this follows from our assumptions on the weights of the vertices). We get a branching vector that is at least as good as (3, 3, 4) , whose root is smaller than 1.3954. ⊓ ⊔
C Proof of Theorem 4
We start by considering the first, more interesting part of the theorem. We apply the refined memorization technique on WVCnoW-Alg, as explained in Section 2.2, to obtain an algorithm that we call WVCnoW-Alg2. Clearly, it is enough to prove that WVCnoW-Alg2 solves k-WVCnoW in O * (1.363 k ) time and space, since to solve k-WVC, we simply need to run WVCnoW-Alg2 and return its solution iff its weight is at most W .
Let I = (G = (V, E), w : V → R ≥1 , k) be the given instance of k-WVCnoW, and let S be our solutionstorage, which is initially empty. Given a node in the search tree, let
′ be the maximum degree of a vertex in G ′ . We next present our reduction and branching rules.
Reduction Rule 1. [I ′ ∈ S]
Return the solution associated with I ′ (that is stored in S).
We exploit our solution-storage, not solving an instance more than once.
Reduction Rule 2. [|E
there is no vertex cover of size at most k ′ , and thus we return NIL.
Branching Rule 3. [∆ ′ ≥ 5] Let v be a vertex of maximum degree. Perform the following branching, returning its lightest solution.
We perform a simple branching that handles vertices of degree at least 5. We get a branching vector that is at least as good as (1, 5), whose root is smaller than 1.325.
Reduction Rule 4.
[exists a connected component of at most one vertex of degree at least 3, or of at most 10 vertices] Choose the first applicable rule of WVCnoW-Alg.
. Perform the following branching, returning the union of its solutions.
Since previous rules did not apply, the maximum degree of H i , for any 1 ≤ i ≤ ℓ, is 3 or 4, and it contains at least 11 vertices, at thus at least 10 edges. To cover at least 10 edges in H i , we need at least ⌈10/4⌉ = 3 vertices. Thus, any vertex cover of H i contains at least 3 vertices. Therefore, the branching performed in this rule is correct (note, however, that is relies on our flexible use of the parameter k). We get the branching vector (3(ℓ − 1), 3(ℓ − 1) , . . . , 3(ℓ − 1)), where 3(ℓ − 1) appears ℓ times, whose root is smaller than 1.325.
Branching Rule 6. [∆ ′ ≥ 4] Let v be a vertex of maximum degree. Perform the following branching, returning its lightest solution.
Update the solution-storage.
We perform a simple branching that handles degree-4 vertices. We get the branching vector (1, 4), whose root is smaller than 1.3803.
Reduction\Branching Rule 7. [Remaining case]
Choose the first applicable rule of WVCnoW-Alg, then update the solution-storage accordingly.
By Lemma 3, we get a branching vector whose root is smaller than 1.3954.
Running Time: Let R ∆ ′ (ℓ) denote the number of connected induced subgraphs of G that contain ℓ vertices and have degree at most
. Thus, we get that WVCnoW-Alg2 runs in time bounded by
An O * (1.347 W ) Time and Space Algorithm for WVC: Let (G = (V, E), w : V → R ≥1 , W ) be the given instance of WVC. Since a vertex cover of weight at most W contains at most ⌊W ⌋ vertices, we can solve this instance by running WVCnoW-Alg2 on (G = (V, E), w : V → R ≥1 , ⌊W ⌋), and returning its solution iff its weight is at most W . To obtain a running time bounded by O * (1.347 W ), rather than O * (1.363 W ), we replace Reduction Rule 2 by the following rule:
Compute a subset U ⊆ V of at most 2W * vertices such that the weight of a minimum-weight vertex cover in both G ′ and
Then, we get that WVCnoW-Alg2 runs in time bounded by
is a yes-instance. For one direction, suppose that G has a vertex cover S that consists of exactly k L vertices from L and at most k R vertices from R. Let S L = S∩L, S R = S∩R, and
′ is a vertex cover in G ′ , and
⊓ ⊔
E Proof of Lemma 9
Let c 3 be a triangle in C * 3 (G, U ), and let v be a vertex in V (c 3 ). Note that N (v) \ V (c 3 ) contains exactly one vertex, that we denote by u, which belongs to V \ U , since otherwise we can remove v from U and obtain a vertex cover smaller than U , although U is a minimum vertex cover. Suppose that N (u) \ {v} does not contain both vertices of a path in P 2 (G, U ). Then, we replace v by u (i.e., remove v from U , and insert u to U ), and obtain a minimum vertex cover U ′ . Now, c 3 / ∈ C * 3 (G, U ′ ). Note that, since c 3 ∈ C * 3 (G, U ), we have that N (u) = V (c 3 ). Thus, since N (u) \ {v} does not contain both vertices of a path in P 2 (G, U ), we get that
Repeating the above argument enough times, we obtain a minimum vertex cover U * , such that for any
. Thus, we can obtain the required function f : C *
F WVC Parameterized by the Size of a Minimum VC (Cont.)
We now present each rule related to a call WVC*-Alg(G, w, W, U, f ).
Reduction Rule 1. [G is a bipartite graph]
Compute a minimum-weight vertex cover A of G (see, e.g., In particular, if G is a graph of bounded degree 3, we eliminate triangles in
Apply the following two rules only if the original input graph has degree bounded by 3. c 3 ) ). Perform the following branching.
For all
This branching is exhaustive since we must choose at least two vertices from V (c 3 ). Choosing v and a set A ⊆ V (c 3 ) such that |A| = 2, we decrease m(G, U ) by |V (f (c 3 )) ∪ V (c 3 )| = 5. Choosing N (v), we next apply Rule 2 on a vertex of c 3 , and thus decrease m(G, U ) by |V (f (c 3 ))| + 1 = 3. We get the branching vector (5, 5, 5, 3) , whose root is smaller than 1.415.
Perform the following branching.
This branching is exhaustive since we must choose at least two vertices from V (c 3 ), and at least two vertices from V (c , and thus decrease m(G, U ) by |V (f (c 3 ))| + 2 = 4. We get the branching vector (8, 8, 8, 8, 8, 8, 8, 8, 8, 4) , whose root is smaller than 1.415.
In the remaining (branching) rules, we first branch on neighbors of leaves in G[U ] whose degree in G[U ] is at least two, then on leaves in G[U ], and finally on the remaining vertices in U\V (S(G, U )). All of these rules are exhaustive. Although we can merge some of them, we present them separately for the sake of clarity. Note that this rule is applied only in case the original input graph has degree greater than 3. We get the branching vector (3, 3, 3) , whose root is smaller than 1.443. Choosing v, we can next apply Rule 6. Thus, we get a branching vector that is at least as good as (1 + (2, 3), 3) = (3, 4, 3), whose root is smaller than 1.415.
G An Algorithm for k-W3HS (Cont.)
We now give the remaining rules used by WHS-Alg.
Branching Rule 8. [G contains exactly three 2-edges, and they all have a common vertex v]
Let v 1 , v 2 and v 3 be the other vertices adjacent to the 2-edges that are adjacent to v. Perform the following branching.
If the result of WHS-Alg(G
This branching is exhaustive (we either choose v, or delete v and thus choose v 1 , v 2 and v 3 ). We get a branching vector at least as good as (1 − α 2 , 3 − α 2 ) = (0.45, 2.45), whose root is smaller than 2.168.
Branching Rule 9. [G contains exactly two 2-edges, and there exist different v 1 , v, v 2 ∈ V such that {v 1 , v}, {v, v 2 } ∈ E and |E(v)| ≥ 3] Perform the following branching.
This branching is exhaustive (we either choose v, or delete v and thus choose v 1 and v 2 ). Choosing v, we delete both existing 2-edges. Deleting v, we also delete both existing 2-edges, but introduce a new 2-edge (from a 3-edge previously adjacent to v). We get a branching vector at least as good as (1 − α 2 , 2 − α 2 + α 1 ) = (0.45, 1.8), whose root is smaller than 2.168.
Branching Rule 10. [G contains exactly two 2-edges, and there exist different v 1 , v, v 2 ∈ V such that {v 1 , v}, {v, v 2 } ∈ E, and |E(v 1 )| ≥ 3] Perform the following branching. 
This branching is exhaustive (we either choose v 1 , or delete v 1 and thus choose v). Choosing v 1 , we delete one 2-edge. Choosing v, we delete two 2-edges, also but introduce two new 2-edges (from 3-edges previously adjacent to v 1 ). We get a branching vector at least as good as (1 − α 2 + α 1 , 1) = (0.8, 1), whose root is smaller than 2.168.
Branching Rule 11. [G contains exactly two 2-edges, and there exist different v 1 , v, v 2 ∈ V such that {v 1 , v}, {v, v 2 } ∈ E, |E(v 1 )| = 2 and w(v 1 ) ≥ w(v)] Let e be the 3-edge adjacent to v 1 . Let S is the set of vertices of 1-edges in G[V \ e], where G = (V \ {v 1 }, E \ E(v 1 )). Perform the following branching.
If the result of
Note that there exists r ∈ (e \ {v 1 }) of degree at least 2. Choosing v 1 , we need not choose another vertex from e, since then we can replace v 1 by v. At worst, S = ∅, we delete {v 1 , v} (but not {v, v 2 }), and introduce a new 2-edge (from a 3-edge previously adjacent to r). Deleting v 1 (and choosing v), we delete {v 1 , v} and {v, v 2 }, but introduce a new 2-edge (from e). We get the branching vector (1, 1 − α 2 + α 1 ) = (1, 0.8), whose root is smaller than 2.168.
Branching Rule 12. [G contains exactly two 2-edges, and there exist different
Choosing v 1 , we need not choose v, since we can prefer to choose v 2 (note that the degree of v is 2). In this case, we delete {v 1 , v} and {v, v 2 }. Deleting v 1 (and choosing v), we delete {v 1 , v} and {v, v 2 }, but introduce a new 2-edge (from a 3-edge previously adjacent to v 1 ). We get the branching vector (2 − α 2 , 1 − α 2 + α 1 ) = (1.45, 0.8), whose root is smaller than 2.168. 
This branching is exhaustive (we either choose v 1 , or delete v 1 and thus choose v 2 ). Choosing v 1 , we delete one 2-edge. Deleting v, we also delete one 2-edge, but introduce a new 2-edge (from a 3-edge previously adjacent to v 1 ). We get a branching vector at least as good as (1 − α 2 + α 1 , 1) = (0.8, 1), whose root is smaller than 2.168.
Branching Rule 14. [G contains exactly three 2-edges, and there exist different v, u, r ∈ V such that {v, u}, {v, r} ∈ E, and |E(v)| ≥ 3] Perform the following branching.
If the result of WHS-Alg(G
, along with {u, r}, where
This branching is exhaustive (we either choose v, or delete v and thus choose u and r). Choosing v, we delete two 2-edges. Deleting v (and choosing u and r), we may also delete all 2-edges, but introduce a new 2-edge (from a 3-edge previously adjacent to v). We get a branching vector at least as good as (1 − α 3 + α 1 , 2 − α 3 + α 1 ) = (0.55, 1.55), whose root is smaller than 2.168. has not reached this iteration, then it has already returned a correct solution). Since S ⊆ A, and A \ (U ′ ∪ S) is a vertex cover of weight at most W − (U ′ ∪ S) and size at most k − |U ′ ∪ S|, WHS*-Alg returns a solution in the current iteration. 
I.1 A Relation Between Edge Dominating Sets and Vertex Covers
Consider some instance (G = (V, E), w : V → R ≥1 , W, k) of WEDS. Let U ⊆ E be an edge dominating set of G, and let V (U ) = e∈U e denote the set of endpoints of the edges in U . Note that G[V (U )] is a subgraph of G that does not contain isolated vertices (even if U was an arbitrary subset of edges of E). Moreover, as observed in [22] , V (U ) is a vertex cover of G whose size is at most 2|U |. Indeed, if there is an edge that is not covered by a vertex in V (U ), then this edge is not covered by an edge in U , which contradicts the fact that U is an edge dominating set. Thus, we have the following observation. Observation 14. For any edge dominating set U of G, V (U ) is a vertex cover of G whose size is at most 2|U |, and G[V (U )] does not contain isolated vertices.
We say that a subset of vertices A ⊆ V represents another subset of vertices B ⊆ V if A ⊆ B. Also, a family A of subsets of vertices is an ℓ-representation of vertex covers, for some ℓ ∈ N, if every vertex cover B of G of size at most ℓ, for which there exists an edge dominating set U of size at most k that satisfies U ⊆ V (B), there exists A ∈ A that represents B. Now, if for every A ∈ A, G[V \ A] contains only connected components that are cliques on at most three vertices (i.e., isolated vertices, paths on two vertices and triangles), we further say that A is a good ℓ-representation of vertex covers. For such representations, we can use the following result, whose proof is given in [50] (generalizing a result of [22] ).
Lemma 15. Let A be a vertex cover that belongs to some good ℓ-representation of vertex covers, and let U be the set of every edge dominating set U of G such that A ⊆ V (U ). Then, one can compute in time O * (1) an edge dominating set of G that has minimum weight among those in U.
Thus, by Observation 14 and Lemma 15, we have the following proposition, used to develop algorithms for WEDS.
Proposition 16. An edge dominating set U of G whose weight is smaller or equal to the weight of any edge dominating set of G whose size is at most k can be computed as follows. For an arbitrary good 2k-representation of vertex covers A of G, iterate over every set A ∈ A, and compute a corresponding best edge dominating set using Lemma 15. Then, return an edge dominating set of minimum weight among the computed ones.
In particular, note that the returned edge dominating set may be of size larger than k, which complies with our flexible use of the parameter k in the definition of k-WEDS. Now, the algorithm of [58] iterates over a family of sets that is almost a 2k-representation of vertex covers. It is straightforward to modify this algorithm to iterate over sets of a 2k-representation of vertex covers without increasing its time and space complexities. 10 We thus obtain the following result. For our second result, given in the following section, it is enough to consider the following weaker proposition.
Proposition 19. Let M inV C be the set of all minimal vertex covers of G. An edge dominating set U of G can be computed as follows. For an arbitrary superset A of M inV C, iterate over every vertex cover A ∈ A, and compute a corresponding best edge dominating set using Lemma 15. Then, return an edge dominating set of minimum weight among the computed ones.
I.2 WEDS Parameterized by the Size of a Minimum EDS
We next develop an algorithm, called WEDS*-Alg, that solves the following variant of WEDS.
WEDS*:
Given an instance of WEDS, along with a vertex cover U of size at most 2t such that G[U ] does not contain isolated vertices, return an edge dominating set of weight at most W (if exists).
For this algorithm, we obtain the following result.
Theorem 20. WEDS*-Alg solves WEDS* in O * (c t ) time and O * (1) space, where c = 4 on general graphs, and c < 4 on bounded degree graphs. In particular, on graphs of bounded degree 3, c = 3, and on graphs of bounded degree 4, c = 3.032.
Given an instance (G, w, W ) of WEDS, we can find, in O * (2.315 t ) time and O * (1) space, a minimum edge dominating set E ′ , using the algorithm of [58] . Thus, setting U = V (E ′ ), we obtain the following result.
Corollary 21. WEDS can be solved in in O * (c t ) time and O * (1) space, where c = 4 on general graphs, and c < 4 on bounded degree graphs. In particular, on graphs of bounded degree 3, c = 3, and on graphs of bounded degree 4, c = 3.032.
We now present each rule related to a call WEDS*-Alg(G, w, W, U, C, I), following Proposition 19. In such a call, C, I ⊆ V are sets of vertices such that WEDS*-Alg should consider (in its following recursive calls, when using the computation in Lemma 15) a set of vertex covers represented by C and disjoint from I, that is a superset of the set of all minimal vertex covers represented by C and disjoint from I. We ensure that, at each call, there is no edge {v, u} ∈ E such that v / ∈ C and u ∈ I. Initially, C = I = ∅. Let ∆ denote the maximum degree of a vertex in G.
When presenting a branching rule, we analyze its branching vector with respect to m(G, U, C, I) = |U \ (C ∪ I)|. Note that, initially, m(G, U, C, I) ≤ 2t. Moreover, the worst root we shall get is bounded by 2, where for graphs of bounded degree it is further bounded by a smaller value (in particular, for ∆ = 3, it is bounded by √ 3, and for ∆ = 4, it is bounded by 
