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Analyse numerique/Numerial analysis
Analyse numerique de la methode des variables adiabatiques
pour l'approximation de l'hamiltonien nuleaire
par Yvon Maday et Gabriel Turinii
Resume { De nombreux problemes en himie quantique portent sur le alul d'etats fondamentaux ou
exites de moleules et onduisent a la resolution de problemes aux valeurs propres. Une des diÆultes majeures
dans es aluls est la tres grande dimension des systemes qui sont en presene lors des simulations numeriques.
En eet les modes propres reherhes sont fontions de 3n variables ou n est le nombre de partiules (eletrons
ou protons) de la moleule. An de reduire la dimension des systemes a resoudre les himistes fourmillent d'idees
interessantes qui permettent d'approher le systeme omplet. La methode des variables adiabatiques entre dans
e adre et nous presentons ii une etude mathematique rigoureuse de ette approximation. En partiulier nous
proposons un estimateur a posteriori qui pourrait permettre de verier l'hypothese d'adiabatiite fait sur ertaines
variables.
Numerial Analysis of the Adiabati Variable Method
for the Approximation of the Nulear Hamiltonian.
Abstrat { Many problems in quantum hemistry deal with the omputation of fundamental or exited states
of moleules and lead to the resolution of eigenvalue problems. One of the major diÆulties in these omputations
lies in the very large dimension of the systems to be solved. Indeed these eigenfuntions depend on 3n variables
where n stands for the number of partiles (eletrons or protons) in the moleule. In order to diminish the size
of the systems to be solved, the hemists have proposed many interesting ideas. Among those stands the adiabati
variable method; we present in this Note a mathematial analysis of this approximation and propose, in partiular,
an a posteriori estimate that might allow for verifying the adiabatiity hypothesis that is done on some variables.
Abridged English Version {
One problem frequently enountered in omputational hemistry onsists in the evaluation
of the eigenmodes of some Hamiltonian operator orresponding to eigenvalues smaller than some
presribed value E
MAX
. Even when only the nulear Hamiltonian, under the Born-Oppenheimer
approximation, is onsidered, the size of the moleule indues sizes of omputations that rapidly
grow huge. In order to diminish it, it is important to onsider suitable disrete spaes and suitables
basis funtions of these disrete spae. Any empirial argument leading to the denition of adapted
basis and spaes is wellomed in this diretion. The pseudo-spetral adiabati variable method
proposed in [5℄, [6℄ is one pertinent disretization tool that seems to give quite good results in
pratie. We onsider problem (1), (2) set on the ube 
 = [ 1; 1[
2
℄0; [ of IR
3
that models the
behaviour of a moleule omposed of 3 atoms. In this ase the method onsists in rst dening
the spae X
M;N
spanned by the eigenfuntions '
k;`;n
(R; r; z) = sin(
k
2
(R+1)) sin(
`
2
(r+1))L
n
(z)
of the operator T
R;r;z
dened in (3), with 1  k; `  M , 0  n  N ; we then diagonalize in
X
M ;0
the N + 1 redued (two dimensional) Hamiltonians H
r
(z = 
i
) in (3), where the 
i
are the
N + 1 Gauss-Legendre quadrature points. We denote by (
p;q;i
(R; r);
p;q;i
) these eigenmodes
and introdue the nal disretization spae E
Æ
spanned by those elements 
p;q;i
(R; r)h
i
(z) with
eigenmodes 
p;q;i
 (1 + ")E
MAX
. Here the polynomials h
i
are the harateristi funtions that
satisfy h
i
(
j
) = Æ
i;j
. The method onsists now in diagonalizing H
Æ
dened in (4) over E
Æ
.
We present in this note an a priori error analysis that proves rst that this method is onverging
but more importantly may provide some hint on the proper hoie of the adiabati variable (whih
in our ase is z = os()). This error bound reads (8) whenever  
0
2 X
s
0
and V  
0
2 L
2
(℄  
1; 1[
2
;H
t
(℄  1; 1[))\H

(℄  1; 1[
2
;L
2
(℄  1; 1[)). Here X
s
0
is the domain of the operator T
s=2
R;r;z
with
homogeneous Dirihlet boundary onditions.
Then omes the a posteriori error bound that allows to hek the validity of the adiabatiity
redution hypothesis. The analysis follows the general method introdued in [4℄ and leads to the
(two sided) estimator
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Theorem 2. There exists onstants  and C suh that (11) holds together with (12)
In these estimates, 
E
Æ
is the L
2
projetion operator over the redued spae E
Æ
.
1. INTRODUCTION. { Un des problemes frequemment renontres dans les aluls sientiques
en himie quantique (f. [5℄ - [10℄) est la reherhe des valeurs/fontions propres de l'hamiltonien
nuleaire ayant une energie plus petite qu'une valeur E
MAX
xee a l'avane. L'hypothese de
Born-Oppenheimer amene a un hamilonien nuleaire ayant la forme H = T + V ou V designe
un potentiel suppose onnu dans les as qui nous interessent (soit empiriquement soit par alul
eletronique prealable) et T est l'operateur inetique de Laplae erit dans divers systemes de
oordonnees.
Ce probleme est pose en dimension de variables importante et tout argument tendant a
ameliorer les methodes d'approximation numerique permet de repousser les limites du alul. En
partiulier, il semble naturel d'introduire les premiers modes propres de l'operateur de Laplae
dans le systeme de oordonnees orrespondant et herher les modes propres de l'hamiltonien dans
ette base modale. Pour e faire on utilise une methode iterative du type Lanzos qui repose sur le
alul d'une suite de veteurs f 
n
g
n
denis de maniere reurente par  
n+1
= 
0
H( 
n
)  
1
 
n 1
:
Du point de vue de l'eÆaite la partie la plus o^uteuse est le alul de H( 
n
). En eet,
m^eme si la base hoisie est bien adaptee pour le Laplaien (puisqu'il est alors diagonal), la matrie
representant le potentiel V est pleine.
Comme en general on s'interesse a un spetre assez large, la taille de la base (et don de la
matrie en question) est importante a un point tel qu'il interdit souvent tout alul. On est alors
amene a herher des methodes pour reduire enore le nombre de fontions de base. La redution
adiabatique (pseudo-)spetrale est l'un de es proedes, largement utilise dans la pratique, f [5℄
et [6℄. Son prinipe est expose i apres sur le as d'une moleule triatomique.
L'operateur de Laplae est exprime en oordonnees Jaobi (R; r; ). On se propose ainsi de
resoudre sur le ube 
 = [ 1; 1[
2
℄0; [ de IR
3
:
~
H = E ; ou
~
H =
~
T
R;r;
+ V =  
RR
  
rr
 
f(R; r)
sin 


sin 

+ V (1)
 (1; r; ) =  (R;1; ) = 0 (2)
Alors
1 On identie par une analyse en modes normaux autour de l'equilibre une variable speiale
pour le systeme qu'on va appeler la oordonnee adiabatique. Ii il s'agira par exemple de
la variable  et on erit l'hamiltonien apres hangement de variable z = os .
2 On onsidere l'hamiltonien obtenu en enlevant les termes ontenant les derivees dans la oor-
donnee adiabatique. Celui-i sera appele l'hamiltonien reduit, il s'agit ii de:
H
r
:= H + f(R; r)
z
(1  z
2
)
z
= T
R;r;z
+ V + f(R; r)
z
(1  z
2
)
z
=  
RR
  
rr
+ V (3)
On le diagonalise par une proedure tres rapide. En eet on ramene le probleme 3D a un
petit nombre de problemes 2D en xant la valeur de la oordonnee adiabatique. C'est ii
qu'intervient l'intuition physique, la variable adiabatique etant d'une ertaine faon elle qui
permet de derire au mieux l'hamiltonien total par son ation en des valeurs xees.
3 Puisqu'on herhe les veteurs propres ayant une energie plus petite que E
MAX
, on ne garde
parmi les veteurs propres alules a l'etape 2 que eux dont l'energie est plus petite que
(1 + )E
MAX
(ou  > 0).
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4 En tensorisant les veteurs obtenus au point 3 ave des fontions arateristiques de la variable
adiabatique on denit une ensemble reduit de veteurs ou l'on herhe a diagonaliser H .
Dans la pratique le proede donne de bons resultats; pourtant le hoix de la (ou des) variable(s)
adiabatique(s) et du systeme de oordonnees orrespondant (f. etape 1) inuene beauoup
ses performanes. Par onsequent il nous semble interessant de donner des estimations a priori
qui nous permettent d'avoir une ertaine intuition du hoix de la variable adiabatique pour un
systeme donne et de ompleter ette analyse numerique par des estimateurs a-posteriori an d'en
juger la pertinene une fois les aluls faits ainsi que de valider le hoix de  qui intervient dans la
tronquature*.
Avant de proeder aux dierentes analyses d'erreur, il est important de preiser le hoix des
valeurs de la variable adiabatique retenues qui vont ^etre xees au ours de l'etape 2. Il s'agit
du systeme des nuds de la methode d'integration numerique de Gauss adaptee a la variable
adiabatique. Ii l'operateur est 
z
(1 z
2
)
z
et son spetre est onstitue des polyn^omes de Legendre
fL
n
g
n
. Les valeurs xees pour la variable adiabatique sont don les points de Gauss-Legendre, il
s'agit des raines f
i
g
1iN+1
du polyn^ome de Legendre L
N+1
de degre N + 1. Il est lassique
d'assoier a es points la base des polyn^omes arateristiques de degre  N , fh
j
g
1jN+1
tels que
h
j
(
i
) = Æ
i;j
(symbole de Kroneker).
On introduit ii l'operateur J
N
d'interpolation de C
0
(℄  1; 1[) dans IP
N
(℄  1; 1[).
2. ANALYSE A-PRIORI DE LA M

ETHODE . { Nous proposons ette analyse sur le as par-
tiulier du systeme (1) et (2) a 3 partiules ave f(R; r)  1. Comme on l'a vu, la disretisation
omporte deux etapes. On determine tout d'abord les fontions propres de l'operateur T
R;r;z
sur
L
2
(℄ 1; 1[
3
), il s'agit des fontions '
k;`;n
(R; r; z) = sin(
k
2
(R+1)) sin(
`
2
(r+1))L
n
(z) pour (k; `; n)
parourant IN
3
. Puis on propose un premier espae de disretisation X
M;N
engendre par les '
k;`;n
pour 1  k; `  M , 0  n  N . La seonde etape repose sur la determination sur X
M;0
des
modes propres des operateurs (de deux variables)  
RR
  
rr
+ V (:; :; 
i
) pour haque valeur de
i, 1  i  N + 1, on appelle 
p;q;i
et 
p;q;i
les veteurs et les valeurs propres orrespondants, on
suppose es premiers normalises en norme L
2
. L'approximation nale du probleme onsiste alors
a herher dans l'espae vetoriel E
Æ
engendre par les 
p;q;i
(R; r)h
i
(z) (fontions de 3 variables)
orrespondant aux valeurs propres 
p;q;i
 (1 + )E
Max
les fontions propres de l'operateur H
Æ
deni par
(H
Æ
';  ) =
Z
℄ 1;1[
3

R
 
R
'+ 
r
 
r
'+ (1  z
2
)
z
 
z
'dRdrdz
+
Z
℄ 1;1[
2
N+1
X
i=1
V  '(R; r; 
i
)
i
dRdr (4)
ou les f
i
g
1iN+1
sont les poids de la formule de Gauss Legendre.
Remarque: Il est interessant de noter que les 
p;q;i
(R; r)h
i
(z) sont les fontions propres sur X
M;N
de l'operateur H
r
Æ
deni omme suit
(H
r
Æ
';  ) =
Z
℄ 1;1[
2
N+1
X
i=1
 
(
R
 
R
'+ 
r
 
r
')(R; r; 
i
) + V (R; r; 
i
)( ')(R; r; 
i
)
!

i
dRdr:
* Cette methode de "redution adiabatique" presente quelques similarites ave la methode de
redution de dimension utilisee en meanique des strutures. On refere a [11℄ pour une presentation
de ette methode ainsi que des estimateurs d'erreur adaptes. Neanmois la methode et les tehniques
d'analyse sont dierents.
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On denit d'abord des espaes assoies a l'operateur T
R;r;z
qui seront les analogues des espaes
de SobolevH
s
\H
1
0
; plus preisement on designe parX
s
0
l'adherene de C
1
0
(℄ 1; 1[
3
)\C
1
(℄ 1; 1[
3
)
dans le domaine de (T
R;r;z
)
s=2
muni de sa norme anonique. Le Thm. 5.6 de [3℄ et le Thm. 2.3 de
[1℄ tome 1 p.19 permettent de arateriser les X
s
0
. On obtient par exemple:
X
2
0
= fu 2 H
1
0
; 
RR
u; 
rr
u; 
Rr
u;
p
1  z
2

Rz
u;
p
1  z
2

rz
u; (1  z
2
)
zz
u 2 L
2
(℄  1; 1[
3
)g (5)
On erit ensuite le probleme initial sous la forme abstraite: trouver u 2 L
2
 IR tel que
F (u) = 0, ou F est une appliation de lasse C
1
entre L
2
 IR et le dual (X
2
0
)

 IR de X
2
0
 IR.
L'appliation F est ii donnee par:
< F ( ; ); ('; ) >
(X
2
0
)

IR;X
2
0
IR
=
Z
℄ 1;1[
3
(H'  ') + 
 
Z
℄ 1;1[
3
 
2
  1
!
=
Z
℄ 1;1[
3
(T
R;r;z
'+ V '  ') + 
 
Z
℄ 1;1[
3
 
2
  1
!
(6)
Il est faile a verier que F ( 
0
; 
0
) = 0 est equivalent au probleme (1)-(2). Par ailleurs si

0
est valeur propre simple de (1) orrespondant au veteur propre  
0
(normalise dans L
2
), alors
par appliation de l'alternative de Fredholm on montre que DF ( 
0
; 
0
) est un isomorphisme de
Z = L
2
 IR dans Y = (X
2
0
)

 IR.
Soit ensuite 
Æ
le projeteur sur E
Æ
assoie a T
R;r;z
i.e. pour tout v 2 X
2
0
; 
Æ
v est l'element
de E
Æ
qui realise
R
℄ 1;1[
3
T
R;r;z
(v   
Æ
v)u = 0 pour tout u 2 E
Æ
. On denit alors des fontions F
Æ
de L
2
 IR dans (X
2
0
)

 IR par la formule:
< F
Æ
( ; ); ('; ) >
(X
2
0
)

IR;X
2
0
IR
=
Z
℄ 1;1[
3
(H
Æ
  )(
Æ
') 
+ 
 
Z
℄ 1;1[
3
 
2
  1
!
+
Z
℄ 1;1[
3
T
R;r;z
(' 
Æ
') : (7)
Les fontions propres de l'operateurH
Æ
sur E
Æ
sont alors exatement les solutions de F
Æ
( 
Æ
; 
Æ
) = 0.
On applique ensuite le theoreme 6.1 de [2℄ vol 5 p.530 qui permet de montrer que, sous ertaines
hypotheses, on a l'estimation a-priori desiree
k 
0
   
Æ
k
L
2
+ j
0
  
Æ
j  C(; s; t)

(
Æ
)
s
k( 
0
; 
0
)k
X
s
0
IR
+
N
 t
kV  
0
k
L
2
(℄ 1;1[
2
;H
t

(℄ 1;1[))
+M
 
kV  
0
k
H

(℄ 1;1[
2
;L
2
(℄ 1;1[))

(8)
ou 
Æ
est sup
n
1
N
;
1
M
;
1
p
E
Max
o
et H
t

(℄  1; 1[) est un espae a poids qui ontient H
t
(℄  1; 1[) (voir
[3℄ pag. 24).
Remarque. Si V est suÆsemment reguliere, il est lair que pour tout p les normes k 
0
k
X
p
0
,
kV  
0
k
L
2
(℄ 1;1[
2
;H
2p

(℄ 1;1[))
et kV  
0
k
H
2p
(℄ 1;1[
2
;L
2
(℄ 1;1[))
se omportent en j
0
j
p
e qui fait que,
pour le hoix naturel N
2
'M
2
' E
Max
on a une onvergene en (p)


0
N
2

p
.
3. ANALYSE A-POSTERIORI DE LA M

ETHODE . { Toujours sur le as partiulier du systeme
(1) et (2) a 3 partiules, nous presentons maintenant une analyse de l'erreur a posteriori. Celle-i
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a pour but de qualier l'approximation une fois les aluls termines. On travaille toujours dans la
formulation F (u) = 0.
L'estimation a priori montre que pour tout mode propre ( 
0
; 
0
) simple du systeme (1)-(2),
il existe un mode propre ( 
Æ
; 
Æ
) qui lui est prohe. La question de savoir de ombien ils sont
prohes deoule ette fois de resultats derives par exemple de [4℄ qui permettent de montrer que,
sous ertaines hypotheses, F ( 
Æ
; 
Æ
) est un estimateur de l'erreur entre une solution exate ( 
0
; 
0
)
et la solution approhee ( 
Æ
; 
Æ
). Plus preisement on a:
kF ( 
Æ
; 
Æ
)k
Y
 k 
0
   
Æ
k
L
2
(℄ 1;1[
3
)
+ j
0
  
Æ
j  CkF ( 
Æ
; 
Æ
)k
Y
(9)
pour deux onstantes positives  et C. On erit dans une premiere etape
kF ( 
Æ
; 
Æ
)k
Y
= sup
'2X
2
0
;k'k
X
2
0
=1
Z
℄ 1;1[
3
((V  
Æ
  
M
J
N
(V  
Æ
))'
+ sup
'2X
2
0
;k'k
X
2
0
=1
Z
℄ 1;1[
3
(T
R;r;z
 
Æ
+ 
M
J
N
(V  
Æ
)  
Æ
 
Æ
)'
MN
(10)
La premiere ontribution du membre de droite mesure l'approximation due a la redution de
l'ation de V dans X
MN
. La seonde ontribution represente en revanhe la perte d'information
ommise en negligeant dans X
MN
les modes 
p;q;i
h
i
d'energie superieure a (1 + )E
Max
. C'est
ette ontribution qui permet de juger de l'adiabatiite du systeme ar il porte sur la projetion
du terme (T
R;r;z
 
Æ
+ 
M
J
N
(V  
Æ
)  
Æ
 
Æ
) sur les modes "oublies". En eet sa projetion sur les
termes retenues est nulle, par denition de  
Æ
. L'analyse preise de es deux ontributions permet
d'obtenir:
Theoreme 2. Il existe des onstantes  et C telles que
k 
0
  
Æ
k
L
2
(℄ 1;1[
3
)
+ j
0
  
Æ
j 
(V )
E
Max
k(Id  
E
Æ
)(
z
(1  z
2
)
z
 
Æ
)k
L
2
(℄ 1;1[
3
)
+ (N
 t
kV  
Æ
k
L
2
(℄ 1;1[
2
;H
t

(℄ 1;1[)
+M
 
kV  
Æ
k
H

(℄ 1;1[
2
;L
2
(℄ 1;1[))
) (11)
et

sup(M;N)
2
k(Id  
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Æ
)(
z
(1  z
2
)
z
 
Æ
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2
(℄ 1;1[
3
)


k 
0
   
Æ
k
L
2
(℄ 1;1[
3
)
+ j
0
  
Æ
j

+ (N
 t
kV  
Æ
k
L
2
(℄ 1;1[
2
;H
t

(℄ 1;1[)
+M
 
kV  
Æ
k
H

(℄ 1;1[
2
;L
2
(℄ 1;1[)
) (12)
Remarque 1. D'apres l'estimation a priori (et le bon sens) il est naturel de hoisir N
2
' M
2
'
E
Max
. Le theoreme 2 donne don une estimation a posteriori optimale pour juger de l'adiabatiite
de la variable.
Remarque 2. Le alul expliite de la ontribution:
k(Id  
E
Æ
)(
z
(1  z
2
)
z
 
Æ
)k
L
2
(℄ 1;1[
3
)
peut se faire rapidement de la faon suivante: on erit tout d'abord

p;q;i
(R; r)(
z
(1  z
2
)
z
h
i
)(z) =
M
X
p
0
;q
0
=1
N
X
j=1

p
0
q
0
j
pqi

p
0
;q
0
;j
(R; r)h
j
(z)
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Partant de l'eriture  
Æ
=
P
(p;q;i);j
p;q;i
j(1+)E
Max

 
pqi

p;q;i
h
i
donnee par la resolution du
probleme reduit on en deduit:
A 
Æ
:= [
z
(1  z
2
)
z
℄ 
Æ
=
X
p
0
;q
0
;j

X
(p;q;i);j
p;q;i
j(1+)E
Max

p
0
q
0
j
pqi

 
pqi


p
0
;q
0
;j
(R; r)h
j
(z) (13)
Cei fournit la valeur des oeÆients de A 
Æ
dans la base orthonormee 
p
0
;q
0
;j
(R; r)h
j
(z) et don
la norme L
2
de (Id   
E
Æ
)A 
Æ
en deoule. Par tensorisation le alul (13) peut se faire en
maxfM;Ng
5
operations, moins que le nombre d'operations demande pour le alul de  
Æ
.
Remeriements Les auteurs tiennent a remerier C. Leforestier du Laboratoire Struture et Dynamique
des Systemes Moleulaires et Solides de l'Universite de Montpellier 2 pour les disussions sur le sujet.
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