Estimation of regression functions from independent and identically distributed data is considered. The L 2 error with integration with respect to the design measure is used as an error criterion. Usually in the analysis of the rate of convergence of estimates besides smoothness assumptions on the regression function and moment conditions on Y also boundedness assumptions on X are made. In this article we consider partitioning and nearest neighbor estimates and show that by replacing the boundedness assumption on X by a proper moment condition the same rate of convergence can be shown as for bounded data.
Introduction
Let (X, Y ), (X 1 , Y 1 ), (X 2 , Y 2 ),... be independent identically distributed R d × R-valued random vectors with EY 2 < ∞. In regression analysis we want to predict the value of Y after having observed the value of X, i.e., we want to determine a function f with f (X) "close" to Y. If "closeness" is measured by the mean squared error, then one wants to find a function f * such that
Let m(x) := E{Y |X = x} be the regression function and denote the distribution of X by . The well-known relation which holds for each measurable function f
implies that m is the solution of the minimization problem (1), E{|m(X) − Y | 2 } is the minimum of (2) Stone [18] proved the existence of universally consistent estimates, i.e., estimates m n with the property
for all distributions of (X, Y ) with EY 2 < ∞. He showed this property for suitable nearest neighbor estimates. Many other estimates share this property. See, e.g., [3, 4, [7] [8] [9] [10] [11] [12] 15, 16, 20] . See also [6] .
In general the rate of convergence may be arbitrarily small, see [1, 2] , also [6, Chapter 3] . Under restrictions on the class of distributions, in particular under smoothness conditions on m, results on rate of convergence exist. Let m be Hölder continuous, i.e.,
for some C 1, 0 < p 1, and let Var(Y |X) and also X be bounded. Then for suitably defined partitioning, kernel and nearest neighbor estimates (in the latter case only for d > 2p) one has
see Theorems 4.3, 5.2 and 6.2, respectively, in [6] , there for p = 1 (Theorem 5.2 is due to [17] , Theorem 6.2 is essentially due to [5, 14] ). According to Stone [19] no estimate exists which yields a better rate of convergence, even if one assumes that has a density on its compact support which is bounded away from zero and infinity.
To be more precise, let D p 0 be the class of all distributions of (X, Y ) where X is uniformly distributed on [0, 1] d , Y = m(X) + N for some p-smooth function m : R d → R and some random variable N which is standard normally distributed and independent of X. Here a function m is called p-smooth for some p = k + with k ∈ N 0 and ∈ (0, 1] if all partial derivatives of m of order k exist and are Hölder-continuous with exponent , i.e., the partial derivatives of order k satisfy (3) with p replaced by . Stone [19] showed that there exists a constant c > 0 such that
Furthermore it was shown in Stone [19] 
Stone [19] , in his Question 1, asked for removing the boundedness condition on X. In particular this is interesting for bounded data, because the constantc above depends on the bound of X (provided the assumption X ∈ [0, 1] d a.s. is replaced by X bounded by some fixed constant a.s.). Therefore if it is possible to show that a similar result even holds for unbounded X, it is clear that the rate of convergence is less sensitive to this bound.
In this paper, we show that assertion (4) on the rate of convergence remains true for suitable partitioning and nearest neighbor estimates, if the boundedness condition on X is weakened to the moment condition E X < ∞ while maintaining the boundedness of m, where > 2p in the partitioning case and > 2pd/(d − 2p), d > 2p, in the nearest neighbor (NN) case. The diameter of the cubes in the cubic partitioning estimate depends on x ∈ R d , while the k n − NN estimate is of the classic form with (suitable) k n not depending on x. The authors proved in another paper [13] a result on the kernel estimate corresponding to the result on the partitioning estimate and showed that the condition > 2p is in some sense necessary.
Throughout the paper we will use the following notation: N, R and R + are the sets of natural, real and nonnegative real numbers, respectively. The euclidean norm of
x denotes the least integer greater than or equal to x, and x denotes the greatest integer less than or equal to x. c 1 , c 2 , . . . throughout the paper are suitable constants. The main results are stated in Section 2 and proven in Sections 3 and 4.
Main results
Depending on C, p, > 0 and n ∈ N define a partition P n of R d as follows:
and define P n by
Let m n (x) be the corresponding partitioning estimate, i.e., (X i ) (with 0/0 := 0) where A n (x) denotes that set A ∈ P n with x ∈ A. Then the following result holds:
Theorem 1. Assume that the distribution of (X, Y ) satisfies the following four conditions:
Define the partitioning estimate m n as above. Then
where c 1 depends on d, p, , L, 2 0 and E{ X }.
In view of the definition of nearest neighbor estimates, for fixed x ∈ R d reorder the data (X 1 , Y 1 ) , . . . , (X n , Y n ) according to increasing values X i − x with tie-breaking, e.g., by indices (see [6, Chapter 6] ). Denote the reordered data sequence by (X (1,n) Y (n,n) (x) ). The random variable X (k,n) (x) is called the kth nearest neighbor (k − NN) of x. The k n − NN regression function estimate is defined by
In the following k n = C −2d/(2p+d) n 2p/(2p+d) is chosen.
and (A4 * ) There exists a constant > 2p
Define the nearest neighbor estimate m n as above. Then
where c 2 depends on d, p, , L, 2 0 and E{ X }.
Remark 1. Theorems 1 and 2 concern minimax rate of convergence. Let D(p, C, , L, 0 ) be the class of all distributions of (X, Y ) which satisfy (A1), (A2), (A3) and (A4). Then it follows, e.g., from Theorem 1 that the partitioning estimate defined there satisfies
According to Stone [19] this minimax rate of convergence is optimal. In addition, it is shown in [13] that the condition E X < ∞ for some > 2p cannot be replaced by a condition E X < ∞ with < 2p.
Remark 2.
The classical cubic partitioning estimate obviously remains unchanged when the distribution of X has bounded support and the partition of the estimate is chosen such that the whole complement of the support is used as a set of the partition. In the case of unbounded support it seems reasonable to use larger bins in the tail regions as is the case with our partitioning regression estimate. In this paper we obtain the optimal rate of convergence under moment conditions of polynomial type and with polynomially growing side lengths of the cubes (for fixed partition) in the estimate, however one can obtain an analogous result for exponential type moment conditions and exponentially growing side lengths of the cubes. Theorem 2 shows that the classical NN-estimator is already adaptive and does not have to be modified in order to cope with distributions of unbounded support.
Remark 3.
The rate of convergence for the partitioning and NN-estimates is getting better as the dimension of the input decreases. But for d 2p NN-estimates in contrast to partitioning estimates do not yield the optimal rate. The crucial point is Lemma 1 concerning k n − NN estimates in case k n = 1. For p = 1, d = 2 the proof shows that even for with bounded support the right-hand side of inequality (8) is n −1 log n instead of n −1 ; for p = 1, d = 1 one obtains n −1 instead of n −2 . The orders n −1 and n −2 , respectively, which are needed to obtain an optimal convergence rate of the estimate, cannot be obtained, as is pointed out in [6, p. 97, Problem 6.1]. The case k n = 1 formally corresponds to the case of cubes with side length h n = n −1/d in cubic partition of the partitioning estimate, where by taking squares the desired rate is obtained.
Remark 4.
In practical applications the parameters in the side lengths h n,j of the cubes in partitioning estimates (especially the factor (j + 1) /(2p) ) and the parameter k n in k n − NN estimates can be chosen automatically from the data using sample splitting or crossvalidation (cf., e.g., [6, Chapters 7 and 8]).
Proof of Theorem 1
We have
where
is binomially distributed with parameters n and q = (A n (x)). Furthermore, by Jensen's inequality and boundedness and (p, C)-smoothness of m we get
Summarizing the above results we get
we get
Next we derive an upper bound on the right-hand side of (5). We start with the first term on the right-hand side of that inequality. Fix 2 j j max (n). The sets
Because of > 2p we have
which implies
Next we consider the second term on the right-hand side of (5) . Noting that for fixed j the diameter of any set A j n,k is bounded by √ d · h n,j and that the union of all sets
where the last inequality follows from
Eq. (6) also yields
Finally, by using (7) we can bound the last term on the right-hand side of (5) via
Proof of Theorem 2
The proof differs from the proof of Theorem 6.2 in [6] mainly in sharpening of Lemma 6.4 there to Lemma 1 below which deals with an unbounded support of . We use 
