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Abstract
In this paper we give a physical interpretation of the probability of a
Stochastic Lo¨wner Evolution (SLE) trace approaching a marked point
in the upper half plane, e. g. on another trace. Our approach is based on
the concept of fusion of boundary with bulk or other boundary fields in
Conformal Field Theory (CFT). In this context we also state a proposal
how the results can be extended to situations that happen not sufficiently
far away from the boundary.
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1 Introduction
1.1 Motivation
Stochastic Lo¨wner Evolutions (SLE) as introduced by O. Schramm [28] are
one parameter families of conformally invariant measures on curves in the plane.
For an elaborate introduction, see e. g. [20]. They are described by continuous
sets of mappings that satisfy the Lo¨wner differential equation with stochastic
driving parameter. This equation has been derived by Lo¨wner in 1923 in a
more general context for non-stochastic 1D real continuous driving functions,
allowing for the description of a wider class of 2D curves [21].
Taking the driving parameter to be Brownian motion has been proven by
Schramm to be the only choice for the measure to be conformally invariant,
exhibiting reflection symmetry and implying non-self-intersecting curves. This
way, the curves can describe the continuum limit of random cluster interfaces
connected to the boundary in lattice models of statistical physics at criticality.
Actually, this has been rigorously proven for example for the loop-erased random
walk (LERW) and the uniform spanning tree (UST).
However, for years there has been another way to describe these physical
models: (boundary) Conformal Field Theories (bCFT)s. Unfortunately, in
contrast to some SLE cases this description is only based on a conjecture. In
spite of this fact, the question how the two theories are related to each other
arises naturally in this context. Additionally it is generally hoped for results to
benefit from an explicit correspondence since in some cases such as percolation
[29] it turned out that proofs in one or the other picture are strikingly easier to
do.
The community, especially [1, 3, 14, 8, 6], has already been successful in
answering this question to some extent; e. g. observing that the same differential
equations arise both in SLE and minimal bCFT context, heuristically relating
the change of boundary condition implicitly fixed by the SLE trace to the
appeareance of the bCFT-fields ψ(1,2) and ψ(2,1). This nontrivial connection
is based on lifting the SLE stochastic differential equation (SDE) of conformal
mappings to that of elements of a formal group. Letting these act on appropriate
representations of the Virasoro algebra, martingales that correspond to null
vectors in its Verma module can be found [1]. This correspondence requires
a relation between the speed of the Brownian motion and the central charge
of the minimal bCFT, matching two so-called dual SLEs to a minimal bCFT
model.
Recently, there have been several attempts to relate more than the two
boundary fields to objects in (modified versions of) SLE [24, 22] and multiple
SLE [4, 7, 11]. This has mostly been achieved via the comparison of differential
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equations or typical scaling behavior, e. g. of the probabilities of visiting small
sections on the real or imaginary axis and points in the upper half plane [2, 5, 16],
differential equations arising due to the presence of the stress-energy tensor [10]
and scaling exponents in the Q-states Potts model [25].
1.2 Outline
In this work we want to present another contribution to the SLE-bCFT relation.
Therefore we will review important concepts in the second section and fix the
notations. We will start with a short introduction to single and multiple SLE
(sections 2.1 and 2.2), bCFT (section 2.3), their relationship (section 2.4) and
the short distance expansion in CFT (section 2.5).
The third section is dedicated to bCFT and SLE probabilities that we want
to focus on in this paper. In bCFT this addresses the probability of a certain
arch configuration occuring in a theory while in SLE we are interested in the
probability of an SLE trace intersecting a small disc of a certain radius.
Afterwards, we will arrive at the key point of this paper in section 4: the
behavior of the differential operators of the differential equations that were part
of the first step to establish a connection between the two theories. In this part
of our paper, we will argue how additional exponents for the small distance
behavior can be found by combining the dependency emerging from the small
distance expansion of two primary fields with the respective changes in the
differential operators.
In the fifth section, we will make use of these results by relating the SLE
probability to fusion of boundary with bulk fields in section 5.1 and of boundary
fields only in section 5.2. This will lead us to an SLE interpretation of corre-
lation functions of other fields than the ψ(1,2) or ψ(2,1)-type. Afterwards, we
will address the obstacle that the SLE probability in question also exhibits an
angular dependency for points near the boundary in section 5.3.
The last section will be dedicated to another point of view on multiple SLE.
Briefly reviewing concepts of probability theory in section 6.1, we will remind the
reader that multiple SLE can be viewn as ordinary SLE weighted by a suitable
martingale. This martingale will then be given a probability interpretation in
section 6.2, extending the concept of fusion to this picture in section 6.3
The appendix contains the derivation of the limiting behavior of the differen-
tial operators stated in section 4. It is straightforward but quite lengthy, hence
we restricted ourselves to a heuristic argument in the text, leaving the details
of the computations to the appendix.
2 Basic Definitions and Notations
2.1 Single SLE
Now let us fix some notation. For chordal SLEs, the family of Lo¨wner map-
pings shall be denoted by (gt)t∈R+0
which are defined through the so-called
Lo¨wner equation:
dgt =
2dt
gt − ξt , g0(z) = z , gt(z) = z +
2t
z
+O(z−2) for z →∞ . (1)
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Here, ξt =
√
κBt is Brownian motion of speed κ with 0 ≤ κ ≤ 8. Additionally
we have chosen the standard time parameterization to fix the SL(2,R invariance
such that the half plane capacity is Hcapγt = 2t. Obviously, gt : H/Kt → H
where the Kt are the hulls of the so-called traces γt : = limǫ→0 g
−1
t (ξt + iǫ) that
describe the cluster interfaces. As physical cluster interfaces these traces are
continuous and non self-crossing, exhibiting three phases: for κ ≤ 4 they are
a.s. simple, for 4 < κ < 8 they are self-touching and for κ ≥ 8 space filling with
Hausdorff dimension dγt = min{1 + κ8 , 2}. The dimension of the SLE hull
Kt is given by that of its trace for κ < 4 and by that of the so-called dual SLE
with parameter 16/κ for the other cases.
To illustrate the connection to CFT we define ht(z) : = gt(z)− ξt, satisfying
the stochastic differential equation
dht =
2dt
ht
− dξt . (2)
For any time t we associate an element ght of the germs of holomorphic functions
at infinity, N−, of the form z+
∑
m≤−1 hmz
m−1. This satisfies according to Itoˆs
formula:
g−1ht · dght = dt
(
−2l−2 + κ
2
l2−1
)
+ dξtl−1 , (3)
with ln = −zn+1∂z . In CFT, the ln correspond to the generators Ln of the
Virasoro algebra vir [1]:
[Lm, Ln] = (m− n)Ln+m + c
12
m(m2 − 1)δm+n,0 , (4)
and it can be shown that there exists a homomorphism gh → Gh such that
Gh is an operator acting on appropriate representations of vir, satisfying an
equation analogous to (3). Now it is easy to see that Ght |ψ(1,2)〉 and Ght |ψ(2,1)〉
are local martingales if the ψs are primary fields of weights h(1,2) =
6−κ
2κ or
h(2,1) =
3κ−8
16 . Indeed, this is equivalent
‡ to saying that these fields have a
degenerate descendent on level two:(
−2L−2 + κ
2
L2−1
)
|ψh〉 = 0 , (5)
if the following relation between the central charge of the CFT c and the speed
of the Brownian motion κ holds [1]:
c =
(3κ− 8)(6− κ)
2κ
≤ 1 . (6)
2.2 Multiple SLE
Multiple SLE following [18], based on [4, 11], can be regarded as m single
chordal SLEs in the same domain. For consistency, some requirements such
as conformal invariance, reparameterization invariance and absolute continuity
have to be made. Allowing local growth atm tips in the upper half plane results
‡Note that in [26] it has been shown that this identification is only true modulo a phase
that accounts for the branch points of CFT correlation functions. However, to keep things
simple, we will not concentrate on this subtlety in this paper.
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in a modified Lo¨wner mapping Gt that describes m single SLEs in a single
equation:
dgit(z) =
2cit
git − wit
dt for i = 1, . . . ,m → dGt(z) =
m∑
i=1
2aitdt
Gt(z)− xit
. (7)
Defining Gt =: H
i
t ◦ git, we can specify the relationship between the old and
the new driving parameters xit = H
i
t(w
i
t) and time parameterisations a
i
t =
Hit
′(wit)
2cit. Loosly speaking, H
i
t is the mapping that removes the remaining
n− 1 SLE traces from the setting after the action of git.
The conditions lead us to the κ-relation: all involved speeds κi of the m
SLEs should correspond to the same central charge. From (6) we can deduce
that for all i, j ∈ {1, . . . ,m} we have κi = κj or κi = 16/κj.
Another implication is a change of the measure that leads to a change of the
drift term from purely Brownian motion to:
dwit =
√
κdBt → dxit =
√
κidB
i
t + κia
i
t∂xit logZ[xt]dt+
∑
k 6=i
2ait
xit − xkt
dt , (8)
where Z[xt] is usually being interpreted as the partition function of the corre-
sponding bCFT.
Enforcing conformal invariance and absolute continuity yields an exponential
change of the measure given by the Radon-Nikodyn derivative according to
Girsanov’s theorem. Hence, similarly to the interpretation of SLE(κ, ~ρ) [30],
we can interpret this SLE again as “usual” SLE only weighted by another local
bounded martingale [18]. Here, the martingale is given by
Mt : =
Z[xt]
Z[x0]
m∏
i=1
(
Hit
′(wit)
)hi
exp
(
ci
6
∫ t
0
SHis(wis)cisds
)
exp
(
−
∫ t
0
1
Z[xs]
Dm−2(xis)Z[xs]aisds
)
, (9)
where S denotes the Schwarzian derivative and Dm−2(xis) is given by
Dm−2(xis) =
κi
2
∂2xis − 2
∑
k 6=i
(
hk
(xks − xis)2
− 1
(xks − xis)
∂xis
)
. (10)
2.3 Boundary CFT Revisited
The goal of this side trip is to point out the subtleties of bCFT on the upper
half plane since it is usually dealt with as a chiral theory on the full complex
plane which forces us to think about how to extend the Lo¨wner equation from
H to C, too. Additionally, the boundary behavior of bulk fields gets affected by
the formalism.
In bCFT, due to the boundary conditions that have to be imposed one way
or the other, the behavior of the primary fields under conformal transformation
changes. Hence, the way we have to treat observables that are given by prod-
ucts of primary fields φ(z, z¯) with holomorphic and antiholomorphic coordinate
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dependencies differs from that of the boundary fields ψ(x);
φ(z, z¯) → φ (f(z), f(z¯)) = (f ′(z))−h(f ′(z¯))−h¯ fφ(z, z¯) , (11)
ψ(x) → ψ (f(x)) = (f ′(x))−h fψ(x) . (12)
wherein f denotes the functional change of the field due to the conformal trans-
formation.
In conformal field theory on the full complex plane, we can regard the
holomorphic and antiholomorphic coordinates, z and z¯ as independent vari-
ables since any conformal transformation factors into the two parts due to the
Cauchy-Riemann differential equations. Any variation of a correlation func-
tion with respect to a conformal transformation given by z 7→ z + ǫ(z) and
z¯ 7→ ǫ¯(z¯) can be written as
δǫ,ǫ¯〈X〉C = − 1
2πi
∮
C
dz ǫ(z)〈T (z)X〉+ 1
2πi
∮
C
dz¯ ǫ¯(z¯)〈T¯ (z¯)X〉 . (13)
with the counterclockwise contour C including all the (anti-)holomorphic posi-
tions of the primary fields in X .
However, in boundary CFT on the upper half plane H including the real
axis, we are confined to those conformal transformations that leave the real
axis, i. e. the boundary, invariant. This gives us the constraint ǫ(x) = ǫ¯(x) and
T (x) = T¯ (x) for any x ∈ R. Taking a look at a correlation function trying to
seperate the holomorphic and antiholomorphic parts again, we see that we have
a non-vanishing contribution from the boundary:
δǫ〈X〉H = −
1
2πi
∮
C+
dz ǫ(z)〈T (z)X〉 − 1
2πi
∫ ∞
−∞
dx ǫ(x)〈T (x)X〉 , (14)
δǫ¯〈X〉H =
1
2πi
∮
C+
dz¯ ǫ¯(z¯)〈T¯ (z¯)X〉+ 1
2πi
∫ ∞
−∞
dx ǫ¯(x)〈T¯ (x)X〉 . (15)
where C+ indicates a counterclocise contour in the upper half plane H (including
the real axis) encircling all (anti-)holomorphic positions of the primary fields in
X .
Obviously, due to the boundary conditions, both boundary terms give ex-
actly the same contribution – the two terms are no longer independent. From
now on we will set z¯ = z∗ and consider the antiholomorphic quantities, e. g. T¯ (z¯),
as being the analytic continuation of the holomorphic quantities, e. g. T (z) in
the lower half plane ‡. Thus we arrive at only one set ofVirasoro generators by
taking advantage of δǫ¯〈X〉H = 0 and reexpressing the boundary integral in one
of the equations (14) and (15). In this picture, the bulk fields depending on holo-
morphic and antiholomorphic coordinates become two seperate fields, one being
the “mirror image” of the other φ(w, w¯)
H
= φ(w)
H
⊗φ(w¯)C/H = φ(w)Hφ(w∗)C/H.
Effectively, we are using 2n holomorphic degrees of freedom in this picture in-
stead of n holomorphic and n antiholomorphic ones with a boundary condition:
δǫ〈X〉Cb = −
1
2πi
∮
C+
dz ǫ(z)〈T (z)X〉+ 1
2πi
∮
C−
dz ǫ(z)〈T¯ (z)X〉 . (16)
‡This is possible since T¯ (z∗) for Im(z) < 0 is holomorphic and T (z) = T¯ (z¯) on the real
axis.
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This point of view suggests that by only considering conformal transformations
f(z), f : D ⊂ H → H that preserve the boundary, we have to modify the
behaviour of the primary bulk and boundary fields under these transformations:
φ(z, z¯) → φ (f(z), f(z¯)) = (f ′(z))−h(f∗′(z)∗)−h¯ fφ(z, z¯) , (17)
ψ(x) → ψ (f(x)) = (f ′(x))−h fψ(x) . (18)
Equation (17) is precisely the point which is usually ignored in the literature,
as well as the doubling of points when going from the usual picture with chiral
and antichiral halves on the upper half plane to the only-chiral theory on the
full complex plane.
Hence, any differential equation resulting from degenerate fields involves
holomorphic as well as antiholomorphic coordinates, e. g. the level two differen-
tial equation arising in minimal CFTs that imposes constraints on correlation
functions including ψ(2,1) or ψ(1,2) boundary field.
If we choose the Lo¨wner mapping f(z) = gt(z), we will have to take terms
including the antiholomorphic coordinates into account if we want to include
a truely local observable or want to study boundary behavior which is usually
done by taking a look at the limit
lim
z→z¯
φ(z)φ(z¯) , (19)
and inserting the OPE (see section 2.5) for the product of the chiral and antichi-
ral half of the local field φ(z, z¯). In that case, we have to extend the Lo¨wner
mapping to the lower half plane which should be done by mirroring as well.
Hence we define for z, z¯ ∈ H or, equivalently w ∈ C:
z 7→ gt(z) and z¯ 7→ gt(z¯) with b.c. or (20)
w 7→ gt(w) : =
{
gt(w) for Im(w) > 0 ,
g∗t (w
∗) for Im(w) < 0 .
(21)
2.4 SLE Martingales and Physical Quantities in BCFT
Following the nice introductions [4, 27, 6, 26] to the connection between SLE
and minimal models of bCFT, we will give a short overview on how martingales
in multiple SLE are connected to correlation functions in bCFT.
On the one hand, it is quite obvious from the definition of martingales in
the theory of probability that a quantity Mt which satisfies all conditions for
martingales can be referred to as “conserved”, i. e. not changing its expectation
value in time, or, more mathematically: E(Mt) = E(M0) for all times t which
means nothing else than ddtE(Mt) = 0. Hence, if we assume that observables
Ostat.P.t should be conserved quantities, we can also say that E(Mt) = E(O
SLE
t ).
On the other hand, in CFT it is common believe that all physically inter-
esting quantities are given in terms of correlation functions of the fields in the
theory – i. e. the possible amplitudes of the scattering matrix. Within the the-
ories of minimal models, these correlation functions OCFT are known to obey
certain differential equations DOCFT = 0, e. g. due to the existence of singular
states or Ward identities.
Hence, the key point is basically to realize that there are correlation func-
tions in bCFT and martingales in SLE that describe the same observables in
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statistical physics. Once we accept this, we can show that they are actually
described by the same differential equation, i. e. ddtE(O
SLE
t ) with O
SLE
t → OCFTt
will turn out to be the null vector equation of bCFT: DOCFT = 0.
In the following we will illustrate how the probabilistic description of SLE
martingales is connected to the statistical physics language. Unfortunately, we
can not be rigorous here since the connection between the respective statistical
physics models and bCFT is still only based on a conjecture. Hence the point
where we will take the continuum limit is nly based on an assumption which is
quite widely believed but has never been proven.
Nevertheless let us have a look at a statistical mechanics model with bound-
ary, e. g. defined on H, whose continuum limit at the critical point can be de-
scribed by a bCFT§. Hence, at least for most observables Ostat.P. we assume
that their expectation values will be described by bCFT correlation functions.
We will allow for a finite but large set of possible states S to whose elements nor-
malized Boltzmann weights w(s) with probability P = w(s)/Z are attatched
where Z =
∑
s∈S w(s) denotes the partition function. Hence we can state the ex-
pectation value of observables described by random variables Ostat.P. : S → H
as:
E(Ostat.P.) = Ostat.P. = 1
Z
∑
s∈S
Ostat.P.(s)w(s) . (22)
Now we want to restrict ourselves to a special situation, leading to a conditioned
expectation value, i. e. an expectation value with respect to the knowledge of the
situation up to some time t. This will allow us to relate the statistical physics
expectation value to the one of SLE by taking subsets of S that correspond to
interfaces γt between the boundary and an interior point. Therefore we define
(Sα)α∈I to be a collection of disjoint subsets of S whose union is again S to get
a sigma algebra F = {⋃α∈I′ Sα : I ′ ⊂ I}. This induces a filtration, i. e. an
increasing family (Ft)t≥0 of sigma algebras, {∅, S} ⊂ Fs ⊂ Ft for all 0 ≤ s < t.
Hence the partition function for this special situation is given by
Z(t)α =
∑
s∈S
(t)
α
w(s) . (23)
and the conditional expectation value is:
OSLEt = E(OSLE|Ft) =
∑
α∈It

 1
Z
(t)
α
∑
s∈S
(t)
α
Ostat.P.(s)w(s)

 1
S
(t)
α
. (24)
Obviously, by definition, this is a martingale. In the following we will use the
shorthand notation OSLEt = O
SLE|Ft.
In our case, the special situation shall be that of m interfaces γit emerging
at the points xi0 on the boundary and growing (not intersecting each other) into
the upper half plane. Our filtration therefore is given by Ft = σ(γit′ : 0 ≤ t′ ≤
t, i = 1, . . . ,m). As always, we define Gt : H/
⋃m
i=1K
i
t → H.
Hence, in the continuum limit we follow the general assumption that we can
identify the statistical mechanics observable that we have already shown to be
§As said above, we are aware of the fact that his part still lacks a proper proof but we will
nevertheless assume its correctness here.
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an SLE martingale with a bCFT correlation function:
OSLEt →
OCFT
Ht
〈1〉CFT
Ht
=
〈
ψ(∞),Gt O({(zkt , z¯kt )})
∏m
l=1 ψ(x
l
t)
〉CFT
H〈
ψ(∞),∏ml=1 ψ(xlt)〉CFTH , (25)
for some observable O({(zkt , z¯kt )}) =
∏n
k=1 φ(z
k
t , z¯
k
t ) with the upper index Gt
denoting the action of the Lo¨wner mapping on the observable. Note that we
did not write out the Jacobian factors for the also transformed boundary fields
– they cancel in the numerator and denominator.
Now we will explicitly compute the Itoˆ derivative to arrive at the rela-
tionship with null vector conditions of bCFT. Therefore we will state some
intermediate results.
In minimal bCFT, the fields φ(z, z¯) are primary fields and thus behave under
a conformal map Gt such as the multiple Lo¨wner mapping as follows:
Gtφj(zj , z¯j) = (G
′
t(zj))
hj (G′t(zj)
∗)
h¯j φj (Gt(zj), Gt(zj)
∗) , (26)
where hj is the weight of the field φj and zj = z
j
0 the coordinate in the initial
domain H0 = H. Thus we can use this to compute the variation of the bulk
fields d
(
Gtφj(zj , z¯j)
)
=Gt+dt φj(zj, z¯j)−Gt φj(zj , z¯j) introducing the simplified
notation Gt(zj) = z
j
t :
d
(
Gtφj(zj , z¯j)
)
= d
(
(G′t)
hj (G∗t
′)
h¯j φj
(
zjt , z
∗
t
j
))
= hj (G
′
t)
hj−1 dG′t (G
∗
t
′)
h¯j φj
(
zjt , z
∗
t
j
)
+ h¯j (G
∗
t
′)
h¯j−1 dG∗t
′ (G′t)
hj φj
(
zjt , z
∗
t
j
)
+(G′t)
hj (G∗t
′)
h¯j dφj
(
zjt , z
∗
t
j
)
(27)
Switching the order of the derivatives with respect to zj and t, we can use the
Lo¨wner differential equation to compute dG′t and dG
∗
t
′. Additionally, we use
the chain rule for dφj
(
zjt , z
∗
t
j
)
:
d
(
Gtφj(zj , z¯j)
)
= −
m∑
i=1
2



 hj(
zjt − xit
)2 − 1(
zjt − xit
)∂zjt

 (28)
−
(
h¯j(
z∗t
j − xit
)2 − 1(z∗t j − xit)∂z∗t j
)}
dtGtφj
(
zj , z
∗
j
)
.
As the boundary fields depend on stochastic variables, we have to apply Itoˆ’s
rule. Note that the off-diagonal contributions vanish due to dt2 = dBitdt = 0
and dBitdB
j
t = δijdt:
dψi(x
i
t) = ∂xitψ(x
i
t)dx
i
t +
κ
2
∂2xit
ψ(xit)dt . (29)
With the help of equations (28) and (29), it can be shown explicitly that
OCFTt =
〈
ψ(∞), O({(Gt(zj), G∗t (z∗j )})
∏m
l=1 ψ(x
l
t)
〉〈
ψ(∞),∏ml=1 ψ(xlt)〉
n∏
k=1
G′t(zk)
hkG∗t
′(z∗k)
h¯k
(30)
9
is (not only by definition) a closed martingale, obeying m differential equations
for i = 1, . . . ,m. This can be shown via taking the time derivative of OSLEt ,
using the Lo¨wner mapping and the quotient rule of the Itoˆ calculus to get:
d
dt
E
(
OSLEt
)
=

κ
2
∂2xit
− 2
m∑
l 6=i=1
(
hl(
xlt − xit
)2 − 1(xlt − xit)∂xlt
)
−2
n∑
j=1



 hj(
zjt − xit
)2 − 1(
zjt − xit
)∂zjt


−
(
h¯j(
z∗t
j − xit
)2 − 1(z∗t j − xit)∂z∗t j
)}]
OCFTt
= : Dm,n−2 OCFTt (xit, {xlt}l 6=i, {zkt , z∗t k})
= 0 . (31)
Now, following [4], we will introduce m functions xl and n functions zk, z∗k,
given by t 7→ xlt and t 7→ zkt , t 7→ z∗t k, respectively. In this notation, equation
(31) becomes
d
dt
E
(
OSLEt
)
= Dm,n−2 OCFT(xi, {xl}l 6=i, {zk, z∗k}) (32)
which shall be interpreted as a functional expression: the r.h.s. is true for
any coordinate that the Lo¨wner images of the traces γ can assume, hence it
does not depend on the specific point in time we choose on the l.h.s. This
is not suprising at all, since OSLEt is an SLE martingale, hence we expect the
time derivative of its expectation value to vanish anyway. In words this relation
shows that the martingale condition in SLE for statistical physics observables
translates to null vector differential equations obeyed by the same observables
expressed via the CFT correlation functions. Heuristically, this shows that,
indeed, in the continuum limit, both models describe the same physics and
hence some quantities may be related to each other.
The inclined reader may also find another point of view on the relationship
between the SLE and CFT form of the differential equation in [26].
Note that if we chose m = 1, we would get the single SLE case back since
there are only two boundary fields in that case – ψ(2,1)(0) and ψ(2,1)(∞). Hence
the partition function would reduce to the free case since (naively)〈
ψ(2,1)(∞), ψ(2,1)(ξt)
〉 ∝ lim
x∞→∞
(ξt − x∞)−2h(2,1) (33)
is usually set to a constant. Hence we would have no differential equations for
the correlation function of the boundary fields alone.
2.5 Fusion and the OPE in CFT
In order to be able to study and describe the behavior of quantities approaching
each other properly, we have to use the short distance expansion of products of
primary fields in CFT.
In minimal CFT, the primary fields correspond to heighest weights in the
Kac˘ table, characterized by their Kac˘ labels (r, s). The so-called fusion rules
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tell us which primaries and descendants are involved in the short distance prod-
uct (“operator product expansion” (OPE)) of two given fields[9]:
φ0(z)φ1(w) =
∑
h
g(r′,s′)
∑
Y
(z − w)h−h0−h1+|Y |βY,(r′,s′)L−Y φh(w) , (34)
where Y = {k1, k2, . . . kn}, k1 ≥ . . . ≥ kn, |Y | =
∑n
i=1 ki and g(r′,s′) the coeffi-
cient of the three-point function of the involved fields of weights h0 = h(r0,s0),
h1 = h(r1,s1) and h = h(r′,s′).
In principle, if the two fundamental fields φ(2,1) and φ(1,2) are present in
a theory, all other fields may be generated by consecutive fusion of a suitable
number of copies. For our purposes, it suffices to know that
φ(1,2) × φ(1,2) = φ(1,1) + φ(1,3) , (35)
φ(2,1) × φ(2,1) = φ(1,1) + φ(3,1) . (36)
Thus if the SLE trace tips correspond to boundary fields of type ψ(2,1) or
ψ(1,2), it should in principle be possible to find quantities that correspond to
the other entries of the Kac˘ table by investigating merging traces in multiple
SLE. Hence, we will focus on the behavior of SLE and CFT quantities in which
two coordinates approach each other.
3 Probabilities in BCFT and SLE
In the first part of this section we will give an heuristic approach to probabilities
related to the partition function in bCFT.
In the second part we will give a short review on an important probability
of a special situation in SLE: the answer to the question asking how probable
it is for the SLE trace to hit a small ball in the upper half plane, hence being
in the vicinity of a marked point. Of course, this probability has been derived
for single SLEs. However, multiple SLE can always be viewn as m single SLEs
if considering small time steps or large distances between the curves. Thus we
think that it is justified to use the formula originally derived only for single
SLEs for our purposes, too.
3.1 Partition Functions and Probabilities in BCFT
In boundary CFT, the partition function of a system with boundary conditions
α1, . . . , αm changing at the positions x1, . . . , xm ∈ R is given by [9]
Zα1,...,αm =
〈
ψ(∞),
m∏
l
ψαl,αl+1(xl)
〉
Zfree . (37)
Interpreting the partition function of the free system, Zfree, as a measure of the
total number of states and the partition function of the system with fixed bound-
ary conditions, Zα1,...,αm , as a measure for the interfaces due to the changes in
the boundary conditions, we see that the fraction
Zα1,...,αm
Zfree
=: Pγ1,...,γm (38)
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is the fraction of interfaces γ1, . . . , γm fulfilling the given boundary conditions
among all possible interfaces of the full system [15]. Therefore switching to
the special situation introduced in section 2.4, we will consider Pγ1t ,...,γmt as the
probability that m given paths emerge from the boundary points x1t , . . . , x
m
t ,
i. e.:
Pγ1t ,...,γmt =
〈
ψ(∞),
m∏
l
ψαl,αl+1(x
l
t)
〉
, (39)
which is the same probability now conditioned on already having m interfaces
γ(0,t] in H, growing further to infinity.
In [4] this probability has been shown to be a martingale with respect to the
multiple SLE measure obeying m differential equations. Thus for i = 1, . . . ,m
we have:
κi
2
∂2xit
− 2
m∑
l 6=i=1
(
hl
(xlt − xit)2
− 1
xlt − xit
∂xlt
)Pγ1t ,...,γmt = 0 , (40)
with hi, hl ∈ {h(1,2), h(2,1)} for the setting to be described by SLE, too.
From this follows, that
Z[xt]
Z[x0]
=
Pγ1t ,...,γmt
Pγ10 ,...,γ
m
0
, (41)
where Pγ10 ,...,γm0 is just the probability to chose m specific starting points for
our SLE. Hence the ratio of the partition function of time t to time 0 gives us
the probability that we have m SLE traces up to time t that started somewhere
on the boundary, i. e. the arch configuration where we have m archs not having
paired up to time t.
3.2 The SLE Probability of Intersecting a Disc
In [5], the probability of an SLEκ trace γ, 0 < κ < 8, intersecting a disc Bǫ(z0)
of radius ǫ centered at a point z0 in the upper half plane is derived based on an
idea of Oded Schramm. It extends the result of chapter 7.4 of [20]:
Pǫ,z0 := P
(
γ(0,∞] ∩ Bǫ(z0) 6= ∅
) ≍ ( ǫ
Im(z0)
)2−dγ
(sinα(z0))
8/κ−1
, (42)
where dγ = max{2, 1 + κ/8} is the dimension of the SLE path and α(z0) the
angle between the real axis and the vector pointing to z0.
However, in the following we want to study the merging of SLE traces. Since
they are conditioned not to intersect with each other, they can only come close
to each other on their “outer parts”, i. e. the hulls Kt. Thus for 4 < κ < 8 we
will have to replace dγ by dK , the dimension of the SLE hull Kt, which is given
by 1 + 2κ (dγ for an SLE with speed 16/κ).
Note that the angular dependency on α(z0) becomes dominant for points
near the boundary but can be neglected for those sufficiently far away. Therefore
we will split the discussion of the dependency on the distance ǫ and the angle
α(z0).
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4 The Effect of Fusion on the Scaling Properties
This section is dedicated to the behavior of the differential operators acting on
the correlation functions in bCFT or martingales in SLE. A short heuristic
introduction to the quite exhausting computational part can be found in the
appendix A.
From here on we will make use of the interpretation introduced at the end
of section 2.4: we will replace the dependency on the coordinates xlt, z
k
t by the
functional dependency on xl, zk, respectively.
4.1 The Lo¨wner Equation Differential Operators
For any i = 1, 2, . . . ,m and hj , h¯j 6= 0 (if hj = 0 or h¯j = 0, the corresponding
term in the sum just vanishes), let us define
Dm,n−2 (xi, {xl}, {(zk, z¯k)}) : =
κ
2
∂2xit
− 2
m∑
l 6=i=1
(
hl
(xl − xi)2
− 1
(xl − xi)∂xl
)
−2
n∑
k=1
(
hk
(zk − xi)2
− 1
(zk − xi)∂zk
)
+ a.h.
(43)
where a.h. denotes the antiholomorphic contributions which, in the following,
we will drop for simplicity. Additionally, we do not want to spend time on the
case that two fields fuse to the identity, hence we will leave that part out in the
following considerations, too.
In a situation with xi → zj, (i. e. the Lo¨wner differential equation drives
the jth field at zjt to the real axis where the tip of the i
th SLE trace is growing),
we have two effects if hj = hi ∈ {h(1,2), h(2,1)}: For two degenerate fields
corresponding to the representation φ(r,s) of the same weight on level r · s = 2
in the Kac˘ table, we know that the outcome of fusing them is (apart from
the identity) a degenerate field corresponding to φ(r′,s′) with r
′ = 2r − 1 and
s′ = 2s − 1 on level r′ · s′ = 3. When acting on the appropriate correlation
function. . . :
(a) the i-th differential operator changes (zj − xi = ǫ, 2z = zj + xi) :
Dm,n−2 (xi; {xl}, {zk})→ ǫDm,n−1−3 (z; {xl}, {(zk, z¯k)}k 6=j) (44)
where Dm,n−1−3 (z; {xl}, {(zk, z¯k)}k 6=j) is the differential operator imposing
the null vector differential equation on a correlation function including a
primary field of weight h = h(r′,s′):
Dm,n−1−3 (z; {xl}, {(zk, z¯k)}k 6=j) (45)
:=
κ
2
∂3xi − 4
m∑
l 6=i=1
(
hl
(xl − xi)2
− 1
(xl − xi)∂xl
)
∂xi
− 4
n∑
k 6=j=1
(
hk
(zk − xi)2
− 1
(zk − xi)∂zk
)
∂xi + a.h.
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+4
(
8
κ
− 1
) m∑
l 6=i=1
(
2hl
(xl − xi)3
− 1
(xl − xi)2
∂xl
)
+4
(
8
κ
− 1
) n∑
k 6=j=1
(
2hk
(zk − xi)3
− 1
(zk − xi)2
∂zk∂xi
)
+ a.h. ,
where a.h. denotes the antiholomorphic contributions.
(b) for ǫ → 0, the weight hj changes to h(r′,s′) in all of the other m − 1
equations.
In the next part we will repeat the same considerations for the arch config-
uration observable. Of course, we could also investigate the situation where
xit → xkt . However, all interesting features of that case will be contained in
the one discussed in the next part so that we did not want to include it here.
Additionally, zjt → zlt will not be discusses since it would only lead to a different
observable and no new differential equations or changes of the SLE quantities.
4.2 The Purely Boundary Differential Operators
In multiple SLE as investigated in [18], we do not only get the differential
operators (43) but also others relating only the boundary fields. They show up
when we consider the observable that tells us which arch configuration is present
in the theory. It corresponds to the correlator of the boundary CFT fields [4]
and hence vanishes under the action of:
Dm−2(xi; {xl}l 6=i) :=
κ
2
∂2xi − 2
m∑
l 6=i=1
(
hl
(xl − xi)2
− 1
(xl − xi)∂xl
)
. (46)
To investigate the different arch configurations that can show up in a theory
with m traces starting at the boundary, it is natural to look at the effects when
xi → xi+1. Obviously, the traces could either pair up or just come close to each
other without touching. The first situation has already been identified with
fusion to the identity [4] so that we do not want to consider that part here.
Note that only neighboring SLE traces are able to fuse when choosing akt = 1
[18]; in any case other situations might lead to intersection problems of the SLE
traces so that we do not want to consider them here.
Similarly to the situation of bulk-boundary fusion, in this limit the dif-
ferential operator Dm−2(xi) becomes dependent on δ := xi+1 − xi and x :=
(xi + xi+1)/2. However, the situation is slightly different since the differential
operators Dm−2(xk) for k 6= i, i + 1 also depend on δ and x, so that we have to
change all differential operators. Fortunately, this is an easy work which can
be solved by a simple expansion in the small parameter δ. Thus we get (again
dropping the part where the fields fuse into the identity) when acting on the
appropriate correlation function:
Dm−2(xi; {xl}l 6=i)→ δDm−1−3 (x; {xl}l 6=i,i+1) , (47)
where Dm−1−3 (x; {xl}l 6=i,i+1) is analogously defined to (45) and for j 6= i, i+ 1:
Dm−2(xj ; {xl}l 6=j)→ Dm−1−2 (xj ;x, {xl}l 6=j,i,i+1) , (48)
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with h = h(r′,s′) as introduced in the previous section showing up as the weight
of the field depending on x.
As said above, the case where two SLE paths not only come close to each
other but acutally meet at t0 has already been discussed in [4, 18]. This situation
corresponds to a kind of annihilation process of two SLE tips; the traces vanish
from the upper half plane for t > t0, hence being identified with the fusion
branch that results in the identity field. However, it is quite more interesting
to study the other part of the fusion process – although the probability of such
an event gets small for small distances, the question which power law can be
assigned to it may reveal the correct correspondence to bCFT quantities.
Together with the results in section 2.4, we will show in the following how
we can relate a boundary field approaching a field of an observable O or another
boundary field to the probability of intersecting a ball of radius r ≍ ǫ. Note
that these events in the SLE picture are an SLE trace approaching a point in
the upper half plane or two SLE traces approaching each other, respectively.
5 Interpretation of Merging multiple SLE traces
In this section we will try to relate the results of the previous two sections
via identifying the scaling behavior of the SLE probability Pǫ,z0 and that of
correlation functions after the fusion of fields in bCFT.
5.1 SLE Traces Visiting a Point in the Upper Half Plane
Let us consider the following situation: we have a multiple SLE with m in-
terfaces γk starting from the boundary and going up to ∞. Additionally, we
have an observable given by the correlation function of n primary fields, located
at the points zl0 in the upper half plane: O({zl0, z¯l0}) =
∏n
l=1 φl(z
l
0, z¯
l
0). We
will only consider the case where one of them, say the jth has the same weight
as the bCFT field corresponding to the ith interface – hj = hi = h(r,s) with
(r, s) ∈ {(1, 2), (2, 1)}. For this situation, we have m SLE martingales as shown
in section 2.4.
Going back to what we learned before, we take a look at the differential
operators given by the Lo¨wner equation (43) and their limits for xi → zj (44):
Dm,n−2 (xi; {xl}, {zk})→ ǫDm,n−1−3 (z; {xl}, {(zk, z¯k)}k 6=j) (49)
leaving out the identity part as said above.
Additionally, we remember that the SLE martingale OSLEt (x
i
t, {xlt}, {zkt })
can be expressed via the CFT expectation value of our observable O
OCFT(xi, {xl}, {zk}) : =
〈
ψ(∞), ψ(r,s)(xi)φ(r,s)(zj)
n∏
k 6=j=1
φ(zl)
m∏
l 6=i=1
ψ(xl)
〉
〈
ψ(∞), ψ(r,s)(xi)φ(r,s)(zj)
m∏
l 6=i=1
ψ(xl)
〉 .
(50)
Inserting the OPE for ψ(r,s)(x
i)φ(r,s)(z
j),the differential equation
Dm,n−2 OCFT(xi, {xl}, {zk}) = 0 (51)
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shows the following behavior as ǫ : = xi − zj → 0:
ǫDm,n−1−3 ǫ−µO˜CFT(x, {xl}l 6=i, {zk}k 6=j) = 0 , (52)
introducing −µ = h(r′,s′) − 2h(r,s), 2x = xi + zj and O˜CFT as the expectation
value with ψ(r,s)(x
i)φ(r,s)(z
j) fused to ψ(r′,s′)(x).
Remembering equation (31), i. e.
d
dt
E(OSLEt ) = Dm,n−2 OCFT
(
xi, {xl}, {(zk, z∗k)}) , (53)
we have just shown that the r.h.s behaves like
ǫ1−µ (54)
for small values of ǫ. Note that this should be interpreted as a functional
relation: since the dependency on the distance ǫ is the same for all times, as
viewn as a functional dependency it is time independent in some sense.
The outcome on the l.h.s. is more easily to find: The expectation value of
a martingale conditioned on a certain event is given by the expectation value
of that specific martingale times the probability of the event. Obviously, in this
case the event is that of an SLE trace coming at least ǫ close to the point zj in
the upper half plane. Hence we have:
d
dt
E(OSLEt )→
d
dt
Pǫ,zjE(O˜SLEt ) . (55)
Now we will again assume, that the SLE expectation value of the martingale
corresponds via our statistical physics picture to the respective correlation func-
tion in bCFT. Hence we expect the scaling behavior of Pǫ,zj to be the same
as that of the r.h.s.. Remembering from section 3.2 that the probability of an
SLE trace intersecting a ball of radius ǫ located at zj in the upper half plane
sufficiently far away from the boundary:
Pǫ,zj ≍ ǫ2−dK . (56)
In order to see that 1 − µ is indeed equal to 2 − dK , we have to insert some
knowledge about the weights of the primary fields and the dimension of the
SLE hull. Via the formula for the central charge we can deduce that
h(r,s) =
(rκ− 4s)2 − (κ− 4)2
16κ
(57)
which means that
h(1,2) =
6−κ
2κ h(1,3) =
8−κ
κ → µ = 2κ ,
h(2,1) =
3κ−8
16 h(3,1) =
κ−2
2 → µ = κ8 .
(58)
Hence we have 1 − µ ∈ {1 − κ2 , 1 − 8κ} which is the same as 2 − dK as dK ∈{1 + κ2 , 1 + 8κ}.
Therefore the event of the outer hull of the SLE coming close to a point can
be identified‡ with fusion of the bCFT boundary field with a bulk field of the
same dimension.
‡Of course, here “identifying” is not meant in a mathematically rigorous sense!
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Of course, the other m − 1 martingales Mkt and correlation functions Mk,
k 6= i are also affected as discussed in section 4.1. However, this does not lead
to any interesting behavior since the only changing quantity is the observable,
but at a point sufficiently far away from any of the other m− 1 SLE traces and
n− 1 points with primary fields attached.
5.2 SLE Traces Merging
Certainly, the point zj we have been looking at could also be lying on one of the
other SLE traces. Hence, in complete analogy to the considerations above, we
will treat the situation of two SLE traces approaching each other. Obviously,
this corresponds to a specific arch configuration. Thus we take the results from
section 3.1, where we investigated the correlation function of boundary fields
〈ψα∞,α1(∞), ψα1,α2(x1) . . . ψαm,α∞(xm)〉 . (59)
As we already argued, in bCFT this is the probability Pγ1t ,...,γmt that this special
configuration emerges by chance. Additionally, as a byproduct of the calcula-
tions including an observable, it has been proven in [4] to be a martingale, too.
As the boundary changing operators are taken to be primary fields with weight
hi = hi+1 = h(r,s) with (r, s) ∈ {(1, 2), (2, 1)}, the correlator vanishes if we let
the operators Dm−2(xi, {xk}k 6=i) act on it.
In the limit xi → xi+1, we know that the CFT quantity
Dm−2(xi, {xk}k 6=i)〈. . . ψαi,αi+1(xi)ψαi+1,αi+2(xi+1) . . .〉 (60)
splits up into two parts of which the identity part will be left out – as already
stated above, it is uninteresting since the situation becomes essentially the same
as for m − 2 SLEs starting at a later point in time [4]. The other part is
proportional to
Dm−1−3 (x, {xk}k 6=i,i+1)δ1−µ〈. . . ψαi,αi+2(x) . . .〉 . (61)
with 1 − µ = 2 − dK as already shown in the previous section. Hence we can
deduce that the probability that two bCFT fields ψ(r,s) are fusing to ψ(r′,s′) can
be expressed as the corresponding SLE traces coming close to each other, since
if we look at the upper half plane at time t before applying Gt, we see that if
the ith SLE trace approaches the (i + 1)st near the point z0 ∈ {G−1t (xi+1t )} †,
the SLE probability is given by
Pδ,zi+10
∝ δ2−dK = δ1−µ , (62)
thus exhibiting the same functional δ dependence asDm−1−3 Pγ1,γi−1,γmergedγi+2,γm .
Thus fusion of boundary fields in CFT can be considered as merging of SLE
hulls. More precisely: merging SLE traces of speed. . .
(i) . . . 4 < κ < 8 corresponds to fusing two h(1,2) to an h(1,3) boundary field,
(ii) . . . 0 < κ < 4 corresponds to fusing two h(2,1) to an h(3,1) boundary field.
†Of course z0 /∈ H/Kt, hence this formula should rather be interpreted as the limit z
i+1
0
∈
{limǫ→0 G
−1
t
(xi+1
t
+ iǫ)}.
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5.3 The Angular Dependency
Unfortunately, we are not able to give a complete satisfactory interpretation
to the angular dependency of Pǫ,z0 . Hence this section will be quite sketchy
but we are convinced that the basic recipie how to achieve this goal works in
principle. Our proposal is based on the connection of the absolute value |z0|,
the imaginary part Im(z0) and the angle α(z0) between the real axis and the
vector pointing to a point z0:
|z0| = Im(z0) · sinα(z0)−1 , (63)
as has been attempted in [2]. Thus we will give a short handwavy description
on our thoughts on this subject.
Equation (63) could be used after applying three known properties of n-point
functions:
(i) behavior under conformal transformations for a fixed time t:
〈. . . ψ(xt) . . .〉 = 〈. . . ψ(Gt(z0)) . . .〉
= (G′t(z0))
−h〈. . . ψ(z0) . . .〉 , (64)
〈. . . φ(zt, z∗t ) . . .〉 = 〈. . . φ(Gt(zt), G∗t (z∗t )) . . .〉
= |G′t(z0)|−2h〈. . . φ(z0, z∗0) . . .〉 , (65)
for local bulk fields φ(z0, z
∗
0) with weights h0 = h¯0 = h and boundary
fields ψ(xt) of weight h. Note that the interpretation of (64), (65) is
difficult in the standard CFT context since we only have the formalism
to deal with the whole upper half plane – not H/Kt. Additionally, it is
not clear what Gt might be in the limit of two traces coming close to each
other. These equations should therefore just be used to illustrate how
the angular dependence on α(z0) could in principle be recovered from the
general correlation function.
(ii) cluster decomposition: if we separate the variables of a correlation function
into two sets and scale one set towards∞, the behavior of the correlation
function is dominated by the product of two correlation functions, corre-
sponding to the two sets of variables, multiplied by an appropriate power
of the separation [17]:〈∏
i
φ(λwi)
∏
j
φ(zj)
〉
∼
〈∏
i
φ(wi)
〉〈∏
j
φ(zj)
〉
λ−
P
i hi . (66)
For our purposes, we will separate the two fusing fields from the rest
which leaves us with a two point function of two h(r,s) fields with (r, s) ∈
{(1, 2), (2, 1)} which is nonzero and the correlation function of the rest.
Afterwards we insert the OPE, choose the non-identity part including the
h(r′,s′) field with r
′ = 2r − 1 and s′ = 2s − 1 as well as its descendants.
Here it is of utmost importance that we are dealing with bCFT where the
one point functions of boundary fields does not vanish.
In the theory of probability, this corresponds to independent events X,Y :
E(XY ) = E(X) · E(Y ) . (67)
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This assumption is valid if the other SLE traces and the rest of the ob-
servable is far away from the interesting point.
(iii) conformal invariance then leaves us with the following prefactor:
ǫ−µ|z|−h(r′,s′) . (68)
where ǫ is the distance between the two fusing fields and z their mean
coordinate.
Note that for the bulk field case, we have to compare it to the product of two
probabilities since this implies that the mirrored Lo¨wner trace approaches the
mirrored point z∗0 – hence we are looking for a correspondence to P
2
ǫ,z0 .
The behavior near the boundary is only important in the case of 4 < κ < 8
where we have h(1,3) type fields since otherwise the SLE trace is simple. Thus
for t > 0 it neither touches the boundary nor itself and therefore we can assume
that it does not come near the boundary again. Hence, we have h0 = h(1,3) =
(8 − κ)/κ and the factor sinα(z0)8/κ−1 shows up squared for h0 = h¯0 in P2ǫ,z0
and to power one in Pδ,x0 . Note that our sine exponent differs from the one
mentioned in [2] but is indeed the same as given in [5] (cf. (42)).
Nevertheless, the situation is not that easy to be solved since – apart from
the problems already listed above – it is still an open problem how to translate
the probability Pǫ,z0 to the multiple SLE properly. It has been derived for a
situation where a single SLE starts at 0, exhibiting an angle α(z0) which is
measured at the origin. Hence what has to be done is to extend the formalism
to any reference point ξt which should be an easy problem using translation
invariance of the problem. As a second step, more than just one SLE trace
should be considered which will surely lead to modifications, too, and probably
requires a definition of multiple SLE on the disk. However, this would go beyond
the scope of our paper which is dedicated to the SLE-bCFT correspondence
and not intended to focus on new SLE results. Hence we just argue that if
we assume that all other SLE traces and observables are sufficiently far away
from the z0, we can apply the cluster decomposition theorem for local quantum
field theories. Hence, equation (68) gives us an independent prefactor of a
correlation function of the rest of the other fields involved in the theory. This
way, the asymptotic behavior stays the same and our considerations should be
valid in general m multiple SLE with any observable O given by a product of
local primary fields.
6 Multiple SLE as Martingale Weighted SLE
Following the idea in [30] for SLE(κ, ~ρ), we will argue that multiple SLE can
be interpreted as m single SLEs moving in the same upper half plane weighted
by the martingale Mt given in (9). Additionally, we give a probability inter-
pretation of this martingale following [11, 12] and discuss the case of collapsing
starting points.
6.1 The Associated Martingale Mt
Suppose we have a random process (Xt), t ≥ 0, taking values in some space X .
Now let us define a function f : X → [0,∞) such that f(Xt) is measurable with
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bounded expectation value. In that case, we are able to weight the probability
measure Pold by f(Xt) and hence consider a new probability measure Pnew
which can be achieved by the Radon-Nikodym derivative:
dPnew
dPold
=
f(Xt)
E(f(Xt))
. (69)
In our case, the new law of Xt under the new measure can be determined
explicitly. Let Ft be the filtration to which Xt is adapted. Then Mt : =
E(f(Xt)|Ft) is a martingale by construction and for every A ∈ Ft we have
Pnew(A) = E(1AMt)/M0. With the help of Girsanov’s theorem, we can com-
pute the change of the drift term due to the weighting with the martingale Mt
explicitly. For any local martingale Noldt under the old measure, we get a new
local martingale Nnewt via:
Nnewt = N
old
t −
∫ t
0
d〈Nold,M〉t′
Mt′
. (70)
In our case, it has been derived in [18] that the weight martingale Mt is given
by (9) and thus leads to the change in the drift terms stated in (8).
Hence we can say that multiple SLE is just ordinary SLE under a new
measure.
6.2 Probability Interpretation for Mt
Analogously to the ideas presented in [11, 12, 13], we will give a probability in-
terpretation to the martingale found for multiple SLE processes ( 9). However,
we have to point out the crucial difference between our ansatz and the consid-
erations made in [11, 12]: in our opinion, multiple SLE does not correspond to
SLE(κ, ~ρ) with ~ρ = (2, 2, . . . , 2). In terms of the formalisms typically used for
the description of SLE(κ, ~ρ), the stochastic nature of the coordinates of the force
points is only due to the Brownian motion of the SLE coordinate although
for ρi = 2 the i
th field would be of the correct weight. However, in multiple
SLE, every field that corresponds to an interface exhibits its own Brownian
motion. However, if we take SLE(κ, ~ρ) as a special case of multiple SLE with
κi = a
i
t = 0 for all i except one and the partition function to be that of the
Coulomb gas formalism as described in [8, 19], the two SLE types become the
same. We will come back to that interpretation in a forthcoming paper [23].
For hi =
6−κi
2κi
= h(1,2) ≥ 58 , i. e. κi ≤ 83 , let us consider the single SLE
picture with git as the i
th of m Lo¨wner mappings of a multiple SLE setting
with driving function wit =
√
κiB
i
t as in (1). For i = 1, . . . ,m, let Oci be
independent realizations of the Brownian loop soup of intensity −ci. Let Ki
be the ith hull generated by γi[0,∞) and the loops that intersect it. For each i
we know from the properties of the Brownian loop soup that the probability
that Ki intersects some hull Ai is
Pi : = P{Ki ∩ Ai = ∅} = Φ′Aihi exp
(
−ci
6
∫ t
0
SΦs(wis)ds
)
, (71)
where ΦAi : H/Ai → H and, again, S the Schwarzian derivative.
Now let us consider multiple SLE with the multiple Lo¨wner mapping as
stated in (7). Let Ai be the hull created by
⋃
j 6=iKj . Then H
i
t (w
i
t) = x
i
t
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as defined in section 2.2 plays the role of ΦAi in this context. Following the
argumentation in [20] we define
Mt : =
Z[xt]
Z[x0]
m∏
i=1
(
Hit
′(wit)
)hi
exp
(
−ci
6
∫ t
0
SHis(wis)cisds
)
exp
(
−
∫ t
0
1
Z[xs]
Dm−2(xis)Z[xs]aisds
)
(72)
on {t < tA} with tA being the intersection time. Mt is a martingale and
0 ≤Mt ≤
(
Hit
′(wit)
)hi ≤ Hit ′(wit) ≤ 1 for αi ≥ 58 as shown in [18].
Knowing that the level two null vector differential equation imposed by the
action of Dm−2(xis) is satisfied since hi = h(1,2), we can drop the last factor.
Taking a look at the expectation value of Mt and using (71), it is easy to see
that
E(Mt) = E
(
Z[xt]
Z[x0]
) m∏
i=1
Pi . (73)
As already argued in section 3.1, the ratio of the partition functions just gives us
the probability, that we have an arch configuration starting at arbitrary points
without traces pairing up. Hence, the expectation value of our martingale Mt
equals the probability Pmγ that we have m traces that do neither intersect each
other nor pair up to form archs.
6.3 Fusion in the Associated Martingale
Now we will consider two points collapsing, i. e. xi+1t → xit, with hi = hi+1 =
h(1,2). Note that we still restrict ourselves to the case where the tips are not
meeting at their endpoints to pair up. Using xkt = H
k
t (w
k
t ), we get for the first
factor:
lim
xit→x
i+1
t
Z[xt]
Z[x0]
= lim
wit→w
i+1
t
(
Hi+1t (w
i+1
t )−Hit (wit)
)−µ Z˜[xt]
Z[x0]
∝
(
H
′
t(w)
)−µ Z˜[xt]
Z[x0]
(74)
with µ = hi + hi+1 − h and Z˜ denoting the partition function wherein we fused
the ith and (i+1)st boundary field of weight h at coordinate wt = (w
i
t+w
i+1
t )/2.
From CFT fusion rules we know that h = h(1,1) or h = h(1,3). As we agreed to
restrict ourselves to the second case (see above), we have in this limit
P
mγ
xit→x
i+1
t
∝ (φ′Ai)h(1,3) ∏
j 6=i,i+1
(
φ′Aj
)hj
, (75)
switching back to the notation used in (71).
This can be easily extended to the case of m ≥ 2 curves and hence in the
limit of all points collapsing to xt, we get:
P
mγ
{xkt }→xt
→ (φ′Ai)h(1,m+1) . (76)
in complete agreement withCFT fusion rules. Hence we will take this as another
hint at the picture of SLE tips corresponding to boundary CFT fields of weight
21
h(1,2). Note that this behavior has also been observed in [11, 13] for a different
picture of multiple SLE; a similar case is studied for SLE(κ, ~ρ) in [12]. Of
course, we should not be suprised that this result is similar to that of SLE(κ, ~ρ)
as the latter is only a special case of multiple SLE which we will show in an
forthcoming paper [23].
Moreover, if we let hi =
3κi−8
16 ≥ 58 , i. e. κi → 16/κi ≤ 83 which means that
κi ≤ 6 and ci ≤ 0, we cover the hi = h(2,1) fusion to h(m+1,1) case.
Additionally, in complete agreement to the results of the appendix of [18],
we could also set ait = 1 ∀i. It has been shown that this corresponds to a
setting without mutual intersections of the SLE traces. Inserting that in the
notation used in [18], cit = 1, we have
(
Hit
′(wit)
)2
= 1 and hence Pi = 1 which
also means nothing else than no intersections occur w.p.1.
7 Discussion
In this paper we have shown how to interpret merging SLE traces and traces
approaching a marked point zj as CFT quantities via their scaling behavior.
The outcome is quite natural: locally, these events can be interpreted as the
fusion of two h(r,s) to an h(r′,s′) field with (r, s) ∈ {(1, 2), (2, 1)} and r′ = 2r−1,
s′ = 2s− 1.
However, this interpretation is only valid in a small region around zj due
the nature of theSLE mapping. It erases any event from the scene so that for
later times, the event is gone and leaves no hint at all that it ever happened.
The two events – merging traces and traces approaching a marked point –
may be distinguished by also taking the antichiral part of the bulk field into
account. We have proposed a way how this can be done by considering the SLE
probability of visiting a point near the boundary where the initial behavior takes
over in terms of an angular dependency. In conctrast to previous papers [2], we
are able to give an interpretation of the sine exponent h(1,3) initially derived in
[5] and have been able to give a hint how to extend the interpretation to the
general case of n point functions.
Interestingly, the assignment of the different SLE phases – 0 < κ < 4 and
4 < κ < 8 – to different types of fields – h(3,1) =
κ−2
2 and h(1,3) =
8−κ
κ –
has already been observed in another context by Riva and Cardy [25] while
investigating the Q-states Potts model and its relation to SLE.
In order to achieve our results, we have tried a novel approach to the view
on the SLE-bCFT correspondence: in our opinion, the mapping between the
two theories goes via the identification of whole differential equations. Hence
we can not close our eyes upon the behavior of the differential operators. This
inevitably leads us to additional exponents that enable us to give a quite natural
interpretation while staying completely within the Kac˘ table of minimal bCFT
models for candidates for interpretation.
Additionally we picked up the viewpoint of all SLEs being just ordinary
SLEs under different measures to give a probability interpretation to the weight-
ing martingale. We pointed out how, again, other Kac˘ table weights show up
as scaling exponents in multiple SLE settings in complete agreement with what
we would expect from CFT fusion rules.
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A Appendix: How to Compute “Fused” Differ-
ential Operators
In this appendix, we want to show how the additional exponent of the “fused”
differential operators emerges from general considerations. The whole idea is
based on appendix 8.A of [9] where the interested reader may find more infor-
mation on the subject, too.
The Operator Product Expansion
As already said above, the operator product expansion of two primary fields at
x0, x1 of weights h0 and h1 is given by
φ0(x0)φ1(x1) ∼
∑
h(r′,s′)
g(r′,s′)
ǫh0+h1−h
∑
Y
ǫ|Y |βY,(r′,s′)L−Y φh(x) (77)
where µ = h0+h1−h(r′,s′) and g(r′,s′) the coefficient of the three-point function
of φ0(x0), φ1(x1) and φh(r′,s′)(x) (setting h(r′,s′) = h):
g(r′,s′)
(x0 − x1)h0+h1−h(x0 − x)h0+h−h1(x1 − x)h+h1−h0 = 〈φ0(x0)φ1(x1)φh(r′ ,s′)(x)〉 .
(78)
In our case, we have h0 = h1 = h(2,1) =
3
16κ − 12 , so that h(r′,s′) = h(1,1) = 0
or h(r′,s′) = h(3,1) =
κ
2 − 1 since g(r′,s′) = 0 for all other values h(r′,s′). Of
course, we can compute the case for h0 = h1 = h(1,2) =
6−κ
2κ as well (leading
to h(r′,s′) = h(1,1) = 0 or h(r′,s′) = h(1,3) =
8−κ
κ ), just change κ → 16κ in the
computations.
In the following we will concentrate on the h(3,1) branch of fusion since that
will be the more interesting case for SLE purposes; the identity branch has
already been identified with meeting tips of two SLE curves that “annihilate”
and vanish from the scene for all later times – leaving a setting with two curves
less but no perviously unknown features whatsoever [4]. Hence, any result we
are stating here is always up to the coefficient g(r′,s′) and the part coming from
the identity branch of the fusion process. But since different representations do
not mix, the results will nevertheless be exact enough for our purposes.
The Differential Operators
In the theory of minimal models, the primary fields are degenerate, thus sat-
isfying differential equations. Hence the left hand side of our OPE inserted
23
in a correlation function satisfies a so-called null vector differential equation
which should be still valid after fusion meaning that we should get differential
equations on the rhs, too. Hence, for the lhs, we have:
〈φ0(x0)
[
(Ln−1)2(x1)− tLn−2(x1)
]
φ1(x1)φ3(x3) . . . φn(xn)〉 = 0 (79)
with
Ln−k(xi) =
n−1∑
j 6=i=0
h(k − 1)
(xj − xi)k −
1
(xj − xi)k−1 ∂xj . (80)
and Ln−1(xi) = ∂xi . As said above, there should be a corresponding equation for
the rhs after fusion. Therefore we introduce L′−r(x, ǫ), i. e. the around x = x1
expanded differential operators, with ǫ = x0−x1 being the deviation of x0 from
x. Note that we could expand around any other (from ǫ linearly independent)
coordinate since the problem is translational invariant. We just take this special
choice here for the computations to be as simple as possible. With some effort
we get:
L′−r(x, ǫ) =
n−1∑
j 6=1
h(k − 1)
(xj − x1)k −
1
(xj − x1)k−1 ∂xj
∣∣∣∣∣∣
x1=x,x0−x1=ǫ
=
h(k − 1)
(x0 − x1)k −
1
(x0 − x1)k−1 ∂x0 +
n−1∑
j=2
h(k − 1)
(xj − x1)k −
1
(xj − x1)k−1 ∂xj
=
h(k − 1)
ǫk
− 1
ǫk−1
∂ǫ +
n−1∑
j=2
h(k − 1)
(xj − x)k −
1
(xj − x)k−1 ∂xj
= ǫ−r [h0(r − 1)− ǫ∂ǫ] + Ln−1−r (x) , (81)
and hence
Ln−r(x1) = L′−r(x, ǫ) = ǫ−r
[
h0(r − 1)− ǫ d
dǫ
]
+ Ln−1−r (x) . (82)
Thus, the differential equation on the rhs becomes:〈[(L′−1(x, ǫ))2 − tL′−2(x, ǫ)]
[∑
h
g
ǫµ
∑
Y
ǫY βY (L−Y φh(x))
]
×φ3(x3) . . . φn−1(xn−1)〉 = 0 (83)
The Computation of the Coefficients
Now we will show how to compute βY,(r′,s′) the from global conformal invariance.
It is known that a primary field φh(z) of weight h behaves as follows under
conformal transformations z → f(z) = z′ = z + ε(z):
φh(z) =
(
∂f(z)
∂z
)h
φh(f(z)) ⇔ φh(z′)(dz′)h = φh(z)(dz)h . (84)
Thus, for an infinitesimal transformation, we have:
(φh(z) + ε(z)∂φh(z)) (dz)
h(1 + hε′(z)) = φh(z)(dz)
h . (85)
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From this follows that for ε(z) =
∑
k εkz
k+1 and δεL−Y φh(x) = εkLkL−Y φh(x)
after comparing coefficients of powers of z, we have for our special situation:
ǫ−µ
∑
Y
ǫ|Y |βY LkL−Y φh(x) =
(
h0(k + 1)ǫ
k + ǫk+1∂ǫ
)
ǫ−µ
∑
Y
ǫ|Y |βY L−Y φh(x) .
(86)
In other words, all this implies the following rule of thumb:
• For any level j we take the j equations
Lkφ
(j)
h (x) = [h0(k + 1) + j − k − µ]φ(j−k)h (x) (87)
with k = 1, . . . , j from the covariance conditions with
φ
(j)
h (x) =
∑
(|Y |)=j
βY L−Y φh(x) . (88)
• Moreover, we have to compute the following commutators algebraically:
Lk
∑
|Y |=j
βY L−Y φh(x) =
∑
|Y |=j
βY [Lk, L−Y ]φh(x), (89)
(since φh(x) is a primary field, the action of positive generators of the
Virasoro-algebra vanishes).
Afterwards we compare the respective coefficents of φ
(j−k)
h (x) and hence get the
βY that depend on the choice of coordinate change (x0, x1)→ (x, ǫ).
The New Differential Equation
Hence the new differential operators are:
L′−1 = ǫ−1
[
h0(1− 1)− ǫ d
dǫ
]
+ L−1(x)
= − d
dǫ
+ L−1(x) (90)
L′−2 = ǫ−2
[
h0(2− 1)− ǫ d
dǫ
]
+ L−2(x)
=
h0
ǫ2
− 1
ǫ
d
dǫ
+ L−2(x) (91)
with which we can state the differential equation for the fused correlation func-
tion: 〈[(
d2
dǫ2
− 2 d
dǫ
L−1(x) + L2−1(x)
)
− t
(
h0
ǫ2
− 1
ǫ
d
dǫ
+ L−2(x)
)]
ǫ−µ
∑
j
ǫjφ
(j)
h × φ2(x2) . . . φh(xn)
〉
= 0
In the following, we set h(3,1) = h. After executing the derivative with respect
to ǫ and ordering the coefficients of the various powers of ǫ, we get:
0 = [(j + 2− µ)(j + 2− µ− 1)− t(h0 − (j + 2− µ)]φ(j+2)h
−2(j + 1− µ)L−1φ(j+1)h +
(
L2−1 − tL−2
)
φ
(j)
h (92)
25
The Reason for ǫ1−µ
Now we want to get a level three null vector condition. For dimensional reasons,
it is quite obvious that we have to take the j = 1 term which gives us an addi-
tional factor of ǫ: after finishing the computations, the rhs will be proportional
to ǫj−µ times the differential operator on level three times a correlation function
involving φh which has the same transformational properties under conformal
transformaions as the level two differential operator acting on a correlation func-
tion involving φh0 and φh1 . This is the crucial point why we have an additional
distance factor in our equations in the main part of this paper.
The interested reader may question why it is sufficient to just compute the
j = 1 part of the OPE. The shortest argument possible can be stated as follows:
since we already know the outcome of fusion – for the fields as well as for the
differential operator, we know, too, that the other terms have to vanish as a we
know that the differential equations have to be fullfilled before and after fusion.
A more elaborate reasoning may be found in section appendix 8.A.3 of [9].
Computing the Coefficients
Setting j = 1, we get:
0 = [(3− 2h0 + h)(2 − 2h0 + h)− t(3h0 − 3− h)]︸ ︷︷ ︸
V 11
φ
(3)
h (93)
−2(2− 2h0 + h)︸ ︷︷ ︸
V 12
L−1φ
(2)
h + L
2
−1φ
(1)
h −t︸︷︷︸
V 13
L−2φ
(1)
h
=
[
V 11
(
β3111L
3
−1 + β
3
12L−1L−2 + β
3
21L−2L−1 + β
3
3L−3
)
(94)
+V 12 L−1
(
β311L−12 + β
3
2L−2
)
+ L2−1β
3
1L−1 + V
1
3 L−2β
3
1L−1
]
φh(x)
= K31L
3
−1 +K
3
12L−1L−2 +K
3
21L−2L−1 +K
3
3L−3 (95)
with
K11 : = V
3
1 β
3
111 + V
3
2 β
3
11 + β
3
1 (96)
K112 : = V
3
1 β
3
12 + V
3
2 β
1
2 (97)
K121 : = V
3
1 β
3
21 + V
3
3 β
1
1 (98)
K13 : = V
3
1 β
3
3 (99)
using the commutator L−1L−2 = L−2L−1 + L−3.
Knowing the form of the algebraic level three null operator:
L3−1 − (h+ 1)(L−2L−1 + L−1L−2) + (h+ 1)2L−3 , (100)
we only have to compare the coefficients:
0 = K31L
3
−1 +K
3
12L−1L−2 +K
3
21L−2L−1 +K
3
3L−3
∝ L3−1 − (h+ 1)L−2L−1 − (h+ 1)L−1L−2 + (h+ 2)(h+ 1)L−3 (101)
wherein the proportionality factor K31 can in principle dpend on h. Hence all
that is left to be shown is:
− (h+ 1) = K
3
12
K31
(102)
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−(h+ 1) = K
3
21
K31
(103)
(h+ 1)2 =
K33
K31
(104)
for which we have to compute the exact values of the βY . Therefore we will use
the following reexpressions:
t =
h+ 1
2
(105)
c = − (3h− 1)(h− 2)
h+ 1
(106)
h0 = h1 =
1
8
(3h− 1) . (107)
Now we will use our rule of thumb stated above:
j = 1 from covariance:
L1φ
(1)
h (x) = [h0(1 + 1) + 1− 1− (2h0 − h)]φ(1−1)h (x)
= hφh(x) (108)
algebraically:
L1φ
(1)
h (x) = L1L−1β
3
1φh(x)
= 2hβ31φh(x) (109)
Hence it follows β31 = 1/2.
j = 2 from covariance:
L1φ
(2)
h (x) = [h0(1 + 1) + 2− 1− (2h0 − h)]φ(2−1)h (x)
= (h+ 1)φ
(1)
h (x)
=
h+ 1
2
L−1φh(x) (110)
L2φ
(2)
h (x) = [h0(2 + 1) + 2− 2− (2h0 − h)]φ(2−2)h (x)
= (h+ h0)φh(x) (111)
algebraically:
L1φ
(2)
h (x) = L1
(
β311L
2
−1 + β
3
2L−2
)
φh(x)
=
(
2(2h+ 1)β311 + 3β
3
2
)
L−1φh(x) (112)
L2φ
(2)
h (x) = L2
(
β311L
2
−1 + β
3
2L−2
)
φh(x)
=
(
6hβ311 + (4h+ c/2)β
3
2
)
φh(x) (113)
comparing the coefficients, it follows:
β311 =
1
8
h+ 1
h+ 2
(114)
β32 =
1
4
h+ 1
h+ 2
(115)
27
j = 3 from covariance:
L1φ
(3)
h (x) = [h0(1 + 1) + 3− 1− (2h0 − h)]φ(3−1)h (x)
= (h+ 2)φ
(2)
h (x)
= (h+ 2)
(
β311L
2
−1 + β
3
2L−2
)
φh(x)(x) (116)
L2φ
(3)
h (x) = [h0(2 + 1) + 3− 2− (2h0 − h)]φ(3−2)h (x)
= (h+ 1 + h0)φ
(1)
h
=
h+ 1 + h0
2
L−1φh(x) (117)
L3φ
(3)
h (x) = [h0(3 + 1) + 3− 3− (2h0 − h)]φ(3−3)h (x)
= (h+ 2h0)φh(x) (118)
algebraically:
L1φ
(3)
h (x) = L1
(
L3−1β
3
111 + L−1L−2β
3
12 + L−2L−1β
3
21 + L−3β
3
3
)
φh(x)
=
([
6(h+ 1)L2−1
]
β3111 +
[
3L2−1 + 2(h+ 2)L−2
]
β312
+
[
2hL−2 + 3L
2
−1
]
β321 + [4L−2]β
3
3
)
φh(x)
=
([
6(h+ 1)β3111 + 3β
3
12 + 3β
3
21
]
L2−1
+
[
2(h+ 2)β312 + 2hβ
3
21 + 4β
3
3
]
L−2
)
φh(x) (119)
L2φ
(3)
h (x) = L2
(
L3−1β
3
111 + L−1L−2β
3
12 + L−2L−1β
3
21 + L−3β
3
3
)
φh(x)
=
(
[6(3h+ 1)]β3111 +
[
5 + 4(h+ 1) +
c
2
]
β312
+ [4(h+ 1) + c/2]β321 + [5]β3
)
L−1φh(x) (120)
L3φ
(3)
h (x) = L3
(
L3−1β
3
111 + L−1L−2β
3
12 + L−2L−1β
3
21 + L−3β
3
3
)
φh(x)
=
(
24hβ3111 + (16h+ 2c)β
3
12 + 10hβ
3
21 + (6h+ 2c)β
3
3
)
φh(x)
(121)
comparing the coefficients, it follows:
β3111 = free (122)
β312 = h(h+ 1)β
3
111 − β33 −
(h− 3)(h− 1)
48
(123)
β321 = −(h+ 2)(h+ 1)β3111 + β33 +
(h− 3)(h− 1)
48
(124)
β33 = fre (125)
Introducing
I32 :=
K312 +K
3
21
K31
=! = −2(h+ 1) (126)
I33 :=
K312 +K
3
3
K31
=! = h(h+ 1) (127)
we get
K31 =
1
16(h+ 2)
[
48β3111(h+ 2)(h+ 3)− (h2 + 2h− 7)
]
(128)
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K312 = h(h+ 1)K
3
1 − 3β33(h+ 3) (129)
K321 = −(h+ 2)(h+ 1)K31 + 3(h+ 3)β33 (130)
K33 = 3(h+ 3)β
3
3 (131)
Thus the prefactors become:
H312 = h(h+ 1)−
48β33(h+ 2)(h+ 3)
48β3111(h+ 2)(h+ 3)− (h2 + 2h− 7)
(132)
H321 = −(h+ 2)(h+ 1) +
48β33(h+ 2)(h+ 3)
48β3111(h+ 2)(h+ 3)− (h2 + 2h− 7)
(133)
H33 =
48β33(h+ 2)(h+ 3)
48β3111(h+ 2)(h+ 3)− (h2 + 2h− 7)
(134)
which leads us obviously to
I32 = H
3
12 +H
3
12 = −2(h+ 1) (135)
I33 = H
3
12 +H
3
3 = h(h+ 1) (136)
hence the level two null vector condition on a primary φ(2,1) field translates
to a level three null vector equation on a primary φ(3,1) field after fusion with
another φ(2,1) field.
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