combinatorially equivalent polytope with the opposite orientation.) Let us also mention that the polytopes P(p e , d) are invariant under permutations of coordinates.
In the sequel we suppose always e ≥ 2 and d ≥ 2. This ensures that P(p e , d) is d−dimensional.
In order to state our first main result, the description of P(p e , d) in terms of inequalities, we consider for λ ∈ {1, . . . , min(e, 
is the set of regular vectors.
We denote by µ the function on R(d, e) defined by the equality
where α = (α 1 , . . . , α d ) is an element of R λ (d, e). The formula
shows that µ(α) is a natural integer. 
Recall that the f −vector of a d−dimensional polytope P counts the number f k of k−dimensional faces contained in P.
The following result describes the coefficients of the f −vector of P(p e , d). 
The formula for the number f 0 of vertices is easy: Identification of a vector-factorisation (p β 1 , p β 2 , . . . , p β d ) with the monomial x
shows that f 0 is the dimension of the vector space spanned by homogeneous polynomials of degree e in d variables.
The plan of the paper is as follows: Section 2 describes a few generalisations of the polytopes P(p e , d).
The next three sections are devoted to the proof of Theorem 1.1 and Theorem 1.2. The idea for proving Theorem 1.1 is as follows: We show first that all inequalities of Theorem 1.1 hold and that they correspond to facets of P(p e , d). Section 3 contains the details for facets associated to regular vectors, called regular facets. Section 4 is devoted to d + 1 other obvious facets, called exceptional facets. The proofs contain explicit descriptions of all facets and imply easily Theorem 1.2 from Theorem 1.1. It remains to show that P(p e , d) has no "exotic" facets (neither regular nor exceptional). This is achieved in Section 5 by showing that any facet f of the (d − 1)−dimensional polytope defined by a (regular or exceptional) facet F of P is also contained in a second (regular or exceptional) facet F ′ of P. This implies the completeness of the list of facets.
Finally, Section 6 contains a proof of Theorem 1.3.
Generalisations
A straightforward generalisation of the polytope P(p e , d) is obtained by considering the polytopes with vertices given by vector-factorisations of an arbitrary natural integer N . The vertices of such a polytope P(N, d) are the
h where p 1 < p 2 < · · · < p h are all prime-divisors of N . A further generalisation is given by replacing N with a monomial T = T 
). There should however exist a "limit-type" if the increasing sequence p 1 < p 2 < · · · < p h formed by all prime-divisors of N grows extremely fast. (18) in [1] or [2] . These polytopes are different from the Stasheff polytopes (or associahedra) since they are of dimension d for d ≥ 3.
Another natural and perhaps interesting choice is given by considering for A (an integral multiple of) the all one matrix.
The determination of the number of vertices of P A (N ) (or even of P A (1)) is perhaps a non-trivial problem, say, for A the adjacency matrix of a connected finite simple graph.
Regular facets
We show first that all inequalities of Theorem 1.1 associated to regular vectors in R λ (d, e) are satisfied on P(p e , d).
We show then that every such inequality is sharp on a subset of vertices in P(p e , d) spanning a polytope affinely equivalent to a (d − 1)−dimensional hypersimplex. All these inequalities define thus facets and are necessary. We call a facet F α associated to such a regular vector α ∈ R λ (p e , d) a regular facet.
.
, we denote by l α the linear form defined by
We have to show that l α (x) ≥ λp µ+1 + (d − λ)p µ for x in P = P(p e , d) and µ = µ(α). Since l α is linear, it is enough to establish the inequality for all vertices of P.
Choose indices i, j in {1, . . . , d} such that a = α i + β i and A = α j + β j . If a = A, the equality
shows λ = 0 in contradiction with λ ∈ {1, . . . , d − 1}. We claim next that β j ≥ 1. Indeed, we have otherwise A = α j and
We consider now the vertex
We have
Since p > 1 and A > a we have
This shows that A − 1 = a by minimality of l α (v). In order to compute the value of l α (v), we use the equalities
Since the vector w = (α 1 +β 1 , . . . , α d +β d ) has all its coefficients in {a, a+1 = A}, we get a = µ and w takes the value µ with multiplicity d − λ and µ + 1 with multiplicity λ. This shows (β 1 , . . . , β d ) .
yields a bijection between F λ and the set of d−dimensional vector-factorisations of p e−λ . We show first the inclusions ϕ(R λ ) ⊂ F λ and ψ(F λ ) ⊂ R λ where 
The computation of
shows that ϕ • ψ is the identity map of F λ .
Consider (α 1 , . . . , α d ) ∈ R λ . Since min(α 1 , . . . , α d ) = 0, we have max(µ− α 1 , . . . , µ − α d ) = µ. This implies that
is the identity map of the set R λ .
2
Proposition 3.3. (i) Consider an integral vector
and a prime p. The affine isomorphism
induces a one-to-one map between the set
and the set Proof We leave the easy proof of assertion (i) to the reader. Assertion (ii) follows from the peculiar form of the affine isomorphism introduced in assertion (i) and from the observation that facets of ∆(λ) are given as intersections of the hyperplane defined by the equation 
is sharp on the set
d). The convex hull of S α is a facet of P(p e , d) which is affinely equivalent to the (d − 1)−dimensional hypersimplex ∆(λ).
Proof The obvious equalities
and the definition of ∆(λ) show that S α consists exactly of all vertices of P(p e , d) such that A = a + 1 with a, A as in the proof of Proposition 3.1.
The arguments of the proof of Proposition 3.1 imply thus that S α is the subset of vertices of P(p e , d) on which the linear form
is minimal. This shows that the convex hull F α of the set S α defines a k−dimensional face of P(p e , d) for some integer k ∈ {0, . . . , d − 1}. Assertion (i) of Proposition 3.3 implies now that F α is affinely equivalent to a hypersimplex ∆(λ) of dimension d − 1. In particular, the convex hull F α of S α is a facet of P(p e , d). 2
Exceptional facets
We leave it the reader to check that we have (1, 1, . . . , 1, 1), (p e , 1, . . . , 1), . . . , (1, . . . , 1, p e ) . This simplex contains P(p e , d).
5 Proof of Theorem 1.1 and 1.2
The main tool for proving Theorem 1.1 is the following obvious and wellknown result.
Proposition 5.1. Let F be a non-empty set of facets of a polytope P. The set F contains all facets of P if and only if for every element F ∈ F and for every facet f of F , there exists a distinct element
Proof Call two facets of a d−dimensional polytope P adjacent if they intersect in a common (d − 2)−face of P. Consider the graph with vertices formed by all facets of P and edges given by adjacent pairs of facets. This graph is connected and its edges are in bijection with (d−2)−faces of P since the intersection of three distinct facets is of dimension ≤ d − 3. Proposition 5.1 boils now down to the trivial observation that a non-empty subset V ′ of vertices of a connected graph Γ coincides with the set of vertices of Γ if and only if for every vertex v of V ′ , the set V ′ contains also all vertices of Γ which are adjacent to v.
2 Given a subset S of vertices of P(p e , d), we consider
and
We have thus The obvious identity Up to enlarging the set S, we can assume R λ (d, e) of regular vectors. We show this using Proposition 5.1 with respect to the set of facets
We consider first the exceptional facet F ∞ . A facet f of F ∞ is defined by an additional equality x i = 1 for some i ∈ {1, . . . , d} and we have thus f ∈ F ∞ ∩ F i where F i is the exceptional facet defined by x i = 1.
Consider next an exceptional facet F i defined by x i = 1 for some i ∈ {1, . . . , d}. Such a facet F i coincides with the polytope P ′ = P(p e , d − 1) of all (d − 1)−dimensional vector-factorisations of p e . Facets of F i are thus in bijection with facets of P ′ . Using induction on d (the initial case d = 2 is easy), we know thus complete list of facets of F i . Consider first a facet f of F i corresponding to an ordinary facet of P ′ . Its vertices satisfy the conditions of Lemma 5.2 and are thus also contained in a regular facet of P. A facet f of F i corresponding to the exceptional facet F ′ ∞ of P ′ is also contained in the exceptional facet F ∞ of P. All other exceptional facets of P ′ are given by x i = x j = 1 for some j = i and are thus contained in F i ∩ F j . (Remark that the last case does never arise for d = 3.)
We consider now a regular facet F of type λ with vertices
Since F is affinely equivalent after multiplication by a diagonal matrix and a translation to the hypersimplex ∆ d−1 (λ), a facet f of F is given by an additional equality x i = c with i in {1, . . . , d} and c in {p β i , p β i +1 }. If c = 1 then f is also contained in the exceptional facet This yields the closed expression I thank F. Mouton for helpful comments.
