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1. Introduction
The linear dependence on the spectral parameter has been one of the standing assumptions in the
current oscillation and spectral theory of linear difference equations. Roughly speaking, such equa-
tions enjoy all the nice properties of self-adjoint differential equations and/or symmetric difference
equations, such as the real eigenvalues, equal geometric and algebraic multiplicities of the eigenval-
ues, orthogonality of the eigenfunctions, the oscillation theorem saying that the mth eigenfunction
has exactly m generalized “zeros” in (0,N + 1], and the Rayleigh principle showing how the mth
eigenvalue can be computed by minimizing the associated quadratic form. Among examples of such
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linear dependence on the spectral parameter we can find the recently studied discrete symplectic
systems
xk+1 = Akxk + Bkuk, uk+1 = Ckxk + Dkuk − λWkxk+1, k ∈ [0,N]Z, (1.1)
whose oscillation and eigenvalue theory was developed in [1,6–8,10,12,14–18]. Several special cases
of the system (1.1) were considered e.g. in [4,11,27,33,34,36–41]. We use the notation [0,N]Z :={0, 1, . . . ,N} with subscript Z for discrete time intervals with endpoints 0 and N ∈ N.
In this paper we introduce discrete symplectic systems which depend in general nonlinearly on the
spectral parameter. That is, we study the system of the form
xk+1 = Ak(λ) xk + Bk(λ) uk, uk+1 = Ck(λ) xk + Dk(λ) uk, k ∈ [0,N]Z, (Sλ)
and the corresponding eigenvalue problem with the Dirichlet boundary conditions
(Sλ), λ ∈ R, x0 = 0 = xN+1. (E)
The name “symplectic system” refers to the fact that the coefficient matrix Sk(λ) of system (Sλ) is
assumed to be symplectic, i.e., for all k ∈ [0,N]Z and λ ∈ R
STk (λ)JSk(λ) = J , Sk(λ) :=
⎛
⎝Ak(λ) Bk(λ)
Ck(λ) Dk(λ)
⎞
⎠ , J :=
⎛
⎝ 0 I
−I 0
⎞
⎠ . (1.2)
The same property is then satisfied by the fundamental matrix of system (Sλ). Discrete symplectic
systems constitute a natural analogue of continuous time (differential) linearHamiltonian systems and
in fact, quoting from [19, p. 18], they “represent a proper way, i.e., the Hamiltonian way, for computing
the Hamiltonian dynamics”, see also [20,21]. The origin of discrete symplectic systems goes back to
the publications [1,6] and in recent years these systems experience a considerable research activity.
When the first equation in (Sλ) is independent of λ and the second equation is linear in λ, it is
proven in [7, Remark 3(iii)] that (Sλ) must have the form of (1.1) with
Wk symmetric andWk  0 for all k ∈ [0,N]Z. (1.3)
Under (1.3), the oscillation and spectral theory for system (1.1) was successfully developed in [7,8,10,
12,14–18,22,25,26]. Assumption (1.3) implies that for any conjoined basis (X(λ),U(λ)) of (1.1) and
every k ∈ [0,N + 1]Z the kernel of Xk(λ) is constant in λ onR except at isolated points. This allowed
to develop in [14] the oscillation theorem for system (1.1).
In this paper we introduce an appropriate generalization of condition (1.3) to the system (Sλ).
Namely, we consider the following monotonicity assumption
k(λ) := J S˙k(λ)JSTk (λ)J  0 for all k ∈ [0,N]Z and λ ∈ R, (1.4)
where the dot stands for the derivative with respect to λ. Indeed, for system (1.1) satisfying condition
(1.3) we have
Sk(λ) =
⎛
⎝ Ak Bk
Ck − λWkAk Dk − λWkBk
⎞
⎠ , k(λ) ≡ k :=
⎛
⎝Wk 0
0 0
⎞
⎠  0 (1.5)
for all k ∈ [0,N]Z and λ ∈ R. Condition (1.4) will guarantee, as we shall see, the piecewise constant
kernel of Xk(λ) for any conjoined basis (X(λ),U(λ)) of (Sλ). This then leads to a proper generalization
of the notions of finite eigenvalues (Definition 4.4) and finite eigenfunctions (Definition 5.3) and their
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multiplicities from system (1.1) to system (Sλ). In particular, we prove (in Theorem 5.4) that the alge-
braic and geometric multiplicities of finite eigenvalues coincide, which generalizes the corresponding
result for system (1.1) in [14, Proposition 2(v)]. Moreover, under
Bk(λ) ≡ Bk is constant in λ onR for all k ∈ [0,N]Z, (1.6)
we establish (in Theorems 6.1, 6.2, and 6.3) generalizations of the oscillation theorems in [14, Theo-
rems1–2] fromsystem (1.1) to system (Sλ). Our results are newand interesting even for special discrete
symplectic systems, such as the second order Sturm–Liouville difference equations (or Jacobi matri-
ces), higher order Sturm–Liouville difference equations, symmetric three-term recurrence equations,
and linear Hamiltonian systems. The latter system, see [5], has been so far in the literature the only
example of a linear difference equation or system, which allowed the nonlinear dependence on the
spectral parameter. However, in [5] a certain strict normality assumption is needed to prove that the
eigenvalues are isolated and bounded from below, which is not required in the present paper. Our
results can also be regarded as a discrete time analogue of the corresponding theory in [9] for the
continuous time linear Hamiltonian systems
x′ = A(t, λ) x + B(t, λ) u, u′ = C(t, λ) x − AT (t, λ) u, t ∈ [a, b].
The paper is organized as follows. In the next sectionwe recall some basic facts from linear algebra,
including theMoore–Penrose pseudoinverse of amatrix and properties of symplecticmatrices. In Sec-
tion 3wedevelop a general theory of discrete symplectic systems (Sλ). In Section 4weutilize condition
(1.4) in order to derive certain monotonicity results, which lead to the notion of a finite eigenvalue for
problem (E) and its algebraic multiplicity. In Section 5we establish a geometric characterization of the
previously defined finite eigenvalues of (E) and prove that their geometric and algebraic multiplicities
coincide. In Section 6we state and prove the oscillation theorems for problem (E) inwhich assumption
(1.6) is satisfied. Finally, in Section 7 we discuss some applications of the obtained oscillation theo-
rems, such as a characterization of the smallest finite eigenvalue in terms of the associated quadratic
form (Theorem 7.5), as well as we discuss our new results for the special discrete symplectic systems
mentioned above.
2. Notions and results from linear algebra
For a matrix A, we denote by AT , A−1, A†, Ker A, Im A, rank A, def A, ind A, A  0, A > 0, respec-
tively, its transpose, inverse, Moore–Penrose pseudoinverse, kernel, image, rank (i.e., the dimension
of its image), defect (i.e., the dimension of its kernel), index (i.e., the number of its negative eigen-
values), positive semidefiniteness, positive definiteness. By I and 0 we denote the identity and zero
matrices of appropriate dimensions. When it becomes necessary according to the situation, we will
write the dimension of a matrix as its subscript, e.g. Ir is the identity matrix inR
r×r . The derivative of
a vector-valued or matrix-valued function with respect to the variable λ will be denoted by dot, i.e.,
A˙ := d
dλ
A.
The properties of the Moore–Penrose pseudoinverse are summarized in the following remark, see
[2,3].
Remark 2.1.
(i) If A ∈ Rm×n, then there exists a unique matrix A† ∈ Rn×m such that
AA†A = A, A†AA† = A†, AA† and A†A are symmetric.
(ii) If A ∈ Rn×n and A is invertible, then A† = A−1.
(iii) If A ∈ Rm×n and if P and Q are orthogonal matrices of suitable dimensions, then the formula
(QAP)† = PTA† QT holds.
(iv) If X and Y are two matrices with Ker X = Ker Y , then X†X = Y †Y .
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(v) If A ∈ Rm×n, then Ker AT = Ker(AA†) = Im(I − AA†) and Im AT = Im A†.
Next we discuss an important property of the rank of a matrix, see [3, Fact 2.10.13(ii)].
Remark 2.2.
(i) For any matrices A and B of suitable dimensions we have the formula rank(AB) = rank B −
dim (Ker A ∩ Im B).
(ii) If A ∈ Rn×n is a square matrix, then rank A = n − def A.
The following remark contains some properties of symplectic matrices, see [3,32].
Remark 2.3.
(i) A matrix A ∈ R2n×2n is said to be symplectic if ATJ A = J , where the skew-symmetric matrix
J ∈ R2n×2n is defined in (1.2) in which I, 0 ∈ Rn×n.
(ii) If A is symplectic, then A is invertible with A−1 = −J ATJ . In addition, the determinant of A is
equal to 1.
(iii) The matrix J itself is symplectic with J−1 = J T = −J .
(iv) If A and B are symplectic, then AT , A−1, and AB are symplectic as well.
(v) If Q ∈ Rn×n is orthogonal, then
(
Q 0
0 Q
)
is orthogonal and symplectic, i.e., the matrices
(
Q 0
0 Q
)
and J commute.
(vi) A differentiable function A : R → R2n×2n of the real variable λ is symplectic for all λ ∈ R if
and only if A(0) is symplectic and A˙(λ) = JH(λ) A(λ) with a symmetric H(λ) for all λ ∈ R,
see [32, p. 229].
Next we discuss some matrix properties from [29, Corollary 3.1.3 and Proposition 3.2.3].
Remark 2.4.
(i) Let X,U ∈ Rm×m be matrices such that XTU is symmetric and rank(XT , UT ) = m. Then
Ker(XT , UT ) = Im(UT , −XT )T .
(ii) Let Q : J → Rm×m be a symmetric matrix-valued function on an interval J ⊆ R such that
Q is continuous and nondecreasing on J. Then its eigenvalues λ1, . . . , λm : J → R are also
continuous and nondecreasing on J.
In this paper we consider all the quantities (coefficients, solutions, etc.) real-valued, although the
theory works in the same way for complex-valued quantities (with the spectral parameter λ ∈ R),
when the transpose of a matrix is replaced by the conjugate transpose and the word “symmetric” by
the word “hermitian”.
Let us introduce some further notation. Vector-valued solutions of system (Sλ) will be denoted
by small letters, typically z(·, λ) = (x(λ), u(λ)) with n-vector entries, and matrix-valued solutions
of system (Sλ) will be denoted by capital letters, typically Z(λ) = (X(λ),U(λ)) with n × n matrix
entries. If A : R → Rm×n is a matrix-valued function, then by rank A(λ−0 ), def A(λ−0 ), Ker A(λ−0 )
we mean the left-hand limits of these quantities at λ0, provided these limits exist. Similarly, we de-
fine rank A(λ+0 ), def A(λ+0 ), Ker A(λ+0 ) as the corresponding right-hand limit. The following result
from [29, Theorem 3.4.1 and Corollary 3.4.2] will be utilized to prove the new local oscillation theo-
rem.
Proposition 2.5 (Index theorem). Let X,U, R1, R2, S1, S2 ∈ Rm×m be given matrices such that XTU,
R1R
T
2 , and S1 are symmetric, rank(X
T , UT ) = rank(R1, R2) = m, R1 = R2S1 + S2, and S2RT2 = 0.
Next, suppose that X,U, R1, S1, S2 : [0, ε) → Rm×m with some ε > 0 are matrix-valued functions
such that XT (t)U(t) and S1(t) are symmetric for t ∈ [0, ε), X(t) → X, U(t) → U, S1(t) → S1, and
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S2(t) → S2 for t → 0+, X(t) is invertible for t ∈ (0, ε), R1(t) = R2S1(t) + S2(t) for t ∈ [0, ε), and
rank(R2, S2(t)) = m and Ker S2(t) = Im RT2 for t ∈ [0, ε). Moreover, denote
M(t) := R1(t) RT2 + R2 U(t) X−1(t) RT2, (t) := R1(t) X(t) + R2 U(t),
 := R1 X + R2 U, S := X†RT2, S∗ := RT2 − XS, T := I − (S∗)†S∗, Q := TST .
If the functions U(t) X−1(t) and M(t) are nonincreasing on (0, ε), then
indM(0+) = indQ + m − rank T + def − def(0+) − def X, (2.1)
while if the functions U(t) X−1(t) and M(t) are nondecreasing on (0, ε), then
indM(0+) = indQ + m − rank T . (2.2)
Note that in [29, Theorem3.4.1], the above result is formulated under the slightly different assump-
tion that the matrix S1(t)+U(t) X−1(t) is nonincreasing on (0, ε), resp. nondecreasing on (0, ε). But
the proof of [29, Theorem 3.4.1] shows that the monotonicity of U(t) X−1(t) andM(t) gives the same
conclusion (2.1) and (2.2).
3. Discrete symplectic systems
Let n,N ∈ N be fixed throughout this paper. For k ∈ [0,N]Z, let Ak, Bk, Ck,Dk : R → Rn×n
be differentiable (hence continuous) matrix-valued functions of the variable λ, such that the matrix
Sk(λ) ∈ R2n×2n defined in (1.2) is symplectic for all k ∈ [0,N]T and λ ∈ R and satisfies condition
(1.4).
First note that since Sk(λ) is symplectic, then Sk(λ) is invertible. Therefore, the initial value prob-
lems associated with system (Sλ) possess unique solutions in forward and backward time given the
initial condition at any index k0 ∈ [0,N + 1]Z. The invertibility of the matrix Sk(λ) also implies that
the system (Sλ) can be written in the equivalent time-reversed form
xk = DTk (λ) xk+1 − BTk (λ) uk+1, uk = −CTk (λ) xk+1 + ATk (λ) uk+1, k ∈ [0,N]Z. (3.1)
Next, by Remark 2.3(vi) we have S˙k(λ) = JHk(λ) Sk(λ) for all λ ∈ R and all k ∈ [0,N]Z, where
Hk(λ) is symmetric. Solving this equation for Hk(λ) we obtain with the aid of Remark 2.3(ii) that
Hk(λ) = −J S˙k(λ) S−1k (λ) = k(λ), where k(λ) is defined in (1.4). Therefore, the matrix k(λ) is
symmetric for all k ∈ [0,N]Z and λ ∈ R. This can also be seen from the first equation in (1.2) when
it is differentiated with respect to λ. As we shall see, all the oscillation and eigenvalue properties of
system (Sλ) will be deduced from the assumptionk(λ)  0, i.e., from condition (1.4).
The fact that Sk(λ) is symplectic implies by Remark 2.3(iv) that STk (λ) is symplectic as well. There-
fore, the coefficients of system (Sλ) satisfy for every k ∈ [0,N]Z and λ ∈ R the identities
ATk (λ) Ck(λ) = CTk (λ)Ak(λ), BTk (λ)Dk(λ) = DTk (λ) Bk(λ),
Ak(λ) BTk (λ) = Bk(λ)ATk (λ), Dk(λ) CTk (λ) = Ck(λ)DTk (λ),
ATk (λ)Dk(λ) − CTk (λ) Bk(λ) = I, Dk(λ)ATk (λ) − Ck(λ) BTk (λ) = I.
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
(3.2)
Upon differentiating the above formulas with respect to λwe get
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A˙Tk (λ) Ck(λ) + ATk (λ) C˙k(λ) = C˙Tk (λ)Ak(λ) + CTk (λ) A˙k(λ),
B˙Tk (λ)Dk(λ) + BTk (λ) D˙k(λ) = D˙Tk (λ) Bk(λ) + DTk (λ) B˙k(λ),
A˙Tk (λ)Dk(λ) + ATk (λ) D˙k(λ) = C˙Tk (λ) Bk(λ) + CTk (λ) B˙k(λ),
D˙k(λ) CTk (λ) + Dk(λ) C˙Tk (λ) = C˙k(λ)DTk (λ) + Ck(λ) D˙Tk (λ),
A˙k(λ) BTk (λ) + Ak(λ) B˙Tk (λ) = B˙k(λ)ATk (λ) + Bk(λ) A˙Tk (λ),
D˙k(λ)ATk (λ) + Dk(λ) A˙Tk (λ) = C˙k(λ) BTk (λ) + Ck(λ) B˙Tk (λ).
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(3.3)
For the matrixk(λ) in (1.4) we have
k(λ) =
⎛
⎝D˙k(λ) CTk (λ) − C˙k(λ)DTk (λ) C˙k(λ) BTk (λ) − D˙k(λ)ATk (λ)
A˙k(λ)DTk (λ) − B˙k(λ) CTk (λ) B˙k(λ)ATk (λ) − A˙k(λ) BTk (λ)
⎞
⎠ . (3.4)
One can now see the symmetry ofk(λ) directly from (3.3).
For a moment, let λ ∈ R be fixed. For any two solutions (X(λ),U(λ)) and (X˜(λ), U˜(λ)) of system
(Sλ), theirWronskianmatrix X
T
k (λ) U˜k(λ)− UTk (λ) X˜k(λ) is constant for all k ∈ [0,N + 1]Z, as well as
the quantity rank(XTk (λ), U
T
k (λ)) is constant for all k ∈ [0,N + 1]Z. If this Wronskian is the identity
matrix, thenwe say that the two solutions (X(λ),U(λ)) and (X˜(λ), U˜(λ)) are normalized. In this paper
we consider the so-called conjoined bases of system (Sλ), i.e., the solutions which have X
T
k (λ)Uk(λ)
symmetric and rank(XTk (λ), U
T
k (λ)) = n for some (or for all) k ∈ [0,N + 1]Z.
Remark 3.1.
(i) Note that for any conjoined basis (X(λ),U(λ)) of (Sλ) there always exists another conjoined
basis (X˜(λ), U˜(λ)) such that (X(λ),U(λ)) and (X˜(λ), U˜(λ)) are normalized, just take the initial
conditions of (X˜(λ), U˜(λ)) to be X˜0(λ) = −U0(λ) K−10 (λ) and U˜0(λ) = X0(λ) K−10 (λ), where
Kk(λ) := XTk (λ) Xk(λ) + UTk (λ)Uk(λ) > 0, since rank(XTk (λ), UTk (λ)) = n.
(ii) Two solutions (X(λ),U(λ)) and (X˜(λ), U˜(λ)) of (Sλ) are normalized conjoined bases if and only
if the 2n × 2n fundamental matrix
k(λ) :=
⎛
⎝Xk(λ) X˜k(λ)
Uk(λ) U˜k(λ)
⎞
⎠ (3.5)
of (Sλ) is symplectic for all k ∈ [0,N + 1]Z and λ ∈ R. In this case we have the identities
Xk(λ) X˜
T
k (λ) = X˜k(λ) XTk (λ), Uk(λ) U˜Tk (λ) = U˜k(λ)UTk (λ),
XTk (λ) U˜k(λ) − UTk (λ) X˜k(λ) = I, Xk(λ) U˜Tk (λ) − X˜k(λ)UTk (λ) = I.
⎫⎪⎬
⎪⎭ (3.6)
(iii) Since thematrixSk(λ) is differentiable inλ, it follows that solutionsof (Sλ) are alsodifferentiable
(and in particular they are continuous) in the argument λ ∈ R.
In particular cases we will assume in addition that the initial conditions of the conjoined basis
(X(λ),U(λ)) do not depend on λ, i.e.,
X0(λ) ≡ X0, U0(λ) ≡ U0 for all λ ∈ R. (3.7)
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It then follows fromRemark3.1(i) that theconjoinedbasis (X˜(λ), U˜(λ)),whichcompletes (X(λ),U(λ))
to normalized conjoined bases of (Sλ), can be chosen to have the same property, i.e.,
X˜0(λ) ≡ X˜0, U˜0(λ) ≡ U˜0 for all λ ∈ R. (3.8)
Recall the definition of focal points and their multiplicities for conjoined bases of (Sλ). According
to [30, Definition 1], a conjoined basis (X(λ),U(λ)) of (Sλ) has a focal point in the interval (k, k + 1]
provided
mk(λ) := rankMk(λ) + ind Pk(λ)  1 (3.9)
and then the numbermk(λ) is itsmultiplicity, where
Mk(λ) := [I − Xk+1(λ) X†k+1(λ)] Bk(λ),
Tk(λ) := I − M†k(λ)Mk(λ),
Pk(λ) := Tk(λ) Xk(λ) X†k+1(λ) Bk(λ) Tk(λ),
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
(3.10)
see also [6,26]. Roughly speaking, the number rankMk(λ) counts the multiplicity of the focal point at
k+1,while thenumber ind Pk(λ) counts themultiplicityof the focalpoint in the interval (k, k+1). Note
that thematrix Tk(λ) is symmetric. The following properties are from [30, Lemma1], [13, Remark 5(ii)],
and [26, Theorem 1(iii)].
Remark 3.2.
(i) We havemk(λ)  rank Bk(λ)  n for every k ∈ [0,N]Z and λ ∈ R.
(ii) The matrix Pk(λ) defined in (3.10) is always symmetric, because
Pk(λ) = Tk(λ) [DTk (λ) Bk(λ) − BTk (λ)Uk+1(λ) X†k+1(λ) Bk(λ)] Tk(λ). (3.11)
(iii) The matrixMk(λ) defined in (3.10) satisfies
rankMk(λ) = rankNk(λ), Nk(λ) := XTk (λ) [I − X†k+1(λ) Xk+1(λ)], (3.12)
which gives the number of focal points of the conjoined basis (X(λ),U(λ)) at k + 1 in terms of
Xk(λ) and Xk+1(λ) only, i.e., without explicitly appearing Bk(λ).
4. Monotonicity results and finite eigenvalues
In this sectionwederive somemonotonicity results based on the assumption (1.4). Let (X(λ),U(λ))
and (X˜(λ), U˜(λ)) be normalized conjoined bases of system (Sλ) and let their initial conditions do not
depend on λ, so that (3.7) and (3.8) hold. Define the fundamental matrix k(λ) by (3.5). Then k(λ)
is symplectic,
k+1(λ) = Sk(λ)k(λ) for all k ∈ [0,N]Z and λ ∈ R, (4.1)
k(λ) = −JSTk (λ)J k+1(λ) for all k ∈ [0,N]Z and λ ∈ R. (4.2)
Differentiating Eq. (4.1) with respect to λwe obtain that ˙k(λ) satisfies
˙k+1(λ) = Sk(λ) ˙k(λ) + S˙k(λ)k(λ), k ∈ [0,N]Z, ˙0(λ) = 0, λ ∈ R.
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Therefore, by the method of variation of parameters, see for example [28, Theorem 3.1],
˙k+1(λ) = k+1(λ)
k∑
j=0

−1
j+1(λ) S˙j(λ)j(λ), k ∈ [0,N]Z, λ ∈ R,
which in turn leads by Remark 2.3(ii) and (4.2) to
Tk+1(λ)J ˙k+1(λ) = −k(λ), k(λ) :=
k∑
j=0
Tj+1(λ)j(λ)j+1(λ) (4.3)
for every k ∈ [0,N]Z and λ ∈ R. Observe that with the 2n × 2nmatrices
Yk(λ) :=
⎛
⎝ 0 I
Xk(λ) X˜k(λ)
⎞
⎠ , Vk(λ) :=
⎛
⎝ I 0
Uk(λ) U˜k(λ)
⎞
⎠ (4.4)
we have
Tk+1(λ)J ˙k+1(λ) = YTk+1(λ) V˙k+1(λ) − VTk+1(λ) Y˙k+1(λ). (4.5)
The above preparatory considerations lead immediately to our first monotonicity result, which gen-
eralizes the discrete-time version of [31, Lemma 4.3] to the nonlinear dependence on λ.
Lemma 4.1. Let (X(λ),U(λ)) and (X˜(λ), U˜(λ)) be normalized conjoined bases of (Sλ) such that (3.7)
and (3.8) hold and such that Xk+1(λ0) is invertible for some k ∈ [0,N]Z and λ0 ∈ R. Then there exists
ε > 0 such that
d
dλ
[X−1k+1(λ) X˜k+1(λ)] =
k∑
j=0
ζ Tk+1,j+1(λ)j(λ) ζ k+1,j+1(λ), (4.6)
for all λ ∈ (λ0 − ε, λ0 + ε), where
ζ k,j(λ) := j(λ)
⎛
⎝−X−1k (λ) X˜k(λ)
I
⎞
⎠ . (4.7)
Proof. Since Xk+1(λ0) is invertible, it follows that Xk+1(λ) is invertible on (λ0 − ε, λ0 + ε) for some
ε > 0, and then the matrix Yk+1(λ) defined in (4.4) is also invertible with (suppressing the argument
λ and index k + 1)
Y−1 =
⎛
⎝−X−1X˜ X−1
I 0
⎞
⎠ , VY−1 =
⎛
⎝ −X−1X˜ X−1
U˜ − UX−1X˜ UX−1
⎞
⎠ .
Consequently, we have from the formula d
dλ
Y−1 = −Y−1 Y˙ Y−1 and (4.5) the equality
Tk+1(λ)J ˙k+1(λ) = YTk+1(λ)
d
dλ
[Vk+1(λ) Y−1k+1(λ)] Yk+1(λ),
from which identity (4.6) follows. 
Corollary 4.2. Let (X(λ),U(λ)) and (X˜(λ), U˜(λ)) be normalized conjoined bases of (Sλ) such that
(3.7) and (3.8) holds and assume (1.4). If Xk(λ0) is invertible at some k ∈ [0,N + 1]Z and λ0 ∈
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R, then there exists ε > 0 such that the symmetric matrix function X−1k X˜k is nondecreasing in λ on
(λ0 − ε, λ0 + ε).
Proof. Note that the matrix X
−1
k (λ) X˜k(λ) is symmetric, by (3.6). When k = 0, the function X−10 X˜0
is constant in λ on (λ0 − ε, λ0 + ε) by (3.7) and (3.8), so that the conclusion holds trivially. When
k ∈ [1,N + 1]Z, the result follows directly from Lemma 4.1. 
In Section 6 we will discuss some additional monotonicity results, which follow from assumption
(1.4). Based on Corollary 4.2 we have the first main result of this section, which is a generalization of
[14, Proposition 2(vi)] to the nonlinear dependence on λ.
Theorem 4.3. Let (X(λ),U(λ)) be a conjoined basis of (Sλ) satisfying (3.7) and assume (1.4). Then for
each k ∈ [0,N + 1]Z the set Ker Xk(λ) is piecewise constant in λ on R. That is, for every λ0 ∈ R there
exists δ > 0 such that
Ker Xk(λ) ≡ Ker Xk(λ−0 ) ⊆ Ker Xk(λ0) for all λ ∈ (λ0 − δ, λ0), (4.8)
Ker Xk(λ) ≡ Ker Xk(λ+0 ) ⊆ Ker Xk(λ0) for all λ ∈ (λ0, λ0 + δ). (4.9)
Proof. If k = 0, then the statement holds trivially, by (3.7). Let k ∈ [1,N + 1]Z and λ0 ∈ R be
fixed. Choose (X˜(λ0), U˜(λ0)) to be a conjoined basis of system (Sλ0 ) such that (X˜(λ0), U˜(λ0)) and
(X(λ0),U(λ0)) are normalized conjoined bases of (Sλ0 ), X˜k(λ0) is invertible, and X˜
−1
k (λ0) Xk(λ0)  0.
This is possible by [29, Proposition 4.1.1]. For every λ ∈ R, let (X˜(λ), U˜(λ)) be the conjoined basis
of system (Sλ) satisfying the initial conditions X˜0(λ) ≡ X˜0(λ0) and U˜0(λ) ≡ U˜0(λ0), so that these
initial conditions do not depend on λ. Then (X˜(λ), U˜(λ)) and (X(λ),U(λ)) are normalized conjoined
bases of (Sλ) for all λ ∈ R. Since (1.4) is assumed, the function X˜−1k Xk is nondecreasing on the interval
(λ0 − ε, λ0 + ε) for some ε > 0, by Corollary 4.2 in which the roles of (X(λ),U(λ)) and (X˜(λ), U˜(λ))
are interchanged. Let c ∈ Ker Xk(λ) for some λ ∈ (λ0 − ε, λ0). Then the monotonicity of X˜−1k Xk
implies
0 = cT X˜−1k (λ) Xk(λ) c  cT X˜−1k (ν) Xk(ν) c  cT X˜−1k (λ0) Xk(λ0) c  0
for allν ∈ [λ, λ0). Hence, cT X˜−1k (ν) Xk(ν) c = 0and so c ∈ Ker Xk(ν) for everyν ∈ [λ, λ0). Therefore,
Ker Xk(λ) ⊆ Ker Xk(ν) for all λ, ν ∈ (λ0 − ε, λ0) with λ  ν . This means that the set Ker Xk(λ) is
nondecreasing inλ on (λ0−ε, λ0), and by the continuity of Xk inλ it is nondecreasing on (λ0−ε, λ0],
see Remark 3.1(iii). This implies that condition (4.8) is satisfied for some sufficiently small δ ∈ (0, ε).
For (4.9) we proceed in the same way except that we choose at the beginning (X(λ0),U(λ0)) with
X˜
−1
k (λ0) Xk(λ0)  0. 
The above proposition shows that for every fixed λ0 ∈ R the quantity rank Xk(λ) is constant on
some left and right neighborhoods ofλ0. This allows to define correctly the notion of a finite eigenvalue
of problem (E). Let (Xˆ(λ), Uˆ(λ)) be the principal solution of (Sλ), that is, the solution starting with the
initial values
Xˆ0(λ) ≡ 0, Uˆ0(λ) ≡ I for all λ ∈ R,
so that these initial conditions are independent of λ, as required in Theorem 4.3.
Definition 4.4 (Finite eigenvalue). Under (1.4), a number λ0 ∈ R is a finite eigenvalue of (E) if
θ(λ0) := rank XˆN+1(λ−0 ) − rank XˆN+1(λ0)  1. (4.10)
In this case the number θ(λ0) is called the algebraic multiplicity of λ0 as the finite eigenvalue of (E).
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Remark 4.5.
(i) The definition of a finite eigenvalue of (E) is one-sided, that is, it only depends on the behavior
of XˆN+1(λ) in a left neighborhood of λ0.
(ii) By (4.8), the finite eigenvalues are well defined, since the number θ(λ0) is always nonnegative.
Moreover, by Remark 2.2(ii) we have
θ(λ0)= def XˆN+1(λ0)− def XˆN+1(λ−0 ) = dim
([Ker XˆN+1(λ−0 )]⊥∩Ker XˆN+1(λ0)). (4.11)
(iii) When XˆN+1(λ) is invertible except at isolated values of λ (which is the case of “normal” or
“controllable” systems), then def XˆN+1(λ−0 ) = 0 for every λ0 ∈ R. Therefore, in this case
a finite eigenvalue reduces to the classical eigenvalue, which is determined by the condition
def XˆN+1(λ0)  1, i.e., by the singularity of XˆN+1(λ0). The algebraic multiplicity is then equal
to def XˆN+1(λ0), see e.g. [5, Corollary 1].
(iv) When the dependence in λ is linear as in (1.1) or (1.5), then the above definition of a finite
eigenvalue reduces to [14, Definition 2]. Indeed, in this case the function XˆN+1(λ) is a polynomial
in λ, so that for every λ0 ∈ R
rank XˆN+1(λ−0 ) = rank XˆN+1(λ+0 ) = max
λ∈R rank XˆN+1(λ).
The terminology of [14, Definition 2] also motivated our finite eigenvalue notion.
The following is a simple consequence of Theorem 4.3 and Definition 4.4.
Corollary 4.6. Under (1.4), the finite eigenvalues of (E) are isolated.
5. Finite eigenfunctions
In this section we develop a geometric notion corresponding to the finite eigenvalues from Defi-
nition 4.4. First observe that if λ0 is a finite eigenvalue of (E) and c ∈ Ker XˆN+1(λ0), then (x, u) :=
(Xˆ(λ0), Uˆ(λ0)) c is a vector solution satisfying both (Sλ0 ) and x0 = 0 = xN+1, i.e., (x, u) solves the
problem (E) with λ = λ0. It remains to describe which of these solutions are in a sense “degenerate”,
that is, which of themdonot correspond to a finite eigenvalueλ0. This procedure has a parallel strategy
in the classical eigenvalue theorywhere only the nontrivial solutions of (E) count as the eigenfunctions
for the eigenvalue λ0.
Definition 5.1 (Degenerate solution). Let λ0 ∈ R be given. A solution (x, u) of system (Sλ0 ) is said to
be degenerate atλ0 (or it is a degenerate solution), if there exists δ > 0 such that for allλ ∈ (λ0−δ, λ0],
the solution (x(λ), u(λ)) of (Sλ) given by the initial conditions x0(λ) = x0 and u0(λ) = u0 satisfies
k(λ)
⎛
⎝xk+1(λ)
uk+1(λ)
⎞
⎠ = 0 for all k ∈ [0,N]Z. (5.1)
In the opposite case, we say that the solution (x, u) is nondegenerate at λ0.
A degenerate solution atλ0 represents in fact a family of solutions (x(λ), u(λ)) forλ ∈ (λ0−δ, λ0]
which includes the solution (x, u) itself for λ = λ0. Moreover, this family of solutions is independent
of λwith respect to the semi-norm induced by the positive semidefinite matrixk(λ), i.e.,
∥∥ (x(λ), u(λ)) ∥∥2λ :=
N∑
k=0
⎛
⎝xk+1(λ)
uk+1(λ)
⎞
⎠
T
k(λ)
⎛
⎝xk+1(λ)
uk+1(λ)
⎞
⎠ for λ ∈ (λ0 − δ, λ0].
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Remark 5.2.
(i) Since the matrixk(λ) is symmetric and since Sk(λ) and J are invertible, it follows from (1.4)
that condition (5.1) can be written in the equivalent form
S˙Tk (λ)
⎛
⎝ uk+1(λ)
−xk+1(λ)
⎞
⎠ = 0 for all k ∈ [0,N]Z.
(ii) When the dependence on λ is linear as in (1.1) and (1.5), a degenerate solution (x, u) at λ0 is
a solution of (Sλ0 ) satisfying
Wk xk+1 = 0 for all k ∈ [0,N]Z, (5.2)
see [14, Definition 3]. Condition (5.2) is indeed equivalent to (5.1) where λ ∈ (λ0 − δ, λ0],
since under (1.5) any solution of (Sλ0 ) satisfying (5.2) is at the same time a solution of (Sλ) for
every λ ∈ R. Hence, degeneracy condition (5.1) is a local property when (Sλ) depends on λ
nonlinearly, but it is a global property for the linear dependence on λ.
Consider the following spaces of solutions of system (Sλ0 ):
E(λ0) := {(x, u) solves system (Sλ0 ) with x0 = 0 = xN+1},
W(λ0) := {(x, u) ∈ E(λ0), (x, u) is degenerate at λ0}.
Then it follows that
E(λ0) = {(Xˆ(λ0), Uˆ(λ0)) c, c ∈ Ker XˆN+1(λ0)}. (5.3)
Indeed, the inclusion⊇ in (5.3) follows from the considerations at the beginning of this section, while
the inclusion ⊆ in (5.3) is obtained from the uniqueness of solutions of system (Sλ0 ) – every solution
(x, u) ∈ E(λ0) is of the form (x, u) = (Xˆ(λ0), Uˆ(λ0)) c, where c = u0 and where XˆN+1(λ0) c = 0.
Our aim is to prove that the degenerate solutions at λ0 correspond to those vectors c ∈ Ker XˆN+1(λ0)
which are in Ker XˆN+1(λ−0 ), i.e., we will prove in Theorem 5.4 below that
W(λ0) = {(Xˆ(λ0), Uˆ(λ0)) c, c ∈ Ker XˆN+1(λ−0 )}. (5.4)
In turn, the finite eigenfunctions are exactly the nondegenerate solutions at λ0.
Definition 5.3 (Finite eigenfunction). Under (1.4), every nondegenerate solution (x, u) at λ0 of (E)
with λ = λ0 is called a finite eigenfunction corresponding to the finite eigenvalue λ0, and the number
ω(λ0) := dim E(λ0) − dimW(λ0) (5.5)
is called the geometric multiplicity of λ0.
The following result is a generalization of [14, Proposition 2(v)] to the nonlinear dependence on λ.
Theorem 5.4 (Geometric characterization of finite eigenvalues). Assume (1.4). A number λ0 is a finite
eigenvalue of (E)with algebraic multiplicity θ(λ0)  1 defined in (4.10) if and only if there exists a corre-
sponding finite eigenfunction (x, u). In this case, the geometric multiplicity of λ0 defined in (5.5) is equal
to its algebraic multiplicity, i.e., ω(λ0) = θ(λ0).
Proof. If we prove that equality (5.4) holds, then the result will follow since the finite eigenfunctions
(x, u) for λ0 will be of the form (x, u) = (Xˆ(λ0), Uˆ(λ0)) c with c ∈ Ker XˆN+1(λ0) \ Ker XˆN+1(λ−0 ).
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Let z = (x, u) be a solution of (E) with λ = λ0 and assume that z is degenerate at λ0. Let δ > 0
and z(λ) = (x(λ), u(λ)) for λ ∈ (λ0 − δ, λ0] be the constant and corresponding family of solutions
from Definition 5.1. By the uniqueness of solutions of (Sλ), we get
zk(λ) = (Xˆk(λ) c, Uˆk(λ) c) for all k ∈ [0,N + 1]Z and λ ∈ (λ0 − δ, λ0] (5.6)
for some c ∈ Rn, in fact for c = u0. And from xN+1 = 0 we must have c ∈ Ker XˆN+1(λ0). By
Theorem 4.3, wemay assume that Ker XˆN+1(λ) ≡ Ker XˆN+1(λ−0 ) is constant on (λ0 − δ, λ0). Then for
every k ∈ [0,N]Z and every λ ∈ (λ0 − δ, λ0] we have
zk+1(λ) = Sk(λ) zk(λ), zk(λ) = −JSTk (λ)J zk+1(λ). (5.7)
By taking the derivative of this equation at λ ∈ (λ0 − δ, λ0), resp. the left-derivative of this equation
at λ = λ0, we obtain
z˙k+1(λ) = Sk(λ) z˙k(λ) + S˙k(λ) zk(λ) (5.7)= Sk(λ) z˙k(λ) + J k(λ) zk+1(λ)
(5.1)= Sk(λ) z˙k(λ), k ∈ [0,N]Z, λ ∈ (λ0 − δ, λ0]. (5.8)
In addition, since z0(λ) = z0 for every λ ∈ (λ0 − δ, λ0], the initial conditions of z(λ) do not depend
on λ. Hence, z˙0(λ) = 0 for all λ ∈ (λ0 − δ, λ0]. By the uniqueness of solutions of system (Sλ), it
follows from (5.8) that z˙k(λ) = 0 for all k ∈ [0,N + 1]Z and λ ∈ (λ0 − δ, λ0]. This means that the
functions z(λ) do not depend on λ on (λ0 − δ, λ0], i.e.,
zk(λ) ≡ zk(λ0) for all λ ∈ (λ0 − δ, λ0] and all k ∈ [0,N + 1]Z. (5.9)
Therefore, for every λ ∈ (λ0 − δ, λ0] and k ∈ [0,N + 1]Z we have
(Xˆk(λ) c, Uˆk(λ) c)
(5.6)= zk(λ) (5.9)= zk(λ0) = zk = (xk, uk).
The endpoint condition xN+1 = 0 then yields XˆN+1(λ) c = 0 for all λ ∈ (λ0 − δ, λ0], i.e., c ∈
Ker XˆN+1(λ) for all λ ∈ (λ0 − δ, λ0]. And since Ker XˆN+1(λ) is constant on (λ0 − δ, λ0), it follows
that c ∈ Ker XˆN+1(λ−0 ).
Conversely, let c ∈ Ker XˆN+1(λ−0 ). Then c ∈ Ker XˆN+1(λ) for all λ ∈ (λ0 − ε, λ0] for some ε > 0.
Let (X˜(λ0), U˜(λ0)) be a conjoined basis of (Sλ0 ) such that (X˜(λ0), U˜(λ0)) and (X(λ0),U(λ0)) are
normalized and X˜N+1(λ0) is invertible (similarly to the proof of Theorem 4.3). For each λ ∈ R, let
(X˜(λ), U˜(λ)) be the conjoined basis of (Sλ) starting with the initial conditions X˜0(λ) = X˜0(λ0) and
U˜0(λ) = U˜0(λ0), so that these initial conditions are independent of λ. Then X˜N+1(λ) is invertible for
all λ ∈ (λ0 − δ, λ0] for some δ ∈ (0, ε). For j ∈ [0,N + 1]Z and λ ∈ (λ0 − δ, λ0]we now define the
functions
zj(λ) := (Xˆj(λ) c, Uˆj(λ) c) − (X˜j(λ), U˜j(λ)) X˜−1N+1(λ) XˆN+1(λ) c = (Xˆj(λ) c, Uˆj(λ) c),
compare with ζN+1,j(λ) in (4.7). Then for every λ ∈ (λ0 − δ, λ0] the function z(λ) solves the system
(Sλ) with z0(λ) = (0, c). Since
cT X˜
−1
N+1(λ) XˆN+1(λ) c = 0 for all λ ∈ (λ0 − δ, λ0], (5.10)
differentiating Eq. (5.10) at any λ ∈ (λ0 − δ, λ0] we get from Lemma 4.1, in which (X(λ),U(λ)) :=
(X˜(λ), U˜(λ)) and (X˜(λ), U˜(λ)) := (Xˆ(λ), Uˆ(λ)), that
0
(5.10)= d
dλ
cT X˜
−1
N+1(λ) XˆN+1(λ) c
(4.6)=
N∑
j=0
zTj+1(λ)j(λ) zj+1(λ), λ ∈ (λ0 − δ, λ0].
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Therefore, by (1.4),j(λ) zj+1(λ) = 0 for all j ∈ [0,N]Z and λ ∈ (λ0 − δ, λ0], showing that z(λ0) =
(Xˆ(λ0), Uˆ(λ0)) c is a degenerate solution at λ0. The proof is complete. 
Remark 5.5. The proof of Theorem 5.4 shows that, under (1.4), for any fixed k ∈ [0,N]Z and any
c ∈ Ker Xk+1(λ−0 ) there exists δ > 0 such that the functions Xj(λ) c and Uj(λ) c are independent of
λ ∈ (λ0 − δ, λ0] for all j ∈ [0, k + 1]Z, where (X(λ),U(λ)) is a conjoined basis of (Sλ) satisfying
(3.7).
Remark 5.6. Of course, similar statements as above can be proven for functions defined in the right
neighborhood ofλ0, say forλ ∈ [λ0, λ0+δ). For example, when c ∈ Ker Xk+1(λ+0 ), there exists δ > 0
such that Xj(λ) c and Uj(λ) c are independent of λ ∈ [λ0, λ0 + δ) for all j ∈ [0, k + 1]Z.
At the end of this section we point out some important properties of the eigenvalue problem (E) in
which the dependence on the spectral parameter λ is linear.
Remark 5.7. Assume that the symplectic matrix Sk(λ) in (1.2) is linear in λ, that is, we have Sk(λ) :=
Sk + λ Vk for all k ∈ [0,N]Z and λ ∈ R, where Sk is symplectic. Then Remark 2.3(iv) yields that
VTk J Vk = 0 and VkJ VTk = 0, so that the symmetric matrix k(λ) in (1.4) is constant in λ and it has
the form
k(λ) ≡ k := J Vk JSTk J  0 for all k ∈ [0,N]Z.
In this case we can actually prove that the finite eigenvalues of (E) are real and that the finite eigen-
functions corresponding to different finite eigenvalues are orthogonal with respect to the semi-inner
product
〈z, z˜〉 :=
N∑
k=0
zTk+1 k z˜k+1.
The proof follows standard arguments from linear algebra, see e.g. [14, Proposition 2(i)] and [31, Propo-
sitions 5.7–5.8].
6. Oscillation theorems
6.1. Statement of main results
In this sectionweestablish themain results on theoscillationpropertiesof system(Sλ). Inparticular,
we generalize the oscillation theorems in [14, Theorems 1 and 2] to the nonlinear dependence on λ in
the coefficients Ak(λ), Ck(λ), Dk(λ) and, as in [14], constant Bk(λ). Let us first state the main results.
Theorem 6.1 (Local oscillation theorem I). Assume (1.4). Let (X(λ),U(λ)) be a conjoined basis of (Sλ)
such that (3.7) holds. Fix k ∈ [0,N]Z and suppose that
Bk(λ) ≡ Bk is constant in λ onR. (6.1)
As in (3.9), let mk(λ) denote the number of focal points of (X(λ),U(λ)) in (k, k + 1]. Then mk(λ−) and
mk(λ
+) exist and for all λ ∈ R
mk(λ
+) = mk(λ)  n, (6.2)
mk(λ
+) − mk(λ−) = rank Xk(λ) − rank Xk(λ−) + rank Xk+1(λ−) − rank Xk+1(λ). (6.3)
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The proof of Theorem 6.1 will be presented at the end of this section. Next we establish further
results based on the above theorem. Denote by, including the multiplicities,
n1(λ) := the number of focal points of (X(λ),U(λ)) in (0,N + 1].
Theorem 6.2 (Local oscillation theorem II). Assume (1.4) and (6.1) for all k ∈ [0,N]Z. Let (X(λ),U(λ))
be a conjoined basis of (Sλ) such that (3.7) holds. Then n1(λ
−) and n1(λ+) exist and for all λ ∈ R
n1(λ
+) = n1(λ)  (N + 1) n < ∞, (6.4)
n1(λ
+) − n1(λ−) = rank XN+1(λ−) − rank XN+1(λ)  0. (6.5)
Hence, the function n1(·) is nondecreasing onR, the limit
m := lim
λ→−∞ n1(λ) (6.6)
exists with m ∈ [0, (N + 1) n]Z, so that for a suitable λ0 < 0 we have
n1(λ) ≡ m and rank XN+1(λ−) − rank XN+1(λ) ≡ 0 for all λ  λ0. (6.7)
Proof. Since n1(λ) = ∑Nk=0 mk(λ) for all λ ∈ R with mk(λ) given in (3.9), the statement in (6.4)
follows directly from (6.2). The expression in (6.5) is then a telescope sum of the expression in (6.3).
This yields for all λ ∈ R
n1(λ
+) − n1(λ−) = rank XN+1(λ−) − rank XN+1(λ) − rank X0(λ−) + rank X0(λ).
But since by (3.7) the initial conditions of (X(λ),U(λ)) do not depend on λ, we have rank X0(λ
−) =
rank X0(λ) for all λ ∈ R, so that the statement in (6.5) follows. From the two conditions (6.4) and (6.5)
we then have that the function n1(·) is nondecreasing onR. Since the values of n1(λ) are nonnegative
integers, the limit in (6.6) exists and m ∈ N ∪ {0}. Consequently, n1(λ) ≡ m for all λ sufficiently
negative, say for all λ  λ0 for some λ0 < 0, so that n1(λ+)− n1(λ−) ≡ 0 for λ  λ0. Applying (6.5)
once more then yields the second equation in (6.7). 
Now we apply the above local oscillation theorem to the principal solution (Xˆ(λ), Uˆ(λ)) of (Sλ).
Denote by, including the multiplicities,
n2(λ) := the number of finite eigenvalues of (E) in (−∞, λ].
Then from this definition we have
n2(λ
+) = n2(λ), n2(λ) − n2(λ−) = θ(λ) for all λ ∈ R, (6.8)
i.e., the difference n2(λ) − n2(λ−) gives the number of finite eigenvalues at λ.
Theorem 6.3 (Global oscillation theorem). Assume (1.4) and (6.1) for all k ∈ [0,N]Z. Then for all λ ∈ R
n2(λ
+) = n2(λ) < ∞, (6.9)
n2(λ
+) − n2(λ−) = n1(λ+) − n1(λ−)  0, (6.10)
and there exists m ∈ [0, (N + 1) n]Z such that
n1(λ) = n2(λ) + m for all λ ∈ R. (6.11)
Moreover, for a suitable λ0 < 0 we have
n2(λ) ≡ 0 and n1(λ) ≡ m for all λ  λ0. (6.12)
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Proof. Conditions (6.9) and (6.10) follow straight from (6.8) and (6.5). Since both functions n1(·) and
n2(·) are right-continuous and (6.10) holds, then they must differ onR by a constant l ∈ R. But since
by (6.7) we have n1(λ) ≡ m for all λ  λ0 with m given in (6.6), it follows that the constant l = m
and Eq. (6.11) is proven. From (6.11) we obtain in turn that n2(λ) ≡ 0 for all λ  λ0. 
Corollary 6.4. Under the assumptions of Theorem 6.3, the finite eigenvalues of (E) are bounded from
below.
Proof. This result follows from (6.12), since n2(λ) ≡ 0 for all λ  λ0 means that there are no finite
eigenvalues of (E) in the interval (−∞, λ0]. 
The rest of this section is devoted to theproof of Theorem6.1. This proof is basedona constructionof
suitable partitionedmatrices and an auxiliary symplectic system between the indices k and k+1. This
construction is motivated by [14, Section 4]. Note that the entire construction is valid for an arbitrary,
i.e., λ-dependent, coefficient Bk(λ). Only at the end assumption (6.1) is invoked in order to apply the
index theorem in Proposition 2.5.
6.2. Construction of auxiliary conjoined basis
In the construction below we assume that (X(λ),U(λ)) is a given conjoined basis of (Sλ) whose
initial conditions do not depend on λ, i.e., satisfying (3.7), and condition (1.4) holds. We also fix an
index k ∈ [0,N]Z and a number λ0 ∈ R. By Theorem 4.3 we know that (4.8) holds, so that
r := rank Xk+1(λ−0 ) ≡ rank Xk+1(λ) for all λ ∈ (λ0 − δ, λ0) (6.13)
exists for some δ > 0. This number δ will also appear throughout the construction below.
Lemma 6.5. There exist orthogonal matrices P,Q ∈ Rn×n such that
Q Xk+1(λ)P =
⎛
⎝X11(λ) 0r×(n−r)
0 0n−r
⎞
⎠ , QUk+1(λ)P =
⎛
⎝U11(λ) 0
U21(λ) U22
⎞
⎠ , (6.14)
for all λ ∈ (λ0 − δ, λ0], and the matrix
XT11(λ)U11(λ) is symmetric for all λ ∈ (λ0 − δ, λ0]. (6.15)
Here X11(λ) ∈ Rr×r is invertible for all λ ∈ (λ0 − δ, λ0) and U22 ∈ R(n−r)×(n−r) is invertible.
Proof. Let P1 ∈ Rn×r and P2 ∈ Rn×(n−r) be matrices whose columns form orthonormal bases for
Im XTk+1(λ
−
0 ) andKer Xk+1(λ−0 ), respectively. Then since [Ker Xk+1(λ−0 )]⊥ = Im XTk+1(λ−0 ), thematrix
P := (P1, P2) ∈ Rn×n is orthogonal, P−1 = PT ,
ImP2 = Ker Xk+1(λ−0 ) ≡ Ker Xk+1(λ) for all λ ∈ (λ0 − δ, λ0). (6.16)
Xk+1(λ)P =
(
Xk+1(λ)P1, 0n×(n−r)
)
for all λ ∈ (λ0 − δ, λ0]. (6.17)
Note that (6.17) indeed holds also at λ = λ0 by the continuity of Xk+1 in λ. Let Q1 ∈ Rr×n and Q2 ∈
R
(n−r)×n be matrices whose columns form orthonormal bases for Im Xk+1(λ1) and Ker XTk+1(λ1),
respectively, for some fixed λ1 ∈ (λ0 − δ, λ0). Then the matrix Q :=
( Q1
Q2
)
∈ Rn×n is orthogonal,
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Q−1 = QT , and ImQT2 = Ker XTk+1(λ1). Then
Q Xk+1(λ1)P =
⎛
⎝Q1
Q2
⎞
⎠ Xk+1(λ1)
(
P1, P2
)
=
⎛
⎝X11 0r×(n−r)
0 0n−r
⎞
⎠ , (6.18)
where X11 := Q1Xk+1(λ1)P1 ∈ Rr×r has rank X11 = r, i.e., X11 is invertible. Define now
⎛
⎝X11(λ) X12(λ)
X21(λ) X22(λ)
⎞
⎠ := Q Xk+1(λ)P, λ ∈ (λ0 − δ, λ0], (6.19)
⎛
⎝U11(λ) U12(λ)
U21(λ) U22(λ)
⎞
⎠ := QUk+1(λ)P, λ ∈ (λ0 − δ, λ0], (6.20)
so that by (6.17) and (6.18)
X12(λ) ≡ 0, X22(λ) ≡ 0 for all λ ∈ (λ0 − δ, λ0],
X11(λ1) = Q1Xk+1(λ1)P1 = X11 is invertible, X21(λ1) = Q2Xk+1(λ1)P1 = 0.
Moreover, since the matrices P and Q are orthogonal, we have for all λ ∈ (λ0 − δ, λ0]
Xk+1(λ) = QT
⎛
⎝X11(λ) 0
X21(λ) 0
⎞
⎠PT , Uk+1(λ) = QT
⎛
⎝U11(λ) U12(λ)
U21(λ) U22(λ)
⎞
⎠PT . (6.21)
Since (X(λ),U(λ)) is a conjoinedbasisof (Sλ),wehaveX
T
k+1(λ)Uk+1(λ) symmetricandrank(XTk+1(λ),
UTk+1(λ)) = n for all λ ∈ R. Hence, with λ = λ1 we have
XTk+1(λ1)Uk+1(λ1) = P
⎛
⎝XT11U11(λ1) XT11U12(λ1)
0 0
⎞
⎠PT .
This implies that XT11U12(λ1) = 0 and since X11 is invertible, U12(λ1) = 0. Now from (6.20) we have
U12(λ) = Q1Uk+1(λ)P2 and U22(λ) = Q2Uk+1(λ)P2 for all λ ∈ (λ0 − δ, λ0], which implies by
Remark 5.5 that the functions U12(λ) and U22(λ) do not depend on λ ∈ (λ0 − δ, λ0]. Thus, since
U12(λ1) = 0, we get
U12(λ) ≡ 0, U22(λ) ≡ U22(λ−0 ) =: U22 ∈ R(n−r)×(n−r) for all λ ∈ (λ0 − δ, λ0].
This proves the second formula in (6.14). Moreover, since
n = rank
(
XTk+1(λ1), UTk+1(λ1)
)
= rank
⎛
⎝XT11 0r×(n−r) UT11(λ1) UT21(λ1)
0 0n−r 0(n−r)×r UT22
⎞
⎠ ,
it follows that rankU22 = n − r, that is, U22 is invertible. Next, for every λ ∈ (λ0 − δ, λ0] the matrix
XTk+1(λ)Uk+1(λ) = P
⎛
⎝XT11(λ)U11(λ) + XT21(λ)U21(λ) XT21(λ)U22
0 0
⎞
⎠PT (6.22)
is symmetric, so that XT21(λ)U22 ≡ 0 on (λ0 − δ, λ0]. But since U22 is invertible, we get X21(λ) ≡ 0
on (λ0 − δ, λ0], showing through (6.21) that also the first formula in (6.14) holds. In addition, since
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rankQ Xk+1(λ)P = rank Xk+1(λ) ≡ r for all λ ∈ (λ0 − δ, λ0) and rank X11(λ1) = rank X11 = r, we
get from (6.14) that rank X11(λ) ≡ r on (λ0−δ, λ0), and so X11(λ) is invertible for allλ ∈ (λ0−δ, λ0).
Finally, from (6.22) we obtain that
XTk+1(λ)Uk+1(λ) = P
⎛
⎝XT11(λ)U11(λ) 0
0 0
⎞
⎠PT
is symmetric for all λ ∈ (λ0 − δ, λ0]. From this we conclude that (6.15) holds, which completes the
proof. 
Corollary 6.6. In addition to condition (4.8) in Theorem 4.3 we have
(i) Xk+1(λ) X†k+1(λ) constant in λ on (λ0 − δ, λ0),
(ii) X
†
k+1(λ) Xk+1(λ) constant in λ on (λ0 − δ, λ0), and
(iii) Ker XTk+1(λ) constant in λ on (λ0 − δ, λ0).
Proof. If r = 0, then Xk+1(λ) ≡ 0 on (λ0 − δ, λ0). This means that XTk+1(λ) ≡ 0 on (λ0 − δ, λ0), so
that (i) and (ii) hold trivially, and Ker XTk+1(λ) ≡ Rn is constant on (λ0 − δ, λ0). Assume further on
that r  1. By Lemma 6.5 and Remark 2.1(iii) we have for all λ ∈ (λ0 − δ, λ0]
Xk+1(λ) = QT
⎛
⎝X11(λ) 0
0 0
⎞
⎠PT , X†k+1(λ) = P
⎛
⎝X
†
11(λ) 0
0 0
⎞
⎠Q.
And since by Lemma 6.5 the matrix X11(λ) is invertible on (λ0 − δ, λ0), we get
Xk+1(λ) X†k+1(λ) ≡ QT
⎛
⎝Ir 0
0 0n−r
⎞
⎠Q, X†k+1(λ) Xk+1(λ) ≡ P
⎛
⎝Ir 0
0 0n−r
⎞
⎠PT (6.23)
for all λ ∈ (λ0 − δ, λ0), showing (i) and (ii). Finally, from Remark 2.1(v) it follows that
Ker XTk+1(λ) = Ker Xk+1(λ) X†k+1(λ)
(6.23)≡ KerQT
⎛
⎝Ir 0
0 0n−r
⎞
⎠Q
is constant for all λ ∈ (λ0 − δ, λ0), which proves part (iii). 
Based on the result of Lemma 6.5 we define the matrices
X˜k+1(λ) :=
⎛
⎝X11(λ) 0r×(n−r)
0 0r
⎞
⎠ , U˜k+1(λ) :=
⎛
⎝U11(λ) 0
U21(λ) U22
⎞
⎠ , λ ∈ R. (6.24)
Then by (6.15) thematrix X˜Tk+1(λ) U˜k+1(λ) is symmetric for all λ ∈ (λ0 − δ, λ0]. In addition, by (6.14)
we have
X˜k+1(λ) = Q Xk+1(λ)P, U˜k+1(λ) = QUk+1(λ)P, λ ∈ (λ0 − δ, λ0], (6.25)
which yields that
rank
(
X˜Tk+1(λ), U˜Tk+1(λ)
) (6.25)= rank (XTk+1(λ), UTk+1(λ)) = n, λ ∈ (λ0 − δ, λ0].
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Next we construct for λ ∈ (λ0 − δ, λ0] suitable matrices X˜k(λ) and U˜k(λ). First we observe that
by Remark 5.5 with j = k the functions
Xk(λ)P2 and Uk(λ)P2 do not depend on λ ∈ (λ0 − δ, λ0],
because ImP2 = Ker Xk+1(λ−0 ). This implies that the number
ρ := rank Xk(λ−0 )P2 ≡ rank Xk(λ)P2 for all λ ∈ (λ0 − δ, λ0) (6.26)
is well defined. Note that by Remark 2.2(i) and (3.12), the definition of ρ yields
ρ = rankP2 − dim ( Ker Xk(λ) ∩ ImP2)
= def Xk+1(λ) − dim ( Ker Xk(λ) ∩ Ker Xk+1(λ)) = rankNk(λ) (3.12)= rankMk(λ)
for all λ ∈ (λ0 − δ, λ0). Later in this sectionwewill prove directly that ρ = rankMk(λ−0 ). In addition,
the definition ofMk(λ), formula (6.23)(i), and Remark 2.1(v) yield that
ρ = rankMTk (λ) = rank BTk (λ) [I − Xk+1(λ) X†k+1(λ)]
= rank[I − Xk+1(λ) X†k+1(λ)] − dim
(
Ker BTk (λ) ∩ Im[I − Xk+1(λ) X†k+1(λ)]
)
= n − r − dim ( Ker BTk (λ) ∩ Ker XTk+1(λ)), λ ∈ (λ0 − δ, λ0). (6.27)
Remark 6.7. From Eq. (6.27) we can see that ρ  n− r, and that ρ = n− r if and only if Ker BTk (λ) ∩
Ker XTk+1(λ) = ∅ on (λ0 − δ, λ0). This latter condition is satisfied e.g. when Bk(λ) or Xk+1(λ) is
invertible on (λ0 − δ, λ0).
We now refine the structure of the above matrices to partition Xk(λ) and Uk(λ). Since ρ 
rank Xk(λ
−
0 ), we may put
r˜ := rk − ρ, where rk := rank Xk(λ−0 ). (6.28)
Then since rank Xk(λ
−
0 )P2 = ρ , we must have rank Xk(λ−0 )P1 = rk − ρ = r˜. But the matrix
Xk(λ
−
0 )P1 ∈ Rn×r , which implies r˜  r. The block structure of the matrices below is such that their
total dimension n is partitioned as n = r˜ + (r − r˜) + (n − r − ρ) + ρ .
Lemma 6.8. There are orthogonal matrices P , Q, and Q˜ satisfying Lemma 6.5 and
Q˜ Xk(λ)P =
⎛
⎜⎜⎜⎜⎜⎜⎝
X˜11(λ) 0 0 0r˜×ρ
0 0r−r˜ 0 0
0 0 0n−r−ρ 0
X˜41(λ) X˜42 0 X˜44
⎞
⎟⎟⎟⎟⎟⎟⎠
, λ ∈ (λ0 − δ, λ0], (6.29)
where X˜11(λ) ∈ Rr˜×r˜ is invertible for all λ ∈ (λ0 − δ, λ0) and X˜44 ∈ Rρ×ρ is invertible.
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Proof. Let thematrices P andQ be from Lemma 6.5. Since Xk(λ)P2 ∈ Rn×(n−r) and rank Xk(λ)P2 =
ρ for λ ∈ (λ0 − δ, λ0), there are orthogonal matrices Q˜ ∈ Rn×n and P¯2 ∈ R(n−r)×(n−r) such that
Q˜ Xk(λ)P2 P¯2 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0r˜ 0r˜×ρ
0 0(r−r˜)×ρ
0 0(n−r−ρ)×ρ
0 X˜44
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
, λ ∈ (λ0 − δ, λ0), (6.30)
where X˜44 ∈ Rρ×ρ is invertible. Let λ1 ∈ (λ0 − δ, λ0) be fixed. Since Q˜ Xk(λ1)P1 ∈ Rn×r , there are
orthogonal matrices Q¯1 ∈ R(n−ρ)×(n−ρ) and P¯1 ∈ Rr×r such that
Q¯ Q˜ Xk(λ1)P1 P¯1 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
X˜11(λ1) 0r˜×(r−r˜)
0 0r−r˜
0 0(n−r−ρ)×(r−r˜)
X˜41(λ1) X˜42(λ1)
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
, Q¯ :=
⎛
⎝Q¯1 0
0 Iρ
⎞
⎠ ∈ Rn×n,
where X˜11(λ1) ∈ Rr˜×r˜ is invertible, X˜41(λ1) ∈ Rρ×r˜ , and X˜42(λ1) ∈ Rρ×(r−r˜). Note that the multi-
plication of Eq. (6.30) by the orthogonal matrix Q¯ from the left does not change the structure of (6.30).
Therefore, since the product Q¯Q˜ is an orthogonal matrix, we may assume without loss of generality
that the matrix Q˜ in (6.30) is such that
Q˜ Xk(λ1)P1 P¯1=
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
X˜11(λ1) 0r˜×(r−r˜)
0 0r−r˜
0 0(n−r−ρ)×(r−r˜)
X˜41(λ1) X˜42(λ1)
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
, Q˜ Xk(λ)P2 P¯2=
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0r˜ 0r˜×ρ
0 0(r−r˜)×ρ
0 0(n−r−ρ)×ρ
0 X˜44
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
for λ ∈ (λ0 − δ, λ0) with both X˜11(λ1) ∈ Rr˜×r˜ and X˜44 ∈ Rρ×ρ invertible, X˜41(λ1) ∈ Rρ×r˜ ,
and X˜42(λ1) ∈ Rρ×(r−r˜). Next we observe that the multiplication of the equations in (6.14) by the
orthogonal matrix
P¯ :=
⎛
⎜⎝ P¯1 0r×(n−r)
0(n−r)×r P¯2
⎞
⎟⎠ ∈ Rn×n
from the right does not change the structure of the formulas in (6.14). Therefore, since the matrix P P¯
is orthogonal, we may assume without loss of generality that the matrix P is such that
Q˜ Xk(λ1)P1=
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
X˜11(λ1) 0r˜×(r−r˜)
0 0r−r˜
0 0(n−r−ρ)×(r−r˜)
X˜41(λ1) X˜42(λ1)
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
, Q˜ Xk(λ)P2=
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0r˜ 0r˜×ρ
0 0(r−r˜)×ρ
0 0(n−r−ρ)×ρ
0 X˜44
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
(6.31)
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for all λ ∈ (λ0 − δ, λ0) with X˜11(λ1) ∈ Rr˜×r˜ and X˜44 ∈ Rρ×ρ invertible, X˜41(λ1) ∈ Rρ×r˜ , and
X˜42(λ1) ∈ Rρ×(r−r˜). Therefore, for λ = λ1 we have from (6.31)
Q˜ Xk(λ1)P =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
X˜11(λ1) 0r˜×(r−r˜) 0r˜ 0r˜×ρ
0 0r−r˜ 0 0(r−r˜)×ρ
0 0(n−r−ρ)×(r−r˜) 0n−r−ρ 0(n−r−ρ)×ρ
X˜41(λ1) X˜42(λ1) 0 X˜44
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
(6.32)
with X˜11(λ1) ∈ Rr˜×r˜ and X˜44 ∈ Rρ×ρ invertible. We now calculate the sets
ImK := Ker Q˜ Xk(λ1)P, Im K˜ := KerPTXTk (λ1) Q˜T (6.33)
for somematrices K and K˜. Since rank Q˜ Xk(λ1)P = rank X(λ1) = rk = r˜ + ρ , we have def Q˜ Xk(λ1)
P = n− r˜−ρ . And since rank Q˜ Xk(λ1)P = rankPTXTk (λ1) Q˜T , wehavedefPTXTk (λ1) Q˜T = n− r˜−ρ
as well. Therefore, the matrices K, K˜ ∈ Rn×(n−r˜−ρ). Denote within the refined block structure
K = (Kij), K˜ = (K˜ij), where i ∈ {1, 2}, j ∈ {1, 2, 3, 4}.
Then the first equality in (6.33) yields through (6.32) that K11 = 0 and K12 = 0. Then with the choice
K21 := I we get K41 = −X˜−144 X˜42(λ1). With the additional choice K22 := 0, K31 := 0, K32 := I, and
K44 := 0 we obtain
K =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0r˜×(r−r˜) 0r˜×(n−r−ρ)
Ir−r˜ 0(r−r˜)×(n−r−ρ)
0(n−r−ρ)×(r−r˜) In−r−ρ
−X˜−144 X˜42(λ1) 0ρ×(n−r−ρ)
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
But since ImK = Ker Q˜ Xk(λ1)P is independent on λ ∈ (λ0 − δ, λ0), it follows that the matrix
X˜42(λ) ≡ X˜42 is constant on (λ0 − δ, λ0). Similarly, the second equality in (6.33) yields K˜41 = 0,
K˜42 = 0, and then K˜11 = 0 and K˜12 = 0. We then choose K˜21 := I, K˜22 := 0, K˜31 := 0, and K˜32 := I.
Therefore we proved that
K =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0r˜×(r−r˜) 0r˜×(n−r−ρ)
Ir−r˜ 0(r−r˜)×(n−r−ρ)
0(n−r−ρ)×(r−r˜) In−r−ρ
−X˜−144 X˜42 0ρ×(n−r−ρ)
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
, K˜ =
⎛
⎜⎜⎜⎜⎜⎜⎝
0r˜×(r−r˜) 0r˜×(n−r−ρ)
Ir−r˜ 0(r−r˜)×(n−r−ρ)
0(n−r−ρ)×(r−r˜) In−r−ρ
0ρ×(r−r˜) 0ρ×(n−r−ρ)
⎞
⎟⎟⎟⎟⎟⎟⎠
.
Now fromTheorem4.3 andCorollary 6.6, the sets Ker Xk(λ) andKer X
T
k (λ) are constant on (λ0−δ, λ0),
then also the sets Ker Q˜ Xk(λ)P andKerPTXTk (λ) Q˜T are constant on (λ0−δ, λ0), which togetherwith
(6.32) implies the equality in (6.29) for λ ∈ (λ0 − δ, λ0). And by the continuity of Xk(·), we also have
the formula in (6.29) at λ = λ0. Finally, from rk = rank Xk(λ) = rank Q˜ Xk(λ)P , Eq. (6.32), and
the invertibility of X˜44 we get rank X˜11(λ) = r˜ for all λ ∈ (λ0 − δ, λ0), i.e., X˜11(λ) is invertible on
(λ0 − δ, λ0). 
Within the refined block structure, we define for any λ ∈ R the matrices
X˜k(λ) := Q˜ Xk(λ)P =
(
X˜ij(λ)
)
, U˜k(λ) := Q˜Uk(λ)P =
(
U˜ij(λ)
)
, (6.34)
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where i, j ∈ {1, 2, 3, 4} and Q˜,P ∈ Rn×n are from Lemma 6.8. Then for λ ∈ (λ0 − δ, λ0] the matrix
X˜k(λ) is given by formula (6.29).
Lemma 6.9. There are orthogonal matrices P , Q, Q˜ satisfying Lemmas 6.5, 6.8, and
Q˜Uk(λ)P =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
U˜11(λ) U˜12(λ) 0 U˜14
U˜21(λ) U˜22(λ) 0 U˜24
U˜31(λ) U˜32(λ) U˜33 U˜34
U˜41(λ) U˜42 0 U˜44
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
, λ ∈ (λ0 − δ, λ0], (6.35)
where U˜33 ∈ R(n−r−ρ)×(˜n−r−ρ) is invertible.
Proof. Since Uk(λ)P2 is independent of λ ∈ (λ0 − δ, λ0] by Remark 5.5 with j = k, the third and
fourth block columns of U˜k(λ) are constant in λ ∈ (λ0 − δ, λ0], i.e., U˜ij(λ) ≡ U˜ij on (λ0 − δ, λ0] for
i ∈ {3, 4} and j ∈ {1, 2, 3, 4}. Since
X˜Tk (λ) U˜k(λ)
(6.34)= PTXTk (λ)Uk(λ)P, λ ∈ R,
the matrix X˜Tk (λ) U˜k(λ) is symmetric for all λ ∈ R. From this and (6.29) we conclude that with
F˜1j(λ) := X˜T11(λ) U˜1j(λ) + X˜T41(λ) U˜4j(λ), j ∈ {1, 2, 3, 4}, the matrix
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
F˜11(λ) F˜12(λ) F˜13(λ) F˜14(λ)
X˜T42 U˜41(λ) X˜
T
42 U˜42(λ) X˜
T
42 U˜43 X˜
T
42 U˜44
0 0 0 0
X˜T44 U˜41(λ) X˜
T
44 U˜42(λ) X˜
T
44 U˜43 X˜
T
44 U˜44
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
is symmetric for λ ∈ (λ0 − δ, λ0].
Then since X˜44 is invertible, we obtain U˜43 = 0, and in turn since X˜11(λ) is invertible for λ ∈
(λ0 − δ, λ0), we have U˜13 = 0. Next, the equality X˜T44 U˜42(λ) = (X˜T42 U˜44)T yields that U˜42(λ) ≡
X˜
T−1
44 U˜
T
44X˜42 =: U˜42 is constant on (λ0 − δ, λ0]. Next, for every λ ∈ (λ0 − δ, λ0]
n = rank
(
XTk (λ), U
T
k (λ)
)
= rank
(
X˜Tk (λ), U˜
T
k (λ)
)
= rank
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
X˜T11(λ) 0 0 X˜
T
41(λ) U˜
T
11(λ) U˜
T
21(λ) U˜
T
31(λ) U˜
T
41(λ)
0 0r−r˜ 0 X˜T42 U˜T12(λ) U˜T22(λ) U˜T32(λ) U˜T42
0 0 0n−r−ρ 0 0 U˜T23 U˜T33 0
0 0 0 X˜T44 U˜
T
14 U˜
T
24 U˜
T
34 U˜
T
44
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where U˜23 ∈ R(r−r˜)×(n−r−ρ) and U˜33 ∈ R(n−r−ρ)×(n−r−ρ), so that rank(U˜T23, U˜T33) = n − r − ρ .
Hence, there exists an orthogonal matrix R¯2 ∈ R(n−r˜−ρ)×(n−r˜−ρ) such that
R¯2
⎛
⎝U˜23
U˜33
⎞
⎠ =
⎛
⎜⎝0(r−r˜)×(n−r−ρ)
U¯33
⎞
⎟⎠ ,
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where U¯33 ∈ R(n−r−ρ)×(n−r−ρ) is invertible. Now the multiplication of X˜k(λ) and U˜k(λ) by the
orthogonal matrix
R¯ :=
⎛
⎜⎜⎜⎝
Ir˜ 0 0
0 R¯2 0
0 0 Iρ
⎞
⎟⎟⎟⎠ ∈ Rn×n
from the left does not change the structure of X˜k(λ) and U˜k(λ) in (6.34). Therefore, since the matrix
R¯ Q˜ is orthogonal, we may assume without loss of generality that the matrix Q˜ in (6.34) is such that
Eq. (6.35) holds. The proof of this lemma is complete. 
Finally, we finish the construction of U˜k+1(λ)within the refined matrix block structure.
Lemma 6.10. There are orthogonal matrices P , Q, and Q˜ satisfying Lemmas 6.5, 6.8, and 6.9, and such
that the matrix U22 ∈ R(n−r)×(n−r) in (6.14) satisfies
U22 =
⎛
⎜⎝U¯33 U¯34
0 U¯44
⎞
⎟⎠ , U−122 =
⎛
⎜⎝U¯
−1
33 −U¯−133 U¯34 U¯−144
0 U¯
−1
44
⎞
⎟⎠ , (6.36)
where the matrices U¯33 ∈ R(n−r−ρ)×(n−r−ρ) and U¯44 ∈ Rρ×ρ are invertible.
Proof. There exists an orthogonal matrix S¯2 ∈ R(n−r)×(n−r) such that the matrix S¯2 U22 is upper
block-triangular, i.e., we have
S¯2 U22 =
⎛
⎜⎝U¯33 U¯34
0 U¯44
⎞
⎟⎠
with U¯33 ∈ R(n−r−ρ)×(n−r−ρ) and U¯44 ∈ Rρ×ρ invertible, because U22 is invertible. The multiplica-
tion of the formulas in (6.24) by the orthogonal matrix
S¯ :=
⎛
⎜⎝Ir 0
0 S¯2
⎞
⎟⎠ ∈ Rn×n
from the left does not change the structure of (6.24) and the matrix S¯Q is orthogonal. Hence, we may
assume without loss of generality that the matrix Q in Lemmas 6.5, 6.8, and 6.9 satisfies the first
equation in (6.36). The formula for the inverse of U22 is then verified by a direct calculation. 
6.3. Construction of auxiliary symplectic system
With the aid of the orthogonalmatricesP ,Q, and Q˜ fromLemma6.10wenowconstruct an auxiliary
symplectic system between the indices k and k + 1. For every λ ∈ Rwe define the n × nmatrices
A˜k(λ) :=QAk(λ) Q˜T =
⎛
⎝A11(λ) A12(λ)
A21(λ) A22(λ)
⎞
⎠ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
A¯11(λ) A¯12(λ) A¯13(λ) A¯14(λ)
A¯21(λ) A¯22(λ) A¯23(λ) A¯24(λ)
A¯31(λ) A¯32(λ) A¯33(λ) A¯34(λ)
A¯41(λ) A¯42(λ) A¯43(λ) A¯44(λ)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
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B˜k(λ) :=QBk(λ) Q˜T =
(
Bij(λ)
)
i,j∈{1,2} =
(
B¯ij(λ)
)
i,j∈{1,2,3,4} ,
C˜k(λ) :=QCk(λ) Q˜T =
(
Cij(λ)
)
i,j∈{1,2} =
(
C¯ij(λ)
)
i,j∈{1,2,3,4} ,
D˜k(λ) :=QDk(λ) Q˜T =
(
Dij(λ)
)
i,j∈{1,2} =
(
D¯ij(λ)
)
i,j∈{1,2,3,4} ,
where the matrices Aij(λ), Bij(λ), Cij(λ), Dij(λ) are formed within the block structure with n = r +
(n − r) as in Lemma 6.5, and the matrices A¯ij(λ), B¯ij(λ), C¯ij(λ), D¯ij(λ) are formed within the refined
block structure with n = r˜ + (r − r˜) + (n − r − ρ) + ρ as in Lemmas 6.8 and 6.9. Then the 2n × 2n
matrix
S˜k(λ) :=
⎛
⎜⎝A˜k(λ) B˜k(λ)
C˜k(λ) D˜k(λ)
⎞
⎟⎠ =
⎛
⎝Q 0
0 Q
⎞
⎠ Sk(λ)
⎛
⎝Q˜T 0
0 Q˜T
⎞
⎠ (6.37)
is symplectic as a product of three symplectic matrices, see Remark 2.3(iv)–(v). Consequently, the
matrices X˜k(λ), U˜k(λ), X˜k+1(λ), U˜k+1(λ) given in (6.34) and (6.24) satisfy for λ ∈ (λ0 − δ, λ0] the
symplectic system
X˜k+1(λ) = A˜k(λ) X˜k(λ) + B˜k(λ) U˜k(λ),
U˜k+1(λ) = C˜k(λ) X˜k(λ) + D˜k(λ) U˜k(λ),
⎫⎪⎬
⎪⎭ (6.38)
as well as, by (3.1), the time-reversed equations
X˜k(λ) = D˜Tk (λ) X˜k+1(λ) − B˜Tk (λ) U˜k+1(λ),
U˜k(λ) = −C˜Tk (λ) X˜k+1(λ) + A˜Tk (λ) U˜k+1(λ).
⎫⎪⎬
⎪⎭ (6.39)
It follows that (X˜j(λ), U˜j(λ))j∈{k,k+1} is a conjoined basis of system (6.38). Next, we define for λ ∈ R
the symmetric 2n × 2nmatrix
˜k(λ) := J ddλ [S˜k(λ)]J S˜Tk (λ)J
(6.37)=
⎛
⎝Q 0
0 Q
⎞
⎠k(λ)
⎛
⎝QT 0
0 QT
⎞
⎠ (1.4) 0. (6.40)
Now we analyze the structure of the coefficients of system (6.38).
Lemma 6.11. Given the above coefficients A˜k(λ), B˜k(λ), C˜k(λ), D˜k(λ) and the matrices X˜k(λ), U˜k(λ) in
(6.34) and X˜k+1(λ), U˜k+1(λ) in (6.24), we have for all λ ∈ (λ0 − δ, λ0]
B˜k(λ) =
⎛
⎝ B11(λ) B12(λ)
0(n−r)×r B22
⎞
⎠ , B12(λ) =
⎛
⎝0 B¯14(λ)
0 B¯24(λ)
⎞
⎠ , B22 =
⎛
⎝0n−r−ρ 0
0 B¯44
⎞
⎠ , (6.41)
where B¯44 ∈ Rρ×ρ is invertible,
D˜k(λ) =
⎛
⎝D11(λ) D12(λ)
D21(λ) D22(λ)
⎞
⎠ , D12(λ) =
⎛
⎝0 D¯14(λ)
0 D¯24(λ)
⎞
⎠ , D22(λ) =
⎛
⎝D¯33 D¯34(λ)
0 D¯44(λ)
⎞
⎠ , (6.42)
R. Sˇimon Hilscher / Linear Algebra and its Applications 437 (2012) 2922–2960 2945
where D¯33 ∈ R(n−r−ρ)×(n−r−ρ) is invertible,
A˜k(λ) =
⎛
⎝A11(λ) A12(λ)
A21 A22
⎞
⎠ , A21 =
⎛
⎝ 0 0
A¯41 A¯42
⎞
⎠ , A22(λ) =
⎛
⎝A¯33 0
A¯43 A¯44
⎞
⎠ , (6.43)
where A¯33 ∈ R(n−r−ρ)×(n−r−ρ) and A¯44 ∈ Rρ×ρ are invertible. Moreover,
Y11(λ) :=
⎛
⎝X˜11(λ) 0
0 0r−r˜
⎞
⎠ = DT11(λ) X11(λ) − BT11(λ)U11(λ), λ ∈ (λ0 − δ, λ0], (6.44)
and the matrices B11(λ),D11(λ) ∈ Rr×r satisfy for all λ ∈ (λ0 − δ, λ0]
BT11(λ)D11(λ) is symmetric and rank
(
BT11(λ), D
T
11(λ)
)
= r. (6.45)
Proof. Thefirst equation in (6.39) yields in its diagonal blocks and in the rightupperblock, respectively,
the equations
⎛
⎝X˜11(λ) 0
0 0
⎞
⎠ = DT11(λ) X11(λ) − [BT11(λ)U11(λ) + BT21(λ)U21(λ)],
⎛
⎝0 0
0 X˜44
⎞
⎠ = −BT22(λ)U22, 0 = −BT21(λ)U22,
⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭
λ ∈ (λ0 − δ, λ0].
Since U22 is invertible, we obtain B21(λ) ≡ 0 on (λ0 − δ, λ0], and then Eq. (6.44) is satisfied. Next, by
(6.36), for every λ ∈ (λ0 − δ, λ0] we have
⎛
⎝0 0
0 X˜44
⎞
⎠ = −
⎛
⎜⎝B¯
T
33(λ) B¯
T
43(λ)
B¯T34(λ) B¯
T
33(λ)
⎞
⎟⎠
⎛
⎝U¯33 U¯34
0 U¯44
⎞
⎠ .
Since U¯33 is invertible, this yields that B¯33(λ) ≡ 0 and B¯34(λ) ≡ 0 on (λ0 − δ, λ0], and then since U¯44
is invertible, B¯43(λ) ≡ 0 on (λ0 − δ, λ0]. Finally, the equation X˜44 = −B¯T44(λ) U¯44 on (λ0 − δ, λ0]
implies that B¯44(λ) ≡ −U¯T−144 X˜T44 =: B¯44 ∈ Rρ×ρ is constant and invertible on (λ0 − δ, λ0], and
B22(λ) ≡ B22 is constant on (λ0 − δ, λ0]. Next, the first equation in (6.38), in particular its third
column in the refined block structure, yields through (6.24), (6.29), and (6.35) that B¯13(λ) U˜33=0 and
B¯23(λ) U˜33=0 holds on (λ0 − δ, λ0]. Since U˜33 is invertible, we get B¯13(λ) ≡ 0 and B¯23(λ) ≡ 0 on
(λ0 − δ, λ0]. Therefore, we showed that for all λ ∈ (λ0 − δ, λ0] Eq. (6.41) holds with the matrix
B¯44 ∈ Rρ×ρ invertible.
Next, from the second equation in (6.38), in particular from its third column in the refined block
structure,wegetvia (6.24), (6.29), (6.35), and (6.36) that D¯13(λ) U˜33 = 0, D¯23(λ) U˜33 = 0, D¯33(λ) U˜33 =
U¯33, and D¯43(λ) U˜33 = 0 on (λ0 − δ, λ0]. And since U˜33 is invertible, it follows that D¯13(λ) ≡ 0,
D¯23(λ) ≡ 0, D¯33(λ) ≡ U¯33U˜−133 =: D¯33, and D¯43(λ) ≡ 0 on (λ0 − δ, λ0]. This shows that equality
(6.42) holds.
Since the matrix S˜k(λ) is symplectic, we have from (3.2) that
B˜Tk (λ) D˜k(λ) =
⎛
⎝ BT11(λ)D11(λ) BT11(λ)D12(λ)
BT12(λ)D11(λ) + BT22 D21(λ) BT12(λ)D12(λ) + BT22 D22(λ)
⎞
⎠
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is symmetric for allλ ∈ (λ0−δ, λ0]. This implies that BT11(λ)D11(λ) is symmetric forλ ∈ (λ0−δ, λ0]
and that
BT11(λ)D12(λ) =
[
BT12(λ)D11(λ) + BT22 D21(λ)
]T
, λ ∈ (λ0 − δ, λ0]. (6.46)
Upon extracting the second column of (6.46) in the refined block structure, we obtain
BT11(λ)
⎛
⎝D¯14(λ)
D¯24(λ)
⎞
⎠ = DT11(λ)
⎛
⎝B¯14(λ)
B¯24(λ)
⎞
⎠+
⎛
⎜⎝D¯
T
41(λ)
D¯T24(λ)
⎞
⎟⎠ B¯44, λ ∈ (λ0 − δ, λ0].
And since B¯44 is invertible, it follows that
⎛
⎜⎝D¯
T
41(λ)
D¯T24(λ)
⎞
⎟⎠ ∈ Im (BT11(λ), DT11(λ)
)
, λ ∈ (λ0 − δ, λ0]. (6.47)
From the identity D˜Tk (λ) A˜k(λ) − B˜Tk (λ) C˜k(λ) = I for all λ ∈ R, compare with (3.2), we have
rank
(B˜Tk (λ), D˜Tk (λ)) = n, so that by (6.41) and (6.42) and the invertibility of B¯44 and D¯33
n = rank
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
B¯T11(λ) B¯
T
21(λ) 0 0 D¯
T
11(λ) D¯
T
21(λ) D¯
T
31(λ) D¯
T
41(λ)
B¯T12(λ) B¯
T
22(λ) 0 0 D¯
T
12(λ) D¯
T
22(λ) D¯
T
32(λ) D¯
T
42(λ)
0 0 0 0 0 0 D¯T33 0
B¯T14(λ) B¯
T
24(λ) 0 B¯
T
44 D¯
T
14(λ) D¯
T
24(λ) D¯
T
34(λ) D¯
T
441(λ)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
= rank
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
B¯T11(λ) B¯
T
21(λ) 0 0 D¯
T
11(λ) D¯
T
21(λ) 0 D¯
T
41(λ)
B¯T12(λ) B¯
T
22(λ) 0 0 D¯
T
12(λ) D¯
T
22(λ) 0 D¯
T
42(λ)
0 0 0 0 0 0 In−r−ρ 0
0 0 0 Iρ 0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (6.48)
for λ ∈ (λ0 − δ, λ0]. If we now interchange in (6.48) the third and seventh columns and use condition
(6.47), we obtain from (6.48) that for λ ∈ (λ0 − δ, λ0]
n = rank
⎛
⎜⎝ B
T
11(λ) 0r×(n−r) DT11(λ) 0r×(n−r)
0(n−r)×r In−r 0(n−r)×r 0n−r
⎞
⎟⎠ = rank (BT11(λ), DT11(λ)
)
+ n − r.
Therefore, rank
(
BT11(λ), D
T
11(λ)
) = r and condition (6.45) is established.
It remains to prove (6.43). From the second equation in (6.39), in particular from its third and fourth
columns in the refined block structure, we have the equations
AT21(λ)U22 =
⎛
⎜⎝0 U˜14
0 U˜24
⎞
⎟⎠ , AT22(λ)U22 =
⎛
⎜⎝U˜33 U˜34
0 U˜44
⎞
⎟⎠ , λ ∈ (λ0 − δ, λ0].
Since by Lemma6.10 thematrixU22 is invertible, it follows from (6.36) thatA21(λ) ≡ A21 andA22(λ) ≡
A22 are constant on (λ0 − δ, λ0], and that on this interval A¯31(λ) ≡ 0, A¯32(λ) ≡ 0, A¯41(λ) ≡
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U¯
T−1
44 U˜
T
14 =: A¯41, A¯42(λ) ≡ U¯T−144 U˜T24 =: A¯42, A¯33(λ) ≡ U¯T−133 U˜T33 =: A¯33 is invertible, A¯34(λ) ≡ 0,
A¯43(λ) ≡ A¯43 is constant, and A¯44(λ) ≡ U¯T−144 U˜T44 =: A¯44 is invertible. The proof is complete. 
Following Lemma 6.11, let us now analyze the structure of the matrix ˜k(λ) in (6.40). By (3.4) we
have for any λ ∈ R
˜k(λ) =
⎛
⎜⎝
˙˜Dk(λ) C˜Tk (λ) − ˙˜Ck(λ) D˜Tk (λ) ˙˜Ck(λ) B˜Tk (λ) − ˙˜Dk(λ) A˜Tk (λ)
˙˜Ak(λ) D˜Tk (λ) − ˙˜Bk(λ) C˜Tk (λ) ˙˜Bk(λ) A˜Tk (λ) − ˙˜Ak(λ) B˜Tk (λ)
⎞
⎟⎠
=:
⎛
⎝H˜k(λ) G˜k(λ)
F˜k(λ) E˜k(λ)
⎞
⎠ , (6.49)
and ˜k(λ) is symmetric. Then thematrices H˜k(λ) and E˜k(λ) are symmetric as well. For brevity, we in-
troduce the following notation for the rowblock columns of thematrices A˜k(λ), B˜k(λ), C˜k(λ), D˜k(λ) as
A1(λ) :=
(
A11(λ), A12(λ)
)
, A2(λ) :=
(
A21(λ), A22(λ)
)
,
B1(λ) :=
(
B11(λ), B12(λ)
)
, B2(λ) :=
(
B21(λ), B22(λ)
)
,
C1(λ) :=
(
C11(λ), C12(λ)
)
, C2(λ) :=
(
C21(λ), C22(λ)
)
,
D1(λ) :=
(
D11(λ),D12(λ)
)
, D2(λ) :=
(
D21(λ),D22(λ)
)
.
⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭
(6.50)
Then A1(λ) ∈ Rr×n and A2(λ) ∈ R(n−r)×n, and similarly for the other matrices above. Then, by the
form of the coefficients A˜k(λ), B˜k(λ), D˜k(λ) in (6.41)–(6.43), we obtain
H˜k(λ) =
⎛
⎝H11(λ) H12(λ)
H21(λ) H22(λ)
⎞
⎠ , G˜k(λ) =
⎛
⎝G11(λ) 0
G21(λ) 0n−r
⎞
⎠ ,
F˜k(λ) =
⎛
⎝F11(λ) F12(λ)
0 0n−r
⎞
⎠ , E˜k(λ) =
⎛
⎝E11(λ) 0
0 0n−r
⎞
⎠ ,
⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭
(6.51)
for all λ ∈ (λ0 − δ, λ0], where
Hij(λ) := D˙i(λ) CTj (λ) − C˙i(λ)DTj (λ),
Gij(λ) := C˙i(λ) BTj (λ) − D˙i(λ) ATj (λ),
Fij(λ) := A˙i(λ)DTj (λ) − B˙i(λ) CTj (λ),
Eij(λ) := B˙i(λ) ATj (λ) − A˙i(λ) BTj (λ),
⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭
i, j ∈ {1, 2}, (6.52)
and where Hii(λ) and Eii(λ) are symmetric and G
T
ij(λ) = Fji(λ) for i, j ∈ {1, 2}.
Our next aim is to analyze the behavior of the r × r matrix P11(λ) defined by
P11(λ) := BT11(λ)D11(λ) − BT11(λ)Q11(λ) B11(λ), λ ∈ (λ0 − δ, λ0), (6.53)
Q11(λ) := U11(λ) X−111 (λ), λ ∈ (λ0 − δ, λ0), (6.54)
where X11(λ) and U11(λ) are from (6.14) and B11(λ), D11(λ) are from (6.41), (6.42). For this we need
to know first the behavior of the function Q11(λ) on (λ0 − δ, λ0). We define the n × nmatrix
L˜k(λ) := PT Lk(λ)P, Lk(λ) :=
(
In, 0n
)
k(λ)
(
In, 0n
)T
, (6.55)
wherek(λ) is defined in (4.3).
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Lemma 6.12. The symmetric matrix Q11(λ) defined in (6.54) satisfies
Q˙11(λ) = −
(
X
T−1
11 (λ), 0r×(n−r)
)
L˜k(λ)
⎛
⎝ X−111 (λ)
0(n−r)×r
⎞
⎠ , λ ∈ (λ0 − δ, λ0). (6.56)
Consequently, under (1.4) the function Q11(·) is nonincreasing on (λ0 − δ, λ0).
Proof. We suppress the argument λ in this proof. First note that by (4.5) and (4.3)
XTk+1 U˙k+1 − UTk+1 X˙k+1 =
(
In, 0n
)
Tk+1 J ˙k+1
(
In, 0n
)T = − Lk(λ) (6.57)
onR. From this and from d
dλ
X
−1
11 = −X−111 X˙11X−111 we conclude that on (λ0 − δ, λ0)
Q˙11
(6.15)= XT−111 (XT11 U˙11 − UT11 X˙11) X−111
(6.24)=
(
X
T−1
11 , 0r×(n−r)
) [
X˜Tk+1 ddλ U˜k+1 − U˜Tk+1 ddλ X˜k+1
] (
X
T−1
11 , 0r×(n−r)
)T
(6.25)=
(
X
T−1
11 , 0
)
PT [XTk+1 U˙k+1 − UTk+1 X˙k+1]P
(
X
T−1
11 , 0
)T
(6.57)= −
(
X
T−1
11 , 0
)
L˜k
(
X
T−1
11 , 0
)T
,
which shows the result in (6.56). Under (1.4) we then get Q˙11(λ)  0 for λ ∈ (λ0 − δ, λ0). Hence, the
function Q11(·) is nonincreasing on (λ0 − δ, λ0). 
Remark 6.13. IfXk+1(λ) is invertible on (λ0−δ, λ0), then r = n and sono constructionof thematrices
P andQ in Lemma 6.5 is needed. In this casewe get from (6.56), (6.55), and (4.3) the following identity
for λ ∈ (λ0 − δ, λ0)
Q˙k+1(λ) = −XT−1k+1 (λ)
⎡
⎣ k∑
j=0
(
XTj+1(λ), UTj+1(λ)
)
j(λ)
⎛
⎝Xj+1(λ)
Uj+1(λ)
⎞
⎠
⎤
⎦ X−1k+1(λ),
where Qk+1(λ) := Uk+1(λ) X−1k+1(λ).
We will see in Lemma 6.14 below that the behavior of the matrix P11(λ) is determined by the be-
havior ofQ11(λ). Namely, sinceQ11(λ) is nonincreasing, and hence the function−BT11(λ)Q11(λ) B11(λ)
appearing in P11(λ) is nondecreasing, then this behavior is not destroyed by the additional term
BT11(λ)D11(λ). This is similar as in the linear case in (1.1) with (1.5), in which Q11(λ) is (of course)
nonincreasing and
P11(λ) = BT11D11 − λ BT11W11B11 − BT11 Q11(λ) B11
is nondecreasing, eventhoughW11  0, see [14, p. 601] and [31, Proposition 4.1].
Lemma 6.14. The symmetric matrix P11(λ) defined in (6.53) satisfies
P˙11(λ) = BT11(λ)ϒ11(λ) B11(λ) + RT11(λ) E11(λ) R11(λ), λ ∈ (λ0 − δ, λ0), (6.58)
where the matrix E11(λ) ∈ Rr×r is defined in (6.52) and
ϒ11(λ) :=
(
X
T−1
11 (λ), 0
)
L˜k−1(λ)
(
X
T−1
11 (λ), 0
)T ∈ Rr×r, (6.59)
R11(λ) := Q11(λ) B11(λ) − D11(λ) ∈ Rr×r, (6.60)
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andwhere thematrix L˜k−1(λ) is given by (6.55)with the index k−1. Consequently, under (1.4) the function
P11(·) is nondecreasing on (λ0 − δ, λ0).
Proof. We suppress the argument λ in this proof. First note that by (6.49), (6.51), and the form of X˜k+1
and U˜k+1 in (6.24)
11 :=
(
X
T−1
11 , 0
) (
X˜Tk+1, U˜Tk+1
)
˜k
(
X˜Tk+1, U˜Tk+1
)T (
X
T−1
11 , 0
)T
(6.24)=
(
Ir, 0(n−r)×r, Q11, QT21
)
˜k
(
Ir, 0(n−r)×r, Q11, QT21
)T
(6.49), (6.51)=
(
I, Q11
)⎛⎝H11 G11
F11 E11
⎞
⎠
⎛
⎝ I
Q11
⎞
⎠ , (6.61)
where Q11 = U11X−111 as above, Q21 := U21X−111 , and H11, G11, F11, E11 are given in (6.52), implying that
H11 and E11 are symmetric and F11 = GT11. Now we use Lemma 6.12 to get
−Q˙11 (6.56)=
(
X
T−1
11 , 0
) [
L˜k−1 +
(
X˜Tk+1, U˜Tk+1
)
˜k
(
X˜Tk+1, U˜Tk+1
)T ] (
X
T−1
11 , 0
)T
(6.59), (6.61)= ϒ11 + 11 on (λ0 − δ, λ0). (6.62)
After these preparatory calculations we have from (6.53)
P˙11 = B˙T11 D11 + BT11 D˙11 − B˙T11 Q11 B11 − BT11 Q˙11 B11 − BT11 Q11 B˙11
(6.62)= BT11 ϒ11 B11 + S11, (6.63)
where the matrix S11 is defined by
S11 := B˙T11 D11 + BT11 D˙11 − B˙T11 Q11 B11 − BT11 Q11 B˙11 + BT11 11 B11. (6.64)
If we show that S11 = RT11 E11 R11 with R11 given in (6.60), then the required identity in (6.58) will
follow from Eq. (6.63). Consider now the identities in (3.2) written for the auxiliary symplectic system
(6.38) with the coefficients A˜k , B˜k , C˜k , D˜k and with their block structure (6.50). From the symmetry of
the matrices D˜k C˜Tk and A˜k B˜Tk and from the identity D˜k A˜Tk − C˜k B˜Tk = In we obtain
D1 C
T
1 = C1 DT1, A1 BT1 = B1 AT1, D1 AT1 − C1 BT1 = Ir, A2 BT1 = B2 AT1, (6.65)
and from the symmetry of the matrix B˜Tk D˜k and from A˜Tk D˜k − C˜Tk B˜k = In we get
BT11 D11 = DT11 B11, BT12 D11 + BT22 D21 − DT12 B11 = 0(n−r)×r, (6.66)
AT11 D11 + AT21 D21 − CT11 B11 = Ir, AT12 D11 + AT22 D21 − CT12 B11 = 0(n−r)×r . (6.67)
Consider the identities in (3.3) written in terms of A˜k , B˜k , C˜k , D˜k . From (3.3)(vi) we get
D˙1 A
T
2 = C˙1 BT2, (6.68)
from (3.3)(ii) we have
B˙T11 D1 + BT11 D˙1 = D˙T11 B1 + DT11 B˙1 + D˙T21 B2, (6.69)
and finally from (3.3)(iii) we obtain
DT11 A˙1 + D˙T11 A1 + D˙T21 A2 = BT11 C˙1 + B˙T11 C1. (6.70)
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Then we calculate by using these formulas and the definitions of G11 and E11 in (6.52)
BT11 G11
(6.69), (6.70)= DT11 (A˙1 BT1 − B˙1 AT1) + D˙T11 (A1 BT1 − B1 AT1)
+ B˙T11 (D1 AT1 − C1 BT1) + D˙T21 (A2 BT1 − B2 AT1)
(6.52), (6.65)= B˙T11 − DT11 E11. (6.71)
Therefore, by using the identity
A˙1 D
T
1 − B˙1 CT1 (6.52)= F11 = GT11 = B1 C˙T1 − A1 D˙T1
and formulas (6.61) and (6.71) we obtain from expression (6.64) that
S11
(6.71)= BT11 H11 B11 + (B˙T11 − DT11 E11)Q11 B11 + BT11 Q11 (B˙11 − E11 D11)
+ BT11 Q11 E11 Q11 B11 − B˙T11 Q11 B11 − BT11 Q11 B˙11 + B˙T11 D11 + BT11 D˙11
= (BT11 Q11 − DT11) E11 (Q11 B11 − D11) + Z11, (6.72)
where
Z11 := BT11 H11 B11 − DT11 E11 D11 + B˙T11 D11 + BT11 D˙11.
We evaluate the matrix Z11 by using identities (6.66), (6.67), (6.68) as follows
Z11
(6.52)= BT11 (D˙1 CT1 − C˙1 DT1) B11 − DT11 (B˙1 AT1 − A˙1 BT1)D11 + B˙T11 D11 + BT11 D˙11
(6.69), (6.70)= BT11 (D˙1 CT1 − C˙1 DT1) B11 − (B˙T11 D1 + BT11 D˙1 − D˙T11 B1 − D˙T21 B2) AT1 D11
+ (BT11 C˙1 + B˙T11 C1 − D˙T11 A1 − D˙T21 A2) BT1 D11 + B˙T11 D11 + BT11 D˙11
(6.66), (6.67)= BT11 (D˙1 CT1 − C˙1 DT1) B11
+ BT11
[
C˙1
⎛
⎝ DT11 B11
DT12 B11 − BT22 D21
⎞
⎠− D˙1
⎛
⎝CT11 B11 − AT21 D21 + Ir
CT12 B11 − AT22 D21
⎞
⎠]
+ B˙T11 (C1 BT1 − D1 AT1)D11 + D˙T11 (B1 AT1 − A1 BT1)D11
+ D˙T21 (B2 AT1 − A2 BT1)D11 + B˙T11 D11 + BT11 D˙11
(6.65)= BT11 (D˙1 CT1 − C˙1 DT1) B11 + BT11 D˙11
+ BT11
[
C˙1 D
T
1 B11 − C˙1 BT2 D21 − D˙1 CT1 B11 + D˙1 AT2 D21 − D˙1
(
I, 0
)T ]
= BT11 D˙11 + BT11 (D˙1 AT2 − C˙1 BT2)D21 − BT11
(
D˙11, D˙12
) (
I, 0
)T
(6.68)= BT11 D˙11 − BT11 D˙11 = 0.
Therefore, upon inserting Z11 = 0 into Eq. (6.72), and then expression (6.72) into formula (6.63), we
see that the matrix P˙11 has the form displayed in (6.58). If now assumption (1.4) holds, then ˜k  0
by (6.40), as well as E11  0 by (6.49) with (6.51). And since in this case L˜k−1  0 by (6.55) and
(4.3), formula (6.58) implies that P˙11  0 on (λ0 − δ, λ0). This shows that the function P11(·) is
nondecreasing on the interval (λ0 − δ, λ0). The proof is complete. 
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Remark 6.15. If Xk+1(λ) is invertible on (λ0 − δ, λ0), then r = n and similarly to Remark 6.13 we get
from (6.58), (6.55), and (4.3) the following identity for λ ∈ (λ0 − δ, λ0)
P˙k(λ) = BTk (λ)
[ k−1∑
j=0
(
XTj+1(λ), UTj+1(λ)
)
j(λ)
⎛
⎝Xj+1(λ)
Uj+1(λ)
⎞
⎠] Bk(λ),
+ [Qk+1(λ) Bk(λ) − Dk(λ)]TEk(λ) [Qk+1(λ) Bk(λ) − Dk(λ)],
where the matrix Qk+1(λ) is from Remark 6.13, and
Pk(λ) := BTk (λ)Dk(λ) − BTk (λ)Qk+1(λ) Bk(λ),
Ek(λ) := B˙k(λ)ATk (λ) − A˙k(λ) BTk (λ).
The above formula is an extension of the discrete version of [31, Lemma 4.3] to the nonlinear depen-
dence on λ. Note that when the dependence on λ is linear as in (1.5), the matrices Ak(λ) ≡ Ak and
Bk(λ) ≡ Bk are constant onR, so that in this case Ek(λ) ≡ 0.
Define now for λ ∈ R the auxiliary n × nmatrices
M˜k(λ) := QMk(λ) Q˜T , T˜k(λ) := Q˜ Tk(λ) Q˜T , P˜k(λ) := Q˜ Pk(λ) Q˜T , (6.73)
where the matricesMk(λ), Tk(λ), and Pk(λ) are defined in (3.10), see also (3.11). Then
rank M˜k(λ) = rankMk(λ), ind P˜k(λ) = ind Pk(λ), λ ∈ R. (6.74)
Since by (6.25) and Remark 2.1(iii) we have for λ ∈ (λ0 − δ, λ0]
X˜
†
k+1(λ) = PTX†k+1(λ)QT , X˜k+1(λ) X˜†k+1(λ) = Q Xk+1(λ) X†k+1(λ)QT ,
it follows that
M˜k(λ) = [I − X˜k+1(λ) X˜†k+1(λ)] B˜k(λ), λ ∈ (λ0 − δ, λ0]. (6.75)
Now again by Remark 2.1(iii) we have M˜
†
k(λ) = Q˜M†k(λ)QT , so that for λ ∈ (λ0 − δ, λ0]
T˜k(λ) = I − M˜†k(λ) M˜k(λ), P˜k(λ) = T˜k(λ) X˜k(λ) X˜†k+1(λ) B˜k(λ) T˜k(λ). (6.76)
From the form of the matrices X˜k+1(λ), B˜k(λ), M˜k(λ) in (6.24), (6.41), (6.75) we get
M˜k(λ) =
⎛
⎝I − X11(λ) X
†
11(λ) 0
0 In−r
⎞
⎠
⎛
⎝B11(λ) B12(λ)
0 B22
⎞
⎠ , λ ∈ (λ0 − δ, λ0], (6.77)
with the matrices B12(λ) and B22 as in (6.41). This implies that
Mk(λ) ≡ QT
⎛
⎝0r 0
0 B22
⎞
⎠ Q˜, B22 =
⎛
⎝0n−r−ρ 0
0 B¯44
⎞
⎠ , λ ∈ (λ0 − δ, λ0),
with invertible B¯44 ∈ Rρ×ρ . This shows that rankMk(λ) ≡ ρ on (λ0 − δ, λ0), compare with the
paragraph preceding Remark 6.7. Now since the first block column of B12(λ) in (6.41) is zero and B¯44
is invertible, it follows from (6.77) that
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Ker M˜k(λ) = Ker
⎛
⎝M11(λ) 0
0 B22
⎞
⎠ (6.78)
for all λ ∈ (λ0 − δ, λ0], where the matrixM11(λ) ∈ Rr×r is defined by
M11(λ) := [I − X11(λ) X†11(λ)] B11(λ), λ ∈ R. (6.79)
Consequently, by Remark 2.1(iv), for any λ ∈ (λ0 − δ, λ0] we have
M˜
†
k(λ) M˜k(λ) =
⎛
⎝M
†
11(λ) 0
0 B
†
22
⎞
⎠
⎛
⎝M11(λ) 0
0 B22
⎞
⎠ =
⎛
⎝M
†
11(λ)M11(λ) 0
0 B
†
22 B22
⎞
⎠ .
Therefore, by the form of T˜k(λ) in (6.76),
T˜k(λ) =
⎛
⎝T11(λ) 0
0 I − B†22 B22
⎞
⎠ , λ ∈ (λ0 − δ, λ0], (6.80)
where the matrix T11(λ) ∈ Rr×r is defined by
T11(λ) := I − M†11(λ)M11(λ), λ ∈ R, I − B†22 B22 =
⎛
⎝In−r−ρ 0
0 0ρ
⎞
⎠ . (6.81)
Finally, from the form of thematrices X˜k(λ), Y11(λ), P˜k(λ), and T˜k(λ) in (6.29), (6.44), (6.76), and (6.80)
we get
P˜k(λ) =
⎛
⎝P11(λ) 0
0 0n−r
⎞
⎠ , λ ∈ (λ0 − δ, λ0], (6.82)
where the matrix P11(λ) is given in (6.53)–(6.54) for λ ∈ (λ0 − δ, λ0) and
P11(λ0) := T11(λ0) Y11(λ0) X†11(λ0) B11 T11(λ0). (6.83)
In addition, since X11(λ) is invertible for λ ∈ (λ0 − δ, λ0), we have
M11(λ) ≡ 0, T11(λ) ≡ I, P11(λ) = Y11(λ) X−111 (λ) B11(λ), λ ∈ (λ0 − δ, λ0), (6.84)
and the matrix P11(λ) is nondecreasing on (λ0 − δ, λ0), by Lemma 6.14. Thus, we are now ready for
the final step in the proof of the first local oscillation theorem (Theorem 6.1).
6.4. Application of the index theorem
In this subsection we utilize the above construction in order to apply the index theorem (Proposi-
tion 2.5) to the reduced quantities in the dimension r on the left neighborhood of λ0, and to similarly
reduced quantities in the appropriate dimension on the right neighborhood of λ0. Here we need to
assume that the matrix B11(λ) ≡ B11 is constant in λ, as the matrix R2 is constant in Proposition 2.5.
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Proof of Theorem 6.1. Assume that (6.1) holds, i.e., thematrix Bk(λ) ≡ Bk is constant in λ, hence the
matrix B˜k(λ) ≡ B˜k is also constant in λwith B11(λ) ≡ B11 ∈ Rr×r constant. For t ∈ (0, δ)we define
the matrices
X(t) := X11(λ0 − t), (t) := Y11(λ0 − t),
U(t) := −U11(λ0 − t), M(t) := P11(λ0 − t),
R1(t) := DT11(λ0 − t),
S1(t) := 12
[
D11(λ0 − t) B†11 + (B†11)T DT11(λ0 − t)
]
,
S2(t) := 12
[
DT11(λ0 − t) (I − B11 B†11) + (I − B†11 B11)DT11(λ0 − t)
]
,
S1 := 12
[
D11(λ0) B
†
11 + (B†11)T DT11(λ0)
]
,
S2 := 12
[
DT11(λ0) (I − B11 B†11) + (I − B†11 B11)DT11(λ0)
]
,
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(6.85)
and the matrices
X := X11(λ0),  := Y11(λ0), S∗ := M11(λ0),
U := −U11(λ0), R2 := BT11 T := T11(λ0),
R1 := DT11(λ0), S := X†11(λ0) B11, Q := P11(λ0),
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
(6.86)
where the matrices Y11(λ), P11(λ),M11(λ), T11(λ) are given in (6.44), (6.53), (6.83), (6.79), and (6.81).
We now verify the assumptions of the index theorem (Proposition 2.5). By Lemma 6.5 and (6.45), the
matrices XTU, R1R
T
2, and S1 are symmetric and rank(X
T , UT ) = rank(R1, R2) = r. Moreover, the
symmetry of B
†
11B11 yields that R1 = R2S1 + S2 and S2RT2 = 0. Furthermore, by Lemma 6.5 and the
definition of S1(t)wehave that X
T (t)U(t) and S1(t) are symmetric and X(t) is invertible for t ∈ (0, δ).
Next, from (6.85)–(6.86) we have X(t) → X , U(t) → U, S1(t) → S1, and S2(t) → S2 for t → 0+.
The formula R1(t) = R2S1(t) + S2(t) for t ∈ [0, δ) follows by the symmetry of DT11(λ) B11 in (6.45),
and the latter fact also implies that S2(t) R
T
2 = 0, i.e., Im RT2 ⊆ Ker S2(t) for t ∈ [0, δ). The opposite
inclusion Ker S2(t) ⊆ Im RT2 for t ∈ [0, δ) is a consequence of the relation Ker(DT11(λ), BT11) =
Im(BT11, −DT11(λ))T obtained from (6.45). This shows that Ker S2(t) = Im RT2 for t ∈ [0, δ). Finally,
equations (6.53), (6.54), (6.44), (6.79), (6.81), and (6.83) imply that the matrices M(t), (t), , S, S∗,
T , Q defined in (6.85)–(6.86) are equal to their corresponding defining expressions in Proposition 2.5.
By Lemma 6.12, the matrix U(t) X−1(t) is nonincreasing on (0, δ), as X(t) and U(t) are defined in
(6.85) through X11(λ) and U11(λ) with the argument λ = λ0 − t and U(t) has the opposite sign to
U11(λ0 − t). Finally by Lemma 6.14, the matrix M(t) is nonincreasing on (0, δ), as M(t) is defined in
(6.85) through P11(λ)with the argument λ = λ0 − t. This means that equality (2.1) of Proposition 2.5
holds, in which we takem = r. From the construction in Subsections 6.2 and 6.3 we calculate
indM(0+) (6.85)= ind P11(λ−0 ) (6.82)= ind P˜k(λ−0 ) (6.73)= ind Pk(λ−0 ),
def(0+) (6.85)= def Y11(λ−0 ) (6.44)= r − r˜ (6.28)= r + ρ − rank Xk(λ−0 ),
def
(6.85)= def Y11(λ0) (6.44)= r − rank X˜11(λ0) (6.29)= r + ρ − rank X˜k(λ0)
(6.34)= r + ρ − rank Xk(λ0),
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def X
(6.86)= def X11(λ0) = r − rank X11(λ0) (6.14)= r − rank X˜k+1(λ0)
(6.25)= r − rank Xk+1(λ0),
indQ
(6.86)= ind P11(λ0) (6.82)= ind P˜k(λ0) (6.73)= ind Pk(λ0),
rank T
(6.86)= rank T11(λ0) (6.81)= r − rankM11(λ0) (6.78)= r − [rank M˜k(λ0) − ρ]
(6.74)= r + ρ − rankMk(λ0).
Whenwe insert the above data into Eq. (2.1) and if we recall the definitions of r = rank Xk+1(λ−0 ) and
ρ = rankMk(λ−0 ), we get
ind Pk(λ
−
0 ) = indM(0+) (2.1)= indQ + m − rank T + def − def(0+) − def X
= ind Pk(λ0) + r − [r + ρ − rankMk(λ0)] + [r + ρ − rank Xk(λ0)]
− [r + ρ − rank Xk(λ−0 )] − [r − rank Xk+1(λ0)]
= ind Pk(λ0) + rankMk(λ0) + rank Xk(λ−0 ) − rank Xk(λ0)
+ rank Xk+1(λ0) − rank Xk+1(λ−0 ) − rankMk(λ−0 ). (6.87)
In view of the definition of mk(λ) in (3.9) as the number of focal points in (k, k + 1] we have from
(6.87) the identity
mk(λ
−
0 ) = mk(λ0) + rank Xk(λ−0 ) − rank Xk(λ0) + rank Xk+1(λ0) − rank Xk+1(λ−0 ). (6.88)
Now we need to consider the construction in Subsections 6.2 and 6.3 in the right neighborhood of
λ0, i.e., forλ ∈ [λ0, λ0+δ). The analysis of this construction shows that exactly the same principles in
obtaining the partitioned auxiliarymatrices X˜k+1(λ), U˜k+1(λ), the refined partitionedmatrices X˜k(λ),
U˜k(λ), and the coefficients A˜k(λ), B˜k(λ), C˜k(λ), D˜k(λ) hold when the dimensions r and ρ in (6.13) and
(6.26) are replaced by the dimensions
s := rank Xk+1(λ+0 ) and σ := rank Xk(λ+0 )P2 = rankMk(λ+0 ),
respectively, and at the same time the intervals (λ0 − δ, λ0] and (λ0 − δ, λ0) are replaced by the
intervals [λ0, λ0 + δ) and (λ0, λ0 + δ). Therefore, we now define for t ∈ (0, δ) the s × smatrices
X(t) := X11(λ0 + t), (t) := Y11(λ0 + t),
U(t) := −U11(λ0 + t), M(t) := P11(λ0 + t),
R1(t) := DT11(λ0 + t),
S1(t) := 12
[
D11(λ0 + t) B†11 + (B†11)T DT11(λ0 + t)
]
,
S2(t) := 12
[
DT11(λ0 + t) (I − B11 B†11) + (I − B†11 B11)DT11(λ0 + t)
]
,
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(6.89)
and the matrices S1, S2, X , U, R1, , R2, S, S
∗, T , Q by the equations in (6.85) and (6.86). It follows by
Lemmas 6.12 and 6.14 that the matrices U(t) X−1(t) and M(t) are now nondecreasing on (0, δ), as
they are defined in (6.89) through X11(λ), U11(λ), P11(λ)with the argument λ = λ0 + t and U(t) has
the opposite sign to U11(λ0 + t). This means that equality (2.2) of Proposition 2.5 now holds, in which
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we takem = s. We now calculate
indM(0+) (6.89)= ind P11(λ+0 ) = ind P˜k(λ+0 ) = ind Pk(λ+0 ),
indQ
(6.86)= ind P11(λ0) = ind P˜k(λ0) = ind Pk(λ0),
rank T
(6.86)= rank T11(λ0) = s − rankM11(λ0) = s − [rank M˜k(λ0) − σ ]
= s + σ − rankMk(λ0).
When we insert the above data into Eq. (2.2), we obtain
ind Pk(λ
+
0 ) = indM(0+) (2.2)= indQ + m − rank T
= ind Pk(λ0) + s − [s + σ − rankMk(λ0)]
= ind Pk(λ0) + rankMk(λ0) − rankMk(λ+0 ). (6.90)
In view of the definition of mk(λ) in (3.9) we get from (6.90) that mk(λ
+
0 ) = mk(λ0), which proves
the equality in (6.2). By combining (6.2) with Eq. (6.88) we can see that the equality in (6.3) is also
satisfied. The proof of Theorem 6.1 is now complete. 
Remark 6.16. The results of this paper show that there is a need of a more general index theorem
than the in [29, Theorem 3.4.1 and Corollary 3.4.2], see Proposition 2.5, which would cover the case of
R2(λ) := BT11(λ) or equivalently Bk(λ) depending on λ. During the review process of this manuscript,
the author andWerner Kratz have obtained an extension of the index theorem (Proposition 2.5), which
covers the case of Im Bk(λ) constant in λ onR. This separate work has been submitted to a scientific
journal under the title “A generalized index theorem for monotone matrix-valued functions with
applications to discrete oscillation theory” in April 2012. This seems to be themost general assumption
in terms of the coefficient Bk(λ) which yields the oscillation theorems in Subsection 6.1 and their
applications in Section 7.
7. Applications
In this section we show some applications of the oscillation theorems from Section 6. For this
purpose we define the associated quadratic functional, c.f. with [6, p. 708],
F(z, λ) :=
N∑
k=0
zTk
{STk (λ)K Sk(λ) − K} zk, K :=
⎛
⎝0n 0n
In 0n
⎞
⎠ ,
where z = (x, u) is an admissible pair, i.e., xk+1 = Ak(λ) xk + Bk(λ) uk for all k ∈ [0,N]Z, satisfying
the Dirichlet endpoints x0 = 0 = xN+1. We say that the functional F(·, λ) is positive, if F(z, λ) > 0
for every admissible z = (x, u) with x0 = 0 = xN+1 and x ≡ 0. Conversely, the functional F(·, λ) is
not positive, if F(z, λ)  0 for some admissible z = (x, u)with x0 = 0 = xN+1 and x ≡ 0. These two
properties will be denoted by F(·, λ) > 0 and F(·, λ) > 0, respectively. The following result is from
[6, Theorem 1].
Proposition 7.1. Let λ0 ∈ R be fixed. Then F(·, λ0) > 0 if and only if n1(λ0) = 0, i.e., the principal
solution (Xˆ(λ0), Uˆ(λ0)) of system (Sλ0 ) has no focal points in (0,N + 1].
Additional conditionswhichareequivalent to thepositivityofF(·, λ0) canbe found in the literature,
such as the solvability of the explicit and implicit Riccati equations and inequalities, conjugate and
coupled intervals, perturbed quadratic functionals, etc., see e.g. [6,22–25,35].
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From (6.11) and (6.12) it follows that the constant m ∈ N ∪ {0} in Theorem 6.3 is actually zero,
if and only if n2(λ) = n1(λ) ≡ m = 0 for all or for some λ ∈ R. Combining this observation with
Proposition 7.1 yields the following.
Theorem 7.2. Assume (1.4) and (6.1) for all k ∈ [0,N]Z. Then
n1(λ) = n2(λ) for all λ ∈ R (7.1)
if and only if there exists λ0 < 0 such that F(·, λ0) > 0.
Proof. If F(·, λ0) > 0, then n1(λ0) = 0, by Proposition 7.1. Since the function n1(·) is nondecreasing
on R by Theorem 6.2, it follows that n1(λ) ≡ 0 for all λ  λ0, i.e., m = 0 in (6.11), showing (7.1).
Conversely, if (7.1) holds, then m = 0 and so, by (6.12), we have n1(λ) ≡ m = 0 for λ  λ0 with λ0
from Theorem 6.3. From Proposition 7.1 we then get F(·, λ0) > 0. 
Next we present conditions in terms of F(·, λ) > 0 which are closely related to the existence of
finite eigenvalues of (E).
Theorem 7.3 (Existence of finite eigenvalues: necessary condition). Assume that (1.4) and (6.1) hold for
all k ∈ [0,N]Z. If (E) has a finite eigenvalue, then there exist λ0, λ1 ∈ Rwith λ0 < λ1 and m ∈ N∪ {0}
such that n1(λ) ≡ m for all λ  λ0 and F(·, λ1) > 0.
Proof. The fact that (E) has a finite eigenvalue of (E) means that n2(λ1)  1 for some λ1 ∈ R. By
Theorem 6.3, we know that equality (6.11) is satisfied for some m ∈ N ∪ {0} and n1(λ) ≡ m for
all λ  λ0 for some λ0 < 0. Without loss of generality we may take λ0 < λ1, so that the first
part of this theorem is proven. Next, from (6.11) with λ = λ1 we obtain n1(λ1) = n2(λ1) + m 
n2(λ1)  1, showing that the principal solution of (Sλ1 ) has at least one focal point in (0,N + 1]. In
turn, Proposition 7.1 shows that F(·, λ1) > 0. 
Theorem 7.4 (Existence of finite eigenvalues: sufficient condition). Assume that (1.4) and (6.1) hold for
all k ∈ [0,N]Z. If there exist λ0, λ1 ∈ R with λ0 < λ1 such that F(·, λ0) > 0 and F(·, λ1) > 0, then
(E) has at least one finite eigenvalue.
Proof. The positivity of F(·, λ0) implies by Theorem 7.2 that equality (7.1) holds. If we assume that
there is no finite eigenvalue of (E) at all, i.e., if n2(λ) ≡ 0 for everyλ ∈ R, then n1(λ) ≡ 0 for allλ ∈ R
as well. In particular, n1(λ1) = 0. This means by Proposition 7.1 that F(·, λ1) > 0, which contradicts
our assumption. Therefore, under the given conditions, the eigenvalue problem (E) must have at least
one finite eigenvalue. 
Theorem 7.5 (Characterization of the smallest finite eigenvalue). Assume that (1.4) and (6.1) hold for
all k ∈ [0,N]Z. Let there exist λ0, λ1 ∈ Rwith λ0 < λ1 such that F(·, λ0) > 0 and F(·, λ1) > 0. Then
the eigenvalue problem (E) possesses a smallest finite eigenvalue λmin, which is characterized by any of the
following conditions:
λmin = supP, P := {λ ∈ R, F(·, λ) > 0}, (7.2)
λmin = minN , N := {λ ∈ R, F(·, λ) > 0}. (7.3)
Moreover, the algebraic multiplicity of λmin is then equal to n1(λmin), i.e., to the number of focal points of
the principal solution of (Sλmin ) in (0,N + 1].
Proof. From Theorem 7.4 we know that the eigenvalue problem (E) has at least one finite eigenvalue.
Since F(·, λ0) > 0 is assumed, then λ0 ∈ P and the set P is nonempty. Moreover, by Proposition 7.1
we have n1(λ0) = 0. Since the function n1(·) is nondecreasing on R, it follows that n1(λ) ≡ 0 for
λ  λ0, i.e.F(·, λ) > 0 for λ  λ0. This implies that (−∞, λ0] ⊆ P . In addition, λ1 ∈ P , so that P is
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bounded from above and thereforeP = (−∞, ω), whereω = supP exists. It follows that n1(ω)  1,
because by Theorem 6.2, the function n1 is right-continuous onR. We will show that λmin = ω is the
smallest finite eigenvalue of (E). From Theorem 7.2 we know that n1(λ) = n2(λ) for all λ ∈ R. Hence,
n2(λ) ≡ 0 for all λ < ω and n2(ω) = n1(ω)  1, proving that ω is the smallest finite eigenvalue
of (E) with the algebraic multiplicity n1(ω). As for (7.3), we note that the set N is nonempty, because
λ1 ∈ N , and the interval (−∞, λ0] is not contained in N . Therefore, N is bounded from below. Let
ν ∈ N , i.e., n1(ν)  1. Then n2(ν) = n1(ν)  1. Since we know from Theorem 6.3 and Corollary 4.6
that the function n2 is right-continuous on R and the finite eigenvalues are isolated and bounded
from below, it follows that κ := min{ν ∈ R, n2(ν)  1} = minN exists and satisfies λ0 < κ .
Furthermore, by the definition of κ we have n2(λ) ≡ 0 for all λ < κ and n2(κ)  1. This yields that
λmin = κ is the smallest finite eigenvalue of (E) with multiplicity n2(κ) = n1(κ). 
Finally, we discuss the applicability of our results to some special discrete symplectic systems (Sλ).
In particular, the results of this paper are new even for the following special cases of system (Sλ).
Example 7.6 (Sturm–Liouville difference equations). Consider the second order Sturm–Liouville dif-
ference equation, which can also be viewed as the Jacobi matrix,
(rk(λ)xk) + qk(λ) xk+1 = 0, k ∈ [0,N − 1]Z, (7.4)
where the coefficients rk, qk : R → R satisfy
rk(λ) = 0, r˙k(λ)  0, q˙k(λ)  0, k ∈ [0,N]Z, λ ∈ R.
In this case the matrices Sk(λ) andk(λ) have the form
Sk(λ) =
⎛
⎝ 1 1/rk(λ)
−qk(λ) 1 − qk(λ)/rk(λ)
⎞
⎠ ,
k(λ) = 1
r2k (λ)
⎛
⎝rk(λ) qk(λ)
0 1
⎞
⎠
⎛
⎝q˙k(λ) 0
0 −r˙k(λ)
⎞
⎠
⎛
⎝rk(λ) 0
qk(λ) 1
⎞
⎠ .
The square of rk(λ) in the matrix k(λ) above shows that the oscillation and spectral theory of the
second order Sturm–Liouville difference equations, even in the classical settingwhere rk(λ) ≡ rk = 0
and qk(λ) = qk +λwk withwk > 0, does not depend on the sign of the coefficient rk(λ) but rather on
its monotonicity. The principal solution xˆ(λ) of (7.4) is the solution starting with the initial conditions
xˆ0(λ) ≡ 0 and xˆ1(λ) = 1/r0(λ) for all λ ∈ R. The result in Theorem 4.3 yields that if x(λ) is
a nontrivial solution of (7.4) and xk(λ0) = 0 for some k ∈ [0,N + 1]Z and λ0 ∈ R, then either xk(λ)
is identically zero or never zero in some left and right neighborhoods of λ0. This implies, according to
Definition 4.4, that a number λ0 ∈ R is a finite eigenvalue of (E) provided there exists δ > 0 such
that xˆN+1(λ0) = 0 and xˆN+1(λ) = 0 for all λ ∈ (λ0 − δ, λ0). The degeneracy condition in (5.1) of
Definition 5.1 at λ0 then means that the solutions x(λ) of (7.4) with λ ∈ (λ0 − δ, λ0] starting with
the initial conditions x0(λ) = x0(λ0) and x1(λ) = x0(λ) + r0(λ0)x0(λ0)/r0(λ) satisfy
r˙k(λ)xk(λ) ≡ 0, q˙k(λ) xk+1(λ) ≡ 0 for all k ∈ [0,N]Z and λ ∈ (λ0 − δ, λ0].
The results in Theorems 6.1, 6.2, 6.3 and Corollary 6.4 then hold under the assumption that the coeffi-
cient rk(λ) ≡ rk is constant inλ. Similar analysis can also be done for the higher order Sturm–Liouville
difference equations.
Example 7.7 (Matrix Sturm–Liouville difference equations). Similarly to Example 7.6, we consider the
second order matrix Sturm–Liouville equation
(Rk(λ)xk) + Qk(λ) xk+1 = 0, k ∈ [0,N − 1]Z, (7.5)
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where Rk,Qk : R → Rn×n are symmetric matrix functions such that Rk(λ) is invertible, R˙k(λ)  0,
and Q˙k(λ)  0 for all k ∈ [0,N]Z and λ ∈ R. In this case we have
Sk(λ) =
⎛
⎝ I R−1k (λ)
Qk(λ) I − Qk(λ) R−1k (λ)
⎞
⎠ ,
k(λ) =
⎛
⎝ I Qk(λ) R−1k (λ)
0 R
−1
k (λ)
⎞
⎠
⎛
⎝Q˙k(λ) 0
0 −R˙k(λ)
⎞
⎠
⎛
⎝ I 0
R
−1
k (λ)Qk(λ) R
−1
k (λ)
⎞
⎠ .
A number λ0 ∈ R is a finite eigenvalue of (E) if the principal solution Xˆ(λ) of (7.5), i.e., the solution
starting with Xˆ0(λ) ≡ 0 and Xˆ1(λ) = R−10 (λ) for all λ ∈ R, has XˆN+1(λ0) singular and XˆN+1(λ) is
invertible for λ ∈ (λ0 − δ, λ0) for some δ > 0. The results in Theorems 6.1, 6.2, 6.3 and Corollary 6.4
then hold under the assumption that the matrix Rk(λ) ≡ Rk is constant in λ.
Example 7.8 (Symmetric three-term recurrence equations). Consider the symmetric the three-term
recurrence equation, see [1,40],
Vk+1(λ) xk+2 − Tk+1(λ) xk+1 + VTk (λ) xk = 0, k ∈ [0,N − 1]Z,
where Tk, Vk : R → Rn×n, Tk(λ) is symmetric and Vk(λ) is invertible for all k ∈ [0,N]Z and λ ∈ R.
Then
Sk(λ) =
⎛
⎝V−1k (λ) Tk(λ) V−1k (λ)
VTk (λ) 0
⎞
⎠ ,
k(λ) = −
⎛
⎝ I 0
0 V
−1
k (λ)
⎞
⎠
⎛
⎜⎝ 0 V˙
T
k (λ)
V˙k(λ) T˙k(λ)
⎞
⎟⎠
⎛
⎝ I 0
0 V
T−1
k (λ)
⎞
⎠ .
Under (1.4), the results in Theorems 6.1, 6.2, 6.3 and Corollary 6.4 then hold with the assumption that
the matrix Vk(λ) ≡ Vk is constant in λ.
Example 7.9 (Linear Hamiltonian systems). Consider the linear Hamiltonian system
xk = Ak(λ) xk+1 + Bk(λ) uk, uk = Ck(λ) xk+1 − ATk (λ) uk k ∈ [0,N]Z, (7.6)
where the coefficients Ak, Bk, Ck : R → Rn×n are such that Bk(λ) and Ck(λ) are symmetric, I−Ak(λ)
is invertible with A˜k(λ) := [I − Ak(λ)]−1, and
H˙k(λ)  0, Hk(λ) :=
⎛
⎝−Ck(λ) ATk (λ)
Ak(λ) Bk(λ)
⎞
⎠ , k ∈ [0,N]Z, λ ∈ R.
System (7.6)wasfirst studied in [5] under a strict normality assumptionwhich corresponds to the strict
monotonicity of the matrix Hk(λ). The assumptions in the present paper remove this strict normality
assumption, since only the monotonicity of Hk(λ) is required. The matrices Sk(λ) andk(λ) have the
R. Sˇimon Hilscher / Linear Algebra and its Applications 437 (2012) 2922–2960 2959
form
Sk(λ) =
⎛
⎝ A˜k(λ) A˜k(λ) Bk(λ)
Ck(λ) A˜k(λ) Ck(λ) A˜k(λ) Bk(λ) + I − ATk (λ)
⎞
⎠ ,
k(λ) =
⎛
⎝ I −Ck(λ) A˜k(λ)
0 A˜k(λ)
⎞
⎠ H˙k(λ)
⎛
⎝ I 0
−A˜Tk (λ) Ck(λ) A˜Tk(λ)
⎞
⎠ .
The results in Theorems6.1, 6.2, 6.3 andCorollary 6.4 thenhold under the assumption that thematrices
Ak(λ) ≡ Ak and Bk(λ) ≡ Bk are constant in λ.
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