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Abstract
Developing powerful deformable face models requires
massive, annotated face databases on which techniques
can be trained, validated and tested. Manual annota-
tion of each facial image in terms of landmarks requires
a trained expert and the workload is usually enormous.
Fatigue is one of the reasons that in some cases annota-
tions are inaccurate. This is why, the majority of exist-
ing facial databases provide annotations for a relatively
small subset of the training images. Furthermore, there
is hardly any correspondence between the annotated land-
marks across different databases. These problems make
cross-database experiments almost infeasible. To overcome
these difficulties, we propose a semi-automatic annotation
methodology for annotating massive face datasets. This
is the first attempt to create a tool suitable for annotating
massive facial databases. We employed our tool for cre-
ating annotations for MultiPIE, XM2VTS, AR, and FRGC
Ver. 2 databases. The annotations will be made pub-
licly available from http://ibug.doc.ic.ac.uk/
resources/facial-point-annotations/. Fi-
nally, we present experiments which verify the accuracy of
produced annotations.
1. Introduction
Various aspects of face analysis (face detection, facial
point detection, face and facial expression recognition etc)
are among the most popular and well-studied areas in com-
puter vision. Face alignment plays arguably the most im-
portant role [6]. In the last decade the most successful face
alignment methods are based on deformable models. In
general, deformable models represent the variation in shape
or appearance of the target object (e.g. human face). De-
formable models involve the representation of a template
and fitting the template to a new image. Various deformable
models have been proposed for model-based face analysis.
The most well-known are the Active Shape Models (ASMs)
[2], the Active Appearance Models (AAMs) [1, 8], and the
Constrained Local Models (CLMs) [3, 12].
Training the aforementioned methods requires a facial
database to be carefully developed and annotated. Exist-
ing facial databases [5, 9, 10, 7], cover large variations in-
cluding: different subjects, poses, illumination, occlusions
etc. However, the provided annotations appear to have sev-
eral limitations (Figure 1). (1) The majority of existing
databases provide annotations for a relatively small sub-
set of the overall images (MultiPIE [5], AR [7]). (2) The
accuracy of provided annotations in some cases is not so
good (probably due to human fatigue, XM2VTS [9]). (3)
The annotation model of each database consists of different
number of landmarks (MultiPIE [5], XM2VTS [9], AR [7]
FRGC Ver.2 [10]).
One way to extent and correct the annotations is by man-
ual labour. However, this is not a trivial task, as it requires
a human trained to perform this task. Finally, due to human
factors (such as fatigue etc) the produced annotations could
be still inaccurate. Therefore, (semi-)automatic annotation
systems are needed.
Let us assume that we have a cohort of annotated images.
In order to create annotations for the non-annotated images,
we need to combine their instances. This can be done us-
ing generative models such as AAMs. One of the main
advantages of generative models is that they can be natu-
rally used to generate novel instances. For example training
with images from one view with ‘Neutral’ expression (e.g.
pose +150) and expressive images from another view (e.g.
’Frontal’), one can generate a model and use this model to
fit expression in different view. However, the fitting pro-
cedure is a very tedious task and most methods for fitting
deformable model do not generalize well to previously un-
seen images. One of the AAM variants that generalizes well
to unseen variations is the recently introduced Active Ori-
entation Models (AOMs). In [13] it was shown that AOMs
outperform, by a large margin, the state-of-the-art discrim-
inative deformable models proposed in [12] and [14]. The
success of AOMs in generative face fitting motivated the
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Figure 1. (a)-(d) Annotated images from MultiPIE, XM2VTS, AR, FRGCVer.2 database, and (e) examples from XM2VTS with inaccurate
annotations.
development of the proposed tool.
In this paper we propose a semi-automatic annotation
tool which can be applied for annotating in a time efficient
mannermassive facial databases. The proposed tool was ap-
plied to create the annotations for MultiPIE [5], XM2VTS
[9] and FRGC Ver. 2 [10] and AR [7] databases and is based
on the recently introduced AOMs.
The remainder of this paper is structured as follows:
Section 2 provides a brief overview of the existing facial
databases. Section 3 gives a brief review of AOMs and de-
tails about the proposed tool. The produced results are pre-
sented and disgusted in Section 4.
2. Existing Databases
The past twenty years the research community has col-
lected a number of facial databases the most popular ones
of which are MultiPIE (used for face recognition, fa-
cial expressions recognition, facial deformable models),
XM2VTS (used for face recognition / verification and build-
ing facial deformable models), FRGC Ver. 2 (used for
face recognition), and AR (used for face and facial expres-
sions recognition). In the following section we provide an
overview of the above databases, and comment on the avail-
able mark-ups they provide. As it becomes evident, the
majority of these databases provide annotations for a rel-
atively small subset of the overall images. The accuracy of
the provided annotations might be limited and the annota-
tion model of each database consists of different mark-ups.
We address all of these limitations in our work.
2.1. CMU MultiPIE
The CMU Multi Pose Illumination, and Expression
(MultiPIE) Database [5] contains around 750,000 images
of 337 subjects captured under laboratory conditions in four
different sessions. For each subject there are available im-
ages for 15 different poses, 19 illumination conditions and 6
different expressions (Neutral, Scream, Smile, Squint, Sur-
prise, Disgust). The accompanying facial landmark anno-
tations consist of a set of 68 points for images in the range
−450 : 450 (Figure 1(a)) and 39 points for profile images.
The provided annotations correspond to 9, 3% of the avail-
able images, only.
2.2. XM2VTS
The Extended Multi Modal Verification for Teleservices
and Security applications (XM2VTS) [9] database contains
2,360 frontal images of 295 different subjects. Each sub-
ject has two available images for each of the four different
sessions. All subjects are captured under the same illumi-
nation conditions and in the majority of images the subject
displayed a neutral expression. Facial landmark annotations
are available for the whole database [11]. Each annotation
consists of 68 points (Figure 1(b)). As we may see, the ac-
curacy of the annotations in some cases is limited. Also,
the provided points do not correspond to the same points
provided by MultiPIE.
2.3. AR
AR [7] contains 4,000 images of 126 different subjects
captured in two sessions. Each subject has up to 26 im-
ages taken in two sessions. The first session contains 13
images with different illumination conditions, facial expres-
sions (Neutral, Smile, Anger, Scream) and occlusions (sun
glasses and scarf). The provided annotations contain 130
landmark points (Figure 1(c)) and correspond to a subset of
only 896 images from 60 subjects without occlusions nor
different illumination conditions.
2.4. FRGC Ver. 2
The Face Recognition Grand Challenge (FRGC) Version
2.0 database [10] consists of 4,950 face images of 466 dif-
ferent subjects. Each subject session consists of images
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taken under well-controlled conditions (i.e., uniform illu-
mination, high resolution) and images taken under fairly un-
controlled ones (i.e., non-uniform illumination, poor qual-
ity). The provided annotations consist of 5 landmark points
(Figure 1 (d)) only.
3. A tool for semi-automatic database annota-
tion
We begin with a brief review of Active Orientation Mod-
els (AOMs). We describe how they are constructed and de-
scribe the fitting procedure. Finally, we present the pro-
posed tool for semi-automatic database annotation.
3.1. Active Orientation Models
AOMs are a variant of AAMs [8]. They are different
in the appearance model used, as well as in the fitting and
parameter estimation procedures. AOMs were chosen due
to their good generalization properties with unseen images.
An AOM is defined by the shape, appearance and mo-
tion model. A shape model in AOMs represents the point
distribution variance observed in a training set. Let us sup-
pose that the training set consists of D annotated images.
N fiducial points are provided for each image. Each mesh
of the object can be then represented as:
s = (x1, y1, ..., xN , yN)
T , (1)
where x, y are the coordinates of each fiducial point. By
applying ‘Procrustes Analysis’ we align the training shapes
into a common frame and remove the similarity transforma-
tions (scale, rotation, translation). Finally a Principal Com-
ponent Analysis (PCA) is applied on the aligned shapes.
The result is n eigen-shapes si, corresponding to the n
largest eigenvalues λiS . Therefore, every shape s can be
expressed as a mean shape s0 plus a linear combination of
n eigen-shapes si:
s = s0 +ΦSp, (2)
where ΦS = (s1, s2, ..., sn) and the coefficients p =
(p1, p2, ..., pn) are the eigen-shapes and the shape model
parameters, respectively.
The appearancemodel of an AOM is defined in the mean
shape s0 using a warping function (motion model). To this
end, all training textures are warped to the mean shape s0.
In the majority of cases the motion model is a piece-wise
affine warp. The results of the warping of each image is an
image g(x) containing the warped pixels x′ ∈ x0. Sub-
sequently, the normalized gradients of the warped textures
z(x) are computed. Finally, a PCA is applied on the ma-
trix Z the columns of which are the shape-free normalized
gradients of the training images. PCA produces m eigen-
images corresponding to them largest eigenvalues λiZ . Ev-
ery appearance z can then be expressed as:
z = ΦZλ, (3)
where ΦZ = (z1, z2, ..., zm) are the appearance eigen-
images and λ = (λ1, λ2, ..., λm) are the coefficients of the
appearance model parameters.
The fitting procedure of AOMs is modelled as the fol-
lowing optimization problem:
{p0,λ0} = arg max
{p,λ}
z[p]TZTλ
||ΦZλ||
. (4)
In [8] it was shown how optimization problem (4) can be
solved efficiently using both inverse compositional alternat-
ing optimization and project out algorithms.
3.2. Proposed Tool
Let DB be a database consisting of Nsubj different sub-
jects. We assume that for each subject, images from differ-
ent expressions Ej , j ∈ {1, ..., Nexp}, and poses Pk, k ∈
{1, ..., Npos} are available. Let V be a subset of annotated
images and U a subset of non-annotated images. The goal
of our tool is to (1) produce annotations for the subjects
in V but having different expressions and poses in U and
(2) produce annotations for subjects outside V . For ex-
ample in MultiPIE the annotations for subjects with ex-
pressions ‘Disgust’ at 00 and ‘Neutral’ at 150 are pro-
vided and we want to produce the annotations for sub-
jects with expression ‘Disgust’ at 150. In this case the
annotated and non-annotated subsets are defined as: V =
{Ej , Pk, Ej+1, Pk+1} = {‘Disgust’, 00, ‘Neutral’, 150}
and U = {Ej , Pk+1} = {‘Disgust’, 15
0} respectively.
Algorithm 1 Semi-automatic database annotation tool
Require: Annotated subset V
Non-annotated subset U
Ensure: Annotations of U
1: Train an AOM using the set V
2: Apply the landmark detector on images of U .
3: Use the results from detector as initialization and fit the
AOM to U
4: Classify manual the fittings to ‘Good’ U and
‘Bad’ B = U − U
5: while B 6= ∅ do
6: Train an AOM using the U .
7: Fit the AOM to B.
8: Classify manual the fittings to ‘Good’ U and
‘Bad’ B = U − U
9: end while
10: Check and correct manually the created fittings of U .
In order to produce annotations for the images in U we
employ AOMs. First, the annotated subset V is used as the
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Figure 2. Flowchart of the proposed tool.
training set. Subsequently, an AOM is learned from V and
the model is fitted in U . Themodel is initialized by applying
the landmark detector in [14].
The results from the fitting procedure are classified man-
ually by the user to ‘Good’ and ‘Bad’ denoted by U and
B = U −U , respectively. A new AOM is learnt using U and
is subsequently fitted to the images of B. This procedure
is repeated until the set of ‘Bad’ fittings is empty, B = ∅.
Finally, the created fittings are checked and manually cor-
rected (if necessary) by the user.
Finally, in order to increase the accuracy of the cre-
ated annotations we built Person Specific Models (PPM) for
each subject of the database. First we constructed an AOM
with the annotated images of each subject. We then refit the
AOM to the same images and use the vertex locations of the
fitting results as new annotations [4].
The algorithm can be readily applied for providing anno-
tations in different databases. In short, we train a model in
DB1 (for which annotation are assumed to exist) and we fit
DB2. Then, fittings are manually clustered into ‘Bad’ and
‘Good’. A model for DB2 is trained from ‘Good’ fittings
and the remaining are fit until convergence.
4. Results
The proposed method was used to create annotations
for the databases presented in Section 2. The same land-
mark configuration provided by MultiPIE was adopted for
all databases.
4.1. MultiPIE
The available annotations from MultiPIE cover only ex-
pressions at ‘Frontal’ pose and ‘Neutral’ expression for
some subjects at −900 : 900 poses. Figure 2 shows the
flow chart of Algorithm 1 for the case of ‘Disgust‘ at 150.
A total of 12.570 annotations for all expressions and poses
−300 : 300 were generated. Examples of annotated images
are depicted in Figure 5.
4.2. XM2VTS
In order to fit ‘Frontal’ with ‘Neutral’ expression images
of XM2VTS we used the images with ‘Neutral’ expression
and poses between−150 : 150 fromMultiPIE. We first cre-
ated the annotations for the first session using the proposed
method. Subsequently, the produced annotations from the
first session were used as input to Algorithm 1 to produce
annotations for the next session. This procedure was re-
peated for the remaining sessions. Finally, 2.360 annota-
tions were produced. In Figure 6 we show an example of a
set of 68-points annotated images.
4.3. AR
A procedure similar to the one used for XM2VTS was
used to generate annotations for the neutral images of AR.
For images having a specific expressionEj , we used the an-
notated neutral images of AR and the images with the cor-
responding expression and frontal pose from the MultiPIE.
Some examples of annotated images are depicted in Figure
7.
4
4.4. FRGC Ver. 2
Firstly, the images from MultiPIE with six expressions
and poses−150 : 150 were used to build an AOM. For each
subject of FRGC we used two images with two different
illumination conditions in order to create a subset with in-
formation from all subjects. Subsequently, the annotations
for this subset are created and based on these we built a
new AOM. Thus, by using this model, we created the an-
notations for the remaining images. Figure 8 depicts some
examples from the annotated images.
4.5. Evaluate the accuracy of created annotations
In order to evaluate the accuracy of the produced anno-
tations we conducted the following experiment on Multi-
PIE. We randomly selected 200 images with all expressions
with 00 pose to form the train set while a set of 50 image
with all expression of unseen subjects formed the test set.
The trained AOM was used to find the location of landmark
points on test images. Subsequently, the test images are an-
notated from four expert human annotators. We refer and
use as the ground truth the average of locations supplied by
the first two annotators.
The basic error measurement used in this experiment is
the normalized mean euclidean distance. It is defined as
follows: The fitting results of ith image are represented as
2×nmatrix Ai, while the ground truth as GTi correspond-
ing to the 2D coordinates of the N fiducial points. Then,
the fitting error eiA for the ith image is computed by:
eiA =
1
Nsi
N∑
j=1
||Ai(j)− GTi(j)||2 (5)
where s is the ground truth face size, N = 68, and || · ||2
is the 2-norm of a vector. The error eiM for the manual
annotated image ith is computed as:
eiM =
1
2Nsi
n∑
j=1
||M3i (j)− GTi(j)||2 + ||M
4
i (j)− GTi(j)||2,
(6)
where M3, and M4 are the annotations from the last two
annotators.
In order to show the power of AOMs we compared the
error of AOMs in the 50 images with regards to the first
two annotators. This error was then compared with the one
from two independent annotators with regard to the first
two. Figure 3 shows that AOM is as accurate in these 50
images as independent annotators. The mean error of an-
notators is 0.0262 where the corresponding mean error of
AOM is 0.017. The mean error by the annotators is higher
than AOM’s mean error, due to annotators’ fatigue and lack
of characteristic feature points in some areas. For example,
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Figure 3. Fitting errors of AOM and annotators for the 50 subjects
of MultiPIE.
Figure 4. Each ellipse denotes the variance of each point with re-
gards to the ground truth.
there are not obvious feature points on the chin as opposed
to landmarks around the eye. Figure 4 shows the variance
(plotted as ellipses) of each point for the test set with regards
to the ground truth (first two annotators), both in cases of
AOM and annotators (the last two annotators). As it can be
seen for the majority of the points the variance from AOM
is smaller from the one of the last two annotators.
5. Conclusion
We proposed a semi-automatic tool for database anno-
tation. Using the proposed tool we produced annotations
with the same model for the MultiPIE, XM2VTS, AR and
FRGC databases. The annotations obtained by this tool are
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−300 −150 00 150 300
Neutral
Disgust
Scream
Smile
Squint
Surprise
Figure 5. Created annotations for subject of MultiPIE with id 2 for 6 expressions and poses −300 : 300.
so accurate that can be used as ground truth.
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Figure 6. Annotations for different subjects of XM2VTS.
Figure 7. Annotated images from AR with neutral expression.
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