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Abstract 
The role of futures markets in providing an efficient price discovery mechanism has 
been an area of extensive empirical research. Several studies have dealt with the lead-
lag relationships between spot and futures prices of commodities, with the objective of 
investigating the issue of market efficiency. Recent work has revealed that nonlinear 
structure indeed exists in spot and futures returns. These non-linearities are normally 
attributed to nonlinear transaction cost functions, the role of noise traders and market 
microstructure effects. The present dissertation study will intend to investigate the linear 
and nonlinear casual linkages between daily spot and futures prices for maturities of 
one, two, three and four months of natural gas futures. Apart from the conventional lin-
ear Granger test, a non-parametric test for nonlinear causality, proposed by Diks and 
Panchenko (2006), is also implemented. In addition to the traditional pairwise analysis, 
causality will be tested while correcting for the effects of other variables. To check if 
any of the observed causality is strictly nonlinear in nature, the nonlinear casual rela-
tionships of VECM filtered residuals will be examined. Finally, the hypothesis of non-
linear non-causality will be investigated after controlling for conditional heteroskedas-
ticity in the data using a GARCH-BEKK model. The empirical results are expected to 
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1 Introduction 
The dual function of futures markets has been examined in several studies. The main 
reason why futures contracts are used is to offset commodity price risk and limit the ex-
posure to price fluctuations. Additionally, futures market acts as a forecaster of forth-
coming movements in spot market. Companies and investors, therefore, buy and sell 
futures contracts to hedge their risk and protect their portfolio in cases of abrupt price 
changes. Moreover, futures prices, which are supposed to be predictors of expected spot 
prices, may affect their investing actions. As far as the energy market concerns, where 
long term planning is in many cases essential, predictions about energy commodities' 
prices affect decision making. There is no doubt that revealing the possible causal rela-
tionship between spot and futures prices is of great importance.  
The forecasting function of futures markets has been under serious question and exami-
nation. Numerous studies have focused on the lead-lag relationship between spot and 
futures markets. Garbade and Silber (1983) are the first one to investigate the price dis-
covery mechanism and the relation between spot and futures prices of several commodi-
ties. Bopp and Sitzer (1987) and Moosa and Al-Loughani (1994) test if futures prices 
are efficient predictors of spot prices for heating oil and West Texas Intermediate (WTI) 
crude oil respectively. Serlretis (1991) examines the predictive performance of crude 
oil, heating oil and unleaded gasoline, while Modjtahedi and Movassagh (2005) the 
forecasting power of Natural Gas (NG) futures. A lot of work deals with the efficient 
market hypothesis introduced by Fama. Herbert (1993) tests whether the NG futures 
market follows the efficient market hypothesis and estimates a statistical relationship to 
describe the relation between spot and futures prices. 
Several studies focus on identifying any causal relation between spot and futures mar-
ket. Some of these studies come up with contradicting results, depending on the method 
and/or the sample period that they use. Examining the crude oil market, for example, 
Quan (1992) finds that spot prices Granger cause futures prices, but not vice versa. On 
the other hand, Silvapulle and Moosa (1999) discover a linear causal relation running 
from futures to spot prices. Kaufmann and Ullman (2009) use data from several crude 
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oil qualities and result that the links between spot and futures market are weak. Con-
cerning the NG market, Serletis and Herbert (1999) cannot reject the random walk hy-
pothesis after testing for Granger causality. In a more recent study Gebre-Mariam 
(2011) finds that NG spot and futures prices move in a similar direction and influence 
each other depending on time to maturity.  
Baek and Brock (1992) were the first to propose a testing procedure for non-linear 
Granger causality. Testing for non-linear along with linear causality is necessary since it 
has been shown that nonlinearities exist in spot and futures markets. In such cases the 
conventional Granger test is not always effective. Hiemstra and Jones (1994) modified 
the Baek and Brock (1992) test and proposed a new approach. Diks and Panchenko 
(2006) finally, proved that the test by Hiemstra and Jones tends to over-reject the null 
hypothesis on non-causality and may produce misleading results.  
Literature for the NG market lacks comprehensive studies that investigate for both line-
ar and non-linear causal relations between spot and futures prices. Serletis and Herbert 
(1999), for example, test only for linear Granger causality after controlling for cointe-
gration. It is important to mention that prior to testing for causality; cointegration tests 
should also be performed. Cointegration analysis is essential because it will determine 
the model that will be used later on. Some of the studies in literature, like Chinn et al. 
(2001) and Pindyck (2003) overlook this important step of the analysis. In general, tak-
ing also into consideration the methodology that is applied, literature regarding NG 
cannot be characterized as extensive. Compared to other commodities or futures mar-
kets, for example crude oil, agricultural products and index futures market it is rather 
limited. This could be due to the fact that NG futures market is relatively young com-
pared to derivatives markets of other energy commodities like crude oil. The New York 
Merchandile Exchange (NYMEX) for instance, began trading NG futures contracts in 
1990.  
The aim of the present dissertation is to perform a detailed study of the lead-lag rela-
tionship between daily spot and futures NG prices. The futures prices that are used in 
the empirical analysis correspond to the four different NG futures contracts that are 
traded in the NYMEX. Prior to testing for causality, a cointegration analysis is per-
formed. If spot and futures prices are not found to be cointegrated, a long run relation-
ship between them cannot exist. A thorough, three-step testing procedure follows. In the 
first step spot and futures prices are tested for non-linear and linear causality, imple-
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menting the test proposed by Diks and Panchenko (2006) and the standard Granger cau-
sality test respectively. Then, the price series are filtered based on the appropriate VAR 
or VEC model and the Diks and Panchenko and Granger causality test are applied on 
the residuals. The results of this second step will reveal if the causal linkages between 
spot and futures prices can be attributed to first (mean) or higher moment phenomena 
(variance, skewness and kurtosis). Finally, in order to control for heteroskedasticity, a 
GARCH-BEKK (1, 1) specification is used. The price series undergo a “second moment 
filtering” to avoid possible spurious causality in the results. The residuals of the 
GARCH-BEKK filtering are also tested for linear and non-linear causality. The three 
step empirical analysis is performed twice: in the first case the spot and futures prices 
are tested pairwise (bivariate model), while in the second case the effects of other varia-
bles are also taken into account (five-variate model).  
The described thorough testing procedure will provide us with strong evidence for the 
existence and the direction of causal relationships between spot and futures prices. The 
results may be useful to hedgers, investors, managers and corporations for the decision 
making process and to policy makers in the energy sector. Moreover, they could give 
rise to further empirical research.  
The remainder of this dissertation is organized as follows. Chapter 2 is a literature re-
view on the interdependencies between spot and futures prices, not only for NG but also 
for electricity and oil. Chapter 3 describes the methodological framework that is adopt-
ed and Chapter 4 presents the application of the methodology and the results of the 




Electricity, crude oil and natural gas (NG) are among the most widespread energy 
commodities. They are mainly used as energy inputs for further production of com-
modities or services.  
2.1 Futures markets for energy commodities 
Futures markets have two functions: Primarily, they provide a technique to market par-
ticipants to hedge the risk that derives from fluctuations in prices. At the same time, 
they also operate as an instrument for forecasting prices. Spot prices of energy com-
modities reflect demand and supply conditions. When the commodity can be easily 
stored and large inventories are available, then the cost of carry model (Barone-Addesi 
and Whaley, 1987) is applied to calculate the futures price. In cases that the commodity 
is not effortlessly stored, for example, electricity or even natural gas, the cost of carry 
model cannot be applied. Moreover, there are a lot more factors that may influence a 
commodity’s future spot price, like weather, geopolitical crisis, temporary demand or 
supply shocks and significant decreases in storage levels. The expected spot price of a 
commodity is not necessarily equal to the futures price of the commodity and this is 
why a risk premium should also be considered. Several studies deal with the hypothesis 
of efficient markets for energy commodities and the effectiveness of futures prices in 
forecasting expected spot prices. Under the efficient market hypothesis, commodity 
prices incorporate instantly new information. In order to characterize futures prices as 
an “efficient” forecasting mechanism, they do not have to be always right; they just 
have to be right on average. What is more, other predictors that are right on average 
may also exist. In such case, in order to decide which one should be preferred, the one 
with the smaller variance should be selected (Bopp and Sitzer, 1987). The forecasting 
ability of futures prices has been under serious doubt, while some argue that current 
spot prices are also reliable predictors of future prices. As a result, this has been a major 
subject of contradiction in literature. Expectedly, the results of the various studies are 
diverse. Some studies support the idea of efficient markets, while others reject the hy-
pothesis. The belief that futures prices influence spot prices, but not vice versa, is most 
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commonly met in literature (see for example Bopp and Sitzer, 1987, and Movassagh 
and Modjtahedi, 2005/b). The main argument which supports the hypothesis that futures 
prices lead spot prices is that the former respond to new information more quickly than 
the latter, due to lower transaction costs and ease of shorting (Silvapulle and Moosa, 
1999). However, according to other studies, spot prices lead futures prices (for instance 
Quan, 1992). Bidirectional causality is described as well in a few cases, for example, in 
Silvapulle and Moosa, (1999) and Lee and Zeng (2011). Kawaller et al. (1988) intro-
duced the idea that spot and futures prices are both influenced by their past values and 
current market information. The causal relation between them changes dynamically as 
new information enters the market (Bekiros and Diks, 2008). Recent work that has been 
published related to the nexus between natural gas spot and futures market is not exten-
sive. In this section we will review the corresponding relationship, between spot and 
futures prices for NG, along with electricity and crude oil, in order to obtain a more 
comprehensive understanding.  
 
2.2 Electricity 
The empirical work on the electricity futures market and its connection with the corre-
sponding spot market that has been so far published can be characterized rather as lim-
ited. This is mainly because the electricity futures market is relatively new and competi-
tive derivatives’ trading is not so widespread compared to other energy commodities 
like oil. However, the derivatives market can be used by power market participants to 
minimize their risk exposure. Predicting future spot prices is important for both produc-
ers and retailers of electricity, who try to secure a certain profit. Speculators, who can 
make a significant profit due to high market volatility, are also interested in futures 
prices.  
Electricity futures were introduced for the first time in New York Merchandile Ex-
change (NYMEX) in 1996. NYMEX market provides several contracts of different size 
for delivery at various locations. As far as Europe concerns, electricity future market 
began its operation in 1995 on Nordic Power Exchange, Nord Pool. The contracts trad-
ed there are not closed by physical delivery of the electricity, but are settled at the sys-
tem price.  
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 Electricity is characterized as flow commodity and is distinguished from other energy 
commodities due to the fact that it cannot be stored and transported. As a result arbi-
trage opportunities, connected to trading electricity over time or space, are limited or 
even eliminated. Electricity prices are characterized by high volatility, extreme values 
and temporary spikes. These characteristics can be attributed inter alia to weather phe-
nomena, non-storability and inelastic demand.  
According to Lucia and Schwartz (2002), warm seasons are more volatile with respect 
to prices compared to cold seasons. In order to describe derivative pricing they use one 
and two factor models, based on spot price or the logarithm of spot price. Based on data 
taken from Nord Pool, they find that regularities like the seasonal pattern play a signifi-
cant role in describing the shape of the forward curve. In order, however, to estimate an 
accurate annual pattern, a lot more observations are needed than the available at that 
time. 
Since electricity cannot be stored, the cost of carry model cannot be used to calculate 
futures prices. Shawky et al. (2003) use an EGARCH (Exponential GARCH) as well as 
a VAR (Vector Autoregression representation) model to examine possible causality be-
tween spot and futures electricity prices. They focus on NYMEX futures contracts for 
delivery at California-Oregon border, in the US. They also calculate the risk premium 
connected to futures and reveal that it increases with time from maturity and takes a ze-
ro value at the day that the contract expires. This premium takes high values compared 
to premiums that are referred to in literature for oil and natural gas. Shawky et al (2003) 
apply a VAR model on spot and futures returns and show that a positive shock on spot 
returns makes them move towards the same direction; spot returns are, however, influ-
enced more than futures returns. An equivalent shock on futures returns affects less 
both, spot and futures return series. Concluding, they end up with the remark that elec-
tricity market seems to follow the efficient market hypothesis. 
Botterud et al. (2002) draw a conclusion that is not consistent with findings in literature 
for other commodities market. Using data from Nord Pool, from 1995 until 2001, they 
calculate negative risk premiums for electricity futures. That means that futures prices 
exceed future spot prices and as a result someone that bought a contract experiences 
losses at contract maturity. Negative premiums are explained by markets in contango 
and can be attributed to the difference in flexibility to change demand and supply levels. 
Another possible explanation for their findings is the dependence of the price on weath-
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er and precipitation, since a large part of power production in Scandinavia comes from 
hydropower  
Electricity futures prices are influenced not only by electricity spot prices, but also by 
spot prices of other energy commodities. According to Redl et al. (2007) electricity 
prices in the European Energy Exchange (EEX) market are highly influenced by chang-
es in natural gas prices, since fossil fuel power plants are dominant in west and central 
European power market. Moreover, prices in the Scandinavian market (Nord Pool) are 
in general lower compared to the respective in the EEX market. Redl et al. (2007) con-
clude that a general exact relationship between spot and futures prices cannot be esti-
mated for the power market, due to lack of storability. The driving factors for futures 
prices are apart from market participants’ expectations, a risk premium and the oppor-
tunity cost. Misjudgements in forecasting futures prices may arise from shocks in the 
market, like extreme weather phenomena or abrupt changes in fossil fuels or carbon di-
oxide (CO2) prices.  
 
2.3 Crude oil 
Literature for crude oil is very extensive. Many studies have been published, employing 
different econometric methods on data of various periods. The majority of them, how-
ever, focus on West Texas Intermediate (WTI) crude oil prices. Following, we will fo-
cus on some of the studies that stand out.  
Bopp and Sitzer (1987) carried out one of the early studies concerning the forecasting 
ability of future prices. Using several different methods and combining them with data 
from the NYMEX market and Energy Information Administration (EIA), they found 
that only crude oil futures contracts with less than one month to maturity influence cash 
prices. Contracts for delivery more than one month later, do not add further information 
to the forecasting process. As far as other factors that affect prices concerns, they found 
evidence that weather does not influence directly price formation. It does affect, though, 
demand which is a major determinant of cash prices. 
Serletis (1991) studies the forecasting ability not only of crude oil, but also of heating 
oil and unleaded gasoline. Applying Fama’s regression method he finds that for all of 
them a time varying premium exists. Additionally, it is shown that the effectiveness of 
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futures prices when predicting future spot prices degrades with volatility of premium. 
Reliable forecasting power can be proven only for heating oil futures prices. 
The causal relationship between spot and futures prices is the main objective for many 
studies in literature. Quan (1992), however, was the first one to test spot and futures 
prices series for stationarity, before examining their lead-lag relationship. Following 
Yule, (1926), Granger and Newbold (1974) and Phillips, (1986) he performed unit root 
tests prior to applying the linear Granger causality test on spot and futures crude oil 
prices. In case that no-stationarity is not tested for, the ordinary regression analysis may 
produce misleading results. The results of the unit root tests reveal that spot and futures 
prices series are both non-stationary of order one. Moreover, he finds that spot and fu-
tures prices with more than three months to maturity are not cointegrated. The applica-
tion of the Granger causality test reveals that only spot prices cause futures prices; the 
opposite is not true. The point that comes up, that spot prices lead futures prices, while 
futures do not influence significantly the price discovery procedure, is tested further 
employing the Garbade and Silber (1983) methodological framework. The findings for 
spot and one-month futures prices are consistent with the previous: spot prices lead fu-
tures prices. Concerning the opposite direction of information flow, only little and in-
significant price information from futures prices participates in spot prices formation. 
Finally, an error correction model that supports the results of the previous methods is 
used: fluctuations in futures prices are due to changes in past future and spot prices.  
Some studies employ separately linear and non-linear methods to test for linear and 
non-linear causality between spot and futures prices. Linear Granger causality testing 
has been mainly used in early literature. Non-linear methods, however, like Hiemstra 
and Jones (1994), appear to produce more powerful results, since they detect non-linear 
relations that linear causality tests cannot capture. A non-linear relation exists indeed for 
the price formation process, between spot and futures markets. Silvapulle and Moosa 
(1999) test for linear causality using the Hsio (1981) procedure and show that futures 
prices lead spot prices. They also investigate the existence of non-linear causality by 
applying Baek and Brock (1992) non parametric test, which was later modified by 
Hiemstra and Jones (1994). The results reveal a bidirectional relation.  
Bekiros and Diks (2008) follow a similar methodology, supporting the idea that nonlin-
ear structure exists in spot and futures returns. They investigate for linear and non-linear 
causal linkages between spot and futures prices of WTI crude oil, applying the conven-
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tional linear Granger test for the first case and a non-parametric test by Diks and 
Panchenko (2006) for the second case. The findings however come in contrast with 
those of Silvapulle and Moosa (1999). Based on the VECM model, a strong bidirection-
al relation is shown for the years 1991-2007, while for the period 1999-2007 only a uni-
directional causality running from spot to futures prices can be proved. At last, they 
draw the conclusion that although, according to literature, futures market dominates the 
price discovery process; spot market plays a significant role as well. 
Chinn et al. (2001) examine the relation between spot and futures for several energy 
commodities. The study examines whether futures prices are accurate and unbiased pre-
dictors of expected spot prices. The results for crude oil show that although futures pric-
es are unbiased predictors, they are inaccurate. Based on WTI data, the efficient market 
hypothesis cannot be rejected. 
The two aspects of futures prices forecasting ability are also examined in Moosa and 
Al-Loughani (1994). Studies up to that point did not explain the concept of efficient 
market clearly and in some cases used inappropriate econometric methods. These are 
the problems that Moosa and Al-Loughani (1994) tried to overcome. Applying five dif-
ferent unit root test statistics, they ended up with some unambiguous, at least to their 
point of view, results: spot and futures prices series are both non-stationary and inte-
grated of order one. They also found that futures prices are not unbiased and not effi-
cient predictors of spot prices. The second part of their conclusion is in contrast with 
Chinn et al. (2001) who, some years later, stated that futures prices are indeed ineffi-
cient but unbiased forecasters. Finally, estimating a GARCH-M model they prove the 
existence of a time-varying risk premium, which appears to be one reason for bias in 
futures prices.  
Lee and Zeng (2011) is one of the most recent studies coping with crude oil spot and 
futures markets. Compared to previous publications, this one stands out for applying the 
quantile cointegrating regression. This method allows discussing cointegrating relations 
between spot and futures oil prices based on the performances of spot oil prices. Lee 
and Zeng (2011) claim that the long-run relation between spot and futures prices is not 
constant but varies with the contract length and with the performance of crude oil spot 
market at that time. More specifically, shocks of futures prices influence spot prices 
when spot markets are down, rather when they are up. Firms and investors that want to 
limit their risk exposure by trading futures contracts should chose contracts’ maturities 
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with care in order to avoid misleading predictions. For WTI crude oil prices for the pe-
riod 1986-2009, both linear and non-linear methods reveal bidirectional causal relation 
between spot and futures prices. The quantile regression analysis, though, produces dif-
ferent results. It reveals a unidirectional causal relation from spot prices to futures pric-
es.  
A similar concept is examined in Liu and Wan (2011). The exceedance and cross corre-
lations of WTI crude oil spot and futures prices are calculated, to prove that spot and 
futures markets co-move more often when markets go up. 
On the contrary, Kaufmann and Ullman (2009) study spot and futures prices for crude 
oil from several geographical locations, Europe, N. America, Africa and Middle East 
and conclude that the bonds between spot and futures markets are weak. They also 
study the relation between the above mentioned crudes. It is revealed that changes first 
appear either in the spot market of Dubai-Fateh or in futures market for WTI and then 
spread to other markets and exchanges.  
Pindyck (2001) and Pindyck (2003) investigate volatility and the dynamics of crude oil 
spot and futures markets. The existence of a positive risk premium is supported; futures 
prices are less than expected spot prices, which is interpreted as market following 
backwardation. Pindyck (2003) focuses mainly on market volatility and argues that 
market returns depend positively on volatility. Moreover, possible shocks in volatility 
fade out soon.  
 
2.4 Natural Gas 
The Natural Gas (NG) futures market commenced in 1990 and has been growing since 
then. Especially during periods of high volatility, market participants trade futures to 
hedge their position and lock on a profit. Speculators also enter the market, seeking for 
profit and providing liquidity to the market. Efficient price forecasting is necessary for 
all the above mentioned market participants. Possible causality between spot and futures 
prices and their lead-lag relationship has been discussed to some extent in literature. 
The work that has been published, though, is not as extensive as the respective for crude 
oil  
Herbert (1993) made one of the first attempts to examine whether the NG futures mar-
ket followed in its first years of life the efficient market hypothesis or not. He estimates 
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a simple statistical equation to describe the relationship between spot and futures prices 
and finds out that the spot and futures time series are both integrated of order two. He 
concludes that although the regression equation seems to describe well the relation be-
tween futures and spot prices, the NG futures market is inefficient during its first years 
of operation, yet it is fast-growing. Inefficiency can be related to the fact that some of 
the market’s big players, like NG distribution companies, did not participate during the 
early years.  
Even more publications test the efficient market hypothesis in the following years. 
Movassagh and Modjtahedi (2005/a) use futures prices from the New York Merchandile 
Exchange (NYMEX), during the period 1991-2003, to prove that futures prices are un-
biased predictors of expected spot prices only for contracts of short maturity. Bias in-
creases with time and for maturities greater than three months futures prices become 
biased predictors. Movassagh and Modjtahedi (2005/a) also find that spot and futures 
prices are cointegrated and are both integrated of order one. According to their calcula-
tions, the NG market is consistent with backwardation. Similar findings are described in 
another publication of the authors the same year, Movassagh and Modjtahedi (2005/b). 
Analysing data from 1993 to 2004 they show that spot and futures prices series are both 
non-stationary and integrated of order one. They additionally perform non parametric 
tests and discover time varying bias in futures prices. Evidence for the existence of risk 
premium and volatility that vary with time is also provided. Last but not least, it is re-
vealed that futures prices have a significant predictive power of spot prices.  
Chinn et al. (2001) examine the relation between spot and futures prices for different 
energy commodities, including natural gas. Natural gas futures appear to be both biased 
and poor predictors of future spot prices. In short, taking into account similar result pro-
duced for crude oil, heating oil and gasoline, they conclude that energy commodities’ 
price series could be characterized as random walk.   
Studying volatility is also important and some publications focus on its estimation. For 
example Pindyk (2003) examines NG volatility and finds a statistically significant posi-
tive trend in NG volatility, which is not economically significant, though. Moreover, he 
points out that volatility along with interest rate are insignificant when calculating NG 
returns. 
Gebre-Mariam (2011) examines several aspects of natural gas market and the relation 
between spot and futures prices. Performing the augmented Dickey-Fuller and Phillips-
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Perron unit root tests followed by the linear Granger causality test, it is shown that spot 
and futures prices move in a similar direction. For futures contracts with less than one 
year to maturity, spot prices influence futures prices, while for contracts with more than 
one year to maturity spot prices are influenced by futures prices. As far as the efficient 
market hypothesis concerns, it is supported only by contracts with less than a month to 
maturity. The NG market cannot be characterized as efficient if predictions for futures 
prices are based merely on spot prices. Other variables that affect the market should also 
be taken into account. Some of the factors that should be considered are storage and ex-
treme weather phenomena. Finally it is shown that the bi-directional relation between 
spot and futures prices varies with time, so it is highly influenced by data availability 
Wong-Parodi et al.(2005) try to compare the forecasting ability of NYMEX futures to 
the forecast of Energy Information Administration (EIA). For the time period from 1998 
to 2003 it outcomes that futures prices are better predictors of future spot prices, com-
pared to EIA predictions.  
Summing up the literature for NG, the majority of studies conclude that the futures 
market has predictive power over the spot market and that futures prices are efficient 
predictors of spot prices. The only exception is Chinn et al. (2001), arguing that futures 
prices are not good forecasters of spot prices over short horizon. The most recent study 
by Gebre-Mariam (2011) finds that the direction of the causal relation between spot and 
futures prices depends on the time to maturity. Hence, the relation may be unidirectional 
running from spot to futures prices or vice versa, as well as bidirectional.  
2.5 Discussion 
Summarizing the findings from literature, one conclusion can be drawn: studies do not 
share common findings, but end up with diverse results. First and foremost, results de-
pend on the statistical method that is used. The methodology that is followed in litera-
ture is not mutual and in some cases is not appropriate to reveal the true relationship be-
tween spot and futures prices. A significant share of studies fails to test for existence of 
unit roots and as a result may come up with a relationship between the variables that 
does not exist, or define a trend when no one is present. Availability of data, diversifica-
tion of sources and time period used, may also lead to diverse results. As Moosa and Al-
Loughani (1994) state concerning their study, we should not generalize the results but 
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point out the data on which they are based. For example, although literature for crude 
oil market is extended, it is almost exclusively based on WTI crude oil prices. 
A summary of literature review follows in Tables 1, 2 and 3.  
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Table 1, Literature summary for electricity market 
Study Period-Data Methodological Framework Results 
Lucia and Schwartz (2002) 
Spot 1993-1999, futures 1998-1999, 
Nord Pool 
Simple statistical framework. Price-model 
depends on a stochastic and a deterministic 
component. 
S⇒F 
Botterud et al. (2002) 1995-2001, Nord Pool  
Convenience yield analysis, 
Risk premium analysis 
Pt<0 
F⇏S 
Shawky et al. (2003) 
1998-1999, NYMEX  futures contract 
for delivery at California-Oregon border 
VAR and EGARCH S⟶F 
Redl et al. (2007) 2003-2007, EEX, Nord Pool Calculation of ex-post forecast errors F⇏S 
Notes: ⟶ denotes causality running from the left hand side to the right hand side. ⇒ denotes forecasting power, where the left hand side is efficient and unbi-
ased predictor the right hand side. Arrows with a stroke denote failure to identify causality or forecasting power. Pt  denotes the existence for risk premium. 
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Table 2, Literature summary for oil market 
Study Period-Data Methodological Framework Results 
Bopp and Sitzer (1987) Heating oil, NYMEX 
Three different approaches 
1)simple regression cost pass-through 
2)econometric specification of produc-
tion-demand-inventory interplay 
3)polynomial distributed lag (PDL) 
Box-Jenkins methodology 
F→S only for near term futures 
Serletis (1991) 
1983-1988, crude oil, heating oil,  
unleaded gasoline, NYMEX 
Fama's regression approach 
Pt time varying 
F⇒S heating oil 
Quan (1992) 1984-1989 crude oil 
Granger causality test. Garbade and Sil-
ber (1983) approach 
S→F 
Moosa and Al-Loughani (1994) 1986-1990, WTI, NYMEX  GARCH-M (1, 1) 
F⇏S 
Pt time varying 
Silvapulle and Moosa (1999) 1985-1996 WTI  
 
HSIO (1981) procedure for linear causal-
ity, non-linear causality test by Baek and 
Brock (1992), EGARCH filtering 
F→S linear causality 
F⟷S non-linear causality 
Chinn et al.  (2001) 1997-2001 WTI , NYMEX ARMA (1, 1) F⇒S 
Bekiros and Diks (2008) 
1991-2007 , WTI crude oil, NYMEX 
futures contracts 
Linear Granger causality test 
Non-linear causality tests by Hiemstra 
and Jones (1994) and Dicks and Pan-
chenko (2006) 
 
S⟷F bivariate model 
S⟶F five-variate model 
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Kaufmann and Ullman (2009) 
Spot prices: WTI (1986), Dubai-
Fateh(1986), Brent-Blend(1987), Bonny 
Light(1988), Maya(1991) 
Futures prices: WTI(1986), Brent 
Blend(1998), Dubai-Fateh (2006) 
Error correction model techniques pro-
posed by Stock and Watson (1993), 
Johansen (1988) and Johansen and 
Juselius (1990) 
S↮F 
Liu and Wan (2011) 1990-2009, NYMEX, WTI  
Non-parametric methods by 1) Hong et 
al (2007), Podobnik et al. (2009) 
Detrended cross correlation analysis by 
Podobnik and Stanley (2008) 
Rolling sample technique 
S⟷F when markets are up 
Non-linear structure between spot and 
futures markets 
Lee and Zeng (2011) 1986-2009, WTI  
Quantile cointegration regression by 
Xiao (2009), linear Granger causality 
test, non-linear causality test by Diks and 
Panchenko (2006) 
S⟷F linear and non-linear methods  
S⟶F quantile method 
F⟶S in lower quantiles all contracts, in 
higher quantiles only one-month futures  
Notes: ⟶ denotes causality running from the left hand side to the right hand side. ⇒ denotes forecasting power, where the left hand side is efficient and unbi-
ased predictor the right hand side. Arrows with a stroke denote failure to identify causality or forecasting power. Pt  denotes the existence for risk premium. 
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Table 3, Literature summary for NG market 
Study Period-Data Methodological Framework Results 
Herbert (1993) 1990-1992, NYMEX simple statistical framework F⇒S 




Dynamic OLS and GLS procedures by Stock 
and Watson (1993) 
F⇒S over very short horizons.  
Pt<0 for horizons >three months 
Modjtahedi and Movassagh 
(2005/b) 
1993-2004, NYMEX and Wall Street 
Journal 
Dynamic GLS method by Stock and Watson  
Non parametric procedures by Pesaran and 




Pt time varying 
Gebre-Mariam (2011) 
1996-2004 Henry Hub spot prices  
1999-2004 NYMEX futures prices 
Linear Granger causality 
S⟷F contract maturity up to 3 months 
S⟶F contract maturity up to 12 months  
F⟶S contract maturity beyond 12 months 
Notes: ⟶ denotes causality running from the left hand side to the right hand side. ⇒ denotes forecasting power, where the left hand side is efficient and unbi-
ased predictor the right hand side. Arrows with a stroke denote failure to identify causality or forecasting power. Pt  denotes the existence for risk premium 
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3 Methodological framework 
Yule (1926), Granger and Newbold (1974), and Phillips (1986) state that when two var-
iables are non-stationary, the ordinary regression analysis may result in possible spuri-
ous regressions. In this case, there is no meaning in calculating and analysing the corre-
lation coefficient between two prices. If the above mentioned methodology is to be used 
to discover causality between spot and futures prices, it should first be proven that they 
are both stationary. If they are not stationary, they must be integrated of the same order. 
Moreover, if a linear combination of the two series is stationary, then they are expected 
to move together in the long-run. A lot of studies, mainly during the first years of the 
NG futures market, did not test for stationarity and cointegration of spot and futures 
prices series (Quan 1992). Nowadays, however, the situation has changed. Unit root and 
cointegration tests are indispensable part of the methodological framework adopted 
when testing for causality (see for example Bekiros and  Diks, 2008 and Lee and Zeng, 
2011).  
Therefore, according to Quan (1992), when testing the price discovery ability of futures 
prices, the following procedure should be followed: Firstly, spot and futures price series 
should be tested for stationarity. Testing for stationarity and cointegration will reveal 
any possible long-run stable relation between the two series. The procedure continues 
depending on the results of the first step. If the spot and futures prices are non-
stationary or if they are not cointegrated, then no causal relation exists between them. If 
clues for such a relationship come up, then the lead-lag connection should be further 
examined.  
 
3.1 Unit root and Stationarity tests 
The following unit root tests will be performed, in order to test whether the spot and fu-
tures time series are stationary or not.  A series is said to be stationary if the mean and 
autocovariances of the series do not depend on time. A non-stationary series that needs 
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to be differenced d  times to become stationary, is said to be integrated of order d, ( )I d . 
The order of integration is the same as the number of unit roots that the series has. 
 
3.1.1 The augmented Dickey-Fuller test 
The standard Dickey-Fuller test is based on an AR (1) process as described in equation 
1: 
'
1t t t ty y x       (1) 
where tx are optional exogenous regressors that consist of a constant or a constant and a 
trend,  is white noise and ,  are the parameters to be calculated. If 1  , then time 
series ty is non-stationary, while if 1   the series is stationary. 
1ty   is subtracted from both sides of equation (1), which becomes: 
'
1t t t ty ay x        (2) 










   (3) 
Under the null hypothesis 0H , 1   and as a result the series is not stationary, whereas 
if we fail to reject the alternative hypothesis 1, 1H    and the series is a stationary pro-








    (4) 
where aˆ is the estimated value of a and ˆ( )se a  is the coefficient standard error.  
The main weakness of the simple Dickey-Fuller unit root test as described above, is that 
it can be used only if the series is an AR (1) process. A modified version is the Aug-
mented Dickey-Fuller (ADF) test which is valid if y series follows an AR (p) process. P 
lagged difference terms of variable y  are added to the right-hand side of equation (2) 
and the result is equation (4): 
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1 1 1 2 2 ...t t t t t p t p ty ay x y y y u                   
(5) 
Equation (4) can be used to test hypothesis (3), using the conventional t-ratio in equa-
tion. (4).  
The assumption implied by the ADF test, that y  series can be modeled as an auto-
regressive (AR) process, does not in fact impose restrictions. Said and Dickey (1984) 
prove that the ADF test is also accurate when a moving average (MA) component ex-
ists, on condition that the regression test includes enough lagged difference terms. 
Application of the ADF test provides the option to include exogenous variables in the 
test regression, more specifically a constant or a constant and a linear trend. For the cur-
rent dissertation, both cases will be considered. (Dickey and Fuller, 1979) 
 
3.1.2 The Dickey-Fuller GLS test 
Elliott et al. (1996) proposed a modification for the ADF test, for the cases that a con-
stant or a constant and a linear trend are also included in the regression. The idea is to 
detrend the data before running the regression. Elliott et al. (1996) introduce a quasi-




















   (6) 
  
 and then define the “GLS detrended data” dty  as: 
 
' ˆ( )dt t ty y x       (7) 
where a depends on the values of tx  and T. 
According to the proposed modifications, equation (5) is transformed into:    
   
1 1 1 ...
d d d d
t t t p t p ty ay y y v              
 (8) 
The t-ratio is then calculated, as in the case of ADF.   
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3.1.3 The Kwiatkowski, Phillips, Schmidt, and Shin (KPSS) Test 
The difference of the KPSS test compared to the tests mentioned so far is that under the 
null hypothesis the time series is stationary. If the null hypothesis is rejected, the series 
is a non-stationary process. The test statistic LM (Lagrange Multiplier) is based on the 
residuals from the OLS regression of ty on tx  and is defined as ( for more details see 












   (9) 
where 0f  









based on the residuals 
' ˆˆ (0)t t tu y x   .  
 
3.1.4 The Bierens-Guo stationarity test 
The Bierens-Guo test takes the stationarity hypothesis as the null hypothesis against the 
alternative of the existence of a unit root. Let 
ty be the time series process, the null and 












   (10) 
 where  tE y   and tu is a stationary process. A difference of the Bierens-Guo test, 
compared to other tests referred in literature, is that the asymptotic null distribution fol-
lows the standard Cauchy distribution. Under the alternative hypothesis 
1H , the four 
test statistics involved, divided by the sample size n , converge weakly to a non-central 
Cauchy distribution, to one, and to the product of two normal variates, respectively.  
The main idea behind the test is that under the alternative hypothesis 
1H  the time series 
ty  has a stochastic trend and hence, behaves as if there is a deterministic linear trend. 
Following the regression of process 
ty on time t: 
 t ty t u      (11) 
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on the basis of observations t=1,…,n, the least square estimator n  of parameter β is 








t t y y t t
 
   
      
   






















  (13) 
For some economic time series though, which have a deterministic linear trend, the sta-
tionarity hypothesis is sometimes too restrictive. The deterministic linear trend may re-
sult from the series being trend stationary or because it is a unit root process with a drift. 
For such cases, the Bierens-Guo test is extended to test the null hypothesis of trend sta-
tionarity, where the null hypothesis is (Bierens and Guo, 1993): 
 0 : t tH y t u      (14) 
against the alternative hypothesis of a unit root: 
 1 1: t t tH y y u     (15) 
 
3.1.5 The Zivot-Andrews unit root test 
The Zivot and Andrews (1992) unit root test is a similar approach with Banerjee et al 
(1992) and Perron (1997) tests. Under the null hypothesis the under-test time series has 
a unit root, while the alternative hypothesis assumes that the series is stationary under 
one structural break. There are three scenarios for the implementation of the Zivot and 
Andrews unit root test: the first one suggests a structural break only in constant (A), the 
second one a break in time trend (B) and the third one allows a break to exist in both 
constant and trend (C). The null hypothesis can be written as:  
0 1: t t ty y       (16) 
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The null hypothesis is rejected in case that the t-Statistic is smaller than the critical val-
ues provided in Table 4 below: 
 
Table 4, Zivot and Andrews test critical values 
Zivot- Andrews unit root test 
Significance level Critical values 
Model A Model B Model C 
1% -5.34 -4.80 -5.57 
5% -4.93 -4.42 -5.08 
10% -4.58 -4.11 -4.82 
 
3.1.6 Lumsdaine-Papell unit root test 
According to several studies, taking into consideration only one break when testing for 
stationarity, may result in loss of information when more than one break actually exist. 
The Lemsdaine and Papell (1997) unit root test extends the Zivot and Andrews test, to 
allow for two structural breaks in intercept, trend or both, at unknown locations. A time 
series ty  has a unit root under the null hypothesis, whereas it is breakpoint stationary 
under the alternative hypothesis.  
The test is based on the following model: 
 0 1
1
1 1 2 2
k
t t t t t t j t j t
j
y a ay t DU DT DU DT d y      

              (17) 
The null hypothesis tests whether 1a  , which implies that ty has a unit root. Under the 
alternative hypothesis, 0a  and ty is breakpoint stationary.  
Let iTB  ( 1,2)i  or time break be a period during which the parameters of the trend 
function change. Then the break variables take the following values: 1tDUi   and 
tDTi t TBi   if tt TBi , otherwise 0tDUi  and 0tDTi  .  
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3.2 Testing for cointegration  
The fact that time series may contain a unit root, has urged the development of a meth-
odological framework for the analysis of non-stationary time series. Engle and Granger 
(1987) show that a linear combination of two or more non-stationary series may be sta-
tionary. This stationary linear combination is called the cointegrating equation and is the 
long run equilibrium relationship among the variables.  
 
3.2.1 The Engle-Granger test for cointegration 
The Engle-Granger cointegration test is a residual-based test. Actually it is a unit root 




1 1t t t ty X D u       (18) 
where Dt are deterministic trend regressors and Xt stochastic regressors. 
Testing for the null hypothesis of no cointegration equals to testing the residuals from 
OLS of equation (18) for unit root non-stationarity. If the null hypothesis of a unit root 
in the residuals is rejected, the hypothesis of no cointegration is also rejected.  
Engle and Granger (1987) discuss and suggest various tests, and finally recommend the 
augmented Dickey-Fuller test to check for the existence of unit root in the residual se-
ries. The p-lag regression has the following form: 
 1 1 1 1
1
ˆ ˆ ˆ( 1)
p
t t j t j t
j
u u u   

        (19) 
 
3.2.2 The Phillips-Ouliaris test for cointegration 
Phillips-Ouliaris test for cointegration is also a residual-based test, following equation 
(18). In contrast to the Engle-Granger test, it is based on the non-parametric Phillips-
Perron methodology. An estimate of ρ is found by running the following regression: 
 1 1 1ˆ ˆ( 1)t t tu u w        (20 ) 
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3.2.3 The Johansen Cointegration test 
Johansen cointegration test is based on a VAR specification, according to the methodol-
ogy proposed by Johansen (1995). Consider a VAR of order p : 
 
1 1 ...t t p t p t ty A y A y Bx e        
(21)  
where ty is a k-vector of non-stationary, integrated of order one variables, tx  is a d-
vector of deterministic variables and te  is a vector of innovations.  
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   (23) 
According to Granger’s representation theorem, if coefficient matrix    has reduced 
rank compared to vector ty , r < k, then two k r matrices  and  exist. The two matri-
ces are such that '   and ' ty  is I (0). Finally r is the cointegration rank, namely 
the number of cointegrating relations. The intention of Johansen’s method is to estimate 
matrix   from an unrestricted VAR and test if the restrictions that arise by the reduced 
rank of matrix   can be rejected.  
 
3.3 Vector Auto Regression (VAR) and Vector Error 
Correction (VEC) models 
A VAR model with n  variables is a system of n  linear equations. Each variable of the 
model is expressed as a function of its own lagged values and the lagged values of the 
rest 1n  endogenous variables. VAR models are a generalization of the univariate Au-
toregression (AR) models and are usually used to reveal the interdependencies and ana-
lyze the dynamics between time series. Having estimated the ideal lag length p  for the 
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variables, the mathematical representation for the p th order VAR of n  time series can 
be written as:  
1 1 1
1, 1,0 1,1 1, 1 1,2 2, 1 1, , 1 1,1 1, 1,2 2, 1, , 1,
1 1 1





t t t n n t t p t p n n t p t
p p p
t t t n n t t p t p n n t p t
n
y a a y a y a y a y a y a y e
y a a y a y a y a y a y a y e
y
     
     
          
          
1 1 1
,0 ,1 1, 1 ,2 2, 1 , , 1 ,1 1, ,2 2, , , ,... ... ...
p p p
t n n t n t n n n t n t p n t p n n n t p n ta a y a y a y a y a y a y e               
(24 ) 
where A  is the  ( ) 1n n p    matrix that includes all the coefficients to be estimated 
and tE  is a 1n  vector that includes all the error terms. The error terms may be con-
temporaneously correlated, but they are uncorrelated across time and uncorrelated with 
the system’s variables. The coefficients of matrix A  are estimated by OLS.  
The VAR model is applied when all, n  time series are stationary and integrated of order 
zero, I (0). In case that the variables are non-stationary and integrated of order d , I (d), 
the model cannot be used as described above, but some modifications should be done. 
Before continuing the analysis the time series should be tested for cointegration. If they 
are not found to be cointegrated, they are differenced d  times and the VAR model is 
based on the differenced variables. If, on the other hand, the variables are cointegrated, 
then an error correction term should also be considered for the VAR model.  
The new VAR model that includes the error correction term is called Vector Error Cor-
rection Model (VECM) and can be considered as a restricted VAR.  
In order to be more brief and concise, assume a first order VAR with two variables: 
 
1, 1,0 1,1 1, 1 1,2 2, 1
2, 2,0 2,1 1, 1 2,2 2, 1
t t t
t t t
y a a y a y





   (25) 
The VECM is the following: 
 
1, 1 1, 1 2, 1
2, 2 1, 1 2, 1
( )
( )
t t t t
t t t t
y a y y e





   
   
   (26) 
where 1, 2,t ty y  is the cointegrating equation or error correction term.  
The cointegration equation that is included in the VECM restricts the long run behavior 
of the variables, so that they converge to it (to the cointegrating relation). During the 
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long run equilibrium, the error correction term is zero. Lastly, it should be mentioned 
that if the VAR model is of p -order, the order of the VECM is 1p  . 
 
3.4 Testing for causality 
3.4.1 The BDS independence test 
The BDS test, as described in Brock et al.(1996) is used to detect potential deviations 
from independence in time series, like linear, non–linear dependence or even chaos. It 
can help us identify possible non-linearities in the time series, prior to testing for non-
linear causality. The test is applied to the residuals derived from a VAR specification, to 
test if they are independent and identically distributed (iid).   
The test is based on the following methodology. A distance   and a pair of points are 
chosen. If the under-question series are iid, then the probability 1( )c   that the distance 
between these points is less or equal to   is constant, for any pair of points. The idea 
can be extended to include more pairs of points. Let m  be the number of pairs included 
in a set and ( )mc   the joint probability that the  -condition is satisfied by all pairs. As-
suming that the observations are independent, the following should stand: 
 1( ) ( )
m
mc c     (27) 
m  is called the embedding dimension. 
Equation (27) does not hold exactly when observations come from sample data, but an 
error should also be considered. If n  observations are taken out of a series X , the esti-





( ) ( , )
( 1)( )
mn m n m
m n s j t j
s t s j
c I X X
n m n m

   
 
   

  
      (28) 
where 1,  if , otherwise 0I x y    .  
Based on the correlation integrals, Brock et al. (1996) introduced the test statistic for 










B n m N

 
       (29) 
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, ( )m n   is the standard deviation estimator, and , ( )m nb   is defined as 
, , 1, 1( ) ( ) ( )
m
m n m n n mb c c     .  
 
3.4.2 The Toda-Yamamoto causality test 
Toda and Yamamoto (1995) proposed an alternative procedure for testing for causality, 
based on the Granger causality approach, yet avoiding the preceding need to test for 
cointegration.  
Assume a sequence ty : 
 0 1 ...
q
t q ty t t           (30) 
where: 
 1 1 ...t t k t k tJ J           (31) 
is a vector Autoregression with the optimal lag length k , and t is a random vector.  
Solving equation (30) for t and substituting in equation (31) we get: 
 0 1 1 1... ...
q
t q t k t k ty t t J y J y               (32) 
The procedure focuses on the significance of the lagged y coefficients iJ .  
Under the null hypothesis, the iJ -values are tested jointly: 
 1 2: ... 0o kH J J J        (33) 
Consider an extension of the VAR in equation (32): 
0 1 1 1 ( )
ˆ ˆ ˆˆ ˆ ˆ... ... ...qt q t k t k k d t k d ty t t J y J y J y                    (34) 
where  and J vectors are replaced by their estimated values, k is the optimal lag length 
and d  is the  potential order of integration. Since k  is the optimal lag length, the coef-
ficients of the rest d lags are not equal to zero. As a result, the null hypothesis remains 
the same. Toda and Yamamoto (1995) perform the Wald statistic and test the null hy-
pothesis by estimating equation (34) (Toda and Yamamoto, 1995).  
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The main advantage of the Toda and Yamamoto procedure is that it does not require 
testing for cointegration, thus making the detection of Granger (non-) causality easier. 
In cases, however, that the series are actually cointegrated, it may be inefficient, since 
the cointegration is not clearly consulted. An additional weakness is that it does not dif-
ferentiate between long-run, short-run and strong causality. 
 
3.4.3 The non-parametric Granger causality test 
Let 
tX and tY , 1t   be two scalar-valued, stationary time series. Series tX Granger 
causes 
tY if current and past values of tX  contain additional information on future val-
ues of 
tY  that is not contained in past and current values of tY .  The idea is to estimate 
the part of current value of 
tY that can be explained by past values of tY and then exam-
ine whether the addition of lagged values of 
tX improves the prediction of tY . The cau-
sation between 
tX and tY  may be one or two-way. 
If we use ,X tF and ,Y tF to represent the information sets that consist of past observations 
of 
tX  and tY  for time t, then tX  Granger causes tY  if the following equation stands: 
 
1 , , 1 ,( ,..., ) ( , ) ( ,..., )t t k X t Y t t t k X tY Y F F Y Y F      (35)  
where ‘~’ denotes equivalence in distribution and k ≥1. When k =1, which is more often 
the case, Granger non-causality is tested by comparing the one-step-ahead conditional 
distribution of 
tY  with and without past and current observed values of tX .
 
The methodology of testing for Granger causality among time series is to assume a par-
ametric, linear, time series model for the conditional mean
1 , ,( ( , ))t X t Y tE Y F F . Then, 
causality can be tested by comparing the residuals of a fitted autoregressive model of 
tY  
with those obtained by regressing 
tY  on past values of both tY and tX . (C. J. Granger) 
The null hypothesis when testing for Granger non-causality is: 
  0 : tH X  does not Granger cause  tY  
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Under the null hypothesis,  tY is conditionally independent of 1, ,...t tX X  , given
1, ,...t tY Y  . In practice, assuming k =1, conditional independence is tested using finite 
lags Xl and Yl : 
 1 1( ; )
X Y Yl l l
t t t t tY X Y Y Y    (36 ) 








t t l tY Y Y  . For a stationary bivariate time se-
ries model, consider the ( 1)X Yl l  -dimensional vector ( , , )
X Yl l
t t t tW X Y Z , where
1t tZ Y  . Dropping the time index, vector tW can also be written as ( , , )W X Y Z . For
1X Yl l  , vector W denotes a three-variate random variable. Under the null hypothesis, 
the conditional distribution of Z  given ( , ) ( , )X Y x y  is the same as that of Z given 




( , , ) ( , )
( , )
X Y Z Y Z
X Y Y y
f x y z f y z
f x y f
   (37) 
or  
 
, , , ,( , , ) ( , ) ( , )
( ) ( ) ( )
X Y Z X Y Y Z
Y Y Y
f x y z f x y f y z
f y f y f y
     (38) 
which denote clearly that for each fixed value of y , X and Z are conditionally inde-
pendent. (Diks and Panchenko, 2006) 
In practice, in order to test for Granger causality between two variables, we should run 
bivariate regressions of the following form: 
 
0 1 1 1 1
0 1 1 1 1
... ...
... ...
t t l t l t l t l t
t t l t l t l t l t
Y a aY aY X e
X a a X a X Y Y u
 
 
   
   
        
       
 
(39) 
for all possible pairs of ( ,X Y ) series in the group. The F-statistic in the results is the 
Wald-statistic for the joint hypothesis: 
1 2 ... 0l        
(40) 
for each equation.  
-38- 
3.4.4 The Hiemstra-Jones test 
Hiemstra and Jones (1994) modified a test for non-causality proposed by Baek and 
Brock (1992), based on asymptotic theory of the test statistic for weakly mixing pro-
cesses. These two tests use the same test statistic, resulting from comparing two ratios 
of correlation integrals. 
For a multivariate random vector V the associated correlation integral ( )VC  is the 
probability of finding two independent realizations of the vector at a distance smaller 
than or equal to : 
 
1 2 1 2 1 2 2 1( ) ( ) ( ) ( ) ( )V V VC P V V I s s f s f s ds ds          (41) 
where the integrals are taken over sample space of W, and 1,...,supi dW ix x denotes 





( ) ( )
( ) ( )






    (42) 
The Hiemstra and Jones nonparametric test for Granger non-causality is applies by a 
significant number of authors in literature. (Diks and Panchenko, 2006) 
 
3.4.5 The Diks-Panchenko test 
Diks and Panchenko, however, brought Hiemstra and Jones test under question and fi-
nally proposed a modification. According to their study, they prove that testing equation 
(42) is not equivalent to testing the null hypothesis of Granger non-causality. As a re-
sult, rejecting the Hiemstra-Jones null hypothesis is not equivalent to rejecting the hy-
pothesis of Granger non-causality.  
According to Diks and Panchenko (2006), the alternative form of the null hypothesis in 
equation (42) entails that: 
 
, , , ,( , , ) ( ) ( , ) ( , ) 0X Y Z Y X Y Y Zq E f X Y Z f Y f X Y f Y Z        (43) 
Assuming that ˆ ( )W if W is a local density estimator of a random vector W  at iW , with 
Wd variates, defined by 
1ˆ ( ) (2 ) ( 1)Wd WW i n ijjj if W n I
 

   , where 
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( )Wij i j nI I W W    , with ( )I  the indicator function and n  the bandwidth, depend-
ing on simple size n , the test statistic is: 
 
, , , ,
1 ˆ ˆ ˆ ˆ( ) ( ( , , ) ( ) ( , ) ( , ))
( 2)
n n X Z Y i i i Y i X Y i i Y Z i i
i
n






   (44) 
Diks and Panchenko (2006) show that the test statistic follows: 
 







     (45) 
where Ddenotes convergence in distribution and nS is an estimator of the asymptot-
ic variance of ( )nT  .  
 
3.5 ARCH and GARCH estimation 
3.5.1 GARCH specification 
Autoregressive Conditional Heteroskedasticity (ARCH) models are one of the tools de-
signed to model and forecast the volatility or the conditional variance of a variable. If 
heteroskedasticity is treated for appropriately, it can provide us with more efficient es-
timators compared to modeling the mean. The idea is to model the variance of the de-
pendent variable as a function of the past values of both, the dependent and independent 
variables.  
GARCH models are generalized ARCH models. The simplest GARCH specification is 
the GARCH (1, 1) model, described by the following equations: 
 t t tY X       (46 ) 
 
2 2 2
1 1t t ta          (47) 
Equation (46), which is the mean equation, is a function of exogenous variables and an 
error term. Equation (47) describes the conditional variance and is a function of past 
observations and a constant  only. The conditional variance equation can be divided 
into two terms, the ARCH and the GARCH term. The ARCH term,
2
1t  , provides in-
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formation about the previous periods’ volatility, measured by the residuals of the mean 
equation. The GARCH term, 2 1t  , is the previous periods’ variance.  
The terms in the parenthesis (1, 1) in GARCH (1, 1) representation denote to a first or-
der autoregressive GARCH term and a first order moving average ARCH term respec-
tively.  
Substituting the previous periods’ variance in equation (47), the conditional variance 

















   
(48) 
 
3.5.2 The GARCH-BEKK (1, 1) specification 
The GARCH-BEKK (1, 1) model is selected to specify the conditional variance equa-
tion. The conditional mean equations of spot and futures prices can be described as fol-
lows: 
,1 , , ,2 1 1 ,
1 1





t S S i t j S i t j S t F t s t
i i
j j
t F F i t j F i t j F t F t F t
i i
S c a S F c S c F c
F c a F F c S c F c
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 
   
 
   
 
      
      
 
 
   (49) 
where, St is the spot price, Ft is the future price, ,S t and ,F t  are shocks, Fc and c are the 
coefficients of the error correction term and ,1 ,2 ,1 ,2 , , , ,, , , , , , ,S S F F S i F i S i F ic c c c a a    are the 
parameters to be estimated. Equations (49) can be considered as a type of a VECM 
specification of variables S and F. 1 1t F tS c F c    which is the error correction term 
should also be included in the mean equations, if the variables are found to be cointe-
grated. In case that the null hypothesis of no-cointegration cannot be rejected, the equa-
tions (49) will not contain the error correction term.  
The conditional variance and covariance equations are modeled according to the stand-
ard BEKK, as proposed by Engle and Kroner (1995) and can be described using a 
matrix representation as:  
 1 1 1
T T T T
t t t tH C C B H B A A        (50) 
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where Ht is the conditional variance-covariance matrix of the errors, C, B and A are 
matrices of coefficients. Instead the equations can be written as (Tsintzos and 
Dergiades, 2011): 
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2 2 2 2 2 2
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  (52) 
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4 Empirical application 
This part includes the preliminary econometric analysis of the data and the examination 
of the possible causal relationship between spot and futures prices of NG. 
4.1 Data sources 
The group of data corresponds to spot prices and four different futures contracts traded 
in NYMEX. Prices are based on delivery at the Henry Hub in Louisiana and are the of-
ficial daily closing prices from the trading floor of the NYMEX for a specific delivery 
month. The delivery month for contract 1 is the calendar month following the trade 
date, while for contracts 2, 3and 4 are the successive months following contract 1. For 
reasons of briefness, the variables will -hereafter- be referred to as S (spot prices), F1 
(futures prices contract 1), F2 (futures prices contract 2), F3 (futures prices contract 3) 
and F4 (futures prices contract 4). The period under study is limited due to availability 
reasons; and covers from 1997 to 2012 for spot prices and from 1993 and 1994 to 2012 
for futures prices. The econometric analysis that follows will be applied twice, on a bi-
variate and also on a five-variate model. In the first step, four different pairs of variables 
are studied, consisting of the spot prices and the prices of a different futures contract 
each time. As far as the multivariate model concerns, all 5 variables are modelled to-
gether, revealing their interdependencies.  
 
4.2 Data plotting 
Figures 1 to 10 below illustrate the evolution of spot and futures prices during the un-
der-study years. The spot and futures prices are represented by their natural logarithms. 
The returns, or differenced logarithms are also plotted, where 1( ) ln lnt treturn x x x   . 
It can be observed that the four futures contracts follow similar patterns and abrupt 
changes in spot and futures prices take place during the same periods.
   -43- 
 
 
Figure 1, NG Spot price time series 
 
 
Figure 2, NG F1 Spot time series 
 
 





Figure 4, NG Spot return time series 
 
 
Figure 5, NG F1 return time series 
 
 
































































Figure 7, NG F3 price time series 
 
 
Figure 9, NG F4 price time series 
 
 
Figure 8, NG F3 return price series 
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4.3 Stationarity testing 
Various unit root and stationarity tests are performed, in order to detect the order of in-
tegration of the time series. Tables 5, 6, 7 and 8 below, illustrate the first set of results 
of testing for the existence of unit roots and stationarity in NYMEX spot and futures 
prices data. The testing procedure consists of two steps: initially the tests are applied to 
the log-levels of the series and afterwards they are also applied to the first differences. 
The augmented Dickey-Fuller (ADF) and the Generalised Least Squares detrending 
Dickey-Fuller (GLS-DF) unit roots tests as well as the standard KPSS and the six 
defferent types of Bierens-Guo stationarity tests are presented. Concerning the selection 
of the lag length for the auxiliary regression, it should be treated with attention. Limited 
lag length may give rise to serial correlation rendering the test, while a larger than need-
ed lag length can result in power loss. The selected lag length is calculated by the 
Schwarz information criterion, where the minimum lag length is 0 and the maximum is 
set equal to 18. Finally *, ** and *** represent rejection of the null hypothesis at the 
10%, 5% and 1% significance level, respectively.  
Table 5, ADF unit root test results 
ADF unit root test 
Variable 
Log(level) First difference 
no-trend trend no-trend trend 
t-Stat.(k) t-Stat.(k) t-Stat.(k) t-Stat.(k) 
S -2.303(2) -2.28(2) -51.831(1)*** -51.830(1)*** 
F1 -2.214(1) -2.213(1) -71.903(0)*** -71.904(0)*** 
F2 -2.076(0) -1.961(0) -70.83(0)*** -70.836(0)*** 
F3 -1.893(0) -1.582(0) -69.933(0)*** -69.943(0)*** 
F4 -1.762(0) -1.259(0) -70.977(0)*** -70.995(0)*** 
Notes: ADF stands for the Augmented Dickey-Fuller test. k represents the selected lag length, which is 
selected according to the Schwartz information criterion with kmin=0 and kmax=18. 
 
Under the null hypothesis, the ADF unit root test checks for the existence of a unit root. 
When the test is applied to the levels, we fail to reject the null hypothesis for both cases, 
including a time trend and not. On the other hand, when the test is re-applied to the first 
differences or growth rates, it is rejected at the 1% significance level, for both cases and 
all five variables. Clearly, according to the ADF test, all five time series (S, F1, F2, F3, 
F4) are integrated of order one, I(1). 
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Table 6, GLS-DF unit root test results 
GLS-DF unit root test 
Variable 
Log(level) First difference 
no-trend trend no-trend trend 
t-Stat.(k) t-Stat.(k) t-Stat.(k) t-Stat.(k) 
S -2.293(2)** -2.351(2) -50.815(1)*** -51.220(1)*** 
F1 -1.526(1) -2.332(1) -3.291(18)*** -6.397(18)*** 
F2 -1.355(0) -2.112(0) -3.643(18)*** -6.526(18)*** 
F3 -1.125(0) -1.756(0) -6.968(18)*** -45.281(1)*** 
F4 -0.941(0) -1.448(0) -2.264(18)** -4.339(18)*** 
Notes: GLS-DF stands for the Generalized Least Squares detrending Dickey-Fuller test, k represents the 
selected lag length, which is selected according to the Schwartz information criterion with kmin=0 and 
kmax=18. 
 
The GLS-DF test yields exactly the same results with the ADF test. The null hypothesis 
underlying the existence of a unit root, is rejected only for the first differences only, 
which appear to be I(0). 
For the stationarity tests that follow, KPSS and Bierens-Guo, the series is stationary un-
der the null hypothesis, against the alternative of non stationarity. The results of the 
KPSS test indicate the same order of integration with the one that derives from the unit 
root tests. 
Table 7, KPSS stationarity test results 
KPSS stationarity test 
Variable 
Log(level) First difference 
no-trend trend no-trend trend 
LM –Statistic LM -Statistic LM -Statistic LM -Statistic 
S 2.719*** 1.155*** 0.071 0.049 
F1 4.688*** 1.117*** 0.109 0.041 
F2 4.883*** 1.162*** 0.140 0.049 
F3 5.090*** 1.204*** 0.181 0.057 
F4 5.347*** 1.230*** 0.230 0.067 
Notes: KPSS stands for the Kwiatkowski et al. (1992) stationarity test. The spectral estimation method 
used is the Bartlett Kennel, while the bandwidth selection is done according to the Newey-West proce-
dure. 
As far as the Bierens-Guo test concerns, it also supports our previous outcomes. The 
results may not be as clear as the ones already discussed, but do not provide, however, 
strong evidence that the levels and first differences are I (1) and I (0) correspondingly.  
 
   -47- 
Table 8, Bierens-Guo stationarity test 
Bierens-Guo stationarity test 
 Log(level) First difference 
 no-trend trend no-trend trend 
 1 2 3 4 5 6 1 2 3 4 5 6 
S 0.7487 0.7962 0.1024 0.1422 1157.6109** 22.9085** 0.3269 0.3269 0.3269 0.3269 0.1674 1.8735 
F1 68.4050** 88.2476** 6.5849* 7.6432* 2134.3704** 38.5824** 0.6494 0.6494 0.6494 0.6494 0.3844 23.4094** 
F2 135.1261** 242.1011** 9.1280* 9.6314* 28.74.2059** 51.7918** 0.7273 0.7273 0.7273 0.7273 0.1804 83.2160** 
F3 204.7334** 553.5640** 12.8853** 13.5882** 3683.1835** 66.6733** 0.7044 0.7044 0.7045 0.7045 0.1928 11.5236* 
F4 284.7817** 1167.2046** 19.8557** 21.0836** 4647.353** 85.3337** 0.7584 0.7584 0.7585 0.7585 0.1289 6.5031* 





Finally, a second set of unit root test is applied to the variables: first the Zivot and 
Andrews (1992) and then the Lumsdaine and Papell (1997) unit root tests that allow for 
one and two structural breaks respectively. The already implemented tests above cannot 
identify possible breaks, so in the case that a break does exist, they will consider it as 
non-stationarity. Prior to proceeding with our empirical analysis we should make sure   
that the following tests yield the same results about the order of integration. In case that 
a possible structural break is not taken into account, it may cause the Perron phenome-
non or the converse Perron phenomenon (Leybourne et. al 1998). 
 The three different models A, B and C of the Zivot-Andrews test, stand for break in 
intercept, in trend and in both intercept and trend, respectively. Under the null hypothe-
sis test suggests the existence of a unit root, while the alternative hypothesis reveals sta-
tionarity around a structural break. The results are illustrated in more detail in Table 9.  
The Lumsdaine and Papell test also examines 3 different cases, A, B and C, defined in 
the same way as for Zivot-Andrews test.  
 
Table 9, Zivot-Andrews unit root test results 




model A model B model C 
t-Stat.(k) break t-Stat.(k) break t-Stat.(k) break 
S -3.95(23)2008 -3.97(23)2007 -4.40(23)2008 
F1 -4.44(7)2007 -4.33(7)2006* -4.79(7)2007 
F2 -4.43(2)2007 -4.37(2)2006* -4.87(2)2007* 
F3 -4.28(2)2007 -4.28(2)2006* -4.81(2)2007 
F4 -3.92(5)2007 -3.70(5)2006 -4.28(5)2007 
Notes: k represents the selected lag length, where kmin=0 and kmax=23 for spot prices and kmin=0 and 
kmax=8 for futures prices, followed by the selected break date. The models A, B and C stand for break in 
intercept, in trend and in both intercept and trend, respectively. 
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Table 10, Lumsdaine-Papell unit root test results 
Lumsdaine-Papell unit root test 
Variable Log(level) model A model B model C 
t-Stat(k) breaks t-Stat(k) breaks t-Stat(k) breaks 
S -5.40(6) 2008/2010 -5.07(6) 2005/2010 -5.90(6) 
2007/2009 F1 -4.90(6) 2007/2009 -4.49(6) 2001/2005 -5.13(6) 
2002/2007 F2 -4.83(5) 2002/2007 -4.44(5) 2001/2005 -5.13(5) 
2002/2007 F3 -4.76(5) 2007/2009 -4.43(5) 2001/2005 -5.09(5) 
2002/2007 F4 -4.58(5)  2007/2009 -4.08(5) 2001/2005 -4.87(5) 
1999/2007 Notes: k represents the selected lag length, followed by the selected dates for two breaks. The 
models A, B and C stand for break in intercept, in trend and in both intercept and trend, respec-
tively. 
 
After the completion of the tests, we can clearly conclude that all five series are not sta-
tionary and are integrated of order one, I (1).This outcome necessitates testing for coin-
tegration before we move on to causality investigation.  
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4.4 Cointegration testing 
Before we continue with causality testing, we should first test for the presence of coin-
tegration. In case that spot and futures prices are cointegrated, a Vector Error Correction 
Model (VECM) should be used, rather than a simple unrestricted Vector Autoregression 
(VAR). 
Three different cointegration tests are performed: the Engle and Granger, the Phillips-
Ouliaris and the Johansen cointegration test. The variables are tested in four pairs, 
which are formed by the spot prices series and one of the four different future contracts 
every time. Apart from the Johansen test, two sets of results are calculated for each pair: 
the first one for Fi (with i taking values from 1 to 4) being the dependent and S the inde-
pendent variable and vice versa. 
For the Engle-Granger cointegration test, the lag length is selected according to the 
Schwartz information criterion. The test statistic is calculated using only a constant as 
deterministic regressors and the computed values for t-statistic, z-statistic and p-value 
are presented in detail in the following table: 
Table 11, Engle-Granger cointegration test results 
Engle-Granger  Cointegration Test 
Dependent variable Tau-statistic Prob. z-statistic Prob. 
logF1 -8.604*** 0.0000 -145.7042 0.0000 
logS -9.217*** 0.0000 -160.2193 0.0000 
logF2 -8.230*** 0.0000 -132.3239 0.0000 
logS -8.173*** 0.0000 -128.6993 0.0000 
logF3 -7.981*** 0.0000 -122.0875 0.0000 
LogS -8.069*** 0.0000 -126.7486 0.0000 
logF4 -7.382*** 0.0000 -103.8361 0.0000 
logS -7.546*** 0.0000 -110.3758 0.0000 
Notes: *** denotes rejection of the null hypothesis at 1% significance level.  
 
The null hypothesis that the series are not cointegrated is rejected for all pairs, at all sig-
nificance levels, according to p-values. 
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The respective results of the Phillips-Ouliaris test are presented in Table 12. The p-
value is zero for all pairs and cases and as a result the null hypothesis of no-
cointegration is certainly rejected at the 1% significance level.  
 
Table 12, Phillips-Ouliaris cointegration test results 
Phillips-Ouliaris  Cointegration Test 
 Dependent variable Tau-statistic Prob. z-statistic Prob. 
logF1 -9.287*** 0.0000 -162.8009 0.0000 
logS -9.394*** 0.0000 -167.8290 0.0000 
logF2 -8.822*** 0.0000 -146.0265 0.0000 
logS -8.977*** 0.0000 -152.5969 0.0000 
logF3 -8.577*** 0.0000 -137.3979 0.0000 
LogS -8.768*** 0.0000 -145.1504 0.0000 
logF4 -8.123*** 0.0000 -121.7953 0.0000 
logS -8.362*** 0.0000 -131.0874 0.0000 
Notes: *** denotes rejection of the null hypothesis at 1% significance level. 
 
The Johansen cointegration test also examines if a long run relationship exists between 
the variables. The analysis is based on a VAR, for which the optimal lag length should 
be estimated. The optimal number of lags to be included is selected based on the 
Schwartz information criterion (SIC) and is three (3) for all pairs of variables. In order 
to perform the test an assumption should also be made about the trend in our data. The 
third deterministic trend case, according to Johansen (1995), is selected, which indicates 
that the level series have linear trends, but the cointegrating equations have only 
intercepts.  
The Johansen test is also applied in pairs of variables and the results are shown in Table 
13. The idea is to test for r  cointegrating relations, against the alternative of 1r   coin-
tegrating relations, where 0,1,... 1r k   and k is the number of endogenous variables or 






Table 13, Johansen cointegration test results (bivariate model) 
The Johansen cointegration test 
Variables 















124.5482 15.49471 0.0001 4.434106 3.841466 0.0352 
logS, 
logF2 
102.2190 15.49471 0.0001 4.288936 3.841466 0.0384 
logS, 
logF3 
89.11275 15.49471 0.0000 3.543427 3.841466 0.0598 
logS, 
logF4 
81.20424 15.49471 0.0000 3.195701 3.841466 0.0738 
Notes: The analysis is based on a VAR with a constant term, and 3 lags for all the pairs of variables. 
 
The results reject for all four pairs and at the 1% significance level the null hypothesis 
of zero cointegrating relations. More specifically, as far as the first and second pair of 
variables concerns (S, F1) and (S, F2), the Trace test indicates the presence of two coin-
tegrating relationships, while for the rest pairs of variables (S, F3) and (S, F4) one coin-
tegrating relationship. 
 
Table 14, Johansen cointegration test results (five-variate model) 
The Johansen cointegration test 
 Trace statistic 0.05 critical value p-value 
H0: r=0, H1: r=1 665.2586 69.81889 0.0001 
H0: r≤1, H1: r=2 392.7653 47.85613 0.0001 
H0: r≤2, H1: r=3 215.2089 29,79707 0.0001 
H0: r≤3, H1: r=4 62.78898 15.49471 0.0000 
H0: r≤4, H1: r=5 3.436838 3.841466 0.0638 
Notes: The analysis is based on a VAR with a constant term, and 5 lags.  
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4.5 Testing for causality 
The identification of a lead-lag relation, linear or non-linear, between spot and futures 
prices is the main target of this dissertation. The study will focus on two models, a biva-
riate and a multi-variate (five-variate).  
The BDS test 
Before we test our variables for causality, we should perform the BDS test, which is a 
non-linear dependence test, introduced by Brock et al. (1996). The test is applied on the 
residuals that derived from an unrestricted VAR specification. The lag length for the 
estimation of the VAR is selected based on the notion described earlier for the Johansen 
test. Under the null hypothesis the series are independent and identically distributed 
(iid), while the alternative suggests the existence of non-linearities. The results are 
presented briefly in Table 15. The detailed results (BDS-statistic and p-values) can be 
found in the Appendix (Tables A.I – A.VII).  
 
Table 15, BDS Independence test results 
BDS independence test 
Variable 2-variate model 5-variate model 
S 0.00*** 0.00*** 
F1 0.00*** 0.00*** 
F2 0.00*** 0.00*** 
F3 0.00*** 0.00*** 
F4 0.00*** 0.00*** 
Notes: *** denote rejection of the null hypothesis at the 1% significance level. 
The selected lag-order of the VAR is two (2) for all the pairs of the bivariate 
model and six (6) for the five-variate model. 
 
 
They results reveal explicitly the existence of non-linearities, for both the bivariate and 
five-variate approach. The iid assumption is rejected for spot and futures prices at the 
1% significance level. Thus, it is essential that apart from linear causality the variables 
will also be tested for possible non-linear causal relation.   
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The Toda-Yamamoto test for causality  
The examination of potential lead-lag relationship between spot and futures prices be-
gins with the application of the Toda and Yamamoto test. It is based on the standard 
Granger causality test and detects only linear causal relations. First we estimate the op-
timal lag length for the VAR specification of the variables. Then we run a VAR, where 
the number of the lags included is the optimal, augmented by the order of integration of 
the series. The order of the VAR model is, therefore, the optimal increased by one. Fi-
nally, the coefficients are estimated by OLS, and those that correspond to the optimal 
lags only, are tested with the Wald statistic. The results are shown in Table 16. The test 
is performed twice, for a bivariate and a five-variate model.   
Table 16, Toda-Yamamoto test results 
Toda-Yamamoto causality 
Variables 2-variate model 5-variate model 
X Y X→Y Y→X X→Y Y→X 
S F1 0.1816 0.1939 0.8167 0.1860 
S F2 0.5641 0.1066 0.3082 0.3449 
S F3 0.6076 0.1775 0.2473 0.1836 
S F4 0.4789 0.9113 0.2421 0.6949 
Notes: The data used are log-levels and the reported values in the table are p-
values. X→Y denotes the null hypothesis: variable X does not Granger cause 
variable Y. The (augmented) lag-order of VAR (in parenthesis) is: S-F1(4),S-
F2(4),S-F3(4),S-F4(4) for the bivariate model six(6) for the five-variate model.   
 
For both cases of the bivariate and five-variate implementation the null hypothesis of 
non-granger causality cannot be rejected. As a result, no causal relation is revealed be-
tween spot and futures prices. This result may, though, be misleading, since cointegra-
tion is not accounted for in the calculations. The standard Granger causality test will 
follow. The comparison between the results of the two methods may yield some inter-
esting remarks.  
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Two-variate approach 
The Granger causality test is based on a VECM specification, since all variables were 
found to be cointegrated. The optimal lag length for the VECM model is selected based 
on the Schwartz information criterion (SC). The selected lag length for each pair (in pa-
renthesis) is: S-F1 (3), S-F2 (3), S-F3 (3) and S-F4 (3). Next, we implement pairwise 
VECM filtering and the residuals are examined with the Granger causality test. The in-
tention is to detect if linear causality persists after the first moment filtering. The proce-
dure is based on a VAR model. The lag order of the VAR model is one (1) for all pairs 
of spot-futures variables. Finally, the third step is to test if any causal relationships still 
exist after a second moment filtering. The second moment filtering is based on a 
GARCH-BEKK (1,1) model and is performed in order to avoid possible spurious cau-
sality in the results. The results of the three-step linear Granger causality testing are pre-
sented in Table 17, where *** denotes rejection of the null hypothesis at 1% signifi-
cance level and as a result existence of a causal relation between the variables. ∄ de-
notes failure to reject the null hypothesis of non-causality; hence the two variables do 
not lead or lag each other. 
 
Table 17 , Testing for linear Granger causality results 
Variables Linear Granger causality 
X Y 
Raw data VECM residuals 
GARCH-BEKK 
residuals 
X→Y Y→X X→Y Y→X X→Y Y→X 
S F1 ∄ *** ∄ ∄ ∄ ∄ 
S F2 ∄ ∄ ∄ ∄ ∄ ∄ 
S F3 ∄ ∄ ∄ ∄ ∄ ∄ 
S F4 ∄ ∄ ∄ ∄ ∄ ∄ 
Notes: X→Y denotes the null hypothesis: variable X does not Granger cause variable Y. *** denotes 
rejection of the null hypothesis at 1% significance level. ∄ denotes failure to reject the null hypothesis. 
All data are cointegrated. The number of lags of the VECM specification (in parenthesis) is: S-F1 (3), S-
F2 (3), S-F3 (3), and S-F4 (3). Testing the VECM residuals for causality is based on a VAR specification. 
The number of lags identified for all variables is one (1). 
 
Based on the results of the test we can make some interesting remarks. The application 
of the Granger test on the raw data reveals that there exists no relationship running from 
spot to futures prices and vice versa. The only exception regards the futures’ type one 
contract (F1). For this particular contract the results provide evidence for the existence 
of a strong unidirectional relationship running from futures prices to spot prices. After 
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the VECM filtering, however, the causal relationship identified between the log-levels, 
vanishes. It is clear, therefore, that any linear causal relationship between spot and fu-
tures prices can be attributed only to first moment effects. Regarding the rest futures 
contracts, the findings on non-causality remain the same after first and second moment 
filtering.  
Table 17 refers only to short run causality. In order to draw some comprehensive results 
about the spot and futures prices relation, the log-levels are also examined for long run 
and strong causality based on the VEC model. The results are presented in Table 18.  
 
Table 18, Testing for long and strong causality results 
Linear Granger Causality 
Raw data, Log levels 
Variables Short Long Strong 
X Y X→Y Y→X X→Y Y→X X→Y Y→X 
S F1 ∄ *** ∄ *** ∄ *** 
S F2 ∄ ∄ ∄ *** ∄ *** 
S F3 ∄ ∄ ∄ *** ∄ *** 
S F4 ∄ ∄ ∄ *** ∄ *** 
Notes: X→Y denotes the null hypothesis: variable X does not Granger cause variable Y. *** denotes 
rejection of the null hypothesis at 1% significance level. ∄ denotes failure to reject the null hypothesis. 
 
Some interesting information can be obtained from Table 18. As far as short run cau-
sality concerns, it was shown earlier that it exists only between spot and futures prices 
of contract one (F1). Regarding long run and strong causality, though, new evidence is 
revealed. The null hypothesis of Granger non-causality, running from futures to spot 
prices can be rejected at 1% significance level.  
 
The Hiemstra and Jones (1994) and its modification proposed by Diks and Panchenko 
(2006) is next applied to investigate for possible non-linear causalities between spot and 
futures prices. Earlier, in Table 15 the results of the BDS test, which suggested rejection 
of the null hypothesis for all variables, were presented. As a result, we expect that the 
non-linear causality testing will reveal strong causal relations between S, F1, F2, F3 and 
F4. The Dicks and Panchenko and Hiemstra and Jones tests provide results for the first 
eight lags. However, the results in Table 19 refer only to the first lag, 1X Y  . In 
the beginning we apply the test on the log-differenced series. Next the test is also ap-
   -57- 
plied to the VECM residuals, which are free from linear predictive power, in order to 
define explicitly the nature of causality. According to Baek and Brock (1992), after first 
moment filtering, implemented by the appropriate VAR or VEC model, any remaining 
predictive power can be considered as non-linear. Finally, the residuals from second 
moment filtering using a GARCH-BEKK (1,1) model are tested. Heteroskedasticity 
should be controlled for, because evidence of non-linear causality may result from vola-
tility effects related to information flows. The results of the Diks and Panchenko test are 
presented in Table 19. The respective results of the Hiemstra and Jones test and the de-
tailed values for the Diks and Panchenko test can be found in the Appendix. In short, 
the Hiemstra and Jones test results comply with the Dicks and Panchenko results. How-
ever, they produce smaller p-values, which in some cases over-reject the null hypothe-
sis. 
Table 19, Testing for non-linear causality results 
Variables Non-linear  causality 
X Y 
Raw data VECM residuals 
GARCH-BEKK 
residuals 
X→Y Y→X X→Y Y→X X→Y Y→X 
S F1 *** *** *** *** ∄ ∄ 
S F2 *** ∄ *** ** ∄ ∄ 
S F3 *** ∄ *** * ∄ ∄ 
S F4 *** *** * ∄ ∄ ∄ 
Notes: The data used are log-differenced time series. X→Y denotes the null hypothesis: variable X does 
not Granger cause variable Y. *, ** and *** denote rejection of the null hypothesis at 10%, 5% and 1% 
level. ∄ denotes failure to reject the null hypothesis. The results presented for the Diks-Panchenko non 
-linear test refer to one lag, 1X Y  .  
 
Focusing on raw data, the assumption that spot prices do not cause futures prices is re-
jected at 1% significance level for all cases. Based on the first lag results alone, it ap-
pears that only futures prices of contracts one and four (F1 and F4) cause spot prices. 
The null hypothesis of non-causality cannot be rejected for the remaining two contracts 
even at 10% significance level. If we examine all eight 8 lags, for which the test pro-
vides results, though, the results change dramatically. According to the p-values pre-
sented in Appendix, the hypothesis can be rejected for higher lag order. We can, there-
fore, argue that futures prices of all contract prices do cause spot prices. Continuing the 
investigation of the non-linear causal relation, the Dicks and Panchenko test is now ap-
plied to VECM residuals. The non-linear causal relation identified appears to persist 
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after the first moment filtering. Although the first lag p-values cannot reject the hypoth-
esis of non-causality, the overall view of the results provides evidence for strong non-
linear relationship (Appendix). This relationship vanishes after applying the test on the 
GARCH-BEKK (1,1) residuals. Summing up the results of the non-linear testing we can 
conclude that a strong causal relation, which appears to be due to second moment ef-
fects, exists between spot and futures prices. 
 
Five-variate approach 
The Granger causality test is re-applied on the raw data, but this time on a five-variate 
model. The optimal lag length is selected according to the Schwartz Information Crite-
rion (SIC) and is five (5). The results, which are based on a VECM specification, are 
presented in Table 20. The steps that we follow afterwards are similar to those followed 
for the bivariate approach. The residuals of the first moment filtering (VECM filtering) 
and the second moment filtering (GARCH-BEKK filtering) are also tested for linear 
causality. 
 
Table 20, Testing for linear Granger causality results 
Variables Linear Granger causality 
X Y 
Raw data VECM residuals 
GARCH-BEKK 
residuals 
X→Y Y→X X→Y Y→X X→Y Y→X 
S F1 ∄ ∄ ∄ ∄ ∄ ∄ 
S F2 ∄ ∄ ∄ ∄ ∄ ∄ 
S F3 ∄ ∄ ∄ ∄ ∄ ∄ 
S F4 ∄ ∄ ∄ ∄ ∄ ∄ 
Notes: X→Y denotes the null hypothesis: variable X does not Granger cause variable Y. ∄ denotes fail-
ure to reject the null hypothesis. All data are cointegrated. The number of lags of the VECM specifica-
tion is five (5) for all pairs.  Testing the VECM residuals for causality is based on a VAR specification. 
The number of lags selected for the VAR specification is one (1) for all pairs of variables. 
 
As it shown in Table 20, the null hypothesis cannot be rejected for any of the variable 
pairs. The standard Granger causality test provides no evidence of linear causal relation-
ship between spot and futures prices.  
We should still investigate for non-linear causality. According to the BDS test in Table 
15, the iid assumption can be rejected for all variables, suggesting that non-linear causal 
linkages may indeed exist between spot and futures prices. The price series undergo the 
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same methodological framework as in the pairwise analysis. The results of the Dicks 
and Panchenko (2006) test are presented in Table 21. For the respective results of the 
Hiemstra and Jones test please see the Appendix. The non-linear causality test is applied 
first on the spot and futures prices returns, then on the VECM residuals and finally on 
the GARCH-BEKK (1,1) residuals. 
 
Table 21, Testing for non-linear causality results 
Variables Non-linear  causality 
X Y 
Raw data VECM residuals 
GARCH-BEKK 
residuals 
X→Y Y→X X→Y Y→X X→Y Y→X 
S F1 *** *** *** *** ∄ ∄ 
S F2 *** ∄ ∄ ∄ ∄ ∄ 
S F3 *** ∄ ∄ ∄ ∄ ∄ 
S F4 *** *** * ∄ ∄ ∄ 
Notes: The data used are log-differenced time series. X→Y denotes the null hypothesis: variable X does 
not Granger cause variable Y. *, ** and *** denote rejection of the null hypothesis at 10%, 5% and 1% 
level. ∄ denotes failure to reject the null hypothesis. The results presented for the Diks-Panchenko non 
-linear test refer to one lag, 1X Y  . 
 
The results of testing the raw data are exactly the same as in the bivariate analysis, so 
they will not be further discussed. However, it should be mentioned once again that for 
contracts 2 and 3 the causality is in fact bidirectional. Based on the first lag only, we 
cannot reject the null hypothesis of non-causality. Taking into consideration all 8 lags, 
though, a non-linear relation running from futures prices of contracts 2 and 3 to spot 
prices is revealed.  
As far as the VECM residuals concerns, Table 21 provides us with some interesting re-
sults. For futures contracts 2 and 3 the strong bidirectional causality vanishes after first 
moment filtering. For contract 1, on the other hand, null hypothesis can still be rejected 
at 1% significance level. It seems that the VECM filtering does not affect the causal 
linkages between S and F1 prices. Focusing merely on the Table, causality running from 
F4 to S appears to fade, although this is not the case. If we have a look at the results of 
the Dicks and Panchenko test for all eight lags, it is clear that bidirectional causality re-
mains almost untouched after the filtering. Performing the non-linear test once more, 
this time on the GARCH-BEKK residuals, does not provide us with any evidence for 
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interdependencies due to higher moment effects. To sum up, the bidirectional causality 
between spot and futures prices of contracts 2 and 3 can be characterized as causality in 
the mean, While the relationship between spot prices and futures prices of contracts 1 
and 4 that is not affected by the VECM filtering, is due to second moment phenomena.
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5 Conclusions 
The current dissertation examined the linear and non-linear relationship between daily 
NG spot and future prices. The prices are based on delivery at the Henry Hub in Louisi-
ana, in the US. Four different futures contracts with maturities of one, two, three and 
four months, which are traded in the NYMEX, are studied. The sample period is fairly 
extensive and covers the years from 1993 to 2012. The data are modelled in two differ-
ent ways: first the analysis is performed pairwise, between spot and futures prices, and 
afterwards a five-variate model is also examined. The contribution to the literature, con-
cerning the lead–lag relationship between NG spot and futures markets, is significant. 
The wide ranging data is tested under an up-to date- econometrical framework. Along 
with the conventional linear Granger causality test, we employ a non-linear methodo-
logical framework to investigate thoroughly into causal linkages between spot and fu-
tures prices. 
A systematic, three-step testing procedure is adopted to test for the lead-lag relationship 
between spot and futures prices. Apart from the conventional linear Granger causality 
test, the non-parametric test proposed by Hiemstra and Jones (1994) and the modified 
version by Diks and Panchenko (2006) are also applied, to detect any non-linear linkag-
es between the variables. Identifying the origin of causality, whether it is due to first, 
second or higher moment phenomena is also important. Hence, we do not only test raw 
data, but also perform first and second moment filtering and test the residuals. The first 
moment filtering is based on a VEC model, since spot and futures prices are found to be 
cointegrated. Finally, in order to control for heteroskedasticity, a GARCH-BEKK (1,1) 
specification is used. The price series undergo a “second moment filtering” to avoid 
possible spurious causality in the results. 
In short, the causality tests allow for the following remarks. Applying the linear Granger 
test, both on a bivariate and a five-variate model, reveals no causal relationship between 
spot and futures prices. The only exception is that S and F4 present strong unidirectional 
linear causality running futures to spot prices. The implementation of the non-linear 
causality tests on raw data, on the other hand, reveals strong bidirectional causal rela-
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tion. For the bivariate analysis causality persists even after first moment filtering and 
disappears only after the GARCH-BEKK filtering. The five-variate analysis provides 
some contradicting results. Causality between the VECM filtered S, F1 and F4 prices is 
preserved with none or small decline of statistical significance degree. On the contrary, 
implementation of the non-linear tests on the VECM residuals of S, F2 and F3 reveals 
that the non-linear causality that was detected on the raw data has vanished. According 
to the results of the non-linear tests we can conclude that the lead-lag pattern between 
spot and futures NG markets is not constant over time. Quite the reverse, the non-linear 
bidirectional causality between S and F suggest that that neither market leads nor lags 
the other one with consistency.  
This results of the econometrical analysis provided evidence for the existence and the 
direction of the causal relationship between spot and futures prices. Thus, contribute to 
better understanding the interdependencies and the function of the NG market. The find-
ings may prove to be useful to investors and corporations for the decision making pro-
cess as well as to policy makers  
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Appendix  
The BDS test  
The spot and futures price returns are modelled based on a VAR specification and the 
residuals undergo the BDS test. 
 
Bivariate approach 
Table A.I. BDS test results for S and F1 residuals (pairwise) 
 S F1 
Dimension BDS-statistic p-value BDS-statistic p-value 
2 0.0221 0.0000 0.0082 0.0000 
3 0.0436 0.0000 0.0205 0.0000 
4 0.0582 0.0000 0.0284 0.0000 
5 0.0660 0.0000 0.0329 0.0000 
6 0.0699 0.0000 0.0363 0.0000 
 
Table A.II. BDS test results for S and F2 residuals (pairwise) 
 S F2 
Dimension BDS-statistic p-value BDS-statistic p-value 
2 0.0223 0.0000 0.0040 0.0024 
3 0.0440 0.0000 0.0130 0.0000 
4 0.0587 0.0000 0.0189 0.0000 
5 0.0665 0.0000 0.0220 0.0000 




Table A.III. BDS test results for S and F3 residuals (pairwise) 
 S F3 
Dimension BDS-statistic p-value BDS-statistic p-value 
2 0.0223 0.0000 0.0025 0.0505 
3 0.0439 0.0000 0.0095 0.0000 
4 0.0586 0.0000 0.0148 0.0000 
5 0.0664 0.0000 0.0174 0.0000 
6 0.0706 0.0000 0.0192 0.0000 
 
Table A.IV. BDS test results for S and F4 residuals (pairwise) 
 S F4 
Dimension BDS-statistic p-value BDS-statistic p-value 
2 0.0220 0.0000 0.0034 0.0079 
3 0.0438 0.0000 0.0105 0.0000 
4 0.0585 0.0000 0.0158 0.0000 
5 0.0666 0.0000 0.0182 0.0000 









2 0.0213 0.0000 
3 0.0422 0.0000 
4 0.0562 0.0000 
5 0.0638 0.0000 
6 0.0679 0.0000 
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Table A.VI. BDS test results for F1 and F2 residuals (five-variate) 
 F1 F2 
Dimension BDS-statistic p-value BDS-statistic p-value 
2 0.0244 0.0000 0.0502 0.0000 
3 0.0538 0.0000 0.1044 0.0000 
4 0.0754 0.0000 0.1433 0.0000 
5 0.0899 0.0000 0.1684 0.0000 
6 0.0975 0.0000 0.1819 0.0000 
 
Table A.VII. BDS test results for F3 and F4 residuals (five-variate) 
 F3 F4 
Dimension BDS-statistic p-value BDS-statistic p-value 
2 0.0650 0.0000 0.003903 0.0028 
3 0.1313 0.0000 0.0112 0.0000 
4 0.1756 0.0000 0.0163 0.0000 
5 0.2025 0.0000 0.0185 0.0000 
6 0.2156 0.0000 0.0207 0.0000 
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Linear Granger causality test 
The reported values in all tables are the p-values of the tests.  
 
Bivariate approach 






GARCH BEKK filtering 
Residuals 
X Y X→Y Y→X X→Y Y→X X→Y Y→X 
S F1 0.4067 0.0001 0.7902 0.9821 0.7426 0.7182 
S F2 0.4369 0.4115 0.9066 0.9877 0.5803 0.3552 
S F3 0.4516 0.4266 0.9222 0.9555 0.9128 0.3889 
S F4 0.4308 0.5684 0.8542 0.9877 0.7749 0.7887 
 
Table A.IX. Testing for short-run, long-run and strong causality results 
Raw data, VECM 
Variables Short Long Strong 
X Y X→Y Y→X X→Y Y→X X→Y Y→X 
S F1 0.4067 0.0001 0.3696 0.0000 0.4591 0.0000 
S F2 0.4369 0.4115 0.6033 0.0000 0.5804 0.0000 
S F3 0.4516 0.4266 0.3383 0.0000 0.4737 0.0000 




Table A.X. Testing for linear Granger causality results (five-variate) 




GARCH BEKK filtering 
Residuals 
X Y X→Y Y→X X→Y Y→X X→Y Y→X 
S F1 0.8471 0.1038 0.9497 0.9934 0.8224 0.7972 
S F2 0.1900 0.6297 0.8812 0.6496 0.0968 0.6192 
S F3 0.0583 0.3810 0.9406 0.5779 0.1391 0.5388 
S F4 0.2909 0.6372 0.9418 0.9904 0.4972 0.3920 
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Non-linear causality tests 
 
Raw data, Log-differenced prices 
Table A.XI. Testing S, F1 for non-linear causality results 
 
Table A.XII. Testing S, F2 for non-linear causality results 
 
  
Raw data: price returns 
 
S→F1 F1→S 
Hiemstra-Jones Diks-Panchenko Hiemstra-Jones Diks-Panchenko 
1X Yl l   0.001296 0.001954 0.004005 0.004790 
2X Yl l   0.000010 0.000020 0.000013 0.000020 
3X Yl l   0.000003 0.000009 0.000000 0.000001 
4X Yl l   0.000001 0.000008 0.000000 0.000000 
5X Yl l   0.000015 0.000130 0.000000 0.000000 
6X Yl l   0.000008 0.000132 0.000000 0.000000 
7X Yl l   0.000003 0.000083 0.000000 0.000000 
8X Yl l   0.000005 0.000179 0.000000 0.000000 
Raw data: price returns 
 
S→F2 F2→S 
Hiemstra-Jones Diks-Panchenko Hiemstra-Jones Diks-Panchenko 
1X Yl l   0.001933 0.001746 0.100950 0.117414 
2X Yl l   0.000031 0.000045 0.001094 0.001560 
3X Yl l   0.000047 0.000073 0.000009 0.000019 
4X Yl l   0.000031 0.000109 0.000002 0.000009 
5X Yl l   0.000019 0.000140 0.000004 0.000025 
6X Yl l   0.000054 0.000392 0.000000 0.000003 
7X Yl l   0.000039 0.000417 0.000000 0.000001 
8X Yl l   0.000121 0.001085 0.000000 0.000001 
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Table A.XIII. Testing S, F3 for non-linear causality results 
 







Raw data: price returns 
 
S→F3 F3→S 
Hiemstra-Jones Diks-Panchenko Hiemstra-Jones Diks-Panchenko 
1X Yl l   0.001760 0.001781 0.146004 0.165094 
2X Yl l   0.000069 0.000100 0.004574 0.006071 
3X Yl l   0.000459 0.000766 0.000328 0.000570 
4X Yl l   0.000256 0.000881 0.000075 0.000193 
5X Yl l   0.000184 0.000886 0.000030 0.000137 
6X Yl l   0.000391 0.001770 0.000011 0.000068 
7X Yl l   0.000384 0.001856 0.000001 0.000018 
8X Yl l   0.001499 0.005829 0.000002 0.000048 
Raw data: price returns 
 
S→F4 F4→S 
Hiemstra-Jones Diks-Panchenko Hiemstra-Jones Diks-Panchenko 
1X Yl l   0.004292 0.004342 0.003199 0.003065 
2X Yl l   0.026534 0.030466 0.022401 0.026696 
3X Yl l   0.023831 0.026832 0.009861 0.012650 
4X Yl l   0.008348 0.013756 0.009864 0.013850 
5X Yl l   0.018178 0.028458 0.003035 0.005446 
6X Yl l   0.020540 0.037810 0.000198 0.000785 
7X Yl l   0.012154 0.026256 0.000108 0.000698 
8X Yl l   0.017431 0.036606 0.000004 0.000101 
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VECM filtering, Bivariate approach 
Table A.XV. Testing S, F1 VECM residuals for non-linear causality results (pairwise)  
 






VECM filtering - Residuals 
 S→F1 F1→S 
Hiemstra-Jones Diks-Panchenko Hiemstra-Jones Diks-Panchenko 
1X Yl l   0.000510 0.000754 0.003874 0.004563 
2X Yl l   0.000014 0.000035 0.000005 0.000007 
3X Yl l   0.000005 0.000017 0.000000 0.000001 
4X Yl l   0.000009 0.000053 0.000000 0.000001 
5X Yl l   0.000021 0.000190 0.000000 0.000000 
6X Yl l   0.000013 0.000194 0.000000 0.000000 
7X Yl l   0.000005 0.000112 0.000000 0.000000 
8X Yl l   0.000008 0.000238 0.000000 0.000000 
VECM filtering - Residuals 
 S→F2 F2→S 
Hiemstra-Jones Diks-Panchenko Hiemstra-Jones Diks-Panchenko 
1X Yl l   0.001643 0.002066 0.019659 0.023341 
2X Yl l   0.000270 0.000473 0.000227 0.000390 
3X Yl l   0.000089 0.000166 0.000001 0.000002 
4X Yl l   0.000214 0.000504 0.000004 0.000012 
5X Yl l   0.000144 0.000656 0.000014 0.000042 
6X Yl l   0.000138 0.000802 0.000000 0.000003 
7X Yl l   0.000104 0.000734 0.000000 0.000003 
8X Yl l   0.000132 0.001248 0.000000 0.000002 
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Table A.XVII. Testing S, F3 VECM residuals for non-linear causality results (pairwise) 
 
Table A.XVIII. Testing S, F4 VECM residuals for non-linear causality results (pairwise) 
 
 
VECM filtering - Residuals 
 S→F3 F3→S 
Hiemstra-Jones Diks-Panchenko Hiemstra-Jones Diks-Panchenko 
1X Yl l   0.002538 0.003006 0.049450 0.059479 
2X Yl l   0.000158 0.000275 0.001728 0.002466 
3X Yl l   0.000494 0.000961 0.000036 0.000072 
4X Yl l   0.001415 0.003336 0.000025 0.000071 
5X Yl l   0.000828 0.002848 0.000078 0.000193 
6X Yl l   0.000343 0.001829 0.000006 0.000028 
7X Yl l   0.000904 0.004155 0.000003 0.000037 
8X Yl l   0.001127 0.005094 0.000002 0.000049 
VECM filtering - Residuals 
 S→F4 F4→S 
Hiemstra-Jones Diks-Panchenko Hiemstra-Jones Diks-Panchenko 
1X Yl l   0.080640 0.081774 0.152534 0.149797 
2X Yl l   0.010931 0.012591 0.061292 0.064957 
3X Yl l   0.016255 0.021308 0.015690 0.017809 
4X Yl l   0.012775 0.019515 0.002474 0.003628 
5X Yl l   0.012906 0.018640 0.000936 0.001584 
6X Yl l   0.022600 0.034655 0.000423 0.001226 
7X Yl l   0.012123 0.019957 0.000304 0.001359 
8X Yl l   0.005464 0.014068 0.000130 0.000961 
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VECM filtering, Multivariate approach 
Table A.XIX. Testing S, F1 VECM residuals for non-linear causality results (five-variate) 
 





VECM filtering - Residuals 
 S→F1 F1→S 
Hiemstra-Jones Diks-Panchenko Hiemstra-Jones Diks-Panchenko 
1X Yl l   0.001285 0.001573 0.007095 0.007068 
2X Yl l   0.000185 0.000260 0.001227 0.001644 
3X Yl l   0.000752 0.001461 0.000259 0.000437 
4X Yl l   0.001733 0.003526 0.000115 0.000312 
5X Yl l   0.004265 0.008404 0.000053 0.000222 
6X Yl l   0.005388 0.011574 0.000027 0.000145 
7X Yl l   0.006988 0.014085 0.000033 0.000184 
8X Yl l   0.001995 0.005010 0.000027 0.000217 
VECM filtering - Residuals 
 S→F2 F2→S 
Hiemstra-Jones Diks-Panchenko Hiemstra-Jones Diks-Panchenko 
1X Yl l   0.412388 0.407196 0.639958 0.652366 
2X Yl l   0.462845 0.460815 0.643012 0.670728 
3X Yl l   0.565567 0.548087 0.403173 0.410784 
4X Yl l   0.468045 0.447428 0.356726 0.363913 
5X Yl l   0.459458 0.418176 0.274878 0.281579 
6X Yl l   0.475535 0.440622 0.151757 0.164003 
7X Yl l   0.348781 0.322924 0.221719 0.231987 
8X Yl l   0.297093 0.279263 0.200103 0.221465 
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Table A.XXI. Testing S, F3 VECM residuals for non-linear causality results (five-variate) 
 
Table A.XXII. Testing S, F4 VECM residuals for non-linear causality results (five-variate) 
 
 
VECM filtering - Residuals 
 S→F3 F3→S 
Hiemstra-Jones Diks-Panchenko Hiemstra-Jones Diks-Panchenko 
1X Yl l   0.237694 0.226899 0.570292 0.571131 
2X Yl l   0.399768 0.414654 0.643321 0.657554 
3X Yl l   0.478207 0.479654 0.661164 0.668720 
4X Yl l   0.481916 0.472816 0.790523 0.807957 
5X Yl l   0.454660 0.434442 0.789080 0.811154 
6X Yl l   0.388039 0.372432 0.695349 0.723564 
7X Yl l   0.404647 0.395248 0.782490 0.803642 
8X Yl l   0.424094 0.418292 0.735565 0.769712 
VECM filtering - Residuals 
 S→F4 F4→S 
Hiemstra-Jones Diks-Panchenko Hiemstra-Jones Diks-Panchenko 
1X Yl l   0.081327 0.080696 0.173489 0.175204 
2X Yl l   0.014988 0.018144 0.052178 0.056221 
3X Yl l   0.020089 0.027299 0.012542 0.014372 
4X Yl l   0.016371 0.025023 0.003461 0.005677 
5X Yl l   0.009973 0.016367 0.000903 0.002146 
6X Yl l   0.024652 0.040994 0.000194 0.000880 
7X Yl l   0.010520 0.019077 0.000127 0.000968 
8X Yl l   0.005974 0.015309 0.000100 0.001024 
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GARCH BEKK (1, 1) filtering, Bivariate approach 
Table A.XXIII. Testing S, F1 GARCH-BEKK residuals for non-linear causality results (pairwise) 
 




GARCH-BEKK (1,1) filtering - Residuals 
 S→F1 F1→S 
Hiemstra-Jones Diks-Panchenko Hiemstra-Jones Diks-Panchenko 
1X Yl l   0.416186 0.429034 0.939807 0.940648 
2X Yl l   0.494739 0.490921 0.746212 0.726444 
3X Yl l   0.569111 0.588004 0.695517 0.673481 
4X Yl l   0.556747 0.579235 0.721569 0.674442 
5X Yl l   0.583848 0.581060 0.631970 0.584526 
6X Yl l   0.427812 0.368887 0.471801 0.396835 
7X Yl l   0.511072 0.395784 0.321202 0.230031 
8X Yl l   0.562916 0.480139 0.065271 0.052467 
GARCH-BEKK (1,1) filtering - Residuals 
 S→F2 F2→S 
Hiemstra-Jones Diks-Panchenko Hiemstra-Jones Diks-Panchenko 
1X Yl l   0.621380 0.641165 0.873157 0.880300 
2X Yl l   0.549887 0.595051 0.716076 0.698140 
3X Yl l   0.539343 0.583802 0.366288 0.320540 
4X Yl l   0.549910 0.565136 0.687976 0.654081 
5X Yl l   0.406249 0.464709 0.732288 0.674521 
6X Yl l   0.486172 0.547834 0.298451 0.221352 
7X Yl l   0.661197 0.707432 0.227091 0.169201 
8X Yl l   0.614010 0.719062 0.042618 0.033775 
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Table A.XXV. Testing S, F3 GARCH-BEKK residuals for non-linear causality results (pairwise) 
 
Table A.XXVI. Testing S, F4 GARCH-BEKK residuals for non-linear causality results (pairwise) 
 
 
GARCH-BEKK (1,1) filtering - Residuals 
 S→F3 F3→S 
Hiemstra-Jones Diks-Panchenko Hiemstra-Jones Diks-Panchenko 
1X Yl l   0.246904 0.263655 0.866017 0.880618 
2X Yl l   0.103970 0.125865 0.822757 0.811789 
3X Yl l   0.306685 0.355335 0.569191 0.522308 
4X Yl l   0.395064 0.420877 0.614271 0.560096 
5X Yl l   0.284660 0.363590 0.684188 0.609695 
6X Yl l   0.279240 0.334563 0.342945 0.253144 
7X Yl l   0.460235 0.504920 0.258050 0.234025 
8X Yl l   0.312625 0.430057 0.046525 0.060303 
GARCH-BEKK (1,1) filtering - Residuals 
 S→F4 F4→S 
Hiemstra-Jones Diks-Panchenko Hiemstra-Jones Diks-Panchenko 
1X Yl l   0.957010 0.962517 0.678981 0.662891 
2X Yl l   0.586488 0.581388 0.498294 0.474514 
3X Yl l   0.603378 0.597807 0.535414 0.557563 
4X Yl l   0.632605 0.651490 0.374543 0.435325 
5X Yl l   0.527217 0.548006 0.572666 0.564442 
6X Yl l   0.588077 0.678276 0.719095 0.672672 
7X Yl l   0.393831 0.466490 0.735507 0.697684 
8X Yl l   0.219476 0.319696 0.689345 0.692465 
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GARCH BEKK (1, 1) filtering, Multivariate approach 
Table A.XXVII. Testing S, F1 GARCH-BEKK residuals for non-linear causality results (five-
variate) 
 






GARCH BEKK (1,1) filtering - Residuals 
 S→F1 F1→S 
Hiemstra-Jones Diks-Panchenko Hiemstra-Jones Diks-Panchenko 
1X Yl l   0.467235 0.448621 0.917094 0.905714 
2X Yl l   0.550734 0.526018 0.966979 0.955729 
3X Yl l   0.900308 0.890993 0.958039 0.953064 
4X Yl l   0.960228 0.955978 0.907018 0.877960 
5X Yl l   0.963466 0.950281 0.942143 0.919839 
6X Yl l   0.965781 0.946897 0.957094 0.944785 
7X Yl l   0.987036 0.981275 0.889357 0.794502 
8X Yl l   0.934902 0.884096 0.787462 0.604188 
GARCH BEKK (1,1) filtering - Residuals 
 S→F2 F2→S 
Hiemstra-Jones Diks-Panchenko Hiemstra-Jones Diks-Panchenko 
1X Yl l   0.875083 0.879802 0.961447 0.962450 
2X Yl l   0.869634 0.859924 0.854147 0.859151 
3X Yl l   0.896706 0.893364 0.546180 0.526076 
4X Yl l   0.894850 0.906134 0.710540 0.670833 
5X Yl l   0.826862 0.849931 0.842951 0.794497 
6X Yl l   0.905604 0.925896 0.754779 0.690144 
7X Yl l   0.905676 0.926804 0.714785 0.687710 
8X Yl l   0.731931 0.769236 0.622085 0.628751 
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Table A.XXIX. Testing S, F3 GARCH-BEKK residuals for non-linear causality results (five-
variate) 
 




GARCH BEKK (1,1) filtering - Residuals 
 S→F3 F3→S 
Hiemstra-Jones Diks-Panchenko Hiemstra-Jones Diks-Panchenko 
1X Yl l   0.280246 0.252930 0.731897 0.736322 
2X Yl l   0.181024 0.163558 0.705107 0.706389 
3X Yl l   0.344012 0.303409 0.518147 0.511041 
4X Yl l   0.366424 0.346098 0.483293 0.485582 
5X Yl l   0.079327 0.074278 0.613050 0.621550 
6X Yl l   0.109702 0.102054 0.571476 0.607480 
7X Yl l   0.095337 0.106403 0.451822 0.486292 
8X Yl l   0.024148 0.036160 0.251430 0.341880 
GARCH BEKK (1,1) filtering - Residuals 
 S→F4 F4→S 
Hiemstra-Jones Diks-Panchenko Hiemstra-Jones Diks-Panchenko 
1X Yl l   0.837888 0.823393 0.644905 0.635891 
2X Yl l   0.412611 0.374443 0.435351 0.442802 
3X Yl l   0.395352 0.361451 0.501963 0.511830 
4X Yl l   0.433060 0.420467 0.421445 0.418509 
5X Yl l   0.266170 0.233570 0.465481 0.399645 
6X Yl l   0.393548 0.427483 0.562019 0.531697 
7X Yl l   0.242108 0.243272 0.503851 0.424268 
8X Yl l   0.194779 0.261791 0.437339 0.413144 
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