In order to use DNA sequences for specimen identification (e.g., barcoding, fingerprinting) an algorithm to compare query sequences with a reference database is needed. Precision and accuracy of query sequence identification was estimated for hierarchical clustering (parsimony and neighbor joining), similarity methods (BLAST, BLAT and megaBLAST), combined clustering ⁄ similarity methods (BLAST ⁄ parsimony and BLAST ⁄ neighbor joining), diagnostic methods (DNA-BAR and DOME ID), and a new method (ATIM). We offer two novel alignment-free algorithmic solutions (DOME ID and ATIM) to identify query sequences for the purposes of DNA barcoding. Publicly available gymnosperm nrITS 2 and plastid matK sequences were used as test data sets. On the test data sets, almost all of the methods were able to accurately identify sequences to genus; however, no method was able to accurately identify query sequences to species at a frequency that would be considered useful for routine specimen identification (42-71% unambiguously correct). Clustering methods performed the worst (perhaps due to alignment issues). Similarity methods, ATIM, DNA-BAR, and DOME ID all performed at approximately the same level. Given the relative precision of the algorithms (median ¼ 67% unambiguous), the low accuracy of species-level identification observed could be ascribed to the lack of correspondence between patterns of allelic similarity and species delimitations. Application of DNA barcoding to sequences of CITES listed cycads (Cycadopsida) provides an example of the potential application of DNA barcoding to enforcement of conservation laws.
Recently, there have been several widely circulated proposals to use DNA sequences to identify specimens across all of life (Floyd et al., 2002; Hebert et al., 2003) in a manner analogous to the commercially ubiquitous Universal Product Codes (UPC; Savir and Laurer, 1975) . The proposal has been branded ''DNA barcoding'' in honor of the most common graphic manifestation of UPC. Identification of samples based on their DNA sequences, instead of diagnostic morphological features, is not a new idea-a great number of researchers have used sequence-based ''DNA fingerprinting'' to identify specimens for some time now (e.g., Fox et al., 1977; Niesters et al., 1993; Li et al., 1995; Poinar et al., 1998; Amato et al., 1999; Doukakis et al., 1999; Jackson et al., 1999; Zaidi et al., 1999; Fell et al., 2000; Hofreiter et al., 2000; Ko˜ljalg et al., 2000; Kristiansen et al., 2001; Wells and Sperling, 2001; Wells et al., 2001a,b; Brown et al., 2002; Vra˚lstad et al., 2002) . The use of DNA fingerprinting or other biochemical markers for identification is particularly common for microbial studies perhaps due to the general lack of microbial morphological diversity. DNA fingerprinting has also been applied to more morphologically diverse taxa in instances where the only available material is of inadequate quality to make a morphology-based determination (e.g., Poinar et al., 1998; Jackson et al., 1999; Hofreiter et al., 2000; Wells and Sperling, 2001; Wells et al., 2001a,b) .
DNA barcoding has immense conservation application, particularly in the enforcement of bans on trafficking of protected species. Barcoding could allow for relatively rapid ( 12 h) and accurate identification by non-specialists of listed taxa at customs checkpoints. In addition, the identification of morphologically deficient or incomplete specimens can also be undertaken (e.g., powders). For example, all 305 species of Cycadopsida are protected by the Convention on International Trade in Endangered Species (CITES; http:// www.cites.org/eng/app/appendices.shtml) resulting in regulation of international transport of all specimens. With the exception of Cycas beddomei Dyer, all species in six of the 11 Cycadopsida genera are listed in CITES appendix II. The remaining five genera and C. beddomei are listed in appendix I. The ability of customs inspectors to discriminate between specimens protected by appendix I and those protected by appendix II is critical as trade in appendix II species is allowed under some circumstances. Currently, the monosaccharide profiles of mucilage (Stevenson and Gigliano, 1989) are used by customs inspectors to determine if a given specimen of Cycadopsida is protected under appendix I or II.
Problems with pair-wise distances
The use of DNA sequences for arbitrary and capricious species delimitation is widely criticized (Tautz et al., 2002; Lipscomb et al., 2003; Sperling, 2003; Moritz and Cicero, 2004; Will and Rubinoff, 2004; DeSalle et al., 2005; Monaghan et al., 2005; Vences et al., 2005b; Meier et al., in press ). Ferguson (2002) provides an extensive explanation of why distances are inappropriate for species circumscription from a biosystematics perspective. However, the distance-based approach is favored by some proponents (e.g., Floyd et al., 2002; Hebert et al., 2003; Blaxter, 2004; Lambert et al., 2005) whom advocate a strict divergence threshold above which sequences are considered to belong to separate species and below which the sequences are considered conspecific. To illustrate the perils of using percent divergence, to circumscribe species, a hypothetical situation in which it is not possible to circumscribe one or more species that simultaneously incorporate all sequences with less than 5% divergence while at the same time excluding sequences that diverge 5% or more, is shown in Fig. 1 . Pair-wise distances suggest either: (i) one species consisting of A + B + D and a second species consisting of only C; (ii) one species consisting of A + B + C and a second species consisting of only D; (iii) one species consisting only of A and a second species consisting of B + C + D; or (iv) one species consisting of A + C + D and a second species consisting of only B. The use of patristic distances does not resolve these contradictory circumscriptions. Patristic distances suggest either: (i¢) one species consisting of A + B + D and a second species consisting of only C; (ii¢) one species consisting of A + B and a second species consisting of C + D; or (iii¢) one species consisting of A + C + D and a second species consisting of only B. An objective criterion to distinguish among these possible circumscriptions does not exist. Either all possible circumscriptions are correct or they are all incorrect. In this example neither pair-wise nor patristic distances can be used to consistently circumscribe species at the 5% level.
When confronted with data similar to that in Fig. 1 , circumscription methods such as PAQ (Baccam et al., 2001) and TaxonDNA (Meier et al., in press) can be used to generate stable groupings of similar sequences. Unfortunately, these algorithms must make sacrifices to achieve stability: PAQ produces overlapping groups that conform to the threshold while TaxonDNA violates the threshold when necessary to produce non-overlapping groups. To remedy the situation illustrated in Fig. 1 , Blaxter et al. (2005) advocate the use of a modified CLOBB algorithm (Parkinson et al., 2002) in combination with randomization of input order. Although randomization could eventually produce all possible circumscriptions that are compatible with the data, randomization in-and-of itself does not provide an objective criterion to choose between alternate circumscriptions, rather it merely identifies such situations. Blaxter et al. indicate that the production of unstable groupings is a desirable feature of their algorithm, rather than a failing-this is not the case.
As percent divergence cannot reliably be used to diagnose species (Fig. 1; Ferguson, 2002) and non-arbitrary reproducible algorithms for species delimitation are available [e.g., population aggregation analysis (Nixon and Wheeler, 1990; Davis and Nixon, 1992) , exact F ST (Raymond and Rousset, 1995) ] there is no logical reason for the use of arbitrary delimitations. Fig. 1 . The effect of enchainment on the ''percent divergence'' species concept. A hypothetical situation in which it is not possible to circumscribe one or more species that simultaneously incorporate all sequences with less than 5% divergence while at the same time not having 5% or more divergence within a species. Pair-wise Manhattan distances are shown to the right of the sequences, the unrooted most parsimonious tree (one of the two possible optimizations) along with the patristic distances derived from the tree (and optimization) are shown below.
Lack of molecular variation
The low level of molecular differentiation among some species (e.g., relatively recently diverged species) in effect limits the potential application of DNA barcoding to a subset all of the species currently recognized (Lipscomb et al., 2003; Sperling, 2003; Tautz et al., 2003; Moritz and Cicero, 2004; Will and Rubinoff, 2004; DeSalle et al., 2005; Vences et al., 2005b; Meier et al., in press ). Advocates of DNA barcoding who wish to use a strict percent divergence threshold, dismiss this criticism as irrelevant as they would not recognize these entities as distinct species even though biological species sensu Mayr (1957) or phylogenetic species sensu Nixon and Wheeler (1990) could, in theory, differ only by a single nucleotide change.
Selection of the barcode locus
Selection of the barcode locus is controversial (Mallet and Willmott, 2003; Tautz et al., 2003; Blaxter, 2004; Thalmann et al., 2004; DeSalle et al., 2005; Kress et al., 2005; Vences et al., 2005b) . Criticisms of proposed loci include the lack of universal primers, non-ubiquitous loci, alignment issues, multiple copies per individual, and lack of appropriate levels of variation within some taxonomic groups. It is unlikely that any one locus will be sufficient for identifications across all of life (Tautz et al., 2003) , but limiting the number of loci while at the same time maximizing the number of species possessing easily detectable loci (i.e., the locus is present and can be polymerase chain reaction-amplified with ''universal'' primers) is of great importance.
The mitochondrially encoded gene cytochrome c oxidase subunit I (COI) has been the locus of choice for most of the recent exemplar studies (Wells and Sperling, 2001; Wells et al., 2001a,b; Hebert et al., 2003 Hebert et al., , 2004a Hogg and Hebert, 2004; Whiteman et al., 2004; Ball et al., 2005; Barrett and Hebert, 2005; Lambert et al., 2005; Lorenz et al., 2005; Meyer and Paulay, 2005; Monaghan et al., 2005; Saunders, 2005; Smith et al., 2005; Steinke et al., 2005; Vences et al., 2005a,b; Ward et al., 2005; Hajibabaei et al., 2006; Smith et al., 2006) . However, portions of the nuclear ribosomal DNA (LSU, SSU or ITS) have been extensively used for barcoding (Fox et al., 1977; Niesters et al., 1993; Li et al., 1995; Poinar et al., 1998; Amato et al., 1999; Jackson et al., 1999; Fell et al., 2000; Hofreiter et al., 2000; Ko˜ljalg et al., 2000 Ko˜ljalg et al., , 2005 Floyd et al., 2002; Vra˚lstad et al., 2002; Rosling et al., 2003; Tedersoo et al., 2003; De Ley et al., 2005; Kopchinskiy et al., 2005; Kress et al., 2005; Markmann and Tautz, 2005; Monaghan et al., 2005; Steinke et al., 2005; Vences et al., 2005a,b; Smith et al., 2006) . Regions of plastid DNA have also been used for plant barcoding (Poinar et al., 1998; Hofreiter et al., 2000; Chase et al., 2005; Kress et al., 2005) . From the limited data available for land plants, it appears that COI is an inappropriate choice for identification of most species in this kingdom (Cho et al., 2004) .
The use of mitochondrially encoded regions has been criticized because of the prevalence of mitochondrial DNA insertions into the nuclear genome of some animals (Thalmann et al., 2004) . The use of other loci has drawn criticism due to the possibility of ancestral polymorphisms, lineage sorting, incomplete concerted evolution, and orthology ⁄ paralogy concerns (Mallet and Willmott, 2003; Ball et al., 2005; Chase et al., 2005; Kress et al., 2005) . These criticisms conflate phylogeny reconstruction with specimen identification. Although hierarchical clustering algorithms (e.g., neighbor joining, parsimony, maximum likelihood, etc.) could be used to identify query sequences, the aim is not to produce a phylogeny rather it is to provide an identification. Unlike phylogenetic methods, diagnostic techniques are not constrained to operate only with characteristics presumed to be homologous-characteristics known to be non-homologous can be used and are often more informative than strictly homologous characteristics (e.g., opposite leaves have more than one evolutionary origin within angiosperms, but this characteristic is often among the first used in diagnostic keys). Thus, the number of copies of the barcoding locus, their physical location in the genome, and the topology of the resulting gene tree are irrelevant to the identification process provided that the reference database contains all of the detectable copies found in a particular taxon.
Identification using multidimensional scaling
The use of multidimensional scaling for identification of query sequences is problematic. Circumstances likely to occur in real data sets that will result in ambiguous identification or no identification have been discovered (Will and Rubinoff, 2004) . It is unlikely that genetic distance will be uniform among species at the barcode locus (Meyer and Paulay, 2005; Meier et al., in press ). In addition, the occurrence of shared haplotypes at the barcode locus due to ancestral polymorphism will probably be observed in some instances (Funk and Omland, 2003; Meyer and Paulay, 2005) . As a direct consequence of these two properties, if the query sequence is placed in a region of the multidimensional scaling plot where two species overlap or if the query sequence falls outside of the circumscription for any known species, no identification can be made (Will and Rubinoff, 2004) . Given these problems, multidimensional scaling has not been widely used for DNA barcoding, instead most studies use some form of hierarchical clustering or less commonly a similarity method.
Identification using hierarchical clustering
Hierarchical clustering methods (e.g., neighbor joining, parsimony, maximum likelihood) are used to identify query sequences by first aligning the query sequence to a set of reference sequences and then calculating or searching for a topology or set of topologies. Once a hierarchy has been constructed, group membership variables (Farris, 1974 ) must be optimized on to the hierarchy in order to determine the identity of the query sequence. This step is often accomplished intuitively rather than explicitly-leading to disagreements about the success or failure of a particular identification (e.g., Will and Rubinoff, 2004 and Meier et al., in press, versus Hebert et al., 2003) .
If a hierarchical clustering method is used for query sequence identification, there are at least three ways in which an ambiguous identification can result.
1 If the query sequence is resolved as sister to a known group, an unambiguous identification cannot be made (Fig. 2a; Will and Rubinoff, 2004) .
2 If the gene tree of the barcode locus does not match the classification such that a group of sequences is para-or polyphyletic (sensu Farris, 1974) in the gene tree and the query sequence is resolved in a position between the non-monophyletic group and another group, an unambiguous identification cannot be made (Fig. 2b) . Whether or not the group of sequences represents a ''non-monophyletic'' species or a para-or polyphyletic higher taxon is irrelevant as the gene tree is the only source of data used to make an identification. It would be undesirable to change the species circumscription so that species are made ''monophyletic'' as this does not appear to reflect biological reality (Crisp and Chandler, 1996; Funk and Omland, 2003) . In addition, it would be counter-productive to change the classification if a higher taxon was in fact monophyletic in the underlying species tree and the barcode gene tree simply does not reflect this pattern (e.g., due to lineage sorting).
3 An unresolved tree (Fig. 2c) can also produce an ambiguous identification.
The frequency of ambiguous identifications could be reduced by the consistent use of either a ''fast'' (a.k.a. ACCTRAN) or ''slow'' (a.k.a. DELTRAN) optimization rather than using an unambiguous optimization (the intersection between fast and slow)-this is an arbitrary and empirically unsupported decision that does not actually eliminate the underlying cause of ambiguity.
Methods that are implemented in such a way as to return only a single suboptimal tree (e.g., most implementations of neighbor joining) can exasperate the problems outlined above as well as result in outright misidentification particularly when an ambiguous identification is the only conclusion that can be supported by the data. Variation in alignment can also result in incorrect identification-even when the query sequence is identical to one in the reference database.
Identification using similarity methods
BLAST and related similarity methods compare the query sequence with the sequences in an unaligned reference database using a pair-wise partial alignment or A B C Fig. 2 . Hypothetical phylogenetic (or phenetic) trees demonstrating situations in which ambiguous identification of query sequences will result (assuming unambiguous optimization of group membership variables). (A) A case in which the query sequence is sister to genus C and therefore cannot be assigned to either genus B or C (identification to species cannot be made either; Will and Rubinoff, 2004) . (B) A case in which the gene tree does not match the current classification resulting in genus E appearing to be paraphyletic on the gene tree. The query sequence cannot be unambiguously assigned to either genus E or F. In addition, no identification to species can be made. (C) A case in which the query sequence cannot be identified to species due to lack of resolution (caused by either lack of data or conflicting data).
nearly exact matches of short nucleotide strings (e.g., 11 nucleotides). A similarity score is computed from the portion of the query aligned to the reference sequence. The reference sequence(s) with the highest similarity score is(are) usually presented along with some indication of the probability of drawing such a match given the properties of the reference sequences and the length of the match (e.g., E-value). The ability of similarity methods (e.g., BLAST, BLAT, FASTA, megaBLAST) to alleviate the problems associated with multidimensional scaling and hierarchical clustering has not been extensively discussed in the context of sequence identification for DNA barcoding (Prendini, 2005) -although BLAST (Altschul et al., 1990) or FASTA (Pearson and Lipman, 1988) have been used in some cases (e.g., Poinar et al., 1998; Wells et al., 2001b; Rosling et al., 2003; Tedersoo et al., 2003; De Ley et al., 2005; Ko˜ljalg et al., 2005; Kopchinskiy et al., 2005; Kress et al., 2005; Markmann and Tautz, 2005; Vences et al., 2005a,b) .
The various manifestations of BLAST are known to provide inconsistent (Anderson and Brass, 1998; Woodwark et al., 2001 ) and even incorrect (Agarwal and States, 1998; Anderson and Brass, 1998; Koski and Golding, 2001 ) sequence identifications under some real world circumstances. Some query sequence misidentifications can be ascribed to an incomplete reference database (Koski and Golding, 2001) or the parameters used to construct pair-wise alignments (Anderson and Brass, 1998; Woodwark et al., 2001) .
Recently, Steinke et al. (2005; TaxI) and Meier et al. (in press ; TaxonDNA) have proposed methods that rely on pair-wise alignment of the query sequence to an aligned reference database. The reference sequence(s) with the smallest pair-wise distance from the query sequence is taken to be the identification. Distance between the reference and query sequence can be calculated in various ways depending upon the method. In some cases, statistical tests can be used to determine if the closest matching reference sequence(s) are sufficiently similar to be considered a valid identification [e.g., ''best close match'' of Meier et al. (in press) ]. In contrast to BLAST and related similarity methods, TaxI and TaxonDNA rely on an aligned reference database. As a result, disparate elements of an alignment variable region are difficult to meaningfully accommodate within the same database. In addition, the consistent alignment of a large number of sequences from such a region (> 10 000) is computationally difficult.
All similarity methods can produce an ambiguous identification when a query sequence equally matches more than one sequence in the reference database (similar to the problems with multidimensional scaling discussed above).
Identification using similarity methods in combination with hierarchical clustering
Disregarding the interpretation issues outlined in Fig. 2 , computational barriers prevent the widespread use of hierarchical clustering methods to provide identifications for DNA barcoding because (1) the consistent alignment of large data matrices (> 10 000 sequences) from an alignment variable region is computationally difficult, and (2) the production of trees (calculation of starting tree plus branch swapping) for such large matrices is difficult to impossible using current software and hardware. To evade current computational limits, BOLD-ID (Hajibabaei et al., 2005) uses BLAST guided by ''hidden Markov models based on a global protein alignment for the cox1 [COI] gene'' to select 100 sequences from the reference database that best match the query sequence. The resulting sequences can then be further analyzed with a distance tree to determine the final identification. An exact description of the methods used by BOLD-ID have not been published to date.
Identifications using diagnostic methods
A standard morphological approach to species identification could be adapted to DNA barcoding. Traditionally, taxonomists have intuitively constructed diagnostic descriptions from morphological data in such a way as to provide a unique set of characteristics by which to unambiguously identify specimens. That same logic can be used to construct a diagnosis using only DNA sequences. The union of available sequences should be used to construct the species diagnosis (i.e., a list of unique sequences or sequence motifs) just as morphological diagnoses are currently based on a sample of specimens empirically determined to constitute a reasonable sample of a species' diversity.
Using the available gymnosperm nrITS 2 data we can, for example, diagnose Zamia wallisii A. Braun as having the distinguisher CTTGCTCCTT at nrITS 2. Our current knowledge indicates that all individuals of Z. wallisii have this motif at nrITS 2 and that no other gymnosperm species have such a motif at this locus. This type of diagnosis is designed to be useful without the need to align the sequences and can be constructed such that the sequences do not have to be in the same + ⁄ ) orientation. DNA sequences from unknown specimens can be identified by searching for diagnostic distinguishers that are recorded in the reference database. Owing to lack of sequence variability, not all species will have unique DNA distinguishers useful for differentiating them from other species. Species without unique distinguishers could be diagnosed with unique combinations of more common distinguishers-as is often done with morphology-based diagnoses.
DNA diagnoses can be constructed by enumeration of all possible distinguishers, but as the reference database increases in size such an approach becomes computationally impractical. Methods to construct diagnoses from sequence data have been proposed recently (Borneman et al., 2001; Rash and Gusfield, 2002; DasGupta et al., 2005a,b; Gibbs et al., 2005) . Although these methods originally were designed to select oligonucleotide sequences for use in a Southern hybridization-based identification system, the probe sequences can just as easily be incorporated into a system that uses DNA sequences directly. As a procedure that uses DNA sequences directly is not constrained by oligonucleotide characteristics (e.g., melting temperature) there are potentially more useful diagnostic characteristics available.
Alignment-free tree-based identification
Another possible solution to alleviate the need for sequence alignment is a hybrid between the existing hierarchical clustering and similarity methods. We propose that each sequence in the reference database could be scored for the presence ⁄ absence of all possible short sequence motifs in both orientations (+ ⁄ )). After the addition of a similarly scored query sequence the matrix could be subjected to some type of cladistic analysis (e.g., parsimony). Because this coding method does not require alignment it discards information about the relative order of motifs. As a direct result, it is likely that some sequences will be scored as having a given motif that an alignment would indicate are non-homologous. This method would suffer from the interpretation problems outlined in Fig. 2 as well as over ⁄ underweighting as a result of sampling the same nucleotide change repeatedly (i.e., the standard assumption of character independence is violated). Branch support for this matrix could not be correctly calculated using standard resampling techniques (e.g., jackknife) without the use of some sort of correction factor. The trees resulting from the analysis of this matrix should not be interpreted to represent the underlying phylogeny, rather the trees represent sequence similarity, which may or may not be concordant with the phylogeny. Potentially this scoring method could result in misidentification if the query sequence differs substantially in length and therefore its set of motifs-shorter query sequences will spuriously be scored as absent for motifs that ''should'' be present, and longer query sequences will spuriously be scored as present for motifs that ''should not'' be present.
Modifications to the BLAST algorithm (Altschul et al., 1997) , novel but related similarity methods [e.g., megaBLAST (Zhang et al., 2000) and BLAT (Kent, 2002) 
Materials and methods
Gymnosperm nuclear ribosomal DNA internal transcribed spacer 2 sequences (nrITS 2) available in GenBank were used to construct a test data set (sequences downloaded May 12, 2005; some sequences used in the analysis also included nrITS 1 and ⁄ or a small portion of 18S and ⁄ or a small portion of 26S). A second test data set was constructed from publicly available gymnosperm sequences of plastid-encoded tRNA-Lys (trnK) gene, intron and embedded maturase K (matK) downloaded from GenBank July 29, 2005 (sequences used in the analysis included some portion of matK and ⁄ or trnK and ⁄ or surrounding trnK intron). Identical sequences derived from the same species were reduced to a single sequence. Sequences were excluded if they were not identified to species or if they were derived from interspecific hybrids (Appendices 1 and 2).
Four reference databases were constructed from these sequences. Two ''full databases'' included either 1037 nrITS 2 sequences from 413 species in 71 genera or 522 matK sequences from 334 species in 75 genera. Generic and species circumscriptions used here follow the taxonomy used in GenBank (intraspecific taxa were ignored). The ''restricted databases'' contained either 413 nrITS 2 sequences or 334 matK sequences-one sequence per species. If multiple sequences were available from a given species, the most complete sequence was used in the restricted database. A length ⁄ completeness score (sequence information content) was calculated from the number of unambiguous nucleotides (A, C, G or T) multiplied by 4, plus the number of twofold degenerate base symbols (K, M, R, S, W or Y) multiplied by 2, plus the number of threefold degenerate base symbols (B, D, H or V). If multiple sequences derived from a given species had an identical sequence information content score, then an arbitrary selection among the highest scoring sequences was made.
Pair-wise divergence between reference sequences was calculated by aligning each pair of sequences with MUSCLE version 3.52 (Edgar, 2004 ) using default parameters. The Manhattan metric was used to calculate percent divergence with sites containing gaps and ⁄ or full polymorphisms (i.e., N) in one or both of the sequences excluded from consideration. Subset polymorphisms in the sequences (i.e., B, D, H, K, M, R, S, V, W and Y) were counted as a single change if there was not an intersection between the two sequences at that position.
Hierarchical clustering
Multiple sequence alignments of the full and the restricted reference databases were constructed using the default parameters in MUSCLE. These alignments were used to measure precision by querying all nrITS 2 or matK sequences against the appropriate full reference database while accuracy was estimated by querying all nrITS 2 or matK sequences against the appropriate restricted reference database (assuming consistent taxonomic identification). Each query sequence was aligned to the appropriate multiple sequence alignment using the ''-profile'' option in MUSCLE. The resulting output was converted to a format appropriate for TNT version 1.0 (Goloboff et al., 2004) . A 200 iteration parsimony ratchet tree search (Nixon, 1999) was conducted in TNT holding a single tree. Ten percent of the informative characters were reweighted using a probability of 5 for up-weighting and a probability of 5 for down-weighting with other parameters set to the default (''xi; rs0; col3; ho200; rat:it200upf5dow5numsubsX; mu ¼ rep1ho1r-at;'' where X ¼ 10% of the number of informative characters). A fast tree search-calculation of a Wagner tree followed by SPR swapping while holding one tree-was also conducted with TNT (''xi; rs0; col3; ho1; mu ¼ rep1ho1spr;''). Only one tree was held for each of the parsimony analyses to make results more comparable those of neighbor joining. The output from MUSCLE was also converted to an input file for the PHYLIP package version 3.63 (Felsenstein, 2004) . The program dnadist was used to calculate a distance matrix using the Jukes-Cantor model of nucleotide substitution (Jukes and Cantor, 1969) with one substitution rate category (dnadist crashed when asked to apply other substitution models to the data). The resulting distance matrix was used to construct a tree using the method of Saitou and Nei (1987) as implemented in the program neighbor using the default parameters. The placement of the query sequence, in the trees derived from TNT and neighbor, was scored such that the least inclusive clade containing the query was taken to be the intended identification thereby eliminating the difficulties demonstrated above (Fig. 2 ) by arbitrarily selecting a ''fast'' (ACCTRAN) optimization of the group membership variables. The identification was taken to include all sequences in the clade.
Similarity methods
Precision of similarity methods was estimated by querying all nrITS 2 or matK sequences against the appropriate full reference databases and accuracy was estimated by querying all sequences against the restricted reference database. Queries used the BLASTn algorithm as implemented in blastall version 2.2.10 (Altschul et al., 1997) , BLAT version 32 (2005 January 31; Kent, 2002) , and megaBLAST version 2.2.10 (Zhang et al., 2000) . When necessary, it was specified that the query sequence and the reference databases were composed of DNA sequences, that up to 100 sequences were returned for each query, and that the output be in the ''traditional blast'' style, otherwise the default parameters were used for all similarity programs.
Combination methods
The top 100 BLAST hits generated by each query sequence (output derived as described for the ''similarity methods'' above) were aligned using the default parameters in MUSCLE. The resulting matrix of 101 sequences was analyzed in TNT and neighbor and then scored for precision and accuracy as described for the ''hierarchical clustering'' methods above.
Diagnostic methods
In order to generate a presence ⁄ absence matrix of distinguishers (sequence strings), the source code of ''degenbar'', which implements the DNA-BAR method of DasGupta et al. (2005a) was modified to accept a maximum of 10 000 sequences. An input file for degenbar was constructed with ''NumTargets'' and ''NumSources'' set to the total number of sequences in the input file, ''Redundancy'' set to 10, ''l_min'' set to 10, ''l_max'' set to 50, ''MinCandidTemp'' set to 0, ''MaxCandidTemp'' set to 100, ''MinCandidGC'' set to 0, ''MaxCandidGC'' set to 100, ''SaltConc'' set to 50, ''DNAConc'' set to 50, ''MaxCommSubstrWt'' set to 100, and ''MinMaskLength'' set to 1. Each sequence and its reverse complement (separated by 50 ''N'' symbols) was input. The presence ⁄ absence matrix of distinguishers in the degenbar output was used as a reference database. Each query sequence was scored for the presence or absence of each distinguisher (10-50 nucleotide in length). The reference sequence(s) with the greatest number of matching presence ⁄ absence scores was(were) taken to be the identification. Precision was estimated by querying all nrITS 2 or matK sequences against the appropriate matrix of distinguishers derived from a full reference database and accuracy was estimated by querying all sequences against a matrix of distinguishers derived from a restricted reference database.
A diagnostic DNA barcode database for DOME ID (Diagnostic Oligo Motifs for Explicit IDentification) was constructed:
1 All sequence strings of 10 nucleotides offset by five nucleotides were extracted from the reference sequences.
(Both overlapping and non-overlapping strings were used in preliminary trials. The use of overlapping strings resulted in a greater proportion of taxa with diagnostics distinguishers, but at the cost of greater computational time. Preliminary trials also indicated that a string length of 10 nucleotides resulted in a high proportion of taxa with diagnostics distinguishers with a minimum computational burden.)
2 Each string was classified as diagnostic or nondiagnostic by searching among the nrITS 2 or matK reference sequences for the string and its reverse complement. A string was considered diagnostic if it and its reverse complement occurred only in sequences belonging to a single species.
3 Diagnostic strings were inserted into the diagnostic barcode database. Non-diagnostic strings were ignored. If no diagnostic distinguishers could be found for a particular taxon it was not possible to identify query sequences from that taxon-this feature eliminates some false or ambiguous identifications at the expense of taxonomic depth.
Precision of DOME ID was estimated by querying the nrITS 2 or matK sequences in the restricted reference database against the barcode database derived from those same sequences. The full reference database could not be used to measure precision because it was constructed to reflect a species in its known entirety rather than the individual sequences belonging to the species-because the restricted reference database includes only one sequence per species it could be used to measure precision. Accuracy was estimated by querying all nrITS 2 or matK sequences against the appropriate restricted reference database.
Queries to the DOME ID reference database were conducted using the following algorithm:
1 All contiguous overlapping sequence strings of 10 nucleotides were extracted from the query sequence in both orientations. (Completely overlapping strings where used so that query sequences need not be in the same register as the reference sequences.)
2 Each string extracted from the query sequence was checked against the barcode database.
3 If a query sequence matched more than one taxon in the barcode database, the sequence with the greatest number of sequence string matches was taken to be the identification. In the case of ties, the identification was ambiguous. If none of the query strings matched anything in the reference database, the sequence was considered unidentified.
Alignment-free tree-based identification
ATIM was tested by scoring each sequence in the reference database for the presence ⁄ absence of all 1 048 576 possible motifs of 10 nucleotides in lengthboth orientations of each reference sequence was examined. Presumed most parsimonious trees were obtained for each matrix using 100-1000 parsimony ratchets in TNT (100-200 iterations each, one to 20 tree(s) held per ratchet, 10% of the informative characters re-weighted each iteration, a probability of five for up-weighting, and a probability of five for down-weighting; ''xi; rs0; col3; ho20000; rat:it200upf5dow5numsubsX; mu ¼ rep100ho1rat;'' where X ¼ 10% of the number of informative characters). Query sequences were scored in the same manner as the reference sequences and appended to the matrix. The resulting matrix was opened in TNT with the ''nstates 8;'' command in order to reduce amount of RAM required. The strict consensus (''nel*;'') of the presumed most parsimonious trees derived from the reference matrix was read into memory and used as a skeleton tree for positive constraints (''force ⁄ & 0; k0; const ¼ ;''). A single replicate TBR tree search (holding 20 trees) was used to find the optimal placement of the query sequence (''xi; rs0; col3; ho21; mu ¼ rep1ho20;''). The strict consensus was scored using the same criteria used for the ''hierarchical clustering'' methods (described above). Precision and accuracy were estimated by querying all sequences against matrices derived from the appropriate full and restricted reference databases.
Estimate of relative analysis time
Time trials were conducted on a 3.06 GHz Intel Pentium Ò 4 with 1 GB of RAM running Ubuntu Linux 5.04 (Hoary Hedgehog). PERL scripts were used to track the time required for program execution (blastall, BLAT, a PERL script that interprets the degenbar output, dnadist, a PERL script that implements DOME ID using MySQL 4.1.10a, megaBLAST, MUSCLE, neighbor and TNT). The time required to format query sequence input and convert output from one executable to input for another executable was not included in execution time calculations.
1 Also, the one-time formatting of the various reference databases was excluded from execution time calculations (i.e., alignment of all sequences in the reference database for clustering methods, creating the presence ⁄ absence matrix of distinguishers for DNA-BAR, generating the diagnostic DNA barcode database for DOME ID, and scoring the presence ⁄ absence of all possible 10 nucleotide motifs for the ATIM reference database). The full matK reference database was used in conjunction with all matK sequences from 10 arbitrarily selected genera (Agathis, Bowenia, Cedrus, Chigua, Pseudotaxus, Stangeria, Taxodium, Thuja, Tsuga and Welwitschia) for a total of 29 query sequences.
Results
The median percent pair-wise divergence (Manhattan metric), the percentage of zero divergence comparisons, and the number of parsimony informative characters did not vary substantially between the full and restricted reference databases for a given locus (Table 1) . Aligned matrices were noticeably larger than the median unaligned length (Table 1 ). The number of redundant sequences (completely identical to at least one other sequence-including any implied indels) decreased postalignment (Table 1 ). The presence of these redundant sequences contributed to ambiguous identifications for all methods.
Hierarchical clustering
Within data sets, the clustering methods performed at approximately the same level of precision and accuracy; however, none of the clustering methods were able to accurately identify query sequences to species at a high frequency-especially when ambiguous identifications are considered (median ¼ 50% correct; Tables 2 and 3). Even after accounting for ambiguities, accurate identification to genus occurred at a high frequency (median ¼ 97% correct; Tables 2 and 3 ). Including ambiguities, precision of clustering methods was not particularly high (median ¼ 18% correct; Tables 2 and  3 ). Presumably unambiguous accuracy and precision would fall even further for all clustering methods if more than one tree was returned per search. Despite their similar performance, computer execution time varied greatly among the clustering methods. Execution time was highest for the parsimony ratchet ( 71 times longer than the SPR tree search), followed by neighbor joining (including the calculation of the pair-wise distance matrix; 9 times longer than the SPR tree search), and the SPR tree search in TNT (Table 4) .
Similarity methods
The performances of BLAST, BLAT, and mega-BLAST were very similar in most cases with most of the variation occurring between, rather than among, data sets (Tables 2 and 3 ). Of the similarity methods evaluated here, all were relatively precise (94-99% correct; Tables 2 and 3) provided that ambiguity-due to multiple reference sequences producing the same similarity score-was not considered. Precision fell noticeably (median ¼ 75% correct; Tables 2 and 3) when ambiguity was accounted for. For nrITS 2 approximately 5% of the precision lost to ambiguity can be related to the presence of 51 redundant sequences in the restricted reference database-the figure is approximately 14% for matK (75 redundant sequences). Although the similarity methods were more accurate than the existing clustering methods, none of the similarity methods were able to accurately identify query sequences to species (Tables 2 and 3 ) at a high frequency-especially when ambiguous identifications Tables 2 and 3) . Given the relative precision of the similarity methods a minimum of 37% accuracy ( 32% including ambiguity) was expected for nrITS 2 and 63% accuracy ( 43% including ambiguity) for matK-the various similarity methods were able exceeded this by 29-36% for nrITS 2 and 19-25% for matK. Computer execution time for the similarity methods was uniformly fast (2 s maximum; Table 4 ).
Combination methods
The performance of combination methods was very similar in most cases with most of the variation occurring between data sets (Tables 2 and 3 ). When ambiguity was accounted for, precision and accuracy of the combination methods was between that of the poorly performing clustering methods and the somewhat better performing similarity methods (Tables 2  and 3 ). However, none of the combination methods was able to perform better than the similarity methods. The computer time required for execution did not differ appreciably between the different combination methods, but was noticeably longer ( 200 times) than the better performing similarity methods (Table 4) .
Diagnostic methods
The DNA-BAR algorithm found 1997 distinguishers (sequence strings) to differentiate between the sequences in the full nrITS 2 reference database-unique combinations of distinguishers could not be found for 54 (5%) Tables 2 and 3 ), but the frequency of correct species-level identification was the same or lower than the worst performing similarity method (62% unambiguous; Tables 2 and 3 ). Given that the DNA-BAR algorithm was unable to find distinguishers for some of the sequences, approximately 5% ambiguity was expected for the nrITS 2 data set and 14% was expected for the matK data set-more ambiguity was observed during the estimation of precision, but less ambiguity was observed during the estimation of accuracy. Execution time of the PERL script used to compare the query sequence to the presence ⁄ absence matrix of distinguishers for DNA-BAR was relatively fast (median ¼ 1 s)-equivalent to the time required to conduct similarity searches (Table 4 ). The use of a compiled rather than interpreted programming language (e.g., C) to compare the query with the reference database would undoubtedly further improve the performance of the DNA-BAR algorithm. The DNA-BAR analysis time does not, however, include time required to generate the presence ⁄ absence matrix of distinguishers, which is rather computationally costly (DasGupta et al., 2005b) when compared with the simple formatting and conversion required for the similarity methods.
Unique 10 nucleotide distinguishers were present for 330 (80%) of the species in the nrITS 2 restricted reference database. For the matK restricted reference database, unique distinguishers were found for 200 (60%) of the species. DOME ID precision was relatively high (100% correct) provided unidentifiable sequences were not considered; however, precision fell noticeably (median ¼ 70% correct) when unidentifiable sequences were counted (Tables 2 and 3 ). If ambiguous identifications and species without unique distinguishers are excluded from consideration, DOME ID produced notable accuracy (median ¼ 83% correct; Tables 2  and 3) ; however, when all species are included and ambiguity is accounted for, median accuracy fell to 58% correct-somewhat worse than median of the similarity methods (66% correct), but better than the median of the clustering methods (50% correct; Tables 2 and 3) . DOME ID had the smallest amount of ambiguity for species-level identifications. Execution time for DOME-ID searches was longer than that of DNA-BAR searches (Table 4) .
Alignment-free tree-based identification
Analysis of the matrix derived from the nrITS 2 full reference database resulted in 18 presumed most parsimonious trees 399 920 steps long (informative only). The nrITS 2 restricted reference database produced 700 presumed most parsimonious trees 166 155 steps long (informative only). Analysis of the matrix derived from the matK full reference database produced 40 presumed most parsimonious trees 225 331 steps long (informative only). The matK restricted reference database produced 1437 presumed most parsimonious trees 208 404 steps long (informative only).
ATIM precision was relatively high, but not remarkable (Tables 2 and 3 ). ATIM accuracy to genus was relatively high (median ¼ 98%; Tables 2 and 3) , although other methods (e.g., BLAST and BLAT) had higher accuracy to genus. After accounting for ambiguity ATIM had the greatest accuracy to species for the nrITS 2 data set-this was not so with the matK data set (Tables 2 and 3) . Although ATIM analysis time was 11 times longer than an SPR tree search, it was not as slow as the slowest clustering method (parsimony ratchet) and provided substantially greater precision and accuracy (Table 4) .
Discussion
The method used here to calculate pair-wise divergence is not directly comparable with the methods used in other publications, but in general it appears that the pair-wise divergence in gymnosperm nrITS 2 and matK sequences is much greater (median of full reference databases ¼ 30.99% and 20.39%, respectively) than many of the data sources used in previous studies. For example, divergence (Kimura-2-parameter model) ''averaging 6.8% for congeneric taxa and higher for more distantly related taxa'' was reported for lepidopteran COI sequences (Hebert et al., 2003) . In a separate study, Hebert et al. (2004a) report an average of 2.76% divergence (Kimura-2-parameter model) for 137 distinctive COI sequences from Hesperiidae (Lepidoptera; after removing 479 redundant sequences from consideration). From a sample of 150 mayfly COI sequences representing 80 species in 30 genera, Ball et al. (2005) report that congeneric sequences were 3.3-24.8% different (Kimura-2-parameter model). Barrett and Hebert (2005) report mean Kimura-2-parameter pair-wise divergence of 16.4% at COI for congeneric species belonging to 30 spider genera. Vences et al. (2005b) observed 1-16.5% uncorrected p-divergence at 16S (mode ¼ 7-9%) between species of Madagascan frogs. Interspecific comparisons of 1333 Diptera COI sequences resulted in uncorrected p-divergence values of 0-17.5% (Meier et al., in press ). Ward et al. (2005) observed a mean pair-wise divergence (Kimura-2-parameter) of 23.27% at COI when comparing 754 sequences from 207 species of fish. Sixteen species of red algae represented by 101 COI sequences were 4.5-13.6% divergent (maximum likelihood general time reversible model) within genera (Saunders, 2005) . In angiosperms, 0-7.1% uncorrected p-divergence at nrITS and 0-5.2% uncorrected p-divergence at the trnH-psbA spacer was reported between sympatric species pairs (Kress et al., 2005) .
The aligned length of the nrITS 2 full reference database is more than 63 times the median unaligned sequence length. A similar pattern is found in the restricted reference database (more than 34 times the median unaligned sequence length). The proportion of parsimony informative characters is also rather high:
43% for the full reference database and 46% for the restricted reference database. These two characteristics in combination with the decrease in redundant sequences after alignment indicate that the nrITS 2 alignment is rather ambiguous, inconsistent, and relatively untrustworthy. In comparison with nrITS 2, the matK alignment appears to be much more reliable: the aligned length of the full and restricted reference databases was between 2.4 and 2.5 times longer than the median unaligned length. The proportion of informative characters was, however, rather high: 55-59%. The poor quality of the alignment is likely responsible, in part, for the relatively poor performance of hierarchical clustering methods. Neighbor joining may be particularly victim to a poor quality alignment as dnadist (used to calculate the distance matrix for neighbor joining) was forced in many instances to use negative distance because there was ''no overlap'' between sequences in the nrITS 2 alignment. These effects highlight the difficulty in using length variable loci for DNA barcoding and indicate that identification methods that do not require a multiple sequence alignment should be used in preference to those that do, when length variable loci are used as a data source.
Precision and accuracy
This paper represents the first account to explicitly measure both accuracy and precision in the context of DNA barcoding. Many ''DNA barcoding'' studies are limited to reports of molecular diversity-within and between species-and draw conclusions about the amount of variation that can found at particular genomic regions for particular taxa (e.g., Hebert et al., 2004b; Kress et al., 2005) or reevaluate species circumscription (e.g., Hebert et al., 2004a; Lambert et al., 2005; Smith et al., 2006) .
There are several papers that attempt to demonstrate the functionality and usefulness of DNA barcoding: e.g., Hogg and Hebert (2004) report that they were able to ''successfully discriminate'' between all of the species of Collembola from the Canadian arctic in their data set. Although Hogg and Hebert report that found consistent sequence variation between species, they did not actually test the ability of their identification method (neighbor joining and multidimensional scaling output are presented in the publication) to correctly identify the query sequences. Hebert et al. (2003) estimated the accuracy of specieslevel identification by comparing 150 lepidopteran COI query sequences with a reference database of 201 sequences 2 belonging to 147 genera. Neighbor joining was used to identify query sequences. All of the 150 COI query sequences were placed sister to a sequence belonging to the correct species in their analysis. It should be noted that the reference database did not include multiple sequences per species and included few genera with more than one species represented (due to the geographically restricted nature of their sample) so that correct identification at the generic level would automatically result in correct identification of species a minimum of 56% of the time (112 of 201). Hebert et al. (2003) do not indicate which of the 201 species in the reference database were used for the test. If we presume that 112 of the 150 query sequences belonged to genera represented by only one species, accuracy was critically tested for only 38 of the queries (more extensive criticism of this study has been put forth : Sperling, 2003; Will and Rubinoff, 2004; Meier et al., in press) .
Using a reference database of 80 mayfly sequences representing 80 species in 30 genera, Ball et al. (2005) were able to correctly identify 99% of 70 query sequences (representing 32 species) using the neighborjoining algorithm. Barrett and Hebert (2005) measured DNA barcoding accuracy using a reference database of 203 species represented by one sequence each. Although there were apparently 124 sequences that could have been used to measure accuracy, only 75 of them were used as query sequences. Barrett and Hebert (2005) observed 100% identification success using the neighbor-joining algorithm for those 75 test sequences. Insufficient documentation of sequences used (e.g., GenBank accession codes) prevents a detailed reanalysis of this study. Prendini (2005) presents some critiques of DNA barcoding using Barrett and Hebert's study as an example. Vences et al. (2005b) attempted to identify tadpoles with a reference database of approximately 1000 16S sequences. In the vast majority of cases (77%), query sequences derived from tadpoles were matched, by BLAST, to sequences derived from adults collected at the same locality as the tadpoles. Vences et al. (2005b) did not present data to demonstrate that those identifications were in fact taxonomically correct. Overall, the authors were apparently displeased with the quality of the identifications: ''Certainly, DNA barcoding is unable to provide a fully reliable species identification in amphibians, especially if reference sequences do not cover the entire genetic variability and geographic distribution of a species.'' In a follow-up study, Vences et al. (2005a) successfully identified 21 of 22 (95%) COI sequences by using BLAST with a reference database of 1563 vertebrate COI sequences.
Using 6741 rbcL and 33 508 nrITS Euphyllophyta (vascular plant) sequences from GenBank Chase et al. (2005) measured accuracy of identification to genus and species using BLAST. For rbcL, 96.31% of the queries returned the correct species among the top ranked BLAST scores and 99.77% of the queries returned the correct genus among the top ranked scores. Depending upon the combination of nrITS 1, 5.8S and nrITS 2 used as the query 67.24-99.53% of the queries returned the correct species among the top ranked BLAST scores and 63.96-100% of the queries returned the correct genus among the top ranked scores. The number of queries resulting in an ambiguous assignment (due to equivalent BLAST scores) cannot be discerned from the published data (Chase et al., 2005, their Table 2 ) and as a consequence the data from Chase et al. (2005) can only be compared with the numbers outside parentheses in Tables 2 and 3 (representing the percentage of correct identifications including ambiguous identifications). In addition, the method used by Chase et al. (2005) to measure accuracy is not the same as the one described here (a restricted reference database), so direct comparisons are even more difficult. Kress et al. (2005) report that BLAST searches of GenBank using nrITS and trnH-psbA spacer ''returned correct identities at both the gene and species level''. The authors do not report how many sequences were queried, to what extent the incompleteness of the reference database may have effected their results, or how it is possible to obtain correct identifications at the species level if there are no corresponding reference sequences in GenBank.
3 Meyer and Paulay (2005) tested the accuracy of DNA barcoding with a data set of 2026 COI sequences from 263 species of marine Cypraeidae (cowries). A restricted reference database of one sequence per species was constructed and 1000 randomly selected sequences not in the reference database were individually queried using hierarchical clustering (parsimony and neighbor joining). Of the queried sequences, 79-80% were unambiguously correctly identified. Steinke et al. (2005) used two sets of aquatic animals (snails and fish) and COI and ⁄ or 16S rDNA sequences to test DNA barcoding. Using TaxI all 28 fish 16S rDNA query sequences were correctly identified to species and 18 of the 20 (90%) snail 16S rDNA query sequences were correctly identified to species (all were correctly identified to genus). Sixteen of the 20 (80%) snail COI query sequences were correctly identified to species-frequency of correct species identification was increased to 100% for the snail data sets by changing the method used to calculate distances. Meier et al. (in press ) used hierarchical clustering (neighbor joining, parsimony and Bayesian analysis) as well as the TaxonDNA algorithm to test DNA barcoding accuracy using 1333 Diptera COI sequences. Depending on the scoring mechanism used, hierarchical clustering correctly identified 21.8-62.8% of the sequences. For that same data set, a maximum of 68.1% of the sequences were correctly identified to species using the ''best match'' analysis in Taxon-DNA.
Owing to the different methods and data sets used, our results may not be directly comparable with the studies cited above. It appears that our results strongly contrast with the findings of Hebert et al. (2003) , Ball et al. (2005) , Barrett and Hebert (2005) , Chase et al. (2005) , Kress et al. (2005) , Steinke et al. (2005) and Vences et al. (2005a) while the results reported here are more or less in agreement with the findings of Meyer and Paulay (2005) , Vences et al. (2005b) and Meier et al. (in press) . One possible explanation for this discrepancy is sample composition: a world-wide sample of species was used for this study, whereas Hebert et al. (2003) , Barrett and Hebert (2005) , Kress et al. (2005) , Steinke et al. (2005) and Vences et al. (2005a) used geographically restricted samples-such that most of the species in their samples are evolutionarily distant to one another, and therefore less likely to be identical or share haplotypes at the barcode locus. Sample size and the use of multiple sequences per species may also be a factor. In particular the identification success of the neighbor-joining algorithm reported by Hebert et al. (2003) ; Barrett and Hebert (2005) ; Ball et al. (2005) could not be replicated here-perhaps due to the alignment difficulties (detailed above) that were not present in previous studies. Ambiguous alignment cannot fully explain this discrepancy, because the test data sets used by Meyer and Paulay (2005) and Meier et al. (in press) were unambiguously aligned and the resulting neighbor-joining identifications were correct at a frequency similar to the results reported here.
Caveats
It is clear that the taxonomy used in GenBank could lead to some difficulties in the estimation of DNA barcoding accuracy. Measurements of precision are unaffected by the taxonomy used, because precision was calculated such that it reflects only the ability of an algorithm to identify the sequence in the reference database that exactly matches the query sequence-thus the name attached to a given sequence is irrelevant. Our analysis of DNA barcoding accuracy-like all similar studies-necessarily assumes consistent species identification. As sequences were contributed to GenBank by a variety of researchers there is no assurance of correct identification. Without any objective mechanism to classify identifications as reliable we were forced to assume that all identifications were correct. Although accuracy as estimated here represents something of a worst case scenario (only one sequence used to represent a species), it is a realistic scenario-at least in the near future. As more sequences become available we expect the quality of query sequence identification to increase.
Recommended identification methods
All methods of query sequence identification fail when confronted with identical reference sequences belonging to more than one terminal-logically there is no way to identify correctly and unambiguously a query sequence in the presence of shared haplotypes. Because phylogenetic relationships are not incorporated into methods relying on similarity or diagnostic characters (e.g., BLAST, BLAT, megaBLAST, DNA-BAR, DOME ID) these methods fail in cases when sequences from one species are more similar to sequences from another species (discussed in reference to multidimensional scaling above). Although cladistic methods can recover hierarchical relationships between sequences and thereby overcome homoplasy and to some extent indistinct species boundaries, these methods fail as a result of alignment inconsistencies. ATIM is able to reduce but not eliminate the failure rate directly attributable to alignment issues while still retaining some of the advantages of conventional cladistic methods. Although ATIM had the best performance of any method tested here for the nrITS 2 data set, that performance was not replicated for the matK data set. Even at its best, ATIM was not able to accurately identify query sequences to species at a frequency that would be considered useful in practice.
Because none of the methods perform particularly well, the amount of computer time needed to conduct an analysis becomes an important consideration. Although converting raw sequence data to an appropriate reference database format is nearly instantaneous for BLAST, BLAT and megaBLAST, all of the other methods entail a computationally costly conversion process. A sufficiently large (e.g., 10 000-1 000 000 sequences) reference database, such as one envisioned by the proponents of DNA barcoding, could not easily be analyzed with any of the clustering methods, ATIM, DNA-BAR, or DOME ID. If any of the methods requiring extensive processing of the reference database were to be used, some form of compartmentalization would be necessary: a preliminary analysis using a representative sample would first be conducted and upon the identification of a computationally workable subset of the reference database more thorough analyses of that subset could then be conducted. Given that the similarity methods do not perform much worse-and in some cases perform better-it seems that simply using one of the similarity methods would be the preferred alternative.
Given the relatively precise nature of the algorithms (median ¼ 67% unambiguous) one would expect accuracy to be approximately the same-assuming that there are no additional complications (e.g., shared haplotypes, haplotypes of one species more similar to those of a different species, consistent taxonomic identification of the sequences). As the observed accuracy of species-level identification is much lower, we must assume that it is not due to the inability of the algorithms to match a query sequence to the most similar sequence in the reference database, rather it is a failure of the various matching criteria to correspond with the lack of detectable interbreeding that has traditionally been used explicitly or implicitly to delimit species. This is not to say that the traditional species delimitations are in someway incorrect, but to say that the ''closest'' sequence suggested by the various identification algorithms is in many instances irrelevant to species as delimited by systematists.
Application of DNA barcoding to conservation
It appears that DNA barcodes could be used to identify Cycadopsida specimens for the purposes of CITES enforcement instead of monosaccharide profiles. The potential advantages of DNA barcodes are that specimens could be identified to species rather than just to genus (in many cases) and a wider range of biological materials could be used to make the determination. In addition, the equipment and expertise for DNA analysis is available in most forensic laboratories, whereas the equipment to observe and interpret monosaccharide profiles is much less common. With the exception of DNA-BAR and DOME ID all of the methods tested here can identify nrITS 2 and matK sequences to genus with high accuracy (greater than 90% unambiguously correct) and some methods (e.g., BLAST, BLAT, ATIM) have an error rate of 2% or less. Using the available nrITS 2 sequences, seven of the genera can be diagnosed as having unique barcode(s) or unique combinations of distinguishers (Table 5) . Using matK sequences, eight cycad genera can be differentiated. Using a combination of nrITS 2 and matK, all but one genus (Zamia) can be positively determined.
Conclusions
From our data it appears that DNA barcoding could be used to identify specimens to genus with a minimal amount of error ( 0-5%). In situations where geographic ranges can be used as an additional elimination factor (e.g., regional diversity projects) DNA barcoding may be useful at the species level. Without such elimination factors, DNA barcoding does not appear to be particularly useful for species-level identification-none of the methods examined was able to identify query sequences to species at a frequency that would be considered useful in practice. Our data suggest that the most reliable identifications would be made using a reference database in which virtually all haplotypes in all species are represented. Under such circumstances, the most precise algorithms would return a correct identification in most cases (including ambiguous identifications when called for). As a result, the application of DNA barcoding techniques to identification questions should be limited to instances in which the investigators can reasonably assume that the reference database being used contains sufficient depth of sampling and sequence variation to produce reasonably accurate identifications.
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