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Abstract 
In certain wireless sensor network (WSN) scenarios the data fragments should be stored in a number of sensor nodes, 
and for the self-sustaining purposes, the storage should possess the ability to repair the lost fragment and to protect 
data secrecy. For achieving the above goals, we propose employment of the regenerating codes and symmetric-key 
encryption with a Blom based key management. Particularly note that the encoded blocks stored in the i-th node and 
originating from the j-th node are encrypted by symmetric key Kij. A common and desirable feature regarding the 
considered regenerating codes and Blom’s key management scheme is that the both are based on employment of 
Vandermonde matrix, and accordingly yield a unified implementation framework. Preliminary consideration of the 
implementation complexity of the proposed scheme implies that the energy costs in the both cases, regarding the 
scenarios with and without the faults, are lower in comparison with related WSN schemes and accordingly suitable 
for applications related to resources-constrained WSNs. Resource consumption evaluations show the feasibility of the 
proposed scheme for WSNs. To our best knowledge, this paper is the first to realize the distributed storage with repair 
capability. 
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1. Introduction 
Wireless sensor networks (WSNs) have been an attractive platform for pervasive computing and 
communication. Due to the lack of physical protection, however, WSNs are vulnerable to attacks if 
deployed in hostile environments. 
The purpose of distributed storage systems is to store data reliably over long periods of time using a 
distributed collection of storage nodes which may be individually unreliable. Distributed data storage has 
become popular for efficient data management in WSNs. 
There have been several studies focused on data process of WSNs, especially for distributed storage in 
WSNs [1]-[7]. However, most of existing schemes are designed based on traditional storage code (e.g. 
Fountain codes [1]), which cannot address the issue of rebuilding (also called repairing) lost encoded 
fragments from existing encoded fragments. As a matter of fact, because of the physical unsafety of 
unmanned sensors, as many as possible encoded fragments in different nodes need to be kept for further 
procedure, such as sensor data fusion. Thus the self-sustaining data storage must possess the ability to 
repair the lost encoded fragment. To address this, we propose a distributed storage framework for WSNs 
using regenerating code [8], which is a novel distributed code overcoming the aforementioned limitations 
of traditional codes. On the other hand, although regenerating code provide some level of privacy 
guarantee since the stored data in less than k storage nodes are not enough to reveal all original 
information, it is hard to assure that only less than k storage nodes are compromised in unattended WSNs. 
There are some schemes are proposed for securing traditional distributed storage codes (e.g. the scheme in 
[9]). However, most of these methods were proposed for computer networks, which are too complex for 
resource-restrained WSNs and did not consider the special features of regenerating code. To address this, 
we propose employment of the regenerating codes and symmetric-key encryption with a Blom based key 
management. Particularly note that the encoded blocks stored in the i-th node and originating from the j-th 
node are encrypted by symmetric key Kij. A common and desirable feature regarding the considered 
regenerating codes and Blom’s key management scheme is that they both are based on employment of a 
same matrix, Vandermonde matrix, and accordingly yield a unified implementation framework, which can 
reduce the storage and implementation complexity. 
The rest of this paper is organized as follows. Sect. 2 presents the architecture of preliminaries of the 
proposed scheme. Sect. 3 give the details of the regenerating code based secure distributed storage scheme. 
Sect. 4 analyzes the security and repair capabilities. Then Sect. 5 gives the evaluation of the resource 
consumption of the proposed scheme. Finally, Sect. 6 concludes this paper. 
2. Preliminaries 
2.1. Architecture and Concerns 
Some normal sensors are source node (NN) sensing the environment. And some sensor nodes (SN1, 
SN2, … SNn) have more storage memory. Therefore node with higher storage can help the normal sensors 
to store the sensing data. In certain wireless sensor networks (WSNs) scenarios the data fragments should 
be stored in a number of sensor nodes, and for the self-sustaining purposes the storage should possess the 
ability to repair the lost fragment and to protect data secrecy. 
2.2. Regenerating Code 
Regenerating code [8] is a novel distributed storage code, which allows a new node to communicate 
functions of the stored data from the surviving nodes. This novel kind of distributed storage code can 
significantly reduce the repair bandwidth. In addition, regenerating code can achieve any point in the 
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optimal tradeoff between storage and repair bandwidth. The main result of regenerating code is the 
characterization of the feasible storage-repair bandwidth points. The setup is as follows: The normal 
redundancy is to maintain requires n active storage nodes, each storing Į bits. Whenever a node fails, a 
newcomer communications ȕ bits each form any d active nodes. The main result of regenerating code is 
the characterization of the feasible storage-repair bandwidth points. The setup is as follows: The normal 
redundancy we want to maintain requires n active storage nodes, each storing Į bits. Whenever a node 
fails, a newcomer communications ȕ bits each form any d active nodes. Therefore, the total repair 
bandwidth is Ȗ=dȕ. The main idea of the regenerating code is that the code repair problem can be mapped 
to a multicasting problem on the information flow graph. 
3. The Proposed Scheme 
3.1. Basic Idea and Assumptions 
The basic idea of the proposed scheme is shown in Fig. 1, which include storage and retrieve and 
process. 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Distributed storage and retrieve 
Basically, the storage process is performed during when the sensors collect sensing data from the 
outside environments. The retrieve process is performed during the user access process to the sensor node 
in the network. In storage process, a symmetric key matrix is generated firstly. Then regenerating code 
based distributed encoding is performed. After that, secure distributed storage is implemented. In retrieve 
process, decryption based symmetric threshold key is performed firstly. Next our scheme combines and 
decodes for reconstruction. Then the scheme combines and decodes for recovery if node faults occurs. 
Through these processes, we can realize the self-sustaining purposes that the storage can possess the 
ability to repair the lost fragment and to protect data secrecy. 
Also, we define the notations which we used in our scheme, which is shown in Table 1. 
Table 1. Notation used in the proposed scheme 
Notation Meaning 
 n Number of nodes involve distributed storage 
K Number of nodes to connect for reconstructing file 
 a Number of symbols stored per node 
d Number of nodes to connect for regeneration of a failed node (kdn-1) 
ȕ Number of symbols downloaded from each for regeneration (ȕa) 
Generation a symmetric threshold key 
matrix
Distributed encoding
Secure distributed storage
Storage process
Decryption based symmetric threshold 
key
Combining and decoding for 
reconstruction
If the node fault exists, combing and 
decoding for recovery
Retrieve process
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3.2. Storage Process 
Symmetric threshold key matrix 
A Vandermonde matrix ȥ which is over a finite field GF(q) is constructed as follow 
 
 
 
 
 
 
(1) 
 
 
 
 
 
where N is the size of the network and q is the prime number. 
Then a (d+1)×(d+1) symmetric matrix S over GF(q) is generated, where S is secret. And (d+1) ×N 
matrix A=(S·ȥ)T is computed. 
After computing matrix S, each node stores the unique row chosen from matrix S corresponding to the 
same index. The i-th row of S, [si1, si2, …, si(d+1)], is associated to  a sensor i. The j-th column of Ȍ, [p1i, 
p2i, …, p(d+1)i], is associated to a sensor  j . As a common key between I and j, the key Kij is employed. 
Also note that  Kij=Kji according to the given bellow. 
Then the column of Ȍ of neighboring node can be generated. The key can be computed by i-th node: 
 
 
(2) 
 
 
Also, the key can be computed by j-th node: 
 
 
(3) 
 
Because S is symmetric, it is easy to see: 
 
 
(4) 
 
 
Then, we can get Kij=Kji. Moreover, the attacker could break the scheme and reconstruct every shared 
key, only if she compromises the keys of at least d+1 nodes. 
Distributed encoding 
The construction of regenerating code can follow a common product-matrix framework. Under this 
framework, each code word in the distributed storage code can be represented by a (n×Į) code matrix C 
whose i-th row   contains the Į symbols stored by the i-th node. Each code matrix is the product 
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(5) 
 
 
 
 
 
which includes a (N×d) encoding matrix ȥ and an (d×Į) message matrix M. The superscript “t” is used to 
denote the transpose of a matrix. The entries of the matrix ȥ are fixed a priori and are independent of the 
message symbols. The message matrix M contains the B message symbols, with some symbols possibly 
repeated. We will refer to   , the i-th row of ȥ, as the encoding vector of node i as it is this vector that is 
used to encode the message into the form in which it is stored within the i-th node: 
 
(6) 
 
 
The message symbols stored in i-th node from j-th node is encrypted by Kij. 
Secure Distributed Storage 
After get the symmetric key matrix and perform, the message symbols stored in i-th node from j-th 
node is encrypted by Kij. 
 
(7) 
 
Then, the sensing data is stored as the ciphertext to the corresponding nodes. 
3.3. Retrieve Process 
To retrieve k messages, the retrieval process is as follows: 
Retrieval Command 
The user sends a command to the source node for retrieve the message. Then, the involved sensor 
nodes get the symmetric key based on the method in the storage process. 
Decryption based symmetric threshold key 
The source node generates the decryption key based on the method of encryption key, which is 
calculated as follows. 
 
(8) 
 
3.4. Combing and Decoding the Data 
Data-reconstruction is a process of recovering the message matrix M from kĮ symbols obtained form 
an arbitrary set of k storage nodes. Note that to each node of the network a unique row of Ȍ is associated. 
Upon failure of a node, its replacement node connects to an arbitrary set of remaining nodes which appear 
as helper nodes. To regenerate a failed node, each helper node transfers the inner product of Į symbols 
stored in it to the replacement node (as well as some additional data relevant for the recovering process). 
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Let the set of k nodes to which the user connect is denoted as {i1, i2, …, ik}. The j-th node in this set 
passes on the message vector         to the user. The user thus obtains the product matrix which is shown as 
  
(9) 
 
where ȥU is the submatrix of ȥ, which consisting of the k rows {i1, i2, …, ik}. Then it uses the properties 
of matrices ȥ and M to recover the message. The precise procedure for recovering M is a function of the 
particular construction. 
As mentioned above, each node in the network is associated to a distinct (d×1) encoding vector        . 
In the regenerating process, a related vector      of length Į, that contains a subset of the components 
of       . To regenerate a failed node f, the node replacing the failed node connects to an arbitrary subset 
{h1, h2, …, hd} of d storage nodes which we will refer to as the d helper nodes. Each helper node transfers 
the inner product of the Į symbols stored in it with       , to replacement node. Moreover, the helper node 
hi transfer is 
 
(10) 
 
The replacement node thus obtains the product matrix               , where ȥrepair is the submatrix of ȥ 
consisting of the d rows {h1, h2, …, hd}. And all the symbols transferred between the other nodes and the 
source node are encrypted and decrypted by the shared key. 
4. Author Artwork 
As long as d+1 key nodes get ciphertexts from some storage nodes to decrypt, the source node can 
compute the message back. Therefore, as long as less than d+1 key nodes are compromised by the 
attacker, the decryption key is safe. The attacker must capture at least d+1 nodes to get the original data. 
On the other hand, only partial nodes need to decode when reconstruct the data. If some of the nodes have 
fault, the data can recovered. Because of the inhere features of regenerating code, the proposed scheme 
has the ability to repair a failed node by connecting to any arbitrary d+1 nodes and downloading an 
amount of data that is typically far less than the size of the sensing data file. We compare the important 
features of our schemes with that of related schemes, which is shown in Table 2, in which Sym. and PK. 
denote symmetric cryptography and public key cryptography, respectively. 
 
Table 2. Security and repair capabilities 
 [1] [5] [6] [9] Our scheme 
Repair capability No No No No Yes 
Security concern No Yes No Yes Yes 
Encryption scheme No Sym. No PK. Sym. 
 
5. Resource Consumption 
5.1. Overhead Evaluation 
In this section, we evaluate the security capability of the proposed scheme. As long as less than d key 
nodes are compromised by the attacker, the decryption key is safe. A long as d key nodes get ciphertexts 
from some storage nodes to decrypt, the source node can compute the message back. The attacker must 
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capture at least d nodes to get the original data. On the other hand, only partial nodes need to decode 
when reconstruct the data. If some of the nodes have fault, the data can recovered. 
We evaluate qualitative the computation overhead of our scheme for field GF(q), because the main 
operations is regenerating code performances which are based on field GF(q). 
If there is no node fault, communication overhead is: 
 
(11) 
 
 
If there is node fault, communication overhead is: 
 
 
(12) 
 
 
The computation overhead mainly is inner product of matrix. The computations are performed 
between the row from M and the column from ȥ. If there is no node fault, d times of multiplications in the 
field GF(q) are required. If there is a node fault, d+Į times of multiplications in the field GF(q) are 
required. 
Memory overhead is required for storing private and public information at each sensor. (d+1) elements 
are to be stored. 
Based on above analysis, the overall overhead of the proposed scheme is shown in Table 3. 
Table 3. Overall overhead 
 Communication Computation Storage 
Without fault (N+k)log2q d multiplications (d+1) log2q 
With fault (N+k+d)log2q d+Į multiplications (d+1) log2q 
 
5.2. Energy Consumption of Implementation 
Energy cost is one of the most critical problems in re-source-constrained sensors. In this subsection, 
we estimate the energy consumption of sensor using PowerTOSSIM, which is an energy modeling 
extension of TOSSIM. The energy consumption is measured for five components: CPU, RADIO, LED, 
SENSOR and EE-PROM. 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Energy consumption 
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For simplicity of the evaluation, we set the WSN includes 10 sensor nodes. Advanced Encryption 
Standard (AES) is used as the symmetric cryptography scheme. Then we fix the time of execution equal 
to 1200 simulated seconds, which is because the motes in PowerTOSSIM take boot time of 10 seconds. 
The energy consumptions are shown in Fig. 2. Energy costs of the both the cases with fault and without 
fault are lower than that of related application schemes of WSNs, such as some data-stream protocol in 
[10], etc. Therefore, the energy consumption of our scheme is acceptable for resource-constrained WSNs. 
6. Conclusion 
None of the existing distributed storage schemes of WSNs take security into account when carrying 
out their fault tolerance functionalities. In addition, existing fault tolerant storage schemes only consider 
non-repairable fault tolerant distributed storage. As a matter of fact, repairable fault tolerant distributed 
storage is very important for WSNs. In this paper, we proposed a repairable fault tolerant distributed 
storage based on regenerating code technology. In addition, a symmetric threshold key exchange protocol 
is adapted for the distributed storage of WSNs, which is integrated with regenerating code seamlessly. 
Through security analysis and overhead evaluation, the propose scheme is applicable for WSNs. 
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