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The present version has benefitted especially from comments by Bart Verspagen, Steve 1 Dowrick and Keld Laursen. The usual disclaimer applies.
The aim of the paper 1
The paper takes as one of its points of departure the growing literature on national systems of innovation (Freeman 1988 , Lundvall 1992 , Nelson 1993 and Freeman 1995 . The relative importance of nation-specific inducement mechanisms, such as factor supply (abundance or serious lacks), institutional structure and user-producer relations, versus industry and/or technology specific mechanisms, independent of any national context, is a major theme in that line of research. We are going to examine one issues related to this discussion of national specificity -whether the group of OECD countries are characterised by a high degree of stability of their export specialisation patterns at the country level or not. The countries to be examined are 21 OECD countries during a period of three decades from 1961 to1992.
In previous, more descriptive, work (Dalum 1992) it was found that only 4 out of 21 OECD countries experienced radical change in export specialisation patterns during the quarter-century from the early 1960s to the mid-1980s; and in two of these cases, Norway and the UK, the oil and gas sector apparently was the major single explanation. In that study the emphasis was put on qualitative stability of the specialisation patterns at a fairly aggregate level. The findings were based on 'impressionistic' inspections of the data and not on a more rigourous testing procedure.
The aim of the present paper is twofold. We want to present and test a methodology capable to deal more satisfactorily with the question of stability of international export specialisation patterns and, secondly, we want to relate this issue to the convergence-divergence debate in growth theory and the rapidly increasing strand of literature on national systems of innovation.
Concerning the latter aim, the main conclusion of the literature on convergence-divergence of growth patterns is that convergence has been the dominant feature among the OECD countries in the postwar period. Does this feature undermine the increasing interest among innovation researchers and economists in developing the concept of national systems of innovation as a vehicle for strengthening the analytical foundations of the study of long term development of nations and related policy measures in the science and technology (S&T) field? Is the combined effect of convergence in growth patterns and increasing internationalisation, if not globalisation, synonymous with decreasing importance of distinct national patterns in economic analysis? As will be shown below, we do not see any inconsistency between convergence of some of the main macroeconomic indicators between members of the rich club of OECD countries on the one hand, and even persistent differences in international specialisation in S&T indicators and exports on the other.
Some central features of the convergence-divergence debate are stated in the following section, while section 3 deals with the methodological technicalities involved in measuring stability of specialisation patterns. Section 4 contains a survey of some of the most central studies of science 2 and technology specialisation patterns, while section 5 contains the core empirical part of the paper in terms of our stability tests of export specialisation. Section 6 contains the conclusions, including a discussion of some implications for the national systems of innovation literature.
Convergence or divergence of patterns of economic growth
In the last ten years or so the literature on economic growth has been much concerned about the issue of convergence versus divergence in living standards as measured by GDP per capita -i.e. whether growth patterns have led countries nearer to each other in economic terms or apart. The main conclusion appears to be that convergence has been the dominant feature among the OECD countries in the postwar period. However, when the sample of countries is enlarged to include less developed countries, divergence rather than convergence appears to have characterised international economic development patterns. The lack of global convergence of per capita GDP has been a major challenge for the established mainstream neoclassical growth theory, as represented by the Solow model (1956) . The implication of Solow's model was global convergence of per capita incomes, but this is now clearly contradictory to empirical findings. The model was based, however, on very crude and simplifying assumptions: perfect competition was assumed to prevail and technology was assumed to be a public good, change in which was determined exogenously ('Manna from Heaven'). Fagerberg's survey (1994a) of links between technology and differences in growth rates reflects the widespread view that technological development may be a major factor in explaining growth differentials and/or the lack of global convergence of income levels. Applied neoclassical analyses have tried for decades to cope with 'why growth rates differ' by means of so-called growth accounting (e.g. Dennison 1967 ). This strand of research has tried to reduce the 'productivity residual', assigned originally by Solow (1957) himself as technical change, by ad hoc addition of numerous explanatory variables to the mere quantitative growth of labour and capital input. However, most of these added factors have been those assumed exogenous in the basic growth model; what is supposed to determine the growth patterns empirically is, thus, neglected in the basic theory.
The inconsistencies between the basic growth model and the growth accounting exercises on the one hand and the arbitrary character of the addition of productivity residual 'squeezing' variables (Nelson 1981) on the other, did finally lead to the advent of an innovation of mainstream economics, the so-called 'new growth theory'. Technological change has been assigned the role of an endogenous variable in the various model specifications. Fagerberg (1994a) distinguishes between a first generation of models (e.g. Romer 1986 and Lucas 1988) where investment in physical and human capital can lead to technological change through 'learning by doing'. By assuming technological change through positive externalities at the industry level, and not at the firm level, perfect competition still prevailed in the model specifications. These models resulted in the possibility of the rich countries getting even richer in comparison with the poor countries. The second generation of models -of which Romer (1990) and Grosmann and Helpman (1991) are the most prominent examples -has introduced a technology sector where technological change 3 See also Drud Hansen (1995) .
2 is the outcome of deliberate actions taken by entrepreneurs leading to temporary monopoly power for the innovators, allowing for the integration of several new methods of modelling imperfect competition from the discipline of industrial economics. Both generations of models are characterised by emphasising a certain amount of cumulativeness in economic development -the stronger may even get stronger, and the weaker may get weaker. The importance of cumulativeness in technical change, stressed for long by researchers in innovation theory, was already introduced to mainstream international economics by Krugman in 1987. 2 These model building efforts have, however, been characterised by very long time lags vis-à-vis other less mathematically oriented parts of the economics profession. Nelson and Winter (1982) distinguish between 'formal' and 'appreciative' theorising (for a recent account see also Nelson 1994) . Fagerberg (1994a) categorises a wide array of empirically based 'appreciative' investigations by economic historians, innovation researchers and economists under the broad heading of the technology gap approach to economic growth. Abramovitz (1986) focuses on the hypothesis that growth rates in per capita income tend to vary inversely with their initial levels. The main conclusions of a more recent study (Abramovitz 1994, pp. 21-22) are that for the group of presently advanced countries:
-From around 1800 to 1860 divergence characterised their income per levels.
-Between 1870 and World War II there was group convergence (measured by decreasing coefficients of variation), but there was no catch-up. The US per capita income lead was increased (the US 'forged ahead').
-The quarter of a century 1948-73 was characterised by a historically exceptional combination of fast catch-up and convergence.
-After 1973 convergence slowed down and nearly stopped.
For the present group of less developed countries divergence has been the dominant feature. Although a few East Asian countries (the Tigers') have developed very rapidly since the late 1960s, they are still the exception from the main rule.
Abramovitz has put forward an important distinction between the potential for catch-up and convergence and the actual realisation of this potential. Two kinds of constraints are set up: lack of technological congruence and lack of social capability. The first refers to e.g. the capital-using and scale-intensive bias of the American manufacturing industry in the late 19th century and the first half of this century. The combination of abundance of raw materials and land and the large scale and unified character of the US market led to this bias. All sorts of barriers in Europe and lack of cheap raw materials (coal, iron, etc.) represented a lack of congruence to this US context. The concept of social capability refers to a broad set of factors, such as the general level of education, the quality of the vocational, managerial and engineering training, the institutional 4 Abramovitz himself is quite aware of the lack of rigour of the social capability concept. However, his application of it in broad historical analyses appears none the less highly convincing.
For more details, see the introductory chapter in Fagerberg, Verspagen and von Tunzelmann 4 eds. (1994) . structure in a broad sense, the functioning of capital markets, etc -all of which may have retarded growth, if they did not function well.
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Outside the mainstream of neoclassicals, economists of a more heterodox background have tried to build and test models combining the potential of catching-up of technology gaps with the actual efforts to realise these potentials. With roots back to Schumpeter and Keynes, Cornwall (1977) presented and tested a model that was able to explain the quarter-century postwar growth boom of the OECD countries, as well as the deceleration of growth rates in the late 1960s and early 1970s. Other early attempts, inspired by Kaldor (1957 Kaldor ( , 1961 , focused on balance of payments constraints, such as Dixon and Thirlwall (1975) and Thirlwall (1979 Thirlwall ( , 1986 . Structural 4 characteristics of the manufacturing sector may exert a major influence on growth rates of productivity via world income elasticities of demand for exportables from a given country. A given specialisation pattern in production and/or exports can, thus, be deepened through cumulative processes, such as learning by doing. Countries specialised in the sectors of growing or potentially growing world demand may experience more favourable growth prospects than those more focused on low growth areas.
This approach has been developed further by economists by assigning endogenous technological development an important role in the growth equations. Various related models, such as those of Soete and Pavitt (1982) , Fagerberg (1987 Fagerberg ( , 1988a and Verspagen (1993) , have as independent variables combined per capita GDP (the technology-gap proxy inversely related to productivity growth) with especially investment and R&D/patenting indicators. In other models of the same family the focus has been on the combined process of productivity growth and international competitiveness, as measured by changes in export market shares (Fagerberg 1988b; Dosi, Pavitt and Soete 1990 ).
These kinds of models have been very much inspired by firm-and industry-based case studies of innovation processes, now 'embodied' in the discipline of the economics of industrial innovation or innovation theory'. This fairly new branch of economics owes is mains credentials to Freeman (1974) . Other major contributions are Pavitt (1984) , Dosi (1988) , Dosi et al. eds. (1988) , ) and Freeman's recent survey of the state of the art (Freeman 1994) . Among the most salient micro foundations of this discipline is the cumulative and path dependent character of technological change and the importance of tacit (i.e. non-codified) as well as codified knowledge. The term 'evolutionary' theory has to an increasing degree been used as a common denominator of this line of research, as originally put forward by Nelson and Winter (1982) and recently surveyed by Nelson (1995) .
RCA X ij
In recent years a dialogue has developed between at least some protagonists of the 'new growth' school and those of the 'evolutionary' macro modelling efforts mentioned above. Romer himself (1993) recognises the value of the appreciative work of the 'dissident' economists (more or less identifiable with the evolutionary school mentioned above) and urges this camp to try and embody their rich empirical insights in more rigorous models. He also urges mainstream model builders to integrate this body of research more in their future modelling efforts. In this spirit, so to speak, two volumes of papers have actually been published from conferences where the different schools of research have been confronted, see Solow and Pasinetti eds. (1994) and Silverberg and Soete eds. (1994) .
Of special interest for the convergence-divergence discussion in an open economy context one of these papers (Soete and Verspagen 1994) has analysed the relationship between technological change -in terms of innovation versus imitation -and growth. As an analytical device the distinction between innovation and imitation leads as a first approximation to divergence versus convergence: they interpret the long term history of the market economies as a series of periods of alternating divergence and convergence. The net outcome is the result of the relative strength of the two forces. As far as the OECD countries are concerned, their 'condivergence' indicator points towards an end of the postwar convergence period in the early 1980s. In their interpretation of the South East Asian pattern they find a clear evidence of 'local convergence' of the 'Tiger' countries vis-à-vis Japan from the late 1960s until the mid-1980s where convergence levelled off. They further suggest that this pattern may be switched to divergence in the not too distant future:
"In other words, the process of imovation (i.e. the strategy to build up own innovative capacities based on previously imitated accumulated knowledge) does not lead to further convergence but to a process of increased international trade specialization and in all likelihood a future process of growth divergence." (Soete and Verspagen 1994, p. 295) .
Stability of specialisation patterns: methodological issues
Most empirical studies of international specialisation patterns use as a central indicator Balassa's so-called Revealed Comparative Advantage index (Balassa 1965) , originally developed for analysis of specialisation in international trade but later also used in studies of specialisation in S&T, based on R&D, bibliometric data or patents. In a trade context the algebra can be set up as follows:
The numerator represents the percentage share of a given product in national exports -X are ij exports of product i from country j. The denominator represents the percentage share of a given 6 Cantwell (1989, pp. 31-32) solved this this problem rather pragmatically by testing for 5 skewness and kurtosis of his data sample. He found the distribution of the dataset used to be approximately normal. product in OECD exports. The RCA index, thus, contains a comparison of national export structure (the numerator) with the OECD export structure (the denominator). When RCA equals 1 for a given product in a given country, the percentage share of that product is identical with the OECD average. Where RCA is above 1 the country is said to be specialised in that product and vice versa where RCA is below 1. The weighted average of the RCAs of a country should by definition add up to 1. From a methodological point of view, the RCA index is devised to compare relative specialisation in different products nation-wise that is, to allow comparison of the dominance of different products of a given nation with the pattern seen among a larger group of countries, such as the OECD.
Following exactly the same line of argument, it can also be shown that countries specialise in the kind of science and technological development they undertake. From a technical' point of view, the X in the expression above just need to be substituted by a S&T indicator, such as patents. If we call the latter T, an equivalent measure, RTA, can be set up showing international technological specialisation.This methodology was first developed by Soete (1980 Soete ( , 1987 and later further developed and/or extensively used by e.g. Pavitt (1988 /89), Cantwell (1989 , Dosi, Pavitt and Soete (1990) , Patel and Pavitt (1994) and Archibugi and Pianta (1992, 1994) . The latter also contains a comprehensive analysis of specialisation in technology vis-à-vis science. If the X in Balassa's expression above is substituted by S in terms of e.g. R&D expenditure, the amount of published scientific papers or citations of these, so-called RSAs can be calculated and international specialisation patterns in science can be compared.
From a methodological point of view, it should be kept in mind that these indices (RCA, RTA and RSA) are indicators of relative structures. If we look at, say, exports, the RCA index is a measure of relative export structure while market shares -measured as exports from a given country to, say, the OECD countries divided by OECD imports from the entire world -is an indicator of export performance (or international competitiveness').
In the present paper we are going to present a statistical test of the stability of the national export specialisation patterns. For testing purposes the Balassa measure has, however, the disadvantage of an inherent risk of lack of normality because it takes values between zero and infinity with a (weighted) average of 1.0. A substantial amount of existing empirical studies of specialisation 5 patterns has neglected this problem entirely.
Some procedures to alleviate the skewness problems have, however, been proposed, of which the logarithmic transformation of the the Balassa measure is the most common, see e.g. Soete and Verspagen (1994) . A methodological problem arises when e.g. ln(RCA) is used as basis for statistical tests -small RCA values are transformed to high negative ln(RCA) values. A change in a RCA from say 0.01 to 0.02 or visa versa has the same impact as a change from 50 to 100. To
This procedure has been extensively used by researchers at Fraunhofer Institute for Systems Cantwell has used this methodology in several subsequent papers, such as Cantwell (1991) 7 and Cantwell (1993) .
For a discussion of the importance of domestic demand as an inducement mechanism in 8 creating competitive advantage see Andersen, Dalum and Villumsen (1981) and Fagerberg (1992 Fagerberg ( , 1995 . avoid this problem it has been suggested to add a small value to the RCA (Fagerberg 1994b) . How much to be added is somehow arbitrary; Fagerberg added 0.1. According to our tests of normality, the ln (RCA+0.1) operation alleviates the lack of normality somehow, but it still has the drawback of assigning high (negative) values to very small RCAs. Another variant, presented by Münt (1994) , is the tangens hyperbolicus transformation of the RCAs which then will fall between +1.0 and -1.0. A slightly simpler variant of the latter is (RCA-1/RCA+1), presented by Laursen and 6 Engedal (1994, p. 98) under the lable 'Revealed Symmetric Comparative Advantage', RSCA, has been chosen in the present paper. The RSCAs also fall between +1.0 and -1.0 and avoid the problem with zero values which occur in the logarithmic transformation (when an arbitrary constant is not added to the RCA).
Pavitt's (1998/89) work on international comparisons of technological specialisation patterns has been a common point of departure for most of the subsequent research in this field. He developed a formal test of the stability of specialisation patterns, country by country, by correlating the RTA distributions in the final year of his sample with the initial year. This procedure was further refined by Cantwell (1989) , also for analysis of technological specialisation patterns (RTA). Cantwell's 7 basic source of inspiration was a 'Galtonian' regression model presented by Hart and Prais (1956) and Hart (1974) and discussed further in the context of convergence of productivity in Hart (1994) . Stability is tested by means of the following regression equation (country by country), bearing in mind that nothing can be said on these grounds about the determinants of the initial export specialisation pattern: variable, RCA at time t for product i, is tested against the independent variable which is the value 2 of the RCA in the previous year t . and are standard linear regression parameters. and is an 1 error term.
The idea behind the regression is that =1 corresponds to an unchanged pattern from t to t . If 1 2
>1 the country tend to become more specialised in products where it already is specialised and less specialised where initial specialisation is low -i.e. the existing pattern of specialisation is
We are grateful to Bart Verspagen who pointed this out. 9 strengthened. If 0<<1 the existing specialisation pattern moves toward the OECD average i.e., on average products with initial low RCAs increase over time while products with initial high RCAs decrease their values. However, the ranking of the products could change substantially depending of the size of R. If R=1 the ranking of the products remains unchanged. But if R is low (little correlation between initial and final values of RCAs ) there is a considerable mobility of RCAs up and down the distribution. In the special case where <0 the ranking has changed fundamentally. Those RCAs initially below the OECD average are in the final year above average and visa versa.
However, following Cantwell (1989, pp. 31-32) it can be deduced that >1 is not a necessary condition for further strengthening of the specialisation pattern. With reference to Hart (1974) it can be shown that which is equivalent to
From the latter it follows that the dispersion (= standard deviation or )) of a given distribution is unchanged when =R. If >R (equivalent to an increase in the dispersion) the degree of specialisation has increased. If <R (equivalent to a decrease in the dispersion) the degree of specialisation has decreased. Following Cantwell's vocabulary we can also characterise an increase in the dispersion as a change towards a more 'narrow' specialisation pattern; and a decrease in the dispersion as a change towards a more 'broad' pattern. According to Cantwell's interpretation, it is thus possible to characterise the combination of <1 and >R as increased specialisation which again is caused by the independent variable (whether RTA or RCA at time t ) -i.e. cumulativeness 1 is the driving force.
The latter interpretation should, however, be taken with care. In general, the R is a decomposition 2 of the variance () ) of the dependent variable, RCA/RTA in the final year t , into the sum of the 2 2 variance of the independent variables -i.e. the sum of the variance of the initial RCA/RTA and the error term . The combination of <1 and >R, which is identical to an increased variance of the RCAs/RTAs over time, is thus to some extent caused by the variance of the error term. The mechanism causing increased standard deviation (dispersion) or the final RCAs/RTAs, in the case of <1, is the existence of a positive variance of the error term -i.e. the increased standard deviation of the final RCAs/RTAs is partly caused by the stochatic error term and therefore not by a recognisable economic explanation (such as cumulativeness). These problems of 9 interpretation have their parallel in the discussion in 'new growth' analysis of -versus )-convergence as introduced by Barro and Sala-i-Martin (1991) . According to this analogy, Cantwell's interpretation of the combination of <1 and >R (equal to increased standard deviation) as increased specialisation is parallel to concommittant -convergence and )-divergence which, logically, is fully possible. In the empirical analysis of the RCA patterns below we have adhered to the more restrictive version of requiring >1 as a necessary (and sufficient) condition for "increased" specialisation.
The 'dual' existence of the concepts of -and )-convergence (or divergence) is clarified further in the more technical note by Hart (1994) , referred to above, and in Dowrick and Quiggen (1994) .
Hart shows that the change in dispersion of, in his paper, productivity growth ()-convergence) can be decomposed into a 'regression' effect (-convergence) and a 'size mobility' effect. He also claims that having this relation between concepts in mind there is no 'Galtonian fallacy' problem as argued by Friedman (1992) and Quah (1993) . Drawing a parallel to the trade analysis in section 5 below, we could state that the advantage of Cantwell's method, when sufficient care is taken in the interpretation of the causal relationsships behind changes in the dispersion of the specialisation varibles, to e.g. Dollar and Wolff's (1993) more simple comparisons of changes in coefficients of variation over time is that it allows us to decompose the changes in dispersion in: 1) a 'regression' effect, where a low implies a 'high' regression effect, and 2) a 'mobility' effect, where a low R, or a high (1-R), implies a 'high' mobility effect. A low value of R, thus, indicates a high degree of structural change and vice versa. In section 5 below we use the test procedure developed by Cantwell, but we will use the the RSCA variant of RCA as our the export specialisation indicator in order to solve the problems of (potential) lack of normality.
Science and technology specialisation: increasing or decreasing?
While the main driving force behind developing the 'new growth' theories has been the obvious inconsistency between the inherent convergence and equilibrium bias of mainstream neoclassical growth theory and the (often widening) income disparities between the rich and the poor world, our focus is on (the potential) unequal development between members of the club of rich countries. There is, according to our point of departure, no automatic guarantee for permanent membership of this club. Unequal development and divergence are very much at the core of the worries of policy makers. The field of economic analysis where these features have been most clearly analysed has, according to our perspective, been in the empirical studies of long term specialisation of the science and technology (S&T) system of these countries and the efforts to develop and operationalise the concept of national systems of innovation.
In their comprehensive study of international specialisation in S&T among the advanced countries, Archibugi and Pianta (1992, 1994) found convergence in aggregate (national-level) S&T indicators such as R&D intensity (R&D as a percentage of GDP), patent intensity (external patenting per US$ of exports) and in bibliometric indicators (such as published articles and citations). However, at the sectoral level they found increasing technological specialisation -i.e. growing divergence between the countries:
"Such striking diversity of national profiles in science and technology was not an obvious outcome. Several case studies on technological change in individual countries have shown that most countries devote a growing share of their resources to selected new technologies, suggesting a common shift towards 'advanced' sectors. Our findings suggest, however, that within such a common technological transition, the relative position of countries in disaggregated fields is still marked by growing divergence and specialisation......In other words, the 'catching up' process has not driven the European countries and Japan to follow and replicate the US pattern of sectoral technological strengths. On the contrary, each country has developed a distinct model of specialisation, concentrating its efforts in particular fields where world class capacities have often been developed." (Archibugi and Pianta 1992, p. 148). Dosi, Pavitt and Soete (1990, p. 102) in their comprehensive study of technology, productivity growth and trade summarise a set of characteristics of technological specialisation. They show that:
-Technological specialisation patterns are distinctly different from country to country.
-Technological specialisation patterns of each country are fairly stable over time.
-Small countries are more technologically specialised than large countries -Relatively few (large) firms have a considerable impact on country patterns, most visibly so in the case of small countries.
The dichotomy between the harmonising and differentiating forces of increased internationalisation is discussed on a more fundamental theoretical basis by Dosi, Pavitt and Soete, than most other contributions to this line of research. The harmonising mechanisms are related to the common characteristics of the main technologies on the one hand (across countries and across firms) and 'strategies, context conditions and history' on the other (vary with companies and countries but across technologies). The national context has, in their view, a significant role to play in determining long term growth patterns:
"Once the cumulative and firm-specific nature of technology is recognized, its development over time ceases to be random but is likely to be constrained to zones that are closely related technologically to existing activities. If those zones can be identified, measured and explained, it is possible in principle to predict likely future patterns of innovative activities in firms and countries." (p. 85).
The work of Pavitt (1988 Pavitt ( /1989 paved the way for studying for empirical studies of the stability characteristics of technological specialisation patterns at the country level. He found positive and significant correlations between the RTA distributions, country by country, in nine out of ten OECD countries -i.e. relative stability of the RTA patterns. Patel and Pavitt (1994) further confirmed the original results, now with an enlarged sample of countries. Most OECD countries show statistically significant degrees of stability over time, measured country by country by Cantwell (1989) also confirmed the main conclusions on stability from Pavitt's seminal paper. as the statistical reflection of the cumulative and path dependent character of technological change at the micro level. When firms have gained some kind of competitive advantage in one field they tend to strengthen that advantage further (or go bankrupt). For the same reasons diversification often occurs only in fields which are close to the core competence of firms.
Before digging into the question of stability of the RCA patterns in the following section, let us consider an important gateway through which the economic impact of the S&T specialisation often is considered to materialise most directly so -i.e. in the structure of international trade.
Presently, there are only a few studies of the determinants of long term development of export specialisation patterns are available. Soete and Verspagen (1994) use a cross-country intraindustry analysis of manufacturing exports from the OECD countries 1970-90 to analyse the international trade specialisation of industries across countries. An implication of this methodology is that they look for regularities at the industry level across countries; country patterns are not at the focal point of the analysis. Their results further corroborate the close correlations found by Soete (1987) between RCAs and RTAs for a certain amount of the industries, which they label 'technology industries'. Export specialisation, RCA, is treated as the dependent variable to be explained by technological specialisation, RTA. For another group of industries investment is found to be the explanatory variable and, finally, wage rates are found to be able to explain trade specialisation for a third group of industries.
A universal explanation of export specialisation by technological specialisation was, thus, not found, although it was found to be strong for a fairly large share of the industries. The strong correlations between RCAs and RTAs for the technology industries were only found for static comparisons of the RCAs and RTAs for the same year. When the RCAs were correlated with previous RTAs , say RCA correlated with RTA , the close correlations level off, indicating 1990 1980 that firms in the original innovator countries may have been imitated by firms in other countries.
According to these results there is, thus, no simple correlation between technological and trade specialisation over time; the technology factor is no doubt of major importance but the transmission mechanisms to economict impact are more subtle. It is especially important to have in mind that the blurred long term correlations between technological and trade specialisation in the technology industries, as found by Soete and Verspagen, at the one side are indications of the ongoing dynamics of structural change in these industries. At the other these features coexist with apparently rather stable technological specialisation patterns, country by country, over time. This apparent contradiction does, however, represent the very core of the dynamics of national systems of innovation analysis. The converging mechanisms may most clearly be represented by international diffusion/imitation of technology, although divergence may result in periods
We do, however, not make any overall conclusion on the similarity/dissimilarity patterns over 11 time based on counts of the amount of significant positive and/or negative bilateral correlations, as done by Patel and Pavitt (1994) in their study of country dissimilarity of technological specialisation. The problem by this kind of counting is that experiments with stochastic datasets of the same magnitude on average point towards sligthly more than 50% negative bilateral correlations. It is not evident what kind of empirical evidence that is required to prove either growing similarity of dissimilarity in that setting.
dominated by forging-ahead by the leader countries instead of catching-up by the follower countries to use Abramovitz's vocabulary. The diverging mechanisms may most clearly be represented by context conditions and history (Dosi, Pavitt and Soete) and various degrees of social capability (Abramovitz) . It is the relative strength of these forces that determine the final outcome. When considered as a current dialectical interplay between forces working in opposite directions, the apparent contradictions in the observed patterns may be solved.
Are the OECD export specialisation patterns 'sticky'?
Before answering the main question of country-by-country stability of the specialisation patterns -what we call the degree of 'stickyness' -some overall observations of whether some groups of OECD countries show bilateral similarities or not will be discussed briefly.
Some 'stylised' features of bilateral similarity patterns
The results of pair-wise country comparisons are shown at the detailed level in Table 1 . We have correlated RSCAs for 60 product groups and for 21 countries in 1961, 1973 and 1992 (further details are described in the Appendix). When comparing RCAs/RSCAs for a given product/sector in different countries, the nature of the measure should be kept in mind. By construction, if the RCA/RSCA is high in one country it has to be low somewhere else. At the limit we will in a simple two country-two commodity case, by definition, find a negative correlation in the bilateral comparison of the two specialisation patterns. But in a sample of 21 countries nothing prevents two or more countries having similar RCA/RSCA distributions -i.e. to have a high degree of similarity.
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The pattern observed for the 21 countries is fairly complex. However, some 'stylised' features can be noted. First, most of the positive correlations are either between smaller countries or between larger countries. At the other side of the coin, most of the negative correlations are between a large and a small country. Table 1 Correlations among countries 1961, 1973 and 1992 To go a bit further, we find that the evidence allows us to subdivide the positive correlations between the small countries in three different groups. There is a group of Mediterranean low income countries (Portugal, Spain, Greece and Turkey) which are pair-wise positively correlated, illustrating the comparative advantage in parts of agricultural products and textiles and disadvantages in machinery and electronics. Further, the group of small European high income countries can be divided into one group where forrestry/wood is important, historically and at present, and another where agriculture/food is an important part of the economy. Sweden, Finland, Norway (and Canada) forms a group of countries which show bilateral similarities in export specialization 'revealing', the importance of wood based products. Denmark, the Netherlands and Ireland show similarities their agriculture based export specialisation. It is noteworthy that the similarities for those groups of countries not only are limited to the 1960s but persist during the entire period where all the countries went through a rapid a process of structural change with shifts from primary to secondary and tertiary production.
RSCA
Secondly, concerning the larger countries (US, Japan, Germany, UK, France and Italy) we find from Table 1 that similarity is the typical pattern and in several cases the correlation are significant at the 5 percent level. The large European economies are for all three years positively correlatedin several occasions even significantly so. The US and Japan are negatively correlated and both countries are dissimilar to some of the larger European countries. It is, however, only in the case of US-Japan in 1961 we have found a significant negative correlation; This difference persists during the following decades, although at a lower level of significance.
Thirdly, most of the negative correlations are between a large and a small country. This is somehow contradictory to the findings in most studies of technological specialisation. Archibugi and Pianta find that smaller countries typically are specialised in different technological areas and tend to be closer to a larger country with similar specialisation.
Switzerland is similar to Germany and Italy during the entire period, especially caused by specialisation in chemicals and machinery; and from 1973 also Austria became similar to Italy and Germany. Ireland and Belgium-Luxembourg (just outside the significance level in 1973) were similar to France; and Belgium-Luxembourg was in 1961 positive and significantly correlated with Japan, caused by high specialisation in textiles and clothing, minerals, manufactured fertilizers, consumer electronics and manufactures of metals. In 1992 similarities between large and small countries also emerged for other pairs: Germany-Finland, Denmark-Italy and France vis-à-vis some of the other Mediterranian countries.
These features may be summarised as a tendency towards (i) small countries to show similar specialisation patterns compared to other small countries with historically similar resource base and (ii) large European countries to be similar with each other. (iii) The US and Japan are basically characterised by mutual dissimilarities while (iv) small countries typically show different patterns compared to large countries. Concerning the latter, there is, however, a weak tendency towards more small countries achieving specialisation patterns similar to a larger country.
The stability of the country-wise specialisation patterns
When we proceed to analyse the development over time of the RCAs/RSCAs, the few studies available are either organised 1) industry-wise and cross-country (in order to study industry patterns across countries) or 2) country-wise but across industries in order to study national specificities in international specialisation.
The empirical results reported in the literature of the first category of studies (industry-wise) do point in different directions. Soete and Verspagen (1994) analysed a sample of manufacturing industries across countries and conclude that convergence was predominant in most industries. They set up and test following kind of relation in various specifications:
where i refer to sector, j to country, t to time. In their vocabulary, if ›1 specialisation is increased or 'divergence' prevails in the export specialisation patterns; if ‹1 'convergence' prevails. They concluded that convergence was predominant in every sector, except food (non-significant convergence) and textiles (significant divergence). On this background, Soete and Verspagen draw the following, quite strong, conclusion:
"This means that in general, over the 1970-90 period, specialization patterns in OECD markets for manufactured products have been converging." (Soete and Verspagen 1994, p. 289) .
Their theoretical discussion of the relations between technology, growth and trade is based on the combination of Schumpeterian, Kaldorian and, generally, evolutionary open economy perspective as is most comprehensively expressed by Dosi, Pavitt and Soete (1990) .
This approach is further developed by Beelen and Verspagen (1994) . They concentrate on the period after 1970 when productivity convergence has levelled off inside the OECD. Their regression model is a slight modification of the model shown above. They found significantly negative coefficients on most of the initial RCAs in the, industry-wise, published results A countrywise constant is included in the regressions, devised to be positive if a given country might show a country-determined trend towards increasing export specialisation, and negative if there are
In our interpretation the country constant appears to be a dummy variable added to the still 12 basically industry-wise regression model.
In a more speculative discussion, they suggest that the divergence pattern for technological 13 specialisation at the sector level, reported by Archibugi and Pianta (1992) , might indicate a process of (renewed) divergence, which, later on, might be followed by convergence facilitated by international trade.
country-specific forces moving towards decreasing specialisation. They only found three 12 countries with significant constants leading to the conclusion that there did not seem to be country-specific tendencies to specialise or despecialise. The predominant convergence features depend on more general mechanisms -ie. imitation of technology. In discussing the relation between convergence of productivity and trade patterns, Beelen and Verspagen are inclined to conclude that these processes at some stages might be developed fairly independent of each other. Trade has, according to this view, a more 'calibrating' role with inherent convergence 13 mechanisms, at least when the samples of study are limited to a group of similar countries. Dollar and Wolff (1993, chapter 7) report, however, that the trade specialisation patterns of 11 OECD countries 1970-86 did not become more similar also based on an industry-wise approach. They use a slightly simpler methodology based on comparing coefficients of variation (standard deviations divided by means) of the RCAs over time; six sectors show increasing dispersion and the other six show a decrease. But this study, however, use the non-modified RCAs and does not take the problems of normality into account.
In the second category of studies of export specialisation (country-wise) we are only aware of the study by Amendola, Guerrieri and Padoan (1992) . They follow Cantwell's methodology and compare the development of RCAs and RTAs for three periods. In slightly more than 50% of their estimated equations the hypothesis of constant specialisation (=1) could not be rejected and the R s are generally high. On this basis they conclude that both trade and technological specialisation 2 patterns have been remarkably stable in the medium term, although to a decreasing degree in the long term. The normality problem with the RCAs as well as the RTAs are, however, neglected.
When Cantwell's methodology, as desribed in section 2 above, is applied on the dataset described in the Appendix, Table 2 shows the values for , R and /R for the thirty year period 1961-92 ('long' term) and for two subperiods 1961-73 and 1973-92 (both 'medium' term) . In addition the table contains the standard deviation for 1961, 1973 and 1992 for each country. The specialisation indicator is (RCA-1)/(RCA+1), the socalled RSCA. This picture of gradual, path dependent, change -or evolutionary change -is further underlined by the data for the seven 'short' term periods presented in Table A2 in the Appendix. Compared with the medium term periods, the short term -and R-values are generally found to be at a higher level. From Table A2 it can be found that in 12-15 out of the sample of 21 OECD countries the values of could not be distinguished from unity at the 5% level of significance, except the 1984-88 period with only nine countries. But it was only in the case of the US in 1969-73 that significant -divergence could be registered.
Belgium-Lux
Finally, a few 'stylised' features in the specialisation patterns between various groups of countries should be noted. The less developed OECD countries generally show high regression effects (low ) and high mobility effects (low R) whereas most of the small high-income countries show low regression effects (high ) and low mobility effects (high R). The large countries usually show higher regression effects (lower -values) implying a stronger tendency towards decrease in initially advantaged industries and increase in disadvantaged industries. However, there are important differences in the nature of these changes. An example may be illustrative. A comparison of Japan and Germany shows that both countries have high regression effects, but Japan clearly has a higher mobility effect. In fact, the mobility effect has outweighted the regression effect in the Japanese case -in 1992 the dispersion of export specialisation was unchanged compared to 1961. A high mobility in relation to an unchanged or even an increased dispersion indicates a shift in the pattern of export specialisation. In 1961 Japan was highly specialised in fish, textile fabrics, clothing, consumer electronics and ships. In 1992 the highly specialised industries were consumer electronics, semiconductors, telecommunications equipment, ships and photographical and optical good and watches. Thus, an important change in the ranking has taken place without changing the dispersion of the RSCAs.
The Japanese case illustrates that causal inferences about cumulativeness as an important microfoundation behind the development of specialisation patterns can only be made on the basis of the -values in our setting. A high -value (ie. close to unity from below) indicates a high degree of stability or 'stickyness' of the relative export structure and the cause is, at the same token, shown to be the influence of the existing structure. The degree of -convergence is, thus, the decisive test of stability or 'stickyness' of the exports specialisation pattern at the national level -not the degree of )-convergence.
Conclusions: implications for the national systems of innovation approach
In terms of the stability of each of the national export specialisation patterns, the long term perspective of 1961-92 shows a general trend towards -convergence of the export specialisation patterns, as indicated by the unweighted average -value of 0.54 in Table 2 . The relative export structures are in that sense moving together in the long term. The medium and short term results, however, show that the speed of convergence is fairly low. In our view these results leave no doubt that the national export specialisation patterns are quite stubborn or 'sticky'. National patterns set their quite visible finger-prints on the probable future development paths, as also has been the result of the country-by-country studies of technological specialisation referred to in the paper.
However, as made possible to analyse by the Cantwell-methodology and further clarified by the distinction between the two concepts of -versus )-convergence as introduced by Barro and Salai-Martin, the decrease in the dispersion of the specialisation indicator is rather weak even in the long term perspective. The unweighted mean for /R 1961-92 is 0.90 and most of the countries fall inside this 10 percent decrease in dispersion. -convergence has apparently more outspoken than )-convergence. In terms of the dispersion of the specialisation indicator the move towards convergence is, indeed, very low.
Are these findings, then, contradictory to the results reported by Soete & Verspagen (1994) and Beelen & Verspagen (1994) ? In our opinion that is not the case; the two kinds of studies have a different perspective and are complementary. The latter studies have related developments in trade 20 patterns to the convergence-divergence debate by means of the industry-wise export specialisation patterns only. The hints in those studies to the role of international trade as a mainly equilibrating mechanism facilitating convergence in productivity patterns, country by country, may be somehow preliminary. The results of the present paper may be interpreted as evidence pointing to also the differentiating mechanisms of international trade; virtuous circles of economic development may be strengthened by international trade, and countries locked-in in a vicious circle of international specialisation, may be confronted with even harder problems caused by further increases in the degree of internationalisation.
There is, however, no simple answer to the question of what is the 'right' versus the ' wrong' export specialisation pattern. In the technological specialisation field Archibugi and Pianta (1992) reported that the fields in which most EU countries were specialised were the slow-growing or even falling patenting classes, measured by growth rates of the amounts of patents granted in the US to all countries. Japan was the only country among the OECD members showing the right specialisation in fast-growing patent classes. These classes, however, tend to be small and narrow, and are focused on the technological frontier, while the bulk of industrial activity takes place in more mature sectors. Archibugi and Pianta, thus, found that any high degree of technological specialisation rather than none was associated with better economic performance, measured by growth of patenting as well as industrial production:
"There seems to be a specific advantage in a higher degree of specialisation in technological fields, associated with the economies of scale and scope made possible at the national level. This advantage emerges regardless of the particular sectors in which individual countries concentrate their efforts; in other words, for advanced countries being specialised appears to be even more important than choosing the 'right' fields." (Archibugi and Pianta 1992, p. 150. Italics added).
A simple mechanistic panacea of 'Paradise on Earth' in terms of specialisation in high tech sectors and/or high growth sectors may often be beside the point. Further research along this track seems important analytically as well as from a normative point of view. The national system of innovation approach has a role to play in delivering a common framework this kind of work. The common point of departure is that nations still matter -a lot! The IKE trade database at the Department of Business Studies, Aalborg University was initiated in the early 1980s for studies of long term structural features of OECD trade. Construction of comparable time series data has from the beginning the major analytical aim. The database contains a selection of years 1961-92. As far as possible, the selection criterion has been peak years in world trade/'average' OECD business cycles. The following years have been used in the present paper 1961, 1965, 1969, 1973, 1979, 1984, 1988 and 1992. Given the long term focus mentioned, all data have been converted from the two more recent versions of the SITC to SITC, Revision 1. In 1961-77 the OECD reported the data in Revision 1. But in 1978-87 the data have published according to SITC, Revision 2. The latter has been converted to the previous classification in order to construct comparable time series. From 1988 the data are published according to SITC, Revision 3.
The first step of handling the data consists of aggregating the raw' tapes to country matrices with 625 rows (the number of commodity groups at the 4-digit SITC, Revision 1 level) and 33 columns (23 OECD countries, the World, OECD, the Nordic countries and 7 groups of non-OECD countries, including e.g. the former Soviet Union, the OPEC countries, a group of Newly Industrdialised Countries). Then several steps of checking for confidentiality clauses in the tapes, whether at the commodity or the country level. The tapes, thus, contain a large amount of socalled alphanumeric codes (instead of the usual numeric SITC codes) for which the trade information is omitted at the given level of disaggregation. This information is, however, included in the SITC codes at a more aggregate level.
The data have then been aggregated to 60 commodity groups and then further to 5 main sectors as shown in Table A .1 of this Appendix.
The data for Japan and Finland for 1961 are not available in the OECD tapes and have been reconstructed from national statistical sources -with some approximation for Finland, but rather precise for Japan.
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