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Abstract
By Gyongy’s theorem, a local and stochastic volatility (LSV) model is calibrated to the market prices of all
European call options with positive maturities and strikes if its local volatility function is equal to the ratio of
the Dupire local volatility function over the root conditional mean square of the stochastic volatility factor given
the spot value. This leads to a SDE nonlinear in the sense of McKean. Particle methods based on a kernel
approximation of the conditional expectation, as presented in [15], provide an efficient calibration procedure
even if some calibration errors may appear when the range of the stochastic volatility factor is very large. But so
far, no global existence result is available for the SDE nonlinear in the sense of McKean. In the particular case
where the local volatility function is equal to the inverse of the root conditional mean square of the stochastic
volatility factor multiplied by the spot value given this value and the interest rate is zero, the solution to the
SDE is a fake Brownian motion. When the stochastic volatility factor is a constant (over time) random variable
taking finitely many values and the range of its square is not too large, we prove existence to the associated
Fokker-Planck equation. Thanks to [12], we then deduce existence of a new class of fake Brownian motions. We
then extend these results to the special case of the LSV model called regime switching local volatility, where the
stochastic volatility factor is a jump process taking finitely many values and with jump intensities depending
on the spot level. Under the same condition on the range of its square, we prove existence to the associated
Fokker-Planck PDE. Finally, we deduce existence of the calibrated model by extending the results in [12].
Keywords: local and stochastic volatility models, calibration, Dupire’s local volatility, Fokker-Planck systems,
diffusions nonlinear in the sense of McKean.
1 Introduction
The notion of fake Brownian motion was introduced by Oleszkiewicz [27] to describe a martingale (Xt)t≥0 such that
for any t ≥ 0, Xt ∼ N (0, t), but the process (Xt)t≥0 does not have the same distribution as the Brownian motion
(Wt)t≥0. Madan and Yor [24], Hamza and Klebaner [18], and more recently Henry-Labordère, Tan and Touzi [19]
provided construction of discontinuous fake Brownian motions. The question of the existence of continuous fake
Brownian motion was positively answered by Albin [2], using products of Bessel processes, and Donati-Martin,
Baker and Yor [4] extended that result by exhibiting a sequence of continuous martingales with Brownian marginals
and scaling property. Oleszkiewicz gave a simpler example of a continuous fake Brownian motion, based on the
Box Muller transform. Then, Hobson [21] proved existence of a continous fake exponential Brownian motion by
mixing diffusion processes. More generally, Fan, Hamza and Klebaner [11] and Hirsch, Profeta, Roynette and Yor
[20] provided construction of self-similar martingales with given marginal distributions.
One reason for raising interest in the search of processes that have marginal distributions matching given ones
comes from mathematical finance, where calibration to the market prices of European call options is a major
concern. According to Breeden and Litzenberger [6], the knowledge of the market prices of those options for a
continuum of strikes and maturities is equivalent to the knowledge of the marginal distributions of the underlying
asset under the pricing measure. Thus, to be consistent with the market prices, a calibrated model must have
marginal distributions that coincide with those given by the market. More specifically, in this paper, we address
the question of existence of a special class of calibrated local and stochastic volatility (LSV) models.
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LSV models, introduced by Lipton [23] and by Piterbarg [28], can be interpreted as an extension of Dupire’s
local volatility (LV) model, described in [9], to get more consistency with real markets. A typical LSV model has
the dynamics
dSt = rSt + f(Yt)σ(t, St)StdWt
for the stock under the risk-neutral probability measure, where (Yt)t≥0 is a stochastic process which may be
correlated with (St)t≥0 and r is the risk free rate. Meanwhile, according to [9], given the European call option
prices C(t,K) for all positive maturities t and strikes K, the process
(
SDt
)
t≥0, which follows the dynamics
dSDt = rS
D
t dt+ σDup
(
t, SDt
)
SDt dWt,
where σDup(t,K) :=
√
2∂tC(t,K)+rK∂KC(t,K)
K2∂2KKC(t,K)
is Dupire’s local volatility function, is calibrated to the European
option prices, that is,
∀t,K > 0, C(t,K) = E
[
e−rt
(
SDt −K
)+]
.
Under mild assumptions, Gyongy’s theorem in [16] gives that the choice σ(t, x) = σDup(t,x)√
E[f2(Yt)|St=x]
ensures that for
any t ≥ 0, St has the same law as SDt . This leads to the following SDE
dSt = rStdt+
f(Yt)√
E[f2(Yt)|St]
σDup(t, St)StdWt,
which is nonlinear in the sense of McKean, because the diffusion term depends on the law of (St, Yt) through the
conditional expectation in the denominator. Getting existence and uniqueness to this kind of SDE is still an open
problem, although some local in time existence results have been found by Abergel and Tachet [1] by a perturbative
approach. From a numerical point of view, particle methods based on a kernel approximation of the conditional
expectation, as presented by Guyon and Henry-Labordère [15], provide an efficient calibation procedure even if
some calibration errors may appear when the range of the stochastic volatility process (f(Yt))t≥0 is very large.
Recently, advances have been made for analogous models. Alfonsi, Labart and Lelong [3] proved existence and
uniqueness of stochastic local intensity models calibrated to CDO tranche prices, where the discrete loss process
makes the conditional expectation simpler to handle. Moreover, Guennoun and Henry-Labordère [14] showed that
in a local volatility model enhanced with jumps, the particle method applied to a well defined nonlinear McKean
SDE with a regularized volatility function gives call prices that converge to the market prices as the regularization
parameter goes to 0, for all strikes and maturities.
In this paper, we first prove existence of a simplified version of the LSV model. More precisely, we set r = 12 ,
σDup ≡ 1, and consider the dynamics of the asset’s log-price, where for simplicity we also neglect the drift term as
its conditional expectation given the spot is equal to 0. Moreover, let d ≥ 2 and Y be a random variable (constant
in time) which takes values in Y := {1, ..., d}. We assume that for i ∈ {1, ..., d}, αi := P(Y = i) > 0. Given a
positive function f on Y and a probability measure µ on R, the SDE that we study is thus:
dXt =
f(Y )√
E [f2(Y )|Xt]
dWt, (1)
X0 ∼ µ.
We also suppose that X0, Y and (Wt)t≥0 are independent. Let us set λi := f2(i) > 0, i ∈ {1, ..., d} and denote
by pi(t, x) the conditional density of Xt given {Y = i} multiplied by αi. It means that, for any measurable and
nonnegative function φ,
E
[
φ (Xt) 1{Y=i}
]
=
ˆ
R
φ(x)pi(t, x)dx.
The Fokker-Planck equations derived from SDE (1) form a partial differential system (PDS) that writes for 1 ≤ i ≤ d:
∂tpi =
1
2
∂2xx
( ∑d
l=1 pl∑d
l=1 λlpl
λipi
)
in (0, T )× R (2)
pi(0) = αiµ in R, (3)
2
where the constant T > 0 is the finite time horizon. We call this PDS (FBM). Let us define λmin := min
1≤i≤d
λi
and λmax := max
1≤i≤d
λi. We notice that if λmin = λmax = λ, then each pi is a solution to the heat equation with
initial condition αiµ. Results proving existence and uniqueness of solutions to variational formulations of the heat
equation have already been widely developed, e.g. in [7], so we focus on the case where λmin < λmax, that is
when the function f is not constant on Y. We also notice that if we add the equalities (2) and (3) over the index
i ∈ {1, ..., d}, we obtain that ∑di=1 pi satisfies the heat equation with initial condition µ, and it is well known that(∑d
i=1 pi
)
(t, x) = µ ∗ ht(x), with h the heat kernel defined as ht(x) := 1√2pit exp
(
−x2
2t
)
for t > 0 and x ∈ R. This
observation can also be made formally, using Gyongy’s theorem. Indeed, as we see that
E
( f(Y )√
E [f2(Y )|Xt]
)2
|Xt
 = 1, (4)
then if Gyongy’s theorem applies, Xt has the same law as X0 +Wt, which has the density µ ∗ ht.
We introduce the following condition on the family (λi)1≤i≤d, under which we will obtain existence to SDE (1).
We denote by (e1, ..., ed) the canonical basis of Rd and for x = (x1, ..., xd) ∈ Rd, we define x⊥ = {y = (y1, ..., yd) ∈
Rd,
∑d
i=1 xiyi = 0}.
Condition (C). There exists a symmetric positive definite d × d matrix Γ with real valued coefficients such that
for 1 ≤ k ≤ d, the d× d matrix Γ(k) with coefficients
Γ
(k)
ij =
λi + λj
2
(Γij + Γkk − Γik − Γjk) , 1 ≤ i, j ≤ d, (5)
is positive definite on the space e⊥k .
Under the Condition (C), which ensures a coercivity property that enables to establish energy estimates, exis-
tence to SDE (1) can be proved in three steps:
1. For µ having a square integrable density on R, we define a variational formulation called VL2(µ) to (FBM)
and we apply Galerkin’s method to show that VL2(µ) has a solution.
2. For µ a probability measure on R, we define a weaker variational formulation called V (µ). We take advantage
of the fact that if (p1, ..., pd) is a solution to V (µ) then
∑d
i=1 pi is solution to the heat equation with initial
condition µ. This enables to get control of the explosion rate of the L2 norm of pi, 1 ≤ i ≤ d, as t → 0, and
we extend the results obtained in Step 1 to show existence to V (µ).
3. Thanks to the results in [12], which give equivalence between the existence of a solution to a Fokker-Planck
equation and the existence of a solution to the associated martingale problem with time marginals given by
the solution to the Fokker-Planck equation, we show that the existence result in Step 2 implies existence of
a weak solution to SDE (1). Moreover, if f is non constant on Y and if X0 = 0, that weak solution is a
continuous fake Brownian motion.
To get a more realistic financial framework, we then adapt the previous strategy to obtain existence of a class of
calibrated LSV models, where the process (St)t≥0 describing the underlying asset follows the dynamics
dSt = rStdt+
f(Yt)√
E[f2(Yt)|St]
σDup(t, St)StdWt, (6)
the process (Yt)t≥0 taking values in Y and
∀j ∈ {1, ..., d}\{Yt},P (Yt+dt = j|σ ((Ss, Ys) , 0 ≤ s ≤ t)) = qYtj (log (St)) dt,
where the functions (qij)1≤i 6=j≤d are non negative and bounded. The process (St, Yt)t≥0 is then a calibrated regime
switching local volatility (RSLV) model.
The paper is organized as follows. In Section 2, we state the main results that give existence to SDE (1). Section
3 is dedicated to the proofs of the results in Section 2. In Section 4, we state the existence of calibrated RSLV
models and we prove that result in Section 5. Beforehand, we introduce some additional notation.
3
Notation
• For an interval I ⊂ R, we denote by L2(I) the space of measurable real valued functions defined on I which
are square integrable for the Lebesgue measure. For k ≥ 1, and u, v ∈ (L2(I))k, we use the notation
(u, v)k =
ˆ
I
k∑
i=1
ui(x)vi(x)dx, |u|k = (u, u)
1
2
k .
and we define L(I) :=
(
L2(I)
)d. We also define L := L(R) and we denote by L′ its dual space.
• For m ≥ 1, we denote by Hm(I) the Sobolev space of real valued functions on I that are square integrable
together with all their distribution derivatives up to the order m. We define the space H(I) :=
(
H1(I)
)d,
endowed with the usual scalar product and norm
〈u, v〉d =
ˆ
I
d∑
i=1
(ui(x)vi(x) + ∂xui(x)∂xvi(x)) dx, ||u||d = 〈u, u〉
1
2
d ,
and we define H := H(R). We denote by H ′ its dual space, and by 〈·, ·〉 the duality product between H and
H ′.
• For 1 ≤ p ≤ ∞, we denote by W 1,p(R) the Sobolev space of functions belonging to Lp(R), and that have a
first order derivative in the sense of distributions that also belongs to Lp(R).
• For n ≥ 1, O an open subset of Rn and 0 ≤ k ≤ ∞, we denote by Ck(O) the set of functions O → R that
are continuous and have continuous derivatives up to the order k, we denote by Ckc (O) the set of functions
in Ck(O) that have compact support on O, and we denote by Ckb (O) the set of functions in Ck(O) that are
uniformly bounded on O together with their p-th order derivatives, for p ≤ k.
• For n ≥ 1, we denote by Mn(R) the set of n × n matrices with real-valued coefficients. We denote by
In ∈Mn(R) the identity matrix, and by Jn ∈Mn(R) the matrix where all the coefficients are equal to 1.
• For n ≥ 1, we denote by S+n (R) (resp. S++n (R)) the set of n × n matrices in Mn(R) which are symmetric
and positive semidefinite (resp. definite). For S ∈ S+n (R) (resp. S ∈ S++n (R)) we denote by
√
S the unique
matrix in S+n (R) (resp. S++n (R)) such that
√
S
√
S = S, and we denote by lmin(S) and lmax(S) respectively
the smallest eigenvalue and the largest eigenvalue of S.
• Given n, p ≥ 1 and A a n× p matrix, we denote its transpose by A∗ and we define ||A||∞ := max{|Aij |, 1 ≤
i ≤ n, 1 ≤ j ≤ p}.
• For y ∈ R, we denote its positive part by y+ = max(0, y) and its negative part by y− = min(0, y). For
k ≥ 2 and x = (x1, ..., xk) ∈ Rk, we denote its positive part by x+ :=
(
x+1 , ..., x
+
k
)
, and its negative part by
x− :=
(
x−1 , ..., x
−
k
)
.
• We denote by P(R) (resp. P(R× Y)) the set of probability measures on R (resp. R× Y).
• We define D := (R+)d \(0, ..., 0).
• For notational simplicity, for a function g defined on R2 and t ∈ R, we may sometimes use the notation
g(t) := g(t, ·).
2 A new class of fake Brownian motions
In this section, we give the main results concerning the SDE (1). We introduce a variational formulation to give
sense to the PDS (FBM). Let us assume that p := (p1, ..., pd) is a classical solution to the PDS (FBM) such that p
takes values in D and for t ∈ (0, T ], p(t, ·) ∈ H. For v := (v1, ..., vd) ∈ H and i ∈ {1, ..., d} we multiply (2) by vi
and integrate over R. Through integration by parts, we obtain that for i ∈ {1, ..., d}, the following equality holds
in the classical sense and also in the sense of distributions on (0, T ):
ˆ
R
vi(x)∂tpi(t, x)dx =
d
dt
ˆ
R
vi(x)pi(t, x)dx = −1
2
ˆ
R
∂xvi∂x
( ∑d
l=1 pl(t, x)∑d
l=1 λlpl(t, x)
λipi(t, x)
)
dx. (7)
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The term ∂x
( ∑d
l=1 pl∑d
l=1 λlpl
λipi
)
rewrites
∂x
( ∑d
l=1 pl∑d
l=1 λlpl
λipi
)
=
1 +
(∑
l 6=i λlpl
)(∑
l 6=i(λi − λl)pl
)
(∑d
l=1 λlpl
)2
 ∂xpi +∑
j 6=i
λipi
(∑
l 6=j(λl − λj)pl
)
(∑d
l=1 λlpl
)2 ∂xpj .
Let us introduce the function M : D →Md(R) where for ρ ∈ D, M(ρ) is the matrix with coefficients:
Mii(ρ) =
(∑
l 6=i λlρl
)(∑
l 6=i(λi − λl)ρl
)
(∑d
l=1 λlρl
)2 , 1 ≤ i ≤ d,
Mij(ρ) =
λiρi
(∑
l 6=j(λl − λj)ρl
)
(∑d
l=1 λlρl
)2 , 1 ≤ i 6= j ≤ d,
We also define A : D →Md(R), where for ρ ∈ D,
A(ρ) =
1
2
(Id +M(ρ)) .
For 1 ≤ i ≤ d, we have that 12∂x
( ∑d
l=1 pl∑d
l=1 λlpl
λipi
)
= (A(p)∂xp)i. Summing the equality (7) over the index 1 ≤ i ≤ d,
the following equality holds in the sense of distributions on (0, T ),
∀v ∈ H, d
dt
(v, p(t))d + (∂xv,A(p(t))∂xp(t))d = 0.
We denote by p0 the measure µ multiplied by the vector (α1, ..., αd) and introduce below a weak variational
formulation for the PDS (FBM).
Find p = (p1, ..., pd) satisfying: (8)
p ∈ L2loc((0, T ];H) ∩ L∞loc((0, T ];L), (9)
p takes values in D, a.e. on (0, T )× R, (10)
∀v ∈ H, d
dt
(v, p)d + (∂xv,A(p)∂xp)d = 0 in the sense of distributions on (0, T ), (11)
p(t, ·) weakly-*→
t→0
p0, (12)
where the last condition means that:
∀v ∈ H, (v, p(t))d →
t→0
d∑
i=1
αi
ˆ
R
vi(x)µ(dx).
We call V (µ) the problem defined by (8)-(12). If p only satisfies (9), then the initial condition (12) does not make
sense. As we will see in the proof of Theorem 2.1, if p satisfies the conditions (9)-(11), then p is a.e. equal to a
function continuous from (0, T ] into L. We will always consider its continuous representative and therefore (12)
makes sense. The existence results to V (µ) and to the SDE (1) are stated in the following theorems.
Theorem 2.1. Under Condition (C), V (µ) has a solution p ∈ C((0, T ], L) such that for almost every (t, x) in
(0, T ]× R, ∑di=1 pi(t, x) = (µ ∗ ht)(x).
Theorem 2.2. Under Condition (C), SDE (1) has a weak solution, which has the same marginal law as (Z +Wt)t≥0,
where Z is independent from (Wt)t≥0 and Z ∼ µ.
The proofs of Theorems 2.1 and 2.2 are postponed to the following section. To end this section, let us remark
that whenever the function f is not constant on Y, the solution to the SDE (1) given by Theorem 2.2 is a continuous
fake Brownian motion.
5
Proposition 2.3. Under Condition (C), if f is not constant on Y then the solutions to SDE (1) with initial
condition µ = δ0 are continuous fake Brownian motions.
Proof. Let X be a solution to SDE (1). The term f(Y )√
E[f2(Y )|Xt]
is bounded, so X is a continuous martingale and
by [16, Theorem 4.6], for t ∈ [0, T ], Xt has the law N (0, t). Let us remark that a solution to SDE (1) with the
properties stated by Theorem 2.2 satisfies the marginal constraints without using Gyongy’s theorem. We consider
the quadratic variation 〈X〉 of X, which satisfies d〈X〉t = f
2(Y )
E[f2(Y )|Xt]dt. If almost surely, ∀t ≥ 0, 〈X〉t = t, then
a.s., dt-a.e., f
2(Y )
E[f2(Y )|Xt] = 1 and f
2(Y ) is σ (Xt) measurable. As moreover f is positive, Xt = Wt, and there exists
t ≥ 0 such that f2(Y ) is a measurable function of Wt. As Y is independent from (Wt)t≥0, we have that f2(Y ) is
constant. Then by contraposition, if f is not constant on Y, we do not have that for t > 0, 〈X〉t = t, so (Xt)t≥0 is
a continuous fake Brownian motion.
3 Proofs of Section 2
Condition (C), developed in Subsection 3.1, enables to establish a priori energy estimates of solutions to V (µ),
computed in Subsection 3.2, where we give a stronger variational formulation to the PDS (FBM) under the assump-
tion that the initial distribution µ has a square integrable density. Under Condition (C), we prove existence to that
formulation. That result is extended in Subsection 3.3 to prove Theorem 2.1. In Subsection 3.4, we establish a link
between V (µ) and the variational formulation in the sense of distributions defined in [12], and we prove Theorem
2.2, thanks to [12, Theorem 2.6].
3.1 Condition (C)
Let us introduce the notion of uniform coercivity.
Definition 3.1. Given a domain D ⊂ Rd, a function G : D →Md(R) is uniformly coercive on D with a coefficient
c > 0 if:
∀ρ ∈ D,∀ξ ∈ Rd, ξ∗G(ρ)ξ ≥ cξ∗ξ.
First, let us notice that the function A is bounded.
Lemma 3.2. Any matrix B in the image A(D) of D by A satisfies ||B||∞ ≤ 12
(
1 + λmaxλmin
)
.
Proof. For ρ ∈ D, A(ρ) = 12 (Id+M(ρ)). It is sufficient to check that ||M(ρ)||∞ ≤ λmaxλmin . Since for 1 ≤ l ≤ d, λl > 0,
ρl ≥ 0 and
∑d
l=1 λlρl > 0, we have for 1 ≤ i 6= j ≤ d,
−λmax
λmin
≤ −λj λiρi
(
∑
l λlρl)
∑
l 6=j ρl
(
∑
l λlρl)
≤Mij(ρ) ≤ λiρi
(
∑
l λlρl)
∑
l 6=j λlρl
(
∑
l λlρl)
≤ 1 ≤ λmax
λmin
,
−λmax
λmin
≤ −1 ≤
∑
l 6=i λlρl
∑
l 6=i(−λl)ρl
(
∑
l λlρl)
2 ≤Mii(ρ) ≤ λi
∑
l 6=i λlρl∑
l λlρl
∑
l 6=i ρl
(
∑
l λlρl)
≤ λmax
λmin
.
The role of Condition (C) is to ensure the existence of a matrix Π ∈ S++d (R) such that ΠA is uniformly coercive
on D. By a slight abuse of notation, we will say that a matrix Γ satisfies (C) if Γ ∈ S++d (R), and for 1 ≤ k ≤ d,
the matrix Γ(k) defined by (5) is positive definite on e⊥k . We consider matrices with the form Jd + Γ, where
Γ ∈ S++d (R) and  > 0, and we show that if Γ satisfies (C), then for  small enough, (Jd + Γ)A achieves the
coercivity property. The intuition behind the choice of Jd is the observation that if (p1, ..., pd) is a solution to V (µ)
then
∑d
i=1 pi is a solution to the heat equation. This also translates into the algebraic property that JdM = 0. We
define 1 := (1, ..., 1) ∈ Rd.
Proposition 3.3. If Γ ∈ S++d (R) satisfies Condition (C), then there exists z > 0 such that
∀x ∈ 1⊥,∀ρ ∈ D, x∗ΓA(ρ)x ≥ zx∗x. (13)
Moreover, for  > 0 small enough, the function (Jd + Γ)A is uniformly coercive on D.
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Proof. For ρ ∈ D, we introduce the notation λ(ρ) := ∑k λk ρk∑
l ρl
and remark that λ(D) = [λmin, λmax]. The matrix
A(ρ) rewrites as the convex combination A(ρ) =
∑d
k=1 wk(ρ)Ak(ρ) with the weight wk(ρ) =
λkρk∑
l λlρl
of the matrix
Ak(ρ) which has non zero coefficients only on the diagonal and the k-th row, and is defined by:
(Ak(ρ))ij =
1
2
(
1{i=j}
λi
λ(ρ)
+ 1{i=k}
(
1− λj
λ(ρ)
))
, 1 ≤ i, j ≤ d.
We prove that for 1 ≤ k ≤ d, there exists zk > 0 such that
∀x ∈ 1⊥,∀ρ ∈ D, 2x∗λ(ρ)ΓAk(ρ)x ≥ zkx∗x, (14)
and we can set z = min
1≤k≤d
zk
2λmax
> 0 to obtain (13). We have that
2λ(ρ)ΓAk(ρ) = (λj (Γij − Γik))1≤i,j≤d +
(
λ(ρ) (Γik)
)
1≤i,j≤d
For x ∈ 1⊥, we have
2x∗λ(ρ)ΓAk(ρ)x =
d∑
i,j=1
λj (Γij − Γik)xixj +
d∑
i,j=1
λ(ρ) (Γik)xixj (15)
=
∑
i 6=k,j 6=k
λj (Γij − Γik − Γkj + Γkk)xixj (16)
=
∑
i 6=k,j 6=k
λi + λj
2
(Γij − Γik − Γkj + Γkk)xixj , (17)
where between the first and the second equality, we used the fact that
∑d
i=1 xi = 0 and then replaced xk by
−∑i 6=k xi. As Γ(k) is positive definite on e⊥k , there exists z˜k > 0 such that
2x∗λ(ρ)ΓAk(ρ)x ≥ z˜k
∑
i 6=k
x2i .
By Cauchy-Schwarz inequality, x2k =
(∑
i 6=k xi
)2
≤ (d− 1)∑i 6=k x2i , so∑i6=k x2i ≥ 1dx∗x and we can set zk = z˜kd to
satisfy (14).
Now, we show that for  > 0 small enough, the function (Jd + Γ)A is uniformly coercive on D. For ρ ∈ D, as
A(ρ) = 12 (Id +M(ρ)) and for 1 ≤ j ≤ d, as it is easy to check that
∑d
i=1Mij(ρ) = 0, we have that JdM = 0 and
(Jd + Γ)A(ρ) =
1
2
Jd + ΓA(ρ).
For x ∈ Rd, we decompose x = u+ v where u ∈ R1 and v ∈ 1⊥. As Jdv = 0, we have
x∗
(
1
2
Jd + ΓA(ρ)
)
x = u∗
(
1
2
Jd + ΓA(ρ)
)
u+ v∗ΓA(ρ)v + u∗ΓA(ρ)v + v∗ΓA(ρ)u.
We will use Young’s inequality:
∀η > 0,∀a, b ∈ R, ab ≤ ηa2 + 1
4η
b2.
For 1 ≤ i, j ≤ d, by Young’s inequality and Lemma 3.2, (ΓA(ρ))ij =
∑d
k=1 ΓikA(ρ)kj ≤ d2 ||Γ||∞
(
1 + λmaxλmin
)
, so for
a, b ∈ R, and η > 0,
(ΓA(ρ))ij ab ≥ −
d
2
||Γ||∞
(
1 +
λmax
λmin
)(
ηa2 +
1
4η
b2
)
.
We obtain, for x˜, y˜ ∈ Rd, and η > 0,
x˜∗ΓA(ρ)y˜ =
d∑
i,j=1
(ΓA(ρ))ij x˜iy˜j ≥ −
d2
2
||Γ||∞
(
1 +
λmax
λmin
)(
ηx˜∗x˜+
1
4η
y˜∗y˜
)
.
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Then for η > 0,
v∗ΓA(ρ)u ≥ −d
2
2
||Γ||∞
(
1 +
λmax
λmin
)(
ηv∗v +
1
4η
u∗u
)
,
u∗ΓA(ρ)v ≥ −d
2
2
||Γ||∞
(
1 +
λmax
λmin
)(
ηv∗v +
1
4η
u∗u
)
,
and moreover,
u∗ΓA(ρ)u ≥ −d
2
2
||Γ||∞
(
1 +
λmax
λmin
)
u∗u.
Using (13) and Jdu = du, we get that for η > 0,
x∗
(
1
2
Jd + ΓA(ρ)
)
x ≥
(
d
2
− d
2
2
||Γ||∞
(
1 +
λmax
λmin
)(
1 +
1
2η
))
u∗u+ 
(
z − d2||Γ||∞
(
1 +
λmax
λmin
)
η
)
v∗v.
For 0 <  <
(
d||Γ||∞
(
1 + λmaxλmin
)(
1 +
d2||Γ||∞
(
1+λmaxλmin
)
2z
))−1
, we check that
η1 :=
 2
d||Γ||∞
(
1 + λmaxλmin
) − 2
−1 < z
d2||Γ||∞
(
1 + λmaxλmin
) =: η2,
and with the choice η ∈ (η1, η2), we see that the function (Jd + Γ)A is uniformly coercive on D.
Corollary 3.4. Condition (C) is equivalent to the existence of a matrix Π ∈ S++d (R) such that the function ΠA
is uniformly coercive on D with a coefficient κ ∈
(
0, lmin(Π)2
)
.
Proof. If a matrix Γ ∈ S++d (R) satisfies (C), then by Proposition 3.3, for  > 0 small enough, the function (Jd+Γ)A
is uniformly coercive on D. Moreover, (Jd + Γ) ∈ S++d (R) as Jd ∈ S+d (R).
Conversely, if Π ∈ S++d (R) is such that the function ΠA is uniformly coercive on D with a coefficient c > 0,
with the same computation as (15)-(17), we have that for x ∈ 1⊥ and 1 ≤ k ≤ d,∑
i6=k,j 6=k
λi + λj
2
(Πij −Πik −Πkj + Πkk)xixj = 2x∗λ(ρ)ΠAk(ρ)x ≥ 2λminc
∑
i 6=k
x2i ,
so Π satisfies (C). To conclude, it is obvious that if ΠA is uniformly coercive, then ΠA is uniformly coercive with
a coefficient κ ≤ lmin(Π)2 .
Making Condition (C) explicit does not seem to be an easy task in general, but we give here simpler criteriae
which are all proved in Appendix B, for particular situations.
• For d = 2, Condition (C) is satisfied, for the choice Γ = I2.
• For d = 3, we define
r1 =
λ3
λ2
+
λ2
λ3
≥ 2, r2 = λ3
λ1
+
λ1
λ3
≥ 2, r3 = λ1
λ2
+
λ2
λ1
≥ 2.
Condition (C) is satisfied if and only if
1√
(r1 − 2) (r2 − 2)
+
1√
(r2 − 2) (r3 − 2)
+
1√
(r1 − 2) (r3 − 2)
>
1
4
,
with the convention that 10 = +∞.
• For d ≥ 4, we give in Appendix B a numerical procedure to check if there exists a diagonal matrix that satisfies
Condition (C).
• For d ≥ 4, if
max
1≤k≤d
√∑
i 6=k
λi
∑
i 6=k
1
λi
< d+ 1,
then Condition (C) is satisfied, for the choice Γ = Id.
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3.2 µ has a square integrable density
We first suppose that the measure µ has a square integrable density with respect to the Lebesgue measure. In this
case, we denote by p0, the element of L obtained by multiplication of that density by the vector (α1, ..., αd), and
we define the stronger variational formulation:
Find p = (p1, ..., pd) satisfying : (18)
p ∈ L2([0, T ];H) ∩ L∞([0, T ];L), (19)
p takes values in D, a.e. on [0, T ]× R, (20)
∀v ∈ H, d
dt
(v, p)d + (∂xv,A(p)∂xp)d = 0 in the sense of distributions on (0, T ), (21)
pi(0, ·) = p0,i ,∀i ∈ {1, ..., d}. (22)
We call VL2(µ) the problem defined by (18)-(22). If p only satisfies (19), then the initial condition (22) does not
make sense. We will show that if p satisfies the conditions (19)-(21), then p is a.e. equal to a function continuous
from [0, T ] into L. We consider in what follows this continuous representative and therefore the initial condition
(22) makes sense. We now present an existence result to VL2(µ).
Theorem 3.5. Under Condition (C), VL2(µ) has a solution p ∈ C([0, T ], L) such that for almost every (t, x) in
[0, T ]× R, ∑di=1 pi(t, x) = (µ ∗ ht)(x) = ´R ht(x− y)µ(y)dy.
To prove Theorem 3.5, we apply Galerkin’s procedure, as in [30, III. 1.3]. Since H is a separable Hilbert space,
there exists a sequence (wk)k≥1 = ((wk1, ..., wkd))k≥1 of linearly independent elements which is total in H. It is
not at all obvious to preserve the condition that p takes values in D a.e. on [0, T ]×R at the discrete level. That is
why, for  > 0, we introduce for ρ ∈ (R+)d the approximation M of M defined on (R+)d by
M,ii(ρ) =
∑
l 6=i λlρl
∑
l 6=i(λi − λl)ρl
2 ∨ (∑l λlρl)2 , 1 ≤ i ≤ d,
M,ij(ρ) =
λiρi
∑
l 6=j(λl − λj)ρl
2 ∨ (∑l λlρl)2 , 1 ≤ i 6= j ≤ d.
We introduce the approximation A of A defined on (R+)d by A = 12 (Id + M), and the approximate variational
formulation V(µ) defined by
Find p = (p,1, ..., p,d) satisfying : (23)
p ∈ L2([0, T ];H) ∩ L∞([0, T ];L) (24)
∀v ∈ H, d
dt
(v, p)d + (∂xv,A(p
+
 )∂xp)d = 0 in the sense of distributions on (0, T ), (25)
p,i(0, ·) = p0,i, ∀i ∈ {1, ..., d} (26)
For the same reasons as for the variational formulation VL2(µ), any solution of V(µ) has a continuous representative
in C([0, T ], L), and therefore (26) makes sense.
We first prove existence to V(µ) by Galerkin’s procedure. Then we will check that a.e. on [0, T ]× R, p takes
values in (R+)d . We will then obtain existence to VL2(µ) by taking the limit  → 0. In what follows, whenever
Condition (C) is satisfied, we denote by Π an element of S++d (R) such that ΠA is uniformly coercive on D with
a coefficient κ ∈
(
0, lmin(Π)2
)
, and both exist by Corollary 3.4. Let us remark that as the function v → Πv is a
bijection from H to H and Π is symmetric, Equality (25) is equivalent to:
∀v ∈ H, d
dt
(v,Πp)d + (∂xv,ΠA(p
+
 )∂xp)d = 0, in the sense of distributions on (0, T ). (27)
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This formulation will help us take advantage of the coercivity property of the function ΠA. For m ∈ N∗, we denote
by pm0 the orthogonal projection of p0 onto the subspace of L spanned by (w1, ..., wm). We first solve an approximate
formulation named V m (µ):
Find gm,1, ..., g
m
,m ∈ C1([0, T ],R), such that the function t ∈ [0, T ]→ pm (t) :=
∑m
j=1 g
m
,j(t)wj satisfies: (28)
∀i ∈ {1, ...,m}, d
dt
(wi,Πp
m
 (t))d +
(
∂xwi,ΠA
(
(pm )
+
(t)
)
∂xp
m
 (t)
)
d
= 0, (29)
pm (0) = p
m
0 . (30)
We denote by W (m) ∈ S++m (R) the non singular Gram matrix of the linearly independent family
(√
Πwi
)
1≤i≤m
,
with coefficients W (m)ij = (wi,Πwj)d for 1 ≤ i, j ≤ m. We introduce gm,0 := (gm01, ..., gm0m) ∈ Rm, which is pm0
expressed on the basis (w1, ..., wm), and gm :=
(
gm,1, ..., g
m
,m
)
. We define the function Km : Rm → Mm(R) such
that for z ∈ Rm, Km (z) is the matrix with coefficients
Km (z)ij =
∂xwi,ΠA
( m∑
k=1
zkwk
)+ ∂xwj

d
,
for 1 ≤ i, j ≤ m and we define the function Fm on Rm by:
Fm (z) = −
(
W (m)
)−1
Km (z)z.
Solving V m (µ) becomes equivalent to solving the following ODE for gm :
(gm )
′
(t) = Fm (g
m
 ) (31)
gm (0) = g
m
,0. (32)
To show existence of a unique solution to (V m (µ)), for m ≥ 1, we check that the function Fm is locally Lipschitz
and that the function A is bounded. The proof of Lemma 3.6 below is postponed to Appendix A.
Lemma 3.6. For m ≥ 1, the function z ∈ Rm → Fm (z) is locally Lipschitz.
Lemma 3.7. For  > 0 and B ∈ A
(
(R+)d
)
, ||B||∞ ≤ 12
(
1 + λmaxλmin
)
.
Proof. For  > 0, A(0) = 12Id, so ||A(0)||∞ = 12 . For ρ ∈ D and  > 0, it is clear that ||M(ρ)||∞ ≤ ||M(ρ)||∞ ≤
λmax
λmin
, where the inequality on the r.h.s comes from the proof of Lemma 3.2, so ||A(ρ)||∞ ≤ 12
(
1 + λmaxλmin
)
.
Lemma 3.8. For every m ≥ 1, there exists a unique solution to (V m (µ)).
Proof. For m ≥ 1, we use Lemma 3.6 and the Cauchy-Lipschitz theorem to get existence and uniqueness of a
maximal solution gm on the interval [0, T ∗) for a certain T ∗ > 0. It is sufficient to show that T ∗ > T , to ensure
that gm is defined on [0, T ]. As A is uniformly bounded by
1
2
(
1 + λmaxλmin
)
by Lemma 3.7, we have that all the
coefficients of
(
W (m)
)−1
Km are uniformly bounded by
γ :=
d
2
(
1 +
λmax
λmin
) ∣∣∣∣∣∣∣∣(W (m))−1∣∣∣∣∣∣∣∣
∞
||Π||∞ max
1≤j≤m
 m∑
i=1
d∑
a,b=1
ˆ
R
|∂xwia||∂xwjb|dx
 .
For 1 ≤ i ≤ m, ∣∣∣(gm,i)′ (t)∣∣∣ =
∣∣∣∣∣∣
m∑
j=1
((
W (m)
)−1
Km (g
m
 (t))
)
ij
gm,j(t)
∣∣∣∣∣∣ ≤ γ
m∑
j=1
|gm,j(t)|.
Summing over the index i ∈ {1, ..., d}, we have for t ∈ [0, T ∗) :
m∑
i=1
|gm,i(t)| ≤
m∑
i=1
|gm,i(0)|+
m∑
i=1
ˆ t
0
| (gm,i)′ (t)|dt ≤ m∑
i=1
|gm,i(0)|+mγ
ˆ t
0
(
d∑
i=1
|gm,i(t)|
)
dt,
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and by Gronwall’s lemma, for 0 ≤ t < T ∗, (∑mi=1 |gm,i(t)|) ≤ (∑mi=1 |gm,i(0)|) exp(mγt). If T ∗ < ∞, the function
t → (∑mi=1 |gm,i(t)|) would explode as t → T ∗. We conclude that T ∗ = ∞, gm is defined on [0, T ] and pm =∑m
i=1 g
m
,i(t)wi is the solution to V m (µ).
Before showing the existence of a converging subsequence of (pm )m≥1 whose limit is a solution of V(µ), we
check that ΠA is uniformly coercive on D, uniformly in  > 0.
Lemma 3.9. If ΠA is uniformly coercive on D with coefficient κ ∈
(
0, lmin(Π)2
)
, then for  > 0, ΠA is uniformly
coercive on (R+)d with coefficient κ.
Proof. For  > 0, A(0) = 12Id so ∀ξ ∈ Rd, ξ∗ΠA(0)ξ = 12ξ∗Πξ ≥ lmin(Π)2 ξ∗ξ ≥ κξ∗ξ. For ρ ∈ D, if  ≤
∑
l λlρl,
then A(ρ) = A(ρ) and by hypothesis ∀ξ ∈ Rd, ξ∗ΠA(ρ)ξ ≥ κξ∗ξ. If  >
∑
l λlpl, then for 1 ≤ i, j ≤ d,
M,ij(ρ) =
(
1

∑
l λlρl
)2
Mij(ρ), with
(
1

∑
l λlρl
)2
< 1. If ξ∗ΠM(ρ)ξ ≤ 0, then ξ∗ΠM(ρ)ξ ≥ ξ∗ΠM(ρ)ξ and
ξ∗ΠA(ρ)ξ ≥ ξ∗ΠA(ρ)ξ ≥ κξ∗ξ. If ξ∗ΠM(ρ)ξ > 0, then ξ∗ΠM(ρ)ξ ≥ 0 and ξ∗ΠA(ρ)ξ ≥ 12ξ∗Πξ ≥ κξ∗ξ, so ΠA
is uniformly coercive on (R+)d with coefficient κ.
We now state an existence result for (V(µ)).
Proposition 3.10. Under Condition (C), for  > 0, there exists a solution p ∈ C([0, T ], L) to (V(µ)).
Proof. We compute standard energy estimates of pm for m ≥ 1. We multiply (29) by gm,i(t) and add these equations
for i = 1, ...,m. This gives
1
2
d
dt
∣∣∣√Πpm ∣∣∣2
d
+
(
∂xp
m
 (t),ΠA
(
(pm )
+
(t)
)
∂xp
m
 (t)
)
d
= 0. (33)
By the uniform coercivity of the function ΠA, we obtain that
−1
2
d
dt
∣∣∣√Πpm ∣∣∣2
d
=
(
∂xp
m
 (t),ΠA
(
(pm )
+
(t)
)
∂xp
m
 (t)
)
d
≥ κ |∂xpm (t)|2d ≥ 0.
Therefore, we get the following inequalities:
lmin(Π) sup
t∈[0,T ]
|pm (t)|2d ≤ sup
t∈[0,T ]
|
√
Πpm (t)|2d ≤ |
√
Πpm (0)|2d ≤ lmax(Π)|pm (0)|2d ≤ lmax(Π)|p0|2d, (34)
ˆ T
0
κ|∂xpm (t)|2ddt ≤
1
2
(
|
√
Πpm (0)|2d − |
√
Πpm (T )|2d
)
≤ lmax(Π)
2
|p0|2d, (35)
ˆ T
0
||pm (t)||2ddt =
ˆ T
0
|pm (t)|2ddt+
ˆ T
0
|∂xpm (t)|2ddt ≤
(
T
lmax(Π)
lmin(Π)
+
lmax(Π)
2κ
)
|p0|2d. (36)
We see that the sequence (pm )m≥1 remains in a bounded set of L
2([0, T ];H) ∩ L∞([0, T ];L), so there exists an
element p ∈ L2([0, T ];H) ∩ L∞([0, T ];L) and a subsequence, for notational simplicity also called (pm )m≥1, that
has the following convergence:
pm →
m→∞ p in L
2([0, T ];H) weakly
pm →
m→∞ p in L
∞([0, T ];L) weakly-*.
We now show that there exists a subsequence of (pm )m≥1 that converges a.e. on (0, T )×R to p. For q ∈ H, let us
define the function Gq ∈ H ′, by
〈Gq, v〉 =
(
∂xv,ΠA
(
q+
)
∂xq
)
d
.
for v ∈ H. Then the equality (29) rewrites:
∀i ∈ {1, ...,m}, d
dt
(wi,Πp
m
 )d + 〈Gpm , wi〉 = 0. (37)
As by Lemma 3.7, the matrices in A
(
(R+)d
)
are uniformly bounded by 12
(
1 + λmaxλmin
)
, we have for q ∈ H:
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||Gq||H′ = sup
v∈H,||v||H≤1
(
∂xv,ΠA
(
q+
)
∂xq
)
d
≤ d
2
2
(
1 +
λmax
λmin
)
||Π||∞||q||d. (38)
Since the family (pm )m≥1 is bounded in L
2([0, T ], H), the family (Gpm )m≥1 is bounded in L
2([0, T ], H ′) and the
computations in [30, (iii) p. 285] give that for any bounded open subset O ⊂ R, modulo the extraction of a
subsequence,
pm|O → p|O in L2([0, T ], L(O)) strongly and a.e. on [0, T ]×O.
We define for n ≥ 1, On = (−n, n), so On ⊂ On+1, and
⋃
n≥1On = R. By diagonal extraction, we get from
(pm )m≥1 a subsequence, called
(
p
φ(m)

)
m≥1
such that
∀n ≥ 1, pφ(m)|On →m→∞ p|On strongly in L
2([0, T ];L(On)), (39)
pφ(m) → p a.e. on [0, T ]× R. (40)
We show that p is a solution to the variational formulation V(µ). For 1 ≤ j ≤ m and ψ ∈ C1([0, T ],R) with
ψ(T ) = 0, we have, through integration by parts, the equality:
−
ˆ T
0
(
ψ′(t)wj ,Πpφ(m) (t)
)
d
dt+
ˆ T
0
(
ψ(t)∂xwj ,ΠA
((
pφ(m)
)+
(t)
)
∂xp
φ(m)
 (t)
)
d
dt =
(
wj ,Πp
φ(m)
0
)
d
ψ(0).
The sequence
(
p
φ(m)
0
)
m≥0
converges strongly to p0 in L so(
wj ,Πp
φ(m)
0
)
d
ψ(0)→ (wj ,Πp0)dψ(0).
The sequence
(
p
φ(m)

)
m≥0
converges weakly to p in L2([0, T ], L) so
−
ˆ T
0
(
ψ′(t)wj ,Πpφ(m) (t)
)
d
dt→ −
ˆ T
0
(ψ′(t)wj ,Πp(t))d dt.
For the remaining term, we have∣∣∣∣´ T0 (ψ(t)∂xwj ,ΠA(p+ (t))∂xp(t))d dt− ´ T0 (ψ(t)∂xwj ,ΠA((pφ(m) )+ (t)) ∂xpφ(m) (t))
d
dt
∣∣∣∣
≤
∣∣∣∣∣
ˆ T
0
(
ψ(t)∂xwj ,ΠA(p
+
 (t))
(
∂xp(t)− ∂xpφ(m) (t)
))
d
dt
∣∣∣∣∣ (41)
+
∣∣∣∣∣
ˆ T
0
(
ψ(t)∂xwj ,Π
(
A
((
pφ(m)
)+
(t)
)
−A(p+ (t))
)
∂xp
φ(m)
 (t)
)
d
dt
∣∣∣∣∣ . (42)
For the term in (41), the sequence
(
∂xp
φ(k)

)
k≥0
converges weakly to ∂xp in L2([0, T ];L). In addition, by Lemma
3.7, A is bounded, so the function t→ ψ(t)A∗ (p+ (t))Π∂xwj belongs to L2([0, T ];L) and we have the convergence∣∣∣∣∣
ˆ T
0
(
ψ(t)∂xwj ,ΠA(p
+
 (t))
(
∂xp(t)− ∂xpφ(m) (t)
))
d
dt
∣∣∣∣∣ →m→∞ 0.
For the term in (42), using the Cauchy-Schwarz inequality we have that∣∣∣∣´ T0 (ψ(t)(A∗ ((pφ(m) )+ (t))−A∗ (p+ (t)))Π∂xwj , ∂xpφ(m) (t))
d
dt
∣∣∣∣2
≤
(ˆ T
0
∣∣∣∣ψ(t)(A∗ ((pφ(m) )+ (t))−A∗ (p+ (t)))Π∂xwj∣∣∣∣2
d
dt
)(ˆ T
0
|∂xpφ(k) (t)|2ddt
)
≤ lmax(Π)
2κ
|p0|2d
ˆ T
0
∣∣∣∣ψ(t)(A∗ ((pφ(m) )+ (t))−A∗ (p+ (t)))Π∂xwj∣∣∣∣2
d
dt,
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where we used the energy estimate (35) in the last inequality. The function A is continuous on (R+)
d as shown in
the proof of Lemma 3.6, and pφ(m) → p a.e. on [0, T ] × R, so A
((
p
φ(m)

)+)
→ A (p+ ) a.e. on [0, T ] × R. By
Lemma 3.7, A is uniformly bounded so we have through dominated convergence,
ˆ T
0
∣∣∣∣ψ(t)(A∗ ((pφ(m) )+ (t))−A∗ (p+ (t)))Π∂xwj∣∣∣∣2
d
dt →
m→∞ 0.
Thus we have shown that
ˆ T
0
(
ψ(t)∂xwj ,ΠA
((
pφ(m)
)+
(t)
)
∂xp
φ(m)
 (t)
)
d
dt →
m→∞
ˆ T
0
(
ψ(t)∂xwj ,ΠA
(
p+ (t)
)
∂xp(t)
)
d
dt. (43)
When we gather the convergence results and use the fact that the sequence (wj)j≥1 is total in H, we obtain that
∀v ∈ H,−
ˆ T
0
(ψ′(t)v,Πp(t))ddt+
ˆ T
0
(ψ(t)∂xv,ΠA(p
+
 (t))∂xp(t))ddt = (v,Πp0)dψ(0),
which rewrites:
∀v ∈ H,−
ˆ T
0
(ψ′(t)v, p(t))ddt+
ˆ T
0
(ψ(t)∂xv,A(p
+
 (t))∂xp(t))ddt = (v, p0)dψ(0), (44)
If moreover ψ belongs to C∞c ((0, T )), we obtain that p satisfies (25) in the distributional sense on (0, T ). For
v ∈ H, the function t→ (v, p(t))d belongs to H1((0, T )), as the functions t ∈ (0, T )→ (v, p(t))d and t ∈ (0, T )→
(∂xv,A(p
+
 (t))∂xp(t))d both belong to L2((0, T )). Thanks to [7, Corollary 8.10], the following integration by parts
formula also holds:
∀v ∈ H,−
ˆ T
0
ψ′(t)(v, p(t))ddt+
ˆ T
0
ψ(t)(∂xv,A(p
+
 (t))∂xp(t))ddt = (v, p(0))dψ(0). (45)
If we choose ψ(0) 6= 0, then by comparing (45) with (44), we have that:
∀v ∈ H, (v, p(0)− p0)d = 0, (46)
and this concludes the proof for the existence of a solution to (V(µ)). We now show that p ∈ C([0, T ], L). The
function p satisfies:
∀v ∈ H, d
dt
(v, p)d +
(
v,A(p
+
 )∂xp
)
d
= 0,
in the distributional sense on (0, T ), with
p ∈ L2([0, T ], H), (47)
A(p
+
 )∂xp ∈ L2([0, T ], L). (48)
Then by [30, III. Lemma 1.2], p is a.e. equal to a function belonging to C([0, T ], L).
Proposition 3.11. Under Condition (C), for  > 0, the solutions to V(µ) are non negative.
Proof. Let p = (p,1, ..., p,d) be a solution to the variational problem V(µ). For x ∈ R, let x− = min(x, 0). We
take p− = (p
−
,1, ..., p
−
,d) as a test function in (25). Thanks to (47)-(48), we obtain by [30, Lemma 1.2 p. 261]:
1
2
d
dt
(p− , p)d + (∂xp
−
 , A(p
+
 )∂xp)d = 0 (49)
in the sense of distributions. For f ∈ H1(R), ∂xf− = 1{f<0}∂xf , so we have ∀i ∈ {1, ..., d}, p+,i∂xp−,i = 0,
∂xp
−
,i∂xp,i = (∂xp
−
,i)
2. As a consequence,
∂xp
−
,i
∑
j 6=i
M,ij(p
+
 )∂xp,j = ∂xp
−
,i
λip
+
,i
 ∨
(∑
l λlp
+
,l
)
∑
j 6=i
∑
l 6=j(λl − λj)p+,l
 ∨
(∑
l λlp
+
,l
) ∂xp,j
 = 0,
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(∂xp
−
 , A(p
+
 )∂xp)d =
ˆ
R
d∑
i,j=1
∂xp
−
,iA,ij(p
+
 )∂xp,jdx =
ˆ
R
d∑
i=1
∂xp
−
,iA,ii(p
+
 )∂xp,idx.
Equality (49) simplifies into
1
2
d
dt
ˆ
R
d∑
i=1
(
p−,i
)2
dx+
ˆ
R
d∑
i=1
A,ii(p
+
 )
(
∂xp
−
,i
)2
dx = 0.
Let us show that for 1 ≤ i ≤ d,
A,ii(p
+
 )
(
∂xp
−
,i
)2 ≥ λmin
2λmax
(
∂xp
−
,i
)2 ≥ 0. (50)
For 1 ≤ i ≤ d,
2A,ii(p
+
 ) = 1 +
(∑
l 6=i λlp
+
,l
)(
λi
∑
l 6=i p
+
,l
)
2 ∨
(∑d
l=1 λlp
+
,l
)2 −
(∑
l 6=i λlp
+
,l
)2
2 ∨
(∑d
l=1 λlp
+
,l
)2 .
We distinguish the cases p+,i > 0 and p
+
,i = 0. In the first case, ∂xp
−
,i = 1{p,i<0}∂xp,i = 0, so (50) is true. In the
second case, let us define z :=
(∑
l 6=i λlp
+
,l
)
=
(∑d
l=1 λlp
+
,l
)
, and notice that
(
λi
∑
l 6=i p
+
,l
)
≥ λminλmax z. Thus we
obtain:
2A,ii(p
+
 ) ≥ 1 +
(
λmin
λmax
− 1
)
z2
2 ∨ z2 ≥
λmin
λmax
,
as 0 ≤ z22∨z2 ≤ 1, and (50) is also true.
Consequently,
´
R
∑d
i=1
(
p−,i
)2
(t) is non increasing in time. As
´
R
∑d
i=1
(
p−,i
)2
(0)dx =
´
R
∑d
i=1
(
p−0,i
)2
dx = 0,
we conclude that p has every component non-negative. Let us remark that to obtain the non negativity of the
solutions to V(µ), it is sufficient and easier to prove directly that A,ii ≥ 0 for 1 ≤ i ≤ d, but Inequality (50) will
be reused for the proof of Proposition 5.7 below.
Before showing the existence of a solution to VL2(R), we compute the energy estimates on p.
Lemma 3.12. Let  > 0, and let p be a solution to V(µ). The following energy estimates hold.
sup
t∈[0,T ]
|p(t)|2d ≤
lmax(Π)
lmin(Π)
|p0|2d, (51)
ˆ T
0
|∂xp(t)|2ddt ≤
lmax(Π)
2κ
|p0|2d, (52)
ˆ T
0
||p||2ddt =
ˆ T
0
|p|2ddt+
ˆ T
0
|∂xp|2ddt ≤
(
T
lmax(Π)
lmin (Π)
+
lmax(Π)
2κ
)
|p0|2d. (53)
Proof. We obtain the energy estimates by taking p as the test function in (25), and the computations are the same
as for (34)-(36).
Proposition 3.13. Under Condition (C), VL2(µ) has a solution p, which satisfies the same energy estimates as
the solutions to V(µ), and that are given by (51)-(53). Moreover, a.e. on (0, T )× R,
∑d
i=1 pi(t, x) = µ ∗ ht(x).
Proof. For  > 0, let us now denote by p a solution to V(µ), which exists under Condition (C) according to
Proposition 3.10. The family (p)>0 is bounded in L
2([0, T ];H) ∩ L∞([0, T ];L), as the energy estimates (51)-
(53) have bounds that do not depend on . There exists a limit function p ∈ L2([0, T ];H) ∩ L∞([0, T ];L) and a
subsequence (k)k≥1 decreasing to 0, such that
pk → p in L2([0, T ];H) weakly,
pk → p in L∞([0, T ];L) weakly-*,
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and p also satisfies Inequalities (51)-(53), where we replace p by p. Moreover, in the sense of [30, III, Lemma
1.1], we check with arguments similar to (38) that the family
(
dpk
dt
)
k≥1
is bounded in L2([0, T ], H ′) and by [30,
III, Theorem 2.3], for any bounded open subset O ⊂ R, there is a subsequence of (pk)k≥1 converging to p in
L2([0, T ], L(O)) strongly and a.e. on [0, T ]×O. Then by diagonal extraction, similarly to the proof of Proposition
3.10, we can also assume that:
pk → p a.e. on [0, T ]× R,
and that p is non negative as p is non negative for  > 0. For any function ψ ∈ C1([0, T ],R), with ψ(T ) = 0, and
k ≥ 1, we have
∀v ∈ H,−
ˆ T
0
(ψ′(t)v, pφ(k)(t))ddt+
ˆ T
0
(ψ(t)∂xv,Aφ(k)(pφ(k)(t))∂xpφ(k)(t))ddt = (v, p0)dψ(0).
The sequence
(
pφ(k)
)
k≥0 converges weakly to p in L
2([0, T ];H) so
−
ˆ T
0
(ψ′(t)v, pφ(k)(t))ddt →
k→∞
−
ˆ T
0
(ψ′(t)v, p(t))ddt.
We show that p takes values in D a.e. on [0, T ]× R. As for ρ ∈ (R+)d, and 1 ≤ j ≤ d,
∑d
i=1M,ij(ρ) = 0, we have
d∑
i=1
(
A(p
+
 )∂xp
)
i
=
1
2
∂x
(
d∑
i=1
p,i
)
+
1
2
d∑
j=1
(
d∑
i=1
M,ij(p
+
 )
)
∂xp,j =
1
2
∂x
(
d∑
i=1
p,i
)
.
Thus, in the sense of distributions on (0, T ), for v˜ ∈ H1(R), and v := (v˜, ..., v˜) ∈ H,
0 =
d
dt
(v, p)d + (∂xv,A(p
+
 )∂xp)d =
d
dt
ˆ
R
v˜
(
d∑
i=1
p,i
)
dx+
1
2
ˆ
R
∂xv˜∂x
(
d∑
i=1
p,i
)
dx.
We also have for  > 0,
∑d
i=1 p,i(0, x)dx = µ(dx). Then the function
∑d
i=1 p,i is a solution to the formulation
HL2(µ) defined by :
z ∈ L2([0, T ];H1(R)) ∩ L∞([0, T ];L2(R)) (54)
∀w ∈ H1(R), d
dt
ˆ
R
wzdx+
1
2
ˆ
R
(∂xw) (∂xz) dx = 0 in the sense of distributions on (0, T ), (55)
z(0) = µ. (56)
The problem HL2(µ) is a variational formulation to the heat PDE
∂tz =
1
2
∂xxz
z(0) = µ,
and it is well known that the solution of HL2(µ) is unique and expressed as the convolution of µ with the heat
kernel ht(x) = 1√2pit exp
(
−x22t
)
. Consequently, for a subsequence (pk)k≥1 such that pk →k→∞ p a.e. on (0, T ]× R,
the sequence (zk)k≥1, defined by zk =
∑d
i=1 pk,i satisfies
for almost every (t, x) ∈ (0, T ]× R,∀k ≥ 1, zk(t, x) = µ ∗ ht(x) > 0,
and the value of zk(t, x) is independent from k. If we define z0 =
∑d
i=1 pi, we have that z0(t, x) = µ ∗ ht(x) > 0
a.e. on (0, T ] × R. As the limit p has every component non-negative, we can thus conclude that p takes values
in D, a.e. on (0, T ] × R. Then for almost every (t, x) ∈ [0, T ] × R, there exists k0(t, x) such that ∀k ≥ k0(t, x),∑
λipφ(k),i(t, x) ≥ 12
∑
i λipi(t, x) > φ(k). For k ≥ k0(t, x), Aφ(k)(pφ(k)(t, x)) = A(pφ(k)(t, x)), and as A is
continuous on D, we have
Aφ(k)(pφ(k)(t, x)) →
k→∞
A(p(t, x)) a.e.. (57)
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By Lemma 3.7, the family
(
Aφ(k)
)
k≥1 has bounds uniform in k. Hence
ˆ T
0
(ψ(t)∂xv,Aφ(k)(pφ(k)(t))∂xpφ(k)(t))ddt →
k→∞
ˆ T
0
(ψ(t)∂xv,A(p(t))∂xp(t))ddt,
in the same manner as in (42). Consequently, we have that
∀v ∈ H,−
ˆ T
0
(ψ′(t)v, p(t))ddt+
ˆ T
0
(ψ(t)∂xv,A(p(t))∂xp(t))ddt = (v, p0)dψ(0). (58)
Similarly to the proof of Proposition 3.10, we prove (21) and obtain p ∈ C([0, T ], L). Finally we repeat the same
arguments as in (46) to conclude that p is a solution to VL2(µ).
3.3 Proof of Theorem 2.1
We first introduce a lemma that will be used later in the proof.
Lemma 3.14. Let γ ≥ 0 and let φ be a non-negative function, s.t. ∀t ∈ (0, T ], ´ T
t
φ2(s)ds ≤ γ√
t
.
Then for t ∈ (0, T ] ´ t
0
φ(s)ds ≤
√
γt
1
4
2
1
4−1
.
Proof. With monotone convergence, then using the Cauchy-Schwarz inequality, we obtain, for t ∈ (0, T ]:
ˆ t
0
φ(s)ds =
∞∑
k=0
ˆ t2−k
t2−(k+1)
φ(s)ds
≤
∞∑
k=0
√
t2−(
k+1
2 )
√ˆ t2−k
t2−(k+1)
φ2(s)ds ≤
∞∑
k=0
√
t2−(
k+1
2 )
√ˆ T
t2−(k+1)
φ2(s)ds
≤ √t
∞∑
k=0
2−(
k+1
2 )
√
γ
2−(
k+1
2 )
√
t
=
√
γt
1
4
2
1
4 − 1 .
Now let (σk)k≥0 be a sequence decreasing to 0 as k → ∞. In order to rely on Theorem 3.5, we approximate
µ by a sequence of measures µσk , weakly converging to µ and that have densities in L2(R). To do so, we apply a
convolution product on µ by setting µσk := µ ∗ hσ2k . The measure µσk is absolutely continuous with respect to the
Lebesgue measure, with the density
µσk(x) :=
1√
2piσ2k
ˆ
R
e
− (x−y)2
2σ2
k dµ(y).
With Jensen’s inequality and Fubini’s theorem, we check that µσk ∈ L2(R). Indeed,
ˆ
R
µ2σk(x)dx =
ˆ
R
(
1√
2piσ2k
ˆ
R
e
− (x−y)2
2σ2
k dµ(y)
)2
dx ≤ 1
2piσ2k
ˆ
R
(ˆ
R
e
− (x−y)2
σ2
k dx
)
dµ(y) =
1
2
√
piσk
.
Let us define p0,σk := (α1µσk , ..., αdµσk) ∈ L and let us denote by pσk = (pσk,1, ..., pσk,d) a solution to the variational
formulation VL2(µσk), which exists as an application of Theorem 3.5, and that satisfies equality (58) with initial
condition p0,σk as in the proof of Proposition 3.13. We compute the same energy estimates as previously. As pσk,i
is non-negative for 1 ≤ i ≤ d and ∑di=1 pσk,i = µσk ∗ ht a.e. on (0, T )× R,
for a.e. t on (0, T ), |pσk(t)|2d ≤
∣∣∣∣∣
∣∣∣∣∣
d∑
i=1
pσk,i(t)
∣∣∣∣∣
∣∣∣∣∣
2
L2
=
∣∣∣∣∣∣µ ∗ hσ2k ∗ ht∣∣∣∣∣∣2L2 ≤ 12√pit ,
ˆ T
0
|pσk(t)|2ddt ≤
ˆ T
0
1
2
√
pit
dt =
√
T
pi
,
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Using Πpσk as a test function in (21) and the fact that ΠA is uniformly coercive on D with coefficient κ,
∀t ∈ (0, T ),
ˆ T
t
|∂xpσk(s)|2dds ≤
1
2κ
|
√
Πpσk(t)|2d ≤
lmax(Π)
4κ
√
pit
. (59)
Let us remark that the estimates
´ T
0
|pσk(t)|2ddt and
´ T
t
|∂xpσk(t)|2dds, for t ∈ (0, T ) have bounds that are independent
from the choice of σk. Then for a sequence (sn)n≥1 with values in (0, T ) and decreasing to 0 as n→∞, there exists
a function p defined a.e. on (0, T ]×R such that for each n ≥ 1, there exists a converging subsequence called again
pσk with the following convergences:
pσk → p in L2((0, T ];L) weakly,
pσk → p in L2([sn, T ];H) weakly,
pσk → p in L∞([sn, T ];L) weakly-*.
Similarly to the proof of Proposition 3.13, we can also suppose, modulo the extraction of a subsection that
pσk → p a.e. on [sn, T ]× R.
By diagonal extraction, we obtain a subsequence, called again pσk such that
pσk → p in L2((0, T ];L) weakly,
pσk → p in L2loc((0, T ];H) weakly,
pσk → p in L∞loc((0, T ];L) weakly-*,
pσk → p in (0, T ]× R.
Let us remark that p ≥ 0 as pσk ≥ 0 for k ≥ 1. Moreover, for a.e. (t, x) ∈ (0, T ] × R, µσk ∗ ht(x) =∑d
i=1 pσk,i(t, x) →
k→∞
∑d
i=1 p(t, x) = µσk ∗ ht(x), so p takes values in D a.e. on (0, T ] × R. Let us prove that
p is a solution to V (µ). For k ≥ 0, as pσk satisfies (58) with initial condition p0,σk , for ψ ∈ C1([0, T ],R) such that
ψ(T ) = 0, v ∈ H1(R), we have that
−
ˆ T
0
(ψ′(s)v, pσk(s))dds+
ˆ T
0
(ψ(s)∂xv,A(pσk)∂xpσk)dds = (v, p0,σk)dψ(0).
We study the limit as k →∞. First,
ˆ T
0
(ψ′(s)v, pσk(s))d ds →
ˆ T
0
(ψ′(s)v, p(s))d ds,
as pσk → p in L2((0, T ];L) weakly. Since p0,σk → p0 weakly and v ∈ H is continuous and bounded, we have the
following convergence
(v, p0,σk)dψ(0)→ ψ(0)
d∑
i=1
αi
ˆ
vi(x)µ(dx).
To show that ˆ T
0
(ψ(s)∂xv,A(pσk)∂xpσk)d ds→
ˆ T
0
(ψ(s)∂xv,A(p)∂xp)d ds, (60)
we check that the family (∂xpσk)k≥1 and ∂xp belong to a bounded subset of L
1((0, T ], L). More precisely, for
q ∈ (∂xpσk)k≥1 ∪ {∂xp}, using (59) we have that
∀t ∈ (0, T ),
ˆ T
t
|∂xq(s)|2dds ≤
lmax(Π)
4κ
√
pit
,
and by Lemma 3.14, we have that
∀t ∈ (0, T ),
ˆ t
0
|∂xq(s)|dds ≤
√
lmax(Π)
4κ
√
pi
t
1
4
2
1
4 − 1 . (61)
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We then write∣∣∣∣∣
ˆ T
0
(ψ(s)∂xv,A(pσk)∂xpσk −A(p)∂xp)dds
∣∣∣∣∣ ≤
∣∣∣∣∣
ˆ T
t
(ψ(s)∂xv,A(pσk)∂xpσk −A(p)∂xp)dds
∣∣∣∣∣
+
∣∣∣∣ˆ t
0
(ψ(s)∂xv,A(pσk)∂xpσk)dds
∣∣∣∣+ ∣∣∣∣ˆ t
0
(ψ(s)∂xv,A(p)∂xp)dds
∣∣∣∣ .
For fixed t > 0, the first term of the r.h.s. goes to 0 as k → ∞ with the same reasoning used to obtain (43).
Moreover, ∣∣∣∣ˆ t
0
(ψ(s)∂xv,A(pσk)∂xpσk)dds
∣∣∣∣ ≤ d2
(
1 +
λmax
λmin
)
||ψ||∞|∂xv|d
ˆ t
0
|∂xpσk |dds, (62)∣∣∣∣ˆ t
0
(ψ(s)∂xv,A(p)∂xp)dds
∣∣∣∣ ≤ d2
(
1 +
λmax
λmin
)
||ψ||∞|∂xv|d
ˆ t
0
|∂xp|dds, (63)
by the Cauchy-Schwarz inequality and Lemma 3.7. Using (61), the l.h.s. of Inequalities (62) and (63) can be made
arbitrarily small, uniformly in k, choosing t small enough, so we obtain (60). Gathering the convergence results we
get
−
ˆ T
0
(ψ′(s)v, p(s))dds+
ˆ T
0
(ψ(s)∂xv,A(p)∂xp)dds = ψ(0)
d∑
i=1
αi
ˆ
vi(x)µ(dx). (64)
and this is enough to obtain (11). As it is easy to check that the function s → (v, p(s)) belongs to H1((t, T )) for
t ∈ (0, T ), similarly to (45), we also have the following integration by parts formula:
∀t ∈ (0, T ),−
ˆ T
t
(ψ′(s)v, p(s))dds+
ˆ T
t
(ψ(s)∂xv,A(p)∂xp)dds = (v, p(t))dψ(t). (65)
The integrals on the l.h.s converge to − ´ T
0
(ψ′(s)v, p(s))dds +
´ T
0
(ψ(s)∂xv,A(p)∂xp)dds as t → 0, as it is easy to
check by Cauchy-Schwarz inequality that the functions s→ (ψ′(s)v, p(s))d and s→ (ψ(s)∂xv,A(p)∂xp)d belong to
L1((0, T ),R). If we choose ψ(0) 6= 0, we obtain that
lim
t→0
(p(t), v)d =
d∑
i=1
αi
ˆ
vi(x)µ(dx), (66)
by comparing (64) with (65) and this gives existence to V (µ). Moreover, we obtain, with the same arguments as
the end of Proposition 3.10 p ∈ C((0, T ], L), and this concludes the proof.
3.4 Proof of Theorem 2.2
The existence of a solution to the variational formulation V (µ) will give the existence of a weak solution to the
original SDE (1). This essentially comes from the equivalence between existence to a Fokker-Planck equation and
existence to the corresponding martingale problem, established by Figalli in [12]. To use that result, we first give a
lemma that makes V (µ) compatible with the variational formulation described in [12].
Lemma 3.15. Let p be a solution to V (µ). Then, for 1 ≤ i ≤ d and a.e. s ∈ (0, T ),
( ∑
k pk∑
k λkpk
λipi
)
(s, ·) ∈ H1(R)
and 12∂x
( ∑
k pk∑
k λkpk
λipi
)
(s, ·) = (A(p)∂xp)i (s, ·).
Proof. It is sufficient to show that for 1 ≤ i, j ≤ d and a.e. s ∈ (0, T ), pipj∑
k λkpk
(s, ·) ∈ H1(R) and
∂x
(
pipj∑
k λkpk
)
(s, ·) =
(
pi∂xpj + pj∂xpi∑
k λkpk
− pipj
(
∑
k λkpk)
2
∑
k
λk∂xpk
)
(s, ·),
as we conclude by linearity. For a.e. s ∈ (0, T ), pipj∑
k λkpk
(s, ·) and
(
pi∂xpj+pj∂xpi∑
k λkpk
− pipj
(
∑
k λkpk)
2
∑
k λk∂xpk
)
(s, ·)
belong to L2(R), as ∀i ∈ {1, ..., d}, pi∑
k λkpk
∈ [0; 1λmin ], a.e. on (0, T ) × R. It is sufficient to show that for K ⊂ R
compact, φ ∈ C∞c (R) with support included in K, and a.e. s ∈ (0, T ),ˆ
K
∂xφ(x)
(
pipj∑
k λkpk
)
(s, x)dx = −
ˆ
K
φ(x)
(
pi∂xpj + pj∂xpi∑
k λkpk
− pipj
(
∑
k λkpk)
2
∑
k
λk∂xpk
)
(s, x)dx.
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Let (ρn)n≥1 be a regularizing sequence, where ρn ∈ C∞c (R), with a support included in (− 1n , 1n ),
´
R ρn = 1, and
ρn ≥ 0 for n ≥ 1. We define pn,i(s, ·) := ρn ∗ pi(s, ·). Then for a.e. s ∈ (0, T ), (pn,i(s, ·))n≥0, i ∈ {1, ..., d} are
sequences of non negative functions in C∞(R) ∩H1(R) such that for 1 ≤ i ≤ d, the following strong convergences
hold, by [7, Theorem 4.22]:
pn,i(s, ·) →
n→∞ pi(s, ·) in L
2(R),
∂xpn,i(s, ·) →
n→∞ ∂xpi(s, ·) in L
2(R).
We first check that for n ≥ 1, x ∈ R and a.e. s ∈ (0, T ), ∑dk=1 λkpn,k(s, x) > 0. Indeed, as ∑i pi is a solution
to the heat equation,
∑d
i=1 pi(s, x) = µ ∗ hs(x) a.e. on (0, T ) × R, we have that for x ∈ R and a.e. s ∈ (0, T ),∑d
k=1 λkpn,k(s, x) ≥ λmin
∑d
k=1 pn,k(s, x) = λminρn ∗ µ ∗ hs(x) > 0. Then for a.e. s ∈ (0, T ), we have the equality:
ˆ
K
∂xφ(x)
(
pn,ipn,j∑
k λkpn,k
)
(s, x)dx = −
ˆ
K
φ(x)
(
pn,i∂xpn,j + pn,j∂xpn,i∑
k λkpn,k
− pn,ipn,j
(
∑
k λkpn,k)
2
∑
k
λk∂xpn,k
)
(s, x)dx.
(67)
For a.e. s ∈ (0, T ), modulo the extraction of a subsequence (which can depend on s), we can assume that for
1 ≤ l ≤ d and a.e. x ∈ K, pn,l(s, x) →
n→∞ pl(s, x). As
∑d
l=1 pl(s, x) = µ ∗ hs(x) > 0 for a.e. x ∈ R, we have
pn,l∑
k λkpn,k
(s, x)→ pl∑
k λkpk
(s, x) for a.e. x ∈ K. Then,
∣∣∣∣∣∣∣∣( pn,ipn,j∑
k λkpn,k
− pipj∑
k λkpk
)
(s, ·)
∣∣∣∣∣∣∣∣
L2(K)
≤
∣∣∣∣∣∣∣∣( pn,ipn,j∑
k λkpn,k
− pn,ipj∑
k λkpn,k
)
(s, ·)
∣∣∣∣∣∣∣∣
L2(K)
+
∣∣∣∣∣∣∣∣( pn,ipj∑
k λkpn,k
− pipj∑
k λkpk
)
(s, ·)
∣∣∣∣∣∣∣∣
L2(K)
≤ 1
λmin
|| (pn,j − pj) (s, ·)||L2(K)
+
∣∣∣∣∣∣∣∣(pj ( pn,i∑
k λkpn,k
− pi∑
k λkpk
))
(s, ·)
∣∣∣∣∣∣∣∣
L2(K)
.
The first term of the r.h.s converges to 0 as n → ∞, as pn,i(s, ·) →
n→∞ pi(s, ·) in L
2(R), and the second term
also converges to 0 by dominated convergence as pn,i∑
k λkpn,k
(s, ·)→ pi∑
k λkpk
(s, ·) a.e. on K, and ∀i ∈ {1, ..., d},∀n ≥
1,
pn,i∑
k λkpn,k
(s, x) ∈ [0; 1λmin ]. This ensures that
ˆ
K
∂xφ(x)
(
pn,ipn,j∑
k λkpn,k
)
(s, x)dx →
n→∞
ˆ
K
∂xφ(x)
(
pipj∑
k λkpk
)
(s, x)dx,
for a.e. s ∈ (0, T ). With similar arguments, we let n → ∞ in the r.h.s. of (67), we have the convergence of the
r.h.s. term to
−
ˆ
K
φ(x)
(
pi∂xpj + pj∂xpi∑
k λkpk
− pipj
(
∑
k λkpk)
2
∑
k
λk∂xpk
)
(s, x)dx,
for a.e. s ∈ (0, T ) and this concludes the proof.
We can now prove Theorem 2.2. By Lemma 3.15 the solution of the variational formulation V (µ) satisfies :
∀i ∈ {1, ..., d},∀φ ∈ H1(R), d
dt
ˆ
x
φpidx+
1
2
ˆ
x
(∂xφ) ∂x
( ∑
k pk∑
k λkpk
λipi
)
dx = 0,
in the sense of distributions. Then through an integration by parts,
∀i ∈ {1, ..., d},∀φ ∈ C∞c (R),
d
dt
ˆ
x
φpidx− 1
2
ˆ
x
(
∂2xxφ
)( ∑
k pk∑
k λkpk
λipi
)
dx = 0.
For yi ∈ Y, [12, Theorem 2.6] gives the existence of a probability measure Pyi on the space C([0, T ],R) with
canonical process (Xt)0≤t≤T satisfying :
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X0 ∼ µ under Pyi ,
∀φ ∈ C∞c (R), Mφ,yit := φ(Xt)− φ(X0)−
1
2
ˆ t
0
∂2xxφ(Xs)f
2(yi)
∑
k pk(s,Xs)∑
k f
2(yk)pk(s,Xs)
ds is a martingale under Pyi ,
and for t > 0, Xt has the density
pi(t,·)
αi
under Pyi . We then form the measure Q =
∑d
i=1 αiPyi(dX)⊗ δyi(dY ) and
show that it solves the following martingale problem:
X0 ∼ µ under Q,
∀φ ∈ C∞c (R), Mφ,Yt := φ(Xt)− φ(X0)−
1
2
ˆ t
0
∂2xxφ(Xs)f
2(Y )
∑d
i=1 pi(s,Xs)∑d
i=1 f
2(yi)pi(s,Xs)
ds is a martingale under Q.
For φ ∈ C∞c (R) and t ≥ 0, Mφ,Yt is bounded as
∣∣∣ f2(Y )∑di=1 pi(s,Xs)∑d
i=1 f
2(yi)pi(s,Xs)
∣∣∣ ≤ λmaxλmin . For s ≥ 0, we define Fs = σ({Xu, u ≤
s}). To obtain our result it is enough to check that for 0 ≤ s ≤ t,
EQ
[
Mφ,Yt −Mφ,Ys |Fs, Y
]
= 0.
For φ ∈ C∞c (R) and g measurable and bounded on Rp × Y, p ≥ 1, and 0 ≤ s1 ≤ ... ≤ sp ≤ s,
EQ
[
(Mφ,Yt −Mφ,Ys )g(Xs1 , ..., Xsp , Y )
]
=
d∑
i=1
αiEP
yi
[
(Mφ,yit −Mφ,yis )g(Xs1 , ..., Xsp , yi)
]
= 0,
as Mφ,yit is a Pyi-martingale for 1 ≤ i ≤ d. So EQ
[
Mφ,Yt |Fs, Y
]
= Mφ,Ys , and M
φ,Y
t is a Q-martingale. For
0 ≤ s ≤ T , we compute the conditional expectation EQ [f2(Y )|Xs]. Given a bounded measurable function g on R,
EQ
[
f2(Y )g(Xs)
]
=
d∑
i=1
αiEP
yi
[
f2(yi)g(Xs)
]
=
d∑
i=1
αi
ˆ
R
f2(yi)g(x)
pi(s, x)
αi
dx
=
ˆ
R
d∑
i=1
f2(yi)g(x)pi(s, x)dx =
ˆ
R
(∑d
i=1 f
2(yi)pi(s, x)∑d
i=1 pi(s, x)
)
g(x)
d∑
i=1
pi(s, x)dx,
EQ [g(Xs)] =
d∑
i=1
αiEP
yi
[g(Xs)] =
ˆ
R
g(x)
d∑
i=1
pi(s, x)dx.
Thus under Q, Xs has the density
∑d
i=1 pi(s, ·), which is equal to µ ∗hs(·) by Theorem 2.1, so Xs has the same law
as Z +Ws, where Z ∼ µ and Z is independent from (Wt)t≥0. Moreover, we have the equality:
EQ
[
f2(Y )|Xs
]
=
∑d
i=1 f
2(yi)pi(s,Xs)∑d
i=1 pi(s,Xs)
a.s..
Therefore Q is a solution to the martingale problem:
X0 ∼ µ under Q,
∀φ ∈ C∞c (R), φ(Xt)− φ(X0)−
1
2
ˆ t
0
∂2xxφ(Xs)
f2(Y )
EQ [f2(Y )|Xs]ds is a martingale under Q.
and this ensures the existence of a weak solution to the SDE (1).
4 Calibrated RSLV models
We extend the results obtained in the previous sections to the case when the asset price S follows the dynamics:
dSt = rStdt+
f(Yt)√
E [f2(Yt)|St]
σDup(t, St)StdWt,
(log (S0) , Y0) ∼ µ,
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where Y0 is a random variables with values in Y, µ is a probability measure on R × Y, Y is a process evolving in
Y, with
P (Yt+dt = j|σ ((Ss, Ys) , 0 ≤ s ≤ t)) = qYtj(log(St))dt
for j 6= Yt, and for 1 ≤ i 6= j ≤ d, the function qij : R → R is non negative. Moreover, for 1 ≤ i ≤ d, we
define qii := −
∑
j 6=i qij . We assume that (log (S0) , Y0) and (Wt)t≥0 are independent. In addition, we assume that
there exists q > 0 such that ||qij ||∞ ≤ q for 1 ≤ i, j ≤ d , and that the risk free rate r is constant. We define
σ˜Dup(t, x) := σDup(t, e
x). The asset log-price Xt = logSt follows the dynamics:
dXt =
(
r − 1
2
f2(Yt)
E [f2(Yt)|Xt] σ˜
2
Dup(t,Xt)
)
dt+
f(Yt)√
E [f2(Yt)|Xt]
σ˜Dup(t,Xt)dWt, (68)
(X0, Y0) ∼ µ. (69)
Formally, if we apply Gyongy’s theorem, any solution to the SDE (68) should have the same time marginals as the
solution to the Dupire SDE for the asset’s log-price:
dXDt =
(
r − 1
2
σ˜2Dup(t,X
D
t )
)
dt+ σ˜Dup(t,X
D
t )dWt, (70)
XD0 ∼ µX0 (71)
where µX0 is the law of X0. The Fokker-Planck PDS associated with the SDE (68)-(69) writes, for 1 ≤ i ≤ d:
∂tpi = −∂x
([
r − 1
2
λi
∑d
i=1 pk∑d
i=1 λkpk
σ˜2Dup
]
pi
)
+
1
2
∂2xx
(
λi
∑d
i=1 pk∑d
i=1 λkpk
σ˜2Duppi
)
+
d∑
j=1
qjipj (72)
pi(0, ·) = αiµi, (73)
where for 1 ≤ i ≤ d, µi is the conditional law of X0 given {Y0 = i}, and as before, αi = P (Y0 = i) ≥ 0. We denote
by Λ the diagonal d× d matrix with coefficients (λi)1≤i≤d. We define, for ρ ∈ D, R(ρ) :=
∑d
i=1 ρi∑d
i=1 λiρi
, and for x ∈ R,
Q(x) = (qij(x))1≤i,j≤d. Moreover, we assume that the European call prices given by the market have sufficient
regularity so that the following assumption holds.
Assumption (B). The function σ˜Dup belongs to the space L∞([0, T ],W 1,∞(R)), and there exists a constant σ > 0
such that a.e. on [0, T ]× R, σ ≤ σ˜Dup.
We will denote by σ > 0 some constant such that a.e. on [0, T ] × R, σ˜Dup ≤ σ. For the PDS (72)-(73), we
introduce an associated variational formulation, called VFin(µ):
Find p = (p1, ..., pd) satisfying:
p ∈ L2loc((0, T ];H) ∩ L∞loc((0, T ];L),
p takes values in D, a.e. on (0, T )× R,
∀v ∈ H, d
dt
(v, p)d − r (∂xv, p)d +
(
∂xv,
1
2
R(p)σ˜Dup (σ˜Dup + 2∂xσ˜Dup) Λp
)
d
+ (∂xv, σ˜
2
DupA(p)∂xp)d = (Qv, p)d
in the sense of distributions on (0, T ), and
p(t, ·) weakly-*→
t→0+
p0 := (α1µ1, ..., αdµd).
Let us remark that if we sum the PDS (72) over the index i, as
∑d
i=1 qji = 0 for 1 ≤ j ≤ d, then
∑d
i=1 pi satisfies
the Fokker-Planck equation associated to the SDE (71):
∂t
d∑
i=1
pi = −∂x
([
r − 1
2
σ˜2Dup
] d∑
i=1
pi
)
+
1
2
∂2xx
(
σ˜2Dup
d∑
i=1
pi
)
(74)
d∑
i=1
pi(0, ·) = µX0 . (75)
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In the same way, if p is a solution to VFin(µ), then u :=
∑d
i=1 pi solves LV (µX0), where for ν ∈ P(R), LV (ν) is
defined by:
u ∈ L2loc((0, T ];H1(R)) ∩ L∞loc((0, T ];L2(R)), u ≥ 0,
∀v ∈ H1(R), d
dt
(v, u)1 − r (∂xv, u)1 +
(
∂xv,
1
2
σ˜Dup (σ˜Dup + 2∂xσ˜Dup)u
)
1
+
1
2
(
∂xv, σ˜
2
Dup∂xu
)
1
= 0,
in the sense of distributions on (0, T ), and
u(t, ·) weakly-*→
t→0+
ν.
Lemma 4.1. Under Assumption (B), for ν ∈ P(R), the solutions of LV (ν) are continuous and positive on (0, T ]×R.
The proof of Lemma 4.1 is postponed to Appendix C. We make here an additional assumption on the regularity
of the function σ˜Dup.
Assumption (H). The function σ˜Dup is continuous and there exist two constants H0 > 0 and χ ∈ (0, 1] such that
∀s, t ∈ [0, T ],∀x ∈ R, |σ˜Dup(s, x)− σ˜Dup(t, x)| ≤ H0|t− s|χ.
If σ˜Dup ∈ L∞([0, T ],W 1,∞(R)) and σ˜Dup is continuous, then σ˜Dup and σ˜2Dup have the Lipschitz property in
the space variable, uniformly in time so that existence and trajectorial uniqueness hold for (70)-(71). Moreover,
Assumptions (H) and (B) imply that there exists H˜0 > 0 such that:
∀s, t ∈ [0, T ],∀x, y ∈ R, |σ˜Dup(s, x)− σ˜Dup(t, y)| ≤ H˜0 (|t− s|χ + |x− y|) .
Moreover, for ν ∈ P(R), they are sufficient to obtain uniqueness to LV (ν) and Aronson-like upper-bounds on the
solution of LV (ν). The proof of Proposition 4.2 that follows is also postponed to Appendix C.
Proposition 4.2. Under Assumptions (B) and (H), there exists a unique solution u to LV (µX0) and the time
marginals of the solution
(
XDt
)
t∈(0,T ] to the SDE (70)-(71) are given by (u(t, ·))t∈(0,T ]. Moreover, there exists a
finite constant ζ, independent from µX0 and such that u satisfies ||u(t)||2L2 ≤ ζ√t for a.e. t ∈ (0, T ].
We give here the main results on the calibrated RSLV model, that we prove in Section 5.
Theorem 4.3. Under Condition (C), Assumptions (B) and (H), there exists a solution p ∈ C((0, T ], L) to VFin(µ)
such that
∑d
i=1 pi is the unique solution to LV (µX0).
Theorem 4.4. Under Condition (C), Assumptions (B) and (H), there exists a weak solution to the SDE (68)-(69).
which has the same time marginals as those of the solution to the SDE (70)-(71).
5 Proofs of Section 4
5.1 Proof of Theorem 4.3
Similarly to the proof of Theorem 2.1, in Subsection 5.1.1, under the hypothesis that for 1 ≤ i ≤ d, µi has a square
integrable density with respect to the Lebesgue measure, we prove existence to a variational formulation slightly
stronger than VFin(µ). Then, in Subsection 5.1.2, when µ is a general probability measure on R×Y, we mollify µi
for 1 ≤ i ≤ d, in order to use the results of Subsection 5.1.1 and obtain a solution to VFin(µ).
5.1.1 Case when µ has square integrable densities
In this section, the measures (µi)1≤i≤d are assumed to have square integrable densities which are also denoted by µi
for notational simplicity. We define p0 := (α1µ1, ..., αdµd) ∈ L. We define the variational formulation VFin,L2(µ):
Find p = (p1, ..., pd) satisfying : (76)
p ∈ L2([0, T ];H) ∩ L∞([0, T ];L) and takes values in D a.e. on (0, T )× R, (77)
∀v ∈ H, d
dt
(v, p)d−r (∂xv, p)d+
(
∂xv,
1
2
R(p)σ˜Dup (σ˜Dup + 2∂xσ˜Dup) Λp
)
d
+(∂xv, σ˜
2
DupA(p)∂xp)d = (Qv, p)d (78)
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in the sense of distributions on (0, T ),
p(0, ·) = p0. (79)
To show existence to VFin,L2(µ), we use Galerkin’s procedure, as in the proof of Theorem 2.1. It is not obvious
that p takes values in D a.e. on (0, T ) × R at the discrete level, that is why for  > 0, we define, for ρ ∈ (R+)d,
R(ρ) =
∑d
i=1 ρi
∨(∑di=1 λiρi) and we introduce the variational formulation VFin,(µ):
Find p = (p,1, ..., p,d) satisfying : (80)
p ∈ L2([0, T ];H) ∩ L∞([0, T ];L) (81)
∀v ∈ H, d
dt
(v, p)d−r (∂xv, p)d+
(
∂xv,
1
2
R(p
+
 )σ˜Dup (σ˜Dup + ∂xσ˜Dup) Λp
)
d
+
(
∂xv, σ˜
2
DupA(p
+
 )∂xp
)
d
= (Qv, p)d
(82)
in the sense of distributions on (0, T ),
p(0, ·) = p0. (83)
Let us remark that if p (resp. p) satisfies (76)-(78) (resp. (80)-(82)), those conditions imply that dpdt (resp.
dp
dt )
belongs to L2([0, T ], H ′) in the sense of [30, III, Lemma 1.1], so by [30, III, Lemma 1.2], p (resp. p) is equal a.e.
on [0, T ] to a function of C([0, T ], L), so that the initial condition (79) (resp. 83) makes sense.
To take advantage of the fact that under Condition (C), there exists Π ∈ S++d (R) and κ > 0 such that ΠA
and ΠA, for  > 0, are uniformly coercive on D with the coefficient κ, we introduce, for  > 0 and m ≥ 1, the
approximate variational formulation V mFin,(µ):
Find gm,1, ..., g
m
,m ∈ C0([0, T ],R), such that:
the function t ∈ [0, T ]→ pm (t) =
m∑
j=1
gm,j(t)wj satisfies, for 1 ≤ i ≤ m,
(QΠwi + rΠ∂xwi, p
m
 (t))d =
d
dt
(wi,Πp
m
 (t))d +
(
∂xwi, σ˜
2
DupΠA
(
(pm )
+
(t)
)
∂xp
m
 (t)
)
d
+
1
2
(
∂xwi, R
(
(pm )
+
(t)
)
σ˜Dup (σ˜Dup + 2∂xσ˜Dup) ΠΛp
m
 (t)
)
d
(84)
pm (0) = p
m
0 ,
where pm0 is the orthogonal projection of p0 in L on the space spanned by (wj)1≤j≤m. For z ∈ Rm and t ≥ 0, we
define Km,1(t, z) the matrix, where for 1 ≤ i, j ≤ m:
Km,1,ij(t, z) =
1
2
∂xwi, R
( m∑
k=1
zkwk
)+ σ˜Dup(t) (σ˜Dup(t) + 2∂xσ˜Dup(t)) ΠΛwj

d
,
Km,2(t, z) the matrix where for 1 ≤ i, j ≤ m,
Km,2,ij(t, z) =
∂xwi, σ˜2Dup(t)ΠA
( m∑
k=1
zkwk
)+ ∂xwj

d
,
and Km,3 the constant matrix where for 1 ≤ i, j ≤ m:
Km,3,ij = (QΠwi + rΠ∂xwi, wj)d.
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We then define Fm,k(t, z) :=
(
W (m)
)−1
Km,k(t, z)z, for k = 1, 2, and F
m
,3(z) :=
(
W (m)
)−1
Km,3z, Finally we define
for z ∈ Rm, Gm (t, z) := −Fm,1(t, z)− Fm,2(t, z) + Fm,3(z). The ODE for gm rewrites:
(gm )
′
(t) = Gm (t, g
m
 (t))
gm (0) = g
m
,0,
where the vector gm,0 is the expression of pm0 on the basis (wi)1≤i≤m. We prove existence and uniqueness to V
m
Fin,(µ).
We clearly have the following lemma.
Lemma 5.1. The functions R and R, for  > 0, are uniformly bounded. More precisely, ||R||L∞((R+)d) ≤ 1λmin ,
||R||L∞(D) ≤ 1λmin .
Lemma 5.2. Under Assumption (B), for m ≥ 1, the functions Km,1 and Km,2 are uniformly bounded.
Proof. Using Assumption (B), Lemma 5.1 and Lemma 3.7, for t ∈ [0, T ], x ∈ R, ρ ∈ D, we have
∣∣∣∣12R(ρ)σ˜Dup(t, x) (σ˜Dup(t, x) + 2∂xσ˜Dup(t, x))
∣∣∣∣ ≤ 12λminσ(σ + 2||∂xσ˜Dup||∞),
||A(ρ)σ˜2Dup(t, x)||∞ ≤
1
2
(
1 +
λmax
λmin
)
σ2.
This is sufficient to show that Km,1 and Km,2 are uniformly bounded, as the functions (wik∂xwjl)1≤i,j≤m,1≤k,l≤d and
(∂xwik∂xwjl)1≤i,j≤m,1≤k,l≤d belong to L
1(R).
Lemma 5.3. Under Assumption (B), for m ≥ 1, the functions Fm,1 and Fm,2 are locally Lipschitz in z, uniformly
in t ∈ [0, T ].
The proof of Lemma 5.3 is similar to the proof of Lemma 3.6 and is postponed to Appendix A.
Lemma 5.4. Under Assumption (B), V mFin,(µ) has a unique solution.
Proof. In addition to Lemma 5.3, F,3 is clearly a Lipschitz function. Therefore the function G is locally Lipschitz
in z uniformly in t. Caratheodory’s theorem (see e.g. [17, Theorems 5.2, 5.3]) gives the existence of a unique
maximal absolutely continuous solution gm on an interval [0, T ∗), with T ∗ > 0. In addition, as the function
(t, z)→ −W−1K,1(t, z)−W−1K,2(t, z)+W−1K,3 is uniformly bounded on R+×Rm, we conclude as in the proof
of Lemma 3.8, using Gronwall’s lemma, that T ∗ = ∞. Consequently, gm is defined on [0, T ], and there exists a
unique solution to V mFin,(µ).
We now compute energy estimates on the solution pm to V mFin,(µ), for m ≥ 1 and  > 0. Taking pm as a test
function in (84), we have
1
2
d
dt
|
√
Πpm |2d − (QΠpm , pm )d = −
(
∂xp
m
 , σ˜
2
DupΠA
(
(pm )
+
)
∂xp
m

)
d
−
(
∂xp
m
 ,
(
1
2
R((p
m
 )
+
(t))σ˜Dup (σ˜Dup + ∂xσ˜Dup) ΠΛ− rΠ
)
pm (t)
)
d
.
For η > 0, by Young’s inequality we have that∣∣∣∣(∂xpm ,(12R((pm )+)σ˜Dup (σ˜Dup + 2∂xσ˜Dup) ΠΛ− rΠ
)
pm
)
d
∣∣∣∣ ≤ C (η|∂xpm |2d + 14η |pm |2d
)
, (85)
where C := d||Π||∞
(
λmax
2λmin
σ(σ + 2||∂xσ˜||∞) + r
)
. As for  > 0, ΠA is uniformly coercive with coefficient κ, and
σ˜Dup is bounded from below by σ > 0, so(
∂xp
m
 , σ˜
2
DupΠA
(
(pm )
+
)
∂xp
m

)
d
≥ κσ2|∂xpm |2d.
We then choose η = κ2Cσ
2, so that Cη = κ2σ
2. Moreover, for b := d2q||Π||∞ we have that
∀ξ ∈ Rd, |ξ∗QΠξ| ≤ bξ∗ξ.
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Gathering the previous inequalities we have that
1
2
d
dt
|
√
Πpm |2d − (QΠpm , pm )d ≤ −κσ2|∂xpm |2d +
κ
2
σ2|∂xpm |2d +
C2
2κσ2
|pm |2d. (86)
Consequently, we have
1
2
d
dt
|
√
Πpm |2d −
(
b+
C2
2κσ2
)
|pm |2d ≤ −
κ
2
σ2|∂xpm |2d ≤ 0.
As |pm |2d ≤ 1lmin(Π) |
√
Πpm |2d, we also have
1
2
d
dt
|
√
Πpm |2d −
1
lmin(Π)
(
b+
C2
2κσ2
)
|
√
Πpm |2d ≤ −
κ
2
σ2|∂xpm |2d ≤ 0. (87)
Integrating the inequality (87), and using the fact that
lmin(Π)|pm |2d ≤ |
√
Πpm |2d ≤ lmax(Π)|pm |2d,
we obtain the following lemma.
Lemma 5.5. The following energy estimates hold.
sup
t∈[0,T ]
|pm (t)|2d ≤
lmax(Π)
lmin(Π)
e
2
lmin(Π)
(
b+ C
2
2κσ2
)
T |p0|2d, (88)
ˆ T
0
|∂xpm (t)|2ddt ≤
lmax(Π)
κσ2
e
2
lmin(Π)
(
b+ C
2
2κσ2
)
T |p0|2d, (89)
ˆ T
0
||pm ||2ddt ≤
(
T
lmax(Π)
lmin(Π)
+
lmax(Π)
κσ2
)
e
2
lmin(Π)
(
b+ C
2
2κσ2
)
T |p0|2d. (90)
Now we can prove existence to VFin,(µ).
Proposition 5.6. There exists a solution p to (VFin,(µ)).
Proof. Given  > 0, the family (pm )m≥0 has standard energy estimates with bounds independent from m. We also
check that (84) rewrites for 1 ≤ j ≤ m
d
dt
(wj ,Πp
m
 )d + 〈wj , Gpm 〉 = 0
where for q ∈ H, Gq ∈ H ′, and
∀v ∈ H, 〈v,Gq〉 = −r(∂xv,Πq)d +
(
∂xv,
(
1
2
R
(
q+
)
σ˜Dup (σ˜Dup + 2∂xσ˜Dup)
)
ΠΛp
)
d
+
(
∂xv, σ˜
2
DupΠA
(
q+
)
∂xq
)
d
− (QΠv, q)d.
We see that for almost every t ∈ [0, T ],
||Gp(t)||H′ ≤ d||Π||∞
(
r +
λmax
2λmin
σ(σ + 2||∂xσ˜Dup||∞) + d
2
(
1 +
λmax
λmin
)
σ2 + dq
)
||p(t)||H . (91)
By Lemma 5.5 the family (pm )m≥1 is bounded in L
2([0, T ], H) and through the equality (91) the family (Gpm )m≥1
is bounded in L2([0, T ], H ′). What follows is a repetition of arguments used in the proof of Proposition 3.10. We
extract a subsequence of (pm )m≥1, also denoted by (pm )m≥1 , and a function p ≥ 0 such that as m→∞,
pm → p in L2([0, T ];H) weakly,
pm → p in L∞([0, T ];L) weakly-*,
pm → p a.e. on (0, T ]× R.
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For j ≥ 1, ψ ∈ C1(R), with ψ(T ) = 0, and m ≥ j, we have:
ˆ T
0
ψ(t)(QΠwj + rΠ∂xwj , p
m
 (t))ddt = −
ˆ T
0
ψ′(t)(wj ,Πpm (t))ddt− ψ(0)(wj ,Πpm (0))d
+
ˆ T
0
ψ(t)
(
∂xwj , σ˜
2
Dup(t)ΠA
(
(pm )
+
(t)
)
∂xp
m
 (t)
)
d
dt
+
1
2
ˆ T
0
ψ(t)
(
∂xwj , R
(
(pm )
+
(t)
)
σ˜Dup (σ˜Dup + ∂xσ˜Dup) ΠΛp
m
 (t)
)
d
dt.
The following convergences hold, using the same arguments as in the proof of Proposition 3.10.
ψ(0)(wj ,Πp
m
 (0))d →
m→∞ ψ(0)(wj ,Πp0)d,
−
ˆ T
0
ψ′(t)(wj ,Πpm (t))ddt →
m→∞ −
ˆ T
0
ψ′(t)(wj ,Πp(t))ddt,
ˆ T
0
ψ(t)(∂xwj , σ˜
2
Dup(t)ΠA
(
(pm )
+
(t)
)
∂xp
m
 (t))ddt →
m→∞
ˆ T
0
ψ(t)(∂xwj , σ˜
2
Dup(t)ΠA
(
(p)
+
(t)
)
∂xp(t))ddt,
We only explain how to deal with the additional terms. As pm → p weakly in L2([0, T ];L), we have that:
ˆ T
0
ψ(t)(QΠwj + rΠ∂xwj , p
m
 (t))ddt →
m→∞
ˆ T
0
ψ(t)(QΠwj + rΠ∂xwj , p(t))ddt,
As the function R is continuous and bounded on (R+)d, and as pm →
m→∞ p a.e. on (0, T ]× R, we have that
R
(
(pm )
+
)
→
m→∞ R
(
(p)
+
)
a.e. on [0, T ]× R. As the bounds (88)-(90) are independent from m, we show, with
the same arguments as for (43), that:
ˆ T
0
ψ(t)
(
∂xwj , R
(
(pm )
+
(t)
)
σ˜Dup (σ˜Dup + 2∂xσ˜Dup) ΠΛp
m
 (t)
)
d
dt
→
m→∞
ˆ T
0
ψ(t)
(
∂xwj , R
(
(p)
+
(t)
)
σ˜Dup (σ˜Dup + 2∂xσ˜Dup) ΠΛp(t)
)
d
dt.
As the family (wj)j≥1 is total in H, and the function v → Πv is a bijection from H to H, we conclude that:
∀v ∈ H,
ˆ T
0
ψ(t)(Qv + r∂xv, p(t))ddt = −
ˆ T
0
ψ′(t)(v, p(t))ddt− ψ(0)(v, p0)
+
ˆ T
0
ψ(t)(∂xv,A
(
(p)
+
(t)
)
σ˜2Dup(t)∂xp(t))ddt
+
1
2
ˆ T
0
ψ(t)
(
∂xv,R
(
(p)
+
(t)
)
σ˜Dup (σ˜Dup + 2∂xσ˜Dup) Λp(t)
)
d
dt.
Thus we have checked that p satisfies (82). With the same arguments as the end of the proof of Proposition
3.10, we can show that for v ∈ H, the function t→ (v, p(t))d belongs to H1(0, T ), and that p satisfies the initial
condition (83), so that p is a solution to VFin,(µ).
We now show that the solutions of VFin,(µ) are non negative.
Proposition 5.7. The solutions of VFin,(µ) are non negative.
Proof. Let us take p− as a test function in (82). We obtain
1
2
d
dt
|p− |2d +
(
∂xp
−
 ,
(
1
2
R(p
+
 )σ˜Dup (σ˜Dup + 2∂xσ˜Dup) Λ− rId
)
p
)
d
+
(
∂xp
−
 , σ˜
2
DupA(p
+
 )∂xp
)
d
= (Qp− , p)d
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In the proof of Proposition 3.11, we have shown that A,ii(p+ )
(
∂xp
−
,i
)2 ≥ λmin2λmax (∂xp−,i)2, so(
∂xp
−
 , σ˜
2
DupA
(
p+
)
∂xp
)
d
≥ σ2 λmin
2λmax
|∂xp− |2d.
By the Young inequality, for η > 0,(
∂xp
−
 ,
(
1
2
R(p
+
 )σ˜Dup (σ˜Dup + 2∂xσ˜Dup) Λ− rId
)
p
)
d
≥ −K
(
η|∂xp− |2d +
1
4η
|p− |2d
)
,
where K = 12
λmax
λmin
σ (σ + 2||∂xσ˜Dup||∞) + r. We set η = σ2 λmin4Kλmax , so that
1
2
d
dt
|p− |2d − (Qp− , p− )d −
K2
σ2
λmax
λmin
|p− |2d ≤ (Qp− , p+ )d − σ2
λmin
4λmax
|∂xp− |2d. (92)
We also check that (Qp− , p+ )d ≤ 0. Indeed, as for i ∈ {1, ..., d}, p−,ip+,i = 0 and qij ≥ 0 for j 6= i,
(Qp− , p
+
 )d =
ˆ
R
d∑
i=1
p+,i
 d∑
j=1
qijp
−
,j
 dx = ˆ
R
∑
i 6=j
qijp
−
,jp
+
,idx ≤ 0,
so the r.h.s of (92) is nonpositive. Moreover, (Qp− , p− )d ≤ dq|p− |2d, so we have the inequality
1
2
d
dt
|p− |2d −
(
dq +
K2
σ2
λmax
λmin
)
|p− |2d ≤ 0
We thus obtain that the function t → exp
(
−2
(
dq + K
2
σ2
λmax
λmin
)
t
)
|p− (t)|2d is non increasing. As p− (0) = 0, we can
conclude that p− ≡ 0.
We check that if p is the limit of a sequence (pk)k≥1, with pk being a solution of VFin,k(µ) for k ≥ 1, then p
takes values in D.
Lemma 5.8. Let (pk)k≥1 be a sequence such that for k ≥ 1, pk is a solution to VFin,k(µ), and k →k→∞ 0. If the
sequence (pk)k≥1 has the limit p, in the sense:
pk → p in L2([0, T ];H) weakly,
pk → p in L∞([0, T ];L) weakly-*,
pk → p a.e. on (0, T ]× R,
then under Assumptions (B) and (H),
∑d
i=1 pi is the unique solution to LV (µX0) and p takes values in D.
Proof. For k ≥ 1, we define uk :=
∑d
i=1 pk,i, and u :=
∑d
i=1 pi. Then uk satisfies, for ψ ∈ C∞c ((0, T ),R) and
v ∈ H1(R),
0 = −
ˆ T
0
ψ′(t)(v, uk)1dt−
ˆ T
0
ψ(t)r(∂xv, uk)1dt+
ˆ T
0
ψ(t)
1
2
(
∂xv, σ˜
2
Dup∂xuk
)
1
dt
+
ˆ T
0
ψ(t)
∂xv, 1
2
σ˜Dup(σ˜Dup + 2 (∂xσ˜Dup))
∑d
i=1 λipk,i
k ∨
(∑d
i=1 λipk,i
)uk

1
dt,
as for i ∈ {1, ..., d}, ∑dj=1 qij = 0 and ∑dj=1A,ij = 12 . As pk → p in L2([0, T ];H) weakly, the terms on the r.h.s
of the first line converge to
−
ˆ T
0
ψ′(t)(v, u)1dt−
ˆ T
0
ψ(t)r(∂xv, u)1dt+
ˆ T
0
ψ(t)
1
2
(
∂xv, σ˜
2
Dup∂xu
)
1
dt
It is sufficient to show that the term on the r.h.s of the second line converges to
ˆ T
0
ψ(t)
(
∂xv,
1
2
σ˜Dup(σ˜Dup + 2 (∂xσ˜Dup))u
)
1
dt.
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For a.e. (t, x) ∈ [0, T ]× R, uk(t, x)→ u(t, x). Let us remark that by Proposition 5.7, for k ≥ 1, pk ≥ 0, so p and
u are nonnegative. If u(t, x) > 0, then
∑d
i=1 λipk,i
k∨(
∑d
i=1 λipk,i)
(t, x) → 1. If u(t, x) = 0,
∑d
i=1 λipk,i
k∨(
∑d
i=1 λipk,i)
uk(t, x) → 0 as∣∣∣∣ ∑di=1 λipk,ik∨(∑di=1 λipk,i)
∣∣∣∣ ≤ 1. Let us use the following decomposition : uk = 1{u>0}uk + 1{u=0}uk . We first study the
limit, as k →∞, of
I1(k) :=
ˆ T
0
ψ(t)
1
2
σ˜Dup(σ˜Dup + 2 (∂xσ˜Dup))
∑d
i=1 λipk,i
k ∨
(∑d
i=1 λipk,i
)1{u>0}∂xv, uk

1
dt
The function uk converges weakly to u in L2([0, T ], L2(R)). Moreover the function
1
2
σ˜Dup(σ˜Dup + 2 (∂xσ˜Dup))
∑d
i=1 λipk,i
k ∨
(∑d
i=1 λipk,i
)1{u>0}∂xv
converges strongly to 12 σ˜Dup(σ˜Dup+2 (∂xσ˜Dup))1{u>0}∂xv, in L
2([0, T ], L2(R)). Indeed, the convergence is a.e. and∣∣∣∣∣∣12 σ˜Dup(σ˜Dup + 2 (∂xσ˜Dup))
∑d
i=1 λipk,i
k ∨
(∑d
i=1 λipk,i
)1{u>0}∂xv
∣∣∣∣∣∣ ≤ 12σ(σ + 2||∂xσ˜||∞)|∂xv| ∈ L2([0, T ], L2(R))
and we conclude by dominated convergence. Therefore, I1(k) converges, as k →∞, to
ˆ T
0
ψ(t)
(
1
2
σ˜Dup(σ˜Dup + 2 (∂xσ˜Dup))∂xv, 1{u>0}u
)
1
dt =
ˆ T
0
ψ(t)
(
1
2
σ˜Dup(σ˜Dup + 2 (∂xσ˜Dup))∂xv, u
)
1
dt,
because u ≥ 0. We then study the term
I2(k) :=
ˆ T
0
ψ(t)
1
2
σ˜Dup(σ˜Dup + 2 (∂xσ˜Dup))
∑d
i=1 λipk,i
k ∨
(∑d
i=1 λipk,i
)1{u=0}∂xv, uk

1
dt.
We notice that I2(k) ≤ 12σ(σ + 2||∂xσ˜||∞)
´ T
0
|ψ(t)| (|∂xv|1{u=0}, uk)1, and the r.h.s. converges to 0 as k →∞, as
uk → u weakly in L2([0, T ], L). We prove that the initial condition is satisfied with the arguments at the end of
the proof of Proposition 3.10. So we conclude that u is, by Proposition 4.2, the unique solution to LV (µX0) and
by Lemma 4.1, u > 0 a.e. on (0, T )× R. Finally, as p is nonnegative, p takes values in D a.e. on [0, T ]× R.
Proposition 5.9. Under Assumption (B), (H) and Condition (C), there exists a solution p ∈ C([0, T ], L) to
VFin,L2(µ) such that
∑d
i=1 pi is the unique solution to LV (µX0).
Proof. It is easy to check that the family (p)>0 satisfies uniform in  energy estimates. Using (91), we also obtain
that the family
(
dp
dt
)
>0
is bounded in L2 ([0, T ], H ′). Similarly to the proof of Proposition 3.13, there exists a
subsequence (pk)k≥1 converging to a function p ≥ 0, with the convergences as k → 0.
pk → p in L2([0, T ];H) weakly,
pk → p in L∞([0, T ];L) weakly-*,
pk → p a.e. on [0, T ]× R,
We check that for v ∈ H and ψ ∈ C1([0, T ],R) with ψ(T ) = 0,
ˆ T
0
(
ψ(t)∂xv,
1
2
Rk(pk)σ˜Dup (σ˜Dup + ∂xσ˜Dup) Λpk
)
d
dt→
ˆ T
0
(
ψ(t)∂xv,
1
2
R(p)σ˜Dup (σ˜Dup + ∂xσ˜Dup) Λp
)
d
dt.
The convergence is justified as p takes values in D a.e. by Lemma 5.8, Rk(pk) →
k→∞
R(p) a.e. on [0, T ]× R (with
the same argument that justifies A(p) → A(p) a.e. in (57)), the functions R and R have uniform bounds by
Lemma 5.1, and pk → p weakly in L2([0, T ], H). Similarly we also obtain the convergence:ˆ T
0
(ψ(t)∂xv,Ak(pk)σ˜
2
Dup∂xpk)ddt→
ˆ T
0
(ψ(t)∂xv,A(p)σ˜
2
Dup∂xp)ddt.
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As pk → p weakly in L2([0, T ], L), we finally obtain the equality:
ˆ T
0
ψ(t)(Qv + r∂xv, p(t))ddt = −
ˆ T
0
(ψ′(t)v, p)ddt− (v, p0)dψ(0)
+
ˆ T
0
(ψ(t)∂xv,A(p)σ˜
2
Dup∂xp)ddt
+
ˆ T
0
(
ψ(t)∂xv,
1
2
R(p)σ˜Dup (σ˜Dup + ∂xσ˜Dup) Λp
)
d
dt,
so that (78) is verified and we conclude the proof with the same arguments as in the end of the proof of Proposition
3.10 to obtain existence to VFin,L2(µ). By Lemma 5.8,
∑d
i=1 pi solves LV (µX0), which has a unique solution by
Proposition 4.2. Finally, if p is a solution to VFin,L2(µ), then p is a.e. equal to a function that belongs to C([0, T ], L)
and this concludes the proof.
5.1.2 Case when µ is a general probability measure on R× Y
We now prove Theorem 4.3. When µ is a general probability measure on R × Y, for σ > 0, we mollify each
µi, 1 ≤ i ≤ d into measures µσ,i := µi ∗ hσ with square integrable densities, also denoted by µσ,i, and we define µσ
as the measure under which the conditional law of X0 given {Y0 = i} is given by µσ,i and P (Y0 = i) = αi. Let
(σk)k≥0 be a decreasing sequence converging to 0 as k → ∞. Let us denote by pσk a solution to VFin,L2 (µσk),
which exists by Proposition 5.9. Let us remark that for k ≥ 0,∑di=1 pσk,i satisfies LV (∑di=1 αiµσk,i). We compute
energy estimates, using Proposition 4.2:
|pσk(t)|2d ≤
∣∣∣∣∣
∣∣∣∣∣
d∑
i=1
pσk,i(t)
∣∣∣∣∣
∣∣∣∣∣
2
L2
≤ ζ√
t
,
ˆ T
0
|pσk(t)|2ddt ≤ 2ζ
√
T ,
ˆ T
t
|∂xpσk(s)|2dds ≤
lmax(Π)
κσ
ζ√
t
e
2
lmin(Π)
(
b+ C
2
2κσ2
)
T
, (93)
where we used (89) for the last inequality. Repeating the arguments of the proof in Subsection 3.3, we obtain a
subsequence again called pσk , such that:
pσk → p in L2((0, T ];L) weakly,
pσk → p in L2loc((0, T ];H) weakly,
pσk → p in L∞loc((0, T ];L) weakly-*
pσk → p a.e. on (0, T ]× R.
We show that p takes values in D a.e. on (0, T ]×R. To do so, we show that u := ∑di=1 pi is a solution to (LV ) with
initial condition µX0 . For ψ ∈ C1([0, T ],R), and v ∈ H1(R), as uσk :=
∑d
i=1 pσk,i → u in L2((0, T ], L2(R)) weakly,
−
ˆ T
0
ψ′(t)(v, uσk)1dt → −
ˆ T
0
ψ′(t)(v, u)1dt,
ˆ T
0
ψ(t)
(
∂xv,
(
−r + 1
2
σ˜2Dup + σ˜Dup (∂xσ˜Dup)
)
uσk
)
1
dt →
ˆ T
0
ψ(t)
(
∂xv,
(
−r + 1
2
σ˜2Dup + σ˜Dup (∂xσ˜Dup)
)
u
)
1
dt.
Let us define Υ := 1
21/4−1
(
lmax(Π)ζ
κσ e
2
lmin(Π)
(
b+ C
2
2κσ2
)
T
)1/2
. By Lemma 3.14, we have that for ∀t ∈ (0, T ) and k ≥ 1,
´ t
0
|∂xpσk(s)|dds ≤ Υt1/4 and
´ t
0
|∂xp(s)|dds ≤ Υt1/4. Then, ∀t ∈ (0, T ),
ˆ t
0
|∂xuσk |d dt =
ˆ t
0
∣∣∣∣∣
d∑
i=1
∂xpσk,i(s)
∣∣∣∣∣
1
ds ≤
√
d
ˆ t
0
|∂xpσk(s)|dds ≤
√
dΥ t1/4,
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and
´ t
0
|∂xu|d dt ≤
√
dΥ t1/4. The same arguments as those leading to (60) enable to prove that:
ˆ T
0
ψ(t)
(
∂xv, σ˜
2
Dup∂xuσk
)
dt→
ˆ T
0
ψ(t)
(
∂xv, σ˜
2
Dup∂xu
)
dt.
The initial condition is treated as before. This is sufficient to prove that u solves LV (µX0) and assert that p takes
values in D by Lemma 4.1. For ψ ∈ C1([0, T ],R), such that ψ(T ) = 0 and v ∈ H, as pσk → p weakly in L2((0, T ], L),
ˆ T
0
(ψ′(s)v, pσk(s))dds →
k→∞
ˆ T
0
(ψ′(s)v, p(s))dds
ˆ T
0
ψ(t)(Qv, pσk)ddt →
k→∞
ˆ T
0
ψ(t)(Qv, p)ddt
We check that:
ˆ T
0
ψ(t) (∂xv,R(pσk(t))σ˜Dup (σ˜Dup + ∂xσ˜Dup) Λpσk(t))d dt →k→∞
1
2
ˆ T
0
ψ(t) (∂xv,R(p(t))σ˜Dup (σ˜Dup + ∂xσ˜Dup) Λp(t))d ,
which is the case as the sequence (pσk)k≥0 converges to p weakly in L
2((0, T ], L), R is bounded and continuous on
D, and R(pσk)→ R(p) a.e. on (0, T ]× R. We also check that:
ˆ T
0
(ψ(s)∂xv, σ˜
2
DupA(pσk)∂xpσk)dds →
k→∞
ˆ T
0
(ψ(s)∂xv, σ˜
2
DupA(p)∂xp)dds,
using the same argument as for (60). Arguments similar to (66) enable to check the initial condition and thus assert
existence to VFin(µ). As any solution to VFin(µ) has a representative in C((0, T ], L), this concludes the proof of
Theorem 4.3.
5.2 Existence of a weak solution to the SDE (68)
To prove Theorem 4.4, we use Theorem 5.11 below, which is a generalization of [12, Theorem 2.6] to make a
link between the existence to a Fokker-Planck system and the existence to the corresponding martingale problem.
Theorem 5.11 is proved in Appendix D. There exist several generalizations of [12, Theorem 2.6], among whom we
can mention [13], where the coefficients of the generator are no longer bounded but have linear growth, and [32],
where the author deals with a partial integro differential equation with a Lévy generator.
5.2.1 Generalization of [12, Theorem 2.6]
Given functions (bi)1≤i≤d , (ai)1≤i≤d , (qij)1≤i,j≤d defined on [0, T ]×R and a finite measure µ0 on R×Y, we study
the following PDS, where for 1 ≤ i ≤ d:
∂tµi + ∂x(biµi)− 1
2
∂2xx(aiµi)−
d∑
j=1
qjiµj = 0 in (0, T )× R (94)
µi(0) = µ0(·, {i}). (95)
Definition 5.10. A family of vectors of Borel measures (µ1(t, ·), ..., µd(t, ·))t∈(0,T ] is a solution to the PDS (94)-(95)
if for any function φ defined on S such that ∀i ∈ {1, ..., d}, φ(·, i) ∈ C∞c (R),
d
dt
ˆ
R
d∑
i=1
φ(x, i)µi(t, dx) =
d∑
i=1
ˆ
R
(
bi(t, x)∂xφ(x, i) +
1
2
ai(t, x)∂
2
xxφ(x, i)
)
µi(t, dx)
+
d∑
i=1
d∑
j=1
(ˆ
R
qji(t, x)φ(x, i)µj(t, dx)
)
, (96)
in the distributional sense on (0, T ), and for 1 ≤ i ≤ d and ψ ∈ C2b (R), the function t →
´
R ψ(x)µi(t, dx) is
continuous on (0, T ] and converges to
´
R ψ(x)µ0(dx, {i}) as t→ 0.
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We suppose that all the coefficients bi, ai, qij , 1 ≤ i, j ≤ d, are uniformly bounded on [0, T ] × R, that the
coefficients (ai)1≤i≤d are non negative, that the coefficients (qij)1≤i,j≤d are non negative functions for i 6= j, and
qii = −
∑
j 6=i qij . We introduce the SDE
dXt = bYt(t,Xt)dt+
√
aYt(t,Xt)dWt, (97)
where Yt is a stochastic process with values in Y, and that satisfies, for j 6= Yt,
P
(
Yt+dt = j| (Xs, Ys)0≤s≤t
)
= qYtj(t,Xt)dt.
We define E = {(X,Y ), X ∈ C([0, T ],R), Y càdlàg with values in Y} endowed with the Skorokhod topology. For
a probability measure m on R × Y, a probability measure ν on E is a martingale solution to the SDE (97) with
initial condition m if under the probability ν, the canonical process (X,Y ) on E satisfies (X0, Y0) ∼ m and for any
function φ defined on R× Y s.t. ∀i ∈ {1, ..., d}, φ(·, i) ∈ C2b (R), the process
φ(Xt, Yt)− φ(X0, Y0)−
ˆ t
0
(
1
2
aYs(s,Xs)∂
2
xxφ(Xs, Ys) + bYs(s,Xs)∂xφ(Xs, Ys) +
d∑
l=1
qYsl(s,Xs)φ(Xs, l)
)
ds
is a ν-martingale. Now we can state the generalization of [12, Theorem 2.6], that will be used in the following
section.
Theorem 5.11. Let (µ1(t, ·), ..., µd(t, ·))t∈(0,T ] be a solution to the PDS (94)-(95) where the initial condition µ0 is
a probability measure on R × Y. We moreover suppose that there exists B > 0, s.t. for 1 ≤ i ≤ d, and t ∈ (0, T ],
µi(t,R) ≤ B. Then the SDE (97) with initial distribution µ0 has a martingale solution ν which satisfies the following
representation formula: for 1 ≤ i ≤ d and ψ ∈ C∞c (R),ˆ
R
ψ(x)µi(t, dx) =
ˆ
E
ψ(Xt)1{Yt=i}dν(X,Y ).
5.2.2 Proof of Theorem 4.4
Let p be a solution to VFin(µ) with the properties stated in Theorem 4.3. To show that (p1(t, x)dx, ..., pd(t, x)dx)t∈(0,T ]
satisfies the variational formulation in the sense of distributions (96), we check that for 1 ≤ i ≤ d, σ˜2Dup
∑d
k=1 pk∑d
k=1 λkpk
λipi ∈
H1(R), and ∂x
(
σ˜2Dup
∑d
k=1 pk∑d
k=1 λkpk
λipi
)
= σ˜2Dup (A(p)p)i +
∑d
k=1 pk∑d
k=1 λkpk
λipi∂xσ˜
2
Dup. As σ˜Dup ∈ L∞([0, T ],W 1,∞(R)), it
is sufficient to check that
∑d
k=1 pk∑d
k=1 λkpk
λipi ∈ H1(R) and that ∂x
( ∑d
k=1 pk∑d
k=1 λkpk
λipi
)
= (A(p)p)i, and the proof is exactly
the same as the one of Lemma 3.15, thanks to Lemma 4.1 which ensures the positivity of
∑d
i=1 pi a.e. on (0, T ]×R.
Then by Theorem 5.11, there exists a measure ν under which (X0, Y0) ∼ µ and for any function φ defined on S s.t.
∀i ∈ {1, ..., d}, φ(·, i) ∈ C2b (R), the function
φ(Xt, Yt)− φ(X0, Y0)−
ˆ t
0
1
2
σ˜2Dupf
2(Ys)
∑d
i=1 pk∑d
i=1 λkpk
(s,Xs)∂
2
xxφ(Xs, Ys)ds
−
ˆ t
0
(
r − 1
2
σ˜2Dupf
2(Ys)
∑d
i=1 pk∑d
i=1 λkpk
(s,Xs)
)
∂xφ(Xs, Ys)−
d∑
l=1
qYsl(Xs)φ(Xs, l)ds,
is a ν-martingale. Moreover, for h : Y → R and g : R→ R continuous and bounded functions, we have that:
E
(
h2(Ys)g(Xs)
)
=
d∑
i=1
E
(
h2(Ys)1{Ys=yi}g(Xs)
)
=
ˆ
R
g(x)
d∑
i=1
h2(yi)pi(t, x)dx.
Taking h ≡ 1 and h ≡ f , we check that the time marginals of X are given by ∑di=1 pi and that E (f2(Ys)|Xs) =∑d
k=1 λkpk∑d
k=1 pk
(s,Xs). Therefore ν is a solution to the martingale problem associated to the SDE (68), and we obtain
existence of a weak solution to the SDE (68) by [22, Theorem 2.3], and which has the same time marginals as the
solution of the SDE (71).
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5.3 A more general fake Brownian motion
We consider the SDE:
dXt =
f(Yt)√
E[f2(Yt)|Xt]
dWt, (98)
where the process (Yt)t≥0 takes values in Y and P (Yt+dt = j| (Xs, Ys) , 0 ≤ s ≤ t) = qYtj(Xt)dt, for 1 ≤ j ≤ d and
j 6= Yt, with the functions (qij)1≤i 6=j≤d non negative and bounded, and qii = −
∑
j 6=i qij for 1 ≤ i ≤ d. The vector
(X0, Y0) has the probability distribution µ on R×S and is independent from (Wt)t≥0. The associated Fokker-Planck
PDS writes:
∀i ∈ {1, ..., d}, ∂tpi = 1
2
∂2xx
( ∑d
i=1 pk∑d
i=1 λkpk
λipi
)
+
d∑
j=1
qjipj
pi(0, ·) = αiµi,
with (αi)1≤i≤d and (µi)1≤i≤d defined as in Section 4. We introduce an associated variational formulation VJump(µ):
Find p = (p1, ..., pd) satisfying:
p ∈ L2loc((0, T ];H) ∩ L∞loc((0, T ];L),
p takes values in D, a.e. on (0, T )× R,
∀v ∈ H, d
dt
(v, p)d + (∂xv,A(p)∂xp)d = (Qv, p)d,
in the sense of distributions on (0, T ), and
p(t, ·) weakly-*→
t→0+
p0 := (α1µ1, ..., αdµd)
With the same arguments used to prove Theorems 4.3 and 4.4, we can prove the following results. The main
difference is that
∑d
i=1 p is solution to the heat equation and not the Dupire PDE, but existence and uniqueness,
positivity and Aronson-like estimates of the solution hold in both cases, so it does not affect the proof.
Theorem 5.12. Under Condition (C), VJump(µ) has a solution p ∈ C((0, T ], L). Moreover,
∑d
i=1 pi(t, x) =
µX0 ∗ ht(x) a.e. on (0, T ]× R.
Theorem 5.13. Under Condition (C), SDE (98) has a weak solution, and its time marginals are those of (Z +Wt)t≥0,
where Z has the law µX0 and is independent from (Wt)t≥0.
Moreover, the solutions to SDE (98) are also continuous fake Brownian motions provided that f(Y0) can take
at least two distinct values with positive probability. Let us define Y˜ := {i ∈ Y, P(Y0 = i) > 0}.
Proposition 5.14. Under Condition (C), if f is non constant on Y˜, the solutions to SDE (98) with initial condition
µ = δ0 are continuous fake Brownian motions.
Proof. Let (Xt)t≥0 be a solution to SDE (98), with initial condition X0 = 0. The process X is a continuous
martingale, and by [16, Theorem 4.6], for t ≥ 0, Xt ∼ N (0, t). We consider its quadratic variation d〈X〉t =
f2(Yt)
E[f2(Yt)|Xt]dt. We reason by contraposition and first suppose that a.s., for a.e. t > 0, the equality f
2 (Yt) =
E
[
f2 (Yt) |Xt
]
. Then a.s., for t > 0, Xt = Wt and there exists a measurable function ψt, such that ψt(Xt) = f2 (Yt).
For i ∈ Y˜ and g : R→ R measurable and non negative, let us fix t > 0 such that those properties hold and consider
the term:
E
[
g (Xt) 1{∀s∈[0,t],Ys=i}
]
= E
[
g (Xt)E
[
1{∀s∈[0,t],Ys=i}| (Xs)0≤s≤t , Y0
]]
= E
[
g (Xt) exp
(ˆ t
0
qii (s,Xs) ds
)
1{Y0=i}
]
≥ exp (−qt)E [1{Y0=i}g (Wt)] = αi exp (−qt)√
2pit
ˆ
R2
g (y) exp
(
−y
2
2t
)
dy,
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by independence between Y0 and (Wt)t≥0. Therefore on the event {∀s ∈ [0, t], Ys = yi}, the random variable Xt
belongs with positive probability to any Borel set with positive Lebesgue measure. By the equality ψt(Xt) = f2 (Yt),
the previous observation implies that f is constant on Y˜. To conclude the proof, if f is non constant on Y˜,
by contraposition, the function t → 〈X〉t is not equal to the identity function, and (Xt)t≥0 is a fake Brownian
motion.
A Local Lipschitz property
A.1 Proof of Lemma 3.6
Proof. Let m ≥ 1. It is sufficient to show that the function z ∈ Rm → Km (z) is locally Lipschitz to have
z ∈ Rm → Fm (z) locally Lipschitz. Let us remark that for a, b ∈ {1, ...,m}, (K(z)−K(z˜))ab only contains
integrals of type:
ˆ
R
Θ
M,ij
( m∑
k=1
zkwk
)+−M,ij
( m∑
k=1
z˜kwk
)+ dx, 1 ≤ i, j ≤ d,
where Θ ∈ L1(R), as for c, d ∈ {1, ..., d}, ∂xwac∂xwbd ∈ L1(R). For Θ ∈ L1(R), 1 ≤ i, j ≤ d and z ∈ Rm, let us
define
gij(z) :=
ˆ
R
ΘM,ij
( m∑
k=1
zkwk
)+ dx.
Let C be a compact subset of Rm. Let us show that the function z → gij(z) is Lipschitz on C and conclude by
linearity. For i 6= j, ρ, ρ˜ ∈ Rd,
|M,ij(ρ+)−M,ij(ρ˜+)| =
∣∣∣∣∣λiρ+i
∑
l 6=j(λl − λj)ρ+l(
 ∨ (∑l λlρ+l ))2 − λiρ˜+i
∑
l 6=j(λl − λj)ρ˜+l(
 ∨ (∑l λlρ˜+l ))2
∣∣∣∣∣
≤ |∆1(ρ, ρ˜)|+ |∆2(ρ, ρ˜)|+ |∆3(ρ, ρ˜)|
with
|∆1(ρ, ρ˜)| :=
∣∣∣∣∣λi (ρ+i − ρ˜i+)
∑
l 6=j(λl − λj)ρ+l(
 ∨ (∑l λlρ+l ))2
∣∣∣∣∣ ≤
∣∣∣∣∣
∑
l 6=j(λl − λj)ρ+l
2
∣∣∣∣∣λi|ρi − ρ˜i|
≤ d− 1
2
|λmax − λmin|λmax||ρ||∞||ρ− ρ˜||∞
|∆2(ρ, ρ˜)| :=
∣∣∣∣∣λiρ˜+i
∑
l 6=j(λl − λj)
(
ρ+l − ρ˜l+
)(
 ∨ (∑l λlρ+l ))2
∣∣∣∣∣ ≤ d− 12 |λmax − λmin|λmax||ρ˜||∞||ρ− ρ˜||∞
|∆3(ρ, ρ˜)| :=
∣∣∣∣∣∣λiρ˜+i
∑
l 6=j
(λl − λj)ρ˜l+
( 1(
 ∨ (∑l λlρ+l ))2 −
1(
 ∨ (∑l λlρ˜+l ))2
)∣∣∣∣∣∣
≤ 1
4
λiρ˜
+
i
∣∣∣∣∣∣
∑
l 6=j
(λl − λj)
(
ρ˜l
+
)∣∣∣∣∣∣
∣∣∣∣∣2+∑
l
λl
(
ρ+l + ρ˜
+
l
)∣∣∣∣∣
∣∣∣∣∣∑
l
λl (ρl − ρ˜l)
∣∣∣∣∣
≤ λ
2
max
4
d(d− 1)|λmax − λmin| (2+ dλmax (||ρ||∞ + ||ρ˜||∞)) ||ρ˜||2∞||ρ− ρ˜||∞.
where we used the fact that ∀a, b ∈ R, |a+ − b+| ≤ |a − b| and that in the last inequality, ∀, a, b ≥ 0, | ( ∨ a)2 −
( ∨ b)2 | = | ∨ a+  ∨ b|| ∨ a−  ∨ b| ≤ |2+ a+ b||a− b|. We now replace ρ by ∑mk=1 zkwk, and ρ˜ by ∑mk=1 z˜kwk.
As the sequence (wk)k≥1 belongs to H, by [7, Corollary VIII.8], for k ≥ 1 and 1 ≤ i ≤ d, wki ∈ L∞(R) and the
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function (x, z) ∈ R× C →∑mk=1 zkwk(x) ∈ Rd takes values for a.e. x ∈ R in a bounded subset of Rd. Then there
exists an uniform bound B <∞ s.t. ∀z, z˜ ∈ C,∣∣∣∣∣
∣∣∣∣∣∆1
(
m∑
k=1
zkwk,
m∑
k=1
z˜kwk
)∣∣∣∣∣
∣∣∣∣∣
∞
+
∣∣∣∣∣
∣∣∣∣∣∆2
(
m∑
k=1
zkwk,
m∑
k=1
z˜kwk
)∣∣∣∣∣
∣∣∣∣∣
∞
+
∣∣∣∣∣
∣∣∣∣∣∆3
(
m∑
k=1
zkwk,
m∑
k=1
z˜kwk
)∣∣∣∣∣
∣∣∣∣∣
∞
≤ B||z − z˜||∞,
so after integration against Θ ∈ L1(R),
|gij(z)− gij(z˜)| ≤ ||Θ||L1B||z − z˜||∞,
and gij is Lipschitz on C. Exactly in the same way, we also obtain that the functions (gii)i∈{1,...,d}, are Lipschitz
on C, so Km is locally Lipschitz and this concludes the proof.
A.2 Proof of Lemma 5.3
Proof. Let m ≥ 0. It is sufficient to prove that Km,1 and Km,2 are locally Lipschitz in z uniformly in t. In the proof
of Lemma 3.6, we have shown that the function
z ∈ Rm →
ˆ
R
ΘA,ij
( m∑
k=1
zkwk
)+ dx,
is locally Lipschitz, uniformly for Θ in a bounded subset of L1(R). As the family
(
σ˜2Dup(t, ·)∂xwik∂xwjl
)
1≤i,j≤m,1≤k,l≤d,t∈[0,T ]
belongs to a bounded subset of L1(R), we then have that F,2 is locally Lipschitz in z uniformly in t . To show the
local Lipschitz property of F,1, it is sufficient to prove that for any function Θ ∈ L1(R), the function
z ∈ Rm →
ˆ
R
ΘR
( m∑
k=1
zkwk
)+ dx,
is locally Lipschitz in z uniformly in t, as the functions (wjk∂xwil)1≤i,j≤m,1≤k,l≤d belong to L
1(R), and σ˜Dup and
∂xσ˜Dup are uniformly bounded. The result is obtained since the function ρ → R (ρ+) is locally Lipschitz and the
functions (wki)1≤k≤m,1≤i≤d belong to L
∞(R), as in the proof of Lemma 3.6.
B About Condition (C)
In Subsection B.1, we give a necessary and sufficient condition for a diagonal matrix to satisfy Condition (C). We
also give a numerical procedure to check if there exists a diagonal matrix that satisfies (C). Then, in Subsection
B.2, we focus on the case d = 3, and give a simple necessary and sufficient condition for (C) to be satisfied. When
d = 3, (C) is satisfied if and only if it is satisfied by a diagonal matrix. When d ≥ 4, we do not know if this property
still holds.
B.1 The diagonal case
For k ≥ 1, δ := (δ1, ..., δk) ∈ Rk, let us denote by Diag(δ) ∈Mk (R) the diagonal matrix with coefficients δ1, ..., δk.
Proposition B.1. For d ≥ 2 and α := (α1, ..., αd) ∈
(
R∗+
)d, Diag (α) satisfies Condition (C) if and only if
2
αk
+
∑
i6=k
1
αi
>
√∑
i6=k
λi
αi
∑
i 6=k
1
λiαi
, 1 ≤ k ≤ d. (99)
Proof. For 1 ≤ k ≤ d, the symmetric matrix D(k) with coefficients
D
(k)
ij =
λi + λj
2
(
αi1{i=j} + αk − αk1{i=k} − αk1{j=k}
)
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for 1 ≤ i, j ≤ d, is positive definite on e⊥k if and only if the matrix D˜(k) defined as D(k) with its k-th row and k-th
column removed, is positive definite on Rd−1. Here we only show how to deal with the case k = d, but the same
arguments can be used for the indices 1 ≤ k ≤ d− 1. The matrix D˜(d) has coefficients
D˜
(d)
ij =
λi + λj
2
(
αi1{i=j} + αd
)
.
for 1 ≤ i, j ≤ d− 1. We define ∆ := Diag
((√
λiαi
)
1≤i≤d−1
)
. The matrix D˜(d) rewrites
D˜(d) = ∆∆ +
αd
2
((λi + λj))1≤i,j≤d−1
= ∆
Id−1 + αd
2
(
λi + λj√
λiαi
√
λjαj
)
1≤i,j≤d−1
∆
= ∆
(
Id−1 +
αd
2
(ab∗ + ba∗)
)
∆,
where a =
(√
λi
αi
)
1≤i≤d−1
and b =
(
1√
λiαi
)
1≤i≤d−1
. The matrix D˜(d) is positive definite if and only if the matrix
(
Id−1 +
αd
2
(ab∗ + ba∗)
)
,
has positive eigenvalues. The columns of the matrix ab∗ + ba∗ are linear combinations of a and b. If a and b are
not colinear (resp. colinear), then the matrix ab∗ + ba∗ has eigenvalues 0 with multiplicity d− 2 and ∑d−1i=1 aibi −√∑d−1
i=1 a
2
i
√∑d−1
i=1 b
2 < 0 for the eigenvector a −
√∑d−1
i=1 a
2
i√∑d−1
i=1 b
2
b (resp. 0 with multiplicity d − 1), and ∑d−1i=1 aibi +√∑d−1
i=1 a
2
i
√∑d−1
i=1 b
2 > 0 for the eigenvector a+
√∑d−1
i=1 a
2
i√∑d−1
i=1 b
2
b. Thus, D˜(d) is definite positive if and only if
1 +
αd
2
∑
i 6=d
1
αi
−
√∑
i 6=d
λi
αi
∑
i6=d
1
λiαi
 > 0.
which is equivalent to (99) for k = d. Using the same arguments on D˜(k) for 1 ≤ k ≤ d− 1, we obtain (99).
The choice α = (1, ..., 1) ∈ Rd in Inequality (99) gives a sufficient condition for the identity matrix Id to satisfy
Condition (C).
Corollary B.2. If the condition
max
1≤k≤d
√∑
i 6=k
λi
∑
i6=k
1
λi
< d+ 1, (100)
is satisfied then Condition (C) is satisfied for the choice Γ = Id. In particular, if λ1 = ... = λd, then (C) is satisfied.
Moreover, for d = 2, Inequality (100) is always satisfied, as for k = 1, 2,
√
λk
1
λk
= 1 < 3.
Corollary B.3. If d = 2, then Condition (C) is satisfied for the choice Γ = I2.
From Inequality (99), we deduce a method to check numerically whether there exists a diagonal matrix that
satisfies Condition (C). We suppose that the values of λ1, ..., λd are not equal, otherwise by Corollary B.2, Id
satisfies Condition (C). For z = (z1, ..., zd) ∈
(
R2
)d, let us denote by C (z) = {x ∈ R2|∃µ1, ..., µd > 0,∑di=1 µi =
1, x =
∑d
i=1 µizi}, the strict convex envelope of z. Let α := (α1, ..., αd) ∈
(
R∗+
)d, such that Diag (α) satisfies
Condition (C). By Proposition B.1, (99) holds and rewrites(
1
αk
+
d∑
i=1
1
αi
)2
>
(
d∑
i=1
λi
αi
− λk
αk
)(
d∑
i=1
1
λiαi
− 1
λkαk
)
, 1 ≤ k ≤ d. (101)
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If we define λ˜ =
∑d
i=1 λi
1
αi∑d
k=1
1
αk
∈ C
(
(λi)1≤i≤d
)
, λ˜−1 =
∑d
i=1
1
λi
1
αi∑d
k=1
1
αk
∈ C
((
1
λi
)
1≤i≤d
)
, then Inequality (101)
writes
1 +
1
αk∑d
i=1
1
αi
(
2 +
1
λk
λ˜+ λkλ˜−1
)
> λ˜λ˜−1, 1 ≤ k ≤ d. (102)
We deduce that there exists a diagonal matrix that satisfies Condition (C) if and only if there exists (x, y) ∈
C
((
λ1,
1
λ1
)
, ...,
(
λd,
1
λd
))
and a probability distribution (p1, ..., pd) ∈ (R+∗ )d such that
d∑
i=1
λipi = x,
d∑
i=1
1
λi
pi = y, and ∀k ∈ {1, ..., d}, pk > (xy − 1)
(
2 +
x
λk
+ λky
)−1
. (103)
For (x, y) ∈ C
((
λ1,
1
λ1
)
, ...,
(
λd,
1
λd
))
, let us define
M0(x, y) = (xy − 1)
d∑
i=1
(
2 +
x
λi
+ λiy
)−1
,
M−1(x, y) = (xy − 1)
d∑
i=1
1
λi
(
2 +
x
λi
+ λiy
)−1
,
M1(x, y) = (xy − 1)
d∑
i=1
λi
(
2 +
x
λi
+ λiy
)−1
,
and if M0(x, y) < 1,
X(x, y) =
x−M1(x, y)
1−M0(x, y) , Y (x, y) =
y −M−1(x, y)
1−M0(x, y) .
Proposition B.4. If λ1, ..., λd are not all equal, there exists a diagonal matrix that satisfies Condition (C) if and
only if there exists (x, y) ∈ C
((
λ1,
1
λ1
)
, ...,
(
λd,
1
λd
))
such that
M0(x, y) < 1 and (X(x, y), Y (x, y)) ∈ C
((
λi,
1
λi
)
1≤i≤d
)
. (104)
Proof. If a diagonal matrix Diag(α), where α := (α1, ..., αd) ∈
(
R∗+
)d, satisfies Condition (C), then (102) holds and
it is easy to check that if we set pi =
1
αi∑d
k=1
1
αk
for 1 ≤ i ≤ d, x = ∑di=1 λipi and y = ∑di=1 piλi , the conditions in
(103) hold so the conditions in (104) are satisfied, as(
X(x, y)
Y (x, y)
)
=
1
1−M0(x, y)
d∑
k=1
(
pk − (xy − 1)
(
2 +
x
λk
+ λky
)−1)(
λk
1
λk
)
.
Conversely, if (x, y) ∈ C
((
λi,
1
λi
)
1≤i≤d
)
and satisfies (104), then there exists a probability distribution (q1, ..., qd) ∈
(R+∗ )
d such that X(x, y) =
∑d
i=1 λiqi and Y (x, y) =
∑d
i=1
1
λi
qi and it is easy to check that if we set pi =
(1−M0(x, y)) qi + (xy − 1)
(
2 + xλi + λiy
)−1
for 1 ≤ i ≤ d then the conditions in (103) are satisfied.
Given a discretization parameter n and the vector (l1, ..., ld), which is the nondecreasing reordering of (λ1, ..., λd),
the numerical procedure that follows builds a grid G that consists in (d− 1) (n− 1)2 points of C
((
λ1,
1
λ1
)
, ...,
(
λd,
1
λd
))
and returns the list V of the points (x, y) ∈ G satisfying (104). The border of the convex C
((
λ1,
1
λ1
)
, ...,
(
λd,
1
λd
))
has a simple shape. Indeed, it is a polygon with vertices
(
li,
1
li
)
1≤i≤d
and edges
{(
li,
1
li
)
,
(
li+1,
1
li+1
)}
1≤i≤d
, where
we define
(
ld+1,
1
ld+1
)
=
(
l1,
1
l1
)
.
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1: V = []
2: for i = 1, ..., d− 1 do
3: for k1 = 1, ..., n− 1 do
4: x = li + (li+1 − li)k1n
5: ymin =
1
li
n−k1
n +
1
li+1
k1
n
6: ymax =
1
l1
− x−l1l1ld
7: for k2 = 1, ..., n− 1 do
8: y = ymin + (ymax − ymin)k2n
9: M0 = (xy − 1)
∑d
k=1
(
2 + xli + liy
)−1
10: if M0 < 1 then
11: M1 = (xy − 1)
∑d
k=1 li
(
2 + xli + liy
)−1
12: X = x−M11−M0
13: if l1 < X < ld then
14: j = Sum(X > l)
15: zmin =
1
lj
− X−ljlj lj+1
16: zmax =
1
l1
− X−l1l1ld
17: M−1 = (xy − 1)
∑d
k=1
1
li
(
2 + xli + liy
)−1
18: Y = y−M−11−M0
19: if zmin < Y < zmax then
20: V = (x, y) :: V
21: end if
22: end if
23: end if
24: end for
25: end for
26: end for
27: return V
In Figure 1 below, we give an idea of the shape of this convex and we illustrate the output of the numerical
procedure for n = 200, d = 5, λ1 = 1, λ2 = 2, λ3 = 3, λ4 = 5 and λ5 = 10. The border of the convex envelope
C
((
λ1,
1
λ1
)
, ...,
(
λ5,
1
λ5
))
is colored in red, and the points (x, y) in C
((
λ1,
1
λ1
)
, ...,
(
λ5,
1
λ5
))
satisfying (104) are
colored in black. Condition (C) is thus satisfied in this situation.
Figure 1: Condition (C) is satisfied for d = 5, λ1 = 1, λ2 = 2, λ3 = 3, λ4 = 5 and λ5 = 10, where n = 200.
The advantage of such a numerical procedure is that it operates in a bounded convex of R2 with a simple shape,
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instead of a bounded convex of Rd, as Inequality (99) would suggest.
B.2 The case d = 3
In the following, we study the case d = 3. We recall that
r1 =
λ3
λ2
+
λ2
λ3
≥ 2, r2 = λ3
λ1
+
λ1
λ3
≥ 2, r3 = λ1
λ2
+
λ2
λ1
≥ 2.
Let us first explicit the link between the values of r1, r2, r3.
Lemma B.5. The values of r1, r2, r3 are linked by
r3 ∈
{
1
2
(
r1r2 −
√
(r21 − 4) (r22 − 4)
)
,
1
2
(
r1r2 +
√
(r21 − 4) (r22 − 4)
)}
.
Proof. As r1 = λ3λ2 +
λ2
λ3
≥ 2 and r2 = λ1λ3 + λ3λ1 ≥ 2, we have that λ2λ3 , λ3λ2 ∈
{
1
2
(
r1 −
√
r21 − 4
)
, 12
(
r1 +
√
r21 − 4
)}
and λ1λ3 ,
λ3
λ1
∈
{
1
2
(
r2 −
√
r22 − 4
)
, 12
(
r2 +
√
r22 − 4
)}
. As λ1λ2 =
λ1
λ3
λ3
λ2
, we deduce the two values that r3 can
take.
We now give the main result concerning the case d = 3.
Proposition B.6. There is equivalence between:
(i) The inequality
1√
(r1 − 2) (r2 − 2)
+
1√
(r2 − 2) (r3 − 2)
+
1√
(r1 − 2) (r3 − 2)
>
1
4
, (105)
holds, with the convention 10 = +∞.
(ii) Condition (C) is satisfied by a diagonal matrix.
(iii) Condition (C) is satisfied.
We now prove Proposition B.6. To show that (i) ⇒ (ii), we first study the case where there cardinality of
{λ1, λ2, λ3} is smaller than 3, which is equivalent to min(r1, r2, r3) = 2 and implies (105).
Lemma B.7. If min (r1, r2, r3) = 2, then there exists a diagonal matrix that satisfies Condition (C), i.e. (ii) holds.
Proof. Let α1, α2, α3 > 0 and pi =
1
αi
1
α1
+ 1α2
+ 1α3
, i = 1, 2, 3. Inequality (101) rewrites, for k = 1,
1 + 2p1 + p
2
1 >
(
λ2
λ3
+
λ3
λ2
)
p2p3 + p
2
2 + p
2
3.
Writing p21 = (1− p2 − p3)2, and then using the fact that p1 + p2 + p3 = 1, we obtain that
4 > p2p3
(r1 − 2)
p1
. (106)
With similar computations for k = 2, 3 we moreover obtain
4 > p1p3
(r2 − 2)
p2
and 4 > p1p2
(r3 − 2)
p3
. (107)
To prove Lemma B.7, it is sufficient to exhibit a probability distribution (p1, p2, p3) ∈ (R+∗ )3 such that Inequalities
(106)- (107) are satisfied. In the case where r1 = r2 = 2, we have that λ1 = λ2 = λ3 so r3 = 2, and the choice
p1 = p2 = p3 =
1
3 satisfies (106)-(107). In the case where r1 = 2, r2 > 2 and r3 > 2, we have that it is sufficient to
choose p1 ∈
(
0,min
(
1, 4r2−2 ,
4
r3−2
))
and p2 = p3 = 1−p12 to satisfy (106)-(107).
To complete the proof of (i)⇒ (ii), we show that in the case min (r1, r2, r3) > 2, if (105) holds, then Condition
(C) is satisfied by a diagonal matrix.
38
Lemma B.8. Let us assume that min(r1, r2, r3) > 2. If Inequality (105) holds, then (ii) holds.
Proof. Using the proof of Lemma B.7, it is easy to check that that if Inequality (105) is satisfied then (106)-(107) are
satisfied for the choice pi =
√
ri−2√
r1−2+
√
r2−2+
√
r3−2 > 0, for i = 1, 2, 3, so that the matrix Diag
(
1
p1
, 1p2 ,
1
p3
)
satisfies
Condition (C).
As the relation (ii)⇒ (iii) is trivial, we have obtained (i)⇒ (ii)⇒ (iii). To prove (iii)⇒ (i), by Lemma B.7,
it is sufficient to show that in the case min (r1, r2, r3) > 2, if Condition (C) is satisfied then (105) holds. Let us
remark that we can assume without loss of generality that r1 ≤ r2 ≤ r3, so in what follows we suppose that
2 < r1 ≤ r2 ≤ r3.
The next lemma deals with the case r3−2r3+2 ≥ r1−2r1+2 + r2−2r2+2 .
Lemma B.9. Let us assume that min(r1, r2, r3) > 2. Then Inequality (105) is equivalent to
{√
(r1 − 2) (r2 − 2) ≤ 4
}
or
√(r1 − 2) (r2 − 2) > 4 and r3 < 16
( √
r1 − 2 +
√
r2 − 2√
(r1 − 2) (r2 − 2)− 4
)2
+ 2
 . (108)
In particular, if moreover r3−2r3+2 ≥ r1−2r1+2 + r2−2r2+2 , then Inequality (105) holds.
Proof. Under the assumption that min(r1, r2, r3) > 2, Inequality (105) rewrites 1√r3−2
(
1√
r1−2 +
1√
r2−2
)
> 14 −
1√
(r1−2)(r2−2)
, so it is equivalent to (108). The term r1−2r1+2 +
r2−2
r2+2
rewrites
r1 − 2
r1 + 2
+
r2 − 2
r2 + 2
=
2
√
(r1 − 2) (r2 − 2)
(√
(r1 − 2) (r2 − 2)− 4
)
+ 4
(√
r1 − 2 +
√
r2 − 2
)2(√
(r1 − 2) (r2 − 2)− 4
)2
+ 4
(√
r1 − 2 +
√
r2 − 2
)2 .
If
√
(r1 − 2) (r2 − 2) > 4, then r1−2r1+2 + r2−2r2+2 > 1. Thus, since 1 > r3−2r3+2 , if
r3 − 2
r3 + 2
≥ r1 − 2
r1 + 2
+
r2 − 2
r2 + 2
,
then
√
(r1 − 2) (r2 − 2) ≤ 4 and Inequality (105) holds.
Let us now suppose that Condition (C) is satisfied by a matrix Γ ∈ S++3 (R). We consider, for k = 1, 2, 3, the
matrices Γ(k) with coefficients
Γ
(k)
ij =
λi + λj
2
(Γij + Γkk − Γik − Γjk) , 1 ≤ i, j ≤ 3.
We define
v1 := Γ22 + Γ33 − 2Γ23, v2 := Γ11 + Γ33 − 2Γ13, v3 := Γ11 + Γ22 − 2Γ12.
The matrix Γ(3) rewrites
Γ(3) =
 λ1v2 λ1+λ22 × v1+v2−v32 0λ1+λ2
2 × v1+v2−v32 λ2v1 0
0 0 0
 .
We deduce that Γ(3) is positive definite on e⊥3 if and only if
v1 > 0, v2 > 0 (109)
and the determinant of the matrix
(
Γ(3)
)
1≤i,j≤2 is positive, which rewrites 16v1v2 >
(√
λ2
λ1
+
√
λ1
λ2
)2
(v1 + v2 − v3)2 =
(r3 + 2) (v1 + v2 − v3)2 and therefore
− 4r3 − 2
r3 + 2
v1v2 > v
2
1 + v
2
2 + v
2
3 − 2 (v1v2 + v2v3 + v1v3) , (110)
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With similar computations for Γ(1) and Γ(2), we obtain the additional inequalities
v3 > 0, (111)
−4r2 − 2
r2 + 2
v1v3 > v
2
1 + v
2
2 + v
2
3 − 2 (v1v2 + v2v3 + v1v3) , (112)
−4r1 − 2
r1 + 2
v2v3 > v
2
1 + v
2
2 + v
2
3 − 2 (v1v2 + v2v3 + v1v3) . (113)
If Condition (C) is satisfied, then there exists v1, v2, v3 satisfying (109)-(113). Let us define for i = 1, 2, 3, γi =
4 ri−2ri+2 ∈ (0, 4). If we assume that moreover, γ3v1v2 = γ1v2v3 = γ2v1v3, that is
γ3
v3
= γ1v1 =
γ2
v2
, then we have that
0 > γ21 + γ
2
2 + γ
2
3 − 2 (γ1γ2 + γ2γ3 + γ1γ3) + γ1γ2γ3. (114)
In the case r3−2r3+2 ≥ r2−2r2+2 + r1−2r1+2 , by Lemma B.9, Inequality (105) holds. We show in Lemma B.11 below that
under the assumption r3−2r3+2 <
r2−2
r2+2
+ r1−2r1+2 , Condition (C) implies Inequality (114). To conclude the proof of
(iii)⇒ (i) and therefore the proof of Proposition B.6, we show in Lemma B.10 below that (114) implies (105).
Lemma B.10. Let us assume that 2 < r1 ≤ r2 ≤ r3, then Inequality (114) implies Inequality (105).
Proof. We see the term on the r.h.s. of Inequality (114) as a second degree polynomial in the variable γ3, which has
two distinct roots z− < z+. Indeed, γ1, γ2 ∈ (0, 4), and the discriminant of the polynomial is γ1γ2 (4− γ1) (4− γ2) >
0. As γ3 = 4 r3−2r3+2 , Inequality (114) is equivalent to r3 ∈
(
8+2z−
4−z− ,
8+2z+
4−z+
)
, where
8 + 2z±
4− z± = 16
( √
r1 − 2±
√
r2 − 2√
(r1 − 2) (r2 − 2)∓ 4
)2
+ 2.
By Lemma B.9, we conclude that Inequality (114) implies Inequality (105).
Lemma B.11. Let us assume that 2 < r1 ≤ r2 ≤ r3, and that r3−2r3+2 < r2−2r2+2 + r1−2r1+2 . If Condition (C) is satisfied
then Inequality (114) holds.
Proof. Let us define the function f :
(
R∗+
)3 → R by f (a1, a2, a3) = 2 (a1 + a2 + a3)− a1a2a3 − a2a3a1 − a1a3a2 . Reformu-
lating Inequalities (110)-(113) with the change of variables ai = 1vi , i = 1, 2, 3, we obtain that
f(a1, a2, a3) > max{γ1a1, γ2a2, γ3a3}.
Under the assumption that 2 < r1 ≤ r2 ≤ r3, we have that 0 < γ1 ≤ γ2 ≤ γ3, and let us remark that
max{γ1a1, γ2a2, γ3a3} ≥ max{γ3a(1), γ2a(2), γ1a(3)},
where
(
a(1), a(2), a(3)
)
is the nondecreasing reordering of (a1, a2, a3). Let R be the set of elements (a1, a2, a3) ∈(
R∗+
)3 such that a1 ≤ a2 ≤ a3 and
f(a1, a2, a3) > max{γ1a3, γ2a2, γ3a1}. (115)
If Condition (C) is satisfied then R is not empty. Let us remark first that as both sides of (115) are homogeneous
of order 1, R is stable by scaling: if (a1, a2, a3) ∈ R then for ζ > 0, (ζa1, ζa2, ζa3) ∈ R. Moreover, if we assume
that there exists (a1, a2, a3) ∈ R such that γ1a3 = γ2a2 = γ3a1 =: ∆, then we can check that Inequality (114) is
satisfied. Indeed, we have that a3 = ∆γ1 , a2 =
∆
γ2
, a3 =
∆
γ1
, and
f
(
∆
γ3
,
∆
γ2
,
∆
γ1
)
> ∆. (116)
Multiplying both sides of (116) by γ1γ2γ3∆ , we obtain (114).
Let (q1, q2, q3) ∈ R. To prove that there exists (u1, u2, u3) ∈ R, such that γ1u3 = γ2u2 = γ3u1, and conclude
with the previous argument, we construct a path included into R that goes from (q1, q2, q3) to (u1, u2, u3). We now
distinguish the three cases.
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Case 1: γ3q1 ≤ max (γ2q2, γ1q3) = γ1q3. Let us remark that if a1 ≤ a2 ≤ a3, the partial derivative ∂a1f satisfies
∂a1f(a1, a2, a3) =
a2a3
a21
−
(√
a2
a3
−
√
a3
a2
)2
≥ a3
a2
((
a2
a1
)2
− 1
)
≥ 0. (117)
For x ∈
[
q1,min
(
q2,
γ1
γ3
q3
)]
, f(x, q2, q3) ≥ f(q1, q2, q3). If min
(
q2,
γ1
γ3
q3
)
= γ1γ3 q3, then for q˜1 =
γ1
γ3
q3, we have that
f(q˜1, q2, q3) ≥ f(q1, q2, q3) > γ1q3 = γ3q˜1 ≥ γ2q2. (118)
We scale (118) and define ζ = γ1q˜1 =
γ3
q3
> 0 so that ζq˜1 = γ1 and ζq3 = γ3. We have that
f(ζq˜1, ζq2, ζq3) ≥ f(ζq1, ζq2, ζq3) > γ3γ1 ≥ γ2ζq2, (119)
We now increase q2 in (119). For a1, a2, a3 > 0, such that a1 ≤ a2 ≤ a3 and a2 ≤ a3a1a3−a1 we have that
∂a2f(a1, a2, a3) = a1a3
(
1
a22
−
(
1
a1
− 1
a3
)2)
≥ 0.
By hypothesis,
q2 ≤ γ1γ3
ζγ2
≤ 1
ζ
γ1γ3
γ3 − γ1 =
q3q˜1
q3 − q˜1 ,
so for z ∈ [q2, γ1γ3ζγ2 ], f(ζq˜1, ζz, ζq3) ≥ f(ζq˜1, ζq2, ζq3) and in particular for qˆ2 =
γ1γ3
ζγ2
, we have that
f(ζq˜1, ζqˆ2, ζq3) > γ1ζq3 = γ3ζq˜1 = γ2ζqˆ2,
so we obtain (114). If min
(
q2,
γ1
γ3
q3
)
= q2, as the function x→ f(x, q2, q3) is nondecreasing for x ∈ [q1, q2], we have
that
f(q2, q2, q3) ≥ f(q1, q2, q3) > γ1q3 ≥ γ3q2 ≥ γ2q2.
As the function g : R2 → R defined by g(a2, a3) = f(a2, a2, a3) satisfies ∂a2g (a2, a3) = 4 − 2a2a3 ≥ 0 if a2 ≤ a3, we
have that for y ∈
[
q2,
γ1q3
γ3
]
, f(y, y, q3) ≥ f(q1, q2, q3). In particular for q˜1 = q˜2 = γ1q3γ3 , we have
f(q˜1, q˜2, q3) ≥ f(q1, q2, q3) > γ1q3 = γ3q˜1 ≥ γ2q˜2. (120)
and (120) is treated in the same way as (118).
Case 2: γ3q1 ≤ max (γ2q2, γ1q3) = γ2q2. Using (117), as ∂a1f(x, q2, q3) ≥ 0 for x ∈ [q1, q2], we have that for
q˜1 =
γ2
γ3
q2 ∈ [q1, q2],
f(q˜1, q2, q3) ≥ f(q1, q2, q3) > γ2q2 = γ3q˜1 ≥ γ1q3.
For θ = γ3q2 =
γ2
q˜1
, we have that
f(θq˜1, θq2, θq3) > γ3γ2 ≥ γ1θq3.
As γ3 − γ2 < γ1, we have that
q3 ≤ γ2γ3
θγ1
<
1
θ
γ2γ3
γ3 − γ2 =
q˜1q2
q2 − q˜1 ,
Moreover, for 0 < a1 ≤ a2 ≤ a3 such that a3 ≤ a2a1a2−a1 ,
∂a3f(a1, a2, a3) = a1a2
(
1
a23
−
(
1
a1
− 1
a2
)2)
≥ 0, (121)
so for qˆ3 = γ2γ3θγ1 , we obtain
f(θq˜1, θq2, θqˆ3) ≥ f(θq˜1, θq2, θq3) > γ2θq2 = γ3θq˜1 = γ1θqˆ3,
and we deduce (114).
Case 3: γ3q1 > max (γ2q2, γ1q3). We show that there exists q˜3 ≥ q3 such that
f(q1, q2, q˜3) ≥ f(q1, q2, q3) > γ3q1 = γ1q˜3 ≥ γ2q2. (122)
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Let η = γ1q1 so that ηq1 = γ1. We have that
f(ηq1, ηq2, ηq3) > γ3γ1 > max (γ1ηq3, γ2ηq2) .
As q2 < γ1γ3ηγ2 and γ3 − γ2 < γ1, we have that
γ1
γ3−γ2 > 1 and
q3 ≤ γ3
η
<
1
η
γ1γ3
γ3 − γ2 =
1
η
γ1
γ3γ1
γ2
γ3γ1
γ2
− γ1 ≤
q1q2
q2 − q1 .
Using (121), we deduce that for y ∈
[
q3,
γ3
η
]
, the function y → f(ηq1, ηq2, ηy) is non decreasing and for q˜3 = γ3η , we
obtain
f(ηq1, ηq2, ηq˜3) ≥ f(ηq1, ηq2, ηq3) > γ3ηq1 = γ1ηq˜3 ≥ γ2ηq2,
which is equivalent to (122) and we conclude in the same manner as for (118) in Case 1.
C Additional proofs of Section 4
C.1 Proof of Lemma 4.1
Proof. Let ν ∈ P(R) and let u be a solution to LV (ν). As σ˜Dup ∈ L∞([0, T ],W 1,∞(R)) and u ∈ L2loc((0, T ];H1(R)),
we have that dt-a.e. on (0, T ],
(
σ˜2Dupu
)
(t, ·) ∈ H1(R) and σ˜2Dup(t, ·)∂xu(t, ·) = ∂x
(
σ˜2Dupu
)
(t, ·)− (u∂xσ˜2Dup) (t, ·) in
the sense of distributions on R. Then for any function φ defined for (t, x) ∈ [0, T ]×R by φ(t, x) := g1(t)g2(x), with
g1 ∈ C∞c ((0, T )) and g2 ∈ C∞c (R) , the Borel measure dm := udxdt satisfies the equality:
ˆ
(0,T )×R
[
∂tφ+
1
2
σ˜2Dup∂
2
xxφ+ ∂x
(
1
2
σ˜2Dup
)
∂xφ+
(
r − 1
2
σ˜2Dup − ∂x
(
1
2
σ˜2Dup
))
∂xφ
]
dm = 0.
By density of the space spanned by the functions of type g1(t)g2(x) in C∞c ((0, T )×R) for the norm φ ∈ C∞c ((0, T )×
R)→ ||φ||∞+ ||∂xφ||∞+ ||∂2xxφ||∞+ ||∂tφ||∞, the previous equality is also satisfied for any function φ ∈ C∞c ((0, T )×
R). The variational formulation of the PDE (74) as defined in [5, equality 1.5] is then satisfied.
We recall that h1(x) = 1√2pi exp
(
−x22
)
and it is easy to check that h1 ∈ H1(R). As (u(t), h1)1 →
t→0
´
h1dν > 0
and as u is non negative, we obtain that for any τ ∈ (0, T ), ´ τ
0
(u(t), h1)1dt > 0, so ess sup
(0,τ)×R
u(t, x) > 0. In addition,
with Assumption (B), the functions 12 σ˜
2
Dup, ∂x
(
1
2 σ˜
2
Dup
)
and
(
r − 12 σ˜2Dup − ∂x
(
1
2 σ˜
2
Dup
))
are uniformly bounded, and
σ2 ≤ σ˜2Dup a.e. on [0, T ]×R, so by [5, Corollary 3.1] we obtain that u is continuous and positive on (0, T ]×R.
C.2 Proof of Proposition 4.2
Let us first remark that if the initial condition ν has a density u0 ∈ L2(R), then by energy estimates, uniqueness
holds without Assumption (H) for a slightly stronger variational formulation called LV ∗(u0) which is
u ∈ L2([0, T ];H1(R)) ∩ L∞([0, T ];L2(R)), u ≥ 0
∀v ∈ H1(R), 0 = d
dt
(v, u)1 −
(
∂xv,
(
r − 1
2
σ˜2Dup − ∂x
(
1
2
σ˜2Dup
))
u
)
1
+
1
2
(
∂xv, σ˜
2
Dup∂xu
)
1
,
in the sense of distributions on (0, T ), and u(0, ·) = u0.
We now prove Proposition 4.2.
Proof. The main ingredient to obtain uniqueness to LV (ν) is [12, Proposition 4.2]. In the proof of Theorem 4.3,
we obtained existence of a solution to LV (ν). Moreover, if u is a solution to LV (ν), then with the same arguments
as in the proof of Lemma 4.1, we show that the Borel measure udtdx solves the PDE (74) with initial condition ν
in the sense of distributions, which means that for any φ ∈ C∞c (R), the equality
d
dt
ˆ
R
φ(x)u(t, x)dx =
ˆ
R
[(
r − 1
2
σ˜2Dup(t, x)
)
φ′(x) +
1
2
σ˜2Dup(t, x)φ
′′(x)
]
u(t, x)dx, (123)
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holds in the sense of distributions on (0, T ), and u converges to ν in duality with C∞c (R) as t → 0. Under
Assumptions (B) and (H), by [12, Proposition 4.2], the measure udtdx is the unique solution to the PDE (74) with
initial condition ν in the sense of distributions and therefore u is the unique solution to LV (ν).
It is then sufficient to exhibit a solution udtdx to the PDE (74) in the distributional sense with initial condition
ν and such that
´
u2(t, x)dx ≤ ζ√
t
for a.e. t ∈ (0, T ), where ζ > 0 is a constant that does not depend on ν. Under
Assumptions (B) and (H), the martingale problem associated to the SDE (71) is well posed by [29, Theorems 6.1.7
and 7.2.1], and as mentioned in [26, Paragraph 4.1], there exists two constants c := c(σ, χ) and C := C(T, σ,H0, χ)
such that for y ∈ R, the solution (Xyt )t≥0 to the SDE (71) with initial distribution δy has the density py(t, x) that
satisfies ∀(t, x) ∈ (0, T ]×R, py(t, x) ≤ Cuc(t, x, y), with uc(t, x, y) :=
√
c
2pit exp
(
−c (x−y)22t
)
for t ∈ (0, T ], x, y ∈ R,
and the function y → py(t, x)dx is measurable. For φ ∈ C∞c (R), by Itô’s Lemma,
E [φ(Xyt )] = φ(y) +
ˆ t
0
E
[
φ′(Xys )
(
r − 1
2
σ˜2Dup(s,X
y
s )
)
+
1
2
φ′′(Xys )σ˜
2
Dup(s,X
y
s )
]
ds.
In the sense of distributions, we have
d
dt
ˆ
R
φ(x)py(t, x)dx =
ˆ
R
[(
r − 1
2
σ˜2Dup(t, x)
)
φ′(x) +
1
2
σ˜2Dup(t, x)φ
′′(x)
]
py(t, x)dx,
and lim
t→0
´
R φ(x)p
y(t, x)dx = φ(y). We set u :=
´
R p
yν(dy) and we check that udtdx solves the PDE (74) with initial
condition ν in the distributional sense. Indeed, for ψ ∈ C∞c ((0, T ),R), we check, using Fubini’s theorem, that
−
ˆ T
0
ψ′(t)
ˆ
R
φ(x)u(t, x)dxdt =
ˆ T
0
ψ(t)
ˆ
R
[(
r − 1
2
σ˜2Dup(t, x)
)
φ′(x) +
1
2
σ˜2Dup(t, x)φ
′′(x)
]
u(t, x)dxdt,
and using Lebesgue’s theorem, that lim
t→0
´
R2 φ(x)p
y(t, x)dxν(dy) =
´
R
(
lim
t→0
´
R φ(x)p
y(t, x)dx
)
ν(dy) =
´
R φ(y)ν(dy),
and we conclude that u is the unique solution to LV (ν) and that moreover u coincides with the time marginals of
the solution to the SDE (71) with initial distribution ν. Finally we define ζ := C
2√c
2
√
pi
and for a.e. t ∈ (0, T ], by
Jensen’s inequality,
´
R u
2(t, x)dx ≤ ´R2 (py(t, x))2 ν(dy)dx ≤ cC22pit
´
R exp
(
−cx2t
)
dx ≤ ζ√
t
.
D Proof of Theorem 5.11
Let us define S := R × Y, b := max
i∈{1,...,d}
||bi||∞, a := max
i∈{1,...,d}
||ai||∞ and q := max
i,j∈{1,...,d}
||qij ||∞. For (x, y) ∈ S we
denote by δx,y the Dirac distribution on {(x, y)}. Lemma D.1 below is a consequence of the constant expectation
of a martingale combined with Fubini’s theorem.
Lemma D.1. Let {νx,y}(x,y)∈S be a measurable family of probability measures on E such that for µ0 − a.e. (x, y),
νx,y is a martingale solution to the SDE (97) with initial distribution δx,y. Define the measure µi(t, ·), for 1 ≤ i ≤ d
and t ∈ (0, T ] by ˆ
R
ψ(x)µi(t, dx) :=
ˆ
E×S
ψ(Xt)1{Yt=i}dνx,y(X,Y )µ0(dx, dy)
for any function ψ ∈ C2b (R). Then (µ1(t, ·), ..., µd,t(t, ·))t∈(0,T ] is a solution to the PDS (94)-(95).
We now prove Theorem 5.11.
Step 1: We first establish the result for a regularized version of the PDS (94)-(95). Let ρX and ρT be convolution
kernels defined by ρX(x) = ρT (x) = C0e−
√
1+x2 , for x ∈ R, and where C0 =
(´
R2 e
−√1+x2dx
)−1
. For  > 0 and
(t, x) ∈ R2, we define the functions ρX(x) := 1ρX(x ), ρT := 1ρT ( t ) and ρ(t, x) := ρT (t)ρX(x). For 1 ≤ i ≤ d, we
extend the definition of t → µi(t, ·) to R, by setting for t ≤ 0, µi(t, ·) = µ0(·, {i}) and for t > T , µi(t, ·) = µi(T, ·).
As a consequence, given ψ ∈ C2b (R) and 1 ≤ i ≤ d, the extended function t →
´
R ψ(x)µi(t, dx) is now continuous
and bounded on R. For 1 ≤ i ≤ d, let us also extend the definitions of the functions (ai)1≤i≤d on R2 by setting
ai(t, ·) = 0 if t /∈ [0, T ]. In the same way, we extend the functions (bi)1≤i≤d and (qij)1≤i,j≤d. Then the family
(µ1(t, ·), ..., µd,t(t, ·))t∈R satisfies the equality (96) in the distributional sense on R. We define for 1 ≤ i ≤ d and
(t, x) ∈ R2,
µi(t, x) := µi ∗ ρ(t, x) =
ˆ
R2
ρ(t− s, x− y)µi(s, dy)ds.
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We define ai =
(aiµi)∗ρ
µi
, bi =
(biµi)∗ρ
µi
, qij =
(qijµi)∗ρ
µi
for 1 ≤ i, j ≤ d. The family (µ1(t, ·), ..., µd(t, ·))t∈R is a
smooth solution of the following PDS, denoted by (PDS), where for 1 ≤ i ≤ d,
∂tµ

i + ∂x(b

iµ

i)−
1
2
∂2xx(a

iµ

i)−
d∑
j=1
qjiµ

i = 0
µi(0) = µi ∗ ρ(0, ·). (124)
Without loss of generality, we suppose that for 1 ≤ i ≤ d, µi has a positive density on R2. If not, then µi(t,R) is
equal to zero for all t ∈ (0, T ]. In that case, it is sufficient to consider the PDS (94)-(95) without the state i. Under
this assumption, the functions ai , bi , qij for 1 ≤ i, j ≤ d are well defined and for i, j ∈ {1, ..., d}, ||ai ||∞ ≤ ||ai||∞,
||bi ||∞ ≤ ||bi||∞, ||qji||∞ ≤ ||qji||∞. It is easy to check that for x ∈ R, and k ≥ 1, there exists constants CX,k > 0
s.t.
∣∣∣∂kρX∂xk (x)∣∣∣ ≤ CX,k|ρX(x)|, so ai , bi , qij are continuous and bounded on R2, as well as their derivatives. Let us
denote by (SDE), the SDE
dXt = b

Y t
(t,Xt )dt+
√
aY t (t,X

t )dWt,
where Y t is a stochastic process with values in Y, and that satisfies
P
(
Y t+dt = j| (Xs , Y s )0≤s≤t
)
= qY t j(t,X

t )dt,
for j 6= Y t . As the functions (ai)1≤i≤d , (bi)1≤i≤d ,
(
qij
)
1≤i,j≤d are continuous, Lipschitz and bounded, by [25,
Theorem 5.3] and the Kunita-Watanabe theorem, for any (x, y) ∈ S there exists a unique martingale solution νx,y
to (SDE) with initial distribution δ(x,y) and by [25, Proposition 5.52], the function (x, y) → νx,y is measurable.
We define ν :=
∑d
i=1
´
R ν

x,i (µi ∗ ρ) (0, x)dx. For t ∈ (0, T ], 1 ≤ i ≤ d, we define the measure µ˜i(t, ·) by
ˆ
R
ψ(x)µ˜i(t, dx) =
ˆ
E
ψ(Xt)1{Yt=i}dν
(X,Y ),
for ψ ∈ C2b (R). By Lemma D.1, (µ˜i)1≤i≤d solves (PDS) with initial condition (µi ∗ ρ(0, ·))1≤i≤d. Since (PDS)
has a unique solution by Proposition D.3 below, we obtain that for t ∈ (0, T ], 1 ≤ i ≤ d, µ˜i(t, ·) = µi(t, ·), and for
ψ ∈ C2b (R), ˆ
R
ψ(x)µi(t, dx) =
ˆ
E
ψ(Xt)1{Yt=i}dν
(X,Y ). (125)
Step 2: Let (n)n≥0 be a positive sequence decreasing to 0, we check the family of measures (ν
n)n≥0 has a converging
subsequence. For n ≥ 0, as we might not have ∑di=1 ´R µi ∗ ρ(0, x)dx = 1, we define νn := νn∑d
i=1
´
R µi∗ρn (0,x)dx
,
so that νn is a probability measure. We use Aldous’ criterion to show the tightness of the family (νn)n≥0. Let
us denote by (Xn , Y n) the solution to (SDE)n where the initial law satisfies, for a non negative and measurable
function ψ on R:
E
[
ψ(Xn0 )1{Y n0 =i}
]
=
ˆ
R
ψ(x)
µi ∗ ρn(0, x)∑d
i=1
´
R µi ∗ ρn(0, y)dy
dx,
for 1 ≤ i ≤ d. The process (Xn , Y n) has the law νn . First we check that for any η > 0, there exists a constant
Kη > 0 such that ∀n ≥ 0,P(supt∈[0,T ] |Xnt |+ |Y nt | > Kη) ≤ η. For K > 0, n ≥ 0,
P
(
sup
t∈[0,T ]
(|Xnt |+ |Y nt |) > K
)
≤ P
(
|Xn0 |+ sup
t∈[0,T ]
|Xnt −Xn0 |+ sup
t∈[0,T ]
|Y nt | > K
)
≤ P
(
sup
t∈[0,T ]
|Y nt | > K/3
)
+ P
(
sup
t∈[0,T ]
|Xnt −Xn0 | > K/3
)
+ P (|Xn0 | > K/3) .
In the second line, for the first term of the r.h.s., since Y n only takes values in {1, ..., d}, we have that ∀n ≥
0,∀K > 3d, P(supt∈[0,T ] |Y nt | ≥ K/3) = 0. For the second term, by Markov’s inequality and Lemma D.2 below, we
have that for n ≥ 0, P
(
supt∈[0,T ] |Xnt −Xn0 | ≥ K/3
)
≤ 3KE
(
supt∈[0,T ] |Xnt −Xn0 |
)
≤ 3K
(
Tb+ 2
√
Ta1/2
)
. For
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K ≥ K1 := 6η
(
Tb+ 2
√
Ta1/2
)
, P
(
supt∈[0,T ] |Xnt −Xn0 | ≥ K/3
)
≤ η2 . To study the last term, let us prove that
for t ∈ R, 1 ≤ i ≤ d and φ ∈ C2b (R), ˆ
R
φ(x)µni (t, dx) →n→∞
ˆ
R
φ(x)µi(t, dx).
We study the difference:∣∣∣∣ˆ
R
φ(x)µni (t, dx)−
ˆ
R
φ(x)µi(t, dx)
∣∣∣∣ = ∣∣∣∣ˆ
R2
ρnT (t− s) ((φ ∗ ρnX (x))µi(s, dx)− φ(x)µi(t, dx)) ds
∣∣∣∣
≤
∣∣∣∣ˆ
R2
ρnT (t− s)φ(x) (µi(s, dx)− µi(t, dx)) ds
∣∣∣∣
+
∣∣∣∣ˆ
R2
ρnT (t− s) (φ ∗ ρnX (x)− φ(x))µi(s, dx)ds
∣∣∣∣ .
The first term of the r.h.s converges to 0 as n→∞ as the function t→ ´ φ(x)µi(t, dx) is continuous and bounded.
For the last term, as φ ∈ C2b (R), φ is globally lipschitz and we observe that for x ∈ R,
|φ ∗ ρnX (x)− φ(x)| ≤
ˆ
R
|φ(y)− φ(x)|ρnX (x− y)dy ≤ ||φ′||∞
ˆ
R
|y − x|ρnX (x− y)dy
≤ nC0||φ′||∞
(ˆ
R
|y| exp
(
−
√
1 + y2
)
dy
)
,
so φ ∗ ρnX converges uniformly to φ and as µ(t,R) ≤ B for t ∈ R, we conclude that for t ∈ [0, T ] and i ∈ {1, ..., d},∣∣∣∣ˆ
R
φ(x)µni (t, dx)−
ˆ
R
φ(x)µi(t, dx)
∣∣∣∣ →n→∞ 0. (126)
In particular, as the random variable Xn0 has the density
∑d
i=1 µi∗ρn (0,x)∑d
i=1
´
R µi∗ρn (0,x)dx
dx, the convergence (126) implies that
for ψ ∈ C2b (R),
E [ψ (Xn0 )]→
d∑
i=1
ˆ
R
ψ(x)µ0(dx, {i}),
so there exists K2 > 0 such that P (|Xn0 | ≥ K2/3) ≤ η2 . As a consequence, for Kη := max (3d,K1,K2) and ∀n ≥ 0,
P
(
sup
t∈[0,T ]
(|Xnt |+ |Y nt |) > Kη
)
≤ η.
We now check that for ζ > 0,K > 0, there exists δζ,K > 0 such that ∀n ≥ 0,
sup
τ∈T f
[0,T ]
0≤δ≤δζ,K
P
(
max
(|Xnτ+δ −Xnτ |, |Y nτ+δ − Y nτ |) > K) < ζ,
where T f[0,T ] denotes the set of stopping times taking values in a finite subset of [0, T ]. For K > 0, δ ≥ 0, n ≥ 0 and
τ ∈ T f[0,T ], we have the following inequality,
P
(
max
(|Xnτ+δ −Xnτ |, |Y nτ+δ − Y nτ |) > K) ≤ P (|Xnτ+δ −Xnτ | > K)+ P (|Y nτ+δ − Y nτ | > K) =: P1 + P2.
Using Markov’s inequality on P1, we have
P1 ≤ 1
K2
E
∣∣∣∣∣
ˆ τ+δ
τ
bn
Y ns
(s,Xns )ds+
ˆ τ+δ
τ
√
an
Y ns
(s,Xns )dWs
∣∣∣∣∣
2

≤ 2
K2
E
∣∣∣∣∣
ˆ τ+δ
τ
bn
Y ns
(s,Xns )ds
∣∣∣∣∣
2
+
∣∣∣∣∣
ˆ τ+δ
τ
√
an
Y ns
(s,Xns )dWs
∣∣∣∣∣
2
 .
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On the one hand E
[∣∣∣´ τ+δτ bnY ns (s,Xns )ds∣∣∣2
]
≤ δE
[´ τ+δ
τ
(
bn
Y ns
)2
(s,Xns )ds
]
≤ δ2b2 by the Cauchy-Schwarz in-
equality, and on the other hand E
[∣∣∣´ τ+δτ √anY ns (s,Xns )dWs∣∣∣2
]
= E
[∣∣∣´ T0 1{s∈[τ,(τ+δ)∧T ]}√anY ns (s,Xns )dWs∣∣∣2
]
≤
δa by Ito’s isometry. For P2 we notice that
P2 ≤ 1− P
(∀s ∈ [τ, τ + δ], Y nτ = Y nτ+s) ≤ 1− e−qδ.
We gather the upper bounds on P1 and P2, and to satisfy Aldous’ criterion, it is sufficient to choose δζ,K small
enough so that
2
K2
δζ,K
(
δζ,Kb
2
+ a
)
+ 1− e−qδζ,K ≤ .
We have then shown that the family of processes (Xn , Y n)n≥0 is tight so the family of measures (ν
n)n≥0 is
tight. As E is Polish, by Prohorov’s theorem there exists a measure ν which is a limit point of (νn)n≥0. Let
us remark that by (126),
∑d
i=1
´
R µi ∗ ρn(0, x)dx → 1, so ν is also a limit point of (νn)n≥0. For notational
simplicity, we suppose in what follows that (νn)n≥0 and (ν
n)n≥0 converge to ν as n → ∞. By [10, Lemma
7.7 and Theorem 7.8], D(ν) := {t ∈ [0, T ], ν ((Xt− , Yt−) = (Xt, Yt)) = 1} has a complement in [0, T ] which is at
most countable. Moreover, for any k ≥ 1, and t1, t2, ..., tk ∈ D(ν), the sequence
((
Xnt1 , Y
n
t1
)
, ...,
(
Xntk , Y
n
tk
))
n≥0
converges to ((Xt1 , Yt1) , ..., (Xtk , Ytk)) in distribution as n → ∞. Consequently, for t ∈ D(ν), 1 ≤ i ≤ d, and
φ ∈ C∞c (R), ˆ
E
φ(Xt)1{Yt=i}dν
n(X,Y ) →
n→∞
ˆ
E
φ(Xt)1{Yt=i}dν(X,Y ).
Moreover, by (125) and (126) we obtain the following equality, for t ∈ D(ν):
ˆ
R
φ(x)µi(t, dx) =
ˆ
E
φ(Xt)1{Yt=i}dν(X,Y ),
As the function t→ ´
E
φ(Xt)1{Yt=i}dν(X,Y ) is right-continuous and the function t→
´
R φ(x)µi(t, dx) is continuous,
the previous equality holds for t ∈ (0, T ].
Step 3: we check that ν is a martingale solution of the SDE (97) with initial distribution µ0. We define
Ltφ(x, i) := bi(t, x)∂xφ(x, i) +
1
2
ai(t, x)∂
2
xxφ(x, i) +
d∑
j=1
qij(t, x)φ(x, j),
and for n ≥ 0,
Lnt φ(x, i) := b
n
i (t, x)∂xφ+
1
2
ani (t, x)∂
2
xxφ+
d∑
j=1
qnij (t, x)φ(x, j).
Let s ∈ [0, T ], p ∈ N∗, 0 ≤ s1 ≤ ... ≤ sp ≤ s and let ψ1, ..., ψp be bounded and continuous functions on
S, with ||ψi||∞ ≤ 1 for 1 ≤ i ≤ d. Since for n ≥ 0, νn is a martingale solution to (SDE)n , and νn =(∑d
i=1
´
R µi ∗ ρn(0, x)dx
)
νn , we have that for t ≥ s,
ˆ
E
[
φ(Xt, Yt)− φ(Xs, Ys)−
ˆ t
s
Lnu φ(Xu, Yu)du
] p∏
i=1
ψi(Xsi , Ysi)dν
n(X,Y ) = 0.
Let b˜i : R+ × R → R, a˜i : R+ × R → R, q˜ij : R+ × R → R be bounded and continuous functions for 1 ≤ i, j ≤ d.
Let us also define
L˜tφ(x, i) := b˜i(t, x)∂xφ+
1
2
a˜i(t, x)∂
2
xxφ+
d∑
j=1
q˜ij(t, x)φ(x, j),
and for n ≥ 0,
L˜nt φ(x, i) := b˜
n
i (t, x)∂xφ+
1
2
a˜ni (t, x)∂
2
xxφ+
d∑
j=1
q˜nij (t, x)φ(x, j),
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where b˜ni , a˜
n
i , q˜
n
ij are built analogously to b
n
i , a
n
i , q
n
ij . Then, recalling that ||ψi||∞ ≤ 1 for 1 ≤ i ≤ d, we get∣∣∣∣∣
ˆ
E
[
φ(Xt, Yt)− φ(Xs, Ys)−
ˆ t
s
L˜nu φ(Xu, Yu)du
] p∏
i=1
ψi(Xsi , Ysi)dν
n(X,Y )
∣∣∣∣∣ (127)
≤
ˆ
E
[ˆ t
s
∣∣∣(Lnu − L˜nu )φ(Xu, Yu)∣∣∣ du] dνn(X,Y )
≤ 1
2
d∑
i=1
ˆ t
s
ˆ
R
∣∣∣∣( (aiµi) ∗ ρnµni − (a˜iµi) ∗ ρ
n
µni
)
∂2xxφ(x, i)
∣∣∣∣µni (u, dx)du
+
d∑
i=1
ˆ t
s
ˆ
R
∣∣∣∣∣
(
(biµi) ∗ ρn
µni
− (b˜iµi) ∗ ρ
n
µni
)
∂xφ(x, i)
∣∣∣∣∣µni (u, dx)du
+
d∑
i,j=1
ˆ t
s
ˆ
R
∣∣∣∣( (qijµi) ∗ ρnµni − (q˜ijµi) ∗ ρ
n
µni
)
φ(x, j)
∣∣∣∣µni (u, dx)du
≤ 1
2
d∑
i=1
ˆ t
s
(ˆ
R2
ρnT (u− v)|ai(v, x)− a˜i(v, x)|
(
ρnX ∗ |∂2xxφ|(x, i)
)
µi(v, dx)dv
)
du (128)
+
d∑
i=1
ˆ t
s
(ˆ
R2
ρnT (u− v)|bi(v, x)− b˜i(v, x)| (ρnX ∗ |∂xφ|(x, i))µi(v, dx)dv
)
du (129)
+
d∑
i,j=1
ˆ t
s
(ˆ
R2
ρnT (u− v)|qij(v, x)− q˜ij(v, x)| (ρnX ∗ |φ|(x, i))µi(v, dx)dv
)
du (130)
Our goal now is to let n → ∞ in the terms (127)-(130), and obtain that for any s1, ..., sp, s, t ∈ [0, T ], such that
0 ≤ s1 ≤ ... ≤ sp ≤ s ≤ t,∣∣∣∣∣
ˆ
E
[
φ(Xt, Yt)− φ(Xs, Ys)−
ˆ t
s
L˜uφ(Xu, Yu)du
] p∏
i=1
ψi (Xsi , Ysi) dν(X,Y )
∣∣∣∣∣ (131)
≤ 1
2
d∑
i=1
ˆ t
s
ˆ
R
|ai(u, x)− a˜i(u, x)||∂2xxφ(x, i)|µi(u, dx)du (132)
+
d∑
i=1
ˆ t
s
ˆ
R
|bi(u, x)− b˜i(u, x)||∂xφ(x, i)|µi(u, dx)du (133)
+
d∑
i,j=1
ˆ t
s
ˆ
R
|qij(u, x)− q˜ij(u, x)||∂xφ(x, i)|µi(u, dx)du. (134)
Here we explain how to conclude the proof of Theorem 5.11, if we suppose that (131)-(134) hold. Let us notice that
the term ∣∣∣∣∣
ˆ
E
[ˆ t
s
(
L˜u − Lu
)
φ(Xu, Yu)du
] p∏
i=1
ψi (Xsi , Ysi) dν(X,Y )
∣∣∣∣∣ ,
is also dominated by the sum of the terms in the lines (132)-(134). By [8, Theorem 3.45], for 1 ≤ i ≤ d, we can
choose sequences of continuous functions
(
a˜ki
)
k≥0 ,
(
b˜ki
)
k≥0
, and
(
q˜kij
)
k≥0 for 1 ≤ j ≤ d converging respectively to
ai, bi, qij in L1([0, T ]× R, ηi), with ηi := µi(t, ·)dt, to finally obtain that
ˆ
E
[
φ(Xt, Yt)− φ(Xs, Ys)−
ˆ t
s
Luφ(Xu, Yu)du
] p∏
i=1
ψi (Xsi , Ysi) dν(X,Y ) = 0.
This is enough to conclude that ν is a martingale solution to the SDE (97) with initial condition µ0 and end the
proof of Theorem 5.11.
In what follows, we show how to obtain (131)-(134). As the function
(s1, ..., sk, s, t)→
ˆ
E
[
φ(Xt, Yt)− φ(Xs, Ys)−
ˆ t
s
L˜uφ(Xu, Yu)du
] p∏
i=1
ψi (Xsi , Ysi) dν(X,Y ),
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is right-continuous, and as the terms in (132)-(134) are continuous in the variables (s, t), it is sufficient to show that
the inequality in the lines (131)-(134) holds if we moreover assume that s1, ..., sp, s, t ∈ D(ν). Let us show that for
s1, ..., sp, s, t ∈ D(ν),
ˆ
E
[
φ(Xt, Yt)− φ(Xs, Ys)−
ˆ t
s
L˜nu φ(Xu, Yu)du
] p∏
i=1
ψi (Xsi , Ysi) dν
n(X,Y )
→
ˆ
E
[
φ(Xt, Yt)− φ(Xs, Ys)−
ˆ t
s
L˜uφ(Xu, Yu)du
] p∏
i=1
ψi (Xsi , Ysi) dν(X,Y ). (135)
By convergence of the finite dimensional distributions of (νn)n≥0 and the fact that ν
n =
(∑d
i=1
´
R µi ∗ ρn(0, x)dx
)
νn
with
∑d
i=1
´
R µi ∗ ρn(0, x)dx →n→∞ 1, the following convergence holds:
ˆ
E
[φ(Xt, Yt)− φ(Xs, Ys)]
p∏
i=1
ψi (Xsi , Ysi) dν
n(X,Y )
→
ˆ
E
[φ(Xt, Yt)− φ(Xs, Ys)]
p∏
i=1
ψi (Xsi , Ysi) dν(X,Y ).
With the same argument, we have that for u ∈ D(ν) ∩ (s, t),
ˆ
E
L˜uφ(Xu, Yu)
p∏
i=1
ψi (Xsi , Ysi) dν
n(X,Y )→
ˆ
E
L˜uφ(Xu, Yu)
p∏
i=1
ψi (Xsi , Ysi) dν(X,Y ). (136)
Then by Fubini’s theorem,
ˆ t
s
∣∣∣∣∣
ˆ
E
L˜nu φ(Xu, Yu)
p∏
i=1
ψi (Xsi , Ysi) dν
n(X,Y )−
ˆ
E
L˜uφ(Xu, Yu)
p∏
i=1
ψi (Xsi , Ysi) dν(X,Y )
∣∣∣∣∣ du
≤
ˆ t
s
∣∣∣∣∣
ˆ
E
L˜uφ(Xu, Yu)
p∏
i=1
ψi (Xsi , Ysi) dν
n(X,Y )−
ˆ
E
L˜uφ(Xu, Yu)
p∏
i=1
ψi (Xsi , Ysi) dν(X,Y )
∣∣∣∣∣ du (137)
+
ˆ t
s
ˆ
E
|L˜nu φ(Xu, Yu)− L˜uφ(Xu, Yu)|
p∏
i=1
|ψi (Xsi , Ysi) |dνn(X,Y )du (138)
The term on line (137) converges to zero as n→∞, by (136) and Lebesgue’s theorem. For the term (138), we write
ˆ t
s
ˆ
E
|L˜nu φ(Xu, Yu)−L˜uφ(Xu, Yu)|
p∏
i=1
|ψi (Xsi , Ysi) |dνn(X,Y )du ≤
d∑
k=1
ˆ t
s
ˆ
R
|L˜nu φ(x, k)−L˜uφ(x, k)|µnk (u, x)dxdu.
As the terms in
(
L˜nu φ(·, k)
)
1≤k≤d
and
(
L˜uφ(·, k)
)
1≤k≤d
are continuous and bounded, it is sufficient to show that
for 1 ≤ k ≤ d, zk : R2 → R a continuous and bounded function and zk := (zkµk)∗ρ

µk
, for  > 0, the following
convergence holds: ˆ t
s
ˆ
R
|zk(u, x)− zk(u, x)|µk(u, x)dxdu →
→0
0.
The previous term rewrites:
ˆ t
s
ˆ
R
|zk(u, x)− zk(u, x)|µk(u, x)dxdu =
ˆ t
s
ˆ
R
| (zkµk) ∗ ρ(u, x)− zk(u, x)µk(u, x)|dxdu
≤
ˆ t
s
ˆ
R
ρT (u− v)
(ˆ
R
(ˆ
R
ρX(x− y)|zk(v, y)− zk(u, x)|dx
)
µk(v, dy)
)
dvdu. (139)
Let us notice that lim
M→∞
sup
t∈R
µk(t,R\(−M,M)) = lim
M→∞
sup
t∈[0,T ]
µk(t,R\[−M,M ]) = 0. Indeed, if there exists δ > 0,
and a sequence (tn)n≥1 in the compact [0, T ] converging to t ∈ [0, T ] such that ∀n ≥ 1, µk(tn,R\(−n, n)) > δ, then
by continuity, ∀n ≥ 1, µk(t,R\(−n, n)) > δ, which is impossible.
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For ζ > 0, let M > 0 be such that sup
t∈R
µk(t,R\[−M,M ]) ≤ ζ, and let η ∈ (0, 1) such that |z(v, y)− z(u, x)| ≤ ζ
if v, u ∈ [s− 1, t+ 1], x, y ∈ [−M − 1,M + 1], and max(|x− y|, |u− v|) ≤ η. Then, as
1 ≤ 1{|x−y|>η} + 1{|u−v|>η} + 1{|x−y|≤η,|u−v|≤η,(x,y)∈[−M−1,M+1]2} + 1{|x−y|≤η,|u−v|≤η,(x,y)/∈[−M−1,M+1]2},
we have that ∀u ∈ [s, t],
ˆ
R
ρT (u− v)
(ˆ
R
(ˆ
R
ρX(x− y)|z(v, y)− z(u, x)|dx
)
µi(v, dy)
)
dv
≤ 2||z||∞B
(ˆ
|u−v|>η
ρT (u− v)dv +
ˆ
|x−y|>η
ρT (x− y)dx
)
+ ζB + 2||z||∞ζ ≤ (4||z||∞ +B) ζ,
for  small enough. Then we obtain that the term in line (139) converges to 0 as → 0. We now analyze the term
on the line (128). We define the function g : R→ R by
g(v) =
ˆ
R
|ai(v, x)− a˜i(v, x)||∂2xxφ(x, i)|µi(v, dx),
and for  > 0, the function g : R→ R by
g(v) =
ˆ
R
|ai(v, x)− a˜i(v, x)|
(
ρX ∗ |∂2xxφ(x, i)|
)
µi(v, dx).
We study, for c > 0,
ˆ t
s
(ˆ
R
ρT (u− v)g(v)dv
)
du =
ˆ t
s
(ˆ
R
1{|u−v|>c}ρT (u− v)g(v)dv
)
du
+
ˆ t
s
(ˆ
R
1{|u−v|≤c}ρT (u− v)g(v)dv
)
du.
For the first term of the r.h.s., as there exists γ > 0 such that sup
>0
||g||∞ ≤ γ , the change of variables w := u−v
gives ˆ t
s
(ˆ
R
1{|u−v|>c}ρT (u− v)g(v)dv
)
du ≤ γ(t− s)
ˆ
R
1{|w|>c}ρT (w)dw.
For the second term of the r.h.s,
ˆ t
s
(ˆ
R
1{|u−v|≤c}ρT (u− v)g(v)dv
)
du ≤
ˆ t+c
s−c
g(v)
(ˆ t
s
ρT (u− v)du
)
dv ≤
ˆ t+c
s−c
g(v)dv.
We then set c = 1√

, and obtain:
ˆ t
s
(ˆ
R
ρT (u− v)g(v)dv
)
du ≤ γ(t− s)
ˆ
R
1{|w|> 1√

}ρT (w) +
ˆ t+√
s−√
g(u)du,
where the r.h.s of the inequality converges to
´ t
s
g(u)du as  → 0, since ρnX ∗ |∂2xxφ| → |∂2xxφ| uniformly. A similar
argument applies to the two last terms of Inequality (129)-(130), so that (131)-(134) holds.
Lemma D.2. Let  > 0, and let (X, Y ) be the solution to (SDE). Then,
E[ sup
t∈[0,T ]
|Xt −X0|] ≤ Tb+ 2
√
Ta1/2.
Proof. For t ∈ [0, T ],
|Xt −X0| ≤
∣∣∣∣ˆ t
0
bY s (Xs)ds
∣∣∣∣+ ∣∣∣∣ˆ t
0
√
aY s (X

s)dWs
∣∣∣∣
≤
ˆ t
0
|bYs(Xs)|ds+ sup
u≤t
∣∣∣∣ˆ u
0
√
aYs(X

s)dWs
∣∣∣∣
≤ Tb+ sup
u≤T
∣∣∣∣ˆ u
0
√
aY s (X

s)dWs
∣∣∣∣ .
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Taking the supremum on t ∈ [0, T ] and then the expectation, we obtain:
E
[
sup
t∈[0,T ]
|Xt −X0|
]
≤
(
Tb+ E
[
sup
u≤T
∣∣∣∣ˆ u
0
√
aYs(Xs)dWs
∣∣∣∣])
Finally, according to Doob’s inequality,
E
[
sup
u≤T
∣∣∣∣ˆ u
0
√
aYs(X

s)dWs
∣∣∣∣] ≤ 2√Ta1/2,
and this concludes the proof.
Proposition D.3. For  > 0, (PDS) has a unique solution.
Proof. For 0 < s ≤ t ≤ T , let us define (Xt(s, x, y), Yt(s, x, y)) the value at t of the solution to the SDE (97)
starting at s from (x, y) ∈ S. For φ : S → R such that for i ∈ {1, ..., d}, φ(·, i) ∈ C∞c (R), we define Ttφ(s, x, y) =
E [φ (Xt(s, x, y), Yt(s, x, y))], and for f : [0, t]×S → R, such that for 1 ≤ i ≤ d, f(·, ·, i) ∈ C1,2b ([0, t]×R), we define
Lf(s, x, i) := bi(s, x)∂xf(s, x, i) +
1
2
ai(s, x)∂
2
xxf(s, x, i) +
d∑
j=1
qij(s, x)f(s, x, j).
By [31, Theorem 5.2], for 1 ≤ y ≤ d, the function (s, x) → (Ttφ) (s, x, y) belongs to C1,2b ([0, t] × R), and the
function s, x, y → Ttφ(s, x, y) satisfies the backward Kolmogorov equation ∂s (Ttφ) + L (Ttφ) = 0. Now, let
(µˆ1(t, ·), ..., µˆd(t, ·))t∈(0,T ] and (µˇ1(t, ·), ..., µˇd(t, ·))t∈(0,T ] be two solutions to (PDS) with the same initial condition,
and let us define for 1 ≤ i ≤ d and t ∈ (0, T ], zi(t, ·) := µˆi(t, ·)− µˇi(t, ·). It is sufficient to prove
d
ds
d∑
i=1
ˆ
(Ttφ) (s, x, i)zi(s, dx) =
d∑
i=1
ˆ
[∂s (Ttφ) (s, x, i) + L (Ttφ) (s, x, i)] zi(s, dx) (140)
= 0. (141)
to obtain uniqueness. Indeed, s → ∑di=1 ´ (Ttφ) (s, x, i)zi(s, dx) would be constant on (0, t), and moreover, for
s ∈ (0, t),
d∑
i=1
ˆ
(Ttφ) (s, x, i)zi(s, dx) =
d∑
i=1
ˆ
|(Ttφ) (s, x, i)− (Ttφ) (0, x, i)| zi(s, dx) +
d∑
i=1
ˆ
(Ttφ) (0, x, i)zi(s, dx)
≤ 2Bs
d∑
i=1
||∂sTt(·, ·, i)||∞ +
d∑
i=1
ˆ
(Ttφ) (0, x, i)zi(s, dx),
so that
d∑
i=1
ˆ
(Ttφ) (s, x, i)zi(s, dx) →
s→0
0,
as µˆi and µˇi satisfy the same initial conditions. Moreover, at the limit s→ t, we obtain that
d∑
i=1
ˆ
φ(x, i)zi(t, dx) = 0,
for any function φ : S → R such that for i ∈ {1, ..., d}, φ(·, i) ∈ C∞c (R). Thus, we can conclude that zi(t, ·) = 0 for
1 ≤ i ≤ d and t ∈ (0, T ], hence the uniqueness.
We now prove equality (140) by a density argument. Let κ ∈ C∞c ((0, t)), and let us show that:
ˆ t
0
−κ′(s)
d∑
i=1
ˆ
(Ttφ) (s, x, i)zi(s, dx)ds =
ˆ t
0
κ(s)
d∑
i=1
ˆ
[∂s (Ttφ) (s, x, i) + L (Ttφ) (s, x, i)] zi(s, dx)ds.
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For ψ,ϕ two real valued functions defined on S such that for i ∈ {1, ..., d}, ϕ(·, i) ∈ C∞c ((0, t)) and ψ(·, i) ∈ C∞c (R),
we have in the sense of distributions,
d
ds
d∑
i=1
ˆ
ϕ(s, i)ψ(x, i)zi(s, dx) =
d∑
i=1
ˆ
[ϕ′(s, i)ψ(x, i) + L (ϕψ) (s, x, i)] zi(s, dx).
Let h ∈ C∞c (R) be such that 0 ≤ h ≤ 1, h(0) = 1, and h(x) = 0 if x /∈ (−1, 1). For M > 0, we define hM ∈ C∞c (R)
such that hM (x) = 1 if x ∈ [−M,M ], hM (x) = 0 if x /∈ [−M − 1,M + 1], hM (x) = h(x+M) if x ∈ [−M − 1,−M ],
and hM (x) = h(x−M) if x ∈ [M,M + 1]. Let us remark that the family (hMTtφ)M>0 has uniform in M bounds.
Let η1 > 0, and choose M such that
∑d
i=1
´ t
0
´
R\[−M,M ] µˆ

1(s, dx) < η1, and
∑d
i=1
´ t
0
´
R\[−M,M ] µˇ

1(s, dx) < η1. For
η2 > 0, there exists p ∈ N∗, a family (ψk)1≤k≤p of functions defined on (0, t) × {1, ..., d}, such that for 1 ≤ i ≤ d,
and 1 ≤ k ≤ p, ψk(·, i) ∈ C∞c ((0, t)) and a family (ϕk)1≤k≤p of functions defined on S such that for 1 ≤ i ≤ d,
and 1 ≤ k ≤ p, ϕk(·, i) ∈ C∞c (R), and moreover,
∑p
k=0 ψk(·, i)ϕk(·, i) has support in (0, t) × [−M − 2;M + 2],
and such that the function
∑p
k=0 ψkϕk − hMTtφ and its derivatives are smaller than η2. Using the decomposition
Ttφ = (hM + 1− hM ) Ttφ, it is easy to check that∣∣∣∣∣
d∑
i=1
ˆ t
0
−κ′(s)
ˆ
R
(
p∑
k=0
ψkϕk − Ttφ
)
(s, x, i)zi(s, dx)ds
∣∣∣∣∣ ≤ K1 (η1 + η2) ,
∣∣∣∣∣
d∑
i=1
ˆ t
0
κ(s)
ˆ
R
(
p∑
k=0
(
ψ
′
kϕk + L
 (ψkϕk)
)
− (∂s (Ttφ) + L (Ttφ))
)
(s, x, i)zi(s, dx)ds
∣∣∣∣∣ ≤ K2 (η1 + η2) ,
where Kj , j = 1, 2, are positive values that do not depend on M or p, and this concludes the proof.
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