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ABSTRACT 
We show that the index of nonmonic polynomials gives the same information on the ring of integers 
in a number field as monic polynomials. In particular, we generalize a result of M.-N. Gras by 
proving that almost all cyclic extensions ofQ of prime degree cannot be generated by a (nonmonic) 
polynomial with index 1. More precisely, we prove that this index goes to infinity with the con- 
ductor. 
Let P be a monic integral polynomial of degree n and let 0 be a root of P. It is 
natural to consider the system of algebraic integers 1, 0, . . . ,  0" 1, whose dis- 
criminant is equal to the discriminant of P. It is a common question to ask 
whether the ring of integers of a number field K can be generated by such a 
system, that is whether EK = E[0]: such a ring is said to be monogenic. Finding 
such a system is equivalent to finding a monic irreducible polynomial in g[x], 
having a root 0 which generates K, and whose discriminant is equal to the dis- 
criminant of the field K. More generally, if K is generated by a root 0 of an ir- 
reducible monic polynomial P E g[x], then DiscP = (IndP) 2. DiscK, where 
the positive integer Ind P is by definition the index of the polynomial. We are 
also interested in finding all polynomials having a given index. For a complete 
survey on this topic, see [7]. 
When the polynomial P is not monic, with leading coefficient a0, the element 
0 is in general not integral. We can obviously replace 0 by aoO in order to obtain 
an integral element, and take its successive powers, but the discriminant of the 
corresponding system is then multiplied by a large power of a0. The goal of the 
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first section is to describe a system of integral elements which has the same 
discriminant as P. It will appear that this system generates a subring of the ring 
of integers with a nice invariance property generalizing the usual ring 
7/[0] C 7/~: when P is monic. 
In this setting, the question of the monogeneity of the ring of integers be- 
comes: 
Question. Given a number field K, is it possible to find an irreducible (not nec- 
essarily monic) polynomial P E 77[x] with a root 0 such that K = Q(O) and such 
that Disc P = Disc K? 
The only difference between this question and the previous one is that we now 
allow nonmonic polynomials. The set of all solutions now has an action of the 
group GL2(Z), which gives us an extra tool for the study. Indeed, if 
M=( a c bd) EGLe(7/)' 
and P E Y[x] has degree n, then PM = P((ax + b)/(cx + d)). (cx + d) n is still in 
Y[x] and Disc P = Disc PM. It is also true that P and PM generate the same field 
and have the same index. 
If  there exists an integral (not necessarily monic) polynomial with a given 
discriminant, then the action of GL2(7/) shows that there are infinitely many. 
However, there are only finitely many classes of polynomials with given dis- 
criminant modulo this action, see [1]. 
The goal of this paper is to give a setting for this new question by giving the 
construction of the invariant ring of a nonmonic polynomial together with 
some basic properties (Section 1). We suggest, from easy examples, a method 
for finding all integral polynomials with a given index for the smallest values of 
the degree (Section 2). The next sections lead to the decomposition of the dis- 
criminant of a polynomial into a product of algebraic integers. This factoriza- 
tion allows us, in the last part, to generalize a theorem of M.-N. Gras (in [6]) on 
the nonmonogeneity of the ring of integers of cyclic extensions of Q with prime 
degree l/> 5: we prove that the theorem is still true for nonmonic polynomials, 
and we even prove that the index goes to infinity with the conductor of the ex- 
tension. 
Apart from Sections 2 and 6, which are specific to number fields, the other 
sections are written in the general setting of integral domains. 
I thank H.W. Lenstra, who gave me several references, and who helped me to 
simplify some proofs. 
General notation. We use the notation Res(P, Q) for the resultant of two poly- 
nomials, Disc P for the discriminant of a polynomial or a number field. If P is 
irreducible and generates a number field K, we write Ind P for the positive in- 
teger such that Disc P = (Ind P)2Disc K (see Section 2 for the existence of this 
integer). 
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I f  P is a polynomial of degree n in the variable x, we write P(x,y)  for the 
homogeneous polynomial P(x /y )y  n. For a matrix 
and a polynomial P, we define PM(X,y) = P(ax + by, cx + dy). 
The group of permutations on n elements is denoted by ~,,. 
1. THE INVARIANT R ING OF A POLYNOMIAL  
In this section, we consider a nonmonic polynomial P, from which we build a 
ring of integral elements having the same discriminant as P. This ring only de- 
pends on the class of P modulo the action of SL2 and will be called the invariant 
ring of P. We want to study the special case of algebraic integers in a number 
field, but we will describe the construction in the more general context of in- 
tegral (commutative) domains. At least part of this construction was already 
known to Dedekind (see art. 14, p. 25 in [8]) and to Hurwitz (see [9]). 
Notation. ~ is an integral commutative domain, R is a subring of ~,  and R the 
integral closure of R in 7~. I fP  = aox n +. . .  + an is a polynomial of degree n, we 
define Pi = ao x i  4- . . .  4- ai. 
The next lemmas are only a possible solution for Exercise 4.15 p. 216 in [2]. 
They claim that if 0 is a root of a nonmonic polynomial P, then 1, P I (0 ) , . . . ,  
P , -  1 (0) are integral (Lemma 1), that they generate a ring (Lemma 2) and that 
their discriminant is equal to the discriminant of P (Proposition 4). But we shall 
go further by proving that the ring itself is an invariant of the polynomial under 
the action of SL2 (Proposition 3). 
Lemma 1 (Dedekind). Let PER[x] ,  and O c T~ such that P(O) =0. For i=  
0 , . . . ,  n we have Pi(O) E -R. 
Proof. For i E { 1 , . . . ,  n}, consider the resultant Ri(y) = Resx(1/(ao)P, y - Pi). 
This is a monic polynomial in y of degree n, of which Pi(O) is a root. It is enough 
to show that its coefficients are in R. 
From the definition of Pi, we can write P = Pix n i + Pi, where ,hi ~ R[x] is a 
polynomial of degree at most n - i - 1. Thus, 
Ri(y) = ao i Resx(P(x) ,y  - Pi(x)) 
= ao- iResx(Pi(x)x, ,  i+  [~i(x),y - Pi(x)) 
= Res,- (yx" i+  ff i(x),y - Pi(x)). 
The last equality shows that the coefficients of Ri are in R. [] 
Notation. From now on, the R-module generated by 1, P1 (0) , . . . ,  P ,_  1 (0) will 
be denoted by R[Pk(O)]. Note that 1 really belongs to R[Pk(O)], and not only 
Po(O) = ao. For the reasons that we shall now explain, we call this R-module 
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the invariant ring of P. Indeed this R-module is in fact a ring (Lemma 2) and is 
globally invariant when the group S&(R) acts on the polynomial P (Proposi- 
tion 3). 
Lemma 2. Let P E R[x], and 0 E R such that P(e) = 0. The R-module R[Pk(e)] is 
a ring and contains ,9Pi(0) for 0 < i d n - 1. 
Proof. To prove that R[Pk(B)] IS a ring, it is enough to prove that it contains 
Pi(e)Pj(e) for 1 6 i 6 j. We use the polynomial identity xPj_ 1 + ai = Pi. We 
have 
PiPj = (XPi_ 1 + ai)Pj 
=pi-l(pj+* -aj+l) +CZiPj, 
form which we deduce that Pi(e)Pj(e) E Pi_ 1(8)Pj+ l(e) + R[Pk(B)]. By induc- 
tion on i, we find that Pi(e)Pj(e) E R[Pk(e)]. 
The fact that R[Pk(e)] 1 a so contains t9Pj(e) is an easy consequence of the re- 
lation @Pi(e) +a;+, = Pi+l(e). Cl 
Proposition 3. Let P E R[x], and 8 E R such that P(B) = 0. Let 
E =2(R), 
and P’ = PM, 8’ = db’ - b/ -cB + a. We have P’(C) = 0 and 
R[Pk(@] = R[P,lJ@‘)]. 
Proof. The fact that P’(C) = 0 follows from the definition. Using the relation 
XPi+ui+l =Pi+i,wecanfactorPas 
The action of A4 gives 
n-1 
P’= ((ax+b) -e(cx+d)). C P#)(ax+b)“-‘-‘(cx+d)’ 
i=O > 
. = (a - ce)(x- 0’) . (;$Y; P@)(nx+b)“-‘-‘(cxcd)‘) 
But we also have P’ = (x - 0’) . cy:d P;(e’)x”- ’ -’ , and the identification of 





= (a - co) (Ic: f?(e)(aX + b)“-‘-‘(cx + d)‘). 
Lemma 2 proves that the expansion of the right hand side expression belongs to 
wk(e>l[ 1 d x , an we deduce that P:(V) E R[Pk(B) for all i, and that R[PL(e’)] c 
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R[Pk(O)]. By an obvious argument of symmetry, this inclusion is in fact an 
equality. [] 
a n Proposition 4. Let P E R[x] be such that P = 0 Hi: l  (x - oi) (the Oi being in ~).  
We have det(Py(Oi) ) 2 = a02Disc P and 
det (1 ,P l (O i ) , . . . ,P ,  l(0i)) 2=DiscP .  
Proof. An easy linear transformation shows that det(Pj(Oi)) 2 = det(aoOiJ) 2 = 
ao 2n det(OiJ) 2. This last expression is a Vandermonde determinant, which is 
therefore qual to a02nDisc (1 / (ao)P)= ao2DiscP. Since P0 = a0, the second 
equalityis clear. [] 
2. EXAMPLES 
In this section we are interested in the ring of integers 7/K in number fields K 
with small degree over O. From the results of section 1, we know that the in- 
variant ring 7/[Pk(0)] of an irreducible polynomial P with integral coefficients 
having a root in K is always a subring of T/K. We have 
Disc e = [~/(: ~_[Pk(O)]] 2Disc K. 
The integer [77/( : 77[Pk(0)]] is called the index of the polynomial P. 
Our main question will be to know whether the ring of integers is the in- 
variant ring of some polynomial P (Y/( = 7/[Pk(0)]?). This question is equivalent 
to that of finding an irreducible polynomial with given discriminant having a 
root in the given number field. In some cases we also request he smallest pos- 
sible value of the index. 
When the polynomial P is monic, its root 0 is an algebraic integer, and we 
have ?7[pk (0)] = 7/[0]. The question whether the ring of integers is monogenic or 
not (77K = 7?[0]?) is thus equivalent to ask whether it is the invariant ring of a 
monic polynomial. 
For quadratic number fields, it is well known that we can always find monic 
polynomials with index 1. 
For cubic number fields, it is not always possible to find a monic polynomial 
with index 1 (see the next example). However, it is always possible to find a 
nonmonic polynomial with index 1 (see for example [4]). 
2.1. Degree 3 
Example. Let K be the cyclic cubic field generated by a root of P= 
x 3 ÷ x 2 - 10x - 8. This field is totally real, with discriminant DiscK = 312. 
The discriminant of P is Disc P = 22Disc K. Let us look for all integral poly- 
nomials Q = ax 3 + bx 2 + cx ÷ d with discriminant 3 12. It is enough to find one 
polynomial in each class modulo GL2(77). For this, we use the algorithm given 
in [3]. 
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We find that there is only one class, the class of Q = 2x 3 + x 2 - 5x - 2. We 
notice that Q has the correct discriminant, and generates K. It remains to know 
whether there exists a monic polynomial in this class, which is equivalent o 
finding four integers a, b, c, and d such that ad-bc= +1 and 2a3+ 
a2c - 5ac  2 - 2c 3 = 1. In fact, we only have to find two coprime integers a and c 
satisfying 2a 3 + aZc - 5ac  2 - 2c 3 -- 1. Looking mod 2, we see that this equation 
has no solution. 
We have thus proved that K cannot be generated by a root of a monic poly- 
nomial with index 1, but is generated by a root of a nonmonic polynomial with 
index 1. Equivalently, we can say that the ring of integers of K is not monogenic 
(in the classical sense) but is generated by 1,Pl (0) and P2(O), where 0 is a root of 
Q. 
2.2. Degree 4 
Remarks about quartics. Let P = ax  4 ÷ bx  3 + cx  2 + dx  + e be a polynomial of 
degree 4. We set 
I= -  12ae-  3bd  + c 2 ,  
J = 72ace  + 9bcd  - 27ad 2 - 27eb 2 - 2c 3. 
The quantities I and J are the integral invariants of the quartic modulo the ac- 
tion of GL2 (7/). The discriminant Disc P of P is another integral invariant, but 
is related to I and J by the cubic relation 
j 2  = 413 _ 27 Disc P. 
From this relation, we see that before looking for all classes of quartics with 
given discriminant, it is necessary to get all integral points on some elliptic 
curve, with the additional condition 3 I I ~ 3 ] c ~=~ 27 ] J, see [5]. 
As soon as we have the possible values of I and J, we use the algorithm given 
in [3] for finding one integral polynomial in each class with these invariants. I f  
we only want monic polynomials, we have to solve a Thue equation of degree 4 
for each class. 
Example. Consider the two number fields K+ and K_ of degree 4, which are 
totally complex with discriminant 576. They are defined by the polynomials 
p± = x 4 -4- 2x 2 + 4, with index 4. If  there exists a polynomial with index 1, then 
its I and J invariants must satisfy j2 = 413 _ 27 • 576, hence J is even, and we 
have (j)2 =/3  _ 27 - 144. The corresponding elliptic curve has rank 0 over Q 
and its torsion subgroup is trivial, so we conclude that the fields are not defined 
by polynomials with index 1, even if we allow them to be nonmonic. We shall 
now look for the smallest possible index. 
The elliptic curve corresponding to the index equal to 2 gives the values 
I = 28 and J = ~160. The algorithm of [3] gives all the classes of integral 
polynomials with these invariants: these polynomials do not generate the cor- 
rect fields. 
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For the index equal to 3, we find (I, J )=  (36,+216) or (252,+7992) or 
(73, +1190). For (I, J) = (36, ±216) and (252, ±7992) the polynomials that we 
find do not generate the correct fields. For (I, J) = (73, +1190) we find the 
monic polynomial ±(x 4 - 2x 3 + x 2 + 6x + 3), which generates K_, but we 
don't find any polynomial generating K+. Hence for K_ the smallest index is 
equal to 3 (\fff for only one class of polynomials, containing a monic one) 
whereas for K+ the smallest index is equal to 4. 
3. INTEGRAL ITY  RESULTS 
We use the notation of Section 1, for a general integral domain. 
The aim of this section is to prove that the leading coefficient of an integral 
polynomial is in some sense the product of the denominators of its roots. 
Lemma 5. let P 6 R[x], be such that P = ao [I7=1( x -  Oi) with Oi 6 T£ Then 
. -  1 -~[x] .  ao 1% = 1 (x  - 0~) 
Proof: Since the quantities Pi(On) defined above satisfy the relation Pi(On)On+ 
ai ~ 1 ~ Pi+ 1 (0n), it is clear that 
n-  1 
ao H (x -- Oi) = P / (x  - On) 
i= l  
= Po(O,,)x " - I  + Pl(O,,)x n-2 +. . .  + P,-1(O,).  
We conclude by Lemma 1. [] 
a " R[x], then for all J C {1,.. ,n}, we Proposition 6. If P = o l - [ i=  l (x  - Oi) 6 
have 
a0H Oj6 R. 
icJ 
Proof. By induction on the size of J, we prove by using the above lemma that 
the coefficients of the polynomial ao Hj6 J  (x -  Oj) are integral over R. The re- 
sult follows by taking x = 0. [] 
Theorem 1 Let T¢ be an integral domain, R a subring of  ~ and R the integral clo- 
sure oJ" R in 7"£ Let P, Q E R[x] be two polynomials of  degree n, such that 
" b 17,, (x - 3i) with ai, 3i E ~.  Thepolynomial P=aoHi=l  (x -c~i)  andQ= 0Hi=l 
I1 
A = aobo I~ (a + bag + cfli + do~ifli) 
i=1 
is in R[a, b, c, d]. 
Proof. This immediately follows from Proposition 6 by expanding the prod- 
uct. [] 
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Remark. It is clear that for all permutations crE ~. ,  the coefficients of the 
polynomial 
A~ = aobo f i  (a + bai + c/3~r(i) -k dai/~g(i)) 
i= l  
are still integral over R. 
4. FACTORIZAT ION OF THE RESULTANT 
In this section, we will always evaluate the polynomials A~ of the previous 
section at a = d -- 0, and b = -c  = 1.We will write ~ = A~(0, 1, -1,0) .  
Let G be a subset of ~n with n elements. We say that G is transitive if for all 
( i , j )  E {1,. . .  ,n} 2 there exists c~ E G such that a(i) = j .  Note that existence 
implies uniqueness. It is well known that the Galois groups of order n of irre- 
ducible polynomials of degree n are transitive. I f  crk is defined by ~rk(i)= 
i + k rood n, then the cyclic group G = {ak}k- 1,...,, is transitive. 
Proposition 7. Let P and Q E R[x] both have degree n. Let G be a transitive subset 
of @n. We have 
Res(P, Q)= 1-I 6~, 
eEG 
where 6~ is integral over R. 
Proof. We have 6¢ = aobo 1-[7:1 (ai - fig(i)). From the relation 
nes(P, Q) = aonbon]- I (~ i -  3j), 
i,j 
we see that a0 and b0 appear with the same power in the two expressions. Since 
G is transitive, each factor (c~i -/3j) occurs exactly once, and we get the desired 
equality. The fact that 6~ is integral over R is a consequence of Theorem 1. [] 
Remark. This proposition is particularly interesting when G is the Galois 
group acting on the roots of Q. I f  this group is of order greater that n, we can 
still write a similar relation, but with some power of the resultant. 
5. FACTORIZAT ION OF THE D ISCRIMINANT 
Let P E R[x] be a polynomial of degree n, such that P = ao I]7_ 1 (x - Oi) with 
0i E~.  
We shall assume that we have a subset G of ~n permuting the roots Oi of P: 
a(Oi) = O~(il. Since our application will be for the case when G is a Galois group, 
which is cyclic of order n, we will make the further assumptions that G is a 
subgroup of ~n, of order n, which is transitive (in the previous sense). For the 
moment, we do not assume that it is the Galois group of the polynomial P. It is 
possible to generalize the following properties, but it is not our goal here. 
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Let cr E G. With the previous notation, we have 
~5~ = a021-I (Oi - O~(i)) • 
i 
Since G is transitive of order n, we see that the equality a(i) -- i is only possible 
when cr = 1. Hence, if P has no multiple root, the elements ~ cannot vanish 
when ~r ¢ 1. 
Proposition 8. The elements ~ have the follow&g properties: 
(a) 6~-, = (-1)"6~ .., ,~ 
(b) ~ea\ ( l}  6~ = (--l )T  Disc P 
(c) 6~ is invariant under the action of SL2( R) on polynomials (provided that the 
roots of the polynomials are suitably indexed), 
(d) ~5~ is integral over R. 
Proof. (a) Immediate. 
(b) This is a direct consequence of the classical formula 
Disc P = a02(" 1) l-I (Oi - Oj) 2. 
i<,i 
(c) Let 
M= ( a c bd) ¢SL2(R)" 
We have P~t(x,y)= P(ax+ by, cx+dy) .  At the level of the roots, we have 
O[ = (dOi - b)/(-cOi + a) (note the matching choice for the indexes), and the 
leading coefficient of PM is equal to P(a, c). A direct calculation shows that 
6o-(PM) = ¢5~r(P). 
(d) This is a corollary of Theorem 1. [] 
Assume now that P is irreducible over R and generates a Galois extension of 
the field of fractions of R. I f  we choose G to be the Galois group of this exten- 
sion, and if the roots Oi of P are indexed in such a way that ~r(Oi) = O~(i) (such a 
choice is always possible and is compatible with the action of SLz(R)), then we 
have an explicit description of the action of the Galois group on these 60: 
Proposition 9. With the previous notation, for all a and ~- c G, we have 3-(6o) = 
6T~ T ~. In particular if a and ~- commute, the element 6o is fixed by the auto- 
morphism T. 
Proof. We have 
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- -  a l  - 
= (%,~, [] 
In the special case of an abelian extension, we obtain in this way a decomposi- 
tion of the discriminant of P as a product of n - 1 integers in the ground field. 
6. CYCL IC  EXTENSIONS OF PR IME DEGREE 1 >~ 5 
In this last section, we will follow and generalize the results of [6]. Our task 
consists in removing the leading coefficient of the polynomial, so that we can 
directly apply [6]. 
From now on, P will always denote an irreducible primitive polynomial of 
7/Ix] of prime degree l, defining a cyclic extension K/Q,  of conductor f (a 
polynomial is called primitive if the GCD of its coefficients i  equal to 1). 
Lemma 10. Let P 6 7/[x] andp be a prime number. I fp [ P(a, b)for all a and b in 7/ 
then p < l. 
- -  E 
Proof. Let P be the reduction o fP  mod p. Since P is primitive, P is not equal to 
0. Since P(a, b) = 0 for all a and b mod p, it follows that P(x,y) is divisible by 
xPy -- xy p, so we have p + 1 ~< degP ~< degP = I. [] 
Lemma 11. There exists a polynomial P' equivalent to P modulo 8L2(7/) whose 
leading coefficient is coprime to f . 
Proof. Since P defines a cyclic extension of prime degree l, the prime factors of 
the conductor f  are congruent to 0 or 1 mod l. In particular, they are all greater 
or equal to l. From Lemma 10 it follows that for eachp I f  we can find integers 
ap and Cp such that pP(ap, cp). Using the Chinese remainder theorem, we can 
thus find integers a and c such that P(a, c) is coprime to f .  Dividing if necessary 
by their GCD, we may assume that a and c are coprime, so that we can find b 
and d E 7/such that ad - bc = 1. The polynomial P '  = PM with 
clearly has the required property. [] 
Let a be a generator of G = Gal(K/Q) ~-- Y/lY_. We number the roots of P in 
such a way that cr(Oi) = Oi+l. The indices are defined mod l. This choice of in- 
dices is compatible with the action of SL2(7/) on the polynomials (see Proposi- 
tion 8). For each integer k, we define 
= -- a l  l - I I o ,  - Oi+k) 
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Lemma 12. For all k mod l, we have 6k E 77. Furthermore, for all prime numbers 
P I f ,  the valuation vp(6k) only depends on whether k = 0 or not. In particular we 
have f [ 6k and 
/ - I  m 
9 
I nd(P )= H ]6k / f ] .  
k=l  
Proof. Since G is cyclic, Proposit ion 9, tells us that 6k E Q. But 6k is an alge- 
braic integer (Proposit ion 8d), hence 6k ~ 77. 
Let p I f ,  so that P77K = at for some pr ime ideal t0. Fol lowing [6], we see that 
the valuat ion at p of  0i - Oi+k is independent of i and k (except the trivial case 
k = 0). The relation f l -  1 = Disc K and Formula  8b give the divisibility prop-  
erty because Disc K ] Disc P. The last relation comes from 8a. [] 
As an immediate corol lary of  the previous results, we get: 
Proposition 13. The index of P is equal to 1 if and only ifJor k = 1 , . . . ,  1 - 1 we 
have 
6k = J:f . 
Let us now recall the results of [6]. For this purpose, we need more notation: 
Let Q '  = Q(( )  be the cyclotomic field containing the l-th roots of  unity, and 
7/' = 7/[(] its ring of  integers. Let K' = KQ t, and Y/K, its ring of integers. 
Proposit ion 14 (M.-N. Gras, [6]). Assume that P is monic. Let p be a prime divi- 
sor o f f  dividing neither I nor the index of P. 
(a) There exists a prime ideal ~ above p in 77x, such that .for all m, n = 
1, . . . ,1 -  1 
6,,,= 
6. \1 -~ / 
(b) Furthermore, iffor all m, n = 1 , . . . ,  l -  1 we have 6,, = +6,, then 
1 - ¢m~ 2l 
~ /  -- 1 modpZ' .  
I f  l >~ 5, then this last relation is satisfied for all m and n only when p = 2l + 1. 
Proposition 15. Proposition 14 is still true without assuming that P is monic. 
Proof. F rom Lemma 11 and Proposit ion 8c, we can always assume that the 
leading coefficient of P is copr ime to f .  We thus define P '  = a0 l -  1P(~0): this is a 
monic  integral polynomial  such that Disc P '  = a0 (l 1)(t 2)Disc p. The common 
pr ime divisors o f f  and the index of  P are the same as those with P' .  Since 
6k(P') = a0/-26k(P),  we see that the ratios 6m/6, are not changed when we re- 
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place P by pt. When we apply Proposition 14 to P', we see that the conclusion is 
identically expressed in terms of P or Pq [] 
We now obtain the following theorem: 
Theorem 2. Let K /Q  be a cyclic extension of prime degree l >~ 5 with conductor f .
/ f f  ~ {2l + 1,12~ 12(2l + 1)}, then any integral polynomial defining K (not ne- 
cessarily monic) has a nontrivial index. 
Proof. Let K/Q be a cyclic extension of degree l, and P be a polynomial with 
index equal to 1. By Proposition 13, we know that for all m,n = 1,... ,1 - 1 we 
have 6m/G = ±1. Proposition 15 then shows that the only possible prime divi- 
sors o f f  are l and 2l + 1, and the theorem follows. 
Theorem 3. Let l >~ 5 be a prime number and {P,}, >1  a family of irreducible 
polynomials in 7/Ix] of degree I (not necessarily monic) defining cyclic extensions 
Kn/Q with conductor f~ ~ ~x~ as n ~ cx~, then 
Ind (Pn) ~ cx~. 
n~cx~ 
Proof. Let P be a polynomial defining a cyclic extension with conductor f .  
Assume that its index satisfies Ind(P )< N for some bound N > l. From 
Lemma 12, we have I~dfl < N for all k = 1, . . . ,  l - 1. In particular, we have 
~2/61 = ~ with integers a and b < N. 
Let p ~> N be a prime divisor o f f .  Proposition 15 tells us that there exists a 
prime ideal ~ above p such that 
62 (l] _~2) '=  a 
- ~ mod ~, 
which implies that ~ divides one of the quantities b(1 + ff)t-a. Taking the 
norm, we find that p divides one of the integers A/'~,/Q (b(1 + ¢) ' -  a). 
/ \ 
These 
integers are finite in number, and are all nonzero (becatise l ~> 5), hence p is 
bounded in terms of N. 
Hence we have proved that if the index is bounded, then the conductor is also 
bounded, which concludes the proof of the theorem. [] 
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