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ABSTRACT 
Multi-sensor systems can improve accuracy, increase detection range, and enhance 
reliability compared to single sensor systems. The main problems in multi-sensor systems 
are how to select sensors, model the sensors, and combine the data. 
This dissertation proposes a new data fusion method based on fuzzy set methods. The 
expected output membership function (EOMF) method uses the fuzzy input set and the 
expected fuzzy output. This method uses the intersections of the fuzzy inputs with the 
expected fuzzy output in order to find relationships between the given inputs and the estimate 
of the output. The EOMF method creates a fuzzy confidence distance measurement by 
assessing the "fusability" of the data. The fusability measure is used for finding the best 
position of the EOMF and the best estimate of the system output. Adaptive methods can 
help deal with occasional bad measurements and set the EOMF to the proper width. The 
EOMF method can be used for both homogeneous and heterogeneous sensors, which give 
redundant, cooperative or complementary information. In addition, the EOMF method is 
robust in the sense that it can eliminate sensor measurements that are outliers. The EOMF 
method compares favorably with other methods of data fusion such as the weighted average 
method. An example from the control of automated vehicles shows the effectiveness of the 
adaptive EOMF method, compared to the fixed EOMF method and the weighted average 
method in the presence of Gaussian and impulsive noise. This method can also be applied to 
nondestructive evaluation (NDE) images from heterogeneous sensors. 
1 
CHAPTER 1. INTRODUCTION 
General 
The desire to get accurate information from measurements has led to the development of 
more advanced sensors, test equipment, and methods. In reality, no single sensor is capable 
of providing perfectly reliable information all the time because all sensors and measurement 
systems inherently incorporate uncertainty in their measurement owing to noise and human 
errors. In addition, the physical limitations of technologies add inaccuracy to the 
information from the sensors. Compared to single sensor systems, multi-sensor systems can 
improve accuracy, increase detection range, and enhance reliability of sensors [1, 2]. Figure 
1.1 shows a general multisensor fusion in a system. 
SYSTEM 
Fusion 
Fusion 
Fusion 
Sensor N 
Sensor I 
Sensor 2 
Sensor 3 
Data trans­
formation 
Sensor 
selection 
World 
model 
Hguie 1.1. General multi-sensor fusion in a system. 
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Since L. A. Zadeh [3] introduced fuzzy set theory in the 60's and Schnatter [4] pointed out 
the existence of another kind of uncertainty which can be described by fuzzy sets, fuzzy 
systems have been used in fields such as control systems, decision making problems, and data 
fusion. Fuzzy systems can describe the uncertainty due to the inaccuracy of the data 
measuring process. Most fuzzy systems for data fusion use if-then rules to fuse information. 
The rules depend heavily on expert knowledge and the application domain. 
This research focuses on combining sensor outputs using fuzzy sets to get an estimate of 
the true output. The expected output membership function (EOMF) method uses 
mathematical methods to fuse information instead of if-then rules. It uses possible fuzzy 
outputs and computes fusability measures that show interactions between fuzzy inputs and 
the fuzzy outputs. The fused output is based on these fusability measures. This method can 
be applied to both homogeneous and heterogeneous sensor systems. 
Objectives and Motivation 
The main objective is to develop a data fusion method that effectively combines 
information from different sensors. We use a fuzzy set based approach because fuzzy sets 
can model uncertainty well. Most existing fuzzy data fusion methods use fuzzy inference 
techniques that use if-then rules to fuse information [5-9]. However, it is often difficult to 
choose effective if -then rules. For example, a fiizzy rule might be : If X is A, then K is 5. A 
and B are multi-valued or fuzzy sets that contain members to some degree. Other fuzzy data 
fusion methods use the concept of compatibility instead of if-then rules [10-12]. 
Compatibility shows the degree to which data are reasonable to fuse. 
3 
Another motivation is to use possible fuzzy outputs in order to fuse data. The possible 
fuzzy output can be modeled by fuzzy sets based on the sensor and system characteristics. 
However, we do not know the most likely fuzzy output. When the possible fuzzy output is 
fixed at a position, there occur the intersections between the fuzzy inputs and the possible 
fuzzy output. The EOMF method creates a fuzzy confidence value by assessing the 
"fusability" of the data based on the intersections. The fusability measure is used for finding 
the most likely fuzzy output and the best estimate of the system output. 
Scope of the Dissertation 
This dissertation presents a new data fusion method using fuzzy sets. Chapter 2 gives 
some background on existing data fusion methods and discusses the strengths and 
weaknesses of each method. Chapter 3 provides the necessary fuzzy set background. 
Chapter 4 introduces the EOMF method for homogeneous sensor systems. This chapter also 
gives adaptive approaches to the EOMF method. Chapter 5 shows robustness of the fixed 
and adaptive EOMF methods. Chapter 6 shows an application of the EOMF method to 
platoons of smart cars under different noise conditions. Chapter 7 extends the EOMF 
method to heterogeneous sensor systems that measure the same quantities. Chapter 8 applies 
the EOMF method to fusion of nondestructive evaluation (NDE) images. Chapter 9 
discusses conclusions and future research topics. 
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CHAPTER 2. DATA FUSION METHODS 
Literature Review 
Most methods of multi-sensor data fusion make explicit assumptions concerning the 
nature of the sensory data. The most conunon assumptions include the use of a measurement 
model for each sensor that includes a statistically independent additive Gaussian noise and an 
assumption of statistical independence between the noise terms for each sensor. 
One of the simplest methods of data fusion is to take a weighted average of redundant data 
provided by a set of sensors and use this output as the fused value [13, 14]. The weights can 
be used to account for the differences in accuracy between sensors. While this method 
allows for real-time processing, it does not work well with very noisy data [13]. 
Conventional statistical methods can be used when the analytical relationship between 
input and output data is known. The Kalman filter is used in a number of multi-sensor 
systems when it is necessary to fiise dynamic redundant data in real-time. The filter uses the 
statistical characteristics of a measurement model to recursively determine estimates for the 
fused data. The Kalman filter provides statistically optimal estimates for the fused data if the 
system can be described as a linear model with white Gaussian noise [15-19]. 
Luo has developed a method for the fusion of redundant data using the maximum 
likelihood technique [20]. Using confidence measures and a relation matrix, the Luo method 
eliminates the sensor data that are likely to be in error. The remaining "consensus sensors" 
then calculate a fused output. However, since the fused output is obtained using an iterative 
process until the output converges, it can be computationally expensive. In addition, this 
5 
method is less effective as the number of the sensor decreases because it is difficult to find 
the consensus data from a few data. 
Random variation within the statistical framework is not the only uncertainty in a dynamic 
system. Another source of uncertainty is the inaccuracy of the data measuring process, 
which can be modeled by fuzzy sets [21]. Inaccuracy contains round-off error, reading error 
of measurements, and all kinds of human error. When only sampled input-output numerical 
data pairs are known, methods such as neural networks and fuzzy inference techniques work 
well for data fusion [21, 22]. The fuzzy inference technique, in general, contains the if-then 
rules instead of the mathematical fusion method to fuse information. Therefore, it is a very 
useful tool when the system can not be easily represented by precise mathematical 
expressions. However, these rules depend heavily on expert knowledge and the application 
domain. Sugeno proposed the concept of the fuzzy integral that is based on fuzzy measures 
[23, 24]. The fuzzy integral looks at how well an input matches a hypothesis and at the 
system's expectation of how the input supports the hypothesis. This method requires that the 
inputs can be represented as membership degrees. Sugeno's fuzzy integral has been used for 
multi-criteria optimization and computer vision [25-27]. 
Another approach is Yager's fuzzy data fusion method that uses a-level sets and the 
concept of compatibility. The compatibility function allows for the inclusion of 
considerations of whether values firom the observation space are reasonable to fuse or not. 
This method is difficult to apply since it does not mention how to fiizzify inputs and make 
compatibility fimctions [10]. 
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For the fusion of nondestructive evaluation (NDE) image data from a set of heterogeneous 
sensors, several methods are proposed. Sun et al. [29] use Q-transform to map the ultrasonic 
wave field to an equivalent diffusive field. However, this technique tends to be overly 
sensitive to noise in the measurements. Gros et al. [30] use Dempster-Shafer evidential 
reasoning to fuse statistical NDE measurement data. This method, however, requires a large 
amount of measurement data or a reasonable statistical distribution model of the data. Yim 
et al. [31] use a linear minimum mean squared error (LMMSE) technique to fuse the NDE 
images. In order to use this technique, the NDE images must be represented by a linear 
model with additive random noise. Song [32] use morphological methods to fuse ultrasonic 
and eddy current NDE images. This technique first reduces the speckle noise from the 
ultrasonic image using a morphological closing operation and then combines the speckle 
noise reduced binary image with the eddy current image using the AND operation. 
However, it is not easy to find the structuring element that is optimal in size. 
Weighted Average (WA) 
The weighted average method takes a weighted average of redundant data provided by a 
set of sensors as the fused output. The weighted average of n sensor measurement x, with 
weights 0 < w, < 1 is 
n 
(2.1) j=i 
where = 1. The weights can be used to account for the differences in accuracy between 
sensors. However, it is also not easy to determine the weights. While the WA method 
7 
allows for the real time processing, it does not work well for very noisy data because this 
method can not eliminate spurious measurements. 
Kaiman Filtering 
The Kaiman filter [14] is used in a number of multi-sensor systems to fuse dynamic 
redundant data in real-time. The filter uses the statistical characteristics of a measurement 
model to recursively determine estimates for the fused data. If the system can be described 
with a linear model and both the system and sensor error can be modeled as white Gaussian 
noise, the Kaiman Hlter provides statistically optimal estimates for the fused data [15, 16]. 
It is assumed that the random process to be estimated can be modeled in the form 
where x, 0, and w are the state vector, state transition matrix, and process noise vector. 
The measurement of the process occurs at discrete points in time in accordance with the 
linear relationship 
where z, H, and v are the measurement vector, measurement matrix, and measurement noise 
vector. The covariance matrices for the process noise, Wk and measurement noise, Vk are 
given by (assuming that noise samples are independent): 
Xk+l = (hXk + VVfc (2.2) 
Zk = + Vk (2.3) 
= Qk, i = k 
= 0,  i^k  (2.4) 
E[vkvh = Rky i - k 
= 0,  i^k  (2.5) 
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Enter prior estimate and 
i t s  e r r o r  c o v a r i a n c e  ( ) '  
Compute Kaiman gain; 
Update estimate: 
X k  =  +  K k U k  -  H k H )  
Predict next measurement: 
f k ^ r X  =  h ^ k ^ l  + Q k  
Connpute error covariance 
for updated estimate: 
Figure 2.1. Kaiman filter loop. 
Figure 2.1 shows the Kaiman filter loop [16] where 
/"t = £[(jct -xi, )(j:i - ^ j : Error covariance matrix 
Kk : Kaiman filter gain 
xt : Updated estimate 
jc; : Prior estimate. 
In the equations for the Kaiman filter, the inverse of the R matrix appears in both the 
Kaiman gain and error covariance expressions. If the measurement noise is colored, rather 
than white, it must be modeled with additional state variables. This leaves zero for the white 
component, and will not exist. One remedy would be to add a small white component 
9 
artificially, and then proceed on with the filter design using the usual equations. Bryson and 
Johansen [19] first presented a general solution to colored measurement noise problems. 
Maximum Likelihood (Luo's Method) 
The maximum likelihood (ML) technique finds the values of the parameters that 
maximize the likelihood (probability functions or joint density functions) of the observed 
sample [32]. That is, we choose 8 so that for any admissible value 0 
L{x\e)> Ux\0). (2.6) 
The determination of the form of the ML estimator becomes relatively simple in one general 
situation. If the likelihood function is a twice-differentiable function of B throughout its 
range, stationary values of the likelihood function within the admissible range of 9 will, if 
they exist, be given by roots of 
L\x\e)=^^ = Q. (2.7) 
do 
A sufficient condition that any of these stationary values, 0 be a local maximum is that 
£,"(jc|0)<O. (2.8) 
Durrant-Whyte [33] also used this method for data fusion. 
The main idea of Luo's data fusion algorithm is to first eliminate the sensor data which are 
likely to be in error and then use only the remaining "consensus sensors" to calculate a fused 
output [20]. In order to eliminate some faulty sensors, the confidence distance measure is 
calculated by 
10 
dij =2 f ' P f U f  x , ) P i ( X i ) d x  
 ^jr. 
-Jlnffi -Jlai 
/ \ (  X j  - X , .  
d j , ^ 2  f: P j ( x l  X j ) P j ( , X j ) d x  
•J^aj -JlcTj 
X j  - X i  
= 2A 
= 2B 
2 •* 
erfi0)=-f=\ e'^'dz 
-jTt •'0 
(2.9) 
(2.10) 
(2.11) 
where P,(jc) and PiiXj/xi) are the probability density function and conditional probability 
function. A is the area between sensor reading values x, and xj under probability density 
function P,(jc). B is the area between sensor reading values Xi and xj under probability density 
function Pjix). The confidence distance measures can be described in a matrix format: 
D = ^21 ^22 
^\m 
^2m 
(2.12) 
In order to determine the corresponding relationships of the sensors to one another, a 
relation matrix is created by thresholding the distance matrices by some empirically found 
values. The relation matrix is defmed as 
R = 
ni nz "• nn 
'21 '22 
^nl ^m2 'mm 
(2.13) 
where nj is the threshold value of dy, and 
r-; =• 1, if dij < threshold 
0, dfj > threshold. (2.14) 
Based on the relation matrix, the data in error are eliminated. 
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To find the fused output, the maximum likelihood method maximizes the total probability 
of the consensus sensors using the total probability function 
where P(jc,) and Piidfxi) are the probability density function and the conditional probability 
function. In order to determine the optimal fused data value, the derivative of equation 
(2.15) is taken with respect to theta (0), and set it to zero. 
Figure 2.2 shows a functional block diagram of the method. This method gives a 
different approach to data fusion within the conventional statistical framework. However, 
since the fused output is obtained using an iterative process until the output converges, it can 
be computationally intense. In addition, this method is less effective as the number of 
sensors decreases since the fused output is calculated using only the remaining consensus 
data. 
n  
(2.15) 
sensor 
data Confidence 
distance 
measure 
Relation 
matrix 
consensus 
sensor 
data Fused 
output ( Distance 
matrix ) 
Maximum 
likelihood 
method 
Threshold 
Figure 2.2. Functional block diagram of the Luo method. 
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Fuzzy Inference Rules 
Fuzzy logic is a type of multiple valued logic [6]. It allows the uncertainty in multi-
sensor fusion to be directly represented in the fusion process by allowing each proposition to 
be assigned a real number from 0 to 1 to indicate its degree of truth. If-then rules are used 
for fusion of the fuzzy data [7, 8]. This rule-based approach is a very useful tool for data 
fusion when the system can not be easily represented by precise mathematical expressions. 
In general, the fuzzy rules are made by either experts or learning methods. 
For example, consider a data fusion process having two inputs such as the intensity image 
xi and the normal image X2. Abdulghafour [9] used three fuzzy sets for each input such as I) 
weak edge (WE), 2) moderate edge (MO), and 3) strong edge (ST). In order to fuse inputs, 
he used if-then rules shown in Table 2.1. For instance, one of the fuzzy logic rules is that "if 
Xi is a strong edge and X2 is a weak edge, then the fused output, y is a moderate edge". 
Table 2.1. Fuzzy inference rule base. 
X i 
X l  W E  M O  S T  
W E  W E  M O  S T  
M O  M O  M O  S T  
S T  M O  S T  S T  
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Fuzzy Integral 
Since fuzzy integrals can cover a wide range of aggregation operators of the averaging 
type and represent a certain kind of interaction between criteria [24], they are used in multi-
criteria decision making [25], computer vision [26], pattern recognition [27], and element 
selection from a fuzzy subset [28]. The fuzzy integral is a nonlinear functional that is 
defined with respect to a fuzzy measure. The fuzzy integral introduced by Sugeno [23] and 
fuzzy measures provide a useful way for data fusion. Fuzzy measures are the generalization 
of classical measures. 
Definition: Assume is a finite set of elements. A set function g (g: 2^ [0,1]) that has 
the following properties is called a fuzzy measure: 
1 )g (0 )=0 ,  8{X)  =  \ .  
2)If>lcfl,then^(A)<g(S). 
Definition: Assume is a finite set. Let A be a fuzzy subset of X, which is a mapping such 
that h:X-^ [0,1 ]. Let g be a fuzzy measure on X. The fuzzy integral over X of the function 
h with respect to the fiizzy measure g is denoted by 
H x ) o  g ( » )  = m^x|^imn(/i(x))A . (2.16) 
The fuzzy integral looks at how well an input matches a hypothesis and at the system's 
expectation of how the input supports the hypothesis. This method requires the degree of 
importance of the inputs to the final estimate. While this method is useful when the system 
can not be represented by mathematical expressions, it is not easy to get the fuzzy measures 
of the input subsets. 
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Yager's Method 
Fuzzy sets deal with inexact, incomplete, or uncertain quantities. Real-world problems 
require general settings that precise mathematics with its usual ideal assumptions is unable to 
handle. Yager uses the a-cut of the fuzzy sets and the concept of compatibility [10, 12]. 
Yager's method has six steps to get the fused output. Let's Ai, A2, An be fuzzy inputs 
and B = F(Ai, A2, A„) be an aggregated fuzzy set where F is a fusion function. 
1) For any a e [0, I], obtain the a -level set of A, by for the /th fuzzy input. 
The a -level set of A, is the set of values having membership grade of at least a in A,. 
2) Find a„* = max [a,J and b^* = min [bij. 
i=l,n i=l,n 
3) Find £/„* = inf{x | R(a^*, x) > a} and V„* = sup{x | /i(b^* , x) > a) using the given 
compatibility function /?(•). 
4) Find , the maximum a -level set of B using two inequalities, < bi^ and Vj* > 
a,^ for all fuzzy inputs. 
5) Find B^ = [d^, ej for the value of a ranging from zero to a,^ where 
J _ Sla'^S2oc'^"^Sna _ ^la 
^ ft ^  rr 
"ncr 
"a > 
n n 
(2.17) 
&a = fe  i  fkcAb  I  ( 2 .18 )  [^^ar if tf 
6) Find the fused output, which corresponds to the point with maximum membership 
degree. 
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This method gives the degree of conflict between inputs in addition to the fused output 
with low computational complexity. However, Yager method is difficult to apply since it 
does not mention how to fuzzify the inputs and make compatibility functions. 
Linear Minimum Mean Squared Error (LMMSE) Filtering 
This method assumes that the measured data can be represented as a linear model with 
additive random noise. It combines linearly the noise versions of the images in a manner and 
then minimizes the energy in the error image in the least MSE sense [31]. Figure 2.3 shows 
a block diagram of the LMMSE filter for N inputs where sit) and s(t) denote the input and 
output signals of the LMMSE filter, respectively. The variables yjit), n/r), Hjieo) and 
Gj(cu) denote the degraded signal, the additive noise, the input image, the transfer function 
of the degradation process, and the transfer function of desired restoration filter at yth stage, 
respectively, where 1 <y < iV and N denotes the total number of inputs. 
The original signal s(t) undergoes N different degradation process, hjit), to generate yjO), 
yj(t)^hjit)*sit) (2.19) 
The inputs to the each restoration filter are given by 
= yjit) + n/f) = hjit) * sit) + njit) (2.20) 
The restored signal s(t) is 
^(O = |;g,(O*Xi(0 (2.21) 
i=l 
The MSE is minimized if j-/ (1 ^ N) satisfies the orthogonality condition. Under the 
assumption that ^ (r) and n/r) are not correlated and the system has a symmetric spectrum H{s) 
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= H(-s), a multiple input LMMSE filter can be designed using the spectra of the degraded 
signals together with the original signal and noise spectra. 
Gj{s)  =  
^S . (^ ) (S , /S ) -S , /S ) )  
N  5  ( _ y )  for ]. <j<M (2.22) 
In case of two inputs, using the spectra of the acquired data instead of transfer function 
associated with degradations, Gjico) can be derived by 
r (ci),,a)^) = -^ ' ' fori</< 
- S„^ (<y, ,a>,) + S„^ (fy„fi>2)£ 
^5. (G/i.tt;,) 
(2.23) 
where 5j(ftJi,£y2)' (^^1.^02) denote the power spectra of s{m, n), xjim, 
n), and rijim, n), respectively. However, it is often not easy in practice to obtain the transfer 
function associated with the degradation process and noise spectra. 
Signal Fusion 
S(0 
Figure 2.3. Block diagram of the LMMSE filtering. 
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Morphological Data Fusion Method 
Song [32] proposed a data fusion algorithm using morphology and applied this algorithm 
to the NDE images. This algorithm uses a morphological closing operation to obtain an 
outline of the defect from the speckle noise reduced ultrasonic image. Then, it combines the 
speckle noise reduced ultrasonic image with the eddy current image using the AND 
operation. Figure 2.4 shows a block diagram of the Song's morphological data fusion 
algorithm. K(m, n) and n) denote the speckle noise reduced and fused images. Skim, 
n) denotes the kth structuring element in a family of structuring elements of different sizes. 
It thresholds the preprocessed ultrasonic image to obtain a binary image and estimates the 
structuring element size by examining the granulometric size (density) distribution obtained 
by iterative closing operations. The optimal size of the structuring element can be 
determined by looking for abrupt transitions in the granulometric size distribution. After 
identifying the appropriate stmcturing element size Spim, n), binary closing operations are 
performed to restore the defect regions. Finally, the gray levels of the fused image on the 
defect regions are the average values of the gray levels of the eddy current and the speckle 
noise reduced binary images. For the background level in the fused image, the highest gray 
level in the eddy current image is chosen. 
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Sp(m,n)  
AND 
Operation max(Y) 
Binary Closing 
Operation 
(Defect Domain 
Restoration) 
Generation of 
Granulometric 
Size Distribution 
Using Closing 
Operation 
Figure 2.4. Block diagram of the morphological data fusion algorithm. 
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CHAPTER 3. FUZZY SETS, FUZZIFICATION, AND 
DEFUZZIFICATION 
Fuzzy Sets and Fuzzification 
A fuzzy set is characterized by a membership function that takes on values in the interval 
[0, 11. A fuzzy set is a generalization of a crisp set whose membership function only takes 
on two values, zero or one. 
Definition-. If X is a collection of objects denoted by x, then a Juzq> set A in X is a set of 
ordered pairs [33]: 
is called the membership function of -c in A that maps X to the membership space. 
This gives the mapping: 
The range of the membership function is a subset of the nonnegative real numbers whose 
supremum is finite. Elements with a zero degree of membership are normally not listed. 
The most commonly used shapes for membership fimctions are triangular, trapezoidal, 
piecewise linear, and Gaussian. Membership fimctions are arbitrarily chosen by the user's 
experience or designed using optimization procedures [34,35]. 
Definition: The support of a fiizzy set A is the set of all jceX such that > 0 [33]. 
The core of a fuzzy set A is the set of all xbX such that = I [34]. The element x in X 
(3.1) 
[0,1]. (3.2) 
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at which = 0.5 is called the crossover point [34]. A fuzzy set whose support is a 
single point in X with = 1, is called afiizzy singleton [34]. 
Definition: The set of elements that belong to the fuzzy set A at least to the degree a is 
called the a -level set [33]: 
Definition: A fuzzy set A is convex [33] if 
+ (I - >i)j:2) S niin|//-(xi),/z^(*2)}. Xi,X2 ^ X, A e [0,1]. (3.4) 
Alternatively, a fuzzy set is convex if all a -level sets are convex. 
Definition: A fuzzy set A is called normal if there exists at least one element jceX such that 
^-(x) = 1. A fuzzy set that is not normal is called subnormal [34]. 
The fiizzifier maps a crisp point xs X into a fuzzy set A in X. The singleton fuzzifier is 
widely used in which A is a fuzzy singleton with support x  if (x )  = 1 for jr = J and 
=0 for all other xt^x. Singleton fuzzification may not be adequate when data is 
corrupted by measurement noise [34]. Non-singleton fiizzification provides a means for 
handl ing  uncer ta in t ies .  A  non-s ing le ton  fuzz i f ie r  i s  one  for  which  =1  and  (x )  
decreases from unity as x moves away from x. Membership functions for non-singleton 
fuzzification can be Gaussian, triangular and trapezoidal. The purpose of the fuzzification 
function is to map input data into membership degrees. One of the disadvantages of the 
fiizzy set theory is that it is not always clear how to construct reasonable membership 
fimctions [36]. 
(3.3) 
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Defuzzification 
Defiizzification converts the fuzzy output to a crisp output. A number of defuzzification 
methods have been proposed [37,38]. 
1) Maximum Defuzzification'. This method chooses as its output the value of y for which 
is a maximum. 
7  =  max( / / ; j ( y ) )  (3 .5 )  
2) Mean of Maxima Defuzzification: It first determines the values of y for which /^^(y) is a 
maximum. It then computes the mean of these values as its output. If the maximum value 
of only occurs at a single point, then this method reduces to the maximum 
defuzzification method. 
y = mea/i[max(ya - (y))] (3.6) 
3) Center of Gravity Defuzzification: It uses as the output the center of gravity of A : 
\ , y f ^x iy )dy  
7 = ^-^^ (3.7) 
where / denotes the support of /^^(y). For the discrete case, summations are used instead of 
integrals: 
I  
y=—i (3.8) 
^1 
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This method is usually difficult to compute [34]. 
The criteria for the choice of defuzzification methods can be monotonicity, linearity, 
implementation effort, and computational simplicity [39]. The EOMF algorithm uses the 
mean of maxima and the center of gravity methods for the defuzzification process. 
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CHAPTER 4. EOMF METHOD FOR DATA FUSION 
This chapter gives the details of the EOMF method for generalized sensor systems. A 
simple example illustrates the EOMF method. Adaptive rules for the support lengths of the 
fuzzified inputs and the EOMF are introduced. 
Basic Concept 
The EOMF method uses a fuzzy output set and the fusability measures to estimate the 
output of multiple sensors. The EOMF or the fuzzy output set moves through the input data. 
Fusability measures are computed using the intersection degrees of the EOMF with the 
fuzzified inputs. The main idea of this method is that if the fusability measure is large, then 
the position of the EOMF is more likely. The schematic diagram of the proposed data fusion 
method is shown in Figure 4.1. This approach has five parts: fuzzification, EOMF set-up, 
fusion, defuzzification, and aggregation [40-42]. 
1) Fuzzification (fuzzifier)'. Fuzzification transforms crisp inputs from sensors into fuzzy 
data by assigning fuzzy membership functions to the inputs [43]. The lengths of the core 
and support of the membership function come from the inputs and the sensor characteristics. 
2) Set-up of the EOMF: The EOMF is a fiizzy output set. The width of the EOMF depends 
on the fuzzy input sets, system characteristics, and subjective criteria. 
3) Fusion (fuser): Fusion calculates the fusability measure. The fusability measure 
assesses the likelihood of a given fused output. The fusability measure uses the membership 
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degrees of the intersections of the EOMF with the fuzzified inputs. This measure is 
calculated at discrete positions of the EOMF. 
4) Defuzzification (defuzzifier): Defuzzification finds the most likely position of the EOMF. 
Possible defuzzification methods include the mean of maxima (MOM) and the center of 
gravity (COG). If the MOM method is used, then the most likely position of the EOMF 
occurs at the maximum value of the fusability measure unless these are multiple maximum 
values. When the COG method is used, the most likely position occurs at the centroid of the 
fusability measure. 
5) Aggregation (aggregator)-. Aggregation finds the fused output based on the fuzzified 
inputs and the most likely EOMF. The fused output is the weighted average value of the 
intersections of the most likely EOMF with the fuzzified inputs. 
Inputs 
Fuzzified inputs 
Most 
likely 
EOMF 
Fusability 
measure. Output Fuser 
EOMF 
Defuzzifier Aggregator 
Fuzzifier 
Figure 4.1. Schematic diagram of the EOMF method. 
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The EOMF method can be expressed by an equation as shown below. X is a finite set that 
defines the range of the sensors, Fk is the base of the ^ fiizziHed input such that Fk c X, and 
N is the number of sensors. Let g be a mapping such that g: jc e X [0, 1]. 
EOMF(X) o g(X) = EOMF{Pm) ® g(X) 
= EOMF 
N 
Dejuzl {}(EOMF{x) ® g(F,)) 
xe* J 
®gm (4.1) 
where Pm 
giFk) 
EOMFix) 
EOMF{x)®g{Ft) 
(}{EOMF{x)® g{F, ) )  
The most likely position of the EOMF, 
Fuzzification, 
Expected output membership function. 
Maximum intersection of the EOMF with Ft, 
: Fusion of the intersection degrees, 
U {E0MF{ x) ® ^(Ft)) [ • Defiizzification of the flisability measures, 
xtX [t.l J 
EOMF(PM)®g{X)  : Aggregation. 
We will illustrate this method with an example of a muM-sensor system. 
Example 
Consider a system that has three identical sensors. The output of each sensor is the 
estimated distance (in meters) at a certain time, such as dziO, and dsit). Li this 
example, di(t) = 6m, dzit) = 9m, and dz(t) = 20m. Here, dzit) can be considered an outlier. 
Each input is fuzzified using a trapezoidal function centered at di with an upper width of 
2m and a lower width of 6m. In real-world situations, this function ^vould be based on a 
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sensor noise model. Since the sensors are assumed to have the same accuracy, all three 
fuzzified inputs are the same size, as Figure 4.2 shows. 
To decrease the computational complexity, we assume that the shape of the EOMF is 
triangular and isosceles [44], This means that the base of the triangle fully defines the 
EOMF. The base width varies with system characteristics and subjective criteria for the 
acceptable data range. For example, if inputs are dispersed, the base is wide. If inputs are 
compact, it is narrow. The EOMF does not have to cover all of the inputs. 
The EOMF sets are: 
EOMF{P)  =  
1 
0 
- ( jr- (P-£))  
( x - (P+S) )  - 1  
0 
X < P - E 
P - E < x < P  
P < X < P+ E 
P  +  E < x  
(4.2) 
where P is the position of the EOMF and E is the half-width of the base of the EOMF. In 
this case, E=lmas shown in Figure 4.3. 
membership 
degree 
17 20 23 distance 
Figure 4.2. Fuzzified inputs. 
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membership 
;ree 
h 14 distance 
Figure 4.3. Expected output membership function (EOMF). E = Im. 
To calculate the fusability measure, we need to detennine the universe of the fuzzified 
inputs, the range of the EOMF, and the fusion operator. Based on Figure 4.2, the fuzzified 
inputs range from 3 to 23 meters. The range of the EOMF will be from (3-£) to (23+£). 
We use the average operator to fuse the membership degrees of the intersections of the 
EOMF with the inputs. 
For example, set P = 13 for the EOMF. That is E0MF{\3). Figure 4.4 shows three 
intersection points A = 8.33m, B = 10.67m, C = n.67m and the corresponding membership 
degrees, £OMF(13)®g(Fi) = mi - 0.3333, £OMF(13)®g(F2) = m2 = 0.6667, 
£0MF(13)®5(F3) = =0.3333. 
Using the average operator, we calculate the fusability measure (/^) for the E0MF(13): 
U(£0AfF(13)® S(F.)) =M13) = ^((0333l-a6W7-l-tt3333)^p^3 
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membership 
degree 
mi 
ms 
0 3 6 9 12 13 17 20 23 distance 
Figure 4.4. Fuzzy inputs and the EOMF. A, B, and C show the intersections of the EOMF 
with the fuzzified input sets, Fu Fz, and F^. mi, ma, and ma show the 
membership degrees of the intersection points. 
We repeat this process at discrete intervals to find the best position of the EOMF. These 
results are shown in Figure 4.5. 
If the MOM defuzzification method is used, the most likely position of the EOMF occurs 
at the mean value of the maximum fiisability measures. The maximum fusability measure is 
within the EOMF range, (3-£, 23+£). The most likely position is 
The fused output is the aggregation of points A and B as shown in Figure 4.6. The fused 
output is the weighted average of the intersection points of the most likely EOMF with the 
fuzzified inputs. The fused output is 
mean i (£OMF(x)0 5(F4,))[ =Pm =7.56 (meters). (4.4) 
EOAfF(PM)©g(X) = (A-hg+C) (7i2444-7S022-hO.O) = 7.5133 (meters). (4.5) 
3 
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maximum degree 0.9 0.6296 
0.8 maximum point 7.56 
0.7 
S 
0.6 
0.5 
0.4 3 U. 
0.3 
0.2 
0.1 
20 25 30 35 40 •10 
EOMF position 
Figure 4.5. Fusability measures for all the possible EOMF positions. The most likely 
position of the EOMF occurs at the mean value of the maximum fusability 
measure. 
membership 
degree 
I 
0 23 data range 
Kgure 4.6. Fuzzified inputs and the most likely EOMF. 
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Fixed and Adaptive EOMF Metliods 
The EOMF method can be implemented with different fuzzification, fusion, and 
defuzziflcation methods. This discussion assumes that the fuzzified inputs and the EOMF 
are triangular and isosceles to reduce computational complexity. The bases of the triangular 
sets can be fixed or adaptive. It is assumed that all of the sensors are homogeneous. 
1) Calculation of input support length: One method of selecting the support length of each 
fuzzified input is to make it proportional to its statistical variance ( (T/^ ) when the sensor 
noise is modeled as a Gaussian distribution. If a sensor is accurate, the fuzzified inputs to 
the data fusion systenm are narrow. If a sensor is not accurate, the fuzzified inputs are wide. 
This technique usually works well because the variance value reflects the noise distribution. 
However, an individual measurement can deviate widely from the true value even in accurate 
sensors. In order to help deal with occasional bad or noisy measurements, we apply an 
adaptive method using the variation (v,), which is defined as the absolute difference between 
the incoming input and the previous fused output: 
where x, and y, are inputs and outputs at time t, respectively. If the variation v, is large, then 
the support length of the fuzzified input is wide. If the variation is small, then the input 
support length is narrow. 
(4.6) 
Support length of the kth fuzzified input = Cp x <7^^ (Fixed) (4.7) 
CpXfT j t  xmax  ( v , ) ^ .  (Adaptive) (4.8) 
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The proportionality constant Cp indicates how much input deviation is acceptable. 
Equation (4.8) can avoid the case that v, is zero or very small. 
2) Support length of the EOMF: The width of the EOMF depends on the inputs and/or their 
variances. One method for computing the EOMF support length is the weighted average of 
the variance values. Figure 4.7 shows cases where the EOMF is too narrow (case 1) or too 
wide (case 2). If the EOMF support length is the entire input range at time f, then these 
problems can be avoided. However, when there are some outliers in the inputs, the entire 
input range is not good for the EOMF size. For this case, a narrow size such as the distance 
between two closest inputs at time t can be useful for the EOMF support length. 
Support length of the EOMF = Ce x S (Jj^ (Fixed) (4.9) 
CeX \iCmax-Xmii\ at time t (Adaptive) (4.10) 
= Cf X distance between two closest 
inputs at time t (Adaptive) (4.11) 
Here, Xmax and Xmin are the maximum and minimum input values. The proportionality 
constant Ce indicates how much deviation of the fused output is acceptable. The weights 
are calculated using the variance values as follows: 
1 
=irV 
7=1 
Equations (4.9), (4.10), and (4.11) can be used for both homogeneous and heterogeneous 
sensors. 
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^ : Inputs 
A :EOMF 
^ : Inputs 
A : EOMF 
(a) (b) 
Figure 4.7. EOMF size, (a) Narrow EOMF (Case 1). (b) Wide EOMF (Case 2). 
3) Calculation offusability measures: The weighted average and product operators can be 
used for fusion of the membership degrees of the intersections of the fuzzified inputs with the 
EOMF at different positions. The weighted average and product operators are defined as 
follows: 
where rrik are membership degrees of the intersections and weights Wk are calculated as in 
equation (4.12). The weights allow the input from an accurate sensor to be weighted higher 
than the input from an inaccurate sensor. 
4) Defuzzification method for fusability measures: This paper uses two types of 
defiizzification, the center of gravity (COG) and mean of maxima (MOM) methods: 
N 
Am (4.13) 
N 
Mpr =11'"* (4.14) 
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N 
COG{X) = ^  (4.15) 
k=i 
MOMi X)  = mean max Uvixt) 
LlSitSAT . 
(4.16) 
where Xk are elements of the set K and f^x^^k) is the corresponding fusability measure to the 
element Xk- N is the number of sensors. 
5) Aggregation operator for the intersections: The weighted average operator is used for 
the maximum intersections of the most likely EOMF with the fuzzified inputs; 
ywA=^Wklk  (4.17) 
t=i 
where Ik is the maximum intersection of the EOMF with the kxh fuzzified input and weights 
Wk are calculated as in equation (4.12). 
Table 4.1 summarizes ail parameters and methods. 
Effects of the Parameters 
The choice of operators and methods in the EOMF method depends on input distribution, 
sensors, and system characteristics. 
1) For input fuzzification, when the inputs are inaccurate, the proportional constant Cp for 
the support lengths of the fuzzified inputs must be large so that the fuzzified inputs can cover 
the true input values. When the inputs are accurate, the proportional constant can be small. 
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Table 4.1. Parameters and methods in the EOMF method. 
Case Fixed case Adaptive case 
Input fuzzification Cpx a l  
Eq.(4.7) 
( 1 "l C/r X( j ^ 2  xmax  ( v , ) ^ ,  —  
V ^F j  
Eq.(4.8) 
EOMF set-up CEXlwkO -k 
Eq.(4.9) 
CeX input range at time t 
Eq.(4.10)orEq.(4.11) 
Fusion operator flWA or M p r  
Eq.(4.13) orEq.(4.14) 
f^WA or M' p r  
Eq.(4.13)orEq.(4.14) 
Defuzzification COG ox MOM 
Eq.(4.15)orEq.(4.16) 
COG ox MOM 
Eq.(4.15) orEq.(4.16) 
Aggregation operator N 
k=l 
N 
kA 
2) For the EOMF size, when the inputs are dispersed, the proportional constant Ce must be 
large so that the EOMF can cover the inputs. However, the EOMF does not need to cover all 
the inputs because some of the inputs can be outliers. When the inputs are compact, the 
proportional constant can be small. 
3) For the fusion process, when the product operator is used, the fusability measure can be 
obtained only when the EOMF intersects all of the inputs. Therefore, for the reliable 
sensors, the product operator can be useful. For the weighted average operator, the fusability 
measure can be obtained without intersecting all of the inputs. Therefore, the weighted 
average operator can be useful when the sensors are not equally reliable and there are some 
outliers in the inputs. 
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4) For the defiizzification process, when all of the inputs are reliable, the COG 
defiizzification method can be useful because the COG defiizzified output depends mainly on 
the input distribution. However, this defiizzification makes the most likely EOMF position 
have a bias toward the input that has the large support length. For the MOM method, the 
defiizzified output depends on not only the input distribution but also the support length of 
the EOMF. When the EOMF size is narrow, the defiizzified output can be between two 
closest reliable inputs. Therefore, the MOM method can be useful when there are some 
outliers in the inputs. 
Example 
In order to investigate the effects of different constants, Cf and Ce, and the different 
methods for fiision and defiizzification, consider a system that has three homogeneous 
sensors measuring the relative distance. Each sensor uses 500 inputs with additive 
uncorrelated Gaussian noise. 
Increment S is defined as the change of the true relative distance per sample interval. The 
adaptive EOMF method is used. Ce ranges firom 1 to 2. If Ce is below 1, the EOMF may 
not intersect all of the fiizzified inputs and the fusability measure can not be calculated. 
Tables 4.2 and 4.3 give the smallest MSE values for the pairs of the given Ce and the best 
corresponding Ce for the adaptive EOMF method with the product fiision operator and the 
COG defiizzification when increment 5 = 0 and 5=1, respectively. When CE - I. both 
tables show better performance than the other Ce values for the most variance sets. We can 
pick 1.0 for Ce due to better performance and computational efficiency. The value 1.0 of Ce 
means that the support length of the EOMF corresponds to the input range at time t. 
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Tables 4.4 and 4.5 show smallest MSE values and the best corresponding Cf, respectively 
for the adaptive EOMF method with the Average/COG, Product/MOM, and Average/MOM 
se t s .  He r e ,  C£= l .  
Based on Tables 4.2, 4,3, and 4,4, the Product/COG set shows the best performance. 
Figures 4.8 and 4.9 show the plots of proportionality constant Cf versus Ce for the adaptive 
EOMF method with the E*roduct/COG set when increment S = 0 and 5=1, respectively. As 
Ce increases, Cf also increases. 
Table 4.2. Smallest MSE values with respect to CE when 5 = 0. The adaptive 
EOMF method with the Product/COG set is used. 
Coefl icient (CE) 1.0 1.2 1.4 1.6 1.8 2.0 
Variance 
for each 
sensor 
0.05/0.10/0.40 0.0205 0.0204 0.0203 0.0202 0.0201 0.0201 
0,10/0.10/0.30 0.0255 0.0256 0.0256 0.0257 0.0257 0.0257 
0.05/0.15/0.25 0.0202 0.0202 0.0202 0.0201 0.0201 0.0201 
0.10/0.20/0.30 0.0317 0.0320 0,0321 0.0320 0.0320 0.0320 
0.25/0.35/0.45 0.0629 0.0637 0.0640 0.0642 0.0643 0.0643 
Table 4.3. Smallest MSE values with respect to Ce when 5=1. The adaptive 
EOMF method with the Product/COG set is used. 
Coefficient (CE) 1,0 1.2 1.4 1,6 1.8 2,0 
Variance 
for each 
sensor 
0.05/0.10/0.40 0.0259 0.0260 0.0261 0.0262 0.0263 0.0264 
0.10/0.10/0.30 0.0358 0.0359 0.0363 0.0362 0.0364 0.0364 
0,05/0.15/0,25 0.0270 0.0273 0,0273 0,0274 0.0276 0.0276 
0.10/0.20/0.30 0.0449 0.0448 0.0452 0,0451 0.0454 0.0457 
0.25/0.35/0.45 0.0906 0.0919 0.0919 0.0918 0.0922 0.0925 
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Table 4.4. Smallest MSE values for different method sets when Ce = 1. 
Avg and Pr stand for average and product, respectively. 
Method set Av;?/C0G PrIU lOM Avj?/M0M 
Increment (5) 5 = 0 5 = 1  5 = 0 5 = 1  5 = 0 5 = 1  
Variance 
for each 
sensor 
0.05/0.10/0.40 0.0605 0.0605 0.0321 0.0377 0.0300 0.0347 
0.10/0.10/0.30 0.0561 0.0562 0.0412 0.0495 0.0364 0.0436 
0.05/0.15/0.25 0.0502 0.0502 0.0336 0.0407 0.0328 0.0356 
0.10/0.20/0.30 0.0674 0.0675 0.0487 0.0632 0.0444 0.0511 
0.25/0.35/0.45 0.1186 0.1425 0.0926 0.1219 0.0915 0.1060 
Table 4.5. The best corresponding Cp for different method sets when Ce- I. 
Avg and Pr stand for average and product, respectively. 
Method set Avj?/C0G PrIU lOM Av;?/MOM 
Increment (5) 5 = 0 5 = 1  5 = 0 5 = 1  II o 5 = 1  
Variance 
for each 
sensor 
0.05/0.10/0.40 1.0 1.0 11.0 9.0 8.0 3.0 
0.10/0.10/0.30 2.0 1.0 15.0 5.0 7.0 4.0 
0.05/0.15/0.25 1.0 1.0 13.0 8.0 6.0 5.0 
0.10/0.20/0.30 2.0 1.0 9.0 7.0 6.0 4.0 
0.25/0.35/0.45 1.0 2.0 8.0 5.0 5.0 3.0 
In order to find the best corresponding values of Ci (variation) and Cf (input fuzzificadon) 
when Cf = 1, we consider 15 different sets of sensor variances. Figures 4.10 and 4.11 show 
the plots of Ci versus S and Cp vereus S when the adaptive EOMF used the Product/COG set. 
When 5 = 0, Ci = 0. A.s 5 increases, Ci also increases up to 1.0. For most cases, as S 
increases, Cf approaches 4. When 5 = 0, Cp approaches 14 for reliable sensor sets and 6 for 
unreliable sensor sets. 
38 
60i r-
50-
I I 
Cl 
^40|-
;3o-
r2o* 
10 ' 
X 861(0.05/0.15/0.25) 
P 861(0.10/0.10/0.30) 
• 861(0.10/0.20/0.30) 
or ^ * 
r " 
. ^  -M 861(0.25/0.35/0.45) 
1.2 1.4 1.6 1.8 2 2.2 2.4 2.6 2.8 
Proportionality cortstant (CE) 
Figure 4.8. Plot of proportionality constants CF versus when 5 = 0. The adaptive 
EOMF method used Product/COG defuzzification set. 
10 -
9 -
8 -
R  7 -0 
1  ® "  
£ 5 • 
t 3-
2 -
1 -
0 -
«; sat(0.10/0^(V0.30) 
F 0: set(0.1(V0.10/0.30) 
' X: 9at(0.05n>.15ra^ 
- - p - - - f r - f  •: mI(0^0.3S/0.45) 
/ / / / 
/ f f t 
t i t  t  f t t t t t f t 
2 2^ 
PiopoitkmalHy constant (CE) 
Figure 4.9. Plot of proportionality constants C/R versus C^when 5=1. The adaptive 
EOMF method used Product/COG defiizzification set. 
39 
^0.8 
kO.S 
?0.4 
0.2 
1 
• 
• —
1 
\ 
1 
- » — — * +• + •  
,+• 
/ V t 'if *' / / 
• / 
, / 
. 
r /  f ' 1 1 X : set (0.05/0.05/0.05) 
: ^  
/ / 
. t / 
' / 
r 
0 : set (0.10/0.1S/0J20) 
+ : set (0.20/0.25/0.35) -
0.2 0.4 0.6 0.8 
Increment (S) 
Figure 4.10. Plot of proportionality constant (C/) versus increment (5). 
The adaptive EOMF method used Product/COG set. 
IS 
14 
12 (T o 
• 1 0  
•8-2 
-: set(0.0s/0.0s/0.05) 
x;set(O.OS/0.1Q/0.15) 
0; set(0.10/0.10/0.2S) 
+ :set(0.1(y0.20/0.30) 
•:set<0.2S/0.3Sn>.4S) 
0.2 0.4 as 
Increment (S) 
0.8 
Figure 4.11. Plot of proportionality constant (C^) versus increment (5). 
The adaptive EOMF method used Product/COG set. 
40 
CHAPTER 5. ROBUSTNESS OF THE EOMF METHOD 
In order to be robust, the EOMF method should meet the following two requirements [45]: 
1) Small changes in the inputs should affect the fused output by a small amount, and 
2) Large changes in the inputs should not cause a catastrophe. 
The properties of the fusion operator, the defuzzification method, and adaptive rules for 
the fiizzy set size affect the robustness of the EOMF method. Average and product 
operators in equations (4.13) and (4.14) are used for the fusion process. COG and MOM 
methods in equations (4.15) and (4.16) are used for defuzzification of the fusability 
measures. There are three adaptive rules, such as the variation equation (4.6) for the input 
fuzzification, the entire input range in equation (4.10), and distance between two closest 
inputs in equation (4.11) for the EOMF size. 
In order to analyze the effect of outliers on the outputs, it is assumed that 
1) The sensors are homogeneous and identical, 
2) All of the fuzzy sets for inputs and the EOMF are unimodal and radially symmetric with 
finite support lengths, for example, triangle or truncated Gaussian, 
3) Inputs are ordered such as <x2^x-i<'-<xi^, 
4) There is only one outlier out of N inputs, and 
5) The outlier jc/v is located at the rightmost place. 
Based on the assumptions, the sensors have identical variance values, a , and the same 
weight. 
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Effects of the Fusion Operator 
For the product operator, non-zero fusability measures are obtained only when the EOMF 
intersects all the inputs. Therefore, the half support length of the EOMF must be greater 
than d in Figure 5.1. In general, when an outlier occurs, it influences the fused output. 
When the outlier is far away fi-om the inliers, the fused output can be far away from the 
inliers. Therefore, the product operator can violate the second requirement for robustness. 
However, if the support length of the outlier is wide due to the adaptive rule in equation 
(4.8), then the most likely EOMF position moves towards the inliers. Therefore, for the 
product fusion operator, while the fixed EOMF method is not robust, the adaptive EOMF 
method can be robust. 
For the average operator, non-zero fusability measures are obtained when the EOMF 
intersects at least one input. In general, when the outlier is far away from the inliers, the 
most likely EOMF position can occurs at the point where the EOMF does not intersect the 
outlier. Therefore, the average operator is a candidate for the fusion process. 
A: Inputs 
A : E O M F  
XI xi .ri 
d F 
Figure 5.1. Minimum EOMF size for the product fusion operator. 
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Fixed EOMF Method with Average Fusion Operator 
The support length of the fuzzified input is calculated by equation (4.7). It is assumed 
that all of the fuzzified inputs have the same support length. The half support length of the 
fuzzified input, F is given by 
F = • (5.2) 
The EOMF size is calculated by equation (4.9) and the half support length of the EOMF, 
E is given by 
£ = C5.3) 
For the average fusion operator, the fiisability measure can be calculated by 
N ^ N 
(5.4) 
«=i ^ f=i 
1 ^ 
iMwA)p+AP ~T7S )P+AP (5-5) 
1=1 
1 ^ 
^f^WA -(-Mm )/'+AP ~(M w a ) p  = 77X(('"«• ~(^i)p)- (5.6) 
^ j=i 
Here, (m,)p is the intersection degree of the EOMF at the location p with the ith fuzzified 
input 
MOM defuzzification 
The maximum fiisability measure occurs when = 0 in equation (5.6). If the 
fiisability measures obtained by equation (5.4) are not convex, the maximum fiisability 
measure may occur at one of the local maxima. Therefore, it is easy to find the maximum 
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fusability measure if the fusability measures are convex. Fusability measures depend 
heavily on the locations of the fuzzified inputs and the EOMF size. If the following 
condition is satisfied, then the fusability measure is convex: 
Here, E is the half support length of the EOMF, F is the heilf support length of the fuzzified 
input, and (;cAr-JCi) is the entire range of the crisp inputs at time t. Equation (5.7) means that 
the EOMF intersects the fuzzified input xn before the intersection degree of the EOMF with 
the fuzzified input jci decreases as shown in Figure 5.2. 
Therefore, when the fusability measures are convex, the mean value of the maximum 
fusability measures Pm occurs: 
I) When is odd. 
(5.7) 
P m  = M O M { X )  =  x ^^y (5.8) 
lim Pm (5.9) 
2 
^ : Inputs 
A : EOMF 
a F 
Figure 5.2. Minimum EOMF size for convex fusability measures. 
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2) When is even. 
(5.10) 
(5.11) 
Equations (5.8) and (5.11) show that the most likely EOMF position is far away from the 
outlier. Even though the most likely EOMF position is far away from the outlier, the outlier 
affects the fused output when the EOMF size is wide. However, the outlier does not effect 
much the fused output because the intersection degree of the most likely EOMF with the 
outlier is very small. Therefore, the fixed EOMF method with MOM defuzzification and the 
average fusion operator meets the robustness requirement that large changes in an input 
should not cause a catastrophe. 
COG defuzzification 
When the COG defuzzification method is used for fiisability measures, the most likely 
EOMF position is calculated by equation (4.15). In order to simplify equation (4.15), we 
can use the method that Pacini and Kosko [46-48] proved for the product inference and 
additive combining of fuzzy rules. The defuzzified output cam be computed using centroid 
information about the individual N rules. Here, we use the centroid information of the 
individual N fiisability measures. 
(5.12) 
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Here, Si and Ci are the respective area and centroid of the fusability measures obtained by the 
EOMF and the ith fuzzified input. All SiS are the same because each fuzzified has the same 
support length. Hence, 
Pm N I z l i f c  . i  
y zL 
(5.13) 
Equation (5.13) shows that for COG defiizzification, the outlier can affect the most likely 
EOMF position. When the fuzzified inputs have the same support lengths, the defuzzified 
output is the same as the average of the centroid values of the fuzzified inputs. 
In order to analyze the effect of the outlier on the most likely EOMF position, we will first 
examine the case where the outlier is near the inliers and gradually moves away. Let's 
assume that the inliers are fixed and the only variable is the position of the outlier. 
^ N 
Vi=l 
^ t f N 
t.icOp N Ki=l 
N 
^ N - l  ^ 
)p+^p 
V / = l  
J_ 
AT Xc,+(c^)p <•=1 
(^Ar)p+AP ~(^iv)p 
N 
(5.14) 
Here, (P^) and (cy)p+^ are the most likely EOMF position and the centroid of the 
outlier when the EOMF is at P+AP, respectively. Equation (5.14) shows that as the outlier 
moves gradually away &om the inliers, the most likely EOMF position moves towards the 
outlier gradually. However, the effect of the outlier decreases gradually because the 
intersection degree of the most likely EOMF with the outlier decreases gradually. 
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E O M F  
X l  X :  X n  rb 
Figure 5.3. Robustness boundary. 
Next, we will examine the case where the oudier is very far away from the inliers. Even 
though the oudier is far away from the inliers, the oudier affects the most likely EOMF 
position as in equation (5.13). In order to reduce the effect of the outlier on the fused output 
and to meet the second requirement for robustness, the most likely EOMF should not 
intersect the oudier. Define the robusmess boundary as the maximum position of die EOMF 
that does not intersect the outlien 
rb=XN-E-F (5.15) 
where E and F are the half support length of the EOMF and the half support length of the 
fiizzified inputs, respectively, xn is the position of the oudier. Figure 5.3 shows the 
robustness boundary (rb) for triangular fiizzy sets. 
When Pm < rb, the most likely EOMF does not intersect the outlier. 
1 ^ 
Pu<rb => —^Ci<Xff-E-F 
" i=l 
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N-l 
JCiV + S  -  E - F )  
i=l 
xn > 
I 
A ^ - l  
f N - l  
^ C i + E + F  
K 1=1 
(5.16) 
When the outlier meets equation (5.16), the outlier does not affect the fused output. 
Therefore, using the proper EOMF size, the fixed EOMF method with the COG 
defiizzification and average fusion operator can meet the second requirement for robustness. 
Equations (5.14) and (5.16) mean that the effect of the outlier gradually decreases until the 
robustness boundary is reached, at which point it has no more effect. 
Illustrative example 
In order to show the robustness of the fixed EOMF method, let's consider a system that 
has three inputs with identical sensors. The variance values of the sensors are 0.3. Standard 
deviation values are used for input fuzzification and the EOMF size. 
We investigate the effects of the position of the outlier on the fused output for different 
method sets when the outlier varies firom 3 to 20m. Two inputs are centered at I and 2m, 
respectively. Cf = 4 for the input fuzzification and Ce - 10 for the EOMF size. The half 
support length of the input is 2V03 and the half size of the EOMF is 5>/03. Figure 5.4 
shows the most likely positions of the EOMF with different positions of the outlier. Figure 
5.5 shows the fused outputs with different positions of the outlier. Here, Pr and Av stand for 
product and average fusion operators, respectively. Four different method sets for fusion 
and defiizzification are investigated such as Av/MOM, Av/COG, Pr/MOM, and Pr/COG. 
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When the product operator is used for fusion process such as Pr/MOM and PrICOG, all 
of the most likely positions of the EOMF are above robustness boundary. Therefore, for the 
fixed EOMF method, the product fusion operator is not good for robustness regardless of the 
defuzzification method. For the Av/COG set, the most likely position of the EOMF is below 
robustness boundary when the outlier is far away from the other two inputs. For the 
Av/MOM set, the most likely positions of the EOMF satisfy the equation (5.9) and the outlier 
does not affect the fused output. 
Second we investigate the effects of the EOMF size on the fused output for different 
method sets. Three inputs are centered at 1,2, and 10m. Cf for the input fuzzification is 2. 
Figure 5.6 and 5.7 show the most likely EOMF positions and the fused outputs with different 
EOMF sizes, respectively. As shown in equation (5.15), as the EOMF size gets wide, 
robustness boundary moves towards the inliers. When the product fusion operator is used, 
there is no much difference in the most likely EOMF positions and the fused outputs. For 
the Av/COG set, when the EOMF size is wide, then the outlier can affect the most likely 
EOMF position and the fused output. Therefore, in order to use the Av/COG set for the 
fixed EOMF method, the EOMF size must be narrow. For the Av/MOM set, the most likely 
EOMF positions satisfy equation (5.8) regardless of the EOMF size. 
Adaptive EOMF Method 
Adaptive methods change the support lengths of the fuzzified inputs and the EOMF. The 
support length of the fuzzified input is calculated by equation (4.8). The key factor for the 
adaptive input fuzzification is the variation v^. the variation is large, then the support 
length of the fuzzified input is wide. If the variation is small, then the support length of the 
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fuzzified input is narrow. When impulsive noise is added to the input, the variation can be 
large. When the support length of the fuzzified input is wide, the range of the fusability 
measures also increases. In general, if the support length of the input gets wider, 1) the most 
likely EOMF position can move towards the input when the COG defuzzification method is 
used, and 2) the most likely EOMF position can move away from the input when the product 
fusion operator is used. 
The EOMF size is calculated adaptively by equations (4.10) or (4.11). When there are 
some outliers in the inputs, equation (4.10) causes the EOMF size to get wider to cover the 
inputs. This may cause the EOMF to be too large. When two inputs are too close, equation 
(4.11) causes the EOMF size to get smaller. To use the product operator, the EOMF size 
must be large enough to intersect all of the inputs. 
To investigate the effects of the adaptive rules, consider the same example as in the fixed 
EOMF method. First, to find effects of the variation, we investigate the change in the most 
likely EOMF position and the fused output with respect to the support length of the outlier. 
It is assumed that (v,)i = 1, (v,)2 = 1, and the variation of the outlier (v,)3 varies from 4 to 20m. 
Therefore, two inliers have the same support lengths of 2m and the support length of the 
outlier varies from 8 to 40/n. The positions of three inputs are I, 2, and 10m. 
Figures 5.8 and 5.9 show the most likely EOMF positions and the fused outputs for 
different support lengths of the outlier when the EOMF size is 9m in equation (4.10). 
Figures 5.10 and 5.11 show the most likely EOMF positions and the fused outputs for 
different support lengths of the outlier when the EOMF size is Im in equation (4.11). 
For the product fusion operator, when the support length of the outlier is wider, the most 
likely EOMF position and the fused output move towards inliers regardless of the 
defuzzification method. Therefore, the product fusion operator can be used with the 
variation (v,) for the adaptive input fuzzification in the adaptive EOMF method. For the 
Pr/MOM and Pr/COG sets, equation (4.11) is more robust than equation (4.10). 
For the Av/MOM set, the support length of the outlier and the EOMF size do not affect the 
most likely EOMF position. However, when the EOMF size is wide, the outlier affects the 
fused outputs. 
For the Av/COG set, when the support length of the outlier is wider, the most likely 
EOMF position and the fiised output move between the inliers and the outlier. Equation 
(4.11) shows slightly better performance than equation (4.10). However, when the variation 
is used for the adaptive input fuzzification, the Av/COG set is not good for robusmess 
because the variation makes the input size wide. 
Simmiary 
1) For the fixed EOMF method, the average fusion operator shows robusmess regardless of 
the defuzzification method. When the COG defuzzification method is used with the average 
fiision operator, the effect of the outlier gradually decreases until the robusmess boundary is 
reached, at which point it has no more effect. 
2) For the adaptive EOMF method, the variation concept for the input fuzzification makes 
possible the use of the product fusion operator. When the COG defuzzification method is 
used with the average fusion operator, the variation can cause the most likely EOMF position 
to move towards the outlier. Narrow EOMF size is more robust than wide EOMF size. 
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CHAPTER 6. DISTANCE SENSOR FUSION FOR INTELLIGENT 
CRUISE CONTROL 
This chapter shows an application of the EOMF method to the intelligent cruise control 
(ICC) system for car following developed by loannou and Chien [49] for Gaussian and 
impulsive noise. The ICC system is an automatic longitudinal control system [50, 51]. The 
longitudinal control that determines acceleration and braking is carried out according to the 
vehicle's speed and the relative distance between it and the vehicle in front of it. The human 
driver steers the vehicle. 
One key to increasing the current road capacity is to use the ICC system to organize 
vehicles into tightly spaced platoons. A platoon is a group of vehicles consisting of one 
leader and some followers. The configuration of a vehicle platoon is shown in Figure 6.1 in 
which <ifa/and S(,t) stand for the desired safety distance and the deviation from the desired 
safety distance, respectively. Although the platoon concept increases road capacity, its tight 
spacing may also increase the possibility of collision. The desired safety distance between 
vehicles is calculated by = where </q, Ai, and v/ stand for the 
minimum distance, proportional constant, and velocity of the follower, respectively. Sensors 
are used to measure relative distances between vehicles, measurements are accurate, the 
ICC system works well. Conversely, the ICC system will not perform well if measurements 
are inaccurate. In order to improve the accuracy of the measurement and enhance the 
reliability of the sensors, multiple sensors are necessary. 
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The model for the ith vehicle in a platoon of N vehicles is 
(6.1) 
= = (6.2) 
•^Xf{t) = biXf,Xf) + a(Xf)uit) (6.3) 
1 
®{-* r ) ~ T"-—T 
'  n i f T f i X f )  
. I b ( X f , X j )  =  - 2 - ^ X f X f  -
m j -  ^  
^ d f  . , '^mf ) 
Xf + Xf^ •h 
^  n i f  '  r n  J  
where XF : Position in meters, 
Vf : Velocity in m/sec, 
Qf : Acceleration in mlsec^, 
nif : Mass in kg, 
Zy : Engine time constant in sec, 
u(t) : Engine input, 
Kdf : Aerodynamic drag coefficient in kgfm, 
dmf • Mechanical drag in kg • m/sec. 
follower 
Xf XL 
relative • 
distance 
follower leader 
dsal(t) 
Figure 6.1. Configuration of a platoon. 
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Each follower measures its own velocity and acceleration as well as the relative distance 
and relative velocity of the vehicle in front of it. The following control law is used: 
The constants related to the safety distance (0.4 sec) and cIq (4m) were calculated 
using an extreme scenario in which the lead vehicle is at full negative acceleration 
(-7.84m/sec^) while the following vehicle is at full positive acceleration (3.92wi/sec^) at the 
instant the stop maneuver commences. The system design constants are shown in Table 6.1. 
The input design constants Cp = 4, Cv = 28, kv = 0, ka = - 0.04 were chosen to meet design 
considerations such as stability and steady-state performance. The sampling rate for this 
simulation is 0.25 sec. 
This simulation assumes that there is one lead vehicle followed by 20 vehicles in a 
platoon. The leader follows the velocity profile shown in Figure 6.2. When there is no 
sensor noise, this ICC model perforais well as shown in Figure 6.2 where L, Fl, F3, F5, FIO, 
and F20 stand for the leader, the I", 3"^, 5"^, 10'*', and 20'*' followers, respectively. However, 
when there is sensor noise, system performance degrades. Figure 6.3 shows the transient 
response of the ICC system with a single distance sensor whose Gaussian noise variance is 
(6.4) 
where Cf(t)=CpSf(.t)+CySj-(t) + k^Vf(t) + k„af(t) 
(0 = vt (r) -  (f) -  /Ufl/ (f) 
0.05. 
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Table 6.1. System design constants of the ICC. 
Symbol Name (unit) Quantity 
( ^/)niax Maximum acceleration (m/sec ) 4 
(®/ )n)ax Maximum acceleration jerk (m/sec^) 3 
( ~ )max Maximum deceleration (m/sec) 8 
(.~^f ) max Maximum deceleration jerk (m/sec^) -75 
Mf Mass [Jig) 2000 
Kdf Aerodynamic drag coefficient (kg/m) 0.51 
dmf Mechanical drag (kg m/sec^) 4 
V Engine time constant (sec) 0.25 
IJF1/F3/F5/F10/F20 
100 120 
time [sec] 
Rgure 6.2. Transient response of the ideal ICC with no measurement errors. 
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UF1/F3/F5/F10/F20 
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Figure 6.3. Transient response of the ICC with a single sensor (variance = 0.05). 
Homogeneous Sensors iivith Gaussian Noise 
To reduce the error due to noise, each vehicle is assumed to have three homogeneous 
sensors measuring the relative distance between it and the vehicle in front of it. In order to 
simulate the outputs from the sensors, Gaussian noise is added to the true values. Figure 6.4 
shows the block diagram for control of the ICC system with the fuser. 
For the adaptive EOMF method, the product fusion operator and the COG defuzzification 
method are used because this method set shows better performance than other method sets. 
Equation (4.8) for input fuzzifrcation and equation (4.10) for the EOMF size are used. Here, 
Ce = 1 for the EOMF size. In order to get Ci (variation) and Cp (input fuzzification), the 
increment S should be estimated based on inputs, outputs, and vehicle capability. The 
increment S can be estimated by the equation: 
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Inputs 
Fused 
input Control 
signal Velocity Fuser 
Sensor 
Vehicle Controller 
Figure 6.4. Block diagram for control of the ICC system with the fiiser. 
Se =max [I x(x,-yt_0+k2^iy,.i-y,.2) I - Q ,  0  ]  ( 6 . 5 )  
where Xc and y, stand for the weighted average input and the output at time t, respectively, and 
0.7 and 0.3 (which were determined experimentally) are used for the weights ki and k2, 
respectively. The second part Cz x is a threshold for sensor noise in which is the 
standard deviation value of the ^th sensor. The weights Wk are calculated as in equation 
(4.12) and C2 = 2.0. 
For the fixed EOMF method, the product fusion operator and the COG defuzzification 
method are used. Equation (4.7) for input fiizzification and equation (4.9) for the EOMF 
size are used. Here, Cp - 4.0 and Ce - 6.0. 
Table 6.2 shows the mean squared error (MSE) values for the ICC distance measurements 
for different sensor variance sets. Here, for the WA method, the weights are calculated using 
the sensor variances as in equation (4.12). The fixed EOMF method shows almost the same 
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performance as the weighted average method. The adaptive EOMF method shows much 
smaller errors than the fixed EOMF and the WA methods. 
Table 6.3 shows different types of error of the relative distance (/?£>), velocity, and 
acceleration measurements of the ICC system for the variance set (0.05, 0.15, 0.25). The 
different types of error are defined as 
I N 
k^TrlllRDT-RDcl (6.6) 
"  I  
1 ^ (6-7) 
" 1 
Loo = maxl RDr - RDd (6.8) 
where RDT is the true relative distance and RDc is the calculated relative distance. Figures 
6.5 and 6.6 show the transient responses of the ICC using the adaptive EOMF method and the 
weighted average method, respectively. 
Table 6.2. MSE values of the ICC distance measurements for different sensor sets. 
The product fusion operator and COG defiizziflcation method are used 
for the EOMF method. 
Variance for 
each sensor 
Fixed 
EOMF method 
Adaptive 
EOMF method 
WA 
method 
0.05/0.05/0.05 0.0175 0.0120 0.0175 
0.10/0.10/0.30 0.0439 0.0279 0.0439 
0.05/0.15/0.25 0.0330 0.0219 0.0331 
0.10/0.20/0.30 0.0456 0.0356 0.0560 
0.25/0.35/0.45 0.1139 0.0695 0.1143 
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(b) Actual and safety distance 
Figure 6.5. Transient response of the ICC using the adaptive EOMF method 
with Pr/COG set. Sensor variance set is (0.05/0.15/0.25). 
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Figure 6.6. Transient response of the ICC using the weighted average method-
Sensor variance set is (0.05/0.15/0.25). 
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Table 6.3. Different types of error values of relative distance, velocity, and acceleration 
measurements. The variance set of the sensors is 0.05, 0.15 and 0.25. 
Method Single sensor Weighted average Adaptive EOMF 
Distance 
L, 0.1772 0.1452 0.1137 
L2 0.0479 0.0331 0.0219 
L. 0.6956 0.6381 0.5465 
Velocity 
Li 0.5632 0.4581 0.3291 
L2 0.4851 0.3333 0.1754 
2.0309 1.9159 1.4713 
Acceleration 
Li 9.1162 7.5741 4.5993 
L2 124.3297 88.4291 35.4291 
U, 36.2021 30.1057 22.3142 
In order to investigate the effects of the number of sensors ranging up to 5, two cases are 
considered. In the first case, the variance for each sensor is 0.1 and in the second case, it is 
0.2. Figure 6.7 shows the MSE values of the relative distance with respect to the number of 
sensors for the EOMF and the weighted average methods. As the number of the sensor 
increases, the MSE value decreases. Table 6.4 compares the EOMF method with the 
weighted average method, in which PMSE is calculated by 
PMSE (%) = -iMSE)EOMF ^^00 (6.9) 
(MSE)y,^ 
where (MSE)wa and (\fSE)eouf stand for MSE values for the weighted average method and 
the adaptive EOMF method, respectively. The product fusion operator and COG 
defiizzification method are used for the EOMF method. The EOMF method gives maximum 
of 50% improvement in the MSE value compared to the weighted average method. 
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Figure 6.7. MSE values with respective to the number of sensors. 
Table 6.4. PMSE (Eq. 6.9) values for the different number of sensors. The product 
fusion operator and COG defuzzification method are used for the adaptive 
EOMF method. 
Variance for 
each sensor 
Number of sensors (N) 
1 2 3 4 5 
0.1 0.0% 22.7% 34.5% 47.6% 38.4% 
0.2 0.0% 41.9% 38.0% 50.7% 47.3% 
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Homogeneous Sensors with Impulsive Noise 
Now, we investigate robustness of the adaptive EOMF method. Impulsive noise is added 
to one out of three outputs from the sensors. The method developed by Chamber, Mallows 
and Stuck is used for simulation of symmetric alpha-stable impulsive noise [52]. The other 
two sensors have additive Gaussian noise. The variance values of the sensors are 0.05,0.15, 
and 0.25. 
Table 6.5 shows the MSE values of relative distance and velocity when the adaptive 
EOMF and the weighted average methods are used. Here, equation (4.10) is used for the 
adaptive EOMF size. Table 6.6 shows the MSE values of relative distance and velocity 
when equation (4.11) is used for the adaptive EOMF size. The proportional constant Ce is 1 
based on Table 6.7. All of the cases of the adaptive EOMF method give much smaller MSE 
values than the weighted average method. Both tables show tliat the variation concept for 
the input fuzzification makes possible the use of the product fusion operator in the adaptive 
EOMF method. However, when the variation makes the Av/COG set not robust. Equation 
(4.11) shows much better performance than equation (4.10). Therefore, equation (4.11) can 
be used when there is some impulsive noise at the inputs. 
Table 6.5. MSE values of the ICC system for different methods. 
Equation (4.10) is used for the adaptive EOMF size. 
Method 
type 
Weighted average 
method 
Adaptive EOMF method 
Pr/COG Pr/MOM Av/COG Av/MOM 
Distance 4.5 0.69 0.56 3.62 0.55 
Velocity 45.9 6.79 5.58 36.66 5.56 
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Table 6.6. MSE values of the ICC system for different methods. 
Equation (4.11) is used for the adaptive EOMF size. 
Method 
type 
Adaptive EOMF method 
Pr/COG Pr/MOM Av/COG Av / MOM 
Distance 0.0318 0.0346 143.7 0.0357 
Velocity 0.2791 0.2999 1432.4 0.3044 
Table 6.7. MSE values of the ICC system for different CE values in equation (4.11). 
Adaptive EOMF method with the Av/MOM set is used. 
CE 0.5 1.0 1.5 2.0 2.5 
Distance 0.0362 0.0357 0.0361 0.0383 0.0394 
Velocity 0.3047 0.3044 0.3122 0.3387 0.3507 
Figure 6.8 shows the transient responses of the ICC system when the weighted average 
method is used. Figures 6.9 and 6.10 show the transient responses of the ICC system when 
the adaptive EOMF method with equations (4.10) and (4.11) are used, respectively. Here, 
the Av/MOM set is used for the adaptive EOMF method. While the outliers do not effect the 
fused outputs when equation (4.11) is used, the outliers still influence the fused outputs when 
equation (4.10) is used. 
Finally, the adaptive EOMF method in equation (4.11) works well for the ICC system 
with impulsive noise as weU as Gaussian noise. The adaptive EOMF method with the 
Pr/COG set and the adaptive EOMF size in equadon (4.11) gives the best performance. 
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Figure 6.8. Transient response of the ICC using the weighted average method 
with impulsive noise. The sensor variance set is (0.05/0.15/0.25). 
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Rgure 6.9. Transient response of the ICC using the adaptive EOMF method with 
Av/MOM set. Sensor variance set is (0.05/0.15/0.25). Equation 
(4.10) is used for the adaptive EOMF size. 
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Figure 6.10. Transient response of the ICC using the adaptive EOMF method with 
Av/MOM set- Sensor variance set is (0.05/0.15/0.25). Equation 
(4.11) is used for the adaptive EOMF size. 
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CHAPTER 7. HETEROGENEOUS SENSOR FUSION 
Heterogeneous (disparate) sensors can provide four types of information: redundant, 
cooperative (non-overlapping but partial), complementary (overlapping and partial), and 
independent information [53]. The information is redundant if the sensors give the same 
type of information that has almost the same reliability in all conditions. An example of this 
is two sensors that measure velocity values. The information is cooperative if the sensors 
give information that is not identical but is related in some way. For instance, one sensor 
gives velocity values and the other gives acceleration values. The information is 
complementary if both sensors give the same information but one sensor gives better 
information than the other sensor in certain conditions [54]. For example, both sensors give 
velocity values but one sensor gives more accurate velocity values for a short distance and the 
other gives more accurate velocity values for a long distance. Information is independent if 
both sensors give unrelated information such that one sensor gives velocity values and the 
other gives the slope of the road. 
In order to determine the operations for data fusion, we must know: 1) what type of 
informadon is available from each sensor, 2) what type of fiised outputs are needed, and 3) 
how the link between information from single sensors and fused outputs is expressed. The 
first and second aspects modvate for data fiision and the third determines a data fusion 
method to use to combine information from each sensor. 
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Figure 7.1. Block diagram of data fusion for different types of information. 
This chapter focuses on redundant, cooperative, and complementary information from 
heterogeneous sensors. The EOMF method can be used for redundant information and if-
then rules or mathematical models can be used for cooperative information. Figure 7.1 
shows the block diagram of sensor fusion for different types of information from 
homogeneous and heterogeneous sensors [6]. 
Redundant Data Fusion 
Redundant information is usually provided by multiple sensors that sense the same 
parameters. The fusion of the redundant information from disparate sensors can be treated 
similarly to the fiision of the redundant information from replicated (homogeneous) sensors. 
Therefore, the EOMF method can be used for the fusion of the redundant information from 
the heterogeneous sensors. The only difference between disparate sensors and replicated 
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sensors is the sensor characteristics, which are related with the weight Wk in equation (4.12) 
and the sensor variance values in equations (4.7), (4.8), and (4.9). 
For the heterogeneous sensors, statistical variance values can be used for the weights, 
fuzzified input widths, and the EOMF size as in the homogeneous sensors. However, even 
though a sensor has a large variance value, the sensor can be more important than the other 
sensors in certain conditions. Therefore, only the variance value may not be sufficient to 
represent the heterogeneous sensor characteristics. Thus, consider the importance degree hk. 
In general, hk = I for the homogeneous sensors and hkS are between 0 and 1 for the 
heterogeneous sensors. 
The importance degree can modify equations (4.7) and (4.8) for the fuzzified input sizes, 
equation (4.12) for the weights, and equation (4.9) for the fixed EOMF size as follows: 
1) Support length of the kth fuzzified input = CpX (<t^ )^  (Fixed)  (7.1)  
=  CpX X max (v,  )^  1 ^ —— (Adaptive) (7.2) 
Here, 
(7.3) 
2) Weights 
1 
(7.4) 
3) Support length of the EOMF = x 2 )" (Fixed) (7.5) 
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The fusion, defuzzification, and aggregation processes for heterogeneous sensors use the 
same methods described in chapter 4 for homogeneous sensors. 
Complementary Data Fusion 
Complementary information is either conflicting or non-conflicting. One simple way to 
define complementary information as either conflicting or non-conflicting information is to 
use a degree of dispute [9]. The degree of dispute shows how much the complementary 
information matches. The degree of dispute is defined by 
DD,. = 
X i - X j  (7.6) 
X 
where X is the entire information range and Xk is the information value from the kth sensor. 
Two information, x, and xj are said to be non-conflicting if DD,y < r„, where is an 
appropriate threshold value. If DDy > Tv, then two information are conflicting. Tv ranges 
from 0 to 1. In general, the threshold is less then 0.5 even though it depends on sensor and 
system characteristics. If sensors are reliable, then the threshold can be small. If sensors are 
not reliable or the system is in a noisy environment, then the threshold can be large. 
However, there is no typical method to set the threshold. For image data, calibration 
problems must be considered to determine the threshold value. For non-conflicting 
complementary information, the EOMF method can be used. For conflicting information, if-
then rules can be used- Chapter 8 shows a nondestructive evaluation (NDE) example for 
complementary data fusion. Eddy current and ultrasonic images are used for complementary 
data. 
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Cooperative Data Fusion 
Cooperative information can constrain or support the outputs of each sensor. If there is a 
mathematical relationship between the cooperative information, it can be directly used to fuse 
the sensor data. If there is no mathematical relationship between the information, then if-
then rules can combine the information. If-then rules depend heavily on sensors, system 
characteristics and expert knowledge. 
To illustrate one method of mathematical models, the ICC system with three sensors is 
used for cooperative data fusion. Two sensors measure relative distances between vehicles 
and one sensor measures the velocity of the front vehicle. The mathematical model between 
velocity and relative distance can be approximated: 
d r { t )  =  d ^ { t - L t )  +  M { V e l k  ( t  -  A t )  -  ( t  -  A t ) )  (7.7) 
Here, d^(t) is the relative distance between vehicles at time t, Vel/^O) is the velocity of the 
Ath vehicle at time t, and A/ is the time interval of measurements. 
Thus, the relative distance data from equation (7.7) can be used instead of the velocity 
data for data fusion. Therefore, the EOMF method can be used for the cooperative 
information fusion. For the adaptive EOMF method, the product fusion operator and the 
COG defiizzification method are used. Equation (7.2) for input fiizzification and equation 
(4.10) for the EOMF size are used. Here, Ce- 1 for the EOMF size and fit = 1. For the 
fixed EOMF method, the product fusion operator and the COG defuzzification method are 
used. Equation (7.1) for input fiizzification and equation (7.5) for the EOMF size are used. 
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Here, Cf = 4, Ce = 6, and hk = 1. Standard deviation values are used for input fuzzification 
and the EOMF size in both fixed and adaptive EOMF methods. 
The system design constants of the ICC are the same as those in Table 6.1. The same 
velocity profile of the leading vehicle is used as shown in Figure 6.2. Figure 7.2 shows the 
ICC system with two distance sensors and one velocity sensor. To simulate the outputs from 
the sensors, Gaussian noise is added to the true relative distances and the true velocity. 
Table 7.1 shows the MSE values of the relative distance for five different sensor variance 
sets. The EOMF methods show better performance than the weighted average method. In 
addition, the adaptive EOMF method gives much smaller errors than the fixed EOMF and the 
WA methods. 
Noise 
Distance 
Sensor 
Noise 
Intelligent 
Cruise 
Control 
System 
EOMF Distance 
Sensor 
method 
Noise 
Velocity 
Sensor 
Figure 7.2. ICC system with two distance sensors and one velocity sensor. 
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Table 7.1. MSE values of the relative distance for the ICC with heterogeneous sensors 
for different sensor sets. 
Variance for Fixed Adaptive WA 
each sensor EOMF method EOMF method method 
0.05/0.05/0.05 0.0116 0.0057 0.0116 
0.10/0.10/0.30 0.0279 0.0181 0.0368 
0.05/0.15/0.25 0.0243 0.0141 0.0280 
0.10/0.20/0.30 0.0374 0.0222 0.0445 
0.25/0.35/0.45 0.0734 0.0379 0.0839 
78 
CHAPTER 8. IMAGE FUSION FOR NONDESTRUCTIVE 
EVALUATION 
This chapter gives an example of heterogeneous data fusion using complementary 
information from eddy current and ultrasound sensors. The cooperative part of the 
complementary information is combined using fuzzy if-then rules or logic operations, while 
the redundant part of the complementary information is combined using the EOMF method. 
Nondestructive evaluation (NDE) methods often use many different sensor types such as 
ultrasonic, electromagnetic, thermal, or radiographic to characterize material properties. 
However, no single NDE method is sufficient to give a complete picture. So data fusion 
methods are needed. 
Ultrasonic techniques can inspect a wide variety of materials with excellent resolution, 
highlighting the edges of the defect. However, this technique has problems due to speckle 
noise caused by the interference of the returning wave summed over the detector aperture 
[55]. The speckle noise is an undesirable property of the image as it marks small differences 
in gray level. When an object is scaimed twice under exacdy the same conditions, identical 
speckle patterns can be obtained. If the same object is scanned under different conditions 
such as different transducer aperture, pulse length, or transducer angulation, the speckle 
patterns are different [56]. This means ±at the speckle pattern has only a tenuous relation to 
the actual object structure. 
Eddy current test methods rely on the interaction between alternating electromagnedc 
fields and conductive materials under test. An eddy current image is obtained by scarming 
79 
the test specimen and transforming the magnitude of the impedance measured at each point in 
the two-dimensional scan to a gray level. Eddy current methods show the depth of the defect 
in gray levels. However, the large size of the probe in relation to the width of the defect 
results in severe blurring of the defect boundary. They can be used only for detecting flaws 
in conductive materials that are not embedded deeply under the test specimen surface. 
Here, we fuse ultrasonic and eddy current NDE images. In general, ultrasonic images can 
give good edge information. Eddy current images can give information about the existence 
of defects and the depths of the defects. Therefore, the effectiveness of this fusion is the 
combination of the excellent edges from ultrasonic image with the depth of the defect from 
eddy current image [32]. Figure 8.1 shows the data fusion scheme for heterogeneous sensors 
that has three parts: preprocessing, separation, and fusion. Xu, Xe, Bi, and Xo in Figure 8.1 
denote ultrasonic data, eddy current data, binary data, and fused outputs, respectively. 
Preprocessing Separation Fusion 
Binary 
Operation, 
Median 
filter 
Low 
pass 
filter 
EOMF 
method 
If-then 
rules or 
logic 
operation 
Separator 
Figure 8.1. Blocic diagram of the data fusion scheme for heterogeneous sensors. 
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Image Preprocessing 
The preprocessing reduces noise in the original images. Two major methods such as low 
pass filtering and median filtering can be used to reduce noise. The basic approach is to sum 
products between the mask weights and the intensities of the pixels under the mask at a 
specific location in the image [57]. Figure 8.2 shows a general 3x3 mask. 
Denoting the gray level of pixels under the mask at any location by zi, zi, •••, Z9, the 
response of a linear mask is 
R = w\Zi  +  wzZz +  • •  •  +  w^Z9'  (8 .1)  
If the center of the mask is at location zs in the image, the gray level of the pixel located at zs 
is replaced by R. A 3x3 spatial averaging filter uses a mask in which all weights have a 
value of 1/9. In this case, the response R is simply the average of all the pixels in the area of 
the mask. In general, low pass filtering tends to blur sharp edges of the image. 
To prevent blurring, nonlinear filters such as median filters can be used. Median filters 
convert the gray level of a pixel into a median level in the neighborhood of that pixel. While 
median filters can remove impulsive noise, they do not perform well for speckle noise [36]. 
Z l  Zl Z 3  
Z 4  Zs Z 6  
27 Z s  Z 9  
W  1  W  2  W  3  
W  4  W  5  W  6  
W  7  W  8  W  9  
(a) (b) 
Figure 8.2. A 3x3 mask, (a) Gray levels of the pixels, (b) Weights of the pixels. 
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In order to evaluate performance of these two methods, we use the Lenna and Cameraman 
images shown in Figure 8.3. Both images have 80x80 pixels and 256 gray levels. In order 
to make corrupted images, additive Gaussian end speckle noises are added to the original 
images. In order to implement the noise, the MATLAB command "imnoise" is used. Here, 
"Gaussian" and "speckle" are chosen for the noise type [58]. 
For the low pass averaging filters, we use the convolution method with a mask of all ones. 
The size of the mask for the low pass and median filters varies from the 3x3 to 7x7 size. 
Table 8.1 shows the MSE values for the Lenna image corrupted with additive Gaussian and 
speckle noises when the low pass and the median niters are used for the preprocessing. 
Table 8.2 shows the MSE values for the Cameraman image corrupted with additive Gaussian 
and speckle noises. 
Tables 8.1 and 8.2 lead to the following conclusions for this example: 
1) For all the images with Gaussian noise, the median filters give smaller MSE values than 
the low pass filters. The 3x3 mask gives the smallest MSE value than the other masks for 
the median filters. 
2) For the images with speckle noise, the median filters give smaller MSE values than the 
low pass filters when speckle noise is small. However, when speckle noise is large, low pass 
averaging filters give smaller MSE values than the median filters. For both filters, the 3x3 
mask gives better performance than the other masks in MSE sense. 
Figure 8.4 shows the Lenna image corrupted with additive Gaussian noise and Lenna 
images preprocessed by low pass and median filters. The average value of the Gaussian 
noise that is added to the Lenna image is 13.5 in 256 gray levels. Here, the 3x3 mask for 
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(a) 
(b) 
Figure 8.3. Original images, (a) Lenna image, (b) Cameraman image. 
Table 8.1. MSE values for the Lenna image with additive Gaussian and speckle noises. 
(a) Gaussian noise 
Average 
noise level 
Low pass niter (mask size) Median filter (mas c size) 
3x3 5x5 7x7 3x3 5x5 7x7 
7.9 232.9 469.7 685.8 134.0 304.1 468.5 
13.5 246.6 478.0 692.1 169.8 321.2 496.7 
21.1 280.7 493.1 699.0 239.6 377.4 554.0 
24.5 298.0 494.5 695.2 281.1 403.7 573.4 
(b) Speckle noise 
Average 
noise level 
Low pass filter (mask size) Median filter (mas c size) 
3x3 5x5 7x7 3x3 5x5 7x7 
11.7 240.3 470.6 684.4 165.0 323.9 490.8 
18.6 264.4 481.3 691.3 239.2 385.4 556.2 
26.4 298.3 486.9 691.9 351.4 456.3 637.5 
31.7 336.1 503.4 699.7 429.1 524.5 702.4 
Table 8.2. MSE values for the Cameraman image with additive Gaussian and speckle noises. 
(a) Gaussian noise 
Average 
noise level 
Low pass filter (mask size) Median filter (mas c size) 
3x3 5x5 7x7 3x3 5x5 7x7 
7.8 220.4 491.1 750.5 98.1 272.8 462.4 
13.1 233.9 494.0 753.1 131.4 280.7 472.2 
20.3 263.2 510.9 763.3 180.7 327.9 515.6 
24.2 289.8 525.4 775.2 220.2 354.0 543.5 
(b) Speckle noise 
Average 
noise level 
Low pass filter (mask size) Median filter (mas c size) 
3x3 5x5 7x7 3x3 5x5 7x7 
14.4 236.3 489.5 745.1 153.5 311.9 493.9 
23.1 272.1 503.9 749.5 262.4 382.9 553.5 
32.4 325.4 522.1 764.6 424.1 490.2 677.5 
40.1 393.4 534.0 753.4 628.1 599.4 765.2 
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(a) 
(b) (c) 
Figure 8.4. Lenna images with additive Gaussian noise. The average value of the noise is 
13.5 in 256 gray levels, (a) Corrupted image, (b) Low pass filtered image with 
the 3x3 mask, (c) Median filtered image with the 3x3 mask. 
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low pass filters and the 3x3 mask for median Hlters are used. Figure 8.5 shows the 
Cameraman image corrupted with speckle noise, and preprocessed Cameraman images. The 
average value of the additive speckle noise in the Cameraman image is 23.1 in 256 gray 
levels. Here, the 3x3 mask for both low pass filters and median filters is used. 
Figure 8.6 shows the details of the test specimens. Here, T, D, W, and R stand for 
thickness, depth, width, and radius, respectively. Figures 8.7 and 8.8 show the original eddy 
current and ultrasonic images. The eddy current images are obtained using a Zetec pencil-
type probe with the excitation frequency set at 200KHz. The C-scan ultrasonic images are 
obtained from specimens using a 60MHz focused ultrasonic transducer. The scan step size, 
scan area, and image size for all images is AOfJm, 10.24x10.24mm, and 256x256 pixels, 
respectively [32]. 
Figures 8.9 and 8.10 show the preprocessed eddy current and ultrasonic images. The 
median filter with the 3x3 mask and the low pass filter with the 3x3 mask are used for the 
eddy current images axid the ultrasonic images, respectively. 
Separation 
This process separates the complementary inputs into two parts: redundant and 
cooperative. While the ultrasonic image can find the edges, the eddy current image can find 
the area inside the defect. When the defect regions are narrow as shown in the character and 
number images of Figure 8.7, the ultrasonic image can be used for the separation because 
ultrasonic images are largely used to identify the edge [32]. 
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(a) 
(b) (c) 
Figure 8.5. Cameraman images with speckle noise. The average value of the noise is 23.1 
in 256 gray levels, (a) Corrupted image, (b) Low pass filtered image with the 
3x3 masL (c) Median filtered image with the 3x3 mask. 
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Figure 8.6. Details of the test specimens, (a) Character image: Aluminum, T=Q,5mm, 
Z)=0.05»im, W=0.1/wn. (b) Number image: Stainless steel, r=0.5mm, 
D=0.05mm, W=OAmm. (c) Semi-sphere image: Steel, T-I2nm, 
D=0.2inm, R=^lmm. T, D, W, and R stand for thickness, depth, width, 
and radius, respectively. 
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Figure 8.7. Original eddy current images, (a) Character image, (b) Number image, 
(c) Semi-sphere image. 
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(a) 
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Figure 8.8. Original ultrasonic images, (a) Character image, (b) Number image, 
(c) Semi-sphere image. 
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(a) 
(b) (c) 
Figure 8.9. Preprocessed eddy current images by the 3x3 median filter, (a) Character 
image, (b) Number image, (c) Semi-sphere image. 
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(a) 
(b) (c) 
Hgure 8.10. Preprocessed ultrasonic images by the 3x3 low pass filter, (a) Character 
image, (b) Number image, (c) Semi-sphere image. 
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However, when the defect region is wide as the semi-sphere image, both the ultrasonic image 
and the eddy current innage is used because the ultrasonic image can not identic the wide 
defect area. 
Ultrasonic and eddy current image data in the narrow defect region are redundant because 
both data in the region are similar. Ultrasonic and eddy current image data in the non-defect 
region are not similar due to specicle noise and blurring of the defect boundary, respectively. 
Therefore, ultrasonic and eddy current image data in the non-defect region are cooperative. 
To determine the non-defect region and the defect region, we can use the binary images. 
The binary images can be obtained using the threshold. Equation (7.6) can be used to 
threshold the ultrasonic and eddy current images, fa equation (7.6), X = 255, xj = 0, and x, is 
the gray level of the input. Table 8.3 summarizes the images used for finding the binary 
images and the corresponding threshold values. 
The threshold values can be obtained using the corresponding histograms shown in Figure 
8.11. Figures 8.12 and 8.13 show the binary images for the ultrasonic character and 
ultrasonic number images, respectively when different threshold values axe used. 
Table 8.3. images and the corresponding threshold values used for the binary images. 
Image type Dnage used for the binary image Threshold value (Tv) 
Character Ultrasonic 0.4,0.63 
Number Ultrasonic 0.58,0.68 
Semi-sphere Ultrasonic 0.38,0.73 
Eddy current 0.35,0.5,0.65,0.86 
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(c) (d) 
Figure 8.11. Histogram of the preprocessed images, (a) Ultrasonic character image, 
(b) Ultrasonic number image, (c) Ultrasonic semi-sphere image, 
(d) Eddy current senoi-sphere image. 
Figure 8.12. Binary character images for different threshold values. 
(a)rv = 0.4. (b)rv = 0.63. 
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Figure 8.13. Binary number images for different threshold values. 
(a)rv = 0.58. (b)rv = 0.68. 
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Figure 8.14 shows block diagram of finding binary semi-sphere image. First, the binary 
ultrasonic and binary eddy current images are obtained by thresholding. Second, the binary 
edge image can be obtained using "AND" operation. Third, the area inside the edges is 
obtained using the binary eddy current image. Finally, the binary semi-sphere image is 
obtained using an "OR" operation of the ultrasonic edge image and the binary eddy current 
image. Figures 8.15 and 8.16 show the binary edge and inside images obtained using the 
ultrasonic and eddy current semi-sphere images, respectively when different threshold values 
are used. For the images such as the character and number images that have narrow defect 
regions, this new algorithm is not good because it is not easy to get the inside images from 
the eddy current images due to blurring effects. 
For the separation process, both binary character and binary number images are obtained 
with Tv = 0.5. For the binary semi-sphere images as shown in Figure 8.17, the threshold 
value {Tv)x = 0.73 for the ultrasonic image and (Jv)i = 0.65 and (7^)3 = 0.5 for eddy current 
images. 
Image Fusion 
The inputs are eddy current image data preprocessed by the median filter with the 3x3 
mask and ultrasonic image data preprocessed by the low pass filter with the 3x3 mask. We 
assume that the images have already been registered before processing. 
According to the outputs of the separation, the data fusion method can be determined. If 
the inputs are redundant, then the EOMF method can be used unless the inputs totally 
disagree. 
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Figure 8.14. Block diagram of finding binary semi-sphere image. 
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(C) 
Rgure 8.15. Edge image of the ultrasonic semi-sphere image for different threshold sets. 
(a)(r ,)i=0.38,(rv)2 = 0.86. (b) (r,)i = 0.73, (7^)2 = 0.4. (d) (^h = 0.73, 
(rv)2 = 0.65. 
99 
I 
t 
(a) 
(b) (c) 
Rgure 8.16. biside image of the eddy current semi-sphere image for different threshold sets. 
(a)(n)3=0.35. (b)(r,)3 = 0.5. (c)(rv)3=0.65. 
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(a) 
(b) (c) 
Figure 8.17. Binary semi-sphere image for different threshold sets, (a) Tv = (0.73,0.65,0.5). 
(b) Tv = (0.73,0.65,0.35). (c) = (0.73,0.4,0.35). 
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For the character and number images, the EOMF method is used to fuse the redundant 
part. For the semi-sphere image, the eddy current data are used for the fused outputs 
because the redundant parts from the ultrasonic and eddy current semi-sphere images are 
quite different. If the inputs are cooperative, then if-then rules or logic operations such as 
"MAX", "MIN", "AND", and "OR" can be used. 
For the EOMF method, parameters such as degree of the importance, weights, fuzzified 
input width and the EOMF size must be determined. For the case in which the incoming 
inputs are redundant, the eddy current input is, in general, more important than the ultrasonic 
input because while ultrasonic images give information about only sharp edges of the defects, 
eddy current inputs give precise gray levels of the depths of the defects. Therefore, 
ultrasonic images are mainly used for Hnding edges of the binary images and eddy current 
images are used for finding the gray levels of the fused outputs. Eddy current inputs can get 
more degree of the importance than ultrasonic inputs. However, it is difficult to determine 
the importance degrees because there is no sufficient information about the sensors. Here, 
we use the same importance degrees and weights for ultrasonic and eddy cunent image data. 
The support lengths of the fuzzified inputs and the EOMF size can be calculated by equations 
(7.1) and (7.4), respectively when sensor variance values are given. When sensor variance 
values are not given, the gray level of the image can be used for the support lengths of the 
fuzzified inputs and the EOMF size. However, it is difficult to calculate the support lengths of 
the fuzzified inputs and the EOMF size because gray level differences are too subject to 
calibration differences. 
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It is assumed that each support length of the fuzzified input is 50 in 256 gray levels. The 
relative distance between two inputs can be used for the EOMF size when sensor variance values 
are not given: 
Support length of the EOMF = | jc„ - | (8.2) 
Here, Xu and Xe are the ultrasonic and eddy current data, respectively. 
The product operator is used for fusability measures because both inputs are similar. We 
can use the MOM or COG method for defuzzification of the fusability measures. Based on 
the same importance degrees and weights, both defuzzification methods can give the same 
defuzzified outputs. Here, the MOM method is used for defuzzification because the MOM 
method gives less computational burden than the COG method. 
When the inputs are cooperative, the highest gray level of the eddy current image is used 
for the gray level of the fused image [32]. Figure 8.18 shows the fused images and the 
effectiveness of data fusion of two complementary images. The fused images of the 
character and number images show clear edges and clear defect regions. The fused image of 
the semi-sphere image gives the depth information of the defect regions. For the semi-
sphere image, the gray levels of the boundary of the defect region and the center of the defect 
region are 186 and zero in 256 gray levels, respectively. The gray level variations match the 
degree of the actual indentation. Finally, the proposed image fusion algorithm works well 
for the images with wide defect regions. 
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Figure 8.18. Fused images, (a) Character image ((rv)i = 0.5). (b) Number image 
((rv)i = 0.5). (c) Semi-sphere image ((rv)i= 0.73, {Ty,)i - 0.65, (7^)3 
= 0.5). 
104 
CHAPTER 9. CONCLUSIONS AND FUTURE WORK 
This dissertation developed a new data fusion method using fuzzy sets. This method 
introduces many new concepts such as expected output membership function (EOMF) and 
fusability measures. These new concepts can deal with an abnormal condition as well as the 
normal condition because the EOMF is expected in advance based on the inputs, sensors, 
system characteristics, and expert knowledge. The EOMF method can be used for redundant 
data from homogeneous and heterogeneous sensors. 
This EOMF method can open a new arena in the field of data fusion using fuzzy sets 
because it is the first time to use the expected fuzzy output for fusion. The use of the 
estimated fuzzy output is really important in dealing with abnormal conditions such as 
outliers. The EOMF method can estimate an output more accurately than the other methods 
because the fuzzy output is estimated accurately in advance based on the inputs, sensors, 
system characteristics and expert knowledge. Using the inputs and the estimated fuzzy 
output, fusability measures are obtained. Fusability measures represent the relationship 
between the fuzzified inputs and the fuzzy output. 
The adaptive rules are proposed for the sizes of the fiizzy sets. The variation concept is 
used for the input fuzzification, which can determine the proper support lengths of the 
fiizzified inputs. For the adaptive EOMF size, two rules are introduced such as the entire 
input range and the distance between two closest inputs. These adaptive methods give more 
accurate outputs than the fixed methods that only use sensor models because this adaptation 
helps deal with occasional bad or noisy measurements. An example &om the control of 
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automated vehicles shows the effectiveness of the adaptive EOMF method, compared to the 
fixed EOMF method and the weighted average method. 
The robustness of the EOMF method to outliers is proved. For the fixed EOMF method, 
the average fusion operator shows robustness regardless of the defuzzification method. 
When the COG defuzziflcation method is used with the average fusion operator, the effect of 
the outlier gradually decreases until the robusmess boundary is reached, at which point it has 
no more effect. For the adaptive EOMF method, the variation concept for the input 
fuzzification makes possible the use of the product fusion operator. When the COG 
defuzzification method is used with the average fusion operator, the variation can cause the 
most likely EOMF position to move towards the outlier. Narrow EOMF size is more robust 
than wide EOMF size. 
In order to show the effectiveness of the EOMF method, the EOMF method is applied to 
the systems with homogeneous and heterogeneous sensors, respectively. The only 
difference between homogeneous and heterogeneous sensors is the sensor characteristics. 
While the statistical variance values can represent the homogeneous sensor characteristics, 
the importance degree as well as the statistical variance values is required for the 
heterogeneous sensors. For cooperative data from the heterogeneous sensors, mathematical 
relationship between the data and/or if-then rules can be used for fusion. For 
complementary data such as ultrasonic and eddy current data, a new algorithm is proposed. 
It separates the input data into redundant and cooperative parts using binary images. The 
binary image is obtained using the degree of dispute and the threshold value. The threshold 
value can be determined by the histogram of the image. Finally, it uses different fiision 
methods for redundant or cooperative data. 
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The EOMF method is flexible because it can use different operators and methods for input 
fiizzification, EOMF set-up, fusion, defuzziflcation, and aggregation. This method applies 
to all types of fuzzy inputs that vary according to system characteristics. This permits the 
method to work with a wider range of sensors. 
Some future extensions of this work are described below. 
1) The EOMF method used triangular and isosceles membership functions for fuzzy sets 
such as fuzzified inputs and the EOMF. These membership functions can not deal with all 
kinds of the inputs. To generalize it, the use of trapezoidal or Gaussian membership 
functions will give possible improvements from this work. 
2) For the EOMF size and the support lengths of the fuzzified inputs, this work proposed 
adaptive rules such as the variation (v,), absolute value of the maximum input difference, and 
the distance between two closest inputs. Development of more effective adaptive methods 
for the EOMF size and the support lengths of the fuzzified inputs is needed. 
3) This work proved the robustness of the EOMF method under the assumption that the 
fiisability measures are convex. To generalize it, it needs to prove the robustness of the 
EOMF method when the fusability measures are not convex. 
4) For fusion of the data from heterogeneous sensors, this work proposed using the 
importance degree in the EOMF method. Development of an effective method for finding 
the importance degree is needed. 
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