We consider a linear model with normally distributed but heteroscedastic errors. When the error variances are functionally related to the regression parameter, one can use either maximum likelihood or generalized least squares to estimate the regression parameter. We show that maximum likelihood is much more sensitive to small misspecifications in the functional relationship between the error variances and the regression parameter.
Introduction
There has been considerable recent interest in the heteroscedastic linear model His work has been extended by Carroll and Ruppert (198la) , and the tests have been shown to be locally most powerful by Hammerstrom (1981) . Other recent papers are Jobson and Fuller (1980) , Carroll and Ruppert (198lb) Box and Hill (1974) , and Fuller and Rao (1978) . Box and Hill (1974) , Ruppert and Carroll (1979) , and Jobson and Fuller (1980) Jobson and Fuller (1980) suggest using the infonnation about S in the function f to improve upon the GLSE. They state that their method is asymptotically equivalent to the MLEfor S obtained by setting up the normal likelihood based on (1.1) and maximizing it; this likelihood is
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They have a very interesting result suggesting that as long as (1.1) is correct and F is nonnal, then the MLE will be preferred to the GLSE.
In this heteroscedasticity problem, we have an additional robustness consideration. Besides the usual goal (Huber (1977) ) of protecting ourselves against outliers and non-nonnal error distributions, we also must protect ourselves against slight misspecifications in the functional relationship between Var(Y.) and (x. ,S,8). Since this ftmctional 1 1 relationship expressed in (1.1) through f is typically at best an approximation, and since our primary interest is estimating S, we would prefer not to estimate 6 by a statistic which is adversely affected by slight missspecifications of f.
In this note, we assume that the error distribution F is actually nonnal. We study the robustness of GLSE and MLE to small specification errors in f by means of simple contiguity techniques. We show that small mistakes in specifying f can easily make GLSE preferable to the MLE.
A Contiguous Mldel
We consider small deviations from (1.1) in the form of sizes. An estimate of S which is robust against specification errors should have the same asymptotic properties under both models (1.1) and (2.1). Thus the question at hand is to study the sensitivity of the MLE and GLSE when (1.1) is assumed but (2.1) is true. If R,l denotes the log-likelihood for (1.1), and R,2 is the log-likelihood for (2.1), it is quite simple to show that, when (1.1) is true, to order 0 (1), 
Limit Distributions for GLSE
Suppose that for some positive definite matrix S,
Then, assuming normal errors and smoothness conditions on f, Carroll and Ruppert (198lb) (as well as Jobson and Fuller (1980) ) show that when model A (1.1) is true, the GLSE 6 G satisfies Carroll and Ruppert (198lb) and Jobson and Fuller (1980) verify (3.4) in the normal case under certain technical conditions. Now, since {Eo} are symmetric random variables, one uses (Z.3) and 1 (3.Z) to show that £* = £Z -£1 and~(SG-6) are independent, so that v by LeCam's third lemma (Hajek and Sidak (1967, p. Z08) ), (3.5) and this under either modeZ (1.1) or (2.1). This means that GLSE is 6 robust against small specification errors of the variance function f.
This encouraging result suggests that one will not go too wrong with GLSE as long as model (1.1) is reasonable.
Limit Distribution for the MLE
While GLSE is robust against minor errors in specifying the function f in model (1.1), the same cannot be said for the MLE. Denote this MLE A by~. Jobson and Fuller (1980) show that for a particular covariance matrix r,
The result of particular interest is that r is no larger than S (see ;]) .
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We now indicate why it is true that the only cases in which the MLE can be expected to be robust against variance specification errors is when S = r and the MLE is asymptotically equivalent to GLSE. To see this, first consider model (1.1) to hold. Jobson and Fuller (1980) show that SG is essentially a linear function of h:.} and {£~-l}, Le. for Of course, q will be non -zero in general if the {wi} are.
These results have important consequences for efficiency. Suppose we wish to estimate the linear combination a.' B. Then, under model (1.1) , (4.5) A N MSE (a.'~) -+ a.' Ea..
However, under the model (2.1),
and of course a' l\1 will be a rather poor estimate if a is not orthogonal to q and B is large.
Monte-Carlo
We performed a small Monte-Carlo study to illustrate the results given above. The model is that of Jobson and Fuller (1980) , with a sample size of N = 40:
The presumed model for variances is (5.1)
We choose the design {x il ,x i2 } as in Table 1 of Jobson and Fuller (1980) , with their choices (8 0 ,8 1 ,8 2 ) = (10,-4,2) and (a l ,a 2 ) = (300,.2). All experiments were replicated 200 times.
The first departure from model (4.1) was quite moderate: (5. 2)
The second departure was quite substantial and reflects severe heteroscedasticity: (5.3) Besides the estimator JLS defined by Jobson and Fuller (1980) 
where ljJ(x) = max(-2, min(x,2)). Note that the least squares estimate of B can be generated from (5.4) by choosing IjJ (x) = x. See Huber (1977) for further details about robustness. The third estimate (WEIGHT) is a weighted robust estimate (Carroll and Ruppert (198lb) ) defined as follows. We start the process by generating 50 lIDiforms from GGUBS and then SO normals from GGNPM; this we repeated 350 times. We then repeated the experiment 200 times, each time generating 50 lIDiforms and then SO normals.
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The outcome of our experiment is given in Table 1 
