A theory of interlayer exchange coupling is presented. A detailed and comprehensive discussion of the various aspects of the problem is given. The interlayer exchange coupling is described in terms of quantum interferences due to confinement in ultrathin layers. This approach provides both a physically transparent picture of the coupling mechanism, and a suitable scheme for discussing the case of a realistic system. This is illustrated for the Co/Cu/Co(OOI) system. The cases of metallic and insulating spacers are treated in a unified manner by introducing the concept of the complex Fermi surface.
I. INTRODUCTION
Since the first observation by Griinberg et al. ' of antiferromagnetic coupling of Fe films separated by a Cr spacer, the interlayer exchange interaction between ferromagnetic layers separated by a nonmagnetic spacer has been a subject of intense research in the last few years. The decisive stimulus came &om the discovery, by Parkin et of oscillations of the interlayer exchange coupling in Fe/Cr/Fe and Co/Ru/Co multilayers, as a function of spacer thickness. Furthermore, Parkin3 showed that this spectacular phenomenon occurs with almost any transition metal as a spacer material.
Investigations of interlayer exchange coupling across nonmetallic spacer layers have been pioneered by Toscano et al.,* who studied the coupling of Fe films separated by amorphous Si. A striking feature is that the coupIing, in contrast to the case of a metal spacer, increases with increasing temperature. ' Furthermore, Mattson et aL6 found that the coupling across a FeSi spacer may be induced by illumination by visible light; this behavior, however, remains controver~ial.~ For the case of metal spacers, a great number of theoretical studies has been performed, essentially focusing on the oscillatory character of the coupling. There are essentially two classes of approaches to this problem: totalenergy calculations and model calculations.
The idea of the former approach is to compute the total energy of the system for configurations of parallel and antiparallel alignment of the magnetizations in neighboring magnetic layers, and to identify the energy difference with the interlayer exchange coupling. Such calculations have been performed either within semiempirical tightbinding models8 or ab initio s c h e r n e~.~-l~
Although it is very simple and straightforward in principle, this kind of approach is actually very difficult. The point is that the energy difference between the parallel and antiparallel configurations is tiny (of the order of 1 meV or less, per unit cell), whereas the total energy is large. This makes numerical convergence of the calculations a serious problem. Furthermore, as the computation time increases very rapidly with the size of the unit cell, total-52 -energy calculations are usually restricted to small layer thicknesses, which makes the investigation of long-period oscillations problematic. Another difficulty concerns the interpretation of the results: One usually has to perform a Fourier analysis of the coupling versus spacer thickness to identify the oscillation periods, whose interpretation then relies on various models. In spite of these difficulties, total-energy calculations have encountered encouraging success, at least as far as oscillation periods are concerned. Nevertheless, the coupling strengths obtained from total-energy calculations are typically one order of magnitude larger (or even more) than the experimental ones (for a review see Ref. 14). Thus, complete elucidation of interlayer coupling from this kind of approach remains a serious challenge.
In order to circumvent the difficulties mentioned above, various models have been devised to get some better insight in the mechanism of interlayer exchange coupling. These are (i) the Ruderman-Kittel-Kasuya-Yosida (RKKY) in which the magnetic layers are described as arrays of localized spins interacting with conduction electrons by a contact exchange potential, (ii) the free-electron of which many variants have been proposed, (iii) the hole confinement which is essentially a tight-binding model with spin-dependent potential steps, and (iv) the Anderson (or sd-mixing) m~d e l .~* !~~ The great advantage of these models is that their simplicity allows one to obtain analytical results, thus making the physics transparent. In particular, all the models relate the oscillation periods, in the limit of large spacer thicknesses, to the Fermi surface of the bulk spacer material.
The general criterion giving the oscillation periods for an arbitrary (nonspherical) Fermi surface has been given by Bruno and Chappert in the context of RKKY theory.17 They have used this criterion to predict the oscillation periods for noble metal spacers, whose Fermi surface is fairly simple and known accurately from de Haas-van Alphen experiments.26 These predictions have been confirmed successfully by numerous experimental observations; in particular, the coexistence of a long and with RKKY theory. Further evidence of the validity of the relationship between the oscillation periods and the Fermi surface of the spacer has been obtained by varying systematically the number of valence electrons via a l l~y i n g .~" -~~ The criterion given by Bruno and Chappert has been used by Stiles33 to determine the oscillation periods for transition metal spacers; however, the Fermi surfaces are so complicated, and the periods so numerous, that a reliable comparison with experimental results seems very doubtful.
Concerning the strength of the coupling, a general trend obtained from the above models is that it depends essentially on the degree of matching of the energy bands at the paramagnet-ferromagnet interface; this appears very clearly from the free-electron model, the hole confinement model, and the sd-mixing model. T h i s trend seems to be supported by the experimental results of Parkin3 for transition metal spacers; however, because of the drastic idealization of these models, no quantitative predictions for realistic systems have been given so far.
In a recent paper, I proposed a general approach to the problem of interlayer coupling,34 which offers a suitable starting point for realistic calculations, and at the same time provides deep physical insight into the mechanism of interlayer coupling. In this approach, the interlayer exchange coupling is described in terms of the quantum interferences due to the (spin-dependent) reflections of Bloch waves at the paramagnet-ferromagnet interfaces. In its most general formulation, this approach embodies all the models mentioned above as particular cases, thus identifying clearly the features that are generic to the phenomenon of interlayer coupling, and the ones that depend on specific assumptions of a given model. Essentially the same formulation has been subsequently presented by Stiles, 33 who derived the expression of the coupling directly in terms of the wave functions, instead of using Green's functions as in Ref.
34.
Until recently, it was generally believed that the interlayer coupling is independent of the magnetic layers thickness.35 On the other hand, Barn&" found from numerical calculations for the free-electron model that the coupling oscillates versus magnetic layer thickness; however, the origin of this behavior remained unclear. As I discussed in Ref. 36, it becomes almost obvious, in the light of the "quantum interference" formulation, that one may expect such oscillations, as a consequence of the interferences associated with the multiple internal reflections in a magnetic layer of finite thickness, in analogy with the reflection oscillations in an optical Fabry-PBrot cavity. This prediction has been confirmed recently by Bloemen et in Co/Cu/Co(OOl) and by Okuno and Inomata in Fe/Cr/Fe(001).38 In contrast to the important theoretical literature devoted to interlayer coupling across a metal spacer, the magnetic coupling across insulators has attracted very little attention from the theoretical point of view. A notable exception is Slonczewski' s model of coupling, at T = 0, through a tunneling barrier:39 The coupling in this case is nonoscillatory, and decays exponentially with spacer thickness. In a recent paper,40 I discussed this problem within the quantum interference approach: At T = 0, one obtains essentially the same results as Slonczewski; on the other hand, the coupling is found to increase with increasing temperature, in contrast to the metal spacer case. One great virtue of the quantum interference approach is that it allows one to treat metal and illsulator spacers in a unified manner, by using the concept of a complex Fermi surface, as discussed in Ref.
40.
The purpose of the present paper is to give a comprehensive and extended discussion of the theory presented in Refs. 34, 36, and 40. It is organized as follows: In view of pedagogical clarity, after a heuristic presentation of the physical mechanism of interlayer coupling and of the underlying concepts (Sec. 11), I shall illustrate the theory within the simple free-electron model (Sec. 111).
In Sec. IV, I shall present the material necessary to the general theory of interlayer coupling; in particular, the concept of complex Fewni surface will be introduced. The general theory of interlayer coupling will be presented in Sec. V. In Sec. VI, I discuss the connection between the present approach and the various models that have been used to study the problem of interlayer coupling. Then, I will present, in Sec. VII, the complex Fermi surfaces of noble metals, as calculated by using the linear rnuffin-tin orbital (LMTO) method. In Sec. VIII, I shall discuss how to calculate the reflection and transmission coefficients for realistic multiband systems. Finally, Sec. IX is devoted to the discussion of a realistic case: namely, CU/CO (001).
QUANTUM INTERFERENCES AND INTERLAYER EXCHANGE COUPLING
In this section, I shall present a heuristic presentation of the interlayer coupling in terms of quantum interferences in the spacer layer; the emphasis will be on physical transparency rather than on mathematical strictness.
A. One-dimensional model
To start with, I shall &st consider a simple onedimensional model. The model consists of a spacer layer of width D and potential V = 0, sandwiched between two potential perturbations A and B of respective widths LA and LB, and respective heights VA and VB. Outside the perturbations, the potential is equal to zero, and the widths LA and LB may be finite or infinite. Positive values for VA and VB correspond to potential barriers, whereas negative values correspond to potential wells.
1. Change of density of states due to the quantum intepferences Let us consider an electron of wave vector I c l (with kl > 0) traveling in the spacer towards the right; as this electron encounters the perturbation B , it is reflected with a (complex) amplitude rg = Irg/ei+B. The reflected wave, of wave vector -k l , is in turn reflected on A with amplitude T A G IrAlei+A, and so on. The module ITA(B~I of the reflection coefficient gives the magnitude of the reflected wave, while the argument q 5~(~) gives the phase shift due to the reflection (note that the latter is not absolute and depends on the choice for the coordinate origin).
The multiple interferences that take place in the spacer induce a change in the density of space. The phase shift of the wave function after a complete round trip in the spacer is A + =~~L D + + A + + B .
(2.1)
Clearly, if the interferences are constructive, i.e., if
with n an integer, one has an increase of the density of states; conversely, when the interferences are destructive, i.e., 
(2.4)
The change A N ( E ) of the integrated density of states is where the energy derivative of the reflection coefficients has been neglected compared to the energy derivative of the exponential factor, which is a good approximation if
The above derivation of the change of integrated density of states is not rigorous, but allows a clear physical understanding of the effect of the quantum interferences in the spacer. It is valid when the reflection coefficients are small, so that higher-order terms may be neglected.
O n the other hand, if I T A~ = I T B~ = 1, the interferences lead to bound states and the wave vector k l is quantized; the bound states occur when the interferences are constructive, i.e., when with n an integer. As D increases, the bound states move towards lower energy and the integrated density of states jumps each time a bound state has energy E .
The product ~T A T B~ measures the strength of the electron confinement in the spacer. As will be shown in Sec. V, the exact expression of the change in the integrated density of states due to quantum interferences is
(2.7)
?r
Clearly, when ~TATBI is small, this expression reduces to (Fig. l) , this is because the circle goes through the origin, so that the argument jumps from 7r/2 to -7r/2 €or each bound state. Note that the period A of the oscillations of AN(€), of course, does not depend on the confinement strength, but only on the wave vector k i , i.e., A = n / k l . A detailed discussion of their role will be presented in the following sections of the paper.
Energy associated with the quantum interferences
Let us now estimate the energy change, at T = 0, of the system, due to the quantum interferences in the spacer.
To ensure conservation of the number of particles, it is convenient to work in the grand-canonical ensemble, and to use the grand potential, which is, at B. Three-dimensional layered system
The generalization of the above discussion to the more realistic case of a three-dimensional layered system is immediate. It follows from the fact that, since the potential depends only on the coordinate in the direction normal to the layers, the in-plane component kll of the wave vector is a good quantum number. Thus, for each kll, we have an effective one-dimensional problem such as the one discussed above; the effect of the quantum interferences in the spacer is obtained by summing over kll. The change in the integrated density of states per unit area is where W is the work function. The vacuum barrier is perfectly reflecting for electrons below the vacuum level, i.e., lrvrrcl = 1. On the other side, the overlayer is bounded by the (semi-infinite) substrate material, with a reflection coefficent T .
The density of states in the overlayer below and above the Fermi level can be probed experimentally by using, respectively, direct and inverse photoemission spectroscopy. If, furthermore, one uses angleresolved photoemission, one can probe the density of states locally in the kit plane. As the thickness of the overlayer is varied, the photoemission signal exhibits oscillations, with a period given by the wave vector LI in the overlayer, and an amplitude proportional to Ir[. In the case where the substrate is a ferromagnetic material, the reflection coefficient at the paramagnetferromagnet interface depends on the direction of the electron spin with respect to the magnetization direction in the ferromagnet; thus one has r t # r 4 . respectively, the spin average and spin asymmetry of the reflection coefficients. If the photoemission experiment is performed in a spin-polarized mode, one observes oscillations in the intensity and spin polarization of the signal.
Observations of the quantum interferences due to confinement in overlayers have been reported by Ortega and Himpse141 from non-spin-polarized inverse photoemission on Cu overlayers on Co(OO1) and Ag overlayers on Fe(OO1). They suggested that these interferences should be attributed to minority-spin electrons, and are responsible for the oscillations of interlayer exchange coupling versus spacer thickness. Confirmation of their suggestion has been given by Garrison et ~1 . ~~ and Carbone et al.4s who performed spin-polarized photoemission experiments on Cu overlayers on Co(OOl), and showed that the quantum interferences are actually spin dependent and mostly of minority-spin character.
D. Interlayer exchange coupling
In the case where two ferromagnetic films are separated by a paramagnetic spacer layer, the quantum interferences in the spacer induce an interlayer exchange interaction between the ferromagnetic layers.
In the ferromagnetic configuration, the energy due to the interferences, at T = 0, is r In the antiferromagnetic configuration, one has r 1 so that the exchange coupling energy per unit area at T = O i s (2.19) which, for small confinement, reduces to
The above equation expresses transparently that the variation of the coupling versus spacer thickness depends only on the spacer material (via the wave vectors kl), whereas the strength and phase of the coupling are determined by the spin asymmetry of the reflection coefficients at the paramagnet-ferromagnet interfaces, which, in turn, depend on the degree of matching of the band structure on both sides of the interface. The implications of the above expression for the exchange coupling behavior will be presented in detail in the following section.
The quantum interference picture allows us to establish a quantitative connection between the quantum interferences in overlayers, as observed in photoemission experiments, and the interlayer exchange interaction. Whereas the latter results from the contribution of all allowed I electron states, i.e., involves a summation over in-plane wave vector and energy, photoemission experiments offer the unique opportunity of being wave vector, energy, and spin selective; thus, it provides a powerful tool for investigating the mechanism of interlayer exchange coupling.44
FREE-ELECTRON MODEL
In this section, I discuss the problem of interlayer exchange coupling for the simple free-electron model. For this simple case, the calculations can be performed analytically, providing a physically transparent illustration of the various aspects of the problem.
The model-is as follows: The zero of energy is taken at the bottom of the majority band of the ferromagnetic layers; the potential of the minority band is given by the exchange splitting A , while the spacer, of thickness D , has a potential equal to U. Alternatively, one may take, as a measure of interlayer coupling, the energy difference per unit area between ferromagnetic (0 = 0) and antiferromagnetic (0 = T) configurations: In Eq. (3.1), the lower bound of the energy integration is -CO; on the other hand, states that are forbidden, Le., such that E < min(O,U), should not contribute to the coupling. One can check that this is actually the case, because for such states, both the reflection coefficients and the exponential factor are real, so that they give netic layers are taken to be identical,
Let ~8 consider &st the c s e of semi-infinite magnetic layers ( L = +CO); one finds t (4) (3*7) (b) insulating spacer ( E F < U).
( 3.10) where the complex integration path C is shown in Fig. 3 . The integrand in the above equation has no pole in the upper right quadrant of the complex plane and decreases exponentially as Im(kl) +CO; thus, one can replace, for the case of a metallic spacer, the integration path C by C', as shown in Fig. 3 . This yields the result valid for both cases, where the reflection coefficients are calculated for k : = kF + irc, with
respectively. For the energy difference between ferromagnetic and antiferromagnetic configurations, one gets . , .
Equations (3.11) and (3.13) allow very efficient numerical calculations of the coupling, because the integrand is not oscillatory, but exponentially decaying. It clearly shows that the thickness dependence of the coupling is driven by the factor e 2 i k F D ; thus the coupling oscillates with spacer thickness in the case of a metallic spacer ( k F real), and decays exponentially with D for an insulating spacer ( k~ imaginary). In the limit of large spacer thickness, and retaining only the leading contribution, Eq. (3.11) reduces to h2 k$ Im (Ar,2e2ikFD) , (3.14) where the reflection coefficients are calculated for k : = k~. In the case of an insulating spacer, the sign of the coupling at large spacer thicknesses is determined by the argument of A&; the coupling is antiferromag-
where k s (kb) is the Fermi wave vector for majority-spin (minority-spin) electrons in the ferromagnet. At lower spacer thicknesses, the coupling may change sign, due to contributions originating from states well below E F .
Figures 4 and 5 show the coupling constant J1 calculated from Eq. (3.11), respectively, for a metallic spacer and for an insulating spacer. Equation (3.14) is equivalent to the results obtained by S l o n c e w~k i~~ and by Erickson et U Z . ,~O respectively, for the insulating spacer case and for the metal spacer case, by using Sloncewski's torque method.39 For large spacer thicknesses, the most important contribution to the coupling arises from the neighborhood of E F ; the rapidly varying exponential factor ei2k:D, in the numerator of Eq. (3.151, may be expanded near EF as this yields and by using the tabulated integral46
the result is where J1(0) is given by Eq. (3.14). In spite of the unified treatment given here, the temperature dependence of the coupling is strikingly different for a metallic and for an insulating spacer: In the former case, the coupling decreases with temperature, whereas in the latter, it increases. Formally, this is related to the fact that k~ is imaginary for an insulating spacer, and that
is an increasing function, as shown in Fig. 6 .
Physically, the different behavior may be understood from the simple following argument: In the case of a metallic spacer, the coupling, at T = 0, oscillates with a wave vector 2kF; as the temperature is raised, ICF is broadened with a width AkF M kBTm/fi2kF, which produces a blurring of the coupling oscillations for D >
Akil. In the case of an insulating coupling, on the other hand, the contribution to the coupling arising from electrons of energy E increases exponentially with E; as the temperature increases from zero, the contribution due electrons in an energy range kBT below EF is lowered at the expense of a Earger contribution from electrons within a range kBT above EF; thus, the coupling increases.
This behavior is in qualitative agreement with the recent experimental observations of Toscano et d 5 who found a thermally increasing interlayer exchange coupling across nonmetallic spacers (amorphous Si and SiO).
Of course, in the case of an insulating spacer, the coupling does not diverge at T = h2kF/2kBmD as Eqs. (3.24) and (3.25) suggest; the point is that, for temperatures of this order and higher, the approximation (3.19) is no longer applicable. The formulas given in this section provide a unified description of the coupling, for both cases of a metallic and insulating spacer layer, provided k F is considered as a complex quantity. This suggests a generalization of the concept of a Fermi surface to complex wave vectors, as will be discussed in the following sections. efficients for a semi-infinite magnetic layer Ar, and f m are to be replaced by the corresponding ones for a magnetic layer of thickness L, Ar, and f , respectively. For simplicity, I shall restrict myself to the case of a metallic spacer; more precisely, I take U = 0; thus, the magnetic layer is transparent for electrons of spin parallel to the majority spins, i.e., r t = 0 and f = -Ar = d / 2 .
In the case of a layer of finite thickness, as depicted in Fig. 7 , all the waves associated with the multiple reflections inside the magnetic layer contribute to the net reflection coefficient. The summation is easily carried out, and one gets where k i is the minority-spin wave vector in the magnetic layer. Clearly, the variation of rl with respect to L is oscillatory or exponential, according to the naturepropagative or evanescent-of the state of wave vector k i . As appears clearly from Eq. (3.11), the interlayer coupling is governed essentially by the states lying at the Fermi level. Thus, if k b is real, one can expect oscillations of the interlayer coupling versus magnetic layer thickness to show up. The oscillations are due to the quantum interferences inside the magnetic layers: When the interferences are constructive (destructive), the coupling strength is enhanced (reduced). Below, I consider only the former case, i.e., kk real.
In the limit where both L and D are large, the expression of the coupling reduces to 29 and 3.30 , the nth coupling we note that the terms of order n originate from interferences between an incident wave and a reflected wave which have undergone n round trips in the spacer; thus, these terms involve 2n reflections on the ferromagnetic layers, and, accordingly, J,, is proportional to AT^.
Another striking point is that. all the coupling constants J, have the same D-' decay. This is in contrast with the coupling between point impurities: In the latter case, J1 decays like Du3 and J2 like D-5.47 This is related to the different geometry of the magnetic defects. In the case of magnetic impurities, the coupling is mediated by spherical waves; as the amplitude of the latter decays like the reciprocal of the distance, each round trip contributes a factor D-'; thus one has J, N J1D-2(n-1) N D-',-l. In the case of magnetic layers, on the other hand, the coupling is mediated by plane waves, which propagate with a constant amplitude; thus, one has J, -J1 N D-'.
In the same way as for 51, one shows.that the temperature dependence of J,, is given by constant varies like eanikF d . This is interpreted easily if thus, J, has a thermal variation which is n times faster than J1. Again this is related to the fact that J, is due to interferences involving n round trips in the spacer.
The interest in higher-order coupling constants has been stimulated by the experimental discovery, by Riihrig et of 90" coupling around the crossing from ferromagnetic to antiferromagnetic coupling in Fe/Cr/Fe(001). This behavior has been confirmed by other authors in various systems. If 5 2 > 0, the term J 2 COS' 6 favors a 90" alignment of the two magnetic layers. Thus, Erickson et aL2' have suggested that one can neglect all terms of order larger than 2, and that, for spacer thicknesses such that J1 M 0 and J 2 > 0, a 90" alignment of the magnetic layers should show up. Figure 9 shows the respective variations of 5 1 and J2 versus spacer thickness for the free-electron model. However, the magnitude of biquadratic coupling J2 which arises from the intrinsic mechanism is in general too small to explain the ones that are observed experimentally; thus, presumably, other mechanisms, such as the one proposed by S l o n c~e w s k i~~ (based on micromagnetic fluctuations of the magnetization direction due to roughness), are responsible for the large Jz observed experimentally.
To conclude this section devoted to the fiee-electron model, let us emphasize that, in spite of its great simplicity, this model exhibits a very rich variety of physical behaviors, allowing a qualitative explanation of many experimental observations. Of course, the price to pay for the simplicity is the lack of a quantitative description of the coupling in realistic systems. Among the features which are missing in the free-electron model of interlayer coupling, we can mention (i) the discrete nature of the lattice, giving rise to "aliasing" and multiple periods,17 (ii) nonspherical Fermi surfaces, and (iii) multiple bands. These aspects will be considered in the following sections.
IV. PRELIMINARY CONSIDERATIONS

A. Propagative and evanescent states
In a bulk crystal, the allowed states are Bloch waves, where Ukn(1) is invariant under translation by a lattice vector R the Bloch theorem holds for any complex wave vector,60 but in bulk crystals, wave vectors k with nonvanishing imaginary components are excluded, for the exponential factor then diverges. However, in the case of a slab of finite thickness, wave vectors with a complex normal component k l are no longer forbidden; only the in-plane component kll has to be real. The contribution of these evanescent states to the density of states of the slab is inversely proportionnal to its thickness.
Let Ho be the Hamiltonian of the (bulk) spacer material. The corresponding Green's function is the operator Go(e) (e -H o ) -l , (4.2) where e is a complex energy. We use a fixed basis set IRL), where R is a site index, and L (1,m) an orbital index. From these, we construct the Bloch states If one selects an energy E and an in-plane wave vector kll, the eigenstates are given by the poles of Go(kl1, kl, E+ iO+), taken as a function of kl, where iO+ is an infinitesimal imaginary number. As shown in Fig. 10 , we may find two different kinds of poles: (a) poles having an infinitesimal imaginary part, which correspond to propugutive states, and (b) poles having a finite imaginary part, which correspond to evanescent states. Among the propagative states, the ones having a positive (negative) infinitesimal imaginary part have a positive (negative) group velocity; this is easily checked by expanding & k l , , k l around the value Ic; at which it is equal to 5, i.e., ' (4.5) thus one sees that the sign of the imaginary part is the same as the one of the group velocity 'ul. In the following, I shall label by an upper + index (a -index) the wave vectors with a positive (negative) imaginary part, and the corresponding states will be said to have a positive (negative) velocity, independently of their propagative or evanescent character.
One can check easily that, for each state of wave vector ki, one has a counterpart of the same character (propagative or evanescent) with a velocity in the opposite direction, and vice versa.
As usual, it is sufficient to restrict the real part of the wave vector within a unit cell of the reciprocal lattice; however, as discussed in Qef. 17, the standard choice of the first Brillouin zone is not adapted to the symmetry of the problem. A better choice is to consider a prismatic unit cell, with a kll belonging to the two-dimensional first In order to illustrate the concept of a complex Fermi surface, I consider the simple-cubic tight-binding model; the dispersion is given by 
C. Reflection and transmission coefficients
We now consider the system depicted in Fig. 12 . Actually, the perturbation layer Fa may consist of an arbi- trary stacking of different materials. The only restriction is that the in-plane translational invariance has to be conserved; this condition, however, is often very well satisfied in systems grown epitaxially; as a consequence, kll remains a good quantum number.
The Hamiltonian of the system may be written G(e) = GO(e) f GO(e)TA(e)GO(e), (4.9) in terms of the Green's function of the unperturbed system Go(e) and the t matrix of the perturbation,
TA(e) E V A f v~G o ( e ) V~ f V a G o ( e ) V~G o ( e ) V a
Let us consider a wave I k I n ) (IkIn)), incoming on FA &om z = f00 ( z = -00); the effect of the perturbation V A is to scatter it into reflected and transmitted waves. Here and in the following, the kll and spin indices have been dropped. One shows easily that the perturbed state IkTn)' is given by 11 ) P. BRUNO -for RL < RI, (RI > R:,). The reflected (transmitted) waves Ikf'n') (lkyn')) have the same energy as the incident one, and a velocity of opposite sign (same sign). The expressions of the reflection and transmission coefficients are, respectively, and where the U' is the (complex) group velocity of the re3ected state3kf'n').
In the above equations, R:o and RI, are the origins for the outgoing waves of positive and negative velocity, respectively. The reflection and transmission coefficients are defined within a factor depending on the choice of and R : , . In this paper, I take the convention of choosing Rzo andRTo as shown in Fig. 12 .
One can then define the reflection matrices R-+ and R+-and the transmission matrices T--and T++, whose matrix elements are given by Eqs. (4.14a) and (4.14b), respectively. We also introduce the diagonal matrices K+ and K-, whose diagonal elements are the wave vectors IC: and k 7 , respectivfly, corresponding to the eigenstates of the spacer, for a given energy E and a given in-plane wave vector kll .
V. GENERAL THEORY OF INTERLAYER EXCHANGE COUPLING
We now consider a system with two magnetic layers FA and FB, with their magnetizations making an angle 8 with respect to each other, separated by a paramagnetic spacer of N atomic layers. The magnetic layers may be made of different materials, and may have different thicknesses. The need, for the perturbation potentials, to drop rapidly to zero in the spacer excludes the case of a spacer with a long-range magnetic order such as an antiferromagnet.
A. Derivation of the general expression
The interlayer exchange coupling is obtained from the variation, with respect to 0, of the total energy of the system. If we make use of the "force theorem,"53 the energy change associated with the variation of the angle 8 is expressed as the change in the sum of single-particle energies, calculated for a (non-self-consistent) frozen potential. To ensure conservation of the particle number, it is convenient to work in the grand-canonical ensemble, and to consider the thermodynamic grand potential is the Green's function of the whole system. Using algebraic manipulations or diagrammatic techniques, it may be expressed as
The physical interpretation of the above equation is immediate, if we remember that Go represents the propagation in the spacer material, while TA and TB describe the reflections on FA and FB, respectively. The terms of the series express the effect, on the density of states, of multiple reflections of increasing order; thus, there is complete parallel between the present formalism-and the heuristic picture given in Sec. 11. Equation expresses the effect of FA alone, and similarly for h G~( e ) .
The last term, AGAB(e), contains all the terms of Eq. (5.4) involving both TA(e) and TB(e); this interference term is responsible for the interaction between FA and FB. Thus, the interlayer coupling energy may be Then, the energy difference between ferromagnetic and antiferromagnetic contributions reads (5.13) density of states at kll due to the interferences:
From Eq. (5.9) and proceeding as for the coupling energy, one obtains the change ANAB(E, kll) in the integrated 
E. Asymptotic results
Although a direct computation of the coupling from the general expression (5.11) is, in principle, feasible, the integrations over E and kll make this a difficult task. In the limit of large spacer thicknesses, on the other hand, these integrations can be performed analytically, which reduces considerably the amount of numerical calculations.
Expanding the logarithm in Eq. (5.11), and retaining only the leading term, one obtains for the Heisenberg coupling constant and similarly for ARi-. In terms of the various modes with positive and negative velocity k: and Icy, this gives
Here and below, the + and -upper indices are omitted for the reflection coefficients.
Let us first perform the integration over the energy.
If D is large, the exponential factor varies very rapidly with E , so that the integral is dominated fiom the neigh- In the above equations, q i p is a vector spanning the complex Fermi surface; the velocity U& is a combination of the complex group velocities at the extremities kTF and k I F . Next, the integration on kit is performed by noting that, for large spacer thickness D , the only significant contributions arise from the neighboring of critical vectors ki where q l F is stationary. h o u n d such vectors, q1F may be expanded as where the cross terms have been canceled by a proper choice of axes;54 K: and KG are combinations of the curvature radii of the complex Fermi surface at (k;, k z a ) and (kf, k:").
Note that the stationary vectors q? may be complex as well as real; accordingly, the curvature radii n: and K: may be complex.
The integral is calculated by using the stationary phase a p p r~x i m a t i o n ,~~ and one obtains The result expressed by Eq. (5.27) is the main result of this section. The expression of the interlayer coupling, in the limit of large thicknesses, is extremely simple; it depends essentially on (i) the complex Fermi surface of the spacer material and (ii) the spin asymmetry of the reffection coefficients at the paramagnetic-ferromagnetic interfaces. The complex Fermi surface determines the thickness dependence of the coupling (period of the oscillations or range of the exponential decay); it also controls the temperature dependence of the coupling (via v'f) and, to some extent, its strength and phase (via w? and K~) . On the other hand, the reflection coefficients Arz and Arg influence the magnitude and phase of the coupling.
A remarkable feature is that, for a given component a, the influences of FA and FB are factorized; thus, the strength of the coupling for Fe/Cu/Co, for example, should be the geometric average of the coupling strengths for Co/Cu/Co and Fe/Cu/Fe (for a given component a ) This requires that the two partial derivatives with respect to the in-plane components of the wave vector vanish simultaneously. This is very unlikely to happen for a general point of the two-dimensional Brillouin zone. On the other hand, at high-symmetry points of the Brillouin zone, the symmetry requires that both partial derivatives vanish, so that such points are necessarily critical points. Such critical points may be termed essential and their class will be denoted as Co. For points lying on the high-symmetry line, the symmetry requires one of the partial derivative to vanish. Critical points that are found on high-symmetry lines will be termed semiessential, and their class denoted as C'. Finally, critical points possessing no particular symmetry will be termed accidental, and their class denoted as C". In addition, an index T or i will indicate whether the vector is real or not, i.e., whether the coupling is oscillatory or evanescent. For example, C," indicates an essential critical point, giving an oscillatory contribution to the coupling. Examples of the use of the above classification will be given in the following sections.
VI. CONNECTION TO VARIOUS MODELS
The general theory presented above may be applied to various models. Its application to the free-electron model has been presented in detail in Sec. 111. In the present section, I consider further models which have been investigated in the literature: the RKKY model, the singleband tight-binding model, and the Anderson model.
A. RKKY theory
The RKKY model was originally proposed by Ruderman and Kitte1" to explain the indirect coupling between nuclear spins via conduction electrons, and then extended to the case of electronic magnetic moments by K a s~y a~~ and Yo~ida.~* In this model, the interaction between a conduction electron of spin s and position r and a localized spin S located at site R is described by a contact exchange potential V(r,s) = AS(r -R) s -S . The generalization to the case of arbitrary band structure has been given by Roth et al. '' To apply this model to the problem of interlayer coupling, Yafet has considered two-dimensional layers with a uniform distribution of spins, of areal density N s ; the spins within a layer are assumed to be aligned and the interlayer interaction is investigated. By using secondorder perturbation, Yafet found, for the free-electron approximation,ls .29) converges very rapidly. In the limit p << kF, this expression for J1 reduces exactly to Eq. (6.5), the result obtained by Yafetl' &om second-order perturbation theory. In the limit of large spacer thickness, and retaining only the leading contribution, one obtains easily the nonperturbative expression of the coupling constant of order n, at T = 0, (6.9) which is valid even when / 3 is not small as compared to k~, i.e., when perturbation theory may not be used.
B. Single-band tight-binding model
The single-band tight-binding model has been introduced, for investigating interlayer exchange coupling, by .11) is the Hamiltonian of the pure spacer material, and the perturbation due to FA (FB) is given by -2 t l cos(kJ-a).
(6.14)
For simplicity, I choose At large spacer thickness, the integral over EL is dominated by the neighboring of the Van Hove singularities. Actually, for this model, the critical points giving the coupling at large spacer thickness coincide with the ones giving the Van Hove singularities of the square lattice density of states. In the limit of large thicknesses, the asymptotic expression of Sec. V B may be used. Thus, the problem essentially consists in identifying the critical points. is obtained by repeating this with a period 2r/d. This, together with the fact that qy is complex, should be kept in mind when interpreting the length of the arrows in terms of oscillation periods or decay lengths.
Let us f i s t consider the case t i = tll. For EF = eo-4tii Fig. 13(a) ], the critical points at I?, X, and M are, respectively, of the kind C,", C:, and C ! , according to the classification of Sec. -- Fig. 13(b) ], the critical points at I ' , X, and M are, respectively, of the kind Cf, C,", and Cf. In both cases, the coupling is given by the superposition of an oscillatory component and of two evanescent components. The latter manifest themselves by producing a bias of the oscillations for low
--spacer thickness. In order for this effect to be observable experimentally, Im(qz) should be small. A general result is that oscillatory components decrease with temperature, whereas evanescent ones increase. When t L < tll, the necks of the Fermi surface in the perpendicular direction occur at a lower value of EF than for the x and y directions. Figure 13(c) shows the complex Fermi surface for tL/tll = 2/3 and EF = EO -2tll.
In this case the critical points at I?, X , and M are all of the kind C!; the q? are all imaginary. Thus, one has only evanescent coupling components: This metallic spacer behaves, for the interlayer exchange coupling, like an insulating spacer. This surprising result is merely of conceptual interest, for such a situation seems unlikely to happen in a real system.
The strength of the coupling is determined by the value of r4 at E F , for the various critical points. As one can see &om Eq. (6.16b)) it depends essentially on the band mismatch between the paramagnet and the minority spin of the ferromagnet.
-- 
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C. Anderson model
The Anderson (or sd-mixing) model was originally proposed by Andersone2 to discuss the magnetic behavior of isolated impurities in a nonmagnetic host material.
Carolie3 considered the problem of exchange coupling between two impurities; using perturbation theory, he obtained the remarkable result that the strength and phase of the oscillatory coupling are related directly, via F'riedel s u m rules,64 to the magnetic moment and number of electrons, respectively, of the impurities virtual bound states.
The where nq and nJ-are, respectively, the number of d electrons for majority and minority spins, to be determined self-consistently.
Due to the sd hybridization the "localized" levels E!: are broadened into "virtual bound states" with an energy shift r k l l ( E ) and a width A q ( E ) given by One defines the phase shift mllc(E), for an electron of in-plane wave vector kll, energy E , and spin c, as
Adapting the F'riedel s u m rulee4 to the planar geometry of the system, one shows that the phase shift at Fermi energy mlla(EF) is related to the displaced charge Nkll and spin polarization M k l l , locally in the kll plane, i.e., Inserting this result in the asymptotic expression of the interlayer exchange coupling, Eq. (5.27), one recovers the result obtained previously by using Caroli's method, 25 i.e., In particular, the predictions of the RKKY theory for the periods of oscillation versus spacer thickness1' have been very well confirmed by the experiment. This is due to the fact that the Fermi surface of noble metals is fairly simple and known accurately &om de Haas-van Alphen experiments.2e In this section, I present the complex F e n i surfaces and the critical (stationary) vectors of Cu, for the (OOl), (lll), and (110) orientations of the fcc structure and for the (001) and (110) Tables VI-VIII and Tables IX-XI , respectively. In these tables are indicated, successively, the location of the critical point in the two-dimensional Brillouin zone, its kind according to the classification of Sec. V C, the number of equivalent vectors the period (with taking aliasing into account) for oscillatory terms, and the decay length l/Im(qa) for evanescent terms.
Let us first consider the real sheets and the real critical vectors of the complex Fermi surface: One sees that, for fcc Cu, there is good agreement between the present cu (111) kT ( bcc cu (001) (001) using the augmented spherical-wave (ASW) method. However, they --considered only the cross section corresponding to the I?-X line of the two-dimensional Brillouin zone; thus, they were able to identify only _ -the short oscillation periods located at r and on the I?-X line, and they missed the two other periods, located at m. This illustates the usefulness of a systematic search of the critical points based on symmetry considerations, as exposed in Sec. VC. Johnson et al. '' have studied experimentally the coupling across bcc Cu (001) in Fe/Cu/Fe films; they have observed oscillations with a period of 2 AL's, which can be ascribed to the critical vectors located at and on the r -X line.
However, the thickness range they investigated (from 10 to 18 AL) was too narrow to allow the observation of the long period ( M 10 AL), which corresponds to the neck diameter. The observation of this long-period oscillation is a challenge to, experiment; it would provide experimental evidence of the existence of necks in the Fermi surface of bcc Cu. The coupling across bcc Cu (110) has never been investigated experimentally; a p k o r i , in view of the good lattice matching, one may expect Cu to grow on bcc Fe (110) with the bcc (110) structure; thus, the Fe (11O)/Cu/Fe system would be a good candidate for studying interlayer coupling across bcc Cu (110).
I turn now to the complex sheets of the complex Fermi surface. One notices that the most relevant complex sheets are "bubblelike" complex pockets nested in the necks of the Fermi surface which are along the direction perpendicular to the layers. The size of the corresponding imaginary critical vector is approximately given by the neck diameter. The coupling contributions associated with the imaginary critical vectors are nonoscillatory and have an exponential decay; in contrast to the oscillatory contributions, they increase with temperature. The effect of such nonoscillatory terms is to induce a bias of the coupling for low spacer thicknesses, so that the superimposed oscillatory contributions appear nonsymmetrical with respect to zero. For noble metals, the neck diameter is such that the decay lengths are very short (M 1.5 AL); however, it has been demonstrated experimentally that by alloying Cu with a metal of lower v a l e n~e ,~~-~~ one observes a change of the periods of oscillatory coupling, which is successfully interpreted by a reduction of the Fermi surface and of the neck diameter. Thus, such systems are expected to have nonoscillatory coupling terms with a larger decay length (and also a stronger temperature dependence), and might allow an experimental check of the theory developed in this paper.
VIUC. CALCULATION OF REFLECTION AND TRANSMISSION COEFFICIENTS FOR REALISTIC MULTIBAND SYSTEMS
A. General case The reflection and transmission coefficients, for perturbation layers of moderate thickness, can be calculated by direct application of Eqs. However, when the perturbation layers are very thick, or even semi-infinite, this approach is not suitable. In this section, I discuss how to compute the transmission and reflection coefficients for a thick or semi-infinite perturbation, in terms of those for thin perturbation layers.
Since the in-plane wave vector and the spin are good quantum numbers, they do not play any specific role for this problem, and they will be omitted in this section. Let us consider the case where the perturbation potential V can be spatially split in two parts V I and V2; the origins for the outgoing waves of positive and negative veloci- 
R T t ) . For the total perturbation, we take R I o RI:)
and RZo R I r ) . The Green's function of the whole system may be expressed in terms of the t matrices TI and T2, corresponding to V1 and Vz, respectively, i.e., With the above relations, one can obtain the reflection and transmission matrices for an arbitrary layer, by "building it up" from the ones of elementary constituents. In particular, one can compute the reflection matrix for a semi-infinite perturbation layer. To this end, one splits the perturbation into bulk part, in which the potential is bulklike, and an interface region in which the potential differs fiom its bulk value. More precisely, if we take the perturbation to be in the RI < 0 half space, we wish to compute RG+, the reflection matrix of the whole perturbation, in terms of RLTB), the reflection matrix for the bullclike semi-infinite perturbation, and R$T and TZ, the reflection and transmission matrices for the interface region. By using Eq. (8.4c), one obtains R; + = R-+ + T-- By using a transfer-matrix formalism,6e one obtains an alternative (but equivalent) expression for r,,
R+-
' and the expression of the reflection coefficient for a perturbation containing n atomic layers, 15a) or, equivalently,
Clearly, kf' should be interpreted as the effective wave vector for propagation through the perturbation material. It is remarkable that, even if many propagative or evanescent states are present in the perturbation material for the energy and in-plane wave vector under consideration, the expression of the reflection coefficient takes the same form as if there were a single pair of allowed states in the perturbation material. According to whether kz' is real or imaginary, one has partial or total reflection, respectively, for a semi-infinite perturbation. The dependence of the reflection coefficient with respect to the number n of atomic layers in the perturbation takes the same form as for the freeelectron model; r, oscillates with n when I T, \ < 1 (i.e., when kf is real), and varies exponentially when Ir,[ = 1 (i.e., when kf' is imaginary), which is the behavior one expects intuitively.
IX. DISCUSSION OF A REALISTIC CASE:
co/cu/co(oo1)
The system Co/Cu/Co(OOl) has served as a model system for investigations of interlayer exchange coupling, both experimental and theoretical. This is motivated by (i) the good lattice matching between Cu and fcc CO, (ii) the strong ferromagnetism of CO, and (iii) the fact that Cu has a fairly simple Fermi surface. Furthermore, experiments of spin-polarized photoemission in Cu overlayers on fcc Co(OO1) have revealed the presence of (spindependent) oscillations in the density of states, which can be interpreted in terms of quantum interferences in the Cu overlayer as discussed in Sec. 11.
In the present section, I shall illustrate the approach introduced in Sec. VIII by calculating the reflection coefficient for the Cu/Co(OOl) interface, for the center of the two-dimensional Brillouin zone.
The calculations have been performed by using the TB-LMTO r n e t h~d . "~ The Wigner-Seitz radius of bulk Cu ( r w s = 2.669 a.u.) has been taken for both materials, and possible tetragonal distortions have been neglected. For the potential parameters, the values calculated selfconsistently for bulk materials at T W S = 2.669 a.u. (Ref. 67) have been used. The potential change at the interface is taken into account simply by lining up the Fermi levels of the two materials, and neglecting changes in potential parameters for the layers close to the interface; in view of the short screening length for charge transfers, this simple approximation is expected to yield reasonable results. Figure 19 shows the band dispersion versus k l of Cu (a), and of majority-(b) and minority-(c) spin fcc CO, (001) two-dimensional Brillouin zone. The bold lines correspond to states of AI symmetry.
for the center of the (001) two-dimensional Brillouin zone. The phases shifts 7s and V A , for majority and minority spin, versus energy are presented in Fig. 20 . Figures 21 and 22 present the reflection coefficients (in module), respectively, for one atomic layer of CO and for a semi-infinite CO layer.
As appears from Figs. 21 and 22 , the reflection coefficient for majority-spin electrons is very small. This is because the majority-spin band structure of fcc CO, in the neighborhood of the Fermi level, is very similar to the Cu one, as seen in Fig. 19 .
On the other hand, much stronger reflection coefficients are obtained for minority-spin electrons. Furthermore, the reflection coefficient for minority spin increases strongly with decreasing energy below the Fermi level;
in particular, for E -EF 5 -0.55 eV, one has l &,l = 1;
i.e., total reflection is achieved for minority-spin electrons ( Fig. 22) . The occurrence of the total reflection coincides with the opening of a gap in the fcc CO minorityspin subband of A1 symmetry, as seen in Fig. 19(c) . This is because the only states contributing to the reflection are those having the same symmetry as the incident wave in Cu (i.e., A,). The d state responsible for the opening of the gap, and hence for the occurrence of total confinement, is the 31&,a-~z state; it is symmetric with respect to the z-y plane, and this is reflected by the fact that the phase shift qs varies strongly with decreasing energy, whereas T A remains almost unchanged.
In other words, one may say that the maximum of i~il at E -EF M -0.75 eV is due to a virtual bound state 
X. CONCLUDING REMARKS
In this paper, I have presented a comprehensive discussion of the problem of interlayer exchange coupling. The mechanism of coupling can be described in terms of quantum interferences due to reflections on the spacer boundaries. This approach provides a very intuitive and physically appealing picture of the problem. In particular, it allows the understanding of most behaviors observed experimentally. Furthermore, original predictions have been obtained, and confirmed experimentally, such as the variation with respect to magnetic layer thickness. An important result of the present theory is the unified treament of the cases of metallic and insulating spacer layers, by introducing the concept of a complex Fermi
surface.
This theory can also be implemented for discussing realistic cases. This has been illustrated in the present paper for the case of noble metal spacer layers, and more specifically, for the Co/Cu/Co(OO1) system.
The approach presented here establishes a precise, quantitative relationship between the interlayer coupling and other experimental evidence of quantum interferences in ultrathin layers, such as photoemission observations. Photoemission can be used as an energy-, wavevector-, and spin-selective probe of the electron confinement in ultrathin layers, thus providing a unique tool to investigate the mechanism of interlayer exchange coupling and check theoretical interpretations of the phenomenon.
Finally, let us mention that other properties, such as magneto-optical effects, exhibit oscillatory behavior with respect to layer thicknesses in ultrathin film^.'^-^' These effects can be also interpreted in terms of the quantum interferences due to c~nfinernent.'~ The poles always occur in pairs, one of them being located in the upper half-plane, the other in the lower half-plane, as sketched in Fig. 24 . The ones having an infinitesimal imaginary part correspond to propagative states, while those lying o f f the real axis correspond to evanescent states. Using the theorem of residues, it is then a simple matter to show that where the sign + (-) is for RI > R$ (RI < R$), the wave vectors k$ are such that E + = E + iO+, and where v l is the group velocity, k,
(-43)
note that for a complex wave vector, this velocity is generally complex. 
