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THE CALCULATION OF THE DISTANCE TO A NEARBY
DEFECTIVE MATRIX
MELINA A. FREITAG∗ AND ALASTAIR SPENCE†
Abstract. In this paper a new fast algorithm for the computation of the distance of a matrix to
a nearby defective matrix is presented. The problem is formulated following Alam & Bora (Linear
Algebra Appl., 396 (2005), pp. 273–301) and reduces to finding when a parameter-dependent matrix is
singular subject to a constraint. The solution is achieved by an extension of the Implicit Determinant
Method introduced by Spence & Poulton (J. Comput. Phys., 204 (2005), pp. 65–81). Numerical
results for several examples illustrate the performance of the algorithm.
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1. Introduction. Let A be a complex n×n matrix with n distinct eigenvalues.
It is a classic problem in numerical linear algebra to find
d(A) = inf{‖A−B‖, B is a defective matrix},
where ‖ · ‖ = ‖ · ‖F or ‖ · ‖ = ‖ · ‖2. Hence d(A) is the distance of the matrix A to
the set of matrices which have a Jordan block of at least dimension 2. In this paper
we present a fast numerical method to find a nearby defective matrix. We formulate
the problem as a real 3-dimensional nonlinear system which is solved by Newton’s
method. Though not guaranteed to find the nearest defective matrix, since Newton’s
method provides no such guarantees, in all the examples considered our method did,
in fact, find the nearest defective matrix and hence d(A) was computed.
The distance of a matrix to a defective matrix is linked with the sensitivity analysis
of eigenvalues. The condition number of a simple eigenvalue λ is given by 1/|yHx|,
(see [12]) where x and y are normalised right and left eigenvectors corresponding to
λ. For a defective eigenvalue we have yHx = 0 and hence the condition number of
the eigenvalue is infinite. But it is well-known that even if the eigenvalues of a matrix
are simple and well-separated from each other, they can be ill-conditioned. Hence the
measure of the distance d(A) of a matrix A to a defective matrix B is important for
determining the sensitivity of the eigendecomposition. There is a very informative
discussion and history of this problem in [2], where the contributions of Demmel [3, 4]
and Wilkinson [13, 14] are discussed in detail. Another important paper is that by
Lippert and Edelman [8] who use ideas from differential geometry and singularity
theory to discuss the sensitivity of double eigenvalues. In particular, they present a
condition that measures the ill-conditioning of a matrix with a 2-dimensional Jordan
block. The key paper that provides the solution to the nearest defective matrix
is that of Alam and Bora [1] who provide both theory and an algorithm based on
pseudospectra.
Following Trefethen and Embree [11], the ε-pseudospectrum Λε(A) of a matrix A
is given by
Λε(A) = {σmin(A− zI) < ε},
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where ε > 0 and σmin denotes the smallest singular value. Equivalently
Λε(A) = {z ∈ C | det(A+ E − zI) = 0, for some E ∈ C
n×nwith ‖E‖ < ε}.
If Λε(A) has n components, then A+E has n distinct eigenvalues for all perturbation
matrices E ∈ Cn×n with ‖E‖ < ε and hence A + E is not defective. Alam and
Bora [1] take these ideas and seek the smallest perturbation matrix E such that the
pseudospectra of A+E coalesce. They present the following theorem (see [1, Theorem
4.1] and [2, Lemma 1]).
Theorem 1.1. Let A ∈ Cn×n and z ∈ C \ Λ(A), so that A − zI has a simple
smallest singular value ε > 0 with corresponding left and right singular vectors u and
v such that (A− zI)v = εu. Then z is an eigenvalue of B = A− εuvH with geomet-
ric multiplicity 1 and corresponding left and right eigenvectors u and v respectively.
Furthermore, if uHv = 0, then z has algebraic multiplicity greater than one, hence it
is a nonderogatory defective eigenvalue of B and ‖A−B‖ = ε.
Proof. As A−zI has unique smallest singular value ε > 0 with corresponding left
and right singular vectors u and v, we have rank(A − zI − εuvH) = n− 1 and hence
z is an eigenvalue of B = A− εuvH with geometric multiplicity 1. Further
Bv = zv and uHB = zuH ,
and u and v are left and right eigenvectors such that uHv = 0. So z is a multiple
eigenvalue of B and hence z is a nonderogatory defective eigenvalue of B.
Theorem 1.1 leads to the result E := −εuvH so that B = A + E is a defective
matrix and d(A) = ε, since vHv = uHu = 1. One drawback of the algorithm in [1] is
that it is rather expensive since it involves repeated calculation of pseudospectra. Also
a decision on when two pseudospectral curves coalesce is required. In [2] a method
based on calculating lowest generalised saddle points of singular values is described.
This has the advantage that it is able to deal with the nongeneric case when A−εuvH
is ill-conditioned. We shall present a straightforward, yet elegant and very fast method
that deals with the generic case when A− εuvH is well-conditioned.
Using the notation of Theorem 1.1 the problem is to find z ∈ C, u, v ∈ Cn and
ε ∈ R such that
(A− zI)v − εu = 0 (1.1)
εv − (A− zI)Hu = 0 (1.2)
and
uHv = 0. (1.3)
Following Theorem 1.1 and Lippert and Edelman [8, Sections 4 and 5] we make the
following assumption.
Assumption 1.2. Assume A − zI satisfies the conditions of Theorem 1.1 and
that B = A − εuvH is well-conditioned. That is, with z = α + βi, the 2 × 2 matrix[
εαα εαβ
εαβ εββ
]
is well-conditioned, where εαα denotes the second partial derivative of
ε with respect to α, etc. (see [8, Theorem 5.1 and Corollary 5.2]).
The paper is organised as follows. Section 2 contains some background theory
and the derivation of the implicit determinant method for our problem. Section 3
describes the Newton method applied to this problem and in Section 3.1 we give
numerical examples that illustrate the power of our approach.
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2. The implicit determinant method to find a nearby defective ma-
trix. In this section we describe some background theory and present our numerical
approach to finding a nearby defective matrix, which is formulated as solving a 3-
dimensional real nonlinear system. We emphasise that, since our numerical method
uses standard Newton’s method to solve the nonlinear system, we cannot guarantee to
find the nearest defective matrix. However, a more sophisticated nonlinear solver may
be used if greater reliability were sought. We do not do this here because in all our
examples the nearest defective matrix was found using standard Newton’s method.
First, we formulate the problem following Alam and Bora [1, Section 4]. Equations
(1.1)-(1.2) can be written as
[
−εI A− zI
(A− zI)H −εI
] [
u
v
]
=
[
0
0
]
. (2.1)
Set z = α+ iβ, x =
[
u
v
]
and introduce the Hermitian matrix
K(α, β, ε) =
[
−εI A− (α+ iβ)I
(A− (α+ iβ)I)H −εI
]
. (2.2)
Clearly, x is both a right and left null vector of K(α, β, ε). The following Lemma
follows immediately from Assumption 1.2.
Lemma 2.1. Let ε > 0 satisfy the conditions in Theorem 1.1. Furthermore, let
z = α+ iβ be such that K(α, β, ε)x = 0, where x =
[
u
v
]
. Then dim kerK(α, β, ε) =
1.
We now introduce an algorithm to find the critical values of α, β and ε such that
the Hermitian matrix K(α, β, ε) is singular and the constraint on x given by (1.3) is
satisfied. We use the implicit determinant method, introduced in [9] to find photonic
band structure in periodic materials such as photonic crystals. In [5] the implicit
determinant method was used to find a 2-dimensional Jordan block in a Hamiltonian
matrix in order to calculate the distance to instability. Here, in contrast to [9], we
have a three-parameter problem with a constraint to satisfy, and apply the method
to a classic problem in numerical linear algebra.
First we introduce a bordered matrix M . The next theorem gives conditions to
ensure that this matrix is nonsingular.
Theorem 2.2. Let (α∗, β∗, ε∗, x∗) solve
K(α, β, ε)x = 0, x 6= 0,
so that dim kerK(α∗, β∗, ε∗) = 1 and x∗ ∈ ker(K(α∗, β∗, ε∗))\{0}. For some c ∈ C2n
assume
cHx∗ 6= 0.
Then the Hermitian matrix
M(α, β, ε) =
[
K(α, β, ε) c
cH 0
]
(2.3)
is nonsingular at α = α∗, β = β∗, ε = ε∗.
Proof. This result follows from [7, Lemma 2.8].
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As M(α∗, β∗, ε∗) is nonsingular we have that M(α, β, ε) is nonsingular for α, β and ε
in the vicinity of α∗, β∗ and ε∗. Now consider the following linear system
[
K(α, β, ε) c
cH 0
] [
x(α, β, ε)
f(α, β, ε)
]
=
[
0
1
]
, (2.4)
where K(α, β, ε) is given by (2.2). Clearly, Theorem 2.2 implies that both x and f
are smooth functions of α, β and ε near (α∗, β∗, ε∗).
Applying Cramer’s rule to (2.4) we obtain
f(α, β, ε) =
detK(α, β, ε)
detM(α, β, ε)
,
and as M(α, β, ε) is nonsingular in the neighbourhood of (α∗, β∗, ε∗) by Theorem
2.2 there is an equivalence between the zero eigenvalues of K(α, β, ε) (which we are
looking for) and the zeros of f(α, β, ε). Hence, to find the values of α, β and ε such
that detK(α, β, ε) = 0 we seek the solutions of
f(α, β, ε) = 0. (2.5)
If f(α∗, β∗, ε∗) = 0, the first row of system (2.4) gives
K(α∗, β∗, ε∗)x(α∗, β∗, ε∗) = 0, (2.6)
that is, x(α∗, β∗, ε∗) = x∗ is an eigenvector ofK(α∗, β∗, ε∗) belonging to the eigenvalue
zero. For the following derivation we use the notation
x(α, β, ε) =
[
u(α, β, ε)
v(α, β, ε)
]
. (2.7)
Note also that since K(α, β, ε) and M(α, β, ε) are Hermitian, f(α, β, ε) is real. Dif-
ferentiating the linear system (2.4) with respect to α leads to
[
K(α, β, ε) c
cH 0
] [
xα(α, β, ε)
fα(α, β, ε)
]
=

 v(α, β, ε)u(α, β, ε)
0

 , (2.8)
and the first row gives
K(α, β, ε)xα(α, β, ε) + cfα(α, β, ε) =
[
v(α, β, ε)
u(α, β, ε)
]
. (2.9)
Multiplying this equation evaluated at (α∗, β∗, ε∗) from the left by the eigenvector
x∗H of K(α∗, β∗, ε∗) gives
fα(α
∗, β∗, ε∗) =
[
u∗H v∗H
] [ v∗
u∗
]
= u∗Hv∗ + v∗Hu∗ = 2Re(u∗Hv∗),
where we have used x∗Hc = 1 from (2.4). Similarly differentiating the linear system
(2.4) with respect to β gives
[
K(α, β, ε) c
cH 0
] [
xβ(α, β, ε)
fβ(α, β, ε)
]
= i

 v(α, β, ε)−u(α, β, ε)
0

 . (2.10)
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Again, evaluating at (α∗, β∗, ε∗) and multiplying by x∗H from the left leads to
fβ(α
∗, β∗, ε∗) = i
[
u∗H v∗H
] [ v∗
−u∗
]
= i(u∗Hv∗ − v∗Hu∗) = −2Im(u∗Hv∗).
Clearly
fα(α
∗, β∗, ε∗) = 0 and fβ(α
∗, β∗, ε∗) = 0 ⇐⇒ u∗Hv∗ = 0.
Hence, we have reduced the problem of finding a solution to detK(α∗, β∗, ε∗) = 0
with u∗Hv∗ = 0, to that of solving g(α, β, ε) = 0, where
g(α, β, ε) =

 f(α, β, ε)fα(α, β, ε)
fβ(α, β, ε)

 , (2.11)
which is three real nonlinear equations in three real unknowns. In the next section
we describe the solution procedure using Newton’s method.
3. Newton’s method applied to g(α, β, ε) = 0. In this section we describe
how to implement Newton’s method for the nonlinear system g(α, β, ε) = 0. We also
obtain a nondegeneracy condition that ensures nonsingularity of the Jacobian matrix
of g at the root, and hence confirms that Newton’s method converges quadratically for
a close enough starting guess. The nondegeneracy condition is shown to be equivalent
to one introduced by Lippert and Edelman [8] for the conditioning of the 2-dimensional
Jordan block of B = A− εuvH .
Newton’s method applied to g(α, β, ε) is given by
G(α(i), β(i), ε(i))

 ∆α
(i)
∆β(i)
∆ε(i)

 = −g((α(i), β(i), ε(i)), (3.1)
where α(i+1) = α(i) + ∆α(i), β(i+1) = β(i) + ∆β(i) and ε(i+1) = ε(i) + ∆ε(i), for i =
0, 1, 2 . . . until convergence, with a starting guess (α(0), β(0), ε(0)), where the Jacobian
is
G(α(i), β(i), ε(i)) =


f
(i)
α f
(i)
β f
(i)
ε
f
(i)
αα f
(i)
αβ f
(i)
αε
f
(i)
βα f
(i)
ββ f
(i)
βε

 , (3.2)
and all the matrix entries are evaluated at (α(i), β(i), ε(i)). The values of f (i), f
(i)
α and
f
(i)
β are found using (2.4), (2.8) and (2.10). For the remaining values we differentiate
(2.4), (2.8) and (2.10) with respect to ε, that is,
[
K(α, β, ε) c
cH 0
] [
xε(α, β, ε)
fε(α, β, ε)
]
=
[
x(α, β, ε)
0
]
, (3.3)
[
K(α, β, ε) c
cH 0
] [
xαε(α, β, ε)
fαε(α, β, ε)
]
=

 vε(α, β, ε) + uα(α, β, ε)uε(α, β, ε) + vα(α, β, ε)
0

 , (3.4)
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and
[
K(α, β, ε) c
cH 0
] [
xβε(α, β, ε)
fβε(α, β, ε)
]
=

 ivε(α, β, ε) + uβ(α, β, ε)−iuε(α, β, ε) + vβ(α, β, ε)
0

 (3.5)
in order to find f
(i)
ε , f
(i)
αε and f
(i)
βε . Furthermore, we differentiate (2.8) with respect to
α and β, that is
[
K(α, β, ε) c
cH 0
] [
xαα(α, β, ε)
fαα(α, β, ε)
]
= 2

 vα(α, β, ε)uα(α, β, ε)
0

 , (3.6)
and
[
K(α, β, ε) c
cH 0
] [
xαβ(α, β, ε)
fαβ(α, β, ε)
]
=

 ivα(α, β, ε) + vβ(α, β, ε)−iuα(α, β, ε) + uβ(α, β, ε)
0

 , (3.7)
to compute f
(i)
αα and f
(i)
αβ = f
(i)
βα. Finally, differentiate (2.10) with respect to β to get
[
K(α, β, ε) c
cH 0
] [
xββ(α, β, ε)
fββ(α, β, ε)
]
= 2i

 vβ(α, β, ε)−uβ(α, β, ε)
0

 , (3.8)
Therefore, in order to evaluate the components ofG(α(i), β(i), ε(i)) and g(α(i), β(i), ε(i))
we only need to solve the linear systems above, which, importantly, all have the
same Hermitian system matrix M(α(i), β(i), ε(i)). Hence only one LU factorisation of
M(α(i), β(i), ε(i)) per iteration in Newton’s method is required. Note that Newton’s
method itself is only carried out in three dimensions. Next, we state the Newton
method algorithm for this problem.
Algorithm 3.1 (Newton’s method). Given (α(0), β(0), ε(0)) and c ∈ Cn such
that M(α(0), β(0), ε(0)) is nonsingular; set i = 0:
(i) Solve (2.4) and (2.8) and (2.10) in order to evaluate
g(α(i), β(i), ε(i)) =

 f(α
(i), β(i), ε(i))
fα(α
(i), β(i), ε(i))
fβ(α
(i), β(i), ε(i))

 .
(ii) Solve (3.3), (3.6), (3.7), (3.8), (3.4) and (3.5) in order to evaluate the Jacobian
G(α(i), β(i), ε(i)) given by (3.2).
(iii) Newton update: Solve (3.1) in order to get (α(i+1), β(i+1), ε(i+1))
(iv) Repeat until convergence.
Finally we show, that provided a certain nondegeneracy condition holds, the
Jacobian G is nonsingular at the root. In the limit we have
G(α∗, β∗, ε∗) =

 0 0 f
∗
ε
f∗αα f
∗
αβ f
∗
αε
f∗βα f
∗
ββ f
∗
βε

 , (3.9)
since f∗α = f
∗
β = 0.
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Multiplying the first row of (3.3) evaluated at (α∗, β∗, ε∗) from the left by x∗H
gives
fε(α
∗, β∗, ε∗) = x∗Hx∗ > 0, since x∗ 6= 0,
(recall x∗Hc = 1 from (2.4)). Hence the Jacobian (3.9) is nonsingular if and only if
F ∗αβ := f
∗
ααf
∗
ββ − f
∗
αβ
2 6= 0. (3.10)
With similar calculations as before we obtain
fαα(α
∗, β∗, ε∗) = 2x∗H
[
v∗α
u∗α
]
, fββ(α
∗, β∗, ε∗) = 2ix∗H
[
v∗β
−u∗β
]
(3.11)
and
fαβ(α
∗, β∗, ε∗) = x∗H
(
i
[
v∗α
−u∗α
]
+
[
v∗β
u∗β
])
. (3.12)
Lemma 3.2. Under Assumption 1.2, F ∗αβ = f
∗
ααf
∗
ββ − f
∗
αβ
2 6= 0.
Proof. If ε is a simple singular value of (A− (α+ βi)I), α, β ∈ R, so that
(A− (α+ βi)I)v = εu, (A− (α + βi)I)Hu = εv,
then (see Sun [10]) ε, u and v are smooth functions of α and β. Furthermore, Lippert
and Edelman [8, Theorem 3.1] show that if u∗Hv∗ = 0 then ε∗α := εα(α
∗, β∗) = 0,
ε∗β := εβ(α
∗, β∗) = 0 and B = A − εu∗v∗H has a 2-dimensional Jordan block. In
addition, the ill-conditioning of the matrix B is determined by the ill-conditioning of
E =
[
ε∗αα ε
∗
αβ
ε∗αβ ε
∗
ββ
]
, see [8, Corollary 5.2]. Under Assumption 1.2 we have det(E) 6= 0.
Recall (2.1) and (2.2) where ε = ε(α, β), v = v(α, β), u = u(α, β) and x =
[
u
v
]
.
Taking the second derivatives with respect to α and β and evaluating them at the
root so that ε∗α(α, β) = ε
∗
β(α, β) = 0 we obtain
K(α∗, β∗, ε∗)x∗αα − 2
[
v∗α
u∗α
]
= ε∗ααx
∗,
K(α∗, β∗, ε∗)x∗ββ + 2i
[
−v∗β
u∗β
]
= ε∗ββx
∗,
and
K(α∗, β∗, ε∗)x∗αβ +
[
−iv∗α − v
∗
β
iu∗α − u
∗
β
]
= ε∗αβx
∗.
Multiplying those three equations by the eigenvector x∗H of K(α∗, β∗, ε∗) from the
left we obtain that
f∗αα = −(x
∗Hx∗)ε∗αα, f
∗
ββ = −(x
∗Hx∗)ε∗ββ and f
∗
αβ = −(x
∗Hx∗)ε∗αβ ,
where we have used (3.11) and (3.12). Hence F ∗αβ = f
∗
ααf
∗
ββ−f
∗
αβ
2 6= 0 since det(E) 6=
0.
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In summary, Lemma 3.2 shows that when the defective matrix B = A− εuvH is well-
conditioned Algorithm 3.1 should exhibit quadratic convergence for a close enough
starting guess.
Remark 3.3. We note that z = α + βi is a saddle point of f(α, β) and hence
F ∗αβ = f
∗
ααf
∗
ββ − f
∗
αβ
2 < 0. This property can in fact be checked and is observed in all
the computational examples in Section 3.1 (see last column of Tables 3.1-3.5).
We would like to note that our algorithm depends on the starting guess and hence
does not guarantee convergence to the nearest defective matrix but only to a nearby
one. However, all the algorithms currently known in the literature only find nearby
defective matrices (see, in particular the methods suggested in [2]).
We would also like to point out some computational advantages of our method.
Both the method in [2] and our method provide a Newton method for finding a saddle
point of σ (in [2] and [8]) or f . For our problem the derivatives of f are particularly
easy and simple to calculate. For any derivative a system with the same bordered
Hermitian matrix (2.3) has to be solved - and we can get any 1st, 2nd or higher
order derivatives by solving with the same matrix. Hence one matrix factorisation
with costs of usually 23 (2n+ 1)
3 ≈ 163 n
3 or less for sparse systems is sufficient. Other
explicit methods for calculating first and second derivatives have been derived (see [2]
and [8]), which usually require a full SVD to be carried out, costing 21n3 operations
(see [6]). Hence for large problems the implicit determinant method is more efficient.
We show an example in the next section.
3.1. Numerical examples. We now illustrate the numerical performance of
our method with two examples which are taken from [1]. As has been mentioned
earlier, since our method is based on Newton’s method it finds a nearby defective
matrix. We cannot guarantee it finds the closest defective matrix (this will depend on
the starting guesses we use). However, in all cases considered here our method found
the nearest defective matrix according to Alam and Bora [1].
Example 3.4. Let A ∈ Cn×n be the Kahan matrix [11], which is given by
A =


1 −c −c −c −c
s −sc −sc −sc
s2 −s2c −s2c
. . .
...
sn−1


,
where sn−1 = 0.1 and s2 + c2 = 1. We consider this matrix for n = 6, 15, 20. As
initial guesses we choose β(0) = 0 and α(0) = 0 for n = 6, α(0) = 0.12 for n = 15 and
α(0) = 0.115 for n = 20. Further ε(0) = σmin, u
(0) = umin and v
(0) = vmin, where σmin
is the minimum singular value of A with corresponding left and right singular vectors
umin and vmin. x
(0) is determined from (2.7) and c = x(0). We stop the iteration once
‖g(α(i), β(i), ε(i))‖ < τ, where τ = 10−14.
Table 3.1 shows the results for n = 6. In this case the eigenvalues 1.5849× 10−1
and 10−1 coalesce at 1.2763× 10−1 for a value of ε = 4.7049× 10−4. The last column
of Table 3.1 shows the value of F
(i)
αβ = f
(i)
ααf
(i)
ββ − f
(i)
αβ
2
(given by (3.10)) and we see
that the final value F ∗αβ 6= 0 at the root. The quadratic convergence rate is clearly
observed.
DISTANCE TO A NEARBY DEFECTIVE MATRIX 9
Table 3.1
Results for Example 3.4, n = 6.
i α(i) β(i) ε(i) ‖g(α(i), β(i), ε(i))‖ F
(i)
αβ
0 0 0 9.9694e-03 - -
1 1.3643e-01 0 1.2145e-02 8.1049e-02 3.9318e-01
2 1.3319e-01 0 7.1339e-04 3.9165e-02 -1.0032e+00
3 1.2767e-01 0 4.9351e-04 4.3976e-03 -4.5529e-01
4 1.2763e-01 0 4.7049e-04 8.2870e-05 -4.3191e-01
5 1.2763e-01 0 4.7049e-04 4.7344e-08 -4.3136e-01
6 1.2763e-01 0 4.7049e-04 5.3655e-15 -4.3136e-01
Table 3.2
Results for Example 3.4, n = 15.
i α(i) β(i) ε(i) ‖g(α(i), β(i), ε(i))‖ F
(i)
αβ
0 1.2000e-01 0 4.7454e-04 - -
1 1.2042e-01 0 2.1767e-06 3.9203e-03 -6.1848e-03
2 1.3116e-01 0 1.0065e-06 5.6943e-05 5.6071e-06
3 1.2833e-01 0 4.9786e-07 2.8915e-05 -6.7015e-05
4 1.2865e-01 0 4.4839e-07 1.6066e-06 -5.9016e-05
5 1.2865e-01 0 4.4850e-07 1.7737e-08 -6.1975e-05
6 1.2865e-01 0 4.4850e-07 1.9014e-12 -6.1957e-05
7 1.2865e-01 0 4.4850e-07 3.5480e-18 -6.1957e-05
Table 3.2 shows the results for n = 15. In this case the eigenvalues 1.1788× 10−1
and 1.3895× 10−1 coalesce at 1.2865× 10−1 for a value of ε = 4.4850e− 07× 10−7.
Table 3.3
Results for Example 3.4, n = 20.
i α(i) β(i) ε(i) ‖g(α(i), β(i), ε(i))‖ F
(i)
αβ
0 1.1500e-01 0 1.3141e-04 - -
1 1.1507e-01 0 1.1315e-07 1.2702e-03 -7.9071e-04
2 1.2010e-01 0 3.2008e-08 3.4299e-06 -5.8539e-09
3 1.1997e-01 0 1.8878e-08 2.8840e-07 -4.3105e-07
4 1.2000e-01 0 1.9049e-08 2.2944e-08 -4.6343e-07
5 1.2000e-01 0 1.9049e-08 7.3704e-13 -4.6360e-07
6 1.2000e-01 0 1.9049e-08 2.1281e-17 -4.6360e-07
Table 3.3 shows the results for n = 20. In this case the eigenvalues 1.1288× 10−1
and 1.2743× 10−1 coalesce at 1.2× 10−1 for a value of ε = 1.9049× 10−8.
From the last columns in Tables 3.1-3.3 we see that the value of F
(i)
αβ becomes
smaller the larger the size of the Kahan matrix. This means the matrix B(ε) =
A − εuvH becomes increasingly ill-conditioned as n increases. We also observe a
corresponding deterioration in the rate of convergence of Newton’s method as the
value of F
(i)
αβ becomes smaller, which is consistent with the theory.
Example 3.5. Let A ∈ Cn×n be the Grcar matrix taken from the Matlab gallery
A = gallery(’grcar’,n), where n = 6, 20. The eigenvalues of A appear in complex
conjugate pairs and hence in this case two pairs of complex eigenvalues of A coalesce
at two boundary points of the pseudospectrum.
As initial guess for n = 6 we take α(0) = 0, β(0) = −1, ε(0) = 0, u(0) = umin
and v(0) = vmin, where umin and vmin are left and right singular vectors of A−β
(0)iI,
corresponding to the smallest singular value. x(0) is determined from (2.7). The
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stopping condition is the same as in Example 3.4. For n = 20 we take β(0) = −2.5,
the initial guesses for the remaining values are determined similarly. Furthermore
c = x(0).
Table 3.4
Results for Example 3.5, n = 6.
i α(i) β(i) ε(i) ‖g(α(i) , β(i), ε(i))‖ F
(i)
αβ
0 0 -1.0000e+00 0 - -
1 1.2141e+00 -2.3756e+00 7.4297e-01 5.0533e-01 1.4186e-01
2 1.1159e+00 -1.4291e+00 9.5425e-02 2.2193e+01 -2.7279e+04
3 1.0512e+00 -1.9848e+00 4.3767e-01 5.2914e-01 -5.0768e+00
4 8.0543e-01 -1.5940e+00 1.4858e-01 4.1255e-01 -1.1717e+00
5 7.5742e-01 -1.5944e+00 2.1279e-01 8.6847e-02 -1.1323e+00
6 7.5335e-01 -1.5912e+00 2.1516e-01 5.5621e-03 -9.7810e-01
7 7.5332e-01 -1.5912e+00 2.1519e-01 4.2790e-05 -9.6333e-01
8 7.5332e-01 -1.5912e+00 2.1519e-01 2.4851e-09 -9.6323e-01
9 7.5332e-01 -1.5912e+00 2.1519e-01 1.5798e-16 -9.6323e-01
Table 3.4 shows the results for n = 6. The eigenvalue pairs 1.1391 ± 1.2303i
and 3.5849 × 10−1 ± 1.9501i coalesce at 7.5332 × 10−1 ± 1.5912i for a value of ε =
2.1519× 10−1.
Table 3.5
Results for Example 3.5, n = 20.
i α(i) β(i) ε(i) ‖g(α(i) , β(i), ε(i))‖ F
(i)
αβ
0 0 -2.5000e+00 0 0 0
1 9.5854e-02 -2.3299e+00 1.7989e-02 1.3806e-01 9.9103e-01
2 1.3904e-01 -2.2465e+00 1.3564e-03 3.2308e-02 -2.3623e-01
3 1.6141e-01 -2.2042e+00 7.2914e-04 1.1930e-02 -1.5963e-01
4 1.5554e-01 -2.1818e+00 4.5435e-04 3.4851e-03 -2.7982e-02
5 1.5338e-01 -2.1815e+00 4.9060e-04 3.4265e-04 -2.4693e-02
6 1.5331e-01 -2.1817e+00 4.9141e-04 2.3240e-05 -2.3956e-02
7 1.5331e-01 -2.1817e+00 4.9141e-04 1.6942e-08 -2.4012e-02
8 1.5331e-01 -2.1817e+00 4.9141e-04 4.6672e-14 -2.4012e-02
9 1.5331e-01 -2.1817e+00 4.9141e-04 4.5263e-17 -2.4012e-02
Table 3.5 shows the results for n = 20. The eigenvalue pairs 1.0802×10−1±2.2253i
and 2.1882 × 10−1 ± 2.1132i coalesce at 1.5331 × 10−1 ± 2.1817i for a value of ε =
4.9141× 10−4.
The last columns in Tables 3.4-3.5 show the values of F
(i)
αβ which converge to
values away from zero. The latter iterates illustrate almost quadratic convergence.
Note that in this example β 6= 0, so z = α + βi is complex, though this makes no
difference to the numerical method.
We finally give a comparison of the method in [2] (see also [8]) to our method in
terms of computational cost. Note that both the implicit determinant method - as all
other methods known so far - only compute a nearby defective matrix.
Example 3.6. Consider an n × n matrix with n = 1000, which is an identity
matrix apart from the upper left 6× 6 block which is the Kahan matrix from Example
3.4. As initial guess we take the estimate which was used in [2].
Table 3.6 shows the results for this comparison. We see that both the method
from [2] and our new method exhibit very fast quadratic convergence to the desired
nearby (in this case nearest) defective matrix (cf Table 3.1). However, the CPU times
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Table 3.6
Results for Example 3.6, n = 1000, Implicit determinant method (left) and method in [2] (right).
i ε(i) α(i) ‖g(λ(i), ε(i))‖
0 4.6081e-04 1.3175e-01 -
1 4.8049e-04 1.2753e-01 2.3311e-03
2 4.7050e-04 1.2763e-01 5.9278e-05
3 4.7049e-04 1.2763e-01 5.7187e-08
4 4.7049e-04 1.2763e-01 4.4987e-14
i ε(i) α(i) ‖g(λ(i), ε(i))‖
0 4.6081e-04 1.3175e-01 4.6623e-03
1 4.7049e-04 1.2753e-01 1.1568e-04
2 4.7049e-04 1.2763e-01 5.6904e-08
3 4.7049e-04 1.2763e-01 1.3769e-14
are very different. Whereas the method in [2] (right Table) requires a CPU time of
24.3s the Implicit Determinant method only needs 5.4s.
In summary, we note that both the method in [2] and the method described in
this paper do not guarantee convergence to the nearest defective matrix. For large
problems the Implicit Determinant method seems to be faster, as it is not necessary
to compute the full SVD at each step.
We note that we also compared the method described in [2] with the method
described in this paper for Example 3.5. For this problem it is particularly hard to
find good starting values in order for both methods to converge. If we generate the
starting guesses as described in [2] we found that both methods stagnate or diverge
- as for a small singular value ε the Hessian becomes increasingly ill-conditioned.
If we start with the starting guess described in Example 3.5 we found the Implicit
Determinant method to converge (see Tables 3.4 and 3.5) but the method described
in [2] not to be defined as the second derivatives of the singular values are undefined
for ε(0) = 0. However, to give a fair comparison, the method described in [2] describes
a variant of Newton’s method for the computation of a nearby defective matrix that
is applicable to both generic and non-generic cases, whereas the method described in
this paper only deals with the generic case, that is the computed singular value is
assumed to be simple.
4. Final remarks. We have developed a new algorithm for computing a nearby
defective matrix. Numerical examples show that this new technique performs well
and gives quadratic convergence in the generic cases.
Also, since the method is only Newton’s method on a real 3-dimensional nonlinear
system (with only one LU factorisation required at each step) it is simple to apply
and is significantly faster than the technique in [1].
However, as has already been mentioned, since it is based on Newton’s method,
convergence to the nearest defective matrix cannot be guaranteed, though in fact, in
all the examples considered, convergence to the nearest defective matrix was achieved.
Of course, a more sophisticated nonlinear solver, e.g. global Newton’s method or a
global minimiser, could be applied to (2.11) if required.
Though our algorithm is designed to compute a nearby defective matrix in the
generic case (that is, there is a well-conditioned 2-dimensional Jordan block) it has
two features that enable it to recognise when the conditions of Assumption 1.2 fail.
First, if there is another singular value near ǫ then the condition number of M will
be large. Second, if the condition number of M is small, but Fαβ is close to zero
at the root, then this indicates the presence of a nearby matrix with a Jordan block
of dimension greater than 2. As such the algorithm in this paper could be used to
provide starting values for an alternative algorithm that could detect a higher order
singularity.
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