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Addressing the weakened Hilbert’s 16th problem or the Hilbert-Arnold problem, this
paper gives an upper bound B(n) ≤ 7n + 5 for the number of zeros of the Abelian
integrals for a class of Lie´nard systems. We proved the main result using the Picard-
Fuchs equations and the algebraic structure of the integrals.
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1. Introduction
Research on limit cycle behaviour is important both for theoretical advances and
practical applications [Arnold, 1990 ; Chow et al., 2002 ; Gavrilov, 2001 ; Giacomini
et al., 1996 ; Han, 1997 ; Li, 2003 ; Smale, 1991 ; Roussarie, 1988 ]. The second
part of Hilbert’s 16th problem relates to a difficult problem: the uniformly bounded
upper bound of the number of limit cycles of planar polynomial differential systems.
This is also called the purely existential problem by Dumortier et al., [1994].
To simplify the purely existential problem, Dumortier et al., also posed the so-
called finite cyclicity method, known as the 121-program of Dumortier-Roussarie-
Rousseau, for planar polynomial differential systems of order two [Dumortier et al.,
1994 ]. Without the need to directly investigate the number of zeros of the Abelian
integrals on the intervals of periodic solutions, the method focuses on the study
of the finite cyclicity of limit period sets. This makes the problem easier to solve
∗Corresponding author. Tel.: +61-8-9266 7569, fax: +61-8-9266 2681 (T. Zhang).
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because periodic solutions have finite cyclicity. It has hoped that the existential
problem for planar polynomial systems of order two is solved in this way.
However, Ilyashenko [2002] has pointed out that the finite cyclicity method is
unrealistic for general systems, even for cubic systems. This is because the method
takes the advantage of the properties of quadratic vector fields but these properties
cannot be easily generalized to higher-order vector fields. Therefore, solving the
problem using the finite cyclicity method is not straightforward at all for general
systems. Some weakened versions of the original problem, such as those in [Arnold,
1990 ; Smale, 1991 ], are still attractive to researchers.
This paper will address the weakened Hilbert’s 16th problem or the Hilbert-
Arnold problem posed by Arnold, [1990]: Let H(x, y) be a real polynomial of
order m + 1 and Γh be a continuous family of compact ovals defined by
H(x, y) = h, where h belongs to some open intervals. What is the maximal
number B(m,n) of the zeros of the following integral?
I(h) =
∮
Γh
g(x, y)dx+ f(x, y)dy, (1)
where f, g are polynomials in x, y and max{deg f(x, y), deg g(x, y)} ≤ n. This
integral is also called Abelian integral in [Li, 2003 ].
Investigations into the number of zeros of I(h) have received incresing interests,
for instance, [Chow et al., 2002 ; Dumortier & Li, 2001, 2003 ; Gavrilov, 2001 ;
Gavrilov 1998 ; Horozov & Ilive, 1994 ; Horozov & Ilive, 1998 ; Ilive 1998 ; Petrov,
1984-1990 ; Zhang, Chen & Zang, 2004 ; Zhang, Tade´ & Tian, 2007 ]. Recently,
Horozov & Ilive, [1998] gave an explicit upper bound B(2, n) ≤ 5n+ 15, and Chow
et al., [2002] and Gavrilov, [2001] gave B(2, 2) ≤ 2. Restricting to the Hamiltonian
of the form H(x, y) = 12y
2 + U(x) with degU(x) = m + 1, the number of zeros
of the Abelian integrals I(h) has been estimated for m = 3 in a series of papers
[Petrov, 1984-1990 ; Zhang, Tade´ & Tian, 2007 ]. Dumortier & Li, [2001, 2003] have
investigated the special case of m = 3 and n = 3.
Consider the following perturbed system
x˙ = y + εf(x, y),
y˙ = −(x5 + bx3 + x) + εg(x, y), (2)
where ε > 0 is small, and b is a negative constant satisfying b < −2. Obviously,
when ε = 0, system (2) is equivalent to a Line´ard system of the form
x¨− x˙Q(x)− P (x) = 0,
whose Hamiltonian has the form
H(x, y) =
y2 + x2
2
+
bx4
4
+
x6
6
, (3)
where H = h2 corresponds to the double eight loop, H = h, h ∈ (0, h2) corresponds
to the family of closed orbit surrounding the origin only, and H = h, h > h2 cor-
responds to the family of closed orbit surrounding the double eight loop. When
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b = −5/2, f(x, y) = 0, g(x, y) = −(a0 + a1x2 + a2x4)y, H. Zang et al. [2004] ob-
tained that the Hopf cyclicity is two and gave the new configurations of limit cycles
bifurcated from the homoclinic or heteroclinic loops using the methods developed
in [Han, 1997 ; Han & Chen, 2000 ; Han et al., 2004 ; Zhang, Zang & Han, 2004 ;
Zhang, Han & Zang, 2004 ].
In this paper, we will study the Abelian integrals I(h) of system (2) for the case
of b < −2. Since ∮
Γh
x2k+1yldx = 0 for h ∈ (0, h2)
⋃
(h2,+∞), the Abelian integral
becomes I(h) =
∫
Γh
∑
k+l≤n ak,lx
2kyldx. Our main result is stated in the following
theorem.
Theorem 1.1. Let B(n) be the number of zeros of I(h) =
∮
Γh
∑
k+l≤n ak,lx
2kyldx
in (0, h2) ∪ (h2,+∞). Then we have
B(n) ≤ 7n+ 5.
The rest of the paper will develop some fundamental results. Using these results,
a formal proof will be given for this theorem.
2. The Picard-Fuchs equation and the algebraic structure of I(h)
Let Ik,l =
∮
Γh
x2kyldx, I0 = I0,1, I1 = I1,1, and I2 = I2,1. Then, a straightforward
computating gives the following lemma.
Lemma 2.1. For i = 0, 1, or 2, Ii satisfies the following Picard-Fuchs equation:
A
 I0(h)I1(h)
I2(h)
 = (3hE+B)
 I ′0(h)I ′1(h)
I ′2(h)
 , (4)
where E is the identity matrix and
A =
 2 0 0b4 3 0
(4−b2)
4
3b
4 4
 ,B =
 0 −1 −
b
4
0 b4
(b2−4)
4
0 (4−b
2)
4
(5b−b3)
4
 .
Differentiating Eq. (4) yields
(A− 3E)
 I ′0(h)I ′1(h)
I ′2(h)
 = (3hE+B)
 I ′′0 (h)I ′′1 (h)
I ′′2 (h)
 . (5)
Lemma 2.2. For k+ l = d ≥ 3, Ik,l can be expressed as the linear combinations of
Ii,j ( where i+ j = d− 1, d− 2) and hIi,j (where i+ j = d− 2, i = 0, 1).
Proof. Integrating by parts over Γh and using ydy+(x+ bx3+x5)dx = 0, we have
Ik,l =
2k − 5
l + 2
Ik−3,l+2 − bIk−1,l − Ik−2,l. (6)
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By H(x, y) = h, we have
6Ik,l + 6Ik−1,l+2 + 3bIk+1,l + 2Ik+2,l = 12hIk−1,l. (7)
Substituting Eq.(6) with k → k+2 into Eq. (7), and then taking k → k+1, l→ l−2
yield
6l + 4k + 2
l
Ik,l + bIk+2,l−2 = 12hIk,l−2 − 4Ik+1,l−2. (8)
Taking k = 0, 1, 2 in Eq. (8) and k = 3, 4, · · · , d in Eq. (6), we obtain a linear
algebraic system of the form
SJ = T,S =
(
S5 0
0 Ed−4
)
, (9)
where J = col(I0,d, · · · , Id,0),Ed−4 is an unit matrix of order d− 4 and
S5 =

6d+2
d 0 b 0 0
0 6dd−1 0 b 0
0 0 6d−2d−2 0 b
0 0 0 1 0
0 0 0 0 1
 .
Since detS5 6= 0 for d ≥ 3 and T contains only the integral terms Ii,j ( where
i+ j = d− 1 or d− 2 ) and hIi,j ( where i+ j = d− 2, i = 0, 1, 2), we complete the
proof.
Lemma 2.3. For n ≥ 3, the integral
I(h) =
∮
Γh
∑
k+l≤n
ak,lx
2kyldx, h ∈ (0, h2) ∪ (h2,+∞)
can be expressed as
I(h) = α(h)I0 + β(h)I1 + γ(h)I2 (10)
where α, β, γ are polynomials in h with degα = [n−12 ], deg β = [
n−2
2 ], deg γ = [
n−3
2 ],
respectively. For n = 0, α = β = γ = 0; for n = 1, degα = 0, β = γ = 0; for
n = 2, degα = deg β = 0, γ = 0.
Proof. For n = 0, 1, 2 the assertion of lemma 2.3 is obvious.
Now, we will prove by the induction the case of n ≥ 3. For n = 3, it follows from
lemma 2.2 and the straightforward computation that
I(h) = (a0,1 +
9
5
a0,3h)I0 + (a1,1 − 35a03)I1 + (a2,1 −
3
20
a03b)I2, (11)
which implies that the result of lemma 2.3 holds for n = 3.
Suppose for n ≤ d− 1, In(h) = ∮
Γh
∑
k+l≤n ak,lx
2kyldx can be expressed as
In(h) = αn(h)I0 + βn(h)I1 + γn(h)I2 (12)
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with degαn = [n−12 ], deg β
n = [n−22 ],deg γ
n = [n−32 ].
For n = d, by lemma 2.2 and the equality (12), we get
I(h) =
∮
Γh
∑
k+l≤d
ak,lx
2kyldx
=
∑
k+l≤d−1
ak,lIk,l +
∑
k+l=d
ak,lIk,l
=
∑
k+l≤d−1
Ak,lIk,l + h
∑
k+l=d−2
Bk,lIk,l
= αd−1(h)I0 + βd−1(h)I1 + γd−1I2 + h[αd−2(h)I0 + βd−2(h)I1 + γd−2(h)I2]
≡ α(h)I0 + β(h)I1 + γ(h)I2,
where
degα(h) ≤ max{degαd−1, 1 + degαd−2} ≤ max{[d− 2
2
], 1 + [
d− 3
2
]} = [d− 1
2
],
deg β(h) ≤ max{deg βd−1, 1 + deg βd−2} ≤ max{[d− 3
2
], 1 + [
d− 4
2
]} = [d− 2
2
],
deg γ(h) ≤ max{deg γd−1, 1 + deg γd−2} ≤ max{[d− 4
2
], 1 + [
d− 5
2
]} = [d− 3
2
],
which imply that degα(h) ≤ [n−12 ], deg β(h) ≤ [n−22 ], deg γ(h) ≤ [n−32 ] hold
for arbitrary n. Similarly, we can prove by induction that there exist P in =∑
k+l≤n ak,lx
2kyl(i = 0, 1, 2) such that
h[
n−1
2 ]I0 =
∮
Γh
P 0ndx,
h[
n−2
2 ]I1 =
∮
Γh
P 1ndx,
h[
n−3
2 ]I2 =
∮
Γh
P 2ndx.
This completes the proof of lemma 2.3.
3. Linear estimate of the number of zeros of the Abelian integral
Let Z = 3b4 I1 + I2. Then from Eqs. (4)- (5), we have I0I1
Z
 =
d00 d01 d02d10 d11 d12
d20 d21 d22
 I ′0I ′1
Z ′
 ≡ D
 I ′0I ′1
Z ′
 , (13)
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where
d00 =
3
2
h, d01 = −12 +
3
32
b2, d02 = −18 b,
d10 = −18 b h, d11 = h−
9
128
b3 +
3
8
b, d12 =
3
32
b2 − 1
3
,
d20 =
3
128
b2 h− 3
8
h, d21 =
27
2048
b4 − 9
64
b2 +
3
8
, d22 = − 9512 b
3 +
5
32
b+
3
4
h
(14)
and
G(h)
 I ′′0I ′′1
Z ′′
 =
 f00 f02f10 f12
f20 f22
( I ′0
Z ′
)
≡ F
(
I ′0
Z ′
)
, (15)
where G(h) = 12h(−144h2 − 72bh+ 3b2 + 12b3h− 16),
f00 = 576h2 + (−36 b3 + 192 b)h, f02 = 12 b2 − 48 b h− 64,
f10 = −144 b h2 + (36 b2 − 192)h, f12 = 48h (b2 − 4),
f20 = (36 b2 − 576)h2 + (27 b3 − 144 b)h, f22 = 12h (−48h+ 3 b3 − 16 b).
(16)
So, the integral I(h) reads
I(h) = α(h)I0 + (β(h)− 3b4 γ(h))I1 + γ(h)Z. (17)
From Eqs. (13) and (17), we obtain
I ′(h) = α1(h)I ′0 + β1I
′
1 + γ1Z
′, (18)
where
α1 = α′d00 + (β′ − 34bγ
′)d10 + γ′d20 + α,
β1 = α′d01 + (β′ − 34bγ
′)d11 + γ′d21 + β − 34bγ,
γ1 = α′d02 + (β′ − 34bγ
′)d12 + γ′d22 + γ
and degα1 ≤ [n−12 ],deg β1 ≤ [n−22 ],deg γ1 ≤ [n−32 ].
Lemma 3.1. Let Σ = {h|h > 0, h 6= h2},N = {h|β1(h) = 0, h ∈ Σ}. Then, we
have the representation in Σ\N(
I ′(h)
β1(h)
)′
=
M(h)
G(h)β21(h)
, (19)
where
M(h) = α2(h)I ′0 + β2(h)Z
′ (20)
and degα2 ≤ [n−12 ] + [n−22 ] + 2, deg β2 ≤ [n−12 ] + [n−22 ] + 1, α2(0) = 0.
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Proof. By Eqs. (15) and (18), we have in Σ\N(
I ′(h)
β1(h)
)′
=
1
β21
{α1β1I ′′0 + β21I ′′1 + γ1β1Z ′′ + (α′1β1 − β′1α)I ′0 + (γ′1β1 − β′1γ1)Z ′}
=
1
G(h)β21
{(α1β1f00 + β21f10 + β1γ1f20 +G(h)(α′1β1 − β′1α1)) I ′0
+
(
α1β1f02 + β21f12 + β1γ1f22 +G(h)(γ
′
1β1 − β′1γ1)
)
Z ′}
≡ 1
G(h)β21
(α2I ′0 + β2Z
′).
It is easy to see that degα2 ≤ [n−12 ] + [n−22 ] + 2,deg β2 ≤ [n−12 ] + [n−22 ] + 1. Since
f00(0) = f10(0) = f20(0) = G(0) = 0, we have α2(0) = 0.
Lemma 3.2. Let p, q, and r be the number of zeros of I ′(h),M(h), and β1(h) in
(0, h2), respectively. Then we have the following inequality:
p ≤ q + r + 1.
Proof. Denote by a1, · · · , ar the element zeros of β1 in the interval [0, h2] with
0 = a0 < a1 < · · · < ar < ar+1 = h2. Then around each aj , there exists a δ such
that there are no zeros of I ′(h),M(h), β1(h) in [aj − δ, aj + δ] except aj .
In the interval [aj − δ, aj + δ], only point aj could be the zero of I ′(h),M(h)
with multiplicity lj ,mj , respectively. Suppose that aj is the zero of β1(h) with
multiplicity kj . If kj = lj , then we have mj − 2lj ≥ 0, which implies mj ≥ lj . If
kj 6= lj , then we have lj − kj − 1 = mj − 2kj , which also implies mj ≥ lj .
Denote by pj and qj the number of zeros of I ′(h) and M(h) in (aj+ δ, aj+1− δ),
respectively Then Eq. (20) implies that pj ≤ qj + 1. Hence, we have the following
estimate:
p = p0 +
r∑
j=1
(pj + lj) ≤ q0 + 1 +
r∑
j=1
(qj +mj + 1) = q + r + 1.
Lemma 3.3. Let W (h) =M(h)/I ′0. Then W (h) satisfies the Riccati equation:
G(h)β2W ′(h) = R2(h) + (Gβ′2 + β2(f22 − f00) + 2α2f02)W − f02W 2, (21)
where R2(h) = β2(Gα′2 + β2f20) − α2(Gβ′2 + β2(f22 − f00)) − f02α22 and degR2 ≤
2[n−12 ] + 2[
n−2
2 ] + 5, R2(0) = 0.
Proof. Let w = Z ′/I ′0. Then from Eq. (15) we have
Gw′ = f20 + (f22 − f00)w − f02w2 (22)
and
W =
M(h)
I ′0
= α2 + β2w. (23)
The straightforward computation and Eqs. (22)- (23) give Eq. (21). From Eq. (16)
and lemma 3.1, it is easy to see that degR2 ≤ 2[n−12 ] + 2[n−22 ] + 5, R2(0) = 0.
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Lemma 3.4. Assume R2(h) and β2(h) have s and t zeros in (0, h2), respectively.
Then we have
p ≤ r + s+ t+ 2.
Proof. Since I ′0 6= 0,W (h) has just q zeros in (0, h2). We will split the proof into
two steps.
(1) Assume that α2 and β2 have no common factor. The expression of M implies
that the zeros of β2 are not the zeros of M. Let b1, · · · , bt be all zeros of β2 in
(0, h2) with 0 = b0 < b1 · · · < bt < bt+1 = h2. Denotes by σj the number of
zeros of R2(h) in (bj , bj+1). Let h˜1 and h˜2 be the two consecutive zeros of W (h)
in (bj , bj+1). Then W ′(h˜1)W ′(h˜2) ≤ 0 so that R2(h˜1)R2(h˜2) ≤ 0, which implies
that between any two consecutive zeros of W (h) in (bj , bj+1) there is at least
one zero of R2(h). Hence, we have
q ≤
t∑
j=0
(σj + 1) = s+ t+ 1. (24)
From lemma 3.2, we get
p ≤ r + s+ t+ 2.
(2) If α2 and β2 have common factor N(h), then M(h) becomes
M(h) = N(h)M1(h),M1(h) = α3(h)I ′0 + β3(h)Z
′.
For M1(h), repeating the argument as above, we obtain the result.
Remark 3.5. By similar argument, we know that Lemma 3.2 and Lemma 3.4 are
also true for h ∈ (h2,+∞).
4. Proof of Theorem 1.1
Proof.
(1) For h ∈ (0, h2). Since I(0) = R2(0) ≡ 0, from Eq. (18) and lemmas 3.2-3.4 we
get
B1(n) ≤ r + s− 1 + t+ 2
≤ [n− 2
2
] + (2[
n− 1
2
] + 2[
n− 2
2
] + 5− 1) + ([n− 1
2
] + [
n− 2
2
] + 1) + 2
= 3[
n− 1
2
] + 4[
n− 2
2
] + 7 ≤ 7n+ 3
2
.
(2) For h > h2. From Eq. (18) and lemmas 3.2-3.4, we get
B2(n) ≤ r + s+ t+ 2 + 1
≤ [n− 2
2
] + (2[
n− 1
2
] + 2[
n− 2
2
] + 5) + ([
n− 1
2
] + [
n− 2
2
] + 1) + 2 + 1
= 3[
n− 1
2
] + 4[
n− 2
2
] + 9 ≤ 7n+ 7
2
.
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The above two cases imply that the theorem holds.
In conclusion, a upper bound has been given for the number of zeros of the
Abelian integrals for a class of pertubed Line´ar systems. The result is proven using
the Picard-Fuchs equations and the algebraic structure of the integrals.
Acknowledgments
The authors would like to acknowledge the support from Australian Research Coun-
cil (ARC) under Discovery Projects grant DP0559111. They are also grateful to
the anonymous referees for their invaluable comments and suggestions, which have
helped improve the readability and quality of the paper.
References
Arnold V.I. [1990] “Ten Problems,” Advance in Soviet Mathematics 1, 1-8.
Chow, S. N., C. Li & Y. Yi [2002] “The cyclicity of period annuli of degenerate quadratic
Hamiltonian systems with elliptic segment loops,” Ergod. Th. and Dynam. Sys. 22,
349-374.
Dumortier, F. & R. Roussarie et al [1994] “ Hilbert’s 16th problem for quadratic vector
fields,” Journal of Differential Equations 110, 86-133.
Dumortier, F. & C. Li [2001, 2003] “ Perturbation from an elliptic Hamiltonian of degree
four(I)-(III),” Journal of Differential Equations 176, 114-157; 175, 209-243; 188, 473-
511.
Gavrilov, L. [1998] “ Nonoscillation of elliptic integrals related to cubic polynomials with
sysmmetry of order three,” Bull. Lond. Math. Soc. 30, 267-273.
Gavrilov, L. [2001] “The infinitesimal 16th Hilbert problem in the quadratic case,” Invent.
Math. 143, 449-497.
Giacomini, H., J. Llibre & M. Viano [1996] “On the nonexistence, existence and uniqueness
of limit Cycles,” Nonlinearity 9, 50l-516.
Han, M [1997] “Cyclicity of planar homoclinic loops and quadratic integrable systems,”
Science in China(ser:A) 40, 1247-1258 .
Han, M. & J. Chen [2000] “The number of limit cycles in double homoclinic bifurcations,”
Science in China(ser:A) 30, 401-414.
Han, M., T. Zhang & H. Zang [2004] “On the number and distribution of limit cycles in
a cubic system,” Internat. J. Bifur. Chaos Appl. Sci. Engrg. 14(12), 4285–4292.
Horozov, E. & I.D. Iliev [1994] “On the number of limit cycles in perturbations of quadratic
Hamiltonian systems,” Proc. Lond. Math. Soc. 69, 198-224.
Horozov, E. & I.D. Ilive [1998] “Linear estimate for the number of zeros of Abelian integrals
with cubic Hamiltonians,” Nonlinearity 11, 1521-1537.
Iliev, I. D. [1998] “On the order bifurcations of limit cycles,” J. Lond. Math. Soc. 58,
353-366.
Ilyashenko, Yu. [2002] “Centennial history of Hilbert’s 16th problem,” Bulletin of the
American Mathematical Society 39, 301-354.
Li, J. [2003] “Hilbert’s 16th problem and bifurcations of planar polynomial vector fields,”
International Journal of Bifurcation and Chaos 13, 47-106.
Petrov, G. S. [1984-1990] “Number of zeros of complete elliptic integrals,” Funct. Anal.
Anal. 18 (1984) 72-73; 20 (1986) 37-40; 21 (1987) 87-88; 22 (1988) 37-40; 23 (1989)
88-89; 24 (1990) 45-50.
August 25, 2006 11:10 WSPC/PREPRINT SUBMITTED TO IJBC
10 T. Zhang, Y.-C. Tian and M. O. Tade´
Roussarie, R. [1988] “ A note on finite cyclicity and Hilbert’s 16th problem,” Lecture Notes
in Mathematics (Springer, New York) 1331, 161-168.
Smale, S. [1991] “Dynamics restrospective: great problem, attempts that failed,” Physica
D. 51, 261-273.
Zang, H., T. Zhang & W. Chen [2004] “Bifurcations of limit cycles from quinictic Hamil-
tonian systems with a double figure eight loop,” J. Complexity 20, 544-560.
Zhang, T., H. Zang & M. Han [2004] “Bifurcations of limit cycles in a cubic system,”
Chaos Solitons and Fractals 20, 629-638.
Zhang, T., M.Han & H. Zang [2004] “Bifurcations of limit cycles for a cubic Hamiltonian
system under quartic perturbations,” Chaos Solitons and Fractals 22, 1127-1138.
Zhang, T., W. Chen & H. Zang [2004] “The abelian integrals of a one-parameter Hamil-
tonian system under cubic perturbations,” Internat. J. Bifur. Chaos Appl. Sci. Engrg.
14(5), 1853–1862.
Zhang, T., M. Tade´ & Y.-C. Tian [2007] “Linear estimate of the number of limit cycles
for a class of non-linear systems”, Chaos, Solitons and Fractals 31, 804-810.
