While analysing time-to-event data, it is possible that a certain fraction of subjects will never experience the event of interest and they are said to be cured. When this feature of survival models is taken into account, the models are commonly referred to as cure models. In the presence of covariates, the conditional survival function of the population can be modelled by using cure model which depends on the probability of being uncured (incidence) and the conditional survival function of the uncured subjects (latency), and a combination of logistic regression and Cox PH regression is used to model the incidence and latency respectively.
Introduction
In survival analysis, Cox PH cure model has attracted attention for decades. Kuk and Chen (1992) first proposed the Cox PH cure model as a semiparametric generalization of Farewell's model (1982) where a combination of Cox PH model and logistic regression has been used to study the survival times of uncured subjects and cure rate respectively. In clinical settings, Cox PH cure model has been widely used for modelling the failure time data for various types of cancer studies such as breast cancer, head and neck cancer, leukemia, prostate cancer, melanoma etc (Peng and Dear, 2000; Taylor, 2000, 2001; Zhao and Zhou, 2006; Othus et al., 2012; Peng and Taylor, 2014; Amico and Keilegom, 2018) .
The efficiency and asymptotic distribution of semiparametric maximum likelihood estimator have been studied for the Cox PH cure model by Fang, Li and Sun (2005) . Later a non-parametric maximum likelihood approach has been used to find the estimator of the cumulative hazard and the regression parameters from the Cox PH cure model, and the asymptotic properties are established by the modern empirical process theory (Lu, 2008) . The joint maximization approach developed by Murphy (1994, 1995) has been used by Lu (2008) to find the efficient estimators for Cox PH cure model. However, the above works of efficiency and asymptotic distribution of maximum likelihood estimator did not address the computation with the implicit function in the profile likelihood estimation.
Later, Cai et al. (2012) developed an R package (SMCURE) to fit the Cox PH cure model which have received much attention in recent years (Peng and Taylor, 2014; Amico and Keilegom, 2018) . In SMCURE package, Cai et al. (2012) used the melanoma data from the ECOG phase III clinical trial e1684, where the standard errors of the estimated parameters have been calculated by using bootstrap methods.
In this paper, we profile out the baseline hazard function from Cox PH cure model and plugged the estimator in the likelihood function. However the problem is that the estimator of the baseline hazard function is an implicit function (Rizopoulos, 2012) . We can solve the difficulty without differentiating the implicit function to show the asymptotic normality of the estimator (Theorem-3 and Theorem-4 in Section 3.3). This approach is alternative to the methodologies where the asymptotic normality of profile likelihood estimator has been studied (Hirose, 2011b (Hirose, , 2016 Murphy and Vaart, 2000) . By using the asymptotic expansion of the likelihood, we have found the explicit form of the efficient score function and established the asymptotic normality of the profile likelihood estimator. Hence we got the explicit form of the estimate of variance for the profile likelihood estimator. These results can be used in computation to calculate the variance of the profile likelihood estimator which is illustrated in the numerical example . For the actual computation, we have used the same data (ECOG phase III clinical trial e1684) from SMCURE package and computed the standard errors of the estimated parameters from the efficient score function and efficient information matrix. This paper is organized as follows. A brief discussion on Cox PH cure model has been given in Section-2. In Section-3, we describe the estimation procedure and theorems which are used to show that the profile likelihood estimators are consistent and asymptotically normal. Results obtained from the profile expansion of Cox PH cure model are shown in Section-4. This paper concludes in Section-5 with a short discussion.
Cox PH Cure Model
Let us define a binary variable V , where V = 0 indicates an individual that will be a long-term survivor (never experience the event of interest) and V = 1 indicates an individual that will experience the event. For an individual with covariate vector W = (1, W 1 , ..., W n ), the distribution of V = 1 can be expressed as a logistic model
where p is the probability of being susceptible (often called incidence of the model), b is a vector parameter and W include the intercept. The time to experience the event among individuals for which V = 1 can be modelled by Cox PH model
where we observe another set of covariate Z without intercept and λ 0 (t|V = 1)
is the baseline hazard function. The two sets of covariates may be identical, or partially or completely different from each other (Kuk and Chen, 1992 ).
An individual who experience the event at time t contributes a likelihood factor pf (t|V = 1, Z; λ, β), which is the probability of death at time t. On the other hand, an individual who has been followed to time t without experiencing the event contributes a likelihood factor
which is the probability of long-term survivor (cure) plus the probability of experiencing the event after time t. In addition S(t|V = 1, Z; λ, β) = S 0 (t|V = 1)e β ′ Z is the conditional survival function of the susceptibles (often called the latency)
where S 0 (t|V = 1) = exp − Λ 0 (t|V = 1) = exp − t 0 λ 0 (s|V = 1)ds is the baseline survival function and Λ 0 (t|V = 1) is the baseline cumulative hazard function.
Estimation
Suppose the observed data for individual i can be denoted by (T i , δ i , Z i ); i = 1, 2..., n where T i is the length of time a subject was observed, Z i is a vector of covariates. Moreover, δ i indicates whether the observed time is censored or not
For convenience, let W i = (1, Z ′ i ) ′ , although the covariates in W i and Z i do not have to be equal.
The likelihood for n observations will be
where p i is the probability of ith individual being susceptible. We know that f (t|V = 1, Z; λ, β) = λ(t|V = 1, Z; β)S(t|V = 1, Z; λ, β).
So for the Cox PH cure model, the observed full likelihood function can be written as
Here we want to obtain the estimates of b and β that maximize L(b, β, Λ 0 ).
That is why we cannot use ordinary Cox PH model because the partial likelihood does not depend on λ 0 (t). For this problem we are going to apply profile likelihood technique in which Λ 0 (t) is profiled out from the likelihood.
EM Algorithm
Let us define the complete data by (t i , δ i , Z i , v i ), i = 1, ..., n which includes the observed data and unobserved v i , where v i is the value taken by the variable V i . It follows that if δ i = 1 then v i = 1 and if δ i = 0 then v i is unobserved. The choice for using EM algorithm is justified by the fact that the model depends on a latent variable, v i (cure status). Moreover, the aim of EM algorithm is to maximize observed data likelihood from a complete data likelihood (Dempster, Laird and Rubin, 1977) . So the complete data likelihood can be written as
.
(3.3)
The above equation can be rewritten as the product of a logistic and a PH component.
(3.4)
So it is possible to estimate the incidence and the latency separately (Amico and Keilegom, 2018). Now the expected complete data log-likelihood under p
5)
where γ(V i ) can be defined as
(3.6)
Here, for censored cases γ( 
Baseline Hazard Estimation
Before starting the EM algorithm, we profile out the baseline hazard function λ 0 (t) using NPMLE (non-parametric maximum likelihood estimation). The survival part of equation S3.5 can be separately maximized with respect to λ using the log-likelihood:
Now from the derivative with respect to λ k , we get
So the estimate of the baseline cumulative hazard, Λ(t) will bê
(3.8)
The E-step
In the E-step, we use the current parameter estimates b and β to find the expected values of V i :
(3.9)
The M-step By replacing λ withλ(β), we maximize the equation S3.5 n i=1 γ(Vi) log pi+(1−γ(Vi)) log(1−pi) +γ(Vi) δi logλ(ti|V = 1, Zi; β)+log S(ti|V = 1, Zi;λ(β), β) ,
(3.10)
with respect to b and β to obtainb andβ respectively. The estimated parameters from the M-step are returned into E-step until the values ofb andβ converge.
Score Functions
An estimator of the baseline cumulative hazard function in the counting process notation (Fleming and Harrington, 2011) can be written from equation 11) where N (t) = 1{T ≤ t, δ = 1} and Y (t) = 1{T ≥ t}.
Let us denote E Fn f = f dF n . ThenΛ(t) can be expressed aŝ
(3.12)
Now from S3.10, the log-profile likelihood can be written as
where log P (V i |b) and log P T i , δ i |Λ β,Fn , β are the log-profile likelihood functions (for one observation) for logistic and Cox PH component respectively. Now we can express the components as
and
The score functions for the profile likelihood are
and S s (T i , δ i |β, F n ) is the score function for survival component which can be written as
Now we will calculate the score function B(T i , δ i |β, F ), which is Hadamard differentiable with respect to F . For an integrable function h with the same domain as F , we can express
Here all derivatives are calculated treating γ(V i ) as constant.
Theorem 1: At the true value of (b, β, F ), we are going to proof the followings 1.Λ β0,F0 (t) = Λ 0 (t), the true cumulative hazard and 2. The score function S(V, T, δ|b 0 , β 0 , F 0 ) defined in 3.16 is the efficient score function where we drop the subscript i.
Proof: Replace F n by F 0 ,we get from 3.12
where E is the expectation with respect to the true distribution F 0 . At the true value of the parameters (β, F ) we can write
(3.20)
So from this point of view, we haveΛ β0,F0 (t) = Λ 0 (t).
The score function S(V, T, δ|b, β, F ) = S l (V |b) + S s (T, δ|β, F ) in 3.16 has two parts. We know that the logistic model is a parametric model that does not involve Λ, so we will work on the survival part of the score function. We will treat γ(V ) as a constant term of the parameters. So the score function for the survival part at the true value of the parameters (β, F ) can be expressed as
. So by using equation 3.20, the above equation can be expressed as
which is the efficient score function for Cox PH cure model. The calculation of efficient score function based on the projection theory is given in Supplementary Materials (equation S5.12).
Asymptotic Normality of the MLE

Assumptions:
To show the asymptotic normality of the MLE and its asymptotic variance, we have to consider some assumptions. On the set of cdf functions ̥, we use the sup-norm, i.e., for F, F 0 ∈ ̥,
For ρ > 0, let
The assumptions are given below
A2: The range of Z is bounded and β is in the compact set Θ which follows
Theorem-2: If the assumptions (A1-A4) hold, then 1.β n P → β 0 as n → ∞ and 2.Λβ n,Fn − Λ 0 = o p (1). The proof of Theorem-2 is given in Supplementary Materials.
Theorem-3: The score functions S s (T, δ|β, F ) and B(T, δ|β, F ) are defined pre-
Remark: The results are obtained without assuming the derivative of the score functions ∂ ∂β S s (T, δ|β, F ) and d F B(T, δ|β, F ) exist. This result give us asymptotic expansion of profile likelihood without differentiating the score function that involve implicit function.
The proof of Theorem-3 is given in Supplementary Materials.
Theorem-4: If the assumptions {A1, A2, A3, A4} are satisfied, then a consistent estimatorβ n to the estimating equation
is an asymptotically linear estimator for β 0 (Hirose, 2011a) with the efficient
where N {0, (I * s ) −1 } is a normal distribution with mean zero and variance (I * s ) −1 .
So the estimatorβ n is efficient.
The proof of Theorem-4 is given in Supplementary Materials.
Application to Eastern Cooperative Oncology Group (ECOG) Data
We have used the melanoma data (ECOG phase III clinical trial e1684) from SM- In the dataset, the subjects had melanoma cancer and were treated with interferon alpha-2b (IFN) regimen. The purpose of the study was to investigate the effects of high dose interferon alpha-2b (IFN) regimen against the placebo as the postoperative adjuvant therapy. In this example, relapse free survival is defined as the event and the time from initial treatment to recurrence of melanoma is defined as failure time. A total number of 284 observations (after deleting the missing observations) has been used for the statistical analysis. Three covariates are considered: gender (0=male,1=female), treatment (0=control,1=treatment) and age (continuous variable which is centered to the mean) for both the incidence and latency parts.
Out of 284 individuals, 196 had melanoma cancer recurring (approximately 31% censoring rate). The observed follow-up time of the individuals ranged from 0.032 to 9.643 years. Among the events, there were 137 distinct event times and 25 event times with ties (where ties ranged from 2 to 4). The parameter estimates, standard errors and 95% CI using SMCURE package and our approach (for logistic and Cox PH components) are given in Table 1 and Table 2 respectively.
From Table 1 , we observed that in SMCURE package only intercept was significant at 5% level of significance whereas in our approach, intercept and age 
Discussion
We have proposed a profile likelihood estimation approach for the Cox PH cure model and calculated the efficient score function (Theorem-1). Moreover, we showed the consistency (Theorem-2), asymptotic normality and efficiency of the profile likelihood estimator (Theorem-3 and Theorem-4). By using the profile likelihood approach, we got the explicit form of the variance estimator for profile likelihood estimator. For the numerical results, we have used the melanoma data (ECOG phase III clinical trial e1684) from SMCURE package and calculated the standard errors of the estimated parameters from the efficient score function.
Supplementary Materials
An additional document has been provided as Supplementary Materials 
S1. Lemma with Proof
Lemma-1: Let ̥ be the set of cdf functions and ζ ρ ⊂ ̥ (ζ ρ is defined in Section-3.3 of the main manuscript). If the assumptions (A1-A4) hold, then (i) P (T, δ|β, F ) is bounded away from zero.
(ii) The class of functions log P T, δ|β, F : β ∈ Θ, F ∈ ζ ρ is uniformly bounded Donsker.
(iii) The class of functions S s T, δ|β, F : β ∈ Θ, F ∈ ζ ρ is uniformly bounded Donsker.
Proof : For (i), we know
(S1.1)
Since the map (f, F ) → E F (f ) = f dF is continuous, there is a constant c > 0, such that for all F ∈ ζ ρ (based on A1), we can write
On the basis of A2, we can write e −M 2 ≤ e β ′ Z ≤ e M 2 . So the upper bound of
(S1.3)
Now by using equation (S1.2), we can write
is bounded away from zero (equation S1.4), we get
When δ = 1, from (S1.1) we get
, and when δ = 0, (S1.5) So finally we can say that P (T, δ|β, F ) is bounded away from zero and hence (i) is proved.
For (ii), the profile log-likelihood function of the survival part for Cox PH cure model is
We know the set of cdf functions ̥ is uniformly bounded Donsker. Hence the subset Since e β ′ Z is a Lipschitz continuous function, so by Theorem 2.10.6 in Van Der Vaart and Wellner (1996) , the class of functions e β ′ Z : β ∈ Θ is uniformly bounded Donsker.
Since Y (t) : t ∈ [0, τ ] and e β ′ Z : β ∈ Θ are uniformly bounded Donsker, so by Example 2.10.8 (Van Der Vaart and Wellner, 1996) , the class of functions γ(V )Y (t)e β ′ Z :
Let max M e M 2 , e M 2 = M e M 2 , then the above equation can be expressed as
which is Lipschitz in parameters (β, F). So by Theorem 2.10.6 in Van Der Vaart and Wellner (1996) , the class of functions
is bounded away from zero (equation S1.4), by Example 2.10.9 in Van Der Vaart and Wellner (1996) , the class of functions
Since the map (f, F ) → E F (f ) = f dF is Lipschitz, by Theorem 2.10.6 (Van Der Vaart and Wellner, 1996) , the class of functions
Since e β ′ Z : β ∈ Θ is uniformly bounded Donsker, so by Example 2.10.8 (Van Der Vaart and Wellner, 1996) , the class of functions
Since the class β ′ Z : β ∈ Θ is uniformly bounded Donsker, by Example 2.10.7 (Van Der Vaart and Wellner, 1996) , the class of functions
Since the map (f, F ) → E F (f ) = f dF is Lipschitz, so by Theorem 2.10.6 in Van Der Vaart and Wellner (1996) , the class of functions log P (T, δ|β, F ) : β ∈ Θ, F ∈ ζ ρ is uniformly bounded Donsker. So (ii) is proven.
For (iii), we know the score function of the survival part for Cox PH cure model is
Similar proof to (ii), we can show that the class of functions S s (T, δ|β, F ) : β ∈ Θ, F ∈ ζ ρ is uniformly bounded Donsker.
Lemma-2: If the assumptions (A1-A4) hold, then
where M ′′ is a P 0 -square integrable function.
Proof : From equation (3.18) of the main manuscript, the score function for the survival part is
Then the function is differentiable with respect to β, F and Λ. Now we have S s (T, δ|β, F n ) = S s T, δ|β, F n ,Λ β,Fn .
Similar to the proof of Lemma-1, we can show that the derivative of the score function will also be uniformly bounded.
From these we can say that the class of functions S s (T, δ|β, F, Λ) : β ∈ Θ, F ∈ ζ ρ , Λ ∈ H is Lipschitz in parameters (β, F, Λ) and the result follows: where we have to show (i) log P (T, δ|β n , F n )dF n − log P (T, δ|β n , F 0 )dF 0 P −→ 0 as n → ∞ (ii) E log P (T,δ|β0,F0) P (T,δ|βn,F0) > 0 if β 0 =β n We will start with (i). Since the class of functions log P (T, δ|β, F ) : β ∈ Θ, F ∈ ζ ρ is uniformly bounded Donsker. Hence it is Glivenko-Cantelli. So we can write log P (T, δ|β n , F n )dF n − log P (T, δ|β n , F 0 )dF 0 P −→ 0 as n → ∞ For (ii), we are going to use the idea of Kullback-Leibler (KL) distance. The distance between P (T, δ|β 0 , F 0 ) and P (T, δ|β n , F 0 ) can be written as E log P (T, δ|β 0 , F 0 )
S2. Theorem-2 with proof
We know that − log x is a convex function for x > 0, so by using Jensen's inequality in (S2.1), we can write
Hence (ii) is also proven.
So from Theorem 5.7 (Van Der Vaart, 2000) , it follows that β n P → β 0 as n → ∞.
For (2), we can write (from Theorem-1)
We knowβ n P → β 0 and F n P → F 0 as n → ∞. Since (f, F ) → E F (f ) = f dF is continuous andΛ β,F is differentiable with respect to β and Hadamard differentiable with respect to F , so we can writê Λβ n,Fn − Λ 0 = o p (1) as n → ∞.
So (2) is also proven. Finally we have proved Theorem-2.
S3. Theorem-3 with proof
Theorem 3: Suppose for assumptions (A1-A4),β n P → β 0 and F n P → F 0 as n → ∞,
Proof: Based on Lemma-1, we know P (T, δ|β 0 , F 0 ) > δ > 0 for some positive constant δ > 0. So by the differentiability of P (T, δ|β, F ) with respect to β and F , we have √ n P (T, δ|β n , F 0 ) − P (T, δ|β 0 , F 0 )
In Lemma-1, we showed the class of functions S s (T, δ|β, F ) : β ∈ Θ, F ∈ ζ ρ is uniformly bounded. Similarly, we can show the class of functions B(T, δ|β, F ) : β ∈ Θ, F ∈ ζ ρ is uniformly bounded. From these results, it follows that there is a P 0 -square integrable function, such that
where M ′ is a P 0 -square integrable function ∀β, ∀β ′ ∈ Θ and ∀F, ∀F ′ ∈ ζ ρ .
First we start with (S3.1), for each n, the equality
holds and we can express the above equation as (S3.6)
By the dominated convergence theorem with (S3.3), the right hand side of (S3.6) can be expressed as, when n → ∞
So from (S3.6) and (S3.7), we can write So (S3.1) is proven. Now we prove (S3.2) by following the similar idea of proving (S3.1). For each n, the following equation holds 0 = √ n S s (T, δ|β n , F n )P (T, δ|β n , F n )dF − S s (T, δ|β n , F 0 )P (T, δ|β n , F 0 )dF = √ n S s (T, δ|β n , F n )P (T, δ|β n , F n )dF − S s (T, δ|β n , F 0 )P (T, δ|β n , F n )dF + S s (T, δ|β n , F 0 )P (T, δ|β n , F n )dF − S s (T, δ|β n , F 0 )P (T, δ|β n , F 0 )dF .
We can express the above equation as 
By the dominated convergence theorem with (S3.4), the right hand side of (S3.8)
can be written as, when n → ∞
So by combining (S3.9) and (S3.10), the equality (S3.8) is equivalent to
So equation (S3.2) is also proven. Hence, we proved Theorem-3.
S4. Theorem-4 with proof
Theorem 4: If the assumptions (A1-A4) are satisfied, then a consistent estimatorβ n to the estimating equation
is an asymptotically linear estimator for β 0 (Hirose, 2011a) with the efficient influence
where N {0, (I * s ) −1 } is a normal distribution with mean zero and variance (I * s ) −1 . So the estimatorβ n is efficient.
In addition, we know that S l (V |b) is the score function of logistic regression (which is a parametric model), then a consistent estimatorb n to the estimating equation
is an asymptotically linear estimator for b 0 with the influence function ( 
Since B(T, δ|β 0 , F 0 ) is in the nuisance tangent space and S s (T, δ|β 0 , F 0 ) is the effi-cient score function, so we can consider We know that 1 √ n n i=1 S s (T i , δ i |β n , F n ) = 0, so using (S4.6), the equation (S4.2) can be written as
By Central Limit Theorem (CLT), we can write 1
Finally we can express (S4.2) as
It follows that the large sample distribution of the estimatorβ n can be expressed as
is the efficient information (S * β is the efficient score function defined in Theorem-1).
S5. Efficient Score Function for Cox PH Cure Model using Projection Theory
To get the efficient score function using the projection theory, we assume the parameters (β, Λ) are evaluated at the true values β 0 , Λ 0 and omit subscript "0" for brevity.
The log-likelihood function of the survival part for one observation can be written
Score Function for β
Score Operator for Λ Let us take a measurable function which is bounded such as g : [0, τ ] → R, where g is defined in the interval [0, τ ] because Λ is also restricted within this interval. The path can be defined as dΛ s = (1 + sg)dΛ.
The corresponding path for the baseline hazard function is λ s (t) = dΛ s dt = (1 + sg) dΛ dt = (1 + sg)λ(t).
The derivative of the log-likelihood function with respect to s can be expressed as . So, the information operator is
It follows that the inverse of information operator is Efficient Score Function S * β :
Finally the efficient score function can be expressed as
where M 0 (T ) and M 1 (T ) were defined in the proof of Theorem 1.
