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Abstract
In this paper, we consider graphs whose deck consists of cards (which are the vertex-deleted subgraphs)
that share the same eigenvalue, say μ. We show that, the characteristic polynomial can be reconstructed
from the deck, providing a new proof of Tutte’s result for this class of graphs. Moreover, for the subclass of
non-singular graphs, the graph can be uniquely reconstructed from the eigenvectors of the cards associated
with the eigenvalue μ. The remaining graphs in this class are shown to be μ-cores graphs.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we will consider only simple graphs. The spectrum of G is the spectrum of A(G)
(or A), the adjacency matrix of G. For all terminology on graph spectra (not given here) see [5,2].
Let G be a labelled graph on the vertex set V(G) = {v1, v2, . . . , vn}. Starting from G, two
types of decks consisting of the n vertex deleted subgraphs are studied:
– C(G), with each subgraph from {G − vi : i = 1, 2, . . . , n} having the labels inherited from
G (the labelled deck);
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– D(G), with each subgraph from {G − vi : i = 1, 2, . . . , n} being unlabelled (the unlabelled
deck, or the deck for short).
As usual, the elements of both decks are called cards.
Recall that, in the classical Ulam’s problem, we are asked to reconstruct G fromD(G)[18]. In
spectral graph theory, we also deﬁne the so called p-deck, denoted byPD(G), which is obtained
from D(G) by replacing each card (subgraph) by the corresponding characteristic polynomial.
So
PD(G) = {φ(x;G − vi) : i = 1, 2, . . . , n}.
Schwenk has distinguished, in [8], four types of the reconstruction problems, with respect to
these two types of decks:
(i) the reconstruction of G from D(G);
(ii) the reconstruction of φ(x;G) from D(G);
(iii) the reconstruction G from PD(G);
(iv) the reconstruction of φ(x;G) from PD(G).
Problem (i) is Ulam’s Reconstruction Conjecture. Problem (ii) is solved positively by Tutte
[17]; in other words, if we know D(G), then (for n > 2) φ(x;G) is uniquely determined. Very
few reports can be found in the literature on Problem (iii).
Problem (iv) was posed by Cvetkovic´ in 1973 [3]. Since
φ′(x;G) =
n∑
i=1
φ(x;G − vi), (1)
[1], the reconstruction of φ(x;G) is determined up to an additive constant. In general, this type of
reconstruction is not yet resolved.On theother hand, formanyclasses of graphs, this reconstruction
problem has a unique solution (see for instance [15] for generalized line graphs, [4] for trees, [16]
for unicyclic graphs, [14] for a subclass of disconnected graphs and [13,12] for graphs with
sufﬁcient end-vertices). In this context, it is also worth mentioning that φ(x;G) is uniquely
determined (for n > 2) from PD(G) and PD(G) [7].
A graph is singular if its adjacency matrix, A(G), is singular. More generally, a graph is μ-
singular if thematrixA(G) − μI is singular. Aμ-eigenvector ofG is a non-zero vector x forwhich
Ax = μx. A μ-singular graph is said to be a μ-core graph if each entry of some μ-eigenvector is
non-zero. Moreover, a μ-core graph, with a μ-eigenspace of dimension one, is said to be a μ-nut
graph [11].
This paper wasmotivated by problem (iv) forμ-core graphs and other related classes of graphs.
Our investigations led to yet another reconstruction problem which we shall consider here. To
this end, we ﬁrst deﬁne the common eigenvalue deck as a deck in which each card is a μ-singular
graph for some μ. Such a deck will be called a μ-singular deck (or μ-deck), and will be denoted
by Dμ. In particular, if μ = 0, it will be called a singular deck. Moreover, we write Dμ1(G), if
the multiplicity of μ, in each card, is one and denote by Gμ the set of graphs whose deck is equal
to Dμ1 .
By the Interlacing Theorem [6], we can solve uniquely problem (iv) if at least one card has
μ as a multiple eigenvalue, since, in this case, φ(μ;G) = 0. An interesting situation occurs if
we encounter a deck of type Dμ1(G). Then, for μ = μi , one of the following conclusions can
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be drawn (since the multiplicity of an eigenvalue can change at most by one if we delete some
vertex):
(a) μi is a double eigenvalue of G;
(b) μi is a simple eigenvalue of G;
(c) μi is not an eigenvalue of G.
In Case (a), then, for any j (j = 1, 2, . . . , n), there exists a μ-eigenvector for which the j th
entry is non-zero (see Example 3.9). Equivalently, for any j , the angle for the eigenvalue μi and
vertex vj is non-zero; that is αij = |Piej | /= 0, [5], p. 80). Case (a) characterizes μ-core graphs
with a μ-eigenspace of dimension two as we show in Section 2.
Case (b) is impossible. In this case, some entry, j , of a μi-eigenvector of G is necessarily
non-zero, that is αij /= 0, so that the j th card would not be μ-singular, a contradiction.
Case (c) is possible (seeExamples 3.6, 3.7 and 3.8). Recall that, for each card, theμ-eigenvector
is determined up to a multiplicative constant. Now one can ask the following question μ:
Question 1.1. To what extent is the parent graph determined by the deck Eμ consisting of the
ordered μ-eigenvectors?
Remark 1.2. Note that Eμ is derived from the deck C(G). We answer Question 1.1 in Section 3.
2. Core graphs
The notion of a 0-core graph, based on the support of the vectors in the nullspace of A, was
crucial in the development of the theory of singular graphs [9]. Here, we extend the concept to an
arbitrary eigenvalue.
Proposition 2.1. Let the multiplicity of the eigenvalue μ of a graph H be γ  1. The graph H
is a μ-core graph if and only if the dimension of the μ-eigenspace of (H − v) is γ − 1 for all
v ∈V(H).
Proof. Let H be a μ-core graph. There exists a basis Bv for the nullspace of A(H) − μI such
that only one of the vectors in Bv has a non-zero entry in the position corresponding to v. It
is clear that A(H − v) − μI retains the γ − 1 restricted μ-eigenvectors (with the zero entry
corresponding to v removed). Moreover A(H − v) − μI cannot have other linearly independent
μ-eigenvectors; otherwise these can be transformed (by including a zero entry in the position of
v) into additional linearly independent μ-eigenvectors of A(H) − μI. Hence with each vertex
deletion, the dimension of the μ-eigenspace of A(H) decreases by one, as required.
Conversely let the multiplicity of the eigenvalueμ of each of the graphsH − vi, 1  i  n, be
γ (1). We show that H is a μ-core graph. Suppose, for contradiction, that every μ-eigenvector
of H has a zero entry corresponding to some vertex w ∈V(H). Let us choose a basis B for
ker(A(H) − μI). Then removing the zero entry corresponding to w from each of the γ vectors in
B produces at least γ linearly independent vectors in ker(A(H − w) − μI), so that themultiplicity
of the eigenvalue μ of H − w is at least γ , contradicting the premise. Thus every vertex of H
corresponds to a non-zero entry in some μ-eigenvector of H , as required by the definition of a
μ-core graph. 
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For γ = 1, Proposition 2.1 yields the following result immediately.
Corollary 2.2. Let H be a parent graph which is μ-singular. Each card in D is μ-non-singular
if and only if H is a μ-nut graph.
We may characterize, now, Case (a) above; (see Example 3.9).
Proposition 2.3. Let the dimension of the μ-eigenspace of H be two. Then H ∈ Gμ if and only
if H is a μ-core graph.
Proof. Since the premise, H ∈ Gμ, requires that the deletion of a vertex lowers the dimension of
the μ-eigenspace to one, by Proposition 2.1, each vertex of H is that of a μ-core graph.
Conversely, let H be a μ-core graph with the multiplicity of the eigenvalue μ being two. By
Proposition 2.1, the dimension of the μ-eigenspace of (H − v) is one, for all v ∈V(H). 
3. Graphs with a μ-singular deck
If the parent graph G on n vertices inGμ, does not have μ as an eigenvalue, then by interlacing
properties, the dimension of the μ-eigenspace of each subgraph G − vi is necessarily one. In this
case, we present and solve a reconstruction problem using a new deck.
Deﬁnition 3.1. The deck Eμ1 is derived fromDμ1 by substituting each card by its μ-eigenvector.
The Problem of Reconstruction from Eigenvectors: If Dμ1 exists, then the graph G can be
reconstructed from Eμ1 .
In the sequel, we will need the following definition:
Deﬁnition 3.2. Let G be a μ-non-singular labelled graph in Gμ. If
zi = (z(1)i , z(2)i , . . . , z(n−1)i )
is a μ-eigenvector of G − vi , then
i = (z(1)i , z(2)i , . . . , z(i−1)i , 0, z(i)i , . . . , z(n−1)i )
is the partial-μ-eigenvector of G corresponding to vi .
Remark 3.3. We now show that the deck Eμ1 is sufﬁcient to classify graphs in Gμ into the two
subclasses associated with Case (a) and Case (c), respectively.
Proposition 3.4. 1 Let G be a graph on n > 2 vertices, in Gμ. If the columns of matrix Q are n
partial-μ-eigenvectors of G (i = 1, 2, . . . , n), then, depending on the invertibility of Q, we have
(i) if Q is non-singular, then μ is not an eigenvalue of G. Moreover, μ and the adjacency
matrix A(G) = (aij) are both reconstructible: specifically,
1 Thanks go to the anonymous referee who suggested an elegant way of annunciating this proposition.
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aij =
{
0, if i = j or (Q−1)ij = 0;
1, otherwise.
and μ = (Q−1)ij
(Q−1)ij for any (Q
−1)ij /= 0, i /= j.
(ii) If Q is singular, then μ is an eigenvalue of G with multiplicity two.
Proof. Let G be a labelled graph in Gμ and Ri , the ith row of (A(G) − μI). By definition of zi ,
(A(G − vi) − μI)zi = (A(G − vi) − μI)
⎛
⎜⎜⎜⎜⎜⎜⎝
z(1)i
z(2)i
...
...
z(n−1)i
⎞
⎟⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎜⎜⎜⎝
0
0
...
...
0
⎞
⎟⎟⎟⎟⎟⎟⎠
.
Thus
(A(G) − μI)i = (A(G) − μI)
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
z(1)i
z(2)i
...
z(i−1)i
0
z(i)i
...
z(n−1)i
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
0
...
Rii
...
...
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
and (A(G) − μI)Q = Diag(R11,R22, . . . ,Rnn).
If Q is singular, then Rii = 0, for some i. Hence i would be a μ-eigenvector of G. But
then the dimension of the μ-eigenspace of G is two corresponding to Case (a) above, when, by
Proposition 2.3, G is a core graph. In this case, Rii = 0, for all i. Moreover the rank of Q is the
dimension of the μ-eigenspace, which is less than n. This proves (i).
Now if Q is non-singular,
(A(G) − μI) = Diag(R11,R22, . . . ,Rnn)Q−1. (2)
Thus Diag(R11,R22, . . . ,Rnn) /= 0. A fortiori, Rii /= 0, for all i and the μ-non-singular
graph G is reconstructible from (2), corresponding to Case (c) above. Note that the ith col-
umn of (A(G) − μI)−1 is iRii . Moreover, since each entry of A is 0 or 1, μ =
(Q−1)ij
(Q−1)ij for any
(Q−1)ij /= 0, i /= j .
This completes the proof. 
We give an example of a graph satisfying the conditions of Proposition 3.4(ii) equivalent to
those required for Case (a).
Example 3.5. The graph in Fig. 1 satisﬁes (A − I)Q = 0. It is a 1-core graph with the 1-eigen-
space generated by the vectors (0,−1,−1, 0, 2, 0, 2)t and (−1, 1, 1,−1,−2, 2, 0)t .
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Fig. 1. A 1-core graph.
The following examples show the reconstruction of non-singular graphs in Gμ, satisfying
the conditions of Proposition 3.8(ii) equivalent to those required for Case (c), followed by the
reconstruction algorithm.
Example 3.6. Consider the non-singular even cyclesC2n, whose deck consists of the pathsP2n−1.
For C6, Eμ1 consists of the vectors
z1 = (1, 0,−1, 0, 1)t , z2 = (1, 1, 0,−1, 0)t , z3 = (0, 1, 1, 0,−1)t ,
z4 = (−1, 0, 1, 1, 0)t , z5 = (0,−1, 0, 1, 1)t , z6 = (1, 0,−1, 0, 1)t .
The adjacency matrix of C6 is 2(1, 2, . . . , n)
−1.
Example 3.7. Consider the
√
6-non-singular graph K3,3 ∈ G√6. Its deck consists of the graphs
K2,3. Then using the notation of Definition 3.2, z1 = z2 = z3 =
{√
3
2 ,
√
3
2 , 1, 1, 1
}
and z4 =
z5 = z6 =
{√
2
3 ,
√
2
3 ,
√
2
3 , 1, 1
}
. The adjacency matrix of K3,3 is
(
1
3ζ1,
1
32,
1
33,
1√
6
4,
1√
6
5 ,
1√
6
6
)−1
.
Example 3.8. A 0-non-singular non-bipartite graph G6 ∈ G0 is shown in Fig. 2. For G6, z1 =
(1, 0, 0, 0,−1)t , z2 = (1, 0, 0,−1, 1)t , z3 = (0, 0, 0, 0, 1)t , z4 = (0, 0, 0, 1,−1)t , z5 = (0,−1,
0, 1, 0)t , z6 = (−1, 1, 1,−1, 0)t . The adjacency matrix of G6 is (ζ1, 2, . . . , n)−1.
Algorithm 3.9. To construct a μ-non-singular parent graph from Eμ1 .
1. Label the nμ-eigenvectors z1, z2, . . . , zn in Eμ1 ⊆ Rn−1 correspond to the ordered sub-
graphs in the deck.
Fig. 2. The non-singular graph G6 with a singular deck.
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2. Transform them to the linearly independent vectors 1, 2, . . . n by inserting an entry equal
to zero in the position of vi between entry i − 1 and entry i of zi , for each i.
3. Form the matrix Q = (1, 2, . . . , n).
4. Scale the columns of Q−1 to obtain the 0–1 matrix A − μI.
Remark 3.10. We have shown that the μ-non-singular graphs in Gμ are reconstructible from
Eμ1 the μ-eigenvectors of the ordered deckDμ1 , since the partial-zero-eigenvectors derived from
them are linearly independent. Thus, if feasible, Eμ1 leads to a unique μ-non-singular parent
graph, solving Case (c). This technique fails for Case (a). For instance, from Corollary 2.3, it is
clear that the only family of disconnected 0-singular graphs (of nullity two) withDμ1 [10], is that
whose members are the disjoint union of two 0-nut graphs. The partial-zero-eigenvectors derived
from the 0-eigenvectors of the deck of the disjoint union H1+˙H2 of the two nut graphs H1 and
H2 are linearly dependent, so that the algorithm fails.
ByTutte’s result [17], non-isomorphic graphs, on at least three vertices,with the samedeck have
the same characteristic polynomial. This means that problem (iv) is still open for non-isomorphic
graphs with distinct decks but the same p-decks, were these to exist. By Tutte’s result, a pair of
graphs,whichwould forma counter example to the reconstruction conjecture,would be cospectral.
Were problem (iv) to have a positive result for all graphs, then non-isomorphic graphs with non-
identical decks but with the same p-decks, would be cospectral. Note that a counter example pair
of graphs to problem (i) is not a counter example pair of graphs to problem (iv) and vice versa.
Proposition 3.11. Let G ∈ Gμ. Decks PD and Eμ1 of G are sufﬁcient to reconstruct φ(x;G).
Proof. By (2), only the constant term remains to be determined. IfQ is singular, then the dimension
of the μ-eigenspace is two and φ(μ;A(G)) = 0 determines the constant term. In the case when
Q is non-singular, G can be constructed using Algorithm 1, so that φ(x;G) can be determined,
and consequently the constant term.
This completes the proof. 
Remark 3.12. Note that deck Dμ1 is sufﬁcient to obtain both decks PD and Eμ1 , required in
Proposition 3.11. This is a variant of Tutte’s result for the class of graphs covered by Cases (a)
and (c).
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