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Abstract. The analysis of fluorescence molecular tomography is important for medical diagnosis and treatment.
Although the quality of reconstructed results can be improved with the increasing number of measurement data,
the scale of the matrices involved in the reconstruction of fluorescence molecular tomography will also become
larger, which may slow down the reconstruction process. A new method is proposed where measurement data
are reduced according to the rows of the Jacobian matrix and the projection residual error. To further accelerate
the reconstruction process, the global inverse problem is solved with level-by-level Schur complement decom-
position. Simulation results demonstrate that the speed of the reconstruction process can be improved with the
proposed algorithm. © 2015 Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI: 10.1117/1.OE.54.7.073114]
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1 Introduction
Biomedical optical imaging, a promising field, is expected to
have widespread applications for medical diagnosis and the
treatment of lethal diseases.1 As one of the imaging method-
ologies, fluorescence molecular tomography (FMT) has
received a lot of attention.2 The fluorescent proteins and
probes enable biomedical research, including protein func-
tion, gene expression,3 drug discovery,4 and cellular proc-
esses.5 Much progress has been made in its technologies
and applications.6–9 In the imaging methodology of FMT, the
fluorescent compounds, called markers, are injected into the
biological system and consequently accumulate in diseased
tissue due to increased blood flow from tumor neovascula-
rization.10 The light at the excitation wavelength is launched
at the surface of the tissue. The excitation wavelength is
chosen to ease the biological tissue penetration and to opti-
mally excite the injected markers. Subsequently, the fluores-
cence molecules absorb the light and are elevated into an
excited state. Some proportion of the excited fluorescence
molecules emits the light at a different wavelength as fluo-
rescent light and returns to the ground state.11
The process of reconstruction of tomographic data con-
sists of two problems, i.e., a forward problem and an inverse
problem. Given source positions and the photon transport
model, the forward problem is to provide a prediction of
the measurements based on a guess of system parameters.
In the inverse problem, the values of system parameters are
repeatedly updated from an initial guess to minimize the
mismatch between the predicted and measurement data. The
final spatial distribution of system parameters constitutes
reconstructed images.12 Generally, the image reconstruction
of FMT is computationally complex mainly due to the large-
scale matrix computation. Although the quality of recon-
structed results can be improved by increasing the number
of measurement data, the scale of the matrices involved in
the inverse problem will also become larger, which may
slow down the process of reconstruction. In order to over-
come that problem, we propose to reduce the measurement
data according to the rows of a Jacobian matrix as well as the
projection residual error. Additionally, the iterative methods
based on the Schur complement system can be more efficient
than those based on the global system.13 The conditional
number of the Schur complement of a matrix is never greater
than that of the given matrix, hence the efficiency of itera-
tively solving linear systems can be significantly improved.
Finally, the inverse problem based on the reduced measure-
ment data is further decomposed level by level with the
Schur complement system to be solved. Simulation results
demonstrate that the speed of the reconstruction computation
can be significantly improved with the proposed algorithm.
2 Forward Problem
The generation and propagation of the excitation and fluo-
rescent light in tissues are well modeled by two diffusion
equations with the photon density Φx;mðr;ωÞ at angular fre-
quency ω and detected at position r.14 The first diffusion
equation depicts the propagation of the excitation light at
the wavelength λx over a bounded domain Ω as
−∇ · ½DxðrÞ∇Φxðr;ωÞ þ kxðr;ωÞΦxðr;ωÞ ¼QxðrÞ on Ω;
(1)
where QxðrÞ is referred to as the excitation light source.
The excited fluorophore with the quantum efficiency η,
fluorescence lifetime τðrÞ, and absorption coefficient μaxfðrÞ
constitutes a light source at the fluorescence wavelength λm
with the strength
*Address all correspondence to: Jiajun Wang, E-mail: jjwang@suda.edu.cn 0091-3286 /2015/$25.00 © 2015 SPIE
Optical Engineering 073114-1 July 2015 • Vol. 54(7)
Optical Engineering 54(7), 073114 (July 2015)
Downloaded From: https://www.spiedigitallibrary.org/journals/Optical-Engineering on 23 Jun 2019
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use
Qmðr;ωÞ ¼
ημaxfðrÞ½1þ jωτðrÞ
1þ ½ωτðrÞ2 Φxðr;ωÞ: (2)
The second diffusion equation describes the generation and
propagation of the fluorescent light at the wavelength λm as
follows:
−∇ · ½DmðrÞ∇Φmðr;ωÞþkmðr;ωÞΦmðr;ωÞ¼Qmðr;ωÞ onΩ:
(3)
The diffusion coefficient kx;mðr;ωÞ and decay coefficient
Dx;mðrÞ are given by
kx;mðr;ωÞ ¼ μax;miðrÞ þ μax;mfðrÞ þ jω∕c; (4)
Dx;mðrÞ ¼
1
3½μax;miðrÞ þ μax;mfðrÞ þ μ 0sx;mðrÞ
; (5)
where μax;mfðrÞ and μax;miðrÞ are, respectively, the absorp-
tion coefficients due to the fluorophore and nonfluorescing
chromophore; μ 0sx;mðrÞ is the isotropic scattering coefficient;
c is the speed of light in the medium; j ¼ ﬃﬃﬃﬃﬃﬃ−1p ; and the sym-
bol ∇ denotes the gradient operator.
Some boundary conditions are needed to solve the
diffusion equations as Eqs. (1) and (2). Herein, the Robin
boundary condition is applied to the forward equations. In
our work, the finite element method (FEM) is employed
to solve the forward equations. In the framework of FEM,
the domain Ω is partitioned into l nonoverlapping elements
jointed at N vertex nodes.15 Hence, based on FEM, Eqs. (1)
and (2) can be expressed in a matrix notation as
AxΦx ¼ Qx; (6)
AmΦm ¼ Qm; (7)
where
Qx;m ¼ ½ ðQx;m;φ1ÞΩh · · · ðQx;m;φNÞΩh T; (8)
Ax;m ¼
2
64
aΩhðφ1;φ1Þx;m · · · aΩhðφN;φ1Þx;m
..
. ..
.
aΩhðφ1;φNÞx;m · · · aΩhðφN;φNÞx;m
3
75: (9)
The matrix Ax;m has the following entries:
aΩhðφi;φjÞx;m ¼
ZZ
Ωh
Dx;m∇φi · ∇φjdΩ
þ
ZZ
Ωh
kx;mφiφjdΩþ
Z
Γh
bx;mφiφjds;
(10)
with Ωh as the bounded domain, Γh as its boundary, and bx;m
as the Robin boundary coefficients.
3 Image Reconstruction of Fluorescence Molecular
Tomography
3.1 Inverse Problem
The linearized inverse problem with the Tikhonov regulari-
zation can be depicted mathematically as
ðJTJþ λIÞΔx ¼ JTΔy; (11)
where Δx denotes the update vector of the optical or fluo-
rescent properties, Δy denotes the projection residual error
between the measured and the predicted data, J represents
the Jacobian matrix, I is the identity matrix, and λ is the regu-
larization parameter.
3.2 Measurement Data Reduction
The measurement data can provide information necessary
to reconstruct the tomographic image. During the inverse
reconstruction process, the measurement data relate to the
Jacobian matrix and the projection residual error. Although
the quality of the reconstructed image can be improved with
the increment of the number of measurement data, the
scale of the matrices involved in the reconstruction will
also become larger, which may slow down the reconstruction
process.
For a clear illustration of the above inference, we rewrite
the residual data and the Jacobian matrix in the following
component-wise forms:
Δy ¼ ðΔy1 Δy2 · · · Δyi · · · ΔyM ÞT ðΔy ∈ RMÞ
(12)
and
J ¼ ð JT1 JT2 · · · JTi · · · JTM ÞTðJ ∈ RM×NÞ: (13)
Eqs. (12) and (13) are substituted into Eq. (11), which yields
2
666666666664
ð JT1 JT2 · · · JTi · · · JTM Þ ·
0
BBBBBBBBBBB@
J1
J2
..
.
Ji
..
.
JM
1
CCCCCCCCCCCA
þ λI
3
777777777775
· Δx
¼ ð JT1 JT2 · · · JTi · · · JTM Þ ·
0
BBBBBBBBBBB@
Δy1
Δy2
..
.
Δyi
..
.
ΔyM
1
CCCCCCCCCCCA
: (14)
From Eq. (14), one can see that the measurement data yi
relates to the i’th row Ji of the Jacobian matrix and the i’th
element Δyi of the projection residual error. Therefore, the
number of measurements determines the size of the Jacobian
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matrix and the residual vector, and hence the computational
requirements of the inverse reconstruction. If the measure-
ment data can be reduced, the scale of the Jacobian matrix
and the projection residual error will consequently be
reduced, thus the computational efficiency of inverse prob-
lem can be improved. However, such a reduction will inevi-
tably reduce the reconstruction quality. Therefore, it will be
very important to determine the impact of each measurement
on the reconstruction quality. The one with the smallest
impact on the reconstruction results will be removed from
the measurement in our reconstruction. For such a purpose,
we rewrite Eq. (14) as
½ðJT1J1 þ JT2J2þ · · · JTi Jiþ · · · þJTMJMÞ þ λI · Δx
¼ Δy1JT1 þ Δy2JT2þ · · · þΔyiJTi þ · · · þΔyMJTM:
(15)
In the aforementioned equation, we first focus on the rows
of the Jacobian matrix. In the case when Ji → 0, the follow-
ing can be obtained:
½ðJT1J1þJT2J2þ · · · JTi−1Ji−1þJTiþ1Jiþ1 · · ·þJTMJMÞþλI ·Δx
¼ðΔy1JT1 þΔy2JT2þ · · ·þΔyi−1JTi−1þΔyiþ1JTiþ1 · · ·
þΔyMJTMÞ: (16)
The above equation holds since limJi→0J
T
i Ji ¼ 0 and
limJi→0ΔyiJ
T
i ¼ 0.
Eq. (16) can be further expanded as
2
66666666666664
ð JT1 JT2 · · · JTi−1 JTiþ1 · · · JTM Þ ·
0
BBBBBBBBBBBBB@
J1
J2
..
.
Ji−1
Jiþ1
..
.
JM
1
CCCCCCCCCCCCCA
þ λI
3
77777777777775
·Δx
¼ ð JT1 JT2 · · · JTi−1 JTiþ1 · · · JTM Þ ·
0
BBBBBBBBBBBBB@
Δy1
Δy2
..
.
Δyi−1
Δyiþ1
..
.
ΔyM
1
CCCCCCCCCCCCCA
:
(17)
Comparing Eqs. (14) and (17), it can be seen that both the
i’th row Ji of the Jacobian matrix and the i’th element Δyi of
Δy can be deleted as Ji → 0 while solving Eq. (11). This
implies that the corresponding measurement data yi can
be removed as Ji → 0 when solving Eq. (11).
Subsequently, we focus on the projection residual error.
In the case when Δyi → 0, one obtains
½ðJT1J1 þ JT2J2þ · · · JTi Jiþ · · · þJTMJMÞ þ λI · Δx
¼ ðΔy1JT1 þ Δy2JT2þ · · · þΔyi−1JTi−1 þ Δyiþ1JTiþ1 · · ·
þ ΔyMJTMÞ: (18)
The above equation holds since limΔyi→0ΔyiJ
T
i ¼ 0.
From the right hand sides in Eqs. (17) and (18), it can be
seen that both Ji and Δyi can be deleted as Δyi → 0. The
plausibility of such a strategy can also be deduced based
on the following considerations. Since the tomographic
image is reconstructed by minimizing the discrepancy
between the measured and predicted data, the measurement
data with the larger projection residual error will obviously
have a greater effect on the reconstructed images. However,
those with a smaller projection residual error will have less
effect on the reconstructed results, hence they can be
removed at the expense of a small reduction in reconstruction
accuracy.
Upon comprehensive consideration of the above-men-
tioned two factors relating to the measurement data, we
reduce the scale of the inverse problem in a way by deleting
the measurement data whose corresponding rows of the
Jacobian matrix or elements of projection residual error
are very small. In such a way, the efficiency of reconstruction
of the FMT can be improved with little accuracy lost.
In fact, each row in the Jacobian matrix corresponds to
measurement data and each element in this row represents
the sensitivity of that measurement data with respect to one
node in the FEM mesh. The i’th row Ji of the Jacobian
matrix approaches 0, which indicates that the sensitivity
for the corresponding measurement data is low. Herein,
we use the sum of the absolute values of each row as an indi-
cator for the judgment of whether it approaches 0. If such a
sum is sufficiently small (being smaller than a predefined
threshold), the scale of the Jacobian matrix and the projec-
tion residual error can be reduced at the expense of little
accuracy loss in reconstruction upon deleting those corre-
sponding rows and elements, respectively (i.e., deleting
those measurement data). Therefore, the computational effi-
ciency of the iterative process can be improved due to the
reduction of the measurement data. Based on the above
idea, let us introduce a parameter given by
fi ¼
XN
j¼1
jJijj i ¼ 1;2; · · · ;M: (19)
Thus, given the predefined threshold a, the rows of an
M × N Jacobian matrix can be deleted in such a way that,
if the following condition is satisfied
fi < a; (20)
Jij represents the element of the Jacobian matrix. This
inequality indicates that the sensitivity for the corresponding
measurement data is low and thus that row can be deleted.
However, some prominent elements may exist in the row,
while the sum of the absolute values of all the elements in
that row is small. In that case, some useful information may
be deleted, leading to poor reconstruction results. Therefore,
another parameter with the corresponding condition is also
introduced to determine whether a row in the Jacobian matrix
should be deleted.
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gi ¼ 100% ×maxN
j¼1
jJijj∕
XN
j¼1
jJijj i ¼ 1;2; · · · ;M; (21)
gi < k; (22)
where k denotes a predefined threshold.
In other words, if both of the inequalities (20) and (22) are
satisfied, the row can be finally deleted. The process of meas-
urement data reduction is described in Algorithm 1.
3.3 Image Reconstruction Based on the Schur
Complement System
As already mentioned, the iterative methods based on the
Schur complement system can efficiently solve large-scale
problems. Therefore, in this paper, the image reconstruction
of FMT is solved in the Schur complement system with
a level-by-level decomposition as illustrated in Fig. 1.
For convenience, we restate Eq. (11) as
KΔx ¼ b; (23)
where K ¼ ðJTJþ λIÞ and b ¼ JTΔy. Without confusion,
both the reduced Jacobian matrix and the residual data are
still represented by J and Δy, respectively.
Let us split the solution space Rn into two subspaces, i.e.,
m-dimensional subspace V and ðn −mÞ-dimensional sub-
space W. Let ½Γ Ψ  be an orthonormal basis of that sol-
ution space Rn. Consequently, we can construct the basis
of the subspace V with columns of Γ ∈ Rn×m and that of
the subspace W with columns of Ψ ∈ Rn×ðn−mÞ. Hence, the
solution to Eq. (23) (i.e., Δx) can be formulated with the
above bases of the two subspaces as V and W by
Δx ¼ ΓvþΨw; (24)
where v and w, respectively, denote the projections of Δx on
the subspaces V and W.
We assume that the i’th-level subsystem is given by
K˜ði;jÞΔx˜ði;jÞ ¼ b˜ði;jÞ i¼ 0;1; : : : ;P j¼ 1;2; : : : ;2i; (25)
where K˜ði;jÞ is the Schur complement matrix as the j’th term
at the i’th level, which is depicted in Fig. 1. Note that, in
particular, K˜ð0;1Þ means the global matrix K and Δx˜ð0;1Þ is
equivalent to Δx as defined by Eq. (23). Furthermore,
Eq. (25) is decomposed at the iþ 1th level to solve this sub-
system in the Schur complement system. For this purpose,
similar to Eq. (24), the solution Δ~xði;jÞ is given by
Δx˜ði;jÞ ¼ Γði;jÞΔx˜ðiþ1;2j−1Þ þΨði;jÞΔx˜ðiþ1;2jÞ; (26)
where Δx˜ðiþ1;2j−1Þ and Δ~xðiþ1;2jÞ represent, respectively, the
projections of Δx˜ði;jÞ on the subspaces constructed with col-
umns of Γði;jÞ and Ψði;jÞ.
Based on the Schur complement system, thus, we obtain
with Eqs. (25) and (26)16
K˜ðiþ1;2jÞΔx˜ðiþ1;2jÞ ¼ b˜ðiþ1;2jÞ; (27)
where K˜ðiþ1;2jÞ ¼ K˜ði;jÞ22 − K˜ði;jÞ21K˜−1ði;jÞ11K˜ði;jÞ12, which is
termed as the Schur complement with respect to K˜ði;jÞ11.17
b˜ðiþ1;2jÞ ¼ ΨTði;jÞb˜ði;jÞ − K˜ði;jÞ21K˜−1ði;jÞ11ΓTði;jÞb˜ði;jÞ.
Further, the matrix terms involved above as K˜ði;jÞ11,
K˜ði;jÞ12, K˜ði;jÞ21, and K˜ði;jÞ22 can be, respectively, calculated
by
K˜ði;jÞ11 ¼ ΓTði;jÞK˜ði;jÞΓði;jÞ; (28)
K˜ði;jÞ12 ¼ ΓTði;jÞK˜ði;jÞΨði;jÞ; (29)
K˜ði;jÞ21 ¼ ΨTði;jÞK˜ði;jÞΓði;jÞ; (30)
Algorithm 1. Reduction for measurement data.
Calculate Δy with given x ;
for ði ¼ 1;2; : : : ; MÞ do
if (Δyi < b) then
Delete the measurement data y i ;
end if
end for
Calculate Δy and J using the reduced measurement data;
for ði ¼ 1;2; : : : ; MÞ do
if [(f i < a)&&(gi < k )] then
Delete the i ’th row Ji of the Jacobian matrix and Δyi ;
end if
end for
Output Δy and J.
Fig. 1 Schematic illustration of level-by-level Schur complement
decomposition.
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K˜ði;jÞ22 ¼ ΨTði;jÞK˜ði;jÞΨði;jÞ: (31)
Indeed, the condition number of matrix K˜ðiþ1;2jÞ is smaller
than that of matrix K˜ði;jÞ.13 Herein, we use the biconjugate
gradient method to solve Eq. (27).18 In practice, the bicon-
jugate gradient method is employed to solve the large-scale
systems with high efficiency in many cases.19
Similarly, Δx˜ðiþ1;2j−1Þ is also solved in the Schur comple-
ment system by
K˜ðiþ1;2j−1ÞΔx˜ðiþ1;2j−1Þ ¼ b˜ðiþ1;2j−1Þ; (32)
with K˜ðiþ1;2j−1Þ ¼ K˜ði;jÞ11 − K˜ði;jÞ12K˜−1ði;jÞ22K˜ði;jÞ21, which
is termed as the Schur complement with respect to
K˜ði;jÞ22. b˜ðiþ1;2j−1Þ ¼ ΓTði;jÞb˜ði;jÞ − K˜ði;jÞ12K˜−1ði;jÞ22ΨTði;jÞb˜ði;jÞ.
Hence, from the derivation of this section, we can clearly
see that the subsystem at the i’th level as Eq. (25) can be
further decomposed into the iþ 1th-level subsystems as
Eqs. (27) and (32). After obtaining the solutions at the
iþ 1th levelΔx˜ðiþ1;2j−1Þ andΔx˜ðiþ1;2jÞ, they are directly sub-
stituted into Eq. (26) so as to obtain the i’th-level solution
Δx˜ði;jÞ. The steps of the reconstruction algorithm are
expressed in pseudo-code in Algorithm 2.
4 Results and Discussion
In order to test the algorithms proposed in this paper, a simu-
lated phantom with two objects of different shapes is created,
as shown in Fig. 2. The optical and fluorescent parameters of
the simulated phantom are provided in Table 1. A symmetric
circular configuration of four light sources and 30 detectors
is arranged around the edge of the simulated phantom. To
achieve better reconstructed results with relatively low com-
putational requirements, the reconstruction is implemented
based on an adaptively refined mesh. During the process
of mesh generation, some a priori information derived
from other imaging modalities such as the structural imaging
can be incorporated. The reconstructed domain is first uni-
formly discretized according to the Delaunay triangulation
scheme, after which the uniform mesh is then adaptively
refined in combination with the a priori information. The
areas with fine details should be reconstructed with high
resolution, whereas other areas composed mainly of the
low-frequency component with little variation can be recon-
structed with low resolution to reduce the computational
requirements and also to improve the ill-posedness. Based
on this idea, an a priori image [see Fig. 3] is introduced
to generate an adaptively refined mesh with a total of 148
vertex nodes [see Fig. 4(a)]. Figures 4(b) and 4(c) show the
globally coarse mesh with 91 vertex nodes and the globally
fine mesh with 169 vertex nodes, respectively.
Algorithm 2. Reconstruction for FMT.
Step 1: Initialize x with a guess;
Step 2: Calculate Δy and J at x in the global system of Eq. (23) with
Algorithm 1;
Decompose Eq. (23) with the Schur complement system in a
level-by-level way to yield the i ’th-level subsystem
K˜ði ;jÞΔx˜ði ;jÞ ¼ b˜ði ;jÞ, i ¼ 1;2; : : : ; P, j ¼ 1;2; : : : ;2i ;
Step 3: Set i ¼ P − 1;
for (j ¼ 1;2; : : : ; 2i ) do
Solve Eqs. (27) and (32) using the biconjugate gradient
method;
end for
Step 4: for (i ¼ P − 1; P − 2; : : : ; 0) do
for (j ¼ 1;2; : : : ;2i ) do
Substitute the i þ 1th-level solutions Δx˜ðiþ1;2jÞ and
Δx˜ðiþ1;2j−1Þ into Eq. (26) to yield the i ’th-level solution
Δx˜ði ;jÞ;
end for
end for
Update x ¼ xþ Δxð0;1Þ;
Step 5: Repeat Steps 2–4 until kΔxð0;1Þk < δ;
Output x.
Table 1 Optical and fluorescent properties.
Excitation light μaxf ðmm−1Þ μaxi ðmm−1Þ μ 0sx ðmm−1Þ η τðnsÞ
Objects 0.2, 0.3 0.03 2.0 0.16 0.6
Background 0.06 0.03 2.0 0.16 0.6
Fluorescent light μamf ðmm−1Þ μami ðmm−1Þ μ 0smðmm−1Þ η τðnsÞ
Objects 0.02, 0.03 0.02 1.0 0.16 0.6
Background 0.005 0.02 1.0 0.16 0.6
Fig. 2 Simulated phantom for reconstruction of fluorescence molecu-
lar tomography (FMT).
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For convenience, the thresholds a and b are chosen by
a ¼ c ×
XM
i¼1
XN
j¼1
jJijj; (33)
b ¼ c ×
XM
i¼1
Δyi: (34)
To determine a proper threshold for gi, we analyze the
distribution of the elements in the rows of the Jacobian
matrix with one source. Based on this distribution, the dis-
tributions of fi and gi can be calculated [see Fig. 5]. From
Fig. 5, we notice that most of gi are smaller than the 20% that
can be set as the value of k in Algorithm 1.
In order to test the performance of the algorithms without
noise, forward-simulation results without noise are directly
used for reconstruction. The reconstructed result of the
absorption coefficient μaxf from the traditional method is
depicted in Fig. 6(a) while those from our method are
shown in Figs. 6(b) and 6(c). In particular, the reconstructed
images are obtained with c being set to 0.05 [see Fig. 6(b)]
and 0.1 [see Fig. 6(c)].
Table 2 lists the performance of reconstructions in terms
of the computation time and mean square error (MSE) to
assess the reconstruction quality. Herein, the definition of
MSE is expressed as follows:
MSE ¼ 1
N
XN
i¼1
ðxorii − xreci Þ2; (35)
where N is the number of nodes. The superscript ori denotes
the original distribution of the optical or fluorescent parame-
ters, and rec denotes the values obtained using reconstruction
algorithms.
As can be clearly seen, the MSE of the results from our
proposed method is a little bit larger than that of the result
from the traditional method, while the computation time of
our algorithm is much smaller than that of the traditional
method. In other words, our algorithm can significantly
accelerate the reconstruction process with a small sacrifice
in the reconstruction accuracy.
In all of the following simulations, Gaussian random
noise with a signal-to-noise ratio of 10 dB is added to the
forward-simulation results to investigate the performance
of the algorithms in the presence of noise. In order to inves-
tigate the effect of mesh density on the reconstruction, recon-
structions are performed on three different mesh densities
as depicted in Fig. 4. The reconstruction results of the
Fig. 3 Model of prior image.
Fig. 4 Mesh for reconstruction: (a) adaptively refined mesh, (b) globally coarse mesh, and (c) globally
fine mesh.
Fig. 5 The distributions of f i and gi .
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absorption coefficient μaxf on different meshes are shown in
Fig. 7, with 7(a), 7(b), and 7(c) corresponding, respectively,
to the reconstruction result based on the adaptively refined
mesh, the globally coarse mesh, and the globally fine mesh.
The reconstructed results in Fig. 7 are obtained using the pro-
posed algorithm. To quantitatively assess the quality of the
reconstructed images on different meshes, Table 3 summa-
rizes the evaluation results in terms of the computation time
and MSE.
From this table, we can see that the MSE of the recon-
structed image based on the adaptively refined mesh is
much smaller than that based on the globally coarse mesh,
whereas it is a little bit larger than that based on the globally
fine mesh. However, the computational requirements of the
algorithm based on the adaptively refined mesh can be sig-
nificantly reduced relative to that based on the uniform fine
mesh, i.e., we can achieve a significant computational reduc-
tion at the sacrifice of a small reconstruction accuracy by
using the reconstruction algorithm based on the adaptively
refined mesh.
To illustrate the superiorities of the proposed algorithm,
the comparison is made between two algorithms by runn-
ing them on our simulated data [see Fig. 8], where the
value of c is set to 0.05 in the proposed algorithm.
Figures 8(a) and 8(b) depict the reconstructed images with-
out using the reduced measurement data and using the pro-
posed method, respectively.
The quantitative performance of reconstruction is given in
Table 4 to further evaluate the reconstruction quality.
Fig. 6 Reconstructed images of absorption coefficient μaxf with (a) the traditional method, (b) our method
with c being set to 0.05, and (c) our method with c being set to 0.1, respectively.
Table 2 Performance comparison of reconstruction methods.
Methods
Method in
Fig. 6(a)
Method in
Fig. 6(b)
Method in
Fig. 6(c)
Computation time (s) 297 226 193
MSE 1.392 × 10−5 1.401 × 10−5 1.635 × 10−5
Fig. 7 Reconstructed images of absorption coefficient μaxf based on (a) adaptively refined mesh,
(b) globally coarse mesh, and (c) globally fine mesh.
Table 3 Comparison of reconstruction on different meshes.
Mesh for
reconstruction
Adaptively
refined mesh
Globally
coarse mesh
Globally
fine mesh
Computation
time (s)
226 81 378
MSE 2.851 × 10−4 6.659 × 10−3 2.736 × 10−4
Fig. 8 Reconstructed images of absorption coefficient μaxf based on
(a) method without using the reduced measurement data and (b) pro-
posed method.
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As one can see from Table 4, the reconstruction based on
the proposed algorithm runs much faster than the method
without using the reduced measurement data, while the MSE
based on the former is a little higher than that based on the
latter. This means that our algorithm can greatly accelerate
the reconstruction with the expense of a little reduction in
the reconstruction accuracy. Therefore, the proposed algo-
rithm can provide a relatively high reconstruction quality
with low computational requirements.
As already mentioned, the entire proposed algorithm
consists of two techniques described in Secs. 3.2 and 3.3.
In order to further investigate the contribution to the perfor-
mance from each technique involved in the algorithm,
Fig. 9 illustrates the reconstructed images with the method
of reduced measurement data and the proposed method.
Table 5 summarizes the performance of reconstruction meth-
ods for quantitative comparisons. As can be observed from
Table 5, the method of reduction of measurement data con-
tributes about 68% of the reconstruction acceleration, and
the method of the Schur complement system contributes
about 32% of the reconstruction acceleration. In addition,
reduction of the measurement data may increase MSE,
whereas the method of the Schur complement system can
decrease the MSE by about 4%, and hence, can help to
improve the quality of the reconstruction.
In order to assess the impact of the threshold on the
computation time and the MSE, the proposed algorithm is
implemented with different values of threshold c. The recon-
structed images under different values of c are shown in
Figs. 10(a)–10(c) with c being set to 0.05, 0.1, and 0.2,
respectively. Table 6 summarizes the quantitative perfor-
mance of reconstruction under different values of c. From
Table 6, it can be clearly seen that the larger threshold results
in a relatively higher MSE, while the reconstruction speed
can be improved. This is due to the fact that more informa-
tion for reconstruction will lost and the scale of the inverse
problem will be reduced as the threshold becomes larger.
Therefore, our algorithm is able to significantly speed up
the reconstruction process at the expense of a small reduction
in imaging accuracy with suitable thresholds.
5 Conclusions
In this work, we have developed a new method based on the
reduced measurement data in combination with the Schur
complement system for image reconstruction of FMT. In
this method, the measurement data are reduced according
to the rows of the Jacobian matrix as well as the projection
residual error. The global system is then solved in the Schur
complement system to further accelerate the process of
Table 4 Performance comparison of different reconstruction
methods.
Methods Our algorithm
Method without reduced
measurement data
Computation time (s) 226 297
MSE 2.851 × 10−4 2.819 × 10−4
Fig. 9 Reconstructed images of absorption coefficient μaxf based on
(a) reduction of the measurement data and (b) proposed algorithm.
Table 5 Performance comparison of reconstruction methods for the
techniques.
Methods Method in Fig. 9(a) Method in Fig. 9(b)
Computation time (s) 249 226
MSE 2.956 × 10−4 2.851 × 10−4
Fig. 10 Reconstructed images of absorption coefficient μaxf with c being set to (a) 0.05, (b) 0.1, and
(c) 0.2, respectively.
Table 6 Impact of the threshold on the reconstruction.
Threshold c 0.05 0.1 0.2
Computation time (s) 226 193 171
MSE 2.851 × 10−4 3.702 × 10−4 5.936 × 10−3
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image reconstruction. A study has been conducted on simu-
lated data to compare the proposed method and the method
without using the reduced measurement data. Simulation
results demonstrate that our algorithm is able to afford
great computation acceleration for the reconstruction process
with a little bit sacrifice of the reconstruction accuracy.
Consequently, it will reduce the cost and the amount of
image data required for accurate reconstruction.
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