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I.
INTRODUCTION
Recently, the deployment of Compressed Sensing (CS) for the sampling and reconstruction of images has received growing attention [1] . It provides us a framework of simultaneously acquiring and compressing image data when in conventional imaging systems, digital images are acquired by Nyquist sampling [2] at a high rate and most of the sampling data are thrown away for the purpose of compression. The basic idea of CS is that an image, unknown but supposed to have a sparse representation in one known basis can be reconstructed from a small number of non-adaptive linear projections onto a second basis that is incoherent with the first via a tractable convex optimization program.
The theory derived in [3] shows that the multi-scale compressed sensing (MCS) scheme gets accuracy compared with linear sampling, with only fewer samples. Assume a signal decomposed into a baseband and a series of high passbands, CS is only applied to high passbands for reconstruction while the baseband retains the whole information during the transmission. Under the condition that a signal is sufficiently sparse in some basis, the recovery signal quality of MCS is far better that that of traditional CS. Based on image signals, James et.al proposed a block-partition-based MCS method by using wavelet transform as the image sparse representation. And Tsaig et.al proposed a Curvelets-based MCS method [4] , which shows more sparsity in representation of images compared with the traditional wavelet transform. Thus, it is more ideal for the recovery signals quality in reference [4] . Since the discrete Shearlet transform (DST) [5] is regarded as the optimally sparse representation of signals, we developed a multi-scale compressed sensing in Shearlet domain (MCSS) to reconstruct the signals via fewer observations.
In practice, the spatial resolution of the optical system is restricted due to the limitation of energy consumption and transmission bandwidth. To overcome the above problems, by introducing the idea of single image super resolution [6] , we designed a multi-scale compressed sensing in Shearlet-domainbased image super resolution fast reconstruction method (MCSS_SR). SR is image processing technology which can be described as to recover a high resolution (HR) image from one or more low resolution (LR) images [7] .
In MCSS_SR approach, we first improve the measurement matrix by using the down-sampling and blur matrice to ensure that the modified matrix satisfies restricted isometry property (RIP) [8] [9] [10] , and apply it to the high passband of Shearlet domain to obtain the observations. In the processing of reconstruction, the wavelets are deployed in each directional subband to further increase the sparsity. The inverse measurement matrix includes the upsampling operation, so it can finally reconstruct HR image through split augmented lagrangian shrinkage algorithm(SALSA) [11] . The experimental results show that it is ideal for recovering images of MCSS_SR without overly increasing the complexity, which has the good effect on saving energy consumption of the front-end acquisition and transmission system bandwidth, and which is suitable for large scenes monitoring with limited energy, remote sensing imaging and other fields.
II.
MCSS_SR METHOD CONSTRUCTION Whether the signal is sparse or not is the key of CS theory. Most of the natural images can be sparse representation according to the previous works. Existing methods of image multi-scale geometric analysis, such as the Shearlet transform proposed by Guo [12] , associates geometry with multi-scale analysis according to affine systems, which can be implemented for "the most sparse" representation of images.
Easley, et al. [13] construct discrete Shearlet transform (DST), which combines Laplacian pyramid method with frequency directional filter bank (FDFB) defined in pseudo polar frequency domain frequency domain to represent the images. Because each of direction filters in FDFB meets the compactly supported property, it does not exist the spectrum aliasing phenomenon, meanwhile improve the direction selectivity. Figure 1 represents an example of FDFB (with six directional filters), dividing the frequency spectrum without leak in PPFC. , and we put a downsampling matrix on it; assume the sampling factor as L , then we get the low frequency image, the size of which is 12 NN  . Then the observation matrix is D    . In order to ensure  subject to RIP conditions,  is specified as the local Hadamard matrix.
The local hadamard measurement matrix proposed by Do [14] can accelerate the operation and reduce the storage space reconstruction algorithm. Its expression is as follows:
, ,
. .
W is a diagonal matrix composed by the block matrix , is a random scrambling matrix and the function is to scramble the input signal to make sure it is uncorrelated with the  . represents the operation factor of M lines from N dimensions coefficients. The effect of scrambling to ensure that  is still subject to RIP condition and can be chosen as the observation matrix of MCSS_SR method.
Based on the Reference [14] , assume the measurement number is m ( , is the block dimension, is the image dimension, represents non-zeros coefficients in the sparse signal), the local Hadamard matrix can accurately reconstruct the signal with great probability. In MCSS_SR, suppose that the sampling factor is , so that the original image can be accurately reconstructed, , which means the measurement times of Φ is III MCSS_SR RECONSTRUCTION BY ITERATIVE HARD THRESHOLD
ALGORITHM
The CS reconstruction algorithms are mainly based on basis pursuit algorithm (BP) [15] , the matching pursuit algorithm (MP) [16] and iterative hard threshold algorithm (iterated hard shrinkage, IHT) [17] . In order to solve the problem of reconstruction algorithm convergence speed, reference [11] proposed split augmented lagrangian shrinkage algorithm(SALSA). the basic idea of SALSA is that using a variable splitting to obtain an equivalent constrained optimization formulation, which is then addressed with an augmented lagrangian method. The proposed algorithm is an instance of the so-called alternating direction method of multipliers, for which convergence has been proved. In MCSS_SR, we consider the SALSA as reconstruction algorithm to speed up convergence. Moreover, a context model based spatial adaptive soft threshold method is introduced to the traditional SALSA algorithm, which can preserve more details in the process of the reconstruction. The original low resolution image  N YR decomposed by DST gets its Shearlet coefficients, which can be expressed as: 
And CS X is obtained by solving the equation
. After being decomposed by DST again, CS X can be expressed as:
as the iteration initial value, and exploit Φ to CS. In order to further strengthen the sparsity of subbands, we exploit the wavelets  T w as the sparse representation to   ,  jd X , and solve the 1 norm optimization problem by SALSA algorithm:

The basic idea of SALSA is that using a variable splitting to obtain an equivalent constrained optimization formulation, which is then addressed with an augmented Lagrangian method. And the optimal solution meets:
the blur image， is the regularization parameter.
Based on the SALSA variable segmentation，the equation (9)can be translated into:
v is the corresponding frequency variable of spatial variables x . The equation (10) is sloved by using an augmented Lagrangian method. 22 
  is called the penalty parameter，  N dR is the iterated variable which related to the Lagrange multiplier [6] , and updating by the following equation:
Applying the alternating direction method of multipliers(ADMM) [18] to equation (11) , which can be translated into the following form:
From the above two equations, we can see that
x , that means, in the process of the iteration, the spatial and frequency variables are constraint for each other alternately to get the optimization solution respectively.
Applying the Sherman-Morrison-Woodbury (SMW) [19] [20] matrix inversion to obtain the 2 l -norm optimization solution of spatial variable x. And the optimization solution of v is sloved by Soft threshold shrinkage.
Finally ,the HR image reconstruction by MCSS_SR can be expressed as follows: 
, and , jd m is shown in Table 1 . Figure. 3 The image restoration results of three methods As shown in figure 3 , there is the "dot" noise in terms of the quality of the recovered image via CISR methods, which adopts orthogonal wavelet transform as sparse representation and wiener filter to smooth images. SRSR method, through establishing the relationship of sparse representation structure between HR and LR image blocks, can recover the image with more details, but due to the introduction of the overcomplete dictionary as a sparse representation, the whole method is highly complex. MCSS_SR method can recover most of image details with a slight noise. By compared with CISR method, the effect of the recovery image has improved greatly. By compared with SRSR method, although the texture details of the recovery image are slightly inferior, however, because of its low complexity, our work is obviously better than SRSR method in computational speed. is set for each method. Figure 5 represents the recovery effect of EyeTest and Raccoon images. From figure 5 , we can see that the black box area reflects the obvious difference in image details between the traditional CS_SR and MCSS_SR. The effect of reconstructed images drops sharply with strong and insufficient LR image details. With this MCSS_SR method, it can recover subtle details of images to maximum extent due to the fact that in CS theory, the sparser of the signal, the better recovery effect to get.
From the Eyetest image, we can see that the reconstructed image by MCSS_SR has slight noise and artifact phenomenon in the white area; each subband reconstruction can generate a slight error, which is, after iteration, ultimately reflected in the form of noise and artifact in the recovery images. Nonetheless, it is still excellent for the recovery image effect by MCSS_SR.
From figure 6 , it can be seen that the average PSNR value of MCSS_SR method is about 2.53 dB higher than that of traditional CS while the computation time decreases about 10.9s. Thus, compared with CS_SR method, the MCS in MCSS_SR increases reconstruction times， but for the sparse signal, there is no need to have sparse representation during the iteration, and it is considered that our work does not overly increase the system complexity, and the reconstruction speed remains at the same order of magnitudes.
Since reconstruction image quality of MCSS_SR method is obviously better than that of CS_SR, it is reasonable to sacrifice a little time to obtain more ideal recovery images. We evaluate the performance of SALSA, two-step iterative shrinkage-thresholding (TwIST) [   . figure 7 and figure 8 are the local reconstruction images of Lena and Barbara at the sampling rate of 30%. From the figures, we can see that the reconstructed image of our work persist more details than other two algorithms, The PSNR value also is improved. Table 3 shows the comparison of PSNR values and computation time of two test images at different sampling radios. From Table 1 ,we can see that the difference between our scheme and other methods is dramatic, for example, when the sampling rate of Lena image is set to 30% , the PSNR values of our scheme is higher than TwIST and FISTA by 1.24 dB and 1.89 dB. Meanwhile the computation time is reduced by our algorithm, which means our scheme can achieve good reconstruction results only using less time and therefore saves energy needed. 
