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Abstract  
This dissertation investigates the frontoparietal ‘multiple-demand’ (MD) network that is 
involved in the processing of diverse cognitive demands. This network is active when the 
task at hand is made more demanding, in a variety of different tasks including working 
memory, task switching, inhibition, math, language etc.  
While the different MD regions have partly different functions, they are highly 
interconnected allowing them to function together as a network. The experiment in Chapter 2 
looked at the interplay between functional differences as well as co-recruitment within this 
multiple-demand network. Quantitative differences between regions were more prominent in 
simple tasks. A strong co-recruitment was seen with increased challenge or incentive.  
In Chapter 3, task preferences were studied at the voxel level. MD regions were equally well 
localised in single-subjects using any of three task demands. Voxels localised by all three 
tasks also captured the underlying neural representations to a similar level in a separate 
criterion task. 
Chapter 4 investigated if task representations, as measured by multi-voxel patterns, were 
modified due to external motivation. The effect was limited to the cue phase and did not 
extend to the stimulus processing phase where the stimulus is integrated with the cue to arrive 
at the response.  
Chapter 5 examined neural representations in frontal and parietal regions more directly 
through single unit activity and local field potentials (LFPs), during a spatial working 
memory task. While single neurons showed dynamic coding of target information rather than 
persistent coding, LFPs held this information constant through time. The impact of reference 
voltages on LFP data was further investigated. 
Together, these results explore the functional differences between and within the MD 
regions, and provide evidence for flexible task representations at the voxel and neuronal 
level.  
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Chapter 1 
Introduction 
 
How we solve any problem or task is one of the challenging open questions in systems 
neuroscience. Any everyday activity can be broken down into smaller subparts or steps 
needed to achieve a goal. For example, if the goal is have a cup of coffee, this can be 
achieved through 1.) Walking to the kitchen, 2.) Pouring water over the coffee, 3.) Adding 
milk and sugar etc. There has to be a system in the brain that breaks any problem into such 
smaller action steps, while keeping the end goal in mind. The key is to complete these 
subparts in the correct sequence, rapidly transitioning from one to the next. Having a separate 
system for each problem we encounter is not feasible. We can thus conceive of a system that 
can tackle any kind of problem, ranging from math to planning a vacation. 
This system is involved in ‘cognitive control’ – the process by which behaviour is planned in 
order to achieve a goal. It is primarily concerned with the structure and requirements of 
complex behaviour. The subparts of the problem could include different cognitive processes, 
requiring this system to process multiple types of cognitive demand. It is a general problem 
solving system involved in all types of executive functions – processes needed for cognitive 
control such as selecting and monitoring behaviours that lead to attainment of chosen goals. 
Thus we need a system involved in assembling series of sub-tasks rather than something 
restricted to specific tasks, like a region only interested in moving images or sounds of 
certain frequencies. 
The next step would be to isolate such a system using task complexity. Demand of the task 
determines how hard or how long one needs to work to successfully complete it. When a 
problem becomes harder, the demand increases, and the system will work harder to solve it. 
While solving a math problem, 5 + 7 presented visually, many areas in the brain would be 
activated including visual areas, problem solving areas, memory areas etc. When solving the 
more complex problem of 1564 + 5789, all of the areas involved in solving the easier 
problem would be active and the problem solving system would be more active. The key 
aspect of this system is its ability to solve different types of demand, thus in order to isolate it 
we need multiple such demand increases. Other increases in demand could be memory 
related: remembering 4 items instead of 2, choice related: choosing an answer from 6 options 
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versus 2. Learning names of faces is harder if the gender of the face and name don’t match 
(having to overcome/inhibit a dominant association), compared to when they do match. 
Regions that are more active in the difficult condition of all these tasks form a general 
problem solving system. 
Experiments like this suggest a distributed network in the brain termed the multiple-demand 
(MD) network. A network consisting of different regions all active during various tasks, begs 
the question of whether all the regions are doing the same thing. The function of any node or 
region in the brain essentially depends upon on its input, which is dependent on its 
anatomical location and the regions it is connected to. In a distributed network different 
nodes could have access to different types of information and have partly different functions. 
On the other hand, strong interconnections between them would lead to fast information 
exchange and allow for a network function.  
An illustration of the concept of the multiple-demand network is shown in Figure 1.1. The 
stimuli and problem related information are fed as input to the MD system that uses other 
resources to help solve it. These resources could include information from memory of having 
solved a similar problem, or other relevant pieces of knowledge in memory. The network 
function will depend on the reward to be gained on solving the problem. In other words, 
reward would determine motivation to solve the task. Similarly, complexity of the task would 
also control the activity of the network. It helps determine the amount of effort the system 
needs to put in to solve the task. This thesis seeks to examine how the MD network handles 
various complex tasks. Its function is investigated at the level of the network, individual 
nodes, and the scale of individual cells in the brain. 
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Figure 1.1: An illustration of the multiple-demand network. When presented with a 
problem, a network of highly interconnected nodes – in conjunction with other systems 
providing information from memory, estimate of reward to be gained on completing the task 
etc. – solves the task by breaking it into smaller manageable steps. Depending on the 
complexity of the problem, the MD network increases its activity or the effort it puts in to 
solving the problem. 
Defining the MD network in the brain 
The MD network is a specific and distributed network, comprising regions in the frontal and 
parietal cortices. The original network consisted of only frontal regions as shown by Duncan 
and Owen (2000). They compiled results from different studies that investigated the frontal 
lobe through various tasks. The advent of functional magnetic resonance imaging (fMRI) and 
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positron emission tomography (PET) made possible the examining of activation in the brain, 
in a non-invasive manner. The selected 20 such fMRI and PET studies that came under five 
broadly defined demands: response conflict, novelty, working memory including studies that 
investigated the effect of load and those studying delay activity, and perceptual difficulty 
(Duncan and Owen 2000). Response conflict is when the task leads to simultaneous 
activation of two incompatible responses. This demand included suppression of prepotent or 
dominant responses through Stroop studies, reversing previously trained stimulus-response 
mappings, and through incompatible response mappings such as saccade away from target 
etc. Given the importance of frontal lobe in learning of novel tasks, novelty studies included 
here compared the initial learning of an unfamiliar cognitive task, with later well-practised or 
more automatic performance. Working memory is a system that holds information for short 
periods of time and allows manipulation of such information, necessary for behaviour. The 
load on this system was investigated using immediate word recall, recognition and n-back 
studies. It was measured by assessing activation when more items were to be remembered 
compared to fewer items. Storage of information was studied through brain activity during 
the delay period. Lastly, the perceptual difficulty studies included degraded stimulus studies 
and object recognition from differing viewpoints.  
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Figure 1.2: Clustering of activations from 5 different cognitive demands. Taken from 
Duncan and Owen (2000). Activations are from the different cognitive demands are shown in 
different colours, response conflict (green), task novelty (pink), working memory load 
(yellow), working memory delay (red) and perceptual difficulty (blue). Abbreviations: CC, 
corpus callosum; IFS, inferior frontal sulcus; SF, Sylvian fissure. 
 
These 20 studies used different tasks and task-designs, different stimuli, and included both 
PET and fMRI experiments. Clustering the activations from these diverse tasks showed a set 
of common regions in the frontal lobe (Figure 1.2). This provided the first definition of the 
MD network – a common set of areas in the frontal lobe – involved in different cognitive 
tasks and demands, stimulus modalities etc. Duncan (2006) first introduced IPS as a part of 
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the MD network (Figure 1.3), based on the same 20 studies of Duncan and Owen (2000). The 
MD network became a common set of regions across the frontal and parietal cortices 
involved in diverse tasks and behaviour. While there have been many studies focused on 
understanding the function of one of these regions such as parietal cortex (Simon et al. 2002), 
medial prefrontal cortex (Rushworth et al. 2004), and anterior prefrontal cortex (Höller-
Wallscheid et al. 2017) etc., many of the same regions were indeed recruited by different 
demands, suggesting a specific frontoparietal network solving diverse cognitive problems. 
How these mid-dorsolateral, mid-ventrolateral, anterior cingulate and insular, and 
intraparietal regions work together to meet such diverse challenges remained a challenging 
question. 
 
 
Figure 1.3. MD network including IPS. Taken from Duncan (2006). Abbreviations: IFS, 
inferior frontal sulcus; IPS, intraparietal sulcus; AI, anterior insula; FO, frontal operculum; 
SMA, supplementary motor area; ACC, anterior cingulate cortex. 
 
Fedorenko et al. (2013) made a systematic attempt at localising the task-based multiple-
demand network in fMRI (n = 48). To improve spatial localisation, they used activations 
from single subjects doing diverse tasks in an MRI scanner. The study included seven 
different tasks (Figure 1.4) and thresholded the mean activation of Hard versus Easy 
conditions across all the tasks. The tasks were the following: A sentence task included 
reading non-words (Hard) versus sentences (Easy). A math task required adding two to four 
numbers (Easy) versus adding six to eight numbers (Hard). In spatial/verbal working memory 
tasks, participants remembered four (Easy) and eight (Hard) locations/digit names. In 
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numerical/verbal multisource interference tasks, participants saw three digits/words and 
responded with the identity of the non-repeated digit/word. In the easy condition, the position 
of the non-repeated digit/word corresponded to the position of the response button, and the 
distractors were not possible responses (e.g., 100; left none none); in the hard condition, the 
position of the target digit/word did not match the position of the button, and the other digits 
were possible responses (e.g., 212, middle left middle). In Stroop, participants saw a word 
and overtly named the colour of the word's font. In the Easy condition the words were non-
colour adjectives, and in the Hard condition the words were colour adjectives. In half of the 
trials in a given block, the font colour did not match the colour of the word. 
 
 
Figure 1.4: Diverse tasks used to localise the MD network. Taken from Fedorenko et al. 
(2013). Sample trials for the seven tasks are shown. The sentence task, also used as the 
localiser involved reading non-words contrasted with reading words. In the math task, 
participants added a smaller (Easy) or larger number of addends (Hard). In the spatial/verbal 
working memory tasks, participants remembered four (Easy) or eight (Hard) locations/digit 
names. In the multisource interference task, participants saw triplets of digits and had to press 
a button corresponding to the identity of the non-repeated digit (here 1). In the Easy 
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condition, the target digit and the response were the same, and the distractors could not be 
possible responses, while in the hard condition, the target digit and the response were 
different, and the distractors were possible responses. The verbal multisource interference 
task was a variant with words (left, middle and right) used instead of digits. In the Stroop 
task, participants overtly named the font colour of the words. In the Easy condition, the 
words were non-colour adjectives, and in the Hard they were colour adjectives whose font 
colour did not match in half the trials.  
 
The tasks varied along several dimensions. First, the tasks differed in the kinds of stimuli 
they involved: the sentence, verbal working memory, verbal multisource interference tasks, 
and Stroop used word stimuli and verbal representations. Math and numerical multisource 
interference task used Arabic numerals, and the spatial working memory task used spatial 
locations. The tasks also differed in the kinds of cognitive processes they used. The sentence 
task required participants to read sequences of non-words or sentences and to respond to a 
memory probe at the end of each; working memory tasks required keeping sets of digits or 
spatial locations in memory for a brief period; the math task required manipulating 
representations and storing/updating intermediate results; and multisource interference tasks 
and Stroop required inhibiting a prepotent response. The common voxels activated by all the 
tasks were thresholded and divided to form seven regions of the multiple-demand network 
(Figure 1.5).  
The MD voxels involved in all these diverse tasks. As they were isolated in the Hard versus 
Easy contrasts for each of the tasks, they increased their activation with an increase in 
demand. Definition of Hard or increase in demand was task dependent and was not always 
parametrically modulated. However, overlapping voxels or regions were activated in all these 
different types of increases in complexity. Functional profiles of these regions showed 
reliable Hard > Easy effects for all (or six of seven) tasks. The study also showed that other 
regions, including language regions and a bilateral temporal pole region, did not show this 
MD profile of activation during all types of cognitive demands. While the aspect of 
functional differences was not systematically analysed, the activation profiles of different 
MD regions showed different task preferences.  
Regions included in the MD network are the posterior, middle and anterior parts of the 
middle frontal gyrus (pMFG, mMFG and aMFG), the posterior part of the dorsolateral frontal 
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cortex (pdLFC), the intra-parietal sulcus (IPS) and surrounding regions in the parietal lobe, 
the anterior insula and the adjoining frontal operculum (AI/FO), and the pre-supplementary 
motor area and the anterior cingulate cortex along the media surface (preSMA/ACC). These 
bilateral masks were used as MD regions of interest (ROIs) in the studies presented in this 
thesis, as well as in numerous other studies. 
 
 
Figure 1.5: The multiple-demand network. The MD template with all the regions labelled, 
adapted from Fedorenko et al. (2013). While the regions from one hemisphere are shown 
here, the template is bilateral. Abbreviations: aMFG, anterior middle frontal gyrus; mMFG, 
mid middle frontal gyrus; pMFG, posterior middle frontal gyrus; pdLFC, posterior dorsal 
lateral frontal cortex; intraparietal sulcus; AI, anterior insula; FO, frontal operculum; SMA, 
supplementary motor area; ACC, anterior cingulate cortex. 
 
In a more recent study, Assem et al. (2019) localised the MD network using data from the 
Human Connectome Project (HCP) with its new parcellation of the cortex into 360 parcels 
(Glasser et al. 2016). They defined the multiple-demand network as parcels active in a Hard 
versus Easy contrast of each of three tasks: working memory (2-back versus 0-back), math 
(math task versus a story task) and relational reasoning (find the dimension of relation 
between two stimuli and then apply that relation versus apply a known relation). They 
described a set of 27 parcels active in all three tasks, terming this the extended MD network. 
10 of these parcels showed activity exceeding the mean activation of the 27 parcels in at least 
two out of three tasks, termed the ‘core’ MD network. While the task complexity 
manipulations were not ideal, this study was unique in identifying the multiple-demand 
regions in 449 subjects, all performing the same exact tasks. This finding was robust, as 
indicated by high levels of consistency of activations in the MD network across the subjects. 
Investigating the functional profiles of these regions, they showed that different parcels have 
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different relative task preferences. This gives credence to the idea that different MD regions 
may have access to more than one type of information/ cognitive process leading to partial 
functional specializations. However, during problem solving, different task contents are 
integrated and the interconnections between these regions allow for information exchange, 
enabling the breaking of a complex problem into manageable subparts or attentional episodes 
(Duncan 2013a). 
Historic perspective of the structure and function of the frontal lobe 
The frontal lobe, particularly the prefrontal cortex (PFC), is most commonly associated with 
cognitive control (Miller and Cohen 2001). Many of the structures in the MD network are 
part of the frontal lobe. In this section I will discuss the definitions of the prefrontal cortex, 
rooted in its anatomy and anatomical connections, and some seminal lesion studies that gave 
us some of the first hints of prefrontal function. 
PFC is the anterior part of the frontal lobe and is one of the last structures to develop to its 
current state in the course of evolution. It has increased in size over the course of evolution 
and in humans occupies as much as 30% of the cerebral cortex. It extends across the lateral, 
medial and basal surfaces of the brain. This region is often implicated in planning, decision-
making, and many other higher-order brain functions (Miller and Cohen 2001). The complex 
functionality of the region, and the idea that prefrontal cortex is important in making humans 
unique (Deacon 1997), led researchers to structurally investigate this region, and make 
comparisons between humans and other primate species. 
Brodmann’s monograph published in 1909 was most important in characterizing the 
prefrontal cortex. He speaks about the prefrontal and the parietal cortex: ‘For my part I think 
that histology brings proof of what was previously only ‘surmise’ that it is the very last 
pallium to appear in the progress of phylogenesis. I would submit that it is a part with a 
future, but that at present its evolution is incomplete.’ (Campbell 1904, pp. 655–56). 
Brodmann defined the prefrontal cortex as a granular frontal region, which is present only in 
primate species (Carlén 2017). This is one of the most widely accepted definitions of 
prefrontal cortex today. Using non-human primate brains’ volume of the prefrontal cortex, 
volume in humans was predicted through regression. These predictions usually turned out to 
be lower than the actual volume (Passingham 1973), suggesting an abnormally large 
prefrontal cortex in humans. Other studies have identified more specific parts of prefrontal 
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cortex that have been particularly enlarged in humans (Semendeferi et al. 2001; Petrides 
2005). 
In ontogeny as in phylogeny, the prefrontal cortex is a late-developing part of the brain. The 
development of the brain occurs through the interaction of several processes, some of which 
are completed before birth such as neurulation, cell proliferation, and migration, and others 
continue into adulthood. Pathology in its development after birth is linked to diseases like 
schizophrenia. PFC is one of the last regions of the brain to mature based on many indicators 
of development, and lateral regions of the PFC compared to the primary motor and 
ventromedial regions are the latest developing areas (Fuster 2002). In fact, the dorsolateral 
and medial PFC, regions contributing to the MD network, expand to nearly twice their 
original size after birth. The dorsolateral PFC reaches adult levels of cortical thickness only 
in early adolescence (Hill et al. 2010). There is an increase in grey matter until about the age 
of 12 in frontal and parietal cortices, followed by synaptic pruning – the elimination of 
synapses. The specificity of synaptic pruning, caused by fruitful interactions with the external 
environment, is thought to be important for cognition (Craik and Bialystok 2006).  
Another widely used definition of the prefrontal cortex is based on its anatomical 
connectivity. Prefrontal cortex is defined as the projection zone of the mediodorsal nucleus of 
the thalamus, based on the seminal work by Rose and Woolsley (1948). They showed that 
mediodorsal nucleus projects to anterior and ventral parts of the brain in non-primates; and in 
primates, this projection zone was the granular part of the frontal cortex. This allowed the 
establishment of homologies despite the lack of a granular frontal cortex in non-primates, 
allowing for the use of models like rats and mice in the study of prefrontal cortex. The 
projection zone definition of the prefrontal cortex has survived, even in the light of 
substantial changes in our understanding the prefrontal-mediodorsal thalamus connectivity. 
Evidence suggests that mediodorsal thalamus projects to cortical fields outside of the 
prefrontal cortex in many species including rats, mice and monkeys (Markowitsch and Pritzel 
1979; Preuss 1995). Thalamic nuclei other than the mediodorsal thalamus also project to the 
prefrontal cortex. Thus, this criterion does not define the prefrontal cortex unequivocally 
(Uylings et al. 2003). 
While anatomical definition of the prefrontal cortex has been debated, it is its unique 
functionality that is of primary interest. Some of the first hints of its function were from a 
famous case study of Phineas Gage. In an accident in 1848, a large iron rod was driven 
through his head destroying his left frontal lobe. The standard presentation is that, although 
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Gage retained normal memory, speech and motor skills, his personality changed drastically. 
He became quick-tempered, impatient, and irritable, characteristics he had not previously 
displayed. His friends described him as ‘no longer Gage’. He had previously been a capable 
and efficient worker, but after the accident he was unable to complete simple tasks. However, 
careful analysis of primary evidence shows that most descriptions of Gage's psychological 
changes were exaggerated (Macmillan 2000). This case study led to the examination of more 
frontal lobe patients, with lesion studies giving valuable insights into prefrontal function. 
 
Lesion studies suggest that the prefrontal cortex is necessary for many tasks and real world 
activities, especially complex tasks integrating different cognitive processes or multiple task 
steps. Seminal case studies in the first part of the 20th century linked the frontal lobe to 
cognition (Ackerly and Benton 1948). However, there were also some conflicting pieces of 
evidence. Cognitive deficits were not always observed in all patients with frontal lobe 
damage (Rylander 1939). Hebb concluded at the end of a series of studies that frontal lobe 
patients did not perform inferiorly on tests of intelligence when compared with patients with 
posterior lesions. In fact, one patient improved after extensive bilateral frontal lobectomy 
(Hebb 1939, 1945; Hebb and Penfield 1940). These claims have now largely been 
discredited. Frontal lobe patients do not seem to have difficulty with basic operations such as 
adding and subtracting. However, when faced with more complex problems requiring 
multiple steps, these patients tend to respond impulsively to an early stimulus and fail to 
execute the other component steps required for problem solution (Luria and Tsvetkova 1964; 
Luria 1973). These and other studies make a strong case for the conceptualization of the PFC 
as an ‘executive’ or a ‘cognitive control centre’ controlling representation and processing in 
other brain regions (Norman and Shallice 1980; Desimone and Duncan 1995; Miller and 
Cohen 2001).  
Norman and Shallice model and the implication for functional differences 
in the frontal lobe 
Psychologists Donald Norman and Tim Shallice proposed a framework of attentional control 
of executive functioning known as the ‘Supervisory Attentional System model (SAS)’ 
(Norman and Shallice 1980). This was one of the early influential models in thinking about 
executive functions and how any behaviour is achieved through a supervisory or monitoring 
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system. In their own words, ‘we suggest that supervisory attentional mechanisms of limited 
capacity oversee the operation of the system, monitoring for the success of the activity, and 
biasing the selection and suppression of component schemas by altering the activation values 
of those schemas. We specify that such attentional control does not act directly, but only 
indirectly through the mediation of activation value’ (Norman and Shallice 1980). This model 
and its concepts are explained below. 
Inspired by the SAS model, the ROBBIA programme is an influential set of structured 
studies of frontal lesions. This programme sought to develop the SAS model in a series of 
experiments conducted over a period of 10 years. I use this as an example here to illustrate 
the ideas of specific functions being assigned to different frontal regions. Stuss et al. (1995) 
explained a theoretical framework for the prefrontal cortex based on the SAS model. Four 
components for cognitive processing were postulated in this model: (1) cognitive units or 
modules, (2) schemata, (3) contention scheduling, and (4) the supervisory (attentional) 
system. All basic cognitive operations were carried out in modules or units, and controlled by 
schemata, which were routine programs for already learnt skills. The supervisory system 
handled non-routine behaviours and functions and was the ‘executive’. The interplay between 
these components is shown in Figure 1.6. 
 
 
Figure 1.6: The supervisory system. Taken from Stuss et al., 1995. The supervisory system 
model is shown above with units processing either schemata (routine programs) or non-
routine programs under the supervision of an attentional system.  
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Stuss et al. (1995) proposed 7 different sub-types of this supervisory attentional process – 
sustaining, concentrating, sharing, suppressing, switching, preparing and setting. They 
suggest that these attentional processes are present in different regions of the frontal lobe. 
Integration of information between these regions and from other brain regions can provide a 
sophisticated control of attention. At an abstract level, this model resembles that of the MD 
system. While the MD network school of thought proposes these functions be assigned to the 
network as a whole, the ROBBIA project sought to differentiate the frontal lobe regions 
based on these different attentional processes. 
The ROBBIA project led to several suggestions for functional dissociation in the frontal lobe. 
Left lateral frontal lobe patients were more likely to show deficits in task setting (Alexander 
et al. 2005). This was the process of acquiring the correct schema and was tested using task-
switching paradigms. Right lateral frontal cortex damage was linked to active monitoring as 
seen in keeping time in reaction time tasks (Picton et al. 2006). A non-ROBBIA study that 
looked at category exemplar recall showed poor initial recall, and then excess recall when 
prompted in these right lateral frontal lobe patients. This was also interpreted to show a 
monitoring role for this region (Turner et al. 2007). Inferior medial frontal lobe patients also 
showed impaired performance in switching tasks. This was not limited to the switch but had 
overall higher error rates, which was linked to motivation and effort (Shallice et al. 2007). 
While these and other neuropsychological studies have given the impression of functional 
specialization, they do not negate the potential of interaction between these systems (Stuss 
and Knight 2013). 
Other non-ROBBIA lesion studies have also suggested specific functionality in different 
frontal lobe regions. Decrease in performance in various tasks has been linked to specific 
prefrontal lesions: Stroop (Vendrell et al. 1995), Wisconsin card sorting tests where one has 
to adaptively learn a new stimulus – response mapping when the underlying rule changes in a 
manner that is invisible to the subject (Milner 1964), attentional shifts (Windmann et al. 
2006), sustained attention (Chao and Knight 1995), working memory (Lewinsohn and Libet 
1972), and inhibitory control (Aron et al. 2004), to name a few. Many lesion studies have 
suggested dissociations in the frontal cortex, ROBBIA being a salient example, and they are 
able to causally link a specific region with a function. However, they cannot directly address 
the function of the MD network. Lesion studies often suffer in their interpretations due to 
small sample sizes, lesions not completely overlapping between participants etc. Most 
notably, lesions often target one of the MD regions rather than the entire network, and they 
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spill over to neighbouring regions that are not a part of the network. Thus lesion studies can 
only go so far in addressing the functionality of the MD network.  
Alternate theories of frontal lobe function 
The meta-analysis of Duncan and Owen (2000; see also Duncan 2006) in particular gave rise 
to the idea of one common network, encompassing a specific set of frontal and parietal 
regions, involved in multiple cognitive processes and handling diverse demands (Duncan 
2013a). On the other hand, many fMRI studies have also suggested functional dissociations 
between frontal lobe regions. One proposal is the idea of hierarchical processing and a rostral 
to caudal gradient in prefrontal regions (Koechlin et al. 2003; Sakai and Passingham 2003; 
Petrides et al. 2005; Badre and D’Esposito 2007, 2009; Badre 2008). These authors support 
the cascade model ‘‘the LPFC [lateral prefrontal cortex] is organized as a hierarchy of 
representations originating from premotor cortex and processing distinct signals involved in 
controlling the selection of appropriate stimulus–response associations’’ (Koechlin et al. 
2003, p. 1181). Accordingly, more posterior regions were hypothesised to process decisions 
based on sensory input, with more anterior regions processing context based and episodic 
inputs. A related model was of representational hierarchy, which proposed that the axis 
represented abstractness of representation rather than the control signal (Badre and 
D’Esposito 2007). An example of such a study is discussed here in detail (Figure 1.7). 
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Figure 1.7: Study to investigate representational hierarchy. Reproduced from Badre and 
D’Esposito (2007). A-B depicts the response experiment where the colour of the square 
determines which finger to use to give the response. In this and the following conditions, the 
demand is varied parametrically. C-D. In the feature experiment, coloured squares were 
associated with one ‘feature’ of an enclosed object, e.g., a particular orientation for the 
orientation dimension or a particular number of spokes for the texture dimension. The subject 
responded with one button if the square and the target matched, and another if they did not. 
(D). E-F illustrates the dimension experiment, where the colour of the square determines the 
dimension in which the stimuli need to be matched. G shows the context experiment, where 
the frequency with which each colour is associated with the dimension varies across blocks.  
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Figure 1.7 shows the study from Badre and D’Esposito (2007). The study included demands 
with increasing abstractness and each demand was also parametrically modulated. The first 
was a stimulus-response mapping, where a coloured square determined which finger to use to 
press a button (response experiment). Second was the feature experiment where the coloured 
square was associated with a feature of an enclosed object, i.e., one particular orientation (up, 
down, left or right) for the orientation dimension, or a particular number of spokes on the 
mottled texture image shown in Figure 1.7C. They had to indicate if the object match the 
object associated with the coloured square. Third was a dimension experiment where the 
coloured square indicated the dimension (shape, texture, etc.) to use to determine if the two 
enclosed stimuli matched along that cued dimension. Last was a context experiment, where 
depending on the context, a colour could indicate different dimensions. Each experiment also 
had demand varying parametrically such that all four colours indicated the same rule, two 
colours indicated one rule and two others indicated a second rule, or all four colours indicated 
different rules. This was an interesting study that examined both the different types of 
demand, as well as different magnitudes of each demand.   
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Figure 1.8: Representational hierarchy along the lateral frontal cortex. Reproduced from 
Badre and D’Esposito (2007). The whole brain results of the parametric variation in four 
experiments are shown in the right panel. A-D show ROI results for the parametric activation 
in the four experiments. A. The response experiment (R) shows an effect of load 
(‘competition’) in dorsal pre-motor area (PMd). B. The feature experiment (F) shows a load 
effect in an anterior dorsal pre-motor area (pre-PMd). C. The dimension experiment (D) 
shows a load effect in the inferior frontal sulcus (IFS). D. The context experiment (C) shows 
a load effect in the frontopolar cortex (FPC). 
 
Figure 1.8 shows the main results for parametric variation in each of the four manipulations. 
Parametric variation was used to isolate the areas that responded with increased activations 
on increasing the demand, at each level of abstraction.  The response experiment primarily 
showed a load effect in the dorsal premotor region. The feature experiment showed a load 
effect in a region anterior to that, the pre-PMd. The dimension experiment showed a load 
effect in the inferior frontal sulcus (IFS). So far, this provided evidence for the hierarchical 
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model of increased abstraction activating more anterior parts of the lateral PFC. The context 
experiment on the other hand showed load effects in the left frontopolar cortex, left posterior 
IFS/pre-PMd, right DLPFC, bilateral posterior parietal cortex, left inferior temporal cortex, 
and left fusiform gyrus. In addition, IPS demonstrated sensitivity to increases in competition 
at all hierarchical levels, with quantitatively more parametric activity for the response and 
feature experiments. The context experiment as well as the pattern of activation in the IPS 
would suggest a network of regions, similar to the MD network being activated in order to 
solve the more demanding conditions in the context experiment. 
This rule hierarchy model, with more anterior regions processing more abstract information 
(Badre and D’Esposito 2007, 2009; Badre 2008), and the information cascade model 
(Koechlin et al. 2003; Koechlin and Summerfield 2007) with more anterior regions 
processing context or episodic input (information not currently presented), were tested 
against the common network of regions hypothesis (Duncan and Owen 2000) in a study by 
Crittenden and Duncan (2014). The task was to find the odd one out in terms of length among 
four lines (baseline condition). The different demands were: 1.) Finding the odd one out 
among 8 lines (8L). 2.) Decrease in the change between the odd one out and the other lines 
(fine discrimination: FD). 3.) Use of an unnatural stimulus-response mapping (MS). This MS 
task was earlier shown to activate IPS, FEF, left inferior gyrus and frontal operculum (Jiang 
and Kanwisher 2003). Here, the FD and MS conditions showed activation in all the multiple-
demand regions: IPS, pdLFC, posterior, mid and anterior MFG, AI/FO and preSMA/ACC 
(Figure 1.9). This was contrary to the rule hierarchy and information cascade models, as they 
would predict activation in PMd and pre-PMd for FD and MS respectively. The 8L condition 
did not show activation in the most anterior region of the MFG, largely consistent with the 
rule hierarchy and information cascade models. Interestingly, single subject data showed that 
some subjects did show activation in the most anterior regions, even in the 8L 
condition.  These results suggest individual differences, with a dominant pattern of caudal 
activity, but rostral spread in some participants. 
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Figure 1.9: Common set of regions across different demands rather than rule hierarchy 
or information cascade. Whole brain activations for A. 8L > 4L contrast, B. FD > 4L 
contrast and C. MS > 4L contrast. ROI outlines from Rule Abstraction ROIs (Badre and 
D’Esposito, 2007) in red outline, Information Cascade ROIs (Koechlin et al., 2003) in blue 
outline.  
 
The debate still continues between various conflicting theories of prefrontal function, with 
evidence available for each of them. With studies discussing particular functions of specific 
MD regions (Postle et al. 1999; Rushworth et al. 2004; Shenhav et al. 2013; Amiez et al. 
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2016), one school of thought is that of a modular frontal lobe. There are also many studies 
supporting an MD-like network, albeit with different names and slightly different regions: the 
cognitive control network (Cole and Schneider 2007), task-activation ensemble (Seeley et al. 
2007), task-positive network (Fox et al. 2005), dorsal attention system (Corbetta et al. 1995; 
Corbetta and Shulman 2002), frontoparietal network (Dosenbach et al. 2007; Yeo et al. 
2011), along with studies using graph theoretic approaches (Bullmore and Sporns 2009). 
There has also been evidence for dissociation of the MD network into frontoparietal and 
cingulo-opercular networks, with different functions for each (Dosenbach et al. 2006; 
Nomura et al. 2010; Hampshire et al. 2012; Wallis et al. 2015). The IPS and parts of the 
MFG are grouped into a frontoparietal network with transient roles in cognitive control, e.g. 
during task starts or switches; the preSMA/ACC and AI are linked together as the ‘core’ 
cingulo-opercular network with sustained activity during task blocks (Braver et al. 2003; 
Dosenbach et al. 2006, 2007, 2008). 
MD regions form a network: Evidence from connectivity studies 
In resting state studies, participants lie inside the scanner without doing a specific task. The 
timeseries of voxel activity obtained during this period of rest (or in absence of experimenter 
assigned task) is correlated to give a measure of functional connectivity between voxels. This 
method allows us to tap into the underlying connectivity between regions, when an explicit 
task is not being performed. Thus a brain network isolated by resting state (regions of the 
network having stronger correlations across time compared to regions outside the network) 
would imply strong connectivity between the nodes of the network. While these studies lack 
experimental control, they have consistently isolated networks such as the default mode and 
frontoparietal networks comprised of regions in the frontal and parietal cortices across many 
studies (Dosenbach et al. 2007; Power et al. 2011; Yeo et al. 2011; Cole et al. 2014; Assem et 
al. 2019). The resting state studies provided evidence for MD regions being functionally 
connected and working as a unit, allowing information exchange and integration (Power et al. 
2011; Yeo et al. 2011; Cole et al. 2014; Assem et al. 2019).  
Power et al., (2011) used a large cohort (n = 105) to study the sub-graphs of existing graph 
networks, using resting state. They discovered three task-positive networks: the dorsal 
attention, frontoparietal and cingulo-opercular. They also found a second cingulo-opercular, 
more posterior and dorsal to the task positive one, resembling the salience network. Yeo and 
colleagues (2011) used a cohort of 1000 participants to define seven core network 
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parcellations, which could also be broken into 17 finer networks. One of the seven networks 
was the frontoparietal network, which comprised of all the MD regions, including AI/FO and 
preSMA/ACC. Thus, the division of the MD regions into frontoparietal and cingulo-
opercular networks (Dosenbach et al. 2006, 2008) may be influenced by cingulo-opercular 
regions that form their own network, but are also closely adjacent to MD sections of the 
cingulo-opercular regions.  
As functional connectivity is based on intrinsic anatomical connectivity, there is a correlation 
between task-based networks and resting state networks. However, there are also task-general 
and task-specific changes in the networks, not explained by resting state networks (Cole et al. 
2014).  A large meta-study of 10449 experiments showed a set of functionally flexible 
regions involved in many different tasks (Yeo et al. 2015). These regions were used as seed 
regions in an independent resting state data set of 1000 subjects to find a functionally flexible 
network, which resembled the multiple-demand network (Fedorenko et al. 2013) to a high 
degree. They also proposed heterogeneity within these regions: while the regions support 
multiple cognitive components, each does so to a different degree (Yeo et al. 2015). 
Other task based functional connectivity studies have also isolated a frontoparietal network 
(Cole et al. 2014; Soreq et al. 2019). In a working memory study, a frontoparietal network 
cluster was active during encoding, maintenance and probe stages. The univariate activity in 
these frontoparietal regions showed an increase for higher loads during encoding but not 
during maintenance or probe. The intra-cluster functional connectivity increased with higher 
load during all three stages (Soreq et al. 2019). 
Function of the MD regions: Evidence from multi-voxel patterns  
As discussed in the previous sections, large cohort resting studies isolated multiple brain 
networks, including an MD-like network. Task-based studies showed co-activation but also 
functional differences between these MD regions. In this section, I will discuss studies 
investigating MD function by looking at voxel activation patterns in these regions (Stiers et 
al. 2010; Woolgar, Hampshire, et al. 2011; Woolgar, Thompson, et al. 2011; Nee and Brown 
2012; Nelissen et al. 2013; Cole et al. 2016; Wisniewski et al. 2016). Haxby et al. (2001) 
showed that distributed activity patterns in ventral temporal cortex predicted the category of 
stimuli being processed. This important study paved the way for further investigations of 
representation as seen in patterns of voxel activity. Linear classifiers integrate evidence 
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provided by each voxel separately and thus will show above-chance classification only 
if some voxels are individually sensitive to the dimension of interest, and so inferences can 
also be made on sets of voxels (Norman et al. 2006). Inferences can be made about specific 
voxels, by examining their contribution (weight) on the linear classifier, for each condition. 
In addition, MVPA can also be used to study functional interdependence of voxels in a region 
that shows univariate activation for two different conditions. Patterns of voxels can help 
disambiguate representations (Peelen and Downing 2006). This methodology was extended 
to representational similarity analysis (RSA), which allows information at a more abstract 
level to be compared across different modalities (Kriegeskorte et al. 2008). Corresponding 
activity patterns measured with two different techniques would result in the same information 
being extracted. This approach attempts to bypass fundamental differences between different 
techniques: for example, invasive electrophysiology measures the electrical activity of single 
cells, while fMRI measures the hemodynamic response function of brain activity. Although 
these signals are related (Bandettini and Ungerleider 2001; Logothetis et al. 2001; Goense 
and Logothetis 2008), a formal comparison of them can be difficult. In RSA, activity patterns 
associated with each pair of conditions (Haxby et al. 2001a) are compared to obtain a 
representational dissimilarity matrix (RDM) characterizing a representation geometry, 
abstracted away from the spatial layout of the unit used for analysis (voxel, neuron, electrode 
etc.). This allows comparison of representational geometries across regions, as well as 
comparison of information representation across species and modality of measurement 
(Kriegeskorte et al. 2008; Nili et al. 2014). One such comparison that is gaining traction is the 
comparison of brain representation with that of computational models (Khaligh-Razavi and 
Kriegeskorte 2014; Holroyd et al. 2018). 
Stiers and colleagues (2010) conducted comparisons of activity patterns in each of four tasks: 
a switching task, an inhibition task, a working memory task and a gambling task. Using the 
regions that were activated in all four tasks, they isolated MD regions as those with positive 
signal change modulated by the difficulty of the task condition (i.e., main effect of difficult 
over easy conditions in switching, working memory, and gambling), and positive signal 
change without consistent modulations across tasks. Within these MD regions, they found 
voxels with different task preferences. Are these commonly activated regions involved in 
processes that are also common to all tasks: response control functions, attention 
mechanisms, interference handling, error monitoring, memory retrieval, etc.? While that is a 
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definite possibility, the different task preferences of these voxels could also suggest that these 
regions participate in the actual task processing.  
The functional preferences of voxels allows for the study of underlying representations in 
MD regions, and this information representation speaks to the function of these regions. 
Woolgar and colleagues (2011) systematically investigated the nature of representation in 
each of the MD regions in a simple stimulus-response task (Figure 1.10). The background 
colour indicated which of two rules was to be applied, and that was to be integrated with the 
position of the square (the stimulus) in order to get the appropriate response (which of the 
four buttons to press). In lateral frontal cortex, IPS and AI/FO, rule was the most strongly 
represented followed by the position of the square (not present in AI). As two colours were 
used to cue each rule, the actual colour of the cue could also be decoded, and was represented 
in AI and IPS. Response was least represented, not reaching significance in any region. 
Strong rule representation fits with univariate studies of the MD region (Duncan and Owen 
2000; MacDonald et al. 2000; Brass and Yves von Cramon 2004; Hampshire et al. 2011). 
While the study did not explicitly test for hierarchy in representation, there was little 
evidence for only the most anterior parts representing the rule. Different multi-voxel patterns 
could reflect differing emphasis on multiple executive processes. Various demands are being 
processed in these regions, and the information is exchanged and integrated within this highly 
connected ‘central executive’.  
 
 
Figure 1.10: Representation of stimuli, rules and responses in the MD network. 
Reproduced from Woolgar et al. (2011). A. Participants had to press a button according to the 
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rule cued by the background colour. Two rules were used, and two colours cued each rule. B. 
Classification accuracies were tested against zero in a one-sample t-test and a t-score was 
calculated with positive values indicating above chance classification. Dotted line 
corresponds to p = 0.05 and solid line to Bonferroni-corrected p-value of 0.0125.  
 
The theory for the function of the MD network deals with dividing problems into subparts, 
constructing ‘attentional episodes’ (Duncan 2013a). Another aspect of cognition is to 
maintain these multiple sub-goals with their correct structural relations (Miller et al. 1960). 
Attentional episodes in a task can be defined at different levels of abstraction, e.g., selecting a 
response rule and then applying this rule to a specific current stimulus (Badre and D’Esposito 
2009). Adaptive coding or flexible coding of information in the prefrontal cortex has often 
been proposed as a mechanism for constructing these episodes, and fast learning of complex 
new tasks or applications to novel tasks (Duncan 2001; Cole et al. 2010). Cole et al. (2010) 
examined the possibility that this adaptability relies upon a compositional scheme of rule 
representation within the lateral prefrontal cortex, in which new task representations can be 
constructed from different combinations of familiar rule representations allowing for rapid 
representation of a wide variety of novel tasks. Each trial was cued with three distinct rules 
that had to be integrated in order to get the final answer. For example, in ‘SWEET–SAME–
LEFT INDEX’ participants decided if each of 2 stimuli presented – for example, grape and 
apple – were sweet, and pressed their left index finger if they both gave the same answer (left 
middle finger otherwise). The semantic rule specified the category to be used in order to 
judge the stimuli – ‘are they sweet?’ The decision rule specified if the semantic rule had to be 
applied to both or just one of the stimuli. The response rule indicated the decision-response 
mapping, which finger to use if the decision rule was satisfied. Thus, the three rules had to be 
appropriately combined to complete the tasks. Decision rules were the focus of analysis as 
these were the most integrated of rule types – they received information from semantic rules 
and sent information to response rules. Participants learnt these rules in specific combinations 
outside the scanner, and were then tested on these practised combinations as well as novel 
combinations. A searchlight approach showed decision rule representation in parts of left 
anterior and posterior PFC, anterior insula, right inferior parietal, lateral and medial PFC. 
Semantic rules showed up in similar regions as well. Importantly, there was successful 
decoding of decision rules using classifiers trained on the practised blocks and tested on 
novel blocks. In spite of the practised tasks being non-overlapping (each rule was learnt in a 
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separate block) and not knowing that novel combinations would be presented, the participants 
seemed to have used a compositional approach that was also used for the novel task. This 
compositionality suggests that complex tasks were learnt by breaking the problem into 
subparts and constructing the component episodes.  
While the above study showed similar compositional representations in practised and novel 
tasks, the question still remained of whether these representations contributed to behaviour. 
In three of these novelty-sensitive regions located within distinct areas of left anterior LPFC, 
activity patterns were differentiable for correct and error trials, and decision rule was only 
decodable in correct trials (Cole et al. 2016). This suggests a contribution of these task 
representations to successful task performance. 
Many studies have demonstrated representation of abstract task-related information in MD 
regions (Haynes et al. 2007; Bode and Haynes 2009; Greenberg et al. 2010; Nee and Brown 
2012; Crittenden et al. 2016). In a free decision making task, task parameters were decodable 
in both lateral and medial PFC (Haynes et al. 2007). In a task-switching paradigm, the 
processing of task-set/cue information was investigated across time using a finite impulse 
response (FIR) model. The cue identity was first decodable in the visual cortex, then in the 
IPS and last in the ventral LPFC (Bode and Haynes 2009). Waskom and colleagues (2014) 
used a slow event-related design where the participants had to judge the similarity between 
two sequentially presented stimuli based on the rule cued at the beginning of the trial. They 
showed significant rule decoding in regions surrounding the inferior frontal sulcus, and in the 
IPS at about 3s after stimulus onset, whereas the occipito-temporal cortex showed 
information at about 5s after stimulus onset. Rule information was also seen in anterior and 
posterior MFG, frontopolar cortex, inferior frontal gyrus, AI/FO, and posterior superior 
frontal sulcus, thus in most of the MD regions. 
To further understand the nature of processing and representation in a task set, task 
preparation has been compared with short-term memory storage. Following on from 
univariate studies that largely find the same areas of LPFC and PPC (posterior parietal 
cortex) in both (see Ikkai and Curtis 2011 for a review), Muhle-Karbe et al. (2017) used 
MVPA to compare the same cue of a stimulus-response task when the cue was used for 
implementation versus when the cue was to be memorised but not implemented. During the 
instruction phase, the inferior frontal junction area (IFJ), IFS and IPS showed similar levels 
of cue decoding for both implementation and memorisation blocks, but in the following delay 
period, this representation was only maintained for the implementation blocks. Thus these 
 34 
MD regions are likely to be involved transforming semantic task knowledge into a temporary 
task set for achieving goal-directed behaviour, rather than simply holding in short-term 
storage. 
Selecting task-relevant information from irrelevant information is an important part of goal-
directed behaviour. Thus, one would expect task representations in MD regions to be stronger 
for the task-relevant information. Indeed, MD regions show strong representation of task 
related information and almost none for irrelevant and distractor information (Erez and 
Duncan 2015; Woolgar et al. 2015). In a cued categorisation task, where the participants 
indicated if an object from the cued category was present or absent in the subsequent display, 
all MD regions discriminated between targets and nontargets (Erez and Duncan 2015). There 
was also discrimination between two types of nontargets – ones that could be targets on other 
trials and ones that were never targets. There was however no decoding between the visual 
categories of two different targets. Thus in the stimulus phase, once the behavioural status of 
the stimuli has been established – whether it was a target or not – the visual category of the 
stimuli itself became irrelevant and was not represented strongly enough to be detected by 
voxel patterns. In MD regions, Woolgar et al. (2015) showed preferential encoding of target 
identity over that of the distractor, only in the high perceptual difficulty condition (degraded 
stimuli). The increased representation in MD regions could reflect increased attention to 
compensate for the degraded stimuli, thus supporting the processing of task-relevant 
information in downstream areas such as visual cortex (Desimone and Duncan 1995; Miller 
and Cohen 2001). Alternatively, higher perceptual coding in the MD regions may reflect a 
more careful and considered decision-making process, or a perceptual process supported by 
reverberant processing between frontoparietal and visual systems necessary for low quality 
inputs (Dehaene et al. 2003; Gilbert and Sigman 2007). Preferential encoding of target object 
versus distractor object also extends to target features versus distractor features within the 
same object (Jackson et al. 2017). 
Flexible processing in MD regions would mean the task representations should be able to 
change with changing task parameters. As one example, task set representation increases 
when an additional reward is associated with successful completion of the trial (Etzel et al. 
2016). Etzel and colleagues (2016) used two sessions both with the same task-switching task, 
the first having only non-rewarded trials, and the second with equal number of rewarded and 
non-rewarded trials. A linear classifier discriminating the two cues was trained on the non-
rewarded trials of the first session, and tested on both non-rewarded and rewarded trials in the 
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second session. The regions that showed increased classification accuracy on rewarded 
versus non-rewarded trials included regions of the MD network: lateral frontal cortex, medial 
PFC, and posterior parietal cortex. This increase in representation correlated with an 
individual subject’s behavioural accuracy. Thus MD task representations, that support 
successful behaviour, are flexible and change to accommodate task parameters. 
Neuronal functions and mechanisms in the MD regions 
While fMRI studies provide us with a non-invasive methodology to study human brain 
activations at a whole brain level, the underlying mechanisms of neurons and the dynamics of 
their activity are lost. Voxelwise representations (discussed in the previous section) have 
added to our knowledge of the function of MD regions, but each fMRI voxel contains a 
million or more neurons making it hard to infer mechanism at a neuronal level. Classification 
accuracies presented in these studies tend to be quite low (Cole et al. 2011; Woolgar, 
Thompson, et al. 2011; Erez and Duncan 2015; Etzel et al. 2016). This has been linked to 
functional organization at the neuronal population level (Bhandari et al., 2018; Dubois et al., 
2015).  Neuronal populations in the same brain region may encode multiple different 
variables, and decoding some of them may be easier than others (Dubois et al., 2015). Local 
functional organization and distribution of neural populations in PFC may reduce differences 
between conditions at the voxel scale measured with fMRI (Guest and Love 2017; Leavitt et 
al. 2017). In macaques, Tremblay et al. (2015) showed that low-frequency LFPs, which 
reflect local average activity, yielded lower decoding accuracies compared to single neuron 
firing rates. Logothetis et al. (2001) showed that LFPs were correlated with the 
haemodynamic response, thus reduced differences between conditions in LFPs can be 
extrapolated to low decoding in fMRI. Dubois et al. (2015) examined the coding of face 
viewpoint and identity information using MVPA of both blood oxygenation level dependent 
(BOLD) response and single-unit recordings in macaques. MVPA of BOLD patterns only 
revealed viewpoint information, although both viewpoint and identity were encoded by single 
neurons. Identity decoding could have suffered because identity-coding neurons were only 
weakly spatially clustered as compared to viewpoint-coding neurons. Clustering may also 
enable nearby blood vessels to be strongly driven by neurons selective to one condition, thus 
creating inhomogeneity in the sampling of the activity of selective neurons within voxels 
(Kamitani and Tong 2005). Thus MVPA may not give us the whole picture and we need to 
supplement our understanding with invasive electrophysiology studies. Many of the 
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mechanistic insights we have about the prefrontal and parietal cortices are through such 
studies. In this section I will discuss a few of them, primarily using macaques. 
The adaptive coding model of prefrontal cortex posits that neurons have the capacity to code 
many different types of information. In any given task context, neurons adapt to code only 
information relevant for immediate behaviour (Duncan 2001). This mechanism could 
facilitate flexible cognition. One possibility of how this adaptive coding could be realised is 
through mixed-selective neurons. Mixed-selective neurons are high dimensional and encode a 
particular combination of task variables (Rigotti et al. 2013). Results from many of the 
prefrontal neuronal studies can be understood and interpreted through these frameworks. 
The ability of adaptation was well demonstrated in a study by Rao et al. (1997). In their task 
(Figure 1.11A), monkeys were first shown a sample stimulus whose identity they had to 
remember during the subsequent ‘what’ delay. This was followed by the presentation of two 
stimuli at two different locations, one of them being the same sample stimulus from before. 
The monkeys had to remember the location of the sample stimulus in the succeeding ‘where’ 
delay. Lastly they were shown a screen with four locations and had to make a saccade to the 
place where the sample had appeared. While there were exclusively object identity selective 
neurons and location selective neurons, around half of the recorded neurons coded for object 
identity during the ‘what’ delay and location during the ‘where’ delay. This shows the 
adaptable coding of prefrontal neurons with information encoded changing with task context 
(Figure 1.11B). 
 
 37 
 
Figure 1.11: The same neurons adaptively coding for object identity and location. Taken 
from Rao et al., 1997. A. An example trial. Trials began with a sample stimulus presented at 
the centre. The identity of this stimulus had to be maintained across the first – ‘what’ – delay. 
This was followed by the presentation of two stimuli, one of which was the sample stimulus. 
Location of the sample stimulus was to be remembered across the second – ‘where’ – delay. 
Monkeys were then probed for the location of the sample stimulus, to which they made a 
saccade (arrow). B. Activity of sample prefrontal neuron that codes for object identity during 
the ‘what’ delay and location during the ‘where’ delay. The two grey bars represent the 
presentation of sample (left) and test objects (right), respectively.  
 
Another theory put forth was that of dynamic organization of prefrontal cells into opponent 
circuits providing a general mechanism for flexible decision-making in different task contexts 
(Machens et al. 2005). In a vibrotactile comparison task (Machens et al., 2005), monkeys 
were presented with two tactile vibration frequencies sequentially and they had to decide if 
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the first frequency (f1) was greater than the second (f2). Two groups of cells were found, one 
group with activity monotonically increasing with vibration frequency, the other with activity 
monotonically decreasing. These two opposing populations of neurons interacted flexibly to 
provide the correct response. As discussed before, one of the cornerstones of prefrontal 
function is the ability to select task-relevant information. This property could also be 
explained by opponent coding (Kusunoki et al. 2010). Animals were trained to associate three 
cues with three stimuli. For a given cue, the following stimulus could be the associated 
stimulus (target, requiring a saccadic response), a stimulus paired with a different cue 
(nontarget on this trial, but a target on other trials), or a nontarget that was paired with no cue 
and thus never served as a target. The largest set of neurons showed target preference, with 
the strongest responses to the current target, intermediate activity for a nontarget that was a 
target on other trials, and lowest activity for nontargets that were never targets. Second most 
frequent was a reverse, anti-target pattern. This pattern was evident in both ventral and dorsal 
regions of the lateral prefrontal cortex. 
Do population responses of neurons also exhibit features of adaptive coding? To answer this 
question, Stokes et al. (2013) used a time-resolved population-level correlation analyses 
exploring how context is encoded and maintained in primate prefrontal cortex and used in 
flexible decision-making. Monkeys performed a conventional cue-target association task, 
with distinct cue, delay, and choice phases. The neural tuning profiles in prefrontal cortex 
changed depending on the context/task phase. As a population, once a choice stimulus was 
presented, stimulus-specific coding evolved into a different decision-dependent state based 
on the cue. These results support the prefrontal cortex adaptation theory to accommodate 
changes in behavioural context (Duncan 2001). Such activity, not cross-generalizing across 
time and context, also supports the mixed-selectivity theory (Rigotti et al. 2013). Neurons 
changing their pattern of stimulus selectivity during different task operations were shown by 
many studies (Sigala et al. 2008; Warden and Miller 2010; Stokes et al. 2013; Naya et al. 
2017). 
Mante et al. (2013) also investigated context dependence in the prefrontal cortex as a 
population. Monkeys were instructed by a contextual cue to discriminate the motion or the 
colour of a random-dot stimulus, and indicate their choice with a saccade to one of two 
targets. Depending on the context, monkeys were rewarded for choosing the target matching 
the current direction of motion (motion context) or the current colour (colour context) of the 
random dots. Activity of example units showed dependency on many task variables, motion 
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coherence in motion trials, colour coherence in colour trials, and context (motion or colour) 
in all trials, providing evidence for mixed selectivity (Rigotti et al., 2013) and adaptive 
coding (Duncan, 2001). Notably, the population activity showed comparable deflections 
along the motion and colour axes, whether they were relevant or not. A trained recurrent 
network of nonlinear neurons solved a task analogous to the one solved by the monkeys. The 
population of these network units also showed dynamic patterns reflecting both task 
variables. Similarly, in a delayed match-to-sample categorization task (Meyers et al. 2008), 
the population activity of PFC neurons showed some sample identity information (irrelevant 
to the task), but higher sample category information (relevant to the task). Once again the 
PFC code was constantly changing with time and did not generalise between the sample 
stimulus and the decision phases.  
With more evidence for adaptive and flexible coding, the classical idea of persistent coding 
of stimuli by prefrontal neurons underlying working memory (Fuster 1973; Funahashi et al. 
1989; Romo et al. 1999; Constantinidis et al. 2018) is being replaced with the idea that the 
content of working memory is decodable from a population or ensemble activity (Machens et 
al. 2010; Barak et al. 2013; Mendoza-Halliday and Martinez-Trujillo 2017; Murray et al. 
2017). The same has been modelled using linear attractor models and non-linear recurrent 
neural networks (Machens et al. 2005; Barak et al. 2013). Barak et al. (2013) systematically 
studied computational models underlying working memory. A common theoretical 
framework is that of an attractor neural network that exhibits many intrinsically stable 
activity states, sustained by mutual excitation between neurons coding for a particular 
stimulus or its behaviourally relevant attribute. Thus the assume time-invariant tuning of 
neurons and a fixed connectivity of the network (Hopfield 1982; Machens et al. 2005). 
Another class of models assumes randomly connected neurons that are not tuned to any 
particular task, and task performance is purely based on adjustment of network readout 
(Sussillo and Abbott 2009). Intermediate between these models are networks that start out 
random, but are trained by allowing changes in the connectivity weights between neurons to 
optimise task performance. Comparing these three models in a delayed vibrotactile 
discrimination task indicated that the random network did a good job of both performing the 
task and matching certain aspects of real data, much better than the linear attractor. The 
intermediate model provided a better description of the data, although none of the models 
matched all features of the data. The authors suggest that prefrontal networks may begin in a 
 40 
random state relative to the task and initially rely on modified readout for task performance, 
but with further training more tuned neurons with less time-varying responses would emerge. 
Like PFC neurons, parietal neurons also encode multiple task variables and participate in 
selective attention and working memory (Chafee and Goldman-Rakic 1998; Crowe et al. 
2004, 2005; Buschman and Miller 2007; Chafee and Crowe 2012). As one example, Crowe et 
al. (2005) recorded neural activity in area 7a (posterior parietal cortex) of the primate brain 
during a visual maze task in which monkeys mentally traced a path through the maze without 
moving their eyes. The direction of the followed path could be decoded from the population 
activity of the parietal neurons. When the monkeys covertly processed a turn in the path, the 
population representation of path direction shifted in the direction of the turn. While there has 
been a particular connection between parietal cortex and spatial tasks, it has also been 
associated with cognitive signals such as rules (Stoet and Snyder 2004) or abstract categories 
(Freedman and Assad 2006; Swaminathan and Freedman 2012; Sarma et al. 2015). In a 
memory-based visual-discrimination task, parietal neurons jointly encode sensory, cognitive 
and decision-related information (Ibos and Freedman 2017). 
The nature of prefrontal and parietal cortical circuits could shed light on their functions. To 
address this question, Katsuki and colleagues (2014) examined the strength of intrinsic 
functional connectivity between neurons sampled in PFC and PPC by using cross-correlation 
analyses of simultaneous recordings from monkeys trained to perform working memory 
tasks. In both areas, effective connectivity declined with distance between neurons. Pairs of 
PPC neurons shared a larger percentage of their functional inputs (a larger peak at zero lag in 
the cross-correlation) when they were located at short (≤0.3 mm) distances, compared to pairs 
of PFC neurons recorded at equivalent distances. This effect was not accounted for by 
differences in firing rate and was present in the fixation period alone, prior to the start of the 
trial. No obvious hierarchical pattern of information processing is known to be present 
between the PPC and PFC, whose connections are more reciprocal (Barbas and Pandya 1989; 
Cavada and Goldman-Rakic 1989; Felleman and Van Essen 1991).  While functional 
specializations of these areas are not completely understood, anatomical and effective 
connectivity within and between these regions can help shed light on the possibilities of 
functional differences in future studies. Timescales of intrinsic fluctuations in spiking activity 
across areas showed a hierarchical ordering, with sensory areas exhibiting short timescales, 
parietal areas mid, and prefrontal areas exhibiting longest timescales (Murray et al. 2014). 
This could reflect the duration over which input is integrated, reflecting increased signal-to-
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noise ratio in short-term memory storage or decision-making computations at the higher 
rungs of the hierarchy. 
While there has been an emphasis on spikes, numerous studies have tackled related questions 
using local field potentials (LFPs) as recorded from single electrodes as well as through non-
invasive methods (EEG - electroencephalogram and MEG – magneto encephalogram), 
analysed either in time or frequency domains. Compared to spiking of single neurons, the 
LFP is a more integrated signal, combining electrical activity over a region of tissue up to at 
least several mm (Buzsáki et al. 2012), and relates closely to signals from human brain 
imaging, including functional magnetic resonance imaging (fMRI) (Logothetis et al. 2001; 
Goense and Logothetis 2008) and scalp-recorded EEG. LFPs represent activity in a local 
network of neurons, reflecting synaptic excitatory and inhibitory activity. They are influenced 
by spiking, hyperpolarisation, changed intrinsic membrane properties of neurons (Marder et 
al. 1996; Buzsáki et al. 2012), etc. These signals have also been studied in the frequency 
domain and oscillatory activity in the beta and gamma frequencies has often been linked to 
working memory load (Howard et al. 2003; Honkanen et al. 2015).  
LFP signals in the frequency domain have been associated with many aspects of cognition, 
including working memory and attention (Buschman and Miller 2007; Gregoriou et al. 2009; 
Liebe et al. 2012; Salazar et al. 2012; Tremblay et al. 2015; Helfrich et al. 2018; see Helfrich 
and Knight 2016 for a review). Gregoriou et al. (2009) showed that attention to a stimulus in 
their joint receptive field leads to enhanced oscillatory coupling between the frontal eye field 
(FEF) and area V4, particularly at gamma frequencies. This coupling seemed to be initiated 
by FEF and was time-shifted by about 8 to 13 ms across a range of frequencies. They suggest 
that the expected conduction and synaptic delays between the areas, and time-shifted 
coupling at gamma frequencies may optimize the postsynaptic impact of spikes from FEF to 
V4, improving cross-area communication with attention. Salazar et al. (2012) showed task-
dependent and content-specific synchronization of activity across the frontoparietal network 
during visual working memory, in the range of 10-30 Hz. In a delayed-match-to-sample task, 
parietal and prefrontal neurons were simultaneously recorded. The time-frequency coherence 
spectrum on correct trials for frontoparietal LFP pairs was computed. Patterns of 
synchronization were found only in stimulus-selective parietal neurons. Buschman et al. 
(2012) found rule-specific increases in synchrony at beta (19-40 Hz) frequencies between 
electrodes in the PFC. Individual PFC neurons synchronized to the ensemble LFP according 
to the current rule (colour versus orientation). The ensemble encoding the behaviourally 
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dominant orientation rule showed increased alpha (6-16 Hz) synchrony when the weaker 
colour rule was applied. They suggest that beta-frequency synchrony is the mechanism by 
which the relevant rule ensemble is selected, while alpha-frequency synchrony deselects a 
stronger but currently irrelevant ensemble.  
Lundqvist et al. (2016), in their gamma and beta bursts frequency model, posited that gamma 
bursts of variable time and frequency in single trials were the signature of encoding and re-
activation of memory. They analysed LFPs and spiking from the prefrontal cortex (PFC) of 
monkeys during a working memory task. They observed brief bursts of gamma oscillations 
(45–100 Hz) varying in time and frequency, during encoding and re-activation of sensory 
information. Beta oscillations (20–35 Hz) were more representative of the default state, 
interrupted by encoding and decoding. These beta bursts were also brief and variable. Only 
those neurons whose activity reflected encoding/decoding also correlated with changes in 
gamma burst rate. Thus, they interpret these results as gamma bursts gating access to working 
memory. This also supports the hypothesis that working memory is characterised by discrete 
oscillatory dynamics and spiking, rather than persistent activity. 
While LFPs in the frequency domain have shed light on possible mechanisms of cognition, 
this signal in the time domain has been investigated in a few studies yielding interesting 
insights. Kim et al. (2018) studied PFC in mice performing a task in which different stimuli 
predicted rewards at different delays. Spikes and cell membrane potentials from pyramidal 
neurons across layers in PFC were measured. In some cases, changes in predicted delay were 
reflected in sustained changes of membrane potential without associated changes in firing 
rate. Persistent change in membrane potential was robust to intracellular perturbations, but 
could be terminated by an external stimulus (reward). These findings suggest that reward 
prediction is in part maintained via synaptic mechanisms. In macaques, Cosman et al. (2018) 
simultaneously recorded neurons in prefrontal cortex and ERPs (event related potentials) 
from the scalp over extrastriate visual cortex to track the processing of salient distractors 
during a visual search task. When the salient distractor was successfully ignored, they 
observed robust suppression of distractor representations, involving the same neurons as in 
target selection. Critically, the distractor suppression in ERP over the extrastriate visual 
cortex emerged on average 47 ms after the suppression observed in FEF neurons, showing 
that FEF is responsible for modulating processing in extrastriate visual areas. The trace of 
this distractor suppression is found even in extracellular potentials and can even be measured 
on the scalp. 
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Précis   
This thesis investigates the frontoparietal ‘multiple-demand’ (MD) network that is involved 
in the processing of diverse demands. Chapter 2 studies the interplay between functional 
differences as well as common activation/co-recruitment of multiple nodes within the MD 
network, using a maze task performed by healthy adults in an fMRI scanner. The task 
included conditions with added demands: complexity (two simple tasks – simple maze and 
simple arrow – done together), time pressure (planning a simple maze before the display 
fades away), and reward (time pressure trials with an additional reward on correct 
completion). Quantitative differences between MD regions were most prominent in the 
simple tasks. There was widespread co-recruitment in the conditions with additional 
demands. 
Using large ROIs in univariate analysis can give us an idea of the general activity patterns of 
these regions. However, this approach loses information with respect to task related 
representation, as measured by voxel-wise patterns that rely on heterogeneity of these 
regions. Are these regions heterogeneous in terms of task preferences, and are they variable 
across subjects? To answer these questions, in Chapter 3 we localized the MD network in 
individual subjects using three functional localiser tasks: spatial working memory, verbal 
working memory, and Stroop. We tested if voxels selected by any of these localisers could 
give us a better estimate of task representations in a criterion task. The extent of activation 
patterns, their specificity, and their consistency across runs revealed a similar picture of 
variable and distributed activity for the three tasks used to identify these MD voxels. 200 
voxels with the highest activations in each of the MD regions were identified using each of 
the three tasks. These voxels captured the underlying neural representations equally well in a 
criterion task (a rule-based judgement task), showing the multiple-demand nature of the 
subject-specific voxels captured using any of the functional localisers.  
The idea of increased MD network activation in more demanding tasks, and its function of 
selecting and representing task-relevant information have largely been studied separately; 
with the former through univariate contrasts and the latter through MVPA. Chapter 4 
investigates task representations, as measured by linear classification of voxelwise patterns, 
and whether they are modified due to external motivation (here monetary reward) in a cued 
categorization task. There were higher univariate activations in the MD regions in the 
rewarded trials. We observed an increase with reward in overall activity across the 
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frontoparietal control network when the cue was presented, reflecting cognitive effort when 
the context is set for a task. Multivariate pattern analysis (MVPA) further showed that 
behavioral status information for the objects presented was conveyed across the network. 
However, in contrast to our prediction, reward did not increase the discrimination between 
behavioral status conditions in the stimulus epoch of a trial when object information was 
processed depending on a current context. 
fMRI analysis suffers from low temporal resolution. The dynamics of activity are lost, and 
the neuronal mechanism can only be inferred because the BOLD signal is an indirect measure 
of neuronal activity. Thus to study mechanism at the neuronal level, invasive 
electrophysiological studies become necessary. Chapter 5 examines neural activity in frontal 
and parietal regions more directly through single unit activity and LFPs, recorded in awake 
monkeys during a spatial working memory task. The animal had to search for a pre-
determined target location in a spatial array through a series of trial and error attempts. Once 
the target was found, the animal had to select it three more times for additional rewards. 
Single neurons in both PFC and PPC showed dynamic coding of target information, rather 
than persistent coding of the discovered target in working memory; in line with adaptive 
coding and the concept of mixed-selectivity. LFPs on the other hand, held the information 
constant through time and trial phases. Here we get insight into possible mechanisms for 
integration in the MD network. The firing rates of the neurons are dependent on the 
interaction of target location and trial phase, allowing the use of location information to 
complete different cognitive processes in different trial phases for successful performance. In 
contrast to dynamic neural firing, the information in the extracellular matrix provides a 
background of stable information as seen in the time domain signal of the LFP. However, 
these LFP results were largely impacted by the choice of the reference voltage.  
Together, the results show an integrated system, responding as a network to a wide variety of 
task demands. There were functional differences between the different regions of the 
network, possibly due to preferential access to different task features among the different MD 
regions. This was especially more prominent in simple tasks. Due to a high degree of 
connectivity between these regions, co-recruitment may reflect information exchange 
reducing observable differences between the regions, even more so in demanding tasks. 
These multiple-demand voxels can be isolated in single subjects through any task demand 
and their activity generalises to represent task-relevant information in a completely different 
task. The increase in their activation can be linked to task processing, as seen by flexible 
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representation of task information in the context of an increased reward. The neurons in these 
regions integrate the task information non-linearly and provide hints of how flexible 
cognition may be achieved. Neuronal activity is dependent on a conjunction of task features, 
allowing for the use of task information in appropriate behavioural cognitive processes and 
responses. This conjunction coding suggests a mechanism of information integration and 
processing in the MD network. LFPs represent the linear summation of the task variables, 
thus representing stable task information through time and trial phases. However, this 
stability is lost when using an average channel reference. Whether the stable task signal exists 
in LFP (representing an average of activity in the local neuronal circuit), and how it relates to 
the activity seen in univariate and multivariate analysis of fMRI signal is yet to be 
understood. Future studies will determine if and in what way the stable LFP interacts with the 
time-varying signal of neurons to achieve flexible goal-directed behaviour. 
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Chapter 2 
Progressive recruitment of the frontoparietal multiple 
demand system with increased task complexity, time 
pressure and reward 
Introduction 
To explain the MD network’s involvement in tasks of many different kinds, its role in 
constructing mental control programs has been proposed (Duncan, 2010, 2013). In general, 
each step of a complex task requires assembly of multiple cognitive fragments, appropriately 
related and bound to their roles. Through widespread connections throughout the brain, MD 
regions may play a central role in constructing such “attentional episodes” (Duncan, 2013). 
Though MD activity increases with many kinds of task difficulty (Camilleri et al., 2018; 
Duncan, 2006; Fedorenko et al., 2013; Nyberg et al., 2003), it is unclear how its component 
regions function individually and together to address cognitive challenges. Some prior data 
suggest a pattern of partial differentiation between MD regions at low cognitive load, which 
progressively disappears as load increases (Duncan, 2001). In verbal tasks, for example, MD 
activity may be stronger in the left hemisphere at low load, but increasingly bilateral as load 
increases (Wager and Smith 2003; Rottschy et al. 2012). On the lateral frontal surface, 
various findings suggest progressive anterior spread of activity as task rules become more 
hierarchical or complex (Badre and D’Esposito 2007, 2009; Badre 2008; Crittenden and 
Duncan 2014; Badre and Nee 2018). More broadly, there have been many suggestions of 
relative functional specializations for different MD regions, though with little consensus 
emerging across studies (Dosenbach et al. 2007; Nomura et al. 2010; Hampshire et al. 2011; 
Yeo et al. 2015). A combination of relative specialization but also substantial co-recruitment 
is expected if MD regions link together multiple cognitive contents into attentional episodes. 
An attentional episode will be a rich cognitive structure, combining linked stimulus inputs, 
goals, information from semantic memory, potential actions and rewards and so forth. Given 
their different connectivity, MD regions will differ in their immediate access to these 
different domains of information, opening the door to relative specialization in tasks with 
different content (Duncan, 2001). Such relative specialization may be especially visible at 
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low load. Linking information into the correct structures, however, will require substantial 
information exchange and integration, suggesting widespread co-recruitment. Co-recruitment 
of the entire network may become most visible as load and overall activity increase. Relative 
specialization accompanied by substantial information exchange is also suggested by studies 
using multivoxel pattern analysis, with relevant task features widely decodable across MD 
regions, but with some quantitative differentiations (Cole et al. 2016; Crittenden et al. 2016; 
Woolgar et al. 2016) 
In the present study, we used a maze task to study patterns of specialization and spread across 
a set of a priori MD regions defined by common response to diverse task demands 
(Fedorenko et al. 2013). In the simplest task versions, participants either planned a 4-move 
route in a spatial maze, or responded to two arrows that accompanied the maze. In these 
simple conditions, we expected the strongest evidence for differentiation between MD 
regions. Two MD regions in particular – the posterior/dorsal LFC (pdLFC) and the IPS – 
have especially strong links to spatial processing, including eye movements, with the MD 
region in pdLFC lying close to the location of the human frontal eye field (Pierrot-
Deseilligny et al. 1991; Corbetta et al. 1998). Thus we expected strong activity in IPS and 
pdLFC even for the simple tasks, and recorded saccades to assess their potential contribution 
to such activity. 
Next, we wished to examine the effects of increased task complexity. Though complexity is a 
broad term, here we considered simply the number of items or cognitive operations involved 
in the task. On this definition, there is much evidence that increased task complexity drives 
increased activity across the entire MD network, for example with increasing n in n-back 
working memory tasks (Hampshire et al., 2012; Hampshire et al., 2011; Owen, 1997; Postle 
et al., 1999). To increase complexity, we required maze and arrow tasks to be solved 
simultaneously. Within the MD network, we expected activity to strengthen and extend with 
increasing complexity. In particular, following prior results related to rule complexity (Badre 
and D’Esposito 2007, 2009; Crittenden and Duncan 2014), we expected increasing anterior 
spread along lateral frontal cortex. 
To compare with complexity, we used two further manipulations. The first was time pressure, 
chosen as a candidate for enhancing the sense of challenge and accompanying autonomic 
arousal. Activity in several MD regions, e.g. insula and ACC, has been shown to correlate 
with increasing blood pressure, during both n-back working memory tasks and tasks where 
participants were told to apply physical pressure (Critchley et al. 2003). Such results have 
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been used to link activity to cognitive effort and autonomic arousal. Supporting a link to 
autonomic function, activity in similar MD regions is correlated with accuracy in a heartbeat 
detection task (Critchley et al. 2004). Subjective reports during electrical stimulation of the 
ACC can include a sense of impending challenge and the need to overcome it (Parvizi et al. 
2013). Here we manipulated time pressure by comparing self-paced problem solving with 
problems visible only for a restricted time. 
Our final manipulation was reward. The ACC has been studied extensively in the context of 
reward processing (Rushworth et al. 2004; Shenhav et al. 2013). In the behaving monkey, 
ACC neurons code multiple aspects of reward prediction and receipt (Procyk et al. 2000; 
Hadland et al. 2003; Kennerley and Wallis 2009; Matsumoto et al. 2015). In human 
functional magnetic resonance imaging (fMRI), ACC activity increases with reward 
magnitude (Knutson et al. 2005), though strong effects of reward can also be seen in many 
other MD regions (Padmala and Pessoa 2011; Dixon and Christoff 2012; Botvinick and 
Braver 2015). To compare reward effects across MD regions, on some trials we added the 
possibility of a substantial monetary reward.  
In line with a link to autonomic function, pupil size has been correlated with activity in insula 
and other MD regions (Paulus et al. 2015). In general, pupil size increases with cognitive 
load (Alnaes et al. 2014; Zekveld et al. 2014), and has also been correlated with speed 
pressure (Murphy et al. 2016) and reward magnitude (Chiew and Braver 2014; Gergelyfi et 
al. 2015; Muhammed et al. 2016). Here we measured changes in pupil size for each of our 
task manipulations, and compared profiles of MD activity with profiles of pupil dilation. 
In summary, in the context of planning solutions to a spatial maze, we examined 
manipulations of complexity, time pressure and reward. Across these 3 manipulations, our 
aim was to examine similarities and differences in the pattern of strengthening and extension 
of activity across the MD network. 
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Methods 
Participants 
25 participants (13 female) between the ages of 18-40 years (mean 27) took part in the study. 
One was excluded owing to his falling asleep in the scanner. A sample size of 24 was 
determined before data collection, as typical for functional imaging studies. All participants 
were right handed with normal or corrected to normal vision and had no history of 
neurological or psychiatric illness. To avoid interference with pupil measurement, 
participants with glasses were avoided but participants with contact lenses were allowed. The 
study was conducted with approval of the Cambridge Psychology Research Ethics 
Committee. All participants gave written informed consent and were reimbursed for their 
time. 
Task Details 
Participants had to solve a simple maze task and variations of it in the scanner (Figure 2.1A). 
They had to plan a route from a start location (marked by a green dot) to a goal location 
(marked by a magenta dot), avoiding blocked paths. The goal location was always at one of 
the four corners of the 4 x 4 maze; the start location was either in one of the central four 
positions (Figure 2.1B, left) or in an edge position (Figure 2.1B, right), such that the correct 
route always required four steps, including 1, 2 or 3 turns. In trials with a central start there 
were five path blocks, three around the start dot, one around the goal and one in between. In 
the case of an edge start, there were 4 path blocks, 2 around the start, one around the goal, 
and one in between. The maze spanned 15.2° visual angle horizontally and 10° vertically. 
Start and goal dots were 0.5° visual angle in diameter. Each trial was split into planning and 
execution phases (Figure 2.1A). In the planning phase, the maze was presented and 
participants generated their route then pressed a button to indicate that the plan was complete. 
There followed a fixed delay of 2 s, and then on 25% of trials only, an execution phase. On 
these trials the maze reappeared, but without the blocked paths. Participants used their 
previously planned route to move the green dot from the start position to the goal. Omission 
of blocked paths ensured that the previously planned route had to be remembered and used. 
Participants moved the green dot in the maze in any of the 4 directions using a custom-made 
button box with 4 buttons arranged like the arrow keys on a keyboard. Note that, for fMRI 
analysis, we focused just on planning phase data; execution was required on a subset of trials 
simply to ensure that participants did plan as instructed. As the occurrence of the execution 
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phase was unpredictable, our design ensured that routes were planned on all trials, confirmed 
by high accuracy when execution was required (see Results).  
There were 6 different conditions, each indicated by a 1 s written cue at trial onset, followed 
by a 1 s interval and then the maze for the planning phase. In the baseline condition (cue 
“none”), the planning phase was a maze without start and goal dots or blocked paths, which 
appeared for one second and then disappeared. Participants had to press a button after the 
maze disappeared. They were instructed to do this as soon as possible. There were no 
baseline trials with execution, as there was no problem to be solved in this condition. In the 
simple maze condition (cue “maze”), participants carried out the maze task as described 
above. In the simple arrow condition (cue “arrow”), the baseline maze appeared with 2 
arrows (0.27° visual angle) on either side of the maze. Each arrow pointed in one of four 
directions – up, down, left, or right. Participants pressed a button once they had memorised 
the directions of both the arrows. On execution trials, the baseline maze without the arrows 
reappeared, and the participants pressed buttons to indicate the directions of the two arrows 
(arrow on the left of the maze first). In the complex condition (cue “both”), the participants 
had to solve both arrow and maze tasks together. A maze with start and goal dots, blocks, and 
4 arrows positioned within the maze was presented (Figure 2.1C). Participants planned a 
route from the start to the goal, as they did in the simple maze condition, and at the same time 
remembered the direction of two arrows encountered along the route (but not the two others). 
Two other arrows were included so as to not bias the planning of the route towards where the 
arrows were. In the execution phase, participants pressed buttons to move from start to goal 
in the maze, and when the route reached an arrow, made an additional button press to indicate 
arrow direction (Figure 2.1C). The green dot only moved for responses that were part of the 
maze task route. In the time pressure condition (cue “fade”), the task was similar to the 
simple maze condition, but at the planning phase, the maze faded away into the white 
background over a period of 0.3 to 1.3 s. The maze immediately started fading linearly from 
the moment it was presented. The fade time was fixed for each participant, as determined in a 
pre-scanning session (see Pre-Scanning Session below). Note that, even though the maze 
faded, participants could still take as long as required to complete their plan, and then pressed 
the button to proceed.  Usually, this happened after the maze had fully disappeared. Finally, 
the reward condition (cue “fade+£1”) was the same as the time pressure condition, except 
that, if the trial had an execution phase, a reward was given for correct completion (£1 per 
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trial). The time pressure was present in the reward condition to make sure the participants did 
not study the maze longer, in order to be more accurate.  
In all conditions, execution trials were followed by a 1 sec feedback display. In the maze 
task, the goal circle turned yellow to indicate correct completion of the trial. A green tick 
indicated correct trials in the arrow task. In the maze task, an error was scored for a keypress 
not moving along an open path. In the arrow task, an error was scored for a keypress in the 
wrong direction. In the complex condition, these rules were combined, with the rule for the 
arrow task implemented whenever the sequence of responses reached an arrow position. 
Errors resulted in immediate termination of the trial, and presentation of error feedback in the 
form of a red cross. A 1 s inter-trial interval separated consecutive trials. 
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Figure 2.1: A. An example simple maze trial. The trial begins with a cue (1 s), followed by 
a fixation period (1 s) and then the planning phase. A blue maze is presented with green and 
magenta dots respectively indicating the starting position and goal. Blue lines extending 
across some paths indicate blocked paths. Participants press a button once they have planned 
a route from the start to the goal, avoiding the blocked paths. Following a delay of 2sec, on 
25% of the trials, there is an execution phase. The maze reappears with the start and the goal 
dots, but not the blocked paths. The participants execute their previously planned route and 
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are given feedback for 1sec. B. Different start positions. Example planning phase mazes 
with start position in centre (left) or at the edge (right). Each maze was designed with only 
one open path adjacent to the start position, and only one open path adjacent to the goal. All 
routes were 4 steps. Routes had one, two or three turns. C. Complex maze. Example maze 
from the complex condition (arrow and maze task to be done together). Start, goal, blocked 
paths and arrows are present. The correct sequence of responses is shown to the right, with 
red indicating responses for the maze and blue indicating responses to arrows. Trials were 
only considered correct if all responses were made in the correct order. 
Pre-Scanning Session 
A practice session took place before the scan. The participants carried out 25 simple maze 
trials, and 2 of each of the other conditions. 40% of the average planning time of the last 20 
simple maze trials (excluding incorrect trials) was set as the fade time to be used in the 
scanner session. All trials in the pre-scanning session had an execution phase, and the 
participants were told that this was not always the case in the scanning session. 
Scanning Session 
The scanning session included a structural scan, eye-tracking calibration and two functional 
runs. Each run consisted of 192 trials, 32 trials of each of the 6 conditions, presented in a 
random order. 8/32 were execution trials, except in the baseline condition, which had no 
execution phase. There were three breaks in each run. During this break, the money earned in 
the reward trials and the number of execution trials completed correctly were presented on 
the screen. The task resumed on a button press by the participants. The average ± SD EPI 
time for each run of the task was 24.8 ± 1.83 min. The task was written and presented using 
Psychtoolbox3 (Brainard 1997) and MatLab (The MathWorks). Stimuli were projected on an 
MRI-compatible screen inside the scanner. 
Data Acquisition 
fMRI data were acquired using a Siemens 3T Prisma scanner with a 32-channel head coil. 
We used a multi-band imaging sequence with a multi-band factor of 3, acquiring 2mm 
isotropic voxels (Feinberg et al. 2010). Other acquisition parameters were:  TR = 1.1s, TE = 
30ms, 48 slices per volume with a slice thickness of 2 mm and no gap between slices, in 
plane resolution 2 × 2 mm, field of view 205 mm, and flip angle 62°. T1-weighted multiecho 
MPRAGE (van der Kouwe et al. 2008) high-resolution images were also acquired for all 
participants (voxel size 1 mm isotropic, field of view of 256 × 256 × 192 mm, TR = 2530ms, 
 54 
TE = 1.64, 3.5, 5.36, and 7.22ms). The voxelwise root mean square across the four MPRAGE 
images was computed to obtain a single structural image.  
Eye Tracking 
The diameter and position of the participant’s left pupil were continuously measured using an 
iView X Version 2.8.26 eye tracker (SensoMotoric Instruments SMI, Teltow, Germany). A 
9-point spatial calibration was performed before the task began. For each trial, the cue, 
fixation, planning, delay, execution and ITI phase onset markers were sent to the eye tracker 
from the MatLab task script. The raw data obtained from the tracker were converted to a text 
file using SMI IDF Converter 3.0.15. For each participant, the mean pupil size during the 
planning phase was calculated for each trial, and then averaged across all trials of the same 
condition. The BeGaze software from SMI was used to automatically detect fixation, blink 
and saccade events. The number of saccades per second for the planning phase was 
calculated for each condition and participant. 
fMRI analysis 
All analysis of fMRI data was performed using SPM12 (Wellcome Department of Imaging 
Neuroscience, London, England; www.fil.ion. ucl.ac.uk), and the Automatic Analysis (aa) 
toolbox (Cusack et al. 2014). Initial processing included motion correction and slice time 
correction. The structural image was coregistered to the Montreal Neurological Institute 
(MNI) template, and then the mean EPI was coregistered to the structural. The structural was 
then normalised to the template via a nonlinear deformation, and the resulting transformation 
was applied on the EPI volumes. Spatial smoothing of FWHM = 5mm was performed for 
whole brain analyses only. 
Separately for each of the 6 conditions, we created planning and execution regressors 
(planning only for the baseline condition), leaving cue, fixation, delay and ITI as part of the 
implicit baseline. For each of the four maze conditions (simple maze, complex, time pressure 
and reward conditions), we separately modelled routes of 1, 2 and 3 turns from the central 
start position (see Figure 2.1B left), and routes with 1 and 2 turns from the outer start position 
(see Figure 2.1B right). The mean response to each maze condition was created by averaging 
these 5 separate route regressors. This was done to remove potential route effects, if any, 
from the condition contrasts presented in the analysis. Planning and execution phases were 
taken as lasting from stimulus onset to response (planning phase - button press indicating the 
end of planning; execution phase – final button press). To create regressors, measured 
 55 
durations for each phase on each trial were convolved with the canonical hemodynamic 
response function. Analyses concerned just regressors from the planning phase of each trial, 
with execution regressors, along with the 6 movement parameters and run means, included as 
covariates of no interest. Note that, for trials with an execution phase, planning data were 
included whether or not execution was correct. 
Our primary analysis focused on a priori MD regions of interest (ROIs). For this analysis, we 
used a template for the MD network ROIs in MNI space as defined in Fedorenko et al., 
(2013) (see t-map at http://imaging.mrc-cbu.cam.ac.uk/imaging/MDsystem). Based on the 
regional divisions in the template, we selected the anterior, middle, and posterior parts of the 
middle frontal gyrus (aMFG, mMFG, and pMFG, respectively), a posterior dorsal region of 
the LFC (pdLFC), AI-FO, preSMA/ACC, and IPS, symmetrically defined in the left and right 
hemispheres (Figure 2.4A). Using the MarsBaR toolbox (http://marsbar.sourceforge.net; 
Brett et al. 2002) for SPM 12, beta estimates for each regressor of interest were averaged 
across runs and across voxels within each ROI, separately for each participant and condition. 
Contrasts between conditions were performed using t-tests. To supplement ROI analysis, 
selected contrasts were also performed voxelwise across the whole brain, corrected for 
multiple comparisons using the false discovery rate (FDR), p <.05 (Benjamini and Hochberg 
1995). 
In a supplementary analysis we repeated critical contrasts in a set of more focused ROIs. 
Resting state connectivity analyses often produce a “frontoparietal control” network 
resembling the MD network (Schaefer et al., 2018; Yeo et al., 2011). To isolate 
“frontoparietal control” voxels, we conjoined each of our MD ROIs with the corresponding 
frontoparietal control network from Yeo et al. (2011; 7-network parcellation). This 
conjunction produced regions of overlap in each of our a priori MD ROIs (minimum overlap 
482 voxels, maximum 7965 voxels, separated by hemisphere). Analyses were then repeated 
on these reduced “conjunction” ROIs. 
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Results 
Behaviour 
Reaction times (RTs) for the planning phase of each condition, along with accuracies for the 
execution phase, are shown in Table 1. All RTs were timed from display onset until response.  
In the baseline condition, it was display offset that triggered the response.  
Planning RT was shortest in the baseline condition, and longest in the complex condition, 
which required planning of responses for both tasks (simple maze and simple arrow). A 
repeated measure ANOVA showed a main effect of condition (F5, 23 = 87.59, p < 0.001). A 
post hoc Tukey-Kramer multiple comparisons test showed that RTs in the baseline condition 
were significantly faster than all other conditions (all p < 0.001). The complex condition had 
significantly longer RTs than all other conditions (all p < 0.001). There was no RT difference 
between the simple arrow, simple maze, time pressure, and reward conditions (all p > 0.05). 
Accuracies of the execution trials were higher in the simple maze and simple arrow compared 
to the complex and reward (plus time pressure) conditions. A repeated measures ANOVA 
showed a main effect of condition (F4, 23 = 6.95, p < 0.001). A post hoc Tukey-Kramer 
multiple comparisons test showed that accuracies in the complex condition were significantly 
lower than simple maze and simple arrow (p < 0.01, p < 0.02, respectively). Accuracy rate 
for the reward (plus time pressure) condition was also lower than the simple maze and simple 
arrow conditions (both p < 0.02). Accuracy in the time pressure condition was not 
significantly different from any other condition (p > 0.05). The overall high execution 
accuracies, and the unpredictability of the execution trials indicated that planning was indeed 
undertaken. 
As noted above, maze routes differed in the number of turns required (1, 2 or 3), and imaging 
analyses were designed to remove these effects from comparisons between conditions.  To 
examine the effect of the number of turns on planning time, we ran two-way repeated 
measures ANOVA with condition (simple maze, complex, time pressure and reward) and 
route complexity as factors (1, 2, or 3 turns). The analysis showed a significant effect (F2, 46 = 
15.45, p < 0.001), with mean planning times for 1-, 2- and 3-turn routes of 1.94 ± 0.1s, 2.11 ± 
0.1s and 2.27 ± 0.1s respectively. Post hoc tests with Tukey-Kramer multiple comparisons 
tests showed a shorter RT for the 1-turn routes compared to both 2-turn and 3-turn routes 
(both p < 0.01), and for 2-turn routes compared to 3-turn (p < 0.01).   
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Table 1. Planning phase RTs and execution phase accuracies in each condition. Values are 
means ± standard errors. 
 Baseline Simple 
maze 
Simple 
arrow 
Complex Time 
pressure 
Reward 
RT (sec) 1.11±0.06 1.56±0.08 1.53±0.07 3.16±0.20 1.58±0.09 1.60±0.09 
 
Accuracy  
(% correct) 
   
97.1±0.75 
 
96.6±1.12 
 
91.1±1.68 
 
91.9±2.00 
 
88.02±2.41 
 
Imaging 
Imaging analyses concerned just the planning phase of each trial. For each ROI, contrasts of 
the 5 active tasks against baseline are shown in Figure 2.2. Note that results for each ROI are 
averaged over left and right hemispheres, with ROIs illustrated on the left hemisphere in the 
centre panel. Separate results for the two hemispheres are shown in Supplementary Figure 
A2.1.The most striking difference between ROIs concerned the contrast of simple tasks 
against baseline. In both hemispheres, this contrast was significant in IPS, pdLFC, 
preSMA/ACC and pMFG, with little hint of activation for remaining ROIs. The same 
remained true in the complex condition, though the contrast with baseline was now 
numerically positive in all ROIs of both hemispheres. With time pressure, significant activity 
against baseline extended to include all ROIs. This activity in all ROIs was further 
strengthened in the reward condition. 
To provide an initial statistical overview, we entered these contrasts against baseline into a 
three-way repeated measures ANOVA with factors condition (5), ROI (7) and hemisphere 
(2). The analysis showed a significant main effect of condition (F4, 92 = 13.43, p < 0.001), 
reflecting the generally increasing pattern of activity from left to right within each panel of 
Figure 2.2.  There was also a main effect of ROI (F6, 138 = 77.64, p < 0.001), indicating much 
stronger overall activation for some ROIs (especially pdLFC, IPS) than others (especially 
AI/FO, mMFG and aMFG).  Though activations were broadly similar on the two sides 
(Figure S1), there was also a significant main effect of hemisphere (F1, 23 = 25.44, p < 0.001). 
Finally there were interactions between condition and ROI (F24, 552 = 10.03, p < 0.001), 
condition and hemisphere (F4, 92 = 26.93, p < 0.001), ROI and hemisphere (F6, 138 = 4.68, p < 
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0.001), and between condition, ROI and hemisphere (F24, 552 = 8.05, p < 0.001), all indicating 
a degree of functional differentiation between ROIs.  
Specific contrasts were then used to isolate the effects of individual variables (Figure 2.3).  
Again results were broadly similar in left and right hemispheres, though with some 
quantitative differences (see Supplementary Figure A2.2). In the following sections, we 
report significant effects averaged across hemispheres, accompanied by results of an 
ANOVA separating the two. 
 
 
Figure 2.2: Functional differences across MD ROIs more prominent in simple tasks. 
Separate panels for each ROI show contrasts (beta values) for each condition minus the 
baseline condition, with standard error of the mean. Red asterisks show significance for a 
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one-tailed t-test against zero (* = p<0.05, ** = p<0.01, *** = p<0.001). Results are averaged 
across hemispheres, with ROIs (centre panel) illustrated on the left hemisphere. 
 
Simple tasks versus baseline 
To examine brain activity associated with the simplest versions of our tasks, we used a contrast of 
simple tasks (mean of simple maze and simple arrow) against baseline. In Figure 2.3, results for each 
MD ROI are shown in the leftmost column of each panel. For this contrast, there was significant 
univariate activity in only a part of the MD network, and in particular, within LFC, only for the most 
posterior regions. The contrast was significant for pdLFC, pMFG, preSMA/ACC and IPS (t23 = 15.50, 
p < 0.001, d = 2.55, t23 = 4.49, p < 0.001, d = 0.84, t23 = 5.60, p < 0.001, d = 0.81, t23 = 10. 06, p < 
0.001, d = 1.44 respectively), but with little hint of activity in AI/FO, mMFG or aMFG (p > 0.1 for 
all).  
A repeated measures ANOVA for this contrast had factors ROI (7) and hemisphere (2). 
Confirming the above selectivity, there was a highly significant main effect of ROI (F6, 23 = 
84.01, p < 0.001). In addition, the analysis showed main effects of hemisphere (F1, 23 = 48.66, 
p < 0.001) and an interaction between the two (F6, 23 = 7.02, p < 0.001). Though the main 
pattern of results was generally similar on the two sides (Supplementary Figure S2), only the 
left hemisphere showed significant activity in the pMFG. 
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Figure 2.3: Increased co-recruitment with increased demand, challenge and reward. 
Separate panels for each ROI show effects (beta values) for each contrast: average of simple 
tasks vs. baseline, complex vs. average of simple tasks, time pressure vs. simple maze, and 
reward vs. time pressure; with standard error of the mean. Red asterisks show significance for 
a one-tailed t-test against zero (* = p<0.05, ** = p<0.01, *** = p<0.001). Results are 
averaged across hemispheres, with ROIs (centre panel) illustrated on the left. 
 
A complementary whole brain analysis for this contrast (Figure 2.4B) confirmed the above 
picture, with activity significant in posterior dorsal LFC, parietal cortex, and preSMA, 
accompanied by the expected substantial recruitment of visual areas. 
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Figure 2.4: Whole brain contrasts. A. Templates of the MD system used for the ROI 
analysis. B-E. t-statistics associated with significant contrasts of: B. average of simple 
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tasks vs. baseline; C. complex vs. average of simple tasks; D. time pressure vs. simple maze; 
E. reward vs. time pressure. Contrasts are corrected for multiple comparisons using FDR 
(p<0.05). Maps do not include activity in the dorsal part of the parietal lobe, as data for this 
region were not acquired for 4 participants. Note that ROI results do not change on excluding 
those 4 participants. 
 
Complexity 
A contrast of the complex condition versus the mean of the two simple tasks was used to 
examine effects of complexity. Results for each MD ROI are shown in the second column of 
each panel in Figure 2.3. In IPS and pMFG, activity already present in the simple tasks was 
further increased in the complex condition, especially in IPS (t23 = 6.92, p < 0.001, d = 1.14 
for IPS and t23 = 1.84, p = 0.039, d = 0.22 for pMFG). With increasing complexity, activity 
also appeared in three new MD regions, AI/FO and mMFG and aMFG (t23 = 3.71, p < 0.001, 
d = 0.49, t23 = 3.09, p < 0.01, d = 0.38, t23 = 2.00, p < 0.05, d = 0.21 respectively). pMFG 
showed significant activity only in the left hemisphere, while mMFG and aMFG showed 
activity only in the right (Supplementary Figure S2). For pdLFC and preSMA/ACC, activity 
already present in the simple tasks remained at the same level in the complex condition (p > 
0.1 for both), though this conclusion is tempered by whole brain analysis (see below).  
A repeated measures ANOVA for this contrast showed a main effect of ROI (F6, 23 = 20.96, p 
< 0.001), an interaction of ROI and hemisphere (F6, 23 = 2.77, p < 0.05), but no main effect of 
hemisphere. Again, the pattern of results was broadly similar on the two sides, with the 
differences noted above for pMFG, mMFG and aMFG (Supplementary Figure S2). 
For this contrast, whole brain analysis (Figure 2.4C) showed increased activity throughout 
the MD network, including regions that were and were not activated by the simple tasks 
alone. A small region of significant increase was observed in the preSMA/ACC, though not 
sufficient (and/or too anterior) to determine results in the entire ROI. Similarly, in the 
posterior dorsal frontal cortex, whole brain analysis suggested additional activity in the 
complex condition, but immediately anterior to the a priori pdLFC ROI. 
Time pressure 
Figure 2.3 shows results for the time pressure manipulation in the third column of each panel. 
Most MD regions showed increased activity with increasing time pressure (t23 = 5.82, p < 
0.001, d = 1.26, t23 = 3.84, p < 0.001, d = 0.74, t23 = 3.94, p < 0.001, d = 0.67, t23 = 3.35, p < 
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0.01, d = 0.59, t23 = 3.45, p < 0.01, d = 0.65 for AI, aMFG, mMFG, pMFG and 
preSMA/ACC respectively). The exceptions were pdLFC and IPS that did not show this 
effect (p > 0.05 in each case), though for IPS, the effect was significant in the right 
hemisphere (Supplementary Figure S1). With time pressure, in particular, aMFG was now 
strongly added to the active network.  
Repeated measures ANOVA for this contrast showed a main effect of ROI (F6, 23 = 9.44, p < 
0.001), a main effect of hemisphere (F1, 23 = 5.15, p < 0.05), and an interaction between the 
two (F6, 23 = 3.09, p < 0.05).  
The corresponding whole brain map (Figure 2.4D) confirmed this picture, with activity now 
extending into anterior regions of MFG and AI. Whole brain maps again showed increased 
activity in a region immediately anterior to the pdLFC ROI. Additional bilateral activity was 
seen in posterior temporal cortex.  
Reward 
To isolate the effect of potential reward, we contrasted the “reward” condition with the “time 
pressure” condition. These conditions had matched time pressure and differed only in 
whether correct performance was rewarded. In Figure 2.3, results for this contrast are shown 
in the rightmost column of each panel. Significant increases with reward appeared in all ROIs 
except pMFG (t23 = 3.43, p < 0.01, d = 0.61; t23 = 2.46, p < 0.02, d = 0.43; t23 = 1.84, p < 
0.05, d = 0.35; t23 = 2.82, p < 0.01, d = 0.43; t23 = 5.05, p < 0.001, d = 0.80; t23 = 3.50, p < 
0.001, d = 0.42, for AI, aMFG, mMFG, preSMA/ACC, IPS and pdLFC, respectively; for 
pMFG, p = 0.056, d = 0.26). 
Repeated measures ANOVA for this contrast showed a main effect of ROI (F6, 23 = 8.18, p < 
0.001), but not of hemisphere. There was also a significant interaction (F6, 23 = 4.33, p < 
0.05). In all three MFG regions, reward effects were significant on the right but not the left 
(Supplementary Figure S2). 
The corresponding whole brain map (Figure 2.4E) confirmed this picture, with the map 
showing the entire MD network, especially in the right hemisphere. Again, there was a 
further activity increase immediately anterior to the a priori pdLFC ROI. Increased activity 
was also seen in more rostral parts of the ACC, along with visual cortex and multiple 
subcortical structures including ventral and dorsal striatum, in line with well-known roles in 
reward processing. 
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Conjunction ROIs 
In a supplementary analysis, contrasts were repeated for reduced ROIs, formed by the 
intersection of our MD ROIs with a frontoparietal control network from Yeo et al. (2011). 
Results are show in Figure 2.5. Again, only IPS, pdLFC, pMFG and preSMA/ACC were 
more active in the simple tasks compared to the baseline. Using these more focused ROIs, all 
regions showed increased activity in the complex contrast, including pdLFC and 
preSMA/ACC, which did not show this effect when the entire ROI was used. All regions also 
showed significant effects of time pressure (previously absent in pdLFC and IPS) and reward 
(previously absent in pMFG). With these more focused ROIs, there was a clarified picture of 
selective activity in simple tasks, coupled with increasing activity across the entire network 
with increase in complexity, time pressure and reward. 
 
 
Figure 2.5: Reduced ROIs highlighting co-recruitment with increased demand, 
challenge and reward. Data as in Figure 2.3 for reduced ROIs (overlap of a priori MD ROIs 
 65 
with frontoparietal control network from Yeo et al., 2011). Reduced ROIs (centre panel) are 
illustrated on the left hemisphere. 
Eye tracking  
For each condition, Table 2 shows the mean increase in pupil size between the initial fixation 
phase of each trial (1 s following the task cue; see Figure 2.1) and the planning phase. A one-
way repeated measures ANOVA showed a main effect of condition (F5, 23 = 10.62, p < 
0.001). Post hoc Tukey-Kramer multiple comparisons test showed that pupil dilation in the 
reward condition was higher than all other conditions (p < 0.005 for comparison with all 
other conditions, d = 1.12, 1.36, 1.28, 1.46, 0.56 for baseline, simple maze, simple arrow, 
complex, and time pressure respectively). No other differences were significant, though a 
planned comparison between the time pressure and simple maze conditions showed a trend in 
the predicted direction (t23 = 1.84, p = 0.074). Pupil sizes during the initial fixation period 
were not significantly different between conditions.  
Saccade rates (number of saccades per second) for each condition are also shown in Table 2. 
A one-way repeated measures ANOVA showed a main effect of condition (F5, 23 = 15.10, p < 
0.001). Similar post hoc tests as for pupil size analysis showed that the baseline condition had 
the lowest saccade rate (p < 0.001, d = 1.34 and d = 1.11 for comparison with simple maze 
and complex, p < 0.05, d = 0.91 and d = 0.72 with simple arrow and reward; and p = 0.13, d 
= 0.50 with time pressure). Saccade rates were higher in the simple maze condition compared 
to time pressure and reward (p < 0.001, d = 0.67, d = 0.65), probably because, in the latter, 
the maze disappeared while planning was still in progress. Saccade rates were similar in 
simple maze, simple arrow and complex conditions (p > 0.1). 
Table 2. Planning phase: pupil size (increase from fixation period) and saccade rate. Values 
are means ± standard errors. 
 Baseline Simple 
maze 
Simple 
arrow 
Complex Time 
Pressure 
Reward 
Size increase 
(mm) 
0.10±0.07 0.11±0.05 0..07±0.04 0.06±0.03 0.27±0.11 0.55±0.11 
 
Saccade Rate 
(saccades/sec) 
 
2.57±0.14 
 
3.20±0.15 
 
3.43±0.15 
 
3.31±0.14 
 
2.93±0.16 
 
3.01±0.12 
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Discussion 
MD regions are recruited in many different cognitive tasks. Previously it has been suggested 
that they construct the successive steps of a mental control program, each step binding 
together the required stimuli, responses, rules into the correct combinations. Across MD 
regions, previous data suggest a degree of specialization especially at low load, with 
progressive recruitment of the entire network as load increases. While differentiation between 
MD regions may reflect preferential access to different task features, co-recruitment may 
reflect increasing information integration and exchange – matching the findings of multivoxel 
pattern analysis, with widespread but quantitatively varying representation of multiple task 
features across MD regions (Woolgar et al. 2016) . To examine differentiation and co-
recruitment, we used a spatial maze and manipulations of complexity, time pressure and 
reward, comparing profiles of activity across an a priori set of MD regions.  
As predicted, the strongest differentiation between MD regions came from the comparison of 
simple tasks against baseline. For this contrast, the results suggested recruitment of a largely 
posterior frontal network, including pdLFC and pMFG, accompanied by IPS and 
preSMA/ACC (Figure 2.3). The MD regions examined here show increased activity in many 
tasks, some with no evident spatial element (Fedorenko et al. 2013). At the same time, as 
noted earlier, it is likely that regions overlapping with or close to pdLFC and IPS have strong 
involvement in spatial operations, and indeed, much imaging evidence indicates a relative 
specialization of these regions for spatial tasks (Nee et al., 2013; Owen et al., 2005; Rottschy 
et al., 2012; Wager and Smith, 2003). With close proximity and functional connections to 
other spatial regions, pdLFC and IPS may be the first to be strongly recruited in a spatial task, 
with additional MD regions added as demands increase. Beyond this specific role in spatial 
operations, it is also possible that posterior frontal and parietal regions are the first to be 
recruited in many kinds of task, with activity spreading anteriorly as demands increase. This 
would match previous results suggesting anterior spread with increased rule complexity (e.g. 
Badre and D’Esposito, 2007, 2009; Crittenden and Duncan, 2014). More work is needed to 
establish whether the current results are specific to tasks with a strong spatial element, or 
whether they are more general and apply to other cognitive domains as well. 
In the complex condition, as predicted, there was widespread increase of activity across the 
MD network. This increase was especially clear in the reduced ROIs produced by 
overlapping our a priori MD regions with the Yeo et al. (2011) frontoparietal control network 
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(Figure 2.5). As compared to simple tasks, activity now spread forward along the lateral 
frontal surface, and appeared in AI/FO. Of those regions already recruited in the simple tasks, 
activity further increased in IPS and pMFG, though for pdLFC and preSMA/ACC, this was 
visible only in the reduced ROIs. 
Time pressure was introduced to make the simple maze task more challenging, while keeping 
computational operations much the same. Based on the literature, we thought it possible that 
AI/FO and preSMA/ACC would be the most sensitive to time pressure, and indeed, the effect 
was numerically strongest in AI/FO. More broadly, however, the pattern of results resembled 
the effects of complexity, with strengthened activity in several of those regions already 
involved in the simple tasks (pMFG, right IPS and preSMA/ACC), maintained activity in 
others  (pdLFC), and now strong recruitment of all remaining MD regions (AI/FO, mMFG 
and aMFG). Again, increases were more consistent in reduced ROIs formed from overlap 
with the Yeo et al. (2011) frontoparietal control network. In line with these findings, other 
studies have implicated bilateral LFC, ACC and AI in processing speeded stimuli (Peelle et 
al. 2004; Loose et al. 2006). 
Similarly, we had anticipated that selected MD regions - especially preSMA/ACC – might be 
most sensitive to reward, but instead, reward effects were widespread throughout the MD 
network. The whole brain contrast in the reward condition also showed activation in 
subcortical regions - including ventral and dorsal striatum, both involved in reward 
processing (Liu et al. 2011; Bartra et al. 2013; Clithero and Rangel 2014) - and spreading 
forward from preSMA/ACC into reward-related rostral ACC (de la Vega et al. 2016). 
Another notable feature of the whole brain map – shared with the time pressure condition – 
was activity around the temporoparietal junction. Activity in this region has often been 
associated with unusual, important events (Downar et al. 2002; Krall et al. 2015), perhaps 
including the challenge that was introduced with the disappearance of the maze to be solved. 
Widespread MD recruitment with increasing reward is broadly consistent with a number of 
previous studies (Padmala and Pessoa 2011; Dixon and Christoff 2012). 
Regarding pupil size, we found a significant increase over baseline only in the reward 
condition, with some additional evidence for the predicted increase in the time pressure 
condition.  Our results are consistent with those of Chiew & Braver (2014), Gergelyfi et al. 
(2015) and Muhammed et al. (2016), who all found pupil size to be correlated with reward 
magnitude. Greatest pupil dilation in the reward condition was associated with strongest 
response throughout the MD system (Figure 2.2).  
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Though our three manipulations all showed a broad pattern of MD co-recruitment, there were 
also clear quantitative differences between ROIs. For each manipulation, ANOVA showed 
significant effects of ROI, with additional differences in exact activity pattern between 
hemispheres. For complexity, for example, the strongest effect was seen in the IPS. Plausibly, 
the IPS has most immediate access to the spatial features of the task, and thus most sensitivity 
to the increases spatial demand of interleaving maze and arrow processing. For time pressure, 
in contrast, the strongest effect was seen in AI/FO, accompanied by the trend to increased 
pupil dilation mentioned above. Among MD regions, perhaps AI/FO, as we had predicted, is 
most closely associated with autonomic arousal, showing the dominant response as arousal 
increases. At the same time, effective cognition requires multiple task features to be 
integrated. For example, when time pressure and reward drive autonomic arousal and mental 
effort, this effort must be specifically linked to the spatial operations of maze and arrow 
processing. Such integration, we suggest, is reflected in broad MD co-recruitment for all task 
manipulations. 
An important question is the potential contribution of eye movements to our results. 
Plausibly, in particular, both pdLFC and IPS might contribute to control and production of 
saccades, with pdLFC lying close to the location of the human frontal eye field (FEF) 
(Pierrot-Deseilligny et al. 1991; Corbetta et al. 1998) and the IPS containing the parietal eye 
field (Muri et al. 1996). Saccades of course were more frequent in all active conditions 
compared to baseline, somewhat resembling the activity profile of pdLFC. It seems unlikely, 
however, that activity profiles in IPS, and perhaps also pdLFC, can be entirely explained by 
overt saccadic activity. For example, the rate of saccade production was well matched in 
complex and simple tasks, while complexity strongly increased IPS activity. Saccades may 
well have contributed, however, especially to activity in pdLFC, along with possible 
differences in planning of both executed and non-executed saccades. 
In this light, it is intriguing that, in whole brain analysis, we found increased activity linked to 
complexity and time pressure in a region just anterior to our pdLFC ROI. In recent analysis 
of data from the Human Connectome Project, we have found evidence for an MD region 
lying not in the human FEF, but just anterior to it (Assem et al. 2019) . Given individual 
variability between participants, and uncertainties in coregistration, it is possible that, in the 
current study, the pdLFC ROI derived from previous data was dominated, not by the intended 
MD region, but by FEF lying just posterior to it. Higher spatial-resolution fMRI data could be 
used to address this possibility. 
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Across the MD system, our results illustrate the balance between relative specialization, 
especially at low load, and progressive co-recruitment as demand or motivation increase. 
Across MD regions, there were clear quantitative differences in response to our three 
manipulations of complexity, time pressure and reward. At the same time, the broad pattern 
of progressive MD recruitment was much the same across manipulations. At each step of a 
mental control program, different kinds of mental content must be integrated to produce the 
required cognitive operations. Especially at low load, differentiation between MD regions 
may reflect preferential access to different task features. As task demands or motivation 
increase, however, there is increasing information exchange and integration, reflected in 
increasingly widespread activity across the MD network. 
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Chapter 3 
Individual-subject functional localization increases 
univariate activation but not multivariate pattern 
discriminability in the ‘multiple-demand’ frontoparietal 
network 
Introduction 
Multiple studies have provided consistent evidence for the involvement of a large distributed 
network of frontal and parietal regions in cognitive control and flexible goal-directed 
behavior (Desimone and Duncan 1995; Duncan and Owen 2000; Duncan 2006b, 2010b; 
Stiers et al. 2010; Duncan 2013b; Fedorenko et al. 2013). This network has been termed the 
‘multiple-demand’ (MD) network (Duncan, 2006), and it closely resembles other networks 
that have been associated with control processes such as the cognitive control network (e.g. 
Cole and Schneider, 2007), task-activation ensemble (Seeley et al. 2007), and task-positive 
network (Fox et al., 2005). The MD network includes the intraparietal sulcus (IPS), the 
anterior-posterior axis of the middle frontal gyrus (MFG), the anterior insula and adjacent 
frontal operculum (AI/FO), the pre-supplementary motor area (pre-SMA) and the dorsal 
anterior cingulate (ACC) (Duncan 2010b, 2013b). A primary characteristic of this network is 
an increase in activity with increased demand, especially seen through functional magnetic 
resonance imaging (fMRI) blood oxygenation level dependent (BOLD) activity, across a 
variety of cognitive domains such as working memory, task switching, inhibition, math, and 
problem solving (Dove et al. 2000; Cole and Schneider 2007; Fedorenko et al. 2013; 
Shashidhara, Mitchell, et al. 2019). 
The development of multivoxel pattern analysis (MVPA) methods (Haxby et al. 2001b; 
Haynes and Rees 2006; Kriegeskorte et al. 2006) has further led to a variety of findings 
related to the representation of multiple aspects of cognitive control across the MD network. 
These include attentional effects, adaptive coding, and coding of target features and task rules 
(Woolgar, Thompson, et al. 2011; Nee and Brown 2012; Nelissen et al. 2013; Erez and 
Duncan 2015; Etzel et al. 2016; Wisniewski et al. 2016). MVPA allows for a fine-grained 
investigation of distributed patterns of activity and the information that is conveyed in these 
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patterns related to different experimental conditions and their respective cognitive constructs. 
However, its use in the frontoparietal MD network has been limited by overall low decoding 
levels, or discriminability between conditions, compared to other brain systems (Bhandari et 
al. 2018). This could be, at least in part, due to differences between individuals in respect to 
the spatial organization of the network. Indeed, it has been demonstrated that across the 
fronto-parietal lobes, several close by regions have been fractionated into different networks 
in resting state studies, with different boundaries in individuals (Yeo et al. 2011; Glasser et 
al. 2016; Schaefer et al. 2018). Nevertheless, many MVPA studies of the MD network used a 
group template to define regions of interest (ROIs) for all subjects to investigate task-related 
representations. Such a group template is robust and easily comparable across studies. 
However, it provides high sensitivity at the cost of specificity to individual differences, as it 
might not accurately identify regions in individual subjects due to both anatomical and 
functional differences (Brett, Johnsrude, et al. 2002; Nieto-Castañón and Fedorenko 2012; 
Fedorenko et al. 2013). 
An alternative to the group template is using an independent functional localiser task to 
establish subject-specific ROIs. In this approach, participants perform a short task in addition 
to the main task in the scanning session, and the data from this task is used to localize 
regions-of-interest to be tested with data from the main task. This method is commonly used 
in vision research (Reddy and Kanwisher 2007; Erez and Yovel 2014; Lafer-Sousa et al. 
2016; Weiner et al. 2018). For example, specific tasks are used to identify regions in 
individuals that are recruited for face processing (Kanwisher et al. 1997; Berman et al. 2010) 
and object processing (Malach et al. 1995). Task contrasts such as faces versus scrambled 
faces or objects versus scrambled objects are applied, and ROIs can be identified by the 
experimenter as clusters of activity in individual subjects. However, this alternative of 
manually defining ROIs by the experimenter using a functional localiser is subjective and 
therefore may be prone to biases, inaccuracies, and reduced reproducibility (Krishnan et al. 
2006; Garrison et al. 2015). 
To overcome the limitations of both the group template and the individual manually-defined 
regions, a hybrid group-constrained subject-specific approach has been proposed for use in 
the language system (Fedorenko et al. 2010, 2012), and later expanded to the ventral pathway 
of the visual system (Julian et al. 2012) and theory of mind regions (Paunov et al. 2019). In 
this approach, independent subject-specific localiser data are collected in addition to the main 
experimental task, then the thresholded contrast data from this task are masked with a group 
template of regions and only the voxels that were responsive to the localiser task within the 
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group template are used for further analysis in the main experimental task. The advantage of 
this approach is the use of a group template that ensures targeting of similar areas for all 
participants, as well as refining this localization by subject-specific activations within these 
areas. It therefore offers an objective experimenter-independent definition of subject-specific 
regions that does not require manual region definition. Importantly, it supports comparability 
across different studies because selected voxels in individual subjects are constrained to a 
group template. Using this group-constrained subject-specific ROIs approach has been shown 
to increase the detected univariate BOLD response associated with contrasts of interest in 
language-related areas compared to when a group template was used as ROIs (Fedorenko et 
al. 2010). More generally, the benefit of using individually defined ROIs for univariate 
results has been shown for the visual system (Saxe et al. 2006) and has been modelled and 
demonstrated using simulation data (Nieto-Castañón and Fedorenko 2012). 
The hybrid group-constrained subject-specific approach has been subsequently used for the 
MD network in studies that used both univariate (Blank et al. 2014; Blank and Fedorenko 
2017; Mineroff et al. 2018; Paunov et al. 2019) and multivariate measures (Erez and Duncan 
2015; Shashidhara and Erez 2019) related to control processes. A spatial working memory 
task that has been previously demonstrated to robustly recruit the MD network, was used as a 
localiser. In this localiser task, a highly demanding condition is contrasted with an easier 
version of the same task to identify the network in individual subjects, then constrained by an 
anatomical or group-average functional template to define the subject-specific ROIs. 
However, it remains an open question whether using these refined ROIs at the single subject 
level has any benefit for multivariate results in the MD network, similarly to the benefits that 
were previously reported for univariate results (Saxe et al. 2006; Fedorenko et al. 2010; 
Nieto-Castañón and Fedorenko 2012). Using the MD group template for MVPA means that 
many voxels outside the individually-defined functional MD regions are included in the 
analysis, which may not express the domain-general characteristics of the MD network. In 
fact, they may be part of other nearby brain systems (Yeo et al. 2011; Glasser et al. 2016; 
Schaefer et al. 2018), and their inclusion in the multivariate analysis may potentially mask 
out pattern-based differences between the experimental conditions of interest. If this is indeed 
the case, then the identification of the MD network in individual subjects has the potential to 
critically improve our ability to detect the neural signature of control processes as measured 
by multivariate methods, thus substantially increasing the benefit of using MVPA in 
cognitive control research. On the other hand, it has been previously demonstrated in the 
visual system and using simulations that even voxels outside the regions of increased 
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univariate activity contribute to multivoxel discrimination (Haxby et al. 2001b; Kriegeskorte 
et al. 2006). This implies that using more finely-defined subject-specific ROIs instead of the 
large and broad group template may potentially reduce discrimination levels. A related point 
concerns the size of ROIs. Increased decoding levels have been previously linked with 
increased size of ROI, at least in the visual system (Eger et al. 2008; Walther et al. 2009; Said 
et al. 2010), implicating the importance of controlling for the ROI size for MVPA. Using the 
group-constrained subject-specific ROIs allows for such control by selecting a fixed number 
of voxels from each ROI with the largest localiser contrast values. Such control for ROI size 
enables the comparison of decoding levels between the different regions within the network, 
which vary in size, as well as with regions outside this network. This, however, should not 
come at the expense of reduced decodability, if indeed the use of smaller ROIs reduces 
pattern discriminability. Overall, existing data provide only limited evidence regarding the 
link between the use of subject-specific ROIs and multivoxel pattern measures in the MD 
network. 
In the current study, we build on the previously reported findings and ask whether using 
functionally-defined subject-specific ROIs affects multivoxel pattern results in the MD 
network. Because the recruitment of the MD network at the group level is observed across a 
range of cognitive domains (Fedorenko et al. 2013), different tasks can be potentially used as 
localisers. We therefore also ask whether different localisers may have different effects on 
multivariate results. To address these questions, we use three localiser tasks and an 
independent rule-based criterion task. The localiser tasks are spatial working memory, verbal 
working memory, and a Stroop-like task, which have all been previously shown to 
consistently recruit MD regions (Fedorenko et al. 2013). We first assess the reliability and 
variability of the level of recruitment of the MD network by the localisers. We then assess the 
benefit of the subject-specific ROIs for univariate results in the independent criterion task, 
aiming to replicate and generalize previous findings. Finally, we systematically test for the 
effect of using the subject-specific ROIs defined by each of the three localisers on 
multivariate results in the independent criterion task. We provide an important empirical 
evidence for the effect of using subject-specific ROIs on the ability to detect task-related 
representations in the MD network as reflected in distributed patterns of activity. 
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Methods  
Participants  
A total of 25 healthy participants (18 female, mean age 23.8 years) took part in the study. 
Three participants were excluded because of movements larger than 5 mm during at least one 
of the scanning runs, and one participant was excluded due to slice by slice variance larger 
than 300 after slice time correction in more than two runs. In addition, two participants were 
excluded due to technical problems with the task scripts. Lastly, one participant was excluded 
to maintain the balance of the order of localisers across participants. This participant was 
chosen randomly out of the participants who had the same order of localisers and prior to any 
data analysis beyond pre-processing. Overall, 18 participants were included in the analysis. 
All participants were right-handed and had normal or corrected-to-normal vision. Participants 
were either native English speakers or had learnt English at a young age and received their 
education in English. Participants gave written informed consent prior to participation and 
received a monetary reimbursement at the end of the experiment. Ethical approval was 
obtained from the Cambridge Psychology Research Ethics Committee.   
Experimental paradigm  
The study consisted of three localiser tasks and one rule-based similarity judgement task. The 
localisers were: a spatial working memory (WM) task, a verbal working memory task and a 
Stroop task, variations of which have previously been shown to recruit the MD network 
(Fedorenko et al. 2013). The rule-based task was used as a criterion task to test for univariate 
effects and rule decoding using MVPA, using both subject-specific ROIs based on activation 
data from the localisers and the group template. Participants practiced all tasks before the 
start of the scanning session. During scanning, participants performed two runs of each 
localiser followed by four runs of the rule-based task. The two runs of the same localiser 
always followed each other, and the order of the three localisers was balanced across 
participants. The average total scanning session duration was 105 minutes. 
Localiser tasks and criterion task  
The spatial WM and verbal WM localiser tasks were adapted from Fedorenko et al. (2013) 
and the Stroop task was adapted from Hampshire et al. (2012). The localisers were chosen 
based on their consistent recruitment of the MD network as has been shown by Fedorenko et 
al. (2013). The localisers all followed a blocked design. Each run contained 10 blocks, 
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alternating between Easy (5 blocks) and Hard (5 blocks) task conditions. There were no 
indications for the start or end of each block. The localiser tasks were designed to be used 
with a contrast of Hard versus Easy conditions, and in order to keep them as short as possible 
they did not include fixation blocks. The first run always started with an Easy block, and the 
second with a Hard block. All blocks lasted for 32 seconds, leading to a total run duration of 
5 minutes and 20 seconds.  
All tasks were coded and presented using Psychtoolbox (Brainard 1997) for MatLab (The 
MathWorks, Inc.). Stimuli were projected on a 1920 x 1080 screen inside the scanner, and 
participants used a button box, with one finger from each hand to respond.  
Localiser 1: spatial WM task  
In the spatial WM task (Figure 3.1A), each trial started with an initial fixation dot (0.5 s), 
followed by a 3x4 grid with either one (Easy condition) or two (Hard condition) highlighted 
cells. The highlighted cells were displayed over four seconds, with different cells highlighted 
every one second, leading to an overall four (Easy condition) or eight (Hard condition) 
highlighted cells in each grid. In a subsequent two-forced choice display, two grids with 
highlighted cells were presented on the right and left sides of the screen. Participants pressed 
a button (left or right) to indicate which grid matched the previously highlighted cells. After a 
response window of 3.25 s, a feedback was presented for 0.25 s. The correct grid appeared an 
equal number of times on the right and left. Overall, each trial was 8 s long, and each task 
block contained four trials.  
Localiser 2: verbal WM task  
The verbal WM task (Figure 3.1B) followed a similar design to the spatial WM task. 
Following fixation (0.5 s), participants were presented with four consecutive screens 
containing one (Easy condition) or two (Hard condition) written digits. In a following two 
choice display, participants indicated the correct sequence of digits by pressing a button. The 
two answer options were displayed at the center of the screen, one above the other for ease of 
reading. The left button was used to choose the sequence on top, while the right button was 
used for the sequence at the bottom. The correct sequence appeared an equal number of times 
on the top and bottom. Following a response window of 3.25 s, participants were given 
feedback at the end of each trial (0.25 s). Each trial was 8 s long, and each task block 
contained four trials. 
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Localiser 3: Stroop task  
The third localiser was a variation of the Stroop task (Figure 3.1C). On each trial, following a 
fixation dot (0.5 s), participants were presented with a test word, which was the name of a 
color, written in color at the top of the screen. In the Easy condition, the ink color was the 
same as the color name (congruent) (e.g. the word ‘green’ written in green ink), and in the 
Hard condition the ink color and the color name were different (incongruent) (e.g. the word 
‘red’ written in green ink). Participants had to indicate the ink color (rather than the written 
color name) by choosing one of two answer options at the bottom of the screen, displayed at 
the same time. The answer options were color name words, and their ink color was different 
from its name. Participants had to choose the word, i.e. the written color name (regardless of 
the ink color), that matched the ink color of the test word at the top. Therefore, participants 
had to switch between attending to the ink color of the test word (ignoring the written color 
name) to detecting the matching written color name (and ignoring the ink color) out of the 
two answer options at the bottom. We used a total of six colors throughout the task. In the 
congruent condition, the ink color of the answer options was chosen randomly, excluding the 
color name (and ink color) of the test word (e.g. the options for the above congruent test word 
example could be the word ‘blue’ written in brown ink and ‘green’ written in purple ink, with 
the latter being the correct answer). In the incongruent trials, the ink color of one of the 
answer options matched the color name (and not the ink color) of the test word. On half of 
the incongruent trials, it was the correct answer that had the same ink color as the test word 
color name (for example, if the test word is ‘red’ written in green, then a correct answer could 
be ‘green’ written in red). On the other half, it was the incorrect option with ink color the 
same as the test word color name (e.g. if the test word is ‘red’ written in green, then the 
incorrect option could be ‘purple’ written in red, see example in Figure 3.1C). This was done 
to further increase the conflict between stimuli and thus the difficulty level of the hard blocks 
while ensuring that the ink color of the test word cannot be used when choosing an answer. A 
total of six colors were used in this task (red, green, blue, orange, purple, and brown). 
Participants had 1.25 s to view the stimuli and respond, after which they received feedback 
for 0.25 s. Each trial was 2 s long, and blocks consisted of 16 trials each.  
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Figure 3.1. Schematic overview of the Hard condition of the three localiser tasks and the 
rule-based similarity judgement task. A: Spatial working memory task. Participants were 
presented with highlighted cells in a 3x4 grid, on four consecutive screens. In the Easy 
condition, one cell was highlighted at a time, and in the Hard condition two cells were 
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highlighted in each screen. They selected the grid with the correctly highlighted cells in a 
subsequent two-forced choice display. They received feedback after each trial. Positive 
feedback was indicated by a green tick, and negative by a red cross. B: Verbal working 
memory task. A design similar to the spatial working memory task was used, with written 
digits instead of a grid. C: Stroop task. In each trial, three color names were presented. 
Participants selected the answer option (out of two options at the bottom) that described the 
ink color of the test word on top. In the Easy condition, the ink color of the test word matched 
its color name (congruent), and in the Hard condition they were different (incongruent). In 
this example of a Hard trial, the correct answer is the word ‘green’ written in brown, and the 
ink color of the distractor (the word ‘purple’ written in red ink) matches the color name of the 
test word, thus increasing the difficulty level. See the text (2.3.3) for more details. For all 
localiser tasks, feedback was presented at the end of each trial. D: Rule-based similarity 
judgement task. The six rules with the corresponding colored frames, paired by the category 
domain that they should be applied on (left). In each trial, a colored frame indicated the rule, 
followed by two images. Participants indicated whether the images are the ‘same’ or 
‘different’ based on the rule. Transitions between trials could be either the same rule and 
category domain (‘Stay’), a switch of rule within the same category domain (‘within-category 
Switch’), or a switch of rule between category domains (‘between-category Switch’). In this 
example (right), participants indicated whether the two faces have the same gender or not in 
the first trial, followed by a Stay trial and a between-category Switch trial. 
 
Criterion rule-based similarity judgment task  
The rule-based similarity judgement task was a variation of a task previously used by 
Crittenden and colleagues (2016, 2015) and Smith et al. (2018). This was chosen as the 
criterion task because it allowed for testing both univariate and multivariate effects. 
Univariate effects were addressed using a task switching aspect of the task. Multivariate 
effects were addressed using rule decoding, which has been previously observed across the 
MD network using this task. Additionally, this task enabled a more detailed investigation of 
the potential effect of using individual ROIs on the difference between two types of rule 
discriminations. 
Prior to the start of the scanning session, participants learned to associate colored frames with 
six rules (Figure 3.1D). In each trial, participants indicated whether two displayed images 
were the same or different based on the given rule. The six rules were applied on stimuli from 
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three different category domains (faces, buildings, words), with two rules per category. The 
rules and category domains were: (1) Gender (male/female, red frame) and (2) Age 
(old/young, light blue frame) applied on faces; (3) Building type (cottage/skyscraper, green 
frame) and (4) Viewpoint (seen from the outside/inside, magenta frame) applied on buildings; 
(5) First letter (dark blue frame) and (6) Last letter (yellow frame) applied on words and 
pseudo-words. 
Each trial began with a colored frame (2 s) that indicated the rule to be applied. This was 
followed by two stimuli presented to the left and right of a fixation cross (Figure 3.1D) and 
the cue replaced by a black frame. Participants had to respond ‘same’ or ‘different’ based on 
the rule by pressing the left or right button, and response mapping was counterbalanced 
across subjects. The task was self-faced and the stimuli were on the screen until a response 
was made. Each trial was followed by an inter-trial interval (ITI) of 1.75 s. The colored frame 
was 14.96° visual angle along the width and 11.60° along the height. The choice stimuli were 
displayed at 3.68° eccentricity from the center and were 6.0° and 4.5° along the width and 
height. 
We used an event-related design, with 12 trials per rule in each run. Out of these, half (6) of 
the trials had ‘same’ as correct response and half (6 trials) had ‘different’ as correct response. 
Out of the 6 trials with ‘same’ as correct response, half (3 trials) also had ‘same’ as correct 
response if the other rule for the category was applied, therefore identical responses using 
either rule for this category. The other half (3 trials) had ‘different’ as correct response using 
the other rule in this category, therefore different responses for the two rules. A similar split 
was used for the 6 trials with ‘different’ as the correct response. To decorrelate the cue and 
stimulus presentation phases, 4 out of 12 trials of each rule were chosen randomly to be catch 
trials, in which the colored frame indicating the rule was shown, but was not followed by the 
stimuli. 
The task included switches between rules that were used for the univariate analysis. Trial 
switches were defined based on the rules in two consecutive trials. In ‘Stay’ trials, the 
previous trial had the same rule and category domain. For ‘within-category Switch’ trials, the 
previous trial had the same category domain (faces, buildings, or letters) but a different rule 
(e.g. age vs. gender for faces). For ‘between-category Switch’ trials, the previous trial had a 
different category domain and therefore necessarily a different rule. There was an equal 
number of Stay, within-category Switch and between-category Switch trials (24). The order 
of the trials was determined pseudo-randomly while balancing the types of switches. Each 
run included a total of 73 trials, with an extra trial at the beginning of the run that was 
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required for the balancing of the switch types. This trial was assigned a random rule and was 
excluded from the analysis. 
To address multivariate effects, we used decoding of rule pairs in the task. Each pair of rules 
out of the six could then be referred to as either ‘within-category’, i.e., applied on the same 
category domain, or ‘between-category’, i.e., applied on different category domain. The idea 
being, while all rules may be decoded across the frontoparietal network, the ‘between-
category’ rules might be more distinct (i.e. higher decoding levels) than ‘within-category’ 
rules (Crittenden et al. 2016). To avoid confounding the rule representation with visual 
information in the task used by Crittenden et al. 2016, we used a variant of this task, with 
separate cue and stimulus presentation phases in each trial (Smith et al. 2018). 
The participants practiced the task prior to the scanning session until they learned the rules. 
The practice consisted of two parts. During the first part, trials included feedback, while 
during the second part feedback was omitted. There was no feedback during the scanning 
session runs of this task. During the scanning session, after completing the localiser tasks, the 
participants were asked to state the six rules to make sure they remembered the rules before 
starting the rule-based task. They were also shown the rules again if they requested it. The 
task was self-paced, with an average duration of each run of 5 minutes and 52 seconds (SD = 
29.1 seconds). 
fMRI data acquisition  
Participants were scanned in a Siemens 3T Prisma MRI scanner with a 32-channel head coil. 
A T2*-weighted 2D multiband Echo-Planar Imaging, with a multi-band factor of 3, was used 
to acquire 2 mm isotropic voxels (Feinberg et al., 2010). Other acquisition parameters were: 
48 slices, no slice gap, TR = 1.1 s, TE = 30 ms, flip angle = 62⁰, field of view (FOV) = 205 
mm, in plane resolution: 2 x 2 mm. In addition to functional images, T1-weighted 3D multi-
echo MPRAGE (van der Kouwe et al., 2008) structural images were obtained (voxel size 1 
mm isotropic, TR = 2530 ms, TE = 1.64, 3.5, 5.36, and 7.22 ms, FOV = 256 mm x 256 mm x 
192 mm). A single structural image was computed per subject by taking the voxelwise root 
mean square across the four MPRAGE images that are generated in this sequence.  
Data Analysis  
Preprocessing  
Pre-processing was performed using the automatic analysis (aa) pipelines (Cusack et al. 
2014) and SPM12 (Wellcome Trust Centre for Neuroimaging, University College London, 
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London) for MatLab. The data were first motion corrected by spatially realigning the EPI 
images. The images were then unwarped using the fieldmaps, slice time corrected and co-
registered to the structural T1-weighted image. The structural data were normalized to the 
Montreal Neurological Institute (MNI) template using nonlinear deformation, after which the 
transformation matrix was used to normalize the EPI images. For the univariate ROI 
analyses, the localiser data were pre-processed without smoothing. For the whole-brain 
random-effects analysis and voxel selection for subject-specific ROIs, the localiser data were 
smoothed with a Gaussian kernel of 5 mm full-width at half-maximum (FWHM). No 
smoothing was applied to the data of the rule-based criterion task.  
General linear model (GLM)  
A general linear model (GLM) was estimated per participant for each localiser task. 
Regressors were created for the Easy and Hard task blocks and were convolved with a 
canonical hemodynamic response function (HRF). Run means and movement parameters 
were used as covariates of no interest. The resulting β-estimates were used to construct the 
contrast of interest between the Hard and Easy conditions, and the difference in β-estimates 
(∆beta) was used to estimate the activation evoked by each localiser. 
For the rule-based criterion task, two different GLMs were used to address univariate and 
multivariate effects separately. The GLM for the univariate analysis was based on types of 
switches between trials. A GLM was estimated for each participant using cue phase 
regressors for the three switch types: Stay, within-category Switches and between-category 
Switches. Additional stimulus phase regressors were used separately for each switch type, 
from stimulus onset to response, but these were not analyzed further. A similar GLM was 
used for multivariate analysis, based on the six rule types instead of switch types. The 
duration of the regressors was 2 s for all conditions in both models. The regressors were 
convolved with the canonical HRF and the six movement parameters and run means were 
included as covariates of no interest.  
Localisers activity patterns  
We used both random-effects whole-brain and ROI analyses to assess and compare the 
activation levels and recruitment of the MD network by the localisers. All measures used 
voxel data of the Hard versus Easy contrast and the resulting difference in beta estimates 
(Δbeta), computed across the two runs of each localiser as well as separately for each run 
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when required and as detailed below for the specific analyses. Additional Hard versus Easy 
contrasts were computed using combinations of different localisers. 
For ROI analysis, we used a template for the MD network, derived from an independent task-
based fMRI dataset (Fedorenko et al., 2013, http://imaging.mrc-
cbu.cam.ac.uk/imaging/MDsystem). The template is bilateral with an equal number of voxels 
in each hemisphere for each ROI. ROIs and their respective number of voxels per hemisphere 
include the anterior insula (AI, 992 voxels), posterior/dorsal lateral frontal cortex (pdLFC, 
1132 voxels), intraparietal sulcus (IPS, 4260 voxels), the anterior, middle and posterior 
middle frontal gyrus (MFG) (621, 712 and 1269 voxels, respectively) and the pre-
supplementary motor area (preSMA, 1247 voxels). The group-level ROI analyses were 
computed using the MarsBaR SPM toolbox (Brett, Anton, et al. 2002a).  
Measures to compare activation patterns of the localisers  
We conducted several analyses to examine and compare the spread and similarity of 
activation patterns of the localisers.  
Whole-brain spatial spread of activity patterns of localisers across subjects 
We conducted a whole-brain analysis to examine the spread of activation patterns across 
individual participant data. For each voxel we computed the number of participants with 
significant activations by applying FDR (p < 0.05) across all voxels and all participants. This 
yielded a whole-brain map in which voxel data represents the number of participants with 
significant activation.  
Correlation measures to compare activation patterns of the localisers  
To quantify and compare activity patterns of the three localisers, we used Fisher-transformed 
Pearson correlation of Δbeta estimates (Hard – Easy) across voxels. Contrast data were 
estimated for each run separately and correlations were computed across all voxels in each 
MD ROI. First, we computed the reliability of activation patterns. For each subject and 
localiser we correlated the Δbeta estimates of the two runs, separately for MD ROIs and then 
averaged. Second, to compare activity patterns between subjects, we then estimated the 
similarity in activity patterns between subjects. For each subject, each localiser and each MD 
ROI we computed the correlation of Δbeta estimates between the first run of that subject and 
the second run of another subject of the same localiser. For each subject, this was computed 
17 times, using all other subjects and averaged across them to get between-subject correlation 
of activity, separately for each of the three localisers. Lastly, to estimate the similarity in 
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activity patterns between the different localisers, we computed for each subject the 
correlation between the first runs of each pair of localisers. 
Individual MD localization using the group-constrained subject-specific approach  
Individual subject ROIs were defined using the group-constrained subject-specific approach. 
For each localiser, we used the Hard versus Easy contrast data across the two runs to obtain 
Δbeta estimates. Then, for each ROI, the 200 voxels with the largest Δbeta estimates were 
selected. The number of voxels that were selected was defined prior to any data analysis. 
The selected voxels were then used to test for the effects of subject-specific ROIs and choice 
of localiser on both the univariate and multivariate activity as measured in the rule-based 
criterion task. We compared measures of activity using both subject-specific ROIs based on 
the different localisers and the group template (i.e., using all voxels within each ROI), as well 
as between localisers.  
Univariate analysis of the criterion task 
For the univariate activity in the criterion task, we used two contrasts with varying cognitive 
demand to test for the effect of subject-specific ROIs and choice of localiser across the MD 
network. For each subject, the GLM cue regressors across all four runs were used to compute 
two univariate contrasts: within-category Switch versus Stay trials, and between-category 
Switch versus Stay trials. The results were then averaged across hemispheres and subjects. 
Similarly to the Hard vs. Easy contrast in the localiser tasks, activity across the MD network 
is expected to increase with increased demand. 
Multivoxel pattern analysis (MVPA) 
We used rule decoding in the criterion task to test for the effect of subject-specific ROIs and 
choice of localiser on multivariate activity. The decoding analysis focused on the task rules 
during the cue phase, when only colored frames appear on the screen, therefore avoiding any 
confounds of the subsequent stimuli. Classification accuracy was computed using a support 
vector machine classifier (LIBSVM library for MATLAB, c=1) implemented in the 
Decoding Toolbox (Hebart et al. 2015). A leave-one-run-out cross-validation was employed 
to compute pairwise classifications for all task rule combinations (15 in total), and 
classification accuracy was averaged across all folds for each pair of rules. The average 
accuracy of all rule pairs, as well as separately for within- and between-category rule pairs, 
were computed for each subject and ROI. For each subject, classification accuracies were 
computed using subject-specific ROIs based on the three independent localisers’ data 
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separately, as well as using all voxels within each ROI (i.e. group template). Decoding 
accuracies above chance (50%) were then averaged across hemispheres and subjects and 
were tested against zero using one-tailed t-tests. 
Since all localisers were chosen because their robust and consistent recruitment of the MD 
network, combinations of localisers could also be used to define subject-specific ROIs. To 
test for multivariate results in subject-specific ROIs defined using data combined from two 
different localisers, we repeated the decoding analysis using contrast data comprised from 
two runs, one of each localiser. We used the first run of each localiser and created three 
combination contrasts from pairs of localiser tasks: spatial WM + verbal WM, spatial WM + 
Stroop, and verbal WM + Stroop. We also used all 6 localiser runs to create a spatial WM + 
verbal WM + Stroop contrast. The combination contrasts were used to define subject-specific 
ROIs for the decoding analysis in a similar way to the individual localisers’ data. 
One advantage of using group-constrained subject-specific ROIs for multivariate analysis in 
particular is that it allows to keep the number of voxels in each ROI fixed and controlled. 
This may be important as it has been previously demonstrated in the visual system that the 
size of ROI may affect decoding accuracy levels (Eger et al. 2008; Walther et al. 2009; Said 
et al. 2010). To test for potential effect of ROI size on the decoding results, the MVPA was 
repeated using a range of ROI sizes (50, 100, 150, 200, 250, 300, 350 and 400 voxels). 
To ensure that our decoding results did not depend on the choice of classifier, we repeated the 
MVPA using a representational similarity analysis (RSA) approach, with linear discriminant 
contrast (LDC) as a measure of dissimilarity between rule patterns (Nili et al. 2014; Carlin 
and Kriegeskorte 2017). Cross-validated Mahalanobis distances were calculated for all 15 
pairwise rule combinations and averaged to get within- and between-category rule pairs, for 
each ROI and participant, using all the voxels in the ROI and subject-specific ROIs defined 
using the different localiser tasks. For each pair of conditions, we used one run as the training 
set and another run as the testing set. This was done for all pairwise combinations of the 4 
runs and LDC values were then averaged across them. Larger LDC values indicate more 
distinct patterns of the tested conditions, while the LDC value itself is non-indicative for level 
of discrimination. The choice of using LDC rather than LD-t (associated t-value) meant that 
we could meaningfully look at differences between distances, and particularly the distinction 
between within- and between-category rule discriminations in the criterion task. We therefore 
used the difference of between- and within-category rule pairs compared to 0 as indication 
for representation of rule information. 
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Statistical testing and code 
To compare performance of the localisers to the group levels as well as to each other, we first 
used a repeated measures ANOVA as a statistical model with factors as appropriate for each 
question and as detailed in the Results. The main factor of interest in all these ANOVAs is 
the localiser factor (with levels for the three localisers and the group template when required), 
and we report all the results related to this factor and its interactions, but not other 
interactions that are not of interest for our questions.  To directly test for our research 
questions which may not have been captured by the ANOVA model, we also used separate t-
tests for each localiser compared to the group template when appropriate, as well as for all 
possible pairs of localisers, both corrected for multiple comparisons. 
We used an alpha level of .05 for all statistical tests. Bonferroni correction for multiple 
comparisons was used when required, and the corrected p-values and uncorrected t-values are 
reported. To quantify the evidence for difference in pattern discriminability when using the 
group template and subject-specific ROIs defined by functional localisers, we conducted a 
complementary Bayes factor analysis (Rouder et al. 2009). We used JZS Bayes factor for 
one-sample t-test and square-root(2)/2 as the Cauchy scale parameter, therefore using 
medium scaling. The Bayes factor is used to quantify the odds of the alternative hypothesis 
being more likely than the null hypothesis, thus enables the interpretation of null results. A 
Bayes factor greater than 3 is considered as some evidence in favor of the alternative 
hypothesis. All analyses were conducted using custom-made MATLAB (The Mathworks, 
Inc) scripts, unless otherwise stated. 
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Results 
Behavioural results 
The mean accuracies and reaction times (RT) for the Easy and Hard conditions of the spatial 
WM, verbal WM, and Stroop localiser tasks are listed in Table 1. As expected, there was a 
significant increase in RT during the Hard compared to the Easy condition for all localisers 
(two-tailed paired t-test: spatial WM: t17 = 10.03, p < 0.001; verbal WM: t17 = 25.01, p < 
0.001; Stroop: t17 = 9.89, p < 0.001), as well as a significant decrease in accuracy (spatial 
WM: t17 = 8.65, p < 0.001; verbal WM: t17 = 6.95, p < 0.001; Stroop: t17 = 7.47, p < 0.001). 
These results confirmed that the task manipulation of Easy and Hard conditions worked as 
intended.  
Accuracy levels for the rule-based criterion task were high (mean ± SD: 95.3% ± 2.3), 
indicating that the participants were able to learn the different rules and apply them correctly. 
The mean accuracies (mean ± SD): 93.5±3.4, 95.7±3.2, 94.1±4.2, 95.4±3.3, 95.4±4.6, 
97.7±3.0, and the mean RTs (mean ± SD):1.33±0.4 s, 1.46±0.5 s, 1.55±0.5 s, 1.55±0.6 s, 
1.27±0.4 s, 1.30±0.3 s, for age, gender, building type, viewpoint, first letter, and last letter 
rules, respectively. Since the focus of this study was to compare imaging results across 
different methods rather than linking them to behavior or making inference about the 
underlying cognitive construct, we did not analyze the accuracy levels and the RTs for the 
criterion task any further.  
 
Table 1. RTs and accuracies in each condition. Values are means ± standard errors. 
 Spatial WM Verbal WM Stroop 
 Easy Hard Easy Hard Easy Hard 
RT (sec) 1.15±0.05 1.63±0.06 1.02±0.04 1.91±0.04 0.78±0.02 0.90±0.02 
 
Accuracy  
(% correct) 
  
94.2±1.3 
 
71.4±2.5 
 
96.8±0.9 
 
79.2±2.6 
 
94.4±0.9 
 
68.5±4.1 
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Whole brain and ROI univariate analysis    
To test for the recruitment of the MD network, a whole-brain random effects analysis was 
conducted for the Hard versus Easy contrasts of each localiser task (Figure 3.2A). The whole-
brain patterns of activity clearly showed recruitment of the MD network by all localisers. 
Areas of increased activity included the anterior-posterior axis along the middle frontal gyrus, 
anterior insula, and the area anterior to the FEF on the lateral surface; preSMA on the medial 
surface; and IPS on both the lateral and medial surfaces. An additional visual component was 
observed, as expected from the nature of the tasks. The pattern of activity for the Stroop 
localiser was sparser, in particular on the right hemisphere. 
An ROI analysis further confirmed the recruitment of the MD network with increased task 
difficulty (Figure 3.2B). All localisers showed a significant increase in activation for the Hard 
compared to the Easy condition in each of the ROIs with Bonferroni correction (3) for 
multiple comparisons (one-sample two-tailed t-test against 0: t17 ≥ 2.57, p ≤ 0.02 for all). A 
three-way repeated measures ANOVA with factors task (spatial WM, verbal WM, Stroop), 
ROI (7) and hemisphere (left, right) revealed a main effect of task (F2, 34 = 3.96, p = 0.028). 
There was a significant main effect of ROIs (F6, 102 = 7.6, p <0.001), indicating some 
differences in activity levels between the ROIs. Although the recruitment of the two 
hemispheres was broadly similar, there was also an effect of hemisphere (F1, 17 = 15.54, p = 
0.001), with larger activity on the left than the right hemisphere. There were significant 
interactions between tasks and ROIs, tasks and hemispheres, ROIs and hemispheres and a 
three-way interaction (F > 4.1 p < 0.009). Post-hoc pairwise comparisons with Bonferroni 
correction (3 comparisons) across ROIs demonstrated a marginal difference in activity 
between the verbal WM and Stroop task (t17 = 2.64, p = 0.051), but the overall activity did 
not differ between the spatial WM and verbal WM tasks or the spatial WM and Stroop tasks 
(t17 ≤ 1.25, p ≥ 0.3 for both). Overall, all the tasks recruited the MD network, with some 
differences in the activation patterns across ROIs for the different localisers. Importantly, the 
univariate results confirmed a significant increase in activity in the MD network with 
increased task difficulty for all three localisers, as expected and designed. 
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Figure 3.2. Increased activity across the MD network with increased difficulty level for 
all three localisers. A: Whole-brain t-maps of the contrast between Hard and Easy 
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conditions for the localiser tasks. WM = working memory. t-maps are FDR corrected, 
p<0.05. B: Univariate results for the contrast between the Hard and Easy conditions for the 
three localiser tasks, per MD ROI and averaged across ROIs. Significance levels above zero 
in each ROI and for each localiser (with Bonferroni correction for 3 comparisons) are shown 
to demonstrate recruitment of the MD network. For the average across MD ROIs, pairwise 
statistical testing between localisers were also done using a paired two-tailed t-test with 
Bonferroni correction (3 comparisons). Error bars indicate SEM. The MD template that was 
used for ROI analysis is shown in the middle for reference (adapted from Fedorenko et al. 
2013). spWM = spatial working memory, vWM = verbal working memory. pdLFC = 
posterior/dorsal lateral prefrontal cortex, IPS = intraparietal sulcus, preSMA = pre-
supplementary motor area, AI = anterior insula, aMFG = anterior middle frontal gyrus, 
mMFG = middle frontal gyrus, pMFG = posterior middle frontal gyrus. * p < 0.05, ** p < 
0.01, *** p < 0.001, + p < 0.06. 
 
Comparisons of activity patterns between localisers 
We further quantified and compared the variability of activity patterns across subjects and 
localisers. To test for variability across subjects, two methods were used: A whole-brain 
overlay of subjects’ activation per voxel and correlations of activity across voxels between 
runs of the same subject versus different subjects. Variability across localisers was tested by 
correlating the activity across voxels between runs of the same localiser versus different 
localisers. 
Variability of activity patterns across subjects 
While the group averages of the Hard versus Easy contrasts of the three localisers closely 
resembled the MD template, there was substantial variability between activation patterns of 
individual participants. To visualize this spread of activations across individuals, we 
computed a whole-brain overlay map for each localiser (Figure 3.3A). Each voxel shows the 
number of participants with significant activations after applying FDR (p < 0.05) correction 
across voxels and subjects. The overlay maps show peaks of activation for many subjects in 
areas similar to those observed in the group averages. However, it is also clear from these 
maps that there is substantial variability across subjects with activations that extend to large 
parts of the frontal and parietal cortices, as well as the visual cortex as expected from the 
visual nature of the tasks. 
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Correlations of activity of the different localisers for each subject and between subjects 
further demonstrated that activity patterns are subject-specific. For each localiser, we 
computed the reliability of activation as the correlation between runs of the same localiser 
and same subject using all voxels within each ROI of the MD template. These reliabilities 
were compared to correlation between two runs from different subjects and same localiser. 
The correlations were averaged across ROIs to get the correlations of activity across the MD 
network (Figure 3.3B). The reliability of activation patterns for each subject was high for all 
localisers (Mean ± SD: spatial WM: 0.72 ± 0.13; verbal WM: 0.75 ± 0.14; Stroop: 0.53 ± 
0.34), and their similarity was substantially lower for different subjects (Mean ± SD: spatial 
WM: 0.19 ± 0.05; verbal WM: 0.15 ± 0.04; Stroop: 0.08 ± 0.06). A two-way repeated 
measures ANOVA with task (3: spatial WM, verbal WM and Stroop), and correlation type 
(2: within- or between-subjects) as factors showed that the within-subject reliabilities were 
significantly larger than the between-subject correlations (F1, 17 = 322.4, p < 0.001), 
providing another support for the variability of activity patterns across subjects. There was 
also a significant main effect of task (F2, 34 = 8.5, p < 0.001), with no interaction between the 
factors (F2, 34 = 2.3, p = 0.11). Post-hoc pairwise comparisons with Bonferroni correction (3 
comparisons) showed that the Stroop task had lower correlations than the spatial WM (t17 = 
2.8, p = 0.037) and verbal WM (t17 = 3.34, p = 0.012) tasks. 
Variability of activity patterns across localisers 
To assess the similarity of activity patterns between localisers, we computed the within-
subject correlation of activity pattern across voxels between the first runs of pairs of 
localisers (Figure 3.3C). As expected, there was a substantial positive correlation between the 
localisers (Mean ± SD: spatial WM with verbal WM: 0.67 ± 0.36; spatial WM with Stroop: 
0.27 ± 0.43; verbal WM with Stroop: 0.46 ± 0.33), with correlations between the working 
memory tasks and between verbal WM and Stroop being well above 0 (two-tailed t-test 
against zero corrected for 3 comparisons: t > 6, p < 0.001), and a marginally significant 
correlation between the spatial WM and Stroop correlation following Bonferroni correction 
(t17 = 2.65, p = 0.051). These correlations were significantly smaller than the within-subject 
within-localiser reliabilities (two-tailed t-test of the average reliabilities across localisers vs. 
the average correlations of pairs of localisers: t17 = 9.37, p < 0.001). These reduced 
correlations demonstrated that although all localisers recruited the MD network, there was 
some spatial variability in their activation patterns. 
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Figure 3.3. Activity pattern are variable across subjects and localisers. A: Activation 
patterns of single subjects only partially overlap, demonstrating variability across 
participants. The color of each voxel shows the number of subjects that had significant 
activation in that voxel in the Hard versus Easy contrast, with the color bar indicating number 
of subjects up to 18 (sample size), thresholded at 1 subject. B. Correlation of activity within 
runs of the same subject (reliabilities, darker bars) and runs of different subjects (lighter bars) 
for each localiser, averaged across MD ROIs. C. Within-subject correlation of activity 
patterns between pairs of localisers, averaged across MD ROIs. Pearson correlations are 
presented, while Fisher transformed correlations were used for statistical inference. Asterisks 
above bars show significance levels (two-tailed t-test against zero, corrected for 3 
comparisons). Asterisks above horizontal lines between bars show significance levels of 
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differences (paired two-tailed t-test against zero, corrected for 3 comparisons). Error bars 
indicate SEM. + p < 0.06, * p < 0.05, ** p < 0.01, *** p < 0.001. 
 
Subject-specific ROIs and univariate activity in the rule-based criterion task  
The main aim of our study was to test for the effect of subject-specific ROIs on univariate 
and particularly multivariate activity measures in the MD network. We used the rule-based 
criterion task to extract both univariate and multivariate measures and tested whether using 
subject-specific ROIs using the independent localisers’ data affects the ability to identify 
activity as expected in the MD network, and whether such changes depend on the choice of 
localiser. 
For the univariate activity, we computed two task switch contrasts in the criterion task: the 
more demanding between-category Switch versus Stay trials, and the less demanding within-
category Switch versus Stay trials. The analysis was done using subject-specific ROIs based 
on the localisers’ data as well as using all voxels within each ROI and averaged across all 
MD ROIs (Figure 3.4). A three-way repeated measures ANOVA with task (spatial WM, 
verbal WM, Stroop, all-voxels), contrast type (within-category Switch versus Stay, between-
category Switch versus Stay) and ROI (7) was set to test for the effect of using subject-
specific ROIs and localiser choice on activity levels. There was a main effect of task (F3, 51 = 
14.21, p < 0.001) and post-hoc tests with Bonferroni correction for 6 comparisons showed 
that activity when using the group template was lower than when using subject-specific 
ROIs, for all localisers (t17 > 3.5, p < 0.02). The activation using subject-specific ROIs based 
on the spatial WM was lower than that of verbal WM (t17 = 3.40, p = 0.02) and other 
comparisons between localisers were not significant (t17 > 1.4, p > 0.9). As expected for 
activity in the MD network, there was a main effect of contrast type (F1, 17 = 12.12, p = 
0.003), with activity for the more demanding between-category Switch being larger than the 
within-category Switch. There was also an interaction between task and contrast type (F3, 51 = 
7.92, p < 0.001), but post-hoc tests with Bonferroni correction for 4 comparisons showed that 
activity for the between-category Switch was larger than for the within-category Switch for 
all localisers and when the group template was used (t17 > 2.9, p < 0.036). Overall, these 
results demonstrate that subject-specific ROIs leads to an increase in the observed univariate 
results, with similar effects for the different localisers. 
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Figure 3.4. Univariate activity in the criterion task increases when using subject-specific 
ROIs compared to the group template. Within- (lighter bars) and between- (darker bars) 
category versus Stay trials contrast values using subject-specific ROI defined by the different 
localiser tasks and using all voxels (group template, no localiser), per ROI and averaged 
across MD ROIs. Δbeta values were larger when using subject-specific ROIs compared to 
when using the group template, and similar for all three localisers. Between-category Switch 
activity was larger than the within-category Switch for all localisers and when using all 
voxels, as expected for the MD network. spWM = spatial working memory, vWM = verbal 
working memory. pdLFC = posterior/dorsal lateral prefrontal cortex, IPS = intraparietal 
sulcus, preSMA = pre-supplementary motor area, AI = anterior insula, aMFG = anterior 
middle frontal gyrus, mMFG = middle frontal gyrus, pMFG = posterior middle frontal gyrus. 
Significant activation levels are shown above bars (two-tailed t-test against 0). For 
visualization, asterisks above horizontal lines between bars show significance levels of 
differences (paired two-tailed t-test against zero). Error bars indicate SEM. * p < 0.05, ** p < 
0.01, *** p < 0.001. 
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Subject-specific ROIs and rule decoding in the rule-based criterion task  
We next tested for the effect of subject-specific ROIs on decoding levels in the rule-based 
criterion task across the MD network. We computed the decoding accuracy of all pairwise 
discriminations between rules when using each localisers’ data to select the 200 most 
responsive voxels within each ROI for each subject and when using all the voxels in each 
ROI. Overall decoding accuracies above chance (50%) across all MD ROIs and rule-pairs 
were 2.85 ± 14.53, 2.71 ± 14.75, 3.17 ± 15.04, 5.08 ± 15.34 for subject-specific ROIs defined 
using the spatial WM, verbal WM and Stroop localisers, and when using the group template, 
respectively (mean ± SD). These decoding levels were similar to previous studies that used a 
similar experimental paradigm (Crittenden et al. 2015; Smith et al. 2018). We first tested 
whether overall decoding accuracy across all pairs of rules differed between the localisers 
and compared to when all voxels within each ROI were used. A two-way repeated measures 
ANOVA with task (spatial WM, verbal WM, Stroop, all-voxels) and ROI (7) showed a main 
effect of task (F3, 51 = 2.9, p = 0.042). However, none of the post-hoc tests to compare pairs of 
tasks survived correction (Bonferroni correction for 6 comparisons, t17 < 2.7, p > 0.09). There 
was a main effect of ROI (F6, 102 = 2.5, p = 0.025) but no interaction with task (F18, 306 = 0.8, 
p = 0.7). Overall, decoding across all pairs of conditions was similar for all localisers and 
when the group template was used. 
Our choice of criterion task has enabled us to not only test for the effect of localiser type on 
the overall discrimination between rules, which might be too coarse to depict, but also for the 
relative decoding levels of the two types of discriminations, thus potentially picking up more 
subtle effects. The criterion task included discriminations between rules applied on the same 
category (within-category discriminations, e.g., between the gender and age rules, both 
applied on the faces category) and discriminations between rules applied on different 
categories (between-category discriminations, e.g., between the gender rule applied on the 
faces category and the viewpoint rule applied on the building category). To get this more 
fine-grained picture of the effect of subject-specific ROIs using localiser data on rule 
decoding, as well as when the groups template is used, we split the decoding accuracy to 
within- and between-category rule discriminations (Figure 3.5). A three-way repeated 
measures ANOVA with task (spatial WM, verbal WM, Stroop, all-voxels), distinction type 
(within-category, between-category) and ROI (7) as within-subject factors was set to test for 
differences between localisers related to decoding of the two distinction types. There was no 
main effect of task (F3, 51 = 1.0, p = 0.4), and no interaction between distinction type and task 
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(F3, 51 = 0.9, p = 0.4). To test for differences between each of the localisers and the group 
template as well as pairs of localisers based on our pre-defined questions, additional t-tests 
between all pairs of tasks were conducted, but no significant differences were found (t17 < 
1.8, p > 0.5, corrected for 6 comparisons). There was no main effect of distinction type (F1, 17 
= 3.2, p = 0.089), though a numerical trend was consistent with the previously reported 
results (Crittenden et al. 2016). There was no main effect of ROI or interaction of ROI with 
distinction type or task (F < 1.8, p = 0.09). Taken together, this indicates that decoding 
results in the criterion task were similar for all localisers as well as when the group template 
was used, similar to the results obtained across all pairs of conditions.  
Based on these ANOVA results and to further establish that using localiser data for subject-
specific ROIs did not change decoding levels, we conducted a Bayes factor analysis (Rouder 
et al. 2009), separately for each functional localiser compared to decoding with all voxels. 
First, the difference in classification accuracy between the between- and within-category 
distinctions averaged across ROIs for each functional localiser was compared to the 
classification accuracies with all voxels using a paired two-tailed t-test. The t-value was then 
entered into a one-sample Bayes factor analysis with a Cauchy scale parameter of 0.7. The 
Bayes factors for the spatial WM, verbal WM and Stroop localiser when compared to the 
decoding levels with all voxels were 0.40, 0.56 and 0.79, respectively. These results 
demonstrate little evidence for difference in decoding levels when subject-specific ROIs and 
the group template are used. 
Individual-subject localization of the MD network for MVPA can be done not only using one 
localiser task, but also using two runs of two different localiser, thus benefitting from the 
activation patterns evoked by both localiser to more robustly identify MD-like voxels. To test 
for the effect of such an approach on decoding results, we repeated the analysis using subject-
specific ROIs based on localiser data combined from two different localisers (spatial WM + 
verbal WM, spatial WM + Stroop, verbal WM + Stroop). A three-way repeated measures 
ANOVA with task (4: three combination contrasts and all-voxels), distinction type 
(within/between category) and ROI (7) as within-subject factors did not show a main effect 
of task (F3, 51 = 2.5, p = 0.07), similarly to the results when individual localisers were used to 
define subject-specific ROI. There was no effect of distinction type (F1, 17 = 3.3, p = 0.08), 
despite a numerical trend, and there was no interaction of task and distinction type (F3, 51 = 
1.4, p = 0.25). Similarly, subject-specific ROI were also defined using all localisers with one 
contrast using all 6 localiser runs (spatial WM + verbal WM + Stroop). A three-way repeated 
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measures ANOVA with task (2: one combination contrast and all-voxels), distinction type 
(within/between category) and ROI (7) as within-subject factors showed no main effect of 
task or distinction type or an interaction of the two (F < 3.2, p > 0.05). Overall, these results 
indicate that using combinations of localiser tasks to define subject-specific ROIs yielded 
decoding results similar to the ones obtained when using the group template, at least with the 
range of localisers that we used here. 
To ensure that our results are robust and not limited to the choice of classifier, we repeated 
the analysis using a representational similarity analysis (RSA) approach (Kriegeskorte et al. 
2008; Nili et al. 2014) and linear discriminant contrasts (LDC). An LDC value between pair 
of conditions indicates the level of their discriminability, with larger values meaning better 
discrimination. The difference between the average LDC of all the between-category rule 
pairs and all the within-category rule pairs (ΔLDC) was calculated per participant and per 
ROI, for both subject-specific ROIs and group template, with ΔLDC larger than 0 as an 
indication for rule information. For all localisers as well as when all voxels within the group 
template were used, the ΔLDC was greater than zero (two tailed: t17 > 3.3, p < 0.016, with 
Bonferroni correction for multiple (4) comparisons), indicating that the distributed patterns of 
activity conveyed rule information. This was comparable to the trend of distinction type 
effect seen in the SVM analysis. Importantly, a two-way repeated measures ANOVA with 
ΔLDC as dependent variable and task (spatial WM, verbal WM, Stroop, all-voxels) and ROI 
(7) as within-subject factors showed no main effect of task (F3, 51 = 0.3, p = 0.7) and no 
interaction (F18, 306 = 1.1, p = 0.35), further supported by individual t-tests of each localiser 
compared to the group template as well as all possible pairs of localisers  (t17 < 0.8, p > 0.8, 
Bonferroni corrected for 6 comparisons). These results indicate that discriminability was 
similar when using the three localisers to define ROIs in individual subjects and when using 
all voxels within the group template, in line with the SVM decoding results. 
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Figure 3.5. Decoding accuracy for within- and between-category rule pairs. Within- 
(lighter bars) and between- (darker bars) category rule decoding accuracy values above 
chance (50%) for subject-specific ROIs defined using the different localiser tasks and using 
all voxels (group template), per ROI and averaged across MD ROIs. Decoding accuracies 
were similar for all three localisers and when using all voxels within each template ROI, with 
similar differences between within- and between-category rule decoding (see Text (3.5) for 
statistical details). spWM = spatial working memory, vWM = verbal working memory. 
pdLFC = posterior/dorsal lateral prefrontal cortex, IPS = intraparietal sulcus, preSMA = pre-
supplementary motor area, AI = anterior insula, aMFG = anterior middle frontal gyrus, 
mMFG = middle frontal gyrus, pMFG = posterior middle frontal gyrus. To demonstrate rule 
decoding, significant decoding accuracy above chance (50%) is shown (one-tailed t-test 
against 0). Error bars indicate SEM. * p < 0.05, ** p < 0.01, *** p < 0.001. 
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Effect of ROI size on decoding results 
In order to examine whether decoding results depend on the number of selected voxels in 
subject-specific ROIs, as has been observed in the visual system, we performed MVPA for 
the decoding accuracies across all MD ROIs using different ROI sizes. ROI sizes ranged 
from 50 to 400, in steps of 50. A three-way repeated measures ANOVA was done with 
factors: task (spatial WM, verbal WM, Stroop), ROI size (8) and distinction type (2: within- 
and between-category). There was a main effect of ROI size (F7, 119 = 11.6, p < 0.001), no 
main effect of task (F2, 34 = 0.1, p = 0.9) and no interaction between ROI size and task (F14, 238 
= 0.7, p = 0.7), with the latter indicating that the difference between ROI sizes was the same 
for the different localisers. We then pooled the data across the three localisers and rule 
distinctions in order to visualize the main effect of ROI size (Figure 3.6). Classification 
accuracies tended to be lower for the smaller ROI sizes, and particularly for 50 and 100 
voxels, but overall decoding levels were stable with similar decoding accuracies for ROI size 
of 150 voxels and above. For all ROI sizes, classification accuracy was above chance (t > 3.4, 
p < 0.003). 
 
Figure 6. Decoding accuracy for rule distinction for different ROI sizes. Decoding 
accuracy above chance (50%) is presented for average of all the localisers, MD ROIs and 
distinction types. The decoding accuracy level using all the voxels in the MD ROIs (group 
template) is shown for reference at the rightmost bar. Error bars indicate SEM.  ** = p < 
0.01, *** = p < 0.001.  
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Discussion 
In this study we tested for the effect of using individually-defined ROIs within the cognitive 
control frontoparietal MD network compared to a group template on both univariate and 
multivariate results in a rule-based criterion task. We systematically tested three localiser 
tasks (spatial WM, verbal WM, and Stroop) and used a group-constrained subject-specific 
approach to define ROIs at the single subject level using a conjunction of the independent 
localiser data and a group mask (Fedorenko et al. 2010). The primary benefit of the proposed 
approach is the use of both a group template that ensures spatial consistency across 
participants, as well as individual-subject activation patterns within the group template that 
provide more focused targeting of MD voxels. We showed a clear benefit for using the 
individual ROIs compared to when using the group template for univariate contrasts of 
activity. For multivariate discriminability measures, however, the results were similar for the 
individually-defined ROIs and for the group template, with no clear benefit, or cost, for the 
subject-specific ROIs approach. Despite differences between the localisers in their spatial 
activation patterns of the MD network at the individual subject level, we observed similar 
performance for both univariate and multivariate measures for all three localisers, 
demonstrating that the choice of localiser did not make a difference to the obtained results. 
Overall, our results demonstrate that using individually-defined ROIs is a useful way to 
maintain, or even increase in the case of univariate activity, the sensitivity of broad group 
templates with an added specificity of activations at the individual subject level. 
Our univariate results show that the observed activity is larger when ROIs are defined at the 
individual level compared to using a group template. These findings replicate and generalize 
previous findings in other systems such as language and vision, as well as in simulated data 
(Saxe et al. 2006; Fedorenko et al. 2010; Nieto-Castañón and Fedorenko 2012). When using 
the group template, many voxels outside the subject-specific functional signature of the 
studied region at the individual level are included in the analysis. These voxels average-out 
the overall activity level, reducing its sensitivity to detect actual changes (Nieto-Castañón and 
Fedorenko 2012). Previous studies showed that boundaries between parcellated networks 
varied across individuals (Yeo et al. 2011; Glasser et al. 2016; Schaefer et al. 2018), further 
supporting the idea that overall average of activity within a group template may not capture 
changes that can be observed when ROIs are localized in individual subjects. 
Our main focus in this study was the multivariate results in the MD network and whether 
individually-localized ROIs will result in a benefit, as seen in pattern discriminability 
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measures, similar to the one observed in the univariate results. Most studies that used MVPA 
for fMRI data across the frontoparietal network used a group template as ROIs, implemented 
in a variety of ways. These include, among others, using all voxels within the functionally-
defined group-average MD ROIs (Woolgar, Hampshire, et al. 2011; Muhle-Karbe et al. 
2017), defining areas of interest based on univariate or multivariate effects of part of the data 
of the main task and testing on another (Ester et al. 2015; Etzel et al. 2016), centering spheres 
on peak activation loci (Fox, Snyder, Barch, et al. 2005), resting-state networks (Cole et al. 
2013), searchlight algorithm (Cole et al. 2016), and anatomical landmarks in conjunction 
with group-level univariate contrast (Curtis et al. 2005). Because boundaries between 
specialized areas and networks vary between individuals (Yeo et al. 2011; Glasser et al. 
2016; Schaefer et al. 2018), and specifically for the MD network (Fedorenko et al. 2012), the 
individual ROIs approach has the potential to improve our ability to reliably discriminate 
patterns of activity within this network. Our results, however, showed that this is not the case. 
In contrast to the univariate results, pattern discriminability was largely similar when using 
the individual ROIs and the group template. Our criterion task was chosen to allow for more 
subtle distinctions between between-category and within-category rule pairs that have been 
previously observed across the MD network (Crittenden et al. 2016). In the task used by 
Crittenden et al. (2016), the stimuli were presented at the same time as the colored frames, 
therefore the between-category and within-category rule pairs were confounded with the 
category of the stimuli. To avoid this confound, a later study used a variation of the task 
presenting  only colored frames first, and the stimuli later without the cue (Smith et al. 2018). 
Using this cue and stimulus separation resulted in no difference between the between- and 
within-category rule pairs, despite strong decoding overall across the MD network. We 
investigated whether the subject-specific ROIs might show more subtle distinctions between 
rule pairs. However, the differences between the between-category and within-category rule 
pairs were similar when using the individual ROIs and the group template, with no benefit for 
the subject-specific ROIs. Importantly, using the individual ROIs for MVPA did not lead to 
reduced discriminability. The preserved accuracy levels demonstrated that the increased 
localization at the individual subject level did not come at a cost of reduced decodability and 
maintained the sensitivity to detect task-related neural representations. We note that these 
results do not depend on the choice of classifier. To ensure the robustness of our results, we 
used linear discriminant contrast (LDC) in addition to SVM to measure discriminability and 
differences between localisers and observed similar results. Therefore, the similar 
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multivariate performance when using individual ROIs and the group template was 
independent of the choice of the MVPA method. 
One possible explanation for the similarity of multivariate results obtained for the individual 
ROIs and the group template is that voxelwise distributed pattern across the entire MD 
template captured the information related to rule decoding well, in the criterion task that we 
used, with no need for further refinement of the voxels selected for this decoding. Previous 
studies indeed showed that multivoxel discrimination may also be driven by voxels outside 
the focused regions of increased univariate activity (Haxby et al. 2001b; Kriegeskorte et al. 
2006). Another related point is the relatively high decoding accuracies that we observed 
when using the group template. Decoding levels were at a level similar to what has been 
shown to be the base rate for the frontoparietal network (Bhandari et al. 2018), therefore 
potentially limiting our ability to identify increases in decoding levels. Notably, an important 
limitation of our data, is the use of only one criterion task due to limited time in the scanner. 
It is possible that multivariate benefits or costs of the individual ROIs will be observed for 
other tasks, and future studies will be required to generalize our results in that respect. We 
note, that since our analysis focused on the fixed-duration cue phase of the trials, our results 
are well controlled and not driven by behavioral responses such as reaction times. More 
generally, the underlying factors that contribute to pattern discriminability in the 
frontoparietal network are not yet well understood (Bhandari et al. 2018), with some previous 
data showing clear limitations of fMRI decodability compared to what is observed in single-
unit data in other brain systems (Dubois et al. 2015). Our data provide another tier of 
evidence to better understand the relationship between the spatial organization and activity of 
the MD network at the micro and macro levels and pattern decodability using fMRI. 
In this study, we systematically tested three localisers: a spatial WM, verbal WM and a 
Stroop task. We used tasks that capture a core cognitive aspect associated with the MD 
network and have the potential to be used as general functional localisers. As expected, and 
in line with previous results (Fedorenko et al. 2013), all three localisers showed increased 
activity in the MD network, thus confirming their suitability to serve as localiser tasks. 
Activation patterns of the localisers in individual subjects were highly reliable, as reflected in 
high correlations across voxels between the two runs of each localiser. In contrast, these 
correlations were substantially reduced across subjects, as is also shown in the whole-brain 
overlay maps, demonstrating the need for a subject-specific ROI definition approach. In line 
with previous data (Fedorenko et al. 2013), there were substantial correlations between 
activation patterns of the different localisers (computed within each subject), providing 
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further support these correlations were lower than those between runs of the same localiser. 
The Stroop task evoked weaker, and less MD-focused pattern of activity, and had lower 
reliability between runs. These differences compared to the other two localisers were small 
and in some cases only marginally significant, but may imply that the Stroop task captured 
the MD network less well. The spatial differences in recruitment between the localisers may 
reflect differential functional preferences for cognitive demands and constructs across MD 
regions (Dosenbach et al. 2007; Nomura et al. 2010; Crittenden et al. 2016; Assem et al. 
2019; Shashidhara, Mitchell, et al. 2019). Specifically, the two working memory tasks might 
reflect a more similar cognitive construct compared to the Stroop task that involves conflict 
monitoring and inhibition. Another possible explanation for the difference could be related to 
the difficulty manipulation in the tasks. While increase in difficulty level in the working 
memory tasks was simply controlled by increasing the number of highlighted cells in the grid 
or numbers, this manipulation in the Stroop task was operationally less well defined.  
An important aspect of the individual ROI approach that we used is the ability to control for 
the ROI size. It has been previously shown that increased ROI size leads to increased 
classification levels in the visual system, highlighting the need to control for ROI size when 
comparing results across ROIs (Eger et al. 2008; Walther et al. 2009; Said et al. 2010; Erez 
and Yovel 2014). It was not clear whether this is the case for MD regions, which are different 
from visual regions in multiple respects, and whether more generally the choice of this 
parameter affects decoding levels. In our data (Figure 6), we observed slightly lower levels of 
classification for the smaller ROI sizes (50 and 100 voxels), but these stabilized for ROI sizes 
of 150 voxels or more, in line with previous reports (Erez and Duncan 2015; Shashidhara and 
Erez 2019). This does not necessarily mean that such high dimensionality is required to reach 
maximal decodability without over-fitting, an issue that other studies have looked into more 
formally (Ahlheim and Love 2018). Importantly, controlling for ROI size may be essential 
when comparing MD regions to each other as well as to other brain systems, such as visual 
areas, further emphasizing the importance of using a method that enables such control. 
Different variations of the individual ROI approach that we used here can be designed for 
future studies, offering a balance between the need of a consistent definition of regions across 
participants, and perhaps studies, and the localization at the individual participant level. Such 
variations can be designed depending on the research question, and can be used with both 
univariate and multivariate analyses while avoiding double-dipping (Kriegeskorte et al. 
2009). For example, data from two or more localiser tasks can be combined, as we 
demonstrated here. Combining data across localisers could lead to capturing core parts of the 
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MD system, thus reflecting the multiple-demand nature of the selected voxels (Duncan 
2010b, 2013b; Fedorenko et al. 2013; Assem et al. 2019). An even more cognitively diverse 
variation can be a localiser that consists of multiple tasks within the same run with a similar 
manipulation of difficulty level. On the other end of this scale, a localiser task can be 
designed to target a specific cognitive aspect of interest, and constraining activation patterns 
by a group template will ensure that the areas of interest are within the boundaries of the MD 
network. 
In summary, we used three independent localiser tasks to define subject-specific ROIs and 
test the effect of using the individual ROIs compared to a group template on univariate and 
multivariate effects in a rule-based criterion task. The univariate results in the criterion task 
greatly benefitted from using individual ROIs compared to using the group template. In 
contrast, multivoxel task-related representations did not vary with localisers were similar for 
the subject-specific ROIs and the group template, and for all localisers, with no benefit of 
increased pattern discriminability, as well as no cost of reduced discriminability. The group-
constrained individually-defined ROIs offer a refined and targeted localization of each 
participant’s MD regions based on the individual’s unique functional pattern of activity, 
while ensuring that similar brain regions are studied in all participants. Pushing forward 
towards standardization in the field, our study provides important empirical evidence for 
researchers using both univariate and multivariate analysis of fMRI data to study the 
functional organization of the MD network. 
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Chapter 4 
Reward motivation does not modulate coding of 
behaviourally relevant category distinctions across the 
frontoparietal cortex 
Introduction 
A fundamental aspect of flexible goal-directed behavior is the selection and integration of 
information depending on a current goal to determine its relevance to behavior and lead to a 
decision. In non-human primates, single-cell data from the lateral prefrontal cortex, as well as 
parietal cortex, provide detailed evidence for the coding of task-relevant information. It has 
been shown that neural activity contains information about the context, also referred to as cue 
or task-set, as well as the integrated information of cue and a subsequent input stimulus, such 
as task-related categorical and behavioral decision (Freedman et al. 2001; Wallis et al. 2001; 
Kusunoki et al. 2010; Kadohisa et al. 2013; Mante et al. 2013; Stokes et al. 2013). In the 
human brain, a network of frontal and parietal cortical regions, the ‘multiple-demand’ (MD) 
network (Fedorenko et al. 2013; Mitchell et al. 2016), has been shown to be involved in 
information selection and integration, and more generally in control processes. This network 
is associated with multiple aspects of cognitive control, such as spatial and verbal working 
memory, math, conflict monitoring, rule-guided categorization and task switching, 
(Fedorenko et al. 2013; Vergauwe and Cowan 2015; Cole et al. 2016). The MD network 
spans the anterior-posterior axis of the middle frontal gyrus (MFG); posterior dorso-lateral 
frontal cortex (pdLFC); the anterior insula and frontal operculum (AI/FO); the pre-
supplementary motor area and the adjacent dorsal anterior cingulate cortex (preSMA/ACC); 
and intraparietal sulcus (IPS) (Duncan 2010). Multiple neuroimaging studies demonstrated 
that distributed patterns of activity across the MD network measured by functional magnetic 
resonance imaging (fMRI) reflected a variety of task-related information. These include task 
sets, behavioral relevance and task-dependent categorical decisions (Li et al. 2007; Woolgar, 
Hampshire, et al. 2011; Woolgar, Thompson, et al. 2011; Erez and Duncan 2015; Woolgar et 
al. 2015; Wisniewski et al. 2016; Muhle-Karbe et al. 2017). In contrast, sensory areas such as 
the high-level general object visual region, the lateral occipital complex (LOC), as well as the 
primary visual cortex, contain information about the visual properties and categorization of 
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stimuli, with weaker, or non-existing, task effects (Harel et al. 2014; Bugatus et al. 2017; 
Hebart et al. 2018).  
With growing interest in recent years in the link between cognitive control and motivation, it 
has been proposed that motivation enhances control processes by sharpening representation 
of task goals and prioritizing task-relevant information across the frontoparietal network and 
other regions associated with cognitive control (Simon 1967; Kruglanski et al. 2002; 
Botvinick and Braver 2015; Etzel et al. 2016). In line with this idea, it has been shown that 
motivation, usually manipulated as monetary reward, increases task performance (Padmala 
and Pessoa 2010, 2011). Neuroimaging studies linked increased activity with reward in 
frontoparietal regions across a range of tasks, including working memory (Pochon et al. 
2002; Taylor et al. 2004), selective attention (Mohanty et al. 2008; Krebs et al. 2012), 
response inhibition (Padmala and Pessoa 2011), and problem solving (Shashidhara, Mitchell, 
et al. 2019).  
Although the accumulating evidence at the behavioral and neural level in humans are 
consistent with this sharpening and prioritizing account (Wallace 1960; Simon 1967; 
Kruglanski et al. 2002; Pessoa 2009; Braver 2012; Chiew and Braver 2014), they do not 
directly address the effect of motivation on the coding of task-related information and 
selection and integration processes. Some support for this idea comes from single-neuron 
data recorded from the prefrontal cortex of non-human primates: reward was associated with 
greater spatial selectivity, enhanced activity related to working memory and modulated task-
related activity based on the type of reward (Watanabe 1996; Leon and Shadlen 1999; 
Kennerley and Wallis 2009). A more direct evidence in humans was recently demonstrated 
by Etzel et al. (2016). They showed that reward enhances coding of task cues across the 
frontoparietal cortex, and suggested that task-set efficacy increases with reward. 
Subsequently, Hall-McMaster et al. (2019) used electroencephalogram (EEG) and 
demonstrated that this effect of reward on the coding of task cues was particularly evident 
when a switch in context was required (Hall-McMaster et al. 2019). They also provided some 
evidence that the representation of features relevant for a given task is enhanced when the 
reward level is high. However, since their results were obtained using EEG, the spatial 
specificity of such reward effects are limited. Therefore, it remains unclear whether the 
previously reported facilitative effect of reward on representation across the frontoparietal 
cortex is limited to preparatory cues, or whether reward also enhances the coding of 
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behaviorally relevant information, when the cue and a subsequent stimulus are integrated, 
leading to the behavioral decision thus supporting goal-directed flexible behavior. 
Following the sharpening hypothesis, in this study we asked whether reward motivation 
enhances the representation of behaviorally relevant information, as determined by the 
integration of cue and stimulus input. Furthermore, previous studies have associated reward 
with decreased conflict in interference tasks (Padmala and Pessoa 2011; Stürmer et al. 2011; 
Krebs et al. 2013), suggesting that any effect of reward may be particularly important for 
high-conflict items, in other words, a conflict-contingent effect. We therefore also asked 
whether such facilitative effect of reward is selective for highly conflicting items. We 
recently showed that behaviorally relevant, but not irrelevant, category distinctions of objects 
were coded across the MD network (Erez and Duncan 2015). In contrast, such differences 
were not observed in the LOC. Here, we used a similar cued detection categorization task 
while participants’ brain activity was measured using fMRI. Participants detected whether an 
object from a cued visual category (target category) was present or absent. On each trial, one 
of two categories was cued, and objects from those two categories could be either Targets, or 
nontargets with high behavioral conflict, as they could be targets on other trials (High-
conflict nontarget). An additional category was never cued, serving as nontarget with low 
behavioral conflict (Low-conflict nontarget). This design created three levels of behavioral 
status (Targets, High-conflict nontargets, Low-conflict nontargets). Critically, following this 
integration process, the relevant information that is expected to be represented across the MD 
network is the behavioral status of a given category, rather than the visual category itself 
(Erez and Duncan 2015). Therefore, the behaviorally relevant category distinctions were 
pairs of categories with different behavioral status. We used multivariate pattern analysis 
(MVPA) to measure representation of the behaviorally relevant category distinctions as 
reflected in distributed patterns of response in the a priori defined MD network. To 
manipulate motivation, on half of all trials a substantial monetary reward was offered. We 
tested whether the neural pattern discriminability between the behaviorally relevant category 
distinctions increased with reward, and whether this effect was selective for the distinction 
between Targets and High-conflict nontargets. A common view posits that top-down signals 
from the frontoparietal MD network to the visual cortex play an important role in the 
processing of task-related information. Therefore, to test for the effect of reward motivation 
on the representation of the behavioral status distinctions in the visual cortex, we conducted 
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similar analyses in the high-level general object visual region, the lateral occipital complex 
(LOC). 
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Materials and Methods 
Participants 
24 participants (13 females), between the ages of 18-40 years (mean age: 25) took part in the 
study. Four additional participants were excluded due to large head movements during the 
scan (greater than 5 mm). The sample size was determined prior to data collection, as typical 
for neuroimaging studies and in accordance with counter-balancing requirements of the 
experimental design across participants. A similar sample size showed sufficient power to 
detect representation of behavioral status in a previous study (Erez and Duncan 2015). All 
participants were right handed with normal or corrected-to-normal vision and had no history 
of neurological or psychiatric illness. The study was conducted with approval by the 
Cambridge Psychology Research Ethics Committee. All participants gave written informed 
consent and were monetarily reimbursed for their time. 
Task Design 
Participants performed a cued categorization task in the MRI scanner (Figure 4.1A). Our 
primary question concerned the representation during the stimulus epoch of a trial where cue 
and stimulus are integrated, and we therefore designed the task accordingly. At the beginning 
of each trial, one of three visual categories (sofas, shoes, cars) was cued, determining the 
target category for that trial. Participants had to indicate whether the subsequent object 
matched this category or not by pressing a button. For each participant, only two of the 
categories were cued as targets throughout the experiment. Depending on the cue on a given 
trial, objects from these categories could be either Targets (T), or nontargets with high 
conflict (as they could serve as targets on other trials). The third category was never cued, 
therefore objects from this category served as Low-conflict nontargets. This design yielded 
three behavioral status conditions: Targets, High-conflict nontargets and Low-conflict 
nontargets (Figure 4.1B). The assignment of the categories to be cued (and therefore serve as 
either Targets or High-conflict nontargets) or not (and serve as Low-conflict nontargets) was 
counter-balanced across participants.  
To manipulate motivation, half of the trials were cued as reward trials, in which participants 
had the chance of earning £1 if they completed the trial correctly and within a time limit. To 
assure the incentive on each reward trial, four random reward trials out of 40 in each run 
were assigned the £1 reward. To avoid longer reaction times when participants try to 
maximize their reward, a response time threshold was used for reward trials, set separately 
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for each participant as the average of 32 trials in a pre-scan session. The participants were 
told that the maximum reward they could earn is £24 in the entire session (£4 per run), and 
were not told what the time threshold was. Therefore, to maximize their gain, participants had 
to treat every reward trial as a £1 trial and respond as quickly and as accurately as possible, 
just as in no-reward trials.  
Each trial started with a 1 s cue, which was the name of a visual category that served as the 
target category for this trial. On reward trials, the cue included three red pound signs 
presented next to the category name. The cue was followed by a fixation dot in the center of 
the screen presented for 0.5 s and an additional variable time of either 0.1, 0.4, 0.7 or 1 s, 
selected randomly, in order to make the stimulus onset time less predictable. The stimulus 
was then presented for 120 ms and was followed by a mask. Participants indicated by a 
button press whether this object belonged to the cued target category (present) or not 
(absent). Following response, a 1 s blank inter-trial interval separated two trials. For both 
reward and no-reward trials, response time was limited to a maximum of 3 s, after which the 
1 s blank inter-trial interval started even when no response was made. For reward trials, an 
additional subject-specific response time threshold was used as mentioned above to 
determine whether the participants earned the reward or not, but this time threshold did not 
affect the task structure and was invisible to the participants.  
We used catch trials to decorrelate the BOLD signals of the cue and stimulus phases. 33% of 
all trials included cue followed by fixation dot for 500 ms, which then turned red for another  
500 ms indicating the absence of the stimulus, followed by the inter-trial interval. 
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Figure 4.1: Experimental paradigm. A. An example of a trial. A trial began with a cue (1 
s) indicating the target category, followed by 500 ms fixation period. Reward trials were cued 
with three red £ symbols next to the target category. After an additional variable time (0.4, 
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0.7, 1.0 or 1.3 s), an object was presented for 120 ms. The object was then masked (a 
scramble of the all the stimuli used), until response or for a maximum of 3 s. The participants 
pressed a button to indicate whether the object was from the cued category (Target trials) or 
not (Nontarget trials). B. Experimental conditions. For each participant, two categories 
served as potential targets depending on the cue, and a third category never served as target. 
Here as an example, shoes and sofas are the cued categories and cars as the uncued category. 
In the Target trials, the presented object matched the cued category. In the High-conflict 
nontarget trials, the object did not match the cued category, but was from the other cued 
category, therefore could serve as a target on other trials. In the Low-conflict nontarget trials, 
the presented object was from the category that was never cued. Overall, this design yielded 
three levels of behavioral status: Targets, High-conflict nontargets, and Low-conflict 
nontargets. The design was used for both no-reward and reward conditions. 
Stimuli 
Objects were presented at the center of the screen on a grey background. The objects were 
2.95° visual angle along the width and 2.98° visual angle along the height. Four exemplars 
from each visual category were used. Exemplars were chosen with similar colors, 
dimensions, and orientation across the categories. All exemplars were used an equal number 
of times in each condition and in each run to ensure that any differences between the 
experimental conditions will not be driven by the variability of exemplars. To increase the 
task demand, based on pilot data, we added Gaussian white noise to the stimuli. The post-
stimulus mask was generated by randomly combining pieces of the stimuli that were used in 
the experiment. The mask was the same size as the stimuli and was presented until a response 
was made or the response time expired. 
Structure and Design 
Each participant completed 6 functional runs of the task in the scanner (mean duration ± SD: 
6.2 ± 0.13 min). Each run started with a response-mapping instructions screen (e.g. left = 
target present, right = target absent), displayed until the participants pressed a button to 
continue. Halfway through the run, the instructions screen was presented again with the 
reversed response mapping. All trials required a button response to indicate whether the 
target was present or absent, and the change of response mapping ensured that conditions 
were not confounded by the side of the button press. Each run included 104 trials. Out of 
these, 8 were dummy trials following the response mapping instructions (4 after each 
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instructions screen), and were excluded from the analysis. Of the remaining 96 trials, one-
third (32 trials) were cue-only trials (catch trials). Of the remaining 64 trials, 32 were no-
reward trials and 32 were reward trials. Of the 32 no-reward trials, half (16) were cued with 
one visual category, and half (16) with the other. For each cued category, half of the trials (8) 
were Target trials, and half of the trials (8) were nontarget trials, to assure an equal number of 
target (present) and nontarget (absent) trials. Of the nontarget trials, half (4) were High-
conflict nontargets, and half (4) were Low-conflict nontargets. There were 4 trials per cue 
and reward level for the High- and Low-conflict nontarget conditions, and 8 for the Target 
condition, with the latter split into two regressors (see General Linear Model (GLM) for the 
Main Task section below). A similar split was used for reward trials. An event-related design 
was used and the order of the trials was randomized in each run. At the end of each run, the 
money earned in the reward trials and the number of correct trials (across both reward and 
no-reward trials) were presented on the screen. 
Functional Localisers 
In addition to the main task, we used two other tasks in order to functionally localize MD 
regions and LOC in individual participants using independent data. These were used in 
conjunction with ROI templates and a double-masking procedure to extract voxel data for 
MVPA (See ROI definition for more details).  
To localize MD regions, we used a spatial working memory task (Fedorenko et al. 2013). On 
each trial, participants remembered 4 locations (Easy condition) or 8 locations (Hard 
condition) in a 3X4 grid. Each trial started with fixation for 500 ms. Locations on the grid 
were then highlighted consecutively for 1 s (1 or 2 locations at a time, for the Easy and Hard 
conditions, respectively). In a subsequent two-alternative forced-choice display (3 s), 
participants had to choose the grid with the correct highlighted locations by pressing the left 
or the right button. Feedback was given after every trial for 250 ms. Each trial was 8 s long, 
and each block included 4 trials (32 s). There was an equal number of correct grids on the 
right and left in the choice display. Participants completed 2 functional runs of 5 min 20 sec 
each, with 5 Easy blocks alternated with 5 Hard blocks in each run. We used the contrast of 
Hard vs. Easy blocks to localize MD regions. 
As a localizer for LOC we used a one-back task with blocks of objects interleaved with 
blocks of scrambled objects. The objects were in grey scale and taken from a set of 61 
everyday objects (e.g. camera, coffee cup, etc.). Participants had to press a button when the 
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same image was presented twice in a row. Images were presented for 300 ms followed by a 
500 ms fixation. Each block included 15 images with two image repetitions and was 12 s 
long. Participants completed two runs of this task, with 8 object blocks, 8 scrambled object 
blocks, and 5 fixation blocks. The objects vs. scrambled objects contrast was used to localize 
LOC. 
Scanning Session 
The scanning session included a structural scan, 6 functional runs of the main task, and 4 
functional localizer runs – 2 for MD regions and 2 for LOC. The scanning session lasted up 
to 100 minutes, with an average 65 minutes of EPI time. The tasks were introduced to the 
participants in a pre-scan training session. The average reaction time of 32 no-reward trials of 
the main task completed in this practice session was set as the time threshold for the reward 
trials to be used in the scanner session. All tasks were written and presented using 
Psychtoolbox3 (Brainard 1997) and MatLab (The MathWorks, Inc). 
Data Acquisition 
fMRI data were acquired using a Siemens 3T Prisma scanner with a 32-channel head coil. 
We used a multi-band imaging sequence (CMRR, release 016a) with a multi-band factor of 3, 
acquiring 2 mm isotropic voxels (Feinberg et al. 2010). Other acquisition parameters were:  
TR = 1.1 s, TE = 30  ms, 48 slices per volume with a slice thickness of 2 mm and no gap 
between slices, in plane resolution 2 × 2 mm, field of view 205 mm, flip angle 62°, and 
interleaved slice acquisition order. No iPAT or in-plane acceleration were used. T1-weighted 
multiecho MPRAGE (van der Kouwe et al. 2008) high-resolution images were also acquired 
for all participants, in which four different TEs were used to generate four images (voxel size 
1 mm isotropic, field of view of 256 × 256 × 192 mm, TR = 2530 ms, TE = 1.64, 3.5, 5.36, 
and 7.22 ms). The voxelwise root mean square across the four MPRAGE images was 
computed to obtain a single structural image.  
Data and Statistical Analysis 
The primary analysis approach was multi-voxel pattern analysis (MVPA), to assess 
representation of behaviorally relevant category distinctions with and without reward. An 
additional ROI-based univariate analysis was conducted to confirm the recruitment of the 
MD network. Preprocessing, GLM and univariate analysis of the fMRI data were performed 
using SPM12 (Wellcome Department of Imaging Neuroscience, London, England; 
www.fil.ion. ucl.ac.uk), and the Automatic Analysis (aa) toolbox (Cusack et al. 2014). 
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We used an alpha level of .05 for all statistical tests. Bonferroni correction for multiple 
comparisons was used when required, and the corrected p-values and uncorrected t-values are 
reported. All t tests that were used to compare two conditions were paired due to the within-
subject design. A one-tailed t test was used when the prediction was directional, including 
testing for classification accuracy above chance level. All other t tests in which the a priori 
hypothesis was not directional were two-tailed. Additionally, effect size (Cohen’s dz) was 
computed. All analyses were conducted using custom-made MATLAB (The Mathworks, Inc) 
scripts, unless otherwise stated. 
Preprocessing 
Initial processing included motion correction and slice time correction. The structural image 
was coregistered to the Montreal Neurological Institute (MNI) template, and then the mean 
EPI was coregistered to the structural. The structural image was then normalized to the MNI 
template via a nonlinear deformation, and the resulting transformation was applied on the EPI 
volumes. Spatial smoothing of FWHM = 5 mm was performed for the functional localizers 
data only. 
General Linear Model (GLM) for the Main Task 
We used GLM to model the main task and localizers’ data. Regressors for the main task 
included 12 conditions during the stimulus epoch and 4 conditions during the cue epoch. 
Regressors during the stimulus epoch were split according to reward level (no-reward, 
reward), cued visual category (category 1, category 2), and behavioral status (Target, High-
conflict nontarget, Low-conflict nontarget). To assure an equal number of target present and 
target absent trials, the number of Target trials in our design was twice the number of High-
conflict and Low-conflict nontarget trials. The Target trials included two repetitions of each 
combination of cue, visual category and exemplar, with a similar split for reward trials. These 
two Target repetitions were modelled as separate Target1 and Target2 regressors in the GLM 
to make sure that all the regressors were based on an equal number of trials, but were 
invisible to the participants. All the univariate and multivariate analyses were carried out 
while keeping the two Target regressors separate to avoid any bias of the results, and they 
were averaged at the final stage of the results. Overall, the GLM included 16 regressors of 
interest for the 12 stimulus conditions. Each regressor was based on data from all correct 
trials in the respective condition in each run (up to 4 trials). To account for possible effects of 
reaction time (RT) on the beta estimates because of the varying duration of the stimulus 
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epoch, and as a consequence their potential effect on decoding results, these regressors were 
modelled with durations from stimulus onset to response (Woolgar et al. 2014). This model 
scales the regressors based on the reaction time, thus the beta estimates reflect activation per 
unit time and are comparable across conditions with different durations. Regressors during 
the cue epoch included both task and cue-only (catch) trials and were split by reward level 
and cued category, modelled with duration of 1 s. Cue regressors were based on 16 trials per 
regressor per run. As one-third of all trials were catch trials, the cue and stimulus epoch 
regressors were decorrelated and separable in the GLM. Regressors were convolved with the 
canonical hemodynamic response function (HRF). The 6 movement parameters and run 
means were included as covariates of no interest.  
GLM for the Functional Localisers 
For the MD localizer, regressors included Easy and Hard blocks. For LOC, regressors 
included objects and scrambled objects blocks. Each block was modelled with its duration. 
The regressors were convolved with the canonical hemodynamic response function (HRF). 
The 6 movement parameters and run means were included as covariates of no interest.  
Univariate Analysis 
We conducted an ROI analysis to test for the effect of reward on overall activity for the 
different behavioral status conditions and cues. We used templates for the MD network and 
for LOC as defined below (see ROI definition). Using the MarsBaR toolbox 
(http://marsbar.sourceforge.net; Brett et al. 2002) for SPM 12, beta estimates for each 
regressor of interest were extracted and averaged across runs, and across voxels within each 
ROI, separately for each participant and condition. For the MD network, beta estimates were 
also averaged across hemispheres (see ROI definition below). Second-level analysis was 
done on beta estimates across participants using repeated measures ANOVA. The data for the 
Target condition was averaged across the two Target1 and Target2 regressors, separately for 
the no-reward and reward conditions. 
ROI Definition 
MD network template. ROIs of the MD network were defined a priori using an independent 
data set (Fedorenko et al. 2013; see t-map at http://imaging.mrc-
cbu.cam.ac.uk/imaging/MDsystem). These included the anterior, middle, and posterior parts 
of the middle frontal gyrus (aMFG, mMFG, and pMFG, respectively), a posterior dorsal 
region of the lateral frontal cortex (pdLFC), AI-FO, pre-SMA/ACC, and IPS, defined in the 
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left and right hemispheres. The visual component in this template is widely accepted as a by-
product of using largely visual tasks, and is not normally considered as part of the MD 
network. Therefore, it was not included in the analysis. The MD network is highly bilateral, 
with similar responses in both hemispheres (Fedorenko et al. 2013; Erez and Duncan 2015). 
We therefore averaged the results across hemispheres in all the analyses. 
LOC template. LOC was defined using data from a functional localizer in an independent 
study with 15 participants (Lorina Naci, PhD dissertation, University of Cambridge). In this 
localizer, forward- and backward-masked objects were presented, as well as masks alone. 
Masked objects were contrasted with masks alone to identify object-selective cortex (Malach 
et al. 1995). Division to the anterior part of LOC, the posterior fusiform region (pFs) of the 
inferior temporal cortex, and its posterior part, the lateral occipital region (LO) was done 
using a cut-off MNI coordinate of Y=-62, as previous studies have shown differences in 
processing for these two regions (MacEvoy and Epstein 2011; Erez and Yovel 2014). 
Voxels selection for MVPA 
To compare between regions within the MD network and between sub-regions in LOC, we 
controlled for the ROI size and used the same number of voxels for all regions. We used a 
dual-masking approach that allowed the use of both a template, consistent across participants, 
as well as subject-specific data as derived from the functional localizers (Fedorenko et al. 
2010; Shashidhara, Spronkers, et al. 2019). For each participant, beta estimates of each 
condition and run were extracted for each ROI based on the MD network and LOC templates. 
For each MD ROI, we then selected the 200 voxels with the largest t-value for the Hard vs. 
Easy contrast as derived from the independent subject-specific functional localizer data. This 
number of voxels was chosen prior to any data analysis, similar to our previous work (Erez 
and Duncan 2015). For each LOC sub-region, we selected 180 voxels with the largest t-
values of the object vs. scrambled contrast from the independent subject-specific functional 
localizer data. The selected voxels were used for the voxelwise patterns in the MVPA for the 
main task. The number of voxels that was used for LOC was smaller than for MD regions 
because of the size of the pFs and LO masks. For the analysis that compared MD regions 
with the visual regions, we used 180 voxels from all regions to keep the ROI size the same. 
Multivoxel pattern analysis (MVPA) 
We used MVPA to test for the effect of reward motivation on the discrimination between the 
task-related behavioral status pairs. Voxelwise patterns using the selected voxels within each 
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template were computed for all the task conditions in the main task. We applied our 
classification procedure on all possible pairs of conditions as defined by the GLM regressors 
of interest during the stimulus presentation epoch, for the no-reward and reward conditions 
separately (Figure 4.1B). For each pair of conditions, MVPA was performed using a support 
vector machine classifier (LIBSVM library for MATLAB, c=1) implemented in the 
Decoding Toolbox (Hebart et al. 2015). We used leave-one-run-out cross-validation in which 
the classifier was trained on the data of five runs (training set) and tested on the sixth run (test 
set). This was repeated 6 times, leaving a different run to test each time, and classification 
accuracies were averaged across these 6 folds. Classification accuracies were then averaged 
across pairs of different cued categories, yielding discrimination measures for three pairs of 
behavioral status (Targets vs. High-conflict nontargets, Targets vs. Low-conflict nontargets, 
and High-conflict vs. Low-conflict nontargets) within each reward level (no-reward, reward). 
Because the number of Target trials in our design was twice the number of High-conflict and 
Low-conflict nontarget trials, each discrimination that involved a Target condition was 
computed separately for the two Target regressors (Target1 and Target2) and classification 
accuracies were averaged across them.  
The Target and High-conflict nontarget pairs of conditions included cases when both 
conditions had an item from the same visual category as the stimulus (following different 
cues), as well as cases in which items from two different visual categories were displayed as 
stimuli (following the same cue). To test for the contribution of the visual category to the 
discrimination, we split the Target vs. High-conflict nontarget pairs of conditions into these 
two cases and the applied statistical tests accordingly. 
Whole brain searchlight pattern analysis 
To test whether additional regions outside the MD network show change in discriminability 
between voxelwise patterns of activity of behavioral status conditions when reward is 
introduced, we conducted a whole-brain searchlight pattern analysis (Kriegeskorte et al. 
2006). This analysis enables the identification of focal regions that carry relevant 
information, unlike the decoding based on larger ROIs, which tests for a more widely 
distributed representation of information. For each participant, data was extracted from 
spherical ROIs with an 8 mm radius, centered on each voxel in the brain. These voxels were 
used to perform the same MVPA analysis as described above. Thus, for each voxel, we 
computed the classification accuracies for the relevant distinctions, separately for the no-
reward and reward conditions. These whole-brain maps were smoothed using a 5 mm 
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FWHM Gaussian kernel. The t-statistic from a second level random-effects analysis on the 
smoothed maps was thresholded at the voxel level using FDR correction (p < 0.05). 
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Results 
Behaviour 
RT for three behavioral status conditions, Target, High-conflict nontarget and Low-conflict 
nontarget, in the no-reward trials were 589 ± 98 ms, 662 ± 103 ms, and 626 ± 107 ms, 
respectively (mean ± SD); RTs for these conditions in the reward trials were 541 ± 99 ms, 
614 ± 99 ms, 585 ± 97 ms, respectively (mean ± SD). A two-way repeated measures 
ANOVA with motivation (no-reward, reward) and behavioral status as within-subject factors 
showed a main effect of motivation (F1, 23 = 40.07, p < 0.001), with reward trials being 
shorter than no-reward trials, as expected from the experimental design in which response 
was required within a time limit to receive the reward. An additional main effect of 
behavioral status (F2, 23 = 50.97, p < 0.001) was observed, with no interaction between reward 
and behavioral status (F2, 23 = 0.63, p = 0.54). Subsequent post-hoc tests with Bonferroni 
correction for multiple comparisons showed that RTs for Target trials were faster than High-
conflict and Low-conflict nontarget trials (t23 = 10.03, p < 0.001, dz = 2.05; t23 = 5.17, p < 
0.001, dz = 1.06 respectively), and Low-conflict nontarget trials were faster than the High-
conflict ones (t23 = 4.96, p < 0.001, dz = 1.01), as expected from a cued target detection task. 
Overall accuracy levels were high (mean ± SD: 92.51% ± 0.08%). Mean and SD accuracy 
rates for the Target, High-conflict nontarget and Low-conflict nontarget conditions in the no-
reward trials were 91.2% ± 5.8%, 89.1% ± 8.8%, and 96.6% ± 3.8%, respectively; and for the 
reward trials they were 94.2% ± 5.0%, 87.8%± 8.7%, 96.1% ± 4.4%, respectively. A two-
way repeated measures ANOVA with motivation and behavioral status as within-subject 
factors showed no main effect of motivation (F1, 23 = 0.49, p = 0.49), confirming that the 
added time constraint for reward trials did not lead to drop in performance. There was a main 
effect of behavioral status (F2, 23 = 29.64, p < 0.001) and an interaction between motivation 
and behavioral status (F2, 23 = 5.81, p < 0.01). Post-hoc tests with Bonferroni correction for 
multiple comparisons showed larger accuracies for Low-conflict nontargets compared to 
Targets and High-conflict nontargets (Two-tailed t-test: t 23 = 5.64, p < 0.001, dz = 1.15; t23 = 
5.50, p < 0.001, dz = 1.12 respectively) in the no-reward trials, as expected given that the 
Low-conflict nontarget category was fixed throughout the experiment. In the reward trials, 
performance accuracies were larger for Target compared to High-conflict nontarget (t23 = 
4.45, p < 0.001, dz = 0.91) and Low-conflict nontarget compared to High-conflict ones (t23 = 
5.92, p < 0.001, dz = 1.2) and similar between Targets and Low-conflict nontargets (t23 = 
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2.49, p = 0.06). Accuracies for Target trials were larger for the reward trials compared to no-
reward (t23 = 2.92, p = 0.008, dz = 0.61), indicating a possible behavioral benefit of reward. 
There was no difference between reward and no-reward trials for High-conflict and Low-
conflict nontargets (t23 < 1.1, p > 0.1, for both). 
Activity across the MD network during the cue epoch 
To address our primary research question, the analysis focused on the stimulus epoch. 
However, to get a full picture of the data and for comparability with previous studies that 
showed increase in cue information, we also report the results for the cue epoch here. The 
analysis focuses on the MD network only and not the LOC since no object stimuli were 
presented at this epoch of the trial. 
We first tested for a univariate effect of reward during the cue phase (averaged across the β 
estimates of the two cues) across all MD regions. A two-way repeated measures ANOVA 
with reward (2: no-reward, reward) and ROI (7) as factors showed a main effect of reward 
(F1, 23 = 13.75, p = 0.001) with increased activity during the reward trials compared to the no-
reward trials. There was also a main effect of ROI (F6, 138 = 6.44, p < 0.001) and an 
interaction of reward and ROI (F6, 138 = 6.67, p < 0.001). Post-hoc tests showed that all 
regions except aMFG showed increased activation for reward trials compared to no-reward 
trials (Two tailed, Bonferroni corrected for 7 comparisons: t23 > 3.06, p < 0.04, dz > 0.62 for 
all ROIs except aMFG; t23 = 2.38, p = 0.18, dz = 0.49 for aMFG). Overall, the MD network 
showed a strong univariate reward effect during the cue epoch. 
We next asked whether the cues were decodable as measured using MVPA, and whether 
decoding levels increased with reward as has been previously reported (Etzel et al. 2016; 
Hall-McMaster et al. 2019). Decoding between the two cues separately for the two reward 
levels were computed in each of the MD ROIs. A two-way repeated measures ANOVA with 
reward (2) and ROI (7) as factors showed no main effects or interactions (F < 1.9, p > 0.08). 
Decoding levels averaged across all MD ROIs were (mean ± SD) 51.71% ± 4.39% and 
50.55% ± 6.69% for the reward and no-reward conditions, respectively. There was no 
significant cue decoding above chance for both no-reward and reward conditions (One-tailed 
t-test, reward: t23 = 1.9, p = 0.07, dz = 0.39; no-reward: t23 = 0.4, p = 0.7, dz = 0.07). Overall, 
we found that cue information could not be decoded in any of the MD ROIs and in both no-
reward and reward conditions. 
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Lastly, we conducted a complementary whole-brain searchlight analysis to test whether cue 
decoding was observed in other regions beyond the MD network. A second level random-
effects analysis of cue decoding, separately for the no-reward and reward conditions, did not 
reveal any additional regions that showed cue decoding (FDR correction p < 0.05). An 
additional searchlight analysis was set to test for increase in cue decoding with reward, but 
similar results were obtained, with no voxels surviving FDR correction (p < 0.05). 
Altogether, our results show that despite substantial increases in overall univariate activity 
with reward during the cue epoch across the MD network, the cues in our study were not 
decodable in both no-reward and reward conditions. 
Univariate activity in the MD network during the stimulus epoch 
We started our analysis for the stimulus epoch by testing for the effect of reward motivation 
on the overall activity in MD regions, and whether such effect is different for the three 
behavioral status conditions. We used averaged β estimates for each behavioral status 
(Target, High-conflict nontarget, Low-conflict nontarget) and reward level (no-reward, 
reward) in each of the MD ROIs (Figure 4.2). A three-way repeated measures ANOVA with 
reward (2), behavioral status (3) and ROI (7) as within-subject factors showed no significant 
main effect of reward (F1, 23 = 3.37, p = 0.079). There was an interaction of reward level and 
ROI (F6, 138 = 5.02, p = 0.001), with only the AI/FO showing reward effect following post-
hoc tests and Bonferroni correction for multiple (7) comparisons (t23 = 3.88, p = 0.005, dz = 
0.79). The IPS showed a reward effect that did not survive multiple comparisons (t23 = 2.58, 
uncorrected p = 0.016, corrected p = 0.11, dz = 0.53). Importantly, there was no main effect 
of behavioral status (F2, 46 = 0.97, p = 0.57) and no interaction of reward and behavioral 
status (F2, 46 = 0.51, p = 0.61). Overall, the univariate results indicated similar levels of 
activity for the three behavioral status conditions. While we expected an increase in 
univariate activity in many MD regions with reward (Padmala and Pessoa 2011; Dixon and 
Christoff 2012; Shashidhara, Mitchell, et al. 2019), we observed such an increase only in the 
AI/FO. 
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Figure 4.2: Univariate activity across the MD network during the stimulus epoch. A. 
Univariate results averaged across all MD regions. Results are averaged across the behavioral 
status conditions for no-reward (blue bar) and reward (red bar) conditions, showing strong 
recruitment of the network and no increase with reward. B. Average univariate activity 
across the MD network is shown separately for each behavioral status condition for no-
reward (blue bars) and reward (red bars) conditions. Activity is similar for the three 
behavioral status conditions and does not increase with reward. T: Target, HC: High-conflict 
nontarget, LC: Low-conflict nontarget). C. Univariate results for the individual MD regions 
showing similar results for all regions. Post-hoc tests showed that only activity in AI 
increased with reward. The MD network template is shown for reference. pdLFC: 
posterior/dorsal lateral prefrontal cortex, IPS: intraparietal sulcus, preSMA: pre-
supplementary motor area, ACC: anterior cingulate cortex, AI: anterior insula, FO: frontal 
operculum, aMFG, mMFG, pMFG: anterior, middle and posterior middle frontal gyrus, 
respectively. Errors bars indicate S.E.M. 
 
Effect of reward motivation on discrimination of behaviourally relevant category 
distinctions in the MD network 
Our main question concerned the representation of task-related behavioral status information 
across the MD network and its modulation by reward, and we used MVPA to address that. 
For each participant and ROI we computed the classification accuracy above chance (50%) 
for the distinctions between Target vs. High-conflict nontarget, Target vs. Low-conflict 
nontarget and High-conflict vs. Low-conflict nontargets, separately for no-reward and reward 
conditions (Figure 4.3). The analysis was set to test for discrimination between behavioral 
status conditions within each reward level, and whether these discriminations are larger when 
reward is introduced compared to the no-reward condition. A three-way repeated-measures 
ANOVA with reward (2), behavioral distinction (3) and ROI (7) as within-subject factors 
showed no main effect of ROI (F6, 138 =0.97, p = 0.45) or any interaction of ROI with reward 
and behavioral distinction (F < 1.16, p > 0.31). Therefore, the classification accuracies were 
averaged across ROIs for further analysis (Figure 4.3A). First, we looked at the overall 
discrimination of behavioral status pairs. Averaged across the three pairs of behavioral status, 
decoding accuracies were (mean ± SD) 51.4% ± 2.8% and 51.8% ± 3.5% for the no-reward 
and reward conditions, respectively. Decoding levels were above chance (50%) for both the 
no-reward and reward trials (one-tailed t-test against chance, corrected for 2 comparisons, 
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reward: t23 = 2.5, corrected p = 0.02, dz = 0.5; no-reward: t23 = 2.34, corrected p = 0.03, dz = 
0.48). The decoding levels above chance for the individual pairs of behavioral status for the 
no-reward and reward conditions are summarized in Table 1. Overall, our results show that 
on average behaviorally relevant categorical distinctions are represented across the MD 
network in both no-reward and reward conditions, with some differences between individual 
pairs of behavioral status. 
In our critical analysis we tested for the modulatory effect of reward on the discriminability 
between pairs of behavioral status. In contrast to our prediction, a two-way repeated measures 
ANOVA with reward (2) and behavioral distinction (3) as within-subject factors showed no 
main effects of reward or behavioral distinction (F1, 23 = 0.26, p = 0.6; F2, 46 = 1.37, p = 0.26, 
respectively), and no interaction of the two (F2, 46 = 0.74, p = 0.48). To test for the specific 
prediction that reward might increase discrimination for the high conflict pair of conditions 
that may not have been picked up by the ANOVA, we compared decoding levels for the 
Target vs. High conflict nontarget for the no-reward and reward conditions. Further in 
contrast to our prediction, classification accuracy was not larger in the reward trials compared 
to the no-reward trials for the Target vs. High-conflict nontarget distinction (One-tailed 
paired t-test: t23 =1.07, p = 0.15, dz = 0.22). In summary, although the average decoding levels 
of behavioral status were above chance across the MD network, we did not find increases in 
decodability with reward. 
To test for other brain regions that may have shown increased pattern discriminability with 
reward beyond the MD network, we conducted a complementary whole-brain searchlight 
analysis. In a second-level random-effects analysis of behavioral status classification maps 
(average across the three pairs of behavioral status) of reward vs. no-reward conditions, none 
of the voxels survived an FDR threshold of p < 0.05. A separate searchlight analysis for 
classification of Targets vs. High-conflict nontargets showed similar results, with no voxels 
surviving FDR correction (p < 0.05). Therefore, our data did not reveal any brain regions that 
showed the predicted increase in discriminability with reward. 
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Figure 4.3: Reward does not modulate distinctions of behavioral status across the MD 
network. A. Classification accuracy is presented as percentage above chance (50%), 
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averaged across all MD regions and behavioral status pairs, for no-reward (blue bars) and 
reward (red bars) trials.  Behavioral status was decodable but not modulated by reward. 
Asterisks above bars show significant decoding above chance (One-tailed, Bonferroni 
corrected for 2 comparisons). B. The data in A is shown separately for the three distinctions 
of Target vs. High-conflict nontarget, Target vs. Low-conflict non-target, and High- vs. Low-
conflict nontargets. T: Target, HC: High-conflict nontarget, LC: Low-conflict nontarget. 
Asterisks above bars show one-tailed significant discrimination between behavioral 
categories above chance without correction (black), and Bonferroni corrected for multiple (6) 
comparisons (red). See Table 1 for details. C. Decoding results are shown for the individual 
MD regions. The MD network template is shown for reference. pdLFC: posterior/dorsal 
lateral prefrontal cortex, IPS: intraparietal sulcus, preSMA: pre-supplementary motor area, 
ACC: anterior cingulate cortex, AI: anterior insula, FO: frontal operculum, aMFG, mMFG, 
pMFG: anterior, middle and posterior middle frontal gyrus, respectively. Errors bars indicate 
S.E.M. + p < 0.06, * p < 0.05, ** p < 0.01. 
Table 1: Decoding accuracies for pairs of behavioral status across the MD network. 
t values are for a one-tailed t-test against change of 50%. Corrected p values were obtained 
using Bonferroni correction for 6 comparisons. + p < 0.06, * p < 0.05, ** p < 0.01 
Distinction Reward 
level 
Mean ± 
S.E.M 
(%) 
t23 
value 
Uncorrected 
p 
corrected 
p 
Effect 
size 
Target vs. 
High-conflict 
nontarget 
No-reward 50.9 ± 0.6 1.43 0.083 0.5 0.29 
Reward 52 ± 0.8 2.56 ** 0.009 + 0.053 0.52 
Target vs. 
Low-conflict 
nontarget 
No-reward 52.4 ± 0.7 3.24 ** 0.002 * 0.011 0.66 
Reward 52.1 ± 0.9 2.23 * 0.02 0.11 0.45 
High-conflict 
vs. Low-conflict 
nontargets 
No-reward 50.9 ± 0.9 1.32 0.2 1 0.20 
Reward 51.4 ± 1.1 0.96 0.1 0.6 0.27 
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Effects of reward motivation on behaviourally relevant category distinctions in LOC 
It is widely accepted that the frontoparietal MD network exerts top-down control on visual 
areas, contributing to task-dependent processing of information. To test for reward effects on 
decoding of categorical information based on behavioral status in the visual cortex, we 
performed similar univariate and multivariate analyses during the stimulus epoch in the high-
level general object visual region, the lateral occipital complex (LOC), separately for its two 
sub-regions, LO and pFs. We first conducted univariate analysis to test for an effect of 
reward and behavioral status on overall activity in LOC, which did not show a change in 
BOLD response with reward. A four-way repeated-measures ANOVA with reward (2), 
behavioral status (3), ROI (2), and hemisphere (2) as within-subject factors showed no main 
effect of reward (F1, 23 = 0.3 p = 0.6), no main effect of ROI (F1, 23 = 3.7 p = 0.07), or 
hemisphere (F1, 23 = 3.95 p = 0.06). There was an interaction of reward and ROI (F1, 23 = 7.3, 
p = 0.01), but post-hoc tests with correction for multiple (2) comparisons showed that activity 
was not larger for reward compared to no-reward trials in both LO and pFs (Two-tailed t-test: 
t23 = 1.45, p = 0.16, dz = 0.3; t23 = 0.94, p = 0.36, dz = 0.2; for LO and pFs, respectively). 
There was a main effect of behavioral status (F2, 46 = 8.73, p < 0.001), but no interaction of 
behavioral status and reward (F2, 46 = 0.56, p = 0.57). Altogether, the univariate results show 
that reward did not lead to increased activity in LOC for any of the behavioral status 
conditions. 
We then tested for the representation of the task-related behavioral status conditions in LOC 
(Figure 4.4). Decoding levels averaged across all pairs of behavioral status and the two LOC 
ROIs were above chance for both no-reward and reward conditions (mean ± SD: 3.23% ± 
3.64% and 3.76% ± 4.14% for the no-reward and reward conditions, respectively. One-tailed 
t-test against chance, corrected for 2 comparisons, reward: t23 = 4.45, corrected p < 0.001, dz 
= 0.9; no-reward: t23 = 4.34, corrected p < 0.001, dz = 0.9). Importantly, decoding levels were 
not larger for the reward conditions compared to the no-reward conditions for any of the 
behavioral status distinctions, with similar results for both LO and pFs. A four-way repeated-
measures ANOVA with reward (2), behavioral distinction (3), ROIs (2) and hemispheres (2) 
as within-subject factors showed no main effect of reward (F1, 23 = 0.34, p = 0.56) or 
interaction of reward and ROI (F1, 23 = 1.14, p = 0.29). No other main effects or interactions 
were significant (F < 3.15, p > 0.05). Overall, these results demonstrate that reward did not 
modulate the coding of the task-related behavioral status distinctions in LOC. 
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Figure 4.4: Reward motivation does not increase coding of behavioral status in LOC. A. 
Classification accuracy averaged across all behavioral status pairs is presented as percentage 
above chance (50%), averaged across LO and pFS and both hemispheres. Classification 
accuracies for no-reward (blue bars) and reward (red bars) conditions are similar and above 
chance. Asterisks above bars show significant decoding level above chance, (one-tailed 
Bonferroni corrected for 2 comparisons). B. Classification accuracies are similar for all three 
behavioral status distinctions. T: Target, HC: High-conflict nontarget, LC: Low-conflict 
nontarget. Asterisks above bars show one-tailed significant discrimination between 
behavioral categories above chance without correction (black), and corrected for multiple (6) 
comparisons (red). C. Classification accuracies for LO and pFs are presented separately, 
averaged across hemispheres. The LOC template is shown on sagittal and coronal planes, 
with a vertical line dividing it into posterior (LO) and anterior (pFs) regions. Errors bars 
indicate S.E.M. + p < 0.06, * p < 0.05, ** p < 0.01, *** p < 0.001. 
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Conflict-contingent vs. visual category effects 
An important aspect of the Target and High-conflict nontarget conditions in this experiment 
was that they both contained the same visual categories, which could be either a target or a 
nontarget (Figure 4.1B). Therefore, the Target vs. High-conflict nontarget pairs of conditions 
in our decoding analysis included cases where the stimuli in the two conditions were items 
from different visual categories (e.g. shoe and sofa following a ‘shoe’ cue), as well as cases 
where the two stimuli were items from the same visual category (e.g. shoe following a ‘shoe’ 
cue and a ‘sofa’ cue). We further investigated whether the representation in the MD network 
and in the LOC was driven by the task-related high conflict nature of the two conditions or by 
the different visual categories of the stimuli, and whether there was a facilitative effect of 
reward which is limited to the representation of the visual categories. For each participant, 
the decoding accuracy for this behavioral status distinction was computed separately for pairs 
of conditions in which the stimuli belonged to the same visual category (different cue trials), 
and for pairs in which the stimuli belonged to different visual categories (same cue trials). 
This analysis was conducted by selecting 180 voxels for both MD and LOC ROIs, to keep the 
ROI size the same. For both MD and LOC regions, there was no interaction with ROI or 
hemisphere, therefore accuracy levels were averaged across hemispheres and ROIs for the 
MD network and LOC (repeated measures ANOVA with reward (2), distinction type (2, 
same or different visual category), ROIs (7 for MD, 2 for LOC) and hemispheres (2, just for 
LOC) as within-subject factors: F < 3.15 p > 0.05 for all interactions with ROI and 
hemisphere). Figure 4.5 shows Target vs. High-conflict nontarget distinctions separately for 
same and different visual categories for no-reward and reward conditions, for both the MD 
and LOC. 
We next tested for the effect of reward and distinction type (same or different visual 
category) on decoding levels in each the two systems. In the MD network, a two-way 
repeated measures ANOVA with reward (2) and distinction type (2) as factors showed no 
main effect of reward (F1, 23 = 0.92, p = 0.35) and no effect of category distinction or their 
interaction (F1, 23 = 2.9, p = 0.1; F1, 23 = 0.1, p = 0.8, respectively). These results show that 
there was no effect of reward on high conflict items that may be specific for the distinction 
between visual categories. In contrast, a similar ANOVA for LOC showed a main effect of 
distinction type (F1, 23 = 25.9, p < 0.001) and no effect of reward or their interaction (F1, 23 = 
0.05, p = 0.8; F1, 23 = 0.46, p = 0.50, respectively). Together, these results demonstrate that 
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representation was driven by visual categories in LOC, but not in the MD network. To further 
establish this dissociation between the two systems, we used a three-way repeated measures 
ANOVA with distinction type (2, same or different visual category), reward (2), and brain 
system (2, MD or LOC) as within-subject factors. There was no main effect of brain system 
(F1, 23 = 1.2, p = 0.3), allowing us to compare between the two systems. An interaction 
between distinction type and system (F1, 23 = 16.7, p < 0.001) confirmed that decoding levels 
in the two systems were affected differently by visual category. Critically to our research 
question, reward did not lead to increased decoding levels in either of the systems (no main 
effect of reward or interactions with reward: F < 0.77, p > 0.39). 
 
 
Figure 4.5: Decoding of highly conflicting behavioral status distinctions in the MD 
network and LOC. Classification accuracies above chance (50%) are presented for no-
reward and same-visual-category distinctions (light blue), no-reward and different-visual-
category distinctions (dark blue), reward and same-visual-category distinctions (light red), 
and reward and different-visual-category distinctions (dark red), separately for the MD 
network and the LOC, averaged across regions and hemispheres in each system. In the MD 
network, neither reward nor visual category modulated the discrimination of Target vs. High-
conflict nontarget. In contrast, classification accuracies in the LOC are larger when the 
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displayed objects are from two different visual categories compared to when they belong to 
the same visual category, irrespective of the reward level. Asterisks above bars show one-
tailed significant discrimination above chance without correction (black), and corrected for 
multiple (6) comparisons (red). Significant main effects of visual category are shown above 
the bars of each system. Errors bars indicate S.E.M. * p < 0.05, ** p < 0.01, *** p < 0.001. 
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Discussion 
In this study we used a cued target detection task to test for the effect of reward motivation 
on the coding of task-related behaviorally-relevant category distinctions in the frontoparietal 
MD network as reflected in distributed patterns of fMRI data. Participants detected whether 
an item belonged to a cued visual category. Two visual categories served as either targets or 
nontargets, depending on the cue. A third category was never cued and therefore was never a 
target, creating three levels of behavioral status: Targets, High-conflict nontargets, and Low-
conflict nontargets. During the cue epoch of reward trials, activity across the MD network 
increased, possibly reflecting increased cognitive effort when a context is set for a trial. 
Using MVPA, we showed that information about the behavioral status during the subsequent 
stimulus epoch of the trial was represented across the MD network. However, in contrast to 
our prediction, motivation, in the form of monetary reward, did not enhance the distinctions 
between the three behavioral status conditions across the MD network. Additionally, we did 
not find evidence for a selective facilitative effect of reward on discriminability of highly 
conflicting items (competition-contingent effect). In the LOC, information about the 
behavioral status of the presented stimuli was primarily driven by visual categories and was 
not modulated by motivation. 
Previous reports showed an enhancement effect of motivation on overall activity in the 
frontoparietal control network (Padmala and Pessoa 2011; Dixon and Christoff 2012; 
Botvinick and Braver 2015). Recently, it was demonstrated that cue decoding increased with 
motivation (Etzel et al. 2016), and in particular when task rules change from one trial to 
another (Hall-McMaster et al. 2019). Whether reward also modulates the representation of 
task-related information that is processed while cue and stimulus information is integrated 
remained unclear. These two effects of reward are complementary to one another, and are 
both key aspects of cognitive control and essential when reaching a decision. If reward 
enhances cue coding, then it would be reasonable to hypothesize that it may also facilitate the 
integration process of the cue and the subsequent stimulus that leads to successful completion 
of the task. Furthermore, previous studies have suggested that motivation particularly affects 
conditions of high conflict. Padmala and Pessoa (2011) reported a decrease in interference 
with reward in response inhibition tasks. Reward also reduced incongruency effect in the 
Stroop task compared to non-rewarded trials (Krebs et al. 2013) and enhanced error 
monitoring (Stürmer et al. 2011). Thus, we predicted that reward motivation will enhance the 
representation of task information, and that this effect may be specific for highly conflicting 
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items. Based on our previous work that showed representation of behavioral status 
information across the frontoparietal cortex (Erez and Duncan 2015), we used three 
behavioral status levels and their distinctions to test these predictions. While the overall 
representation of behavioral status across the MD network replicated our previous findings 
(Erez and Duncan 2015), our results did not show an increase in representation with reward, 
in contrast to our predictions. Additionally, we did not observe a selective increase in 
representation for the highly conflicting items, namely Targets vs. High-conflict nontargets. 
Recently, Hall-McMaster et al., (2019) showed some increases in task-relevant stimulus 
features information when reward levels were high, using distributed patterns in EEG data. 
We did not observe such changes in our data, and the difference in results may possibly be 
due to differences in the design, as well as the limited time window where such differences 
were observed in EEG that cannot be detected with the low temporal resolution fMRI data. 
More generally, several reasons can provide potential explanations for the results obtained in 
our study, showing no facilitative effect of reward on pattern discriminability of behavioral 
status. Indeed, it is possible that the effect of reward in limited to cue decoding, as has been 
previously demonstrated (Etzel et al. 2016), and does not extend to the stimulus phase when 
information is processed based on the cue. However, we cannot rule out other possible 
explanations, including that our reward manipulation was not sufficiently strong to make a 
difference to pattern discriminability, insufficient power, and multiple factors that result in 
overall low decoding levels across the frontoparietal cortex (Bhandari et al. 2018) making 
small effects hard to detect with current MVPA methods. 
Our predictions were based on the sharpening and prioritization account, which postulates 
that motivation leads to a sharpened neural representation of relevant information depending 
on the current task and needs. Previous neurophysiological evidence provide support for this 
aspect: reward has been associated with firing of dopaminergic neurons (Schultz et al. 1997; 
Bayer and Glimcher 2005), and dopamine has been shown to modulate tuning of prefrontal 
neurons and to sharpen their representations (Vijayraghavan et al. 2007; Thurley et al. 2008; 
Ott and Nieder 2016). The prioritization aspect can be related to the expected value of control 
(EVC) theory (Shenhav et al. 2013) and reward-based models for the interaction of reward 
and cognitive control, essentially a cost-benefit trade-off (Botvinick and Braver 2015). 
Cognitive control is effortful and hence an ideal system would allocate it efficiently, with a 
general aim of maximizing expected utility. Despite the appeal of this account, our results did 
not show experimental support for this view. At the behavioral level, we observed some 
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evidence for such a benefit of reward. Accuracy levels of performance in the task for Target 
trials were higher in the reward compared to the no-reward condition. Additionally, while in 
the no-reward condition Target trials were less accurate than Low-conflict nontargets, in the 
reward condition there were no differences between them. We did not observe a similar 
benefit in reaction times. This could be due to the time threshold that we used for reward 
trials, which reduced the reaction time on all the reward trials, and may have masked an 
interaction with reward. 
Relatedly, we did not observe univariate differences in activity between targets and the two 
nontargets across the MD network, and in contrast to previously reported data (Hampshire et 
al. 2007, 2009). In our design, the targets were twice as frequent as High and Low-conflict 
nontargets, which could have resulted in lower activity of the targets compared to the other 
two due to a frequency effect (Braver et al. 2001; Hampshire et al. 2009). Another possible 
univariate effect could have been a higher activation for more demanding condition, the 
High-conflict nontargets. The target, frequency and difficulty effects together could have led 
to no univariate differences between the behavioral status conditions, as also seen in our 
previous work (Erez and Duncan 2015). 
The visual categorization aspect of our task allowed us to investigate effects of reward on 
representation in LOC compared to the MD network, and in particular whether there is a 
specific effect of reward that is driven by visual differences. In the MD network, decoding 
levels were similar between conditions with the same visual category and different visual 
category, and there was no modulation by reward in any of them. This does not mean that 
there is no visual information in the MD network (Stokes et al. 2013), but rather that the we 
did not observe it in our fMRI study. In contrast, the discrimination in LOC was driven by the 
visual categories, as expected in the visual cortex, with Targets and High-conflict nontargets 
being discriminable only when items belonged to two different visual categories. While it is 
widely agreed that the frontoparietal cortex exerts top-down effects on visual areas, there is 
no clear prediction as to whether any effects of reward should be observed in the visual 
cortex. Our results provide evidence that the effects of reward were not present in LOC. 
Although previous studies have shown differences in representations between pFs and LO 
(Jiang et al. 2007; Li et al. 2007; Harel et al. 2014), our results were similar for both regions.  
Although our primary question addressed the representation of task-related information 
during the integration of stimulus and cue, we also tested for an effect of reward in the cue 
epoch. The use of catch trials ensured that the cue and stimulus GLM regressors were 
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appropriately decorrelated. The overall univariate activity across the MD network increased 
with reward during the cue epoch, possibly reflecting an increase in cognitive effort due to 
the reward. However, we did not observe cue decoding above chance, in contrast to previous 
reports (Etzel et al. 2016; Hall-McMaster et al. 2019). One reason for this difference in 
decoding results may be related to the design of our task. We used words of the category 
names as cues, which appeared together at the same time with the no-reward/reward 
indication – the reward trial cues had additional red pound signs. Our cues allowed for high 
task performance (compared to using abstract symbols, which is more difficult) rather than 
maximizing the decodability between cues. The visually salient reward signal that was 
presented simultaneously with the cues may have masked the decoding of the cue. Other 
reasons for the different results may be differences in the areas that were used for the analysis 
(Etzel et al. 2016), and differences in patterns that can be identified using fMRI and EEG 
data (Hall-McMaster et al. 2019). 
In summary, we asked whether reward motivation leads to increased representation of task-
related information across the frontoparietal network and the LOC. We found that 
information about behavioral status was present across the MD network. However, in 
contrast to the prediction based on the sharpening and prioritization account of reward 
effects, we did not find an increase in representation levels with reward. In the LOC, we 
observed representation of behavioral status, but this was driven by visual category 
information and was not modulated by reward. With growing interest in the interaction 
between control processes and motivation, our study provides an important experimental 
evidence for the underlying neural mechanisms and the potential limitations of the effects of 
reward, thus contributes another tier to the accumulating knowledge in the field which is 
critical for the development of computational models. 
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Chapter 5 
A new working memory signal in frontoparietal local field 
potentials 
Introduction 
The MD network is a set of frontoparietal regions involved in multiple cognitive tasks, as 
seen in functional imaging studies in humans. Mitchell and colleagues (2016) sought to 
identify a macaque counterpart to the human MD system using fMRI connectivity in 35 
rhesus macaques under anaesthesia. Using whole brain connectivity analyses they identified 
seven clusters across frontoparietal and insular cortex comparable to human MD regions and 
one additional cluster in the lateral fissure. These regions include areas around the arcuate 
sulcus, principal sulcus and intraparietal sulcus, the regions usually chosen to study prefrontal 
and parietal neurons. Electrophysiology studies, unlike fMRI, use one task in which the 
animals are extensively trained. Using several tasks to isolate the MD regions, as in the fMRI 
definition of the network, would be very difficult. Thus, in order to study the function of 
prefrontal and parietal neurons underlying the MD network, a spatial working memory task 
was chosen.  
Working memory has been studied extensively in behaving animals. In non-human primates, 
information maintenance has classically been linked to persistent, stable firing in neurons of 
the frontal and parietal cortex (Fuster and Alexander, 1971; Funahashi et al., 1989). 
Although, in recent years much evidence has emerged of dynamic activity, with single 
neurons carrying information only for brief periods of a working memory delay (Barak et al., 
2010; Schmitt et al., 2017), or more radically, changing their pattern of stimulus selectivity 
during different task operations (Warden and Miller, 2010; Rigotti et al., 2013; Stokes et al., 
2013; Naya et al., 2017; Sigala et al., 2008). This is in line with the mixed-selectivity 
hypothesis – neurons encode conjunctions of task features (Rigotti et al., 2013). 
Computational approaches have explained these dynamic firing rates using linear stable 
subspaces, emphasising the stable ensemble or population information of dynamic single 
neuron activities (Machens et al. 2010; Mendoza-Halliday and Martinez-Trujillo 2017; 
Murray et al. 2017) and modelled the same using linear attractor models and non-linear 
recurrent neural networks (Machens et al. 2005; Barak et al. 2013). Other accounts have also 
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proposed synaptic mechanisms for the so called ‘silent’ working memory, to explain 
information storage (Stokes, 2015; Mongillo et al., 2008; Lundqvist et al., 2016). 
While the primary emphasis of this work has been spiking activity, much task-related 
information can also be decoded from features of the local field potential, extracted either in 
time or frequency domains (Buschman et al., 2012; Tremblay et al., 2015; Kim et al., 2018). 
In the frequency domain, oscillatory activity in the beta and gamma frequencies has often 
been linked to working memory load (Howard et al. 2003; Honkanen et al. 2015). An 
integration of frequency information with single trial time information was used by 
Lundquist et al. (2016). In their gamma and beta bursts frequency model, they posit gamma 
bursts of variable time and frequency in single trials as a signature of encoding and re-
activation of memory.  
Compared to spiking of single neurons, the LFP is a more integrated signal, combining 
electrical activity over a region of tissue up to at least several mm (Buzsaki et al., 2012). It 
relates closely to signals from human brain imaging, including fMRI (Logothetis et al., 2001) 
and scalp-recorded EEG. The LFP is affected by many sources, conspicuously including 
excitatory and inhibitory synaptic inputs, but also by spikes, after-hyperpolarizations, 
changes in intrinsic membrane properties and more (Buzsaki et al., 2012; Marder et al., 
1996). Given its integration of many signals, including hyperpolarizing synaptic inputs, the 
LFP can carry information invisible in spiking output (Kim et al., 2018). Existing 
interpretations and models of information storage in the context of dynamic neuronal firing, 
find a stable working memory trace in a network signal – often using dimensionality 
reduction methods to get an integrated signal (Machens et al. 2010; Mendoza-Halliday and 
Martinez-Trujillo 2017; Murray et al. 2017). LFP is one such signal that integrates multiple 
different types of electrical activity in a local circuit. Thus, LFPs could contain a more stable 
information trace.    
Here we compared the strength and stability of information coding in spikes and LFPs, 
recorded from awake macaques carrying out a spatial working memory task. The animals 
were presented with a 5 choice array. Through a process of trial and error, the animals found 
one of the locations that led to positive feedback and reward. This was the explore phase of 
the problem. In three subsequent trials, they returned to that target location for further 
rewards – the exploit phase. Neural activity was recorded in prefrontal and inferior parietal 
cortex. We examined spikes and LFP signals for target location information in the exploit 
phase, where the animal knew the target. Crucially, we analysed LFP data not in the 
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frequency domain, as in much current work, but simply as a time-varying voltage recorded at 
each electrode. To study the dynamic nature of the signal, we correlated target location 
preference across time. Spiking activity patterns changed rapidly over time and phase of the 
trial, as expected. In contrast, in LFPs a strong signal of target location remained largely 
constant across time. This target information arose post positive feedback in the explore 
phase and remained stable throughout the exploit phase. These LFP recordings used either 
the recording chamber or the headpost as reference. Both these reference locations were 
further away from the electrodes, than is ideal. The more distant the reference, there is a 
greater chance of volume conduction to be a part of the signal. The choice of the reference 
voltage, as well as its possible impacts on the results are further investigated and discussed. 
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Methods 
Subjects 
Two male rhesus monkeys (Macaca mulatta), each weighing 13 kg performed the task. The 
experiments were performed in accordance with the Animals (Scientific Procedures) Act 
1986 of the UK; all procedures were licensed by a Home Office Project License obtained 
after review by Oxford University’s Animal Care and Ethical Review committee, and were in 
compliance with the guidelines of the European Community for the care and use of 
laboratory animals (EUVD, European Union directive 86/609/EEC). 
Task 
In each session, the animal completed a series of problems, each continuing until 4 rewards 
had been obtained (Figure 5.1A).  In each trial the animal was shown a visual array of 5 
squares or circles.  Circles and squares were used in alternate problems throughout the 
session, and change in shape (along with additional cues, see below) served to indicate the 
onset of a new problem. In each problem, one location was randomly defined as the target. 
On each trial, the monkey selected one location by touching it. If the location touched on the 
current trial was the predefined target, it was followed by positive feedback and reward; and 
if it was a nontarget, the touch led to a negative feedback signal and no reward. Thus, to 
begin each problem, the animal had to work through a series of trials, sampling locations 
until the target was discovered. After target discovery, the animal was given further trials 
until the target location had been touched 3 more times, after which the problem ended and a 
new target location was randomly selected.  
Details of events on each trial are illustrated in Figure 5.1B. Before the trial began, the screen 
showed the display of 5 black squares or circles (each 5.7 x 5.7 deg visual angle, centred 11.4 
deg from fixation), accompanied by a central white fixation point (FP).  Three conditions had 
to be met for onset of the trial - completion of an inter-trial interval, fixation at the centre of 
the screen (window 7.6 x 7.6 deg), and holding down a start key. When these conditions were 
met, the FP turned red, indicating the start of the trial. Following a delay of 1.2 to 2.0 s, the 
FP switched to cyan (go signal) to indicate that a response could be made. The animal then 
released the start key and touched one of the locations (touch required within 1.8 s of go 
signal). After the touch had been held for 0.35 to 0.45 s, the selected black square/circle 
turned either green (target) or red (nontarget). This feedback signal remained for 0.3 s, and if 
the touched location was the target, a drop of soft food (reward) was delivered 0.05 to 0.15 s 
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after feedback offset. The trial was aborted without reward if the monkey released the key or 
broke fixation prior to the go signal, or if screen touch was not held until feedback.  
Different inter-trial intervals and displays indicated different stages of the problem. For 
successive trials before each reward, there was a minimum period of 0.7-0.9 s before the next 
trial could begin, with the screen showing the central white FP and display of location 
markers. After a rewarded trial, there was a period of only the white FP, lasting 3.2-3.5 s, 
followed by appearance of the location markers when the trial was initiated. To indicate the 
end of a problem, the screen remained blank for 3.3-3.6 s.   
The period from 500 ms before to the trial onset (FP turning red) was the pre-fixation phase 
(Prefix). Only the white FP was displayed during this period in the exploit trials. The period 
from trial onset to 1 s after was the fixation phase (Fix). The location markers were displayed 
in this period and the animal was fixating at the centre. From the onset of the go signal to 1 s 
after was the movement phase (Mov), which included the animal releasing the start key and 
reaching to touch one of the 5 displayed locations. The period from the onset of the feedback 
signal to 1 s after was the feedback phase (Fb). This included a reward in all the trials, as only 
successful trials were analysed. 
Task events were controlled by REX  real-time data acquisition and laboratory control 
software (developed by the National Institutes of Health), with displays presented on a 17.5 
inch LED touch screen placed in front of the animal’s chair. The start key was attached to the 
front of the chair. 
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Figure 5.1: A. Spatial working memory task. The rewarded location is indicated by a blue 
square, not present on actual display. The animal initially finds this location through trial and 
error, i.e., the explore phase. It then selects this target location three more times in the exploit 
phase. B. The timeline of a single trial. The trial began when the animal achieved fixation 
(indicated by the dotted circle), and depressed the start key. The fixation point changed 
colour to red indicating this onset. After a variable delay of 1.2 – 2 s a go signal was 
presented, which was the fixation point changing colour from red to cyan. At this signal, the 
animal released the start key and touched one location. The trial was aborted if the touch was 
not made within 1.8 s of the go signal, and if the touch was not held for 0.4 s. Following this, 
feedback was presented by the touched location changing colour. Green indicated positive 
feedback, and red negative. Positive feedback was followed by reward. C. Recording 
locations for the two animals AS: arcuate sulcus; IPS: intraparietal sulcus; PS: principal 
sulcus; STS: superior temporal sulcus.   
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Recordings  
Each animal was implanted with a titanium head holder and recording chambers (Gray 
Matter Research), fixed on the skull with stainless steel screws. Frontal chambers were 
placed over the lateral prefrontal cortex of the right hemisphere for both monkey A (AP 
=33.9, ML = 20.3; AP, anterior-posterior; ML, medio-lateral) and monkey B (AP = 36.2, ML 
=58.1). Posterior chambers were placed over the parietal cortex of the right hemisphere for 
both monkey A (AP = -4.6, ML = 50.6) and monkey B (AP = -3.2, ML = 47.4). Recording 
locations for each animal are shown in Fig. 5.1C.  A craniotomy made under each chamber 
enabled physiological recording. All surgical procedures were aseptic and carried out under 
general anaesthesia. 
Data were recorded over a total of 79 daily sessions, across both animals. For each chamber, 
a 32-channel semi-chronic microdrive system (SC-32, Gray Matter Research) was used, 
interfaced to a multi-channel data acquisition system (Cerebus System, Blackrock 
Microsystems). Within the microdrive there was an inter-electrode spacing of 1.5 mm. 
Between sessions, to ensure recording of new cells, electrodes were advanced by a minimum 
of 62.5 µm. We advanced microelectrodes until we could isolate neuronal activity before 
starting the task and did not pre-select the neurons based on their task responses. LFP 
recordings from separate sessions were treated as separate data sets. 
Neural activity was amplified, filtered (300 Hz to 10kz), and stored for offline sorting and 
analysis (Offline Sorter, Plexon) to obtain spikes. Continuous data were also recorded 
separately from 0.3 – 250 Hz sampled at 10, 1 and 0.5 KHz. Different sampling rates were 
used on different sessions. The voltage on the chamber was used as reference. The broadband 
data were filtered online using a Butterworth filter. Eye position was sampled at 120 Hz 
using an infrared eye tracking system (Applied Science Laboratories).  
At the end of the experiments, animals were deeply anaesthetized with barbiturate and then 
perfused through the heart with heparinized saline followed by 10% formaldehyde in saline. 
The brains were removed for histology and recording locations confirmed (Figure 5.1C).  
Data and Analysis 
All statistical analyses were carried out using MatLab (MathWorks), with custom-made 
scripts. The raw LFP voltages were down-sampled to 1 KHz. Only channels with isolated 
single units were included in the analysis. Second-order notch filters at 50, 100 and 150 Hz 
were used to remove line noise.  
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Major analyses used data just from successful exploit trials (in each problem, correct trials 
following first reward). For each trial, data were extracted for three periods: Prefix/Fix (-500 
ms to +1000 ms from trial onset), Mov (0 to +1000 ms from go signal), and Fb (0 to +1000 
ms from feedback signal). Mov and Fb periods were completely non-overlapping as the 
average time between the go signal and feedback onset was 1.221 s for animal A, 1.148 s for 
animal B. For LFPs, we analysed raw voltage, without subtraction of any baseline, as we 
were interested in sustained signals extending across trials. 
For ANOVAs (Figure 5.3), four phases were used: the Prefix phase (from 0.3 to 0.1 s before 
the onset of the array), the Fix phase (from 0.1 to 0.3 s after the onset of the array), the Mov 
phase (from 0.1 to 0.3 s after the onset of the go signal), and the Fb phase (from 0.1 to 0.3 s 
after the onset of feedback). A 2-way ANOVA with target location (5 levels), and trial phase 
(4 levels: Prefix, Fix, Mov and Fb) was performed, and proportion of explained variance was 
measured by partial ω², calculated by the formula: 
            
ω² = dfeffect × (MSeffect - MSE) / (SSeffect + (Ntotal - dfeffect) × MSE)  
 
dfeffect is degrees of freedom for the factor of interest (location, trial phase, interaction), 
MSeffect is the mean square for the factor, SSeffect is the sum of squares for the factor, MSE is 
the mean square error, and Ntotal is the total number of observations (trials). The partial ω² 
were tested against zero, and compared between location, trial phase and interaction (two-
tailed t-test).  
For the time-resolved correlation analysis, firing rates and raw voltages were estimated in 50 
ms non-overlapping windows for Prefix/Fix (-500 ms to +1000 ms from trial onset), Mov (0 
to +1000 ms from go signal), and Fb (0 to +1000 ms from feedback signal). They were first 
averaged across the exploit trials within each problem set and then an average per target 
location was computed. To correlate spatial preference at each time point with all other time 
points, we separated the data using an interleaved approach, i.e., dividing the data in session 
into odd and even problems. For a given pair of locations, we calculated the difference in 
firing rate/voltage for each neuron/channel, once in odd and once in even problems. We used 
only non-adjacent locations (1-3, 1-4, 2-4, 2-5, and 3-5) in order to maximise the location 
discrimination. Across all recorded neurons/channels at a given time window, this produced 
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two vectors of difference scores, one for odd and one for even problems. Correlation between 
these vectors for the same time point in the trial shows the reliability of location 
discrimination across the population, as ascertained by correlating independent sets of data. 
Correlation for different time points (t1, t2) shows the ability to predict target preference at a 
time window t2, given the preference at t1. In other words, correlating different time points, 
measures stability of target location information across time and trial phases. The similarity 
of this pattern across time was calculated as a Pearson coefficient that was Fisher-
transformed to average across all different non-adjacent location pairs. This average 
correlation matrix was converted back to Pearson coefficients for ease in interpretation.  
A null distribution was estimated from 1000 permutations of randomly shuffling location 
labels and creating correlation matrices with the same procedure as detailed above. The 95% 
confidence interval was the threshold used to detect correlation above chance. This was 
corrected for multiple comparisons using FDR (p < 0.05). The LFP and spike correlation 
were compared using a Fisher r-to-z transformation. The z value was converted to a p-value 
and corrected for multiple comparisons using FDR (p < 0.05).  
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Results 
Behaviour 
We obtained data from two adult male rhesus monkeys. In the working memory task (Figure 
5.1A), the animal had to discover which of 5 screen locations was the rewarded target 
location, and then on subsequent trials return to this target for repeated rewards. Animals 
were extensively trained, with close to perfect performance (Figure 5.2). Key release time 
(RT) was in the range 220-240 ms for animal A and 240-260 ms for animal B, without much 
change between explore and exploit phases or between the multiple rewards in the exploit 
phase. The time from key release to touch (movement time) was around 520 ms for the 
explore phase and 440 ms for exploit phase in both animals. Thus, movement time decreased 
in the exploit phases. 
 
 
Figure 5.2: Behavioural Data. Top panel: mean number of trials (location touches) per 
reward.  Middle panel: Mean reaction time (RT) in ms to release the key following go signal.  
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Bottom panel: Mean movement time in ms from key release to object touch. Left column 
shows data for animal A, and right column for animal B.  
 
Pattern of coding in spikes and LFPs 
In each animal, neuronal activity was recorded from the right pre-frontal cortex (PFC), and 
the right inferior parietal cortex (IPC) (Figure 5.1C). Additional recording sites in superior 
parietal cortex were aimed to record visuomotor activity, and not considered further in the 
analyses present in this chapter.  
Major data analyses concerned just exploit trials, in which the animal already knew the target 
location and held it in working memory. Figures 5.3A and B show location tuning curves of 
six neurons, three each from PFC and IPC. The analysis was done on averaged trials of the 
memory-guided exploit phase where the animals accessed the previously found target 
location. Average firing rate in four time windows were calculated for each target location. 
Tuning curves were plotted by averaging the firing rates within four phases of the trial 
separately – the Prefix phase (from 0.3 to 0.1 s before the onset of the array), the Fix phase 
(from 0.1 to 0.3 s after the onset of the array), the Mov phase (from 0.1 to 0.3 s after the onset 
of the go signal), and the Fb phase (from 0.1 to 0.3 s after the onset of feedback). The highest 
average firing rate of the five locations was used as an index for target preference. The 
location with the highest firing rate in the Prefix phase was plotted in the centre of all the 
tuning curves. This allowed for visual comparison of tuning across trial phases. The locations 
in array were ordered from 1 to 5 in a clockwise fashion beginning with 1 at the top.  
Most neurons showed a change in their tuning curve between phases of the trial, as seen in 
the first two example neurons in both recorded areas (Figures 5.3A, B). The location 
information encoded in the firing rates of the neurons was dependent on the trial phase. Very 
few neurons, such as the last neuron in PFC, showed phase-independent location information. 
For each of the neurons, an ANOVA was done with location and trial phase as factors. The p-
value for location and the interaction of location and trial phase is reported above each plot. 
The first neurons in both areas show an overall location effect, as well as an interaction 
effect. The pattern suggests that these neurons are particularly active in one phase of the trial 
only (here, feedback). The second neurons in PFC and IPC show no overall effect of location 
and a significant interaction. These show pure conjunction coding, with dissimilar tuning 
across trial phases. They are active in multiple phases, but prefer different locations in each. 
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The last neuron in Figure 5.3A shows a location effect, but no interaction effect. This neuron 
had similar tuning in all trial phases.  
A similar analysis was done with LFPs (Figures 5.3C, D). To examine spatial tuning in LFPs, 
we measured mean voltage at each channel (electrode) across the same analysis windows. 
The tuning curves for 3 example single channels in PFC (Figure 5.3C) and IPC (Figure 5.3D) 
were plotted using the most negative voltage during Prefix as preferred location. Many 
channels showed a similar tuning curve across the phases indicating a stable information code 
throughout the trial, as seen in the first two channels from both areas. In the first channel 
from both areas, there is sharp location tuning in all trial phases, without much change in 
target preference across them. In the second channels, again there is a location effect, with 
the same location being the most negative one in all trial phases. However, there is an overall 
pattern of trial phase coding; the tuning curves are transposed, without much change in shape. 
There were a few channels that did have a more dynamic location preference, resembling the 
neurons, as seen in the last channel in PFC. 
This trend in example units and channels was quantitatively examined by performing an 
ANOVA on 200ms time windows with locations (5 levels) and trial phases (4 levels: Prefix, 
Fix, Mov and Fb) for each neuron and channel. Neurons in PFC commonly showed 
significant effects of trial phase (69% of cells), location (33%), and crucially their interaction 
(28%).  Data for IPC were similar (78, 29, and 31% respectively for phase, location and 
interaction). Corresponding analyses for LFP data showed a very different pattern, with main 
effects of location much stronger than interactions. In PFC, 83, 74 and 21% of channels 
showed significant effects of phase, location and interaction. In IPC, 81, 72 and 19% of 
channels showed significant effects of phase, location and interaction. Thus the trial phase 
was the most strongly encoded information in both neurons and single channels. A similar 
proportion of neurons encoded location and the interaction. However, many more LFP 
channels encoded location and comparatively few channels encoded the interaction.  
The same pattern was also seen in the population average partial omega squared for each 
factor: location, trial phase and their interaction. Spikes in both PFC and IPC (Figures 5.3E, 
F) showed significant trial phase information, as measured by partial omega squared (PFC: 
ω² = 0.07, p < 0.001; IPC: ω² = 0.11, p < 0.001), location information (PFC: ω² = 0.03, p < 
0.001; IPC: ω² = 0.02, p < 0.001), as well as an interaction of the two (PFC: ω² = 0.03, p < 
0.001; IPC: ω² = 0.03, p < 0.001). Trial phase was higher than location and interaction effects 
(p < 0.001; for both) in PFC and in IPC (p < 0.001; for both). Importantly, there was no 
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difference between the location and interaction effects in PFC (p > 0.05) and slightly higher 
interaction effect compared to location effect in IPC (p < 0.05). This interaction of location 
and trial phase information in single units suggests a non-linear integration of the two signals. 
LFPs in both recording regions (Figures 5.3G, H) also showed both trial phase (PFC: ω² = 
0.18, p < 0.001; IPC: ω² = 0.25, p < 0.001) and location information (PFC: ω² = 0.07, p < 
0.001; IPC: ω² = 0.07, p < 0.001), but no interaction of the two (PFC: ω² = 0.01, p = 0.15; 
IPC: ω² = 0.001, p = 0.63). Similar to spikes, trial phase was higher than location and 
interaction effects (p < 0.001; for both) in PFC and in IPC (p < 0.001; for both). However, 
unlike spikes, there was a much higher location effect compared to its interaction with trial 
phase in PFC (p < 0.001) and in IPC (p < 0.001). The lack of this interaction in channels 
indicates an additive signal that changed due to both location and phase, with a linear 
combination of the two. 
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Figure 5.3: A. Tuning curves of example units from PFC. Firing rates for four task phases 
are ordered by target location, with locations in the array labelled 1 to 5 clockwise beginning 
at top. For each unit, the location with highest firing during Prefix is plotted in the centre for 
all task phases. B. Same as A, for IPC. C, D. LFP tuning curves of example single channels 
in PFC and IPC. Location with most negative voltage during Prefix is plotted in the centre. E, 
F. Average partial ω² values for trial phase, location and interaction averaged across units. 
 150 
Asterisks indicate significant partial ω² as well as differences between them. *** p < 0.001, 
** p < 0.01, * p < 0.05. G, H. Same as E-F for LFP channels. 
 
Stability of information across time 
For more detailed examination of temporal stability at the population level, we used a cross-
temporal correlation analysis, performed on 50 ms non-overlapping windows covering -500 
to +1000 ms from fixation onset, 0 to +1000 ms from go signal, and 0 to +1000 ms from 
feedback signal. For each neuron and time point, spike data were split into two halves (odd 
and even problems in the session). For a given pair of locations X and Y, we calculated the 
difference in firing rate (X-Y) for each neuron, once in odd and once in even problems. 
Across all recorded neurons at a given time window, this produced two vectors of difference 
scores, one for odd and one for even problems. Correlation between these vectors for the 
same time point in the trial shows the reliability of location discrimination across the whole 
cell population, while correlation for different time points shows the stability of location 
coding. Results averaged across location pairs (see Methods) are shown in Figures 5.4A 
(PFC) and B (IPC), with results for an equivalent analysis of LFPs in Figures 5.4C, D.  
For spike data, correlation matrices show a strong diagonal, indicating reliable location 
discrimination at each time point but little generalisation across time points (Figures 5.4A, 
B). Temporally specific location coding appeared in a burst following fixation onset, and 
again during Mov and Fb periods following go signal onset and feedback onset respectively. 
Though LFP correlation matrices also show a strong diagonal (Figures 5.4C, D), this was 
accompanied by a broad pattern of positive correlations throughout the matrix, especially 
spanning the whole Prefix and Fix period.  
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Figure 5.4: A. Cross-temporal correlation matrix of target preference across time for PFC 
spikes. Data have been split into two halves (odd and even trials), and for each half of the 
data, vectors of location preference for one time window are correlated (Pearson’s r) with 
vectors from the other half of the data, both for the same time point (major diagonal) and all 
other time points (off diagonal). To make the matrix symmetrical, data have been averaged 
for the two possible directions of analysis (odd trials time X correlated with even time Y, and 
the reverse). B. As for A, IPC spikes. C, D. Same as A, B for LFP data. 
 
To compare these patterns quantitatively we chose four 50 ms reference time windows, 
Prefix (250 to 200 ms before fixation onset), Fix (200 to 250 ms after fixation onset), Mov 
(200 to 250 ms after go signal), and Fb (200 to 250 ms after feedback onset). For each 
reference window, data from Figures 5.4A-D are replotted in Figures 5.5A, B, now showing 
odd-even vector correlations between the reference time window and all windows across the 
trial. A Prefix reference plot would be one horizontal or vertical line in the big correlation 
matrix, corresponding to a Prefix 50 ms time window (250 to 200 ms before fixation onset). 
As seen in Figures 5.4A-B, for the Prefix period there was little location information in 
spikes (odd-even correlation close to zero even for the reference period itself). LFPs in 
contrast showed strong location coding even in the Prefix window, and location preferences 
even in this early period of the trial remained predictive of preferences through the whole 
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trial. For other reference time windows, the reliability of information (odd-even correlation 
for the reference period itself) was comparable for spikes and LFPs, but again, LFP patterns 
were significantly more stable (Figures 5.5A, B). The red bar below each plot shows 
significant spike correlation, corrected for multiple comparisons using FDR. This red bar 
shows significant correlation during Fix, Mov and Fb reference periods, and cross-
generalisation of target location information to some other time windows as well. In contrast, 
LFPs showed very stable target information across the entire trial in both areas, as seen by the 
blue bars below each plot. Similarly the green bars show that this information in significantly 
higher in LFPs at many time points, especially in frontal cortex. 
Origin of the memory trace 
For LFPs, high levels of location selectivity in the pre-trial period as well as its maintenance 
throughout the trial pose the question of when this information arises in the network. We 
investigated this by examining location preference on the last explore trial, when the animal 
was first given positive feedback on touching the target location. In Figures 5.5C and D, a 
reference vector from the Prefix period in exploit trials, as used in Figures 5.5A, B, was 
correlated with vectors across the time course of exploit trials (same data as Figures 5.5A, B), 
but also backwards in time into the final explore trial. For spikes, of course, correlations 
remained low across explore and exploit trials, since spikes contained little spatial 
information in the reference period. For LFPs, correlation with the reference period rose 
rapidly following feedback on the final explore trial, when the animal first learned which 
location to enter into working memory.  
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Figure 5.5: Comparison of correlation between spikes and LFPs. A. Correlation of target 
preference across time in PFC for four reference time windows from each trial phase, Prefix 
(250 to 200 ms before fixation onset), Fix (200 to 250 ms after fixation onset), Mov (200 to 
250 ms after go signal), Fb (200 to 250 ms after feedback onset). The spikes are the red plots 
and LFPs are blue. Black vertical lines indicate trial onset, go signal and feedback onset. 
Purple line indicates reference window. Red bar below each plot indicates significant periods 
of above-chance cross-temporal classification, corrected for multiple comparisons using FDR 
(p < 0.05). Blue bar indicates the same for LFPs. Green bar shows periods of significantly 
larger LFP correlations compared to spikes. Overall the correlation across time during the 
entire trial was higher in LFPs than spikes. B. Same as A for IPC. C. Analysis similar to A, 
extended back into final explore trial. Reference window is in the Prefix (250 to 200 ms 
before fixation onset) window of the exploit phase as in the top panel of A. The correlation in 
LFPs in the exploit phase can be traced back to the feedback phase of the last explore trial, 
when the target location is first discovered.  
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Discussion 
In this study we have examined two different signals in awake macaques during a spatial 
working memory task: firing rates of single units and LFPs. The single neurons showed 
dynamic target location coding, where the firing rates were representative of an interaction of 
target location and trial phase. This suggests that the working memory is encoded such that 
its contents can be readily used for different behaviours, as appropriate in the different phases 
of the trial. The LFPs on the other hand, showed stable target information across time and 
trial phase. This is suggestive of an additive signal, encoding both the target location and trial 
phase, and not their interaction. The integrated activity of a local circuit of neurons reflected 
in the LFPs provided a background of stable information, in the context of dynamic single 
neurons.  
The neuronal results here were not very consistent with the classical idea of persistent firing 
underlying frontoparietal working memory signals (Fuster 1973; Funahashi et al. 1989; 
Romo et al. 1999; Constantinidis et al. 2018). Rather, the firing patterns fit the idea of 
adaptive coding (Duncan, 2001) and ‘mixed selectivity’ (Sigala et al. 2008; Warden and 
Miller 2010; Rigotti et al. 2013; Stokes et al. 2013; Naya et al. 2017). The mixed selectivity 
hypothesis suggests that prefrontal neurons code for a conjunction of task features in a high 
dimensional space (Rigotti, 2013), here a conjunction of target location and trial phase. The 
neurons have to perform different spatial computations, accompanied by different visual 
inputs and eye and hand behaviour, at different stages of the trial. These functions are 
possible due to nonlinear or conjunctive coding of location and trial phase.  
Dynamic coding in spikes, however, contrasts strongly with stable coding in LFPs, where 
despite changes in cognitive operations, visual inputs, and behaviour, target location signals 
remained largely constant. To the best of our knowledge, this is the first study of its kind to 
investigate working memory in time-varying voltages recorded from macaques. Kim et al. 
(2018) recorded spikes and cell membrane potentials from pyramidal neurons in mouse PFC. 
In their task, different stimuli predicted rewards at different delays. Predicted delay was 
reflected in sustained changes of membrane potential, without associated changes in firing 
rate. This suggests that certain cognitive operations like reward predictions can be realised 
via synaptic mechanisms. Though LFPs integrate electrical signals of many kinds, one 
prominent influence is synaptic input. Critically, LFPs showed high levels of target 
information in the pre-trial period, which had very little spiking activity. It is conceivable that 
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in LFPs, we record stable location as well trial phase information, reflecting the synaptic 
input to a local circuit of neurons that may or may not lead to spiking. In the extracellular 
matrix, location and phase could be largely additive, meaning that location coding is stable 
over the different visual inputs, cognitive operations and motor activity of the trial. 
The presence of target location information before the trial starts does not in itself confirm a 
working memory signal. In order to ascertain the nature of this signal, its origin was traced. 
This signal began at the feedback phase of the last exploit trial, where the animal learned the 
target location (Figures 5C, D). The origin of this signal at the discovery of the target 
suggests that it represents a working memory signal, and it remained stable throughout the 
exploit phase. Linking the strength of this signal to behaviour would have been a valuable 
addition in examining the function of such a stable signal. However, the task design did not 
allow for that. Future studies are needed to investigate if LFPs are an epiphenomenon or are 
indeed needed for behaviour. 
In frontal and parietal cortex, our data show very different behaviour for spikes and LFPs. In 
Figure 5.6 we sketch a possible model accounting for spike and LFP data in these terms. Four 
example neurons represent an area of tissue contributing to LFP recorded at a single 
electrode. In each neuron, inputs are received on multiple dendrites. The cell fires only when 
conjoined location and phase inputs are received on the same dendrite, reflecting the ability 
of single dendrites to carry out nonlinear AND operations (Hausser et al. 2000; Polsky et al. 
2004; Stuart and Spruston 2015).  The model assumes that location inputs are sustained 
throughout the trial, while different phases of the trial corresponding to different segments of 
behaviour are captured by separate phase inputs.  
 
 
Figure 5.6: Model of location and phase coding in spikes and LFPs. Four neurons illustrate 
an area of tissue contributing to LFP at one electrode. Location inputs (here just locations 1 
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and 2) are assumed stable over the trial, while phase inputs (here just Fix and Mov) arrive at 
corresponding trial periods.  In each neuron, inputs are nonlinearly combined (conjunctive 
input to a single dendrite) to generate spiking output.  
 
A sustained location input reflects a stable working memory signal, arising outside the 
recorded region and thus not seen in spike data. Though the sources of location and phase 
inputs are unknown, there are many candidates. Given that we did not find sustained location 
selectivity in either PFC or IPC, two of the cortical regions most closely linked to working 
memory, a subcortical source for a stable location signal is one strong possibility. Multiple 
studies particularly studying the interplay between medio-dorsal thalamus and prefrontal 
cortex in the context of working memory (Fuster and Alexander 1971; Funahashi et al. 2004; 
Watanabe and Funahashi 2012), would suggest this region as a candidate region for tonic 
location input. Fronto-thalamic substrates of cognitive flexibility were investigated in a task-
switching task in mice (Rikhye et al. 2018). Thalamic responses showed sustained context-
relevant representations, which could be the sustained location input here. The phase input 
allows this stable signal to be conjoined with a signal indicating what should currently be 
done with this location information – corresponding to trial segments of fixate, reach and 
receive feedback. PFC and IPC cells control behaviour by conjoining such multiple sources 
of input to determine required cognitive and behavioural output. 
The model sketched in Figure 5.6 fits several aspects of our data. First, different net synaptic 
input from two locations across the area of integration for LFPs recorded at one electrode, 
leading to different net responses to these locations (cf. Figures 5.3C, D). A particular 
channel may receive more of an e.g. ‘location 1’ input, resulting in a preference for ‘location 
1’. The same is true for net input for different task phases. Assuming a stable location input 
across task phases, from a region such as medio-dorsal thalamus, the location preference 
would remain constant throughout the trial. Second, there can be different types of integration 
at single neurons as seen in Figure 5.6. For any given neuron, location preference can be 
stable across task phases (leftmost neuron). Here the same location is being integrated with 
different trial phase information on two different dendrites; the neuron would fire for the 
same location at different trial phases. The second neuron from the left shows firing restricted 
to a single phase. The third neuron from the left shows different locations being integrated 
with different task phases, changing location preference in different trial phases. The model is 
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also consistent with previous data showing how patterns of PFC spiking radically change 
across successive phases of a task (Sigala et al., 2008).  
Recent debates have focused on two complementary mechanisms for working memory – 
sustained neural firing and short-term synaptic change (Constantinidies et al, 2018; Lundquist 
et al., 2018). Our data add strong evidence for a third – a stable cortical LFP signal in the 
context of highly dynamic cortical spiking. A stable LFP signal is significant because it 
relates closely to signals from human neuroimaging, including fMRI and EEG, linking our 
findings to information decoding from these modalities (King and Daehene, 2014; 
Kriegeskorte et al., 2008). By combining stable with transient inputs, cortex may provide the 
critical conjunctive operations needed to change sustained working memory contents into 
time-varying behaviour. 
Reference Voltage for LFP 
The above LFP analysis was conducted with headpost as the reference voltage in most 
sessions and the chamber as the reference voltage in the rest. The reference was subtracted 
from each channel by the recording system during the session, in an online manner. The 
chamber and headpost are further away than for example, the guide tube, which is a more 
robust choice as the reference voltage. We redid the analysis with an average reference 
(Tremblay et al., 2015). It involved calculating the reference as the average of all electrodes 
recorded in that session, done offline. This was not straightforward as there were sessions 
with fewer than 4 channels, which were excluded from this analysis, owing to a large 
contribution of each channel to the average. Due to low number of channels per session 
overall, the session average was also not an ideal reference to use for this data. We also used 
one channel as a reference per session. This reference channel was not included in the 
analysis, to keep the reference independent. These were done to test for the efficacy of the 
previously used reference. Both these forms of references led to deviations from the results 
detailed above. The magnitude and the stability of the correlations decreased, making them 
similar to the spikes, contrary to the main analysis (Figure 5.5). The population ANOVA was 
also similar to the spikes suggesting no increased location information compared to the 
location and trial phase interaction information as seen before (Figure 5.3).  
These follow-up analyses question the extent to which the LFP interpretations with headpost 
and chamber reference hold. More broadly, they raise the question of which is the best 
reference voltage to use. Ideally the reference voltage should be close enough to capture all 
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the noise, artifacts, and common signal reaching all the channels in any given session; but far 
enough away as to not capture the signal local to any channel. Given the low number of 
active channels in each session, the post hoc references such as average channel and a single 
channel are not ideal. Latest recording systems use either the guide tube as the reference 
(Mendoza-Halliday & Martinez-Trujillo, 2017) or an additional wire inserted durally or 
subdurally. This reference is subtracted from each of the channels in the guide tube during 
recording. Had the results from all the references converged, we would be more confident in 
the LFP results. With differences between the different referencing schemes and no ideal 
reference, our conclusions remain uncertain. While the current dataset may not be ideal to 
address the question of the stability of LFPs, it remains an interesting and important question 
that has not been examined in much detail. Future studies are needed to evaluate if LFPs are 
indeed physiologically relevant in working memory.   
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Discussion 
Together, the results from the above experimental chapters show an integrated multiple - 
demand system, responding as a network to a wide variety of task demands. Chapter 2 
addresses the question of functional differences between the different regions of the network. 
Functional differences were more prominent in simple tasks and these observable differences 
were reduced in the more challenging and demanding conditions (Figures 2.3 and 2.5). The 
more posterior regions being active in the simple tasks would be in line with previous studies 
suggesting increasingly anterior activations with increased rule complexity (Badre and 
D’Esposito 2007, 2009; Badre 2008). However, with increased complexity, time pressure and 
reward, the activity did not localise to more anterior regions, but instead showed stronger 
recruitment of the entire MD network. One possibility is that the connectivity between these 
MD regions could be heightened with increased task demands, allowing faster and better 
information exchange in the more demanding tasks. In a recent study by Soreq et al. (2019), 
there was increased functional connectivity in the frontoparietal cortex with increasing 
working memory load, particularly in the maintenance period. More such studies measuring 
functional connectivity between particular MD regions during task performance, while 
varying the demand can better explain the interplay between the various MD regions and how 
that changes with increasing task demand. 
Functional differences between the nodes of the network are evident in all different types of 
task demands. In Chapter 2, all of the contrasts examined: simple tasks versus baseline, 
complex tasks versus simple tasks, time pressure versus simple maze and reward versus time 
pressure, showed an ROI effect. There were also ROI differences when comparing all the 
conditions together. Similarly in Chapter 3, across the three localiser tasks – spatial working 
memory, verbal working memory and Stroop – there was a main effect of ROI. In Chapter 4 
there were again differences between ROIs in the way they responded to reward. Thus 
quantitative differences in activity do exist between the different regions of the MD network. 
However, this does not go against the network theory. Different ROIs could in part be having 
separate functions, but the interconnections between them allow for information exchange 
and a unified network function.  
Different task demands elicit different levels of activity of the MD regions. Comparing the 
activation for the three contrasts in Chapter 2 (Figures 2.3 and 2.4) showed that reward 
manipulation most strongly recruits the MD network, followed by time pressure and then 
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complexity. Similarly in Chapter 3, the two working memory tasks led to a stronger overall 
MD pattern compared to the Stroop task (Figures 3.2 and 3.3). This could be due to 
differential increases in task demand in the different contrasts. It could also reflect 
differential recruitment of the network by different task demands. Future studies are needed 
that vary demand parametrically and allow direct comparison of different demands to further 
address this question. 
MD regions showed a strong increase in univariate activity with reward in a spatial 
navigation and the cue phase of a cued categorisation task. In the stimulus phase of the cued 
categorisation task, AI was the only region that showed a reward effect in post hoc tests using 
the rather strict Bonferroni correction. AI has previously been implicated in reward function 
as well (Amiez et al. 2016). There were ROI differences in the amount of activity elicited by 
reward in both tasks. This is line with some previous studies showing widespread 
frontoparietal involvement in the interaction of motivation and cognitive control (Padmala 
and Pessoa 2011; Dixon and Christoff 2012; Botvinick and Braver 2015). There have been 
suggestions of particular MD regions being involved in reward like the preSMA/ACC 
(Hadland et al. 2003; Rushworth et al. 2004; Shenhav et al. 2013). One possibility could be a 
specialised reward-related preSMA/ACC function of determining the amount of control 
required for any task, based on the reward expected and the cost in terms of cognitive effort 
(Shenhav et al. 2013). This information is shared with the rest of the network, all regions 
contributing to increased control in order to secure the increased reward. 
Chapter 3 examined these multiple-demand regions at the voxel level. Continuing from the 
previous chapter that investigated functional differences between large regions, this study 
looked at task preferences within regions. In single subjects, the voxels responding to 
multiple different task demands were largely contained within an independent MD group 
template. Sets of voxels with the highest activity in different task demands all showed similar 
performance in an independent MVPA analysis. These chosen voxels however, did not show 
greater information than using all the voxels in the group mask. Previously using subject-
specific localisation has shown improved univariate results (Brett, et al. 2002; Saxe et al. 
2006; Fedorenko et al. 2010; Nieto-Castañón and Fedorenko 2012). This was also shown in 
our data, univariate contrasts in the independent criterion task were improved by voxel 
selection using any of the three functional localisers (Figure 3.4). On the other hand, voxels 
that did not show a particular functional signature relevant to the discriminated conditions 
contributed to classification accuracy (Haxby et al. 2001a; Kriegeskorte et al. 2006). For 
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example, Haxby et al. (2001a) showed that removing voxels from the ventral visual regions 
that respond most strongly to some visual category did not strongly affect the ability to 
discriminate that category from other categories. Consequently, selecting the MD voxels in 
single subjects might not offer the same advantage to pattern analysis as it did to univariate 
analysis. We do however show evidence for multiple-demand voxels isolated through one 
task demand generalising to represent task-relevant information in a completely different 
task.  
Overlapping voxels processing task demand and being involved in task processing as shown 
by their representation of the task-relevant features provides further evidence for the MD 
function of a general problem solver. This was used in Chapter 4 by investigating how the 
task representational space changes with increase in reward. In particular the integrated cue 
and stimulus information was measured, i.e., the discrimination between behavioural status – 
target, high-conflict nontarget, and low-conflict nontarget. Voxels were selected for each 
subject based on voxels most active in an independent functional localiser. Here the direct 
effect of motivation on representation was examined on voxels that were involved in an 
independent task demand. None of the discriminations between conditions increased with 
increasing reward, suggesting that the reward effect could be limited to the sharpening in the 
cue phase.  
Previously the increase in target and distractor discrimination with increased perceptual 
complexity was shown (Woolgar et al. 2015). What underlies the difference in mechanism 
that leads to such an increase in discrimination in task-relevant information with perceptual 
complexity, but not so in the case of reward, is not yet known. It is possible that reward is 
more of a preparatory signal, while other types of task demand lead to changes during task 
solving, measurable as changes in the representational space.  
MD regions show an increase of cue or task set representation with reward (Etzel et al. 2016). 
They represent the behavioural status of the stimuli in the cued categorisation task, and not 
the task irrelevant visual category of the stimuli (Erez and Duncan 2015). Chapter 4 showed 
that MD regions discriminate between target and a high-conflicting nontarget but this 
discrimination does not increase with reward (Figure 4.3). How the increased cue 
representation and reward-related univariate activity translates to increased behavioural 
accuracy or performance is an open question. Kusunoki and colleagues (2010) showed 
opponent coding of sets of neurons either preferring targets or nontargets that are never cued; 
with the high-conflicting nontargets’ firing rate being in between the two. Reward could 
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sharpen the tuning curves of individual neurons, thus pushing the target and high-conflicting 
nontargets further apart, a mechanism similar to the one mediating feature-based attention 
(Maunsell and Treue 2006). This would affect the discrimination between targets and low-
conflicting nontargets as well. However, we did not see any significant increases in 
discrimination with reward (Figure 4.3). An identical mechanism for reward value and 
selective mechanism for attention is seen in V1 neurons (Stănişor et al. 2013). Thus, a 
sharpening effect of the tuning curves could still underlie the increased discrimination of 
targets and nontargets in the MD regions with reward and increased attention; but the overall 
low decoding accuracies (Bhandari et al., 2018) and possibly low power in study did not 
allow us to see this pattern in the representational space as measured by fMRI. 
The intricate mechanisms mediating the complex functionality of the MD regions can be 
studied through responses of single neurons. Chapter 5 shows how single neurons code an 
interaction of target location and trial phase, allowing the target location information to be 
used differently in different phases of the trial. The neurons in these frontal and parietal 
regions integrate the task information non-linearly and provide hints of how flexible 
cognition may be achieved. Neuronal activity being dependent on a conjunction of task 
features has been shown before in a variety of tasks (Sigala et al. 2008; Warden and Miller 
2010; Rigotti et al. 2013; Stokes et al. 2013; Naya et al. 2017). In the model shown in figure 
5.6, we propose one possible mechanism for this integration. Tonic location and trial phase 
information comes in as input into the prefrontal and parietal regions, possibly from medio-
dorsal thalamus (Fuster and Alexander 1971; Funahashi et al. 2004; Watanabe and Funahashi 
2012; Rikhye et al. 2018). Inputs falling on the same dendrite are integrated, leading to 
spiking. If the different trial phases are integrated with the same location, then the target 
preference remains stable throughout the trial (Figure 5.3A, bottom neuron). Instead, if 
different target locations are integrated with different phases of the trial, it leads to more 
dynamic coding of the target (Figures 5.3A and B). One can assume a similar mechanism for 
the integration of cue and stimulus information in the cued categorisation task in Chapter 4. 
Dopamine regulating motivation, reward and learning has shown to be concentrated in 
dendritic spines (Yao et al. 2008; Schultz 2015). Reward could thus modulate the spatial and 
temporal summation of information at the dendrites through dopamine, thus affecting task 
processing and behaviour.  
This integration mechanism speaks to the broader function of the MD network. Flexible 
cognition requires integration of different pieces of task-relevant information. The same 
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stimuli can lead to opposite responses depending on the context or rule. For example, in the 
cued categorization task, depending on the cue the same stimuli can result in opposite 
responses. Thus, mixed selectivity or adaptive coding in the prefrontal and parietal neurons 
(Duncan 2001; Rigotti et al. 2013) as seen in the results of Chapter 5 (Figures 5.3A, B, E, F), 
could allow such flexibility in behaviour. 
In a working memory task, where is the target information maintained if neurons encode the 
target for short periods of time only? Assuming the tonic inputs are being integrated at the 
dendrites, the electrical signal in the extracellular matrix – the LFPs – should reflect a linear 
summation of the inputs. LFPs represent an additive operation on the task variables, thus 
showing stable task information through time and trial phases (Figures 5.4C, D). A major 
contributor to these signals is the synaptic transmembrane current, though other sources 
include spikes, ionic fluxes, and intrinsic membrane oscillations etc. Thus these potentials 
could be reflecting the synaptic input to a local neuronal network in the form of excitatory 
and inhibitory potentials that may or may not lead to spiking. The information in the LFP is 
seen after the target location is discovered, in the absence of spikes, and continues to remain 
stable as long as it is accessed (Figures 5.5C, D). The question remains as to whether this 
signal is an epiphenomenon or if it contributes to behaviour. Rat cortical pyramidal neurons 
in slices were stimulated and recorded from to investigate the relationship between LFPs and 
spikes (Anastassiou et al. 2011). They found that LFPs could strongly entrain action 
potentials, particularly for slow (< 8 Hz) fluctuations of the extracellular field. These results 
suggest that LFPs could impact spiking, through ephaptic coupling. A coordination of spike 
timing in hippocampal neurons to the local theta oscillation underlies successful memory 
formation in humans (Rutishauser et al. 2010). The electric fields surrounding the neurons, 
that are influenced by spiking, can in turn influence neuronal function (O’Keefe and Recce 
1993; Womelsdorf et al. 2007; Kayser et al. 2009; Anastassiou et al. 2010, 2011), suggesting 
a possible mechanism for emergent properties in the brain. 
However these LFP results were tempered by the fact they were not replicable with the 
average reference and a single channel reference scheme. In the semi-chronic recording 
system, there are few electrodes in any given session making these post-hoc referencing 
schemes far from ideal. On the other hand, the lower stability of correlations with these 
references could suggest that the stability comes from a common signal that affects all 
channels in a given session. Instead of a local linear summation of signals in the PFC, the 
stable signal may originate elsewhere. One possibility is the medio-dorsal thalamus that is 
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shown to have contextual information thalamus (Fuster and Alexander 1971; Funahashi et al. 
2004; Watanabe and Funahashi 2012; Rikhye et al. 2018). The nature of the LFP signal 
provides an interesting insight into information coding and could be involved in behaviour as 
well. Future studies are needed to determine if LFPs in PFC carry a more stable signal than 
spikes. 
Another reason to study LFPs is its close relationship to the BOLD signal (Logothetis et al. 
2001; Goense and Logothetis 2008). LFPs have a bearing on the univariate and multivariate 
results from fMRI studies. Investigating the coding of face viewpoint and identity 
information using MVPA of both the BOLD response and single-unit recordings in macaques 
showed only viewpoint information in fMRI, and both viewpoint and identity were encoded 
by single neurons (Dubois et al. 2015). The lack of identity information in the BOLD could 
be due to the identity neurons being less clustered, producing a more distributed signal in the 
extracellular matrix. Future studies are needed to find the transfer function that can infer the 
electrophysiological mechanisms from information representation in fMRI voxels. This will 
help integrate the knowledge we have from fMRI studies of the MD network, with the 
underlying characteristics of the neurons and neural networks. 
This thesis has examined the MD network and its function as the general problem solver at 
various spatial scales. The network handles various different task demands including working 
memory, inhibition, spatial navigation, time pressure, reward etc. Being a distributed 
frontoparietal network, its nodes get input from various sources allowing for partial 
functional specialisation. Its strong interconnections allow for information exchange and 
functioning of these regions as a network. The mechanism underlying this flexible cognition 
is the ability to select and process information relevant to the task, and modify task 
representation / processing based on task demands such as complexity, cognitive effort, 
reward etc. This flexibility is made possible by integration of both stable and varying inputs 
from cortical and subcortical regions in order to maintain and utilise the information 
appropriately for goal-directed behaviour. Integration at the neuronal level and 
communication between the nodes at the cortical region level can generate cognitive control 
needed for diverse task performance. 
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Appendix 
 
 
Supplementary Figure A2.1: Data as Figure 2.2, shown separately for A, left and B, right 
hemisphere. 
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Supplementary Figure A2.2: Data as Figure 2.3, shown separately for A, left and B, right 
hemisphere. 
