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We present a necessary and sufficient condition for the existence of
a real diagonal matrix such that its product with a given real square
matrix isHurwitz togetherwith all its principal submatrices.Wealso
give an explicit formula for amatrix which, in particular, supplies all
the involved matrices with negative distinct eigenvalues.
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1. Introduction
More than 50 years ago, Fisher and Fuller published a paper [4] dealingwith a stabilisation problem.
Specifically, for a real square matrix G, they sought a real diagonal matrix D such that the product GD
was Hurwitz, that is, had all its eigenvalues in the open left half-plane of the complex plane. Fisher and
Fuller succeeded in stating a theorem which gives a sufficient condition for the existence of D. They
also proved a necessary condition and, by means of a counterexample, showed that their sufficient
condition is not necessary.
That paper raised the interest of many authors. For instance, Ballantine [1] extended the theorem
by Fisher and Fuller to complexmatrices and Fisher [3] gave a simpler proof of it. More recently, Roy et
al. [10] supplied new sufficient conditions and algorithms for solving the original problem. Further, the
theorem by Fisher and Fuller has been exploited in several disciplines. Fisher and Fuller themselves
[4] derived results concerning the convergence of linear iterative processes. Among others, Fortin [5]
applied the theorem to tackle some problems in economics, andWan et al. [11] in biology. In the field
of automatic control, Corfmat and Morse [2] and Wan et al. [12] made use of it in order to solve some
decentralised stabilisation problems.
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As for thepresent authors,wewere led to theproblemof Fisher and Fuller in dealingwith thedesign
of industrial regulators subject to constraints on their structure [6,7]. Many years later, while working
in the field of fault-tolerant control [8,9], we encountered a stabilisation problemmore intriguing than
the one of Fisher and Fuller. Specifically, given a real square matrix G, we had to find a real diagonal
matrix D such that the product GD was Hurwitz together with all its principal submatrices. For such
a problem, which can be considered as an extension of the one of Fisher and Fuller, we give here a
necessary and sufficient solvability condition. This condition is constructive and supplies a specific
expression for a matrix D such that the eigenvalues of all the principal submatrices of GD are real
distinct.
2. Problem statement and solution
LetM := {1, 2, , . . . ,m} and F := {f |f ⊂ M}. Further, for any m × m matrix , denote by
(f ) the principal submatrix obtained from it after removing the rows and columns with indexes in f ,
f ∈ F . Analogously, for any scalar z, let adopt the notation(z; f ) for a matrix function (z). Finally,
let o(ζ ) be any function such that limζ→0 o(ζ )/ζ = 0.
Then, the problem considered in this paper can be stated as follows.
Problem 2.1. Given an m × m real matrix G := {gij} find an m × m real diagonal matrix D := diag{di}
such that G(f )D(f ) is Hurwitz, ∀f ∈ F .
A necessary and sufficient condition for the solvability of Problem 2.1 is presented in the forthcom-
ing theorem, where GD := diag{gii}.
Theorem 2.1. Problem 2.1 admits a solution if and only if
det (G(f )) det (GD(f )) > 0, ∀f ∈ F. (1)
Moreover, if condition (1) is satisfied, then there exists ζ¯ > 0 such that, for any given ζ ∈ (0, ζ¯ ), the
matrix
D := GDZ(ζ ), Z(ζ ) := −diag{ζ i} (2)
solves Problem 2.1.
Proof. Necessity. Consider a matrix Dwhich solves Problem 2.1. First, observe that
giidi < 0, ∀i ∈M. (3)
Indeed, if fi := M − i, i ∈ M, then G(fi)D(fi) = giidi and G(fi)D(fi) is Hurwitz by assumption. Now,
let
M− f := {p1(f ), p2(f ), . . . , pψ(f )(f )}, f ∈ F. (4)
Since G(f )D(f ) is Hurwitz by assumption, the sign of its determinant is the sign of (−1)ψ(f ). Hence,
by letting
α(f ) := det (G(f )D(f )) = det (G(f )) det (D(f ))
= det (G(f )) dp1(f )dp2(f ) · · · dpψ(f )(f ), (5)
A. Locatelli, N. Schiavoni / Linear Algebra and its Applications 436 (2012) 2311–2314 2313
it turns out that⎧⎨
⎩ α(f ) > 0, ψ(f ) even,α(f ) < 0, ψ(f ) odd. (6)
In view of Eq. (3), di and gii have opposite signs. Thus, Eqs. (5) and (6) imply
det (G(f )) gp1(f )p1(f )gp2(f )p2(f ) · · · gpψ(f )(f )pψ(f )(f ) = det (G(f )) det (GD(f )) > 0.
Sufficiency. Let D be given by Eq. (2), so that GD = GGDZ(ζ ). For each f ∈ F , assume that p1(f ) <
p2(f ) < · · · < pψ(f )(f ) and let
(f ) := {1, 2, . . . , ψ(f )}, (7)
ν0(f ) := 0, νi(f ) :=
i∑
h=1
ph(f ), i ∈ (f ). (8)
Further, let η0(f ) := 1 and ηi(f ), i ∈ (f ), be the determinant of the matrix constituted by the first i
rows and columns of G(f )GD(f ), that is,
ηi(f ) = det (G (f ∪ {pi+1(f ), pi+2(f ), . . . , pψ(f )(f )})) , i ∈ (f ). (9)
Then, the characteristic equation of G(f )GD(f )Z(ζ ; f ) is
ψ(f )∑
i=0
(ηi(f ) + o(ζ )) ζ νi(f )λψ(f )−i = 0. (10)
Observe that the ηi(f )s are all positive, since condition (1) implies that all the principal minors of any
order of G(f )GD(f ) are positive.
For ψ(f ) = 1, the root of (10) is plainly negative if ζ is sufficiently small. For ψ(f ) > 1, consider
the Routh table relative to Eq. (10). The dominant terms of its entries, i.e., the terms characterized by
the smallest power of ζ , can be determined in a very easy way. Indeed, when ψ(f ) is odd, it turns
out that, for k = 1, 2, . . . , (ψ(f ) − 1)/2, the rows 2k + 1 and 2k + 2 are equal to the rows 2k − 1
and 2k, deprived of their first entries, respectively. The consequence is that the dominant terms of the
coefficients of the first column of the Routh table do simply coincide with ηi(f ), i = 0, 1, . . . , ψ(f ).
Since the same property holds whenψ(f ) is even, and the ηi(f )s have already be shown to be positive,
the conclusion can be drawn that, for any given f ∈ F , there exists ζ¯f > 0 such that, for all ζ ∈ (0, ζ¯f ),
G(f )GD(f )Z(ζ ; f ) is Hurwitz.
Hence, the proof follows by letting ζ¯ := minf∈F ζ¯f . 
Remark. Assume that Eq. (1) holds and let D be as in Eq. (2). Then, the eigenvalues of G(f )D(f ) are






ζ pi(f ), i ∈ (f ), (11)
where η0(f ) = 1, and ηi(f ), pi(f ), (f ) are defined in (9), (4), (7), respectively. This result can be
checked by direct substitution of Eq. (11) into Eq. (10). It shows that, when ζ is sufficiently small,
the eigenvalues are real. Further, they are distinct, since they have different order of magnitude with
respect to ζ . 
Wenotice that Theorem 2.1 gives a necessary and sufficient condition for the solvability of Problem
2.1, whereas conditions only necessary or only sufficient are known for the less demanding problem
of Fisher and Fuller after more than 50 years from its statement.
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3. Concluding remarks
This paper faced an extension of the stabilisation problem considered by Fisher and Fuller in 1958,
which consisted in finding a diagonal matrix D such that its product with a given matrix G is Hurwitz.
Specifically, we required that also all the principal submatrices of GD were Hurwitz. For this new
problem, we presented a necessary and sufficient solvability condition and gave an explicit expression
for a matrix Dwhich supplies all the involved matrices with negative distinct eigenvalues.
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