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Résumé : La programmation en logique avec contrarntes (CLP) apparaît comme une
technique de programmation prometteuse permettanl de lier ia déclarativité de Prolog avec
I'efficacité des techniques de résolution de contraintes numériques. Ainsi, beaucoup de
problèmes, présentant simultanément des aspects symboliques et numériques, peuvent
s'exprimer aisément et se résolvent par cette approche. Cependant, dans beaucoup d'ap-
plications (aide à la décision, problèmes impliquant une interaction), il est nécessaire
d'exprimer des préf érences sur les contraintes af in de fournir des solutions satisf aisantes à
I'utilisateur. Cet article, issu d'une étude des problèmes d'emploidu temps en CLp, aborde
différentes manières de prendre en compte les væux de I'utilisateur et de les lraiter dans le
contexte de la programmation en logique avec contraintes.
Mots'clés : programmation en log ique avec contraintes, relâchement de contraintes, aide
à la décision, hiérarchie de contraintes
Abstract : Constraint logic programming would appear to be a promising programming
technique combining the declarative aspect of logic programming with the efficiency ol
constraint manipulation lechniques. Many probtems based on constraints can be easity
described with this language. But, in several apptications (oecision support, attprobtems with
interactivily), we needto express priorities on these constraints tof ind good solutions f orthe
user. This paper, f rom a study on timetable probtems on constraint logic programming,
presents different techniques to handle relaxation with constraint togic programming.
Keywords : constrainl logic programming, constraint relaxation, constraint hierarchy,
decision support
247
1. Introduction
Récemment, beaucoup de recherches ont été entreprises sur I'extension de laProgrammation en Logique pour_y inclure des techniques àe résolution de contraintestelles que les contraintes numéiiques. A la base, irrolog 
";i;éjt un tangage ààprogrammation par contraintes : l'unification peut être perçue comme un algoriihi-.'" à.résolution de contrailtg.t,.chaque clause_ apparaissant comme une description decontraintes. Cependant, il n'est guère possible'de résoudre efficacement des pioorèméinumériques avec.la Programàation' en Logique classique. r-a eiôgrammation enLogique reste en effetdédiée au monde symOàti{u;. - -'--'---' -- ' '-v
L'apport de la Programmation en Logique avec Contraintes (CLp) découle de lacombinaison de I'aspect déclaratif de Prolo! àrec l'efficacité oes arjJritnmes dédiés auxcontraintes numériques. ces nouveaux lanlages étenàent t'approàîâ Êiorog usuele eny introduisant diverses tech.niques : algoriinrÀe ou iimptex (ou un oerivé),-algoiith;;;d'élimination gaussienne, résolution d'équations-àans iatgcbre oooréônà., techniquesde consistance dans des domaines finis, eic. [vAN âôr,jrÈÉô6:, rôôt a?r', torru eg].
Cependant, certains problèmes 
.mettent en jeu des conlraintes qui s,allient pouréliminer toutes solutions. D'autres proorèmàJ qr. iànt"nt de résôuoià p-rr. efficacementles CLP, font parti matgré tout de la clesse frjp-"jrnpfet. ll est ainsi àur (en temps decalcul) de trouver une solution, ou même oe proüver qu'il n,en existe pas. Nouscherchons alors des solutions approchées, dans re sàns oe satistaù" rà prrr possible uncertain utilisateur.
, 
Dans 
.un premier cas, aucune solution n'existe. ll faut retâcher les contraintes lesplus superflues dans l'espoir de dégager ."n"in"i iolutions. ces dernières devrontsatisfaire I'utilisateur et ârrssi pouvoir'iuiindiquei si possiole, qua"À" Jotrtion, sont lesmeilleures suivant son critère.
Dans un deuxième cas, des solutions peuvenl exister mais leur recherche d,unefaçon.automatique, demande trop de temps i l'utilisateur devra se limiter à une solutionpartielle' Le procédé consistera à affiner iette solution pour obtenir la plus approchée decelle désirée, au se.ns d'un critère (sublectiià; d;il;i;-par une foncriôn mathémarique).L'utilisateur peut guider l'approche àvoti oemander à êtie guide.
Dans le cas-particulier des problèmes d'emploi du temps, nous connaissons àpriori les contraintes à mettre en oeuvre, mais nous ne savons pas toujours quelles sontles contraintes à relâcher ; souvent le relâchement ne iuit pas une loi rigoureuse, il s,agitplus d'un relâchement satisfaisant un, ensemble de personnes, doÀc d,une loi plussubjective' C'est la_ tqisPl. pour laquelle un aominùirâteur d'emploi du temps se doitd'être très diplqnAte et doit buicrer_târecherche d,une sàtution.
Nous pouvons dégager plusieurs besoins pour ces rypes de problèmes :
- un support d'analyse pour donner l'état de la résolution et pour la guiderautomatiqueme nt ou interactivement,
, . 
- une possibilité de comparaison des solutions pour indiquer à I'utilisateur lessolutions les meilleures afin qu,ii en sélectionné-r;;, -
- un mécanisme de relâchement même en cours de résolution, et ceci dans untemps acceptable.
Malheureusement, lorsque ces problèmes so.nt appliquées par un CLp et qu,il endécoule un échec, il n'existe'"rcrn-moyen pour détectb'r les contiaintes en cause, pourles relâcher et évaluer la "qualité" des s-olutiôns alnsi-àùt"nr"..
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Rappelons qu'un cas d'échec signifie que toutes les solutions ont élé testées et quechacune d'entre elles ne valide paè t'ensèmble des contraintes. Autrement dit, ellesviolent un certain sous-ensemble de contraintes. ll faut détecter ces sous-ensembles, enchoisir un qui correspond aux contraintes les moins intgressaÀtes p*r un utilisateur,puis les relâcher afin d'avoir sa ',meilleure" solution.
. 
Cqgi. implique le besoin de classifier les contraintes par équivalence de priorité, etsi possible de hiérarchiser ces classes d'équivalence àtin d;évaluer la "qualité' dechaque solution de I'espace de recherche.
^Dgt plopositions ontdéjà été faites pourdéfinir une hiérarchie de contraintes dansles CLP IBOR 89J. Cette définition va êtré rappelée afin d'introduire un travail significatifréalisé dans le domaine puis un autre priniipe plus interactir sàrà pièsente pour larecherche de meilleures solutions.
ll est à noter qu'il existe divers travaux sur des prolog incrémentals [vAN go][CHA901[MAH 89]. Cette propriété d'incrémentalité permet, a pàrtir d'une solution trouvée parun programme, de rajouter ou d'éliminer des contraintes, de faire des questi;;aincrémentales dans l'esprit de I'article IO.HK got. Cependant, ce système ne permet ni dedéterminer quelles sont les contrainteà a retâchei,-[iàr trouver les meilleures sotutionsau sens d'un utilisateur, ni enfin d'expliquer la raison des choix effectués. En ce qriÀàr,concerne, ce type,.de langage ne peut être vu que comme un outil. En vérité, irèit prüiintéressant de disposei à'un mécanisme iàtegrànt la détection des mauvaisescontraintes et leur relâchement. La suite de t'exposé se place oans càtte optiqr..
2. Exemple
Tout au long de cet article, nous illustrons notre réflexion sur le relâchement decontraintes en Programmation en Loqique avec contraintes à travers un exempte simplede planification de réunions de travaii. 
.
Une série de réunions de travail.impliquant trois personnes, Michel, paul et Alain,doit se dérouler sur quatre.demi-journoes. lè ouroe cel reuniôÀi'e.ï â;àipo..r à MichetIes travaux de Paul et Ajain püis oe présenter rè iravair de Michel aux deux autrespersonnes. Chaque exposé dure une demi_journée.
certaines contraintes dans ces réunions sont obligatoires : ce sont les contraintesdite.s d'intégrités. celles-ci expriment le fait no" iôLr"rànt qu'un orateur ne peut être unauditeur dans une même demi-journée, mais 
"r." qrà deux personnÀs oirerentes nepeuvent pas exposer à un même individu en même tetrps.
. 
D'autres çqntrainles sont souhaitables : ainsi Michel veut connaître les travaux desdeux autres personnes avanl d'exposer ; nous appelerons ces contraintes, contraintesde succession. Micher souhaite le pas venir ra qrâIrior. demi-journèJ ; trtt" contrainteest une contrainte de souhait. ceite dernière personne_ veut âussi ne pas exposer àAlain et à Paul simultanément, cette contrainte eit nommee voeux de Michel.
Nous allons décrire le programme Prolog correspondant à cet exemple. Lesvariables de programmation sont -prefixées par ü àlteri.qre. r'rôri àriônr schématiserIes exposés par les quatre variables suivantes 
' 
rup,;iJrrrr, ,MA, -Àu Èrr,r;ËLst la date deI'exposé de Michel, a Paul). Les quatre demi-journbes sont numérotées de 1 à 4, onimposera aux variables de rester entre ces bornes. Nous disons que nous affectons àchaque variable son domaine.
Nous avons trois contraintes numériques de base : supérieur strict (>), inférieur ouégal (<), et différent.(.r): Le prédicat enumereir"ïâ attribuer à chaque variable unevaleur entière prise dans re domain e (1 p 3 4). Le p.àà,nrne est re suivant :
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Nous pouvons conslater que le déroulement de cette exemple conduit à un échec.
3. Travaux existants : HCLp [BOB g9l.
-. 
Cette partie décrit brièvement les travaux marquants sur le sujet. Elle reprend ladéfinition de la hiérarchie de contraintes, de compàrateur dans le'cadre du iystèmeHCLP(R, localeme.nt-meilleur)- Cette approche permet de présenter et de mieux
comparer une deuxième partie résolvant le problème d,une autre manière.
exemple :- borner (('MP, *PM, *MA, 'AM), 1, 4),
souhait ((tMP, *PM, "MA, .AM)),
intégrité (('MP,'PM,'MA,'AM)),
succession ((.MP,'PM, tMA, .AM)),
voeux ('MA, 'MP),
labeler (('MP, 'PM, *MA, -AM)),
imprimer (("MP,'PM, *MA, -AM)).
borner (0, .binT, 'bsup) :-.
borner (('tête . .corps), .binf, 'bsup) :-
'binf <'tête, 'tête <'bsup,
borner ('corps, 'binf, 'bsup).
intégrité ((.MP,'PM,'MA,'AM)) : -
differ ('MA, (*AM, .pM)),
difler ('MP, (tAM, 'pM)),
differ ('AM, ('PM)).
differ ('var, 0) :- .
differ (.var, ('tête . .corps)) :-
'var <> 'tête,
difler ('var, 'corps).
succession (('MP,'PM,'MA,'AM)) :-
superieur (.MA, ('AM, 'pM)),
superieur ('MP, (.AM, 'pM)).
superieur ('var, 0) :- .
supeneur (.var, ('têle . 'corps)) :-
'var > 'tête,
superieur ('var,'corps).
voeux ('MA, -MP) :- *MA <> *Mp.
souhait (0) :- .
souhait ((-tête . 'corps)) :-
'têle <> 4,
souhait (.corps).
labeler (0) :- .
labeler ((.tête . 'corps)) :- énumérer (.tête), labeler (.corps).
énùmérèi (f) : .
énumérer (2) : -.
énumérer (3) :- .
énumérer (4) :-.
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3.1 Classification et Hiérarchie des contraintes :
En CLP, les règles ont la forme générale suivante :
Prédicat :- contraintê1, ..., contrainten, sous-prédicat1, ..., sous-prédicat*.
Pour définir une classification des contraintes, nous allons simplement étiqueter
chaque contrainte par un symbole décrivant son appartenance à sa classe. La forme des
règles devient alors :
Prédicat :- {info1 contraintel}, ..., {infon contraintên},
sous-prédicat1, ..., sous-prédicat..
En tête de programme, une déclaration déTinit (si possible) la hiérarchie des
symboles. Une contrainte non étiquetée est une contrainie absolue, c'est-à-dire une
contrainte ne pouvant jamais être relâchée. Ainsi un programme ne comportant que des
contraintes absolues est équivalent à un programme'Prôlog pour l'analÿse des èchecs,puisque I'unification est une contrainte absolue. Les cbntrarntes ôtiquetées sont
appelées contraintes secondai res.
Dans notre exemple d'application, les contraintes d'intégrité sont absolues tandisque les contraintes de succession, de voeux ou souhaits deviennent secondaires. Leprédicat niveaux donne par ordre décroissant, une hrérarchie des contraintes :
niveaux (important, préférable, souhaitable) :- .
superieur ('var, 0) :- .
supeneur ('var, (.tête . 'corps)) .- (important 'var > 'tete), superieur ('var, .corps).
voeux ('MA, 'MP) :- (préférable 'MA <> ,Mp).
'corps)) :- (souhaitable -tete <> 4), souhait ('corps).
Le programme définit donc un réseau de contraintes H = {c0, c1 ,..., cn}.co
regroupe les contraintes absolues, puis C1, ..., Cn les contraintes secondaires par
niveau de priorité décroissant.
3.2 Comparaison des solutions
La solution d'un pro-gramme se ôâractérise par un ensemble d'instanciations ou de
valuations de chaque variable. Soit S I'ensemble des solutions du programme, si uoê
solution e S, et q une contrainte e C;, oous définissons une fonction d'évaluation de q
pour si de la manière suivante : e.;(q) = 0 si la contrainte est satisfaite, sinon êsi (q) =1.
Nous pouvons trouver différents comparateurs entre les solutions [BOR 8g]. Enpratique, le comparaleur localement_meilleurci-dessous est intégré dans ÉCLP :
localement-r"illar, (s1, s2, H) :
lk>0tel que
Vi e '1...k-1 Vp e C; esr(p) = esz(p)
et 3q e Ck esr (q) . esz(q)
et Vr e Ck esr(r) < esz({.
D'autres comparateurs plus globaux, s'aidant du poids associé aux contraintes
souhait (0) :-.
souhait ((tÎête 
.
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d'un niveau de classification, sont trouvés. da!.s [BoR Bg]. L,exemple suivant présentecomparateur de meilleure somme de poids (la notation'wq est ;aocié âu poids oe
contrainte q) :
globalement_meilleur (s1, s2, H, g) 
=3k>0tel que
Vi e 1 ...k_1 g(sl, Ci) = g(s2, C;)
et g(s1, Ck) . g(s2, C1)
avec g(t, C) 
= I wrel(p).
p€c
le
la
3.3 Principe
La première idée qui vient à I'esprit est de chercher toutes les solutions,correspondant à I'union des solutions. obtènues^par toutes les combinaisons possiblesde relâchement de contraintes secondaires :relâbheries contraintes une à une, deux àdeux, '.., puis toutes les contraintes. La 
"orp"i"irôn de toutes ces solutions se fait dansun deuxième temps. Cependant, le nombré importaÀt o. combinaisons conduit à unecomplexité de calcul trop importante.
, 
Le principe appliqué dans HCLP consiste à poser, les contraintes une à une maisselon un ordre correspondant à leur classe o'àqùùalence;;-A;-p*rité, donc enrespectant la hiérarchie définie par le programmeur par un prédicat spdcitique.
3.4 Aoplication
Le système implémenté HCLP(rl" , tocalement-meilter,rr) exploite ta prise encompte de la hiérarchie des coniraintes dans le cadre. d'un CLp(R.). Le principecomporte deux phases d'exécuiion. La première 
"oniiste a résouàÈ irÀ'ort eioràg 6Àne tenant compte que des contraintes absolues, tout àn stockant et en triant au fur et àmesure de la résolution les contraintes secondaires.
si lors de cette prem.ière phase, le programme sans contrainte secondaire neconduit à aucune solution, il n'eà existe arârnË pàurl" programme gtobal même avecrelâchement.
La deuxième phase commence dès la découverte d'une première solution. Lescontraintes secondaires stockées sont introduites àÀ làs posant par priorité décroissantetout en utilisant le comparaleur localement-meilleur. Toutes les'meiileures solutions (demême eQqilalerqe)-sont-alorslournies. sifua àtt;rnrtlr". existent dans te programmeProlog, les autres solutions induites sont trouvees pài oacitracr< èn iôl".rant par lesdeux phases. Les meilleures solutions au prograàme total peuvent être comparéesdans une étape finale.
Dans notre exemple, la première phase cherche les solutions au but prologexemple en ne tenant compte que des contraintes d'intégrité àiJàÏoinË 1nrueau c9).Puis la deuxième phase affine ces solutions en posant suivant l'ordre décrit dans leprédicat niveaux,les contraintes de succession lniveau C,l, püir raîànîra-inte de voeux(niveau c2) et enfin res contraintes de souhait (niveau c3).
Une des "meilleures" solutions suivant le comparateur localement meitteurs'exprime de la ma1è1e suivante : {(.,MA. = à1, t,rrrrp: ;t aÀü =1). j;-i;,1":"At:'i;ffi;iexposera à Alain lors de la troisième bemi-jouiÂè" àt à pâui toiJ oe i"il"iriere, matgréson souhait' Alain présentera ses travaux â Micnet iors oe_ la première demi-journée, etlors de la seconde Paut remplacera Alain dans .on iote. seule la contrainte de souhait
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de Michel est ignorée, ceile-ci étant ra moins prioritaire.
4. Traitement par diagnostic.
Pour se rapporter à la hiérarchisation des contraintes définies dans HCLp, nousnous plaçons dorénavant dans une hiérarchie de contraintes limitée à deux niveaux : unensemble Cg de contraintes absolues, et un ensemble C1 oà àontàintÀ secondaires.
Le symbole associé à la déclaration d'une contrainte signifie le poids de cette contrainteet non sa hiérarchie. L'existence de ce symbole caiactérise son aspect absolu ousecondaire' Le comparateur est alors. global sans posséder et connaître au préalable lafonction g associée. Le prédicat déf]nissant r" hioàrchie n'existe pas. Dans notreexemple, le prédicat niveaux est à enlever.
4.1 Solutions partielles
4.1.1 comparaison et définition des sorutions partieiles.
. 
Dan.s cette partie, une solution partieile est définie et la notion de comparateur estétendue à ces solutions partreiles.
Une solution partielle est un sous-ensemble de solutions possibles impliquant unmême ensemble de variables instanciées et de 
"oÀtirint.r testées et satislaisant de lamême manière cet ensemble de contraintes.
Ainsi I'ensemble de solutlons possibles incluant S, ensemble des solutionsréalisables, est une solution partielle car elle n'impliquÀ aucune contrarnte. Une solutionréalisable est une solution partielle.
Nous allons 
.borner chaque solution partielle correspondant à sa qualité. Cetteborne fait intervenir les contratntes H impliquées oàni cette soiution partieile s ainsi queses valuations si, le comparateur étant le même que le comparateur global sus-défini,
avec toutefois une drfférence dans les paramètres de la fonction g :
er(Ç) = er;(C)
et g(-s,q) = g(si, q) ; ys; e S
Les meilleures,solutions au problème sont les meilleures des solutions partiellesqui coincident avec.les solutions impliquant toutes làs contraintes du prootème et toutesles valuations. Ainsi la différence entre'deux solutlons fartielles n,intervient qu,au niveaudes contraintes testées.
Dans notre qxel1ple, reprqnor..ls la pose des contraintes suivant l,écriture duprogramme'' Ule sôlÙiiôn paniéti.ootenue satisfaisant tes contraintes de souhait puiscelles d'intégrité est I'ensembre des quadruprets suivant :
Si ={('MA=1,'MP='1, *AM = 2,'PM = 3), (-MA =1, *Mp = 1,'AM =3, *pM= 2),('MA 
=2, :lt4l = ?, 'AM = 1, :11,4 = 3), (.MA =2, ,Mp = 2, .AM = 3, -pM = 1),(.MA=3,'Mp 
-3, .AM = 2, *pM = r), i"nln =S,,trrlp = 3,,AM = .1, .pM = 2)).
La borne de cette solution est fonction, par exemple, de conslantes liées aux quatrecontraintes de souhait (.MA <, 4, ...) et aux cinq contrirntes d'intégrité ('MA., -AM, 
...).
4.1.2 Décomposition des solutions partielles.
Lorsqu'une contralnte C est appliquée à un ensemble de solutions s, cet ensemble
est découpé en deux parties . un sous-ensemble de s satisfaisant c et un autre sous-ensemble ne la satisfaisant pas.
Ainsi une solution partielle est généralement I'union de deux autres solutions
253
partielles. Dès que toutes les contraintes ont été appliquées, la décomposition s,arrête.
. . 
Nous pouvons déjà constater qu'une solution partielle aura sa borne inférieure ouégale aux bornes des solutions. pàrtiette.s qui la-àomposent, en supposant que tafonction g du comparateur est croissante. Ainsi au fur et à mesure de tâ âecomp,irtion,les bornes vont croître.
En reprenant, la solution partielle ci-dessus S1, et en posant la première contrainte
de succession ('MA r'AM), deux autres solutions partielles sont obtenues, s1,
satisfaisant cette contrainte et s;,, ensemble des solutions la violant.
Si' = { ('MA =2, *MP = 2, "AM = 1,'PM = 3), ('MA =3,'Mp = 3, .AM - 1,,pM = 2),('MA =3, .MP - 3, 'AM = 2, 'PM = 1)).
§i" = {(.MA =1,'MP ='1,'AM = 2, *PM = 3), ('MA =1,,Mp = 1,'AM = 3,.pM = 2),('MA =2, 'MP = 2, 'AM = 3, 'PM = 1)).
1.? ôplli""lion à ta, pr,oorarrrtion en Looiqre are" Contrairtes4.2.1 Principe générat
Lorsqu'au cours de la résolution d'un but Prolog, une contrainte secondaire C sedéclenche, elle va décomposer l'ensemble des solutiôns possibles en deux parties : unsous-ensemble de solutions qui satisfait C et un autre qui ne la satisfàit pas. Larésolution va continuer en prenant le sous-ensemble satisfaisant c.
Le principe consiste, en. cas possible de relâchement de C, pour tester la qualitédes solutions atnsi écartées, à créer une alternative avec le sous-ensemble de solutionsne satisfaisant pas c. Cela revient à poser une contrainte c', telle que si s est
l'ensemble des sorutions possibles et sc re sous-ensembre restreint par c :
§C t-,r SC' = § et §C n §C' = g.
Noug pouvons créer une alternative ayant le même contexte de résolution trouvélors du déclenchement de c,. qn rajoutant i a ta pràcË de c. si pLus iaro, no6 voutonsévaluer les solutions ne satisfaisani pas C, norr nirÈnoion, ,rt, cette alternative.
..... 
Nous pouvons constater que ce pnncipe s'applique aux contraintes absolues ; ladifférence est qlre I'alternative n'est 'pas créée 'plijqr. l'ensemble de solutions nesatisfaisant pas C est éliminé.
Le déroulement de la résolution se poursuir sans avoir fait au préalable unquelconque tri des contraintes, ni le moindre pre-traitààent du prograrmb. Si dans teprogramme, des alternatives existent, le backtràck se déclencne norriatàment.
l-e principe revient finalement à créer une alternative lors de l,existence d,unecontrainte secondairej tn. la remplaçant par une contrainte c', inexistânte pour lescontraintes absolues. Donc le problèmé se partitionne en deux sous-pràotor.r, résolusen séquence.
Dans I'exemplg: nous.nous plaçons au moment où la résolvante est telle que :
:- (important'MA > .AM),
superieur ('MA, ('pM)),
superieur ('Mp, (.AM, .pM)),
voeux ('MA, 'Mp),
labeler (('Mp, ,pM, 'MA, -AM)),
imprimer (('Mp, .pM, .MA, .nirÎ)).
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L'ensemble des solutions possibles correspond à s;. Appliquer la contrainte .MA >
.AMsignifielacréationd,unealternativeaVeclacontrainte-MA<
représentation de la résolvante à résoudre devient dans le même contexte :
:- alternatif ('MA, 'AM),
superieur ('MA, (.PM)),
superieur ('MP, ('AM, .PM)),
voeux (.MA,'MP),
labeler (('MP, 'PM, 'MA, .AM)),
imprimer (('MP, .PM, -MA, -AM))
alternatif (-MA, -AM) :- .MA > 'AM.
alternatif ('MA, 'AM) :- (important 'MA <.AM).
A l'application de'MA > 'AM, I'ensemble des solutions se réduit à si', tandis qu'à
I'application de 'MA < -AM, l'espace des solutions est §1,,.
4.2.2 Méthode d'évaluation
La méthode d'évaluation des solutions passe par un marquage des solutionspartielles lors de leur composition. Ainsi lors d'une décompositio-n O'une solutionpartielle en deux autres par une contrarnte C, nous marquons la solution partielle violant
C avec une information qui Iui est propre.
L'évaluation d'une solution partielle est alors Tonction des contraintes marquant
cette solution et les. solutions partielles qui I'incluent. Ces contraintes correspondent a
celles qui n'ont pas été satisfaites par cette solution partielle à évaluer.
4.2.3 Principe évolué
Nous pouvons nous apercevoir que lorsqu'une contrainte divise l'espace des
solutions en deux, le problème restant à résoudre avec la contrainte C est identique à
celui qui reste pour la contrainte C'. Le principe consiste à continuer la résolution'avec
I'ensemble total des solutions tout en marquant celles qui violent c.
Dans I'exemple ci-dessus, aucune alternative n'est créée mais dans I'ensemble §1
des solutions, celles appartenant à s i,, sont marquées.
Si à un moment donné, l'ensemble des solutions réalisables ou I'ensemble des
solutions non marquées devient vide, nous obtenons un échec.
Nous mémorisons, à ce moment, les solutions partielles marquées (caractérisées
par une conjonction de contraintes C',) et le contexte courant (reste de la résolvante, état
des variables, ...). Puis nous passons normalement sur I'alternative suivante.
A la lin de la résol.ution du programme, nous avons un ensemble de contextes qui
caracténsent chaque raison de l'échec prolog.
Dans notre exemple, lorsque la résolution arrive après le déclenchement de la
contrainte de voeux. (.MA <, 'MP), toutes les solutions possibles ont été marquées. Ce
contexie est mémorisé, ainsi que le reste de la résolvante ou :
:- labeler (('MP,'PM, *MA, tAM)),
imprimer (('MP, 'PM, "MA, .AM)).
. .L'analyse 
- 
de chaque contexte mémorisé correspondant à un ensemble de
solutions peut être fait. Comme dans les méthodes de P.S.E. (Branch & Bound), nous
choisissons, suivant un comparateur voulu (en interactif ou en àutomatique) la solution
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partielle à décomposer. Ce choix étant fait, nous nous replaçons dans le contexte
adéquat et nous continuons la résolution en démarquant tes sàlutions par les contraintes
responsables (cela correspond à les relâcher). Le même principe se r'éappliquera. Si JÀ
nouvel ensemble de solutions réalisables (via le relâchàmeni de contiâintbsl àevieît
vide, la mémorisation des contextes rajoute les contraintes relâchées plus en avant. Leprocédé se poursuit itérativement jusqu à I'obtention d'une solution, i'est-à-dire que tÀproblème décrit par le programme Prolog est résolu et que I'utilisateur obtient
satisTaction.
4.2.4 lmplantation
Cette étude a été menée initialement pour des problèmes d'emploi du temps etplus généralement pour des problèmes de satisfactiori oe conrraintes'(CSpi uÀôiiifretpar des CLP. Un CSP est défini par un ensemble fini de variables avec Èur domâind tini
associé (un ensemble de valeurs qu'elles peuvent prendre) et un ensemble decontraintes liant les variables entre elles. Üne solution à uh CSp est alors une
assignation de valeurs aux variables en respectant toutes les contraintes. Le proOte*e
est de trouver toutes les solutions ou de se contenter d'une seule. Le choix s'est tourné
9u1 d9s CLP intégranl des techniques de consistance sur des variables sous domainefini. 
.Ces langages allient la déclarativité de Prolog et I'efficacité des techniques de
résolution de contraintes.
Ce sont sur ces types de. langages [DlN 88], [VAN 89] et plus précisément sur CLEF[LEP 90] que ce principe a éré apÈtiqué.-
Nous cherchons pour ces problèmes un ensemble de solutions réalisables dans un
espace de recherche plus grand. Celui-ci se confine à un espace discret fini qui estdécrit par les domaines des variables. Une solution sera un ererneniOü lioduit cartésiendes domaines de chaque variable satisfaisant toutes les contraintes misés en place.
.. 
Le programme décrit ci-dessus, est transformé. Le prédicat borner se constitued'un corps qui appel le prédicat prédéfini au langage CLEF domaine. Ce dernier alloueen interne un ensemble, c'est-à-dire une tlste eiotôg qui est ici {1 à e a; creee pàiùÀautre prédicat iota.
borner (0, 'binf, .bsup) :- .
borner (('tête . 'corps), 'binf, 'bsup) :-
iota ('binf, .bsup, .liste_ensemble),
domaine (,tête, .lisle_ensemble),
borner ('corps, .binf, .bsup).
.Llespaec !e reehe+ehe;-dar+s tglig. exgmple, se confine dans les produitscaflésiens : Domaine ('AM) x Domaine (-MA) x Domaine (.pM) x oomJnà (.Mpj ou (1 234) x(1 234) x(1 234) x(1 234).
Ces contraintes sont résolues à travers.des techniques de consistance. Ce principeconsiste en l'élimination de valeurs dans le domaine' des variables concernées, setraduisant par la réduclion de I'espace de recherche.
Cependant, les algorithmes de techniques de consistance ne résolvent pas par
eux-mêmes ce réseau de contraintes. ll laut alors balayer l'espace de recherche réduitpour déclencher les contraintes et ainsi.valider chaque solution. Ca Oatàÿage impliqueun choix incrémental d'instanciation de chaque üariable a cnàque'rât.rr de sondomaine, le changement de valeur pour une variable se réalisant pàiuàcrtracx.
Dans notre exemple, la rencontre du prédical intégrifé n'impose aucune restrictiondes domaines concernés. Les contraintes'associées n"e sont pas considérées commeposées puisqu'elles ne restreignent pas l'espace oàs soluiions à ce moment. La
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contrainte est déclenchée au moment du passage par le prédicat labeter.
, 
Le fait que I'espace de recherche soit fini et qu'il soit constitué du produit cartésiendes domaines va nous permettre d'exprimer plus fàcilement les solution's a ,àrqr;;ï;de la non-satisfaction diune contrainte. Nous constatons en eifet qu'à chaque valeur dudomaine d'une variabre correspond une solution partielle.
Lors d'un déclenchement d'une contrainte, au lieu d'éliminer les valeurssystématiquement de chaque variable concernée, noru allons, uniqùàment en cas decontrainte secondaire, marquer ces valeurs. Nous aurons marqués'aussi les solutionspartielles correspondantes et l'ensemble des solutions réatisaËtes iJàconstitué desinstances des variables aux valeurs non marquées.
, 
Le.passage par le prédicat souhait à la variable "MP, va marquer en interne, lavaleur 4 de son domaine (au lieu de l'éliminer) par ta contrâintà i.À}p <> 4). Nouspouvons constater que cette contrainte restreint ld domaine et est ionsidérée'"orràposée et déclenchée au passage dr: prédicat souhait. -
. 
Dès que I'ensemble des solutions réalisables devient vide, dans le sous-espace derecherche considéré (caractérisé par une instanciation de vaiiables ènolsies), ceci setraduit par non plus seulement un domaine de valeur vid_e pour rn. *riàure,'hàis parun domaine dont loutes les valeurs sont marquées. poiir griàà, t'àtjicacite de larésolution, nous échouons à ce moment (au sens'protôg), nour"rgÀoriron. le contextecourant de l'échec et nous backtrackons (sur un aulrà'choix d'instance ou une autrealternative).
La mémorisation du contexte est.constituée par un prédicat prolog qui a en tête laraison de l'échec, c'est-à-dire les variables et les domainés entièrement"niarqués par lescontraintes responsables. Nous avons dans le corps de ce pieài"àt, Ë reste de larésolvante et les contraintes restantes à tester.
,Dans.l'implantation, le domaine interne associé à chaque variable deviendra uncouple de listes. La première liste indique les valeurs validant les contraintes absoluesdéclenchées, la seconde les marques'liées aux contraintes secondaires déclenchéesnon satisfaites. Les places de ces marques dans la deuxième riste côriàspondent auxplaces dans la première.
Dans les exemples suivants, pour plus de clarié, nous ne mettons pas les marquesréélles liées aux contraintes, mais'seulàment une indication du type de contraintes (la
Schématiquement, le contexte des variables et de leur domaine avant d,appeler leprédicat labetere*le suivant- 
-
.MA associé ? (('! ? 3 4) (succession, rien, rien, souhait)
'MP associé ? (('! ?? 4) (succession, rien, rien, souhaiti
'AM associé ? ((1 ?S_ 4l (rien, rien, rien, succession et éouhait)*PM associé à ((1 z3 4) (rien, rien, rien, succession et souhaitj
, 
Quand le prédicat tabeter est appelé, 'MP est instanciée à la valeur 2 (premièrevaleur valide)' Le contexte local, a$rbs déclencherent d"s contraiÀiài liées à .Mpdevient :
'MA associé à ((1 2 A 4) (succession, voeux, rien, souhait)
'MP associé à z
'AM associé à ((1 3 4) (rien, succession, succession et souhait)
'PM associé à ((1 B 4) (rien, succession, succession et souhaitf
Les valeurs 2 de 'AM et de 'PM sont éliminées par les contraintes d,intégrité. Lavaleur 2 de 'MA est marquée par la contrainte de souhait. Les vateuiJ à oÀ .nrra et .pMsont marquées par des contraintes de succession.
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L'instance suivante est celle de *PM à la valeur 1. Admettons que la première
déclenchée soit la contrainte d'intégrité entre 'PM et *AM, la valeur 1 dà .AM est alors
éliminée. Le domaine de 'AM est entièrement marqué, il y a dans ce cas un échec. Leprédicat à mémoriser s'écrit de la manière suivantd, en supposant que le domaine est
une double liste :
échec ('AM, ((3 4) (succession, succession et souhait)) ) :-
egal (.MP,2),
egal ('PM, 1),
domaine ('MA, ((1 2 3 4) (succession, voeux, rien :::,rhai1))),(important'MA > *AM),(important'MA > "PM),
.MA 
<> *AM,
*MA <>'PM,
labeler (('MA, 'AM)),
imprimer (('MP, 'PM,'MA, 'AM)).
La résolution se. poursuit ainsi selon le même principe. Ainsi à la fin de la
r.ésolution, Jrous. possèdons une série de prédicats d'é'chec. Nous pouvons analyserI'en-têle, c'est-à-dire chlque marque sur chaque valeur (le domaine peut 'être
caractérisé par une liste Prolog). Nous appelons'le prédicat voulu en relâchant les
contrainles adéquates, ceci étant fait par démarquagb dans le domaine des valeurs
respectives. Nous attachons le domaine résultat à la vàriable considérée. Si de nouveau
un échec se produit, il laut remarquer ces valeurs.
Nous constatons que la contrainte C' d'une contrainle C n'est pas à calculer,puisque la résolution ne redémarre qu'avec les solutions partielles marqJées par C.
4.2.5 Utilisation
Nous nous apercevons que pour obtenir une meilleure solution, il suffit d'appliquer
un. cOmparateur global sur les en-têtes des prédicats d'échecs après ta recheiène'de
solutions réalisables. L'avantage de ce système est la possibilité de comparer chacunedes raisons d'échecs par différents comparateurs ; hous pouvons ne retenir qu'un
certain nombre de prédicats à. appeler par un premier compârateur puis comparei les
candidats retenus par un deuxième comparateur.
. .Ce qhoix peut être fait automatiquement jusqu'à l'obtention d'une "meilleure'
solution. En choisissant tout au long de la recherche de ces "meilleures" solutions le
même comparateur, nous pourrons appliquer des méthodes de P.S.E. (Branch & Bound)
avec les bornes liées à ces prédicats.
. . 
Nous pouvons d'un autre cÔté, si toujours aucune solution n'est trouvée, simuler le
choix de la recherche afin d'aider un utilisâteur à choisir son relâchement de contraintes.ll peut y avoir aussi une intervention humaine pour choisir le prédicat d'échec à appeler
en balayant.chaque prédicat et en montrant le contexte qu,il càractérise.
Dans la résolution initiale, nous pouvons aussi appliquer cette interaction :
visualiser le contexte de l'échec afin de choisir de backtracfer ou continuer en relâchant(démarquages) des contrarntes.
Dans un autre cas, lors de la recherche de solution approchée, où I'on cherche àinstancier le plus de variables possible, nous pouvons en'examinant le domaine des
variables non instanciées constater la raison de l'échec de son instanciation et nouspouvons définir la valeur des solutions partielles ainsi pénalisées.
Pour ce laire, dans. notre implantation, le prédicat spécifique domaine peut être
apgliqug à chaque variable non instanciée, la iiste du dèuxième paramètre sera par
unification, instanciée à celle correpondante en interne, donc par'fà coupfe de lisies(valeurs, marques).
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Une telle situation peut aussi faire ressortir la raison de l'échec pour pouvoir mieuxbacktracker. une variable peut avoir été en ocnec pai âes instances, donc des choix misen places à un niveau de la résolution très élevé. ll ne suffit pas de backtracker à ladernière alternative mise en place, mais à une alteinaiive mise en pr"". prus tôt.
Les contraintes marquant le domaine de la variable en défaut impliquent d,autresvariables instancié.es. Un e.xemple d'utilisation Ërt de backtraôker jusqu,à lareconnaissance de I'instance d'une de ces variables.-Dans,.,otàôiàrpie, tout se faitdans le prédicat labeter.
De plus, dans notre approche les différentes classes ne sont pas forcémentcomparables et nous n'aurons qu'une mise en ptace de classification des contraintes, cesera à l'utilisateur de l'outil, et non au programmeur de choisir sa solution, pas à pas.L'utilisateur pourra simplement indiquer. àon choix, ou s'aider d,une hiérarchie qu,ilpourra changer au fur et à mesure de ia résolution de'pioblème.
Un cas concret est celui de I'emploi du temps où à chaque variable correspond uncours, aux domaines des valeurs associées aux périodes discrétisées d'une semaine,les contraintes absolues étant celles d'interdiction d'un même professeur à enseignerpendant. des. périodes identiques à deux ctasses .oifférentes, et iàs contraintessecondaires étant les voeux associés à un profe.""ri. Ainsi nous essaierôns de placerl-e- plus de..cours possibles, de diagnostiqu'er ra àson du non praàèmànt de certainscours par I'analyse de leur domainé, de proposer un forçage d'instance des cours neviolant que des contraintes secondaires considerees par I'administrateur comme étantles moins prioritaires.
5. Conclusion
Le principe a été appliqué comme une couche d'application audessus du langage.un des problèmes que nous avons rencontrés, prôvient de certaines contraintescorrespondant à un paquet indissociable de contraintes (ce sont OeJ ôontraintes dites
"cablés" en interne,pour plu-s de rapidité o'execuiüni. b.. contraintes se déclenchentplusieurs fois, et à chaque déclenchément les mêmes iests sont faits à nouveau.
Par exemple, le prédicat souhait peut être une telle contrainte, qui à chaqueinstance, teste les contiaintes sur les quatre variables en paramètre.
Lors d'un relâchement, la contrainte en elle-même est relâchée, et par conséquent,tout un paquet de contraintes ; cette rnélhode est Oruiate. Une autre manière est derelâcher cette contrainte pour certaines variaores ffiriquées mais lors du prochaindéclenchement, elles seront retestées.
ll faut donc soit posséder un mécanisme de déclenchement permettant de savoirquelles sont les variables à ne plus tester dans les contraintes, soit écrire les contraintesen ajoutant une information permettant de connaître-téi-variabËa â ne plùsiester.
C'est cette dernière.solution que nous avons choisi pour l'application au problèmed'emploi du temps en additionnant à ces types de contrâintes un'è ,àriàor" témoin quiévolue en fonction de la résolution. À cette variable est attribué un domainecorrespondant au rang des variabtes impliquées dans lJcontrainte (oe ùn au nombre devariables)' A chaque passage dans la èonirainte, les variables testées sont celles dontleur rang est présent danJ cette variable témoin. n la fin du déclenchement, cettevariable est mise à jour.
Dans notre exemple, si la contrainte^souâa it ((.Mp, *pM, .AM, .MA))est de ce type,la variabre .Témoin_de. domaine (1 2 3 4i ;i 'r";ôrio" àân, ëri"pârààetrrs. si ravariable 'MA est instanciée, la contiainte est déclendnée normalement et son rang (3 carla troisième variable) est éliminé du domaine oJ;iéroin. Lors d,un backtrack sur
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I'instance de 'MA, la valeur 3 est rendue normalement à -Témoin.
Si jamais pour une raison quelconque, cette contrainte spécifique est relâchée, la
va.riable témoin garde son domaine à (1 2 4). Au déclenchement suivant, le test n'est pas
effectué"
Un problème de l'implantation intervient pour ce type de contraintes dans le cas où
toute la contrainte est relâchée mais la solution d'une meilleure écriture paliie cet
inconvénient. Cependant, il vaut mieux intégrer ce mécanisme de témoin dans la
résolution (ainsi savoir la raison en terme ôe variables du déclenchement d'une
contrainte).
Nous ne nous sommes guère intéressés, jusqu'à présent, à la vitesse d'exécutionpour des problèmes mettant en jeu de gros volumes de données. Nous nous sommes
surtout intéressés aux fonctionnalités indispensables pour maîtriser au niveau duprogramme le problème de la recherche de la meilleure solution, au sens d'un
utilisateur. Du fait de la mémorisation de chaque échec, et même si la résolution de
contraintes dans les domaines permet de factoriser des branches de résolutions enéchec, le nombre de prédicats risque d'être très grand. Une possibilité serait de coupler
une base de donnée à cette base de connaissance.
La suite du travail consistera à élaborer un mécanisme intégrant ce principe dansle but de résoudre de gros problèmes d'aide à la décrsion avéc toutes les qualités
indispe nsables d'i nteractivité.
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