A filterbank-based algorithm for time-varying spectral analysis is proposed. The algorithm, which is an enhanced realization of the conventional spectrogram, consists of hundreds or thousands of highly overlapping wideband filter/detector stages, followed by a peak detector that probes the filter/detector outputs at very short time intervals. Analysis with synthetic modulated signals illustrates how the proposed method demodulates these signals. The resulting spectrogram-like display, referred to as a ''fine structure spectrogram,'' shows the fine structure of the modulations in substantially higher detail than is possible with conventional spectrograms. Error evaluation is performed as a function of various parameters of a single-and two-component synthetic modulated signal, and of parameters of the analysis system. In speech, the fine structure spectrogram can detect small frequency and amplitude modulations in the formants. It also appears to identify additional significant time-frequency components in speech that are not detected by other methods, making it potentially useful in speech processing applications.
I. INTRODUCTION
The analysis of signals whose frequency content varies with time has traditionally been performed with the spectrogram ͑Koenig et al., 1946; Rosen and Howell, 1991͒ . Called the ''workhorse'' of time-frequency analysis ͑Loughlin, 1999͒, the spectrogram today can be generated digitally using the short time Fourier transform ͑STFT͒. In the case of the speech signal, the spectrogram has been widely used to investigate the features of speech in the time-frequency plane that are perceptually important ͑Potter et al., 1947; Pitton et al., 1996͒. In one early and notable application, the spectrogram was used to determine the average frequencies of the first three formants of the vowels of American English for men, women, and children ͑Peterson and Barney, 1952͒. A drawback of the spectrogram, however, is the unavoidable tradeoff between time and frequency resolution, also known as the uncertainty principle of signal analysis ͑Gabor, 1946; Cohen, 1995͒ . When the spectrogram of speech is implemented using the STFT, a short analysis window may result in a poor spectral representation, while a longer window may misrepresent the consonant-vowel transitions ͑Pitton et al., 1996͒. Representations based on the wavelet transform, which is thought to provide a closer approximation to auditory frequency analysis than the STFT, are also limited by the uncertainty principle ͑Quatieri, 2002͒.
When evaluating the spectrogram, an important assumption is that the signal is stationary over the analysis window-a condition known as quasi-stationarity. Although speech is in reality a nonstationary signal, the assumption of quasi-stationarity in speech processing has been of primary importance because it is closely linked to the source-filter model of speech production ͑Rabiner and Schafer, 1978; Pitton et al., 1996; Rao and Kumaresan, 2000͒ . This model, which has dominated the field of speech for a long time, assumes that the slowly varying parameters of the filter formed by the vocal tract are the primary carriers of information-at least for nontonal languages such as English. The source signal and its higher frequency harmonics are usually of little interest other than for tracking the pitch of the speaker. Methods such as linear predictive coding and cepstral analysis, which constitute the state-of-the-art in speech processing ͑O'Shaughnessy, 2000; Rao and Kumaresan, 2000; Quatieri, 2002͒ , are based on the source-filter model and are used to separate the slowly varying filter spectral envelope from the source signal. And because these methods are based on the assumption of signal quasistationarity, they all have poor joint time-frequency resolution.
Recently, there has been increasing recognition of the existence of amplitude and frequency modulations in speech that occur on the order of a pitch cycle, and which are usually smeared by quasi-stationary methods of analysis ͑O'Shaughnessy, 2000; Quatieri, 2002͒ . These modulations are referred to as ''fine structure,'' and originate from timevarying linear mechanisms, from nonlinear interactions between the source and filter, and from nonlinear air flow in the vocal tract ͑Maragos et al., 2002; Quatieri, 2002͒ . Quatieri argues that this fine structure probably plays a significant role in human perception, and that therefore there is a need for analysis methods with greater time resolution than quasistationary methods. Potamianos and Maragos ͑1999͒ noted that the fine structure of speech may be the reason why natural speech is more intelligible than synthetic speech under noisy conditions. Rao and Kumaresan ͑2000͒ contend that extracting the modulations of speech may shed new light on speech signals, and on speaker-specific information in par-ticular. A better understanding of the modulation patterns in speech, therefore, may find application in speech and speaker recognition, and in better quality speech synthesizers and coders.
As part of the effort to obtain better time-frequency resolution, several representations have been developed that do not rely on the assumption of stationarity over short time intervals ͑Cohen, 1995; Pitton et al., 1996͒ . The most popular of these so-called nonstationary time-frequency representations are different types of bilinear-or Cohen's classdistributions. Bilinear distributions, however, often suffer from artifacts and from regions of negative spectral energy that have no obvious physical meaning ͑Pitton et al., 1996͒. For speech analysis, there has been hope that these nonstationary distributions would replace the STFT ͑Pitton et al., 1996͒; however, in the case of a complex signal such as speech, they have often been difficult to interpret ͑Kumare-san and Rao, 1999͒ . So far, all the time-frequency representations that have been discussed characterize the power density of a signal as a function of time and frequency. Therefore, they can be called ''power'' representations. In the case of the speech signal, a very different approach to time-frequency analysis has been recently developed. This approach aims to decompose speech into a set of modulated components ͑Maragos et al., 1993; Kumaresan and Rao, 1999; Nelson, 2001͒ . The key difference between ''power'' and ''modulation decomposition'' representations is related to how they characterize local time-frequency properties. A power representation aims to represent the local spectral content of a signal, whereas a modulation decomposition representation tracks the instantaneous frequency ͑and amplitude͒ of a modulated component. In the case of speech, modulation decomposition methods, which are typically model-based, have been successful in detecting fine structure in the amplitude and frequency modulations of speech. In this paper, we will show how a filterbank-based method can also detect the fine structure in the modulation patterns of speech. Moreover, because it is not model-based, it also appears to detect significant time-frequency modulations not seen with other demodulation methods.
II. FINE STRUCTURE SPECTROGRAM

A. Basic structure
It is possible to formulate a filterbank-based approach that is motivated by one aspect of peripheral auditory processing ͑Fig. 1͒. Hundreds or thousands of overlapping filter/ detectors ͑F/D's͒ are used, inspired by the thousands of tuning characteristics of the afferent auditory fibers ͑Harrison, 1988͒. Each F/D consists of a bandpass filter, followed by a rectifier and smoother, with a detector of local peaks in the outputs of all the F/D's as a final stage. The bandpass filter is unimodal and symmetric, and the peak detector fits a quadratic polynomial to sequential groups of the output of three adjacent F/D's and searches for a peak. If a peak is found, it skips another point. When wideband filters are used, the peaks are typically broad when plotted against the filter center frequencies ͓Fig. 1͑c͔͒ and so readily discernable. In the case of speech, these peaks track the prominent resonances of the signal. High time-frequency responsiveness is achieved by having fairly wideband individual filters that respond rapidly to changes in the signal, and filters that are separated by a very fine amount. Responsive tracking of the frequency components also requires that the F/D's be probed at very small time intervals. Peak picking on the outputs of a very large number of filter/detector stages, together with the use of time-responsive wideband filters, allows the algorithm to track the instantaneous frequency ͑and amplitude͒ of a modulated component as it evolves in time. A plot of the peaks of the F/D's against the center frequency of the F/D's and against each time instant gives a spectrogram-like display, which is referred to as a ''fine structure spectrogram'' or FSS.
The structure of the FSS is not fundamentally new and can be seen as an enhanced realization of the conventional spectrogram. The original analog spectrograph was composed of several F/D stages ͑Rosen and Howell, 1991͒, and the digital implementation of the spectrogram using the STFT has a filterbank interpretation ͑Rabiner and Schafer, 1978; Oppenheim et al., 1999͒ . Moreover, peak picking on the output of a filterbank ͑or on the STFT in the case of a digital implementation of the spectrogram͒ has been used before. Flanagan ͑1956͒ proposed the use of peak picking on FIG. 1. ͑a͒ Basic structure used to generate the fine structure spectrogram ͑FSS͒. Hundreds or thousands of stages are used. ͑b͒ The magnitudes of the filter transfer functions in one implementation where the center frequencies were separated by 5 Hz. ͑c͒ A plot of the rectified and smoothed filter outputs, at a given instant in time. The analyzed signal was the syllable /ba/. the outputs of a bank of a few analog filters as a method to track speech formants. Smits ͑1994͒ used peak picking on the wideband STFT to estimate formant frequencies. Peak picking on the STFT has also been used to track the instantaneous frequency of signals, but in the case of rapidly varying frequency modulated ͑FM͒ signals, it has been found to give poor results ͑Boashash, 1992b͒. What is different about the proposed method is the use of a very large number of wideband overlapping filter/detectors, and the emphasis on the very frequent probing of the outputs of the F/D's. If implemented using the STFT ͑Sec. II D͒, very fine sampling in time and frequency ͑along with a very short window͒ is used. It is proposed that satisfying these requirements, combined with peak detection, allows the FSS to detect the timefrequency modulation fine structure in a signal such as speech.
Shamma and colleagues used differential filters to remove the redundancy in the outputs of highly overlapping ''cochlear'' filters and to emphasize the time-varying peaks in the spectrum ͑Yang et al., 1992͒. In the case of Shamma's approach, the spectral resolution of the resulting representation is determined by the bandwidth of the differential filters and not of the cochlear filters. In order to achieve fine spectral resolution, Shamma uses highly asymmetrical cochlear filters that are relatively broadband ͑for good dynamic response͒ but have a sharp edge to allow the differential filters to enhance the spectral peaks. The phase responses of the ''cochlear'' filters may be designed to create discontinuities along the frequency axis, which has been suggested to be the mechanism by which lateral inhibitory networks enhance spectral peaks in the pattern of activity across the auditory fiber array ͑Shamma, 1985͒. In the case of FSS, in contrast, the filters used are symmetric and the time relations between the different frequency components of the signal should be preserved at the output of the filterbank by using zero phase filters or filters having linear-phase response with the same slope.
B. FilterÕdetector "FÕD… theory
Anderson ͑1984͒ studied in detail the signal processing behavior of various types of F/D's. He concluded that an F/D consisting of a bandpass filter followed by a rectifier and a smoothing filter is equivalent under many conditions to an F/D consisting of a bandpass filter followed by a square-law device and a smoothing filter, with a square-root device attached at the end to rescale the level of the output. This is a fortunate result because the signal processing function of a rectifier is difficult to analyze, as it produces a complex broadband output to simple inputs. In contrast, the signal processing performed by an F/D that incorporates a squarelaw device is relatively easy to analyze-at least with some inputs.
C. Performance with synthetic modulated signals
In the next four sections ͑II C 1-II C 4͒, input signals are taken through the processing stages of the proposed algorithm. The effect of each stage is determined, and then the overall output of the algorithm-the fine structure spectrogram-is established. The terminal square-root device is ignored in all cases. In the next two sections ͑II C 5 and II C 6͒, the FSS of two other types of modulated input signals is determined without calculating the intermediate stages.
The goal of this analysis is to see if the FSS correctly detects the time-frequency fine structure in a set of synthetic signals with various types of amplitude and frequency modulation that are of relevance to speech.
Case of a pure sinusoid
When the input signal is a pure sinusoid A 0 sin s t, Output of square-law device:
where s is the frequency of the sinusoid and A 1 is its amplitude at the output of the bandpass filter. Output of smoothing filter:
if the cutoff frequency of the smoothing filter is Ͻ2 s , and the filter has a sharp response characteristic that effectively suppresses the component at 2 s . If the bandpass filters are unimodal and symmetric, the F/D whose center frequency coincides with s will have the highest output for all time. Therefore peak picking on the outputs of multiple F/D's and plotting the FSS will result in a horizontal line at s , as is desired. Output of bandpass filter:
Case of anplitude modulated (AM) signal
where A 1 , A 2 , and A 3 are the amplitudes of the three components after passing through the ͑as yet unspecified͒ bandpass filter.
Output of square law device ͑after manipulation with simple trigonometric identities͒:
Output of smoothing filter: If the cutoff frequency of the smoothing filter is chosen to be Ͻ2 m and c ӷ m , the output of a single filter/detector stage is
Detection of local peaks in the outputs of F/D stages: To find the local peaks in the output of the F/D stages at a given time instant, Eq. ͑5͒ is differentiated with respect to the center frequency of the F/D stage. For the purposes of the analy-sis, the bandpass filter is chosen to be Gaussian, because of its convenient unimodal and symmetric shape:
Transfer function of bandpass filterϭe
where is the frequency variable in rad/s, CF is the center frequency of the filter, and ͑standard deviation͒ determines the width of the filter. So, using the Gaussian filter, the derivative of Eq. ͑5͒ with respect to CF is
͑7͒
where
By inspection, the derivative ͓Eq. ͑7͔͒ is zero when CF ϭ c . Therefore, the F/D centered at the carrier frequency of the AM signal will have the maximum and/or minimum output for all time. Whether it is maximum for all time depends on the choice of the parameters of the signal and analysis system. To given an example, this occurs when the carrier and modulation frequencies are 1000 and 90 Hz, respectively, the modulation index is 0.25, and the parameter of the filter is chosen so that the bandwidth of the Gaussian bandpass filter is approximately 200 Hz. In that case, the FSS would correctly represent the signal as a single line whose gray scale varies with the modulation cycle ͓Fig. 2͑a͔͒.
Case of narrowband frequency modulated (NBFM) signal
A sinusoidal frequency modulated ͑FM͒ signal can be written as
where c and m are the carrier and modulation frequencies in rad/s, A 0 is the amplitude of the carrier, and m is the modulation index which specifies the ratio of the peak frequency deviation to the modulation frequency. Output of bandpass filter:
where A 1 , A 2 , and A 3 are the amplitudes of the three components at the output of the bandpass filter.
Output of square-law device:
Output of smoothing filter: If the cutoff frequency of the smoothing filter is Ͻ2 m and c ӷ m , the output of a single filter/detector stage is
To find the F/D's that yield maximal output as a function of time, this expression is differentiated and the center frequency is solved as a function of time. It can be shown that the output of the FSS is simply the derivative of the phase of the original signal as would be expected if the signal is correctly demodulated. Please see the Appendix for a detailed derivation. We also explored this problem numerically by passing the signal through the FSS. The outputs of the F/D's that are centered on different frequencies are plotted with Eq. ͑12͒ as a function of the parameters c , m , and of the Gaussian filter. For example, Fig. 2͑b͒ shows the outputs of five F/D's calculated using Eqs. ͑6͒, ͑9͒, and ͑12͒ with a test NBFM signal having a 1000-Hz carrier frequency, a 90-Hz modulation frequency, and a peak frequency deviation of 10 Hz. 
Case of combined AMÕNBFM signal
If an input signal is jointly modulated in amplitude and frequency at the same modulation frequency-as would be expected for the case of a speech component that is modulated at the pitch frequency ͑Maragos et al., 1993; Potamianos and Maragos, 1999͒-then it can be written as
where c and m are the carrier and modulation frequencies in rad/s, m AM is the AM modulation index, m FM is the FM modulation index, and A 0 is the amplitude of the carrier. In this case the individual components of the FM signal can be thought of as being individually amplitude modulated. If the frequency modulation is narrowband, then the signal can be approximated by
Output of bandpass filter:
where A 1 , A 2 , A 3 , A 4 , and A 5 are in this case the signed amplitudes of the five input components at the output of the bandpass filter.
Output of smoothing filter: If the cutoff frequency of the smoothing filter is Ͻ2 m and c ӷ m , then the output of an individual F/D stage is given by
Again the output of the low-pass filter is differentiated and the center frequency solved as a function of time. The results are identical to case 3 ͑narrowband FM͒ in that the output of the FSS is simply the time derivative of the phase function of the original signal. Moreover, we can solve for the amplitude of the output to show that the original AM component is also recovered. Please see the Appendix. When this problem is solved numerically, we obtain Fig.  3 . Figure 3 shows the outputs of five F/D's calculated using Eqs. ͑6͒, ͑14͒, and ͑17͒ with a test AM/NBFM signal having a carrier frequency of 1000 Hz, a modulation frequency of 90 Hz, a peak frequency deviation of 10 Hz, an AM modulation index of 0.25, and an FM modulation index of approximately 0.1. The Gaussian bandpass filter has a bandwidth of approximately 400 Hz. Figures 3͑b͒ and ͑c͒ are close-ups of the peaks and troughs of the cycle in Fig. 3͑a͒ . During the peak of the cycle, the F/D's centered at 1005 and 1010 Hz have the highest outputs. In contrast, during the trough of the cycle, the F/D centered at 990 Hz has the highest output. Between the peak and the trough, the F/D's centered at the other listed frequencies alternately produce the largest outputs ͑not shown in close-up͒. Figure 3 illustrates that not only do the individual F/D's alternate in having the largest output during the modulation cycle, but that these outputs also vary in amplitude during this cycle. This makes it possible for the algorithm to simultaneously demodulate both the frequency and amplitude components of the modulation. Figure 4͑a͒ shows the resulting FSS. The ''wiggles'' in the curve follow the narrowband frequency modulation, while the gray scale of the curve varies with every cycle of the modulation as it follows the amplitude modulation ͑parts of the cycle are darker than others͒. For comparison purposes, Figs. 4͑b͒-͑e͒ show the same signal analyzed with a conventional narrowband STFT, a wideband STFT, by using peak detection on the narrowband STFT, and by using peak detection on the wideband STFT. The additional detail that is provided by the fine structure spectrogram is clear.
Case of two-harmonic narrowband FM signal
To test the performance of the algorithm with a signal that has a more complex structure in the time-frequency plane than a simple sinusoid, a sinusoidal signal modulated by two harmonics is used. The carrier frequency of the FM signal is 1000 Hz, the modulation frequency and peak frequency deviation of the first harmonic are 45 and 20 Hz, respectively, and the modulation frequency and peak frequency deviation of the second harmonic are 90 and 10 Hz, respectively. Figure 5͑a͒ shows the resulting FSS of the input signal, while Fig. 5͑b͒ shows the calculated instantaneous frequency of the signal obtained by taking the derivative of the phase of the signal ͑Boashash, 1992a͒. Apart from a time shift in Fig. 5͑a͒ due to the constant time delay in the FIR filters, the two figures are very similar. This demonstrates that the FSS can detect time-frequency fine structure within a single modulation cycle. Figure 6 shows the FSS of a chirp that sweeps from 1000 to 1500 Hz in 0.1 s. This is a frequency rate of change that is similar to that sometimes found in the glides that accompany vowel-consonant transitions in speech ͑see, for example, the second formant of the first three syllables in Fig. 9 below͒. Apart from the constant time shift due to the FIR filters, the fine structure spectrogram tracks this chirp quite well.
Case of linear chirp signal
D. A Fourier transform representation
Anderson ͑1984͒ showed that a single F/D stage centered on c consisting of a bandpass filter with an impulse response of h 1 (n)cos c n, a square-law device, and a lowpass filter with an impulse response of h 2 (n), is equal to the magnitude-squared of the STFT evaluated at c :
if h 1 (n)ϭh 2 (n)ϭh(n), and if h(n) is the impulse response of the ideal low-pass filter. With realizable filters, the particular choice of h(n), h 1 (n), and h 2 (n) determines how much the time-varying low-frequency envelope of the bandlimited signal is contaminated by higher frequency components, and so a single F/D stage and the magnitude-squared STFT are only approximately equal. Nevertheless, this equivalence formula says that the fine structure spectrogram can be implemented by calculating the magnitude-squared STFT evaluated at c , if the bandpass filter bandwidth is constrained to be twice that of the low-pass filter. The potential advantage of this is that it allows the use of the wealth of theory and computational algorithms available for the STFT. But this equiva- lency raises the question of how the FSS is different from the conventional STFT, if it can be implemented with the magnitude-squared STFT. One difference is the ability to vary the bandwidths of bandpass and low-pass filters independently in the filterbank implementation of the FSS. Another difference is that if the STFT is used with the FSS, the STFT is calculated at many more frequency points c than are used in the conventional STFT, and this corresponds to having a very large number of overlapping filters in the filterbank implementation of the algorithm ͑Sec. II A͒. Conventional spectrograms usually calculate the STFT either at the bin frequencies provided by the discrete Fourier transform or at a few additional intermediate frequencies between the bins. In fact, a research goal has been to determine the minimum allowable sampling rate along the time and frequency , 1978; Sorensen and Burrus, 1988; Oppenheim et al., 1999͒. Delprat et al. ͑1992͒ and Carmona et al. ͑1997, 1999͒ have studied the detection of local peaks in time-frequency representations, which they call ''ridge extraction.'' They proved that the ridges, in any time-frequency representation, can be used to estimate the instantaneous frequency and amplitude of components in the time-frequency plane. However, peak picking on the conventional spectrogram has been found to give poor results ͑Boashash, 1992b͒. The FSS, implemented using an ''oversampled'' STFT followed by a peak detector, allows demodulation of fine structure AM and FM components in the signal, which is not possible with the conventional implementation of the STFT. This oversampling can be performed by an evaluation of the STFT at many frequencies c , or it can be achieved by zero-padding the analyzed segment with a very large number of zeros. In addition, the windowed segments that are used need to be short ͑which corresponds to having fairly wideband filters in the filterbank implementation of the algorithm͒, and the segments must be shifted by a small time interval to closely track the AM and FM modulations.
E. Error evaluation
Single AMÕNBFM component
To evaluate the performance of the FSS as a function of the various parameters of modulated signals and of the FSS system itself, a sinusoidal signal that is jointly modulated in amplitude and frequency ͑AM/NBFM͒ at the same modulation frequency is used as a test signal and the FSS is implemented using a filterbank. Unless otherwise stated, the prototype test signal has a carrier frequency of 1000 Hz, a modulation frequency of 150 Hz, a peak frequency deviation of 10 Hz, and an AM index of 0.25. The prototype FSS system is implemented using bandpass filters that have a bandwidth of 400 Hz and a separation of 1 Hz, using lowpass filters with a bandwidth of 150 Hz, and probing the outputs of the F/D's every 0.045 ms. In each evaluation, one or more parameters of the test signal and the FSS system is varied. The root mean-squared error ͑RMSE͒ in Hz between the instantaneous frequency estimated by the FSS and the true instantaneous frequency is reported. The RMSE is evaluated after the initial transients due to the filter response have died down. In almost all cases, the FSS detected a signal modulated at the correct frequency, and the reported error resulted from differences in the frequency deviation. For the test signal with a peak deviation of 10 Hz, when the FSS detects the signal and the estimated frequency deviation is smaller than the true frequency deviation, the maximum possible RMSE is around 7 Hz. On the other hand, when the estimated frequency deviation exceeds the true frequency deviation, then the RMSE may be larger. Also, the instantaneous amplitude showed error trends similar to the error trends reported for the instantaneous frequency. Figure 7͑a͒ examines the effect of varying the bandpass filter bandwidths bpf ( bpf у2 m ), for two low-pass cutoff FIG. 5 . ͑a͒ Fine structure spectrogram of a two-harmonic narrowband FM signal ͑bandpass filter bandwidth 400 Hz, low-pass filter cutoff frequency 150 Hz, filter separation 1 Hz, probing interval 0.045 ms͒. The carrier frequency of the FM signal is 1000 Hz, the modulation frequency and peak frequency deviation of the first harmonic are 45 and 20 Hz, respectively, and the modulation frequency and peak frequency deviation of the second harmonic are 90 and 10 Hz, respectively. ͑b͒ The derivative of the phase of the input signal, which estimates the instantaneous frequency. frequencies lpf ͑150 and 300 Hz͒. As bpf increases beyond 2 m , there is an initial reduction in the estimation error as the sidebands of the signal are better represented at the output of the bandpass filter ͓Eqs. ͑14͒ and ͑15͔͒. The estimation error then remains stable beyond approximately 4 m until the bpf is so large (ӷ2 m ) that there is a loss of frequency localization across of F/D outputs and hence poor timefrequency responsiveness. When a wider low-pass filter is used ( lpf of 300 Hz vs. 150 Hz͒, the estimation error follows a similar trend but is consistently smaller. The effect of varying the low-pass filter cutoff frequency lpf ( lpf у m ) is examined in Fig. 7͑b͒ for two bandpass filter bandwidths ͑400 and 800 Hz͒. There is a sharp drop in the estimation error for m р lpf р(approximately)2 m . As the low-pass cutoff frequency increases beyond around 2 m , the inclusion of components at 2 m , 3 m , and 4 m ͓Eq. ͑16͔͒ causes little change in the performance as they are highly diminished relative to the component at m . However, further increasing lpf to include components at much higher frequencies in the output of the low-pass filter results in a dramatic increase in the estimation error. Figure 7͑c͒ examines the effect of varying the modulation frequency, for three carrier frequencies ͑600, 1000, and 2500 Hz͒, for two lowpass cutoff frequencies lpf ͑150 and 300 Hz͒. The estimation error is independent of the carrier frequency. For the case of lpf ϭ150 Hz, as the modulation frequency varies from 0.5 lpf to lpf , there is an increase in the estimation error as the bandpass and low-pass filters become less capable of tracking the instantaneous changes in the signal. However, for the case of lpf ϭ300 Hz, as the modulation frequency varies from 0.25 lpf to 0.5 lpf , there is little change in the estimation error. Both these effects were previously seen for the signal in Fig. 7͑b͒ for m р lpf р4 m . Figure 7͑d͒ shows the effect of increasing the peak frequency deviation of the signal for three carrier frequencies ͑600, 1000, and 2500 Hz͒, a modulation frequency of 100 Hz, and for two low-pass cutoff frequencies ͑200 and 400 Hz͒. The estimation error is independent of carrier frequency, but better performance is achieved with the wider low-pass filter, particularly at higher peak frequency deviations. Figure  7͑e͒ shows the effect of increasing the separation between the filters, for three bandpass filter bandwidth and low-pass filter cutoff frequency pairs: ͑150, 400 Hz͒, ͑300, 400 Hz͒, and ͑300, 800 Hz͒. With larger filter separations, the system FIG. 7 . RMSE ͑Hz͒ between FSS-estimated and true instantaneous frequency for an AM/NBFM signal. See text for a description of the parameters of the test signal and the FSS analysis system. The points designated by ϫ were obtained using the Hilbert transform in place of rectificationϩlow-pass filtering. ͑a͒ As a function of bandpass filter bandwidth ͑low-pass cutoff frequency: ᭺ϭ150 Hz, छϭ300 Hz͒. ͑b͒ As a function of low-pass cutoff frequency ͑bandpass filter bandwidth: ᭺ϭ400 Hz, छϭ800 Hz͒. ͑c͒ As a function of modulation frequency ͑low-pass cutoff frequency: solid lineϭ150 Hz, dashed lineϭ300 Hz; carrier frequency: ᭺ϭ600 Hz, छϭ1000 Hz, ᮀϭ2500 Hz, ϫϭ1000 Hz͒. Curves at the three carrier frequencies practically coincide. ͑d͒ As a function of peak frequency deviation ͑low-pass cutoff frequency: solid lineϭ200 Hz, dashed lineϭ400 Hz; carrier frequency: ᭺ϭ600 Hz, छϭ1000 Hz, ᮀϭ2500 Hz, ϫϭ1000 Hz͒. Curves at the three carrier frequencies practically coincide. ͑e͒ As a function of filter separation ͑low-pass cutoff frequency, bandpass filter bandwidth: ᭺ϭ150, 400 Hz, छϭ300, 400 Hz, ᮀϭ300, 800 Hz͒. ͑f͒ As a function of probing interval in ms ͑low-pass cutoff frequency, bandpass filter bandwidth: ᭺ϭ150, 400 Hz, छϭ300, 400 Hz ᮀϭ300, 800 Hz͒. has more difficulty in tracking the structure of the instantaneous frequency. The best performance is achieved at small filter separations and the widest filter bandwidths ( bpf Ͼ4 m and lpf ϭ2 m ). Finally, Fig. 7͑f͒ examines the effect of progressively increasing the probing interval at the output of the F/D's for three bandpass filter bandwidth and low-pass filter cutoff frequency pairs: ͑150, 400 Hz͒, ͑300, 400 Hz͒, and ͑300, 800 Hz͒, without decreasing the sampling rate of the signal. The estimated instantaneous frequency is assumed to remain constant for the duration of the probing interval, making this analogous to assuming constant spectral content within a windowed segment in quasi-stationary analysis. The estimation errors are lowest at small probing intervals, where the best performance is again achieved with the widest filter bandwidths ( bpf Ͼ4 m and lpf ϭ2 m ). In summary, the results of these tests point to an operating range for the bandpass filter bandwidths of 2 m р bpf р max ( max ӷ m ), with an optimum range of 4 m р bpf р max , and an operating range for the low-pass filter cutoff frequencies of m р lpf р max ( max ӷ m ), with an optimum range of 2 m р lpf р max . Moreover, if the filters have gentle roll-offs, then bandwidths outside these ranges may be used, but at the cost of degradation in estimation performance. The results also indicate that smaller estimation errors in tracking the instantaneous frequency are possible only if small filter separations and small probing intervals are used.
Comparison with the Hilbert transform in place of rectification and smoothing
The Hilbert transform ͑HT͒, used to construct the analytic signal, is a standard approach for estimating the instantaneous frequency and envelope of a modulated signal ͑Pota-mianos and Maragos, 1994͒. To track the frequency and amplitude of a speech resonance, the resonance is typically first isolated using a fixed bandpass filter. The problem with this approach is that the center frequency of a speech formant may vary considerably during an utterance ͑for example, see the second formant in the word /oily/ in Fig. 9͒ . And even if a formant has a fairly steady center frequency, such as the third formant in Fig. 9 , the output of a bandpass filter that is centered near this formant may switch to reporting the instantaneous frequency and amplitude of the-typically stronger-second formant when the center frequency of the second formant rises to approach the center frequency of the filter.
An alternative approach for tracking speech resonances that uses the HT is to replace the rectification and low-pass filtering in the FSS with a stage that outputs the magnitude of the analytic signal. The performance of this approach was evaluated using the same test signal discussed in the previous section. Figure 7͑a͒ shows the RMSE obtained using the HT ϩFSS as a function of the bandpass filter bandwidth, for a modulation frequency of 150 Hz. Figure 7͑c͒ shows the performance of the HTϩFSS as a function of modulation frequency, for a carrier frequency of 1000 Hz. Figure 7͑d͒ shows the performance of the HTϩFSS with increasing peak frequency deviation, for a carrier frequency of 1000 Hz. In  Figs. 7͑a͒ , ͑c͒, and ͑d͒, the curves obtained using rectification and low-pass filtering with wider low-pass filters are closer to the RMSE obtained using the HT than those obtained with narrower low-pass filters.
Multiple AM ÕNBFM components
To evaluate the performance of the FSS when multiple modulated components are present, a test signal consisting of two AM/NBFM components is used. The carrier frequency of one component is fixed at 1000 Hz, while the carrier frequency of the second component ranges from 500 to 800 Hz. The peak frequency deviation for both components is 10 Hz, the AM modulation index is 0.25, and unless otherwise stated the modulation frequency is 150 Hz. The bandpass filters in the FSS system are separated by 1 Hz, the F/D outputs are probed every 0.045 ms, and unless otherwise stated the bandwidth of the bandpass filters is 400 Hz and the low-pass cutoff frequency is 300 Hz. The RMSE between the estimated and true instantaneous frequencies is averaged over the two components. In most cases, as the two components got closer, the performance of the FSS degraded at first gradually and then reached a transition region where it degraded drastically. However, even when the estimated error became very large, it was often still possible to see two distinct-though highly distorted-components. In this case, the FSS would be useful when there is more interest in investigating the presence of different time-varying modulated components in a signal than in the accuracy of the frequency estimations. Figure 8͑a͒ shows the RMSE for two modulation frequencies ͑50 and 150 Hz͒ as a function of the carrier separation frequency. With larger carrier separations ͑above approximately 350 Hz͒, a smaller estimation error is obtained with the lower modulation frequency of 50 Hz. This is expected because the larger spread of the spectral components at higher modulation frequencies would result in more interaction between the two modulated components. The input signal for the case of a modulation frequency of 50 Hz is shown in Fig. 8͑d͒ , while Figs. 8͑e͒ and ͑f͒ show the FSS that is obtained with carrier separations of 425 and 250 Hz, respectively. With the smaller carrier separation, the two modulated components highly interact, though it is arguably possible to distinguish components that are centered on the carrier frequencies. It is possible to obtain better results at this carrier separation, with much less interaction between the two components, if narrower bandpass filters are used. Figure 8͑b͒ shows the RMSE for three bandpass filter bandwidths ͑200, 300, and 400 Hz͒ as a function of carrier separation. At small carrier separations, smaller bandpass filter bandwidths result in a smaller RMSE. Note that even though the 200-Hz bandpass filter falls outside the optimum operating range for the individual modulated components in this signal, it was still possible to obtain an estimate of the instantaneous frequencies of the components because of the gentle roll-offs of the filters ͑Sec. II E 1͒. Figure 8͑c͒ shows the RMSE for two low-pass cutoff frequencies ͑150 and 300 Hz͒ as a function of carrier separation. For the larger bandwidth of the low-pass filter, the performance degrades drastically at larger carrier separations. As the 300-Hz low-pass filter has a gentle roll-off, it admits more high-frequency products of interactions between the two components. In summary, larger bandpass and low-pass filter bandwidths ͑within their operating ranges͒, which are often beneficial for single component estimation, may increase the estimation error if two components are close in frequency. In the case of multiple components, it is therefore preferable to use the narrowest filters, within their operating ranges.
III. APPLICATION TO SPEECH
Rao and Kumaresan have recently developed a modelbased method for decomposing the speech signal into modulated components ͑Kumaresan and Rao, 1999; Rao and Kumaresan, 2000͒ , which represent the formants in the case of voiced speech, using adaptive filters whose center frequencies closely follow the resonance frequencies. Figure 9͑a͒ shows the time-domain signal for the sample ''...an oily rag like that'' spoken by a male. Figures 9͑b͒, ͑e͒, and ͑f͒ show the conventional narrowband STFT for this signal, the result of peak picking on this narrowband STFT, and the result of peak picking on the conventional wideband STFT. In these figures, the formants are evident but without much fine structure detail. Figure 9͑c͒ is a reprint of the result obtained by Rao and Kumaresan ͑2000͒. The dark lines in the graph are estimates of the instantaneous frequencies of the modulated components, while amplitude variations are shown in a separate graph ͑not reproduced here͒. These lines are superimposed on a gray scale background consisting of the wideband STFT of the sample, and in which the vertical striations indicate the pitch cycles. Much finer detail is visible in the formants ͓compared to Figs. 9͑b͒, ͑e͒, and ͑f͔͒. In particular, frequency modulations occur with every pitch cycle and, due to time compression in the figure, appear as periodic ''spikes'' in the formants. Figure 9͑d͒ shows the result obtained with the fine structure spectrogram, which ͓unlike Fig.  9͑c͔͒ incorporates the amplitude information in the gray scale.
Overall, the FSS ͓Fig. 9͑d͔͒ shows details in the modulations that are similar to those seen in Fig. 9͑c͒ , but with some of the higher frequency formants hidden due to the range of the gray scale. The FSS, however, shows some time-frequency components not evident in Fig. 9͑b͒ , ͑c͒, ͑e͒ or ͑f͒. For example, in Fig. 9͑d͒ there are components at frequencies below the first formant, a branching component at around 700 Hz between 0.2 and 0.45 s, and another one at around 1000 Hz between 0 and 0.1 s. That the additional components are not artifacts of the signal processing is supported by the fact that the FSS has a simple physical interpretation: the bandpass filters respond to input energy in their frequency band. To investigate this question further, the branching component in Fig. 9͑d͒ ͑at around 700 Hz and between 0.25 and 0.45 s͒ was selected because it appears to have an approximately steady carrier frequency for a fairly long period, and appears to be distinctively separated from the first and second formants.
The time-domain signal at the output of a bandpass filter centered at 855 Hz with a bandwidth of approximately 200 FIG. 8 . RMSE ͑Hz͒ between FSS-estimated and true instantaneous frequency for a signal consisting of two AM/NBFM components, as a function of the separation between the two components. See text for a description of the parameters of the test signal and the FSS analysis system. ͑a͒ Modulation frequency: ᭺ϭ50 Hz, छϭ150 Hz. ͑b͒ Bandpass filter bandwidth: ᭺ϭ200 Hz, छϭ300 Hz, ᮀϭ400 Hz. ͑c͒ Low-pass cutoff frequency: ᭺ϭ150 Hz, छϭ300 Hz. ͑d͒ Time domain signal in ͑a͒ with a modulation frequency of 50 Hz. ͑e͒ FSS obtained in ͑a͒ with a carrier separation of 425 Hz. ͑f͒ FSS obtained in ͑a͒ with a carrier separation of 250 Hz.
Hz was extracted ͑a similar result is obtained if the bandpass filter has a bandwidth of 100 Hz͒. The center frequency of the bandpass filter was chosen to be higher than the apparent carrier frequency of the branching component to reduce contamination by the higher amplitude first formant at around 400 Hz. Between 0.35 and 0.4 s there were 34 cycles in this signal, corresponding to a carrier frequency of around 680 Hz. The time locations of the peaks of these cycles were determined with the same peak detection algorithm as that used in the FSS, and the reciprocals of the interpeak intervals were calculated in order to provide an estimate of the instantaneous frequency ͑Fig. 10͒. This approach to estimate the instantaneous frequency is similar to the zero-crossing method sometimes used for that purpose ͑Boashash, 1992b͒. To estimate the modulation parameters of the signal in Fig.  10 , the first three modulations, which are the most stable, are used. The mean frequency, which is an estimate of the carrier, is 719 Hz. The average duration of the modulation cycle is 10.1 ms, giving a modulation frequency of 99 Hz. The frequency deviation ranges from an average of 457 to 924 Hz. This analysis supports the existence of the branching component shown in Fig. 9͑d͒ . There is, however, some discrepancy in that the component in that figure appears to span a smaller frequency range than the analysis above indicated. A possible explanation is that the dip around 400 Hz in the instantaneous frequency of Fig. 10 may result from the high amplitude component in the speech sample at around 400 Hz, and the branching component seen in the FSS may be reflected in the structure of the instantaneous frequency between around 600 and 900 Hz in this figure. The speech sample was also analyzed using other time-frequency representations. The Choi-Williams, pseudo Wigner-Ville, and cone-shaped kernel distributions ͑Cohen, 1995͒ did not show the additional branching component investigated above. However, one distribution, the Gabor spectrogram ͑Qian and Chen, 1999͒, does show a region of energy at the location of the branching component seen in the FSS ͑Fig. 11͒.
It should be pointed out that these additional components cannot be artifacts due to cross terms in the equations used to calculate the FSS, and which are often seen in bilinear time-frequency representations. When the FSS is implemented using the magnitude-squared STFT ͑Sec. II D͒, cross terms due to the nonlinearity coincide with the auto terms and only affect the relative heights of the peaks ͑Kootsookos et Cohen, 1995͒ . Moreover, as these components are often as high as the second formant and sometimes in the range of only a few decibels below the first formant, they cannot be side lobes of the Hanning window, the highest of which are 31 dB below the primary lobe ͑Oppenheim et al., 1999͒. It is also true that if two different modulated components are very close in frequency, they may interact to produce time-frequency structure in the FSS at an intermediate frequency between them ͓e.g., see Fig. 8͑f͔͒ . However, for the duration of the branching component investigated above, the first and second formants are separated by between 900 and 1400 Hz ͑as determined using the various methods used in Fig. 9͒ . In simulations with two steady modulated components that have rates of modulation that roughly mimic the first two formants, and with the FSS obtained using the same parameters used for Fig. 9͑d͒ , there is no interaction between the two components unless their separation in frequency is made much smaller.
We speculate that conventional methods of speech processing, which are almost always based on the source-filter model of speech production, may miss the extra components because they assume that the individual lines of the spectrum of speech are simply harmonics of the source. In fact, as this study and other studies that decompose speech into modulated components show, the lines in the spectrum may be ͑at least partially͒ more properly viewed as sidebands of AM/FM components. And if the modulation frequency is equal ͑or approximately equal͒ to the fundamental frequency of speech, then the sidebands would be positioned in the same bin as the ''true'' harmonics of the fundamental frequency, making it difficult to distinguish them from each other. The FSS, in contrast, may combine the sidebands of AM/FM modulation into distinct time-frequency modulated components. Other methods for decomposing speech into AM/FM components that are model-based do not appear to show these extra components ͑Maragos et al., 1993; Kumaresan and Rao, 1999͒ , possibly because they make assumptions about the number of modulated components in the signal.
Some other examples of the FSS of speech samples are shown in Fig. 12 , for the word /had/, from the sentence ''she had your dark suit in greasy wash water all year'' in the TIMIT database ͑test/dr1/faks0/sa1͒, spoken by four females. In the FSS of all four utterances ͓Figs. 12͑a͒-͑d͔͒, there is a prominent component below the first formant which, for /,/ and adult females, is located on average at 860 Hz in American English ͑Peterson and Barney, 1952͒. This low- FIG. 12 . ͑a͒-͑d͒ FSS ͑4-ms 64-point Hanning window zero padded to 4096 points, with window separation of 0.0625 ms͒ of the word /had/ spoken by four females ͑test/dr1/faks0/sa1, test/dr4/fadg0/sa1, train/dr2/fajw0/sa1, and test/dr5/fcal1/sa1 in the TIMIT database͒. ͑e͒-͑h͒ Wideband spectrogram ͑8-ms Hanning window͒ of the same words. ͑i͒-͑l͒ With peak detection on the wideband spectrogram. frequency component is supported by the distinct band of low-frequency energy seen in the wideband spectrogram ͓Figs. 12͑e͒-͑h͔͒. Ladefoged ͑2003͒ has noted the presence of significant spectral energy below the first formant in some speakers. Above the first formant, the FSS of each of the four samples has a distinctive structure, sometimes having a much more complex time-frequency structure than the traditional picture of formants as single moving tracks in the timefrequency plane ͓e.g., Fig. 12͑a͔͒. Figures 12͑i͒-͑l͒ show the results of peak picking on the wideband spectrograms. These figures show some fine structure but with less detail than the FSS in Figs. 12͑a͒-͑d͒. 
IV. DISCUSSION
This paper presents a method that may be interpreted as an enhanced realization of the conventional spectrogram for the analysis of signals whose spectral content varies with time, and of speech in particular. The main feature of the method, referred to as the fine structure spectrogram ͑FSS͒, is the very large number of overlapping filter/detector ͑F/D͒ stages, followed by a peak detector. When viewed as a bank of F/D's, the FSS achieves good time-frequency responsiveness by having fairly wideband filters, a large number of filters separated by a very fine amount, and probing the outputs of the F/D's very frequently. The FSS may also be implemented using peak picking on a highly ''oversampled'' magnitude-squared STFT. While in the more generalized FSS the bandwidths of the bandpass and low-pass filters can be varied independently, if the bandwidth of the bandpass filter is constrained to be twice that of the low-pass filter, there is no practical difference analytically between the filterbank-based FSS and peak picking on a very high resolution spectrogram, provided ͑1͒ the windowed segments are short, ͑2͒ they are very highly overlapping, ͑3͒ the STFT is calculated at a very large number of frequency points, and ͑4͒ the impulse response of the bandpass filters is a frequency-shifted version of the impulse response of the low-pass filters. If these conditions are not satisfied, analysis of the estimation error indicates that peak picking on the spectrogram would not be effective in tracking the fine structure of speech modulations. The spectrogram is typically implemented with partially overlapping windows, or with a few partially overlapping filters, as it has been argued that all the information is preserved if the spectrogram is implemented as such ͑Rabiner and Schafer, 1978͒. Perhaps, for this reason, peak picking on the conventional spectrogram has not been previously shown to effectively extract the fine structure of frequency and amplitude modulations in the resonances of speech with high time-frequency resolution.
We emphasize, however, that one should be very careful about defining what is meant by time-frequency resolution, as it is important to distinguish between the ability to resolve simultaneous frequency components, and the ability to track the frequency of a modulated component. With several types of modulated signals, the FSS can effectively track the changing frequency and amplitude of components in the time-frequency plane, and so show details in the modulations that are not visible using quasi-stationary methods. It cannot, however, resolve components that are very closely spaced in frequency because the bandwidth of the filters controls the ability to resolve simultaneous frequency components. Nelson ͑2001͒ describes the ability to provide accurate time and frequency estimates of modulated components, beating the uncertainty limit of the STFT, as ''super-resolution.'' However, it may be more appropriate to call it high timefrequency ''discrimination,'' following hearing science terminology where it is known that the auditory system is much better at discriminating between two sequential tones than at resolving two simultaneous tones ͑Houtsma, 1995͒. If modulated components approach each other in the time-frequency plane, large estimation errors in the instantaneous frequency may result. However, in that case, and depending on the bandwidth of the bandpass and low-pass filters, the FSS will often still detect two distinct components.
The FSS also detects additional components in speech that may be missed by other methods. The spectral energy of these components is usually significant relative to the known formants. We believe that these component are often real, because the FSS has a simple physical interpretation: the bandpass filters respond to input energy in their frequency band. This is supported by a detailed investigation into one of the extra components ͑Sec. III͒. As to the physical meaning of the extra components and the glottal cycle-by-cycle modulations seen in the FSS, there is now strong theoretical and experimental evidence for the existence of significant nonlinear aerodynamic phenomena in speech that cannot be accounted for by the commonly used linear model of speech production ͑Thomas, 1986; Teager and Teager, 1989; Maragos et al., 1993 divide these nonlinear phenomena into two types: modulations and turbulence. Amplitude and frequency modulations can be generated within a glottal cycle due to airflow separation, in which the air flowing through the vocal tract oscillates between its walls. In addition, vortices, which are easily generated in the vocal tract, modulate the energy of the air jet, and may result in instabilities leading to turbulent air flow. How these nonlinear mechanisms would result in extra ''branching components'' in the FSS is not clear, but nonlinear interactions between the source and the filter ͑Quatieri, 2002͒ could plausibly generate resonances at frequencies other than those predicted by the linear source-filter theory. Wind instruments may provide a useful analogy, where nonlinear interaction between the driving mechanism and the resonant tube typically produces complex sounds with inharmonic components, bifurcations, and other nonlinear dynamic phenomena ͑Maganza et Fletcher, 1990 . Similar nonlinear phenomena have been observed in some types of speech vocalizations, particularly in patients with voice disorders ͑Herzel et al., 1998͒. To the aforementioned nonlinear mechanisms, we can add a linear mechanism that results in modulations between glottal cycles. Passing a series of pulses ͑representing the glottal source͒ through a linear bandpass filter ͑representing the vocal tract͒ produces cycleby-cycle amplitude and frequency variations ͑Flanagan, 1980; Potamianos and Maragos, 1994͒. With the additional detail in the time-frequency plane and the extra components that are visible, the FSS provides a picture of speech that is somewhat different from the tradi-tional view of the resonances of speech. In the conventional view, and at least with voiced speech, the resonances of the vocal tract are thought of as more or less single tracks that glide smoothly in the time-frequency plane. In contrast, the FSS often shows a much more complex pattern for speech in the time-frequency plane. We therefore speculate that the FSS may be useful in identifying the time-frequency components of speech that are essential for producing natural sounding synthetic speech, or in pattern recognition applications where the task is to distinguish similar sounding speakers or phonemes. The utility of the AM/FM structure in speech has been investigated by Jankowski et al. ͑1996͒ in a speaker identification application, by Tolba and O'Shaughnessy ͑1998͒ in a speech recognition application, and by Hertich and Ackermann ͑1999͒ in a speech synthesis application. The practical utility of detecting extra components, however, remains to be seen, and would require the analysis of a larger set of utterances from more speakers than presented in this paper. In pattern recognition applications, a practical problem is that the FSS results in a very large 2-D data set. To overcome this, Rao and Kumaresan ͑2000͒ suggested downsampling the detected modulations to construct feature vectors. Machine recognition applications, of course, also require a degree of noise robustness, so in cases of substantial noise, the data may need to be denoised as an initial step.
The ability of the FSS to track the fine structure of AM and FM modulations in speech may also help explain the ability of the auditory system to perform these tasks. Quatieri et al. ͑1997͒ maintain that current models of auditory processing that use a filterbank cannot adequately explain the ability of the auditory system to track frequency modulations. They argue that the mechanism for frequency demodulation by the ear is not known, but discuss a number of candidates, one of which is the possible tracking of the frequencies at which the local maxima in the neural firing rate occur. However, they do not develop this approach, which bears a strong resemblance to the FSS, any further. Therefore, as a matter of speculation, and notwithstanding the need to incorporate constant-Q filters that more closely resemble auditory tuning curves, the results in this paper suggest that the FSS may provide a framework to explain frequency and amplitude demodulation by the auditory system. This framework may be especially applicable at higher frequencies where the critical bands are broad, but not at low frequencies, where the narrower auditory filters may decompose formants or formant-like modulated components into harmonically related components.
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APPENDIX: DERIVATION FOR NBFM AND AMÕNBFM SIGNALS
This appendix details the derivation of two results related to narrowband FM ͑NBFM͒ and combined AM/ narrowband FM ͑AM/NBFM͒ signals. The derivations follow from three basic assumptions:
͑1͒ The peak frequency deviation of the signals is small compared to the carrier frequency. ͑2͒ Terms dependent on higher powers of m AM and m FM ͑and their cross-terms͒ can be ignored. ͑3͒ The standard deviation of the Gaussian filters is large compared to the modulation frequency of the FM signal. That is, 2 ӷ m 2 .
These assumptions follow from the choice of synthetic signals used to test the FSS. Assumption 1 is satisfied by the narrowband approximation and the observation that the carrier frequency is typically much greater than the modulation frequency. Regarding Assumption 2, since m AM and m FM are both less than one, terms in higher power of m AM and m FM ͑including any cross-terms, e.g., m AM m FM ) can be ignored with little loss in numerical accuracy. Assumption 3 is satisfied since the bandwidth of the Gaussian filters must be wider than at least twice the modulation frequency in order to pass the signal. ͑Note that the filter bandwidth is linearly proportional to the standard deviation for a Gaussian filter.͒ Another way to evaluate the veracity of the assumptions is to compare the numerical calculations alongside the theoretical predictions.
Narrowband FM signal
Beginning with the output from the low-pass filter from Eq. ͑12͒, ͑ A 1 2 ϩA 2 2 ϩA 3 2 ͒/2ϩA 3 ͑ A 2 ϪA 1 ͒cos m t, ͑A1͒ the amplitudes of the respective components are given by We differentiate Eq. ͑A1͒ with respect to the center frequency CF and set this expression equal to zero. The result is a complex expression that can be simplified by first making the substitution CFϭ c ͓1ϩ⌬͑ t ͔͒, ͑A2͒
where ⌬(t) is a time-varying function. In Eq. ͑A2͒ we have simply reexpressed the center frequency ͑of maximal output͒ as some time-varying displacement about the carrier frequency. Next we assume that ͉⌬(t)͉Ӷ1 ͑which follows from assumption 1͒ and take a first-order series expansion in ⌬ to obtain
