SUPPLEMENTARY FIGURES
. . The pulsing data is for downstream genes with a medium dissociation constant (K D = 1000 molecules). The plots do not start at the same point when n = 1 because the probability that a medium K D gene is above the threshold for survival is greater than the probability that a high K D gene is above the same threshold. 
SUPPLEMENTARY TEXT

Probability of coordination from dynamic and constant inputs
To gain further insight into the effects of coordination, we calculated the probabilities of coordinating n downstream genes using a simplified system, comparing a constant input with a simple dynamic input modeled by a square wave signal.
Note that, by construction, the two signals have the same mean. We assumed that the probability of turning on expression of a downstream gene is linearly related to the input, such that higher inputs result in an increased probability of activating the downstream gene. We found this to be a reasonable assumption based on empirical fits to our data (Supplementary Methods). The probability of coordinating n genes is the probability that all downstream genes are coordinated simultaneously
Comparing the two types of inputs, we find
The ratio of the two probabilities is Therefore, the probability of coordinating n genes is always higher with pulsing than with a constant inputs when n > 1
Note that the two probabilities are equal when n = 1, as expected since coordination requires more than one gene.
SUPPLEMENTARY METHODS
Fast dynamics and moderate affinity downstream gene
Fast dynamics (Fig. S4) were modeled by increasing K ON and K OFF , as listed in Table S1 , by a factor of 10. Note that the dissociation constant K D (=K OFF /K ON ) stays the same.
For the moderate affinity downstream gene (Fig. S6 ) K D = 1000 molecules.
Coordination of n downstream genes
In the probability calculations described above we assumed a linear relationship between the probability of turning on expression of a downstream gene and the concentration of the activator. We determined the linear relationship empirically, finding γ = 3.85x10 -4 , by using Eureqa (1). This relationship holds for the thresholds described above with R 2 > 0.99 for the linear regression fit.
Modeling growth and partitioning
We assumed a cell division time of 34.7 minutes (equal to -ln(2)/0.02, the protein degradation half-life from Table S1 ). During growth, cellular volume increased following , where t is the time from the previous cell division event and was set to ln(2) to allow for a mean volume of 1. At every cell division event, cellular volume was reset to and the contents of the cell, including all protein, mRNA, and DNA species were partitioned between two daughter cells following a negative binomial distribution with probability 0.5. This distribution measures the number of molecules that are partitioned between each cell, assuming that every molecule is independent and has equal probability of being transmitted to each daughter cell. With variable volume, the units of K OFF (Table S1 ) become V r /min -1 , where V r is the normalized volume, or volume/average volume. The pulsing signal was adjusted to match the dynamics of the case with fixed volume. To achieve this, at every time step the number of molecules of the activator was divided by the normalized volume. However, instead of multiplying K OFF by V r and dividing the number of molecules by V r , K OFF was held constant during the simulation and the number of molecules of the activator was varied according to the pulsing signal, and not corrected by volume.
Equivalence of long time simulation and many short time simulations
We verified that distributions of downstream protein levels generated using long simulations are equivalent to those generated by running many shorter simulations. This approach reduces the computation time required to generate data. For the long time course simulations in Fig. S3 , we first performed an initialization simulation of 1440 minutes (24 hours) and used the final values from these data to set initial conditions. We then ran 10 5 minute simulations. For the short time simulations (Fig. S3) , we used the initialization step and ran 10 5 simulations of 1440 minutes each, where the input activator signal had a random phase drawn from a uniform distribution between 0 and 240 minutes (corresponding to the period of the signal) to avoid sampling at the same point in the cycle every time. 
Selected based on studies from both yeast and bacteria (3) (4) (5) .
One order of magnitude higher than typical transcription rates in both in yeast (6) and E. coli (7) . Note that these rates are based on only one RNA polymerase molecule, and several molecules work at the same time, therefore we increased the rate by an order of magnitude. The results are not sensitive to the exact value of α'.
Typical degradation rate in E. coli (8) and in the feasible range for yeast (9) .
One order of magnitude higher than typical translation rates in E. coli (10), yeast (11) , and mice (12) . Note that these results are based on only one ribosome complex per mRNA, and several can work at the same time; the typical lag between translation initiation is 15 seconds in E. coli (13) . The results are not sensitive to the exact value of β. λ D 0.02 min -1 We used a typical half-life of 34.7 min, which corresponds with a stable protein in E. coli or a moderately degraded protein in yeast (14, 15) . 
