The segmentation of brain tissue from nonbrain tissue in magnetic resonance (MR) images, commonly referred to as skull-stripping, is an important image processing step in many neuroimaging studies. A new mathematical algorithm, a model-based level set (MLS), was developed for controlling the evolution of the zero level curve that is implicitly embedded in the level set function. The evolution of the curve was controlled using two terms in the level set equation, whose values represented the forces that determined the speed of the evolving curve. The first force was derived from the mean curvature of the curve, and the second was designed to model the intensity characteristics of the cortex in MR images. The combination of these forces in a level set framework pushed or pulled the curve toward the brain surface. Quantitative evaluation of the MLS algorithm was performed by comparing the results of the MLS algorithm to those obtained using expert segmentation in 29 sets of pediatric brain MR images and 20 sets of young adult MR images. Another 48 sets of elderly adult MR images were used for qualitatively evaluating the algorithm. The MLS algorithm was also compared to two existing methods, the brain extraction tool (BET) and the brain surface extractor (BSE), using the data from the Internet brain segmentation repository (IBSR). The MLS algorithm provides robust skull-stripping results, making it a promising tool for use in large, multi-institutional, population-based neuroimaging studies.
I. INTRODUCTION
Intracranial segmentation, commonly referred to as skull stripping, aims to segment the brain tissue (cortex and cerebellum) from the skull and nonbrain intracranial tissues in magnetic resonance (MR) images of the brain. Skull stripping is an important preprocessing step in neuroimaging analyses because brain images must typically be skull stripped before other processing algorithms such as registration, tissue classification or bias field correction can be applied (Woods et al., 1998 (Woods et al., , 1999 Van Horn et al., 1998; Shattuck et al., 2001; Strother et al., 2004) . In practice, skull stripping is widely used in neuroimaging analyses such as multi-modality image fusion and intersubject image comparisons (Woods et al., 1998 (Woods et al., , 1999 ; examination of the progression of brain disorders such as Alzheimer's Disease (Rusinek et al., 1991; Thompson et al., 2001) , multiple sclerosis (Bermel et al., 2003; Horsfield et al., 2003; Zivadinov et al., 2004; Sharma et al., 2004) and schizophrenia Tanskanen et al., 2004) ; monitoring the development or aging of the brain (Jernigan et al., 2001; Blanton et al., 2004) ; and creating probabilistic atlases from large groups of subjects (Mazziotta et al., 2001) .
Furthermore, larger numbers of subjects are needed to detect subtle differences between groups, and contemporary neuroimaging studies often achieve larger subject populations by pooling data from multiple institutions. However, different institutions use different scanners with different scan protocols and may utilize different imaging sequences (Vannier and Summers, 2003; Van Horn et al., 2004; Neu et al., 2005) . The trend toward ever larger analyses in neuroimaging studies will continue because they are needed in order to obtain the statistical power required to detect subtle differences in brain structure and function. Thus, contemporary analyses require skull stripping algorithms that provide robust performance across different age groups, diseases, and image sequences, using images that are generated at multiple sites using different protocols.
A number of techniques have been proposed to automate the segmentation of brain structures in MR images (Kikinis et al., 1992; van Ginneken et al., 2002; Grau et al., 2004) . Subsequent work focused on developing automated algorithms specifically for skull stripping brain MR images. A recent study published by Fennema-Notestine et al. (2006) compared the performance of the most commonly used skull stripping algorithms. This study concluded that existing algorithms had both strengths and weaknesses, but that no single algorithm was robust enough for large-scale analyses. This finding was in agreement with other recently published studies (Boesen et al., 2004; Rehm et al., 2004) . As the number of subjects and participating institutions in a study increases, the need for more robust skull-stripping algorithms will become critical. In this paper, we examine new techniques for increasing the robustness of skull-stripping algorithms.
Skull stripping methods can generally be categorized into three types: intensity based, morphology based, and deformable model based. Intensity-based methods rely upon modeling the intensity distribution used for threshold classification. DeCarli et al. (1992) proposed a semi-automated classification method for brain tissue classification in brain MR images. This method used intensity distribution functions to identify major brain tissues (e.g., CSF, GM and WM). Each brain tissue was modeled using a modified log normal distribution function. One limitation of intensity-based methods is that they are frequently sensitive to intensity bias caused by magnetic field inhomogeneities, sequence variations, scanner drift, or random noise.
Morphology-based methods frequently combine connectivity-based morphological operations and thresholding or edge detection to extract image features and identify brain surfaces. Lee et al. (1998) proposed a 2D skull-stripping method applied to a midsagittal slice, which was later extended by Huh et al. (2002) to all slices in a sagittal series. First, thresholds were used to separate dark pixels (e.g., background, skull and cavities, etc) from bright pixels (e.g., brain, skin, facial tissues, etc), then brain regions were identified using a connectivity-based algorithm. Shattuck et al. (2001) developed a tool called the brain surface extractor (BSE), which used a combination of edge detectors and morphological operators to skull strip the brain. A Marr Hildreth edge detector was first used to identify anatomic boundaries, then morphological operators were used to separate the tissues into component regions. Next, the largest central connected component was extracted as the brain region. Finally, nonbrain structures still attached to the brain region were removed. A potential disadvantage of these methods is that they are often dependent upon many parameters, and the parameters are often empirically generated and sensitive to small changes in the data.
Skull-stripping methods based upon deformable models typically evolve and deform an active contour to fit the brain surface, which is identified using selected image characteristics. Aboutanos et al. (1999) evolved a 2D contour by maximizing its corresponding 1D optimization problem, which was obtained via geometrical transformation from a 2D contour using dynamic programming techniques. The 1D optimization problem was described by a cost function that consisted of six terms including intensity value, morphology, gradient, moving speed of the contour, and smoothness of the contour. Zeng et al. (1999) proposed a system of two level set equations whose zero level curves represented their inner and outer boundaries of the gray matter of the cortex. Each level set equation was driven toward the inner or outer boundary by a force term determined by the intensity distribution of brain tissues (i.e., CSF, WM and GM). The two level set equations were further related to each other by constraining the distance between the inner and outer boundaries (i.e., the thickness of gray matter). Suri (2001) proposed an active contour algorithm that uses the level set methods to evolve the active contour. He used a fuzzy membership function to classify images into four components: WM, GM, CSF and background, then used a gradient detector and a deformable model to evolve an active contour to fit the surface between the CSF and GM. Baillard et al. (2001) registered brain data to an atlas and used the brain surface from the atlas as the initial contour. Then, an equation based on the level set method was used, in which the speed term was determined by the curvature of the evolving curve and by a sign function that signaled whether to include or exclude a pixel that the curve passed. Smith (2002) proposed an automated deformable model for skullstripping, called the brain extraction tool (BET), in which a set of forces, including morphological and image-based forces, were applied in the tangential and normal directions of the evolving surface. In general, deformable models have the potential to produce more robust and accurate skull-stripping results than methods using edge detection and threshold classification (Duncan and Ayache, 2000) . Hybrid schemes have also been proposed to combine multiple existing methods to compensate for problems encountered with individual methods Rex et al., 2004) .
We developed a new, automatic algorithm called the model-based level set (MLS) method to remove the skull and intracranial tissues surrounding the brain in magnetic resonance (MR) images. The level set method was used to evolve an active curve defined A.H. Zhuang, D.J. Valentino, and A.W. Toga / NeuroImage 32 (2006) [79] [80] [81] [82] [83] [84] [85] [86] [87] [88] [89] [90] [91] [92] -4 -by the zero level set of the implicit function Φ. The velocity of the evolving curve was determined by the image data and the morphology of the brain surface. The image data function was derived from the intensity value and the contrast between brain and nonbrain tissues; the morphology term was derived from the mean curvature of the evolving curve.
Compared to other level set based models used for skull-stripping such as those of Zeng et al. (1999) , Suri (2001) , and Baillard et al. (2001) , the MLS method is more automated and is locally adaptive to reduce sensitivity to a bias field. Compared to the deformable models proposed for skull-stripping by Dale et al. (1999) or Smith (2002) , the MLS algorithm uses an active curve embedded in the higher dimensional function Φ, evolves the curve using an implicit method, and automatically deals with topological changes such as self-intersections. Lastly, the initialization algorithm used in the MLS is more robust across different data sets.
The MLS algorithm was tested using different imaging sequences, age groups, and diseases and was compared with two widely-used, automated skull-stripping methods. The remainder of this paper is organized as follows: the Methods section describes the implementation of the MLS algorithm; the Results and evaluation section summarizes the results, evaluation, and comparison of our method to other skull-stripping tools; and the Discussion section discusses the contribution of this research to solving the skullstripping problem.
II. METHODS

A. The Level Set Method
The level set model (Osher and Sethian, 1988) implicitly represents a curve as a level set of the function ( )
, where Ω is a subset of R 2 . Thus, the k th level curve C can be described as:
The level set function, ( )
, is a signed distance function, that is, its value at (x, y) is equal to the distance from (x, y) to the nearest point (x', y') on the zero level set, and its sign is positive or negative if the point (x, y) is inside or outside the zero level curve.
A common approach to evolving the zero level curve is to let the function, ( )
, evolve with respect to time. A time parameter, t, is artificially added so that the function becomes
The original level set method described by Osher and Fedkiw (2003) used a partial differential equation to evolve the implicit function, ( )
A.H. Zhuang, D.J. Valentino, and A.W. Toga / NeuroImage 32 (2006) 
over time, and ∇ is the gradient operator. In our numerical implementation, we chose the time step as ∆t = 0.1∆x, where ∆x is the spatial step size in the x direction.
B. Formulation of the Speed Function for Skull-Stripping
To solve the skull-stripping problem, we sought to produce an equation for evolving the zero level curve until it fit the boundary of the brain. The intensity values in each image were used to determine the boundary of the brain; however, the intensity values were often skewed by artifacts introduced by noise and inhomogeneities in the magnetic imaging system, so we added a curvature-based force to constrain the smoothness of the evolving curve. Thus the speed function is a combination of two forces: a brain surface attraction force, F img , and a morphological smoothing force, F curv , each applied in the normal direction of the iso-level set at point (x, y):
where a and b are scalars that weight each force separately. The values of a and b are initially set to the same value to equalize F img and F curv , then the value of b is dynamically adjusted to avoid leakage through weak boundaries (as discussed in the Methods section K).
C. The Formulation of F curv
F curv was determined by the mean curvature κ of the level set function:
The curvature-dependent term was first applied in computational fluid dynamics as an "artificial viscosity" term used to achieve stability when the central difference was used to approximate the gradient of Φ (Osher and Fedkiw, 2003) . The brain has fairly smooth surfaces, so the curvature term was used to ensure that the evolving curve was similarly smooth.
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D. The Formulation of F img
We extended the brain surface detection algorithm that was originally introduced by Dale et al. (1999) and later simplified by Smith (2002) . The image based force, F img , was used to model the features of the brain surface as they appear in grayscale images. In T1-weighted MR images, the brain surface appears as a change in grey-scale intensity from relatively high intensity gray matter to relatively low intensity CSF. In this case, the image based force was described by Equation 2.6:
where h 2% is the intensity threshold separating the lower 2% of the cumulative histogram; and h l is the threshold separating the intensity of skull from the local maximum intensity I max , which thus divides the brain from non-brain tissue. The threshold, h l , was computed as:
where T h is a constant equal to 0.5. F img takes positive or negative values such that the effect of F img is to "push" or "pull" the evolving curve toward the desired edge.
I max and I min are the local maximum and minimum intensities of pixels on a line that starts from the zero level curve and points inward to the brain in the normal direction. The model for computing I max was modified in order to make the model more robust in the presence of inhomogeneities, as described in equations 2.8 and 2.9:
where I(n) is the intensity of a pixel on the line n millimeters (mm) away from the origin; h M is the median intensity calculated in the brain region within the initial zero level curve; and d 1 and d 2 are the lengths of the line used to find I min and I max respectively ( Figure 1 ). I max is the local maximum representing the intensity of the WM, and I min is the local minimum intensity approximating the intensity of the CSF (or bone if CSF is thin) as the evolving curve approaches the brain surface. In developing the image force term, F img , for the MLS algorithm, a number of issues were considered. When searching in the normal direction of the zero level curve, the distance searched for I max should be long enough to pass deep sulci and reach the WM (e.g., d 2 = 10mm); the distance searched for I min should be long enough so that the sampling line reaches the CSF when the evolving contour passes the brain surface (e.g., d 1 = 0 ~ 20mm). Setting d 1 = 20mm often worked well with pediatric data or with data from young adults. However, d 1 = 20mm was too long to work well with elderly subjects' data because it over sampled the CSF in deep sulci. Figure 2a illustrates that the evolving contour with d 1 = 20mm stopped near the deep sulci before reaching the brain surface. When d 1 was reduced (e.g., to 6 mm), the evolving curve successfully stopped at the brain surface, as illustrated in Figure 2b . Therefore, d 1 should be adapted to the CSF volume of the brain. The CSF volume of the brain is hard to compute automatically but can be estimated by the subject's age. Courchesne et al. (2000) published a study reporting the changes in CSF volume in 116 volunteers aged 19 months to 80 years of age. They found that the volume of intracranial A.H. Zhuang, D.J. Valentino, and A.W. Toga / NeuroImage 32 (2006) [79] [80] [81] [82] [83] [84] [85] [86] [87] [88] [89] [90] [91] [92] -8 -CSF increased substantially and nearly linearly over time in healthy subjects. The data used in our study showed the same trend of increasing CSF and dilating sulci with brain aging. In the MLS algorithm, the parameter d 1 was adaptively changed from 20 to 0mm in proportion to age (from 1 year to 100 years old). In our experiments, the age of the subject was automatically obtained from the image metadata. If the metadata are incomplete, then the user can select the age group to which the subject belongs. If no age group is selected, then the algorithm defaults to the parameters for a normal adult.
E. Implementation of the Model-based Level Set Algorithm
The model-based level set skull-stripping equation is given in Equation 2.10:
.10 can be simplified as:
approaches zero, the level set function goes to its steady state. (Chan and Vese, 2001; Vese and Chan, 2002) , which was defined as the derivative of the one-dimensional Heaviside function, described in Equations 2.13 and 2.14 respectively,
F. Replacing
( ) ( ) φ φ δ ' H = (2.13) ( )    > ≤ = . 0 1 , 0 0 φ φ φ if if H (2.14)
G. Narrow Band Extension
When the level set function Φ is discretized on an image grid, the zero level curve lies more often between grid points than on grid points. Thus, the zero level curve cannot be found by searching for grid points where Φ = 0. Instead, the first-order smeared-out approximations of H(Φ) and ( ) φ δ are used to construct a narrow band around the zero A.H. Zhuang, D.J. Valentino, and A.W. Toga / NeuroImage 32 (2006) [79] [80] [81] [82] [83] [84] [85] [86] [87] [88] [89] [90] [91] [92] -9 -level curve, which prunes out other level sets. The smeared-out Heaviside function is written as:
where ε determines the size of the band width of the smeared-out band. We chose ε = x ∆ 5 . 1 as recommended in (Osher and Fedkiw, 2003) , and thus the bandwidth was 3 grid cells. Then the delta function ( ) φ δ is defined as:
The velocity term is multiplied by ( ) φ δ ε , which ensures that only level sets within the band are updated and that level sets outside the band remain stationary. This makes computation more efficient than updating all of the level sets on the image grid. However, this distorts the signed distance map of the level set function, which can be reinitialized as discussed in the next section (Sussman et al., 1994 ).
H. Reinitialization
The level set function, Φ, was initialized as a signed distance function for computational efficiency (Osher and Fedkiw, 2003) . As mentioned previously, the narrow band extension only evolved the level sets within the band and left other level sets unchanged, which caused the function, Φ, to no longer represent the distance to the zero level set. So the level set function, Φ, was reinitialized periodically to approximate the signed distance. Sussman et al. (1994) proposed a fast method to rectify Φ which is given by:
where ' 0 φ is the level set function whose value drifted away from the signed distance.
Sussman et al.'s method rectified ' 0 φ to a distance function while keeping its zero level curve. Our experiments showed that this method was fast; only one iteration was typically required for Φ to converge to a signed distance function.
I. Initialization
Automatic initialization (of the zero level curve) is required for fully automated skullstripping and can affect the accuracy of the segmentation results. Some nonbrain tissues (i.e., skin and muscle tissue) have intensity characteristics similar to brain tissues and could produce errors in segmentation if the initial curve included them. Therefore, our goal was to initialize the zero level curve at the center of the brain, with a diameter just small enough so that the initial curve was completely within the brain surface. Existing initialization methods are frequently inaccurate or computationally expensive to implement. For example, Smith (2002) used the center of the head volume (which contains both brain and nonbrain regions) and the half radius of the head volume to initialize a sphere. The sphere often includes nonbrain tissue that is outside the brain surface, particularly in studies that include substantial muscle tissue. Baillard et al. (2001) used registration to initialize the curve, which is potentially very accurate, but is computationally expensive, particularly in large-scale analyses.
(a) (b) (c) Figure 3 The initial zero level set curves used on axial (a), coronal (b) and sagittal (c) slices.
We sought a solution that would accurately initialize the zero level curve, be robust across data sets, and be computationally efficient. Our approach is fast, accurate, and independent of the data; however, it does incorporate some steps that are based upon empirical observations. We assume that the brain is head-up, so we provide a rotation function to enable a user to rotate the brain into the head-up position. The algorithm starts with the middle slice of the volume if the slice is in axial or coronal orientation, or with the slice located one third into the volume if it is in sagittal orientation. A rough mask of the head is obtained using a threshold that separates the lower 1/4 histogram between h 2% and h 98% , where h 98% is the intensity threshold separating the lower 98% of the cumulative histogram and h 2% separating the lower 2%. The threshold was chosen empirically to separate the background and the skin or muscle tissue that covers the head, then the edges of the head, that is, the top, left, and right sides of the head, are automatically found (as illustrated by the orthogonal lines in Figure 3 ). The shape of the brain in axial or coronal orientation was approximated as a square, and the shape of the brain in sagittal orientation was approximated as a rectangle with a 3 : 2 ratio (as illustrated in Figure 3 ). Then the initial zero level set is positioned at the center of the square or rectangle, (x c , y c ), with its radius, r, equal to half of the length of the square or width of the rectangle, which is described as: 
where Φ 0 (x, y) denotes Φ(t, x, y) at t = 0.
J. Segmentation of Subsequent Slices
Given the continuity of the brain surface, we used the resultant zero level curve from the current slice to initialize the contour in adjacent slices. This can save computation time and improve the accuracy of results. The zero level curve on the current slice was contracted inward before initializing the next slice in order to ensure that the new initial curve was located inside the brain (Figure 4) . The distance contracted was proportional to the slice spacing, which can be found in the image metadata. For example, if the interslice distance was 2 mm, the resultant curve was shrunk inward 2 mm and used to initialize the following slice, and so on, until each 2D slice had been processed. 
K. Adjustment of F curv for weak boundaries
In MR brain images, there are often areas where brain tissue and other tissues having similar intensities to brain tissue are adjacent to each other, resulting in a weak gradient Initialize next slice A.H. Zhuang, D.J. Valentino, and A.W. Toga / NeuroImage 32 (2006) [79] [80] [81] [82] [83] [84] [85] [86] [87] [88] [89] [90] [91] [92] -12 -between the tissues. For example, in areas where there is a lack of CSF between the brain tissue and the muscle tissue surrounding the cerebellum, then the evolving curve tends to move past the desired brain/muscle boundary and evolve into the muscle tissue as illustrated in Figure 5 . When the evolving curve progresses through a weak boundary, it usually forms a relatively narrow neck that has high curvature. If the high curvature was prohibited, then the formation of a narrow neck and the corresponding leakage though the weak boundary could be prevented. The MLS algorithm first checks the evolving curve on a slice for leakage, then increases the weight of F curv to prevent high curvature, and then segments the same slice again. Leakage through a weak boundary was detected by calculating the Jaccard (1912) coefficient between a new slice and its predecessor slice to determine their similarity. If the segmentation results for a new slice were similar to its predecessor (Jaccard coefficient ≥ 0.85), then the segmentation for that slice was accepted. However, if the segmentation results differed (Jaccard coefficient < 0.85), then the segmentation was rejected, the mean curvature force F curv was increased by a factor of 5, and the segmentation was repeated. If the segmentation was rejected again, then the original force was increased by a factor of 10. If the segmentation failed a third time, then heuristics were used to improve the segmentation result. For example, the segmentation result form the previous slice was used to generate the segmentation for the current slice by uniformly expanding or shrinking the curve from the previous slice. If the current slice was closer to the middle plane than the previous slice, then the curve was expanded, otherwise it was contracted. The distance that the curve was expanded or shrunk depended upon the spacing between the slices; for example, if the interslice spacing was 2mm, then the curve was expanded or shrunk by 2mm. 
L. Implementation
The model-based level set (MLS) algorithm illustrated in Figures 6 and 7 was implemented using the Java programming language to facilitate portability and sharing with other researchers. No effort was made to optimize the numerical techniques or the Java code. However, the code is well documented and available so that other researchers could evaluate and modify it. The MLS algorithm was implemented in two versions: an interactive version with a graphical user interface for exploring new data and a Zhuang, D.J. Valentino, and A.W. Toga / NeuroImage 32 (2006) [79] [80] [81] [82] [83] [84] [85] [86] [87] [88] [89] [90] [91] [92] -14 -noninteractive version for batch processing. The noninteractive version is fully automated and available as a LONI Pipeline module (Rex et al., 2003) . The use of the LONI Pipeline facilitates the use of the MLS algorithm with other algorithms, for example, registration modules, shape analysis modules, etc., to form automated pipelines that are suitable for sophisticated neuroimaging analyses. Existing image file reader and writer plug-ins provided with the LONI Debabeler (Neu et al., 2005) were used to decode and encode image file formats, to translate between file formats, and to anonymize and correct metadata in the header fields. The plug-ins support all of the common medical imaging file formats, including ANALYZE 1 (Robb et al., 1989) , NIFTI 2 , Minc 3 , and DICOM 4 (Bidgood and Horii, 1992; Bidgood et al., 1997 Zhuang, D.J. Valentino, and A.W. Toga / NeuroImage 32 (2006) [79] [80] [81] [82] [83] [84] [85] [86] [87] [88] [89] [90] [91] [92] -15 -
III. RESULTS AND EVALUATION
A. Comparison of methods (a) Accuracy of pediatric skull-stripping
We evaluated the accuracy of our algorithm using 29 pediatric T1 MR brain images. Our goal was to identify the interface between the CSF and GM. The experiments were performed on a 1.8 GHz Pentium IV running Windows XP with 512 MB of RAM. Each volume consisted of 124 slices, with 256 × 256 pixels per slice. Each slice had a resolution of 0.98 × 0.98 mm 2 and the interslice spacing varied from 1.2 mm to 1.5 mm. The average elapsed time ("wall clock" time) was 5.3 s/slice. Figure 8 shows the final results on two sample volumes, displayed in three orientations. All of the neuroimaging data used in this study was obtained from multiple, collaborating institutions using procedures approved by the institutional review boards of all institutions. Informed consent was obtained from all subjects. The data was anonymized using the LONI Debabeler (Neu et al., 2005) and stored in the Laboratory of Neuro Imaging (LONI) at UCLA. A subset of the data was manually segmented by an expert neuroanatomist to generate a "gold standard" data set that was used to measure the accuracy of the MLS algorithm.
The results of the MLS algorithm were compared to the 29 pediatric data sets that were manually skull-stripped by an expert. We computed the sensitivity and specificity coefficients of our segmentation results using the manually segmented brain masks. The sensitivity is the percentage of brain voxels recognized by the algorithm (Equation 3.1) . The specificity is the percentage of nonbrain voxels recognized by the algorithm (Equation 3.2) .
where TP and FP stand for true positive and false positive, which were defined as the number of voxels correctly and incorrectly classified as brain tissue by the automated algorithm. TN and FN stand for true negative and false negative, which were defined as the number of voxels correctly and incorrectly classified as nonbrain tissue by the automated algorithm.
We also computed the Jaccard similarity (Jaccard, 1912) between our results and the manually stripped masks. The Jaccard similarity measures the intersection of the two sets divided by their union.
( )
where S 1 and S 2 refer to two data sets separately.
We also computed the Dice (Dice, 1945 ) coefficient to show the similarity level of our segmentation to manual segmentation. The Dice coefficient is defined as ( )
The {FP} rate is the number of voxels incorrectly classified as brain tissue by the automated algorithm divided by manually segmented brain masks (Table 1) .
The average sensitivity of our algorithm and its standard deviation on the 29 pediatric data sets is 0.98 ± 0.01; the specificity is 0.997 ± 0.001. The Jaccard coefficient is 0.95 ± 0.01, and the Dice coefficient is 0.97 ± 0.01.
(b) Accuracy of Skull-stripping Normal Adult Data
We also tested the MLS algorithm on 20 normal MRI brain data sets and the corresponding manual segmentations from the Internet brain segmentation repository 5 (IBSR) developed by the Center for Morphometric Analysis (CMA) at Massachusetts General Hospital. The IBSR data sets were used to enable objective comparison between skull-stripping algorithms. Each volume had approximately 60 slices, with 256 × 256 pixels per slice. The slice resolution varied from 1.02 × 1.04 mm 2 to 1.26 × 1.51 mm 2 , and the interslice spacing varied from 3.05 mm to 3.37 mm. Figure 9 shows the final results of segmenting two sample volumes. By computing the Jaccard index, Dice index, sensitivity, specificity, and the FP rate (Table 1) , we compared the MLS segmentation results to the manual segmentation results provided by the IBSR.
We also compared the MLS algorithm to widely used skull-stripping tools, including the brain surface extractor (BSE) and the brain extraction tool (BET), using the 20 normal data sets from the IBSR. BSE was run with its default parameters, which were (3, 5.0) for the Anisotropic Filter and 0.75 for the edge detector kernal. BET was also run with its default parameters, which were 0 for the vertical gradient and 0.5 for the fractional intensity threshold. The Jaccard coefficients were computed and graphed in Figure 10 , which shows the results obtained using BSE, BET and MLS on each data set. The higher the Jaccard coefficient, the more accurate the segmentation results. Figure 10 indicates that the Jaccard coefficients for MLS were higher than BSE on 17 data sets and were higher than BET on all data sets. It also shows that MLS provided more consistent skull-stripping performance than BSE and BET; the standard deviations of Jaccard coefficient were 0.03, 0.22 and 0.19 for MLS, BSE and BET respectively. Table 1 summarizes multiple evaluation indexes computed for BSE, BET and MLS. 
B. Sample Results of Different Sequences, Age groups and Diseases
The MLS algorithm was further tested on data obtained using different age and disease groups. Quantitative metrics (described in the Level set method section) were used to evaluate the results of using the MLS algorithm on T1-weighted MR images from pediatric and normal adult subjects. A qualitative metric (ranking by expert anatomists) was also used to subjectively evaluate the results of using the MLS algorithm on T1-weighted and T2-weighted MR images in normal elderly subjects. The quantitative and qualitative results indicated that the MLS algorithms accurately skull-stripped all of these data sets.
IV. DISCUSSION
The MLS algorithm extends the level set method introduced by Osher and Sethian (1988) to achieve robust skull-stripping of brain MR images. The level set method was used for several reasons, including its ability to handle complex topologies, incorporate image-based constraints, easily compute geometrical properties such as the mean curvature, and be easily visualized using isosurface rendering techniques. A model of the intensity distribution and curvature of the brain surface was incorporated into the level set equation to improve the robustness and accuracy of skull-stripping.
Theoretically, the MLS should be insensitive to the bias field introduced by inhomogeneities of the radio frequency (RF) coils, gradient coils, magnetic field (B 0 ) (Simmons et al., 1994) or random noise. The bias field is a multiplicative noise that affects high-intensity pixels more than low-intensity pixels (Wells et al., 1996; Leemput et al., 1999) . The bias field is also locally smooth, such that the contrast of anatomical structures is not significantly affected. For example, in T1-weighted images, the white matter (WM) has higher intensity value than the gray matter (GM) with or without the presence of the bias field. The MLS algorithm is only dependent upon differences in the local intensity contrast of brain structures and upon the curvature of the brain surface; thus, it is theoretically insensitive to the bias field. This was confirmed by experiments on the IBSR data, some of which contain perceivable bias.
The MLS algorithm was also insensitive to random noise scattered in the image because the curvature term limited artificially sharp changes in the evolving curve that might be caused by random noise. All of the results reported in this paper were obtained using the original, noisy MR data; no processing was used to reduce or remove the noise.
Another advantage of the MLS algorithm is that it required only one parameter, which was used to weight the curvature term. This parameter was easy to adjust because it influenced the segmentation results in a predictable way, for example, as the curvature term was set higher, the segmented surface was smoother. The default parameter value of 0.05 was found to work well for all of the data reported in this study.
Several skull-stripping algorithms have been proposed in the literature (Lee et al., 2000; Huh et al., 2000; Shattuck et al., 2001; Aboutanos et al., 1999; Zeng et al., 1999; Dale et al., 1999; Suri, 2001; Smith, 2002; Baillard et al., 2001) , and a number of recent studies have compared the accuracy and performance characteristics of these techniques (Fennema-Notestime et al., 2006; Boesen et al., 2004; Rehm et al., 2004) . Many of the existing techniques can be tuned to skull-strip a given data set, but none of these techniques can automatically skull-strip the variety of data sets contained in the largescale studies that increasingly characterize contemporary neuroimage analyses. More recently, hybrid techniques have attempted to combine skull-stripping algorithms to achieve more robust skull-stripping results (Rex, et al., 2004; Rehm et al., 2004) . Unfortunately, hybrid techniques often require extensive training to teach the program to accurately skull-strip the data. Thus, skull-stripping remains a time-consuming and ratelimiting step in the neuroimage analysis pipeline.
The MLS algorithm was designed to facilitate large-scale neuroimage analyses by addressing some of the limitations of existing techniques. For example, the algorithm automatically adjusts the appropriate segmentation parameters using available information; some parameters are adjusted based upon information in the image metadata, whereas others are adjusted based upon information in the image itself, such as the image histogram. The MLS is less sensitive to bias fields and random noise than other methods, which also facilitates automation in large scale studies. The MLS algorithm can be used as a standalone tool with an easy-to-use graphical user interface, which enables interactive evaluation of the skull-stripping results. However, it can also be used as a module in the LONI pipeline processing environment (Rex et al., 2003) , which enables automated, parallel processing of multiple data sets as is typically needed in large studies.
The MLS algorithm achieves moderate computational efficiency relative to existing techniques. It does not contain computationally expensive procedures such as registration, which is used to initialize in some skull-stripping algorithms, but it is not as fast as some morphology-based algorithms. The advantage of MLS is that it requires only one parameter, which is relatively robust across data sets, while morphology-based algorithms often require multiple parameters that are sensitive to small changes in the data. Thus, in large scale analyses, MLS achieves greater efficiency by skull-stripping a large number of data sets automatically, whereas prior approaches require a user to train an algorithm or manually adjust multiple parameters for, at best, a large subset of the data set (and, potentially, for every individual data set). Thus, MLS trades performance for greater accuracy, robustness, and automation.
Additional performance could be obtained by utilizing more efficient numerical schemes, optimizing the Java code, or by implementing the algorithm in a language with a highly optimized compiler such as C or C++. No attempt has been made to optimize the software; however, the Java source code is available so that other researchers can evaluate the algorithm and modify or rewrite the current implementation of the algorithm.
The MLS algorithm was tested using data sets obtained from multiple institutions with subject populations containing different age groups and pathologies. It was evaluated using expert-generated, manual segmentations as a "gold standard" and using multiple, objective evaluation indices. Although the MLS algorithm has proven generally robust and accurate, there are some disadvantages of the current implementation. First, MLS was implemented as a 2D algorithm that obtains image intensity information from one image slice at a time rather than from adjacent slices in the 3D volume. A 3D algorithm (i.e., using image intensity information from neighboring voxels in adjacent slices) might be less sensitive to noise than the 2D algorithm and might therefore produce more robust and accurate results. However, in some cases, the 2D MLS algorithm achieves more accurate segmentation than some 3D algorithms by using the similarity between 2D cortical contours on adjacent slices. For example, after the first slice, the initialization of each subsequent slice is based upon the results obtained from the prior slice. The segmentation result from each of the following slices is evaluated during the automatic MLS segmentation by comparing the current segmentation to that of the previous slice and by determining whether the results are acceptable. If the segmentation significantly differs from the previous segmentation (i.e., with a very low Jaccard coefficient), the result is rejected, and the MLS adjusts the weight of the curvature term and re-segments the slice.
A second disadvantage of the current algorithm is that it sometimes failed to automatically skull-strip data sets characterized by extremely high noise or poor contrast resolution (BSE and BET also failed to automatically skull-strip these data sets). Incorporating information from adjacent slices could further improve the ability of the algorithm to automatically skull-strip such data at the cost of increased computational complexity. Another potential disadvantage of the algorithm is that it is likely to fail on data sets containing abnormal anatomic structures, such as postoperative cases, because the algorithm currently models normal brain anatomy.
Additional research is needed to address the potential disadvantages and limitations of the current model. Future studies should focus on extending model-based level set by including a combination of frequency-selective noise filtering and a 3D model of anatomical features to enable automatic skull stripping of extremely noisy or low contrast data sets. Future studies should also include postoperative data to evaluate the sensitivity of the model to abnormal structure. Alternative models might be incorporated to account for postsurgical brain anatomy. Lastly, although the number of data sets used in this study was comparable to other published studies on skull stripping, larger sample sizes and different types of studies are needed in order to demonstrate that the MLS algorithm can achieve robust skull-stripping in large, multi-institutional neuroimage analyses.
