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The Lieb lattice possesses three bands and with intrinsic spin orbit coupling λ, supports topo-
logically non-trivial band insulating phases. At half filling the lower band is fully filled, while the
upper band is empty. The chemical potential lies in the flat band (FB) located at the middle of the
spectrum, thereby stabilizing a flat band insulator. At this filling, we introduce on-site Hubbard
interaction U on all sites. Within a slave rotor mean field theory we show that, in spite of the
singular effect of interaction on the FB, the three bands remain stable up to a fairly large critical
correlation strength (Ucrit), creating a correlated flat band insulator. Beyond Ucrit, there is a sud-
den transition to a Mott insulating state, where the FB is destroyed due to complete transfer of
spectral weight from the FB to the upper and lower bands. We show that all the correlation driven
insulating phases host edge modes with linearly dispersing bands along with a FB passing through
the Dirac point, exhibiting that the topological nature of the bulk band structure remains intact
in presence of strong correlation. Furthermore, in the limiting case of U introduced only on one
sublattice where λ = 0, we show that the Lieb lattice can support mixed edge modes containing
contributions from both spinons and electrons, in contrast to purely spinon edge modes arising in
the topological Mott insulator.
I. INTRODUCTION
Interplay of band theory and strong electron corre-
lation effects has been a cornerstone for understanding
physics of many body models and materials. Magnetism,
superconductivity, superfluidity, all largely owe their ex-
istence to these two agencies. Among these two in recent
times, band theory has undergone a revolution on both
theoretical1–8 and experimental9–12 fronts. Discovery of
topologically non trivial band theory has lead to a num-
ber of breakthroughs. These include time reversal invari-
ance1 and crystalline symmetry protected band topolog-
ical insulators13,14, Weyl and Dirac semimetals15–18 etc.
Given this platform, it is natural to investigate the effects
of correlation in systems that host non trivial topological
bands and is being actively pursued theoretically19–24 as
well as experimentally25–27.
In particular, we briefly discuss the study of strong lo-
cal electron repulsion on the Kane-Mele model20. In this
model, it was shown that the topological band insulat-
ing (TB-I) phase is stable against interaction effects to
fairly large (non perturbative) Hubbard U values. On in-
creasing U , beyond a (λ dependent) critical U , the TB-I
phase evolves into a topological Mott insulator (TM-I).
Within a slave rotor mean field theory28,29, this Mott
state is characterised by spin charge separation, where
the charges are site localized while spin degrees of free-
dom inherit the same band properties as of the non inter-
acting electrons. Hence the spinon bands, or equivalently
a spin liquid that preserves time reversal invariance, ex-
hibit non-trivial topology, thus stabilizing a fractional-
ized topological insulator (or the TM-I).
In this spirit, in the present paper, we explore the ef-
fects of strong correlations on the Lieb lattice with spin
orbit coupling. Correlation driven magnetic, metallic and
insulating phases on the Lieb lattice without spin or-
bit coupling, using Determinantal Quantum Monte Carlo
method, has been recently reported30. In this study, how-
ever the role of spin orbit coupling induced topological
phases and the impact of strong correlation driven charge
fluctuations are in focus31. Lieb lattice is a two dimen-
sional (2D) lattice with a three site primitive unit cell.
For non zero spin orbit coupling λ, it has three bands, one
of which is a flat band (FB) that is topologically trivial
and a lower and upper bands associated with Chern num-
bers -1 and +1, implying non trivial band topology32.
The lower and upper bands are split by 4λ. With the
goal to stabilize a Mott state, we work at half filling.
At this filling, the chemical potential (µ), lies in the flat
band and the system is insulating due to the non dis-
persive nature of the FB. We term this insulator as a
topological flat band insulator (TF-I)33. The effects of
disorder and interactions on FB in general has also been
studied in recent past 34,35. In this view one of our mo-
tivations of focusing on the Lieb lattice is the existence
of the flat band on which interaction effects are singu-
lar, due to vanishing band width. Given this, at the out
set it would seem that a even tiny value of U would have
drastic effect on the band structure. Hence, will the topo-
logical flat band insulator (TF-I) phase be immediately
destabilized by small interactions?
The other reason behind choosing the Lieb lattice, is
that unlike the Kane-Mele model, spin orbit coupling in-
duced hopping can occur in one sublattice (indicated by
b − c in Fig. 1) while, Hubbard U can be applied to the
other (a) sublattice. For large U at half filling, the charge
fluctuations on the a sublattice will be suppressed, leav-
ing the possibility of only spinon excitations. However
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2electrons are still free on the b− c sublattice. It is known
from slave rotor mean field study of ordinary Hubbard
model, that in situations with large U on one sublattice
and U = 0 or small in other36, there can be delocaliz-
ing states that have both electronic and spinon contribu-
tions. So is there a possibility of realizing topologically
protected edge modes with both electronic and spinon
contributions?
We answer these questions in our work. We begin by
briefly summarize our results. The U = 0 state is already
known to be a topological insulator. However, unlike in
the work of Weeks and Franz32, where a filling of 1/3
was chosen, in our case the chemical potential lies in the
flat band. At half filling there is one particle per site on
average and as mentioned above, the system is in a TF-I
phase. Remarkably, when U is switched on, in spite of
the diverging ratio of U to the (flat band) bandwidth, the
lower, upper and the flat bands remain stable against a
Mott transition. In fact the introduction of U , initially
reduces, the gap between the lower and the upper bands
from the U = 0 value of 4λ up to a Ucrit. The Ucrit
is found to increase with λ. We find that this phase
also hosts linearly dispersing bands and a flat band at
the edge, so we term it as a correlated topological flat
band insulator (CTF-I). For U > Ucrit, the gap between
the lower and the upper bands abruptly jumps up and
then keeps growing proportional to U . The jump is ac-
companied by complete disappearance of the flat band.
This phase too is topological, and is analogous to the
(TM-I) found in the Kane-Mele-Hubbard model20. For
all these correlation driven phases, the edge modes are
purely made out of spinon bands. Finally in the case of
U only on the a sublattice, we establish that a topolog-
ical insulating phase can be stabilized that hosts mixed
edge modes containing both electronic and spinon con-
tributions.
The paper is organized as follows. In Sec. II we discuss
our model, the slave rotor mean field theory, and the
observables. In Sec. III we present our numerical results.
Finally, we summarize and conclude the paper in Sec. IV.
II. MODEL AND METHOD
In this section we present our model for the Lieb lattice
in presence of both spin-orbit coupling (SOC) and on-
site Hubbard interaction term. We assume an half filled
lattice for our calculation. Then we briefly discuss the
slave rotor mean field theory (SRMFT) method which
we employ to carry out our theoretical analysis.
1. Model: In Fig. 1, we present the schematic of a
two-dimensional (2D) Lieb lattice. The latter consists
of three atoms per unit cell labelled by a, b and c as
shown in Fig. 1, and the hopping is allowed only between
nearest neighbours sites. The full Hamiltonian for this
lattice can be written as H = Ht +HSO +HU . Here,
Ht = −t
∑
〈i,j〉,σ
(c†i,σcj,σ + h.c.) , (1)
FIG. 1. (Color online) Schematic structure of Lieb lattice is
illustrated. Each unit cell consists of three atoms a, b and c
and are shown enclosed in triangles. The solid bonds represent
the nearest neighbour hopping while the dashed lines repre-
sent the next nearest neighbour hopping. The blue arrows
show the unit vectors related to intrinsic spin obit coupling
and are discussed in the text.
where, t is the amplitude of nearest neighbour hopping,
c†i , (ci) represents the creation (annihilation) operator of
electrons for the ith lattice site with spin σ and i could
be any of the three kinds of sites a, b and c, as shown in
Fig. 1. The intrinsic spin orbit term HSO is defined as:
HSO = iλ
∑
〈〈ij〉〉,σσ′
(d1ij × d2ij) · σσσ′c†iσcjσ′ , (2)
Here, ηˆij = (d
1
ij × d2ij)z=±1 and λ is the strength of
the next nearest neighbor hopping induced intrinsic spin-
orbit interaction (shown by dashed lines in Fig. 1). d1ij
and d2ij are the two unit vectors along the two nearest
neighbour bonds connecting sites b and c and σ is the
vector of Pauli spin matrices. The blue arrows denote
the sign of ηˆij (see Fig. 1).
For notational convenience, we combine Ht and HSO
into a single kinetic Hamiltonian HK in the following
manner. We choose unit cells containing three sites (a,
b and c), shown by the triangles in Fig. 1. We label
the unit cells by I and J . In Fig. 1 we indicate, by
light colored triangles, the connection between a unit cell
(shown in dark blue (dark gray)) and its neighbors. The
hopping matrices now include both the t and the spin
dependent hopping elements. This can be written down
in a compact form by simple inspection.
Thus HK reads as follows:
HK = −
∑
I,α,σ;J,β,σ′
(tIασ;Jβσ′c
†
IασcJβσ′ + h.c.) , (3)
where in the I and J summation, I can be equal to J
implying hopping within a unit cell I. When I 6= J , then
the hopping is allowed between different unit cells J that
connect to I, as depicted in Fig. 1.
3The local Hubbard interaction term can be written as,
HU =
∑
Iα
UαnIα↑nIα↓ , (4)
where α = a, b, c, Uα is the strength of the on-site Hub-
bard interaction and I is the unit cell index.
2. Slave-rotor mean field theory: In order to in-
vestigate strong correlation effects, we employ a slave
rotor mean field theory (SRMFT) approach. Below we
only discuss the method briefly and refer the reader to
literature28,29 for details.
The method replaces the electron operator by a prod-
uct of a bosonic degree of freedom (rotor) and an auxil-
iary fermion. The rotor is used to book keep charge occu-
pations and fluctuations, while the antisymmetry of the
electronic operators is preserved by the auxiliary fermion
(or a spinon).
Thus for any site in the unit cell I we make the follow-
ing mapping:
c†Iασ = f
†
Iασe
−iθIα ,
cIασ = fIασe
iθIα . (5)
where f†Iασ is the spinon operator. e
±iθia represents the
rotor creation and annihilation operators defined through
its action as follows: e±iθIα |nθIα〉 = |nθIα ± 1〉. Here α =
a, b, c, in the unit cell I. As a standard procedure, to
constrain the rotor spectrum, so that the spin and the
charge degrees of freedom add up to physical electron
occupation in the unit cell. At half filling, the average
occupation of every unit cell is three electrons. So we
impose the following constraint equation:∑
α
(nθIα + n
f
Iα↑ + n
f
Iα↓) = 3 . (6)
with electron number equal to the spinon number nfIασ =
neIασ. We rewrite the original HamiltonianH = HK+HU
in terms of spinon and rotor operators to obtain exact
Hamiltonian under the slave rotor decomposition and
then make a mean field ansatz for the full ground state:
|Ψ〉 = |Ψf 〉|Ψθ〉, (7)
The next step is to compute Hf ≡ 〈Ψθ|H|Ψθ〉 and Hθ ≡
〈Ψf |H|Ψf 〉. These expressions read,
Hf = −
∑
I,α,σ;J,β,σ′
(〈Ψθ|e−iθIαeiθJβ |Ψθ〉tIασ;Jβσ′f†IασfJβσ′ + h.c.) + U/2
∑
I,α
〈Ψθ|nθIα(nθIα − 1)|Ψθ〉 − µfNf , (8)
Hθ = −
∑
I,α,σ;J,β,σ′
(〈Ψf |f†IασfJβσ′ |Ψf 〉tIασ;Jβσ′e−iθIαeiθJβ + h.c.) + U/2
∑
Iα
nθIα(n
θ
I,α − 1)− µθNθ . (9)
We thus have two coupled Hamiltonians to be solved
self consistently with the imposition of the constraint
equation (see Eq. (6)). We have also introduced two
chemical potentials µf and µθ for Hf and Hθ respec-
tively. These, as discussed below, will be used to satisfy
the constraint equation on an average. Among these,
Eq. (8) refers to a one body problem, while Eq. (9) de-
scribes a many body rotor problem. To solve the ro-
tor problem, we employ a cluster mean field descrip-
tion which decouples the kinetic energy term as follows.
e−iθIαeiθJβ → 〈Ψθ|e−iθIα |Ψθ〉eiθJβ ≡ ΦIαeiθJβ . We con-
sider an unit cell shown in Fig. 1 as a three site cluster for
which we solve the mean field problem. We assume that
whatever be the value of ΦIασ, with α = a, b, c, it is the
same for all other unit cells according to the usual mean
field assumption. Thus we have a three sites mean many
body rotor problem to solve. For reducing the infinite
local Hilbert space, owing to the bosonic nature of the
rotors, we truncate the local rotor occupation to a max-
imum of 3. We construct 〈Ψθ|e−iθIαeiθJβ |Ψθ〉 from the
eigenvectors and eigenvalues of the rotor problem and
use it to renormalize the hopping for Hf , before diag-
onalizing it. We then compute 〈Ψf |f†IασfJβσ′ |Ψf 〉 and
use it to solve Hθ. Self consistency is terminated with
an energy convergence criterion. At every step of the self
consistency, we calculate µf and µθ so that the constraint
Eq. (6) is satisfied on an average.
3. Observables: The main observable we focus
on in the site projected density of states (PDOS).
The PDOS is defined in general as, Nγ(ω) =∑
α,σ
∑
iγ
|〈χα|iγ , σ〉|2δ(ω − α), where, γ = a, b, c sites
in the Ith unit cell. Here, {|χα〉} and {α} correspond
to the eigenvectors and eigenvalues of H. However, since
we have split the electron into a rotor and a spinon at
every site of our problem, we first need to reconstruct the
(electron) single particle Green’s function and then take
its imaginary part to compute the spectral function and
the PDOS. To do so, we begin with the local (on-site) re-
tarded Matsubara Green’s function which can be defined
as
GIασ(iωn) = −
∫ β
0
dτeiωnτ 〈Ψ|cIα,σ(τ)c†Iα,σ(0)|Ψ〉 (10)
= −
∫ β
0
dτeiωnτ 〈Ψf |fIασ(τ)f†Iασ(0)|Ψf 〉
× 〈Ψθ|e−iθIα(τ)eiθIα(0)|Ψθ〉 .
The above decomposition of electron Green’s function
4FIG. 2. (Color online) Tight binding band spectrum of the Lieb lattice is shown in panel (a), with a schematic of the density
of states at the bottom. (b) shows similar bands and DOS for λ 6= 0. In both (a) and (b) for half filling, the lower band is a
filled valence band (VB), the non dispersive flat band (FB) states are half filled and the upper band is an empty conduction
band (CB). The location of the chemical potential is marked with small arrows below the DOS. We refer to the phase shown
in (b) as a topological flat band insulator (TF-I). (c) Illustrates the U − λ phase diagram. The background color manifests
the magnitude of charge gap between the lower and the upper bands. As discussed in the text, the blue region corresponds to
a correlated topological flat band insulator (CTF-I) and the regime in red and green belong to a topological Mott insulating
phase (TM-I). The schematic DOS of the TM-I is shown in the panel, where the arrow demarcates the location of the chemical
potential. Note that, in the TM-I phase, the flat band is destroyed. For λ = 0, and U 6= 0, the system belongs to topologically
trivial flat band insulator and a Mott insulator, below and above the blue region respectively and are not shown here.
into a convolution of rotor and spinon Green’s functions
is possible for the chosen mean field ansatz |Ψf 〉|Ψθ〉. The
spinon correlator in Eq. (10) can be calculated as
1
2
∑
σ
〈fIασ(τ)f†Iασ(0)〉
=
1
2
∑
ασ
|〈χfα|Iα, σ〉|2[1− nf (fα − µf )]e−τ(
f
α−µf ) .(11)
Here, {|χfα〉} and {fα} are the spinon eigenvectors and
eigenvalues respectively. The rotor correlator in Eq.(10)
can be expressed as
〈e−iθIα,σ(τ)eiθIα,σ(0)〉
=
1
Zθ
∑
m,n
e−βm〈m|e−iθIα,σ |n〉〈n|eiθIα,σ |m〉eτ(m−n) .(12)
where, {m} and {|m〉} are the eigenvalues and corre-
sponding eigenvectors of the rotor HamiltonianHθ. Here,
Zθ is the rotor partition function defined as
∑
m e
−βm .
Using Eq.(10), the integration over imaginary time τ can
be performed. We then analytically continue back to the
real frequency to obtain GIασ(ω). The PDOS is obtained
from it’s imaginary part as usual.
We solve effective tight binding models based on the
slave rotor calculations, to characterize the band topolo-
gies. We discuss this later in the text.
III. RESULTS
We begin with the evolution of the charge gap with U
and λ and then discuss the topological properties of the
insulating states. Here we assume U to be same on all
three sites in the unit cell and the filling of 1/2, or three
electrons per unit cell.
1. Correlation effects: The U = 0 and λ = 0 bands
are shown in Fig. 2(a) and the schematic DOS is shown
below it. For the filling considered here, the lower va-
lence band (VB) is completely filled and the flat band
FB is partially filled. Since the FB is dispersionless, the
electrons in this band are localized due to destructive
quantum interference. Thus although, the empty upper
conduction band (CB) touches the FB and the filled VB,
the system is a topologically trivial gapless flat band insu-
lator. For U = 0, but non zero λ, a band gap opens up be-
tween the VB, FB and CB. We note that, such gap would
open up even if the signs of direction dependent spin or-
bit hopping were all same, however, the bands would be
topologically trivial with zero Chern number. Nonethe-
less, since our focus is on the interplay of topology and
correlation effects, we choose the signs such that it intro-
duces a chirality around the a site sublattice. The band
splitting and the schematic DOS are shown in Fig. 2(b).
We refer to this phase as TF-I, as defined in the intro-
duction. In the U − λ phase diagram shown in Fig. 2(c),
we observe that this split band scenario along with the
FB, survives even in the presence of correlations up to a
critical U . The dependence of Ucrit on λ is demarcated
5FIG. 3. (Color online) (a) Total density of states (DOS) for
three U values at fixed λ = 0.5t is shown. We see that the
gap reduces in magnitude with increasing U , up to 5t. For
larger U , the system develops gap that scales linearly with
U , as shown for U = 8t and λ = 0.5t in the inset of panel
(b). The main panel (b), exhibits the evolution of the gap
between the lower and upper bands with U and for a fixed
value of λ. Panels (c) and (d) depict the edge modes of the full
Hamiltonian in the non interacting case (c) and for the spinon
Hamiltonian (Hf ) in the panel (d). See text for discussion.
by the boundary between the blue and green region. The
phase below the Ucrit is still an insulator in the sense dis-
cussed above and we call this phase as CTF-I. Just above
the blue region, for strong U , the gap between the lower
and upper bands jump discontinuously (within numerical
resolution) and the FB disappears. The stability of the
FB at finite U in the limit of vanishing one electron band-
width has been reported in Hartree-Fock calculations37
and has been discussed in literature35. It can be under-
stood as follows. The flat band implies non dispersive
electronic states that are described by real space (real
valued) wave-functions that have large degeneracy. On
including U , the wave-functions adjust by reducing the
real space overlaps. However, beyond Ucrit, even small
wave function overlaps are too costly and the spectral
weight is transferred to the lower and upper Hubbard
sub bands.
As mentioned above, we do not find this transfer to be
gradual, rather a sudden change at a λ dependent critical
correlation strength (Ucrit). We refer to this phase as
TM-I, where the VB and the CB change into the lower
and upper Hubbard sub-bands, namely LHB and UHB
respectively. The schematic DOS for this case is shown
in the phase diagram. We will discuss the determination
of the topological nature of the bands for all phases later
in the paper.
We would like to stress on two important issues with
regards to stability of the correlated phases. First, in a
slave rotor mean field theory, one drops the U(1) gauge
fluctuations38. These fluctuations are however not neg-
ligible in two dimensions. Hence, for the stability of the
mean field phases, we assume that there are layers of such
Lieb lattices weakly coupled to each other. Thus, our
mean field results should be thought of as valid for quasi
2D Lieb lattice. The second important issue is that at
large enough U , as in the Kane-Mele-Hubbard model, the
TM-I is likely to be unstable towards magnetic phases.
This is particularly important in the present case be-
cause one expects flat band ferromagnetism to appear39
for any value of U at zero temperature. These cannot
be captured within the SRMFT as we are in the para-
magnetic regime. In the present paper, our goal is to
simply study the effect of U on uncorrelated topologi-
cally non-trivial bands. Also being a two dimensional
lattice, the T = 0 long range magnetic order is likely to
get suppressed at any finite temperature due to Mermin-
Wagner theorem40. Capturing magnetism within a strong
correlation slave boson theory with Kotliar-Ruckenstein
representation41 at T = 0 is currently being worked out
by the authors. It will also be of interest to see if there is
a metallic phase close to the Ucrit particularly at very
small λ. Such kind of metallic phase has been theo-
retically predicted to exist between correlated band and
Mott insulator in the ionic Hubbard model42 and for the
pyrochlore lattice22.
We now briefly discuss the various indicators used to
construct the U−λ phase diagram. In Fig. 3(a), we show
the DOS for three U values for λ = 0.5t. For λ = 0.5t
and U = 0, the gap between the lower and upper bands
is 4|λ|(= 2t), not shown. This gap gradually decreases
with increasing U up to U = 5t. However the overall
feature of lower and upper bands and the FB at ω = µ
survives. At U = 6t, the gap jumps suddenly, as can be
seen in Fig. 3(b) that manifests the evolution of the gap
between the upper and the lower bands as a function of
U for different λ values. At U = 6t, concomitant with the
sudden increase of the gap, the FB disappears. As seen
in (b), on further increase of U , the gap grows linearly
with U . The inset in (b), shows the DOS at U = 8t,
which has a gap of about ∼ 8t as in a Mott insulator
with no FB contribution from the bulk band. In panel
(b) we also see that the suppression of the gap with U is a
common feature at all λ values explored. Unfortunately,
within our numerical resolution, we cannot capture it for
very small λ, where the gap is indeed closed.
2. Band topology: In Figs. 3(c) and (d) we show
the edge modes computed considering the slab geometry,
with periodic boundary condition along the x direction
and open boundary condition in the transverse (y) di-
rection with a strip of Ny = 10 unit cells. The bands
are plotted with kx, while the edge exists along y. The
edge terminations are a − b at the lower edge and c at
the upper edge. This termination is chosen to keep the
results consistent with the three sites unit cell shown in
6FIG. 4. (Color online) Projected DOS on the a and b sub-
lattices for Ua = 10t, and λ = 0 (a) and λ = 0.5t (b) respec-
tively. The labels “a” and “b” in the panels indicate the pro-
jected sub-lattices. The DOS projected on the c sub-lattice
is identical to b and is not shown here. For λ = 0, low en-
ergy bands from a and b sublattice overlap at ω = µ, apart
form the FB. This state is thus a metal. For λ = 0.5t, we
see that spectral weight is pushed away from ω = µ, leaving
only the non-dispersive FB at the chemical potential. Panel
(c), shows the edge modes for the spinon-electron Hamilto-
nian (Hfc) for U = 10t and λ = 0.5t. The feature of it is
discussed in detail in the main text. Panel (d) shows Ua−Ub
phase diagram for λ = 0.5t. We find two phases which are
a correlated topological flat band insulator and a topological
Mott insulator. Panel (c) shows that the CTF-I phase hosts
non trivial topological edge modes.
Fig. 1. For U = 0 and finite λ = 0.5t, as is well known,
we find linearly dispersing edge modes crossing the chem-
ical potential (µ) at a single Dirac point apart from the
non dispersive FB contribution. For large U = 8t, we
show the bands for the spinon Hamiltonian, whose hop-
ping element between sites i and j is renormalized by the
〈Ψθ|e−iθIασeiθJβσ′ |Ψθ〉. We note that even in the Mott
phase the virtual charge fluctuation within the cluster
(used to solve the cluster mean field theory for Hθ), al-
lows a spinon hopping term in Hf . We see that apart
from the bandwidth renormalizations, the spinon bands
also support the linearly dispersing edge modes meeting
at the Dirac point and the flat band. Thus the TM-
I phase hosts purely spinon edge modes with localized
charges.
3. Electron-spinon edge modes: We now consider
the case where Ua 6= Ub = Uc. The reason this case is
interesting, is because in the specific case of Ub = Uc = 0,
the slave rotor decomposition is performed only on the a
sites. Due to this, if a band or Mott insulating state is
stabilized, the edge modes will have contributions arising
from both spinons and electrons. With this idea in mind,
we repeat the above analysis for fixed Ua and different
values of λ. The details are presented in the Appendix.
Figs. 4 (a) and (b) depict the projected DOS of the a
and b sub-lattices for Ua = 10t at λ = 0 and λ = 0.5t,
respectively. The PDOS for the c sublattice is identical
to that of the b sublattice and is not shown here. We
find that for zero spin orbit coupling, the system behaves
as a metal. In panel (a), there are two high and low
energy bands with band edges at +5t and -5t respectively
due to the presence of large U and are related to the
lower and upper Hubbard sub-bands. However, because
of the no correlation strength on the b and c sub-lattices,
there are two other bands, below and above the Fermi
energy, that have overlap at the chemical potential. In
addition there is the FB pinned at ω = µ. From the
partial DOS we see that the overlap at µ comes from both
the a and b (and c) sub-lattices. This metal is clearly a
strongly correlated metal. Incorporating finite λ, here
shown for λ = 0.5t, from panel (b) we see that, while
the high energy upper and the lower sub-bands maintain
their positions, spectral weight is transferred away from
ω = µ to the low energy sub-bands.
The only contribution at ω = µ, is now arising from
the FB. This is a new insulating phase, where the gap
between the VB and CB is about ∼ 4λ and it thus pri-
marily controlled by the spin orbit coupling. Hence, this
phase is a spin orbit coupling driven flat band insula-
tor arising out of a strongly correlated metal. While, as
discussed below, this too is a topological flat band insu-
lator, it differs from the earlier CTF-I, in that there are
extra sub-bands. In Fig. 4(c), we show the edge mode
in the strip geometry with the same edge termination as
in panel (c) and (d) of Fig. 3. The calculation is car-
ried out as before. The only difference is that instead of
a purely spinon Hamiltonian (Hf ) as in the earlier case,
the Hamiltonian (Hfc) contains both spinon and electron
operators (see Appendix for details). In panel (c) we find
that the linearly dispersing edge modes persist in this
new CTF-I phase. However, because Hfc involves both
electrons and spinons, the ‘electron-spinon edge mode’
wave function will have contributions arising from both
electrons and spinons. Finally, in Fig. 4(d) we show the
Ua − Ub phase diagram at λ = 0.5t. We find that for a
fixed Ua, the system is a CTF-I up to a critical value of
Ub(= Uc). The critical value reduces with increasing Ua.
Above this critical value, the system reaches to a TM-I
phase. The entire insulating phase space has bands with
non trivial band topology (Chern number=±1).
IV. SUMMARY AND CONCLUSIONS
To summarize, in this article we have investigated the
interplay between strong correlation and intrinsic spin
orbit coupling effects in the Lieb lattice. Since our focus
has been to study the impact of correlation driven charge
fluctuations on nontrivial band topology, we have worked
7in a paramagnetic regime explicitly31. Similar study on
the Kane-Mele-Hubbard model has shown that the topo-
logical Mott state captured within slave rotor mean field
theory qualitatively agrees with cluster dynamical mean
field theory43, determinantal20 and variational44 quan-
tum Monte Carlo method. We believe that this justifies
the use of SRMFT in the present case of Lieb lattice.
Due to the presence of three lattice sites a, b and c in
a unit cell of Lieb lattice (see Fig. 1) and the existence
of the FB in the spectrum, the U − λ phase diagram is
richer in this case compared to the Kane-Mele-Hubbard
model20 based on hexagonal lattice structure with two
sites (a − b) unit cell. Moreover, the freedom of incor-
porating Hubbard U on either a sub lattice or all three
sites (a, b, c) in the unit cell of Lieb lattice enables us
to explore the possibility of obtaining new exotic phases
with topological character.
It is indeed interesting that in spite of singular ef-
fects of correlation on the flat band, the FB survives to
fairly large correlation effects. When we allow correlation
strength to be same on all three sites in the unit cell, we
obtain a topological flat band insulator (at U = 0), then
a correlated topological flat band insulator and finally a
topological Mott insulator, with increasing U . All the
phases exhibit linearly dispersing and flat band contri-
butions to the spinon edge modes and hence show sig-
natures of topologically non trivial bulk bands. Further,
when correlation is allowed only on the a sublattice, we
find a correlated metal where all three sub-lattices partic-
ipate in the conduction at λ = 0. For finite λ, the spectral
weight are pushed away from the flat band, leading again
to a CTF-I. The corresponding edge modes also exhibit
linear band crossing. However, in sharp contrast to the
previous case, here the edge modes contain contributions
from electronic degrees of freedom residing on the b and
c sub-lattices and the spinon modes from the a sub lat-
tice. This kind of ‘mixed’ edge modes are novel and likely
to have transport signatures distinct from either purely
electronic or purely spinon edge modes. As far as practi-
cal realization of our geometry is concerned, Lieb lattice
has been realized recently in optical lattice systems45,46.
In such systems one can control the hopping parameter t
and repulsive local interaction strength U , and thus one
can realize the repulsive Hubbard model in those sys-
tems 47. Also one can engineer the effect of spin-orbit
coupling λ in optical lattice systems48. For e.g. Mott
insulator and topological Haldane model have been real-
ized experimentally in optical lattice systems49,50. Based
on this, it is highly likely to realize our theoretical U −λ
(interplay between strong correlation and band topology)
phase diagram of Lieb lattice, engineered in optical lat-
tice systems.
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APPENDIX
Slave rotor calculation for U only on the a
sublattice
Here we briefly outline the details of the slave rotor cal-
culation for the case where U is implemented only on the
a sublattice. The main difference from what is discussed
in the methods section (see Sec. II) of the paper is that
the slave rotor decomposition is only performed on the
a sites of the Lieb lattice and the constraint is also im-
posed on the a sites. This is the standard approach used
in SRMFT when there there are sites with and without
U , or there are sites with large and small U36. Thus,
there are electronic, rotor and spinon operators in this
case. We chose the following product ansatz,
|Ψ〉 = |Ψfc〉|Ψθ〉 , (13)
Here |Ψfc〉, refers to spinon-electron wavefunction. Then
following the same procedure as described in the meth-
ods section, we obtain the following coupled Hamiltoni-
ans, which has been solved self-consistently in a man-
ner similar to that discussed in Sec. II. The two coupled
Hamiltonians can be written as follows:
Hfc = −
∑
I,J,β,σ
(〈Ψθ|e−iθIa |Ψθ〉tIaσ;Jβσf†IaσcJβσ + h.c.) +HSO + U/2
∑
I
〈Ψθ|nθIa(nθIa − 1)|Ψθ〉 − µfNf , (14)
Hθ = −
∑
I,J,β,σ
(〈Ψfc|f†IaσcJβσ|Ψfc〉tIaσ;Jβσe−iθIa + h.c.) + 〈Ψfc|HSO|Ψfc〉+ U/2
∑
I
nθIa(n
θ
I,a − 1)− µθNθ , (15)
Here the summation over β runs over b and c and I,J ,
run over the unit cells as before. HSO is the hopping
Hamiltonian containing only electron operators, given in
Eq. (2). This term operates only on the b− c sub-lattice.
The constraint equation employed is:
nθIa + n
f
Ia↑ + n
f
Ia↓ = 1 . (16)
Note that, in solving the rotor Hamiltonian (Eq. (15)),
we do not need to perform the kinetic term mean field de-
8coupling as rotor operators contain only quadratic terms.
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