changes in the ground is further complicated by the phase change relations of water. Changes in temperature alter the phase composition of soil moisture and can cause dramatic changes in thermal properties. In particular, the heat capacity is dominated by the latent heat of fusion. When dealing with short-term transient problems these phase change effects must be included, or the rate of ground thermal changes may be greatly over estimated.
It is not the aim of this chapter to review the range of techniques used for analysing specific ground thermal problems; for this, the reader is referred to treatments by Carslaw & Jaeger (1959) , Jumikis (1977) , Goodrich & Gold (1981) , Lunardini (198 1) and Goodrich (1982a) , among others. Rather, this chapter applies heat conduction theory to understanding the significant features of the ground thermal regime in cold regions (cf. Gold & Lachenbruch, 1973) .
Even though much insight and practical value can be gained from the application of heat conduction theory to ground thermal conditions, this overlooks the true complexity of soil freezing, which arises from the fact that frozen soils can contain appreciable amounts of unfrozen water at temperatures down to several degrees below OÂ° (see Chapter 7). As a result, a temperature gradient in frozen soil establishes a' gradient of water potential which will induce water movements. A comprehensive analysis of soil freezing must ultimately deal with this coupling of heat and moisture flows, and these aspects are discussed in Chapter 8.
4.2

Heat flow in the ground
The basic traits of the ground thermal regime can be understood by considering the ground as a homogeneous medium in which heat flows by conduction in the vertical direction only. The amount of heat that flows by conduction is given by:
where the 'constant' of proportionality, K(W m ' K ' ) is the thermal conductivity (see section 4.3). (In reality, in the presence of a temperature gradient in moist soil, whether frozen or not, some heat transfer takes place by mass flow and hence K is really an effective thermal conductivity.) The negative sign in equation (4.1) indicates that the heat flow is in the direction of decreasing temperature. Equation (4.1) also indicates that for a given temperature gradient, more heat will flow through a material of higher conductivity (or, for a given value of heat flux, the temperature gradient must increase as the thermal conductivity of the material decreases).
Heat flow in the ground
Under steady-state conditions, dT/dz is constant if Kis constant -i.e. the temperature profile is linear with depth -and equation (4.1) can be integrated to give an expression for the temperature at any depth, z, as follows:
where T is the surface temperature.
In reality, the process of heat conduction in the ground is more complex than this, partly because steady states are rarely achieved, since the surface temperature is continually changing, and partly because the natural variations in soil conditions leads to variations in thermal properties. In addition, the thermal properties of frozen soils change significantly with temperature. The main limitation of heat conduction models is the degree to which such natural conditions can be represented.
The heat conduction equation
While the rate of heat transfer depends on the thermal conductivity, the temperature change experienced by the soil as a result depends upon the volumetric heat capacity, C (J m 3 K ' ). When a unit volume of a substance changes temperature by dT, the change in heat content is simply the product (CdT). We assume, for now, that C itself does not vary with temperature (but see section 4.3.2).
With expressions for heat flow (equation (4.1)) and heat content in hand, we may write the equation for the heat balance of a soil layer, of unit cross-sectional area, and thickness dz. The heat flowing into the layer must be balanced by the heat flowing out and the change in heat content of the layer: The ground thermal regime heat diffusion. A high value for thermal diffusivity implies rapid and large changes in temperature. Equation (4.5) expresses the fact that the rate of change of temperature at any depth is proportional to the divergence of heat flow (as expressed by the curvature of the temperature profile at that depth). In other words, where there is a curved profile in the ground, the temperature will change most rapidly (largest ST/&) at the depth where the curvature (a2 T/Sz2) is greatest. In the case of steady-state conditions (aT/ 8t = O), the equation reduces to the form in equation (4.1). Equation (4.5) furnishes a general solution to determining the temperature variations, T(z, t), in a solid body and the solution of any particular problem in heat conduction must satisfy this equation, or some form of it. In addition, T must satisfy not only equation (4.5) but also the particular initial and boundary conditions of the problem.
Analytical (i.e. mathematically exact) solutions to equation (4.5) are available for a wide variety of initial and boundary conditions and are described in standard texts (e.g. Ingersoll, Zobel & Ingersoll, 1954 , Carslaw & Jaeger, 1959 , Lunardini, 1981 . However, their applicability is restricted to problems of limited complexity, and where transient effects may be neglected or are unimportant.
In its simplest application, the heat conduction equation assumes the ground is entirely uniform, and thus a single value only for the thermal diffusivity is required. This condition is rarely met, if ever, in nature, since soil thermal properties normally vary with depth, moisture conditions and temperature. In particular, the assumption is not acceptable for freezing and thawing problems over short (engineering) time scales, where the transient effects of phase change are important. For problems such as these, numerical solution methods must generally be used. In this case, the differential terms are replaced by small finite differences, Az and AT, and a series of simultaneous solutions formed and solved by computer. Complex initial and boundary conditions, and complex problem geometries can also be accommodated in numerical models. Lunardini (1981) and Goodrich (1982a) provide an introduction to these methods, and can refer the reader to many specialised texts that are available.
Since many natural processes occur very slowly, problems of a long-term (geomorphological) nature can often be analysed adequately without phase change considerations, using simple analytical solutions to the heat conduction equation (e.g. Lachenbruch, 1957a (e.g. Lachenbruch, , b, 1959 Mackay, 1963; W. G. Brown et a!. , 1964; Smith, 1976) . Furthermore, even simpler steady-state solutions may be adequate in some situations, when dT/dt is very small.
Thermal properties
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Thermal properties A knowledge of thermal properties is required for the proper interpretation and analysis of thermal conditions in the ground, and for carrying out thermal calculations. For steady-state conduction problems (i.e. no change of temperature with time), only the thermal conductivity, K (W m K ) , need be considered. This is a measure of the quantity of heat that will flow through a unit area of the substance per unit time, under a unit temperature gradient -i.e. J s m 2 ( K m ) , or W m K . Thus it determines the rate of heat transfer. In transient problems, the thermal diffusivity, K , arises, but in situations where phase change occurs, the latent heat of fusion, Lr (MJ k g ) dominates.
The presence of ice and water close to their transition temperature has a dominant effect on the thermal properties of frozen soils. When water changes to ice, its conductivity increases four-fold, its mass heat capacity decreases by half, and it releases heat equivalent to that required to raise the temperature of an equal volume of rock by about 150' (Gold & Lachenbruch, 1973) . The situation is made more complex by the unfrozen water content relationship of frozen soils. Since the volume fractions of ice and unfrozen water in a soil are temperature dependent, the thermal properties of soils can change significantly with small changes in temperature below 0 OC. Because of these effects, soil moisture content plays a decisive role in the thermal conditions of frozen earth materials.
In addition to the special circumstances associated with freezing, the generally variable nature of soil conditions precludes the unique specification of the thermal properties for an entire profile or soil formation, and the dependence on soil type, density, and water content, as well as temperature must be considered. These relationships are generally determined by laboratory experimentation, although the complex nature of frozen materials presents some unique problems. The methods in use were initially developed for unfrozen soils or less complex materials such as metals, and modifications and limitations become necessary.
Unfortunately, there is little published information available on the temperature-dependency of soil thermal properties in the range between 0 to -3OC, although for many practical situations this is the range of greatest concern. In many cases, therefore, estimates and approximations must be used. Various methods for calculating the thermal conductivity of frozen materials are available, and these have been reviewed by Farouki (1981 Farouki ( , 1982 . In addition, Smith & Riseborough (1985) analysed the errors that can occur in thermal calculations as a result of simplifying assumptions about soil thermal properties.
Thermal conductivity
Since the conductivity of ice is higher than for water, frozen soils have higher thermal conductivities than unfrozen soils. However, since the volume fractions of ice and water are temperature-dependent, there can be no single value for the thermal conductivity of a frozen soil (provided it contains water). Figure 4 .1 shows the variation of thermal conductivity with negative temperature for a silt and a clay soil, together with the unfrozen water content curve for each. In the case of the silt, most of the water freezes by about -1 OC, and the conductivity increases quite abruptly over this range. Below about -2 OC, the conductivity is relatively constant, since as Figure 4 .1(b) shows, the unfrozen water content changes very little below this temperature. The change in unfrozen water content is more gradual for the clay, and this is reflected in the conductivity curve. These examples illustrate the importance of the unfrozen water content characteristics of the soil to the thermal properties. Figure 4 .1 also illustrates the importance of soil mineralogy. The thermal conductivity of quartz is much higher than for other soil minerals (Table  4 .1), and the higher quartz content in the case of the silt leads to higher conductivity values overall.
The first comprehensive testing of the thermal conductivity of soils in the frozen and unfrozen states was that of Kersten (1949) . This work predated much research into the behaviour of water in soil materials, so that some of the results are now seen to be questionable. Specifically, the values were obtained using a steady-state method, which we now know is not suitable for thermal conductivity tests on fine-grained materials at freezing temperatures.
There are three basic conductivity test procedures for use on earth materials: they are known as the Guarded Hot Plate (GHP), Divided Bar (DB), and Thermal Probe (TP) methods (see Farouki, 1981) . Each method involves heating the test material in some way, which raises unique problems in the case of frozen materials containing water -i.e. the latent heat release associated with temperature change, and variations in thermal properties associated with temperature-dependent phase composition. Thus steady state methods requiring prolonged and/or substantial heating of the specimen (GHP and DB) will cause a change in the properties being measured. In addition, the potentials which develop in unfrozen water films (or gradients in vapour pressure at low water contents) can result in the redistribution of moisture when a temperature gradient is present, leading to complications in heat transfer and inhomogeneity in the sample. When the effects of liquid and vapour transport are present in a test, one can then only determine an apparent conductivity (e.g. see Kay et al., 1981) . In thermal conductivity determinations, then, the duration of the test will affect the results, and as a general rule the test should be kept as short as possible, although the limits depend on the moisture content of the sample. For example, steady state methods are likely to induce substantial moisture migration in wet fine-grained soils near 0 OC, although they are suitable for dry materials, those with low porosity, or for fine-grained soils at low temperatures where most of the moisture is immobilised as ice. The effect of moisture redistribution is less in transient state tests, since these are short enough to limit the amount of redistribution which can occur. According to Lachenbruch (1957~) the time of the test should be kept short when liquid water is present in the specimen. Riseborough et al. (1983) have developed a method for determining the thermal properties of frozen soils at temperatures close to 0 O C , using a thermal probe, while E. Penner (1970) presents a variety of results for lower temperatures.
Where certain physical data are available, it is possible to substitute a Thermal properties 9 1 calculation method for the direct determination of thermal conductivity. Various methods exist, but that developed by Johansen (1972 Johansen ( , 1973 Johansen ( , 1977 is the most useful. It is applicable to frozen, mineral soils containing ice and water, and requires information on the physical properties, phase composition and quartz content of the material. The latter is important because, as stated, quartz has a higher thermal conductivity than other soil-forming minerals (Table 4 .1).
Heat capacity
In order to describe the heat content of a substance, we need to know its heat capacity, expressed on either a mass or volume basis. The mass heat capacity, c (J k g K ) , is the amount of heat required to change the temperature of 1 kg of the substance by 1 K. For a given amount of heat supplied, changes in temperature will be greater in a material with a low heat capacity. If we multiply the mass heat capacity by the density of the substance, p, we obtain the volumetric heat capacity, C, ( J m 3 K ' ) . In changing its temperature by an amount dT, a unit volume of substance will experience a change in heat content of (CdT).
In the case of composite materials such as soils, a weighted average value for heat capacity must be used:
where Xis the volume fraction of soil minerals, organic material and water respectively (the influence of air content being negligible). The thermal properties of soil constituents are given in Table 4 .1. Quartz, feldspar and clay minerals, the main solid constituents of most soils, have similar heat capacity values. Organic matter has a higher specific heat, but being much less dense has a volumetric heat capacity that is similar to the mineral components. As a result, most dry soils have a heat capacity in the range 1.0 to 1.5 M J m 3~-' near OÂ°C Since the heat capacity of water is 4.2 MJ m 3 K (at 0 OC), the heat capacity of a soil increases substantially when it is wet, the increase being linear with the increase in water content.
In frozen soils, the temperature dependence of the unfrozen water content means that changes in heat storage are dominated by latent heat effects, especially within a few degrees below 0 OC. The complete change in heat storage is then given by: (Lunardini, 1981) , where the first term refers to the (sensible) heat capacity of the soil and the second term is the latent heat capacity of the soil. As a 92
The ground thermal regime consequence of the unfrozen water content relationship (such as shown in Figure 4 .1(6)) latent heat of fusion is released over a range of negative temperature, such that equation (4.7) becomes:
where dou is the change in the unfrozen water content between Ti and Tf. Thus changes in heat storage in the soil will include a large latent heat component over the entire range of temperature where there is a significant slope (dOU/dT) to the unfrozen water content curve. In clays, for example, this range can extend to many degrees below OÂ°C Once again, this illustrates the importance of the unfrozen water content characteristics of the soil.
The latent heat effect is often described in terms of an 'apparent heat capacity' for the soil. An example will explain this. Let us consider 1 m3 of moist clay soil at an initial temperature of 1 OC and with a heat capacity of 3 M J~^ K ' in the unfrozen state. To change its temperature to 0 OC, we must remove 3 MJ of heat. If it is further cooled to some temperature below OÂ°C an amount of latent heat is released corresponding to the volume of soil water that freezes over the particular range of negative temperature. In the case of the clay soil shown in Figure 4 .1(6), this would amount to some 63.5 M J m 3 over the temperature range from 0 O to -1 OC. This heat tends to warm the soil, and it must therefore be removed if the soil is to cool further. In this way the heat capacity appears to be much larger than would be the case in the absence of any phase change. On the other hand, the apparent diffusivity is very much smaller. If phase change effects are ignored in thermal analyses, the sequence of ground thermal changes will be distorted.
Since the rate at which soil water turns into ice is temperature dependent, the apparent volumetric heat capacity of the soil varies with temperature, as follows:
As indicated, the volumetric heat capacity of frozen soil, CAT), also varies with temperature and the change in the volume fractions of ice and water. However, its influence is quite minor compared to the second term, which can be evaluated by taking the slope of the unfrozen water content curve at temperature T ( Heat capacity values for any frozen material can be determined using the equations described in this section. Phase composition data are required to calculate heat capacity values for materials containing ice and water. Smith Thermal properties
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The ground thermal regime Riseborough (1985) have illustrated the importance of accurate heat capacity values to thermal calculations.
Thermal diffusivity
Since the thermal diffusivity is equal to the ratio (K/C), its variation with water content and temperature depends on the interplay of these two defining properties. When water is added to dry, unfrozen soil, the conductivity increases more rapidly than the heat capacity, so that the diffusivity also increases with water content. At high water contents, however, the increase in conductivity levels off while the heat capacity continues to increase at a constant rate. As a result, the diffusivity may start to decrease (Table 4 .1.) Thus the diffusion of heat may be impeded at low water contents by the low thermal conductivity of the soil, and at high water contents by the large heat capacity.
The thermal diffusivity of frozen soils is highly temperature dependent and is dominated by the heat capacity term, especially within the range 0 O to -3 OC. For example, Figure 4 .1(a) shows that the conductivity of the clay soil increases by a factor of almost two between -0.05 and -3 OC. Over the same temperature range, the apparent heat capacity decreases by a factor of 75, with the result that the apparent thermal diffusivity, K,, increases by two orders of magnitude (Figure 4.2(6) ). With decreasing temperature, the effect of increasing conductivity and decreasing apparent heat capacity results in an increasing diffusivity. A noteworthy feature of Figure 4 .2(6) is the change of K, over a wide temperature range for the clay, indicating continuing phase change.
4.4
Ground thermal conditions
Geothermal heat flow and permafrost thickness
A simple application of equation (4.1) can be made to the case of the steady-state one-dimensional flow of heat from the earth's interior to the surface. Under uniform ground conditions, this can be written as:
where Gg is called the geothermal gradient (K k m ' ) . The temperature at any depth in the ground, z, is simply given by:
(cf. equation (4.2)). Where the long-term mean surface temperature, Ts, is below OÂ°C permafrost will be present, with an equilibrium depth (zp) at
Ground thermal conditions which the temperature increase due to the geothermal gradient just offsets the amount by which OÂ° exceeds Ts:
In this case it should be noted that, because of the high pore pressures existing at substantial depths in the ground, there will be a temperature difference between the base of ice-bearing permafrost and the 0 O C isotherm. If we assume that the pore pressure is hydrostatic, then at a depth of 600 m the freezing point depression is about -0.44OC (Osterkamp & Payne, 1981) . A freezing point depression can also result from the presence of solutes in the pore water and soil particle effects (see section 7.1.2). In nature, the thermal conductivity normally varies with depth at any location, as soil and rock materials change. Thus the geothermal gradient also varies, and the change in the slope of the temperature profile affects the permafrost thickness (Figure 4.3) . From equation (4.10) we have:
and equation (4.12) then becomes:
taking the absolute value of Ts. Equation (4.14) expresses the important
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The ground thermal regime fact that the thickness of permafrost is equally sensitive to the thermal conductivity and geothermal heat flux, as it is to the surface temperature. If K is large, then Gg will be small, and permafrost will be thick; in materials with a low conductivity, permafrost will be thinner.
In this simplified picture it is apparent that the thickest permafrost will occur under a combination of low surface temperature, low heat flow and relatively high thermal conductivity. (Table 4 .2). For northern Canada, Judge (1973) calculated that permafrost is thickest beneath the pre-Cambrian rocks of northern Baffin Island, Boothia Peninsula and Victoria Island, where it reaches 1000 metres or more; in general, however, values of around 500 metres apply. It should be appreciated that the development of permafrost to such great thicknesses involves geological time. According to Kudriavtsev (1965) , the occurrence of permafrost up to 700m thick in western Siberia indicates that it has probably existed during the entire Quaternary period. In contrast, in the formerly glaciated areas of the western Canadian Arctic, for example, permafrost is much thinner and is only a few thousand years old. Washburn (1979, pp.37-40 ) presents a table of permafrost thickness data for many locations throughout the Arctic. Lachenbruch et al. (1982) have explained the variations in permafrost thickness along the Arctic coast of Alaska, where the heat flux is fairly uniform, by differences in 7, and the thermal conductivity of the ground materials. At Prudhoe Bay (T, about -11 OC) permafrost is about 650 metres thick, whereas at Barrow (T, = -12 OC) it is only about 400 metres thick, because of a lower thermal conductivity. At Cape Thompson, where T, is only -7 OC, permafrost is still about 360 metres thick, because of the relatively high conductivity of the ground materials there.
Where the ground is not homogeneous with depth, the problem outlined above can still be solved quite easily for steady-state conditions (see Lunardini, 1981; Lachenbruch et al., 1982) .
Effects of climatic change
Under steady-state conditions, the mean annual ground temperature profile is linear with depth (assuming that thermal conductivity is constant). A conspicuous feature of temperature profiles observed in many northern boreholes, however, is a distinct inversion in the upper 100 metres or so, with near-surface temperatures being significantly warmer than those obtained by simple upward extrapolation (Figure 4.4) . Widespread 'deviations' in near-surface temperatures such as this can be explained by climatic change, although similar effects can be produced locally by changes in surface conditions, such as a forest fire, or submergence, for example.
Using a heat conduction model, Lachenbruch & Marshall (1969) analysed borehole temperature data from Alaska, and concluded that the mean annual surface temperature had increased in the range of 2 to 4OC during the last few decades to a century. If maintained, such a change would eventually lead to a decrease in permafrost thickness (Figure 4.4) , and in the marginal areas some permafrost could well disappear. As the envelope of seasonal temperature fluctuation (see section 4.4.3) shifts to warmer values, the active layer will deepen. At the same time, permafrost thins from below due to the melting by geothermal heat.
Suppose that a change in the climate results in a shift of the mean annual surface temperature from some initial, stable value, Ts, to a new value (T, + AT,). After thermal equilibrium is re-established in the permafrost, the new temperature profile will be (after Gold & Lachenbruch, 1973): T(z) = T, + Gg.z + ATs (4.15) and the permafrost will have thinned from the bottom by (ATs/Gg). For Gg = 20 K km-' , and ATs = 4OC, this would amount to 200 m. However, as Lunardini (198 1, pp. 138-142) demonstrates, the time required for this new equilibrium to be reached is very long -maybe as much as 10 000 years or more, depending on the thermal diffusivity and depth. He calculates that surface temperature fluctuations of short period (a century or less) will not affect the thickness of permafrost significantly. Indeed, Lachenbruch et al. (1982) calculated that the climatic warming of the last 100 years or so has been sufficient to melt a total of only 0.8m at the bottom of permafrost during the period. The main destabilising effects of short-term climatic change will be those resulting from the melting of shallow ground ice as the surface temperature change(s) propagate into the ground.
During the transition towards a new steady-state condition, the effects of surface temperature change(@, will propagate into the ground. The transient temperature profile is given by: 
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Where temperatures remain quite cold (say below -2 OC or so), the transient departure of the temperature profile from equilibrium can be analysed quite adequately without reference to phase change complications. Birch (1948) developed a general formulation for the problem of climatic change in terms of simple step functions applied as the boundary condition to equation (4.5). In the case of a single episode as illustrated in Figure 4 .5(a), the term AT(z, t ) in equation (4.16) is given by:
where erf() is the error function and A is defined in Figure 4 .5(a). Equation (4.17) expresses the fact that ground temperatures respond to surface changes according to the thermal diffusivity, the depth in the ground and the elapsed time since the surface change (Figure 436) ). If we refer back to Figure 4 .4, we see that the effects of the recent climatic warming have penetrated most deeply at Cape Thompson (highest diffusivity) and least at Cape Simpson (lowest diffusivity).
By superimposing the results for different episodes the effects of arbitrary changes in surface temperature on ground thermal conditions can be calculated. Thus a variety of past climatic changes can be represented in differential fashion throughout the ground temperature profile.
In principle, a detailed analysis of the present temperature record with depth can be used to examine hypotheses concerning past climatic patterns, although local environmental effects can distort or obscure the climatic 'memory' of the ground. For example, Cermak (1971) describes a method which analyses the departure of the temperature gradient from the equilibrium condition. Very precise values for temperature (to within a few millidegrees) and thermal diffusivity are required. He applied his method to estimate the magnitude and duration of the post-Glacial climatic optimum in Central Canada, and illustrated how different models of past climatic change can be examined using temperature borehole data (see also Gold & Lachenbruch, 1973; Lachenbruch & Marshall, 1986) .
Seasonal temperature variations
Whereas the position of the bottom of permafrost is determined by
Ts, K and Or,, under processes that act over long periods of time, the position of the top of permafrost (the depth of the active layer) is controlled by the seasonal fluctuation of temperature about the mean annual value, specifically by the warmest temperatures of the year. The seasonal fluctuation about the annual mean also determines the depth of winter freezing in the more temperate zones. The systematic seasonal fluctuation of solar radiation and air temperature imparts a temperature wave to the ground surface that propagates downward into the earth. The temperature at depth oscillates with the same (annual) frequency as the surface temperature, but with an amplitude that diminishes and a phase lag that increases with depth (Figure 4 .6). Eventually, a point is reached where the temperature remains essentially constant, except for any long-term drift related to climatic change, for example. This depth of 'zero' annual amplitude may be 10 to 15 metres in soils, but can be much deeper in rock.
The top of permafrost coincides with the depth where the maximum annual temperature is OÂ°C In addition, the seasonal variations of temperature are responsible for periodic thermal stresses in the surface ground layers that cause them to crack, with important geomorphological consequences such as ice-wedge development (Chapter 6). Periodic temperature changes may also be important to creep activity in surface layers of the ground (Chapter 9).
The ground thermal regime
The general features of the thermal regime in the layer of annual variations -such as the exponential attenuation of the seasonal wave with depth, and the lag in phase -can be analysed using the heat conduction equation (4.5) with a sinusoidal surface temperature variation. In this case, the temperature at any depth, z, is given by (Ingersoll, Zobel & Ingersoll 1954, pp.45-57): where co = 2n/P, P is the period of the wave (one year), and A, is the amplitude of the surface temperature wave (Figure 4 .6). Time t is counted from the date in spring when the surface temperature wave passes through its mean annual value. The expression:
A, = A,e-*/2~)"~ = A~~-Z (~/ K P )~I~ (4.19) represents the amplitude of the temperature wave at depth z, and the term:
is the lag of the wave with depth. From equation (4.19), we see that the depth of zero temperature change (i.e. where A-= 0) technically occurs at z = co. Normally, we take an operational definition for the depth of 'zero'
annual amplitude as that where the change is less than O.lO, say. Alternatively, we can take the depth where the annual wave is delayed by exactly one year from that at the surface. This is given by:
The effect of the thermal diffusivity on seasonal fluctuations in ground temperatures can be illustrated by applying equation (4.18) with different Figure 4 .7(c) shows the envelope of annual temperature variation for the same two cases. The seasonal range is greatly reduced in case 1, and a much greater active layer depth results in case 2, under the identical surface temperature conditions. The dependence of the amplitude reduction and phase lag on the thermal diffusivity is illustrated further in Table 4 .3. Temperature waves are attenuated less and suffer a shorter lag in materials with high diffusivity, such as rocks.
Conversely, if seasonal ground temperature data are available, they can be used to determine the thermal diffusivity. If we take the ratio of the amplitudes at two depths, z, and z2, we have: from which K can be calculated as follows:
Alternatively, we can compare the lag at two depths: from which K can again be calculated:
These equations have been widely used, and a review of these and other methods can be found in Horton, Wierenga & Nielsen (1983) .
The results of the periodic (annual) temperature model have been discussed widely in the literature. They apply equally to other variations, such as diurnal for example, although, as the equations describe, the period of temperature variation affects the depth of propagation and the variation at any depth. Ultimately, the practical value of the relationships presented depends on the extent to which the surface temperature regime can be represented by a simple sine wave. For diurnal temperatures especially, this is often far from the case. However, the relationships can provide valuable insights into the nature and significance of periodic variations in ground thermal conditions. An important departure from the simple temperature. model described above arises from the effects of periodic freezing and thawing in the surface layer of the ground. In the autumn, the surface temperature drops sharply below 0 OC, and temperatures throughout the active layer fall to near 0 O C shortly after this. Subsequently, however, ground temperatures may fall slowly for a prolonged period, because large amounts of latent heat originating from the freezing of water within the active layer must be removed from the ground. The result is that the ground temperature remains near OÂ° for some period. This is terminated when most of the water is frozen, and rapid cooling then ensues. This effect, termed the 'zero curtain', is more prolonged in soils with high water contents. Sometimes one can note a prolongation of the zero curtain to lower temperatures, indicating that appreciable amounts of soil water have freezing points below OÂ° (see section 7.1.2).
Ground thermal conditions
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The ground thermal regime -I6 Apt May J u n e July Aug Sept Oct Nov Dec Jan I eb ~a r ~~r ~a~ '~u n e The zero curtain effect produces some asymmetry in ground temperature curves, although this vanishes, along with high frequency fluctuations due to weather (noticeable in the air temperature record), at increasing depths (Figure 4.8) . In Figure 4 .8, the annual temperature range also decreases from 18' at 0.6m to 0.1' at 18.2 m. The figure also shows that the minimum temperature at 4.6 m occurs in the spring, and at 9.1 m in mid-summer. This phase lag can sometimes result in the spring and summer freeze-up of wells and buried conduits in regions of discontinuous permafrost (Lachenbruch  et al., 1962) .
Where substantial phase change is involved, use of equations (4.23) and (4.25) may not be useful for determining the thermal diffusivity, K from ground temperature data, but another approach is possible using the heat conduction equation (4.5). By evaluating (8T/9t) and ( S 2~/ 8 z 2 ) at a particular time and depth, and by taking the ratio of these terms, the apparent thermal diffusivity, K.,, is determined (see Takagi, 1971 , McGaw et al., 1978 . This approach incorporates the effects of latent heat, and can provide estimates of K., as a function of temperature. It can also be used to reveal whether non-conductive forms of heat transfer are operative in the ground (e.g. Nelson et a!. , 1985) .
T H E R O L E O F P E A T A N D S N O W C O V E R
The importance of snow cover and peat to ground thermal conditions is widely recognised. Their influence can be explained with reference to the pattern of seasonal temperature variation. Snow is an insulator compared to other natural materials, and is a leading factor in protecting the ground from heat loss in winter. Its net effect is to raise mean annual ground temperatures; Gold (1963) concluded that snow cover was the principal reason why annual average ground temperatures can be many degrees warmer than the mean air temperature in cold regions. Snow amelioration measures were widely used in the north-eastern USSR to mitigate ground freezing in agriculture, as well as in open pit mining (Klyukin, 1963) . Where temperatures are close to 0 OC, snow cover can be responsible for the absence of permafrost in certain locations (e.g. see Smith, 1975) . Conversely, peat, which also acts as an insulator, is commonly associated with the existence of permafrost at certain locations in marginal areas. Unlike snow cover, of course, a peat layer is present the year round, but its conductivity varies seasonally with moisture conditions. When it is dry, as it frequently is in the summer, the conductivity is low and thus the soil beneath is shielded from the heat of summer. Consequently, the mean annual ground temperatures are lower than otherwise. Even if the peat remains wet during the summer, the resulting predominance of evaporation in the energy regime will lead to lower surface, and hence subsurface, temperatures (see section 3.5.1).
The snow cover interposes a layer of low thermal diffusivity between the air and the ground, serving to isolate the ground from the extreme temperature changes of the air (compare the two sites in Figure 4 .9). Since heat exchange takes place at the snow surface rather than the ground surface, the range of annual ground surface variation is reduced and ground temperatures are higher, not only in winter, but also on an annual basis. In Figure  4 .10, an increasing divergence between the air and ground surface tempera- tures occurs through the winter with the seasonal build up in snow depth. The large difference between the air and ground surface temperatures in winter (20Â or more) contrasts with their closeness in summer, when heat exchange takes place at the ground surface. As a result, there is virtually no cooling evident at a depth of 3 m in the ground. In the Mackenzie Delta, where the mean daily air temperature may be below -20Â° for almost 6 months in winter, the 1-metre ground temperature beneath 120cm of snow did not fall below -0.2 OC (Smith, 1975) . This effect of snow results from its very low thermal conductivity, which in turn depends on the density. For the density range 100 to 400 kg m 3 , the relationship shown in Figure 4 .1 1 can be used. At a density of 200 kg m-3, the snow has a conductivity of 0.1 1 W m ' K ' , which compares to values of 2 to 3 for frozen soil. The heat capacity of the snow (applying equation 4.6) would be 0.42 MJ mp3 K-' , and the diffusivity 0.01 m2 day-'. This compares to values up to 0.1 m2 d a y ' for frozen soil. Referring to Table  4 .3, we see that the annual surface temperature wave would be reduced to 40% beneath 1 m of snow. For snow of higher density, the damping effect would be less. Smith (1975) measured ground surface temperatures in mid-winter in the Mackenzie Delta, and found a relationship with snow depth (Figure 4 .12). The range in temperatures shown -about 20 O C -is twice as great as the maximum variation observed in summer (which result from differences in vegetation). Figure 4 .12 indicates that increases in snow cover become less effective above 50 or 60cm. Figure 4 .13 shows snow and ground temperature profiles on a typical day in early winter at two sites near Schefferville, Quebec. There is a characteristically steep temperature gradient immediately below the snow surface, with a marked inflection at a depth of 50 to 60 cm, below which temperatures are fairly uniform. Together, Figures 4.12 and 4.13 imply that variations in snow depth are more critical for ground temperatures where the snow cover is thin. Goodrich (1982b) analysed the general features of snow cover/ground thermal interactions, using a heat conduction model. He concluded that mean annual ground temperatures are most strongly influenced by an accumulation of snow in autumn and early winter, and by the maximum depth attained over the winter. In his calculations, a doubling of the snow cover from 25 to 50 cm increased the minimum ground surface temperature by about 7' (from -19.7' to -12.3 OC), and the mean annual surface temperature by 3.5' (from -7' to -3.4OC). If the 50cm of snow built up within 30 days in autumn, the minimum temperature would be only -2.8 'C, the mean annual temperature would be + 1.1 'C, and permafrost would degrade.
Finally, Mackay (1984b) has shown that snow depth plays an important role in ice-wedge cracking. A rapid drop in the ground temperature is necessary to cause cracking, and this is impeded by the insulating properties of a deep snow cover. He found that a depth of 60cm was sufficient to prevent ice-wedge cracking in an area of active ice wedges on Garry Island, The influence of the organic layer on ground thermal conditions has also been well documented in the literature (e.g. Nakano & Brown, 1972 , Luthin & Guymon, 1974 , Zoltai & Tarnocai, 1975 , Fitzgibbon, 1981 , and the presence of permafrost in marginal areas is frequently associated with peat. For example, R. J. E. Brown (1973) reports that in the Yellowknife area, the greatest local extent of permafrost is in peatlands, and that the mean annual temperature at a depth of 15 m ranges from about 2 OC in granite to -1.0 O C in spruce peatland (see Figure 3. 2). This effect arises because of the marked seasonal variation in the thermal properties of peat, which imparts an asymmetry to the pattern of seasonal temperature variations. In summer, when the surface layer is usually dry (because of evaporation), the thermal conductivity is very low and warming of the ground is inhibited. However, in the fall the peat becomes quite moist, because of the much reduced evaporation rate. Further, when it freezes the conductivity becomes even higher and the ground can cool rapidly. The net effect, in contrast to snow, is that mean annual ground temperatures under peat are (much) lower than under adjacent areas without peat. Figure 4.14 shows the temperatures measured at a depth of 10cm over the summer at two sites only 1 m apart, in a spruce forest in the Mackenzie Delta. At one site there was a 10-cm layer of organic material at the surface, whilst at the other there was simply bare mineral soil. The mean daily temperature is 3 OC warmer at the bare site and the diurnal range 5 times greater. R. J. E. Brown (1963) writes that after removal of the moss and peat from the ground surface, in the arctic region of the Yenisey River valley, the depth of thaw increased by 1.5 to 2.5 times. Goodrich (1978) used a heat conduction model to demonstrate the significance of temperature-dependent thermal properties -with peat providing an extreme case -to ground thermal conditions. He showed that an offset occurs in the mean annual temperature profile as a result of the seasonal change in the thermal conductivity. When the frozen conductivity is higher, the mean annual temperature profile shifts to colder values down to the depth to which the property change takes place (Figure 4.15(a) ). The effect is seen to increase as the ratio of frozen to thawed conductivities increases. R. J. E. Brown & Pewe (1973) point out that the conductivity of peat can also change throughout the year as a function of the water
The ground thermal regime balance; the ratio of wet to dry thermal conductivity is about 30 for peat (Fitzgibbon, 1981) . Since this seasonal trend is generally the same as for the frozenlthawed variation, the effect mentioned above is reinforced. Recently, Nelson et al. (1985) have demonstrated that non-purely conductive processes of heat transfer (i.e. vapour transport) may be responsible for the thermal buffering effect of peat layers in summertime. Overall, these effects can lead to the existence of permafrost in locations where the mean annual surface temperature is actually above 0 OC ( Figure  4.15(b) ); see also Lindsay & Odynsky, 1965; Zoltai, 197 1, for example) .
In concluding this section, the reader is reminded that it is rare that any single factor alone can explain local ground thermal conditions. As discussed in Chapter 3, the ground thermal regime results from the interaction of climatic, surface and subsurface factors, and this is ultimately responsible for the (considerable) variations in ground temperatures which occur locally.
4.5
Lateral variations in ground temperatures Until this point, we have considered only how ground temperature varies one-dimensionally with depth beneath the surface. This view would be quite adequate if it happened that the earth's surface temperature was uniform over large areas. In Chapter 3, however, it was emphasised that natural variations in microclimatic and terrain conditions introduce significant variations to the surface temperature regime within even a small area.
An important problem, therefore, both from a scientific and practical (engineering) viewpoint, is to determine the 'disturbance' of ground temperatures that result when the temperature within some finite boundary differs from that of the surrounding area. Such conditions could pertain to the presence of natural features such as shorelines, lakes and rivers, or to modifications of the surface as a result of vegetation removal, buildings, or highways. At geomorphological time-scales, when conditions approach the steady state, the purely transient effects of latent heat become negligible and such problems can be analysed by means of simple heat conduction models. However, as stated previously, detailed engineering analyses of transient problems, for time-scales measured in decades, generally require more complex numerical approaches.
The theoretical aspects of three-dimensional heat conduction in a semiinfinite medium disturbed by surface effects, have been treated by Lachenbruch (1957a, b) and Carslaw & Jaeger (1959), while W. G. Brown (1963) and Lunardini (1981) present a number of worked examples.
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The ground thermal regime 
Influence of water bodies
In high latitudes, bodies of water that do not freeze to the bottom in winter have a marked effect upon ground temperatures and the local configuration of permafrost. This arises from the fact that the mean annual bottom temperature must be greater than 0 OC, whereas the temperature of the neighbouring land surface may be -5 OC or lower. The presence of a water body thus constitutes a heat source, giving rise to anomalous heat flow and temperature conditions in the ground (Figure 4.16) . According to the results of Brewer (1958a , b), Johnston & Brown (1964 and Smith (1976) , where the mean annual air temperature is as low as -10' to -15 OC, even relatively shallow lakes do not freeze to the bottom. This is especially so where the snow cover on top of the ice is sufficient to limit downward freezing. Wherever water bodies remain unfrozen at depth, permafrost is affected (Figure 4.17) . The size and temperature of the water body are important factors (see below). Hopkins et al. (1955) reported that permafrost is absent or lies at great depths beneath lakes and ponds throughout Alaska. The thermal effects of water bodies constitute the greatest local departures of ground temperatures from any systematic geographical patterns determined by climate.
Under steady-state conditions, the normal geothermal temperature ' * Ã ' Ã ' Ã Tempeiature = T I -(ground surface. e.g.. -5Â°C
