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Abstract
In the chasing convex bodies problem, an online player receives a request sequence of N
convex sets K1, . . . ,KN contained in a normed space R
d. The player starts at x0 ∈ Rd, and
after observing each Kn picks a new point xn ∈ Kn. At each step the player pays a movement
cost of ||xn − xn−1||. The player aims to maintain a constant competitive ratio against the
minimum cost possible in hindsight, i.e. knowing all requests in advance. The existence of a
finite competitive ratio for convex body chasing was first conjectured in 1991 by Friedman and
Linial in [FL93]. This conjecture was recently resolved in [BLLS18] which proved an exponential
2O(d) upper bound on the competitive ratio.
In this paper, we drastically improve the exponential upper bound. We give an algorithm
achieving competitive ratio d for arbitrary normed spaces, which is exactly tight for ℓ∞. In
Euclidean space, our algorithm achieves nearly optimal competitive ratio O(
√
d logN), com-
pared to a lower bound of
√
d. Our approach extends the recent work [BKL+18] which chases
nested convex bodies using the classical Steiner point of a convex body. We define the functional
Steiner point of a convex function and apply it to the work function to obtain our algorithm.
1 Introduction
Let K1,K2, . . . ,KN be a sequence of convex sets inside R
d. The convex body chasing problem
asks an online player starting at x0 to choose online a sequence of points xn ∈ Kn minimizing
the total cost
∑N
n=1 ||xn − xn−1||. The problem is framed in terms of competitive analysis,
meaning that the player aims for a finite competitive ratio between his cost and the cost of best
offline sequence he could have chosen in hind-sight.
Chasing convex bodies was originally proposed in [FL93] as a convex version of general set
chasing problems on metric spaces, including the famous k-server problem. An algorithm with
finite competitive ratio was given in the original paper for the already non-trivial d = 2 case, and
was conjectured to exist for larger d. The best lower bounds were obtained by essentially using
the faces of a hypercube, which shows that the competitive ratio is at least
√
d in Euclidean
space and at least d in ℓ∞.
Following a lack of progress on the full conjecture, restricted cases such as chasing subspaces
were studied (e.g. [ABN+16]). A notable restricted case is chasing nested convex bodies, where
the convex sets K1 ⊇ K2 ⊇ . . . are required to decrease. Nested chasing was introduced in
[BBE+18] and solved rather comprehensively in [ABC+18] and then [BKL+18]. The latter work
gave a nearly optimal algorithm for all ℓp spaces, as well as a memoryless min(d,O(
√
d logN))
competitive algorithm for Euclidean spaces based on the Steiner point of a convex body.
Some time after chasing convex bodies was posed, an equivalent functional variant called
chasing convex functions was given. In chasing convex functions, the request is a convex function
fn : R
d → R+ instead of a convex set. The cost function now consists of two additive parts:
the movement cost
∑N
n=1 ||xn − xn−1|| from before, and a service cost
∑N
n=1 fn(xn). Chasing
convex functions subsumes chasing convex bodies by considering for any body K the function
fK which is 0 on K and +∞ off of K. At the start of subsection 2.2 we in fact explain
why we can use a finite fK . Conversely, convex function chasing in Rd can be reduced to
1
convex body chasing in Rd+1 up to a constant factor by alternating requests of the epigraphs
{(x, y) ∈ Rd × R : y ≥ fn(x)} of the convex functions fn with the hyperplane Rd × {0}.
The functional perspective opens more possibility for applications. Indeed, chasing convex
functions was originally considered for efficiently powering data centers [LWAT13]. More ab-
stractly, it resembles the well-studied framework of online convex optimization (see e.g. [H+16]
for an introduction). Instead of aiming for a small additive regret against the best single ac-
tion, we now aim for a multiplicative guarantee against the best changing sequence of actions.
The movement costs arise naturally from this point of view: the player’s movement cost is an
upper bound for the advantage of seeing fn before choosing xn, so long as the functions fn
are Lipschitz. Some restricted cases of chasing convex function have also been studied. For
example, [BGK+15] studies the precise competitive ratio in 1 dimension, while [CGW18] shows
a dimension-free competitive ratio when the cost functions increase linearly away from their
minima.
1.1 New Results
Recently, in our joint work with S. Bubeck, Y.T. Lee, and Y. Li [BLLS18] we gave the first
algorithm achieving a finite competitive ratio of convex body chasing, which used induction on
the dimension. However they obtained an exponential upper bound 2O(d), leaving a large gap.
We give an upper bound of d for the competitive ratio of chasing convex bodies in a general
normed space, which is tight for ℓ∞, and nearly matches the
√
d lower bound for Euclidean
space. More fully, our main result is:
Theorem 1.1. In any d-dimensional normed space there exists a d+1 competitive algorithm for
chasing convex functions and a d competitive algorithm for chasing convex bodies. In the former
case, the service cost is 1-competitive against the total cost of the offline optimum. Moreover in
Euclidean space this algorithm is O(
√
d logN)-competitive if there are N requests.
The proof is inspired by our joint work with S. Bubeck, B. Klartag, Y.T. Lee, and Y. Li
[BKL+18] on chasing nested convex bodies. It is shown there that moving to the new body’s
Steiner point, a stable center point of any convex body defined long ago in [Ste40], gives total
movement at most d starting from the unit ball in d dimensions. It is easy to reduce the general
problem to this setting up to a constant factor. (They only gave the result for Euclidean space,
but we explain in Subsection 5.2 why it works in general.) We generalize their argument by
defining the functional Steiner point of any convex function, intuitively a stable approximate
minimum. We show that for continuous time convex function chasing, following the functional
Steiner point of the work function (which encodes the total cost of all requests so far) achieves
competitive ratio d+1. This easily implies the same result in the discrete time setting. Finally,
we show that the same algorithm gives a nearly optimal
√
d logN upper bound for Euclidean
space, following the same result for nested chasing in [BKL+18].
After this work was completed, we were informed that C.J. Argue, Anupam Gupta, Guru
Guruganesh, and Ziye Tang jointly obtained similar results for this problem. Both preprints are
being posted to the ArXiv simultaneously.
2 Problem Setup
2.1 Notations and Conventions
We assume the starting position is x0 = 0. Because we switch between the continuous and
discrete time settings, we use variables the T, t, s to denote real times and N,n to denote integer
times. We denote by −
∫
x∈X
f(x)dx the average value
∫
x∈X
f(x)dx
∫
x∈X
1dx
of f(x) on X . We denote by B1
the unit ball in Rd, and Sd−1 the unit sphere.
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2.2 Equivalence of Bodies and Functions, and Continuous Time For-
mulation
First we argue that chasing convex bodies is a special case of chasing convex functions, even
though the functions are require to be finite. The reduction from bodies to functions goes by
taking fn(x) = f
Kn for fK(x) := 3d(x,K). Now, we claim that both the player and the offline
optimum should always play xn ∈ Kn for the sequence (f1, f2, . . . ) of function requests. The
reason is simply that both the player and the offline optimum only improve their performance by
moving to the closest point in Kn and back. Indeed, if xˆn /∈ Kn is a potential choice for xn, this
modification incurs a movement cost of 2d(xˆn,Kn) but reduces the service cost by 3d(xˆn,Kn).
The main part of our proof is more natural in continuous time. In continuous time chasing
convex functions, the adversary gives a piecewise continuous family of functions ft, and the
player constructs a bounded variation path (xt) online. (The paths constructed by the algorithm
will be continuous, but the optimal path might be piecewise continuous.) The loss of the player
is
∫ T
t=0
ft(xt) + ||x′t||dt.
Here the integral of ||x′t|| is understood to mean the total variation of the path xt in the case
of singularities or discontinuities. The goal is again to achieve a finite competitive ratio.
For the continuous time problem we require that the functions ft(x) be convex in x, piecewise
continuous in t, and finite everywhere. We now show how to reduce the original discrete time
problem to the continuous time problem.
Proposition 2.1. Suppose f1, f2, . . . , fN is a sequence of requests for discete-time chasing con-
vex functions. For t ∈ [0, N ] let ft = fn for t ∈ [n− 1, n). If a C-competitive algorithm for the
continuous time requests ft exists, then a C-competitive algorithm for the discrete time requests
exists. In fact, the discretized algorithm has lower movement cost and lower service cost.
Proof. It is easy to see that the continuous and discrete time problems have the same offline
optimum value. Given a solution path xt to the continuous time problem, when the player sees a
discrete time request fn he knows what his continuous time path for t ∈ [n−1, n) would be, and
can simply move to the lowest-cost point on this path defined by xtn for tn = mint∈[n−1,n) fn(xt).
It is easy to see that the sequence (xt1 , . . . , xtn) has both a smaller movement and service cost
than the continuous path (xt)t∈[0,T ], hence the result.
2.3 Outline of the Paper
In section 3, we recall the Steiner point and define the functional Steiner point. We also dicuss
the work function and its concave conjugate. In section 4 we establish the d + 1 competitive
ratio for chasing convex functions. For conceptual and notational ease, in these two sections we
only consider the Euclidean setting. In section 5, we prove the O(
√
d logN) upper bound for
the Euclidean case and finally explain why the linear estimates hold in any normed space.
3 Functional Steiner Point and Work Function
We recall here the definition of the Steiner point of a convex body, and extend it to convex
functions. The Steiner point of a convex body K is the functional Steiner point of the function
which is 0 on K and infinite outside K.
Definition 1. Given a convex body K ⊆ Rd, the Steiner point s(K) is defined in the following
two equivalent ways:
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1. For any vector v ∈ Rd, let fK(v) = argmaxx∈K(v · x) be the extremal point in K in
direction v. Then compute the average of this extremal point for a random vector in the
unit ball:
s(K) = −
∫
v∈Bd
1
(0)
fK(v)dv.
2. For unit vector θ ∈ Sd−1 ⊂ Rd, let hK(θ) = maxx∈K(θ · x) be the support function for K
in direction θ, and compute
s(K) = d−
∫
θ∈Sd−1
hK(θ)θdθ.
The definitions are equivalent because of the divergence or Gauss-Green theorem and the
identity ∇hK(v) = fK(v). The factor d comes from the discrepancy in total measure of the ball
and the sphere.
Note that for a convex body the functions hK and f are homogenous so e.g. we could
average over the same set in the two definitions. However for the functional Steiner point there
is a difference, so we maintain the separation. To define functional Steiner point for a general
convex function, we generalize the support function hK to the concave conjugate, which coincides
in the case of convex bodies. Recall that for a convex function W , the concave conjugate W ∗(v)
is the concave function defined by
W ∗(v) = min
w
(
W (w) − vTw)
We also define
v∗ = argmin
w
(
W (w) − vTw)
to be the conjugate point to v with respect to Wt. Geometrically v
∗ is the input with
∇W (v∗)) = v.
Now we can define the functional Steiner point.
Definition 2. Given a convex function W : Rd → R+ with W ∗(v) finite for all v ∈ B1, the
functional Steiner point s(W ) is defined in the following two equivalent ways:
1.
s(W ) = −
∫
v∈B1
v∗dv.
2.
s(W ) = −d−
∫
θ∈Sd−1
W ∗(θ)θdθ.
As with the original Steiner point, these definitions coincide because of the divergence or
Gauss-Green theorem and the concave conjugate characterization ∇W ∗(v) = −v∗. Technically,
the value v∗ might not be well-defined for some v values, but by Alexandrov’s theorem W ∗ has
a second derivative almost everywhere, which implies v∗ is well-defined for almost all v.
To avoid confusion we note that technically, specializing our functional Steiner point to the
nested case does not yield the Steiner point of Kn at time n. The reason is that the ordinary
Steiner point s(Kn) is the functional Steiner point of fKn(x) := d(x,Kn) while the work function
(defined in the next subsection) is Wn(x) = ||x− x0||.
3.1 Properties of the Work Function
Our algorithm is given by staying at the Steiner point of the work function, so here we give the
basic properties of the work function. The work function Wt(x) at any time t is defined as the
smallest cost OPT could have at time t while starting at x0 = 0 and ending up at xt = x.
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Definition 3. Given a family {fs(x) : s ∈ [0, t]} of functions convex in x and piecewise contin-
uous in s, the work function Wt(x) is defined by
Wt(x) = inf
xs:[0,t]→Rd,x0=0
∫ t
0
fs(xs) + ||x′s||ds (1)
= inf
xs:[0,t]→Rd,x0=0
Γt(xs). (2)
Here we allow xs to be any function of bounded variation with the correct value x0 = 0, and
interpret
∫ t
0 ||x′s||ds as the total variation of the path. We call Γt(xs) the cost of the path xs.
Note that our definition allows movement after the final request, so we do not necessarily
need to pay ft(x) in Wt(x) but we have to pay ft(y) + ||y − x|| for some y.
In the case that fs(x) is piecewise constant in s (which is all we need for the discrete
problem), it is rather obvious that the best offline continuous time strategy coincides with the
best offline discrete time strategy. For mathematical completeness, we argue that the infimum is
attained in the definition above in general. Indeed, given a constant C larger than the infimum,
consider the set of paths with total variation at most C, starting from x0 = 0. Such paths can
be parametrized instead by their distributional derivatives, which are exactly the vector-valued
Radon measures on [0, t] with total variation at most C. Such measures form a compact set in
the usual e.g. Wasserstein topology, and the total variation is a lower semicontinuous functional,
meaning that it only decreases under limits of paths. Therefore, given the infimum value defining
the work function, we can take a sequence of paths with value converging to the infimum, and
find a subsequential limit in the topology just described. Such a limit must exactly attain the
infimum.
We will denote byW ∗t (·) the concave conjugate ofWt, and v∗t the position with ∇Wt(v∗t ) = v.
We record the following proposition summarizing the properties of the work function.
Proposition 3.1. The work function Wt and its concave conjugate W
∗
t satisfy:
1. W0(x) = ||x||.
2. Wt(x) is increasing in t and is convex for all fixed t.
3. W ∗0 (v) = 0 whenever |v| ≤ 1.
4. W ∗t (v) is increasing in t and concave for fixed t.
5. W ∗t (v) is non-negative and finite whenever |v| ≤ 1.
Proof. It is clear that W0(x) = ||x||, and that Wt(x) is increasing in t. Convexity holds because
the entire optimization problem is convex in path space, and implies that W ∗t (·) is concave. The
computation of W ∗0 is clear, and since Wt is increasing so is W
∗
t . W
∗
t (v) is finite for all |v| ≤ 1
because Wt(0) (say) is finite.
We also prove the following easy lemma which is key to the upcoming analysis.
Lemma 3.2. For all t we have:
max
|θ|≤1
W ∗t (θ) ≤ 2 ·minx Wt(x)
−
∫
θ∈Sd−1
W ∗t (θ)dθ ≤ minx Wt(x).
−
∫
v∈B1
W ∗t (v)dv ≤ min
x
Wt(x).
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Proof. Define
OPTt = argmin
x
Wt(x).
Since W ∗t is defined as a minimum, we can upper bound W
∗
t by plugging in OPTt to the
minimization problem. This gives
W ∗t (θ) ≤WT (OPTt)− θ · OPTt.
Since |OPTt| ≤ |Wt(OPTt)| all claims are clear.
Alternatively, since minxWt(x) =W
∗
t (0), the latter two claims are just the concavity of W
∗
t .
The next lemma allows us to compute the time derivative of W ∗t (v) for fixed v with |v| < 1.
The proof is an exercise in real analysis which we leave to the appendix.
Lemma 3.3. For any δ > 0 suppose fs(x) is jointly continuous in (s, x) and convex in x for
all (s, x) ∈ [t, t+ δ)× Rd. Then for almost all fixed v with |v| < 1 we have
d
dt
(W ∗t (v)) = ft(v
∗
t ).
4 Proof of Linear Competitive Ratio
Our algorithm is to take xt = s(Wt). We call this the continuous time functional Steiner point,
and call the discretization obtained from Proposition 2.1 the discrete time functional Steiner
point. We will use the first (primal) definition of the functional Steiner point to control the
functional cost and the second (dual) definition to control the movement cost. Note that the
offline optimum we are competing with is exactly minxWT (x) = W
∗
T (0). In this section we
prove the following main theorem.
Theorem 4.1. The continuous time functional Steiner point xt = s(Wt) is d + 1 competitive
in Euclidean space. In particular it satisfies:
1. The movement cost of xt is d-competitive:
∫ T
t=0
||x′t||dt ≤ d ·minx Wt(x).
2. The service cost of xt is 1-competitive:
∫ T
t=0
ft(xt)dt ≤ min
x
Wt(x).
Corollary 4.2. In d-dimensional Euclidean space, the discrete time functional Steiner point is
d+ 1 competitive for chasing convex functions and d competitive for chasing convex bodies.
Proof of Corollary 4.2. This follows from Proposition 2.1 and the fact that chasing convex bod-
ies has 0 service cost.
Proof of Theorem 4.1. We start with part 1, which parallels the proof of Theorem 2.1 in [BKL+18].
From the dual definition of s(Wt) and the fact that W
∗
t increases with t, the total movement is
bounded by
∫ T
t=0
||x′t||dt ≤ d−
∫
θ∈Sd−1
W ∗T (θ)dθ.
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By the lemma we just proved we know d−
∫
θ∈Sd−1
W ∗T (θ)dθ ≤ dminxWT (x). This completes
the proof of part 1.
Now we turn to part 2, estimating the service cost. Using the first definition of the functional
Steiner point and convexity of ft, we know that
ft(s(Wt)) ≤ −
∫
v∈B1
ft(v
∗
t )dv.
Integrating in time and using Lemma 3.3 gives the bound on the service cost:
∫ T
t=0
ft(xt)dt ≤−
∫
v∈B1
∫ T
t=0
ft(v
∗
t )dtdθ
≤−
∫
v∈B1
∫ T
t=0
d
dt
(W ∗t (v)) dtdv
≤−
∫
v∈B1
W ∗T (v)−W ∗0 (v)dv
=−
∫
v∈B1
W ∗T (v)dv
≤min
x
WT (x).
This finishes the proof.
Remark. Although computing the functional Steiner point might appear to require detailed
knowledge of the functions ft, only local data of ft is essential for the guarantee. Indeed, in the
continuous time setting the player can achieve the same guarantee only given access to ft(xt)
and ∇ft(xt). This is because the player can always lower bound ft by
ft(x) ≥ f˜t(x) := max
x
(ft(xt) +∇ft(xt)T (x− xt), 0).
In general, if the player is C-competitive against some functions f˜t with f˜t(xt) = ft(xt) and
f˜t(x) ≤ ft(x) for all x, it is clear that the player is C-competitive overall. Because our algorithm
yields a continuous path, only this first order information is required to follow the functional
Steiner point for f˜t, and hence be competitive with ft as well.
Similar remarks apply in the discrete time case, where we are given fn(xn−1) and ∇fn(xn−1)
before choosing xn. The only difference is that we now pay an additive cost of 2Ld in the
competitive ratio under the assumption that the functions fn are L-Lipschitz. The reason is
that here we have to make discontinuous jumps, and we don’t know the function value fn(xn)
when choosing xn. When fn are Lipschitz we can bound this error using the movement cost.
5 Nearly Optimal Bound and Arbitrary Normed Space
In this section we prove the two extensions claimed in Theorem 1.1. First we prove the
O(
√
d logN) upper bound in Euclidean space using concentration of measure, following [BKL+18].
Second, we define the functional Steiner point in any normed space, and explain why it is d+1
competitive in this greater generality.
5.1 Nearly Linear Competitive Ratio for Discrete Requests
Here we prove the upper bound O(
√
d logN) for the discrete time problem. The proof is by
concentration of measure on the sphere and follows Theorem 3.3 of [BKL+18]. The intuition is:
suppose
∫
θ∈Sd−1 W
∗
n(θ)−W ∗n−1(θ)dθ is significant. Then the movement from s(Wn)→ s(Wn+1)
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is an integral of pushes by different θ vectors in the second definition of functional Steiner point.
By concentration of measure, these pushes will mostly decorrelate when the total amount of
pushing is non-trivially large.
Lemma 5.1 (Concentration of Measure [B+97, Lemma 2.2]). For any 0 ≤ ε < 1, the set
{v ∈ B1 : vi ≥ ε}
occupies at most e−dε
2/2 fraction of the unit ball.
Lemma 5.2. Suppose that |W ∗n(θ)−W ∗n−1(θ)| ≤ C for all θ, and set
λ = −
∫
v∈B1
W ∗n(v) −W ∗n−1(v)dv.
Then we have the estimate
||s(Wn)− s(Wn−1)||2 = O
(
λC
√
d log
(
C
λ
))
.
Proof. Note that ||s(Wn) − s(Wn−1)||2 = sup|w|=1wT (s(Wn)− s(Wn−1)). So we fix a unit
vector w and estimate the inner product. Setting gn(θ) = W
∗
n(θ) −W ∗n−1(θ) > 0, this inner
product is
wT (s(Wn)− s(Wn−1)) = d−
∫
θ∈Sd−1
gn(θ)w
T θ.
Now, gn(θ) ∈ [0, C] for all θ and gn has average value λ. Just given these two constraints,
the integral is maximized when gn(θ) = C for the set of θ values most correlated with w, and
gn(θ) = 0 otherwise. The conclusion now follows easily.
Theorem 5.3. For discrete time convex function chasing with requests f1, . . . , fN , the discrete
time functional Steiner point algorithm is min(d,O(
√
d logN) competitive.
Proof. Call the continuous path (xt)t∈[0,N ] so the discrete path is xtn for tn ∈ [n − 1, n). As
proved in the proposition, we know the movement and service costs for this discrete path are
at most that of the continuous path, so we only need to establish the O(
√
d logN) competitive
ratio on the movement of the discrete path.
Recall that by Lemma 3.2 we have
max
|θ|≤1
W ∗N (θ) ≤ 2 ·minx WN (x).
Therefore, we can apply Lemma 5.2 with C = 2 ·minxWN (x) to the movement |xtn − xtn−1 | at
each step. Set λn =
∫
θ∈Sd−1
(
W ∗tn(θ) −W ∗tn−1(θ)
)
dθ. By Lemma 5.2 the total movement is at
most the maximum value of
d1/2
∑
n≤N
λnC
√
log
(
C
λn
)
subject to the constraint that the λn are all non-negative and sum to −
∫
θ∈Sd−1 W
∗
N (θ)dθ ≤ C.
Because the function h(x) = x
√
log(x−1) is concave for x ∈ [0, 1], by Jensen’s inequality the
maximum is achieved when all λn are equal. This gives an upper bound O(C
√
d logN) which
means a competitive ratio of O(
√
d logN) as desired.
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5.2 Non-Euclidean Spaces
By John’s Theorem, all the preceding results for Euclidean space hold in any normed space up
to a distortion factor of at most
√
d. In fact the functional Steiner point can be defined in any
normed space. As a result, our d+1 upper bound holds in this greater generality. We first give
the general definition of the ordinary Steiner point.
Definition 4. [PO89, Chapter 6]
Let X be an arbitrary d-dimensional normed space, and K ⊆ X a convex body. The Steiner
point s(K) ∈ X is defined in the following two equivalent ways:
1. For any dual vector v ∈ X∗, let fK(v) = argmaxx∈K(θ · x) be the extremal point in K in
direction θ. Then compute the average of this extremal point for a random vector in the
dual unit ball:
s(K) = −
∫
v∈B∗
1
fK(v)dv.
2. For any dual unit vector θ ∈ ∂B∗1 , let hK(θ) = maxx∈K(θ · x) be the support function for
K in direction θ, and compute
s(K) = d−
∫
θ∈∂B∗
1
hK(θ)n(θ)dµ(θ).
Here the measure in the first integral is volume measure, which up to normalization does not
depend on any norm properties of Rd, only the vector space structure. In the second integral,
n(θ) ∈ X is the outward unit normal to the unit dual ball B∗1 at θ, defined by ||n(θ)||X = 1
and n(θ)T θ = 1. The surface measure µ(θ) is the cone measure, which can be sampled by
taking a uniformly random z ∈ B∗1 and normalizing it to z||z|| . See [PO89] chapter 6 for a careful
derivation of essentially this fact, again via the divergence theorem.
This definition immediately generalizes the upper bound d for nested chasing [BKL+18] in
any normed space. As with the Steiner point for Euclidean space, all that is needed about the
functions fK and hK is the gradient relationship ∇hK = fK . As a result, we can again extend
the definition of Steiner point to the functional Steiner point of a convex function.
Definition 5. Let X be an arbitrary d-dimensional normed space, and W : X → R+ a convex
function with W ∗(v) finite for all v in the dual unit ball B∗1 . The functional Steiner point
s(W ) ∈ X is defined in the following two equivalent ways:
1.
s(W ) = −
∫
v∈B∗
1
v∗dv.
2.
s(W ) = −d−
∫
θ∈∂B∗
1
W ∗(θ)n(θ)dµ(θ).
Theorem 5.4. In any d-dimensional normed space, the functional Steiner point achieves com-
petitive ratio d + 1 for chasing convex functions and competitive ratio d for chasing convex
bodies.
Having defined the proper setup, the proof is completely identical to the Euclidean case.
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6 Appendix
Proof of Lemma 3.3. We prove the result for all v where v∗t is well-defined, that is, where
∇2W ∗t (v) exists. Almost all v satisfy this by Alexandrov’s theorem, and it means Wt is strictly
convex at v∗t .
First we note that
10
W ∗t+δ(v) = min
xs:[0,t]→Rd
(∫ t+δ
0
(fs(xs) + ||x′s||ds− vTxt
)
(3)
= min
xs:[t,t+δ]→Rd
(
Wt(xt) +
∫ t+δ
t
fs(xs) + ||x′s||ds− vTxt+δ
)
(4)
:= min
xs:[t,t+δ]→Rd
Γ(xs). (5)
For small δ > 0, we show W ∗t+δ(v) =W
∗
t (v) + δft(v
∗
t ) + o(δ). For the upper bound, we have
W ∗t+δ(v) ≤W ∗t (v) +
∫ t+δ
t
fs(v
∗
t )ds (6)
=W ∗t (v) + δft(v
∗
t ) + o(δ) (7)
because we can move optimally to v∗t and take xs constant during s ∈ [t, t+ δ].
For the lower bound the idea is that by strict convexity, for small δ if xt is far from v
∗
t , the
minimization problem already has too large a value. We have
Wt(w) ≥Wt(v∗t ) + vT (w − v∗t ) + f(|w − v∗t |)
for some non-negative convex f with f(x) bounded away from 0 when |x| is bounded away from
0.
Considering the minimization problem for W ∗t+δ(v), if xt = w then we have
Γ(xs) ≥Wt(w) +
∫ t+δ
t
fs(xs) + ||x′s||ds− vTxt+δ (8)
≥Wt(v∗t ) + vT (w − v∗t ) + f(|w − v∗t |) +
∫ t+δ
t
fs(xs) + ||x′s||ds− vTxt+δ (9)
Because
∫ t+δ
t
||x′s||ds ≥ |xt+δ − xt| ≥ vT (xt+δ − xt) and w = xt we have
Γ(xs) ≥Wt(v∗t )− vT v∗t + f(|w − v∗t |) +
∫ t+δ
t
fs(xs)ds (10)
≥Wt(v∗t )− vT v∗t + f(|w − v∗t |) (11)
≥W ∗t (v) + f(|w − v∗t |) (12)
Because Wt+δ(v) = Wt(v) + O(δ), we see that for δ → 0 small we must have |xt − v∗t | → 0
for any optimal trajectory xs. Additionally, we have
∫ t+δ
t
||x′s||ds+ vT (xt − xt+δ) ≥ (1− |v|)
∫ t+δ
t
||x′s||ds ≥ (1− |v|) max
s∈[t,t+δ]
|xt − xs|.
which implies |xt − xs| = o(1) for all optimal trajectories since |v| < 1. From this we see
that all optimal trajectories have
∫ t+δ
t fs(xs)ds = δ(ft(v
∗
t ) + o(1)). Combining gives the desired
lower bound.
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