Animals vary considerably in size, shape, and physiological features across individuals, but yet 14 achieve remarkably similar behavioral performances. We examined how animals compensate for 15 morphophysiological variation by measuring the system dynamics of individual knifefish 16 (Eigenmannia virescens) in a refuge tracking task. Kinematic measurements of Eigenmannia were 17 used to generate individualized estimates of each fish's locomotor plant and controller, revealing 18 substantial variability between fish. To test the impact of this variability on behavioral performance, 19 these models were used to perform simulated 'brain transplants'-computationally swapping 20 controllers and plants between individuals. We found that simulated closed-loop performance was 21 robust to mismatch between plant and controller. This suggests that animals rely on feedback 22 rather than precisely tuned neural controllers to compensate for morphophysiological variability. 23 24 30 and hummingbirds can consume up to 20 % of their body weight (Hou et al., 2015) in a single 31 feeding. How neural control systems accommodate these changes is not known. 32 The behavioral performance of an individual animal is determined via an interplay between 33 its 'controller' and 'plant' (Kiemel et al., 2011; Van Der Kooij and Peterka, 2011; Cowan et al., 2014; 34 Dickinson et al., 2000; Hedrick et al., 2009). The plant typically includes musculoskeletal compo-35 nents that interact with the environment to generate movement (Hedrick and Robinson, 2010; 36 Sefati et al., 2013; Maladen et al., 2009). The controller typically includes sensory systems and neu-37 ral circuits used to process information to generate motor commands (Cowan and Fortune, 2007; 38 Kiemel et al., 2011; Lockhart and Ting, 2007; Roth et al., 2014). From the perspective of control 39 theory, one might expect the dynamics of the controller to be precisely tuned to the dynamics of the 40 1 of 17
as a complex number, called a phasor, that is obtained by evaluating the transfer function ( ) at 90 that frequency, namely ( ), where = √ −1.
91
The locus of phasors as a function of frequency is called the frequency response function. We 92 estimated the frequency responses of the locomotor dynamics of each fish using the position of 93 the fish ( ) and its nodal point ( ). Nyquist plots-a parametric plot of the frequency response-of 94 each individual's estimated plant revealed substantial differences between locomotor plants of 95 individual fish (Figure 2A) (see Materials and Methods) ( Figure 2B) . Frequency responses for the estimated parametric models 105 are illustrated in Figure 2C (see black lines in Figure 2A for corresponding Nyquist plots). Finally, we 106 estimated the plant for a 'merged' fish, in which the data from the three fish were concatenated as 107 a single fish. The differences in the frequency responses between individuals resulted in substantial 108 differences (about twofold) in estimated model parameters (Table 1) . Moreover, the merged fish 109 has plant dynamics that differ from each of the individual fish (Figure 2A, plant. Specifically, we swapped the controllers and plants between fish using these computational 119 models (Figure 3) . If each fish required precise tuning for consistent behavior, we would expect to 120 see increased variability for the swapped models. Alternatively, a robust feedback controller might 121 be insensitive to mismatch between ( ) and ( ) pairs. 122 We used the second order model proposed by Cowan and Fortune (2007) 
We estimated the model parameters for each fish using the position of the fish ( ) and the refuge 125 ( ). In other words, we generated individualized parametric transfer functions that capture the 126 input-output behavioral performance of each fish. Parameters varied by about 15-20% ( Table 2) . Blue, green and cyan point clouds correspond to bootstrapped data estimates for the low (0.55 Hz), medium (0.95 Hz) and high (2.05 Hz) frequencies, respectively. Black circles and cross marks represent the mean for measured and bootstrapped data, respectively. (B) Reconciliation of physics-based and data-driven models. The solid lines represent the natural feedback control system used by the fish for refuge tracking. The dashed lines represent copies of signals used for parametric system identification.̂ ( ) represents the parametric transfer function for the plant dynamics of the fish with "unknown" system parameters. The parametric system identification estimates these parameters via minimizing the difference (modeling error) between the actual output of the fish ( ) and the prediction of the model. (C) Gain and phase plots of the frequency response functions of the estimated parametric models for each fish and the merged fish corresponding to the black lines in (A).
We investigated how the variability in plant dynamics (parameters varied by about twofold;
128 
whereby each controller = 1, 2, 3 is paired with another fish's plant ≠ , for a total of 6 'swapped' 141 cases. If the controllers and plants need to be co-tuned, then we would expect a significant increase 142 in variability in the swapped models. 143 To quantify such changes in variability and to evaluate the fitness of a given computational model Using these metrics, we computed the variability of the matched models and compared against 150 the behavioral variability observed in real fish. Unsurprisingly, variability of the matched models 151 (orange region in Figure 4B ) remained well below the behavioral variability across the entire fre-152 quency range of interest (dashed line in Figure 4B) . Surprisingly, however, the model variability feedback models do not require precise tuning between the controller and plant to achieve the low 157 variability we observed in the behavioral performance of the animals. 158 Having established that variability of the closed-loop models is robust to the relations between 159 the plant and controller in a feedback system, we examined the role of feedback. This was achieved control topology, leads to behavior that is indistinguishable from the real fish? In other words, 174 how well tuned to the plant does the neural controller need to be to achieve these behavioral 175 performances? 176 We used the Youla-Kučera parametrization to obtain a range of controllers that generate similar Figure 5A ). 192 Note that the controllers calculated in Equation 3 also satisfy the structure of Equation 6 when 193 ( ) = ( )∕ ( ) for the associated plant dynamics ( ) of each fish; in other words, the controller 194 estimates are guaranteed to be stabilizing for the associated plants. 195 These results indicate that the neural controllers need not be precisely tuned to their associated 196 plant dynamics. We found a wide range of controllers that the fish could implement to generate 197 consistent behavioral performance. We note that each of these controllers had high-pass filtering suggest that there is also a range of controller dynamics-ultimately manifest as neurophysiologi-212 cal activity-that each individual could use to achieve consistent biologically relevant behavioral 213 performances. As a consequence, we expect to see more variation at the neurophysiological level 214 than is revealed by task performance for behaviors that rely on closed-loop control.
215

Reconciling Data-Driven and Physics-Based Models of Locomotor Dynamics
216
A key contribution of this work is the identification of a data-driven plant model for the locomotor 217 dynamics of a freely behaving animal based on behavioral observations only. To achieve this, 218 we adopted a grey-box system identification approach that seeks to reconcile a physics-based 219 parametric transfer function model with a non-parametric data-driven model (i.e., the frequency- , 1998; Kiemel et al., 2011; Uyanik et al., 2019a) . In general, data-231 driven system identification may take a black-box approach in which only a general model structure 232 is assumed (say, an ODE or frequency response function). However, data-driven techniques typically 233 generate numerical transfer function estimates to represent animal behavior. 234 Alternatively, the so-called grey-box approach that we adopt in this paper integrates the structure 235 of a specific physics-based model but leaves its parameters free, relying on data-driven system data-driven estimates for the plant dynamics match the structure of this model (Figure 2A) . 242 (Metzen et al., 2018; Huang et al., 2018; Clarke and Maler, 2017) . 291 How do other animal systems manage variability, broadly speaking, to achieve consistent output? 292 In pyloric neural circuits of crustaceans, the oscillatory output of the system is consistent despite 293 dramatic variations in the dynamics of cellular and membrane properties of neurons within these 294 circuits (Goaillard et al., 2009; Marder and Taylor, 2011 likely relies on feedback regulation that is intrinsic to the neural network itself. 297 The mechanisms by which systems maintain consistent output can be assessed through behav-298 ioral analysis (Krakauer et al., 2017) of responses to systematic perturbations (Cowan et al., 2014) . 299 For example, perturbations have been used in many species including flying insects (Bender and ., 2011, 2018) . A commonly implemented strategy, for example, is the use of low-pass 307 plant dynamics. This strategy can avoid instabilities that arise from long-latency feedback, an 308 inescapable feature of biological control systems (Sponberg et al., 2015; Madhav and Cowan, 2020) . 309 Specifically, delay introduces phase lag that increases with frequency. As the phase angle of the (Cowan et al., 2014) . 316 propagating waves for tracking in this regime (Roth et al., 2011) . At higher amplitudes, fish often 342 will use a uni-directional wave in the ribbon fin for locomotion. The frequencies were selected to be 343 within the normal tracking regime as determined in previous studies (Stamper et al., 2012; Biswas   344   et al., 2018; Uyanik et al., 2019b) . Trials were randomized with respect to frequency. Each trial 345 lasted 60 seconds. The stimulus amplitude was linearly ramped up over the first ten seconds to 346 prevent startle responses from the fish. During the experimental phase, the stimulus frequency 347 and amplitude were maintained for 40 seconds. Finally, the stimulus amplitude was ramped down 348 during the final ten seconds. Trials were separated by a minimum break of 2 minutes. 
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where input-output pairs ( , ), ( , ) and ( , ) correspond to magnitudes, phases and DC 389 offsets in polar coordinates, respectively. Note that this fitting was done separately for each refuge 390 frequency, = {0.55, 0.95, 2.05} Hz.
391
After computing the magnitude and phase for both the average nodal shift and fish position, we 392 estimated the magnitude and phase for the plant transfer function at = 2 as 393
We obtained a non-parametric estimate of the plant transfer function for each frequency , 
Here, and are mean values of and , ∀ ∈ {1, 2, … , }, respectively. The final bootstrap esti-418 mate of behavioral variability was calculated as the largest singular value of the central covariance 419 matrix, Cov 0 . In addition, the range of the gain and phase of these 1000 transfer function models 420 was plotted in Figure 5B . 421 
Model Variability
422
The variability across "matched" and "swapped" models was calculated for both the closed-loop 423 transfer function ( ) (Figure 4B ) and the loop gain ( ) ( ) (Figure 4D) . We evaluated each of the 424 three fish-specific controllers and plant transfer functions at frequencies between 0.2 Hz and 2.05 Hz; 425 for each frequency 0 in this range, we have 1 ( 0 ), 2 ( 0 ), and 3 ( 0 ) and 1 ( 0 ), 2 ( 0 ), and 426 3 ( 0 ).
427
To calculate the matched closed-loop variability, we first calculated the real ( ) and imaginary ( ) 428 parts of ( 0 ) ( 0 )∕(1 + ( 0 ) ( 0 )). Using these values, the matched closed-loop variability 429 was calculated as the largest singular value of the central covariance matrix of these ordered pairs. 430 The matched loop-gain variability was calculated similarly, using the real and imaginary parts of 431 ( 0 ) ( 0 ). For each of these calculations, = 3, because there are three sets of matched 432 models. The closed-loop and loop-gain swapped variability was calculated identically, except using 433 the = 6 swapped permutations of control-plant pairs. Figure 4B, 
