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Abstract—An evolutionary algorithm is used to find three sets
of binary sequences of length 49–100 suitable for the synchroniza-
tion of digital communication systems. Optimization of the sets are
done by taking into consideration the type of preamble used in
data frames and the phase-lock mechanism of the communication
system. The preamble is assumed to be either a pseudonoise (PN)
sequence or a sequence of 1’s. There may or may not be phase am-
biguity in detection. With this categorization, the first set of binary
sequences is optimized with respect to aperiodic autocorrelation
which corresponds to the random (PN) preamble without phase
ambiguity case. The second and third sets are optimized with re-
spect to a modified aperiodic autocorrelation for different figures
of merit corresponding to the predetermined preamble (sequence
of 1’s) with and without phase ambiguity cases.
Index Terms—Aperiodic autocorrelation, binary sequences,
evolutionary algorithm, modified aperiodic autocorrelation, phase
ambiguity, preamble, synchronization.
I. INTRODUCTION
B INARY sequences with low autocorrelation are used ex-tensively in the synchronization of digital communication
systems and the modulation of radar pulses. There are two fre-
quently used binary sequence classes. The first class is named
pseudonoise (PN) sequences. They have optimum periodic au-
tocorrelation property and are used in synchronization when the
sequence can be sent several times in succession. The second
class has optimized aperiodic autocorrelation property and is
used when the synchronization sequence is to be sent only in-
termittently [1]. Barker sequences, with their peak sidelobe level
(PSL) of unity, are the best known examples of the second class.
No Barker sequence of length greater than 13 exists up to length
12 100 [1], [2] and that is why, it is generally assumed that there
are no undiscovered Barker sequences.
For many applications, sequences of length greater than 13
are needed. There is no known analytical technique to construct
sequences with low aperiodic autocorrelation, and exhaustive
searches have to be made in order to find the least autocorre-
lated binary sequence (LABS) for a given length. Several op-
timization techniques have been adapted to the LABS problem
[2]–[6]. Among those, evolutionary algorithm performs the best
[2]. In this paper we present three sets of sequences of length
49–100 obtained by the use of the evolutionary algorithm. The
first set of sequences are less correlated compared to the ones
Manuscript received June 5, 2002. The associate editor coordinating the re-
view of this letter and approving it for publication was Dr. N. Van Stralen.
The authors are with the Department of Electrical and Electronics En-
gineering, Bilkent University, Ankara, Turkey (e-mail: kocabas@alumni.
bilkent.edu.tr).
Digital Object Identifier 10.1109/LCOMM.2002.807438
in [2] and are suitable for synchronization in digital communi-
cation systems without phase ambiguity and with random (PN)
frame preamble. The second and third sets are optimized with
respect to a modified aperiodic correlation function which we
claim is well suited to the synchronization of digital communi-
cation systems when the frame preamble is a sequence of 1’s.
II. DEFINITIONS
On a synchronous data link, there are two levels of synchro-
nization to be achieved: bit synchronization and frame synchro-
nization. Bit synchronization refers to the adjustment of the
receiver timing so that it knows whether a 1 bit or a 0 bit is
currently received. Frame synchronization allows the receiver
to determine which bit of the received bit stream actually starts
the data in a data frame [7]. Bit synchronization is obtained by
transmitting a bit sequence, which is called preamble, in the be-
ginning of data frames. Frame synchronization is achieved by
transmitting a predetermined sync sequence, , of length
before the data to be transmitted starts. A data frame can be de-
picted as [preamble, sync seq., DATA].
The receiver calculates the correlation of the incoming bits in
its input shift register of length with the sync sequence
held in a reference register. The peak in the correlation, when
input and reference registers have similar bits, signals the start
of valid data.
The aim is to find with minimal correlation values
when there is nonzero offset between the two copies of .
During the search for suitable , the structure of the pre-
amble should be taken into account. In this paper we investigate
two types of preambles: pseudo-noise and predefined. We
assume that the pseudo-noise preambles behave like random
sequences and do not contribute to the correlations calculated
by the receiver. For predefined preambles, we only investigate
the case when the preamble is a sequence of 1’s.
Another property which should be considered when
searching for is the phase ambiguity of the communi-
cation system. That is, whether it is possible for the receiver
to interpret a 0 sent as a 1 and vice versa. The preamble and
the phase ambiguity properties of the communication system
together give rise to the following cases:
1) random preamble with phase ambiguity;
2) random preamble without phase ambiguity;
3) predefined preamble with phase ambiguity;
4) predefined preamble without phase ambiguity.
We map the 0’s of to 1’s and define the following
correlation functions accordingly.
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Fig. 1. The correlation calculated at the receiver for N = 5 and  = 3.
When the preamble is random, the correlation calculated by
the receiver (Fig. 1) for a binary sequence of length
is the aperiodic autocorrelation function (ACF). For
, ACF is given by;
When there is phase ambiguity, the received sequence may
be interpreted as the inverse of the original sequence which is
. In such a case, the receiver will calculate . If the
magnitude of the ACF is bounded, the receiver can resolve the
ambiguity by determining the sign of the correlation peak. That
is the reason the figure of merit for case 1 is the peak sidelobe
level (PSL);
PSL
For case 2, it is not necessary to bound ACF in absolute value.
Therefore, a relaxed version of PSL (PSL ) can be used as the
figure of merit;
PSL
If the preamble is a sequence of 1’s, then the correlation cal-
culated by the receiver is the modified aperiodic autocorrelation
function (MACF). It is defined as:
When there is phase ambiguity, the absolute value of MACF
should be bounded. The figure of merit for case 3 is the modified
peak sidelobe level (MPSL);
MPSL
For case 4, a relaxed version of MPSL (MPSL ) can be used;
MPSL
The most suitable sequences for synchronization purposes
have the smallest figures of merit.
III. ALGORITHM
Evolutionary algorithms can be applied to the optimization
of many discrete problems where an analytical solution is not
available. For the problem at hand, we chose to employ the
plus evolution strategy with crossover [6]. The algorithm is a
modified version of the one used in [2]. The implementation is
as follows:
1) Generate an initial population of parent sequences at
random.
2) Apply crossover to two randomly chosen parent se-
quences to create two offsprings by selecting a random
position and splicing the section that appears before the
selected position in the first parent with the section that
appears after the selected position in the second parent,
and vice versa. Repeat this operation until offsprings
are produced.
3) Evaluate the figure of merit of sequences.
4) Apply competition to the population by setting the se-
quences with the lowest figures of merit as the parents of
the next generation.
5) If more than one parent share the same figure of merit,
keep one of the parents untouched and for every other
parent with the same figure of merit:
• If the figure of merit is less than or equal to the
aimed figure of merit, , mutate the parent by ran-
domly flipping one of its bits.
• Else mutate the parent by randomly flipping two of
its bits.
6) If number of generations that have been evolved is less
than go to step 2), else terminate.
In our simulation, we chose , and
. The values for each sequence were initially given as 7.
In the subsequent runs of the program we modified values by
looking at the best result of the previous run and setting equal
to one less than the best result found so far.
IV. RESULTS
We have obtained three sets of binary sequences of lengths
49–100 by running the evolutionary algorithm for PSL , MPSL
and MPSL . The least significant bits of the hexadecimal
numbers in Table I specify the sequences found. In the tables,
the length of the sequences ( ), the figure of merit ( ) and an
example sequence are given.
V. CONCLUSION
By using the evolutionary algorithm, we found binary
sequences suitable for the synchronization of communication
systems. During the search for the sequences, we took into ac-
count the structure of the preamble and the phase ambiguity of
the system and defined respective figures of merit for different
cases. For case 1 defined in Section II, the sequences presented
in [2] are suitable. For case 2, the sequences in Table I(a) are
suitable. For case 3, the sequences in Table I(b) are suitable.
Finally, for case 4 the sequences in Table I(c) are suitable.
Obviously, if the predefined preamble is a sequence of 0’s, the
complement of the sequences in Table I(b) and c can be used.
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TABLE I
SEQUENCES OPTIMIZED WITH RESPECT TO THE (A) PSL , (B) MPSL, and (C) MPSL CRITERIA
It is interesting to note that the optimization in the MPSL
sense [Table I(c)] resulted in MPSL for odd and
MPSL for even for all values we studied.
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