Abstract. It is known that every positive integer n can be represented as a finite sum of the form n = P ai2 i , where ai ∈ {0, 1, −1} for all i, and no two consecutive ai's are non-zero. Such sums are called nonadjacent representations. Nonadjacent representations are useful in efficiently implementing elliptic curve arithmetic for cryptographic applications. In this paper, we investigate if other digit sets of the form {0, 1, x}, where x is an integer, provide each positive integer with a nonadjacent representation. If a digit set has this property we call it a nonadjacent digit set (NADS). We present an algorithm to determine if {0, 1, x} is a NADS; and if it is, we present an algorithm to efficiently determine the nonadjacent representation of any positive integer. We also present some necessary and sufficient conditions for {0, 1, x} to be a NADS. These conditions are used to exhibit infinite families of integers x such that {0, 1, x} is a NADS, as well as infinite families of x such that {0, 1, x} is not a NADS.
Introduction and History
In a base 2 (or radix 2) positional number system, representations of integers are converted into integers via the rule (. . . a 3 a 2 a 1 a 0 ) 2 = · · · + a 3 2 3 + a 2 2 2 + a 1 2 1 + a 0 .
Each of the a i 's is called a digit. In the usual radix 2 positional number system the digits have the property that a i ∈ {0, 1}, for all i. If we let D = {0, 1} then we say that D is the digit set for this number system. It is often advantageous to employ alternate digit sets. The digit set D = {0, 1, 1}, where 1 stands for −1, was studied as early as 1951 by Booth. In [1] , Booth presents a technique whereby a binary computer can calculate a representation of the product of two integers without any extra steps to correct for its sign. His method is implicitly based on replacing one of the operands in the multiplication with a {0, 1, 1} radix 2 representation. Later, in 1960, through his investigations on how to reduce the number of additions and subtractions used in binary multiplication and division, Reitwiesner [7] gave a constructive proof that every integer has a canonical {0, 1, 1} radix 2 representation with a minimal number of nonzero digits.
Reitwiesner's canonical representations have a simple description. A {0, 1, 1} radix 2 representation of an integer is in Reitwiesner's canonical form if and only if it satisfies the following property:
NA-1 Of any two adjacent digits, at least one is zero.
Said another way, for such representations, nonzero digits are nonadjacent. These representations have come to be called nonadjacent forms (NAFs).
Cryptographers came to be interested in NAFs through a study of exponentiation. Jedwab and Mitchell [3] noticed that it is possible to reduce the number of multiplications used in the square-and-multiply algorithm for exponentiation if a {0, 1, 1} radix 2 representation of the exponent is used. This led them to an independent discovery of the NAF. However, in multiplicative groups, like those used for RSA and DSA, using the digit 1 requires the computation of an inverse which is more costly than a multiplication.
In elliptic curve groups this is not a problem since inverses can be computed essentially for free. Morain and Olivos [6] observed that in these groups the operation analogous to exponentiation could be made more efficient using {0, 1, 1} representations. They give two algorithms for performing scalar-multiplication using addition and subtraction. The {0, 1, 1} radix 2 representations upon which their algorithms are based are in fact the same ones that Booth and Reitwiesner studied. In the quest for efficient implementations of elliptic curve cryptosystems, NAFs and representations like them have become an important device; Gordon [2] and Solinas [9, 10] make this point quite convincingly.
If a finite length radix 2 representation has digit set D and satisfies NA-1, we call it a D-nonadjacent form (D-NAF). In this paper, we consider the question of which sets D provide nonadjacent forms for every positive integer. If D is such a digit set then we call it a nonadjacent digit set (NADS). After a preliminary version of this paper was completed it was discovered that a related question has been studied by Matula. In [4] , Matula defines and investigates basic digit sets. A set of digits containing 0 is called basic if it provides every integer, positive and negative, with a unique radix-r representation without the use of a separate sign. If a digit set is basic, Matula shows that r = 2; in this paper we are concerned only with radix 2 representations. Another difference between our work and Matula's is that he imposes no relation on the digits of a representation while we are interested only in nonadjacent representations.
We examine digit sets of the form {0, 1, x} with x ∈ Z. It is known that letting x = 1 gives a NADS, but it is somewhat surprising that there are many values of x with this property; for example, x = 5, 13, 1145 (note 5 means −5, etc.). We give infinite families of x's for which {0, 1, x} is a NADS, and we also give infinite families of x's for which {0, 1, x} is not a NADS. We also give some results on the necessary conditions D must satisfy in order to be a NADS.
The algorithms we present and analyze for computing D-NAFs might be of some interest as well.
Preliminaries
We start by introducing some definitions and notation which will facilitate our discussions.
If n is an integer and we write n = (. . . a 2 a 1 a 0 ) 2 then we are expressing n as the sum of an infinite series. If there is some such that a i = 0 for all i ≥ then n is the sum of a finite series and we indicate this by writing n = (a −1 . . . a 2 a 1 a 0 ) 2 . If, in addition, a −1 = 0 we say this representation has length . Definition 1. The length of a representation (. . . a 2 a 1 a 0 ) 2 is the largest integer such that a −1 = 0 but a i = 0 for all i ≥ . The length of the all zero representation is defined to be zero.
We will always use D to denote a digit set. The set of all strings of digits from D is denoted by D * . The empty string is in D * and is denoted by . Now, if D is the digit set for (a −1 . . . a 1 a 0 ) 2 , then a −1 . . . a 1 a 0 is a string in D * . Conversely, any string α ∈ D * corresponds to a radix 2 representation with digit set D, namely (α) 2 . If α, β ∈ D * then we denote their concatenation by α β. We apply some of our terminology for representations to strings. If 0 ∈ D and a finite string α ∈ D * satisfies the property NA-1, then we call α a D-NAF. If in addition, (α) 2 = n we say α is a D-NAF for n. Notice that if α is a D-NAF for n then α with any leading zeros removed is also a D-NAF for n. We denote the string formed by deleting the leading zeros from α by α.
Given a digit set D and an integer n, we define a map
Here, ⊥ is just some symbol not in D. If R D (n) evaluates to a D-NAF for n, then by definition that string has no leading zeros. For example, if D = {0, 1, 9} then R D (7) might evaluate to 10009 since 10009 is a D-NAF, has no leading zeros, and (10009
If there is more than one string in D which is a D-NAF for n and has no leading zeros then R D (n) might evaluate to any one of these strings. Later on we will prove that 3 does not have a D-NAF, hence R D (3) =⊥.
We are interested in determining which integers have D-NAFs, so we define the set NAF(D) := {n ∈ Z : R D (n) =⊥} .
From our example with D = {0, 1, 9} we see 7 ∈ NAF(D) but 3 ∈ NAF(D). Using this notation, our definition of a nonadjacent digit set is as follows:
3 Necessary Conditions for {0, 1, x} to be a NADS
If we suppose D = {0, 1, x} is a nonadjacent digit set then we can deduce necessary conditions on x.
Theorem 3. Let D = {0, 1, x}. If there exists n ∈ NAF(D) with n ≡ 3 (mod 4), then x ≡ 3 (mod 4).
Proof. Take n ∈ NAF(D) with n ≡ 3 (mod 4). For some particular D-NAF, say (. . . a 2 a 1 a 0 ) 2 , we have
Since a 0 is nonzero and the representation is nonadjacent we have a 1 = 0. Thus
If D = {0, 1, x} is a NADS then 3 ∈ NAF(D), and by the previous result x ≡ 3 (mod 4). So, if we are trying to find a value of x that makes {0, 1, x} a NADS we need only consider those values congruent to 3 modulo 4.
The case x > 0
If we restrict x to be a positive integer, then we can give a complete characterization of all values which make D = {0, 1, x} a NADS. It is well known that x = 3 is such a value, and this is remarked by Solinas [8] . We give a proof of this fact and then show that no other positive value of x makes {0, 1, x} a NADS. Proof. Let n be any positive integer. We want to show that n has a {0, 1, 3}-NAF. Let (. . . a 2 a 1 a 0 ) 2 be the usual {0, 1}-radix 2 representation of n. If this representation satisfies NA-1 there is nothing to prove, so suppose it does not. Let i be the smallest integer for which a i+1 = a i = 1. Replace digits a i+1 and a i by 0 and 3, respectively. Since 2 i+1 + 2 i = 0 · 2 i+1 + 3 · 2 i , the resulting representation stands for the same integer. By working from right to left, repeating this substitution as necessary, we transform (. . . a 2 a 1 a 0 ) 2 into a {0, 1, 3}-NAF. This proves that {0, 1, 3} is a NADS.
Now consider x with x > 3. We show n = 3 does not have a {0, 1, x}-NAF. Suppose to the contrary that for some {0, 1, x}-NAF we have (. . . a 2 a 1 a 0 ) 2 = 3. Since 3 is odd, a 0 = 0 and so a 1 = 0. Now a 0 ≡ 3 (mod 4) so it must be that a 0 = x. However, since each of the digits in {0, 1, x} is nonnegative we have
which is a contradiction. So, 3 does not have a {0, 1, x}-NAF when x > 3.
An example helps illustrate the construction used in the above proof. Suppose n = 237. To find a {0, 1, 3}-NAF for 237 we start with its usual binary representation and then, working from right to left, replace any occurrences of the digits 11 with 03:
A natural question to ask is if this is the only {0, 1, 3}-NAF for 237. We give the answer in the next section.
Uniqueness
We show that every integer, not only just the positive ones, has at most one {0, 1, x}-NAF where x ≡ 3 (mod 4).
Theorem 5. If x ≡ 3 (mod 4), then any integer has at most one finite length {0, 1, x}-nonadjacent form.
Proof. Let D = {0, 1, x} and suppose the result is false. Then it must be that
where (a −1 . . . a 2 a 1 a 0 ) 2 and (b −1 . . . b 2 b 1 b 0 ) 2 are two different D-NAFs with lengths and respectively. These representations stand for the same integer, call it n. We can assume that is as small as possible.
and so we have two different, and shorter, D-NAFs which stand for the same integer, contrary to the minimality of . So it must be that a 0 = b 0 . If one of a 0 or b 0 is 0, then n is even, and so both a 0 and b 0 are 0. But a 0 and b 0 are different so it must be that a 0 is equal to 1 or x. Without loss of generality, we can assume the representations have the form
This implies x ≡ 1 (mod 4), contrary to our hypothesis that x ≡ 3 (mod 4). Thus every integer has at most one D-NAF. 4 Recognizing NADS of the form {0, 1, x} From now on we fix D = {0, 1, x} with x ≡ 3 (mod 4). In this section we work towards a method of deciding if {0, 1, x} is a NADS. By Theorem 4, this is easy when x > 0, so we will assume x < 0.
Recall that R D (n) either evaluates to the symbol ⊥ or a finite string, with no leading zeros, that is a D-NAF for n. Theorem 5 tells us that any n has at most one D-NAF, so in the second case, the string returned by R D (n) is unique. Thus, R D (n) is well defined (i.e., for every input n there is exactly one output.).
The ability to evaluate R D (n) can be useful in deciding if D is a NADS. If we can find n ∈ Z + such that R D (n) =⊥ then we know that D is not a NADS. Also, if we have an algorithmic description of R D (n), we might be able to analyze this algorithm and show that for any n ∈ Z + , R D (n) =⊥, thus proving that D is a NADS.
We show that R D (n) can be computed recursively and give an algorithm which evaluates R D (n) in this manner. We begin with some lemmas:
Proof. Since n ≡ 0 (mod 4), the definition of the digit set D implies that any D-NAF for n is of the form (a −1 . . . a 3 a 2 00) 2 , where a −1 = 0. Now,
which proves the first part of the lemma. If n ∈ NAF(D) then R D (n) = a −1 . . . a 3 a 2 00 = a −1 . . . a 3 a 2 00 = R D (n/4) 00 , which proves the second part of the lemma.
We omit the proofs of the next three lemmas since they can be established by making only minor changes to the proof of Lemma 6.
Given an integer n, if we somehow know that n ∈ NAF(D) then Lemmas 6-9 suggest a recursive procedure that we can use to evaluate R D (n). To illustrate suppose D = {0, 1, 9}. It was shown in an earlier example that 7 ∈ NAF(D). Using these lemmas, we have: To describe the general procedure for computing R D (n), given that n ∈ NAF(D), we use the following two functions:
Note that f D returns an integer, and g D returns a string. Here is the procedure described in pseudocode:
Procedure 10 terminates on input n if and only if f D i (n) = 0 for some positive integer i. An easy calculation shows that, for D = {0, 1, 9}, f D 3 (7) = 0, and so the procedure terminates on input n = 7. However, f D (3) = 3 and so f D i (3) = 3 = 0 for all i, thus the procedure does not terminate on input n = 3. Using the previous lemmas, we can show Procedure 10 terminates on input n if and only if n ∈ NAF(D). Instead of making use of the lemmas individually, it is more convenient to summarize them as follows:
Now, suppose n ∈ NAF(D). Then the finite string R D (n) can be computed with a finite number of recursive steps. This implies that there is some positive integer i such that f D i (n) = 0, which in turn implies that the procedure terminates. Conversely, suppose the procedure terminates. Then f D i (n) = 0 for some i, and clearly 0 ∈ NAF(D). Thus, f D i (n) ∈ NAF(D), and by the lemma n ∈ NAF(D).
Procedure 10 is named eval α -R D (n). We justify this name by noting that if the procedure terminates, it returns a string with no leading zeros (i.e., α) equal to R D (n). We are not able to evaluate R D (n) for all values of n using this procedure because we have not yet described a way to recognize when R D (n) =⊥. We proceed to do this now.
To decide if D = {0, 1, x} is a NADS, it suffices to determine if there are any n ∈ Z + for which Procedure 10 fails to terminate. We can determine if the procedure will terminate by examining the iterates of f D .
Let n be a positive integer. Observe that, for n ≡ 3 (mod 4), we have that
and, for n ≡ 3 (mod 4), that
Since x is negative, we see that any iterate of the function f D , on input n, always results in a nonnegative integer. Consider the graph G n having directed edges
The vertices of G n are nonnegative integers. Inequalities (3) and (4) tell us that there must be some vertex of G n that is less than
and so the claim is true. The claim also tells us that if
3 , then any subsequent iterate of f D must be less than
From the preceding discussion it is clear that for a positive integer n, either:
1. G n is a path terminating at 0, or 2. G n contains a directed cycle of integers in the interval {1, 2, . . . ,
If we can detect a directed cycle in G n then we can determine whether or not Procedure 10 will terminate on input n. To do this we need to compute and store some of the vertices of G n . However, as Procedure 10 executes, it computes all the vertices of G n , so we might as well modify the procedure to detect a directed cycle in G n on its own. This modification is described as Algorithm 12.
Now we can use the title "Algorithm" rather than "Procedure", because eval-R D (n) terminates for every n ∈ Z + . (For some positive integers, it was shown that eval α -R D (n) fails to terminate, which is why it cannot technically be called an algorithm.) As its name suggests, Algorithm 12 evaluates R D (n) for any n ∈ Z + . It is possible to show that the running time of eval-R D (n) is O(lg n + |x|).
Returning to our main task of recognizing when {0, 1, x} is a NADS, Algorithm 12 and the preceding analysis are very helpful since they lead us to the following result:
Theorem 13. Suppose x is a negative integer and x ≡ 3 (mod 4). If every element in the set {n ∈ Z + : n ≤ −x/3 } has a {0, 1, x}-NAF, then {0, 1, x} is a NADS.
Proof. From inspection of Algorithm 12 this result is almost immediate, however we can give a formal argument using the graph G n .
Suppose the hypothesis is true. We must argue that {0, 1, x} is a NADS. Take any n ∈ Z + and consider the graph G n . Suppose G n contains a directed cycle. Let n 0 be a vertex in this cycle. Then 1 ≤ n 0 ≤ −x/3 , and G n0 must contain the same directed cycle. This implies that n 0 does not have a {0, 1, x}-NAF, contrary to our hypothesis. So, G n is a path terminating at 0, and thus n has a {0, 1, x}-NAF.
Theorem 13 suggests a computational method of determining if
If all of these values have {0, 1, x}-NAFs then {0, 1, x} is a NADS; otherwise, we find a value which does not have a {0, 1, x}-NAF which proves that {0, 1, x} is not a NADS. To recognize a NADS, this method requires −x/3 calls to eval-R D (n). However, we can decrease this number, as the next result shows.
Corollary 14. Suppose x is a negative integer and x ≡ 3 (mod 4). If every element in the set {n ∈ Z + : n ≤ −x/3 , n ≡ 3 (mod 4)} has a {0, 1, x}-NAF, then {0, 1, x} is a NADS.
Proof. If {0, 1, x} is not a NADS then choose the smallest integer n 0 ∈ Z + such that G n0 contains a directed cycle. By Theorem 13 it must be that n 0 ≤ −x/3 . Let n 1 = f D (n 0 ), then (n 0 , n 1 ) is an arc of G n . If n 0 ≡ 3 (mod 4) then n 1 < n 0 and G n1 contains the same directed cycle, contrary to the choice of n 0 . Thus, it must be that n 0 ≡ 3 (mod 4). So, if the hypothesis is true, there can be no smallest positive integer which does not have a {0, 1, x}-NAF. Hence {0, 1, x} is a NADS. Now we can detect a NADS of the form {0, 1, x} with about −x/12 calls to eval-R D (n). An optimized version of an algorithm which utilizes this method is described in Algorithm 15. We have used this algorithm to find all the values of x greater than −10 6 such that {0, 1, x} is a NADS; some of these values are listed in the Appendix.
Directed Graphs and NADS
For small values of x, a convenient way to demonstrate that {0, 1, x} is a NADS is to draw a number of directed graphs. From the previous section, we know that {0, 1, x} is a NADS if and only if each directed graph, G n , n ∈ {1, 2, . . . ,
−x
3 }, is a path terminating at zero. If we define
then we have that {0, 1, x} is a NADS if and only if G(x) is a directed tree rooted at zero. If {0, 1, x} is not a NADS then G(x) must contain a directed cycle. In this section we discuss some of the properties of G(x); in particular, we give a correspondence between strings in {00, 01, 0, 0x} * which represent nonzero multiples of Mersenne numbers and directed cycles of G(x).
We start with an example. Let x = −61. Since noted that {0, 1, −61} is a NADS and from Figure 1 we see that is indeed the case since G(x) contains no directed cycle.
The function g D , which was defined in (2), can be used to label the arcs of each of G 1 , G 2 , . . . G 20 as follows:
Recall that g D returns a string from the set {00, 01, 0, 0x}. These arc labels can be applied to G(x), as shown in Figure 2 . The arc labels on this drawing of G(x) allow us to easily determine the D-NAF of any node of G(x). If n is a node then, since G(x) is a tree, there is a unique directed path from n to the root node (i.e., G n ). The sequence of arc labels on the reverse of this path identifies the {0, 1, x}-NAF for n. For example, if we let n = 14, then from Figure If we read the sequence of arc labels above from right to left and concatenate them we get the string 01 00 01 0x 0. It is easily verified that 14 = (0100010x0) 2 .
To see why this is true in general, suppose the path from n to 0 has length t and consider the label g D (n) on the arc (n, f D (n)). From the definition of f D and g D we have
where |g D (n)| denotes the length of the string
Substituting (7) into (6) we find
This method of substitution can be applied again. In (6), n can be replaced by f D 2 (n) and then we can use this new equation to substitute for f D 2 (n) above, and so on.
Let α be the string formed by concatenating the arc labels along the reverse of the path from n to 0. Then we have:
From (6), it follows that
Since the length of the path from n to 0 is t, f D t (n) = 0, and thus
that is, α is a D-NAF for n.
The main result of this section concerns directed cycles in G(x), so let us consider an example that contains a directed cycle. Let x = −41. This value of x is not listed in the appendix, so we expect that {0, 1, −41} is not a NADS, Consider the directed cycle of G(x). This cycle can be considered as a directed path from 3 to itself: 3
Reading the sequence of arc labels above from right to left and concatenating them we get the string 01 0x 0x. This string has length 6 and because of this we claim that 2 6 − 1 must divide (010x0x) 2 . Since x = −41, (010x0x) 2 = −189 and it is easy to check that this claim is valid. The following result provides an explanation.
Theorem 16. Suppose x is a negative integer and x ≡ 3 (mod 4). Then, G(x) has a directed cycle if and only if ∃α ∈ {00, 01, 0, 0x} * such that (α) 2 = 0 and
Proof. Suppose G(x) has a directed cycle. Choose a node n in some directed cycle of G(x) and let t be the length of this cycle. Then we have
Some node in this cycle must be congruent to 3 modulo 4. If not, then the iterates of f D are strictly decreasing on this cycle and we get
which is a contradiction. A consequence of this fact is that one of the arcs in the cycle is labeled 0x. As before, let
Note, (α) 2 = 0 because α contains the substring 0x. Equation (8) gives us
Since f D t (n) = n, we have
Thus, (α) 2 = 0 and 2 |α| − 1 | (α) 2 , as required. Suppose α ∈ {00, 01, 0, 0x} * has the property that (α) 2 = 0 and 2 |α| −1 | (α) 2 . The string 0x must be a substring of α; otherwise, 0 < (α) 2 < 2 |α| − 1, and this contradicts our hypothesis that 2 |α| − 1 | (α) 2 . We claim that we can assume (α) 2 is odd. To see why, let α be any left cyclic shift of α. For some u ∈ Z + , we have
and since |α| = |α |, this gives us that 2 |α | − 1 | (α ) 2 . Also, (α ) 2 = 0 because (α) 2 = 0. Now, α contains the substring 0x, so it must have some left cyclic shift that ends in 1 or x; that is, for some α , (α ) 2 is odd. Thus, if (α) 2 is not odd, we can replace α by α where (α ) 2 is odd.
. We will show n is in a directed cycle of G(x). Since α contains the substring 0x, |α| ≥ 2, and so we have the following:
, where α 1 ∈ {00, 01, 0, 0x} * .
Using these implications, we can compute f D (n) as follows:
Equation (10) is similar to equation (9) . If |α 1 | ≥ 2, the preceding arguments can be reapplied to compute f D 2 (n). In doing so, we find
where α 1 = α 2 g D (f D (n)) and α 2 ∈ {00, 01, 0, 0x} * . We can continue computing iterates of f D in this manner until, for some t ≥ 1, we obtain
where
, α t ∈ {00, 01, 0, 0x} * and |α t | < 2. There are two cases to consider. If |α t | = 0 then it must be that α t = , and thus
Thus, n is in a directed cycle (of length t) in G(x). If |α t | = 1 then it must be that α t = 0, and thus
Recall that (α) 2 is odd. Since n = 2 |α| n + (α) 2 and |α| ≥ 2, n is also odd. Thus, 2n ≡ 2 (mod 4) and so
Thus, n is in a directed cycle (of length t + 1) in G(x).
Theorem 16 gives a complete characterization of NADS, however, it is unclear if this characterization is helpful in finding values of x which make {0, 1, x} a NADS. On the other hand, Theorem 16 is very useful for finding values of x for which {0, 1, x} is not a NADS. We give some examples of this in the next section.
The remainder of this paper reads as follows. In Section 6, we give some infinite families of values for x for which D is not a NADS. In Section 7, we give some infinite families of values for x for which D is a NADS. We conclude by mentioning some additional problems related to NADS in Section 8.
Infinite Families of non-NADS
Consider the list of x values which appears in the Appendix. If we examine the first few entries of this list we find no multiples of 3. In fact, this is true of the whole list, and the same can be said of multiples of 7 and 31. These observations are a consequence of the following result:
Corollary 17. Let x be a negative integer with x ≡ 3 (mod 4). If (2 s − 1)|x for any s ≥ 2, then {0, 1, x} is not a NADS.
Proof. This result follows from Theorem 16, however it is just as easy to give a direct proof. Let n = −x/(2 s − 1). We show G n contains a directed cycle. We have
Note that,
Subsequent iterates of f D will cancel out the factor 2 s−2 . Thus, for some i, f D i (n) = n and so G n contains a directed cycle.
Corollary 17 says that many sets {0, 1, x} are not NADS. In particular, it rules out sets where x is divisible by 3, 7, 31, etc. Corollary 18. Suppose x 0 is an integer. If ∃β ∈ {00, 0, 0x 0 } * such that (β) 2 = 0 and 2 |β| − 1 | (β) 2 then x 0 is a non-allowable factor.
Proof. Notice there are no restrictions put on the integer x 0 . Let x be a negative integer with x ≡ 3 (mod 4) and x 0 |x. We must show {0, 1, x} is not a NADS. Let α be the string formed by changing every occurrence of x 0 in β to x. It is easy to see that (α) 2 = x x0 (β) 2 , α ∈ {00, 0, 0x} * and |α| = |β|. Now,
Since α ∈ {00, 01, 0, 0x} * and (α) 2 = 0, by Theorem 16 we have that {0, 1, x} is not a NADS.
We can use this result to generate non-allowable factors. All we need to do is find an integer x 0 and a string β ∈ {00, 0, 0x 0 } * , where β is not an all-zero string, such that 2 |β| − 1 | (β) 2 . To do this we first choose a string β ∈ {00, 0, 01} * that is not an all-zero string. Now, we find an integer x 0 such that 2 |β | − 1 | x 0 (β ) 2 . The smallest positive value of x 0 that satisfies this relation is
We assign x 0 this value. If we change each occurrence of 1 in the string β to x 0 we get a string β ∈ {00, 0, 0x 0 } * such that (β) 2 = 0 and 2
So, by the corollary, x 0 is a non-allowable factor. Here is a short example. Let β = 000010101. Then |β | = 9, (β ) 2 = 21, and so
Thus, 73 is a non-allowable factor. More generally, Theorem 16 be can used to generate infinite families of non-NADS which do not necessarily involve non-allowable factors. We know {0, 1, x} is not an NADS if we can find a string α ∈ {00, 01, 0, 0x} * such that −n(2 |α| − 1) = (α) 2 . If we fix α and solve the resulting integer equation for x this will give us an infinite family of non-NADS. For example, suppose we fix α = 01010x0x, then
Thus, if x ≡ −16 (mod 51) then {0, 1, x} cannot be a NADS. Some of our first results on infinite families of non-NADS, which were discovered empirically, are unified as corollaries of Theorem 16. The following two results demonstrate this. Proof. We have,
The length of the string 0100x is 5. If i + 2 ≥ 5 we can prepend zeros to 0100x and build a string α such that |α| = i + 2; thus, by Theorem 16 we are done. If i + 2 < 5, it must be that i = 0, 1, 2. When i = 0, x = −41 and from the drawing in Figure 3 we see G(−41) has a directed cycle. When i = 1, x = −85 and then G 3 is a directed cycle:
When i = 2, x = −173 and G 3 is also a directed cycle:
In any case, {0, 1, x} is not an NADS, as required. Proof. We have,
Arguing as in the previous corollary, if i + 2 ≥ 4 then by Theorem 16, {0, 1, x} is not a NADS. If i + 2 < 4, it must be that i = 0, 1. When i = 0, x = −25 and when i = 1, x = −53. By drawing the graphs G(−25) and G(−53), it is easy to verify that both of these values give NADSs (this is confirmed in the Appendix).
Not all infinite families of non-NADS are derived from Theorem 16. Consider the set of integers NAF({0, 1}). If this set is ordered, from smallest to largest, we sometimes notice large gaps between consecutive elements. One type of gap is described as follows. For i ≥ 0, let
for i even, It is easy to see that if a ∈ NAF({0, 1}) then it is never true that m i < a < 2 i . This observation gives us another infinite family.
Theorem 21. Let x be an integer such that 4m i − 1 < −x < 3 · 2 i for some i ≥ 0. If there exists n ∈ {1, 2, . . . −x/3 } with n ≡ 3 (mod 4) then {0, 1, x} is not a NADS.
Proof. We can assume x ≡ 3 (mod 4), since otherwise {0, 1, x} cannot be a NADS. Suppose to the contrary that {0, 1, x} is a NADS. Then, in the graph G(x), there must be a directed path from n to 0. Let n 0 be the integer on this path that is closest to 0 and is congruent to 3 modulo 4. The arc labels on the path from n 0 to 0 give the {0, 1, x}-NAF for n 0 . It must be that n 0 = (α 0x) 2 with α ∈ {00, 01, 0} * (if α contained the substring 0x this would contradict our choice of n 0 ). Now,
By hypothesis, we have
Thus, for some i ≥ 0, we have
which is a contradiction. Thus, {0, 1, x} is not a NADS.
For example, if i = 5 then −(4m 5 − 1) = −83 and −3 · 2 5 = −96. Theorem 21 tells us that no value of x with −83 < x < −96 can give a NADS. In addition, the proof of Theorem 21 also gives us some information about the graphs G(x) for such values of x. For each of these graphs, in the component that contains 0 there can be no integer congruent to 3 modulo 4 (or equivalently, no arc label in this component can be 0x). This property can be observed in G(−85) which is drawn in Figure 4 .
Infinite Families of NADS
If n is a nonnegative integer, w(n) denotes the number of ones in the usual {0, 1}-radix 2 representation of n (i.e., the Hamming weight of n). We use the function w(n) to describe two infinite families. = 1, then {0, 1, x} is a NADS. Proof. Suppose {0, 1, x} is not a NADS. Then there is some n ∈ Z + for which the graph G n contains a directed cycle. We can assume n is a vertex of this cycle. Let t be the number of vertices in the cycle, then
Let n = f D (n). We want to relate w(n ) to w(n). There are four possible residues of n modulo 4, and for the residues 0, 1, 2 we can determine w(n ) exactly:
If n ≡ 3 (mod 4), we have
By hypothesis w
3−x 4 = 1, and so
So, in any case, w(n ) ≤ w(n), but if n is odd then we have the strict inequality w(n ) < w(n). Applying this inequality to the integers in the cycle of G n we see
However, some vertex in this cycle must be congruent to 3 modulo 4. If not, then the iterates of f D are strictly decreasing on this cycle and we get
which is a contradiction. So, there is some odd vertex in the cycle which means one of the inequalities relating the Hamming weights of adjacent vertices is strict. This implies that w(n) > w(n), which is a contradiction. So, G n cannot contain a directed cycle, and hence {0, 1, x} is a NADS.
When x is negative, w( = 2 t , t ≥ 0. Letting t = 0, 1, 2, 3, 4, . . . we see that Theorem 22 asserts that x = 1, 5, 13, 29, 61, . . . all yield NADS. Our next result also describes an infinite family using the function w(n). However, when compared to the previous result, proving that {0, 1, x} is a NADS for each x in this second infinite family seems to be more difficult. = 2 and 2 s − 1 does not divide x for any s ∈ Z + , s ≥ 2, then {0, 1, x} is a NADS.
To prove this result we suppose x is a negative integer with x ≡ 3 (mod 4) and w 3−x 4 = 2. We will argue that if {0, 1, x} is not a NADS then it must be that 2 s − 1 divides x for some s ∈ Z + , s ≥ 2. We begin our argument following the proof of Theorem 22. Suppose {0, 1, x} is not a NADS. Then there is some n ∈ Z + for which the graph G n contains a directed cycle. We can assume n is a vertex of this cycle and, as described in Section 5, we can label the arcs of this cycle using the function g D . Let t be the number of vertices in the cycle, then
By hypothesis w
3−x 4
= 2, and so
So, in any case, w(n ) ≤ w(n), but if n ≡ 1 (mod 4) then we have the strict inequality w(n ) < w(n). Applying this inequality to the integers in the cycle of G n we see
No vertex in this cycle can be congruent to 1 modulo 4; otherwise, one of the inequalities above would be strict and this would imply w(n) > w(n), which is a contradiction. Also, at least one vertex in this cycle is congruent to 3 modulo 4; otherwise, by definition of f D , the vertices would form a strictly decreasing integer sequence which would imply n > n, which is a contradiction. Let α be the string formed by concatenating of the all the arc labels from the cycle:
Since α is a concatenation of strings from the set {00, 0, 0x} it is nonadjacent, and further, for the same reason, every cyclic shift of α is also nonadjacent (i.e., α is cyclically nonadjacent). Equation (8) from Section 5 tells us
The integer (α) 2 is divisible by x. Let A = (α) 2 x , and a = |α| .
From (11) we have −xA ≡ 0 (mod 2 a − 1) .
Since w
= 2, for some u, v ∈ Z we have
and now (12) implies
To finish the proof we need a lemma. Before we can introduce the lemma, we need a definition.
Definition 24. An integer B ∈ Z is length-cyclically nonadjacent if B = 0 and there is a cyclically nonadjacent string β ∈ {0, 1} such that (β) 2 = B.
Note that in this definition, the string β may have leading zeros. For example, 21 is length-6 cyclically nonadjacent (6-CNA, for short) since the string 010101 ∈ {0, 1} 6 is cyclically nonadjacent and (010101) 2 = 21. However, 21 is not 5-CNA because the only string in {0, 1}
5 which gives a representation of 21 is 10101, but the cyclic shift 01011 of this string is not nonadjacent. Now we are ready for the lemma.
Lemma 25. If B is length-cyclically nonadjacent and the congruence
Assuming, for the moment, the truth of Lemma 25, our proof of Theorem 23 continues as follows. The string α is cyclically nonadjacent, therefore so is the string formed by changing each occurrence of x in α to 1. This establishes that A is length-a cyclically nonadjacent, because A = (α)2
x . Now we can apply Lemma 25 to (13) and deduce, without loss of generality, that gcd(u, v − 1) > 1. Let s = gcd(u, v − 1). Note that 
Proof (of Lemma 25). We fix some notation that will help describe our proof of Lemma 25. From now on, we let B be an integer which satisfies the hypothesis of Lemma 25. B is -CNA and we let β = b −1 . . . b 1 b 0 be the string in {0, 1} which establishes this. Further, let S = {i :
The set S + k is called a translate of S modulo . Using this notation, we have
where the last equivalence follows from the fact that B is -CNA and Lemma 22. Because B is -CNA, the union on the right-hand side of (14), and hence also the left-hand side, is disjoint. We will establish Lemma 25 by analyzing this set equality. We need one more concept. The cyclic order of B is the smallest positive integer k such that 2 k B ≡ B (mod 2 − 1) . 
We denote this integer by
and so it must be that
is as large as possible). Also, we have
.
So if we can prove Lemma 25 for all B with
→ ord(B) as large as possible, then by the above arguments, it is true for all B.
Returning to the set equality described in (14), recall S ⊆ {0, 1, . . . , − 1}. Since S is a subset of integers its elements can be ordered from smallest to largest. From S we define a sequence, d(S), of differences modulo : Because B is -CNA, each of the differences in the sequence d(S) must be at least 2. The definition of d(S) can be extended to the translates of S. For any k ∈ Z, S + k can be considered as a subset of {0, 1, . . . , − 1} and hence it can also be ordered from smallest to largest. Thus, d(S + k) can be defined in the same way as d(S). It is easy to show that d(S + k) is a cyclic shift of d(S). Because of this property there are at most p different sequences of the form d(S + k) where p = |S|. In fact, we can show there are exactly p such sequences.
Let
The smallest element in each of the translates S + t 0 , S + t 1 , . . . , S + t p−1 is equal to 0. Thus, for i, j ∈ {0, 1, . . . , p − 1}, we have
Let i ≥ j. Then we have By applying a lexicographical ordering to the sequences d(S + t 0 ), d(S + t 1 ), . . . , d(S + t p−1 ) we can identify a unique smallest sequence. Let t * be the value of t i which corresponds to this smallest sequence. Note that
We have 0 ∈ S + t * , so either 0 ∈ S + u + t * or 0 ∈ S + v + t * . Without loss of generality we can assume 0 ∈ S + v + t * . We will show S + v + t
and note that
Also, let
is a lexicographically smallest sequence of the form d(S + k) where k ∈ Z, we have
Recall 0 ∈ S + t * and 0 ∈ S + v + t * . Since 0 ∈ S + t * , we have 1 ∈ S + 1 + t * . By (15), either 1 ∈ S + u + t * or 1 ∈ S + v + t * . Suppose 1 ∈ S + v + t * . Then both 0 and 1 are elements of S + v + t * . No two elements in any translate of S can have a difference of 1; otherwise, this contradicts the fact that B is -CNA. So, it must be that 1 ∈ S + u + t * . We now know the smallest elements in each of the sets S + u + t * , S + v + t * , S + 1 + t * , S + t * . The next smallest element of
Then, since both 1 and d 0 are in S + u + t * and 1 is the smallest element of this set, we have
However, d(S + t * ) ≤ d(S + u + t * ) implies that d 0 ≤ u 0 which gives a contradiction. So, it must be that d 0 ∈ S + v + t * , and hence, d 0 + 1 ∈ S + u + t * . From our lexicographical ordering we have d 0 ≤ v 0 . Since the smallest element of S + v + t * is 0 and d 0 is also in this set, we have
and so u 0 = d 0 . From these two equalities, we have that d 0 and d 0 + 1 are the second smallest elements of the sets S + v + t * and S + u + t * , respectively. Further, our lexicographical ordering now implies that
The next smallest element of S + t
which is a contradiction. So, d 1 +d 0 ∈ S+v+t * , and hence, d 1 +d 0 +1 ∈ S+u+t * . We now have
and so u 1 = d 1 . Thus we can identify the third smallest elements of the sets S + v + t * and S + u + t * . Further, we have that d 2 ≤ v 2 and d 2 ≤ u 2 . By repeating the previous arguments, we can show that each element of S + t * , from smallest to largest, must also be an element of S + v + t * . Thus, S + v + t * = S + t * and so S + v = S. In (14), the union operations are both disjoint, hence S + v = S implies S + u = S + 1. Now,
And similarly, | (u − 1). Thus gcd(u − 1, v) ≥ > 1. This proves the lemma.
Looking at an example can help us connect the different steps in the proof of Theorem 23. Suppose x = 3−(2 u +2 v ) with u > v ≥ 2. If {0, 1, x} is not a NADS then ∃α ∈ {00, 01, 0, 0x} * such that (α) 2 ≡ 0 (mod 2 |α| − 1). By the definition of x, it must be that α ∈ {00, 0, 0x} * . We will suppose α = 0x0x000x0x0x000x, and so |α| = 16. Now,
Note that (01010001) 2 = 81 is 8-CNA, and We can assume that 0 ∈ S + v + 4, and then it must be that 1 ∈ S + u + 4. If 2 ∈ S +u+4, this would contradict the fact that (2, 2, 4) is the smallest difference sequence of all translates of S. Thus, 2 ∈ S + v + 4 and then 3 ∈ S + u + 4. 
Further Work and Comments
It is possible to show that for n ∈ Z + with n ≤ −x/3 , the running time of eval-R D (n), as described in Algorithm 12, is O(|x|/3) = O(|x|). Thus, to compute eval-R D (n) for all positive integers in this range takes time O(|x| 2 ). So, we can decide if {0, 1, x} is a NADS in O(|x| 2 ) time. The running time can be reduced to O(|x|) if more memory is used, and this is the approach taken in Algorithm 15. However, since the size of the input to this algorithm is lg |x|, the running time is exponential. It would be interesting to determine if there is a polynomial-time algorithm for deciding if {0, 1, x} is a NADS.
Of the non-allowable factors of x that we discussed, perhaps the more interesting variety of these integers are those for which none of their proper divisors are non-allowable factors. We call a non-allowable factor simple if it has this property. It would be interesting to know if there are an infinite number of simple non-allowable factors. Also, it would be interesting to determine if all non-allowable factors can be discovered via Corollary 18.
Some of our results on NADS appear to have analogs in Matula's theory on basic digit sets (see [4] ). In particular, our Theorem 13 corresponds to Matula's Lemma 6, and our Theorem 16 corresponds to Matula's Theorem 5. It would be interesting to find other connections between the two works. It might be that our Theorems 22 and 23, which do not appear to have analogs in [4] , could lead to some new results in the theory of basic digit sets.
A Some values of x which give NADS
We list the all values of x from −1 to −10000 for which {0, 1, x} is a NADS: 
