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Abstract
 
In the preceding study,the author presented a design of a high-speed RSA encryption
 
processor using redundant binary number arithmetic and table-look-up.The purpose of this
 
study is to improve the encryption rate of the processor when the plaintext data is continuously
 
input.This paper newly presents a pipelined architecture in which the table data is circulated
 
over al pipeline units in order to make use of a single residue table for al these units.It is
 
demonstrated that the encryption rate for continuous input data of the presented processor is
 
approximately 2.4 times that of conventional processors.
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1. ま え が き
近年のコンピュータネットワーク通信の発展
とともに，通信のセキュリティを確保する高速
暗号プロセッサの開発が期待されている。高速
RSA暗号プロセッサの構成に関しては，これま
で多くの報告がなされているが［1］-［6］，一層
の高速性を有するプロセッサの実現が望まれて
いる。RSA暗号演算は，乗算と剰余演算から成
る。通常，剰余演算はモントゴメリのアルゴリ
ズムによって行われているが［3］，本方法は本
質的に逐次演算であり，この方法では高速性の
達成は困難と考えられる。
本研究者は，先に，冗長2進演算とテーブル
ルックアップに基づく高速RSA暗号プロセッ
サの構成法を提案した［7］。冗長2進演算とテー
ブルルックアップは，ともに本質的に並列演算
であり，高速RSA暗号演算が可能となる。しか
し，平文データが連続的に入力する場合，提案
したプロセッサの暗号処理速度は，通常のプロ
セッサと比較してそれほど大きくはならない。
本論文では，先に提案したプロセッサのパイ
プラン構成，とくに，テーブルデータをパイプ
ラインユニット上に循環させるというパイプラ
イン構成を提案している。提案したプロセッサ
の連続入力データに対する暗号処理速度は，鍵
の長さが1,024ビットの場合，通常のプロセッ
サの2.4倍となることが明らかとなった。
2. 高速RSA暗号化アルゴリズム
はじめに，冗長2進演算とテーブルルック
アップに基づく高速RSA暗号化アルゴリズム
について概観する［7］。鍵を??,??，鍵の長さを
?＞＝1,024ビット，平文を?，暗号文を?と
表すと，RSA暗号では，?は次式で与えられ
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る。ただし，??mod??は，?を?で割った剰余
を表している。
?＝??mod?
1桁の冗長2進数を??のように表記する。
??は，1,0,－1の3つの値をとる。?桁の冗長
2進数??を次のように表す。
??＝?????2???＋?????2???＋…＋???
＝??????,?????,…,???.
鍵?を，?＝????2???＋????2???＋…＋??と
表すとき，?の値は以下のように求められる。
［アルゴリズム1］高速RSA暗号化アルゴリ
ズム
(Step 1-1)???＝1
(Step 1-2)Step 1-3からStep 1-7までを?＝
1,2,…,?の間くり返す。
(Step 1-3)???＝???×???
(Step 1-4)???＝???mod?
(Step 1-5)????＝0ならば，Step 1-2に戻
る。
????≠0ならば，Step 1-6とStep
 
1-7を実行する。
(Step 1-6)???＝???×?
(Step 1-7)???＝???mod?.
(Step 1-8)?＝???
剰余計算はテーブルルックアップによって，
以下のように行われる。
［剰余テーブルの構成］
［構成1］テーブルは H 個のRAMで構成され
る。RAMをRAM?(i＝0,1,2,..,H－1）と表
す。
［構成2］RAMのアドレスは L 桁の冗長2進
数で表される。ただし，L＝N/H とする。
［構成3］RAM?(i＝0,1,2,..,H－1）のアドレ
ス???????,?????,..,???に，次のデータ??を
ストアする。
??＝??????2???????＋?????2???????
＋,..,＋???2????mod?
［アルゴリズム2］剰余計算
入力データを??＝??????,?????,..,???と
表すと，??mod?は以下のように計算される。
(Step 2-1)以下のstepを j＝1,2,3,..,R の間
くり返す。
(Step 2-2)RAM?(i＝0,1,2,..,H－1）にアド
レス???????????,?????????,..,??????を与
え，出力??を得る。
(Step 2-3)??＝ ∑
????
??
??＋??????,?????,..,???
ただし，C(1)＝H,C(j)＝log?(C(j－1)＋
1)/L,(j＝2,3,4,..,R）である。
Step 2-2とStep 2-3のくり返しの数 R は，
N と L の値に依存する。例として，N＝1,024，
L＝2とすると，R＝5となる。
3. 剰余テーブルを循環するパイプライン構成
アルゴリズム1では，乗算と剰余計算が2N
回くり返される。（Step 1-3およびStep 1-4）ま
たは（Step 1-6およびStep 1-7）を実行する1
組の乗算回路と剰余計算回路をユニットセルと
呼ぶこととする。
連続データ入力に適したパイプラインアーキ
テクチャとして，次のような構成を提案する。
① 2N 個のユニットセルをパイプライン形
式に直列接続する。
② 剰余テーブルデータを2N 個のユニット
セル上で循環させる。これによって，単一
の剰余テーブルを2N 個のユニットセル
で共用する。
3.1 乗算回路の構成
［構成4］ユニットセル内の乗算回路は，N
ビット1×ビット冗長2進乗算回路1個，2N
ビット冗長2進加算回路1個，2N ビットラッ
チ，および，シフトレジスタで構成される。シ
フトレジスタは，被乗数と乗数をストアする。
［構成5］乗算と加算を，演算数，被演算数をシ
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フトしながら N 回くり返す。
3.2 パイプライン化剰余計算アルゴリズム
RAMのアドレスのビット数 L＝2ととる。
アルゴリズム2を以下のように修正する。
［アルゴリズム3］修正剰余計算アルゴリズ
ム
入力データを??＝??????,?????,..,???と
表し，??mod?を求める。
(Step 3-1)RAM?(i＝0,1,2,..,N/2－1）にア
ドレスデータ?????????,??????を与え，出力
??を得る。
(Step 3-2)??＝ ∑
????
??
??＋??????,?????,..,???
(Step 3-3)Step 3-4からStep 3-6までを4回
くり返す。
(Step 3-4)??＝??????,?????,..,???,..,???.
(Step 3-5)RAM?(i＝0,1,2,..,N/2－1)にア
ドレスデータ?????????,??????を与え，出力
??を得る。
(Step 3-6) ??＝∑
?
??
??＋??????,?????,..,???
3.3 剰余計算回路の構成
アルゴリズム3に基づき，剰余計算回路を次
のように構成する。
［構成6］ユニットセル内の剰余計算回路は，
RAM，2N ビット冗長2進加算回路，ラッチ，お
よび，被乗数をストアするシフトレジスタから
成る。RAMは剰余テーブルの1部をストアす
る。
［構成7］RAMのアドレスは冗長2進2ビッ
ト，出力は N ビットとする。
［構成8］2N 個のユニットセルに対して，剰余
テーブルは1個だけ用意する。すなわち，剰余
テーブルは，各ユニットセルに分散された形式
でストアされる。
［構成9］各ユニットセルでは，テーブルルック
アップは，N/2＋20回くり返される。
［構成10］Step 3-1からStep 3-2までの演算
をプロセス1，Step 3-3からStep 3-6までの演
算をプロセス2と呼ぶ。
(1) プロセス1
［構成11］各ユニットセルは1個のRAMを含
み，プロセス1に対応する剰余テーブルの1部
をストアする。
［構成12］最初のタイミングにおいて，i 番目の
ユニットセル（i＝0,1,2,…,(2N－1)）は，
(????2?????＋???2????mod?）の値をストア
する。ただし，k＝(2i mod N）とし，???およ
び???は任意の冗長2進数とする。
［構成13］テーブルデータは，タイミングク
ロックに同期しながら，2N 個のユニットセル
上を循環する。すなわち，j 番目のタイミングに
おいて（j＝0,1,2,…,N/2)，i 番目のユニット
セルに，(????2?????＋???2????mod?）の値を
ストアする。ただし，k＝((i＋j)mod N）とす
る。
［構成14］i 番目のユニットセルは， j 番目の
タイミングにおいて，剰余計算を被演算数シフ
トレジスタから????????,??????をシフトアウ
トし，これを テーブルデータをストアする
RAMのアドレスに与えることによって実行す
る。ただし，k＝((i＋j)mod N）とする。
(2) Process 2
プロセス2に対応する剰余テーブルは，プロ
セス1と同様に構成する。ただし，テーブルは
5個のRAMで構成される。
［構成15］各ユニットセルは，プロセス1とは
別のプロセス2に対応する1個のRAMを有
する。
［構成16］最初のタイミングにおいて，i 番目の
ユニットセル（i＝0,1,2,…,(2N－1)）は，
(????2?????＋???2????mod?)をストアす
る。ただし，k＝(2i mod 5）とする。
［構成17］テーブルデータは，タイミングク
ロックに同期して，2N 個のユニットセル上を
循環する。すなわち，j 番目のタイミング（j＝
0,1,2,…,19）において，i 番目のユニットセル
は，（????2?????＋???2????mod?）をストアす
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る。ただし，k＝((i＋j)mod 5）とする。
［構成18］i 番目にユニットセルは，j 番目のタ
イミングにおいて，剰余計算は，被演算数シフ
トレジスタから????????,??????をシフトアウ
トし，これを テーブルデータをストアする
RAMのアドレスに与えることによって実行す
る。ただし，k＝(（i＋j)mod 5）とする。
［構成19］剰余計算回路の演算時間を乗算回路
の演算時間と等しくするために，プロセス2の
後に，遅延素子を挿入する。
図1に，プロセッサのブロック図を示してい
る。
提案したプロセッサはパイプライン動作をと
るので，その暗号処理速度は，ユニットセル1個
の処理速度と等しくなる。
4. 暗号化速度
4.1 提案したプロセッサの暗号化速度
連続暗号化速度??を，平文データが連続的
に入力された場合の1秒当たりの処理可能デー
タ量と定義する。
ゲート1個の遅延時間を??，1ビット冗長2
進乗算回路の遅延を???，1ビット冗長2進加算
回路の遅延を???，RAMの遅延を???，ラッチの
遅延を???，パイプライン動作のクロック間隔を
??，乗算回路または剰余計算回路で処理される
データ量を?と表す。
??? ???なので，次のようにとる。
??＝???＋???＋???.
?＝?なので，??は次のようになる。
??＝??????＝??????＝1??.
文献［7］より?? 10??が得られるので，??は
次となる。
???1??10???
よって，次の結果が得られる。
［結果1］提案したプロセッサの暗号化速度は，
連続データ入力の場合，約1??10???(bits/s）と
なる。ただし，??はゲート1個の遅延時間を表
している。
今，典型的な値として，??＝0.1nsを用いると，
??＝1(Gbits/s）となる。
図1 プロセッサのブロック図
Fig.1 Circuit diagram of the processor 図2 剰余計算回路のブロック図
Fig.2 Block diagram of a residue calculation circuit
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4.2 従来の方法との比較
RSA暗号プロセッサの構成に関しては，これ
まで多くの報告がなされている。典型的なプロ
セッサとして，ここでは文献［3］に記載された
プロセッサをとる。文献［3］のプロセッサは，
本研究と同じ種類のデバイスを用いており，か
つ，処理速度を支配するクリティカルパスに含
まれるゲートの数が，本質的に，最小であると
考えられる。
文献［3］のプロセッサの連続データに対する
暗号化速度は，1/(24??）とすることができる。
従って，次の結果が得られる。
［結果2］提案したプロセッサの連続データに
対する暗号化速度は，従来のプロセッサの約2.4
倍である。
5. ま と め
本論文では，剰余テーブルデータをパイプラ
インユニット上に循環させるという高速RSA
暗号プロセッサの構成法を提案した。
本プロセッサの連続データに対する暗号化速
度は，鍵の長さを1,024ビットとすると，従来の
プロセッサの約2.4倍となることが明らかと
なった。
提案したアーキテクチャの特長は，VLSI
チップの集積度が許容できるならば，ユニット
セルをより小さなパイプライン構造に容易に分
割できる点にある。このことは，連続データに
対する高い暗号化速度の実現可能性を示してい
る。今後，プロセッサVLSIチップの試作を行
う予定である。
本研究は，平成16年度文部科学省科学技術研
究費基盤研究（C)(2）の補助を受けたことを付
記する。
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