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Abstract We exhibit central simple algebras over the function ﬁeld of a diagonal quartic surface over
the complex numbers that represent the 2-torsion part of its Brauer group. We investigate whether the
2-primary part of the Brauer group of a diagonal quartic surface over a number ﬁeld is algebraic and
give suﬃcient conditions for this to be the case. In the last section we give an obstruction to weak
approximation due to a transcendental class on a speciﬁc diagonal quartic surface, an obstruction which
cannot be explained by the algebraic Brauer group which in this case is just the constant algebras.
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1. Introduction
Let k be a number ﬁeld and X/k a smooth, projective, geometrically integral variety.
We denote by Br(X) the cohomological Brauer group of X, that is H2e´t(X,Gm). The
algebraic Brauer group, denoted Br1(X), is deﬁned as the kernel of the natural map
Br(X) → Br(X¯), where k¯ is an algebraic closure of k and X¯ = X ×k k¯. We call a class
in Br(X) algebraic if it belongs to Br1(X), transcendental otherwise. Algebraic classes
have been used for arithmetical purposes, giving information about the rational points
of X. One can immediately ask the following questions.
(a) Is Br1(X) = Br(X)?
(b) If not, can we use transcendental classes of the Brauer group of X to get extra
information about the rational points of X?
For curves or rational surfaces the answer to (a) is yes for the trivial reason that
Br(X¯) = 0. This last fact is in direct contrast with K3 surfaces where Br(X¯) ∼= (Q/Z)β2−ρ
is far from trivial. Here β2 is the second Betti number which is 22 for any K3 surface, and
ρ is the geometric Picard number, that is the rank of Pic(X¯), which satisﬁes 1  ρ  20.
Therefore, for K3 surfaces transcendental classes might exist, and will certainly exist
after an appropriate extension of the ground ﬁeld. For K3 surfaces we also know that
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Br(X)/Br1(X) is ﬁnite when the ground ﬁeld is a number ﬁeld (proved by Skorobogatov
and Zarhin in [17]).
Generally speaking there are techniques to handle algebraic elements of the Brauer
group, at least when we have ﬁne enough information about Pic(X¯). However there are
no such techniques for transcendental elements. This makes them more mysterious and
consequently question (b) more diﬃcult to answer. Indeed examples of transcendental
elements are more rare in the literature. Arithmetic applications of transcendental ele-
ments are exhibited by Harari in [9], where the variety considered is a conic bundle
over the projective plane. For K3 surfaces transcendental elements of the Brauer group
appear in papers of Wittenberg [19], Skorobogatov and Swinnerton-Dyer [16] and Harari
and Skorobogatov [10]. In these cases an elliptic ﬁbration is used. We also use an elliptic
ﬁbration, but in our case the ﬁbration has no section which complicates things a little bit.
In this paper we concentrate on the special subclass of K3 surfaces consisting of diag-
onal quartic surfaces. A good reason for doing this is that they are special enough and
adequately studied to be amenable to computations. On the other hand they are wide
enough to draw general conclusions or even hints of what general conclusions about K3
surfaces should be. Relevant to this paper are the papers of Swinnerton-Dyer [18] and
Bright [2], where diagonal quartic surfaces are studied. In particular by [2] we have
a good control over the algebraic Brauer group. This leaves open the role played by
transcendental elements and evidence suggests that they might provide extra arithmetic
information. It is worth noting here that we cannot apply the results of [5] since the
geometric assumptions on the ﬁbration do not hold in our case.
The structure of the paper is as follows: In § 3 we let S/C be the diagonal quartic
surface x4 −y4 = z4 −w4. The main result is that we exhibit central simple algebras over
its function ﬁeld that represent the 2-torsion part of Br(S) (Theorem 3.17). To prove this
we use an elliptic ﬁbration of S over the projective line, with generic ﬁbre C. The curve
C is an element of exact order 2 in the Weil–Chaˆtelet group of its Jacobian. We use the
theory of torsors to exhibit elements that span Br(C)[2] and then use Grothendieck’s
purity theorem for the Brauer group to see which of these elements belong to Br(S).
In §§ 4 and 5 we investigate whether the 2-primary part of the Brauer group of a
diagonal quartic surface over a number ﬁeld is algebraic. We give suﬃcient conditions
for this to be the case. Section 4 is concerned with the ﬁxed surface S whereas § 5 is
concerned with diagonal quartic surfaces with arbitrary coeﬃcients. The main result of
each section is presented at the beginning. Finally, in § 6 we give an example where a
transcendental class gives extra information about rational points. In particular we show
that a transcendental class gives an obstruction to weak approximation on S/Q(i, 4
√
2).
In this case the algebraic Brauer group is simply the constant algebras, and hence gives
no information about the rational points.
2. Notation and preliminaries
All cohomology groups are e´tale. When k is a ﬁeld we denote by k¯ a separable closure of
k. We ﬁx such a closure throughout. For a Gal(k¯/k)-module M we denote by Hi(k,M)
the group Hi(Gal(k¯/k),M). For a group M we denote by M [n] its n-torsion subgroup.
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Let X/k be a variety and k ⊆ L a ﬁeld extension. We denote XL the variety X×kL/L.
When L = k¯ we simply write X¯. We denote by k(X) the function ﬁeld of X, and by
X(L) the set of L-valued points of X, that is X(L) = Homspec(k)(spec(L), X).
Let k be a ﬁeld of characteristic coprime to n that contains the nth roots of unity. For
the deﬁnition and basic properties of the symbol (a, b)n as an element of Br(k) we refer
the reader to [12, Chapter XIV].
By a result of Grothendieck Br(X) canonically injects in the Brauer group of its func-
tion ﬁeld, when X is smooth, proper and irreducible (cf. [4, Theorem 1.3.2]). We will
assume this implicitly throughout. General results on the Brauer group and residue maps
can be found in [8].
For the deﬁnitions and basic properties of torsors, groups of multiplicative type, their
dual groups, type of a torsor under a group of multiplicative type, n-coverings of abelian
varieties we refer the reader to [15]. We use the notation used there.
Next we give two theorems, due to Colliot-The´le`ne and Sansuc, which form the con-
ceptual framework of the work we will be doing.
The ﬁrst theorem gives a link between torsors under groups of multiplicative type and
the Brauer group of a variety.
Theorem 2.1. Let X/k be a smooth, projective, geometrically integral variety. Let
G be a group of multiplicative type, Gˆ its dual group, Y/X a torsor under G and let
Gˆ
λ−→ Pic(X¯) be the type of Y/X. The following diagram is commutative:
H1(k, Gˆ)
λ∗ 
s∗

H1(k,Pic(X¯))
H1(X, Gˆ)
∪[Y/X]  Br1(X)
ψ

Here s is the structure morphism of X and ψ is the map coming from the Hochschild–
Serre spectral sequence.
Proof. See [15, Theorem 4.1.1]. 
The second theorem uses the theory of local description of torsors under groups of
multiplicative type in order to give the data needed to apply the theorem above.
Theorem 2.2. Let X/k be a smooth, projective, geometrically integral variety.
(1) Let f ∈ k(X)∗ be a function such that div(f) = nD. Then there is a torsor Y/X
under µn such that
(a) type[Y/X] : Z/nZ → Pic(X¯) is the map that sends 1 to the class of D and
(b) the generic ﬁbre of [Y/X] is represented by the class of f in H1(k(X), µn) ∼=
k(X)∗/k(X)∗
n
.
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(2) Let L/k be a ﬁnite separable extension. Denote by RL/k(Gm) the Weil restriction
of scalars of Gm.
We have the exact sequence of algebraic groups
1 → R1L/kGm → RL/kGm
NL/k−−−→ Gm → 1, (2.1)
where R1L/kGm is deﬁned by the exact sequence above. Moreover, we have the dual
exact sequence of Gal(k¯/k)-modules
1 → Z → Z[g/h] → Rˆ1 → 1 (2.2)
where
g = Gal(k¯/k), h = Gal(k¯/L), R1 = R1L/kGm.
Let f ∈ k(X)∗ be a function such that div(f) = NL/k(D), for some D in Div(XL).
Then there is a torsor Y/X under R1 such that
(a) type[Y/X] : Rˆ1 → Pic(X¯) is the g-module homomorphism that sends 1e to the
class of D (here 1e denotes the element of Z[g/h] where e is the unit element
of g/h, and 1e its image in Rˆ1) and
(b) the generic ﬁbre of [Y/X] is represented by the class of f in H1(k(X), R1) ∼=
k(X)∗/N(L(X)∗).
Proof. This follows easily from [3, Example 2.4.2]. 
3. Brauer group over C
All diagonal quartic surfaces are isomorphic over C. Let S/C be the surface x4 − y4 =
z4 − w4. The aim of this section is to prove the following.
Theorem 3.1. Let
t =
x2 − y2
z2 − w2 , u =
x − y
z − w, v =
(t3 − u2)(z + w)
x − y ,
G = u2 − t3, F = v − i(t2 − 1)u,
where i =
√−1. The following are the three non-zero elements of Br(S)[2]:
(FG, t + 1)2 + (F, t + i)2, (t, F 2G)4 + (FG, t + 1)2, (t, F 2G)4 + (F, t + i)2. 
Remark 3.2. This is Theorem 3.17 at the end of this section. For the fact that there are
exactly three non-zero elements in Br(S)[2] see the proof of Theorem 3.17. Moreover, by
invoking the smooth and proper base change theorems for e´tale cohomology the theorem
holds as it stands for any algebraically closed ﬁeld of characteristic diﬀerent from 2. We
will not use this fact in the sequel.
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Let φ be the morphism S → P1 given by t = (x2 − y2)/(z2 − w2), where t is the
parameter of P1. This morphism is well known and can be found in, for example, [13]. It
is an elliptic ﬁbration with six degenerate ﬁbres, each of type I4, consisting of four straight
lines arranged in a skew quadrilateral. The component of each ﬁbre has multiplicity 1.
Let C ′ denote the generic ﬁbre of φ. It is a smooth curve of genus 1 over C(t), given
as the intersection of two quadrics in P3:
C ′ : x2 − y2 − t(z2 − w2) = t(x2 + y2) − (z2 + w2) = 0.
The curve C ′ has a rational divisor of degree 2 which allows us to represent it as a double
covering of P1, ramiﬁed at four points. In more detail let C be given by the equation
C : v2 = (u2 − t3)(tu2 − 1).
It is easily checked that the map u = f1, v = ((t3 − f21 )f2)/t, where f1 = (x− y)/(z −w)
and f2 = (x+ y)/(z − w) realizes C ′ as the smooth projective model of C. In the sequel
we do not distinguish C from C ′.
For the rest of this section we ﬁx the notation K = C(t).
The curve C is in a standard form to equip it with the structure of a 2-covering of its
Jacobian. We have the following lemma.
Lemma 3.3. Let E be the elliptic curve
E : y2 = x(x + 1)(x + c2),
where c = (t2 − 1)/(t2 + 1). Let C τ−→ E be given by
x =
u2
v2
(t2 − 1)2, y = t(t
2 − 1)2
(t2 + 1)
u(u4 − t2)
v3
.
Identifying E with Jac(C),
τ is the map that sends
P → 2P − ∞1 − ∞2 ∈ Pic0(C),
where ∞1 = (1 : −1 :
√
t :
√
t) and ∞2 = (1 : −1 : −
√
t : −√t).
(C, τ) is a 2-covering of E.
Proof. Straightforward calculations following well-known formulae (see, for exam-
ple, [1]). 
Remark 3.4. We have that E(K) = E[4]. The points (c, c2 + c) and (d − 1, id(d − 1)),
where d = 2t/(t2 + 1), are two generators of this group (see [13, p. 586] or [18]).
We will now study this 2-covering more closely. We ﬁx the following notation
e1 = (0, 0), e2 = (−c2, 0) ∈ E[2]
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and we identify E[2] with µ22 throughout via the isomorphism
µ22
β−→ E[2],
β((−1, 1)) = e2, β((1,−1)) = e1.
}
(3.1)
Note that in the sequel we will freely identify Z/2Z with µ2. Using these identiﬁcations we
identify the groups H1(K,E[2]), H1(K, (Z/2Z)2), H1(K,µ22). Moreover, we identify the
latter group with (K∗/K∗
2
)2 via the map coming from the Kummer sequence. We will
use all these identiﬁcations throughout without explicitly mentioning them every time
(everything should be clear from the context). For example, in the next lemma (1, t) is
a priori an element of (K∗/K∗
2
)2 but we consider it as an element of H1(K,E[2]) via
the identiﬁcations above.
Lemma 3.5. The class of the 2-covering (C, τ) in H1(K,E[2]) is (1, t).
Proof. Let M = K(
√
t) and let g be the generator of Gal(M/K). As a 2-covering (C, τ)
is trivialized over M because the ﬁbre at the identity contains a point deﬁned over M .
Therefore, (C, τ) is the image under the inﬂation map of a cocycle class, say a, from
H1(Gal(M/K), E[2]).
Let us ﬁnd a cocycle in this class. Fix an isomorphism C l−→ E of 2-coverings, deﬁned
over M . This choice ﬁxes a cocycle, call it σ, in the class a. In more detail, denote by
σg ∈ E[2] the image of g under σ. Then translation by σg on E is determined by the
property that
σg · gT = l(gl−1(T )), ∀T ∈ E(M).
Choose P ∈ C(M) such that τ(P ) ∈ E[2] (this is clearly possible: for example, P =
∞2). We have that l(P ) ∈ E[4] and so
l(gP ) = σg · gl(P ) = σg · l(P ) = l(σg · P ).
The ﬁrst equality holds from the explicit description of σg (or if you prefer because C
can be obtained by Galois descent on E- twisting E by σ). The second equality holds
because l(P ) is deﬁned over K. The third equality holds because l is an isomorphism
of 2-coverings, and so a fortiori it is an isomorphism of M -torsors under E as well. We
have thus shown that
gP = σg · P. (3.2)
Taking P = ∞2, we see that σg = ∞1 − ∞2 ∈ Jac(C). By the deﬁnition of τ the latter
is equal to τ(∞1), which by direct computation is equal to e1. The image of this cocycle
under the inﬂation map is precisely (1, t). 
We denote by λ2 the natural injection E[2] → Pic(C¯).
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Proposition 3.6. Let J be the kernel of the natural map
H1(K,E[2])
λ2∗−−→ H1(K,Pic(C¯)).
J is isomorphic to (Z/2Z)3. If we identify E[2] with µ22 via β, the elements
(t2 + 1, 1), (t2 − 1, t2 − 1), (1, t) ∈ H1(K,µ22)
are generators of J .
Proof. We have the following well-known exact sequence:
0 → E(K)/2E(K) ∂−→ H1(K,E[2]) f−→ H1(K,E)[2] → 0
and the following description for ∂ with respect to the identiﬁcation via β (see, for
example, [14, Chapter X]):
P → (x(P ), x(P ) + c2) ∈ H1(K,µ22).
By considering two generators of E(K) = E[4] (see the remark below Lemma 3.3) we
see that
Ker(f) = 〈(t2 + 1, t), (t4 − 1, t2 − 1)〉.
Note that (1, t) /∈ ker(f) and hence C has exact order 2 in H1(K,E), in other words C
has no section.
Let us now calculate the kernel of the natural map H1(K,E)
ρ−→H1(K,Pic(C¯)).
The short exact sequence of Gal(K¯/K)-modules
0 → E(K¯) → Pic(C¯) → Z → 0
gives us the following exact sequence
Z → H1(K,E) ρ−→ H1(K,Pic(C¯)) → 1,
1 → [C].
}
(3.3)
In particular ker(ρ) = [C].
Since [C] = (1, t) ∈ H1(K,E[2]) and λ2∗ = ρ ◦ f the lemma is proved. 
Theorem 3.7. Let
G = u2 − t3, F = v − i(t2 − 1)u ∈ K(C).
There exist torsors, TG/C and TF /C under µ2, such that
(1) their generic ﬁbres are represented in H1(K(C), µ2) by the classes of G and F ,
respectively, and
(2) type(TG) = (0, 0) and type(TF ) = (−c2, 0) (here the type of a torsor under µ2 is
identiﬁed with the image of 1 ∈ Z/2Z under the type map Z/2Z → Pic0(C¯) =
E(K¯)).
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Proof. The proof is an application of Theorem 2.2. We retain the notation of Lemma 3.3.
Straightforward computations yield
div(G) = 2(P1 + gP1 − ∞1 − ∞2), div(F ) = 2(P2 + gP2 − ∞1 − ∞2),
τ(P1) = 0, τ(P2) = (−1, 0) = e1 + e2, τ(∞1) = (0, 0) = e1,
}
(3.4)
where
P1 = (t
√
t, 0), P2 = (
√
t, i(t2 − 1)√t),
and g is the non-trivial element of Gal(K(
√
t)/K).
By Theorem 2.2 (1) it suﬃces to show that the following equalities hold in Pic(C¯):
P1 + gP1 − ∞1 − ∞2 = e1P2 + gP2 − ∞1 − ∞2 = e2. (3.5)
We remind the reader that we consider the ei as degree 0 divisor classes in Pic(C¯) in
these equalities. Now by the proof of Lemma 3.5, we have that gP1 = σg · P1 = e1 + P1
in Pic(C¯). Hence the following equalities hold in Pic(C¯)
P1 + gP1 − ∞1 − ∞2 = P1 + σg · P1 − ∞1 − ∞2
= 2P1 + σg − ∞1 − ∞2
= τ(P1) + σg = e1. (3.6)
Similarly we establish that P2 + gP2 − ∞1 − ∞2 = e2 in Pic(C¯). 
Let i1 be the injection of µ2 to the ﬁrst factor of µ22, and i2 be the injection of µ2
to the second factor of µ22. By an abuse of notation we denote by the same letters the
induced maps on cohomology groups. Let T/C be a torsor under µ22 corresponding to
i1([TG/C]) + i2([TF /C]).
Via β (see (3.1)), T/C becomes a torsor under E[2]. We chose β so that the following
will hold.
Lemma 3.8. Let w denote the isomorphism E[2] → Ê[2] coming from the Weil pairing.
We have that type(T/C) = λ2 ◦ w−1.
Proof. We know type(TF /C) and type(TG/C) from Theorem 3.7. The result follows
from going through the deﬁnitions and the identiﬁcations. 
Proposition 3.9. The following diagram is commutative
H1(K,E[2])
λ2∗ 
w∗

H1(K,Pic(C¯))
H1(K, Ê[2])
s∗

H1(C, Ê[2])
∪[T/C]  Br1(C)
ψ

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For p, g ∈ K∗ we have
(s∗ ◦ w∗)((p, g)) ∪ [T/C] = (F, p)2 + (G, g)2.
Proof. Using Lemma 3.8 the diagram is commutative by Theorem 2.1. For the last
statement: Br(C) ↪→ Br(K(C)) and by Theorem 3.7 the generic ﬁbre of T/C is repre-
sented by (G,F ) in H1(K(C), E[2]). Take (p, g) ∈ H1(K,E[2]) and now work on the
K(C)-level. Since all the maps involved are functorial and the cup product is bilinear,
it is not hard to see by diagram chasing that the cup product of (p, g) with the generic
ﬁbre of T/C is precisely (F, p)2 + (G, g)2. 
Proposition 3.10. Let A = (FG, t + 1)2 + (F, t + i)2. Then A belongs to Br(S) and is
not zero.
Proof. First let us show that A is not zero. By Proposition 3.9
ψ(A) = λ2∗(((t + 1)(t + i), t + 1)).
The latter is not zero by Proposition 3.6. Hence A is not zero either.
To prove that A belongs to Br(S) we use Grothendieck’s purity theorem for the Brauer
group (see [4, Theorem 1.3.2]). We have to show that A has trivial residue at all prime
divisors of S. Since A is given explicitly, this can be established by straightforward
calculations (see the remark below). 
Remark 3.11. The tables of the appendix provide information for the calculations
involved in the explicit use of Grothendieck’s purity theorem. Here we give one example,
by showing that A has trivial residue at l5 (notation as in appendix). For more examples
of calculating residues see the calculations after Theorem 3.17, and Proposition 4.7.
Let OS,l5 be the discrete valuation ring of l5 in S. Denote by L, J , vall5 its ﬁeld
of fractions, residue ﬁeld and corresponding valuation on L respectively. We have the
commutative diagram:
Br(L)
∂l5  H1(J,Q/Z)
H2(L, µ2)

∂′l5  H1(J, µ2)

where the vertical maps are the natural injections (remember that we identiﬁed µ2 with
Z/2Z), ∂l5 is the residue map, and ∂
′
l5
is the residue map corresponding to µ2. For the
latter map and its basic properties that we will use, see [6, 99.D] or [7, § 7].
We have that vall5(FG) = 2 and vall5(t + 1) = 0. These imply that
∂′l5((FG, t + 1)2) = 1
and so a fortiori ∂l5((FG, t + 1)2) = 1. For the other quaternion algebra we have that
vall5(F ) = 1 and vall5(t + i) = 0. Hence
∂′l5((F, t + i)2) = t + i,
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where the overline denotes the composite map
O∗S,l5 → J∗ → H1(J, µ2).
Since t + i = 1 + i, and 1+ i is a square in J (as C ⊂ J) we deduce that ∂l5((F, t + i)2) =
∂′l5((F, t + i)2) = 1.Therefore, ∂l5(A) = 1, i.e. A has trivial residue at l5.
Remark 3.12. We already know that A ∈ Br(C), since
A = (s∗ ◦ w∗)(((t + 1)(t + i), t + 1)) ∪ [T/C].
Hence we need only check that A has trivial residue at prime divisors of S which are
vertical with respect to the ﬁbration φ.
Finally, let us note that possible ambiguities concerning the sign of the residue maps
do not concern us, as we are only interested in the corresponding kernels.
Remark 3.13. Let us say what we are actually doing here. Let
R = ψ−1(λ2∗(H
1(K,E[2]))).
Modulo constant algebras, R corresponds to the information about the Brauer group
of C we get by considering all unramiﬁed double coverings of C (since C-torsors under
µ2 of the same type diﬀer by a cocycle coming from H1(K,µ2)). We have exhibited
elements, namely (F, p)2 + (G, g)2, that span R modulo constant algebras (actually in
our case Tsen’s theorem tells us all constant algebras are trivial). Now R is a subgroup
of index 2 of Br(C)[2]. This is because C has no section, and what is missing is the image
of a cocycle class ξ such that 2ξ = [C] in H1(K,E). Br(S)[2] contains three non-zero
elements. It could happen that all three elements lie in R. However this is not the case:
only A lies in R (see Theorem 3.17).
Lemma 3.14. Let L = K( 4
√
t). We use the notation of Theorem 3.7 and its proof. Let
D′ = P2 + gP2 + P1 − 3∞1 ∈ Div(CL).
Let T be its class in Pic(C¯). Then 2T = (0, 0) and div(F 2G) = NL/K(D′).
Proof. The fact that div(F 2G) = NL/K(D′) is obvious. To show that 2T = (0, 0) we
use the same argument we used in showing the equalities (3.6). 
Note that we have implicitly chosen a primitive fourth root of unity in K, namely i. This
has the eﬀect of ﬁxing an isomorphism µ4 ∼= Z/4, namely sending i to 1. It also chooses
a generator of Gal(K( 4
√
α)/K), α ∈ K∗. It is the automorphism given by 4√α → i 4√α.
These facts are implicit in the following theorem.
Theorem 3.15. Let
Z = (t, F 2G)4 ∈ Br(K(C)).
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Then we have the following.
(1) Z ∈ Br(C).
(2) Let L = K( 4
√
t) and H = Gal(L/K). Let σ1 : H → Pic0(CL) be the cocycle that
maps the chosen generator of H to T . This cocycle naturally induces a cocycle
σ : Gal(K¯/K) → Pic(C¯). Note that the class of σ is the image of the class of σ1
under the composite map:
H1(H,Pic0(CL)) → H1(H,Pic(C¯)Gal(K¯/L)) → H1(K,Pic(C¯)),
where the map on the right is the inﬂation map. Then ψ(Z) is the class of σ.
Proof. The proof is basically an application of Theorem 2.2 and Theorem 2.1.
Lemma 3.14 tells us that if we take
L = L, k = K, X = C, f = F 2G, D = D′,
the conditions of Theorem 2.2 (2) are satisﬁed. Let Y/C be the torsor from Theorem 2.2.
Now we apply Theorem 2.1. The rest of the proof is calculations with cocycles.
We have isomorphisms
H1(H, Rˆ1) ∼= H1(K, Rˆ1) ∼= H1(H,Q/Z).
The ﬁrst isomorphism is just the inﬂation map (since I = Gal(K¯/L) acts trivially on
Rˆ1 and H1(I, Rˆ1) = 0, the inﬂation map is indeed an isomorphism). The composite
isomorphism is induced by the Gal(K¯/K)-module (and hence H-module) homomorphism
that maps 1e to 14 . We identify these three cohomology groups via these isomorphisms.
Let σ2 be the cocyle which maps the chosen generator of H to 14 . Clearly, σ2 is mapped
to σ under type(Y/C)∗. The proof will be concluded once we show that on the K(C)-level
the cup product of σ2 with the class of the generic ﬁbre of Y/C is Z. This follows from
the commutativity of
R1 × Rˆ1 
lˆ

Gm
id

µ4
l

× Z/4Z  Gm
where µ4
l−→ R1 is the natural injection. 
Lemma 3.16. Let
R = ψ−1((λ2)∗(H1(K,E[2]))).
Then
Br(C)[2] = R unionsq (R + Z),
where unionsq stands for disjoint union.
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Proof. We have that (see the proof of Proposition 3.6)
H1(K,E)/[C] ∼= H1(K,Pic(C¯)). (3.7)
Let σ be the cocycle of Theorem 3.15 considered as taking values in E(K¯). Let ξ be its
class in H1(K,E), and ξ¯ its class in H1(K,Pic(C¯)). The cocycles are explicitly given and
it is easy to verify that 2ξ = [C]; remember that we know [C] from Lemma 3.5, and in
particular its description as an element of H1(K( 4
√
t)/K,E[2]). Moreover, ψ(Z) = ξ¯ by
Theorem 3.15.
We note three things we already know:
(i) the map ψ is injective (by its deﬁnition from the Hochschild–Serre spectral
sequence, and the fact that Br(K) = 0 by Tsen’s theorem);
(ii) [C] has order 2 in H1(K,E) (see the proof of Proposition 3.6); and
(iii) elements of H1(K,E) that are killed by 2 come from elements of H1(K,E[2]).
The lemma follows easily from the observations above.
First we show that Z is killed by 2. This is clear since ψ is injective and
ψ(2Z) = 2ψ(Z) = 2ξ¯ = [C] = 0.
Now suppose that the union in the lemma is not disjoint. Then ξ¯ = ψ(Z) = λ2∗(l) for
some l ∈ H1(K,E[2]). Hence ξ − l belongs to the subgroup of H1(K,E) generated by
[C]. In particular it is killed by 2 and so 0 = 2(ξ − l) = 2ξ = [C]. This is a contradiction
since [C] is not trivial.
Finally, if l ∈ Br(C)[2] then ψ(l) can be lifted to an element d ∈ H1(K,E) such that
2d = 0 or 2d = [C]. Since elements of H1(K,E) that are killed by 2 come from elements
of H1(K,E[2]) we have that l ∈ R in the ﬁrst case and that l ∈ R + Z in the second
case. 
Theorem 3.17. Let
D = Z + (t + 1, FG)2. (3.8)
Then A, D and A + D are the three non-zero elements of Br(S)[2].
Proof. We know that
Br(S) ∼= (Q/Z)β2−ρ.
Since β2 = 22 for any K3 surface and ρ = 20 for a diagonal quartic surface we have that
Br(S)[2] ∼= (Z/2)2. Therefore, it suﬃces to show that D and A are two distinct, non-zero
elements of Br(S)[2].
We have that 0 = A ∈ Br(S)[2] by Proposition 3.10. Let R be as in Lemma 3.16. It is
clear that A ∈ R and D ∈ R+Z (cf. Proposition 3.9, ψ((FG, t+1)) = λ2∗((t+1, t+1))).
This implies (using Lemma 3.16) that D is not equal to A and has exact order 2. What
remains is to show that D ∈ Br(S). Since D is given explicitly we can use Grothendieck’s
purity theorem for the Brauer group to establish this by straightforward computations
(see the remark after Proposition 3.10 and the example below). 
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Example 3.18. Here we show that D has trivial residue at l1 and l21 (notation as in
appendix).
We use the notation of the remark after Proposition 3.10. In order to handle the cyclic
algebra Z we introduce the following: ∂′′lj will denote the residue map corresponding to
µ4 (remember we have ﬁxed an isomorphism µ4 ∼= Z/4, by sending i to 1), and the tilde
will denote the composite map
O∗S,lm → J∗m → H1(Jm, µ4).
Note that we have a similar commutative diagram as in the remark after Proposition 3.10,
corresponding to ∂′′lm . We remind the reader that the properties of the residue maps
involved in the calculations we will do can be found in [6, 99.D] or [7, § 7].
For l1, we have that vall1(t + 1) = 0, and t + 1 = 1¯. Therefore,
∂′l1((t + 1, FG)2) = 1
and so a fortiori ∂l1((FG, t + 1)2) = 1.
For Z we have
∂′′l1(Z) = ∂′′l1((t, t3s1s2)4)
= (∂′′l1((t, t)4))
3 · ∂′′l1((t, s1s2)4)
= (−˜1)3 · s˜1s2
=
˜(i − 1)2i
y22y2
= 1.
Hence ∂l1(Z) = 1. Therefore, ∂l1(D) = 1 and we showed that D has trivial residue at l1.
For l21, ﬁrst we compute ∂′′l21((t, G)4):
∂′′l21((t, G)4) = ∂
′′
l21((t, t
3s1)4)
= (∂′′l21((t, t)4))
3 · ∂′′l1((t, s1)4)
= (−˜1)3 · (s˜1)−1
= (−˜1)4 = 1.
Let k be any ﬁeld, a, b ∈ k∗, and suppose that µ4 ⊂ k. Then we clearly have that
(a, b2)4 = (a, b)2 ∈ Br(k). (∗)
Hence we deduce from the computation above that ∂′l21((t, G)2) = 1. This justiﬁes the
second equality in the following:
∂′l21((t + 1, G)2) = ∂
′
l21((t, G)2) · ∂′l21
((
1 +
1
t
, G
)
2
)
= 1 · 1¯ = 1.
By (∗) we have that ∂′′l21((t, F 2)4) = ∂′l21((t, F )2). Therefore,
∂l21((t, F
2)4 + (t + 1, F )2) = ∂′l21((t(t + 1), F )2) = ∂
′
l21
((
1 +
1
t
, F
)
2
)
= 1.
Adding all these up we have established that ∂l21(D) = 1.
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4. Br(S) over number ﬁelds
In this section we let L be a number ﬁeld and we denote by sL the natural map Br(SL) →
Br(S¯).
The aim of this section is to prove the following theorem.
Theorem 4.1. Suppose that i ∈ L. Then the 2-primary torsion subgroup of Br(SL) is
contained in Br1(SL) if and only if
4
√
2 /∈ L.
A small remark on notation for this section. In this section k will always be a number
ﬁeld that contains i. We have the symbols
A = (FG, t + 1)2 + (F, t + i)2,
D = (t, F 2G)4 + (FG, t + 1)2,
E = A + D
= (t, F 2G)4 + (F, t + i)2.
The symbols A, D, E can and will be considered as elements of Br(k(S)). We will denote
A¯ = A⊗k(S) k¯(S), i.e. the image of A under the corresponding restriction map. So in
the notation of the previous section A¯ was denoted simply by A. Similarly for D and E .
Note that although A¯ is contained in Br(S¯), it is not necessarily true that A is contained
in Br(S).
Theorem 4.1 follows from the following more precise result.
Theorem 4.2. Suppose that i ∈ L. Then A¯ ∈ im(sL) if and only if 4
√
2 ∈ L.
The same is true if we replace A by D, or by E .
We will prove the following equivalent theorem.
Theorem 4.3. Suppose that i,
√
2 ∈ L. Then A¯ ∈ im(sL) if and only if 4
√
2 ∈ L. The
same is true if we replace A by D, or by E .
Proof. See Proposition 4.7 and Proposition 4.9. 
Proof of equivalence. Theorem 4.2 ⇒ Theorem 4.3: clear.
Theorem 4.3 ⇒ Theorem 4.2: if 4√2 ∈ L, apply Theorem 4.3. If 4√2 /∈ L, apply The-
orem 4.3 to L(
√
2). To conclude the proof we just need to note that 4
√
2 /∈ L ⇒ 4√2 /∈
L(
√
2), and that sL factors through sL(√2). 
For the rest of this section we will additionally assume that
√
2 ∈ k. Under these
assumptions the following are obviously true: both C and E are deﬁned over k(t), E =
Jac(C), E(k(t)) = E[4]; A, D and E belong to Br(C) and have order 2; Pic(S¯) has trivial
Gal(k¯/k) action. From the last assertion and since Gal(k¯/k) is proﬁnite and Pic(S¯) is
free we have that H1(k,Pic(S¯)) is trivial. Therefore, we deduce that Br1(S) = Br(k)
from the Hochschild–Serre spectral sequence.
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Lemma 4.4. The following sequence is exact:
1 → H1(k,E[4]) m−→ H1(k(t),Pic(C¯)) Res−−→ H1(k¯(t),Pic(C¯)),
where m is deﬁned as follows. The group Gal(k¯/k) is naturally isomorphic to the group
Gal(k¯(t)/k(t)). We denote by m the composite of the inﬂation map followed by the map
induced by the natural injection of E[4] in Pic(C¯).
Proof. Let
N = Gal(k(t)/k¯(t)), Γ = Gal(k(t)/k(t)), G = Gal(k¯(t)/k(t)) = Gal(k¯/k).
The kernel of the restriction map is H1(G,Pic(C¯)N ) by the inﬂation–restriction
sequence. We will show that the natural map
H1(G,E[4]) → H1(G,Pic(C¯)N )
is an isomorphism.
Note that D = (1 : 1 :
√
t :
√
t) + (1 : 1 : −√t : −√t) is a divisor on C¯, which is ﬁxed
by Γ and has degree 2 (remember that we do not distinguish C from C ′).
The short exact sequence of N -modules
1 → E(k(t)) → Pic(C¯) → Z → 1
gives rise to the following exact sequence of G-modules
1 → E(k¯(t)) → Pic(C¯)N → 2Z → 1. (4.1)
Note that for a curve of genus 1 the non-existence of a rational point implies that there
is no divisor class of degree 1 ﬁxed by the absolute Galois group of the ground ﬁeld (cf.
exact sequence (3.3)). That is why we do not have Z on the right. We have 2Z because
of D.
Part of the long exact sequence associated to (4.1) is
Pic(C¯)Γ → 2Z → H1(G,E(k¯(t))) λ−→ H1(G,Pic(C¯)N ) → H1(G, 2Z).
Because of D the left-hand map is surjective, and so λ is injective. Since G acts trivially
on 2Z we have that H1(G, 2Z) = 1, and so λ is surjective. Therefore, λ is an isomorphism.
We conclude by noting that E(k¯(t)) = E[4]. 
Lemma 4.5. Let x ∈ Br(Sk).
If sk(x) = A¯, then
x = α + A in H1(k(t),Pic(C¯)), for some α ∈ H1(k,E[2]).
The same is true if we replace A by D, or by E .
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Proof. We will prove the statement for A. The statements for D and E are proved in a
similar way.
We remind the reader of some of the maps we will be implicitly using:
Br(Sk) ↪→ Br(C) ↪→ Br(k(S)),
Br(C)
ψ−→ H1(k(t),Pic(C¯)),
H1(k,E[2]) → H1(k,E[4]) m−→ H1(k(t),Pic(C¯)),
where ψ is the map from the Hochschild–Serre spectral sequence, the left-hand map in the
third line is induced by the injection of E[2] into E[4], and m was deﬁned in Lemma 4.4.
Let y = x − A ∈ Br(C), and y′ = ψ(y). By our assumptions y′ is mapped to zero in
H1(k¯(t),Pic(C¯)). Hence y′ ∈ H1(k,E[4]) by Lemma 4.4. Elements of H1(k,E[4]) that
are killed by 2 come from elements of H1(k,E[2]). Therefore, it suﬃces to show that
2y′ = 0. We have
2y = 2x ∈ Br1(Sk) = Br(k) ⊂ Br(k(t)).
Since Br(k(t)) = ker(ψ), we deduce that 2y′ = 0 in H1(k(t),Pic(C¯)). 
Lemma 4.6. Let x ∈ Br(Sk).
If sk(x) = A¯, then
x = A + (a, F )2 + (b,G)2 + l in Br(k(S)), some a, b ∈ k∗, l ∈ Br(k(t)).
The same is true if we replace A by D, or by E .
Proof. Note that the following hold.
(1) Let α = (a, b) ∈ H1(k,E[2]). The image of α in H1(k(t),Pic(C¯)) coincides with
the image of (a, F )2 + (b,G)2 (cf. Proposition 3.9).
(2) Br(k(t)) = Ker(Br(C) → H1(k(t),Pic(C¯))).
The result follows from Lemma 4.5. 
Proposition 4.7. Suppose that 4
√
2 /∈ k.
(1) There is no element x ∈ Br(Sk) such that x → A¯.
(2) There is no element x ∈ Br(Sk) such that x → D¯.
(3) There is no element x ∈ Br(Sk) such that x → E¯ .
Proof. We introduce the theoretical part of the proof. This is using Faddeev’s exact
sequence for Br(k(t)) (see [4, § 1.2]):
1 → Br(k) → Br(k(t)) →
⊕
M
H1(k(M),Q/Z) → H1(k,Q/Z) → 1. (4.2)
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Table 1. ∂Y (x1).
∂Y (x1) ∂Y (x1) ∂Y (x1)
l1 ia l5 (1 + i)ab l13 (1 + i)b
l2 1 l6 1 l14 10
⎧⎪⎪⎨⎪⎪⎩ 1
⎧⎪⎪⎨⎪⎪⎩ i
⎧⎪⎪⎨⎪⎪⎩l3 1 l7 1 l15 1
l4 ia l8 (1 + i)ab l16 (1 + i)b
l21 ab l9 −(1 + i)ab l17
√
2b
l22 b l10 i l18 −
√
2(1 − i)∞
⎧⎪⎪⎨⎪⎪⎩ −1
⎧⎪⎪⎨⎪⎪⎩ −i
⎧⎪⎪⎨⎪⎪⎩l23 b l11 −i l19 √2(1 − i)
l24 ab l12 (1 + i)ab l20 −
√
2b
Here M runs through the points of codimension 1 of P1k, the maps Br(k(t)) →
H1(k(M),Q/Z) are residue maps, and the right-hand side maps are corestriction maps.
This gives us a description of elements l ∈ Br(k(t)) modulo elements of Br(k): choose
closed points M1, . . . ,Mn of P1k. Take any characters cj ∈ H1(k(Mj),Q/Z), satisfying∑
cores(cj) = 0. We have ∂Mj (l) = cj and ∂P (l) = 1 for any other closed point of P
1
k.
In turn we get a description of the residues φ∗(l) ∈ Br(k(S)) (using the fact that
components of ﬁbres of φ have multiplicity 1): the residue is trivial everywhere, except
possibly at the components above the Mi. When L is above Mj then the residue at L is
the image of cj under the restriction map H1(k(Mj),Q/Z) → H1(k(L),Q/Z).
We are now in a position to prove part (1). Assume that x ∈ Br(Sk) and sk(x) = A¯.
In particular x has trivial residue at all codimension 1 subvarieties of Sk.
By Lemma 4.6 we can write x = x1 + l, where
x1 = A + (a, F )2 + (b,G)2, l ∈ Br(k(t)), a, b ∈ k∗. (4.3)
We describe the residues of l as above, i.e. with the choice of Mjs and cjs.
Let L be a smooth ﬁbre of φ lying above M , i.e. M /∈ {0,∞,±1,±i}. Then ∂L(x1) = 1
because F and G are invertible elements of OS,L. Moreover, k(M) is integrally closed in
k(L) and so H1(k(M),Q/Z) → H1(k(L),Q/Z) is injective. Since x has trivial residue at
L we deduce that the Mj can only belong to {0,∞,±1,±i}.
In particular each cj is a character of k and the condition they need to satisfy becomes∑
cj = 0 ∈ H1(k,Q/Z). (4.4)
Table 1 gives ∂Y (x1) (cf. calculation below Remark 3.11), where the values are to be
considered as elements of H1(k(Y ), µ2).
Note that if Y and Y ′ are components of the same ﬁbre, then ∂Y (l) = ∂Y ′(l) and so
∂Y (x1) = ∂Y ′(x1). Let ∼ mean up to squares in k (or k(Y )). We have a ∼ 1 (looking at
l21 and l22) and b ∼ 1+i (looking at l13). Now all residues are trivial except above −i and
∞ where the residues are √2(1 + i) and 1 + i respectively. Therefore, c−i =
√
2(1 + i),
and c∞ = 1 + i. Hence c−i + c∞ =
√
2 = 1 ∈ H1(k,Z/2) since 4√2 /∈ k. This contradicts
the condition given by (4.4).
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Table 2. ∂Y (x2).
∂Y (x2) ∂Y (x2) ∂Y (x2)
l1 a l5 ab l13
√
2b
l2 1 l6 1 l14 10
⎧⎪⎪⎨⎪⎪⎩ 1
⎧⎪⎪⎨⎪⎪⎩ i
⎧⎪⎪⎨⎪⎪⎩l3 1 l7 1 l15 1
l4 a l8 ab l16
√
2b
l21 ab l9 ab l17 2i
√
2b
l22 b l10 i l18 1∞
⎧⎪⎪⎨⎪⎪⎩ −1
⎧⎪⎪⎨⎪⎪⎩ −i
⎧⎪⎪⎨⎪⎪⎩l23 b l11 i l19 1
l24 ab l12 ab l20 2i
√
2b
Table 3. ∂Y (x3).
∂Y (x3) ∂Y (x3) ∂Y (x3)
l1 ia l5 (1 + i)ab l13
√
2(1 + i)b
l2 1 l6 1 l14 10
⎧⎪⎪⎨⎪⎪⎩ 1
⎧⎪⎪⎨⎪⎪⎩ i
⎧⎪⎪⎨⎪⎪⎩l3 1 l7 1 l15 1
l4 ia l8 (1 + i)ab l16
√
2(1 + i)b
l21 ab l9 −(1 + i)ab l17 2ib
l22 b l10 1 l18 −
√
2(1 − i)∞
⎧⎪⎪⎨⎪⎪⎩ −1
⎧⎪⎪⎨⎪⎪⎩ −i
⎧⎪⎪⎨⎪⎪⎩l23 b l11 −1 l19 √2(1 − i)
l24 ab l12 (1 + i)ab l20 −2ib
The proofs of part (2) and part (3) are similar. In particular we have
x2 = D + (a, F )2 + (b,G)2
and Table 2 gives ∂Y (x2), where the entries of the table are to be considered as elements
of H1(k(Y ), µ2).
Using the same arguments as for part (1), we get a ∼ 1, b ∼ i, and b ∼ √2. Since i is
a square in k,
√
2 is a square as well. This contradicts the fact that 4
√
2 /∈ k. In a similar
way we have
x3 = E + (a, F )2 + (b,G)2,
and Table 3 gives ∂Y (x3), where the entries of the table are to be considered as elements
of H1(k(Y ), µ2).
Using the same arguments as for part (1), we get a ∼ 1, b ∼ 1 + i, and b ∼ √2(1 + i).
Hence
√
2 is a square in k, which is a contradiction. 
at https:/www.cambridge.org/core/terms. https://doi.org/10.1017/S1474748010000149
Downloaded from https:/www.cambridge.org/core. University of Basel Library, on 11 Jul 2017 at 16:46:58, subject to the Cambridge Core terms of use, available
The Brauer group of diagonal quartic surfaces 787
Calculation. Here we will calculate ∂l13(x2). The other entries in the tables above are
established in a similar way. We use the notation of the example after Theorem 3.17.
The properties of the residue maps involved in the calculations we will do can be found
in [6, 99.D] or [7, § 7].
Since F, t, t + 1, a ∈ O∗S,l13 , we have that
∂l13((t, F
2)4 + (F, t + 1)2 + (a, F )2) = 1.
Note that we have the natural injections
H1(k(l13), µ2)
g−→ H1(k(l13), µ4) → H1(k(l13),Q/Z)
and that g(q¯) = q˜2 (remember we have ﬁxed an isomorphism µ4 ∼= Z/4, by sending i
to 1).
Since vall13(G) = 1 we have the following equalities (taking place in H
1(k(l13), µ4)):
∂l13((t, G)4 + (G, t + 1)2) = ∂
′′
l13((t, G)4) · ∂′l13((G, t + 1)2)
= (t˜)−1 · i + 1
= −˜i · ˜(i + 1)2
= 2˜
=
√
2.
As vall13(b) = 0 we have ∂l13((b,G)2) = b¯. Adding all these up we have established that
∂l13(x2) =
√
2b.
Deﬁnition 4.8. We deﬁne
B = A + (1 + i, (t + i)G)2,
E1 = E + (1 + i, (t + i)G)2.
Proposition 4.9. Let F be a number ﬁeld containing i and 4
√
2. Then B, D, E1 belong
to Br(SF ). Moreover, we have that B → A¯, D → D¯, E1 → E¯ .
Proof. The last line is clear. What we need to show is that each element belongs to
Br(SF ). In other words that each element has trivial residue at all prime divisors of SF .
A glance at Tables 1–3 establishes the result:
B ↔ a = 1, b = 1 + i, l = (1 + i, t + i)2,
D ↔ a = 1, b = 1, l = 1,
E1 ↔ a = 1, b = 1 + i, l = (1 + i, t + i)2.

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5. Varying the coeﬃcients
To make the presentation in this section nicer we introduce the following terminology.
Deﬁnition 5.1.
(1) Let V be a variety over a number ﬁeld L. Let ST(V,L) be the statement: the
2-primary torsion subgroup of Br(VL)/Br1(VL) is trivial.
(2) Let ai ∈ Q∗. For (a0 : a1 : a2 : a3), let Z be the condition
4
√
2 /∈ Q
(
i, 4
√
a1
a0
, 4
√
a2
a0
, 4
√
a3
a0
)
.
We deﬁne
W := {(a0 : a1 : a2 : a3) | (a0 : a1 : a2 : a3) satisﬁes condition Z}.
The main result of this section is the following theorem.
Theorem 5.2. Let X be the surface
a0X
4
0 − a1X41 = a2X42 − a3X43 , ai ∈ Q∗.
If (a0 : a1 : a2 : a3) ∈ W , then ST(X,Q) is true.
Equivalently, if neither 2 nor −2 belong to the subgroup of Q∗/Q∗4 generated by the
ratios ai/aj , then ST(X,Q) is true.
Equivalently, if 2 does not belong to the subgroup of Q∗/Q∗4 generated by the ratios
ai/aj and −4, then ST(X,Q) is true.
We give two applications of this theorem at the end of this section. To prove Theo-
rem 5.2 we will need the following two lemmas.
Lemma 5.3.
(1) Let L be a number ﬁeld containing i. Then ST(S,L) is true if and only if 4
√
2 /∈ L.
(2) Let L ⊆ F be an algebraic ﬁeld extension. If ST(V, F ) is true, then ST(V,L) is
true.
Proof. (1) Note that if ST(S,L) is not true then there is an element of exact order 2 in
Br(VL)/Br1(VL). Therefore, this part is just a restatement of Theorem 4.2.
(2) Clearly, Br(VL)/Br1(VL) ↪→ Br(VF )/Br1(VF ). Moreover, under any group homomor-
phism the 2-primary part maps into the 2-primary part. Hence the result. 
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Lemma 5.4. Let F = Q(i, 4
√
a1, . . . , 4
√
an), ai ∈ Q∗.
Then the following are equivalent
(1) 4
√
2 ∈ F .
(2) The class of 2 or −2 belongs to the subgroup of Q∗/Q∗4 generated by the ai.
(3) The class of 2 belongs to the subgroup of Q∗/Q∗4 generated by the ai and −4.
Proof. Let L = (F ∗4 ∩ Q(i)∗)/Q(i)∗4, and let f denote the restriction map
Q∗/Q∗4
f−→ Q(i)∗/Q(i)∗4 .
Clearly, 4
√
2 ∈ F if and only if the class of 2 in Q(i)∗/Q(i)∗4 belongs to L if and only if
the class of 2 in Q∗/Q∗
4
belongs to f−1(L).
Now we note that
(i) F/Q(i) is a 4-Kummer extension, and so L is generated by the classes of the ai by
standard properties (see, for example, [11]).
(ii) By the inﬂation–restriction sequence ker f = H1(Q(i)/Q, µ4) ∼= Z/2. Since −4 =
(2/(1 + i))4 we deduce that ker f is generated by the class of −4.
Therefore, f−1(L) is generated by the ai and −4. This establishes the equivalence
of (1) and (3).
The equivalence of (2) and (3) is almost trivial, since (−2)(−4) ≡ 12 mod Q∗
4
. 
Proof of Theorem 5.2. Let
L = Q
(
i, 4
√
a1
a0
, 4
√
a2
a0
, 4
√
a3
a0
)
.
The surface X is isomorphic to S over L. If (a0 : a1 : a2 : a3) ∈ W then 4
√
2 /∈ L.
Therefore, both ST(X,L) and ST(X,Q) hold by Lemma 5.3. The last part of the theorem
is immediate from Lemma 5.4. 
In view of Theorem 5.2, we study the set W in more detail.
Lemma 5.5.
(1) Condition Z is equivalent to the condition (which we will also call condition Z)
4
√
2 /∈ Q
(
i,
√
2, 4
√
a1
a0
, 4
√
a2
a0
, 4
√
a3
a0
)
. (5.1)
(2) If condition Z holds for (a0 : a1 : a2 : a3), then it holds for any permutation of the
ai. It also holds for (la0 : la1 : la2 : la3).
(3) Suppose that condition Z holds for (a0 : a1 : a2 : a3). We can multiply any ai by a
fourth power, by −1 or by 4 and condition Z will still hold.
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(4) Let a, b, c, d be non-zero integers. Suppose (a : b : c : d) ∈ W . Let p be an odd
prime that does not divide abcd. Then
(pl1a : pl2b : pl3c : pl4d) ∈ W
for all integers l1, l2, l3, l4.
(5) Let a, b, c, d be odd integers. Then (a : b : c : d) ∈ W .
(6) Let a, b = ±1 be fourth-power free, odd integers.
Then (1 : 1 : 2a : 2b) /∈ W if and only if (a, b) (or of course (b, a)) is one of the
following forms:
(a)
a = ±pa11 · · · pann · q21 · · · q2r , ai ∈ {1, 3},
b = ±p21 · · · p2n,
(b)
a = ±pa11 · · · pann , ai ∈ {1, 3},
b = ±p21 · · · p2n,
with pi, qj distinct odd primes.
Proof. For part (1) it suﬃces to remark that if i ∈ F then 4√2 /∈ F implies that
4
√
2 /∈ F (√2). Part (2) is obvious. For part (3) note that both −1 and 4 are fourth pow-
ers in Q(i,
√
2) and so the extension in (5.1) is unchanged. Part (4) follows easily from
Lemma 5.4. For part (5) note that (1 : 1 : 1 : 1) ∈ W and apply part (4) successively for
every odd prime dividing abcd.
Let us now prove part (6). If (a, b) is one of the forms described in the lemma, then
(2a)2(2b)3 ≡ ±2 in Q∗/Q∗4. Hence (1 : 1 : 2a : 2b) /∈ W by Lemma 5.4. Conversely,
suppose that (1 : 1 : 2a : 2b) /∈ W . By Lemma 5.4 we have that
±2 ≡ 21+2a1b2 , in Q∗/Q∗4, for some i ∈ {0, 1, 2, 3}. (5.2)
By looking at the power of 2, one of the i is even and the other is odd. Without loss
of generality (we can interchange a and b) 1 is even. We cannot have 1 = 0 because
b = ±1 and is fourth-power free. Hence 1 = 2, and 2 ∈ {1, 3}. Now we look at (powers
of odd primes in) (5.2), and note the following.
(1) If a prime divides b but not a, then it appears in the right-hand side of (5.2) to a
power not divisible by 4. This is a contradiction. Hence if a prime divides b then it
divides a as well.
(2) If a prime divides a but not b, then it divides a to an even power.
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(3) If a prime p divides both a and b, then it cannot divide a to an even power (same
argument as in part (1), as there would be no contribution from a). Hence p divides
a to an odd power. Necessarily it divides b to an even power.
By combining the above, we see that (a, b) has one of the forms described in the lemma.

Let us now give two applications of Theorem 5.2.
Theorem 5.6. Let X be the surface
a0X
4
0 − a1X41 = a2X42 − a3X43 (5.3)
with ai integers. If 2 divides every ai to the same parity then ST(X,Q) holds.
Proof. By Theorem 5.2 it suﬃces to show that (a0 : a1 : a2 : a3) ∈ W . To do this we
apply Lemma 5.5 three times: by part (2) we can assume that the parity is even; by
part (3) we can assume that the ai are odd integers; and we are done by part (5). 
Theorem 5.7. Let X be the surface (taken from [18, § 8])
X40 + 4X
4
1 = da
2X42 + db
2X43 . (5.4)
Without loss of generality d is fourth-power free, and not divisible by 4. Moreover, a, b
are square-free, positive and coprime, with a  b.
The only case when ST(X,Q) might not hold is when d = ±2 and b = 1 or 2.
Proof. If d is odd then the assertion follows as a special case of Theorem 5.6. Hence
we can assume that d = 2d′ with d′ odd. In view of Theorem 5.2 it suﬃces to show
that (1 : 4 : 2d′a2 : 2d′b2) /∈ W implies that d′ = ±1 and b = 1 or 2. By part (3)
of Lemma 5.5 we can assume that a and b are odd and what we want to show is that
(1 : 1 : 2d′a2 : 2d′b2) /∈ W implies that d′ = ±1 and b = 1. Under our assumptions this
follows immediately from part (6) of Lemma 5.5. 
Remark 5.8. The surface X is the general diagonal quartic surface, with the product
of coeﬃcients being a square and a1 = 4a0. If a = b = 1, then X is everywhere locally
soluble if and only if d > 0, d ≡ 1, 2, 5 or 10 mod 16, and d is not divisible by any prime
p ≡ 3 mod 4. When d = 2, X contains rational points. For these facts see [18, §§ 1
and 8].
6. Example of a transcendental obstruction to weak approximation
In this section we give an application of a transcendental element. In particular we show
that one such element provides an obstruction to weak approximation on a diagonal
quartic surface over a number ﬁeld. This is a genuine transcendental obstruction in the
sense that over this number ﬁeld the algebraic Brauer group of our surface is just the
constant algebras and hence they give no conditions on the adelic points.
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Let us ﬁx some notation for this section. We denote by M the Galois ﬁeld of the
polynomial s4 − 2 over Q, that is M = Q(i, 4√2). There is a unique place in M above 2
with ramiﬁcation index 8. We will denote it by u.
We remind the reader that SM denotes the variety x4 − y4 = z4 − w4 over M and
B is the element of Br(SM ) deﬁned in Deﬁnition 4.8. If F/M is a ﬁeld extension and
A ∈ S(F ) we denote by B(A) the element of Br(F ) we get by specializing B at A.
The main result of this section is the following.
Theorem 6.1. B gives an obstruction to weak approximation on SM .
The proof of the theorem is given at the end of this section.
Remark 6.2. It is easy to see that Gal(M¯/M) acts trivially on Pic(S¯) ∼= Z20, and so
Br1(SM ) = Br(M) (see the comments above Lemma 4.4), i.e. the algebraic Brauer group
of SM is just the constant algebras.
We will have to calculate invariants of specializations of B. By straightforward manip-
ulations we have the following representation for B (we denote the quaternion algebra
(a, b)2 by [a, b] in this section):
B = [A1, A2] + [A3, A4] + [1 + i, A5], (6.1)
where
A1 = (1 + i)(z − 1)(x − y)B,
A2 = (−1 + z2 + x2 − y2)(−1 + z2 − ix2 + iy2),
A3 = 2(z2 − 1)(−yx3 + y3x − z + z3),
A4 = (1 + i)(z2 − 1)(−1 + z2 + x2 − y2),
A5 = (z2 − 1)(x2 − y2 + iz2 − i),
B = y2x2 − z − i + z3 + y3x + z4 − x4 − yx3
+ iy4 − iyx3 + iy3x − iy2x2 − iz + iz3 + iz2 − z2.
For ease with the manipulations mentioned above note that
F =
(i − 1)(x − y)B
(z − 1)3(z + 1)2 , G =
2(x − y)2(x3y − xy3 − z3 + z)
(1 − z2)4 ,
[A1, A2] = [F, (t + 1)(t + i)], [A3, A4] = [G, (t + 1)(1 + i)], [1 + i, A5] = [1 + i, t + i].
Here and for the rest of this section we use aﬃne coordinates on the open set w = 1.
Lemma 6.3. Let Q = (2,−1, 2) ∈ S(M). Then invu(B(Q)) = 0.
Proof. Consider B(Q) as an element of Br(Q2(i, 4
√
2)). By looking at the formulae (6.1),
it is obvious that B(Q) is the image of an element of order 2 under the restriction map
Br(Q2(i))
Res−−→ Br(Q2(i, 4
√
2)).
Therefore, it is trivial (see Proposition 6.7). 
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Remark 6.4. It is easy to establish that B(Q) is actually trivial as an element of Br(M)
(by using equations (6.1)).
Our aim is to ﬁnd an Mu-point of S such that B specializes to a non-trivial algebra at
that point. There is nothing conceptual in ﬁnding such a point. However it is not that
straightforward: the equations for B are not very simple and moreover we must make
calculations of the invariant map for a totally ramiﬁed extension of Q2 of degree 8. The
rest of this section is devoted to ﬁnding such a point.
For the convenience of the reader we quote a number theoretic result.
Lemma 6.5. Let F be a ﬁeld complete under a discrete valuation v. Suppose that
F has characteristic zero and its residue ﬁeld has characteristic p = 0. Let e be the
absolute ramiﬁcation index of F and let V (m) = {x ∈ F | valv(x − 1)  m}. Then for
m > e/(p − 1), the map x → xp is an isomorphism of V (m) onto V (m+e).
Proof. See [12, XIV, § 4, Proposition 9]. 
Lemma 6.6. Let F = Q2(
√
2) and d = 1 − 8√2(3 + 2√2). There exists l ∈ F such that
l4 = d,
l2 ≡ 1 + 4
√
2 + 16
√
2 + 32 mod 25
√
2.
}
(6.2)
Proof. By Lemma 6.5, d is a fourth power in F . It is easy to see that we can choose
α =
√
d with α ≡ 1 + 4√2 + 16√2 + 32 mod 25√2. By Lemma 6.5, α is a square in F .
Hence we can choose l ∈ F with the properties described in the lemma. 
Now we deﬁne the point P = (x0, y0, z0) by
x0 =
1
4
√
2
, y0 = lx0, z0 = 1 +
√
2,
where l is deﬁned in Lemma 6.6. It is clear that P ∈ S(Q2(i, 4
√
2)). By using Lemma 6.5
and (6.2) we can easily establish that
z20 − 1 ∼ 1 +
√
2, l2 + 1 ∼ 1 + 2
√
2, z20 − l2 ∼ 1 −
√
2, (6.3)
where ∼ means up to squares in Q2(
√
2).
For the convenience of the reader we quote another well-known result which lists some
properties of the restriction and corestriction homomorphisms. We will be using them in
the proof of Proposition 6.9.
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Proposition 6.7. Suppose that K is a ﬁeld which is complete under a discrete valu-
ation, with perfect residue ﬁeld. Let L/K be a ﬁnite extension. Then the following are
commutative:
Br(L)
∂OL 
Cor

Hom(gL,Q/Z)
Cor

Br(K)
∂OK  Hom(gK ,Q/Z)
Br(L)
∂OL  Hom(gL,Q/Z)
Br(K)
∂OK 
Res

Hom(gK ,Q/Z)
e·Res

where gK (respectively gL) is the absolute Galois group of the residue ﬁeld of OK
(respectively OL).
Let L/K be a ﬁnite separable extension. Denote by (a, b)K (respectively (a, b)L) the
symbol (a, b) computed in K (respectively L). Then
Cor((a, c)L) = (a,Nc)K for a ∈ K∗, c ∈ L∗,
Res((a, b)K) = (a, b)L for a ∈ K∗, b ∈ K∗,
where N denotes the norm map L∗ N−→ K∗.
Proof. See [12, XII, § 3, Exercise 2; XIV, § 2, Exercise 4]. 
Let us note one easy consequence.
Lemma 6.8. We retain the notation of Proposition 6.7. Let L = K(
√
d) be a quadratic
extension. Then
Cor([
√
d, a + b
√
d]L) = [a,−d]K + [−ab, a2 − db2]K for a, b ∈ K∗.
Proof. Clearly, [x, y2−x] = 1 for x, y ∈ L with x(y2−x) = 0. Applying this for x = −ec
and y = c, it is easy to see that [e, c] = [−ec, e + c] for e, c ∈ L∗, e + c = 0. Substituting
e = a, c = b
√
d in the last equation and using Proposition 6.7 gives the result. 
Proposition 6.9. invu(B(P )) = 12 .
Proof. Let u1 be the place of Q2(i,
√
2), and let u2 be the place of Q2(
√
2).
First note that by deﬁnition
z0, x
2
0, y
2
0 , x0y0 ∈ Q2(
√
2). (6.4)
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As a consequence,
invu(B(P )) = invu([x0 − y0, (−1 + z20 + x20 − y20)(−1 + z20 − ix20 + iy20)])
since by looking at the formulae (6.1) we see that everything else appearing in B(P ) is
the image of an element of order 2 under the restriction map
Br(Q2(i,
√
2)) Res−−→ Br(Q2(i, 4
√
2))
and is hence trivial (see Proposition 6.7).
Proposition 6.7 allows us to rewrite the previous equation as
invu(B(P )) = invu1
([−1√
2
(1 − l)2, (−1 + z20 + x20 − y20)(−1 + z20 − ix20 + iy20)
])
= invu1([
√
2, (−1 + z20 + x20 − y20)(−1 + z20 − ix20 + iy20)])
= invu1([
√
2, (−1 + z20 − ix20 + iy20)])
= invu2([
√
2, (−1 + z20)2 + (x20 − y20)2]). (6.5)
Note that to establish the third equality we use (6.4) and the argument below it.
When (x,mx, z) ∈ S the following equality holds:
(−1 + z2)2 + (x2 − y2)2 = 2(z
2 − 1)(z2 − m2)
m2 + 1
,
where y = mx. Hence from (6.5) we get the ﬁrst equality in the following
invu(B(P )) = invu2([
√
2, (z20 − 1)(z20 − l2)(l2 + 1)])
= invu2([
√
2,−1 − 2
√
2])
= inv2([−1,−2]) + inv2([−2,−7])
= 12 .
The second equality comes from formulae (6.3). The third from Lemma 6.8. The fourth
from the well-known formulae for inv2([a, b]) (see, for example, [12, XIV, § 4]). 
Proof of Theorem 6.1. Since S is proper we have that S(AM ) =
∏
v S(Mv), where
the product is taken over all places of M . Let
S(AM )B =
{
{Pv} ∈ S(AM )
∣∣∣∣ ∑
v
invv(B(Pv)) = 0
}
.
The set S(AM )B is a closed (with respect to the adelic or product topology) subset of
S(AM ) that contains S(M) (see [15, 5.2]). Therefore, to prove the theorem it suﬃces to
exhibit an adelic point which does not belong to S(AM )B.
Deﬁne the adelic point {Nv} by Nv = Q if v = u and Nu = P .
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Note that since Q is a global point we have that∑
v
invv(B(Q)) = 0.
Therefore, Proposition 6.9 and Lemma 6.3 now imply that∑
v
invv(B(Nv)) = invu(B(P )) − invu(B(Q)) = 12 = 0,
i.e. {Nv} /∈ S(AM )B, which is what we wanted to show. 
Appendix A
This appendix is to facilitate with computations alluded to in the paper (Proposition 3.10,
Theorem 3.17, Proposition 4.7).
The components of the degenerate ﬁbres of the ﬁbration φ, where i =
√−1 and α2 = i,
are given in the following tables.
(0 : 1) (1 : 1) (−1 : 1)
l1:
x = y
z = iw
l5:
x = z
y = w
l9:
x = iz
y = iw
l2:
x = y
z = −iw l6:
x = z
y = −w l10:
x = iz
y = −iw
l3:
x = −y
z = iw
l7:
x = −z
y = w
l11:
x = −iz
y = iw
l4:
x = −y
z = −iw l8:
x = −z
y = −w l12:
x = −iz
y = −iw
(i : 1) (−i : 1) (1 : 0)
l13:
w = αx
z = αy
l17:
x = αw
y = αz
l21:
x = iy
z = w
l14:
w = αx
z = −αy l18:
x = αw
y = −αz l22:
x = iy
z = −w
l15:
w = −αx
z = αy
l19:
x = −αw
y = αz
l23:
x = −iy
z = w
l16:
w = −αx
z = −αy l20:
x = −αw
y = −αz l24:
x = −iy
z = −w
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The divisors of F and G
div(G) = 2l1 + 2l2 + l5 + l8 + l9 + l12 + l13 + l16 + l17 + l20
− 3l21 − 3l22 − 3l23 − 3l24 + horizontal divisors,
div(F ) = l1 + 2l2 + l4 + l5 + l8 + l9 + l12
− 3l21 − 2l22 − 2l23 − l24 + horizontal divisors.
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ (A.1)
In the following table we use aﬃne coordinates on the open set w = 1. s¯ denotes the
restriction of s to the function ﬁeld of the corresponding line.
l1 l2 l3 l4
G
t2s
s¯ = i/2y2
t2s
s¯ = −i/2y2
s
s¯ = 2iy2
s
s¯ = −2iy2
F
ts
s¯ = (i − 1)/y
t2s
s¯ = 12 (i − 1)y
s
s¯ = −2(1 − i)y
ts
s¯ = (1 − i)y3
l21 l22 l23 l24
G
t3s
s¯ = −1
t3s
s¯ = −1
t3s
s¯ = −1
t3s
s¯ = −1
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