Marshall University

Marshall Digital Scholar
Theses, Dissertations and Capstones

1-1-2012

Methodological Orientation of Research Articles
Appearing in Higher Education Journals
Sherri E. Ritter
srsritter40@google.com

Follow this and additional works at: http://mds.marshall.edu/etd
Part of the Educational Assessment, Evaluation, and Research Commons, Higher Education and
Teaching Commons, and the Rhetoric and Composition Commons
Recommended Citation
Ritter, Sherri E., "Methodological Orientation of Research Articles Appearing in Higher Education Journals" (2012). Theses,
Dissertations and Capstones. Paper 211.

This Dissertation is brought to you for free and open access by Marshall Digital Scholar. It has been accepted for inclusion in Theses, Dissertations and
Capstones by an authorized administrator of Marshall Digital Scholar. For more information, please contact zhangj@marshall.edu.

METHODOLOGICAL ORIENTATION OF RESEARCH ARTICLES
APPEARING IN HIGHER EDUCATION JOURNALS

Sherri E. Ritter
Marshall University
Graduate School of Education
and Professional Development

Dissertation submitted to the
Graduate College of Marshall University
in partial fulfillment of
the requirements for the degree of

Doctor of Education
in
Educational Leadership

Committee Chair, Dennis M. Anderson, Ed.D.
Lisa A. Heaton, Ph.D.
Mary Harris-John, Ed.D.
Edna Meisel, Ed.D.
Huntington, West Virginia, 2012

Keywords: Research, Methodology, Qualitative, Quantitative, Mixed-Methods

DEDICATION

This work is dedicated to God, family, and friends whose love, support and
encouragement have sustained me through the process. Thanks for your patience and
sacrifices. My success is because of you!

ACKNOWLEDGEMENTS

I must recognize and acknowledge my appreciation and respect for the support
and encouragement received along this journey from my family, friends, and colleagues.
My sincere gratitude and appreciation to my doctoral committee chair, Dr.
Dennis M. Anderson. Without his help and support I would never have had the courage
to attempt a terminal degree. He has stood as a guiding light beside me throughout the
entire process. I would also like to acknowledge and thank each member of my
committee: Dr. Edna Meisel, Dr. Lisa Heaton, and Dr. Mary Harris-John. It was an
honor and blessing to have such a wonderful and talented group of individuals to guide
me through the procedure. Your input was invaluable and I will always appreciate your
encouragement. Special thanks to Dr. Meisel for her guidance through chapter four;
without you I would still be struggling.
All the faculty and staff of Marshall University played a role in helping me climb
this mountain. Thanks to my friends and colleagues for your support and encouragement.
Finally, special thanks for Mrs. Donna Jarrell, my editor, who spent many long hours
editing my drafts. Thank you for all of your help and support. Thank you all.

iii

TABLE OF CONTENTS
DEDICATION ............................................................................................................................... II
ACKNOWLEDGEMENTS .......................................................................................................... III
LIST OF TABLES ..................................................................................................................... VIII
LIST OF FIGURES ...................................................................................................................... IX
ABSTRACT................................................................................................................................... X
METHODOLOGICAL ORIENTATION OF RESEARCH ARTICLES APPEARING IN
HIGHER EDUCATION JOURNALS ............................................................................................ 1
CHAPTER ONE: INTRODUCTION TO RESEARCH METHODOLOGY ................................. 1
PURPOSE OF THE STUDY ............................................................................................................. 3
STATEMENT OF THE PROBLEM .................................................................................................... 3
JOURNAL BACKGROUND ............................................................................................................. 4
The Review of Higher Education ............................................................................................ 4
Journal of Computing in Higher Education ........................................................................... 4
Journal of Higher Education .................................................................................................. 5
Journal of Higher Education Policy and Management .......................................................... 5
Higher Education Quarterly ................................................................................................... 5
SIGNIFICANCE OF THE STUDY ..................................................................................................... 6
RESEARCH QUESTIONS ............................................................................................................... 7
METHODS .................................................................................................................................... 7
LIMITATIONS OF THE STUDY ....................................................................................................... 7
OPERATIONAL DEFINITIONS ....................................................................................................... 8
CONCLUSION ............................................................................................................................... 9
CHAPTER TWO: LITERATURE REVIEW ............................................................................... 10

iv

QUANTITATIVE RESEARCH ....................................................................................................... 10
Modern Era of Quantitative Research .................................................................................. 10
The Evolution of Quantitative Research ............................................................................... 12
Widespread Acceptance of Quantitative Research ............................................................... 14
Strengths and Weaknesses of Quantitative Research............................................................ 15
QUALITATIVE RESEARCH .......................................................................................................... 17
Anthropology......................................................................................................................... 17
Sociology ............................................................................................................................... 19
Widespread Acceptance of Qualitative Research ................................................................. 23
Strengths and Weaknesses of Qualitative Research.............................................................. 24
MIXED-METHODS ..................................................................................................................... 26
History of Mixed-Methods Research..................................................................................... 27
Widespread Acceptance of Mixed-Methods .......................................................................... 30
Strengths and Weaknesses of Mixed-Methods ...................................................................... 31
GENDER IN THE SCIENCES......................................................................................................... 32
History of Gender in the STEM............................................................................................. 33
Current Situation of Gender in the Sciences ......................................................................... 36
Reasons for the Gender Difference ....................................................................................... 39
CONCLUSION ............................................................................................................................. 43
CHAPER III: METHODS ............................................................................................................ 44
STATEMENT OF THE PROBLEM .................................................................................................. 44
SELECTION OF JOURNALS FOR INCLUSION ................................................................................ 45
DATA COLLECTION AND ANALYSIS .......................................................................................... 47
Data Collection Method ........................................................................................................ 50
SUMMARY ................................................................................................................................. 52
CHAPTER FOUR: PRESENTATION AND ANALYSIS OF THE DATA................................ 53

v

DEMOGRAPHIC INFORMATION .................................................................................................. 53
Institutional Profile ............................................................................................................... 56
Journal Profiles .................................................................................................................... 58
RESEARCH QUESTIONS AND INFERENTIAL ANALYSIS .............................................................. 63
Research Question 1 ............................................................................................................. 63
Research Queston 2 .............................................................................................................. 64
Research Question 3 ............................................................................................................. 65
Research Question 4 ............................................................................................................. 66
SUMMARY ................................................................................................................................. 67
CHAPTER FIVE: FINDINGS, CONCLUSIONS, ANCILLARY, AND
RECOMMENDATIONS .............................................................................................................. 69
PURPOSE OF THE STUDY ........................................................................................................... 69
POPULATION.............................................................................................................................. 69
METHODS .................................................................................................................................. 70
STUDY LIMITATIONS ................................................................................................................. 70
FINDINGS ................................................................................................................................... 71
Research Question 1 ............................................................................................................. 71
Research Queston 2 .............................................................................................................. 74
Research Question 3 ............................................................................................................. 74
Research Question 4 ............................................................................................................. 76
IMPLICATIONS ........................................................................................................................... 77
SUMMARY ................................................................................................................................. 78
RECOMMENDATIONS FOR FURTHER STUDY ............................................................................. 78
REFERENCES ............................................................................................................................. 80
APPENDICES .............................................................................................................................. 92
APPENDIX A ........................................................................................................................... 93

vi

APPENDIX B ......................................................................................................................... 100
APPENDIX C ......................................................................................................................... 109

vii

LIST OF TABLES

TABLE 1: STRENGTHS AND WEAKNESSES OF QUANTITATIVE RESEARCH .................................... 15
TABLE 2: STRENGTHS AND WEAKNESSES OF QUALITATIVE RESEARCH ...................................... 24
TABLE 3: STRENGTHS AND WEAKNESSES OF MIXED-METHODS RESEARCH ............................... 31
TABLE 4: S & E DOCTORATES AWARDED IN US 2000-2008 ......................................................... 37
TABLE 5: EMPLOYMENT IN STEM OCCUPATIONS IN 2009 ........................................................... 39
TABLE 6: JOURNAL SELECTIONS ................................................................................................... 46
TABLE 7: JOURNAL INFORMATION DATABASE ............................................................................. 50
TABLE 8: ARTICLE DATABASE ...................................................................................................... 51
TABLE 9: ACADEMIC RANK OF PRIMARY AUTHOR BY GENDER .................................................. 56
TABLE 10: ARTICLES BY INSTITUTIONAL CLASSIFICATION AND LOCATION ................................ 57
TABLE 11: PRIMARY AUTHOR RANK BY JOURNAL ....................................................................... 61
TABLE 12: RQ1 FREQUENCIES OF RESEARCH METHODS USED BY PRIMARY AUTHORS ............. 63
TABLE 13: RQ2 RESEARCH METHODS USED BY PRIMARY AUTHOR DUE TO GENDER ................ 64
TABLE 14: RQ3 RESEARCH METHODS USED BY PRIMARY AUTHOR DUE TO ACADEMIC RANK . 65
TABLE 15: RQ4 AUTHORS/CO-AUTHORS DEMOGRAPHICS .......................................................... 66
TABLE 16: RQ4 PRIMARY AUTHORS USE OF CO-AUTHORS ......................................................... 67

viii

LIST OF FIGURES

FIGURE 1: DOCTORATES EARNED BY WOMEN IN SELECTED STEM FIELDS,
1966 –2006 ............................................................................................................... 38
FIGURE 2: AUTHORS PER ARTICLE .................................................................................... 54
FIGURE 3: AUTHOR BY GENDER ........................................................................................ 54
FIGURE 4: NON-DUPLICATE INSTITUTIONS BY SIZE AND LOCATION.................................. 58
FIGURE 5: ARTICLES PER JOURNAL ................................................................................... 58
FIGURE 6: AUTHORS AND CO-AUTHORS PER JOURNAL BY GENDER.................................. 60

ix

ABSTRACT
The purpose of this study was to understand the methodologies authors in higher
education journals used to obtain knowledge in their fields. This study looked at five
peer-reviewed journals of higher education and analyzed the methods of research
employed by the authors to help them answer their respective research questions. The
methods of research are qualitative, quantitative, or mixed-methods. Additionally, this
study examined the effects of author, gender, and academic rank on the selection of
research methods.

x

METHODOLOGICAL ORIENTATION OF RESEARCH ARTICLES
APPEARING IN HIGHER EDUCATION JOURNALS

CHAPTER ONE: INTRODUCTION TO RESEARCH METHODOLOGY

Knowledge has been a basic human necessity as essential as food and shelter. It
separated us from other life forms by giving us the power to manipulate and to control
our environment. Entire civilizations have changed due to their understanding and
knowledge of the world around them. Christopher Columbus discovered “The New
World” as a result of his pursuit of knowledge. Modern day examples can be found
everywhere. According to the census, the population of the United States has shifted
from the East to the South and West (Jones & McCormick, 2010). In the past 60 years
the population of Phoenix, Arizona has grown over 255 percent and that of Las Vegas
has increased 1,843 percent (Browning, 2011). A few years ago these cities were almost
uninhabitable with temperatures reaching 120 degrees Fahrenheit in the summer months.
If humankind had not acquired the knowledge to control its physical environment, these
areas would still be largely unpopulated. Knowledge put a man on the moon, changed
travel, and how daily life is lived. This study examined the different methodologies used
to acquire knowledge in this modern scientific age.
Over the years the way knowledge was acquired has changed. There have been
four major categories used to define knowledge: Authoritarian, Mystical, Rationalistic,
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and Scientific. In the Authoritarian and Mystical eras knowledge was generated through
a select group of individuals such as oracles and mediums. In the Authoritarian model
the creators of knowledge were politically or socially defined and would include
individuals such as kings and archbishops. A common person in quest of knowledge
would solicit the authority’s assistance for prayer or other ceremonial petitions for
guidance. In the Mystical model, the authoritarian would be selected through the
manifestation of supernatural signs. The Mystics were made up of prophets, mediums,
and gods and would sometimes use drugs or stress-induced hallucinatory methods to
seek signs for guidance. At other times they would use tarot cards and hexagrams to
guide seekers of knowledge (Milliken, 2001; Wallace, 2004).
During the Rationalistic age of research, logic was the absolute science. The
creation of knowledge depended on the strict observance of a set of rules laid out by the
logic model. This model was similar to the Authoritarian and Mystic in that the rules
governing knowledge were created by a select group of individuals, but once those rules
were established an individual could generate knowledge as long as he or she adhered to
those rules. Proponents of the scientific approach believed that there was a set of
unproven and unprovable assumptions needed to verify true knowledge. They sought to
dispel the belief that human beings were born with or can simply reason their way to
authentic knowledge. The Scientific model, unlike the others, puts no weight on the
characteristic of the person creating the knowledge. That method of knowledge creation
relied on the collective assessment and replication of procedures to produce true
knowledge. It is the Scientific era and the development of qualitative and quantitative
research methods that were the focus of this study (Milliken, 2001; Wallace, 2004).
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Both qualitative and quantitative research methods were developed in the
twentieth century and with their evolution came the qualitative versus quantitative
debate. In general, quantitative studies involve the collection and analysis of numerical
data whereas qualitative studies involve a method of collecting and analyzing data that
relies on meaning and interpretation.
Critics of qualitative research claimed that it is not scientific and lacks proper
sampling. Moreover, the opponents of qualitative research claimed that it is not objective
and is guided by the subjectivity of the researcher. On the other hand, critics of the
quantitative method claim that the idea of representation and generalizability is flawed,
and that it is impossible to eliminate researcher subjectivity (Woolgar, 1988). It was
further argued that science is dynamic in nature and does not exist in a vacuum. Some
claimed that influences of social forces and professional pressures make objectivity
unattainable (Tewksbury, DeMichele, & Miller, 2005).
Purpose of the Study
The purpose of this study was to analyze the methods of research employed by
the higher education community as evidenced by articles published in selected peerreviewed journals. Additionally, this study examined the effects of author, gender, and
academic rank on the selection of research methods. This study explored the way authors
of research journals published and mentored junior authors.
Statement of the Problem
For many years the qualitative versus quantitative research debate has lingered.
Although qualitative methods have made headway, quantitative methods are believed to
remain prevalent. This study critiqued five higher education journals within a five-year
3

period, 2006-2010, to determine the frequency with which various methods were
utilized. The five journals used in this research were, The Review of Higher Education,
Journal of Computing in Higher Education, The Journal of Higher Educatio,; Journal of
Higher Education Policy and Management, and Higher Education Quarterly.
Journal Background
The Review of Higher Education
The Review of Higher Education (The Review) features articles and research
pertaining to various issues affecting higher education. It is published quarterly by Johns
Hopkins University Press and is the official journal of the Association for the Study of
Higher Education (ASHE). The Review originates from the Department of Educational
Leadership Program at the University of Nevada, Las Vegas and is produced both online
and in print. According to publishers the article acceptance rate is between five and eight
percent. The journal is peer reviewed (Johns Hopkins University Press, 2009; Nora,
2009).
Journal of Computing in Higher Education
The Journal of Computing in Higher Education (The Journal) publishes original
research and papers pertaining to issues associated with instructional technologies in
educational environments. The journal is published by Springer Publishing in New York
and is produced both online and in print. All manuscripts undergo review through a
double-blind peer process. Two issues per year are produced with an acceptance rate of
about 20 percent (Journal of Computing in Higher Education, 2009; Sheldon, 2009).
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Journal of Higher Education
The Journal of Higher Education (JHE) is a scholarly journal published by the
Ohio State University Press in Columbus, Ohio. The journal deals with issues of
importance to faculty and administrators in higher education and is available in print and
online. The journal is published bimonthly. The acceptance rate is nine percent.
Manuscripts undergo a blind peer review prior to acceptance (Ohio State University
Press, 2009; Gray, 2009).
Journal of Higher Education Policy and Management
The Journal of Higher Education Policy and Management (JHEPM) focuses on
post-secondary educational policy. It not only deals with current practices but also
provides the latest research on emerging policies. All articles undergo peer review by at
least two experts, after passing an editor screening. The journal is published four times a
year by Routledge, Taylor and Francis Ltd, an international publisher from Oxford,
England. Author acceptance rate is 20 percent. JHEPM is available online and in print
(Dobson, 2009; Taylor & Francis Group, 2009).
Higher Education Quarterly
The Higher Education Quarterly (HE) is published four times a year by WileyBlackwell publishers. The focus of this publication is strategic management and senior
policy management in secondary education. All articles are peer reviewed. The
acceptance rate for authorship is 20 percent and the journal is available in print and
online. HE is an international publication based in London and is published in
association with the Society for Research in Higher Education (SRHE) (John Wiley &
Sons, 2009; McKeown, 2009).
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Significance of the Study
Higher education has two basic functions, which are to educate and to create
knowledge. In addition to teaching, professional educators are often required to
participate in research and publish those findings in scholarly journals, most of which are
peer reviewed or refereed journals. Peer-reviewed journals are reviewed for accuracy,
originality, and current interest by a panel of experts in the field. Peer-reviewed articles
meet the standards of expertise expected by the discipline.
The peer review process is an accepted indicator of quality. Having published in
a refereed journal adds credibility to an educator’s reputation and profession. The quality
of the refereed journal is known throughout the industry, which is why academic leaders
rely on them to remain current in their disciplines. These journals are an excellent way
for professionals to share their research and see the latest investigations performed by
other professionals.
Given the significance associated with these journals it is important to establish
the academic standing of the authors and their research methodology. The academic
standing is an indicator of the author’s experience and credibility. The method of
research chosen by the author helps define the parameters of the study and the
conclusions that are drawn.
Both qualitative and quantitative research methods address different types of
questions and are capable of providing scientifically important and clinically relevant
information. Qualitative research focuses on the sum of a problem whereas quantitative
looks at individual parts. To be limited to one approach limits the type of problems that
can be addressed by the research (Plante, Kiernan, & Betts, 1994).
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Research Questions

1. What is the predominant method of research for published authors in selected
peer-reviewed higher education journals?
2. Does gender play a role in determining the method of research for published
authors in select peer-reviewed higher education journals?
3. Does academic rank play a role in determining the method of research for
published authors in select peer-reviewed higher education journals?
4. Do primary authors prefer co-authors of a certain academic rank in select
peer-reviewed higher education journals?

Methods
This study involved an analysis of the research method(s) used in the articles and
the authors’ characteristics (gender, rank, place of employment) for each article
published in five higher education journals for a five year period, 2006-2010. Analysis
of the data was based on descriptive statistics. Only full articles were included; book
reviews, opinion pieces, and so forth were excluded. Variables included gender of the
lead author, academic rank of the lead author and co-authors, and the predominant
method of research used in each research article (quantitative, qualitative, or mixed).
Limitations of the Study
This study had three primary limitations.


Journal Selections



Not Discipline Specific



Generalizability
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Journal selections for this study were from five scholarly publications of higher
education over a five-year period. Other journals and timeframes may produce different
outcomes.
This study examined higher education as a whole and was not discipline specific.
The selected journals dealt with policy, technology, and higher education in general.
The extent to which these findings may be generalized is indeterminate. All
journals associated with the study were available through printed media and accessible
online. Journals that were strictly print or solely online were not included in this study.
Operational Definitions
The following operational definitions were used to examine the research
questions of this study:
Academic Rank: In academia faculty hold rank according to rigid qualifications and
includes Professor, Associate Professor, Assistant Professor, and sometimes
Instructor.
Acceptance Rate: An acceptance rate is the percentage of submitted manuscripts that
editors accept for publication. In general the lower the acceptance rate the more
prestigious the publication.
Mixed-Method: A technique of problem assessment that utilizes qualitative and
quantitative research methods.
Peer Reviewed: The process of verifying an author's scholarly work as determined by
peers.
Qualitative: A method of understanding human behavior based on the collection of nonnumerical data.
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Quantitative: The scientific investigation of problems based on mathematical models.
Conclusion
Although the examination of research methods has been conducted in specific
disciplines such as criminal justice and mass communication, a similar study in higher
education has not been conducted (Tewksbury, et al., 2005; Trumbo, 2004).
This study will be relevant for academic leaders who rely on peer-reviewed
journals to remain current in their disciplines. It will also be relevant to faculty who
publish in peer-reviewed journals for promotion and tenure consideration. This study
will help potential authors understand which journals are most relevant to their particular
type of research projects. It will help them determine where manuscripts should be
submitted to maximize chances for acceptance.
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CHAPTER TWO: LITERATURE REVIEW

The purpose of this chapter is to examine existing literature concerning the
history of research and the methodological orientation of research articles appearing in
higher education journals.
Quantitative Research
Quantitative research is a method of measuring human actions and ideas based
upon scientific sampling. Its roots stem as far back as the 1100s with the Trial of the
Pyx. Before modern methods of coin creation, the work was done by hand. To ensure the
newly minted coins conformed to standards, the London Royal Mint routinely inspected
the quality by measuring their weight. Each day a sampling of coins would be stored in a
wooden chest called the Pyx. At a given time the Pyx would be transferred to a chamber
by the same name for inspection. The coins would be weighed for accuracy against
plates of gold, silver and cupro-nickel. These plates were known as Trial Plates. Each
coin would have to fall within a certain weight range to maintain the integrity of that
batch of coins. This represented the first scientific means of ensuring quality production
of a product (Giedroyc, 1998-2010; Goldsmiths Company, n.d.; Stigler, 1986.).
Modern Era of Quantitative Research
It was not until 1805 that the modern era of quantitative research as we know it
today began to take shape. Pierre-Simon Laplace (1749-1827), a French mathematician
and astronomer best known for his solar system research, developed a tool to
mathematically predict the probabilities of a particular event occurring in nature. The
probability theory was essential to activities that involve quantitative analysis of large
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sets of data. For example, a coin tossed in the air has a fifty-fifty chance of turning up
heads. The more often it is tossed the closer to that fifty-fifty mark it will come. In other
words, a coin tossed three times may come up heads one time, which will give it onethird chance of being heads, but tossed one hundred times, that coin will be closer to the
fifty-fifty mark of being heads. Laplace’s theory was built upon earlier works by
Abraham De Moivre (1667-1754) and Jacob Bernoulli (1654-1705). These advances in
the study of probability helped usher in the age of modern statistics and earned Laplace
the title of the "Newton of France" (Classic Encyclopedia, 2006; Stigler, 1986a).
During the same time period another Frenchman, Adrien Marie Legendre (17521833), was busy developing the Method of Least Squares (MLS). The MLS is a
procedure to determine the best fit line for a set of data. This method was developed to
solve scientific problems such as the mathematical motion of the moon and the shape of
the earth (Shafer, 1993).
Four years after Legendre's publication on MLS, Carl Friedrich Gauss (17771855) expanded on the theory with a book entitled "The Theory of the Motion of
Heavenly Bodies Moving about the Sun in Conic Sections." His theory was an expansion
of both Laplace and Legendre and explained the orbits of planets (Stigler, 1986a).
Up until the early nineteenth century most mathematicians were busy applying
their theories to problems concerning astronomy. Their goal was to understand the
universe and how it worked. By the mid-1820s a move was underway to use some of the
astronomical observation tools to understand the nature of man.
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The Evolution of Quantitative Research
Birth of Social Research. Adolphe Quetelet (1796-1874), a Belgian astronomer,
mathematician, statistician, and sociologist, introduced the age of social research using
quantitative research methods. As a sociologist he used his mathematical background to
make the leap into social research (Eknoyan, 2007). He devised a method of analyzing
past population data to estimate current populations. His work with the census took place
in 1828, but his interest did not stop there (Brooks, 2001). His next discovery in social
research was the “concept of the average man.” The average man was a fictional being
that emerged from his statistical research. To develop the average man he considered
birth and death rates by month, city, temperature, and time of day. Other human
attributes such as height and weight were also considered. Eventually Quetelet carried
his research beyond physical attributes to moral qualities. He collected data on
drunkenness, insanity, suicide, and crime to lay the groundwork for social physics
(Eknoyan, 2007; O'Connor & Robertson, 2006).
In the nineteenth century one of the central issues essential for extending
statistical methodology from astronomical to social data was the isolation of data into
homogeneous categories. Wilhelm Lexis (1837-1914), a German statistician, economist,
and social scientist, was dissatisfied with the unsupported assumption of statistical
homogeneity in sampling. He devised a test called the Lexis Ratio to analyze the validity
of samplings. His most important contribution to modern social research was
generalizability. Generalizability is a method of analysis used to determine if a sample is
representative of the population under study (O'Connor & Robertson, 2000).
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Modern Experimental Psychology. Gustav Theodor Fechner (1801-1887),
Wilhelm Maximilian Wundt (1832-1920), and Hermann Ebbinghaus (1850-1909) are
recognized as the founders of modern, experimental psychology. Fechner believed the
mind could be measured and subjected to mathematical treatment. With this belief he
developed his theory that psychology had the potential to become a quantified science.
Fechner was also credited with demonstrating the non-linear relationship between
psychological sensation and the physical intensity (Stigler, 1986).
By creating one of the first formal laboratories for psychological research Wundt
established psychology as a separate science. His work entailed the exploration of
religious beliefs. He was also known for mapping damaged areas of the human brain and
identifying mental disorders (Stigler, 1986).
Ebbinghaus also worked with the human brain. His major contribution was the
development of the Forgetting and Learning Curves. He was known for his pioneering
research in memory. He developed techniques to help researchers measure memory and
to understand serial learning and free recall (Stigler, 1986a).
Statistical Correlation and Regression. Francis Galton (1822-1911) held many
titles but his major contribution to modern quantitative research was his work with
statistical correlation and regression. He developed the Theory of Regression while
studying heredity. His study involved sweet peas and how the seeds varied in size and
characteristics according to their parents. He developed a technique for modeling and
analyzing several variables with a focus on the relationship between dependent and
independent variables. A correlation is a single number that describes the degree of
relationship between two variables (Plucker, 2007; Tredoux, 2002; Trochim, 2006).
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Francis Ysidro Edgeworth (1845-1926), an Irish philosopher, politician, and
economist, made significant contributions to statistics, but what made him unique was
his lack of a background in statistics. He took many of the tools used in previous
centuries for astronomical observations and broke them down to their cores so he could
understand the conditions, assumptions, and interpretations that made each successful.
He developed techniques for dealing with special structures, which are now commonly
referred to as Variance Components or the Random Effect Model. These models showed
how to estimate dispersion in cross-classified additive models so that comparisons could
be made between rows, columns, or cells (O'Connor & Robertson, 2003; Stigler, 2002).
Karl Pearson (1857-1936) established the discipline of mathematical statistics.
He applied statistics to such biological problems as heredity and evolution. His
contributions included regression analysis, the correlation coefficient, and the Chi-square
test of statistical significance (1900). Pearson coined the term “standard deviation”
(Magnello, 2007).
George Udny Yule (1871-1951) was a British statistician. Yule's major
contributions to theoretical statistics dealt with correlation and regression. He was the
first to recognize the degrees of freedom in the chi square statistic contingency tables.
(O'Connor & Robertson, 2003b; Williams, 2004).
Widespread Acceptance of Quantitative Research
Quantitative research did not gain momentum with the general public until the
early twentieth century. George Horace Gallup (1901-1984), Elmo Roper (1900-1971),
and Archibald Crossley (1896-1985) used quantitative research to correctly predict
Franklin D. Roosevelt's victory in the 1936 presidential election. A few years later
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Gallup learned a valuable lesson when he failed to follow through with his earlier data
collection strategy and closed the presidential polls three weeks early, which resulted in
an unsuccessful prediction of Dewey over Truman in the 1948 election (Gallup, Inc.,
2009; Roper Center, 2009; Zetterberg, 2004).
By the middle of the twentieth century quantitative research was well established
within the academic world. Quantitative research was based on the philosophical
movement that all meaningful statements are either analytical or conclusively verifiable.
This movement was called Positivism. Everything had to be confirmable by observation
and experiment and metaphysical theories were meaningless (Ryan, 2006; Trochim,
2006b).
Strengths and Weaknesses of Quantitative Research
Like all methods of research, quantitative has its strengths and weaknesses.
Table 1: Strengths and Weaknesses of Quantitative Research outlines the positive
and negative components of this paradigm. Information contained in this table is
reprinted directly from “Mixed-Methods Research: A Research Paradigm Whose Time
Has Come,” by R. B. Johnson and A. J. Onwuegbuzie, 2004. As reflected in the table
some of its primary strengths include the ability to replicate the research, the potential to
make predictions, and the capability of working with a large number of subjects. The
primary weakness of this method is that the knowledge produced may be too abstract for
practical application and researchers may misinterpret data due to the lack of
understanding the local culture.
Table 1: Strengths and Weaknesses of Quantitative Research

Strengths and Weaknesses of Quantitative Research
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Strengths


Testing and validating already constructed theories about how (and to a lesser
degree, why) phenomena occur.



Testing hypotheses that are constructed before the data are collected. Can
generalize research findings when the data are based on random samples of
sufficient size.



Can generalize a research finding when it has been replicated on many different
populations and subpopulations.



Useful for obtaining data that allow quantitative predictions to be made.



The researcher may construct a situation that eliminates the confounding
influence of many variables, allowing one to more credibly assess cause-andeffect relationships.



Data collection using some quantitative methods is relatively quick (e.g.,
telephone interviews).



Provides precise, quantitative, numerical data.



Data analysis is relatively less time consuming (using statistical software).



The research results are relatively independent of the researcher (e.g., effect size,
statistical significance).



It may have higher credibility with many people in power (e.g., administrators,
politicians, people who fund programs).



It is useful for studying large numbers of people.

Weaknesses


The researcher’s categories that are used may not reflect local constituencies’
understandings.



The researcher’s theories that are used may not reflect local constituencies’
understandings.
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The researcher may miss out on phenomena occurring because of the focus on
theory or hypothesis testing rather than on theory or hypothesis generation
(called the confirmation bias).



Knowledge produced may be too abstract and general for direct application to
specific local situations, contexts, and individuals.

Note. Reprinted from “Mixed-Methods Research: A Research Paradigm Whose Time Has Come,” by R. B.
Johnson and A. J. Onwuegbuzie, 2004.

For most scientists, quantitative research was considered the benchmark of
exploration, but a new model was on the horizon. The emergence of qualitative research
into mainstream investigations added a new dimension to the field of research and
challenged the Positivism movement. Qualitative research rejected the Positivism theory
and sparked a debate in the scientific world that would last well into the twenty-first
century.
Qualitative Research
Qualitative research can trace its roots to the disciplines of anthropology and
sociology. Anthropology is the study of human beings and their interactions with each
other and the environment whereas sociology is the study of human societies and social
structures.
Anthropology
Anthropology is the study of humankind with roots in natural and social science
and the humanities. The first anthropologist was Abū Rayhān al-Bīrūnī (973-1048). AlBīrūnī was a Muslim scholar who engaged in personal research of the lives and customs
of the people of the Middle East, the Mediterranean and Southern Asia. His primary
method of research was participant observation. He presented his findings with
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objectivity and neutrality using cross-cultural comparisons (Faratarazmarzha, 2007;
O'Connor & Robertson, 1999).
The next major step in the evolution of anthropology was Marco Polo (12541324). He came to be known as "the father of modern anthropology." This title is based
upon his book, "The Travels of Marco Polo” nicknamed "II Milione." Some say it earned
the title for the millions of lies told within the pages, whereas others claim it is a
methodical observation of nature. Polo was a merchant by trade. As a young man he
traveled with his father and uncle throughout Central Asia and China learning the
industry. Polo's travels took him across various cultures where he met society's elite.
Upon returning to his homeland a revolution had erupted and he found himself
imprisoned. While in prison he dictated his stories to a cellmate. His accounts of the land
and people he encountered during his twenty-four year journey were extremely detailed
and became a source of inspiration for millions. His writings were used as a roadmap for
exploration by such notable explorers as Abraham Cresque, author of the Catalan Atlas,
and Christopher Columbus (Rosenberg, 2009; Sensenig, n.d.; Wikimedia Foundation
Inc., 2009).
Other sources declared Claude Levi-Strauss (1908-2009) the true intellectual
"father of modern anthropology." Levi-Strauss, not to be confused with the American
jeans entrepreneur, was a French anthropologist who spent fifty-nine years studying the
behavior of North and South American Indian tribes. He used structuralism to study the
social organization of those tribes. He described structuralism as “the search for
unsuspected harmonies within the social organizations.” His greatest contribution to
modern anthropology was this use of structuralism, but he brought forth many other
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theories (Bloch, 2009). Another theory and part of the reason for his popularity was his
rejection of humanism. Humanists believed that classical training alone could form a
perfect man, whereas Levi-Strauss believed that the civilized and savage minds are equal
in their natural state. His theory states that everyone's basic needs are the same until the
introduction of cultural influences. These influences determine the acceptance of various
standards such as food and social behaviors (Klages, 1997).
To accompany this belief, Levi-Strauss introduced the theory of binary opposites.
This theory maintains that for every action there is an opposite action. One example of
this theory is rational vs. emotional. Rational is considered a superior trait, whereas
emotional is considered its opposite or an inferior trait. Men were considered the
superior sex because they most often displayed rational thought and women were
inferior because they displayed the binary opposite trait of emotion. Not everyone
accepted this theory. It would be debated for years, but it was just one of many theories
Levi-Strauss developed during his career (Schmitt, 1999). In addition to his studies,
Levi-Strauss was an educator and author. His books included The Raw and the Cooked,
The Savage Mind, Structural Anthropology, and Totemism (Bloch, 2009; Klages, 1997;
Schmitt, 1999).
Sociology
Sociology can be traced back as far as the ancient Greeks. Sociological
observation was used by such noted figures as Confucius (551 BC-479 BC) and Plato
(428/427 BC – 348/347 BC) (Welty, 1973). The first sociologist was Ibn Khaldun (13321406), a North African astronomer, historian, scholar, mathematician, and social
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scientist. His work provided guidelines on how societies should functions more than four
centuries before modern sociologists (Cheddadi, 1994).
Modern sociology did not evolve until after the French Revolution (1787-1799).
Auguste Comte (1798-1857) attempted to unify history, psychology, and economics
through the scientific understanding of the social realm. He proposed that social ills
could be remedied through sociological positivism. Positivism is the belief that authentic
knowledge is based only on actual sense experience. Although Comte is generally
regarded as the "Father of Sociology," the academic architect of social science was
formally established by Emile Durkheim, Karl Marx, and Max Weber (Boran, 1947;
Kreis, 2000b; New World Encyclopedia, 2008).
Emile Durkheim (1858-1917) was a French sociologist commonly regarded as
the principal architect of modern social science. He set up the first European department
of sociology at the University of Bordeaux in 1895 and established the journal L'Annēe
Sociologique. Although he made several literary contributions to the social sciences, his
most distinguished contribution was the concept of structural functionalism. Structural
functionalism allows one to view social structures through the lens of its principal
elements, norms, customs, traditions, religious beliefs and institutions (Durkheim, 2002).
Karl Marx (1818-1883), a German philosopher, political theorist, and sociologist,
is credited with the development of the conflict theory. The conflict theory emphasizes
the social and political inequality of various social groups often referred to as the "class
struggle." In his theory Marx categorizes the classes into two basic groups, the
proletariat and the bourgeoisie. The proletariats are individuals who sell their labor for
paid wages. The bourgeoisie are capitalists who receive income from the exploitation of
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other people's labor. Using this theory Marx helped establish the foundations of modern
Communism. Marx believed that internal tensions of capitalism would one day cause it
to self-destruct and be replaced by socialism. His most famous work was published in
1848 and titled The Communist Manifesto (Brians, 1998; Kreis, 2000).
Max Weber (1864-1920) was a key figure in the development of the antipositivist
movement in sociology. The anti-positivist supporter believes that academia must reject
scientific methods in social research and instead rely on the subjectivity of the
researchers as they view the issues through the lens of basic sociological foundations. He
further argued that sociology was able to methodologically identify causal relationships,
which made it a science in its own right. In addition to anti-positivist, Weber's major
work dealt with rationalization or the process by which social actions and interactions
were based. He believed that many actions were based on calculations and outcomes
rather than created from motivations established by custom, tradition, or emotion
(Asiado, 2008; Kim, 2007; New World Encyclopedia, 2008).
Up until the late nineteenth century most sociological work was done primarily
outside of the United States, but in 1875 the first sociology course was offered by
William Sumner, a Professor at Yale University. It was not until 1892 that sociology
established roots with the founding of the first independent Department of Sociology at
the University of Chicago. Albion Small (1854-1926) founded the first accredited
department of sociology at the University of Chicago and two years later founded the
American Journal of Sociology (AJS). The AJS was the first journal of its kind in the
United States. His work was instrumental in establishing the academic field of sociology
in the U.S. (American Sociological Association, 2005). As important as his work was,
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many others made significant contributions. Two such figures were Robert Park and
Ernest Burgess. Their groundbreaking research helped establish the University of
Chicago as a sociological research institution.
Robert Park (1864-1944) was born in Pennsylvania. His concern for social issues,
especially related to race in the cities, led him to become a journalist and formed the
foundation for his later research interest. He eventually received a Ph.D. in Philosophy
and went on to teach at Harvard and University of Chicago. He, along with Ernest
Burgess, developed the idea of a marginal personality in a 1921 book titled Introduction
to the Science of Sociology. This theory states that loyalties that bind people together in
primitive societies are in direct proportion to the fear and hatred in which they view
other societies (Cortese, 1995).
Ernest Burgess (1886-1966) was born in Ontario. His most famous work was the
1921 book with Robert Park, title Introduction to the Science of Sociology. It would
become known as the “Sociology Bible” but that was just the beginning. He continued
working with Park to divide Chicago into concentric zones. These concentric zones were
rings that depict urban land use. These categories identified business districts, factory
localities, residential areas and commuter zones. These zones were one of the earliest
theoretical models to explain urban social structures. This groundbreaking research
provided a foundation for the University of Chicago and helped establish rigorous
scientific bases for the social sciences. Between 1915 and 1940, the University of
Chicago dominated sociology in the U.S. (Cortese, 1995).
The foundation of sociology was built upon positivism or the belief that true
knowledge is based on actual sense experience. Notable figures such as Emile Durkheim
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and Karl Marx continued to advance the field with their introduction of additional
theories, such as functionalism and conflict theory. Max Weber introduced antipositivism to the field. The anti-positivism movement aimed to reject scientific methods
in favor of establishing sociological research as its own science. The University of
Chicago brought sociology to the forefront in the United States and helped establish the
social sciences as solid scientific research.
Widespread Acceptance of Qualitative Research
Qualitative research did not reach its peak of popularity until the mid-twentieth
century. It was used primarily in anthropological and sociological circles, but during the
1970s and 1980s it began to be used in other disciplines such as education studies, social
work, and women's studies (Platt, 1985).
Qualitative research also became prevalent with many consumer products. Unlike
quantitative methods of gathering data, qualitative techniques attempt to identify the
human condition by understanding the thought process associated with various
interactions. The very nature of qualitative research requires smaller focused samples
than quantitative approaches. The ability to understand consumers and their spending
habits made it an invaluable tool for manufacturers.
During the 80s and 90s, there was a slowdown in traditional media advertising
spending, so there was heightened interest in making research related to advertising more
effective (Platt, 1985). During that time, after criticisms from the quantitative side, new
methods of qualitative research evolved to address the perceived problems with
reliability and imprecise modes of data analysis.
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Strengths and Weaknesses of Qualitative Research
Just as with the quantitative paradigm, qualitative research has its strengths and
weaknesses. Table 2: Strengths and Weaknesses of Qualitative Research outlines the
advantages and disadvantages of this paradigm. Information contained in this table is
reprinted from “Mixed-Methods Research: A Research Paradigm Whose Time Has
Come,” by R. B. Johnson and A. J. Onwuegbuzie, 2004. Some of its primary strengths
include the ability to study a subject in depth, the ability to study dynamic processes, and
the collection of data in a naturalistic setting. The primary weaknesses of this method is
that knowledge is unique to the setting and therefore not generalizable. The results are
more easily influenced by the researcher’s personal biases.
Table 2: Strengths and Weaknesses of Qualitative Research

Strengths and Weaknesses of Qualitative Research
Strengths


The data are based on the participants’ own categories of meaning.



It is useful for studying a limited number of cases in depth.



It is useful for describing complex phenomena.



Provides individual case information.



Can conduct cross-case comparisons and analysis.



Provides understanding and description of people’s personal experiences of
phenomena (i.e., the “emic” or insider’s viewpoint).



Can describe, in rich detail, phenomena as they are situated and embedded in
local contexts.



The researcher identifies contextual and setting factors as they relate to the
phenomenon of interest.
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The researcher can study dynamic processes (i.e., documenting sequential
patterns and change).



The researcher can use the primarily qualitative method of “grounded theory” to
generate inductively a tentative but explanatory theory about a phenomenon.



Can determine how participants interpret “constructs” (e.g., self-esteem, IQ).



Data are usually collected in naturalistic settings in qualitative research.



Qualitative approaches are responsive to local situations, conditions, and
stakeholders’ needs.



Qualitative researchers are responsive to changes that occur during the conduct of
a study (especially during extended fieldwork) and may shift the focus of their
studies as a result.



Qualitative data in the words and categories of participants lend themselves to
exploring how and why phenomena occur.



One can use an important case to demonstrate vividly a phenomenon to the
readers of a report.



Determine idiographic causation (i.e., determination of causes of a particular
event).

Weaknesses


Knowledge produced may not generalize to other people or other settings (i.e.,
findings may be unique to the relatively few people included in the research
study).



It is difficult to make quantitative predictions.



It is more difficult to test hypotheses and theories.



It may have lower credibility with some administrators and commissioners of
programs.



It generally takes more time to collect the data when compared to quantitative
research.



Data analysis is often time consuming.
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The results are more easily influenced by the researcher’s personal biases and
idiosyncrasies.

Note. Reprinted from “Mixed-Methods Research: A Research Paradigm Whose Time Has Come,” by R. B.
Johnson and A. J. Onwuegbuzie, 2004.

Mixed-Methods
Mixed-method research is the combination of both the quantitative and
qualitative research paradigms. Proponents of mixed-methods research believe that the
use of both quantitative and qualitative research allows the researcher to experience a
deeper understanding of the topic. Using both methods removes the limitations
established by the use of a single method of research. On the other hand the deep
paradigm difference between quantitative and qualitative research are a barrier the
mixed-method researcher must consider and address prior to establishing a mixedmethods study.
Quantitative research is based on positivism. With this method there is only one
truth, one reality independent of human perception. There are two independent entities
involved in the research, the investigator and the investigated. The investigator is
capable of studying a phenomenon without influencing or being influenced by it (Guba
& Lincoln, 1994; Sale, Lohfeld, & Brazil, 2002). The goal of quantitative research is to
measure and analyze relationships between variables within a value-free framework
(Denzin & Lincoln, 1994). Quantitative research has a long and varied history dating
back to the Trial of the Pyx in the twelfth century. By the twentieth century it was a wellestablished and widely accepted method of research.
The qualitative paradigm is based on interpretivism (Altheide & Johnson, 1994;
Guba & Lincoln, 1994; Kuzel & Like, 1991; Sale, et al., 2002; Secker & Milburn, 1995).
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According to the qualitative approach of interpretivism there are multiple realities and
truths. The investigator and the object of study are linked in such a way that findings are
created within the context of the situation; in other words, if the players change, the
results will change (Guba & Lincoln, 1994). The emphasis of qualitative research is on
process and meanings. Qualitative research predates quantitative methods, but, despite
its popularity by early explorers, its overall acceptance was restrained.
History of Mixed-Methods Research
The different assumptions of the quantitative/qualitative paradigms created a
positivism-idealism debate in the late 19th century (Smith, 1983). According to
Onwegbuzie and Leech there have been four major phases of social and behavioral
research methodology within the past 100 years: (1) popularization of quantitative
research, (2) the emergence of the qualitative research, (3) the post-positivism era, and
(4) the emergence of the pragmatist or mixed-method paradigm (Onwegbuzie & Leech,
2005).
Phase one of social and behavioral research was the popularization of the
quantitative method. This phase ended just prior to the late nineteenth century.
Mathematical and statistical procedures were used to explain and predict behavior.
Research was positivist in nature, and studies were believed to be value-free because of
the methods employed to gather and analyze data (Onwegbuzie & Leech, 2005).
Phase two of the hundred year research paradigm began in the early twentieth
century. This phase was marked by the emergence of the qualitative research model.
Qualitative researchers rejected the positivist ideals associated with quantitative methods
and advocated the use of interpretivism. These researchers believed that social reality
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was subjective. The introduction of this method divided the research world into two
camps, the positivist and the interpretivist. Both sides harbored purists, people who
believed only their method was acceptable research (Onwegbuzie & Leech, 2005).
The third phase, the post-positivism era, emerged in the late 1950s and early
1960s. This phase marked the beginning of the conciliation between quantitative and
qualitative research. Despite this compromise, radical philosophies such as poststructuralism and post-modernism began to arise. These ideas brought forth the belief
that no single objective reality existed; instead, there were multiple realities. Thus,
interpretation was dependent on the interpreter. Because the theories divided into two
pardigms, it was not possible for the theories to co-exist (Onwegbuzie & Leech, 2005).
The fourth phase, the emergence of the pragmatist paradigm, began in the late
1960s. The pragmatist movement challenged the purists by contending that quantitative
and qualitative paradigms were neither mutually exclusive nor interchangeable. They
believed that theory played a major role in both methods and in the existence of both
subjective and objective orientations. This movement challenged the philosophical idea
researchers had fervently debated for years, but by the late 1980s mixed method research
was gaining popularity. The next decade brought about mixed model studies.
Researchers began to mix the two methods, which gave birth to the research called
mixed-methods (Onwegbuzie & Leech, 2005).
Justification for Mixed-Method Research. Thus far we have explored the
differences between quantitative and qualitative research. As we embrace mixedmethodology we must examine how two radically different methods of research can be
combined into one study. The first thing one should recognize is that, although different,
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the two methods have common goals. Both quantitative and qualitative research seeks to
understand the world in which we live. Their primary purpose is to improve the human
condition by disseminating knowledge (Sale, et al., 2002).
The second rationale for the compatibility of the two paradigms is that both
subscribe to theory and adhere to strict rules during the inquiry process. They share a
commitment to rigor and critique in the research process. Each has its own techniques
based on the research objectives, but each is also a part of the continuum of research
(Sale, et al., 2002).
The third justification for combining research methods is the complexity of
research topics. Many topics require data from a large number of perspectives. One
method is not sufficient to understand the complex world in which we live. It takes a
combination of words and numbers to fully express the intricate details of our human
existence (Sale, et al., 2002).
Finally, researchers must consider multiple phenomena within a single study and
to do so they need a variety of tools. They must use the tool that fits the phenomenon
they are examining. The primary purpose of research is to understand truth; therefore,
researchers need to be open to various methodologies (Howe, 1988).
Arguments against Mixed-Methods. Many arguments exist against mixing
methodologies. As discussed earlier, each method is fundamentally different in its
approach to research and in its core belief systems. Quantitative research is based on
positivism, whereas qualitative is based on interpretivism. Quantitative believes in one
truth whereas qualitative believes in multiple realities.
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A more complicated issue is the explanation of results from studies using
different methods that appear to agree or disagree. Opponents question how results can
be similar if the researcher is looking at two different phenomena. Proponents argue that
it is merely a matter of perception. People often simplify the situation and highlight
results to reflect what they believe is happening. In other words, adding a frequency
count to an open-ended question is not quantitative research (Sale, et al., 2002).
Data collected from different methods cannot be simply added together to
produce a rounded reality. When we combine methods, there are four possible outcomes:
1) corroboration, 2) elaboration, 3) complementarity, or 4) contradiction. Corroboration
happens when the same results are derived from both methods, whereas elaboration
exemplifies the quantitative findings with the qualitative results. Although the results are
different, complementarity findings provide insight to the problem, and contradictory
findings place each method in conflict (Brannen, 2005).
Widespread Acceptance of Mixed-Methods
In today’s world research has three basic methods, quantitative, qualitative, and
mixed-methods. Although at times they seem in contradiction, they also have
commonalities. For years researchers have debated the use of the various methods and
have shown allegiance to their own methodology. As knowledge has accumulated in
favor of mixed-methods, researchers are beginning to accept the realities of mixing two
paradigms. Slowly researchers are finding ways to combine methods, which has allowed
for the emergence of mixed-method research. Although mixed-methods is not fully
accepted by all researchers it is gaining momentum. As more examples of quality studies
emerge, researchers are learning to value the research. They are beginning to understand
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that the use of different data sets within one research project is a complementary way of
designing richer and more meaningful studies (Brannen, 2005).
Strengths and Weaknesses of Mixed-Methods
Like quantitative and qualitative, mixed-methods research has its strong points
and limitations. Table 3: Strengths and Weaknesses of Mixed-Methods Research
outlines the dynamism and constraints of this paradigm. Information contained in this
table is reprinted from “Mixed-Methods Research: A Research Paradigm Whose Time
Has Come” by R. B. Johnson and A. J. Onwuegbuzie, 2004. Its primary strength is that
it can answer more complex research questions than any single method. It also has the
ability to add meaning to numbers. The principal weakness of this method is that it can
be more complex and thereby more time consuming.
Table 3: Strengths and Weaknesses of Mixed-Methods Research

Strengths and Weaknesses of Mixed-Methods Research
Strengths


Words, pictures, and narrative can be used to add meaning to numbers.



Numbers can be used to add precision to words, pictures, and narrative.



Can provide quantitative and qualitative research strengths (i.e., see strengths
listed in Tables 1 and 2).



Researcher can generate and test a grounded theory.



Can answer a broader and more complete range of research questions because the
researcher is not confined to a single method or approach.



The specific mixed research designs have specific strengths and weaknesses that
should be considered (e.g., in a two-stage sequential design, the Stage 1 results
can be used to develop and inform the purpose and design of the Stage 2
component).
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A researcher can use the strengths of an additional method to overcome the
weaknesses in another method by using both in a research study.



Can provide stronger evidence for a conclusion through convergence and
corroboration of findings.



Can add insights and understanding that might be missed when only a single
method is used.



Can be used to increase the generalizability of the results.



Qualitative and quantitative research used together produce more complete
knowledge necessary to inform theory and practice.
Weaknesses



Can be difficult for a single researcher to carry out both qualitative and
quantitative research, especially if two or more approaches are expected to be
used concurrently; it may require a research team.



Researcher has to learn about multiple methods and approaches and understand
how to mix them appropriately.



Methodological purists contend that one should always work within either a
qualitative or a quantitative paradigm.



More expensive.



More time consuming.



Some of the details of mixed research remain to be worked out fully by research
methodologists (e.g., problems of paradigm mixing, how to qualitatively analyze
quantitative data, how to interpret conflicting results).

Note. Reprinted from “Mixed-Methods Research: A Research Paradigm Whose Time Has Come,” by R. B.
Johnson and A. J. Onwuegbuzie, 2004.

Gender in the Sciences
The primary purpose of this study was to determine methods of research used by
authors in selected higher education journals. One of the important variables for this
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investigation deals with gender and its contributions to methodological choices of
authors.
Very little research is available on the topic of research methodologies by gender,
but abundant research is available on gender in the math and science fields. This
researcdh provides the most relevant starting point in understanding research
methodologies and gender. The University of Alabama hosts the website, 4000 Years of
Women in Science with an opening question asking, “How long have women been active
scientists?” Their answer below provides a core definition of STEM. Literature refers to
the fields of science, technology, engineering, and mathematics as STEM; therefore, it
will be used throughout this discussion.
Actually, how long have people been active in science? The answer is the
same for both women and men -- as long as we have been human. One of the
defining marks of humanity is our ability to affect and predict our
environment. Science - the creation of structure for our world - technology the use of structure in our world - and mathematics - the common language of
structure - all have been part of our human progress, through every step of our
path to the present. Women and men together have researched and solved
each emerging need (The University of Alabama, 2011).
History of Gender in the STEM
Mathematics has been around since the beginning of time. It was not until people
started recording the numbers that it became a field. Recorded history of mathematics
began as early as 2000 BC in Babylonia. Number problems, linear equations, and
quadratic equations can be traced back as early as 1700 BC. Babylonian mathematics
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was inherited by the Greeks around 450 BC. They continued to develop it from 300 BC
to 200 AD where it was picked up by Islamic countries. Up to this point, mathematical
history contained names like Zeno of Elea, Democritus of Abdera, and Apollonius of
Perga. In the16th century, European progress continued with men like Luca Pacioli,
Girolamo Cardan, and Nicolo Tartaglia. The field continued to grow, and by the 18th
century notable men such as Isaac Newton and Benjamin Franklin were added to the list
of historical mathematicians and scientists (O'Connor & Robertson, 1997).
As evident above, history is very good at recording the achievements of man.
Similar results listing male scientists and their accomplishments fill textbooks around the
world. Unfortunately, roughly 50 percent of the population (women) has been ignored
for the major part of written history; therefore, it is difficult to recount, with any real
precision, the contributions of women to STEM.
In 1660 the first major scientific institution was created in London. This
institution called, The Royal Society, was founded to help like-minded men exchange
scientific ideas. Women were excluded because they were considered incapable of
understanding the complexities of science. Women were expected to marry and devote
their lives to husband and family. They were not routinely educated by traditional means,
but a few from wealthy families or those who were fortunate enough to have brothers,
husbands, and/or fathers willing to work with them could participate in STEM activities
(Drew, 2010).
Despite the lack of opportunities in science, a few women made it into the history
books. Women like Hypatia of Alexandria (370-415) who was the first known woman
mathematician. She taught at the University of Alexandria and invented several scientific
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instruments. She was eventually murdered because of her work and her writings were
destroyed (Deakin, 1994). Hildegard of Bingen (1098-1179), wrote medical and natural
history books. She was among the first to write about the need to boil water for sanitary
reasons. She also wrote about diet and exercise and is the first female scientist whose
writings still exist (Epstein, 2006). Then there was Maria Mitchell (1818-1889), an
astronomer who discovered a comet in 1847 (Bois, 1996). These women made great
contributions and were fortunate to be given credit for their work.
In the past 100 years it has become a little easier for women to be recognized for
their contributions to science. Gertrude B. Elion (1918-1999), a research scientist in
chemistry, helped develop drugs to fight diseases such as leukemia, malaria, and AIDS.
She won the Nobel Prize in medicine and held 45 patents for drugs she developed.
Before her death she was the first woman to be invited into the National Inventors Hall
of Fame (Elion, 2012). Another example is Jane Goodall (1934-present), who spent
thirty years of her life observing chimpanzees and writing books about her research.
Today, she still travels around the world lecturing and has created the Jane Goodall
Institution, an international wildlife and environment conservation organization (Jane
Goodall Institution, 2011). The women previously discussed have contributed to the
science and mathematics fields. Many others, however, are will be forever lost to history.
Their contributions are unrecognized because of their gender. Thanks to the works of
women recognized by history, and many other unnamed female scientists, the stereotype
of women being unable to grasp the field of science has been challenged and gender
roles are changing.
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Current Situation of Gender in the Sciences
In 2006 President George W. Bush started the American Competitiveness
Initiative. This initiative addressed the need for more cutting-edge research in America.
It committed $50 billion to increase funding for research and development and addressed
many needs in the field of STEM (Domestic Policy Council, 2006). In 2009 President
Barack Obama took the next step and started his “Educate to Innovate” campaign. The
campaign is a nationwide effort to improve science and math achievement for all
students in the US. Recognizing the fact that women were underrepresented in STEM,
the campaign has a provision to deal specifically with that underrepresentation. This
program recognizes that women have the ability, but for various reasons lack the
incentive for a career in the STEM fields (Office of the Press Secretary, 2009).
According to a survey conducted by the National Science Foundation, women
have made a lot of progress in STEM fields but still trail behind men in many areas. The
survey looked at graduation rates, gender, and field of study of U.S. doctoral students
from 2000 through 2008. Table 4: S&E Doctorates awarded in US 2000- 2008 shows
the exact number of doctoral graduates from 2000 to 2008. Women went from 7,421
(43%) graduates in 2000 to 9,476 (47%) in 2008, whereas men went from 10,025 (57%)
to 10,708 (53%). The actual number of male graduates increased, but overall percentages
show a decrease. Women have made progress in both numbers and percentages of
graduates in STEM, but under closer examination this trend is primarily due to increases
in the social sciences. Men have remained dominate in the computer, math, and
engineering fields (National Science Foundation, 2012).
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Table 4: S & E Doctorates awarded in US 2000-2008

SOURCE: National Science Foundation, Division of Science Resources Statistics, special tabulations of U.S. Department of Education, National
Center for Education Statistics, Integrated Postsecondary Education Data System, Completions Survey, 2000–08.

Figure 1: Doctorates Earned by Women in Selected STEM Fields is a graphic
of the percentage of women who have earned doctoral degrees in STEM fields over a
forty-year span of time. This chart is an adaption from the National Science Foundation,
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Division of Science Resources Statistics, 2008 Science and engineering degrees: 19662006. This graphic shows an increase in doctorates for women in all fields. In math,
science, engineering, and physics women still receive a relatively small percentage of the
degrees granted, according to a report from the National Science Foundation (Hill et al.,
2010).

Figure 1: Doctorates Earned by Women in Selected STEM Fields, 1966 – 2006

Table 5: Employment in STEM Occupations in 2009 shows the number of
employees in STEM occupations by gender and the percent of females from 2000 and
2009. This information is provided by the U.S. Department of Commerce (Beede, Julian,
Langdon, McKittrick, Khan, & Doms, 2011). In 2009 women ranged from 14 percent of
employees in Engineering to 40 percent of employees in Physical and Life Sciences.
Gains in the percent of women in STEM fields increased 1 percent in Physical and Life
Sciences, decreased 3 percent in Engineering, and did not change in Computer Science
and Math in the nine years. This reinforces the need to increase the presence of women
in the STEM fields.
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Table 5: Employment in STEM Occupations in 2009

A report from Bloomberg says that in the overall market-place for all occupation,
women hold 48 percent of the jobs, but in the STEM fields they only average 24 percent
of the workers. It was also revealed that in STEM occupations women average 14
percent less in wages than their male counterparts. Women make an average of $0.86
cents to every dollar a man earns. On the positive side, women in STEM fields earn 33
percent more than female peers in other fields. (Berman, 2011). In the general population
women earn $0.77 cents for every dollar earned by their male counterparts (Majority
Staff of the Joint Economic Committee, 2010). The gender gap in the STEM fields is
well documented and a national concern.
Reasons for the Gender Difference
Throughout primary and secondary school, math and science courses experience
roughly equal participation and performance from males and females. Genders prepare
equally to pursue science and engineering majors in college. Somewhere between high
school graduation and freshmen college something changes and women turn away from
STEM and by college graduation men outnumber women in the sciences. Researchers
find another decline in female participation from college graduation to the workplace
(Hill et al., 2010).
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There are several possible reasons for this disparity, including cognitive
differences, lack of interest, bias, discrimination, workplace environment, and family
responsibilities.
Cognitive Differences. Researchers have found that boys and girls perform
equally through high school science and math. There are no differences in intelligence
between the sexes (Lynn & Irwing, 2004). However, some researchers have found that
there are differences in cognitive abilities between genders. Boys tend to do better with
spatial orientation and visualization, while girls perform better on verbal skills and
perceptual speeds (Aronson, Fried, & Good, 2007; Hedges & Nowell, 1995). Although
spatial skills are considered by many to be important in STEM, no research supports that
it is essential for success in the field. Research does show that spatial skills can be
improved with training; therefore, it should not be a barrier to individuals wishing to
pursue a career in STEM (Baenninger & Newcombe, 1989). Although there is no
definitive research stating cognitive differences influence decisions to enter STEM, there
is enough evidence to suggest that it may play a role in the decision.
Lack of Interest. Another theory exists that women are ‘just not interested’ in
STEM fields. According to a 2009 poll of young people 8-17 by the American Society
for Quality only 5 percent of girls said they were interested in an engineering career
while 24 percent of boys were interested (American Society for Quality, 2009). Even
women who excel in mathematics are more likely to pursue degrees in humanities and
social sciences than in science and engineering (Lubinski & Benbow, 1992).
Many factors can influence how interest in an occupation develops. Individual
choice is a major reason to consider or eliminate a career. Other factors may include lack
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of self-confidence in abilities, not feeling accepted within the field, or feeling the chance
of success is limited. Culture can also direct individual interest in career selections by
labeling professions gender specific (Hill et al., 2010).
Bias. Biases are tendencies or inclinations to hold a perspective at the expense of
equally valid alternative perspectives. In the case of scientists and engineers, gender and
ethnic bias may lead individuals to believe that men are better suited for the career in
STEM than women. Even people who believe in gender equity may embrace biases and
negative gender stereotypes concerning women in the science and mathematics fields
(Valian, 1998). Many times society holds a negative opinion of women in “masculine”
positions. Women are perceived as less competent, than men. Even when she is found
competent a woman is often considered less likable than her male counterpart (Hill et al.,
2010). Women may not want to be subjected to these biases or may themselves believe
the stereotypes. In either case this bias makes them unwilling to seek a career in a field
that they believe does not want them.
Discrimination. Sometimes bias crosses the border into discrimination.
Discrimination functions at many levels within science to include funding, employment
and publications. These discriminatory practices can affect hiring and funding of females
and cause their underrepresentation in STEM. Several studies have revealed that gender
influences hiring recommendations. One survey sites a mock committee designed to hire
professors. The committee reviewed fictitious candidate vitas. The researcher used the
same vitas but changed the sex and names. In cases of both male and female reviewers,
they gave women less credit than men for identical work, especially if the job was a
stereotypically male position (Ceci & Williams, 2010).
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Workplace Environment. One study of STEM professionals, The Athena Factor:
Reversing the Brain Drain in Science, Engineering, and Technology, found that many
women in STEM feel isolated in their careers. This study states that 52 percent of highly
qualified women quit their jobs due to a hostile work environment. In addition to
isolation, they cite hostile macho cultures, unsupportive work environments, extreme
work schedules, and unclear rules about career advancements as reasons for leaving the
field (Hewlett, et al., 2008).
Family Responsibilities. When a person chooses a career in STEM he or she
often experiences long hours, travel, and a high pressured work environment. To be
successful in a STEM career, the employee must be willing to sacrifice personal time
and energies. In American industry, family responsibilities are often considered barriers
to advancement. This “family penalty” concept can destroy promising careers. Although
society has come a long way in equalizing family responsibilities, women still find
themselves in the position of primary care givers more often than men. In addition, at an
age when careers are being built, women must face the dilemma of whether or not to
have children. Although both genders experience family penalty pressure from the
workplace, women are more likely to forego or delay marriage and children than men. In
addition, women in STEM are more likely to partner with men who also work in the
STEM field. When both partners have equally demanding work schedules, often a man’s
career is given priority and the woman suffers the career setbacks (Hill et al., 2010).
Another report from the Government Accounting Office reports that women in
math-intensive fields prefer working fewer hours and in part-time positions so they can
achieve a better work-family balance. Although 77 percent of female graduate students
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believe a fulltime job is important for their careers, upon closer examination, 31 percent
think it is acceptable to work part-time for a period, and 19 percent feel having a
permanent part-time career is appropriate. Conversely, 81 percent of male graduates
believe full time work is important, 9 percent feel part-time/temporary is appropriate,
and 9 percent support permanent part-time employment (Ceci & Williams, 2010).
Conclusion
The creation of new knowledge is essential for the continued growth and
understanding of the world around us. Research is the method by which that knowledge
is created and quantitative research was considered the principal method. It relied on the
hard sciences to prove or disprove theory. As knowledge accumulated researchers
rediscovered the need for the social sciences. Although different from the hard sciences,
qualitative methods were important tools in understanding social phenomena.
Researchers furiously debated the various paradigms. In time, qualitative methods were
accepted by the research world. Researchers moved to the next phase by combining the
two types of research into one called mixed-methods. The debate is ongoing, but mixedmethod models have made their way into the mainstream methodologies. Today research
can be divided into three basic categories, quantitative, qualitative, and mixed-methods.
Researchers understand the importance of viewing the larger picture, which is only
available through the use of multiple methods of inquiry.
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CHAPER III: METHODS

This chapter describes the procedures used to investigate research methodologies
by authors in peer-reviewed higher education journals. The variables included gender of
the lead author, academic rank of the lead author and co-author; and the predominate
methodology of research articles (quantitative, qualitative, or mixed).
Statement of the Problem
A great deal of debate concerning research methods has taken place over the
years. Quantitative research has been well established within academia since the
nineteenth century. It is based on the belief in one truth and one reality independent of
human perception. It is also based on the belief that the investigator is capable of
studying a phenomenon without influencing or being influenced by it (Guba & Lincoln,
1994; Sale, et al., 2002). This movement was called Positivism. In this paradigm,
everything had to be confirmed by observation and experiment (Ryan, 2006; Trochim,
2006).
Qualitative research reached its peak of popularity in the mid-twentieth century.
The qualitative paradigm was based on interpretivism (Altheide & Johnson, 1994; Guba
& Lincoln, 1994; Kuzel & Like, 1991; Sale, et al., 2002; Secker & Milburn, 1995) where
multiple realities and truths were believed to exist.
Mixed-methods research is the combination of both the quantitative and
qualitative research paradigms. As mixed-methodology becomes more popular,
researchers are busy establishing the foundations of this new paradigm. Researchers are
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just beginning to understand the use of different data sets within one research project as a
complementary way to design richer and more meaningful studies (Brannen, 2005).
This study examined five higher education journals within a five year period,
2006-2010, to determine the frequency with which various research methods were
utilized.
Research Questions

1. What is the predominant method of research for published authors in selected
peer-reviewed higher education journals?
2. Does gender play a role in determining the method of research for published
authors in select peer-reviewed higher education journals?
3. Does academic rank play a role in determining the method of research for
published authors in select peer-reviewed higher education journals?
4. Do primary authors prefer co-authors of a certain academic rank in select
peer-reviewed higher education journals?

Selection of Journals for Inclusion
The journals selected for this study focused on a variety of issues of importance
to faculty and administrators in higher education. Topics ranged from management
issues, to technology, to emerging public policies. All journals were current and readily
available online. The five journals used in this research are The Review of Higher
Education, Journal of Computing in Higher Education, The Journal of Higher
Education, Journal of Higher Education Policy and Management, and Higher Education
Quarterly.
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Table 6: Journal Selections outlines the various journal selections. Also
included are the publication rates, publisher, acceptance rate, and method of review.
Table 6: Journal Selections

Journal

Published

Publisher

Acceptance
Review
Rate
5-8 percent Peerreviewed

The Review of Higher
Education (The Review)

Quarterly

Johns Hopkins
University Press

Journal of Computing in
Higher Education (The
Journal)

Bi-yearly

Springer
Publishing

20 percent

Journal of Higher
Education (JHE)

Bi-monthly

Ohio State
University Press

9 percent

The Journal of Higher
Education Policy and
Management (JHEPM)

Quarterly

Routledge,
Taylor and
Francis Ltd.

20 percent

Higher Education Quarterly
(HE)

Quarterly

WileyBlackwell

20 percent

Doubleblind
peerreview
Blind
peerreview
Editor
screening
and Peerreview
Peer
reviewed

These journals were included as part of this study because they are the leading
journals in their fields. According to a 2007 survey, The Higher Education Executive
Issues Study (HEEIS), many of the leading concerns of higher education at that time
were Accountability and Assessment; Campus Management; Program and Curriculum
Development; New Revenue and Fundraising; Student Retention; Enrollment
Management and Growth; Faculty Development; Quality and Recruiting; Technology;
Capital Needs; and Community Partnering. This survey included 557 presidents,
provosts, deans, faculty, and other administrators from more than 500 institutions
nationwide (DRC GROUP Incorporated, 2007). My experience, and an ongoing review
of higher education publications, suggests that the issues of 2007 are similar to those of
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2012. The five journals reviewed in this current study address many of the leading
concerns of higher education and were often cited by administrators, faculty, and
graduate students. In addition, these journals have been cited in various studies as
educational standards (Budd & Magnuson, 2010; Hutchinson, 2004; Keister, 1990;
Richardson & McLeod, 2009).
Although each journal focused on a single aspect of concern, the collection
contained an assortment of issues faced by the higher education community. Articles
featured in these journals pertain to research, leadership, instructional technology,
faculty, administration, and policy all of which are quoted in the HEEIS study as primary
challenges.
Another criterion for selection was the accessibility of the journal. Each journal
was offered both in print and digital formats. Because this study covered a five-year span
of time, online access made the tracking of archival copies of the older journals less
complicated. Having access to only printed materials would have made the process more
time consuming and problematic. With the information available in both printed and
electronic formats the increased probability of locating all journals for the given
timeframe was greatly increased.
Data Collection and Analysis
This study involved an analysis of selected author characteristics and research
methods of articles published in five higher education journals for a five-year period,
2006-2010. Only research articles were included; other types of articles, such as book
reviews and opinion pieces, were excluded. The number of articles reviewed for this
study was 531. Analysis of the data was based on descriptive and Chi-square statistics.
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Descriptive statistics were used to summarize the data set. It gave information
such as sample size and characteristics such as gender, number of authors, and rank. In
this study descriptive statistics were used to understand basic demographics on the
articles and authors.
The Chi-square statistic compared categorical responses between two or more
independent groups to determine if the actual events occur at the same frequency as
expected. The Chi-square test set the confidence interval, or the upper and lower bounds,
on the probability that the variation in data was due to chance. Basically the Chi-square
established the probability of the differences being by chance. After collection and
coding of the data, Statistical Package for the Social Sciences (SPSS) 16.0 was used to
calculate inferential statistics for each research question (RQ) using the Chi-square test.
Each question was tested at the p<0.05 level of significance.
For the first question, “What is the predominant method of research for published
authors in selected peer-reviewed higher education journals?” a column was created that
contains three methods of research: quantitative, qualitative and mixed-methods. The
primary method for each article was identified and both descriptive and Chi-square
statistics were run. Descriptives were used to calculate the percentage each method was
used throughout the articles. The Chi-square test searched for significant differences in
the methodologies used by the primary authors for their research.
The second question, “Does gender play a role in determining the method of
research for published authors in select peer-reviewed higher education journals?”
compared the lead author’s gender to the methodology used in the articles to determine
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the percent each method was used by each gender. To analyze this data a Chi-square
cross tabulation was used.
The third question, “Does academic rank play a role in determining the method
of research for published authors in select peer-reviewed higher education journals?”
looked at the academic rank of the lead author and compared it to the method of
research. Descriptive statistics were used to determine what percentage of each academic
rank used each method of research. A Cross Tabulation Chi-square was used to
determine the method of research by academic rank for the data. The academic ranks
were professor, associate professor, assistant professor, lecturer, administrator,
consultant, doctoral student, researcher, and other.
The final question, “Do primary authors prefer co-authors of a certain academic
rank in selected peer-reviewed higher education journals?” helped determine senior
faculty’s involvement in mentoring junior faculty members in research. A separate Chisquare test was run on each rank of primary author to determine how often they chose a
specific rank of co-authors. These data were used to determine if those co-authors were
junior faculty members and the most often used rank.
Once the leading journals were identified, copies of all issues for the five year
span were obtained and the variables for each article were collected. Variables included
gender of the lead author, academic rank of the lead author and co-authors, and the
predominate method of research used in the research articles (quantitative, qualitative, or
mixed). Some data were not apparent from the published articles, specifically, genderambiguous first names and biographical statements that do not list academic rank. In
those instances, institutional and personal web pages were searched to determine gender
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and rank at the time of the publication’s appearance. All data were collected by the
researcher of this study.
Data Collection Method
Data were stored in spreadsheet format. The first item developed was a Journal
Information Database. That database was used to collect the initial journal information
such as name, issues per year, and number of articles per issue. Additional information
such as journal codes, a code used by the author to identify the various journals, was
used to reduce the amount of data to be entered in the article database, thereby reducing
the chance of input errors. Because the number of articles varied in each journal, it was
necessary to record the month and date of each publication with the number of articles
appearing in each. The spreadsheet was used to cross-check the number of collected
articles in the Article Database.
Table 7: Journal Information Database identified the various fields associated
with the Journal Information Database. Each journal was identified by name, journal
code, issues per year, month/year of publication, and number of articles per issue.
Table 7: Journal Information Database

Journal Information
Journal Name
*Journal Code
Issues Per Year
Month/Year Of Publication
Number Of Articles Per Issue

* Journal code is a code used by this author to identify journals.
After the basic journal information was gathered the author collected the journal
articles. As each journal article was collected, it was saved in the appropriate folder, and
the basic information was added to the Article Database. The journal code, volume,
issue, month of publication, year, and name of file were recorded in the Article
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Database. Once the articles were downloaded, a cross check was made with the Journal
Information Database to assure all articles were collected and catalogued.
After the collection phase, each article was reviewed to extract the variables for
the Article Database. Table 8: Article Database shows the complete design of the
Article Database. It contained the following fields for each article: Journal code, volume,
issue, month of publication, year, filename, article title, lead author, gender, academic
rank, number of authors, rank of co-authors, number of pages, primary methodology,
lead author’s place of employment, multi-institution status, and institutional size.
Table 8: Article Database

Article Database
Journal code
Volume
Issue
Month of Publication
Year
Filename
Article Title
Lead Author
Gender of Lead Author
Academic Rank of Lead Author
Number Of Authors
Rank of Co-Author
Number Of Pages
Primary Methodology
Lead Author’s Place Of Employment

Multi-institutional status
Institution Size

The data were analyzed with Statistical Package for the Social Sciences (SPSS).
This program contained the tools to run both the descriptive statistics and the Chi-square
test.
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Summary
This study looked at five different education journals over a five-year span and
determined the methodology used in the research. With the use of SPSS, statistical data
were analyzed to establish a visual representation of the modern educational researcher.
This representation included gender, rank and academic standings of authors and coauthors.
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CHAPTER FOUR: PRESENTATION AND ANALYSIS OF THE DATA

The research for this study consisted of analyzing five journals of higher
education over a five-year period from 2006 through 2010. The journals include: The
Journal of Higher Education (JHE), The Review of Higher Education (The Review), The
Journal of Computing in Higher Education (The Journal), The Journal of Higher
Education Policy and Management (JHEPM), and Higher Education Quarterly (HE).
For this study, all the journals were accessed online and individual research
articles were downloaded. After the initial download the individual articles were
reviewed by the researcher to extract the demographics and variables. The demographics
included the journal volume, issue and year, file name, article title, number of authors,
number of co-authors, gender, rank of authors, number of pages, institution, and multiinstitutional status. Multi-institutional status refers to the places of employment for
article authors. If authors were at the same institution it was a single institution, but if
they came from more than one institution they were considered multi-institutional. The
variables examined with inferential statistics include gender of the lead author, academic
rank of the lead author and co-authors, and the predominate method of research used in
the research articles (quantitative, qualitative, or mixed).
Demographic Information
Overall there was a total of 531 research articles and 1,078 authors. Each article
ranged from 1 to 10 authors with an average of approximately 2 authors per article. The
number of pages per article ranged from 6 to 49 with an average of 20 pages per article.
Figure 2: Authors per Article indicates the number of authors who worked on the
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article. Nearly half, 231 (44%) were written by single authors. Of the remaining, 161
(30%) used two authors, 82 (15%) used 3 authors, and 57 (11%) used four or more
authors.

Figure 2: Authors per Article

Figure 2: Authors by Gender shows that 236 (44%) of the primary authors
were female and 295 (56%) male. Of the 547 co-authors, 258 (47%) were female and
289 (53%) were male. Overall there was a total of 494 (46%) female and 584 (54%)
male authors.

Figure 3: Authors by Gender

Ranking of Authors
The ranks of authors were divided into the following categories: Professor,
Associate Professor, Assistant Professor, Lecturer, Administrator, Consultant, Doctoral
Student, Researchers, and Other. The ranks of professors, associate professors, and
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assistant professors were not defined because of their universal acceptance in higher
education.


A Lecturer for this study was defined as a senior lecturer, principal lecturer,
lecturer, and reader. They can be employed full or part-time.



Consultants were authors from the business world and include business partners,
senior associates, independent scholars, economists, and associate curators.



Doctoral Student included students working toward a terminal degree.



Researchers referred to professional researchers from research institutions
outside of higher education.



Other referred to Honorary Senior Fellow, Postdoctoral Fellow, Entrepreneur,
Knowledge Transfer Specialist, Senior Scholar, Alumna, Retired, Adjunct, and
Instructors.
Table 9: Academic Rank of Primary Author by Gender summarizes the

academic rank of primary authors by gender. Of the total (see Figure 3) 531 primary
authors 295 (56%) were male, and the remaining 236 (44%) were female. The top five
academic ranks that performed the most published research were Professors 118 (22%),
Assistant Professors 116 (22%), and Administrators 85 (16%). When looking at gender
data, the top three male ranks were Professors 76 (64%), Assistant Professors 61 (53%),
and Administrators 46 (54%). For the female gender, the top three ranks that published
were Assistant Professors 55 (47%), Professors 42 (36%), and Associate Professors 39
(48%). Ranks that published the least were Consultants 7 (1%), Other 22 (4%), and
Doctoral Students 24 (5%). Of the primary authors who were doctoral students, females
13 (54%) published slightly more than males 11 (46%).
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Table 9: Academic Rank of Primary Author by Gender

Institutional Profile
For this study, institutions were divided into four basic categories according to
student population.


Small institution had fewer than 20,000 students



Medium institution had a student population between 20,000 and 39,999



Large institution had a student population between 40,000 and 99,999



Mega institution had a student population of over 100,000 students



Other referred to research groups, national ministries, policy commissions,
businesses, and independent researchers.

Table 10: Articles by Institutional Classification and Location illustrated the
total number of articles in each institutional classification and whether the institution was
located in the US or was International. There were 531 total articles with 255 (48%) of
the primary author coming from the US and 276 (52%) coming from International
institutions. Authors from medium institutions produced the most articles--208 (39%).
Authors from small istitutions produceed 152 (29%). The institutional size with the least
published articles was Other at 28 (5%).
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Table 10: Articles by Institutional Classification and Location

There was a total of 249 non-duplicate institutions of higher learning and 26
other groups had one or more articles published in the selected journals. Figure 4: Nonduplicate Institutions by Size and Location indicates the number of non-duplicate
institutions, size of the institution, and whether it was based in the US or was
International. The two types of institutions observed most often were medium at 104
(38%) and small at 95 (36%). Large institutions had 40 (14%) occurrences, Mega 7 (3%)
and other 27 (10%).
The physical location of institutions that contributed to the journals were
international institutions 153 (56%), and the remaining 122 (44%) were in the US.
Institutions that contributed the most articles were medium international institutions 58
(21%) followed by small international institutions 55 (20%). Medium 46 (17%) and
small 42 (15%) US institutions were third and fourth, respectively, in the number of
articles contributed.
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Figure 4: Non-duplicate Institutions by Size and Location

Journal Profiles
There was a total of 531 articles reviewed for this study. Figure 5: Articles per
Journal gives an overview of the number of articles per journal. The journal with the
most articles was the JHEPM with a total of 140 (27%) articles, followed by the JHE
with 138 (26%) articles. The HE was third with 112 (21%) followed by The Review with
81 (15%) The Journal had the least amount with 60 (11%) published articles.

Figure 5: Articles per Journal

Figure 6: Authors and Co-Authors per Journal by Gender displays the author
gender by journal. The journal with the most authors was the JHE with 301 (28%)
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followed by JHEPM with 246 (23%) and the HE with 207 (20%). The Review with 155
(15%) and The Journal with 150 (14%) had the least number of authors. Of the total
1078 authors, the males totaled 581 (54%), whereas the females totaled 497 (46%).
The JHE had 138 primary authors and 163 co-authors to total 301 authors.
Primary authors were divided into 67 (49%) males and 71 (51%) females. There were 81
(50%) male and 82 (50%) female co-authors.
The Review had 81 primary authors and 74 co-authors to total 155 authors.
Primary authors were divided into 45 (56%) males and 36 (44%) females. There were 39
(53%) male and 35 (47%) female co-authors.
The Journal had 60 primary authors and 90 co-authors to total 150 authors.
Primary authors were divided into 38 (63%) males and 22 (37%) females. There were 45
(50%) male and 45 (50%) female co-authors.
The JHEPM had 140 primary authors and 106 co-authors to total 246 authors.
Primary authors were divided into 73 (52 %) males and 67 (48%) females. There were
58 (55%) male and 48 (45%) female co-authors.
The HE had 112 primary authors and 95 co-authors to total 207 authors. Primary
authors were divided into 72 (64%) males and 40 (36%) females. There were 57 (60%)
male and 38 (40%) female co-authors.
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Figure 6: Authors and Co-Authors per Journal by Gender

The academic rank by journal showed that the leading primary authors overall
were Professors 118 (22%), followed by Assistant Professors 116 (22%), and
Administrators 85 (16%). Table 11: Primary Author Rank by Journal showed the top
three ranks for JHE were Assistant Professors 53 (38%), Professors 28 (20%), and
Associate Professors 21 (15%). The Reviews top ranks were Assistant Professors 38
(47%), Associate Professors 12 (15%), and Administrators 11 (14%). Assistant
Professors 16 (27%), Associate Professors 14 (23%), and Professors 13 (22%) ranked
the highest for The Journal. The JHEPM had the greatest number of authors at 140
(26%), and the top ranks include: Professor 30 (21%), Administrator 27 (19%), and
Associate Professor 24 (17%). The HE had the highest number of Professor authors at 42
(38%), followed by 22 (20%) Administrators, and 19 (17%) Lecturers.
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Table 11: Primary Author Rank by Journal

JHE
Administrator
Assistant Professor
Associate Professor
Consultant
Doctoral Student
Lecturer
Other
Professor
Researcher
Totals

19
53
21
2
5
0
8
26
6

The
Review
11
38
12
0
8
0
2
7
3

138

81

Journals
The
JHEPM
Journal
8
27
16
6
14
24
2
2
2
8
1
23
5
5
13
30
1
15
60

140

Total

HE
22
3
11
1
1
19
4
42
9

85
116
82
7
24
43
22
118
34

112

531

Overall
Percentage
16
22
15
1
4
8
4
22
6

The Journal of Higher Education publishes six issues a year for a total of 60
issues and averaged 5 articles per issue. For this study the JHE provided 138 research
articles and had a total of 301 authors. The average number of authors per article was
approximately 2 with an average article length of 27 pages. Seventy-four of the articles
originated from single institutions, whereas sixty-four originated from multiple
institutions. Of the institutions involved 131 were US based and the remaining 7 were
International. The acceptance rate for this journal is nine percent.
The Review of Higher Education is published quarterly for a total of 20 issues
and averaged 4 articles per issue. For this study, The Review provided 81 research
articles and had a total of 155 authors. The average number of authors per article was
approximately 2 with an average article length of 26 pages. Forty-nine of the articles
originated from single institutions, whereas thirty-two originated from multiple
institutions. Of the institutions involved 79 were US based and the remaining 2 were
International. The acceptance rate for this journal is between five and eight percent.
Journal of Computing in Higher Education is published semi-annually until
2009, then in 2010 it added a third issue for a total of 11 issues and averaged 5 articles
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per issue. For this study, The Journal provided 60 research articles and had a total of 150
authors. The average number of authors per article was approximately 3 with an average
article length of 18 pages. Thirty-nine of the articles originated from single institutions,
whereas twenty-one originated from multiple institutions. Of the institutions involved,
46 were US based and the remaining 14 were International. The acceptance rate for this
journal is about 20 percent.
The Journal of Higher Education Policy and Management started publication
with 3 issues a year in 2006 and 2007, in 2008 and 2009 it published 4 times a year and
in 2010 had grown to 5 issues per year for a total of 19 issues and averaged 5 articles per
issue. For this study the JHEPM provided 140 research articles and had a total of 246
authors. The average number of authors per article was approximately 2 with an average
article length of 12 pages. One hundred and six of the articles originated from single
institutions, while thirty-four originated from multiple institutions. Of the institutions
involved 16 were US based and the remaining 124 were International. The acceptance
rate for this journal is twenty percent.
The Higher Education Quarterly published quarterly, but in 2008 the first and
second issues were combined into one publication. The HE created a total of 19 issues
and averaged 6 articles per issue. For this study the HE provided 112 research articles
and had a total of 207 authors. The average number of authors per article was
approximately 2 with an average article length of 19 pages. Eighty-five of the articles
originated from single institutions, while twenty-seven originated from multiple
institutions. Of the institutions involved 4 were US based and 108 were International.
The acceptance rate for this journal is twenty percent.
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Research Questions and Inferential Analysis
After collection and coding of the data, SPSS 16.0 was used to calculate
inferential statistics for each research question (RQ) using the Chi-square test. Each
question was tested at the p<0.05 level of significance
Research Question 1
RQ1: What is the predominant method of research for published authors in selected
peer-reviewed higher education journals?
Research Question 1 involved the 531 primary authors of this study and the
research methods that they used: quantitative, qualitative, and mixed-methods. The Chisquare statistic was used to test for significant differences in the methodologies used by
the primary authors for their research. Table 12: RQ1 Frequencies of Research
Methods Used by Primary Authors presents the number of primary authors who used
each method of research: quantitative 212 (40%), qualitative 249 (47%) and mixmethods 70 (13%). The Chi-square value attained resulted in a probability level of
p<0.05. Examining the observed frequencies in Table 10 indicated that there was a
significant difference between the use of quantitative and mixed-methods and between
qualitative and mix-methods research. There does not appear to be a significant
difference between the use of quantitative and qualitative research methods for the
primary authors of this study.
Table 12: RQ1 Frequencies of Research Methods Used by Primary Authors

Method
Quantitative
Qualitative
Mix-Methods
Totals

Observed N
212
249
70

Expected N
177.0
177.0
177.0

531

531
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Chi-square
100.893
p = .000

Research Queston 2
RQ2: Does gender play a role in determining the method of research for published
authors in select peer-reviewed higher education journals?
Research Question 2 involved the research methods used by the 531 primary
authors of this study and their gender. A cross-tabulation Chi-square statistic was used to
test for significant differences in the methodologies used by the primary authors for their
research due to gender. Table 13: RQ2 Research Methods Used by Primary Author
due to Gender presents the number of primary authors who used each method of
research organized by gender. Female researchers used qualitative methods 117 (59%)
times, quantitative methods 86 (30%) times, and mixed methods 33 (11%) times. Male
researchers had similar results with qualitative methods used 132 (45%) times,
quantitative 126 (43%) times, and mixed methods 37 (12%) times. The Chi-square value
attained resulted in a probability level of p>0.05. This indicated that there was no
significant difference in the use of research methods used due to gender. However,
taking into consideration the different research methods, qualitative and quantitative
methods appear to be used more often than mixed methods when considering gender,
which is consistent with the findings in Research Question 1.
Table 13: RQ2 Research Methods Used by Primary Author due to Gender

Gender
Female
Male
Totals

Quantitative
86
126
212

Primary Method
Qualitative Mix-Methods
117
33
132
37
249
70

64

Chi-square
2.150
p = 0.341

Research Question 3
RQ3: Does academic rank play a role in determining the method of research for
published primary authors in select peer-reviewed higher education journals?
Research Question 3 involved the research methods used by the 531 primary
authors of this study and their academic rank. A cross-tabulation Chi-square statistic was
used to test for significant differences in the methodologies used by the primary authors
for their research due to academic rank. Table 14: RQ3 Research Methods Used by
Primary Author due to Academic Rank presents the number of primary authors who
used each method of research organized by academic rank. The Chi-square value
attained resulted in a probability level of p<0.05. Looking at the overall totals,
Professors, Assistant Professors, Administrators, and Associate Professors appear to be
publishing articles significantly more than all of the other ranks examined by this study.
Taking into consideration the different research methods, qualitative and quantitative
methods appear to be used more often than mixed methods when considering the rank of
the primary authors, which is consistent with the findings in Research Question 1.
Table 14: RQ3 Research Methods Used by Primary Author due to Academic Rank

Rank
Administrator
Assistant Professor
Associate Professor
Consultant
Doctoral Student
Lecturer
Other
Professor
Researcher
Totals

Mixed
12
8
18
0
2
5
3
19
2
70

Methods
Qualitative Quantitative
42
30
47
61
36
28
7
0
13
9
23
15
10
9
50
49
21
11
249
212

65

Total
85
116
82
7
24
43
22
118
34
531

Chi-square
29.875
P = 0.019

Research Question 4
RQ4: Do primary authors prefer co-authors of a certain academic rank in selected peerreviewed higher education journals?
Table 15: RQ4 Authors/Co-Authoring Demographics shows that there were
300 articles that involved co-authors. The top performing primary author rank when
published articles had two or more co-authors was professor. Overall they used coauthors 72 times. Professors authored with other professors 29 (40%) times,
administrators 11(15%) times, and associate professors 8 (11%) times. Professors paired
with doctoral students only 2 (2%) times in these journal articles. Assistant professors
used co-authors 57 times. Of those 57 times, assistant professors used professors as coauthors 21(37%) times, assistant professors 8 (14%) times, and doctoral students 7
(12%) times. The associate professors used co-authors 52 times and were most likely to
pair with professors 20 (38%), followed by associate professors 8 (15%) and doctoral
students 7 (13%).
Table 15: RQ4 Authors/Co-Authors Demographics

Primary
Author Rank
Administrator
Assistant Professor
Associate Professor
Consultant
Doctoral Student
Lecturer
Other
Professor
Researcher

Administrator

Assistant
Professor

Associate
Professor

Consultant

Doctoral
Student

Lecturer

Other

Professor

Researcher

Highest Rank of Co-Author

12
6
4
1
2
1
3
11
1

3
8
5
0
0
0
1
6
2

4
6
8
0
2
4
2
8
1

1
1
0
0
0
0
1
4
3

1
7
7
0
0
1
0
2
0

5
0
0
0
2
3
1
4
1

2
4
5
1
1
1
0
2
0

18
21
20
0
6
8
6
29
6

3
4
3
0
1
3
0
6
5

49
57
52
2
14
21
14
72
19

Total

41

25

35

10

18

16

16

114

25

300

66

Total

To test for significance, a Chi Square test was run for each type of primary
author. Table 16: RQ4 Primary Authors Use of Co-Authors shows a summary of the
Chi-square results. Academic rank did play a role in co-authoring (CA) for the following
primary authors: Professor, Associate Professor, Assistant Professor, Administrator, and
Lecturer. The data revealed that primary authors preferred a co-author with the rank of
professor. In the case of administrators, the favored academic ranks of co-authors were
split between professors and other administrators. Results further revealed academic
ranks did not play a role in co-authoring for the following primary authors: Doctoral
Students, Researchers, and Other. The rank of Consultant could not be calculated
because of the low numbers of participants.
Table 16: RQ4 Primary Authors Use of Co-Authors

Main Author
Administrators
Assistant Professors
Associate Professors
Consultant
Doctoral Students
Lectures
Other
Professors
Researchers

Chi-square

P Value
48.898

0.000

35.491
27.154
Unable to Compare
7.429
12.667
8.286
70.250
9.368

0.000
0.000
NA
0.191
0.049
0.141
0.000
0.154

Interpretation where
significance occurs
Professor CA
Administrator CA
Professor CA
Professor CA
NA
No Significance
Professor CA
No Significance
Professor CA
No Significance

Summary
This study examined five journals of higher education to analyze the methods of
research used by the higher education community. The methods of research utilized by
the authors were quantitative, qualitative, and mixed-methods. The demographics
revealed that there were a total of 531 articles with 531 primary authors and 547 coauthors. Overall there were 494 female and 584 male authors. The primary authors
67

observed most often in the data held the rank of professor 118 (22%), assistant professor
116 (22%), and administrator 85 (16%).
Overall this study revealed that men outnumber women in authoring research
articles in the selected higher education journals. Qualitative research was most often the
method of choice for authors of these journal articles for both genders. Men (43%) use
quantitative research slightly more than women (30%). Mixed-method research is the
least popular method of research for all authors, (11%) female and (12%) male.
Professors are evenly divided in the qualitative/quantitative research methods, but
assistant professors showed a preference for quantitative research. For the majority of
primary authors, the co-author academic rank in the greatest demand was professor.
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CHAPTER FIVE: FINDINGS, CONCLUSIONS, ANCILLARY, AND
RECOMMENDATIONS
Purpose of the Study
The purpose of this study was to examine the methods of research used by the
higher education community in articles published in selected peer reviewed journal
articles over a five year span from 2006 - 2010. This study examined the effects of
author, gender, and academic rank on the research methods selected.
Population
The five journals used in this study were Journal of Higher Education (JHE),
The Review of Higher Education (The Review), Journal of Computing in Higher
Education (The Journal), Journal of Higher Education Policy and Management
(JHEPM), and Higher Education Quarterly (HE).
There was a total of 531 articles for this study; 231 had single authors; 162 had
two authors; and 138 had three or more authors. The JHE had 138 articles; The Review
consisted of 81; The Journal contained 60; the JHEPM had 140; and the HE contained
112 articles.
There were 1,078 authors, of which 531 were primary and 547 were co-authors.
There were 548 male and 494 female authors. There were nine ranks of authors involved
in the study: Professors, Associate Professors, Assistant Professors, Lecturers,
Administrators, Doctoral Students, Researchers, Consultants, and Others.
The workplace locations of the primary authors varied, 255 were located in the
US, while the remaining 276 were International. The sizes of the institutions included:
Small (less than 20,000 students), Medium (between 20,000 and 39,999 students), Large
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(between 40,000 and 99,999 students), Mega (over 100,000 students), and Other
(referred to research groups, national ministries, policy commissions, businesses, and
independent researchers). The majority of the authors came from medium institutions,
followed by small and large.
Methods
The primary method of research used in this study was quantitative although a
certain amount of qualitative research was necessary in coding data from each journal.
Once the journals were downloaded, a review to extract the demographics and variables
was performed. The variables studied with inferential statistics included gender of the
lead author, academic rank of the lead author and co-authors, and the predominate
method of research (quantitative, qualitative, or mixed).
The demographics included the journal volume, issue and year, file name, article
title, number of authors, number of female co-authors, number of pages, and name of
institution of lead author. An Excel spreadsheet was used to track the data. After its
collection, a statistical program, SPSS, was used to test the level of significance for each
research question and demographics.
Study Limitations
This study had three primary limitations: selection of journal, non-discipline
specific, and generalizability. The journals selected for this study were from scholarly
publications of higher education over a five-year period. Other journals and timeframes
may produce different outcomes. This study examined higher education as a whole, and
therefore, was not discipline specific. Specific disciplines may receive different results.
The extent to which these findings may be generalized is indeterminate. All journals
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associated with the study are available through printed media and accessible online.
Journals that are strictly print or solely online were not included in this study therefore
may experience different results.
Findings
There were four research questions associated with this study:
1. What is the predominant method of research for published authors in selected
peer-reviewed higher education journals?
2. Does gender play a role in determining the method of research for published
authors in select peer-reviewed higher education journals?
3. Does academic rank play a role in determining the method of research for
published authors in select peer-reviewed higher education journals?
4. Do primary authors prefer co-authors of a certain academic rank in selected peerreviewed higher education journals?
Research Question 1
What is the predominant method of research for published authors in selected
peer-reviewed higher education journals?
Research Question 1 involved 531 primary authors and the research methods they
used: quantitative, qualitative, and mixed-methods. The results revealed that there was a
significant difference between the use of quantitative and mixed-methods and between
qualitative and mixed-methods research. There did not appear to be a significant
difference between the use of quantitative and qualitative research methods for the
primary authors. Qualitative (47%) and quantitative (40%) were the most popular
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methods of research for the articles of this study. Mixed-method was used for 13 percent
of the articles.
Qualitative and quantitative were the most popular methods of research for this
study. Mixed-method was used for only 13 percent of the articles in this study. Although
the study did not focus on the reasons researchers chose one method over another, there
are factors that may help explain why they may not have participated in mixed-method
research. There are three basic explanations: time and complexity, subject matter, and
the lack of acceptance of the research method.
One of the primary strengths of mixed-method research is its ability to answer a
broad range of questions. The researcher is not confined to one single method of
research; therefore, questions can be asked that fit both the qualitative and quantitative
paradigms. This depth of research can add insights and understandings that may not be
present when a single method is used. Its strength is also its principal weakness. The use
of both quantitative and qualitative methods makes it more complex and thereby more
time consuming for the researcher. The researcher, if working alone, would need
expertise in both methods of research to complete the project. It would also involve
additional time to design and implement two separate research models to accommodate
the subject (Johnson & Onwuegbuzie, 2004).
The second rationale to explain the unpopularity of mixed-methods research deals
with subject matter. More often than not the subject, not the researcher, determines the
method of research for the study. Some topics are better suited to quantitative and some
for qualitative, while other topics need a combination of both methods. Quantitative
research is used to measure and analyze relationships between variables; it is often used
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when a basic knowledge of the subject is pre-existing (Denzin & Lincoln, 1994). One of
the strengths of quantitative research is its generalizability to larger groups. Qualitative
research focuses on process and meanings (Guba & Lincoln, 1994). It is best applied to
small groups in which miniscule knowledge exists. Mixed-methods research is a
combination of the two paradigms. It is best used when researchers need specific
answers, but so little research is available on the topic that determining the right
questions to ask is problematic.
Although mixed-methods research is more widely accepted today, it is not without
its critics. There are supporters in all three methological camps. The quantitative
disciples feel that quantitative research is the only true scientific method of research,
thereby the only valid method to attain true knowledge. The qualitative advocates say
their method is as valid as quantitative, it is just designed to answer different types of
questions. Mixed-method supporters feel that research requires the use of both methods
to achieve its full potential and that the co-mengling of the two produces a deeper
knowledge than either single method (Sale, et al., 2002).
The fact that mixed-methods was less mature than qualitative and quantitative
methods, combined with the debate surrounding the methodology, may make many
researchers hestiant to use the method. To be accepted in the research community,
researchers need to have their research recognized as valid. They are publishing to make
and maintain their reputations and positions at institutions. Researchers recognize their
careers depend on the acceptance of their scholarly activities.
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Research Queston 2
Does gender play a role in determining the method of research for published
authors in select peer-reviewed higher education journals?
Research Question 2 involved the research methods used by the 531 primary
authors of this study according to gender. The Chi-square test indicated that there was no
significant difference in the use of research methods due to gender.
Throughout this study, quantitative and qualitative were the most popular methods
of research. For this question, a closer look revealed a slight gender gap with quantitative
research. Although there is no significant difference, descriptive statistics show that
females are 14 percent more likely to do qualitative research. Men are 13percent more
likely to do quantitative research.
The reason for this difference was beyond the scope of this study, but because
quantitative research is based on mathematical equations, it is reasonable to associate a
relationship between gender participation in quantitative research and the national trend
of gender disparity in the STEM fields. Research confirmed that there are many capable
women working in mathematical fields, in our society women are not as likely to pursue
careers in mathematics and sciences as men. In a study by the U.S. Department of
Commerce in 2009 women were between 14 and 27 percent less likely to have careers in
the STEM fields, such as math and engineering, then their male colleagues (Beede, etc.,
2011).
Research Question 3
Does academic rank play a role in determining the method of research for
published authors in select peer-reviewed higher education journals?
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Research Question 3 involved the research methods used by the primary authors
according to their academic rank. The data indicated Professors published 118 articles,
Assistant Professors 116 articles, Administrators 85 articles, and Associate Professors 82
articles. Taking into consideration the different research methods, qualitative and
quantitative methods appear to be used more often than mixed-methods when
considering the rank of the primary authors.
Research Question 3 involved the research methods in the articles used by the
primary authors and their academic rank. The test indicated 118 Professors, 116
Assistant Professors, 85 Administrators, and 82 Associate Professors published
significantly more articles than all of the other ranks examined in this study. Qualitative
and quantitative methods were used more often than mixed methods.
Professors were top performers in both qualitative and mixed-methods research.
Assistant professors were the only top ranked authors who favored quantitative research,
with all other ranks preferring qualitative. None of the top authors preferred mixedmethods. The reason for these differences is unclear, but pure speculation would suggest,
as discussed earlier, mixed-methods research is relativity new and although gaining
popularity, is not as widely accepted as qualitative and quantitative methods.
As for the difference in methodological choices by assistant professors, the
reasoning may be found in the researcher’s status within their profession. The assistant
professor would typically be the early stage of his\her career and would choose to use the
fastest and least controversial method. As careers advance, associate and full professors
are more likely to be open to alternative methods of research. Because administrators
were not classified by rank for this study, the administrator researchers could be at
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various levels of their career. When examined closely, their numbers are similar to the
associate professor, favoring qualitative methods but still reliant on quantitative research.
Research Question 4
Do primary authors prefer co-authors of a certain academic rank in selected
peer-reviewed higher education journals?
This study had 300 articles with two or more authors. Authors were categorized
into the following nine ranks: Professors, Associate Professors, Assistant Professors,
Lecturers, Administrator, Doctoral Students, Researchers, Consultants and Others. The
data showed that five of the nine categories of primary authors were significantly
influenced by the academic rank of the co-author. The ranks of Professor, Associate
Professor, Assistant Professor, Administrator, and Lecturer preferred to co-author with a
professor. The ranks of Doctoral Student, Researchers, and Others were not significant,
whereas the rank of Consultant could not be calculated because of the low number of
participants.
Research Question 4 involved the primary author’s choice of co-authors
according to academic rank. This research found that most authors prefer to work with
professors when publishing research findings. The reason for this trend of seeking
professors as co-authors is not addressed in this study, but expertise and mentorship
could explain this occurrence.
The nature of rank is to recognize the amount of time and expertise a person has
within the academic world. A professor has already experienced the trial and error
associated with junior faculty positions and has earned a reputation as an expert in the
field. Junior faculty members struggling to build careers often look to professors as
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examples. Generally, an expert co-author imparts a certain amount of name recognition
to the work and help junior faculty get published. Therefore, part of the reason
professors were such a high percentage of co-authors could be because junior faculty
members actively sought their assistance.
The second rationale, mentorship, would involve the senior ranking member of
the faculty, professors, lending their expertise and leadership to the team. Professors are
reasonably secure in their careers and understand that their professional growth is
fostered by previous generations.
Implications
The basic function of higher education is to educate and to create knowledge.
Research is the means by which educators create knowledge. Publishing their research
not only allows researchers to share the new knowledge, but also puts that knowledge
into the public arena for peer verification of accuracy. This process adds credibility to
the author’s reputation and profession as well as contributes to the overall body of
accumulated knowledge.
The findings of this study will be useful for future researchers in understanding
the changing landscape of research methodologies. The acceptance of a broader range of
methodologies opens the door for more researchers to explore topics previously
untouchable because the methodology to acquire the knowledge was considered
unscientific. Researchers are learning not only how to research differently, but also how
to take apparently opposite paradigms and combine them into a complementary research
design. Examining research in different ways can prove invaluable as new questions and
topics are explored.
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The old military saying, “Rank has its privileges,” holds true with academic rank
and research. According to this study, the higher the rank of the researcher, the more
willing he or she is to vary from the traditional methods of research. In scientific
research quantitative research is traditional, the lowest academic rank, the assistant
professor, performed the most quantitative research, whereas the highest rank, professor,
performed the most research in both qualitative and mixed-methods. This finding
suggests that professors are leading the way in the acceptance of non-traditional research
methods. It further suggests that as the door opens to new methodologies, more
researchers will become involved in non-traditional choices.
Summary
This study revealed the following:


There is a significant difference between the use of quantitative and
mixed-methods and between qualitative and mixed-methods research.



There is no significant difference in the use of research methods due to
gender.



There is a significant difference in publishing based on rank.



There is a significant difference among ranks when considering coauthors.
Recommendations for Further Study

The following recommendations for further study emerged from the findings and
analysis of data.
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1. The findings of this study can be generalized only to the five higher education
journals used in the study. A recommendation for further study would be a
replication of this study with a different set of journals.
2. Another recommendation for further study would be to investigate the research
methodologies of professionals outside of the higher education community.
3. A longitudinal study of how research methodologies have changed with the use
of technology and the Internet would be another topic for future studies.
4. Another recommendation for further study would be to investigate how
institutional size, as well as Carnegie classification, impacts the method of
research used by the primary author.
5. An analysis of the changes across journals in methodology as reflected in
research articles.
6. A final recommendation for further study would be to research the methodology
preferences of journals published in other countries compared to the US.
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