























期値設定にMCMC (Markov Chain Monte Carlo) を利用する問題、「MCMC 乱数発生」に
Hamiltonian モンテカルロ法を加える問題について考察する。 












































1( | , ) exp[ ( ) 2 ]
2
f x xλµ σ µ σ
pσ
















= − − 
 
∑   
対数尤度： 2 22
1






= − − −∑  















=  ∂ ∂ 
U ， 
2 2 2 2
2 2 2 2 2
log log





 ∂ ∂ ∂ ∂ ∂
ℑ = − 



















































∂ ∂ ∂ = − − →∑  
2 2 2 2
6 4 4
1
1log ( ) ( )
2 2




∂ ∂ = − − + → −∑  
初期値は収束の状態を見るため、故意に
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0 00, 1µ σ= = を用いている。 
 





1( ) exp( 2)
2 ( 2)
n
















Γ ∏  
対数尤度：
1 1
2 1log log( ) log 2 log ( 2)
2 2 2
N Nn NnL x x N nλ λ
λ λ= =
−






nχ χ�  のとき、
2( )E nχ =  の性質を用いて、 
0.5n x= +      注） x  は x を越えない最大の整数 
これを元に max(1 ) 5 5n n n≤ − ≤ ≤ + の範囲で最大の対数尤度を与える自由度 maxn を求め
ている。 
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これを元に、ぶれが大きいと思われるので、 max(1 ) 20 20i i in n n≤ − ≤ ≤ + の範囲で対数
尤度を最大化する maxin を求めている。 
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これを元に max(1 ) 5 5n n n≤ − ≤ ≤ + の範囲で最大の対数尤度を与える自由度 maxn を求め
ている。 
 
ガンマ分布 (0 )x< < ∞  
密度関数：
11( ) exp( )
( )
a














Γ ∏  
対数尤度：
1 1
1log ( 1) log log log ( )
N N
L a x x Na b N a
bλ λλ λ= =
= − − − − Γ∑ ∑  
1
log log log ( ) ( )
N
L a x N b N a aλ
λ=





L b b x N a bλ
λ=
∂ ∂ = −∑  
2 2 2 2log ( ) ( ) ( ) ( )L a N a a a a′′ ′ ∂ ∂ = − Γ Γ −Γ Γ   
2 log L a b N b∂ ∂ ∂ = −  




L b b x N a bλ
λ=
∂ ∂ = − +∑  
初期値は 0 00.5, 0.5a b= = を用いている。 
 
逆ガンマ分布 (0 1)x≤ ≤  
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初期値は 0 00.5, 0.5a b= = を用いている。 
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初期値の設定で、平均値が 0 に近い場合は 1, 5a b= = 、1 に近い場合は 5, 1a b= = 、




ワイブル分布 (0 )x< < ∞  




密度関数： ( ) ( )1( ) ( ) expa af x a b x b x b−  = −   
尤度関数：
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この方法は、収束が思うように行かず、エラーとなった。 
上記の失敗を踏まえ、生存時間分析で用いた
ab eb− = というパラメータの変換を利用した
推定法を利用した。 
密度関数： ( ) ( )1( ) ( ) expa af x a b x b x b−  = −   
尤度関数：
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初期値は 0 2, 2a b= = を用いている。 
 
指数分布 (0 )x< < ∞  
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推定値は解析的に求まるが、練習として最尤法を利用した。初期値は 0.1a = を用いている。 
 
ポアソン分布 ( 0,1, 2, )x =    









= =∏ ∏   
対数尤度：
1 1
log log log !
N N
L Na a x xλ λ
λ λ= =







L a N x
a λλ=






∂ ∂ = − ∑   
初期値は 0.1a = を用いている。 
 
2項分布 ( 0,1, 2, , )x n=   
まず以下の関係を使って、度数n を求める。 
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次に最尤法を使って、確率 p を求める。 
確率関数： ( ) (1 )x n xn xP x C p p
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これも解析的に解を求めることができるが、最尤法の練習とする。 





 共分散構造分析での最尤法については参考文献 [3]や[4] で詳しく述べられているが、ここで
簡単に振り返っておく。我々はまず観測値を与える確率変数 λx （ N,,2,1 =λ ）がそれぞ
れ独立にn 変量正規分布に従うと考える。パラメータから作られる共分散行列を )(θΣ とする




 −′−−= −−− )()()(
2











λ θxθx  











ˆlog ( ) log ( , )
1 ˆ ˆ( ) ( ) ( ) log | ( ) | .
2 2





















x x Σ θ x x Σ θ










λλ xxxxS  
通常最尤法の評価関数としては、上の対数尤度関数に定数を加えた以下の式が用いられること
が多い。 
( )1 1( ) tr ( ) log | ( ) |MLf n− −= − −θ Σ θ S Σ θ S  
これは ( )Σ θ とSが一致する場合 0 となる。 
 これらの評価関数の最小化法には様々な方法が用いられるが、現在我々は、パラメータの初
期値設定にMCMC のMetropolis-Hastings 法、パラメータの推定に Newton-Raphson 法を発展させ
た Levenberg-Marquart 法を用いている。 
 
2.3 因子分析での利用 
 因子分析における最尤法は、図 1 のようなデータ構造のモデルを、共分散構造分析の最尤法
を用いて分析することである。 
 






































( ) ( )tf x とする。このデータの決定過程を確率過程というが、マルコフ連鎖
とは、1 期先のデータ ( 1)tx + が、それまでのデータの履歴によらず、 ( )tx の値だけから推移確
率（推移核） ( )( 1) ( )|t tp x x+ によって、決まるような確率過程をいう。ある一般的な条件のマ
ルコフ連鎖に従うデータは、時間と共に、一定の分布 ( )f x に推移することが知られている。
この性質を利用して乱数を発生させる方法がマルコフ連鎖モンテカルロ法である。 
ここでは密度関数 ( )y f x= の乱数を発生させる問題を考える。下図のように、まずある点
1x を起点として平均 0の正規分布（特にこれに限らないが非対称な分布の場合は下の式が異な





図 1 乱数発生 
次にこの値と 2点での関数の高さから、以下のような量を計算する。 
[ ]2 1min ( ) ( ) ,1 0
1 0








コンピュータで、[0,1]区間の一様乱数を発生させ、その値がこのα より小さいなら 2x を採
択し、大きいなら、改めて 1x より再度やり直す。（これは確率α で 2x を採択すると言ってもよ
い。） 
これを続けて行くと、最終的に密度関数が ( )y f x= で与えられる乱数に収束することにな
る。なぜなら密度関数の高さが高い 1x の点から高さの低い 2 2x d± の点に遷移する確率は
2 1( ) ( )f x f x d 、高さの低い 2x の点から高さの高い 1 2x d± の点に遷移する確率はd に













 HMC法は、変数を ( 1, 2, , )q nα α =  とした目的の分布と、変数を ( 1, 2, , )p nα α = 
とした独立な標準正規分布を合成した分布の密度関数を、力学のHamiltonian H の関数式








 今、発生させたい乱数の密度関数を ( )f q とし、それに独立な標準正規分布の密度関数を
( )2 2( ) 1 (2 ) exp 2ng pαp= −∑p とすると、合成関数 ( ) ( )f gq p は以下のようになる。 
2( ) ( ) exp ( ) 2 exp[ ( , )]f g h p Hα − − ≡ − ∑q p q q p�  
ここに、 ( ) log ( )h f= −q p はポテンシャルエネルギー、 2 2pα∑ は質点の運動エネルギ






















n ndq dp dq dp dp dqdH H H
dt dt q dt p dt dt dt dt
α α α α α α
α αα α= =
 ∂ ∂  = + = − + =   ∂ ∂   
∑ ∑   
Hamiltonian の不変性から、２つの時点 , ( )t t t t′ ′< で関数間の関係は以下となる。 
( ) ( ) ( ) ( )f g f g′ ′ =q p q p  
ここに、上式では以下のように時間 ,t t′ が略されている。 
( ), ( ), ( ), ( )t t t t′ ′ ′ ′= = = =q q p p q q p p  
 我々は変数qを初期値として与え、独立なn 個の正規乱数を発生させ、それを変数pの初期
値とする。これらを使ってハミルトンの運動方程式を解き、新しい変数 ,′ ′q p を求める。その
際、位置qで 2±p d の乱数を発生させる確率は ( )dng p であるため、位置 ′q の近傍に到達
する確率も ( )dng p である。またこの過程を逆にたどることを考えると、位置 ′q で 2′ ±p d
の乱数を発生させ、位置qの近傍に到達する確率は ( )dng ′p であるため、位置qから位置 ′q
に到達する確率とその逆の確率の比は ( ) : g( )g ′p p となる。ここで、上に述べた関係
( ) ( ) ( ) ( )f g f g′ ′ =q p q p を使うと、この比は ( ) : ( )f f′q q となり、到達する位置の発生
させたい密度関数の大きさに比例することになる。これがすべての２つの位置の間で成り立っ
ていることから、qの値が得られる確率は ( )f q に比例する。これは密度関数 ( )f q で乱数が
発生したことになる。 
この手法はマルコフ連鎖を意識して利用しているわけではないが、関連を考えてみよう。マ
ルコフ連鎖では 1 つの状態( , )p q から他の状態( , )′ ′p q に推移する場合、推移は推移核
( , | , )S ′ ′q p q p を用いて以下の形で表される。 
( ) ( ) ( , | , ) ( ) ( )f g S f g′ ′ ′ ′=q p q p q p q p  
運動が可逆過程であることから、推移も可逆的となり、 





( , | , ) ( , | , ) 1S S′ ′ ′ ′= =q p q p q p q p  （確率 1 でこの推移が起こる） 




( ) ( ) ( ) ( )f g r f g′ ′ =q p q p  
これを補正するためにMH法の考え方を利用する。 
( ) ( )min  ,1 0
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即ちリープ・フロッグ法で新しく得られた変数 ′q については、上に与えた確率 ( , | , )α ′ ′q p q p
で採択の可否を決める。r は 1 に近い値のため、採択率はかなり高くなる。これによって、原
理的には 1 回の乱数発生で通常のMH法の移動よりも遠くに移動できる。 
最後に、オイラー法とリープ・フロッグ法の計算法を与えておく。 
n 次元オイラー法 
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p t p t h q
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図 2 MCMC 乱数生成実行画面 
このメニューにある密度関数 exp( | | 3) 6z x= −  について、MH 法を使って、棄却数
を 10000 個として、10000 個の乱数を発生させたヒストグラムと統計量を図 3 に示す。 
   
図 3 MH 法による乱数発生 
同様に、HMC 法を使って、同じ棄却数で 10000 個の乱数を発生させたヒストグラムと統計量
を図 4 に示す。但し、変動の微少量ε を 0.2、リープ・フロッグの回数を 10 としている。 
   
図 4 MCH 法による乱数発生 
どちらの適合性が高いか調べるために、2 つの方法で 10 回ずつ 10000 個の乱数を発生させ、適





表 1 K 統計量による HM 法とHMC 法の適合度の違い 
 MH 法 HMC 法 
1 5.217 3.504 
2 6.400 1.971 
3 1.712 1.339 
4 6.556 2.645 
5 2.88 1.13 
6 4.626 3.224 
7 4.416 0.857 
8 2.331 1.533 
9 3.353 2.23 
10 1.253 1.255 
これを比較すると、有意に（p<0.05）差が見られた。 
次に、メニューの中にある密度関数 
2 2( 2) 2 ( 2) 21
2 2
x xz e e
p
− + − − = +   について、
MH 法を使って、棄却数を 10000 個として、10000 個の乱数を発生させたヒストグラムと統計量
を図 5 に示す。 
   
図 3 MH 法による乱数発生 
同様に、HMC 法を使って、同じ棄却数で 10000 個の乱数を発生させたヒストグラムと統計量
を図 6 に示す。但し、変動の微少量ε を 0.2、リープフロッグの回数を 10 としている。 
   
図 6 MCH 法による乱数発生 
どちらの適合性が高いか調べるために、前と同様に、2 つの方法で 10 回ずつ 10000 個の乱数を




表 2 K 統計量による HM 法とHMC 法の適合度の違い 
 MH 法 HMC 法 
1 5.452 4.117 
2 5.153 1.196 
3 2.175 1.988 
4 3.691 1.066 
5 4.041 1.904 
6 4.295 2.928 
7 6.09 2.497 
8 1.539 0.756 
9 5.769 1.483 
10 2.318 1.951 
これを比較すると、有意に（p<0.01）差が見られた。 
 2 つの例で、MH 法とHMC 法の精度を比較するとHMC 法が良い結果になるようである。同





























分布の中心がMCMC の乱数発生の初期値から遠く離れている場合、MH 法でもHMC 法でも
初期値の位置で密度関数 ( )f x が、計算機のまるめ誤差によって 0 になることが大きな問題で
ある。酔歩乱数列の場合、これによって乱数は正しい次の位置に移動できなくなる。我々はこ
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