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Let V c {0, 1} n have Vapnik-Chervonenkis d mension d. Let ~t'(k/n, V) denote 
the cardinality of the largest W __C V such that any two distinct vectors in W differ 
on at least k indices. We show that /,t'(k/n,V)<_ (cn/(k + d)) d for some 
constant c. This improves on the previous best result of ((cn/k)log(n/k)) d. This 
new result has applications in the theory of empirical processes. © 1995 Academic 
Press, Inc. 
1. STATEMENT OF RESULTS 
Let n be a natura l  number  greater  than  zero. Let V_c {0, 1} ~. For  a 
sequence  of indices I = ( i l , . . . ,  ik), with 1 _< ij < n, let Vjr denote  the 
pro ject ion of V onto  I, i.e., 
I f  V~I = {0, 1} k then  we say that  V shatters the index sequence  I. The  
Vapnik-Chervonenkis dimension of V is the size of the longest  index 
sequence  I that  is shat tered by V [VC71] (this terminology comes f rom 
[HW87]). We will denote  this number  by d. Hence  
d= max(k" :3 I= ( i  1 . . . . .  i k ) , l  < i ,  <__ n, with Vl ,= {0,1}k}.  
This  quant i ty  plays a impor tant  role in certa in areas of statistics, in 
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particular in the theory of empirical processes [Dud78, Vap82, GZ84, 
Dud84, Po184, Ta187a, Ta187b, Ta188, Po190]. It has also been used 
recently in the fields of computational geometry [HW87, We188, MSW90, 
EGS88, CF88, CW89] and machine learning [BEHW89, HP88, RHW89, 
FC90, VW91]. 
Let ]VI denote the cardinality of V. The following result is well known, 
and was independently discovered by several people, including Sauer 
[Sau72] and Vapnik and Chervonenkis (see [Ass83] for a review, and also 
[Dud84]). 
LEMMA 1 (Sauer/VC). I f  the Vapnik-Chervonenkis dimension of V is 
d, then 
IVf < ~ n < (en/d)a,  
i=o i - 
where e is the base of the natural ogarithm. 
For vectors u, v ~ {0, 1} n, let 
1 n 
p(u ,v )  = - E lu ,  - 
ni=l 
For any e > 0, a set of vectors W c {0, 1} n is e-separated if for all distinct 
u, v ~ W, p(u, v) > e. The e packing number for a set V _ {0, 1} n, denoted 
d(e ,  V), is the cardinality of the largest e-separated subset W of V. Thus 
for integer r, ~'((2r + 1)/n, V) is the cardinality of the largest set of 
disjoint L 1 balls of radius r /n with centers in V, or equivalently, the size 
of the largest r-bit error correcting code contained in V. In this paper we 
demonstrate the following result. 
THEOREM 1. If the Vapnik-Chervonenkis dimension of V is d and 
e = k /n  for integer k, 1 < k <_ n, then 
f t ' (e ,V)  < e(d + 1)( < e(d + 1) 
k+2d+2 - 
This shows that the L 1 sphere packing numbers for arbitrary sets with 
Vapnik-Chervonenkis dimension d behave something like L 1 sphere 
packing numbers for bounded regions of d-dimensional Euclidean space. 
Note that for k = 1 (i.e., e = i /n) ,  any two distinct vectors in V are 
s-separated, thus the first bound gives a result similar to the Sauer /VC 
bound (Lemma 1) in this case, although not as tight. However, for larger 
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values of e, Theorem 1 improves on the best previous result, which is 
(c0 1 ) '  
~ ' (e ,V)  _< - - log -  , 
6 E 
where c o is some constant, obtained using the method of Dudley [Dud78] 
(see [Hau92] for a bound on the constants in Dudley's result). By eliminat- 
ing of the extra log factor in Dudley's result, certain key bounds in the 
theory of empirical processes can also be improved by a logarithmic factor 
[Ta194] (see Remark 2 at the end of this paper). This result also has 
applications in geometry [W92] and set discrepancy [M94]. 
It is likely that the constant 2e in our result can be further improved. (It 
certainly can be improved for small d by using more precise upper 
d (n ) than that given in Lemma 1.)However, to within estimates of ~2i=0 i
\ / 
some multiplicative constant, the general form of the first bound of 
Theorem 1 is as tight as possible. This follows from the following lower 
bound. 
THEOREM 2. For all natural numbers d, s > 1 there exists a subset 
V c {0, 1} n, where n = sd, with Vapnik-Cheruonenkis dimension d such that 
for each k, l < k < n, 
d 
J#(k /n ,V)  > 2e(k  +d)  
This leaves a gap from 1/2e to 2e for the best universal value of the 
key constant in the bound of Theorem 1. Again, it is likely that the lower 
bound of Theorem 2 can be improved as well. However, at this time we do 
not have a good guess as to what the best possible constant is. This 
remains an intriguing open problem. 
In remarks at the end of this paper we consider some consequences of 
Theorem 1 for some more general kinds of packing numbers associated 
with the Vapnik-Chervonenkis dimension and the pseudodimension, a 
related notion used in the theory of empirical processes [Po190, Hau92]. 
However, it remains open whether similar results hold for some of the 
other generalizations of the Vapnik-Chervonenkis dimension and the 
Sauer/VC lemma that have been studied (e.g., [Ste78, Fra83, Alo83, 
Dud87, HL91, BDCBL92]). 
2. PROOFS OF THE RESULTS 
Throughout this section we assume that V ___ {0, 1} n and the 
Vapnik-Chervonenkis dimension of V is d. We begin with the following 
simple lemma from [HLW90]. 
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Let E be the set of all pairs (u, v) with n, v ~ V such that p(u, v) = 1/n. 
Thus E is the set of edges in the subgraph of the Boolean n-cube induced 
by V (see also [Bon72, AHW87]). 
LEMMA 2. [HLW90]. [El~IV] < d. 
Although this result is already proved in [HLW90], for completeness we 
provide an alternate proof here. This proof was suggested to us by Nati 
Linial, and uses the simple technique of shifting [Fra87, Ste78, Alo83, 
Ta188] in place of the recursion in [HLW90]. 
Proof. For each index i, l< i<n,  andeachv~ V, if v i=  l andthe  
vector v' = (V l , . . . ,  vi_l, O, vi+ 1 . . . .  , G) is not in V, then let Si, v(V) = v' 
(here we say that v is shifted to v'), otherwise let Si, v(v) = v. We define 
the shift of V on index i, denoted Si(V) , by 
s (v) = {s , ,v (v ) :v  v}.  
Let Si(E) denote the set of edges in the subgraph of the n-cube induced 
by Si(V). We claim that 
(1) [si(v)l  = Iv[, 
(2) [S / (E ) I _  IE[, and 
(3) for any index set I, if I is shattered by Si(V) then I is shattered 
by V. Hence the Vapnik-Chervonenkis dimension of Ss(V) is no more 
than that of V [Alo83]. 
The first claim is obvious. To verify the second claim, we map the edges 
of E in a 1-1 manner into the edges of Si(E). Assume (u ,v )~ E. If 
neither u nor v are shifted then this edge is unaffected by the shift, so map 
it to itself. I f  both u and v are shifted then this edge is simply mapped to 
the edge (Si, v(U), Si, v(v)). Finally, let us assume that v is shifted, but u is 
not. In this case u and v must differ on some index j 4~ i, and we must 
have u i = v i -- 1. Since u is not shifted, u' = (u 1 . . . . .  ui_ 1, 0, ui+ 1 . . . .  , u n) 
V. It follows that (u', Si, v (v ) )~ Si(E). Hence we can map (u,v) to 
(u', Si.v(V)). It is easily verified that the resulting map is 1-1. 
To verify the third claim, suppose that a sequence I of k indices is 
shattered by Sz(V). If i is not in I, then clearly I is also shattered by V, 
since VI1 = Si(V)II in this case. So let us assume that i is in I. Without loss 
of generality, we may assume that i -- 1 and I = (1 , . . . ,  k). Since I is 
shattered by Si(V), for every n ~ {0, 1} k there is a v ~ Si(V) with vj = u i, 
1 _< j _< k. However, if u 1 = 1 then we must have v and v' = (0, v 2 . . . . .  G)  
both in V, otherwise v would have been shifted, and hence not be in 
Si(V). This implies that I is shattered by V, establishing the last claim. 
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Now beginning with V, simply shift V repeatedly on any sequence of 
(not necessarily distinct) indices until no more non-trivial shifts are possi- 
ble, i.e., until you obtain a set W such that S i (W)  = W for all 1 _< i _< n. 
This must happen eventually, since each non-trivial shift reduces the total 
number of ones in the vectors of V. Let F be the set of edges of the 
subgraph of the n-cube induced by W. By the above results, ]W] = ]V], 
IF[ >_ ]EL, and the Vapnik-Chervonenkis dimension of W is at most d. 
Let us say that u _< v if u~ _< v~ for all i, 1 _< i _ n. We claim that W is 
closed downward under the ordering _<, in the sense that if v ~ W, then 
u ~ W for all u _< v. It is clear that if u _< v ~ W and u differs from v on 
only one index i, then u ~ W: otherwise one more non-trivial shift of W 
would be possible. The claim follows by induction. It follows from this that 
if v ~ W, then the set of indices i for which v; = 1 is shattered by W. 
Since the Vapnik-Chervonenkis dimension of W is at most d, this implies 
that no vector in W contains more than d ones. Therefore 
d() IVl=lWt_< E n 
i=0 i 
(which is the Sauer /VC lemma (Lemma 1)) and 
IE[/IVI ~ [FI/IWI ~ d. 
The last inequality can be verified by noting that a vector in {0, 1) n with 
at most d ones can have n-cube edges to at most d vectors with fewer 
ones. | 
Lemma 2 is the key in proving the next result, which is main tool we use 
in the proof of Theorem 1. It is closely related to the results obtained in 
[HKS91]. Let P be a probability distribution on V. Hence V can now be 
viewed as a vector-valued random variable. For each i, 1 < i < n, let V~ 
be the ith component of the random variable V. Thus V 1 . . . .  , V,, are 
correlated Bernoulli random variables, and the value of V// is determined 
by choosing v ~ V at random by the distribution P, and letting V/= 
v i. Recall that for any Bernoulli random variable B, the variance of 
B is p(1 -p ) ,  where p is P(B  = 1), and for Bernoulli random vari- 
ables BI . . . . .  Bm,  the cond i t iona l  var iance of B m given B 1 . . . .  , Bin__ 1 is 
defined by 
Var (B~IB  1 . . . .  ,B~ 1) = E P(v )P (B  m = l lv ) (1 -e (B  m = l lv ) ) ,  
v~{0,  l}m I 
where for v = (v 1 . . . . .  vm_l), P(v) = P(B  1 = v 1 . . . .  , Bin_ 1 = Vm_ l )  , and 
P(Bm = 1Iv) = P(B  m = l iB  l = v l , . . .  , Bm_ 1 = t)m_l). 
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LZMMA 3. For any probability distribution P on V, 
Var(V/I V I . . . .  , V//_ 1, V/+ l . . . . .  Vn) _<d.  
i=1 
Proof. Let E be the set of edges of the subgraph of the n-cube 
induced by V, as above. Consider any subgraph (V', E') of the graph 
(V, E) defined by selecting a subset V' of V and letting E' be all the edges 
in E between vectors in V' (i.e., induced edges). Since any subset V' of V 
is a set of vectors with Vapnik-Chervonenkis dimension at most d, it 
follows from Lemma 2 that for all subsets V', the density [E'I/[V'[ of the 
graph (V', E') is at most d. Using Hall's theorem, it is shown in [AT92, 
Lemma 3.1] that for any graph (V, E), the edges in E carl be oriented such 
that for all v ~ V, the outdegree of v (number of edges in E directed 
away from u) is at most the maximum density of any subgraph of (V, E) 
(see also [HLW90]). In our case this maximum density is at most d. Let us 
orient the edges of (V, E) such that for each vector v ~ V, the outdegree 
of v, which we will denote outdeg(v), is at most d. For each edge 
(u, v) ~ E, let tail(u, v) denote the vector in the pair u, v that the edge is 
directed away from. We will use the directions on the edges in E shortly. 
Now let us consider Vat(V/IV 1 . . . . .  ~-1, V//+I,..., V~). Partition E into 
E I , . . . ,  E n by letting E i be the edges that cross the ith dimension of the 
n-cube, i.e., E i = {(u, v) ~ E : u~ = vj, j v~ i}. It is readily verified that 
Var(V/il V1,..., Vi_t, Vi+l ,  . . - ,  Vn) 
P(u) P(v) 
v'~ (P(u) + P(v)) (P(u) + P(v)) (P(u) + P(v)) 
(U, ¥) E E i 
P(u) P(v) E 
(u,v)~E, (P(u) + e(v)) 
Hence 
Var (V / IV  1 . . . . .  V//_ 1 , V/+ 1 . . . .  , V~) = 
i=1  
P(u) P(v) 
E (u,,)~E (P(u) + P(v)) 
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Now note that for any x, y >_ 0, xy < (x + y)min(x, y). Hence 
n,  
E Var(V/[ V1, - • •, Vi-,, V//+ 1 . . . . .  Vn) -< 
i=1 
E min(P(u) ,P (v ) )  
(u ,v )~E 
-< E P(tai l(u, v)) 
(u ,v )cE  
= ~ P(v)outdeg(v) 
vcV 
__< d E P(v) 
v~V 
=d. | 
The final lemma we will need in order to prove Theorem 1 is the 
following. 
LEMMA 4. Suppose that V is an e-separated subset of  {0, 1} n. Let P be 
the uniform distribution on V. For any integer m, 1 < m < n, fix a sequence 
I = ( i1, . . . ,  ira_ 1) o fm - 1 distinct indices between 1 and n and draw index 
i m uniformly at random from the remaining n - m + 1 indices. Then 
E[Var(V~, IV/1 . . . . .  Vim 1)] > 2(n - -Tn  + 1) 1 - IV I  ] '  
where E denotes expectation over the random choice of  im. 
Proof. Let us consider two vectors in V to be equivalent if they have 
the same value on all of the indices i l , . . . ,  ira_ 1 in I. Suppose that this 
partitions V into I V/IL --- M equivalence classes C1,. . .  , C M. Let Nj = IC/ 
and N = IV[. Now let us focus on a single equivalence class Cj. Suppose 
that an additional index i,~ is selected at random from the remaining 
n - m + 1 indices, and two vectors u, v are selected uniformly at random 
with replacement from Cj. Since Cj is e-separated, if u 4= v then they 
differ on at least en of the remaining n - m + 1 indices. Hence the 
probability that ui~ 4= vim is at least en/ (n  - m + 1) times the probability 
that u ~ v, or en(1 - 1 /N j ) / (n  - m + 1). The variance p(1 -p )  of a 
Bernoulli random variable is just half the probability that the value of this 
random variable differs on two independent trials. Hence 
E[Var(V/~lv~ Cj)] > 2(n -m + 1) 1 -  ~j  , 
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where the expectation is over the random choice of im. From the above we 
have 
M 
E[Var(~ IV/~ . . . . .  V/m_l)] = Y'~ P(C,)E[Var(V/Glv ~ C])] 
j= l  
>-- ~ 2(n -m+l )  1 
j= l  
2(n-m+l )  1 . II 
We can now complete the proof of Theorem 1. Without loss of general- 
ity, let us assume that V itself is e-separated, and obtain an upper bound 
on IV[. Let P be the uniform distribution on V. Recall that k = en. We 
can assume that k > 3, since it can be verified that the upper bound given 
in the statement of the theorem is greater than the trivial upper bound 
from Lemma 1 when k = 1 or k = 2. Let us choose 
I (2d  + 2)(n + 1) 1 
m= k+2d+2 
indices i 1 . . . .  , i  m uniformly at random without replacement I from 
{1,. . . ,  n} and look at 
T = E Var(v//V/i I . . . .  ' V / j - - I '  V / j+I  . . . . .  V/m " 
We first claim that Lemma 3 implies that y < d. This can be verified by 
projecting V onto I = (il,. •., im) and then defining the induced probabil- 
ity distribution Pb on VI, in the obvious way, i.e., Pl~(ua . . . .  , u,~) = P{v 
V:  vi, = u j, 1 < j < m}. This projection does not change the conditional 
variances, hence the result follows. 
Next we claim that 
3' = mE[¥ar(V/m]V/,, • . . ,  V/~_,) ]
>m 2(n - re+l )  1 
_m 2(n - re+l )  1 
" ..... ,v,im ,,)) 
_ (e (m - 1)/d)  d 
1Since k > 3 and n > d, k, it is easy to see that  m < n. 
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The first equality follows by symmetry (and linearity of expectation), the 
second from Lemma 4, and the third from the Sauer/VC lemma (Lemma 
1). Now putting these two claims together, we obtain 
(k( e ml)jd)d)) 
d>_m 2(n- re+l )  1 -  ~-V~ 
or equivalently, 
IVI <_ 
(e (m - 1 ) /d )  d 
1 -  2d(n -m + 1) /km'  
so long as 
2d(n  - m + 1) 
km 
<1.  
Now it is clear that 
(2d + 2)(n + 1) 
m- l< 
k+2d+2 
SO 
(e (m - 1 ) /d )  d 
< k+2d+2 
= ( l+ l /d )  k+2d+2 
2e(n + 1) )a. 
_<e k+2d+2 
In addition, it is easily verified that 
2d(n  - m + 1) 
km 
2d(n  + 1 - (2d + 2)(n + 1) / (k  + 2d + 2)) < 
k(2d  + 2)(n + 1) / (k  + 2d + 2) 
d 
d+l  
Hence 
1 
<d+l .  
1-  2d(n  - m + 1)~kin - 
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Putting these together, this gives the final bound 
2e(n  + 1) )a. 
[V[ <e(d+ 1) k+ 2d+2 
The second bound of the theorem follows easily from this one. 
We close with the proof of Theorem 2. 
Let W= ( (000 . . .0 ) , (100 . . .0 ) , (110 . . .0 ) , . . . , (111 . . .  )} c {0,1} s, and 
V = W a, the set of all vectors obtained by concatenating d vectors from 
W. Since n = sd, Vc  {0, 1} n. It is easy to show that the 
Vapnik-Chervonenkis dimension of V is d: Say that indices 1 _<_< i, j _< n 
are equivalent if [i/s] = [j/s]. Then a sequence of indices is shattered by 
V if and only if it contains at most one index in each of the d equivalence 
classes. Thus no set of d + 1 indices is shattered. Note also that the size 
of V i s (s+ 1) a>s  d=(n /d)  a. 
For each v ~ V and 1 < j" < n, let N(v, j )  be the number of vectors 
u ~ V with p(u, v) = j /n. Let C(d, j) denote the number of ordered 
sequences of d non-negative integers that sum to j. We claim that for any 
v ~ V, N(v, j) <_ C(d, j)2 a. This follows from the fact that there are at 
most C(d, j) ways to choose the number of indices on which u differs from 
v in each of the d equivalence classes, and given any number of indices on 
which u and v must disagree in a given equivalence class, there are at most 
2 choices for the values for u on the indices in that equivalence class. 
Hence, using well known identities (see, e.g., [GKP89]) 
k k 
N(v,  j) < 2 a Y'~ C(d, j) 
j=o y=o 
=2d~ . 
j=0 ) 
< 2qe(  + d)/d)" 
= (2e(  + d) /d )  ". 
Now choose any v~ in V, eliminate all vectors in V within p-distance 
k/n  or less of v 1, then choose v 2 from the remaining vectors in V and 
eliminate all vectors within distance k/n  of v 2, etc., until V is exhausted. 
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Since we begin with more than (n /d )  e vectors, and each step eliminates at 
most (2e(k + d) /d )  d vectors, this process continues for at least 
(n/d) a ( n )a 
(2e(k + d) /d )  d = -2e(k  + d)  
steps, and the resulting set va, v2,.. ,  of vectors is clearly k /n -separated  by 
construction. | 
3. REMARKS 
3.1. Bayes and Min imax Risk in Predicting Bits 
As argued in the proof of Theorem 1, the result given in Lemma 3 
implies that if i~ , . . . ,  i m are selected at random without replacement, then 
the expectation of Var(V/mlV/1,..., V/re_l) is at most d/m.  When m >> d, 
this means that the value of Vi~ is usually highly predictable given the 
values of ~1, ' ' "  V~,,_. This is the basis for many of the applications of the 
Vapnik-Chervonenkis dimension in machine learning and statistics. 
In particular, from a Bayesian perspective, we might imagine that a 
vector v ~ V is selected at random according to a "prior" distribution P
on V and hidden from us, indices i l , . . . ,  i m are  selected uniformly at 
random without replacement, we are given vq, . . . ,  Vim_~, and we are asked 
to predict vim. Suppose the loss is 1 if we predict incorrectly and 0 
otherwise. Then Bayes optimal strategy is to compute the posterior proba- 
bilities P(v  i = 1 iV  i = v i . . . . .  V i = v i ) and P(vi," = 0IV/1 = 
vq, . . . ,  V~ , Z vi~ 1), and predict according 701 which of these is larger. 
The probai~ility that this prediction is wrong when v and i 1 . . . .  , i m are 
chosen randomly as above, i.e., the Bayes risk, is the expectation of the 
minimum of the above two posterior probabilities. Looking into the proof 
of Lemma 3 and Theorem 1, it can be seen that this quantity is the same 
as  
1 
- -  ~ min(P (u) ,P (v ) ) ,  
m (u,v)~E 
where E is the set of edges in the graph induced by projecting V onto 
{i l , . . . ,  ira}. Hence, by the last series of inequalities in the proof of Lemma 
3, the Bayes risk for this prediction problem is at most d/m for any prior 
P, as was shown in [HKS91]. As pointed out there and in [HLW90], in fact 
by using the orientations of the edges, we get the stronger esult that there 
exists a (non-Bayesian) prediction strategy such that if i~ . . . . .  i m are 
chosen randomly without replacement, then given only the values 
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Uil'' ' ' ' Uim 1' the value Uim can  be predicted such that for all v ~ V, the 
probability of a mistake is at most d/m,  i.e., the minimax risk of this 
prediction problem is at most d/m. 
3.2. LI(P) Packing Numbers for Classes of {0, 1}-Valued Functions 
For applications of the Vapnik-Chervonenkis dimension in empirical 
processes the following is a typical setup. Let X be a set (not necessarily 
finite) and ~ be a set of {0, 1}-valued functions on X. For any sequence 
x = (x 1 . . . .  , x n) of points with x i E X, let 
~x = {( f (  xl) ,  " " , f (  Xn) ) : f ~ ~}. 
Hence ~lx _c {0, 1} n. We can define the Vapnik-Chervonenkis dimension 
of ~ by 
d imvc(~ ) = max dimvc(~lx), 
X 
where dimvc(~lx) is the Vapnik-Chervonenkis dimension of ~1~ as de- 
fined in Section 1 above, and the maximum ranges over all sequences x of 
points of X of arbitrary finite length. When this maximum does not exist, 
we say that dimvc(~) = ~. 
Let P be a probability distribution on X such that the functions in 
are P-measurable. Define the pseudo-metric o-p on ~ by letting 
o 'p ( f ,g )=P{xeX: f (x )4 :g (x )}  for any f, ge~.  For any e >0,  
we say a subset T of ~ is e-separated if for all distinct f ,  g e T, 
o-o(f, g )> e. (Note that we use strict inequality here, unlike in our 
previous definition of an e-separated set of binary vectors.) For any e > 0, 
the e packing number for ~ (under LI(P) metric), denoted l / (e ,  ~, ~rp), is 
defined as the cardinality of the largest e-separated subset of ~ with 
respect o the pseudo metric Crp, or ~ if there are arbitrarily large finite 
e-separated subsets of ~. Using a method due to Dudley [Dud78], as a 
corollary of Theorem 1, we have the following result. 
COROLLARY 1. For any set X, any probability distribution P on X, any 
set ~ of P-measurable {0, 1}-valued functions on X with dimvc(~) = d < ~, 
and any e > O, 
A' (e ,~, t rp )  <_e(d+ 1) (~)  d. 
Proof Suppose to the contrary that ~ ' (e ,~,  ~rp)> B, where B---- 
e(d + 1)(2e/e) d. Let T be an e-separated subset of ~ with iT[ > B. 
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Thus there exists 3' > 0 such that for every distinct 
f ,  g ~ T, P{x ~ X ' f (x )  4~ g(x)}  >_ e + y. 
Draw x1, . . .  , x n independently at random according to the distribution P 
on X, and for each distinct f ,  g ¢ T, let Af, g be the event that 
! ~ If(xi) _g (x i )  I <e. 
n i= l  
By choosing n large enough, we can make the probability of the event 
Af, g less than 1/ IT I  z for each f, g. Then, since there are less than ITL e 
pairs of distinct f,  g ~ T, it follows that the probability that any of the 
events Af, g occur is less than one. Hence with positive probability 
1 n ( /n)Ei=lLf(x i) - g(xi)l > e for each pair of distinct functions f, g ~ T. 
It follows that there exist x l , . . .  , x n in X such that (1/n)E'~=llf(x i) - 
g(xi)l >_ e for each pair of distinct functions f ,  g ~ T. This implies that 
the set V = {( f (x  1) . . . . .  f (xn)) : f  ~ T} is an e-separated set of binary 
vectors of cardinality IT[, which is greater than B. However, since 
d imvc(~)  = d, it follows that dimvc(V) < d, and hence this contradicts 
Theorem 1. | 
This result has some applications in the theory of empirical processes 
(see, e.g., [Ta194]). 
3.3. LI(P) Packing Numbers for Classes of Real-Valued Functions 
There is also a natural extension of Corollary 1 to classes of real-valued 
functions. This result, given below, is due to Phil Long. Let Y be a class 
of real-valued functions on a set X and let 91 denote the real numbers. 
For each f ~ ~-, the function Uf : X × 9t ~ {0, 1} is defined by letting 
1 i f f (x )  >r 
Uf(x,r)  = 0 otherwise, 
for x ~ X and r ~ 91. Let Up = {Uf : f ~ 3-}. The pseudodimension f J ,  
denoted dime(3-) ,  can be defined by d imp(g)= dimvc(U J )  [Po190, 
Hau92]. 
Let P be a probability distribution on X such that each f ~ J is 
P-measurable. Let Q be a cumulative probability distribution function on 
91. We can define a pseudo metric on Y by letting 
crp, o( f ,  g) = fx lQ( f (x ) )  - Q(g(x ) ) ldP(x  )
582a/69/2-4 
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for each f ,  g ~ 9-. Let J/'(e, J ,  o-e, Q) denote the e packing number for 
this pseudo metric, in analogy with the packing numbers ft'(e, ~, o" e) 
defined above. Using Corollary 1, we have the following result. 
COROLLARY 2 (P. Long). For any set X, any probability distribution P 
on X, any distribution Q on 9t, any set ~Q- of P-measurable real-valued 
functions on X with dimp(~ r) = d < ~, and any e > O, 
~(e,3- ,O'e ,Q)  <e(d  + 1)(~f- )  d 
Proof. Follows directly from Corollary 1 with X = X × 9l, ~ = Uf,  
and P = P × Q by noting that oe(U f, Ug) = ~re, Q(f, g). | 
As a special case of this corollary, let the LI(P)  distance between two 
real-valued functions f and g be defined by 
Ilf - gila = f s [ f (x )  - g (x ) ldP(x ) ,  
and let ~'(e, 9-, Lt(P))  denote the e packing numbers for this pseudo 
metric. 
COROLLARY 3. For any set X, any probability distribution P on X, any 
set 3 -o f  P-measurable functions on X taking values in the interval [0, 1] with 
d ime( J )  = d < ~, and any e > O, 
Jg (e ,o~- ,L l (P ) )<_e(d+ 1) (-~-~) d. 
Proof. Follows directly from Corollary 2 setting Q to be the uniform 
distribution on [0, 1]. | 
This result is also useful in the theory of empirical processes. Note that 
our original result, Theorem 1, can be viewed as a special case of this 
result in which P is a uniform distribution on a finite set of n points and 
the functions in ~r are {0, 1}-valued. 
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