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ABSTRACT 
A real, square matrix with nonpositive off-diagonal elements is a Z-matrix, and a 
Z-matrix with nonnegative principal minors is an M-matrix. Using principal pivoting, 
we derive a polynomial-time algorithm for testing whether a Z-matrix is an M-matrix. 
Our algorithm is much simpler than a recent one proposed by Ramamurthy. We also 
study the zero-nonzero structure of the inverse of a nonsingular M-matrix and compare 
A- ’ and B- ’ in the case that A and B are nonsingular M-matrices and B z A. 
1. INTRODUCTION 
The main result of our paper is a polynomial-time algorithm for testing 
whether an n x n Z-matrix A is an M-matrix. By means of principal pivoting 
we reduce the dimension of the problem as long as there are positive pivots. If 
n such pivots are possible, then A is a nonsingular M-matrix. If at any stage a 
negative diagonal element appears, then A is not an M-matrix. If a matrix with 
zero diagonal ensues, then we use the following result by G. A. Johnson [5]: A 
Z-matrix with zero diagonal is an M-matrix if and only if it can be reduced to a 
strictly upper triangular matrix by simultaneous permutation of the rows and 
the columns. The operation count of the algorithm is at most n(n* - 1)/3. 
This is comparable with the operation count for computing the determinant of 
A. Earlier, Ramamurthy [8] derived a polynomial-time test for M-matrices 
using the theory of the linear complementarity problem. His test is also 0( n3) 
but is much more complicated than ours. 
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We also study the inverse of a nonsingular n x n M-matrix A = [aij]. It 
turns out that A-’ and ] A ] “-l, where ] A ( = [ ( aij ]I, have the same 
zero-nonzero structure (i.e., the corresponding elements in these two matrices 
are zero or nonzero at the same time). As a corollary, aij # 0 implies that the 
(i, j)th element of A-’ is positive. Fiedler and Ptik [3] have shown that if A 
and B are nonsingular M-matrices with B - A 2 0, then D := A- ’ - B- ’ 2 
0. We derive sufficient conditions for dij to be positive. In particular, we show 
that D > 0 if B is irreducible and differs from A. Moreover, we use a 
counterexample to refute the assertion by C. R. Johnson [4] that A-’ - B-’ 
z 0 implies B - A 2 0. 
2. PRELIMINARIES 
If A = [aij] EETI*~~ (A is a real m x n matrix), we denote its row i by Ai, 
its column j by uj, and we define ] A ] = [ ] aij I]. The inequalities A > 0, 
A 2 0, etc. are elementwise. If R C (1; * -, m} and S C (1; - *, n), we let 
A,, stand for the submatrix of A induced by rows R and columns S (if R or S 
is empty, then A,, is a vacuous matrix). We say that A, BE Flmx” have the 
same zero-nonzero structure if for all i, j we have u,~ = 0 o bij = 0. If 
AEWnX”, we write det A for its determinant and denote AP = [u$$ (if A is 
nonsingular, p may be negative). The identity matrix of order n is denoted by 
I = I,. The block diagonal matrix with the square diagonal blocks A and B is 
written diag( A, B). Any vector x E W” is interpreted as an n x 1 matrix and 
denoted x = (x1,* * -, r,). We let xI1 stand for the subvector consisting of the 
components R of x. If r E R, we abbreviate R - r = R \ {r}. We denote the 
empty set by 4 and define N = {l;**, n). 
For nonnegative matrices we have the following result. 
LEMMA 2.1. If A E R”‘” is nonnegative with positive diagonal, then A”- ’ 
and AQ with q 2 n have the same zero-nonzero structure and 
a$?) > 0 * ~$4) > 0 for all q > p 2 1. 
By a principal permutation FT of an n x n matrix A we mean a simultane- 
ous permutation of the rows and the columns. The principal permutation 
interchanging only the rows i and j and the columns i and j is written Vij. 
We say that B is cogredient to A if there is a principal permutation Q such 
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where the blocks B,, and B,, are nonvacuous and square, or if n = 1 and 
A = 0. If A is not reducible, it is irreducible. 
THEOREM 2.1. AeWnxn with n 2 2 is irreducible if and only if 
(I + 1 A()“-’ > 0. If ati # 0 for all i, then A is irreducible if and only $ 
1 A]“-‘> 0. 
If AEW”~“, #I # R C N, and A,, is nonsingular, then the principal 
pivotal operation PR with the pivot A,, exchanges the variables yn and xn 
in the equation y = Ax; see e.g. [6]. The matrix x := B,A of the resulting 
equation is obtained as follows. Denoting E = N \ R (which may be empty), 
there is a principal permutation V such that 
Then A= $F”M, where 
The operation 9, followed by deleting rows and columns R is denoted by 
S,* ( principal pivotal condensation). If A = [ A,J is a block matrix where A,, 
is a principal submatrix, we write 9’(r) for the principal block pivotal operation 
with the pivot A,,. A single principal pivotal operation with the pivot arr is 
denoted by 9,.. The Schur complement of A,, in A equals 9,*A. Schur’s 
determinantal formula is as follows: 
det A = det Aaadet( Y’,*A) (det A,, # 0). 
Next we define Z- and M-matrices. 
(2.1) 
DEFINITION 2.1. A E Rnx” is a Z-matrix if all its off-diagonal elements 
are nonpositive. The Z-matrices form the class Z. 
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DEFINITION 2.2. A Z-matrix with nonnegative principal minors is an 
M-matrix. All the M-matrices form the case K,, and all the nonsingular 
M-matrices (i.e., all the Z-matrices with positive principal minors) the class K. 
We recall some properties of the M-matrices; cf. [l] and [2]. 
THEOREM 2.2. Let A E Rnx”. Zj- A E K, (E K), then 
(i) a,, 2 0 (> 0) for all i; 
(ii) all the principal s&matrices of A are in K, (K); 
(iii) all the principal permutations of A are in K, (K). 
Zf A E K, then, in addition, 
(iv) A-’ 2 0 with positive diagonal; 
(v) if R c N, then the Schur complement of A,, in A belongs to K. 
THEOREM 2.3. A E Z is a nonsingular M-matrix if and only if all its leading 
principal minors are positive. 
THEOREM 2.4. A E Z is an M-matrix if and only if A + EZ E K for all 
E > 0. 
THEOREM 2.5. AEK is irreducible ifand only if A-’ > 0. 
THEOREM 2.6. ZfAEK, BEZ, andBzA, thenBEK. 
The following lemma is an easy consequence of Theorem 2.2(ii). 
LEMMA 2.2. A Z-matrix 
A= 
Al, A 12 I 1 0 A22 ’ 
where A,, and A,, are nonvacuous and squure, belongs to K, (K) if and only if 
A,, and A,, belong to K, (K). 
This lemma has the following corollary. 
LEMMA 2.3. Let AEW”~” be a Z-matrix and assume that in row or 
column i of A all the ofJrdiagonal elements are zero. Then A E K, (E K) if and 
only if aii 2 0 (> 0) ~ndA,_i,N_i~Ko (EK). 
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3. THE INVERSE OF AN M-MATRIX 
Our first theorem, concerned with the zero-nonzero structure of the 
inverse of a nonsingular M-matrix, is a direct consequence of [7, Corollary l] 
and of Lemma 2.1. 
THEOREM 3.1. lf A E R” xn is a nonsingular M-matrix, then A- ’ and 
( A 1 n-1 have the same zero-nonzero structure. 
COROLLARY 3.1. Let A E R”“” be a nonsingular M-matrix and G = 1 A I. 
Then ac,r ‘) > 0 if and onZyifg(P)>O forsomepE(1 ***,n- 1). Znparticu- 
Zar, a$T1) > 0 ifaij # 0 or ifii,ahj # 0 for some h$‘{i, j}. 
For the following consequence of Theorem 3.1, see [9]. 
THEOREM 3.2. If A E K and k is a positive integer, then APk has the same 
zero-nonzero structure as A- ‘. 
The last part of Corollary 3.1 can be generalized as follows. 
THEOREM 3.3. Let A E Rnx” be an M-matrix and R C N, and assume that 
x := BRA is defined. Then aij < 0 * iiij # 0 for all i, j. 
Proof. Without loss of generality, let 
where B = A,,. Then bij < 0 * zij > 0 by Corollary 3.1, and 
eijCO * Eij = eij - DiBcj $ eij < 0, 
Cij<O * cij = -i$cj 2 4iiiCij > 0, 
dij<O * zij = Dizj 5 dijzjj < 0. 
Along the same lines one may prove the following. 
THEOREM 3.4. LetA~R~‘(“beanM-matrix,andletRandS,RCSCN, 
be such that B := B,A and C := BsA are defined. Then bij # 0 * Cij f 0 
for all i # j. 
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We then proceed to compare A- ’ and B-’ in case A, B E K and B r A. 
The first part of the following theorem is due to Fiedler and Pdk [3, Theorem 
4.61 (we prove it in a simpler way). 
THEOREM 3.5. ZfA, BEKandBzA,thenB-‘SA-‘. ZfBisirreducible 
and B # A, then B-’ < A-‘. 
Proof. Note that A- ’ - B- ’ = A-‘( B - A) B- ’ and use Theorem 
2.2(iv). In the case of an irreducible B note that A- ’ 2 B- ’ > 0; see 
Theorem 2.5. n 
C. R. Johnson [4, p. 1961 has stated that the first part of Theorem 3.5 can 
be reversed. However, the following counterexample shows that this does not 
hold: 
A=[_: -;I, A-‘=[; ;I, 
R=[_; -;I, B-I=[; ;]. 
Here A, B EK and B-’ 6 A-’ but B $ A. 
THEOREM 3.6. Let A, B E K with B 2 A, and assume that b,, - a_ =: 6 
> 0. Zfa,,b, f 0 or bi,aSj # 0, then a$,:‘) > b$,:‘). In particular, a$;‘) > b!;‘) 
and 
air # 0 * a{; ‘) > b(; l), 
aSj#O * a$l) > bij:‘). 
Moreover, b(-‘) < 6-l. ST 
Proof. If a,,b, # 0, we have from A-’ - B-’ = A-‘(B - A)B-’ that 
al;‘) - biJF1) 2 6a$;‘)b$1) > 0; (3.1) 
see Corollary 3.1. In the case bi,aSj # 0 we use similarly the identity A-’ - 
B-’ = B-‘(B - A)A-‘. Finally, taking i = s, j = r in (3.1) yields 
b!;‘) 5 1 6a(-‘) 





REMARK 3.1. In Theorem 3.6 the assumption ai, # 0 may be replaced by 
o&oh,. # 0 for some h E N; see Corollary 3.1. An analogous observation 
concerns the assumptions asj # 0, bi, + 0, and b, # 0. 
4. A TEST FOR M-MATRICES 
We shall propose a polynomial-time algorithm for testing whether a 
Z-matrix is an M-matrix. We apply the following generalization of Theorem 
22(v). 
THEOREM 4.1. Let 
A A12 
A= l1 A 
[ 1 A21 EZ, 22 
where A,, is nonsingular. Then A E K, (E K) $ and only if A,, E K and 
A22 - A21 A?412 E 6 (E K ). 
Proof. Let AER”~“, ArleWrXr, R = (1; **, r}, and C = Y(r, A. Then 
C22 = A22 - A2v4&412 when C is given the partition from A. 
Necessity: Clearly A,, E K. Any principal submatrix of C2, is of the form 
C,, where J C {r + 1, * * . , n}. Using (2.1) we obtain 
det ARUI,RUJ= detA,,detC,,~O(>O) * detCJI>=O(>O). 
so C,,EKa (EK). 
Sujj&ncy: We have two cases. 
(i) C22EK. All the leading principal minors of order 5 r of A are 
clearly positive. Then, letting S = { 1,. * *, h} with r < h 5 n, the Schur com- 
plement of A,, in Ass is a leading principal submatrix of C,,. Hence, by 
(2.1) 
det Ass = det A,,det CS,R,s,R > 0. 
(ii) C,, E Ka. Let E > 0, and consider the matrices 
A,2 
A,, + ~1 I 
5)C22(E):= A,, + EZ - A,,( A,, + eZ)-lAi2. 
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Here Cs,( E) E Z, because Azz E Z and A,,( A,, + &Z)-lA12 2 0. We obtain 
C22(~) = C,, + EI + A,,[ A,’ - (A,, + “I)-‘] A,, z C,, + ~1, 
because, by Theorem 3.5, the matrix in the brackets is nonnegative. So 
Csa(e)~K. From (i) we see that A + EZEK. We deduce that AE&. W 
Using Theorem 4.1, we can prove the following sharper version of Theo- 
rem 2.4. 
THEOREM 4.2. Let 
A,, A,, 
A= A I 1 A Ew”x” 21 22 
be a Z-matnx where A,, E Q D r x r is nonsingular. Then A E Ko if and only if 
A + Ediag(0, Z,,_,)EKfor all E > 0. 
Proof. We deduce 
AEK,, o A,, EK and C,, := A,, - A,, A,‘A,, E K, 
* A, 1 E K and C,, + EZ E K for all E > 0 
e 
A,, A,2 
A 21 A22 + ~1 1 = A + ~diag(0, I,,_,) 
EK forall E>O. n 
When testing whether a Z-matrix A E Rnx” is an M-matrix, we may 
reduce the dimension of the problem by applying to A as many single 
principal pivotal operations with positive pivots as possible (using pivotal 
condensation); see Theorem 4.1. If n such pivots are possible, then A E K. If 
at any stage the matrix contains a negative diagonal element, then A 4 K,. 
Finally, for Z-matrices with zero diagonal we have the following result. 
THEOREM 4.3 (G. A. Johnson [5, Corollary 2.31). Let AEW”~” with 
n 2 2 be a Z-matrix and have zero diagonal. Then A is an M-matrix if and only 
if it is cogredient to a strictly upper triangular matrix. (In this case, all of the 
principal minors of A are zero, and A contains both a zero row i and a zero 
column j with i + j.) 
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Proof. We give a new proof for the theorem. 
~~fjiiency: Obvious. 
Necessity: By induction on the order of the matrix. The result is obvious for 
2 x 2 matrices. Assume that it holds for matrices of order n - 1. Then let 
A E Rnx” be a Z-matrix with zero diagonal and nonnegative principal minors. 
Applying the induction hypothesis to the leading (n - 1) x (n - 1) principal 
submatrix of A, we see that A is cogredient to a matrix B of the form 0 %2 4” B = 0 BP., B,> 
[ 1 b II1 B32 0 
where B,, is strictly upper triangular. We have two cases. 
(i) b,, = 0. Apply th e induction hypothesis to the trailing (n - 1) x 
(n - 1) principal submatrix of B. 
(ii) b,,, < 0. Then there must be an ie (2; **, n} such that b,_l,i = 0, 
because otherwise det B would be negative. Let r be minimal among such 
indices. By the induction hypothesis, C := BN_r,N_r (with the rows and 
columns numbered as in B) contains a zero row i. Because C,; **, Cr_2, 
C,#O, one must have iE{r- l,r+l;**,n- 1). But then also B,=O. 
We construct D := Vi,B and apply the induction hypothesis to the leading 
(n - 1) X (n - 1) principal submatrix of D. n 
COROLLARY 4.1. Let A E Rnx” with n 2 2. Then all the principal minors 
of A are zero if and only if A is cogredient to a strictly upper triangular matrix. 
(In this case A contains both a zero row i and a zero column j with i # j.) 
We can use Theorem 4.3 and Lemma 2.3 to test whether A E Z with zero 
diagonal is an M-matrix. If A does not contain a zero row, then A 4 K,. If A 
contains a zero row i, we continue with AN_i, N_i, etc. If we end with a 1 x 1 
zero matrix, then A E: K,. 
We summarize our test for M-matrices. 
PROCEDURE 4.1 (Testing whether a Z-matrix A E Rflx” is an M-matrix). 
The rows and columns of B E Rrx’ are numbered 1; . *, r. 
Sl: Set B = A, r = n. 
S2: If bi, < 0 for some i, stop; A 4 K,. 
If b,, = 0 for all i, go to S3. 
If r = 1, stop; A E K. 
Otherwise select an index h such that bhh > 0. Set B + B$B, r + r - 1, 
and go to S2. 
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S3: If B has no zero row, stop; A q! K,. 
If r = 1, stop; AE K,\ K. 
Otherwise select an index h such that Bh = 0. Set R = { 1, * * * , r}, 
B + BE-h, R_h, r +- r - 1, and go to S3. 
The application of S,* to A E R” Xn requires at most n(n - 1) multiplica- 
tions and divisions. So the overall operation count of Procedure 4.1 is at most 
n(n2 - 1)/3. This is comparable to the operation count for computing det A. 
Earlier, Ramamurthy [8] introduced a polynomial-time test for M-matrices. 
His test is also 0(n3), but is much more complicated than ours (it is based on 
the theory of the linear complementarity problem). 
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