In general, algorithms for order-3 CANDECOMP/PARAFAC (CP), also coined canonical polyadic decomposition (CPD), are easily to implement and can be extended to higher order CPD. Unfortunately, the algorithms become computationally demanding, and they are often not applicable to higher order and relatively large scale tensors. In this paper, by exploiting the uniqueness of CPD and the relation of a tensor in Kruskal form and its unfolded tensor, we propose a fast approach to deal with this problem.
, separated representations for generic functions involved in quantum mechanics or kinetic theory descriptions of materials [13] , classification, clustering [14] , compression [15] [16] [17] . Although the original decomposition and applications were developed for three-way data, the model was later widely extended to higher order tensors. For example, P. G. Constantine et al. [18] modeled the pressure measurements along the combustion chamber as order-6 tensors corresponding to the flight conditions -Mach number, altitude and angle of attack, and the wall temperatures in the combustor and the turbulence mode. Hackbusch, Khoromskij, and Tyrtyshnikov [19] and Hackbusch and Khoromskij [20] investigated CP approximation to operators and functions in high dimensions. Oseledets and Tyrtyshnikov [21] approximated the Laplace operator and the general second-order operator which appears in the Black-Scholes equation for multiasset modeling to tackle the dimensions up to N = 200. In neuroscience, M. Mørup et al. [9] analyzed order-4 data constructed from EEG signals in the time-frequency domain. Order-5 tensors consisting of dictionaries × timeframes × frequency bins × channels × trials-subjects [22] built up from EEG signals were shown to give high performance in BCI based on EEG motor imagery. In object recognition (digits, faces, natural images), CPD was used to extract features from order-5 Gabor tensors including hight × width × orientation × scale × images [22] .
In general, many CP algorithms for order-3 tensor can be straightforwardly extended to decompose higher order tensors. For example, there are numerous algorithms for CPD including the alternating least squares (ALS) algorithm [1] , [2] with line search extrapolation methods [1] , [5] , [23] [24] [25] , rotation [26] and compression [27] , or all-at-once algorithms such as the OPT algorithm [28] , the conjugate gradient algorithm for nonnegative CP, the PMF3, damped Gauss-Newton (dGN) algorithms [5] , [29] and fast dGN [30] [31] [32] , or algorithms based on joint diagonalization problem [33] [34] [35] . The fact is that the algorithms become more complicated, computationally demanding, and often not applicable to relatively large scale accessing non-contiguous blocks of data entries and shuffling their orders in a computer. In addition, line search extrapolation methods [1] , [4] , [5] , [23] , [24] , [36] become more complicated, and demand high computational cost to build up and solve (2N − 1)-order polynomials. The rotation method [26] needs to estimate N rotation matrices of size R × R with a whole complexity per iteration of order O(N 3 R 6 ).
decomposed tensor is corrupted by additive Gaussian noise which is independently added to each tensor element. In this paper we use the results of [37] to design the tensor unfolding strategy which ensures as little deterioration of accuracy as possible. This strategy is then verified in the simulations.
By exploiting the uniqueness of CPD under mild conditions and the relation of a tensor in the Kruskal form [38] and its unfolded tensor, we propose a fast approach for high order and relatively large-scale CPD. Instead of directly factorizing the high order data tensor, the approach decomposes an unfolded tensor in lower order, e.g., order-3 tensor. A structured Kruskal tensor of the same dimension of the data tensor is then generated, and decomposed to find the desired factor matrices. We also proposed the fast ALS algorithm to factorize the structured Kruskal tensor.
The paper is organized as follows. Notation and the CANDECOMP/PARAFAC are briefly reviewed in Section II. The simplified version of the proposed algorithm is presented in Section III. Loss of accuracy is investigated in Section III-A, and an efficient strategy for tensor unfolding is summarized in Section III-B. For difficult scenario decomposition, we proposed a new algorithm in Section IV.
Simulations are performed on random tensors and real-world dataset in Section V. Section VI concludes the paper.
II. CANDECOMP/PARAFAC (CP) decomposition
Throughout the paper, we shall denote tensors by bold calligraphic letters, e.g., A ∈ R 
where symbol "•" denotes the outer product,
, for all r and n, and where Y = λ;
F is minimized. There are numerous algorithms for CPD including alternating least squares (ALS) or all-at-once optimization algorithms, or based on joint diagonalization. In general, most CP algorithms which factorize order-N tensor often face high computational cost due to computing gradients and (approximate) Hessian, line search and rotation. 
III. CPD of unfolded tensors
In order to deal with existing problems for high order and relatively large scale CPD, the following process is proposed:
1) Reduce the number of dimensions of the tensor Y to a lower order (e.g., order-3) through tensor unfolding Y l which is defined later in this section.
2) Approximate the unfolded tensor Y l by an order-3 tensor Y l in the Kruskal form. Dimensions of Y l which are relatively larger than rank R can be reduced to R by the Tucker compression
[43]- [46] prior to CPD although it is not a lossless compression. In such case, we only need to decompose an R × R × R dimensional tensor.
3) Estimate the desired components of the original tensor Y on basis of the tensor Y l in the Kruskal form.
The method is based on an observation that unfolding of a Kruskal tensor also yields a Kruskal tensor. Moreover due to uniqueness of CPD under "mild" conditions, the estimated components along the unfolded modes are often good approximates to components for the full tensor. In the sequel, we introduce basic concepts that will be used in the rest of this paper. Loss of accuracy in decomposition of the unfolded tensors is analyzed theoretically based on the CRIB.
Definition 3.1 (Reshaping):
The reshape operator for a tensor Y ∈ R I 1 ×I 2 ×···×I N to a size specified
I n returns an order-M tensor X, such that vec(Y) = vec(X), and is expressed as 
Remark 3.1:
2) If Y is an order-4 tensor, then Y 1,2,(3,4) is an order-3 tensor of size
3) If Y is an order-6 tensor, then Y (1,4), (2, 5) , (3, 6) is an order-3 tensor of dimension
We denote Khatri-Rao product of a set of matrices U (n) , n = 1, 2, . . . , N, as
Lemma 3.1: Unfolding of a rank-R tensor in the Kruskal form Y = λ; A (1) , A (2) , . . . , A (N) returns an
where
are merging factor matrices.
Remark 3.2:
3) For an order-4 Kruskal tensor Y, Y 1,2,(3,4) = λ; A (1) , A (2) , A (4) ⊙ A (3) . 
Algorithm 1: rank-one FCP Input: Data tensor Y:
% order-M CPD of the core tensor r for k = 1, 2, . . . , K. Pseudo-code of this simple algorithm for unFolding CPD (FCP) is described in Algorithm 1. The more complex and efficient algorithm is discussed later.
A. Selecting an unfolding strategy
For (noiseless) tensors which have exact rank-R CP decompositions without (nearly) collinear components, factors computed from unfolded tensors can be close to the true solutions. However, for real data tensor, there exists loss of accuracy when using the rank-one approximation approach. The loss can be affected by the unfolding, or by the rank-R of the decomposition, especially when R is under the true rank of the data tensor. This section analyzes such loss based on comparing CRIBs on the first component a (1) 1 of CPDs of the full tensor and its unfolded version. We use a 1 a shorthand notation for a (1) 1 . The results of this section give us an insight into how to unfold a tensor without or possibly minimal loss of accuracy.
The accuracy loss in decomposition of unfolded tensor is defined as the loss of CRIB [37] , [48] , [49] on components of the unfolded tensor through the unfolding rule l compared with CRIB on components of the original tensor. For simplicity, we consider tensors in the Kruskal form (2.1) which have a 
In general, CRIB(a 1 ) ≤ CRIB 1,2,(3,4) (a 1 ). The equality is achieved for c 2 = 0.
It means that if modes 1 and 2 comprise (nearly) orthogonal components, the tensor unfolding [1, 2, (3, 4)]
does not affect the accuracy of the decomposition.
From (9) and (10), it is obvious that CRIB 1,2,(3,4) (a 1 )
. This indicates that collinearities of modes to be unfolded should be higher than those of other modes in order to reduce the loss of accuracy in estimating a 1 . Note that the new factor matrices yielded through tensor unfolding have lower collinearity than those of original ones. Moreover, tensors with high collinear components are always more difficult to decompose than ones with lower collinearity [29] , [50] , [51] .
Hence, it is natural to unfold modes with highest collinearity so that the CPD becomes easier. This rule also holds for higher rank R, and is illustrated in a particular case when c 1 = c 3 
The unfolding [1, 2, (3, 4) ] is more efficient than the unfolding [1, (2, 3), 4] when |c 2 | < |c 4 |, although this unfolding still causes some loss of CRIB despite of c 4 since
Moreover the loss is significant when c 4 is small enough. Note that for this case, the unfolding [1, 3, (2, 4)] is suggested because it does not cause any loss according to the previous rule.
In other words, modes which comprise orthogonal or low collinear components (i.e., c n ≈ 0) should not fold with the other modes, unless the other modes have nearly orthogonal columns as well.
Example 1
We illustrate the similar behavior of CRIB over unfolding but for higher-order ranks. We When the first mode has nearly collinear factors, i.e., c 1 is close to ±1, we have [37] CRIB(a 1 )
but the expressions for the folded tensor decomposition remain unchanged. It means that the loss occurs as seen in Fig 
2) Loss in unfolding order-5 tensors:
For order-5 rank-2 tensors, we consider the case when c 1 = 0, and put h = c 2 c 3 c 4 c 5 . CRIBs of decompositions of the full and unfolded tensors are given by
where ζ = c . This rule coincides with that for order-4 tensors to reduce the collinearity of the merging factor matrices as much as possible. For c 2 = 0, the expressions (15) and (16) Fig. 2 (a) for θ = 1 and I 1 = R). CRIB l (a 1 ) (dB) but for higher rank R = 20 and the tensor size I n = R = 20, for all n. The CRIB loss is insignificant when components are nearly orthogonal (i.e., c → 0), and is relevant for highly collinear components, i.e., c → 1. Unfolding l 1 causes a CRIB loss less than 1 dB, while unfolding l 2 , l 4 and l 3 can cause a loss of 3, 5 and 7 dB, respectively. The result confirms that two-mode unfolding causes a lesser CRIB loss than other rules. The unfoldings l 4 and l 5 are more efficient than multimode unfoldings l 2 and l 3 , respectively in decomposition of unfolded tensors of the same orders.
3) A case when two factor matrices have orthogonal columns: As pointed out in (11) that there is not any loss of accuracy in estimation of A (1) and A (2) through unfolding when these two factor matrices have mutually orthogonal columns. The result also holds for arbitrary order-N rank-R tensors which have orthogonal components on two modes. In such case, the analytical CRIB is given by Theorem 3.1 ( [37] ): When A (1) and A (2) have mutually orthogonal columns, it holds
It is obvious that CRIB 1,2,(3:N) (a 1 ) = CRIB(a 1 ). Hence, estimation of A (1) and A (2) through unfolding is lossless in terms of accuracy.
An important observation from Theorem 3.1 is that all the factor matrices in CPD with orthogonality constraints [52] , [53] can be estimated through order-3 tensors unfolded from the original data without any loss of accuracy. That is an algorithm for order-3 orthogonally constrained CPD on two or three modes can work for arbitrary order-N tensors. • Unfold the tensor until its order is M.
In addition, (nearly) orthogonal modes should not be merged in the same group. For order-4 tensor, the unfolding [1,2,(3,4)] is recommended. 
C. Unfolding without collinearity information
For real-world data, although collinearity degrees of factor matrices are unknown, the above strategy is still applicable. Since the decomposition through tensor unfolding decomposes only an order-3 tensor, the computation is relatively fast. We can try any tensor unfolding, and verify the (average) collinearity degrees of the estimated factors c n = r s |a
, (n = 1, 2, . . . , N), to proceed a further decomposition with a new tensor unfolding. Especially, for under-rank CPD, the error tensor E can still be explained by tensors in the Kruskal form. In this case, components of the merging factor matrices tend to comprise information of the other components in higher rank CP decomposition. Hence, they are no longer rank-one matrices/tensors, and approximation of merging components by rank-one tensors cannot yield good approximate to the true factors. To this end, low-rank approximations to merging components are proposed, and components are estimated through two major stages 
1) Construct an order-N structured Kruskal tensorỸ J from the order-M rank-R Kruskal tensor which
approximates the unfolded tensor Y l .Ỹ J often has higher rank than R.
2) ApproximateỸ J by a rank-R Kruskal tensor which is the final result.
The algorithm is first derived for unfolding two modes, and extended to multimode unfolding.
A. Unfolding two modes
We consider a rank-R CPD of Y and a simple unfolding l = [1, . . . , N − 2, (N − 1, N)]
Assume matrices F r = reshape(b 
and
has the same approximation error of the best rank-R CPD of 
In other words, estimation of factors A (n) from the Kruskal tensor Y J is relatively fast. Let Y R denote the solution of the rank-one FCP algorithm (i.e., using Algorithm 1)
, forms the best rank-R CPD of Y l , each vector σ rq (v rq ⊗ u rq ), (r = 1, . . . , R), contributes to achieve the optimal approximation error E F in (19) . Discarding any set of singular components (v rq ⊗ u rq ) will increase the approximation error. The more singular vectors to be eliminated, the higher approximation error of Y l . It means that the tensor Y R has higher approximation error than the tensor Y J . That is
or performance of FCP using low-rank approximations is better than that using Algorithm 1.
B. Unfolding M modes
Consider . However, we can apply low-rank Tucker decomposition to F r t ] is of size
In order to estimate an order-N rank-R Kruskal tensor Y, Tucker tensors in (22) are converted to an equivalent Kruskal tensor of rank-(T 1 T 2 . . . T M ). However, we select only the most J r dominant s
. . , t J r } among all coefficients of S r so that
The tensors F r have rank-J r approximations in the Kruskal form
,
, . . . , s An alternative approach is that we consider M-mode unfolding as (M − 1) two mode unfoldings.
For example, since (1, 2, 3) ≡ (1, (2, 3) ), the factor matrices are then sequentially estimated using the method in Section IV-A. Indeed, this sequential method is recommended because it is based on SVD and especially low-rank approximation to matrix is well-defined.
C. The proposed Algorithm
When the tensor Y is unfolded by a complex unfolding rule l which comprises multiple two-modes or M-mode unfoldings such as l = [(1, 2), (3, 4, 5), (7, 8) ], construction of a rank-J structured Kruskal tensor becomes complicated. In such case, the factor reconstruction process in section IV-A or section IV-B is sequentially applied to mode to be unfolded. In Algorithm 2, we present a simple version of FCP using low-rank approximation to merge components. The algorithm reduces the tensor order from N Algorithm 2: FCP Input: Data tensor Y: CPD of the unfolded tensor ----------------------------------------------------- 
better approximation error than that of Y R . The tensor order M gradually increases from M to N. The full implementation of FCP provided at http://www.bsp.brain.riken.jp/∼phan/tensorbox.php includes other multimode unfoldings.
Although a rank-R CPD of unfolded tensor has lower approximation error than the best rank-R CPD of the original tensor, for difficult data with collinear components or under-rank approximation (R is much lower than the true rank), CPDs of the unfolded tensors and structured Kruskal tensors are often proceeded with a slightly higher rank R.
For some cases, a refinement stage may be needed to obtain the best solution. That is the approximation solution after low-rank approximations is used to initialize CPD of the raw data. This stage often requires lower number of iterations than CPD with random or SVD-based initializations.
V. Simulations
Throughout the simulations, the ALS algorithm factorized data tensors in 1000 iterations and stopped when ε ≤ 10 −8 . The FCP algorithm itself is understood as Algorithm 2 with low-rank approximation.
Otherwise, the FCP algorithm with rank-one approximation is denoted by R1FCP. ALS was also utilized in FCP to decompose unfolded tensors. ALS was not efficient and often got stuck in local minima. MSAEs over all the estimated components by ALS were clearly lower than CRIB, especially when there were 5 collinear factors (the first test case in Fig 4(a) ). The FCP method was executed with "good unfolding" rules suggested by the strategy in Section III-B and "bad" ones which violated the unfolding strategy listed in Table II .
Performance of R1FCP (Algorithm 1) was strongly affected by the unfolding rules. Its SAE loss was up to 21dB with "bad unfoldings". For all the test cases, FCP with low-rank approximations (i.e., Algorithm 2) obtained high performance even with "bad unfolding" rules. In addition, FCP was much faster than ALS. FCP factorized order-6 tensors in 10-20 seconds while ALS completed the similar tasks in 500-800 seconds. Finally, in this simulation, FCP was 47 times faster on average than ALS.
Example 5 (Factorization of Event-Related EEG Time-Frequency Representation.) This example
illustrates an application of CPD for analysis of real-world EEG data [9] , [54] which consisted of 28 intertrial phase coherence (ITPC) measurements [55] of EEG signals of 14 subjects during a proprioceptive pull ICA [54] .
In this example, our aim was to compare the factorization time of ALS and FCP over various R in time for unfolding tensor in FCP. However, this acceleration technique was less efficient as R → I n and inapplicable to ALS for R ≥ I n . FCP significantly reduced the execution time of ALS by a factor of 5-60 times, and was slightly improved by the prior compression. Comparison of fits explained by algorithms in Table III indicates that while FCP with Algorithm 2 quickly factorized the data, it still maintained fit equivalent to ALS.
For this data, the rank-one FCP algorithm (i.e., Algorithm 1), unfortunately, did not work well. Fits of this algorithm are given in Table III Table IV) .
For higher ranks, e.g., R ≥ 11, FCP with rank-one approximation completely failed. The unfolding strategy did not help anymore (see fit values in Table III ). In Fig. 6 , we display leading singular values of reshaped matrices F r (r = 1, 2, . . . , R) from the estimated components for R = 8 and 20. The results indicate that F r were not rank-one matrices, especially the matrices received when using the rule l = [(1, 2), 3, 4] . Note that the rank-one FCP algorithm works if and only if all F r are rank-one. This also confirms that the low-rank FCP algorithm was appropriate for this data. and stopped when ε − ε old ≤ 10 −6 ε where ε = Y −Ŷ The factor A (5) ∈ R 400×R comprised compressed features which were used to cluster faces using the K-means algorithm. Table V Regarding the clustering accuracy, features extracted by FCP still achieved comparable performance as those obtained by ALS.
VI. Conclusions
The fast algorithm has been proposed for high order and relatively large scale CPD. The method decomposes the unfolded tensor in lower dimension which is often of size R × R × R instead of the original data tensor. Higher order structured Kruskal tensors are then generated, and approximated by rank-R tensors in the Kruskal form using the fast algorithms for structured CPD. Efficiency of the strategy proposed for tensor unfoldings has been proven for real-world data. In addition, one important conclusion drawn from our study is that factor matrices in orthogonally constrained CPD for high order tensor can be estimated through decomposition of order-3 unfolded tensor without any loss of accuracy. Finally, the proposed FCP algorithm has been shown 40-160 times faster than ALS for decomposition of order-5 and -6 tensors.
B. Fast algorithms for structured CPD
By employing the fast CP gradient in previous section, most CP algorithms can be rewritten to estimate A (n) from the structured tensors Y in Lemma (4.1). For example, the ALS algorithm is given by
