Purpose: The purpose of this study was to automatically generate radiation therapy plans for oropharynx patients by combining knowledge-based planning (KBP) predictions with an inverse optimization (IO) pipeline. Methods: We developed two KBP approaches, the bagging query (BQ) method and the generalized principal component analysis-based (gPCA) method, to predict achievable dose-volume histograms (DVHs). These approaches generalize existing methods by predicting physically feasible organat-risk (OAR) and target DVHs in sites with multiple targets. Using leave-one-out cross validation, we applied both models to a large dataset of 217 oropharynx patients. The predicted DVHs were input into an IO pipeline that generated treatment plans (BQ and gPCA plans) via an intermediate step that estimated objective function weights for an inverse planning model. The KBP predictions were compared to the clinical DVHs for benchmarking. To assess the complete pipeline, we compared the BQ and gPCA plans to both the predictions and clinical plans. To isolate the effect of the KBP predictions, we put clinical DVHs through the IO pipeline to produce clinical inverse optimized (CIO) plans. This approach also allowed us to estimate the complexity of the clinical plans. The BQ and gPCA plans were benchmarked against the CIO plans using DVH differences and clinical planning criteria. Iso-complexity plans (relative to CIO) were also generated and evaluated. Results: The BQ method tended to predict that less dose is delivered than what was observed in the clinical plans while the gPCA predictions were more similar to clinical DVHs. Both populations of KBP predictions were reproduced with inverse plans to within a median DVH difference of 3 Gy. Clinical planning criteria for OARs were satisfied most frequently by the BQ plans (74.4%), by 6.3% points more than the clinical plans. Meanwhile, target criteria were satisfied most frequently by the gPCA plans (90.2%), and by 21.2% points more than clinical plans. However, once the complexity of the plans was constrained to that of the CIO plans, the performance of the BQ plans degraded significantly. In contrast, the gPCA plans still satisfied more clinical criteria than both the clinical and CIO plans, with the most notable improvement being in target criteria. Conclusion: Our automated pipeline can successfully use DVH predictions to generate high-quality plans without human intervention. Between the two KBP methods, gPCA plans tend to achieve comparable performance as clinical plans, even when controlling for plan complexity, whereas BQ plans tended to underperform.
INTRODUCTION
Automated planning aims to make treatment planning more efficient. 1 One step toward automation is knowledge-based planning (KBP), which comprises a group of methods that learn from historical treatment plans and predict attributes of desirable plans for new patients. [2] [3] [4] [5] [6] [7] KBP predictions can be input into an automated planning engine to produce a treatment plan, but existing methods introduce a new planning paradigm where planners are typically unable to adjust the final plan using familiar inverse planning techniques (e.g., adjusting objective function weights). [7] [8] [9] [10] [11] [12] Adjustability of plans is the hallmark of the current clinical planning paradigm, where planners alternate between solving an inverse planning problem (IPP) and tuning model parameters like objective function weights, which quantify the relative importance of various objectives that a planner must optimize. Such flexibility is critical if the final automated plan is still deemed insufficient. Unfortunately, integrating KBP predictions within the traditional planning paradigm is difficult because an IPP requires parameters that may not be included in a KBP prediction. As a result, predictions are often used as a qualitative tool to guide treatment planners toward an acceptable plan. 3 An automated planning method that leverages KBP predictions in a planning pipeline closer to the current paradigm might be able to capture the benefits of both automation and adjustability.
Inverse optimization (IO) is a method that can estimate objective function weights that are used in an IPP to generate a treatment plan. Thus far, the input to IO methods has been limited to data from clinical plans, [13] [14] [15] yet KBP predictions are natural candidates for IO in an automated planning pipeline. Such a pipeline would eliminate the need for a human to interpret the predictions, which is a time-consuming process that is susceptible to human error. Previous work in this domain focused exclusively on prostate cancer and used patient anatomy to generate objective function weights for an IPP with a small and fixed set of objective functions. 13, 16 In contrast, our method leverages an IPP with a large set of objective functions to improve personalization for complex oropharynx cases, using KBP predictions.
There are several candidate KBP methods that can provide input for an IO model. Query methods are one branch of KBP methods that predict single DVH points. [2] [3] [4] 7 A second branch combines principal component analysis (PCA) and linear regression to predict full DVHs. 5, 6 These methods leverage geometric information from overlap volume histograms (OVHs), 2 and most also consider entire structure volumes. [3] [4] [5] [6] [7] So far, these methods have been specialized only to predict DVHs for OARs but not for targets. There is also evidence that those KBP predictions are prone to overestimating the potential for OAR sparing. 17 Additionally, very little is known about whether the predicted DVHs can actually be achieved by deliverable plans.
The purpose of this paper is to develop and test a pipeline that generates treatment plans in an automated fashion yet retains enough flexibility to allow treatment planners to reoptimize plans iteratively, if needed, in a familiar optimization paradigm. We extend two KBP methods from the literature, a query-based and a PCA-based method, to ensure that they output realistic DVHs for both OARs and targets. Next, the predictions are input into an IO pipeline 15 that generates objective function weights for an IPP, which we solve to produce a plan that is similar to the input DVHs. We validate our approach with 217 oropharyngeal cancer treatment plans by predicting achievable DVHs and engineering parameters to create plans that actually achieve the predictions. This paper represents the first effort to combine KBP methods and inverse optimization to form a complete planning pipeline.
MATERIALS AND METHODS
An outline of our automated planning pipeline is shown in Fig. 1 . For each patient, we began with one of our two KBP methods, which predict achievable DVHs of targets and OARs. Then, those DVHs were input to an IO pipeline to produce a fluence-based treatment plan. The clinical DVHs for each patient were input to the same IO pipeline to generate benchmark plans. Within the pipeline, there are several optimization problems that we solved using Gurobi 6.0 (Gurobi Optimization, Houston, TX) with default settings. This study was approved by the institutional research ethics board.
2.A. Data
We obtained clinically acceptable treatment plans for 217 oropharyngeal cancer patients. All plans were delivered from nine approximately equispaced coplanar fields with 6 MV step-and-shoot intensity-modulated radiation therapy in 35 fractions to satisfy a prescription of 70 and 56 Gy to the high-risk and low-risk disease, respectively. One hundred and thirty of the 217 plans also included intermediate-risk target volumes treated to 63 Gy in 35 fractions. Treatment plans were imported to MATLAB via A Computational Environment for Radiotherapy Research (CERR). 18 For the regions of interest (ROIs) in each treatment plan, we calculated DVHs and OVHs with 1001 equally sized bins from 0.0% to 100.0% fractional volume, denoted as f 2 F . For each patient, we identified the targets T and OARs I . All targets t 2 T were planning target volumes (PTVs) with a dose prescribed by an oncologist. The OARs included the brain stem, spinal cord, right parotid, left parotid, larynx, esophagus, and mandible. An additional dose-shaping structure (limPostNeck), which was used in the clinical plans to limit fibrosis posterior to the spinal cord, was also included in I .
In the clinical plans, some voxels were assigned to multiple ROIs, one of which was always a target (i.e., never multiple OARs). For our KBP and IO models, we modified the structures so that each voxel was assigned to a single ROI. We assigned voxels with multiple classifications in the clinical plan to the PTV with the highest prescription dose among those the voxel was assigned to, but otherwise, the voxel classifications were identical to the clinical plans. The original clinical voxels were used for all analyses associated with plan quality. We simulated the beam from nine equispaced gantry angles 0°, 40°, . . ., 320°.
2.B. KBP methods
We extended two KBP methods from the literature to predict DVHs for a set of OARs i 2 I and targets t 2 T for an out-of-sample patient j. The methods require a training set of previous treatment plans L indexed by l. Both methods consider discrete fractional volumes f 2 F and predict the dose D j;i f or D j;t f to be delivered to an OAR i or a target t, respectively. The predictions are based on a relationship between the fraction of one structure contained by the isotropic expansion of a specific target; for differentiation, we denote the isotropically expanded target with an asterisk (i.e., t Ã ). This information was used to construct OVHs from the minimum isotropic expansion r l;i f ;t Ã of a target t Ã required to contain a fractional volume f of OAR i in a patient l. The second KBP method also considered OVHs between the expansion target t Ã and other targets t using r l;t f ;t Ã , defined analogously. We calculated the OVHs for an out-of-sample patient j similarly.
2.B.1 Bagging query method
The traditional query method 2 predicts a series of DVH points for an OAR i based on its proximity to a single target t Ã . It can be written as
which means that for an OAR i, the dose delivered to the fractional volume f in a new patient j is less than or equal to the lowest comparable dose delivered to all patients in L whose overlap between i and t Ã is no greater than that overlap for patient j. This query method assumes that the dose delivered to OARs decreases with their distance from target t Ã , all else being equal. There are also variations of this method that limit the plans contained in L based on the target size relative to the new patient j. 3, 4, 7 There are two main issues with the query method. First, it is susceptible to under predicting how much an OAR can actually be spared, 17 which can be seen as overfitting the training data. Second, it does not generate predictions for target DVHs, which some automated planning pipelines require. To address these two issues, we constructed the bagging query (BQ) method, which limits overfitting by taking the full DVH into consideration, and accounts for sites with multiple targets. Our BQ method predicts the DVHs for an out-of-sample patient j as a weighted average of individual DVHs, proportional to how often the original query method selects a plan over a series of fractional volumes. To formulate this method, we began by constructing a set H j;i f ;t Ã , which indexed any patient h that would be selected from L by the original query method for a given fractional volume f, OAR i, and target t Ã . Each H j;i f ;t Ã is specific to a new patient j:
We refer to the plans h 2 H j;i f ;t Ã as the indexed plans. In order to evaluate the weighted average for each new patient j, we counted the number of indexed plans, including repetitions, for each OAR i and target t Ã as n j,i and n j;t Ã , respectively:
Next, we predicted DVHs as the weighted average of the DVHs from the indexed plans using all fractional volumes _ f 2 F for either the OAR i or target t. The dose to all fractional volumes f 2 F was predicted for each OAR i and target t Ã asD
f , respectively, in the new patient j:
2.B.2. A generalized PCA-based method
Previous PCA-based KBP methods are limited to predicting dose for OARs in patients with one target. 5, 6 Thus, we generalized previous methods to predict DVHs for both OARs and targets in plans with multiple targets. We will refer to this new method as the generalized PCA-based (gPCA) method. In this section, we decompose the gPCA method into three steps outlined in Fig. 2 .
Similar to previous PCA-based KBP methods, we sampled 50 points in increments of 2% between 98% and 0% fractional volume across each DVH; the dose delivered to 100% fractional volume was excluded because it will always receive at least 0 Gy. Similarly, 50 points were sampled from the OVH between 100% and 2% fractional volume. To differentiate between the two resolutions (i.e., 1001 vs 50 fractional volume bins), all sets with elements from the sampled curves are denoted with a hat (e.g.,F vs. F ). We applied PCA to the sampled DVHs from the training set L and generated the DVH principal components (PCs) d l;i k and d l;t k for each OAR i and target t, respectively. Each k comes from an index set K that corresponds to all of the PCs, and similar to previous PCA methods, we only considered the first three PCs of the sampled DVHs (i.e., jK 3 j ¼ 3). For each structure in I [ T , we also generated the elements g s f ;k for the loading matrix to project between PC space and DVH space using the pca function in MATLAB:
Similarly, we applied PCA to the sampled OVHs from the training set L and out-of-sample patient j. The OVH PCs, which we index with c, o l;i c;t Ã and o l;t c;t Ã , were generated for the OVH that t Ã shares with each OAR i and target t, respectively. Each c comes from an index set C of the PCs, which we again limit to the first three PCs of the sampled OVH (i.e., jC 3 j ¼ 3). The volumes of each OAR v l i and target v l t were also extracted from each patient l 2 L, and a series of regression coefficients b was introduced to reproduce the original model, 5, 6 which predicts the OAR DVHs for a new patient j with a single target t Ã as
We modified model (8) 
Like all PCA methods, Eq. (9) is prone to predicting PCs that map to physically impossible DVHs; one where a fractional volume f that is immediately smaller than f is assigned a lower dose than f. To address this issue, we developed a smoothing procedure to produce PCs that map to a nonincreasing DVH for the structure s in patient j:
We solved formulation (10) to generate smooth PCs x j;s k , which were converted into DVH predictions for each new patient j via D
2.C. Inverse optimization
A previously developed IO model 15 was used to reverse engineer objective function weights from DVH curves. This 
had dedicated objectives to minimize its mean dose, max dose, and dose above five fractions (0.25, 0.5, 0.75, 0.9, and 0.975) of the maximum dose. Similarly, each target had dedicated objectives to minimize its maximum dose, average dose below its prescription, and average dose above its prescription. The model also inferred the minimum sum of positive gradients (SPG), a measure of plan complexity, 19 necessary to deliver the input DVHs. Next, those weights were input to an inverse planning problem, which was solved to generate treatment plans that we refer to as inverse plans. We use the name of the method that generated the input to the IO to identify the different types of inverse plans (i.e., clinical IO (CIO) plans, BQ plans, or gPCA plans).
2.D. Analysis
We began by training both KBP methods using leave-oneout cross validation, which resulted in two sets of predicted DVHs for each patient. Next, the predicted and clinical DVHs were both input into the IO pipeline to generate inverse plans. We also generated another set of inverse plans by resolving the IPP with the same weights as the KBP plans, but subject to a constraint that kept their SPG less than or equal to the CIO SPG. This group of plans will be denoted with a prime (e.g., BQ 
2.D.1. Analysis 1: DVH prediction error
To assess DVH prediction error of the two KBP methods, we computed the median fractional volume difference between each clinical DVH curve and the predicted DVH curve from both KBP methods. For each KBP method, the distribution of differences across the population was visualized with a box plot, and we used the two-sided Wilcoxon rank-sum test to determine if the predictions were significantly different from the clinical DVHs. 20 A one-tailed Wilcoxon rank-sum test was also used to determine if the predictions were significantly greater than or less than clinical DVHs. For each fractional volume f of every ROI s over the population of predicted plans J (i.e., jJ j = 217), we calculated the average doseD 
Using Eqs. (12) and (13), we calculated jF j average values for each structure and KBP method, which were consolidated into average DVHs for each KBP method. Those DVHs were compared to the average clinical DVHs to illustrate the general tendencies of each KBP method.
2.D.2. Analysis 2: DVH optimization error
We computed the median of the distribution of differences between a point from the input DVH to the IO and the corresponding point in the DVH of the final inverse plan. That difference was recorded for each structure in a patient, and for every type of generated plan, the distribution of differences is displayed with a box plot.
2.D.3. Analysis 3: Clinical criteria satisfaction
We compared the clinical plans to the inverse plans in terms of satisfying the clinical planning criteria outlined in Table I . Then, at the individual criterion level, we evaluated the frequency with which the plan populations satisfied each criterion. For all inverse plans, we also evaluated the SPG relative to the corresponding CIO plan and recorded the average and standard deviation (SD) of the relative SPG for each type of plan. Recognizing that not all clinical criteria are weighted equally, we determined the proportion of inverse plans that satisfied the same clinical criteria as their respective clinical plan.
2.D.4. Analysis 4: Clinical criteria performance
For all clinical planning criteria, we evaluated the difference in dose between the clinical plans and the inverse plans, in addition to the differences between gPCA 0 and BQ 0 plans. Over each of our plan populations, the distribution of differences was visualized with a box plot.
RESULTS

3.A. DVH prediction error
For each structure on the vertical axis, Fig. 3 displays the difference between the clinical and predicted plan DVHs on the horizontal axis. Over all OAR fractional volumes, we found that DVHs predicted by the BQ method were significantly lower than the clinical DVHs, but the median prediction difference between the gPCA method and the clinical DVHs were similar. Similarly, the target DVHs produced by the BQ method were significantly lower than the clinical DVHs, while the differences between the gPCA predictions and the clinical DVHs were not significant. Overall, the gPCA predictions had much smaller error than the BQ predictions (Fig. 4) .
3.B. DVH optimization error
Most of the inverse plans were similar to their respective input DVHs as shown by Fig. 5 . Median DVH differences across all structures ranged from À0.28 to 2.78 Gy, À0.20 to 1.21 Gy, À0.18 to 2.99 Gy for the CIO, BQ, and gPCA plans, respectively. The most positive median difference occurred for the brain stem in the CIO and gPCA plans and for the esophagus in the BQ plans. When the complexity was constrained in the BQ 0 and gPCA 0 plans; however, the median DVH difference ranged from À9.65 to 0.73 Gy and À2.48 to 2.87 Gy, respectively, which were wider ranges than the original BQ and gPCA plans. Overall, compared to the input DVHs, the gPCA 0 plans were much more similar than the BQ 0 plans.
3.C. Clinical criteria satisfaction
Table II summarizes how often each population of plans satisfied the clinical planning criteria (cf. Table I) . Across all criteria, the CIO plans were better than clinical plans at sparing OARs (by 2.0% points) but worse at achieving target coverage (by 5.8% points). The BQ plans also achieved superior OAR sparing compared to clinical plans (by 6.3% points) but with less target criteria achieved (by 20.4% points). In contrast, the gPCA plans achieved fewer OAR criteria than the clinical plans (by 3.9% points) but achieved a significant improvement in target coverage (by 21.2% points).
The BQ plans required a fluence map that was on average 33.6% more complex than the CIO plans. The gPCA plans were only 8.3% more complex than the CIO plans on average. With the SPG constrained, the typical BQ 0 plan only satisfied 52.7% of the clinical criteria, which was 14.6% points lower than the BQ plans. In contrast, the gPCA 0 plans satisfied 68.9% of the clinical criteria, which was only 2.4% points lower than the gPCA plans, but still better than the clinical plans by 0.5% points. Table III summarizes the proportion of inverse plans that violated at most zero to four of the clinical criteria that were satisfied in their respective clinical plans. At every level of criteria violation, gPCA plans satisfied more criteria than BQ plans. The same was true for gPCA 0 compared to BQ 0 . When controlling for complexity, the BQ plans degraded much more than the gPCA plans, which suggests that BQ plans require more complexity yet still underperform compared to the gPCA plans. 
3.D. Clinical criteria performance
DISCUSSION
This paper adds to the growing literature of KBP-based automated pipelines, [7] [8] [9] [10] [11] [12] by building on top of the existing clinical planning paradigm that uses an IPP. Our approach combines knowledge-based planning with inverse optimization to automatically generate treatment plans from patient anatomy. Our pipeline produces both an automated plan and the parameters that a planner can use to power subsequent reoptimization iterations, if needed, to make minor adjustments to the plan. Two existing KBP methods were extended to predict achievable DVHs for all ROIs. The BQ method is an extension of previous query methods [2] [3] [4] 7 that protects against overfitting using a method that was inspired by bootstrap aggregation (bagging) from the machine learning literature. 21 Our BQ method considers a large number of fractional volumes and predicts a full set of DVHs for a new patient based on an average that is weighted by the frequency a patient is selected by the original query method. We include repetitions in this method because the new patient is more similar to a library patient who is selected several times than a library patient who is selected less often. We also generalized a PCA-based KBP method, 5, 6 so that it predicts the DVHs for all ROIs in sites with multiple targets.
Both of our new KBP methods ensure that the predicted DVHs are physically possible, but by different means. Since the BQ predictions are weighted averages of nonincreasing functions, they will always be nonincreasing (i.e., a physically feasible DVH). In contrast, the gPCA method introduces a novel smoothing function [formulation (10) ] that adjusts the PCs so that they map to a physically feasible DVH. We evaluated the difference between each clinical and predicted DVH and found that the two methods had very different tendencies. The BQ method generally predicted that OARs could be spared much more than what was actually achieved with the clinical plans. These predictions were consistent with previous findings that query-based methods can overfit the training set and predict ambitious reductions in OAR dose. 17 However, previous research has not addressed the issue of whether those optimistic predictions were actually achievable by an actual plan. Our results in this paper demonstrate that overfit predictions can be achieved, but only with highly complex fluence maps. If plan complexity is to be maintained at clinical levels, then those optimistic predictions are, in fact, not achievable. In contrast, the gPCA method generally predicted more conservative DVHs that were similar to the clinical DVHs and could be achieved with much less plan complexity.
The stage where a planner manually tunes objective function weights to recreate KBP DVHs should be automated, which would require a method to convert predicted DVHs into objective function weights. We demonstrated that this conversion can be made with an IO method designed specifically to recreate DVHs. 15 This IO method leverages the DVHs to construct a large set of objective functions that are tailored specifically for the patient-specific DVHs. In contrast, previous methods involving IO and machine learning generated weights directly from patient geometry in a way that is restricted to one site and with a small fixed set of objective functions. 13, 16 In complex sites like the oropharynx, the ability to change the objective functions to coincide with the desired dose in a specific patient is especially useful, since the dose that should be delivered to an ROI in one patient may be very different from that of another patient. Integrating other KBP methods or applying our framework to other sites is also more straightforward than the previous approaches involving IO.
Our complete pipeline reproduced the DVHs from two different KBP methods within a small median DVH difference, which demonstrates that both KBP methods produce achievable DVHs. Each population of KBP plans, however, required vastly different SPGs to deliver, suggesting that information like fluence heterogeneity is encoded in predicted DVHs. In previous automated planning methods, the plans were limited to a fixed measure of complexity, 7, 11, 12 so the idea of an automated method inferring the required complexity is novel. One of these techniques 7 also leveraged a query prediction; however, they recorded much better target coverage with poor OAR sparing, which is in contrast to both our BQ and BQ 0 plans. When we limited the KBP plans to the same SPG as the CIO plans, we found that they performed worse than the original KBP plans in terms of the clinical criteria. Although they were both worse, the degradation was much more severe in the BQ 98% violated two or fewer criteria that the clinical plans achieved. This finding suggests that our pipeline, using gPCA, can provide a "warm-start" for the IPP, with the vast majority of plans being close to the corresponding clinical plans in terms of clinical criteria satisfaction. A limitation of this work is its dependence on the quality and quantity of the plan library used to train the KBP methods. Limiting the dependence that our pipeline has on KBP could help generate high-quality plans more consistently. Another limitation of this approach is the omission of objectives that quantify favorable features in a full three-dimensional dose distribution. Extensions of this work could examine three-dimensional KBP methods and incorporate geometry into the dose objectives. Moreover, the IO method is a linear program, so the nonconvex clinical planning criteria for targets are only modeled approximately. Nevertheless, a linear IPP can generate plans that achieve sufficient target coverage, which was demonstrated over the population of gPCA plans. The comparison of our approach to a conventional dose-mimicking method should be considered in future work.
CONCLUSION
In this paper, we developed a framework that unites knowledge-based planning with inverse optimization to create a knowledge-based automated treatment planning pipeline. The approach was tested on a large dataset of 217 oropharyngeal patients. Our pipeline is flexible enough to accommodate different KBP methods. We developed two new KBP methods, the BQ and gPCA methods, and found that in general the gPCA method for prediction resulted in treatment plans that more closely matched clinical plans, without requiring extra plan complexity. Overall, because our framework not only predicts DVHs but also optimization model parameters, we can provide a high-quality, personalized "warm-start" to the inverse planning process that can also be adjusted easily, if necessary, in subsequent replanning iterations.
