Abstract: The performance of online visual trackers has improved significantly, but designing an effective appearance-adaptive model is still a challenging task because of the accumulation of errors during the model updating with newly obtained results, which will cause tracker drift. In this study, the authors propose a novel online tracking algorithm by integrating spatiotemporal cues to alleviate the drift problem. The authors' goal is to develop a more robust way of updating an adaptive appearance model. The model consists of multiple modules called temporal cues, and these modules are updated in an alternate way which can keep both the historical and current information of the tracked object to handle drastic appearance change. Each module is represented by several fragments called spatial cues. In order to incorporate all the spatial and temporal cues, the authors develop an efficient cue quality evaluation criterion that combines appearance and motion information. Then the tracking results are obtained by a two-stage dynamic integration mechanism. Both qualitative and quantitative evaluations on challenging video sequences demonstrate that the proposed algorithm performs more favourably against the state-of-the-art methods.
Introduction
As one of the fundamental problems in the computer vision community, visual tracking has received lots of attention in recent decades. The goal of online visual tracking is to estimate the state of an object in each frame only by the initial state. Designing a robust online tracker remains a challenging task because the object's appearance may change drastically because of illumination variations, occlusions, pose changes, motion blur and so on.
Numerous adaptive tracking algorithms have been developed to address the appearance variations [1] [2] [3] [4] [5] . In these methods, the appearance model is updated by its own tracking results. With the appearance model updating, the errors in the tracking results would be accumulated, which can degrade the appearance model and cause drift [6] . If a tracker updates its appearance model at a low speed, it can keep more historical information thus is not likely to drift, but cannot track the object with drastic appearance changes, and vice versa. Therefore, a suitable appearance update scheme (or strategy) is crucial for tracking an object.
Lots of attempts have been made to update an appearance model effectively, for example, multiple instance learning (MIL) [7] , semi-supervised learning [8] and P-N learning [9, 10] . However, they update the appearance model once the newly obtained results are available, and hence fail to keep the historical appearance information. In practice, both historical and current information are helpful to track an object. For example, current information plays a main role when tracking a moving person without occlusion, but trackers would be confused when the tracked person is severely occluded by other person, and may lose the target even though the tracked person appears in the scenario again. This is explained by the fact that the appearance model is degenerated by the occluded tracking results. Apparently, one can easily locate the person with the appearance model which is built before he is occluded. It is not hard to generalise the situation that retaining the historical information of an object appearance benefits tracking the object with drastic and dynamic appearance changes. Based on this observation, we aim to develop a robust appearance model that treats the historical information of the object appearance as a 'temporal cue'. To further improve the tracking performance, we use the fragments-based representation [11, 12] to model an object and consider the fragments of the object as a 'spatial cue'. We also formulate visual tracking as a 'spatio-temporal cue integration' problem.
In this paper, we propose a discriminative visual tracking algorithm based on spatio-temporal cue integration. Tensor subspace is adopted to model the target object and the background. With the background information, our tracker achieves more robust results. For the target object, we present an adaptive spatio-temporal appearance model consisting of a set of adaptive modules and a stable module. Each module is represented by four tensor subspaces of the local features inside the object region. In addition, we design a simple alternating updating strategy. Only one module is upgraded with the new tracking results, and the other modules remain unchanged. Those modules are updated alternately. The strategy makes our tracker retain the object's appearance at different moments so that our tracker can handle occlusion and drift effectively. Finally, we develop an efficient cue quality evaluation criterion by combining the appearance and motion information. Our criterion depends on the principle that a reliable cue should offer a result having a high similarity to the appearance model, and also give a new location making the tracking trajectory smooth. Our tracker is then performed within the Bayesian inference framework in which the observation likelihood is calculated by the spatio-temporal cue integration with the criterion.
The rest of this paper is organised as follows: In Section 2, the most related tracking methods are reviewed. In Section 3, the proposed sptaio-temporal appearance model is described. In Section 4, our tracking algorithm is presented. Experimental results of our tracker on 16 challenging video sequences and discussions are reported in Section 5, and Section 6 concludes this paper.
Related work
We review the most related methods from three aspects: object appearance modelling, appearance model updating, and information fusion for tracking. Thorough discussions of this topic can be found in [13] [14] [15] .
Object appearance modelling is to construct a visual representation or a statistical model of the object. It can be roughly classified into two types: generative [3, 4, 11, 16] and discriminative [7, 8, 10, [17] [18] [19] . Generative methods always formulate the tracking problem as searching an image region which is most similar to the template, such as histogram [11, 12] , linear subspace [3, 4, 20] , Riemann subspace [21] , 3D-DCT [22] and sparse representation [23, 24] . Discriminative methods are intended to separate the target from the background by training an object/ background classifier, such as boosting [8, 18] , MIL [7] and SVM [25] . Adam et al. [11] presented a fragments-based representation with intensity histogram to handle occlusion. Ross et al. [3] proposed an adaptive tracking algorithm which is robust to large variations in pose, illumination and scale using the incremental principal component analysis. Hu et al. [4] proposed an incremental tensor decomposition based representation which is more effective than the vector-based subspace learning [3] . Recently, Wang et al. [26, 27] modelled the object appearance as the sum of the PCA basis and error terms, and the error terms are represented as the linear combination of trivial templates [26] , or the sum of Gaussian noise and Laplacian noise [27] .
Appearance model updating focuses on how to make use of newly obtained results to update the object model. Grabner et al. [8] dealt with the drift problem by a semi-supervised learning procedure in which labelled examples only come from the first frame and subsequent training examples are left unlabelled. Babenko et al. [7] applied MIL which bootstraps the classifier by using a positive bag consisting of several image patches instead of several positive examples. The MIL tracker is robust to slight inaccuracies by reducing the degradation of the classifier. Kalal et al. [10] introduced P-N learning to improve the classifier performance. This learning process is guided by positive (P) and negative (N) constraints which restrict the labelling of the unlabelled set. Wang et al. [26] adopted an occlusion detection scheme by exploring the coefficients of trivial template. They updated the appearance model by detecting occlusion, and the update was made in the three kinds of operations: full update, partial update and no update.
Some algorithms, utilising multiple complementary visual cues or trackers, have been put forward for improving the tracking performance. Kwon and Lee [5] described visual tracking decomposition where a set of basic observation models and basic motion models was applied to construct many compound trackers, and they coped with various appearance changes by fusing those compound trackers. Erdem et al. [12] partitioned the object into four non-overlapped parts, and tracked the object by integrating those parts. They estimated the cue quality dynamically, and updated those patches at different speeds. Fan et al. [28] modelled the appearance by two interactive subspaces of different visual cues. Nickel and Stiefelhagen [29] presented a 3D-person tracker with motion, colour, detector and stereo cues. Stenger et al. [30] reported a framework to evaluate the robustness and precision of different trackers in a given scenario, and find a tradeoff between precision and robustness by using multiple complementary trackers. Santner et al. [31] combined a stable template, a highly adaptive optical-flow based mean-shift tracker, and a moderate random forest classifier in the cascade way to increase the stability and plasticity at the same time. Li et al. [32] proposed a binary code learning method based on random forest hashing to fuse different features by reducing multiple feature descriptors to a single binary code vector. To find a tradeoff between adaptivity and stability, Lu et al. [33] presented a hybrid tracking algorithm which contains three complementary modules with different updating speed and fused those modules with a biased multiplicative criterion.
Our work is motivated by the method of tensor subspace appearance modelling [4, 34] , the method of fragments-based representation [11, 12] and the method of tracking an object with multiple cues or trackers [5, 29] . In [34] , Elden and Savas tried to solve the handwritten digit classification problem by using the higher order singular value decomposition. Here, we extend their work into incremental learning for online visual tracking. In contrast to the incremental tensor subspace tracking method [4] , we only flatten an ith order tensor at mode-i flattening, and it is more appropriate for visual tracking because of lower computational cost. Compared with the fragments-based method [11, 12] , our tracker updates all the fragments at the same speed during tracking, thus our tracker is more robust to variations in pose, view, illumination, and background. Distinct from the multi-feature trackers [5, 29] , we focus on integrating multiple cues at different moments and positions (the features of the cues are the same) rather than obtaining a powerful representation with multiple complementary features.
3 Adaptive spatio-temporal appearance model via tensor subspace 3.1 Spatio-temporal appearance model and alternate updating strategy Our spatio-temporal appearance model contains multiple adaptive modules (we term them as M 1 to M n ). Those modules are the temporal cues of our model. Each module consists of four parts of local representations (up, down, left and right) which are the spatial cues of our model. We design an alternate updating strategy to update our model.
The spatio-temporal appearance model and its updating strategy are presented in Fig. 1 .
The alternate updating strategy is simple but effective, which makes our tracker robust to drift. The strategy is the case that only one module is updated with newly added data and the others keep stable. Concretely, the module M i (i < n) is updated this time, then the module M i+1 will be updated in the next time. What is more, the alternate updating strategy can be easily adopted to other online visual tracking algorithms. In the experimental section, we test the strategy on other online tracking algorithms, and the experimental results are promising.
To further enhance the robustness to drift, we add a stable module in our appearance model. The stable module is initialised at the beginning and keeps stable until the end of tracking. The advantages of our model can be summarised as follows: † Benefitting from the spatial and temporal cues, our method is able to handle occlusion effectively. The spatial cue makes our method able to track an object under partial occlusion, and the temporal cue facilitates track an object under heavy occlusion. † The alternate updating strategy makes our tracker keep the appearance model at different moments. First, there is always a module being updated to adapt the newly appearance variations. Second, if the current tracking results are inaccurate, the results only affect one module. Thus, the alternate updating strategy is helpful to alleviate drift. † Although our model is made up of multiple modules, our method would not cost much time in appearance updating because only one module is updated every time.
Object representation
We apply tensor subspace to model each part in a module. An image part is regarded as a second-order tensor. All the images are stacked into a third-order tensor. Denote a third order tensor as A [ R N 1 ×N 2 ×N 3 , which is constructed with N 3 images of size N 1 × N 2 and it can be decomposed by the higher order singular value decomposition (HOSVD) (more details about HOSVD can be found in [35] )
Let Ω(:, :, j) × 1 U 1 × 2 U 2 be S j , the tensor decomposition can be written as
where S i and S j are orthogonal when i ≠ j [35] , and S(:, :, i) = S i . Equation (2) is called mode-3 tensor decomposition in this paper.
Given an image I and a subspace {S 1 , S 2 , …, S n }, the image could be reconstructed and reconstruction error (RE) is defined as
where 〈A, B〉 is the scalar product of two tensors A and B.
We extend the decomposition into incremental learning which is called incremental mode-3 tensor subspace learning for online visual tracking. Denote A ≃ S × i U i , where
. . , X n } is the additional data and can be decomposed as X = S × 3 U . This operation can be done by the mode-3 unfolding and QR decomposition. Then, the additional tensor [A/X ] can be expressed as
Perform mode-i tensor decomposition to [S/S], then [A/X ] can be decomposed as
The incremental mode-3 tensor subspace learning is summarised in Algorithm 1 (see Fig. 2 ).
Fig. 1 Structure of our spatio-temporal appearance model and its updating strategy
The block refers to a module, and there are n adaptive modules (M 1 , M 2 , …, M n ) as well as a stable module M S Each module consists of four parts of local representations The arrow means those modules are updated in the alternate way www.ietdl.org 4 Online visual tracking by spatio-temporal cue integration
We carry out the tracking in the probabilistic Bayesian inference framework [36] that is a Markov model with a hidden state variable Z t [3] . The state variable Z t denotes the affine motion parameters of the object at time t. Given an observation set of the object O t = {o 1 , . . . , o t } up to time t, the hidden state variable Z t is estimated by Bayes' inference theorem (6) and the optimal object state Z * t can be determined by solving the following maximum a posterior (MAP) problem
Thus, the tracking process is governed by the motion model p (Z t |Z t−1 ), which describes the correlation of the object states in consecutive frames, and the observation model (or likelihood) p(o t |Z t ). The location of an object can be represented by an affine image warping. The state at time t consists of six parameters. Let Z t = (x t , y t , s t , θ t , α t , f t ) denote the state parameters where x t , y t , s t , θ t , α t , f t denote the x, y coordinates of centre location, scale, rotation angle, aspect ratio and skew direction at time t, respectively. The motion model p(Z t |Z t−1 ) is modelled as
where S is a diagonal covariance matrix whose elements are the variances of affine parameters:
a and s 2 f . In the particle filter framework with MAP estimation, tracking is accomplished by selecting the best candidate in the current particle set. In this inference framework, the most important issue for tracking is the observation model (likelihood), which reflects the probability that a sample is the object. Here, it is necessary to measure the similarity between the candidate and the object template. Thus, the observation model can be defined as
where D denotes the dissimilarity (or distance), and the likelihood is larger with smaller D.
Cue quality evaluation and dynamic integration
The key issue in multi-cue integration tracking is to estimate the reliability of each cue. Here, we develop an efficient cue quality evaluation criterion by investigating the following principles: † a good cue should make the current tracking result have low dissimilarity to the appearance model. † a good cue should give a new location making the tracking trajectory smooth. The locations between adjacent frames should obey the motion model and Gaussian distribution is used as the motion model. In other words, when two candidates have the same dissimilarity to the appearance model, our method will select the one which is close to the previous location.
We use the RE as a dissimilarity measurement, thus we also utilise RE to evaluate the cue quality. An efficient cue quality evaluation criterion can be calculated by combining the RE as well as motion information. Let
be the cue quality score and the cue is more reliable if this score is smaller. The most important parameters of an object state are the centre location (x t , y t ). Hence, only the parameters of centre location are considered in cue quality evaluation. In (10), Z′ t = (x t , y t ) and the probability
, where
In (11), a is a parameter which controls the affection of the motion in cue quality evaluation and s 2 x , s 2 y are the variances in (8) . When a is set larger, the affection of motion information is smaller. Fig. 3 illustrates the cue integration procedure. For each cue, calculate the dissimilarity of each candidate and obtain the results by the MAP estimation.
Then, calculate the quality scores using (10) of each estimated result, and the quality score of the ith cue is
where Z′ t, i is the centre location of the MAP result with the ith cue at the tth frame. And the weights are updated by
The weight update factor t controls the speed of the adaptation.
The parameter k controls the smoothness. When k = 0, it is equivalent to the average scheme. When k = +∞, it reduces to the 'choose-max' scheme. To avoid set parameters for different videos, parameter k could be adjusted to make k·max(Q 1 , Q 2 , …, Q n ) = l, and l is a constant. (In the experiment section, we use l s and l t to represent this constant for spatial cue and temporal cue, respectively.)
The joint likelihood is computed by a two-stage dynamic integration mechanism. Let D ij (RE ij ) be the dissimilarity of the jth patch in the ith module. The first stage integrates all the patches (spatial cues) of a module. The weighted dissimilarity of ith module is computed by
The second stage integrates the modules (temporal cues). The weighted dissimilarity of our model is computed by
Finally, the joint likelihood is calculated using (9).
Overall tracking algorithm
The object appearance is represented with the aforementioned tensor subspace-based spatio-temporal model. In the initialisation step, we collect some positive examples around initial bounding box with slight movement to form N m modules which are the same at the beginning. To make use of background information, we also collect some negative examples in the area around the current tracker location to form a background subspace. Fig. 4 illustrates how to sample the training examples. The update of the object appearance model is performed every W frames and the update of the background subspace is performed every frame. The overall tracking algorithm is described in Algorithm 2 (see Fig. 5 ).
Experiments

Data description and experimental setting
To evaluate the performance of the proposed tracker, we collect 20 challenging video sequences where the appearances change drastically because of illumination variation, heavy occlusions, pose variation and motion blurring, and compare our tracker with 9 state-of-the-art trackers including: IVT [3] , VTD [5] , MIL [7] , Struck [17] , TLD [10] , FragT [11] , AFT [12] , DIKT [16] and LSST Fig. 3 Illustration of our cues integration steps D i is the dissimilarity function calculated by the ith cue and w i is the weight of the ith cue Firstly, obtain the dissimilarity function using (3) and the MAP estimated results of each cue Secondly, evaluate each cue's quality scores using (12) and calculate the weights using (13) Finally, Calculate the joint dissimilarity and obtain the final results www.ietdl.org [27] . We use the source codes provided by the authors and run them with adjusted parameters. Our tracker is implemented in MATLAB on a PC with an Intel Core 2 Duo 3.0 GHz processor and 2.00 G RAM. The average running time is about 3 frames per second with 400 particles. The target candidate patches and the background image patches are resized to 32 × 32, and the number of subspace basis N b used in all experiments is set to 10. The number of modules N m is set to 5. The weight factor α is set to 0.1 (in step 7 of Algorithm 2 (Fig. 5) ). The forgetting factor is empirically set to 0.9. The cue weight update factor t (in (13) ) is set to 1. The parameters for cue quality evaluation l s , l t (both in Section 4.1) and a (in (11)) are set to 5, 1 and 1, respectively. The update of the object appearance model is performed every 5 frames and the background appearance model is updated every frame. All the parameters, except the covariance matrix in the motion model, are kept constant for all the video sequences.
Evaluation of our cue integration method
To evaluate the effect of proposed cue quality evaluation criterion, we conduct an experiment comparing different cue integration schemes on four video sequences ('Animal', 'Caviar', 'Woman' and 'Football') including 'Choose-max' scheme (l s = l t = +∞), 'Average' scheme (l s = l t = 0), Nickel's scheme [29] and our adaptive scheme. Fig. 6 plots the tracking centre error curves, showing that our adaptive scheme obtains the best tracking results. The average scheme cannot select the better cues thus it is not robust to heavy occlusion in sequences 'Caviar' and 'Woman'. Although the tracker with 'Choose-max' scheme successfully tracks the object before the 220th frame in the 'Woman' sequence, it loses the object after the 220th frame because it is sensitive to drastic appearance variations. Nickel's fusion scheme achieves better results than 'Average' and 'Choose max' schemes, but it is also not favourable enough in our tracking framework. The tracker with Nickel's fusion scheme cannot successful track the objects in these four sequences, whereas our adaptive integration method obtains the most satisfactory results.
Evaluation of our alternate updating strategy
To evaluate the effectiveness of our alternate updating strategy, we test IVT and MIL with our strategy on nine sequences (e.g. 'Basketball', 'Caviar', 'DavidIndoor', 'DavidOutdoor', 'FaceOcc1', 'FaceOcc2', 'Girl', 'Jumping' and 'Singer1) and reduce the number of modules to 1 in our tracker. (In this case, the alternate updating strategy cannot be applied and our tracker degenerates to tracking by four adaptive parts.) Fig. 7 shows the comparison results.
The performance of our tracker is distinctly decreased with only one module. Although the template is divided into four parts, it cannot handle occlusion effectively in 'Caviar' and 'DavidOutdoor'. In contrast, by using our alternate updating strategy, IVT, MIL and our method are significantly improved in handling occlusion (e.g. 'Caviar', 'Caviar', 'DavidOutdoor', 'FaceOcc1', 'FaceOcc2' and 'Girl'). In addition, the alternate updating strategy is also helpful to other challenges such as pose variances. In the 'Basketball' sequence, three trackers are all improved. And in the 'Jumping' sequence, MIL can successfully track the object with our strategy whereas original MIL is not able to track the object. This experiment shows that (1) the alternate updating strategy plays a key role in our tracker. (2) strategy is helpful to alleviate drift and improve the tracking performance to deal with occlusion and other challenges.
Effect of background information and the stable module
To further analyse our tracker, we first test our tracker without background information, and the corresponding tracking method is termed as 'BaseLine1'. Secondly, we test our tracker without stable module mentioned in Section 3.1, and the corresponding tracking method is termed as 'BaseLine2'. Fig. 8 shows the comparison results.
The 'Caviar', 'Woman', 'Faceocc1' and 'Faceocc2' are with heavy occlusion. Even without the background information, our tracker can successfully track the object in these four sequences because of our appearance update strategy. However, it fails to track the objects in 'Box' and 'Bolt', whereas the tracker with background subspace is able to track the objects in these sequences. In addition, in 'Singer2', 'Basketball' and 'Girl', the overlap rate of our method with background information is nearly 10% higher than the one without background information. This experiment demonstrates that (1) by employing the background information, robustness can be improved when the appearance is drastically changed or the background is complex, and (2) even without the background information, our tracker is still able to track objects under many drastic appearance changes including heavy occlusion.
Even without the stable module, our tracker performs well in most cases. Yet the trick of adding a stable module can improve our tracker in some cases, for example, in 'Basketball', there is not much occlusion, but the pose of the target athlete is drastically changed. In our observation, this trick can really make our tracker more robust and accurate.
Quantitative comparison
We compute the tracking overlap rate and centre location error between the ground truth region V t gt and the estimated region Ω t . The overlap rate is defined as [37] . The centre location error is defined as the Euclid distance between the central locations of V t gt and Ω t . Fig. 9 plots the overlap rate curves. Table 1 reports the average overlap rate of the nine trackers on total twenty video sequences. Table 2 reports the average centre location error of the nine trackers. It is clear that our method achieves favourable results against the state-of-the-art methods, especially in the presence of heavy occlusion.
Qualitative comparison
Owing to space limits, we only report some representative tracking results over 12 video sequences. In Fig. 10 , we test two sequences 'Animal' and 'Jumping' whose appearances are severely changed by motion blur. In 'Animal', serval deers run and jump rapidly, FragT, MIL and TLD start to lose the deer head after the 12nd, 13rd and 11st frames, respectively. In 'Jumping', the face of the jumping man is blurred by abrupt motion of this man and the camera motion. FragT, MIL, VTD and DIKT fail to track the face after the 31st, 96th, 52nd and 16th frames, respectively. And AFT, LSST and IVT track the head inaccurately as shown in the 96th and 276th frames. In the case of motion blur, AFT, IVT, LSST and our tracker are able to track the deer head and the blurred face, and our approach is more accurate.
Motion blur:
Heavy occlusion:
Video sequences 'Caviar', 'Woman', 'DavidOutdoor', 'Faceocc1' and 'Faceocc2' are utilised to test the performance under heavy occlusion, and we show the first three sequences in Fig. 11 .
In 'Caviar', AFT, IVT, MIL, VTD, TLD and DIKT lose the object after the first occlusion. FragT and Struck start to fail in tracking the person after the 265th and 124th frames. Only LSST and our tracker are able to track the object in this sequence, and our tracker is more accurate as shown in the 78th, 104th and 128th frames. In 'Woman', the walking woman is occluded by the cars and the environment is changed when she walks to different places. The challenging of this sequence is the long-term partial occlusion. FragT, AFT, IVT, MIL, VTD, TLD, DIKT and LSST fail to track the woman after the 122nd, 120th, 118th, 120th, 120th, 121st, 148th and 117th frames, respectively. In 'DavidOutdoor', affected by severe occlusion, pose variation, and background change, FragT, AFT, IVT, MIL, VTD and TLD fail to track the pedestrian after the 46th, 181st, 193rd, 117th, 105th and 127th frames, respectively.
It can be observed that our tracker is robust to occlusion and able to successfully track the object in these sequences. FragT is a typical patch-based tracking approach, which is robust to occlusion. However, FragT cannot adapt to the environment change and pose change as it never updates the template. Bold fonts indicate the best performance, the italic fonts indicate the second best ones www.ietdl.org Although MIL and TLD apply different techniques to increase the performance of the classifier, they always lose the object under heavy occlusion. The holistic tracker LSST applies Laplacian noise term to handle occlusion, but it cannot track the object in 'Woman' because of the longterm partial occlusion. Our approach handles occlusion from the perspective of spatio-temporal cue integration, thus achieves more accurate and robust results.
Illumination change:
Video sequences 'Singer1', 'Singer2', 'Car4' and 'DavidIndoor' are used to test the performance under drastic illumination variation, and we show the first two sequences in Fig. 12 .
Both in 'Singer1' and 'Singer2', the stage light changes drastically and the viewpoint of the camera is varied. VTD, DIKT and our approach perform well in these two sequences whereas other methods drift to the background when drastic illumination change occurs. Although IVT, LSST work well in 'Singer1', they lose the target in 'Singer2' because there are pose change as well as illumination variation.
Background distraction:
Video sequences 'Box', 'Football', 'Dollar' and 'Stone' are used to test the performance in the presence of background distraction, and we show the first two sequences in Fig. 13 . In 'Box', a suspended box moves fast in the complex background, and there are also severe occlusions. AFT, IVT, MIL, VTD, Struck, DIKT and LSST fail to track the box after the 30th, 452nd, 33rd, 932nd, 615th, 330th and 305th frames, respectively. Although FragT does not lose the object, the results are unsatisfactory. Only TLD and our method work well in this sequence, and our method achieves more accurate results. In Football, there are many regions, with similar appearances as the target object, and FragT, AFT, IVT, TLD, DIKT and LSST are confused by another player with a similar helmet to the target object when the two players crash at the 293rd frame. However, VTD, MIL and our tracker overcome this problem and can track the object successfully.
5.6.5 Pose variation: Video sequences 'Basketball', 'Bolt', 'Twinnings', 'Girl' and 'Surfer' are used to test the performance under pose variation, and we show the first three sequences in Fig. 14. 'Basketball' and 'Bolt' are two challenging sequences because the appearances of the target are drastically changed and both sequences feature other athletes whose appearances are similar to the target. Most trackers drift away from the target in these two sequences. Although VTD and MIL achieve the best performance in 'Basketball' and 'Bolt' respectively, our tracker is able to track the objects in these two sequences. In the 'Twinnings' sequence, suffering from the out-of-plane rotation and scale variations, IVT, TLD, VTD, FragT, AFT, DIKT and LSST fail to track the box after the 256th, 288th, 133rd, 255th, 241st, 200th and 293rd frames, respectively. Only MIL, Struck and our method work well in this sequence.
Conclusion
This paper has presented a novel online visual tracking algorithm based on spatio-temporal cue integration within the Bayesian inference framework. The drift problem caused by straightforward model updating is alleviated by alternately updating multiple fragments-based appearance modules. To integrate the spatial and temporal cues, we have developed a simple but effective cue quality evaluation criterion that considers the appearance and motion information. Both qualitative and quantitative evaluations on 20 challenging video sequences demonstrate that the proposed tracker performs more favourable against several state-of-the-art methods.
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