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ABSTRACT
Context. Simulations of astrophysical turbulence have reached such a level of sophistication that quantitative results are now starting
to emerge. However, contradicting results have been reported in the literature with respect to the performance of the numerical
techniques employed for its study and their relevance to the physical systems modelled.
Aims. We aim at characterising the performance of a variety of hydrodynamics codes including different particle-based and grid-based
techniques on the modelling of decaying supersonic turbulence. This is the first such large-scale comparison ever conducted.
Methods. We modelled driven, compressible, supersonic, isothermal turbulence with an RMS Mach number of Mrms∼4, and then let
it decay in the absence of gravity, using runs performed with four different grid codes (ENZO, FLASH, TVD, ZEUS) and three different
SPH codes (GADGET, PHANTOM, VINE). We additionally analysed two calculations denoted as PHANTOM A and PHANTOM B using two
different implementations of artificial viscosity in PHANTOM. We analysed the results of our numerical experiments using volume-
averaged quantities like the RMS Mach number, volume- and density-weighted velocity Fourier spectrum functions, and probability
distribution functions of density, velocity, and velocity derivatives.
Results. Our analysis indicates that grid codes tend to be less dissipative than SPH codes, though details of the techniques used
can make large differences in both cases. For example, the Morris & Monaghan viscosity implementation for SPH results in less
dissipation (PHANTOM B and VINE versus GADGET and PHANTOM A). For grid codes, using a smaller diffusion parameter leads to less
dissipation, but results in a larger bottleneck effect (our ENZO versus FLASH runs). As a general result, we find that by using a similar
number of resolution elements N for each spatial direction means that all codes (both grid-based and particle-based) show encouraging
similarity of all statistical quantities for isotropic supersonic turbulence on spatial scales k . N/32 (all scales resolved by more than
32 grid cells), while scales smaller than that are significantly affected by the specific implementation of the algorithm for solving the
equations of hydrodynamics. At comparable numerical resolution (Nparticles ≈ Ncells), the SPH runs were on average about ten times
more computationally intensive than the grid runs, although with variations of up to a factor of ten between the different SPH runs
and between the different grid runs.
Conclusions. At the resolutions employed here, the ability to model supersonic to transonic flows is comparable across the various
codes used in this study.
Key words. Hydrodynamics – shock waves – methods: numerical – methods: statistical – turbulence
1. Introduction
Laboratory and terrestrial fluid dynamics are often described
as incompressible flow (e.g., Lesieur 1997); however, astro-
physical fluids are usually characterised by highly compress-
ible supersonic turbulent motions (see e.g. Elmegreen & Scalo
2004; Scalo & Elmegreen 2004). For example, the large ob-
⋆ Current address: Hellenic-American Educational Foundation,
Psychiko College, Stefanou Delta 15, GR-15452 P. Psychiko, Greece,
e-mail: skitsionas@googlemail.com
served line widths in Galactic and extragalactic molecular clouds
and star-forming regions show direct evidence of chaotic veloc-
ity fields with magnitudes in excess of the sound speed. This
random motion carries enough kinetic energy to counterbalance
and sometimes overcompensate for the effects of self-gravity
in these clouds (e.g. Ballesteros-Paredes et al. 2007; Blitz et al.
2007). The intricate interplay between supersonic turbulence and
self-gravity determines the overall dynamical evolution of these
clouds and their observable features, such as their density struc-
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ture, the star formation rate within them, and their lifetimes (see
e.g. Mac Low & Klessen 2004; McKee & Ostriker 2007).
Despite turbulence being a universal phenomenon, it is also
one of the least understood natural phenomena. Turbulence
arises as a result of the nonlinear terms in the Navier-Stokes
equation that governs the dynamical behaviour of gases and flu-
ids (Frisch 1995; Lesieur 1997). A self-consistent mathematical
formulation does not exist. Thus, analytical research mostly fo-
cuses on finding appropriate closure equations that capture the
bulk behaviour of the system.
As a first approach, turbulence is characterised by two spa-
tial scales that are connected by a self-similar cascade of kinetic
energy that occurs over the so-called inertial range. Energy is
injected into the system on some large scale L and dissipated
on small scales ℓ that are comparable to the viscous length ℓvisc.
For incompressible turbulence, Kolmogorov (1941) described a
simple heuristic model based on dimensional analysis that cap-
tures the basic behaviour of the flow surprisingly well. He as-
sumed that turbulence driven on a large scale L forms eddies
on that scale. These eddies interact to form slightly smaller ed-
dies, transferring some of their energy to the smaller scale. The
smaller eddies in turn form even smaller ones, and so on, until
energy has cascaded all the way down to the dissipation scale
ℓvisc.
In order to maintain a steady state, equal amounts of energy
must be transferred from each scale in the cascade to the next,
and eventually dissipated, at a rate ˙E = ηv3L/L, where vL is the
typical velocity on scale L and η is a constant determined empir-
ically. Kolmogorov (1941) assumes this rate is constant through-
out the scales, leading to vL ∝ L1/3, or equivalently vk ∝ k−1/3 for
wavenumbers k ∝ 1/L. The kinetic energy in the wavenumber
interval [k, k + dk] is Ekin(k) ∝ v2L ∝ L2/3 ∝ k−2/3 and conse-
quently the energy spectrum function E(k) = dEkin/dk ∝ k−5/3.
This describes the self-similar cascade of turbulent kinetic en-
ergy. Most of this energy resides at the top of this cascade
near the driving scale, and the spectrum drops off steeply below
ℓvisc. Because of the apparently local nature of the cascade in
wavenumber space, the viscosity only determines the behaviour
of the energy distribution at the bottom of the cascade below
ℓvisc, while the driving only determines the behaviour near the
top of the cascade on and above L.
Supersonic flows in highly compressible gas create strong
density perturbations. Early attempts to understand turbu-
lence in the interstellar medium (von Weizsa¨cker 1943, 1951;
Chandrasekhar 1949) were based on insights drawn from in-
compressible turbulence. An attempt to analytically derive the
density spectrum and resulting gravitational collapse criterion
was first made by Chandrasekhar (1951a,b). This work was fol-
lowed up by several authors, culminating in the work by Sasao
(1973) on density fluctuations in self-gravitating media. Larson
(1981) qualitatively applied the basic idea of density fluctuations
driven by supersonic turbulence to the problem of star forma-
tion. Bonazzola et al. (1992) used a re-normalization group tech-
nique to examine how the slope of the turbulent velocity spec-
trum could influence gravitational collapse. This approach was
combined with low-resolution numerical models to derive an ef-
fective adiabatic index for subsonic compressible turbulence by
Panis & Pe´rault (1998).
In supersonic turbulence, shock waves offer additional pos-
sibilities for dissipation. They can transfer energy between
widely separated scales, removing the local nature of the tur-
bulent cascade typical of incompressible turbulence. The spec-
trum may shift only slightly, however, as the power spectrum
(Fourier spectrum) of a step function representative of a per-
fect shock wave is k−2. Boldyrev (2002) has proposed a the-
ory of velocity structure function scaling based on the work
of She & Leveque (1994) using the assumption that dissipation
in supersonic turbulence primarily occurs in sheet-like shocks,
rather than linear filaments at the centres of vortex tubes (see
also Boldyrev et al. 2002a,b). Transport properties of supersonic
turbulent flows in the astrophysical context have been discussed
by de Avillez & Mac Low (2002) and Klessen & Lin (2003),
and the fractal dimension of turbulent media by Federrath et al.
(2009b).
As satisfying analytic models are rare, especially when deal-
ing with compressible and supersonic turbulent flows, special at-
tention is drawn to numerical approaches. A wide range of meth-
ods are used to study turbulence, ranging from simulating sta-
tistical processes such as random walks (e.g. Metzler & Klafter
2000), remapping models, or certain Hamiltonian systems
(Isichenko 1992), to hydrodynamic large-eddy simulations
(LES). In LES only the largest spatial scales are resolved di-
rectly using a hydrodynamic integrator. For the turbulent dynam-
ics on smaller scales, a so-called subgrid scale (SGS) model is
utilised. Among astrophysicists, the most often used SGS model
is numerical dissipation, i.e. performing Implicit LES. It is not
possible to optimise the use of closure models for astrophysical
turbulence through comparisons with laboratory experiments.
Therefore, the representation of the SGS behaviour provided by
numerical dissipation must be sufficient, and indeed provides a
reasonably good approximation (Benzi et al. 2008).
In the current study we focus on comparing different Implicit
LES schemes. Our goal is to assess the applicability of differ-
ent numerical schemes to the modelling of supersonic turbu-
lent flows, and to compare their validity and accuracy in the
astrophysical context. To keep this comparison simple, we fo-
cus on purely hydrodynamic turbulence in isothermal gaseous
media in regions with periodic boundaries, and study the decay
of fully developed turbulence. We follow the dissipation of ki-
netic energy due to the numerical viscosity intrinsic to any nu-
merical scheme, and characterise the turbulent velocity field us-
ing volume- and density-weighted velocity power spectra1, and
probability distribution functions of density, velocity and veloc-
ity derivatives. We remind the reader that in supersonic turbu-
lence energy is not only dissipated below ℓart
visc by the action of ar-
tificial viscosity on the smallest scale eddies, but also in shocks.
In most of the codes employed here artificial viscosity is nec-
essary also for the modelling of shocks. The main aim of our
comparisons is to characterise the role of artificial viscosity in
dissipating energy below ℓart
visc rather than the use of artificial vis-
cosity in the modelling of shocks. A discussion on the shock
capturing ability of the codes used in this study is provided in
§ 2 (for a comprehensive such comparison, see also Tasker et al.
2008). One of the fundamental questions we want to address is
at which numerical resolution are different numerical schemes
capable of modelling supersonic turbulence adequately.
This is the first such comparative study; there has been no
coherent comparison of the various hydrodynamic codes used in
the literature for the study of supersonic turbulence2. In spite
of the fact that results from different codes appear to contra-
dict each other and lead to different interpretations of the role of
1 Volume-weighted velocity power spectra are often refered to as ki-
netic energy spectra for incompressible turbulence (e.g., Frisch 1995).
However, for compressible turbulence the kinetic energy is proportional
to the density-weighted velocity power spectrum.
2 A limited comparison of two codes was presented for self-
gravitating turbulence in Klessen et al. (2000) and Heitsch et al. (2001).
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turbulence in astrophysics – e.g. the hydrodynamic simulations
of Ballesteros-Paredes et al. (2006) and Padoan et al. (2007) in
which different power-law slopes are obtained from the velocity
power spectra leading to different interpretations of the role of
turbulence on cloud fragmentation and the resulting core mass
function – it has not been properly checked whether at least
some of these differences are due to differences in the numer-
ical schemes employed. We perform and analyse here a first set
of low-resolution calculations aiming at extending our investi-
gations in the future to higher resolution simulations, achieved
either directly, or by using adaptive resolution techniques like
Adaptive Mesh Refinement (Kritsuk et al. 2006; Schmidt et al.
2009), or Particle Splitting (Kitsionas & Whitworth 2002), or
by using Subgrid Scale Models (Schmidt et al. 2006b,c), and/or
combinations of the above. It should be emphasised that the typ-
ical number of resolution elements used here for the SPH cal-
culations is quite large (number of particles N = 2153) com-
pared to the typical number of particles used in existing studies
of supersonic turbulence and cloud fragmentation in the litera-
ture (e.g. Ballesteros-Paredes et al. 2006). On the other hand, the
number of resolution elements used for the grid codes presented
here is rather small (number of grid cells N = 2563) compared
to what is the current state-of-the-art resolution for such stud-
ies (e.g. Kritsuk et al. 2007; Padoan et al. 2007; Federrath et al.
2009a; Lemaster & Stone 2009; Schmidt et al. 2009).
The structure of our current study is as follows: in § 2, we
describe the setup of the experiments conducted as well as list
the most important features of the codes used. In § 3, we re-
view the statistical measures used in this paper for the analysis
of supersonic turbulence. In § 4, we present the initial conditions
employed for the decay simulations, while in § 5 we discuss the
results of the decay experiments and the comparison of the per-
formance of the various codes. We summarise the computational
efficiency of the codes and runs in § 6, and present our conclu-
sions in § 7.
2. Experimental setup and numerical codes
Our aim is to study the decay of supersonic hydrodynamic tur-
bulence using different grid- and particle-based codes3 and com-
pare the performance of the codes in this experiment. Therefore,
we need a turbulent gas distribution that will serve as an initial
condition for all codes. For simplicity, the turbulent initial condi-
tions are produced with one of the particle/SPH codes, and then
the particle code data is interpolated onto a grid. This grid, in
turn, provides the initial conditions for the grid-based codes.
The turbulent gas distribution is created with GADGET
(Springel et al. 2001). We start with a box of side L = 0.29 pc.
Inside this box, 2153 = 9, 938, 375 particles were distributed
homogeneously representing a static, uniform, isothermal gas
with temperature T = 11.4 K (corresponding to a sound speed
cs = 0.2 km s−1), and mass M = 120 M⊙. We impose a turbu-
lent velocity field within our box using the driving scheme of
Mac Low (1999), as it has been implemented for GADGET by
Jappsen et al. (2005). Turbulence is driven on large scales (at
wavenumbers between k = 1 and k = 2), aiming at an RMS
3 We use the term particle code as the generic antonym of grid
code. In general, a particle code is a numerical scheme that uses
sampling points that are not fixed in space but rather move, re-
sembling in this respect the properties of fluid particles. In particu-
lar, all particle codes used here are different implementations of the
Smoothed Particle Hydrodynamics (SPH) technique first introduced by
Gingold & Monaghan (1977) and Lucy (1977).
Mach number equal to Mrms ∼ 3.9. The RMS velocity has then
reached Vrms = Mrms cs ∼ 0.78 km s−1.
We drive turbulence for a few code unit times. The code unit
for time is arbitrarily chosen to be equal to the free-fall time
tff =
√
3π/(32Gρ0), of the initial homogeneous and static gas
distribution. Using ρ0 = M/L3, we obtain tff ∼ 0.115 Myr. This
does not imply that the gas in our box is or will become self-
gravitating. A useful time unit for the comparison of non-self-
gravitating turbulent flows is the turbulent crossing time tcross =
L/(2Vrms) = L/(2Mrmscs) ∼ 0.182 Myr, which is defined as the
time it takes for a typical turbulent fluctuation to cross half of
the computational domain (defined equivalently to Kritsuk et al.
2007; Federrath et al. 2009b).
In § 4.1, we discuss for how long the turbulence needs to be
driven to reach a statistical steady state. After driving has fin-
ished, the density and the velocity of the GADGET-particle distri-
butions are interpolated onto a grid with 2563 cells. We use this
grid as the initial condition for following the decay with the grid
codes. The particle distribution at the end of the driving phase
provides the initial conditions to the SPH codes.
We follow the decay of turbulence for about six turbulent
crossing times tcross. The self-gravity of the gas is kept switched
off at all times and the influence of magnetic fields is ne-
glected, i.e. we follow the hydrodynamic decay only. An isother-
mal equation of state is used. Periodic boundary conditions are
adopted.
Snapshots were taken at 0.0, 0.06, 0.31, 0.62, 3.1, and
6.2 tcross. For the SPH codes, the particle distribution is inter-
polated onto a grid at each snapshot. The grid codes naturally
provide their density and velocity fields on grids. From these
grids, we then calculate spatially averaged quantities like the
RMS Mach number, velocity power spectra, and probability dis-
tribution functions of several quantities including the density, the
velocity, its derivatives, and combinations of density and veloc-
ity.
In this paper, we include turbulence decay experiments using
the SPH codes GADGET, PHANTOM (runs: A, B), and VINE, as well
as the grid codes ENZO, FLASH, TVD, and ZEUS. In the following
paragraphs, the general features of the codes used in this work
are listed briefly. For more details on each of the codes, please
refer to the references given below. All codes were run in paral-
lel. The parallelisation architectures that the codes were run on,
the total number of CPUs used, and the number of CPU hours
consumed are listed in § 7 for each of the runs studied here.
Codes that are used to perform simulations of supersonic tur-
bulence are chosen for their performance in the highly compress-
ible regime typical of astrophysical flows. Thus, codes with the
ability to capture accurately the sharp discontinuities and high
density ratios that result in supersonic turbulence are preferred
for this study.
Grid-based codes for supersonic flows are often based on fi-
nite volume Riemann-solvers using the Godunov scheme (see
e.g. Toro 1997). By their conservative nature, these codes main-
tain correct shock speeds, and, because of the Riemann-solver
approach in calculating fluxes, they maintain very sharp discon-
tinuities across a shock (typically within a few zones). These
methods are often implemented in a dimensionally split way
(Strang 1968).
A very common such method used for astrophysical
flows is the Piecewise Parabolic Method (PPM), described in
Colella & Woodward (1984), which is formally third-order ac-
curate in space for smooth flows but switches to linear or-
der to maintain step-function-like shocks or contact discontinu-
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ities near such features. Although not typically crucial, a small
amount of artificial viscosity is implemented to ensure no or little
oscillations behind shocks. Both ENZO (Norman & Bryan 1999;
O’Shea et al. 2004) and FLASH (Fryxell et al. 2000; Dubey et al.
2008), used in this paper, are of this type. ENZO was used here
in version 1.0.1, and FLASH was used in version 2.5. FLASH in
particular has been extensively tested against laboratory experi-
ments (Calder et al. 2002) and other codes (Dimonte et al. 2004;
Heitmann et al. 2005). For the FLASH run of this work, a PPM
diffusion parameter of K = 0.1 (Colella & Woodward 1984)
was used, whereas for the ENZO run the PPM diffusion param-
eter was set to K = 0.0. This provides an additional test of the
effects of artificial shock diffusion on the results of grid codes
using the PPM. The effects of varying the PPM diffusion pa-
rameter has been investigated before: setting K = 0.0 provides
less dissipation, but produces stronger post-shock oscillations
and a more pronounced bottleneck-effect (Kritsuk et al. 2007;
Federrath et al. 2009a).
Other methods that attempt to maintain flatness of the solu-
tion behind shocks include Total Variation Diminishing (TVD)
methods, which impose restrictions on the reconstruction of flow
variables to ensure that the total variation of variables strictly
diminishes over time. The TVD code used here employs an ap-
proximate (second-order-accurate), Roe-type (upwind) Riemann
solver and TVD interpolation to maintain sharp shocks and
smooth flow behind the shocks. Recipes for building the isother-
mal MHD code based on the TVD scheme are presented in
Kim et al. (1999). For the turbulence comparisons of this project,
we have used an isothermal hydrodynamic version of the code.
The ZEUS code (Stone & Norman 1992a,b) is a second-
order accurate code using the van Leer (1977) monotonic ad-
vection algorithm. It resolves shocks using artificial viscosity,
and does not include explicit techniques for keeping shocks
sharp. A staggered mesh approach is adopted: the velocity is
stored at cell interfaces, and density and energy at cell cen-
tres. This version of ZEUS is however different from the offi-
cial version of ZEUS-MP, which was employed for instance by
Vernaleo & Reynolds (2006) and Hayes et al. (2006), in that the
version used here was parallelised by R. Piontek.
An entirely different method is employed in Smoothed
Particle Hydrodynamics (SPH) codes (e.g. Lucy 1977;
Gingold & Monaghan 1977; Monaghan 1988, 1992, 2005). SPH
codes do not involve a grid at all, but track (fixed)-mass pack-
ets of fluid in a Lagrangian sense. While this approach to fluid
dynamics requires the use of an artificial viscosity to maintain
shock structure (e.g. Monaghan & Gingold 1983), it has the ad-
vantage for highly compressible flows that resolution automati-
cally increases in high-density regions, as the Lagrangian fluid
packets follow the mass flow. Three SPH codes, namely GADGET,
PHANTOM (runs: A, B), and VINE, are used in this work. More de-
tails of these codes are given below.
GADGET is an MPI parallel tree-SPH and N-body code de-
signed by Springel et al. (2001). We here used GADGET version
1. The code uses individual and adaptive timesteps for all par-
ticles, and it combines this with a scheme for dynamic tree
update. As a time integrator, it uses a variant of the leapfrog
integrator, involving an explicit predictor step. The smoothing
lengths are derived according to the commonly used M4 ker-
nel (Monaghan & Lattanzio 1985; Springel et al. 2001). In the
GADGET run performed here, we set the number of neighbours
of each SPH particle to 40 ± 5 neighbours. The influence of
changing the number of SPH neighbours Nneigh has been inves-
tigated by Attwood et al. (2007). They argued that using a fixed
number of neighbours prohibiting any variation in Nneigh may re-
duce numerical dissipation. Commerc¸on et al. (2008) also stud-
ied the influence of changing the number of SPH neighbours
in simulations of gravitational fragmentation. They find a weak
dependency of their results on the number of neighbours indi-
cating that increasing Nneigh speeds up gravitational fragmen-
tation slightly. All SPH codes used here employed roughly the
same number of SPH neighbours (see below). A number of about
Nneigh∼50±5 SPH neighbours is the typical setup for most SPH
calculations reported in the literature. Thus, our comparison of
SPH runs with each other should not be systematically affected
by our choice of SPH neighbours. However, varying the num-
ber of neighbours should be investigated in a detailed systematic
study of supersonic turbulence in the future.
PHANTOM is a low-memory, highly efficient SPH code writ-
ten especially for studying non-self-gravitating problems. The
code is made very efficient by using a simple neighbour find-
ing scheme based on a fixed grid and linked lists of particles. In
particular, it uses an η = 1.2 term in calculating the smoothing
length h through h = η (m/ρ)1/3. This corresponds to about 58
SPH neighbours in a uniform density distribution, though it is the
h − ρ relation (to a tolerance of 10−4) that provides the deciding
criterion, not the neighbour number. The code implements the
full ”grad-h” SPH formulation developed by Price & Monaghan
(2004) and Price & Monaghan (2007), whereby the smoothing
length and density are mutually dependent and iterated self-
consistently, resulting in exact conservation of momentum, en-
ergy and entropy in the SPH equations. Shocks are treated us-
ing the Monaghan (1997) formulation of artificial viscosity in
SPH as described in Price (2004), though modified slightly in
PHANTOM to allow a more efficient calculation. Timestepping is
performed using a Kick-Drift-Kick leapfrog integrator. The stan-
dard PHANTOM run is labeled as PHANTOM A. We conduct a sec-
ond run with PHANTOM, labeled PHANTOM B, in which dissipation
is reduced away from shocks using the viscosity switch proposed
by Morris & Monaghan (1997).
VINE (Wetzstein et al. 2008; Nelson et al. 2008;
Gritschneder et al. 2009) is an OpenMP parallel, tree-SPH
and N-body code. The code scales linearly up to a high num-
ber of processors, and is designed for a combined usage of
generic CPUs and the special purpose hardware GRAPE. Time
integration is performed here with a Drift-Kick-Drift leapfrog
integrator, which allows for individual particle timesteps. The
smoothing lengths are derived according to the M4 kernel
(Monaghan & Lattanzio 1985). In the VINE simulations, we set
the number of neighbours of each SPH particle to 50±5. Shocks
are treated with the time dependent artificial viscosity prescrip-
tion introduced by Morris & Monaghan (1997) (i.e. similar to
the PHANTOM B run).
3. Methods for the analysis of statistical measures
3.1. SPH interpolation onto a grid
For interpolating the density and the velocity distribution of the
SPH particles onto a grid, we use the generic SPH interpolation
formula (e.g. Monaghan 1992)
A(r) =
∑
i
Ai
ρi
mi
h3i
W
(
|r − ri|
hi
)
, (1)
where ρi is the density, mi is the mass, and hi is the smoothing
length of the i-th particle. The vector r is the position vector
to the centre of each grid cell, Ai is the particle quantity to be
interpolated to the grid (density and velocity for our purposes),
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and W(s) is the kernel function used for smoothing the particle
mass in space to derive an SPH density. The M4 kernel, which
is based on spline functions (Monaghan & Lattanzio 1985),
W(s) = 1
π

1 − 3s2/2 + 3s3/4, 0 ≤ s ≤ 1,
(2 − s)3/4, 1 ≤ s ≤ 2,
0, s ≥ 2,
(2)
is used for the interpolation. For each grid point, the above sum-
mation is over a limited number of neighbouring SPH particles
due to the compact support of the kernel function, which van-
ishes for |r − ri| ≥ 2hi.
3.2. Volume-weighted velocity power spectrum
The velocity power spectrum is calculated as follows. For each
velocity component we take the Fourier transform of the velocity
field v = (v1, v2, v3). We denote these Fourier transforms as v′ =
(v′1, v′2, v′3). Using these definitions the volume-weighted velocity
power spectrum is defined as
E(k) = 1
2
(
v′ · v′
)
, (3)
where v′ = (v′1, v′2, v′3) is the complex conjugate of the trans-
formed velocity. A wavenumber mapping, k = (k1, k2, k3), is
applied on the cells of the E(k)-cube, with each k1, k2, and k3
ranging from −N/2 to (N/2) − 1. The compressible (longitudi-
nal) part of the velocity power spectrum is calculated as
Ecom(k) = E(k) (v
′ · k) (v′ · k)
(k · k) (v′ · v′) , (4)
and the solenoidal (transverse) part as
Esol(k) = E(k) − Ecom(k) . (5)
For each wavenumber k = |k|, we collect from the E(k)-cube
all cells lying at distances in the [k, k+1] interval4. The mean
of the E(k)-values of these cells is normalised by the area of
the sphere element with radius k + 0.5. This gives the volume-
weighted velocity power spectrum E(k). The above process is
repeated for Esol(k) and Ecom(k).
To calculate the volume-weighted dissipation rate, we esti-
mate at each snapshot the integral over the volume-weighted ve-
locity power spectrum. This is formally given as
1
2
V2rms =
∫ ∞
0
E(k) dk , (6)
and is estimated numerically. The dissipation rate is then given
as the rate of change of this integral as the decay proceeds.
The sonic scale, ls = 2π ks, separates supersonic turbulent
flows on large scales (small k) from subsonic turbulent flows on
smaller scales (high k). We estimate the sonic scale by solving
the following equation,
1
2
c2s ≃
∫ ∞
ks=2π/ls
E(k) dk , (7)
implicitly for the sonic wavenumber ks.
4 Distances are measured with respect to the (0, 0, 0) cell, i.e. the cen-
tral cell.
3.3. Density-weighted velocity power spectrum
For density-weighted velocity power spectra, we substitute
vmw = (ρ/ρ0)1/2 v , (8)
where ρ0 is the mean density in the cube. Then, the above pro-
cess for the calculation of velocity power spectra is repeated.
The density-weighted velocity power spectrum is defined as
Emw(k) = 12
(
v′mw · v
′
mw
)
, (9)
in analogy to equation (3). The density-weighted dissipation
rate is computed in analogy to equation (6), from the density-
weighted velocity power spectrum Emw(k).
3.4. Probability distribution functions
Using all the cells in our grid, we obtain the cumulative distri-
butions, F, of the following quantities: logarithm of the density,
the three velocity components vi with i = 1, 2, 3, the logarithm
of the trace free rate of strain, |S ∗|, and the logarithm of vortic-
ity, ω = |∇ × v|. To obtain these distributions, the corresponding
quantities are binned linearly. From the cumulative distribution,
F, we derive the probability distribution function (PDF) of quan-
tity A at each bin n by computing
PDFn(A) = Fn(A) − Fn−1(A)An − An−1 . (10)
For the trace free rate of strain, the spatial derivatives of the
velocity components are first calculated as
vi, j =
∂vi
∂x j
. (11)
The (symmetric) strain tensor has components, S i j = 0.5(vi, j +
v j,i). The rate of strain is then
|S |2 = 2
∑
i
∑
j
S i jS i j . (12)
The trace of the strain tensor is d = ∑i S ii, so that the trace free
strain tensor has components S ∗i j = S i j − δi j d/3, where δi j is
the Kronecker unit function. The trace free rate of strain then
becomes
|S ∗|2 = 2
∑
i
∑
j
S ∗i jS ∗i j . (13)
|S ∗| gives the rate at which a fluid element is deformed without
changing its volume, e.g. by the act of a shear flow.
4. Driving phase
4.1. Driving time
We simulate driven turbulence using GADGET following the pre-
scription in Jappsen et al. (2005). The driving phase starts with
an initially homogeneous density distribution with ρ0 = 3.3 ×
10−19 g cm−3 at rest. As turbulence gets driven, the RMS Mach
number increases with time. It levels off at a value of Mrms∼3.9
after about 4 tff (see Fig. 1). This time corresponds to roughly
2.5 crossing times, tcross. We start the decay experiments at this
time, i.e. after turbulence has been driven for 2.5 tcross. The par-
ticle distribution obtained at this time is interpolated onto a grid.
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This grid is used as the initial condition for the decay simula-
tions using the grid codes. For the decay simulations using the
SPH codes, we directly use the particle distribution obtained
with GADGET at the same time (t = 2.5 tcross). For the follow-
ing calculations the time was reset to zero, and the turbulence
decay was followed over roughly six crossing times with each of
the grid and SPH codes.
Turbulence has been established when the decay experi-
ments start. This is shown in Figure 2, where we plot the veloc-
ity power spectra, calculated as explained in § 3.2 and § 3.3 for
the volume- and density-weighted spectra, respectively, of four
different snapshots taken along the driving phase. On the left
panels, volume-weighted spectra are plotted whereas density-
weighted spectra are shown on the right panels. Driving for
1.2 tcross (black lines) was not sufficient to produce a statistically
fully established turbulent flow, as there was not enough time for
turbulence (driven on large scales) to cascade down to the small-
est spatial scales. However, the turbulence is fully established af-
ter about 2.5 tcross: there is no significant variation of the velocity
power spectra when we attempted to drive turbulence for longer
times (cf. the red, green and blue lines corresponding to driv-
ing times of 2.5, 3.1, and 3.7 tcross, respectively). We conclude
that starting the decay with the gas distribution obtained after
2.5 tcross of driving is a reasonable choice of initial conditions.
Schmidt et al. (2009), Federrath et al. (2009b), and Glover et al.
(2009) also conclude that after about 2 tcross, supersonic turbu-
lence has established a statistical invariant state. However, sig-
nificant statistical fluctuations from snapshot to snapshot remain
(Federrath et al. 2009a), which explains the slight changes visi-
ble in the velocity power spectra at t = 2.5, 3.1, and 3.7 tcross in
Figure 2. The variations seen in Figure 2 for t & 2.5 tcross are at
most in the order of the typical snapshot-to-snapshot variations
introduced by intermittent fluctuations, i.e., less than 10% (see
also Kritsuk et al. 2007, Fig. 1). The initial conditions used for
our code comparison therefore constitute a statistically fully es-
tablished supersonic turbulent density and velocity distribution.
4.2. The result of driving: initial conditions for the decay
experiments
In this section, we present the velocity power spectra of the ini-
tial conditions used for the decay experiments. These initial con-
ditions have been produced with GADGET using the turbulence
driving routine developed by Mac Low (1999), and employed in
Jappsen et al. (2005). They present the state of the system after
2.5 tcross of driving (see § 4.1). On the left panel of Fig. 3, we
plot the volume-weighted velocity spectrum, with the density-
weighted velocity spectrum shown on the right panel. The spec-
tra were compensated with power-law slopes of 2.20 (left panel –
volume-weighted case) and 1.67 (right panel – density-weighted
case).
4.2.1. Volume-weighted velocity power spectrum of the initial
conditions
From the volume-weighted velocity power spectrum computed
with GADGET we derive a slope of about 2.2, which is obtained
in the wavenumber range 4.k.12. If any inertial-range scaling
could be inferred at all due to our limited numerical resolution,
it may only exist in the close vicinity of k ∼ 8.
In the presence of a bottleneck effect (e.g., Dobler et al.
2003; Haugen & Brandenburg 2004; Schmidt et al. 2006a),
Porter & Woodward (1994) argued that the bottleneck affects
all scales up to k ∼ N/32 = 8 for grids of size N = 256.
Schmidt et al. (2006a) suggested that the bottleneck peaks at
k ∼ N/10 ∼ 26. These authors also argued that, in codes
showing no bottleneck, numerical dissipation will start acting
at wavenumbers smaller than k ∼ N/10. Since our initial con-
ditions do not seem to exhibit a bottleneck, dissipation will cer-
tainly start at k . 26. Since a power law is established for scales
4.k.12, and since this power law breaks down at k & 12, we ar-
gue that dissipation did not play a significant role for wavenum-
bers k . 12 in the spectra of the initial conditions.
Padoan et al. (2007) and Kritsuk et al. (2007) performed
high-resolution hydrodynamic simulations of driven turbulence
using ENZO at resolutions of 10243 grid cells. They obtained a
significantly shallower slope of 1.9 for the volume-weighted ve-
locity spectrum. Federrath et al. (2009a) showed that driving tur-
bulence with the FLASH code at resolutions of 5123 and 10243
grid cells results in a slope consistent with those of Padoan et al.
(2007) and Kritsuk et al. (2007). In contrast, at the resolution of
2563 (as used here), a steeper slope of the order of 2.1 was ob-
tained (Federrath et al. 2009a), which is consistent with our re-
sult for the volume-weighted spectra. Federrath et al. (2009a) di-
rectly demonstrated the steepening of the velocity spectrum with
decreasing numerical resolution (cf. their Fig. C.1). However,
they also find that the slope of the velocity spectrum is converged
to within less than 3% going from 5123 to 10243 in their numer-
ical experiments. Considering the low resolution in the present
study, it is therefore not surprising that we find a slope of about
2.2 for the volume-weighted velocity power spectrum. This re-
sult however can also be taken as an indication that the initial
conditions used for our comparison experiments did not strongly
depend on the method by which these initial conditions have
been produced (i.e. GADGET).
4.2.2. Density-weighted velocity power spectrum of the initial
conditions
From the density-weighted velocity power spectrum we obtain a
scaling close to the Kolmogorov (1941) scaling with a slope of
about 5/3. This slope is found within 5 ≤ k ≤ 20. We have used
vmw = (ρ/ρ0)1/2 v (see § 3.3) instead of vmw = (ρ/ρ0)1/3 v, which
was used by Kritsuk et al. (2007), Kowal & Lazarian (2007),
Schmidt et al. (2008), and Federrath et al. (2009a). The (ρ/ρ0)1/2
weights correspond to a quantity that has physical reference to
kinetic energy (1/2) ρ |v|2, while the (ρ/ρ0)1/3 weights corre-
spond to a constant kinetic energy dissipation rate within the
inertial range (Kritsuk et al. 2007). For GADGET only, we addi-
tionally compute energy spectra with the (ρ/ρ0)1/3 weights. The
comparison of the (ρ/ρ0)1/2 to the (ρ/ρ0)1/3 weights is shown in
Figure 4 (left panel). We find a steeper slope of about 1.8 for
the (ρ/ρ0)1/3 weights. The fact that Kritsuk et al. (2007) obtain
Kolmogorov-type scaling using the (ρ/ρ0)1/3 weights is a conse-
quence of their volume-weighted velocity power spectrum being
shallower than ours with slopes of 1.9 and 2.2, respectively. We
find this steeper slope of about 2.2 due to our limited numer-
ical resolution as discussed in the previous section. Therefore,
the fact that our density-weighted spectra show scaling close to
Kolmogorov scaling is a result of the rather small numerical res-
olution adopted in this comparison. Clearly, the slopes of the
density-weighted spectra depend not only on the velocity statis-
tics, but also on the convolution of density and velocity statistics.
However, we argue that the density information should be
taken into consideration in the statistical analysis of compress-
ible turbulence, as most of the mass ends up in small volumes
through shocks. This fact is neglected by statistical measures that
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take into account volume-weighted velocities only (for instance,
some models of the mass distribution of molecular cloud cores
and stars are based on the volume-weighted velocity power spec-
trum, e.g., Padoan & Nordlund 2002).
4.2.3. The effective SPH resolution
We would like to comment here on the Lagrangian nature of
the SPH method. In Figure 3, there is a rise in power on scales
k & 100, particularly prominent in the density-weighted case
(right panel). This is a consequence of the adaptivity in reso-
lution that is intrinsic to the SPH method: as the SPH particles
move with the flow, the build-up of high densities is accompa-
nied by an increase in the number of particles (sampling-points)
for a fixed volume element. Therefore, as high densities build up
on small scales due to the shocks developed in supersonic turbu-
lence, the SPH particle concentration increases on these scales.
In particular, in driven turbulence the effective SPH resolution
in high-density regions eventually becomes superior to the reso-
lution initially employed. Hence, the extra power developed on
scales k & 100 is a result of the interpolation of the SPH parti-
cle distribution onto a grid of resolution lower than the effective
SPH resolution5. When the SPH particle distribution is interpo-
lated onto a larger grid (N = 5123) this rise in power is no longer
observed (right panel of Fig. 4). In other words, because of the
finite extent of the grid we used for our comparison experiments
(N = 2563), all SPH information on scales smaller than kmax gets
interpolated into the kmax bin. This appears as a rise in the power
on the smallest scales of our grid.
5. Results of the turbulence decay code
comparison
5.1. Volume-weighted and density-weighted velocity power
spectra
Figures 5 and 6 present the time evolution of the volume- and
density-weighted velocity power spectra obtained with the var-
ious codes employed in this work. Data from the following
snapshots are shown: initial conditions at t = 0.0 tcross (black
lines), t = 0.06 tcross (red lines), t = 0.31 tcross (green lines),
t = 0.62 tcross (blue lines), t = 3.1 tcross (cyan lines), and
t = 6.2 tcross (magenta lines). Figures 7 and 8 show the volume-
and density-weighted velocity power spectra of each code plot-
ted on top of each other in a single plot as a function of time,
so that the spectra obtained for each snapshot can be directly
compared across all codes for each time.
The grid codes dissipate the power produced on small spa-
tial scales (k & 100) of the initial conditions faster than the
SPH codes. This is a result of the SPH interpolation onto the
grid (see § 4.2.3). Due to their Lagrangian nature the SPH
runs (GADGET, PHANTOM A, PHANTOM B, and VINE), maintained
power at k & 20 for a longer time. All grid codes have lost
slightly more power for k & 20 than the SPH codes, immedi-
ately after the decay simulations start (i.e. from the first snapshot
at 0.06 tcross). The differences seen at early times on the small
scales of the SPH power spectra is a result of the different meth-
ods that each of the SPH codes adopt for calculating particle
smoothing lengths and/or the use of different smoothing kernels,
and different implementations of artificial viscosity.
5 Note that the total number of sampling points for the SPH runs
(2153 particles) was smaller than the number of sampling points em-
ployed for our grids (2563 grid cells).
The volume-weighted velocity power spectra obtained with
the SPH codes and with the grid code ZEUS are quite similar
for k . 20 at t = 0.06 tcross, with power law slopes of about
2.2. ENZO, FLASH, and TVD have a slightly shallower slope of
about 2.1. This slope agrees with the low-resolution models in
Federrath et al. (2009a) using 2563 grid cells. At t = 0.31, and
0.62 tcross, also ZEUS develops a slightly shallower slope that
roughly agrees with the slopes obtained using the other grid
codes. The slopes have droped to about 1.95 and 1.9 at t = 0.31,
and 0.62 tcross, respectively. The wavenumber ranges over which
these slopes are maintained are slightly smaller for ZEUS than for
TVD and FLASH (up to k ∼ 12), while ENZO maintains the slopes
up to k ∼ 18. The SPH codes again have a slightly steeper slope
by about 0.1 than the grid codes, and the wavenumber range over
which this slope is maintained is comparable with the range ob-
tained using the ZEUS code.
The density-weighted velocity power spectra are shallower
than the volume-weighted spectra for all codes with slopes
of about 1.6 at t = 0.06 tcross. This much shallower slope is
a result of the low resolution of our numerical experiments
as discussed in § 4.2.2. Similar to the results obtained from
the volume-weighted spectra, all grid codes dissipate the ini-
tial power on scales k & 20 faster than the SPH codes with
ZEUS having dissipated most. However, there is an important
exception to this result concerning the grid codes: the density-
weighted velocity power spectrum produced by the grid code
ENZO is almost identical to the power spectra produced with
the SPH codes at t = 0.06 tcross, while FLASH, TVD, and ZEUS
have lost a considerable amount of their power at k & 20.
The power spectrum obtained with the ZEUS code shows the
break into the dissipation range already at k ∼ 10 and pro-
duces a slightly steeper slope of about 1.65 than all other
codes. At later times (t = 0.31 tcross, and t = 0.62 tcross)
all codes produced similar density-weighted power spectra for
k . 20, while the ENZO code develops a clear bottleneck (see e.g.
Dobler et al. 2003; Haugen & Brandenburg 2004; Schmidt et al.
2006a), which manifests itself in the excess power seen at k &
10. Since ENZO was run here with a PPM diffusion parameter set
to K = 0.0 (Colella & Woodward 1984), the bottleneck effect is
quite strong (see also Kritsuk et al. 2007; Federrath et al. 2009a).
Although the FLASH code uses the same numerical technique as
ENZO it does not show such a pronounced bottleneck effect, be-
cause FLASH was used with the recommended PPM diffusion
parameter of K = 0.1 (Colella & Woodward 1984).
As the decay progresses (t = 3.1, and 6.2 tcross), power gets
dissipated differently by the various codes at k & 8. However,
on large scales (k . 8), all codes used in the present study show
very similar volume- and density-weighted velocity power spec-
tra with slight variations that can be attributed to statistical fluc-
tuations (Kritsuk et al. 2007; Federrath et al. 2009a). This is an
important result, as it shows that all codes, despite having differ-
ent dissipation mechanisms acting on small scales at k & 8, on
large spatial scales the results of the decaying turbulence experi-
ments presented here are quite robust. They do not show consid-
erable systematic differences for the codes employed here at the
resolutions studied. Moreover, it is important to note that the dis-
sipation ranges at k & 8 are not just different when we compare
grid codes with SPH codes, but they are also different among the
SPH codes and among the grid codes. Thus, we conclude that the
dissipation range is strongly dependent on the code being used,
while scales with k . 8 are similarly well reproduced by all the
hydrodynamic codes employed here.
The overall performance of the codes, as seen through the
analysis of their velocity power spectra at times t = 3.1 tcross,
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and t = 6.2 tcross shows that the numerical viscosity of grid
codes is generally lower than that of SPH codes, and details of
the method used will determine the detailed ranking. For exam-
ple, using K = 0 in PPM, as done for the ENZO run, yields a
lower dissipation value, although with a stronger bottleneck ef-
fect than the K = 1 value used for the FLASH run. Similarly, we
find that the viscosity implementation by Morris & Monaghan
(1997) used in the PHANTOM B and VINE runs is superior to that
of GADGET and the PHANTOM A run.
Considering the resolution of N3 = 2563 cells used in the
present study (2153 SPH particles interpolated to a 2563 grid),
the fact that the velocity power spectra are different at k & 8
implies that one should be cautious with the interpretation of
results obtained with power spectra at wavenumbers k & N/32.
This means that length scales smaller than about 32 grid cells for
grid codes (and SPH codes using a similar number of resolution
elements interpolated to a grid of equivalent size), are affected by
the individual dissipation mechanisms acting in hydrodynamical
codes. In contrast, the results of the various codes are robust for
k.N/32. This is encouraging, because the results of all the hy-
drodynamical codes used here agree well in this regime, and one
is free to choose a code for modelling supersonic turbulence as
long as only results for scales k.N/32 are considered. However,
this also means that one needs resolutions of at least 10243 grid
cells to obtain roughly one full decade in length scale over which
a power law could be fitted to turbulent velocity spectra. In prac-
tice, this range turns out to be even smaller than one decade in
length scales at a resolution of 10243 grid cells (Kritsuk et al.
2007; Klein et al. 2007; Federrath et al. 2009a).
5.2. Kinetic energy dissipation rates
Tables 1 and 2 list the integrals over the volume- and density-
weighted velocity spectra, respectively for each code and run
at each of the snapshots presented here. Up to t = 0.31 tcross,
all SPH codes dissipate volume-weighted power slightly faster
than the grid codes, while for the density-weighted power, both
SPH and grid codes dissipate kinetic energy at roughly the same
rate. At t = 0.62 tcross, however, ZEUS has dissipated about 15%
more power in velocity fluctuations than the other codes, while
all other grid codes have still dissipated less than the SPH codes.
The density-weighted integral gives more similar results for all
codes at all times analysed. At t = 3.1, and t = 6.2 tcross, all
codes have roughly dissipated the same amount of volume- and
density-weighted power, except for the PHANTOM B run having
kinetic energies about 16% larger than all other codes.
5.3. Time evolution of the RMS Mach number
The time evolution of the RMS Mach number is shown in
Figure 9. The dotted line shows the expected power-law de-
cay rate Mrms ∝ t−1/2 for supersonic turbulence (Mac Low et al.
1998; Stone et al. 1998; Mac Low 1999), starting at an RMS
Mach number of Mrms ∼ 3.9:
Mrms(t) = 3.9
(
t
tcross
+ 1
)−1/2
. (14)
Clearly, the RMS turbulent flow remains supersonic (i.e. Mrms >
1) for all times analysed in the present study. However, turbu-
lent velocity fluctuations become smaller on smaller scales. The
transition scale separating supersonic motions on large scales
and subsonic motions on small scales is called the sonic scale
ks (e.g., Va´zquez-Semadeni et al. 2003; Federrath et al. 2009a).
We computed an estimate of the sonic scale using the definition
of equation (7).
5.4. Time evolution of the sonic scale
Table 3 lists the evolution of the sonic scale for all codes/runs
and all snapshots. The sonic scale decreases fastest for
PHANTOM A, PHANTOM B and ZEUS, and slowest for ENZO.
GADGET, VINE, FLASH and TVD show quite similar results for
the evolution of the sonic scale. The sonic scale does not differ
considerably among the various codes at later times (t = 3.1 tcross
and t = 6.2 tcross). However, during the initial stages of the de-
cay, there are differences up to 30%. This is partly a result of
our computation of the sonic scale (cf. § 3.2). Since the differ-
ent codes have quite different dissipation properties, the sonic
scale is affected accordingly (cf. § 5.1). Also note that the sonic
scale is given as an integer. Thus, the fact that, for instance, ENZO
maintains ks = 10 until t = 0.62 tcross does not imply that its sonic
scale stays exactly the same for all times t < 0.62 tcross, but will
have also decreased slightly. However, our grid of wavenumbers
is binned such that only integer values of k are permitted, and
thus, rounding errors introduce uncertainties of about 10% in
the ks-values at early times of the decay (t . 1tcross).
5.5. Probability distribution functions
5.5.1. Probability distribution functions of the gas density
Figure 10 shows volume-weighted probability distribution func-
tions (PDFs) of the gas density. Each panel shows the compar-
ison of the density PDFs for all codes at t = 0.0, 0.06, 0.31,
0.62, 3.1, and 6.2 tcross after they have been interpolated to grids
of 2563 cells. The density PDFs were computed from the loga-
rithm of the density s = ln (ρ/ρ0). The PDF p(s) is expected to
follow roughly a Gaussian distribution
p(s) ds = 1√
2πσ2s
exp
[
−
(s − s0)2
2σ2s
]
ds (15)
where σs is the logarithmic density dispersion and s0 is the
mean value of s (e.g., Va´zquez-Semadeni 1994; Padoan et al.
1997; Stone et al. 1998; Mac Low 1999; Nordlund & Padoan
1999; Ostriker et al. 1999; Klessen 2000; Ostriker et al. 2001;
Boldyrev et al. 2002a; Li et al. 2003; Padoan et al. 2004;
Glover & Mac Low 2007; Kritsuk et al. 2007; Beetz et al. 2008;
Federrath et al. 2008b; Lemaster & Stone 2008; Schmidt et al.
2009; Federrath et al. 2009a; Glover et al. 2009).
The density PDFs of all codes show little variation around
the peak of the distribution and at the high-density tail, and they
are all roughly consistent with log-normal distributions, equa-
tion (15). The low density tails show stronger variations. This is
because the low density tail is subject to stronger temporal vari-
ations caused by intermittent fluctuations (Kritsuk et al. 2007;
Federrath et al. 2009a). In Table 4 we list the values of s0 and
σs for each code. Note that for a log-normal volume-weighted
density distribution, s0 = −σ2s/2. The means and standard de-
viations of the PDFs are similar for all codes and vary only by
about 10%, except for our ZEUS run at t = 0.62 tcross, which has
a mean value |s0| about 28% larger than the average over all runs
at that time. This appears slightly too high a variation to be at-
tributed to temporal fluctuations. The difference of the density
PDF around its peak obtained with the ZEUS run at t = 0.62 tcross
is also visible in Figure 10 (bottom left panel). However, at later
times, the ZEUS density PDFs are almost identical to the ones
obtained with the other codes.
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One would expect that SPH codes can resolve high-density
regions better than grid codes. This is because the effective SPH
resolution increases with increasing density (cf. § 4.2.3). On the
other hand, low-density gas will become less resolved as parti-
cles move towards higher density regions and away from low-
density regions. However, the density PDFs of grid codes and
SPH codes agree very well after interpolation of the particle
data to grids. This may be caused by our interpolation proce-
dure. We therefore would like to test the density PDF obtained
from the SPH particle density directly without interpolation to
a grid. The density PDF of SPH particles is naturally mass-
weighted. Therefore, in order to obtain the volume-weighted
density PDF directly from the particles we must weight the con-
tribution of each particle into a density bin by the inverse of its
density (for equal mass particles). Note that in general, volume-
weighted PDFs, pv, are related to mass-weighted PDFs, pm, by
pv = pm/ρ (e.g. Ostriker et al. 2001; Li et al. 2003). This con-
version is necessary as particles and grid cells do not sample the
computational volume in the same manner, i.e. the particles are
concentrated in high-density regions, whereas the grid cells sam-
ple the volume homogeneously. The same applies for the distri-
bution of Lagrangian tracer particles used in grid simulations
(Federrath et al. 2008a; Price & Federrath 2009). Therefore, we
must compensate the particle PDF for the fact that most particles
are located in high-density regions.
Figure 11 shows the density PDF of the GADGET run as ob-
tained both after interpolation to a grid (black line), and directly
obtained from the SPH particle density (red line). Additionally,
we show the SPH density PDF obtained from the VINE run for
comparison. The SPH density PDFs for GADGET and VINE were
transformed into volume-weighted PDFs using pv = pm/ρ to
allow for a direct comparison of the grid and the SPH density
PDFs. The grid-interpolated and the SPH density PDFs show no
significant differences: the grid-interpolated PDF exhibits less
scatter in the low-density regime than the SPH particle PDF, in-
dicating that the grid-interpolated PDF samples the low-density
regime slightly better than the particle-based PDF. On the other
hand, the particle-based density PDF shows better sampling of
the high-density tail and extends to slightly higher densities and
lower probability densities. This is to be expected because the
effective resolution is larger for the particle-based distribution at
high densities, and SPH density peaks are smoothed to slightly
smaller densities by the interpolation technique, equation (1).
This analysis offers an additional illustration of the fact that the
adaptivity of the SPH method is suppressed when the SPH infor-
mation is interpolated onto a grid of resolution smaller than the
effective SPH resolution (cf. § 4.2.3).
It is an encouraging result that all codes are able to reproduce
the general form of the density PDF quite well. This is important,
because the turbulent density PDF is an essential ingredient to
many models of star formation: to understand the mass distribu-
tion of cores in molecular clouds and stars (Padoan & Nordlund
2002; Hennebelle & Chabrier 2008, 2009), the star formation
rate (Krumholz & McKee 2005; Padoan & Nordlund 2009), the
star formation efficiency (Elmegreen 2008), and the Kennicutt-
Schmidt relation on galactic scales (Elmegreen 2002; Kravtsov
2003; Tassis 2007).
5.5.2. Probability distribution functions of the rate of strain
Figure 12 presents the trace free rate of strain PDFs computed as
explained in § 3.4. Each panel shows the comparison of the PDFs
of all codes at t = 0.0, 0.06, 0.31, 0.62, 3.1, and 6.2 tcross. Within
the first tcross (top row and bottom-left panel of Fig. 12), all SPH
codes and ZEUS have PDFs that are slightly narrower than those
of the remaining grid codes (top-right and bottom-left panels of
Fig. 12). At later times (bottom-middle and bottom-right pan-
els of Fig. 12), all codes appear to have distributions with sim-
ilar widths, but with the PDFs of the SPH codes and the ZEUS
code peaking at almost half the |S ∗| value of the other grid codes.
In particular, GADGET, PHANTOM A, PHANTOM B, VINE and ZEUS
have their peaks at log |S ∗| . 0, while ENZO and FLASH have
their peaks at log |S ∗| & 0. TVD appears to peak in between. At
t = 6.2 tcross the velocity power spectra of the codes are main-
tained up to k-values that can be ordered as follows (from higher
to lower values): ENZO, FLASH, TVD, ZEUS, VINE, PHANTOM B,
GADGET, PHANTOM A (cf. the bottom-right panels of Fig. 7 and 8
in § 5.1). This is the order of the |S ∗|-value of the peaks of the
rate of strain PDFs at this time (bottom-right panel of Fig. 12).
5.5.3. Probability distribution functions of the vorticity
In Figure 13, we present the vorticity PDFs. The vorticity was
computed as explained in § 3.4. Each panel shows the compari-
son of the vorticity PDFs of all codes at t = 0.0, 0.06, 0.31, 0.62,
3.1, and 6.2 tcross. The vorticity and the trace free rate of strain
PDFs show a similar behaviour: within the first tcross (top row
and bottom-left panel of Fig. 13), the SPH codes and ZEUS show
narrower distributions than the remaining grid codes. At later
times (bottom-middle and bottom-right panels of Fig. 13), the
vorticity distributions of the SPH codes and ZEUS peak at almost
half the vorticity value of the other grid codes. Again, the peaks
of PHANTOM B, VINE, TVD, and ZEUS are bracketed by the peaks
of the remaining codes, with GADGET and PHANTOM A peaking at
the lowest values of the vorticity, and ENZO and FLASH peaking
at the highest vorticity.
Since the vorticity is related to the ability of the codes to
model turbulent eddies, these comparisons indicate that SPH
codes exhaust their ability earlier than grid codes, most likely be-
cause of their excess viscosity acting on the smallest of these ed-
dies and erasing them. As in the case of the rate of strain above,
the order of the vorticity values of the peaks of the vorticity PDFs
is the same as the order with which the codes maintain their ve-
locity power spectra in the high-k regime (cf. the bottom right
panel of Fig. 7 and 8, and the bottom-right panel of Fig. 12).
5.5.4. Probability distribution functions of the velocity
Figure 14 shows the PDFs of the velocity component vz. Each
panel shows the comparison of the PDFs of all codes at times
t = 0.0, 0.06, 0.31, 0.62, 3.1, 6.2 tcross. For all these snapshots,
the velocity PDFs are very similar for all codes. Apart from sta-
tistical fluctuations showing up in the wings of the distributions,
the velocity PDFs are roughly Gaussian distributions. As the
standard deviation of the density PDFs (cf. Fig. 10), the stan-
dard deviation of the velocity PDFs decreases with time, which
simply reflects the turbulence decay (cf. Fig. 9).
6. Computational efficiency of the codes
Table 5 provides a summary of the computational efficiency of
our codes/runs for the present setup. We remind the reader that in
the current study all SPH codes used 2153 resolution elements,
while the grid codes used 2563 resolution elements. We com-
pensated for this discrepancy in the number of resolution ele-
ments, as well as compensated roughly for the different CPU
clock rates in the last row of Table 5. However, the various runs
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were performed on different parallel machines throughout the
world, some with, others without optimisations. Furthermore,
different supercomputers use different hardware solutions for the
parallelisation. Thus, the given numbers should only be taken
as a rough estimate that may be accurate to within factors of a
few. However, we emphasise that we have performed both the
GADGET and the ENZO run on exactly the same supercomputing
platform with the same optimisations, such that we can compare
the performance of these two runs directly.
The fastest of all runs was performed with the TVD grid code.
It is roughly ten times faster than our ENZO run, about 15 times
faster than FLASH, and about 27 times faster than the version of
ZEUS used here. However, the official ZEUS-MP version is ex-
pected to be faster and to scale better. Due to its specific de-
sign and implementation, PHANTOM is the fastest of all the SPH
codes employed, but still roughly 50% slower than the slowest
grid code (our version of ZEUS). GADGET and VINE are about 16
times, and about 30 times, respectively slower than PHANTOM.
However, it must be remembered that the extra cost in SPH re-
flects the fact that resolution elements are placed to follow the
mass, and thus preferentially to resolve high-density regions.
Thus, additional information is calculated on small scales. This
information however does not enter this comparison as the parti-
cles are interpolated onto a fixed grid. The extra cost for the SPH
runs is similar to what can occur with grid-based Adaptive Mesh
Refinement (AMR) (e.g. Berger & Colella 1989), because of the
additional overhead to store and iterate over the AMR hierarchy
(see e.g. Schmidt et al. 2009). However, a quantitative analysis
of the performance of AMR versus SPH is beyond the scope of
this paper, and should be discussed elsewhere.
The fact that GADGET and VINE are more than one order
of magnitude slower than any of the grid codes makes it com-
putationally expensive to study supersonic turbulence at reso-
lutions higher than about 2563 SPH particles. This may partly
explain why no SPH calculations of supersonic turbulence have
so far been using more than 5123 particles. The latter was only
achieved with the PHANTOM code in Price & Federrath (2009)
and in the KITP code comparison project6.
7. Conclusions
In this paper we report the comparison of the performance of
four grid-based and three particle-based hydrodynamic codes on
the modelling of supersonic turbulence decay. In particular, we
have studied the decay of compressible, supersonic, isothermal
turbulence in the absence of gravity within a periodic box using
simulations with resolutions of 2563 grid cells for the grid codes,
and 2153 particles for the SPH codes.
We have simulated driven turbulence with the SPH code
GADGET. The SPH particle distribution at the end of the driving
has been interpolated onto a grid that provides the initial con-
ditions to the grid codes employed, namely ENZO, FLASH, TVD
and ZEUS. We have also followed the decay of turbulence using
several implementations of the SPH method, namely GADGET,
PHANTOM (runs: A, B), and VINE, where PHANTOM B used the
Morris & Monaghan (1997) viscosity switch, while PHANTOM A
was run without the switch.
The turbulence decay was followed for about six turbulent
crossing times. During the whole decay phase considered here,
the turbulent flow stays in the supersonic regime. The turbulent
energy dissipation was measured for all codes. For times greater
6 http://kitpstarformation07.wikispaces.com/
Star+Formation+Test+Problems
than about 3 crossing times (when any initial transient phase due
to small variations in the initial conditions has disappeared, and
all codes have developed their individual dissipation signatures)
a comparison of volume- and density-weighted velocity spectra
indicates that the numerical viscosity of grid codes is generally
lower than that of SPH codes, with details of the method like
the order of the code contributing secondarily. We show that the
differences between ENZO and FLASH are due to our choice of
using different PPM diffusion parameters for the two codes, i.e.,
in this study ENZO was used with a PPM diffusion parameter of
K = 0.0, while FLASH was used with the PPM diffusion param-
eter set to K = 0.1 as recommended by Colella & Woodward
(1984). Switching-off PPM diffusion completely (as in our ENZO
run) results in less dissipation, but produces a stronger bottle-
neck effect (see also Kritsuk et al. 2007; Federrath et al. 2009a).
Use of the Morris & Monaghan (1997) viscosity implementation
for SPH provides less dissipation as observed in our PHANTOM B
and VINE runs in comparison with the GADGET and PHANTOM A
runs. In general, the viscosity acts differently for the different
grid- and SPH-codes at wavenumbers k & 8 at the resolutions
studied here, shown by our analysis of velocity power spectra in
§ 5.1. However, all codes produced velocity spectra that are in
good agreement for k . 8.
Using Fourier spectra we also showed that the additional in-
formation that the SPH method can offer in high-density regions
and/or on small scales will be suppressed if it is not interpolated
onto a high enough resolution grid, as discussed in § 4.2.3 and
§ 5.1.
The trace-free rate of strain and the vorticity PDFs confirm
the ordering of the runs according to their dissipation given
above. The density PDFs are very similar for all the runs per-
formed in the present study. The means and standard deviations
of the logarithmic density varied by less than 10% for all codes
at all times analysed, with one exception (the mean logarith-
mic density obtained in our ZEUS run at t = 0.62 tcross varied
by about 30%, which is also seen in its density PDF). For the
SPH code GADGETwe have shown that the density PDF obtained
from the SPH particle distribution samples the high density tail
slightly better, while our results indicate that using a grid, the
low-density tail is slightly better sampled. However, the overall
shape is very close to a log-normal distribution in density, and
its mean and standard deviation are quite robust for all codes
employed in the present study.
Our results demonstrate that different codes have differ-
ent dissipation mechanisms affecting spatial scales k & N/32.
However, our code comparison also shows that SPH and grid
codes give similar results for an equivalent number of resolu-
tion elements N for each direction in space on scales k . N/32,
though with the SPH runs being about ten times more computa-
tionally expensive than the grid runs on average. Careful choice
of numerical algorithm can extend this scaling range slightly,
indicating that grid codes tend to show a slightly longer scal-
ing range than SPH codes (cf. Figures 7 and 8). However, at the
numerical resolutions employed in the present study, all slopes
inferred from the volume- and density-weighted spectra are too
steep compared with higher resolution data from the literature.
It is thus rather a question of resolution than a question of the
specific properties of the hydrodynamical codes used in this
study that determines their performance in reproducing turbu-
lence scaling relations. This must be tested in a future compari-
son employing at least one order of magnitude more resolution
elements for both grid and SPH codes.
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Table 1. Time evolution of Etot =
∫
E(k) dk in units of [c2s ], for all codes/runs.
Time t [tcross] GADGET PHANTOM A PHANTOM B VINE ENZO FLASH TVD ZEUS
0.0 ............... 7.64 7.64 7.64 7.64 7.64 7.64 7.64 7.64
0.06 ............ 7.16 7.12 7.12 7.31 7.58 7.60 7.61 7.51
0.31 ............ 5.72 5.72 5.71 5.83 6.32 6.16 6.17 5.88
0.62 ............ 4.68 4.72 4.72 4.76 5.22 5.03 5.04 4.51
3.1 ............... 1.72 1.70 1.74 1.71 1.75 1.74 1.75 1.64
6.2 ............... 1.16 1.14 1.32 1.15 1.14 1.14 1.14 1.15
Table 2. Time evolution of Emw,tot =
∫
Emw(k) dk in units of [ρ0 c2s ], for all codes/runs.
Time t [tcross] GADGET PHANTOM A PHANTOM B VINE ENZO FLASH TVD ZEUS
0.0 ............... 7.22 7.22 7.22 7.22 7.22 7.22 7.22 7.22
0.06 ............ 6.84 6.93 6.95 7.00 7.00 6.82 6.83 6.82
0.31 ............ 5.42 5.49 5.50 5.54 5.70 5.41 5.43 5.39
0.62 ............ 4.30 4.36 4.38 4.38 4.55 4.31 4.32 4.17
3.1 ............... 1.56 1.56 1.61 1.56 1.57 1.56 1.55 1.56
6.2 ............... 1.12 1.11 1.29 1.12 1.11 1.10 1.10 1.13
Table 3. Time evolution of the sonic scale ks as defined by equation (7) for all codes/runs.
Time t [tcross] GADGET PHANTOM A PHANTOM B VINE ENZO FLASH TVD ZEUS
0.0 ............... 10 10 10 10 10 10 10 10
0.06 ............ 9 9 9 9 10 10 10 9
0.31 ............ 9 8 8 8 10 9 9 8
0.62 ............ 8 7 7 8 10 9 9 7
3.1 ............... 3 3 3 3 3 3 3 3
6.2 ............... 2 2 2 2 2 2 2 2
Table 4. Time evolution of the mean s0 and standard deviation σs of the logarithmic density s = ln (ρ/ρ0) for all codes/runs.
GADGET PHANTOM A PHANTOM B VINE ENZO FLASH TVD ZEUS
Time t [tcross] s0 σs s0 σs s0 σs s0 σs s0 σs s0 σs s0 σs s0 σs
0.0 ............... -0.73 1.23 -0.73 1.23 -0.73 1.23 -0.73 1.23 -0.73 1.23 -0.73 1.23 -0.73 1.23 -0.73 1.23
0.06 ............ -0.72 1.22 -0.71 1.21 -0.71 1.21 -0.72 1.22 -0.73 1.23 -0.73 1.23 -0.73 1.23 -0.73 1.23
0.31 ............ -0.72 1.22 -0.70 1.20 -0.70 1.21 -0.72 1.22 -0.73 1.23 -0.73 1.23 -0.73 1.23 -0.73 1.23
0.62 ............ -0.54 1.10 -0.52 1.08 -0.53 1.08 -0.54 1.09 -0.58 1.14 -0.58 1.13 -0.59 1.14 -0.68 1.19
3.1 ............... -0.15 0.56 -0.15 0.55 -0.15 0.56 -0.15 0.56 -0.16 0.56 -0.16 0.56 -0.16 0.58 -0.16 0.58
6.2 ............... -0.06 0.34 -0.05 0.32 -0.06 0.33 -0.06 0.34 -0.06 0.34 -0.06 0.34 -0.06 0.35 -0.06 0.36
Table 5. Computational efficiency of all codes/runs.
GADGET PHANTOM A PHANTOM B VINE ENZO FLASH TVD ZEUS
architecture (CPU type) Itanium Clovertown Clovertown Itanium Itanium Xeon Xeon Xeon
CPU clock rate 1.6 GHz 2.66 GHz 2.66 GHz 1.3 GHz 1.6 GHz 1.6 GHz 2.66 GHz 2.33 GHz
number of CPUs used 32 8 8 64 8 (32) 64 8 64
parallelisation MPI OpenMP OpenMP OpenMP MPI MPI MPI MPI
total CPU-h 6,490 248 248 15,000 165 (203) 256 10 315
total CPU-h (norm.a) 10,960 697 697 20,600 165 (203) 256 17 459
a CPU hours normalised to 2563 resolution elements, and normalised to a clock rate of 1.6 GHz on an Intel Itanium/Xeon chip. These are very
rough estimates that should only be accurate to within factors of a few, because of the different parallelisation hardware used on the various
supercomputing platforms. Note however that GADGET and ENZO were run on the same supercomputing platform, and with the best run time and
parameter optimisations that we could achieve on that supercomputer for both codes. The total CPU time for these two runs can thus be compared
directly. ENZO was also run on 32 CPUs (values given in brackets).
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Fig. 1. Time evolution of the RMS Mach number during the driving phase. After driving for about 2 turbulent crossing times
tcross (see text), the RMS Mach number has reached a statistical steady state. The initial conditions for the decaying turbulence
code comparison were chosen randomly at t = 2.5tcross in the regime of fully developed supersonic turbulence, t > 2tcross (e.g.
Federrath et al. 2009b), when the RMS Mach number has reached its statistical steady state of Mrms∼3.9.
Fig. 2. Top: Velocity power spectra obtained at four different snapshots during the driving phase (volume-weighted spectra on the
left, and density-weighted spectra on the right panels). The spectrum of each snapshot is plotted with a different colour (1.2 tcross:
black lines; 2.5 tcross: red lines; 3.1 tcross: green lines; 3.7 tcross: blue lines). The decay experiments using the SPH and grid codes
starts with the snapshot at 2.5 tcross when turbulence is fully established. The solid lines correspond to E(k) = Esol + Ecom (volume-
weighted, left), and Emw(k) = Emw,sol + Emw,com (density-weighted, right), the dashed lines to the solenoidal (transverse) part, and
the dash-dotted lines to the compressible (longitudinal) part of the spectra. Bottom: The same spectra as on the top, but compensated
with power-law slopes of 2.20 (left panel – volume-weighted case) and 1.67 (right panel – density-weighted case).
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Fig. 3. Velocity power spectra of the initial conditions used for the decay experiments (volume-weighted spectrum on the left,
and density-weighted spectrum on the right panel). The spectra were compensated with power-law slopes of 2.20 (left panel –
volume-weighted case) and 1.67 (right panel – density-weighted case).
Fig. 4. Left panel: Density-weighted velocity power spectra of the initial conditions using different velocity weights: vmw =
(ρ/ρ0)1/2 v (black lines), and vmw = (ρ/ρ0)1/3 v (red lines). Right panel: Density-weighted velocity power spectra [vmw =
(ρ/ρ0)1/3 v] of the initial conditions interpolated to grids of 2563 cells (black lines) and 5123 cells (red lines).
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Fig. 5. Time evolution of the volume-weighted velocity power spectra (compensated with power-law slopes of 2.20) of the SPH
codes GADGET, PHANTOM (runs: A, B), and VINE (left column) and of the grid codes ENZO, FLASH, TVD, and ZEUS (right column) for
the following snapshots: t = 0.0, 0.06, 0.31, 0.62, 3.1, and 6.2 tcross.
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Fig. 6. Same as Fig. 5, but the density-weighted velocity power spectra (compensated with power-law slopes of 1.67) are shown.
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Fig. 7. Comparison of the volume-weighted velocity power spectra (compensated with power-law slopes of 2.20) of all codes at
different times along the decay: t = 0.0, 0.06, 0.31, 0.62, 3.1, and 6.2 tcross.
Fig. 8. Same as Fig. 7, but the density-weighted velocity power spectra (compensated with power-law slopes of 1.67) are shown.
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Fig. 9. Evolution of the RMS Mach number as a function of time in units of the turbulent crossing time tcross for all codes/runs.
The dotted line shows the expected power-law decay rate Mrms ∝ t−1/2 for supersonic turbulence (Mac Low et al. 1998; Stone et al.
1998; Mac Low 1999).
Fig. 10. Comparison of the volume-weighted density PDFs of all codes at different times along the decay: t = 0.0, 0.06, 0.31, 0.62,
3.1, and 6.2 tcross.
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Fig. 11. Volume-weighted density PDFs at t = 0.0, 0.06, 0.31, 0.62, 3.1, and 6.2 tcross based on all cells of the interpolated grid
(black line), and based on all SPH particle densities for GADGET (red line), and all SPH particle densities for VINE (blue line). The
SPH particle density PDFs were computed on the SPH particles directly. Thus, they do not involve any interpolation to a grid, but
they needed to be converted to a volume-weighted density PDF by using pv = pm/ρ, in order to allow for a direct comparison to the
grid-interpolated PDF (black line). Both the density PDF computed from the grid and the SPH densities agree very well, with the
SPH density PDF extending to slightly higher densities, and exhibiting slightly less scatter at the high-density tail.
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Fig. 12. Same as Figure 10, but the PDFs of the trace-free rate of strain are shown, as defined in eq. (13).
Fig. 13. Same as Figure 10, but the PDFs of the vorticity are shown.
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Fig. 14. Same as Figure 10, but the PDFs of the z-component of the velocity (vz) in units of the sound speed cs are shown.
