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ABSTRACT
TESTING FOR COVARIATE BALANCE IN COMPARATIVE STUDIES
by
Yevgeniya N. Kleyman
Chair: Bendek B. Hansen
In comparative studies, causal inference necessitates effective adjustments for
important covariates. This becomes particularly relevant in observational studies,
where covariates are rarely jointly balanced between treatment and control groups,
and this lack of covariate balance can generate misleading results. Such adjustments
as propensity score matching and stratification are frequently used to align dissimilar
groups. The credibility of the analysis may be bolstered by demonstrating that such
an adjustment has improved balance on observed covariates. It is not automatic
that these measures achieve this objective. To appraise whether they have, prac-
titioners use a variety of techniques, many of them common in hypothesis testing.
However, some of these ”balance tests” lack formal motivation, may give contradic-
tory messages about balance, and have in some cases been shown to have undesirable
statistical properties.
We begin by identifying goals of balance testing in comparative studies and eval-
uating arguments used in the literature to support and oppose using significance
xiv
tests to appraise covariate balance. We survey the literature for existing measures
and appraisals of balance, with an interest in their advantages and shortcomings
in relation to the goals we identify. We study the performance of some existing
ways to assess covariate balance through an examination of contemporary research
and identify that a permutation version of the balance-testing procedure originally
suggested in Dehejia and Wahba (2002) has been shown to outperform some of the
other approaches. We supplement our findings from the existing literature with a
thorough simulation study based on real observational data. We use this simulation
study to evaluate the impact of using the various balance diagnostics on the validity
of statistical inferences about treatment effects.
Our literature review and simulation results suggest an important role for a new
formal balance diagnostic. We develop several ideas aimed at this end and test them
in various simulation settings that resemble authentic analysis conditions. Using the
results of the literature survey and our simulation study, we are able to recommend
new and existing techniques for testing covariate balance using randomization-based
inference. We also propose dependable combinations of procedures for inference in






There is a rich statistical literature addressing methodology for causal inference
in observational studies. Strands of this literature concern adjustments for observed
covariates, including methods like matching and stratification which are designed to
split control and treated subjects into subclasses based on some measure of compa-
rability. Other parts of the literature have been dedicated to researching the ways
to properly adjust for the stratification in estimation of the causal treatment effects.
Under randomization, we expect observed and unobserved covariates to be balanced
between the treatment and control groups. One goal of matching and stratification
in an observational study is to produce subclasses of subjects which result in bal-
ance on observed covariates similar to that of a block-randomized experiment. Then,
under ceratin assumptions, and armed with appropriate modeling techniques, the re-
searcher can proceed to estimate treatment effects having reduced or even eliminated
imbalance on observed variables due to lack of randomization. The persuasiveness
and adequacy of the treatment effect estimate then depends in part on the ability of
the subclassification technique to recover the covariate balance that would approxi-
mate that of a block-randomized experiment. Existing literature on causal inference,
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although it offers suggestions, does not provide a clear answer as to how to eval-
uate the success of a stratification procedure in achieving this goal. The purpose
of this dissertation is to explore the utility of balance testing, review the current
techniques, explore their statistical properties, and, finally propose an original way
to test covariate balance. We start with a brief review of existing research on causal
inference in observational studies, issues that have already been confronted, and their
relationship to this line of work.
1.2 Overview of Statistical Literature on Causal Inference in Observa-
tional Studies
Cochran (1965) elucidated the benefits of learning from reliably planned, mea-
sured and analyzed observational studies. This was followed by an expansion of the
involvement of statisticians and other scientists in the foundation, sustainment, and
advancement of methodology to support causal inference in settings that only approx-
imate carefully designed randomized experiments. Socially important observational
studies concern, among other issues, healthcare, education, and economic reforms
and have a great potential to shape the quality of our lives. At the same time, they
present profound statistical quandaries. One of the early motivating applications for
the study of causal inference in observational studies was the relationship between
smoking and lung cancer. Claims about this causal relationship were being investi-
gated by Cornfield et al. (1959), Cochran (1968), and others. These causal questions
motivated the establishment and development of research focused on observational
studies. William Cochran was a major contributor to the literature in this field. In
1965, wrote an influential comprehensive article about observational studies, provid-
ing a complete and clear infrastructure for their planning and analysis. The studies
of interest for this dissertation have the following two characteristics, as identified in
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Cochran (1965):
(i) The objective is to elucidate cause-and-effect relationships, or at least
to investigate the relationships between one set of specified variables
xi and a second set yi in a way that suggests or appraises hypotheses
about causation.
(ii) It is not feasible to use controlled experimentation, in the sense of being
able to impose the procedures or treatments whose effects it is desired
to discover, or to assign subjects at random to different procedures.
Some randomization may be employed, however, e.g. in selecting for
measurement a random sample from a population that seems suitable
for the enquiry at hand.
Cochran (1965) clearly identified the main difficulties in causal inference in observa-
tional studies, and I will follow some of his outline in my discussion.
1.2.1 Setting Up the Comparisons and Measurement
When a researcher is organizing a randomized experiment, she can usually plan
the treatment and its assignment carefully and deliberately design the experiment to
vary important factors in the way that will facilitate estimation of treatment effects
at the analysis stage. This power to plan ahead, to design, and to randomize, has
the potential to result in obvious and simple comparisons to estimate causal effects.
In an observational study, in contrast, a researcher’s challenge has often to do with
anticipation and solution of design problems as well as with conscientious planning.
Existence of an answer to a research question that requires a particular experimental
design now may depend on the availability of a proper study environment, which
fulfills the necessary conditions and that makes available the necessary comparisons.
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Even if that is the case, additional assumptions and adjustments are necessary before
such comparisons are made. How to tell whether the study has provided some
ground for informative comparisons is precisely what I investigate in the rest of
this dissertation.
Cochran (1965) articulates that while there are many potential reasons for trepida-
tion arising from observational data, those observational studies that are substantial
and valuable necessitate the development of proper analysis to usefully extract oth-
erwise expensive information. His main concerns have to do, on the one hand, with
measurement and data quality, and on the other hand, with appropriate statistical
analysis techniques; his apprehension still has resonance today. Many disciplines
set out to measure complex and important concepts like ”quality of life” and ”per-
ceived attitude towards drugs”. However, researchers might use different tools to
measure the same concepts, and their findings may not necessarily be comparable.
Another concern with measurement techniques is measurement error. Non-response
and response biases might enter into the study. Variables important to the outcome
may be measured incorrectly or not at all, decreasing the effectiveness of later ad-
justments in outcome analysis. However, the ability of well-designed and accurately
measured observational studies still rests on appropriate analysis techniques. Their
development will be discussed shortly, following this motivating example.
1.2.2 A Case Study
A fruitful debate resulted from the investigation, in which LaLonde (1986) com-
pares the effects of a randomly assigned job training program on earnings based on a
dataset from a field experiment to the estimates one would obtain using techniques
developed in econometrics for analyzing observational data. The conclusion of the
study was that econometric tools for observational data are not fit to closely ap-
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proximate experimental results. What began as a debate about the properties of
statistical techniques metamorphosed into a deliberation about data quality; both
issues exemplified Cochran’s main concerns about analysis of observational data.
The Debate of Lalonde’s Conclusions
The program that LaLonde (1986) discusses is the National Supported Work
Demonstration (NSW) designed to provide disadvantaged workers with basic job
skills and work experience required for them to re-enter the labor market. Qual-
ified applicants were randomly assigned to treatment in this program. Program
participants trained at dedicated sites for the duration of the program and then at-
tempted to find regular employment. Information on their earnings was collected
as the outcome data, along with prior earnings and demographic variables, which
were collected at baseline. After estimating the effect of the program using the ex-
perimental NSW dataset, Lalonde attempts to reconstruct the estimate using two
other data sources, this time, observational. He uses the treated subjects from the
NSW dataset and obtains control subjects from the Panel Study of Income Dynam-
ics (PSID) and the Current Population Survey - Social Security Administration File
(CPS-SSA) as his populations for sampling. Lalonde examines the performance of
regression, fixed effects analysis and latent variable selection models. He complains
that the econometric estimators that he uses to evaluate the effect of the training
program from observational data are sensitive to both the composition of the com-
parison group and to the specification of the econometric model. He also points out
that the nonexperimental data at hand do not allow the researcher to check whether
the obtained estimates have been properly adjusted for pre-treatment variables (it
is a variant of this particular problem that we will discuss and seek to resolve in
the following chapters). He generally cautions against usage of observational data
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to estimate treatment effects. In fact, his pessimistic conclusions about the quality
of estimation of treatment effects from non-experimental data started a very copi-
ous debate about the conditions necessary for various causal estimators to produce
quality results. For example, Heckman and Hotz (1989), in response to LaLonde
(1986) discuss methods that help choose reliable econometric estimators and repli-
cate the experimental results. Following that paper and incorporating innovations
in the statistical literature by Rosenbaum and Rubin (1983), Dehejia and Wahba
(1999) reanalyze Lalonde’s dataset, and claim to have approximated the conclusions
from the experimental design. However, their methodology was later questioned in
Smith and Todd (2001), who explain that Dehejia and Wahba’s result is very depen-
dent on the subsample of subjects used for analysis and the set of covariates used for
matching. However, they attribute this poor performance of econometric estimators,
to inadequate data quality with inconsistent measurement definitions for earnings
between the treatment and control groups and omitted important covariates needed
for matching, thus shifting the focus of the debate from the quality of the statistical
procedures to data quality. More details of the debate over the conclusions to be
drawn from this dataset will be introduced in section 1.3, once we have established
some statistical prerequisites. It suffices to say here, however, that the controversy
sparked an expansive discussion of observational estimators, their quality, and ap-
propriate circumstances for their use.
1.2.3 The Handling of Disturbing Variables
In the section dedicated to the handling of disturbing variables, Cochran (1965)
discusses adjustment for covariates which affect the response other than those un-
der investigation, or the confounders important to the outcome. He mentions the
following three ”types of weapon” provided to the researcher by experimental design:
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1. The researcher is usually able to directly and precisely control the experimental
environment, for example, in a lab or in a field. Thus, the experimenter has
an opportunity to exclude disturbing variables from design and eliminate or at
least lessen their effects.
2. If the researcher has an idea of a covariate that might be important to the
outcome, she might choose to block (particularly if the variable is categorical)
or otherwise adjust (e.g. regression if the variable is continuous) for this variable
at the analysis stage. This should, in principle, help increase precision of the
treatment effect estimate.
3. If the researcher has an opportunity to randomize, then, on average, the effect
of the remaining disturbing variables, whether they are observed or unobserved,
should diminish to the point of little interference in treatment effect estimation.
In an observational study, these ”weapons” are not always available, and some-
times have different use. Much work has been done since Cochran’s paper to improve
the methodology of analysis for causal inference in observational settings. This in-
cludes development of methodology to, first, implement adjustments in order to
reduce differences on observed covariates due to lack of randomization, second, eval-
uate the effectiveness of such adjustments to check whether an observational study
can approximate a randomized experiment, and, finally, recover this masked exper-
iment and estimate the treatment effects. Cochran’s three points as they apply to
observational studies today, might be stated as the following:
1. The researcher is sometimes able to control the study environment. For example,
a program called Reading First, which was a part of No Child Left Behind Act, is
a carefully designed observational study with many financial resources allocated
to make sure that the design is implemented correctly. In this study, certain
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underachieving schools are assigned to treatment, which is a specialized reading
program. The teachers who work at the treated schools all had to undergo
rigorous training, and teaching sessions often get supervised to make sure that
variability due to teachers is decreased (Carlisle et al. 2006). If the researcher
cannot control the study environment, then carefully planning the study may
help identify a favorable environment for the observational study.
2. Especially in medical studies, but also in others, much covariate information
may be available that is relevant both to the outcome and selection into treat-
ment. Because selection into treatment is usually non-random, the researcher
is interested in learning about the selection mechanism in addition to modeling
the outcome (Rubin 1991). Rubin (1977) discusses a simple case where assign-
ment to treatment is based on one covariate, and articulates the importance of
accounting for the assignment process. He then suggests estimating the treat-
ment effect through learning about the conditional distribution of Y given X
in each treatment group and averaging the difference between those conditional
expectations. Rubin also discusses several ways to estimate treatment effects
after adjustment for the selection into treatment.
Blocking and matching on pre-treatment variables as well as using them in co-
variance adjustment have become typical analysis practices. In fact, Rosenbaum
and Rubin (1983) came up with a method for combining a multi-dimensional
covariate into a uni-dimensional measure which can be used for blocking. How-
ever, as will be discussed in Section 1.2.4, these adjustments have a different
purpose in an observational study than they do in an experiment. In an experi-
ment, blocking and other adjustments are usually done to increase the precision
of the estimates. In an observational study, lack of randomization often results
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in different distributions of covariates between groups. Blocking, matching, and
covariance adjustment are employed to account for these differences and reduce
or eliminate bias in the response variable due to these differences. One of my
contributions in this dissertation will be an assessment to help identify if differ-
ences on observed covariates have, in fact been reduced to a negligible enough
level to proceed with treatment effect estimation.
3. Since the researcher rarely has an opportunity to randomize, the effect of re-
maining disturbing variables may be bias in treatment effect estimation. The
first order of business in this case might have to do with being able to adjust for
differences in observed covariates. Measuring the success of these adjustments
is the subject of study in this dissertation. If the researcher has successfully
adjusted for observed covariates, she has also adjusted for the unobserved co-
variates to the extent that they are correlated to the observables. Before she
proceeds to estimate the treatment effect, she has to assume that there is no un-
observed covariates which might bias her conclusions. It is then possible to test
the sensitivity of her final conclusions to violations of this assumption; a small
discussion and some references on sensitivity analysis are provided in section
1.3.2.
1.2.4 Adjusting for X - Survey of Early Ideas from Cochran and Rubin
As a necessary part of estimating the effect of treatment, we seek to adjust for con-
founders that matter to the outcome. Under random assignment we expect the treat-
ment and control groups to be similar, on average, on those confounders, whether or
not they are observed and measured, at least in samples of reasonable size. In the
observational framework, since such similarity is not guaranteed, and often is absent,
we seek to carefully adjust for observed covariates. Competing approaches for such
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adjustments have emerged in the causal inference literature over time; some of them
are presented below. In connection to an adjustment mechanism, there emerges a
need for a technique that can be used to appraise that mechanism’s success. Defining
what a successful adjustment means and how to appraise such an accomplishment is
one of the main goals of this dissertation; this information will be spanned in Chap-
ters 2 and 3. As we discuss the evolution in the mechanisms to adjust for observed
covariates, we also focus on the progression of measures to evaluate the mechanisms’
performance.
Stratification
With the goal of investigating the causal effect of smoking on death rates, Cochran
(1968) presents data on death rates for different classes of smokers, including the
main confounding variable - age. In this paper Cochran demonstrates adjustment
by subclassification on a discretized version of a continuous covariate, age, in this
case, and its effectiveness. One of the main contributions of the paper is Cochran’s
suggestion that if a continuous confounder is normally distributed and has the same
variance in the compared populations, then stratification into five or six strata on
that covariate can remove at least 90% of the difference in means of that covariate
for the two groups (which Cochran refers to as bias on that covariate). This paper
also explores the idea of “the percent reduction in the bias of X due to matched
sampling” as a way to appraise the success of a stratification technique.
Matching for Robustness
In the event that a large pool of control subjects is available and if collecting
outcome information on controls is expensive, one might consider only following up
those control subjects that closely resemble treated subjects in important respects.
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Matched sampling from the control reservoir can be useful for this purpose. An
appealing goal of matching and stratification is that outcomes are examined for
comparable subjects, at least in terms of observed covariates. In their discussion
of matched sampling, Althauser and Rubin (1971) differentiate between good and
bad matches. Like Cochran (1968), they use proximity of matched subjects on the
matching measure and percent reduction in bias on a covariate as a way to evaluate
the quality of the match. As matched sampling became a common method to choose
control subjects, the question of how best to match treated and control subjects
became increasingly relevant. Cochran and Rubin (1973) discuss matched sampling
and regression adjustments for observed confounders, as well as their combinations.
With the goal of improving subjects’ comparability they evaluate matching within
calipers on a covariate X and the nearest available metric matching algorithm, ex-
tending these to a multivariate setting. They propose matching on the best linear
discriminant or a Mahalanobis distance metric to facilitate adjustment for several
covariates simultaneously. The authors emphasize that the main focus of matched
sampling in observational studies is reduction of bias in the response due to observed
covariates, as opposed to randomized experiments, where blocking might be used to
increase the precision of the treatment effect estimate. They conclude that a combi-
nation of matching and regression adjustment appears to be superior to either of the
two techniques when used by themselves, in terms of reducing bias. In a paper enti-
tled “Matching to Remove Bias in Observational Studies”, Rubin (1973b) evaluates
several matching methods on their ability to remove bias of the matching variable. To
evaluate the differences between matching methods, he uses Cochran’s formulation
“the percent reduction in the bias of X due to matched sampling”. Rubin concludes
that compared to mean-matching, the nearest available pair-matching method based
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on a random ordering results in closer matches and is thus superior, but also points
out that with the help of a computer, one might perform several matchings and pick
the best one. To define ‘best’, Rubin suggests recording for all matched samples
d̄ = x̄1. − x̄2. and d̄2 = 1/N
∑
(x1j − x2j)2 (1 and 2 here are the two groups and
j is the subject index) and minimizing first the first quantity and then the second.
In the conclusion, the author posits that a more complex matching algorithm might
result in better matches than the ones he discusses. In the extension of this paper,
Rubin (1973a) concludes from a Monte Carlo study that a combination of matched
sampling with regression adjustment tends to result in the least biased estimates as
compared to either approach on its own. Rubin (1979) uses another Monte Carlo
study to conclude that the effectiveness of the combination of multivariate matched
sampling and regression adjustment holds for reducing imbalance on a bivariate X,
even when the response may not be linear in X. His measure of appraisal is per-
centage reduction in bias in the response due to covariate. “Bias reduction using
Mahalanobis-Metric Matching” (Rubin 1980) presents a Monte Carlo study with a
focus on the ability of a nearest-available Mahalanobis-metric matching algorithm to
bring closer together the means of matching variables within matched samples. It is
noteworthy that here Rubin introduces another idea of measurement of the success
of a matched adjustment - comparison of the means of variables used on the match.
Observed Covariates and the Assignment Mechanism
Rubin (1977) explores the possibility that in observational studies the non-random
selection into treatment can be based on one or more covariates. In this paper
Rubin talks about the assignment to treatment as it pertains to observational studies.
Although there isn’t a literate assignment to treatment in observational studies, the
author gestures towards a probability model in which a random variable is to be
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used to model assignment to treatment. He examines a simplified situation in which
selection into treatment is based on a single covariate X. Rubin’s solution is for
the researcher to focus on estimating the conditional expectation of Y given X in
the treatment and control groups. He suggests that this can be done either by
regression adjustment (if the assumptions are met) or by blocking on X, noting that
the coarseness of blocking affects the quality of the estimate. He also points to the
importance of the overlap in the distribution of X. This would turn out to be one
of the foundational papers in what is now known in Statistics as the Rubin Causal
Model.
1.2.5 Potential Outcomes and the Rubin Causal Model
Though other approaches for treatment effect estimation have been suggested in,
for example, Pearl (1995), Pearl (2000) and Dawid (2000), the potential outcomes
approach to causal inference is the fundamental approach of interest in this disser-
tation. In the paper “Estimating the Causal Effects of Treatments in Randomized
and Nonrandomized Studies”, Rubin (1974) discusses the idea of potential outcomes
(Neyman (1990), Cox (1958)) with application to models of treatment effects, which
later became the heart of an important model of causation, labeled by Holland (1986)
as the Rubin Causal Model (RCM). Consider a binary treatment assignment indica-
tor Z, such that each subject can only get assigned to treatment (Z = 1) or control
(Z = 0). Suppose also that the assignment to treatment happens at time t1 and the
outcome is observed at a later time t2. If a subject is assigned to treatment (Z = 1)
at time t1, define Yt to be her response measured at time t2. Similarly, define Yc
to be the observed response for our subject at time t2 if she had been assigned to
control (Z = 0) at time t1. Then, Yt and Yc are the subject’s potential outcomes,
and the causal treatment effect for this subject is simply Yt − Yc. Here, Rubin also
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states what would later be known as the Fundamental Problem of Causal Inference
(Holland 1986): Yt and Yc can never be observed for the same subject, since each
subject only gets one treatment assignment at time t1. In a population of such sub-
jects, we might be interested in estimating the Average Treatment Effect (ATE) or
Effect of Treatment on the Treated (ETT):
ATE = E[Yt]− E[Yc](1.1)
ETT = E[Yt − Yc] | Z = 1](1.2)
In the case of random assignment to treatment, estimating ATE or ETT is very
straightforward, in fact, even the simple difference in sample means is an acceptable
unbiased estimator. Under any treatment assignment mechanism, if the important
characteristics are balanced or similar between the treatment and control groups,
then any observed difference in outcome has the potential, with proper analysis, to
be credited to either chance or the difference in treatment regimes, and the treatment
effect can be estimated in straightforward ways without bias. In any particular real-
ization of the treatment assignment, we are likely to observe imbalances, by chance
or otherwise. Rubin discusses at length the importance of matching and / or ad-
justing for variables that might have an impact on the response, in both randomized
experiments and observational studies. He suggests that a non-randomized study
that has been carefully designed and controlled can give way to similar conclusions
that might be reached in an analogous experiment. As an example, Rubin (1978)
gives a manufacturing setting, in which one is likely to know and be able to adjust
for all important confounders.
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The Fundamental Problem of Causal Inference
As defined in Holland (1986), the fundamental problem of causal inference is that
once treatment assignment has occurred, each subject is assigned either to treatment
or control, so only one of the two potential outcomes is observed. For the treated
subjects, we observe their Yt, and for control subjects, we only see their Yc. In
a simple observational study with four subjects, we might observe data like that
summarized in Table 1.2.5. All four subjects i have potential outcomes Yit and Yic.
However, after treatment Z is assigned, subjects 1 and 2 are chosen to be in the
treated group, leaving subjects 3 and 4 in the control group. We thus observe Y1t
and Y2t, as well as Y3c and Y4c rather than all 8 potential outcomes. Then the main
ingredients to estimate the treatment effect Yit−Yic are not available for any subject
i, although we might have enough information to estimate the average treatment
effect under the assumptions below.
Subject Potential Yt Potential Yc Z Observed Yt Observed Yc Causal Effect Yit − Yic
1 Y1t Y1c 1 Y1t ? ?
2 Y2t Y2c 1 Y2t ? ?
3 Y3t Y3c 0 ? Y3c ?








Table 1.1: Fundamental Problem of Causal Inference in Terms of Potential Outcomes
1.2.6 Assumptions
Stable Unit Treatment Value Assumption
The Stable Unit Treatment Value Assumption (SUTVA) is usually a part of
matching and stratification frameworks and simplifies treatment effect estimation.
SUTVA requires that the potential outcomes for any particular unit be independent
of treatment assignment for all other units, that is to say that Yt and Yc for a partic-
ular unit remain the same regardless of the treatment allocation vector. So if subject
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i is assigned to treatment (or control), we will observe her same Yit (or Yic) indepen-
dently of everyone else’s treatment status and of the assignment mechanism (Rubin
1986). SUTVA is usually assumed, but its validity is rarely tested. In practice,
interference between units can result in SUTVA being violated (Rubin 1990).
Strong Ignorability of Treatment Assignment
The Conditional Independence Assumption (CIA), introduced as Strong Ignora-
bility of Treatment Assignment by Rosenbaum and Rubin (1983), assumes selection
into treatment based on observed covariates. This assumption is critical in match-
ing, stratification, and covariance adjustment. It asserts that among subjects with
the same pre-treatment characteristics X, selection into treatment groups is random,
and is not based on the benefits of different treatments. If we imagine subclassifying
subjects into strata based on the discrete covariate X, this assumption would imply
that within the stratum in which X = x, treatment assignment Z is determined as
in a randomized experiment within stratum X = x, as a Bernoulli random variable
with probability of success P (Z = 1 | X = x). This creates a link between the
observational study and a block-randomized experiment. More formally, the Strong
Ignorability of Treatment Assignment is stated as (Rosenbaum and Rubin 1983)
(Yt, Yc ⊥ Z | X)(1.3)
Along with the Strong Ignorability assumption, (Rosenbaum and Rubin 1983) also
present the Common Support Condition:
0 < P (Z | X) < 1(1.4)
If these assumptions hold, then the following identity holds for estimating the Aver-
age Treatment Effect and the Effect of Treatment on the Treated using the observed
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covariate X:
ATE = E[Yt]− E[Yc] = E [E[Yt | X]− E[Yc | X]]
= E[E[Y | Z = 1,X]− E[Y | Z = 0,X]];
and
ETT = E[Yt − Yc | Z = 1] = E[E[Yt | Z = 1,X]− E[Yc | Z = 0,X] | Z = 1]
= E[E[Y | Z = 1,X]− E[Y | Z = 0,X] | Z = 1]
= E[Y | Z = 1]− E[E[Y | Z = 0,X] | Z = 1]
1.2.7 Developments in X-Adjustment Techniques
Cochran (1965) expresses concern about having to adjust for many potentially
causal or “important disturbing variables”. He draws attention to the importance
of exploring new multivariate techniques. Since then, several dimension-reduction
techniques have appeared in the literature; of them the propensity score (Rosen-
baum and Rubin 1983) will be discussed and utilized in this work. As they discuss
the advantages of reducing the dimension of the covariates, Rosenbaum and Rubin
(1985) point out that although it is most intuitive to subclassify on categories of indi-
vidual covariates, as the dimension of X increases, that kind of an approach quickly
becomes infeasible. They give the example of 20 covariates each with just 2 cate-
gories. This results in 220
.
= 1 million categories. So exact matches are hard to find,
and it is difficult to categorize what an approximate match means in this context.
This problem became known as the curse of dimensionality. It necessitates that the




It is desirable that closeness of two observations be measured on multiple covari-
ates simultaneously. For this purpose, the Mahalanobis metric can be utilized. For
a given set of covariates x = (x1, x2, . . . , xp)
T with mean µ = (µ1, µ2, . . . , µp)
T and a




This distance measure takes into account the covariance structure among the vari-
ables and is scale-invariant. For each pair of treated and control subjects, a Maha-
lanobis distance on observed covariates is computed. The resulting distance matrix
summarizes the proximity of each treated to each control subject and facilitates
comparison of units similar to each other on variables included in the Mahalanobis
distance computation. Rosenbaum and Rubin (1985) show that under the assump-
tions presented above, matching on a Mahalanobis distance on covariates within
calipers of the estimated propensity score (discussed below) reduces standardized
differences on covariates, their squares and crossproducts more than any alternative
matching distances.
Balancing Scores
The goal of observed covariate adjustment can be interpreted as to homogenize
the distribution of X between the treated and control groups. This is the experi-
mental benchmark which non-experimental studies strive to accomplish. Once the
covariate distribution is similar for the two groups, suitable adjustments should result
in reliable estimates of treatment effects. Adjustments based on balancing scores are
made with this experimental benchmark in mind. A balancing score b(X) is defined
as a function of the observed covariate X, such that the distribution of X is the same
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for the treated (z = 1) and control (z = 0) group given the b(X) (Rosenbaum and
Rubin 1983). Formally,
(1.5) X ⊥ Z | b(X)
The simplest balancing score is X itself.
Reducing the Dimension of X - the Propensity Score
The propensity score is the conditional probability of receiving treatment rather
than control given observed covariates (Rosenbaum and Rubin 1983). The propensity
score is the coarsest balancing score. It can be specified as:
(1.6) e(X) = P (z = 1 | X)
Propensity-based analyses model treatment as stochastic, and assume that a re-
searcher, armed with data and modeling techniques, can build a correct enough
model of treatment assignment - model of Z | X which will reduce bias in estimation
of treatment effects to substantively negligible levels. In a randomized experiment
with 2 groups of equal size, the propensity score would be 1
2
for all subjects regard-
less of covariates. Similarly, in a matched pairs randomized experiment (thinking of
pairs as blocks), within each block the propensity score would be 1
2
for each subject.
In an observational study, the propensity score tends to vary with covariate infor-
mation and be higher for treated subjects as compared with control. Overlap of the
distributions of the estimated propensity scores for the treated and control groups is
often used as a criterion for selection into the matched sample as an assessment of
comparability of treated and control subjects.
True propensity scores are usually unavailable. The propensity score is frequently
estimated using logistic regression of the treatment variable on the observed covari-
ates. If an adjustment for all observed covariates is sufficient for unbiased estimation
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of treatment effect, then so is adjustment for the propensity score alone (Rosenbaum
and Rubin 1983). Estimated propensity scores behave like true propensity scores,
in the sense that matching treated and control subjects on the estimated scores still
tends to balance covariate distributions between the treatment and control groups.
In fact, matching on the estimated propensity score rather than the true propensity
score can be useful to adjust for imbalances that occur in a sample by chance, due
to sampling variability (Rosenbaum and Rubin 1983). Hansen (2008b) and Hansen
(2009) engage the discussion of matching on the estimated rather than true propen-
sity scores. Both papers posit that since matching exactly on the true propensity
score should balance covariates that went into its estimation, then assessments of
post-matching covariate balance can be viewed of goodness-of-fit tests of this model
to the data. Hansen (2009) substitutes the issue of trying to characterize the un-
certainty due to the estimated propensity score for the issue of inference under the
assumptions that the subjects within matched sets are not too far off on the true
propensity score and that covariate balance is maintained, offering approximations
to certain sampling distributions under these conditions.
Often, the logit (the linear predictor) of the propensity score is used for matching
or stratification, rather than the raw probability of being in the treatment group
because those probabilities are compressed (Rosenbaum and Rubin 1985). We will
follow that convention in this dissertation when we talk about matching and stratifi-
cation on the estimated propensity score. Rosenbaum and Rubin (1983) and Rosen-
baum and Rubin (1984) show that subclassification on the propensity score should
balance the observed covariates that went into its estimation, or given the propensity
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score e the covariate x is independent of the treatment assignment z:
P (x, z | e) = P (x | e)P (z | e)
Within subclasses that are homogeneous on the propensity score (which can only
strictly occur with discrete X), the joint distribution of observed covariates should
be the same between treated and control subjects. This gave rise to various types
of usage of propensity scores, including stratification and matching, which will be
the main techniques of interest in subsequent discussions. In particular, measuring
success of subclassification on the propensity score with respect to covariate balance
is the main question addressed in the following chapters.
Some limitations of the propensity score are discussed in Rubin (1997). In sum-
mary, they are:
• They only help adjust for observed covariates, and unobserved to the extent
that they are correlated with observed.
• They work better in large samples. The distributional balance of observed
covariates that is supposed to result from stratification on the propensity score
is an expected balance. So in small samples, large chance imbalances are possible
despite stratification. Also, since propensity scores are usually modeled using
regression techniques, limitations of regression analysis in small samples (e.g.
problems of overfitting) apply to propensity-based methods.
• Covariates related to treatment assignment and not the outcome are treated
the same as the ones strongly related to the outcome and not treatment. In-
clusion of irrelevant variables might undermine the efficiency of controlling for
relevant variables, but Rubin and Thomas (1996) discuss this and show that in
moderately large and large studies the bias from leaving out weakly-predictive
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covariates dominates the efficiency gains from their omission.
Another possible limitation to using the propensity score is that the parametric
propensity model can easily be misspecified. Misspecification of the propensity model
might be due to, among other causes, omission of important terms, or incorrect
assumptions about the form of the relationship between covariates and the response.
For example, most users assume that they are related by a logit function, which
does not need to be the case. Such misspecification is difficult to diagnose, and the
consequences of it are elusive.
Post-stratification and Matching Using the Propensity Score
Cochran (1968) discussed stratification on one continuous covariate, leaving an
open question about how to apply such a technique when there are multiple con-
founders. The dimension-reducing property of the propensity score can be utilized
to help alleviate several complications that can arise at the post-stratification stage
of analysis of a study with a high-dimensional covariate space. The literature points
to usage of the propensity score for assessment of subjects’ comparability, subclassi-
fication, and as tool for manipulation of covariate balance. As adjustment methods
incorporating the propensity score evolved, so did the procedures for appraising their
efficacy. Following Cochran’s ideas on stratification on a continuous covariate, Rosen-
baum and Rubin (1984) discuss subclassification into five strata based on quintiles
on the estimated propensity score and provide an empirical example of such an ap-
proach. The authors present boxplots of the estimated propensity scores for the
treatment and control groups, illustrating overlap on the estimated propensity score
as a way to demonstrate the comparability of treated and control subjects on their
observed covariates. To measure the usefulness and ‘success’ of their subclassifica-
tion technique, the authors look to the improvement in covariate balance. Covariate
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balance is evaluated using F-tests, by conducting a two-way ANOVA for each co-
variate using as factors treatment and subclassification. They refer to the F-test
as an “approximate test of the adequacy of the model for the propensity score”,
“approximate primarily because the subclasses are not exactly homogeneous in the
fitted propensity score”. In case of a failure of this balance assessment, the authors
respecify the propensity model to include squares of unbalanced variables and their
cross-products with other important variables, illustrating one way to iterate fitting
of the propensity model and testing for balance to make more convincing inferences.
Rosenbaum and Rubin (1985) present the propensity score as part of a methodol-
ogy for multivariate matched sampling. They investigate several matching methods,
including those which utilize the estimated propensity score as a distinct match-
ing variable. The methods investigated include nearest available matching on the
estimated propensity score, Mahalanobis metric matching including the propensity
score, and nearest available Mahalanobis metric matching within propensity calipers.
The authors conclude that matching on this metric within propensity calipers was
successful in balancing covariates, their squares and cross-products. To measure co-
variate balance in this paper, the authors use a measure of standardized bias on
individual covariates, giving criteria for its adequacy. The definition of standardized
bias and details of this approach to measuring balance will be discussed in the follow-
ing chapter. For a theoretical justification and simulation-based conclusions about
the performance of propensity score matching its reliability as an adjustment method
in a wide range of conditions, we point to Rubin and Thomas (1996). For the rest
of this chapter, when we talk about stratification and matching, we will narrow our
scope on the kind of methods presented by Cochran and Rosenbaum, which split up
treated and control subjects into subclasses, and where the modeling portion of the
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estimator is limited just to estimating the propensity score. In contrast, techniques
like kernel matching, which are common in parallel fields, combine matching with
regression modeling in the estimation process.
More and Less Important Covariates
Rosenbaum (1986) gives an example of using matching on a propensity score-like
measure to estimate the effect of dropping out on cognitive achievement test scores.
This analogue of the propensity score is modeled using a selection of observed covari-
ates, focusing the reader’s attention on the idea that not all covariates are equally
important for either outcomes or treatment assignment. In this study, the subjects
are sequentially matched by a multivariate procedure within schools. Matched pair
differences are further adjusted using regression to estimate the treatment effect.
This is done to remedy some imbalance on covariates remaining after matching, ac-
cording to Rosenbaum, due to large initial differences between groups and to the
limitation that subjects had to be within schools.
An important contribution of the paper is the distinction between more and less
important confounders. It can also be found in Rubin and Thomas (2000), a dis-
cussion of nearest available matching, in which authors conclude that in addition
to matching on the estimated propensity score, it is also useful to match on a Ma-
halanobis metric of covariates important to the outcome. They emphasize that the
actual estimated propensity score should be balanced between the two groups, rather
than focusing just on balancing important prognostic covariates, even if those covari-
ates account for majority of variation in the outcome. This concept is then further
developed in Hansen and Bowers (2008) and Hansen (2008a), who suggest that when
it comes to balancing observed covariates, balancing those strongly related to the
outcome is more critical than others.
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Advances in Matching
Several matching algorithms have evolved in order to optimize the quality of a
matching procedure, a dimension of which can be summarized by a measure of prox-
imity of the matched subjects on important variables, like the propensity score. One
way to minimize the distance between matched comparison units on the propen-
sity score is through matching with replacement. According to this algorithm, each
treatment unit can be matched to the nearest control unit, even if that comparison
unit is matched more than once. Because this approach can provide closer matches
on the propensity score than nearest-available matching without replacement, it can
be beneficial for reducing bias, but, often, at the price of decreasing precision. An-
other way to minimize a distance between treated and control units within matched
sets but matching without replacement is optimal matching. It can be opposed to
“greedy” matching, where the closest control match for each treated unit is con-
sidered one at a time, without minimizing a global distance measure. The optimal
matching algorithm would instead seek to match subjects to minimize a global dis-
crepancy measure, like the sum of distances within matched sets. Rosenbaum (1991)
develops the idea to improve matching algorithms with the goal of optimizing the
overall similarity of matched subjects. “Full” matching is contrasted with pair or 1:k
matching, because it allows for matched set structures to include one treated subject
with one or more controls or for one control to be matched with at least one treated
subject. The flexibility of this matching algorithm can result in using more of the
data at hand and yield more effective comparisons (in terms of effective sample size)
and closest-possible matches on any given distance (Rosenbaum 1991). As shown
in Hansen and Klopfer (2006), full matching results in improvements in efficiency
and bias over greedy matching algorithms. Several matching methods, including full
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matching are evaluated in a simulation study by Gu and Rosenbaum (1993). The
authors conclude that full matching on the propensity score improves balance better
than other methods in datasets with many covariates and large systematic biases.
Also, they conclude that generally, full matching results in closer matches than the
greedy algorithms, like nearest-neighbor matching. Although the two types of algo-
rithms tend to select more or less the same controls, they assign them to different
treated units, affecting distance within pairs but not balance overall. As in Rosen-
baum and Rubin (1985), Gu and Rosenbaum (1993) conclude that matching on a
Mahalanobis distance metric within propensity calipers is the method of choice for
controlling chance covariate imbalances.
As an example of an application of full matching, we look at the paper by Hansen
(2004). In this comparison of SAT scores for coached and uncoached students, the
author illustrates the bias reduction in observed covariates that results from us-
ing optimal full matching with restrictions to subclassify students into comparable
matches. The matching strategy employed in the study involves first stratifying on
covariates highly predictive of treatment status, and then, within the strata, full
matching on the propensity score, while also incorporating information on missing
data. The author uses the standardized bias approach from Rosenbaum and Rubin
(1985) to appraise balance on observed covariates. Diligent accounting for variables
related to treatment assignment and the incorporation of all the available control
subjects in the full matching procedure results in a 99% reduction of bias on the
estimated propensity score as well as a considerable decrease in bias on measured
confounders to statistically insignificant levels.
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1.2.8 Balance Testing
Matching and stratification are often used in observational studies with the goal
of creating matched sets which result in covariate balance between the treatment
and control groups, that is to create similar distributions of observed covariates be-
tween groups. With proper adjustments for the matching or stratification structure,
one can reduce overt biases due to imbalances on observed covariates and proceed
with estimation of treatment effects. Appraisal of the extent to which matching
or stratification have subclassified subjects into homogeneous groups is one of the
roles of a balance test. As seen in the previous section, the literature suggests that
although differences on covariates after stratification or matching have been used
since Cochran (1968) to appraise the success of a stratification technique, defining
precisely what ‘success’ means has proven to be a difficult task.
Some suggest using significance-based hypothesis tests (see, for example Rosen-
baum and Rubin (1984) or Hansen and Bowers (2008)) to distinguish between bal-
ance and imbalance, but this approach also has opponents. Senn (1994), for example,
argues that testing balance in this way is misleading because any realization of as-
signment, randomized or not, is imbalanced to some extent. He further argues that
even covariates that appear ‘balanced’ should still be included in subsequent out-
come analysis, whereas obtaining ‘balance’ on a covariate can lead researchers to not
include this information in the outcome model. Sekhon (2007) and Imai et al. (2008)
criticize methods that many researchers use to appraise balance and also suggest that
significance-based balance testing is delusory and that whatever metric a researcher
chooses for measuring balance, that metric should be maximized without limit. Lee
(2008), Hansen and Bowers (2008) and Hansen (2008b) oppose this view and argue in
favor of balance testing as a way to evaluate the success of a stratification technique,
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as they evaluate existing techniques and suggest improvements. This discussion is
carried out in full in Chapter 2.
1.3 Related Contributions
Several parallel research fields have uses for analogous techniques in application
to related but different data issues. A brief survey of contributions from those fields
is in order. The nature of economic reforms and the necessity to evaluate governmen-
tal economic programs led to the development of a parallel literature and competing
approaches in economics. Similarly, in epidemiology and the medical sciences, ob-
servational studies address questions, answers to which cannot ethically be obtained
from randomized experiments. The realization of the capacity of what could be
learned from these data if they are properly analyzed, inspired discussions and publi-
cations which contribute significantly to the causal inference literature. For example,
as early as the 1970s, Heckman (1978) and Heckman (1979) discussed a two-stage
regression-based estimator for behavioral relationships in non-random samples, call-
ing it the analysis of ‘sample-selection bias’. Some techniques common to statistics
and econometrics, received mixed reviews in economics and other areas. LaLonde
(1986) compares the effects of a randomly assigned job training program on earn-
ings based on a dataset from a field experiment to the estimates one would obtain
using techniques commonly used in econometrics for analyzing observational data
only to conclude that econometric observational tools are not able to approximate
experimental results.
The Debate on Lalonde’s Conclusions, Continued
LaLonde (1986) points out that while econometric estimators fail to reproduce
experimental results even when the models pass specification tests, the estimator
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from Heckman (1978) outperforms one-stage estimators. The validity of his estimates
would later be questioned by Smith and Todd (2005a). Heckman and Hotz (1989), in
response to LaLonde (1986) discuss specification tests that are meant to help choose
a reliable econometric estimator. Heckman and Hotz argue that the use of these
specification tests helps eliminate estimators that are unreliable and misleading, and
instead results in estimators able to closely replicate the experimental results.
Following that paper and integrating the propensity score (Rosenbaum and Rubin
1983), Dehejia and Wahba (1999) reanalyze Lalonde’s dataset, using stratification
on the estimated propensity score. They discard controls that they deem not com-
parable to their treated subjects, based on the overlap on the estimated propensity
score and make an argument that Lalonde failed to replicate experimental results
because he used many controls which are unsuitable based on their approach to sub-
ject comparability. The authors utilize an original way of testing covariate balance.
They conduct t-tests for each covariate within each stratum, and if any of them are
significant, they respecify the propensity model by including higher order terms for
the covariate in question, and stratify again. The process is repeated until none of
the covariates in any of the strata test to be significantly different. At that point, the
specification of the propensity score is accepted and the authors proceed to matching
with replacement before estimating the treatment effect, with the resulting estimator
approximately replicating experimental results. Heckman et al. (1997) and Heckman
et al. (1998) evaluate the performance of matching estimators in another job training
dataset and define data conditions which they consider to be necessary for reliable
treatment effect estimation, such as same data and measurement sources for con-
trol and treated group, same geographic location for both groups (this condition is
offered as specific to active labor market context), and a sufficiently rich set of co-
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variates. Smith and Todd (2001) tend to side with these conditions and go on to say
that a broader econometric analysis of the NSW dataset results in biased estimators.
In response, Dehejia and Wahba (2002) confirm their earlier findings and maintain
that using propensity score as way to discard irrelevant controls in combination with
matching with replacement (with replacement because there are few valuable con-
trols) tends to reproduce experimental results. Smith and Todd (2005a) insist that
Dehejia and Wahba’s results are contingent on their choice of sample and dispute
the advantages of propensity score matching in this application, indicating a prefer-
ence for difference-in-differences estimation combined with matching (Heckman et al.
(1997), Heckman et al. (1998)). Dehejia (2005) insists on the rationale for choosing
their samples and discusses the importance of selecting a proper propensity model
specification and enforcing the common support condition. Despite their differences,
Dehejia and Wahba and Smith and Todd agreed on the fact that it would be useful to
have a balance test that would help to evaluate the suitability of a propensity score
specification for a given study. In ‘Rejoinder’ Smith and Todd (2005b) introduce an-
other variant of the balancing test, which will be discussed in the next chapter. They
discuss three techniques for evaluating balance and note their poor performance as
well as restate the need for research in this general area. Smith and Todd also point
out the small size of the dataset, the lack of usable controls and the fact that the
Conditional Independence Assumption might not hold because the set of measured
covariates is likely lacking important confounders. They insist that propensity score
matching does not solve the problem of selection bias in the NSW study.
Some methods introduced in economics as variants of propensity score matching
involve kernel-based matching methods, and general framework as matching as an
application of non-parametric regression methods. Heckman et al. (1998) show these
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estimators to be as good and sometimes better than nearest-neighbor matching esti-
mators in terms of reducing the variance or resulting estimator. This is an example
of a difference in the development of these methodologies; whereas statisticians have
mostly focused on reducing bias on observed covariates (Cochran (1968), Althauser
and Rubin (1971), Rosenbaum and Rubin (1983), and others), in economics and
epidemiology, researchers have been more actively focused on reducing the variance
of the resulting estimator, for instance for weighting estimators (Hirano et al. 2003)
and kernel matching (Heckman et al. 1998). Frölich (2004), for example, investi-
gates several estimators in finite and especially small samples, an investigation that
concludes that for pair matching,, while ridge and kernel matching performed the
best and nearest-neighbor matching performed the worst, in terms of MSE, again,
exhibiting a particular interest in precision. Economists Abadie and Imbens (2002)
provide an estimator for the conditional variance of a matching estimator. Other
contributions involve an extensive literature on weighting and evaluation of its per-
formance, such as in Hirano and Imbens (2001), a paper that discusses the usage of
weights to analyze the effects of Right Heart Catheterization, a response to an earlier
paper by Connors et al. (1996a). An important result is the poor performance of
inverse-probability weighting using the propensity score in small samples, discussed
in detail Kang and Schafer (2007).
Very recent work by Busso et al. (2009) investigates the finite sample proper-
ties of propensity score matching and reweighting estimators. They consider with-
replacement pair matching and regular estimators which are root-n consistent. The
authors establish a semiparametric efficiency bound for a particular class of esti-
mators, especially important to samples with a small-dimensional covariate. They
conclude that pair matching is not efficient in relationship to this bound and tend
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to favor reweighting estimators.
A comparison of stratification and weighting on the propensity score is presented
in Lunceford and Davidian (2004). The authors conclude that stratification into a
fixed number of strata (the authors consider five) may not result in sufficient bias
reduction, whereas a combination of weighting on the propensity score with a semi-
parametric regression estimator from Robins et al. (1994) resulted in efficient and
precise estimation. Kang and Schafer (2007) show that these doubly-robust tech-
niques for inverse-probability weighting are quite sensitive to misspecification of the
propensity model when some estimated propensities are small, implying that use of
this technique is not desirable in small samples. Another contribution from the area
of medicine is by Austin et al. (2007), who address the question of which variables
should be included in the estimation of the propensity score, and conclude that it
is most advantageous for precision to include true confounders (variables associated
with the treatment assignment and outcome) since this approach appears to result
in more matched pairs than others. But to simultaneously maximize balance, and
minimize bias and MSE, the authors recommend including all potential confounders.
1.3.1 Other Developments
Design
The literature on the quality of observational studies continued to evolve since
Cochran’s contributions; one of the more recent papers on successfully designing
observational studies to be able to distinguish between treatment effects and biases
is due to Rosenbaum (1999). He emphasizes the importance of carefully choosing
a narrow and focused hypothesis, the necessity and benefit of a control group, the
proper way to define treated and control groups, and other important aspects of
planning an observational study.
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Causal Inference Using Regression
Cochran (1965) mentions problems with using regression to estimate causal effects.
His main concern is that one might confuse correlation with causation because re-
gression does not actually speak to the direction of the causal path. In 1969, Cochran
addresses a concern he posed in his 1968 paper, the concern of having to adjust for
more than one covariate at once. He presents a study presented in Belson (1956), and
discusses the circumstances optimal for Belson’s approach to adjust the difference in
mean outcomes by regression on disturbing variables in the control group, deeming
regression an acceptable adjustment method for multiple confounders given certain
data conditions.
Since then, much literature has been dedicated to discussion and critique of the
usage of regression for causal inference. Berk (2004) dedicated a large part of his
book to discussing controversy over causal inferences drawn from regression. He
views the goal of a causal analysis as learning about the distribution of the state of
the unit with and without the intervention. This is very similar to the potential out-
comes framework, in which causal effects cannot be observed and must therefore be
inferred. Berk’s particular concerns are checking both the plausibility of a regression
model in relation to the data in general and, once that has been established, check-
ing regression assumptions. Although he points out the advantages of regression as
a descriptive tool that can be used to characterize the conditional distribution of
response using a set of covariates, many questions cannot be answered using a com-
bination of observational data and regression analysis. It is factors outside of the
data which determine plausibility of causal inference. Still, if it can be established
that there is, in fact, a causal effect to be estimated, he points out that regression is
more of a descriptive tool and that ”regression analysis of y | x is absolutely silent on
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whether any observed patterns are causal.” Berk (2004) does mention that ”simple
linear regression can sometimes be used to estimate causal effects once a definition
and supporting rationale have been provided. This ”supporting rationale refers to
having information about the data-generating process and to the plausibility of a
regression model, as well as to checking regression assumptions. Berk mentions that
useful diagnostic procedures are often omitted from published papers, but also insists
that diagnostics are generally oversold since they assume that the model is almost
correct, allowing for a minor fixable departure. Neither a good overall fit, specifica-
tion tests, nor regression diagnostics can demonstrate causal effects. Berk emphasizes
that if the researcher is not armed with a model that is nearly correct, then even
more complicated regression models may not be able to solve potential problems
with causal estimators. Freedman (1991) points out that we should not count on
regression to carry much of the burden in a causal argument. His position is similar
to Berk’s in that, especially in social sciences, the researcher is unlikely to start with
a correct model, and thus making causal arguments based on statistical significance
of the coefficients from that model, is erroneous in most cases. He points out that
even given a model with good fit and diagnostics, it is possible that this model did
not approximate the actual data-generating process, since significance of coefficients
relies on specification of the model, especially the error structure. He suggests that
the model needs to either be empirically tested or it needs to rely on very strong
theoretical arguments to be valid. Freedman’s fear appears to be that ”regression
makes it all too easy to substitute technique for work. He adds that little is done
in current work to test underlying model assumptions. Finally, he also emphasizes
that sophisticated regression techniques are not a substitute for data collection and
good study design.
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Incorporating Information About Outcomes
The causal inference literature has produced many more rich ideas that go in vari-
ous directions, including ways to supplement matching on the propensity score. Zhao
(2004) investigates different matching strategies and concludes, among other things,
that in small samples, the matching estimators based on the propensity score do not
perform as well as some other estimators, according to Zhao, because the variance
of the estimator starts dominating the bias. He also notes that propensity matching
does perform well in sufficiently large samples and when selection on observables is
strong. Zhao (2004) makes general favorable conclusions about Mahalanobis metric
matching and its robustness and MSE. He also suggests a possible benefit of incor-
porating outcome information into the matching metric, a concept related to the
prognostic score developed by Hansen (2008a). Hansen (2008a) suggests usage of
prognostic scores in complement to propensity score adjustments. The prognostic
score is analogous to the propensity score in that it is a unidimensional summary of
observed covariates. In contrast to the propensity score, the prognostic score mea-
sures the relationship between observed variables and potential outcomes. First, the
outcome is modeled just in the control group. Then, the obtained model is used
to predict the response in the treated group, using the coefficients from the control
group. The fitted values from the model are the prognostic score - the predicted
potential response to control. In a sense, the prognostic score is a very important
covariate, as for causal inference, we would like to match treated and control indi-
viduals who would respond in a similar fashion if given the control. Hansen (2008a)
presents the prognostic score as a useful accompaniment to the propensity score,
suggesting that subclassification be done on a combination of the two scores.
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1.3.2 Subsequent Analysis Steps
Modes of Inference Compatible with Matching
Assuming that a method of adjustment like stratification or matching has resulted
in balance on observed covariates, the next step in the analysis is estimation of the
treatment effect. For a binary outcome, a version of the Mantel-Haenszel test is
often used, to estimate a confidence interval for the odds ratio conditional on the
stratification. Other recommended modes of inference for categorical outcomes in-
clude randomization inference (Rosenbaum (2002c), Agresti (2002)) and conditional
inference with fixed effects (Agresti 2002). Randomization-based inference methods
for continuous outcomes is discussed in detail in Rosenbaum (2002a) and Rosenbaum
(2002b), and conditional inference using regression methods is in there too. Agresti
(2002) and Raudenbush and Bryk (2002) also using random effects for the stratifi-
cation in the regression model predicting the outcome. For other modes of inference
based on the ideas from Bayesian and repeated-sampling, see Rubin (1991). Rubin
(1997) discusses using propensity scores in large datasets to help assess through over-
lap general overall comparability of the subjects in the treatment and control groups.
There is also a rich set of literature in econometrics and epidemiology (discussed pre-
viously) with a focus on the properties of estimators compatible with matching.
Inferences from Sample to Population
Though this is not a topic I plan to address in detail in my dissertation, it is
worth mentioning the issue of external validity of a study. Often, observational
studies consist of samples of volunteers, in which case it is likely that they do not
accurately represent the population to which we wish to generalize the study’s con-
clusions (Cochran 1965). In fact, the only situation in which inference from sample
to population is straightforwardly credible, is that in which a random sample was
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taken. Then, even if the sample is different from the population of interest in ob-
servable ways, sampling techniques can help adjust the treatment effect estimates to
reflect population information. If the sample is not taken at random, which is often
the case, one way to improve the study’s generalizability is to replicate the study
on several other samples, each with different idiosyncratic descriptives. Otherwise,
if the sample is not random and does not represent the population of interest well, a
researcher might settle for only making causal conclusions in the sample.
Sensitivity Analysis
Rosenbaum (1999) makes the important distinction between overt bias - bias that
is observed and measured, and hidden bias, which, although unknown, can have an
impact on the study’s conclusion. At this stage, he discusses the importance of sen-
sitivity analysis of the study’s conclusions to presence of hidden bias and introduces
a methodology for such evaluations. Other methods of sensitivity analysis, ones with
specific references to modeling treatment effects using regression-based methods, are
discussed in Lin et al. (1998) and Hosman et al. (2009). Rosenbaum (2002a) em-
phasizes the importance of thorough sensitivity analysis for the persuasiveness and
usability of conclusions from observational studies.
CHAPTER II
Utility of Balance Assessments
2.1 Introduction: Role of Covariate Balance in Causal Inference
In comparative studies, causal inference necessitates effective adjustments for im-
portant covariates. In expectation, under experimental assignment to treatment,
comparability of groups in insured and the need for such adjustments is diminished.
In absence of random assignment, or in experiments of a modest size, however, one
expects to find some differences on observed covariates between the treatment and
control groups. Depending on the discipline, there are several types of popular ad-
justments used to address differences on observed covariates, including covariance
adjustment and matching or stratification on the propensity score. The persuasive-
ness of causal conclusions might then depend on a compelling demonstration that
the observed covariates have been properly accounted for by these methods1.
When discussing covariance adjustment in observational studies, Cochran (1965)
reminds us that we want to protect against bias entering into the estimate of the
difference between the two group means for the dependent variable by verifying
that the means of the independent disturbing variables do not differ by more than
sampling error for the simple case of linear regression of y on x. We can take this
1The treatment of differences on unobserved covariates is also important for a credible analysis, but will not be
discussed in detail in this dissertation.
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to mean that if there is balance on the disturbing variable x between the treatment
and control groups, then omitting this variable from the linear regression is unlikely
to cause a large bias in the treatment effect estimate. Absence of covariate balance
in this case forces the researcher to rely on having at least a nearly correct model,
which can be difficult to test.
The discussion in Cochran (1965) can be extended to say that in expectation, in
a randomized experiment, no adjustments for covariates need to be made for treat-
ment effect estimation. Freedman (2008) applies this logic to covariance adjustment
and implies that if the randomization were successful (meaning that prognostically
important covariates are balanced between the two groups), we would expect that
the covariate-adjusted results of a randomized controlled trial should concur with
unadjusted estimates. Meanwhile, Freedman also emphasizes that randomization in
itself does not justify regression models and their assumptions such as independence
and linearity of the response. He also points out that regression results generally are
biased and may not result in a clear improvement in precision of treatment effect es-
timation. Freedman’s arguments that randomization does not itself provide ground
for covariance adjustment and that in a truly randomized experiment such adjust-
ment should not be necessary, suggest that balancing covariates can be advantageous
for inference over covariate adjustment even in randomized experiments (Freedman
2008). In comparative studies, balance tests should help identify imbalances on co-
variates which can cause adjusted and unadjusted estimates of the treatment effect
disagree.
Matching and stratification on the propensity score can be used to ‘recover the
latent experiment from an observational study (Hansen 2009), in the following sense.
The strong ignorability assumption provides us with selection into treatment on ob-
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served covariates, and matching closely on the propensity score allows us to compare
subjects with similar probabilities of assignment to treatment. If matching or strat-
ification properly addresses the non-random selection into treatment, then we would
expect observed covariates to be balanced between the treatment and control groups.
Then, assuming strong ignorability of treatment assignment, a combination of close
proximity of subjects within each stratum on the propensity score with the similarity
of distributions of observed covariates for two groups (conditional on the stratifica-
tion) brings the observational dataset closer to one that could have resulted from
a block-randomized experiment (Hansen (2009), Rosenbaum and Rubin (1983)). In
this dissertation, we consider primarily the importance of balance testing in anal-
yses that utilize matching and stratification on the propensity score to adjust for
differences on observed covariates between the two groups.
2.2 Balance Test: Preliminaries
2.2.1 Objectives
Although, as will be seen in this chapter, the exact formulation of the purpose of a
balance test can be debatable, it can generally be described as to determine whether
the observed covariates are distributed similarly between treatment and (matched)
control groups. If there exist sizable differences on observed covariates, a balance
test should detect them and specify to the user that the given data structure may
result in misestimation of the treatment effects. Under this framework, lack of bias in
the treatment effect estimate can be used in evaluating the quality of a balance test.
Following the discussion in Cochran (1965) which designates randomized experiments
as a guideline for planning observational studies, one might understand “balance” in
an observational study as a statement that the joint distributions of covariates are
similar enough between the two groups to have resulted from random assignment to
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treatment.
Testing exactly that statement about joint distributions of covariates is not straight-
forward in practice. Nor, as we will discuss, is it always clear that the similarity of
joint distributions is precisely what a balance test should set out to evaluate. Many
currently use balance tests to evaluate the quality of propensity score models and
the success of the stratification techniques. These tests are easier to conduct, and
we expect that a combination of specification of the propensity model with an ad-
justment technique that passes a balance test should result in unbiased treatment
effect estimates, in context where strong ignorability of treatment assignment holds.
We start by making the distinction between two errors that a balance test might be
expected to detect: errors of specification and errors of aggregation.
2.2.2 Pre-Stratification Testing: Errors of Specification
In debates over conclusions from the NSW dataset, first analyzed by LaLonde
(1986), Smith and Todd (2005b) and Dehejia and Wahba (1999) focus on balance
tests as techniques for evaluation of the specification of the propensity score. In-
deed, if the propensity score has been specified correctly, then properly adjusting
for it should balance observed covariates, whether it is to be used for weighting,
stratification, or in another form. As will be discussed later, this thinking involves a
particular definition for the null hypothesis of balance.
Evaluating the Propensity Model
The purpose of model fit diagnostics is to assess how well the given model fits
the data. In contrast, a balance test is a test of whether the propensity score is an
adequate balancing score (Lee 2008). When assessing the quality of the propensity
specification, modeling random processes is of less interest than is a comparison
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of two groups on their baseline characteristics. The specification of the propensity
model would then be assessed by balance tests rather than by model fit diagnostics.
This approach is taken in Dehejia and Wahba (1999). The authors take “failure” of
their balance test to mean that the propensity model is not specified correctly. The
details of the test will be discussed in a later section.
2.2.3 Post-Stratification Testing: Errors of Aggregation
Another way to think of balance assessment is as evaluation of a particular stratifi-
cation, often a match or subclassification on the propensity score. If the observational
study in question actually conceals a block-randomized experiment, a balance test
can serve as an assessment of whether stratification on the propensity score (or per-
haps other features of the dataset) resulted in balance of observed covariates so that
the underlying block-randomized experiment is “recovered”. In contrast, Imai et al.
(2008), formulate the purpose of matching and stratification as reducing imbalance
on observed covariates. Counterintuitively, the authors argue against testing whether
such a purpose has indeed been accomplished, despite the result of such a test being
of utmost importance to a researcher before evaluating an effect of treatment. If
matching or stratification was successful in creating blocks of comparable subjects,
and the stratified observational study now resembles a block-randomized experiment,
at least on observed covariates, then, under strong ignorability, a simple difference
in means on the response is an acceptable estimator for the average treatment ef-
fect. If even after accounting for subclasses, observed covariates are still distributed
differently between the two groups, then, it is possible that the stratification is not
fine enough, and the researcher has aggregated subjects into subclasses which could
not have plausibly resulted from random assignment to treatment within those sub-
classes. In this case, a combination of a different stratification and post-matching
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adjustments might necessary before advancing to treatment effect estimation.
Evaluating the Stratification
One goal of propensity score matching and stratification is to make the distri-
butions of observed covariates similar between the treated and control groups, as
similar as one might expect for data which came from a block-randomized experi-
ment. If adjusting for observed covariates is sufficient to reduce to negligible levels
the bias due to lack of randomization, a successful matching or stratification should
enable treatment effect evaluations similar to the experimental benchmark. Propen-
sity score analyses model treatment assignment as a random variable which is a
function of known covariates. Then, subjects are matched as closely as possible on
the estimated propensity score, and the analysis is done under the assumption that
matched subjects’ true propensity scores are equal. A balance test can be regarded
as a test of the goodness of fit of this model to the data (Hansen 2008b). A finding of
statistical or substantive imbalance suggests that the stratification should be redone,
either by revising the specification of a propensity score on which it is based, by more
stratifying in such a way as to match more closely on the propensity score itself, or
perhaps both. Balance tests can help with either choosing the specification of the
propensity score (Dehejia and Wahba 2002) or they can suggest that an alternate
stratification method should be used. The final purpose of a balance test is the as-
sessment of whether the pre-existing differences on covariates have been decreased
or eliminated using the adjustment of choice to the point where the differences could
have resulted by chance from a randomized experiment of a finite sample size. It is
possible that a particular dataset might remain unbalanced regardless of the choice
of propensity score specification or stratification method. This would indicate that
methods other than, or in addition to, propensity score stratification should be used
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to estimate treatment effects.
2.2.4 Null Hypotheses Tested
If balance tests are to be statistical tests in the ordinary sense, they must evaluate
null hypotheses. Based on existing literature, there are several plausible null hypoth-
esis for a test of covariate balance. This explains, in part, why different researchers
have chosen various tests and why the results of these tests may not be consistent
with each other. As mentioned previously, some balance tests can be conducted be-
fore any adjustments are attempted. These are designed to check for the necessity
of such adjustments and also to test the specification of the propensity score. Lee
(2008) defines balance as
(2.1) P (X | Z = 1) = P (X | Z = 0).
This definition of balance does not take stratification into account (perhaps it is just
a pre-stratification check) and assumes that X is random and treatment assignment
is not random, or is random but is part of the conditioning statement. This is one
type of a null hypothesis that a balance appraisal can set out to test - the joint
distribution of covariates is similar between the treated and control groups. An
extension of this hypothesis is to include strata S (modeled as random), and model
treatment assignment as random:
(2.2) P (X | Z = 1, S) = P (X | Z = 0, S).
Another way to think of pre-stratification balance is that covariates should have no
predictive power for treatment assignment. More formally this null hypothesis of
balance has the following form:
(2.3) P (Z | X) = P (Z).
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This test taking stratification into account would have as its null hypothesis the
statement that given the stratification, the covariates should not carry additional
information for treatment assignment. Others are used post-stratification to assess
the effectiveness of an adjustment on the balance on observed covariates before eval-
uating treatment effects. This null hypothesis of balance would read:
(2.4) P (Z | X,S) = P (Z | S).
Some researchers also use balance assessments to test if the propensity score is spec-
ified correctly. The hypotheses they are testing are:
H0 : P (Z = 1 | X = xi) = êi = f0(x),∀i





for testing based on logistic regression, but could also be defined otherwise if a
different model for treatment assignment is preferred. A similar null hypothesis
might be:
(2.5) (X ⊥ Z | ê)
In equation 2.2, the hypothesis tested is that covariate distributions are similar be-
tween the treated and control groups once stratification is taken into account. In
equation 2.4, the hypothesis of balance is interpreted to imply that the covariates X
should have no predictive power for treatment assignment after an adjustment for
stratification.
2.2.5 Utility of Balance Tests
The utility of assessing balance on observed covariates and also the necessity for
a reliable metric to do so, has emerged in many recent causal inference papers. In
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his 2008 paper, Lee calls for us to distinguish between pre- and post-stratification
balance assessments as well as discusses existing techniques and their properties.
As explained above, the pre-stratification balance check can be used to assess the
specification of the propensity score and to evaluate the necessity of a stratification
adjustment. A post-stratification check can be used to assess similarity between the
stratified observational study and a block-randomized experiment. In the debate
between Smith and Todd and Dehejia and Wahba, both parties point out the impor-
tance of assessing the specification of propensity scores through a pre-stratification
balance check. Smith and Todd add that existing procedures give inconsistent re-
sults and are lacking formal investigation. Sekhon (2007) points out the importance
of measuring success of the matching procedure before estimation. Most recently,
Hansen and Bowers (2008) formalize a need to evaluate how close the distributions
of pre-treatment variables are between the treatment and control groups in both
comparative experiments and observational studies. They go on to introduce a
randomization-based technique for such an evaluation. Balance tests have a role
in experiments as well; particularly in small experiments, randomization may still
give way to some imbalance.
2.3 Existing Methodology
Many researchers rely on procedures such as t-tests (Smith and Todd 2005b),
(Dehejia and Wahba 1999) and F-tests (Rosenbaum 2002a) for significance-based
balance assessments. Some use the standardized bias approach suggested in Rosen-
baum and Rubin (1984). Other, less widely used ways to assess balance include a
regression-based approach from Smith and Todd (2005b) and a Kolmogorov-Smirnov
test approach discussed in Sekhon (2007). (It should be mentioned that the author
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no longer recommends the Kolmogorov-Smirnov test and is investigating another
method). Finally, a randomization-based test was recently suggested in Hansen and
Bowers (2008).
2.3.1 Review of Techniques
Standardized Bias
Rosenbaum and Rubin (1985) define the standardized bias on a covariate as the
mean difference as a percentage of the average standard deviation:
(2.6)






where x̄t and x̄c are the sample means for a particular covariate in the treated and
control groups, respectively, and s2t and s
2
c are sample variances. This balance assess-
ment is used relatively frequently in the literature; some examples include Hansen
(2004) and Hill et al. (2004). A standardized difference is usually computed for each
covariate included in the matching. Smith and Todd (2005) suggest also other mo-
ments of these variables as well as interactions between them, which results in higher
power. A problem with using this statistic as a measure of balance is that there is no
formal criterion of when it is too big; though it is suggested that 20 is to be considered
large (Rosenbaum and Rubin 1985). The standardized difference approach also has
the advantage of a nice graphical representation. An example of usage of the method
from Hansen (2004) is a table reporting standardized differences on important ob-
served covariates and a graphical representation, follows in Figure 2.3.1. The right
panel of Figure 2.3.1 depicts pre- and post- stratification standardized differences on
covariates important to the outcome in Hansen (2004). The empty dots represent
the unadjusted standardized difference, and the black dots represent standardized
differences on the covariates after full matching on the propensity score has been
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performed. It is easily seen from the picture that post-stratification standardized
differences (filled) are much closer to zero than pre-stratification differences (empty).
This would indicate that the propensity score was likely specified correctly and full
matching has been able to adjust for much of the overt bias due to these covariates.
T-test
In the case of pair matching, it is common to use the paired t-test as a way
to assess balance. The null hypothesis being tested for each covariate is that the
population mean difference on that covariate µD is equal to zero. The test statistic





t ∼ t(n− 1)
In case of stratification or full matching, however, sets of different sizes are usually
produced. In this case, an independent samples t-test is frequently used to appraise
balance. The null hypothesis for each covariate tested is that there is no difference
in population means on that covariate between the treated and comparison groups:
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2/(n1 − 1) + (s22/n2)2/(n2 − 1)
)
Hotelling’s T 2 Test
The conceptual advantage of the Hotelling T 2 test is that it tests equality of means
on all covariates simultaneously. Still, the concern remains, that the assumption is
on similar covariate distributions, while the test concerns the means only. The test








i=1 (xit − x̄t) (xit − x̄t)
′ +
∑nc
i=1 (xic − x̄c) (xit − x̄t)
′
nt + nc − 2
and
(2.9)
nt + nc − p− 1
(nt + nc − 2) p
t2 ∼ F (p, nt + nc − 1− p)
Logistic Regression Test
Rosenbaum and Rubin (1983) show in their Theorem 1 that under the assumptions
listed in their paper, for a balancing score b(X) as defined in the previous chapter,
X ⊥ Z | b(x)
which implies
E(Z | X, e(X)) = E(Z | e(X))
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Accordingly, if an observational study is balanced on observed covariates to begin
with, those covariates should not be predictive of treatment assignment (Imai 2005).
Extending this logic, once a researcher has conditioned on the propensity score e(X),
adjustment for the covariate X should not provide any additional information about
treatment assignment. Imai (2005) suggests the following pre-stratification logistic
regression test. First, using logistic regression, the treatment assignment is regressed
on covariates and a constant, then on a constant alone. Then, he conducts a deviance
test to check if all the covariates jointly predict treatment assignment. This pre-
stratification logistic regression test has the advantage of being very intuitive and
giving one p-value for balance on all covariates instead of one p-value per covariate.
The analog of this test for post-stratification assessment would model treatment
assignment as a function of covariates and subclassification, then on subclassification
alone and see which model is preferred. In both of these approaches, we would
conclude balance if there is no extra information to be gained from the covariates
about the treatment assignment.
Dehejia and Wahba Method
Dehejia and Wahba (2002) use an adaptation of the t-test in their analysis of data
originally presented by LaLonde (1986). They stratify the dataset, with strata chosen
so that the mean estimated propensity scores within each stratum are not statisti-
cally significantly different for the treated and control groups. Once the strata are
constructed, the authors conduct t-tests for difference in means within each stratum
for each covariate. If covariates important to the authors are found unbalanced be-
tween the treated and matched control observations within a stratum, the propensity
score model is modified to include higher order and interaction terms. The authors
also discuss increasing the number of strata to increase the proximity of the subjects
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within each stratum on the estimated propensity score. The process is iterated until
all important covariates are balanced.
Smith and Todd Method
A test from Smith and Todd (2005) is based on ordinary least squares regression.
They suggest estimating the following model for each variable Xk included in the
matching:
Xk = β0 + β1P̂ (X) + β2P̂ (X)
2 + β3P̂ (X)
3
+β4P̂ (X)
4 + β5Z + β6ZP̂ (X) + β7ZP̂ (X)
2
+β8ZP̂ (X)
3 + β9ZP̂ (X)
4 + η
where Z is the treatment indicator and P̂ (X) is the estimated propensity score based
on the entire covariate X. The null hypothesis being tested is H0 : β5 = β6 = β7 =
β8 = β9, and assuming it to be true, treatment assignment Z should not provide
any information about the variable Xk given the quartic in the propensity score.
Polynomials of degree other than four might also have been considered, but the
authors employ this particular order in the paper. Statistical properties of this test
have not been investigated.
Kolmogorov-Smirnov Test
The Kolmogorov-Smirnov (K-S) test has the conceptual advantage that it actually
is a goodness of fit test for distributions, as opposed to a test about population means.
For a given cumulative distribution function F (x) and empirical distribution function
Fn(x), the Kolmogorov-Smirnov statistic is:
(2.10) Dn = sup | Fn(x)− F (x) |
Under the null hypothesis,
√
(n)Dn converges to the Kolmogorov distribution.
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Hansen-Bowers Method
If the sample were divided into treatment and control groups randomly, then
chance variability would produce some differences between the groups in their ob-
served characteristics. The magnitude of these differences would, however, be lim-
ited, following probability distributions that could be derived from the randomized
design and baseline characteristics of subjects enrolled in the study. Hypothesizing
a block-randomized study conducted with the subjects of this observational study
by controlled random assignment, rather than uncontrolled if perhaps haphazard
assignment, of this study’s treatment conditions within each of its matched sets,
Hansen and Bowers (2008) suggest using the probability distribution that would
govern the hypothetical study as a yardstick for appraising balance in the actual
study. Randomization inference is used to assess how close the matched sample is to
a block-randomized design in terms of covariate distributions (Hansen and Bowers
2008). To calculate balance on the covariate distributions between the treatment and
control groups, they use precision-weighted averages of differences on the individual
covariates within matched sets (Hansen and Bowers 2008). These comparisons pro-
duce permutation tests, which are then combined into a χ2 statistic which compares
this study to a randomized experiment. Under the null model, the differences on the
distribution of the covariates between the two groups can be attributed to chance,
that is to say, the data is comparable to a blocked randomized experiment.
2.3.2 Statistical Properties of Balance Tests
The statistical properties of most existing balance tests, which were not evaluated
until recently, leave much to be desired. Lee (2008) and Hansen and Bowers (2008)
show that a t-test for differences in means results in unacceptably high rejection rates,
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even when adjusted for multiple testing which occurs both due to many covariates
being tested and because the tests have to be done in each stratum individually.
Though the F-test offers an improvement in that it automatically accounts for the
many strata being tested, in Lee’s (2008) examples, the F-test still has high rejection
rates. That is, the null hypothesis of balance is rejected too frequently even under
true random assignment to treatment. The approach suggested by Smith and Todd
(2005b) is analyzed by Lee as well and apparently shares the problems exhibited by
other tests. Finally, the logistic regression test is shown to have high rejection rates
in Hansen and Bowers (2008). The permutation-based test suggested in Hansen and
Bowers (2008) yields more promising results, as indicated by the paper itself and as
shown by Kleyman and Hansen (2008)
2.3.3 Critiques
While Lee (2008) and Hansen and Bowers (2008) direct their papers at evaluating
current techniques for balance testing and their statistical properties, Imai et al.
(2008) and Sekhon (2007), criticize other aspects of balance testing, namely the
validity of its current usage. Although Imai et al. focus their discussion primarily on
the t-test, they express several concerns that target balance testing in general. They
mention the following major issues, and in his 2007 paper, Sekhon appears to agree
with the last two claims:
1. The t-statistic can be decreased and made insignificant simply by randomly
throwing away observations. A researcher could thus discard observations in
order for the data to pass a balance test like the t-test.
2. The power of the test decreases as n decreases. This concern is similar to the
one above. The power of the t-test decreases with sample size. If a t-test is
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conducted within each stratum, then making the strata smaller in size could
falsely indicate better balance on covariates simply due to a reduction in power
of the test.
3. The t-test along with several other balance assessments assume that there exists
a background population and are designed to use sample statistics to make
inference about parameters of that population. In fact, we are usually interested
in whether balance on covariates has been accomplished in the particular sample,
and techniques assuming a background population may be ill-suited for testing
such a hypothesis.
4. Balance should be maximized without limits, and balance tests should not be
used as stopping rules in attempts to maximize balance.
2.4 Rejoinder
Imai et al. dedicate a section of their paper to discussing conceptual and statistical
problems with balance testing. They examine the t-test for difference in means and
point out its disadvantages. Though they point out some disadvantages of the t-test
(detailed above), there is a bigger problem at hand. The problem is, that even though
t-test is convenient for balance checking, it is in no way appropriate for assessing
covariate balance. It is a test that is designed to see if a disparity between sample
means gives evidence of difference in population means. This hypothesis has little in
common with the null hypothesis of balance, however that is formulated. When the
test is conducted within strata, its power is greatly affected. Furthermore, researchers
rarely account for multiple testing which occurs when t-tests are conducted for each
covariate within each stratum. Finally, Lee (2008) and Hansen and Bowers (2008)
show that the t-test has poor properties for balance assessment. Further, sample size
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and power issues, brought up by Imai et al., and discussed below, have little to do
with balance testing alone; those issues are common to all hypothesis tests.
Reduction in Sample Size and Power
Imai et al. express dissatisfaction that the power of the t-test decreases with
sample size. It should be noted, that many other hypothesis tests, ones that have
nothing to do with balance, share this property. Despite this, many researchers
continue to proceed with hypothesis testing. Decrease in power due to reduction
in sample size is a weak argument against balance testing. Imai et al. express
concern that a researcher might be tempted to randomly throw away observations
in order to accomplish ’balance’ by a measure with similar properties. But balance
testing would not be the first area of statistics or science in general, which would
rely on a researcher’s integrity to not throw data away. In fact, to extend this logic,
to maximize balance, then, we could throw away vast majority of the data. Also,
throwing away data reduces power for treatment effect estimation, which we would
expect to discourage researchers from such practices.
The Genmatch algorithm (Sekhon 2007) requires the sample to be matched to be
specified ahead of time, so the issue of decreasing sample size is avoided. However,
this technique still is not immune to a researcher specifying a favorable subsample.
A similar situation arises in the debate between Smith and Todd and. Dehejia and
Wahba. Dehejia and Wahba (2002) choose a subset of the data for their analysis
which produces results confirming their hypothesis. Smith and Todd (2005a), how-
ever, claim that the results that Dehejia and Wahba produce are actually specific
to that particular subsample Smith and Todd (2005b) and, in fact, do not gener-
alize to different equally reasonable subsamples of the same dataset. Genmatch,
along with other balance-testing techniques would still be vulnerable to such choices
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by the researcher. However, it is clear that small subsamples of the data result in
variable estimates sensitive to the particular subsetting used and analyses involving
such techniques are usually appropriately discounted, as noted by Smith and Todd
(2005b).
Another issue in reduction of power of balance tests with sample size has to do
with the fact that some matching or stratification methods may result in excluding
subjects from analysis. For example, matching within propensity calipers might leave
subjects with extreme propensity scores unmatched. Or, stratification into five strata
on the propensity score might result in a stratum containing only treated or only
control subjects. A concern voiced by Imai et al. (2008) is that due to such sample
size reductions, a researcher might conclude that balance on observed covariates
has improved from the unstratified to the stratified sample, when, in fact, all that
has occurred is that the power of the test to detect imbalance has decreased. An
important point of discussion here is whether or not we should, at all, be interested in
improvement in balance from the unmatched to the matched sample. One convention
in hypothesis testing is that without quantifying the parameter of interest, we might
simply be interested in extracting a result about it (Fisher 1956). For example,
a researcher might want to know just whether balance on observed covariates is
good enough for causal inference without bias due to these variables. According to
this convention, the actual change in a test statistic or p-value reflecting balance is
not of interest, so the fact that sample sizes are different should not matter. For
researchers who disagree with this approach, there is still a workaround. Suppose a
particular matching algorithm, indeed, does result in some subjects being unmatched
and thus unused in treatment effect estimation. A researcher could then evaluate
pre- and post-matching balance on the matched sample only. This way, the reduction
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in sample size does not affect the power of a balance test, and conclusions about
improvement in balance due to matching can be made.
A final concern with reduction of power of a balance test with sample size has
to do with the fact that initially, the t-test for balance is evaluated in a large, un-
stratified sample. Its results are then compared with a series of t-tests within much
smaller strata of the same dataset, in which the standard errors get inflated and the
power of the test necessarily shrinks. Smith and Todd (2005b) mention that the
standardized differences approach to assessing balance can also run into sample size
issues, this time by adding observations to the sample and increasing variance. The
authors also rightly criticize a t-test-based approach to testing balance implemented
in Dehejia and Wahba (2002) in which the starting number of strata is not speci-
fied, and the power of the tests conducted within strata decreases as the strata get
narrower. Taking into account that the overall final purpose of stratification and
balance tests is evaluating the effect of treatment, and, as hypothesized in Hansen
(2008b), inflation of standard errors of baseline imbalances through matching helps
insure coverage for treatment effect estimates somewhat addresses the concern of
Smith and Todd (2005b). Though their criticism is valid, there are balance tests
which do not explicitly conduct evaluations within strata. One of those is discussed
in Hansen and Bowers (2008), and we will present others in the next chapter. In
each of these procedures, the particular reduction in sample size that Smith and
Todd (2005b) describe is not a concern.
Absence of Superpopulation
Imai et al. (2008) point out an important flaw in most current balance-testing
approaches: the absence of a superpopulation. Usually, the researcher is interested
in evaluating balance on observed covariates only in the current sample, without
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reference to the population from which the sample was extracted. In other words,
balance that we evaluate is strictly a property of the sample. Hypothesis tests such
as t-test, F-test, and others, presuppose an underlying population that gave rise to
the current sample, and are designed with the purpose of using sample information
to make an inference about a population parameter. In balance testing, however,
such a population is difficult to define. Thus, even if a particular superpopulation-
based test is useful for detecting imbalance on observed covariates, we can detect
a problem with its underlying assumptions. Thought the complaint of Imai et al.
(2008) is valid, it still does not provide evidence against significance-based testing for
covariate balance overall. Rather, it is a hint towards a different approach to balance
testing, one based on the sample alone. Significance testing can be done without
assumptions about an underlying population using permutation-based inference and
bootstrap methods. Focusing on such sample-based procedures allows the researcher
to assess balance using methods that do not rely on inference about a population
parameter, and helps to avoid the contradiction specified in (Imai et al. 2008).
Procedures like the t-test and F-test, although somewhat robust, still rely on the
assumption that the data tested are normally distributed, at least in small samples.
This assumption is rarely actually tested for each covariate, is unlikely to be true
for all of them, and is certainly violated for binary variables. With regard to cases
where it is desirable to assume a background population, Lehmann (1990) talks
about permutation testing as a robust alternative to t-tests when the assumption
of normality is violated. Then the switch from such procedures to ones based on
permutation inference is not undesirable even setting aside the superpopulation issue.
Sekhon (2007) suggests using bootstrap Kolmogorov-Smirnov tests for baseline
covariates, which rely only on the sample distribution instead of assuming a super-
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population. Hansen and Bowers (2008) suggest a permutation-based test for balance
that utilizes the standardized bias approach from Rosenbaum and Rubin (1984). In
a later section, I will introduce a balance test which relies on a permutation distri-
bution of a likelihood ratio test statistic in logistic regression.
Maximizing Balance without Limits
The notion that balance on observed covariates should be somehow evaluated, and
that such evaluation might speak to the quality of an adjustment procedure, such as
stratification on the propensity score, seems to be accepted by most methodologists of
matching. Researchers have also addressed the value of looking at more than means
for observed covariates, in particular linear combinations of covariates are important
to balance as they are important features of the joint covariate distributions. Most
current disagreements about balance assessment can generally be reduced to one
comprehensive issue, and that is whether covariate balance should be “maximized
without limits” (Imai et al. (2008) and Sekhon (2007)). This philosophy asserts that
using balance tests as a stopping rule, rather than explicitly maximizing balance,
leads to misleading inferences. An opposing viewpoint is that instead, balance should
be assessed on the property of being good enough to decrease Type I error rates in
treatment effect estimation due to observed covariates to acceptable levels (Hansen
2008b).
What might it mean to “maximize balance without limit”? Consider an obser-
vational dataset, in which the researcher has estimated the propensity score and
is ready to perform a matching procedure. Suppose also that the researcher has
several matching procedures in mind for this dataset, perhaps involving matching
with restrictions of some kind, like matching within propensity calipers. How should
she choose among them? She can start by evaluating the success of each match at
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balancing observed covariates using a balance test, which gives her some aggregate
indicator of balance corresponding to each procedure. This could be some measure of
a maximum discrepancy, like the maximum standardized difference on the covariates,
or a maximum distance on the propensity score within a matched set, or it could be
a p-value. What should the next step be? Should she pick the procedure with the
highest balance measurement or are there other considerations? The position that
balance should be maximized without limit tales that whatever other considerations
may come up must be secondary to the consideration of maximizing the aggregate
measure of balance.
A contrasting position holds that the purpose of a comparative study is to evaluate
the effect of treatment with as little bias and variance as possible. All components
of an analysis should work towards that purpose. It is possible to have a study that
is so confounded (even just on observed covariates) that even the post-stratification
inducing maximum balance based on matching on a propensity score, say, still does
not yield conditional distributions P (X|S) that well approximate what they would
be in a block randomized experiment. Maximizing balance without limit does not
necessarily align with that purpose. One problem with maximizing balance without
limits and not testing its statistical significance, is the lack of assurance that even
the maximum accomplishable balance on observed covariates in a particular study
is actually good enough for unbiased inference. A dataset could simply be too con-
founded, and even the maximum balance on observed covariates, might not account
for selection bias on those covariates. On the other hand, it is also possible for data
to produce a good estimate of the treatment effect without maximizing balance to
the extreme.
Another problem to maximizing balance without limit is that such maximization
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often comes at a cost. Thus, doing so does not make sense if the marginal benefit in
reduction of bias in the treatment effect estimate is small compared to the cost. There
is a need for a tool to assess how likely a sample imbalance is to be due to chance alone
and whether a particular sample imbalance will have an effect on the Type I error
rate in estimating the treatment effect. Maximizing balance on observed covariates
may be tied to discarding subjects from the study. If unnecessarily maximizing
balance to the extreme implies reducing sample size and increasing variance in the
treatment effect estimate, then this is also not aligned with the original purpose. In
the extreme case of maximizing balance without limit one might end up with very
few or no subjects in the study. Reductions in sample size that can result from
maximizing balance is just another example of a common trade-off in statistics -
that between bias and variance. Significance-based balance tests are a useful tool for
finding an equilibrium in this trade-off. An example of this trade-off can be seen in a
later chapter in Table 4.10. This table is a summary of various matching procedures
performed as part of the analysis of the Right Heart Catheterization dataset from
(Connors et al. 1996a), which is discussed in detail and analyzed in the last chapter.
For now, consider looking at the second and third rows of the table. These are
the results from matching on a variation of the propensity score which is modeled
using prognostic scores (Hansen 2008a). In the second row of the table, matching
is done without restrictions, and all subjects are retained in the analysis. The p-
value for a test of balance based on the procedure in Hansen and Bowers (2008) is
zero, indicating significant imbalance. Estimating treatment effects in this setting
may be affected by bias on observed covariates. In the next line of the table, a
caliper of 0.2 pooled standard deviations has been imposed on the match, resulting
in excluding 129 subjects from the study but also achieving a balance p-value of 0.442
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and suggesting a substantively important reduction in overt bias. Now, looking at
the sixth line of the table, we can see that if on top of the propensity caliper, we let
the software optimally eliminate 20% of controls, the balance p-value goes up even
higher to 0.71, and 713 subjects now have been excluded from analysis. A researcher
could continue along the path of excluding more subjects to maximize balance, but
based on p-values associated with these results, she might also consider stopping at
the two stages described above and retain study subjects knowing that there is no
longer strong evidence against balance.
Imai et al. (2008) argue that using balance tests as a stopping rule for matching
results in biased treatment effect estimates. However, that depends on exactly which
stopping rule is used. For example, a researcher does not have to stop maximizing
balance after a nominal pre-decided p-value like 0.05. Indeed, there is nothing sacred
about 0.05 in other hypothesis tests as well. Even with balance test p-values above
0.05, a researcher may continue to maximize balance, but she is able to figure out
how many subjects are being discarded and stop when the cost is too high. In ad-
dition, balance tests and their p-values can be used in comparisons of stratification
configurations. In cases where a stratification results in strata with too large or too
small treatment-control ratios, a researcher might want to restructure the stratifica-
tion to be closer to pairs, for example, balance usually gets worse, and this cost can
easily be quantified.
CHAPTER III
Proposal for a New Balance Test
3.1 Balance Testing with Logistic Regression
3.1.1 Explanation
In his analysis of the effectiveness of a ”Get Out the Vote” campaign, Imai (2005)
expresses a concern that observed covariates may not be balanced between the ex-
perimental treatment and control groups in his data. He uses a balance test to try
to decide whether a study that claimed to be randomized, in fact, had been. He
proposes to evaluate covariate balance in the following way:
• First, he uses logistic regression to predict treatment assignment using all co-
variates and their first order interactions as predictors
• Then, he conducts the residual deviance test to examine whether these covari-
ates jointly significantly predict the treatment assignment
The idea behind this test is that the ability of covariates to predict treatment as-
signment well is evidence against covariate balance that would result from random
assignment. If treatment had been truly randomized, we would expect it to be
independent from covariates and their functions. This test is consistent with the
definition of balance given in 2.3. For a matched or stratified study, this approach
could be extended to definition 2.4 in the following way:
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• First, we can use logistic regression to predict treatment assignment using all
covariates and the strata indicators
• Then, we could compare this model with one that uses only the strata indicator
to predict treatment assignment, using a model selection tool.
If the smaller model is preferred, then the stratification has accomplished its purpose:
in the presence of the strata indicator, observed covariates have no more predictive
value for treatment assignment and can thus be considered balanced according to
definition 2.4. In an observational study, this could be interpreted to mean that
the block-randomization model fits the data reasonably well. A brief discussion of a
related approach that uses probit regression can be found in Sianesi (2002).
3.1.2 Advantages
Aside from its simplicity, one of the main advantages to this approach to balance
testing as opposed to many others, like the standardized bias approach, is the ability
of the researcher to obtain a global p-value for an overall test of balance, while still
retaining access to individual p-values for each of the covariates of interest. Also
important is the opportunity to easily include in the model interactions, squared
terms or other functions of covariates and their linear combinations that might be of
interest or concern. There is, however, a limitation to this that has to do with sam-
ple size, which will be discussed below. Another benefit of evaluating balance using
logistic regression is that in case of a lack of balance, including interactions with the
matched set indicators can facilitate checking which covariate and matched set com-
binations are a threat to balance. Finally, in research that concerns heterogeneous
treatment effects or for another situation in which balance on certain covariates is
quantifiably more important than on others, the researcher could use weights in the
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regression equations to account for her needs.
3.1.3 Disadvantages
Hansen and Bowers (2008) point out that even though logistic regression appears
to be well-suited to test for covariate balance in the manner described above, in
fact, stringent sample size requirements for logistic regression present a problem big
enough to render the method for testing balance unsuitable in small samples. In
particular, the logistic regression approach to balance testing has very high Type I
error rates (rejecting the null hypothesis of covariate balance in a data setting where
treatment assignment was randomized), in the authors’ examples reaching more than
three times the nominal level in some cases. It is likely that such high rejection rates
are the result of overcrowding the logistic regression model, which is remarkably
easy to do. Harrell (2001) and Peduzzi et al. (1996), for example, suggest that in
order to not overfit the logistic model at least 10 observations per confounder are
necessary. To address overfitting, we propose modifications of the logistic regression
model using penalized likelihood and Bayesian modeling techniques.
3.2 A Small-Sample Approach to Logistic Regression
3.2.1 Bias Reduced Logistic Regression
For simplicity, consider a collection of p independent variables denoted by x′ =
(x1, x2, . . . , xp), a vector of parameters of interest β, and a binary response variable
Y (a more complex approach might include squared and interaction terms). Logistic
regression is used to model the conditional probability of the outcome being present
given the vector of covariates: P (Y = 1 | x) = π(x). The logistic regression model
is defined as










Its likelihood function, which is maximized in order to estimated the parameter
vector β is calculated as follows:
























































Taking the above L as the likelihood function and βr, (r = 1, ..., p) to be regression
parameters, the maximum likelihood estimates of βr are the solutions to the score







yixiβ − log(1 + exiβ),












xir(yi − πi) = 0
The Jeffreys prior is a non-informative prior distribution proportional to the square





One could use this prior in ordinary Bayesian algorithms for calculation and sam-
pling from the posterior distribution. However, it can also be used as a penalty to
maximum likelihood. It has been shown that by modifying the score function using
Jeffreys invariant prior, one can remove the first-order term from the asymptotic bias
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of the maximum likelihood estimates (Firth 1993). In order to reduce the bias in
these estimates that occurs in small samples, Firth(1993) suggested using the Jeffreys




where |I(β)| 12 is precisely the Jeffreys invariant prior for this problem (Heinze and
Schemper 2002). This modifies the log likelihood formulation as follows:
logL(β)∗ = logL(β) + 1/2log|I(β)|
Firth (1993) showed that the O(n−1) bias of the maximum likelihood estimates β̂ is
removed by using this penalty. For the logistic model:













(yi − πi)xir = 0 (r = 1, ..., p)
and the modified score equation is:
U(βr)





[yi − πi + hi(1/2− πi)]xir = 0, (r = 1, ..., p)
where hi are the diagonal elements of the ’hat’ matrixH = W
1/2X(XTWX)−1XTW 1/2
with W = diag{πi(1 − πi)}(Heinze and Schemper 2002). The estimates β̂ are ob-
tained iteratively until convergence at iteration k by:
β(k+1) = β(k) + I−1(β(k))U(β(k))∗.
Using Jeffreys prior to penalize the maximum likelihood function in small samples
is not very expensive computationally, making it a common technique for logistic
68
and other types of generalized linear models. Its performance for both the logistic
regression of an outcome on treatment and covariates and for the estimation of the
propensity score will be evaluated in the simulation study discussed in the next
chapter.
3.2.2 A Fully Bayesian Approach
In logistic regression, separation occurs when a predictor or a linear combination of
predictors perfectly predicts the response. In this case, the likelihood converges, but
at least one parameter estimate diverges to plus or minus infinity. Separation is often
arises when logistic regression is used in small samples. For the problem of separation
in logistic regression, Gelman et al. (2008) suggest using Bayesian inference. They
propose an adaptation of the iteratively weighted least squares algorithm to estimate
logistic regression coefficients using independent t prior distributions. This approach
includes more prior information than the one discussed above and results in more
smoothing than bias-reduced logistic regression, and, according to Gelman et al.
(2008), yields more stable estimates when applied to sparse data. A key idea behind
the choice for the prior is that the effects of an input into the regression model are
unlikely to fall beyond a certain range. In particular, the authors use the example
that a change of 5.0 on the logistic regression scale moves a probability from 0.01 to
0.5 or from 0.5 to 0.99. Because the switch from 0.01 to 0.99, say, due to an input
is unlikely, the authors pick a prior that assigns low probabilities to changes of 10.0
on the logistic scale. The approach consists of the following two steps:
Step 1: Standardization
Each input variable has to be standardized to be in accord with the scale of the
chosen prior distribution.
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• Binary input variables are recomputed to have a mean of 0 and to differ by 1
between their lower and upper condition
• Other input variables are shifted to have a mean of 0 and standard deviation of
0.5.
Step 2: A Weakly informative t family of prior distributions
Gelman et al. (2008) suggest using the Student-t family of distributions with
mean zero, degrees of freedom being equal to one and a scale parameter of 2.5.
This also corresponds to a Cauchy distribution with a scale parameter of 2.5. These
independent priors are assigned to each of the coefficients in the logistic regression,
except for the constant term, which gets assigned a Cauchy distribution with center
zero and scale 10.
Computation
Ordinarily, a logistic regression algorithm might utilize Iteratively Reweighted
Least Squares (IRLS) to estimate the coefficient vector β in the logistic regression
model Pr(yi = 1) = logit
−1(Xiβ). Each iteration of this algorithm involves comput-
ing an adjusted response vector that is based on the linear prediction using current
parameter estimates (Xβ), observed values of the response y, predicted probabilities
of the response being present, logit−1(Xiβ), and the derivative of the link function,
which happens to have a connection to the predicted variance at each point. The
adjusted response vector is calculated as:

















An ordinary logistic regression algorithm might regress z on X using weights (σy∗i )
−2
and use the resulting estimates of β in the calculation of the new adjusted response
vector z. The process can then iterate until convergence.
Under a normal prior distribution for the model’s coefficients, estimation is straight-
forward. However, as mentioned in Step 2 above, Gelman et al. (2008) suggest a more
flexible t-distribution for robust inference. In order to incorporate this information
in the estimation process, the authors suggest placing the iteratively weighted least
squares described above within an approximate EM algorithm to estimate the coef-
ficients (Dempster et al. 1977).
For the approximate EM algorithm with a t prior distribution, the authors rec-
ommend using the formulation
βj ∼ N(µj, σ2j ), σ2j ∼ Inv-χ2(νj, sjr),
to express the t prior distribution for each β as a mixture of normal distributions












, w∗ = (σ
z, σ)−2(3.1)
with z and σz vectors of zi and σ
z
i as defined above, X, the design matrix, and µ
and σ vectors of µj and σj. Gelman et al. (2008) recommend setting µj = 0 ∀j as
the center of the Cauchy distribution, and also setting νj = 1 and sj = 2.5. The
resulting approximate posterior density is:
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Algorithm
First, set each σj to sj and guess a plausible value for β. Then, proceed:
1. Using the current estimate of β, determine the vectors z and σz. Then perform
weighted least squares to get the new estimates for β and the variance matrix
Vβ.
2. Use the EM algorithm to estimate the unknown scale σj. In the E-step, use the
new β̂ to find the approximate expected value of the log posterior:
E
(







3. M-step: maximize the above expected value of the log-posterior density and get
the estimate
σ2j =
(β̂j − µ)2 + (Vβ)jj + νjs2j
1 + νj
4. Reset the augmented dataset using the new β̂ and σj.
At convergence, report β and Vβ.
3.3 Model Selection
For penalized and Bayesian approaches to regression modeling, common model
selection criteria may not apply. For example, in both of the above approaches, the
likelihood of the full model does not have to be bigger than the likelihood of the
smaller model, so the usual likelihood ratio test no longer is expected to follow a
χ2 distribution. Further, as was discussed in Chapter 2, such a test suggests that
we are interested in making inference about a superpopulation, which, in case of
balance testing, is difficult to define. For these reasons, we opt for model selection
using permutation testing. We will discuss three different models for balance testing
below; each of them uses a permutation approach to model selection.
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3.4 Suggested Tests
In each of the following sections, we discuss a test that compares the following
models:
Pr(Z = 1) = logit−1 (γ1s1 + · · ·+ γksk)
Pr(Z = 1) = logit−1 (β1x1 + · · ·+ βpxp + γ1s1 + · · ·+ γksk)
First, the models are fit using either ordinary logistic regression, bias-reduced logistic
regression, or using a Cauchy prior, as discussed above. Then a test statistic to choose
between the two models is computed and recorded. In the next step of the algorithm,
within strata or matched sets, treatment assignment is randomly permuted, and
both models are refit and the test statistic is recalculated and recorded. This step
is repeated to obtain a permutation distribution of the test statistic. The p-value
for balance is computed by comparing the observed test statistic to its permutation
distribution. One can look at this as comparing the test statistic from our study
to that of many possible block-randomized experiments that could have taken place
with this data and stratification structure. We suggest the following three model-
fitting procedures and related test-statistics:
Generalized Linear Model Method
• Model: generalized linear model with a logit link
• Test Statistic: Likelihood Ratio Test statistic between the two models.
• Expectations: We expect that even though we will use permutation rather than
a χ2 distribution for the test statistic, this method may not perform well in small
samples. In large samples, however, we expect that this method will perform
well. The advantage of this method over the others is the ease and speed of the
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computing process.
Bias-Reduced Logistic Regression Method
• Model: Penalized Likelihood using Jeffreys prior, as described above.
• Test Statistic: Difference in the AIC 1 between the two models.
• Expectations: We expect this method to perform better that the GLM-based
method in small samples. Because this approach only provides limited smooth-
ing, it may not prove to be enough to correct for separation in logistic regression
due to overcrowding. A limitation of this method is computing speed - it is the
slowest of the three.
3.4.1 Bayesian Modeling Method with a Cauchy Prior
• Model: Bayesian with a Cauchy prior for each coefficient, with center zero and
scale 2.5, with the exception of the intercept, which has scale 10.
• Test Statistic: Likelihood Ratio Test statistic between the two models.
• Expectations: We expect this method to perform better than either of the
two above methods in small samples. Because this approach provides the most
smoothing, we expect it to help to correct for overfitting of the logistic regression
model. Computing speed in large samples is a limitation of this approach, but
it is our expectation that in large samples the results of this method may be
comparable with those of the GLM-based method, rendering this approach only
necessary in small samples.
1The Akaike’s Information Criterion (AIC) is defined as
AIC = 2k − 2ln(L)
where k is the number of parameters in the statistical model, and L is the maximized value of the likelihood function
for the estimated model. It was proposed by Akaike (1974), as a tool for statistical model selection describing the
tradeoff between the model’s complexity and precision. Given a data set, and several competing models, the model
having the lowest AIC is usually considered the best.
CHAPTER IV
Case Studies
This chapter contains two case studies which use balance testing as an important
diagnostic analysis prior to estimating treatment effects. We start with an application
to a small quasi-experimental dataset, and conclude with a large observational study.
In both case studies, we illustrate the important role of balance tests introduced in
Chapter 3 in determining the analysis strategy.
4.1 Comparison of Faith-Based and Biopsychosocial Treatments for Sub-
stance Abuse
4.1.1 Dataset
The Puerto Rico (PR) dataset is from a prospective study of men in faith-based
(treatment) and biopsychosocial (control) substance abuse treatment programs in
Southern Puerto Rico. These men were court mandated to treatment and asked to
report recent use of cocaine and/or opiates (Hansen et al. 2004). The causal question
of interest is whether the faith-based treatment is more effective than the biopsy-
chosocial treatment on the binary outcome measure of whether the subject was re-
tained in the program after three months. Because subjects had little discretion over
the choice of program, selection into treatment is likely to be weak making this data
quasi-experimental, in the sense that assignment to treatment was neither random-
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ized nor in the hands of the subjects. The number of covariates in this dataset rivals
the sample size; this feature can severely undermine regression adjustment. Our
methods, however, allow us to utilize this rich, well-validated psychometric data for
correction of pretreatment differences. At the beginning of treatment, interviewers
administered three instruments: the Religious Background and Behavior Question-
naire (RBBQ), the University of Rhode Island Change Assessment Scale (URICA),
and the Addiction Severity Index (ASI). Subjects were asked additional questions
about demographics and treatment histories, and administered carbon monoxide
breathalyzer tests for cigarette smoke (Hansen et al. 2004). The outcome of interest
is binary and measures if the subject was retained in treatment after three months
or if the subject left the program. After tackling some missing data issues, we use
principal components analysis and Bayesian modeling to reduce the dimension of the
covariate matrix by summarizing it with propensity and prognostic scores. We then
match treatment and control subjects on the above two scores and other important
features of the dataset, using optimal full matching. We evaluate post-matching bal-
ance on observed covariates and the resulting setting is closer, we maintain, to the
classical randomized experiment framework and proceed to estimate the treatment
effect.
4.1.2 Dimension Reduction
Treated and control groups differ with respect to their pre-treatment character-
istics. In order to determine the discrepancy in attrition between the experimental
and control groups, we need to compare them in an equitable manner by homogeniz-
ing joint covariate distributions. Though Rosenbaum and Rubin (1985) and Rubin
and Thomas (2000) suggest match on a Mahalanobis distance based on covariates
within propensity calipers, we are cautious to follow their advice literally because
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matching on a Mahalanobis distance works best when the variables used to construct
the metric are normally distributed, which is decidedly not the case in this dataset,
which can be seen in Figure 5.1. We are further restricted by the small sample size in
the study, which introduces the necessity to distinguish those covariates that matter
most to the response from those that matter less.
Because it is undesirable in our data to form a Mahalanobis distance from all of
the covariates, we instead reduce their dimension and prioritize among them before
forming our distance matrix. We start by reducing the dimension of the data by
principal components. Then we compute several data-based scores which reduce the
dimensionality and summarize the covariates, thereby resulting in just a few mea-
sures easily combined into a Mahalanobis distance to help discriminate between the
matches. Although the propensity score is perhaps the most important contributor
to bias reduction, the other scores will help focus the comparison on lines of especial
interest.
We arrange to compare subsets of the treatment and control group that are more
similar in their joint covariate distributions by the use of optimal matching (Rosen-
baum 1991), propensity scores (Rosenbaum and Rubin 1985), and related techniques
(Hansen 2008a).
Preliminary Dimension Reduction
After tackling some missing data issues (the procedures are described in Kleyman
and Hansen (2008)), we start with a preliminary measure to address the problem
of large covariate-to-sample size ratio (53 covariates and 33 and 34 subjects in the
treatment and control groups, respectively). Principal components analysis is a
widely-used technique for reducing the dimension of the covariate matrix so as to
parsimoniously capture the most variability (Harrell 2001). To decrease the number
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of covariates going into the models we fit, we use principal components to summarize
variables describing prior drug treatment and incarceration. These steps reduced the
number of pre-treatment variables from 53 to 27. In order to match subjects from
the treatment and control groups, we needed to further reduce the dimension of the
covariates down to a more manageable number.
Propensity Score
Instead of using the covariates directly in estimation of treatment effects, we utilize
them in the computation of the unidimensional propensity score, which was intro-
duced earlier in Section 1.2.7. The propensity score is usually estimated by logistic
regression of the treatment indicator on observed covariates relevant to treatment
assignment. To estimate the propensity score, we model the treatment indicator as a
function of the demographics, principal components of treatment histories, summary
RBBQ and URICA variables, ASI variables, and all the relevant missing dummy
variables. However, using ordinary logistic regression here can be expected to re-
sult in overfitting, since the number of covariates predicting treatment assignment
is large compared to the sample size. When the data are modeled using ordinary
logistic regression, the two groups differ on the estimated propensity score by 1.64
pooled standard deviations. Given that there were 27 covariates and only 67 obser-
vations, such a difference might be expected to occur even if the true propensities
were similar for treated and control subjects and vice versa, because of errors of
estimation. To address this apparent overfitting, we try fitting the propensity model
using methods based on Jeffrey’s prior from Firth (1993). This penalized maxi-
mum likelihood procedure (brglm function in R) overfits less, resulting in a smaller
standardized difference. Still, this procedure results in several individuals having
estimated propensities approximately equal to 0 and 1. As a final attempt to re-
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duce overfitting, we fit the propensity model using a Bayesian procedure which puts
Cauchy priors on the regression coefficients (Gelman et al. 2008). In R, this can
be done using the function bayesglm. This model results in some overlap on the
estimated propensity score and no propensity values extremely close to 0 or 1. The
overlap on the estimated propensity scores as well as overlapping plots of some of
the covariates that went into their estimation, can be seen in the Figure 4.1. The
fact that individual covariates have overlapping distributions somewhat substanti-
ates our position that our lack of overlap on the estimated propensity score is due
to overfitting of the logistic model rather than lack of common support on the true
propensity score. Nevertheless, we sought to further improve the quality of our match
Figure 4.1: Estimated Linear Propensity Score and Covariate Plots for the PR Dataset
by including other dimension-reducing scores in the distance measure.
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Prognostic Score
Like the propensity score, the prognostic score reduces the dimension of the co-
variates while distilling the information most relevant to the treatment effect estima-
tion, in this case, covariate information that is most relevant to the outcome (Hansen
2008a). Matching on both propensity and prognostic scores may control bias bet-
ter than matching on the propensity score alone and can enhance the precision of
estimation (Hansen 2008a). Subclassification on a combination of propensity and
prognostic score is, then, likely to result in an effective adjustment for pre-treatment
variable differences. Due to similar concerns as in propensity estimation, to estimate
the prognostic scores, we fit a penalized logistic regression model using Jeffreys’
prior (brlr function in R) with attrition as a response variable. The predictors
in this model were the demographics, principal components of treatment histories,
summary RBBQ and URICA variables, ASI variables, and all the relevant missing
dummy variables. There is a substantial amount of overlap between the prognostic
scores on the logit scale in the control and treatment groups.
4.1.3 Additional Matching Criteria
A Second Prognostic Score
As is common in biomedically based addiction treatment, the control group was
permitted to smoke, so as not to compound the challenge of quitting an illegal addic-
tive drug with the challenge of quitting smoking. The faith-based treatment, on the
other hand, saw it as to promote bodily purification, and forbade smoking. Given the
programs’ agreement on the importance of smoking to the outcome, we treat it as an
important intermediate outcome. We thus sought to match on covariates predictive
of the need to smoke, in addition to matching on propensity and prognostic factors.
Since the faith-based group was not allowed to smoke, we model this test variable
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inside the control group and then use the coefficients to predict the CO test scores in
the treatment group. Then, we use the predicted scores for both groups in our anal-
ysis. We model this variable with ordinary least squares and use the AIC for model
selection. The final variables included in the model are: age, medical, drug, alcohol,
and financial information, and the Formal Practices component of the RBBQ score.
The treatment and control group overlap substantially on their predicted CO test
scores.
Religiosity
Because the goal of matching is adjustment for pre-treatment differences between
treatment and control groups, it may be important to the researcher to match closely
on specific variables in combination with matching closely on the scores we already
discussed. This is especially relevant if there is a difference between treatment and
control groups related to individual patients’ characteristics. Since our investigation
concerns the extent to which faith-based treatment affects one’s attrition, we must
consider the effect of this persuasion method on each subject. Though subjects’
religiosity was measured in a multi-dimensional manner, those measurements are
easily summarized based on existing literature (Connors et al. 1996b). The RBBQ
generates two summary religiosity variables - formal practices and God consciousness
(Connors et al. 1996b) and we match on these alongside the other scores.
4.1.4 Prognostic Propensity Score
Even after somewhat heavily penalizing the propensity model, it is likely to over-
fit, so we consider a different approach to modeling the propensity score. To estimate
the causal effect of treatment on outcome we seek to remove the association between
covariates and potential outcomes. Some covariates matter more than others for this
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purpose so we focus on balancing those. This can be done through a prognostic
propensity score. We fit the propensity model using only the prognostic scores (one
based on the responses, and one based on smoking) for its estimation. If the treat-
ment assignment depends only on observed covariates, then adjusting for the true
prognostic score is sufficient (Hansen 2008a). Inference based on matching on the
prognostic propensity score should result in unbiased estimation. This model only
has two independent variables, and we fit the prognostic propensity model using the
penalized likelihood method, utilizing the brglm function in R.
4.1.5 Matched Analysis
Matching: Rationale and Implementation
We seek to match on characteristics that distinguish treatment and control groups
and are important to the outcome. Reducing the dimension of the covariates by using
the propensity and related scores helps us make use of much of our data and helps
obtain more good matches than matching on unreduced covariates. In this dataset,
if one were to subclassify the data into a set of propensity score quantiles, at most
one subclass would consist of both treatments and controls while subjects in all other
subclasses would be thrown away, because there would be no subjects from the other
group in their subclass. To make use of all of the advantageous matches available,
we implement optimal full matching, which was introduced in section 1.2.7.
Matching: Diagnostics
To check if the distributions of observed covariates for the treatment and (matched)
control groups are balanced, we follow the permutation-based balance assessment
method suggested in (Hansen and Bowers 2008) and the Bayesian modeling ap-
proach to balance testing discussed in Chapter 3. The former balance test is imple-
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mented using the existing package RItools in R. In both assessments, we compare
balance on covariates in our post-stratified study to the balance one would expect
had the same strata been blocks of a randomized experiment (Rosenbaum and Ru-
bin 1984). Variations of matching on the combinations of the propensity score with
other scores computed above improved covariate balance between the treatment and
control groups; the p-value for balance goes from the marginally significant value of
0.051 to more clearly acceptable values, which will be presented below.
Matching: Results
The following tables summarize some results from full matching. The proportions
of treatment and control subjects vary over sets because of the original differences
on the scores included in the distance matrix. Matching on the propensity score
alone (summarized in Table 4.1) resulted in one set with 28 treated subjects and 1
control, one set with 1 treated subject and 29 controls, and three sets in between.
Because the estimated propensity score overlap was small, this was to be expected.
The advantage of this approach is that the p-value for the balance test goes from
marginally significant (0.05) before matching to 0.998 by the test from Hansen and
Bowers (2008), and the Bayesian GLM approach gives a p-value of 1 after this match.
Table 4.2 displays the results from matching on a combination of the prognostic
28:1 2:1 1:1 1:2 1:29
1 1 1 1 1
Table 4.1: Results of the Propensity Match for the PR Study
propensity score with the ordinary propensity score. Again, there are two sets with
extreme treated-control ratios, but less so than matching on the original propensity
score, because that original propensity score now plays a smaller role in the matching
distance. The p-value for balance according to Hansen and Bowers (2008) is 0.98,
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and according to the suggested Bayesian GLM-based test, it is 0.951. Table 4.3 shows
11:1 8:1 6:1 2:1 1:1 1:2 1:7 1:18
1 1 1 1 3 1 1 1
Table 4.2: Results of the Prognostic and Ordinary Propensity Match for the PR Study
the results from matching on a propensity, prognostic scores, and religiosity. Because
the propensity score is weighed less in the dissimilarity measure, the matched sets
are of a less extreme structure. The trade-off is that reduction in weight on the
propensity score negatively affects balance. The p-value for balance in this setup is
0.292 according to Hansen and Bowers (2008), and 0.038 according to the Bayesian
GLM method.
8:1 2:1 1:1 1:2 1:3 1:7
1 1 20 1 1 1
Table 4.3: Results of the Matching on All Data Scores for the PR Study
4.1.6 Recommendations for the Applied Problem
Taking the matching diagnostics from the previous section into account, we came
up with the following recommendation for the analysis of our dataset. We con-
sider matching on the prognostic propensity score in combination with the ordinary
propensity score. This approach resulted in acceptable Type I error rates and high
power, but the structure of the strata was too extreme. This might imply extrap-
olation - the extreme structure of the matched sets is an indicator that subjects
being compared within those strata differ considerably on their estimated propen-
sity scores. We found that by limiting the treated-control ratio to 8 and 1
8
we can
obtain a more desirable structure and maintain the balance p-value at an accept-
able level of 0.67, according to Hansen and Bowers (2008), and 0.62, according to
the Bayesian GLM measure. The matched structure for this approach appears in
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8:1 7:1 2:1 1:1 1:3 1:7 1:8
2 1 1 4 1 1 2
Table 4.4: Results of the Matching on All Data Scores for the PR Study
Table 4.4. As shown in the Figure 4.2, matching on this particular combination of
propensity and prognostic propensity scores with the above restriction has (for the
































































Figure 4.2: Standardized Bias Plot Pre- and Post-Matching in the PR Study
4.1.7 Treatment Effect Estimation
The Mantel-Haenszel chi-squared test gives an estimate for the odds ratio of 4.167
with a corresponding p-value of 0.03163 indicating that the odds ratio of staying in
treatment is significantly different from 1. Giving similar results, a two-way ANOVA
with treatment and stratification indicators as factors results in a treatment effect
coefficient of 0.424, with a permutation-based null standard deviation of 0.1704 (for
details on this calculation, see Hájek et al. (1999) and Hansen and Bowers (2008)).
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Based on results from Hansen and Bowers (2008), this gives a double sided p-value
of 0.01284. Both techniques provide statistically significant evidence for a significant
treatment effect.
4.1.8 Summary
In order to balance many observed covariates in a small quasi-experiment, we
use a combination of several dimension-reduction techniques with matching on the
propensity and related scores. The first step in our analysis was to estimate the
propensity score using a Bayesian approach to address overfitting in this small but
richly observed dataset. Then we estimate the predicted attrition in both groups (the
prognostic score), using the model from the control group (Hansen 2008a). Aside
from these two scores, we attempt to match on other variables strongly related to
treatment assignment and outcome. The results of carbon monoxide breathalyzer
tests for cigarette smoke (variable “CO test score”) are predictive of treatment assign-
ment, so we sought to adjust for variables that help explain it, and this adjustment
is reflected in our third computed score. These scores represent the dimensions of
the covariates which will help focus matching on bias reduction and on the target of
inference. Finally, we compute a prognostic propensity score by modeling treatment
assignment as a function of the prognostic and smoking scores. To use our entire
sample to adjust for pre-treatment differences, we full match on different combina-
tions of the scores explained above. Before estimating the treatment effect, we assess
post-matching covariate balance as a diagnostic technique to evaluate the effective-
ness of our adjustment. Based on the results of balance tests, we choose a match
with restrictions on the combination of propensity and prognostic propensity scores.
We then proceed to estimate the treatment effect of the faith-based treatment as
compared to the control biopsychosocial treatment.
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4.2 Study of Effectiveness of Right Heart Catheterization
4.2.1 Introduction
Right Heart Catheterization (RHC), also known as pulmonary artery catheteriza-
tion, is the passing of a catheter into the right side of the heart, used to continuously
monitor the heart’s function and the patient’s blood flow. Cardiologists use the infor-
mation gathered from RHC to guide therapy, usually in critically ill patients, whose
organs are at risk of failure. There are risks associated with the procedure, including
infections, bleeding, collapse of the lungs, and others. These risks may negatively
affect patient outcomes in various ways, from increased hospital stay and medical
bills to death. Because the procedure is generally believed to be propitious in terms
of patient outcomes, the effects of the procedure have mostly been studied in obser-
vational studies rather than randomized experiments. Observational data were used
by Gore et al. (1987) and Zion et al. (1990) to investigate the medical consequences
of the procedure, concluding that the treatment was associated with negative patient
outcomes. Still, even the authors themselves (Zion et al. 1990), questioned whether
the studies adequately adjusted for important confounders. In an attempt to give
a more thorough evaluation, Study to Understand Prognoses and Preferences for
Outcomes and Risks of Treatments (SUPPORT), a prospective cohort observational
study of 5735 critically ill adult patients, was conducted in five US teaching hospitals
between 1989 and 1994. The aim of the analysis of these data by (Connors et al.
1996b) was to investigate the effects of RHC within 24 hours of admittance into ICU
on important patient outcomes, such as survival time after the procedure, cost and
intensity of care, length of stay in the hospital and in the ICU and others. Because
the decision whether or not to use RHC was left up to the physician, selection into
treatment is likely to be confounded by patient characteristics that also affect the
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outcomes, such as low blood pressure or heart abnormalities. Both are likely to
prompt a doctor to use RHC and both are also likely to result in a patient’s death.
Because of this apparent selection bias, it is important in this observational study
to balance covariates important to the outcome between the treatment and control
groups before evaluating the causal effect of RHC.
4.2.2 The Dataset
The dataset is provided in the Hmisc (Alzola 2002) package of the R software. It
contains the relevant covariates, such as patients’ demographic and medical infor-
mation, treatment information (the indicator of the performance of RHC within the
first 24 hours in the ICU), and some outcome measures, such as length of stay in
the hospital and an indicator of death within 180 days of performing the procedure.
A summary of some covariates as well as their differences between the treated and
control groups are provided in Table 4.5. A few covariates appear balanced between
the two groups, according to the measure from Hansen and Bowers (2008), but many
appear statistically significantly different between treated and control subjects.
4.2.3 Analysis
Propensity Score
To adjust for selection bias, we first construct a propensity score - the proba-
bility of being selected into treatment given the observed covariates, as outlined in
Rosenbaum and Rubin (1983). The propensity model will include covariates impor-
tant to treatment assignment and outcomes. Because of the balancing property of
the propensity score, subsequent matching on it should result in similar covariate
distributions between the treated and control groups. According to Connors et al.
(1996b), a panel of 7 specialists in critical care specified the covariates that should
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Control (No RHC) Treated (RHC) P-value
age 61.76 60.75 0.03
Female 0.46 0.41 0.00
White 0.78 0.78 0.58
Black 0.16 0.15 0.26
No insurance 0.05 0.06 0.11
Private insurance 0.27 0.34 0.00
Medicare 0.27 0.23 0.01
Medicaid 0.13 0.09 0.00
income Under $11k 0.59 0.52 0.00
Income $11-$25k 0.20 0.21 0.57
Income $25-$50k 0.14 0.18 0.00
Income > $50k 0.07 0.09 0.02
Cancer 0.18 0.15 0.01
Education (in years) 11.57 11.86 0.00
Cardiovascular Symptoms 0.16 0.20 0.00
Congestive Heart Failure 0.17 0.20 0.01
Dementi 0.12 0.07 0.00
Psychiatric Symptoms 0.08 0.05 0.00
Pulmonary Symptoms 0.22 0.14 0.00
Renal Failure 0.04 0.05 0.24
Cirrhosis 0.07 0.06 0.07
Table 4.5: RHC dataset: some pre-treatment covariates
influence doctors’ decisions to use or not to use RHC. These covariates, as well as
other variables deemed important to the patients’ outcomes, were used as predictors
in the logistic regression model with an indicator of RHC as a response. Because
the number of subjects in this dataset (5735) is quite large compared to the num-
ber of parameters in the propensity model (50), overfitting is not a concern here,
so we use a regular generalized linear model approach. The covariates that went
into the model included age, sex, race, insurance and income information, as well as
the health indicators and disease categories for the subjects provided in the Hmisc
software.
Table 4.6 and Figure 4.3 summarize and show plots of the propensity scores on
the logit scale. Note that there is a slight lack of overlap on the estimated propensity




1st Quartile -2.13 -0.52
Median -1.18 0.22
Mean -1.23 0.20
3rd Quartile -0.34 0.96
Maximum 3.10 4.19
Table 4.6: Estimated Linear Propensity Scores for the RHC dataset
















(a) Density plots for the estimated propensity score,
the dashed line is for control subjects, the solid line





























(b) Box plots for the estimated linear propensity
score
Figure 4.3: RHC Estimated Propensity Plots
Prognostic Scores
Hansen and Bowers (2008) and Hansen (2008a) emphasize the importance of
adjusting for the covariates most important to the outcome. In this dataset, there
are two outcomes that are worth investigating: death within 180 days of the hospital
admittance and length of stay in the hospital. Although our final analysis will only
evaluate the effect of treatment on patients’ death outcomes, we seek to adjust for
covariates to the extent that they affect both death and length of stay, since both
are indicators of important medical consequences to the patient of administering
RHC. First, we address covariates important to our main outcome of interest. We
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use a generalized linear model to predict death within 180 days of the admittance in
the control group using all the 50 covariates provided in the dataset. Then we use
the coefficients from this model to predict the outcome in the treated group. The
resulting fitted values in both groups are the prognostic scores. Table 4.7 gives a
summary of the prognostic scores for the two groups. Figure 4.4 shows the plots
No RHC RHC
Minimum -2.48 -2.74
1st Quartile -0.15 -0.18
Median 0.56 0.50
Mean 0.72 0.66
3rd Quartile 1.51 1.32
Maximum 7.03 5.56
Table 4.7: Estimated Prognostic Scores for Death Within 180 Days of Admittance
of these prognostic scores on the logit scale. Similarly, we model the length of stay
















(a) Density plots for prognostic scores in the RHC
data. The dashed line is for control subjects, the






































(b) Box plots for prognostic scores in the RHC data
Figure 4.4: RHC Estimated Prognostic Plots
in the hospital in the control group, and use the model to predict length of stay
in the treated group. However, it should be noted that short length of stay in the
hospital may not always imply a positive outcome; for some subjects it is connected
91
to death at the hospital. The length of stay is measured in days and modeled using
a linear model. Table 4.8 and figure 4.5 show the summary and plots of the second
No RHC RHC
Minimum -7.74 -42.73
1st Quartile 14.92 17.74
Median 19.53 23.28
Mean 19.53 22.59
3rd Quartile 24.13 27.76
Maximum 43.93 42.94
Table 4.8: Estimated Second Prognostic Scores for the RHC dataset
prognostic score in the RHC dataset. There is one subject in the treated group with
an outlying prediction. This is due to an unusual linear combination of covariates
and not to any one particular covariate. We perform the matched analysis with and
without this subject, to determine his impact on the final result, which turns out to
be minimal.


















(a) Density plots for the prognostic scores in the
RHC data based on length of stay. The dashed line

























(b) Box plots for prognostic scores in the RHC data
Figure 4.5: RHC: Second Set of Estimated Prognostic Plots
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Prognostic Propensity Score
Next, we model the propensity score in an alternative way, by using as predictors
the two prognostic scores described above. This should help balance those covariates
which are more predictive of the outcome. The resulting fitted linear prognostic
propensity score is summarized in Table 4.9.
No RHC RHC
Min. -2.11 -5.27
1st Qu. -0.89 -0.68
Median -0.60 -0.35
Mean -0.59 -0.38
3rd Qu. -0.30 -0.03
Max. 0.97 1.21
Table 4.9: Estimated Prognostic Propensity Scores for the RHC dataset
Figure 4.6 shows the prognostic propensity scores for the two groups on the logit
scale:
















(a) Density plots for the prognostic propensity scores
in the RHC data based on length of stay. The dashed





























(b) Box plots for prognostic propensity scores in the
RHC data
Figure 4.6: RHC: Estimated Prognostic Propensity Plots
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Matching and Diagnostics
To make use of most of our subjects and to optimize the similarity of matched
subjects, we use optimal full matching (Rosenbaum 1991) to create matched sets
of treated and control subjects. Because of some outlying values, matching on the
original propensity score, although achieving a balance p-value of 1 by both measures
in Hansen and Bowers (2008), and the Bayesian-based measure discussed earlier in
Chapter 3, results in a matched set structure that is undesirable. The extreme high
and low treated-to-control subject ratios in the structure are indicative of extrapo-
lation - the comparison of subjects who are not matched closely on the estimated
propensity scores, which makes our matched dataset unlikely to have properties simi-
lar to those of a block-randomized experiment (Hansen 2009). For this reason, we try
several matching configurations to try to minimize extrapolation while maximizing
balance. We impose various restrictions on our match. For example, we try limiting
the treatment-control ratios to improve our effective sample size. This usually comes
with a balance trade-off, since by limiting the treatment-control ratios, we deviate
from matching as close as possible overall on the propensity score. Another restric-
tion we can impose is matching within calipers on the estimated propensity score.
This has the advantage of bringing subjects closer on the propensity score, thus im-
proving balance, but is disadvantageous in that by matching within tight calipers,
the technique leaves some subjects unmatched, including several treated subjects,
which may change the meaning of the causal estimand, and is warned against in
Rosenbaum and Rubin (1985). Table 4.10 presents some of our matching results to
illustrate the trade-offs of different matching methods.
The table presents results for matching on the propensity score alone, the prognos-
tic propensity score alone, and on the Mahalanobis distance based on the two scores.
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The first row illustrates the match one obtains by matching on the propensity score
alone without restrictions. As mentioned before, this match, although it results in
balance on observed covariates with a p-value of 1, has undesirable matched set con-
figurations, with treated-control ratios as extreme as 1 control subject matched up
to 144 treated subjects, which we refer to as extrapolation in the table. As part
of our next step, to reduce extrapolation and insure comparability of the subjects,
we impose the “overlap restriction”. That is, we discard subjects from that study
who are not in the region of overlap on the estimated propensity score (for more
on the history of restrictions like these, see Section 1.2.7). Once we imposed the
restrictions on the treated-control ratio as well as overlap on the estimated propen-
sity score (second row of the table), the balance p-value drops to 0.745, which is
not a source for concern, but our overlap restriction results in excluding 8 treated
and 275 control subjects. Matching just on the prognostic propensity score without
restrictions does not balance observed covariates, as indicated by the 0 p-value in
row 3. Putting a caliper and other restrictions on this match to avoid extrapolation
results in improvement in balance to an acceptable level of 0.304, but comes at a
cost of losing 3 treated and 710 control subjects. Finally, matching on a combina-
tion of the prognostic propensity and ordinary propensity score, with no restrictions,
balances the covariates nicely, but has an undesirable matched set structure. By
using optmatch to exclude 10% of control subjects from the analysis to minimize
the total discrepancy on the propensity score, we are able to achieve good balance
on observed covariates (p-value of 0.98 by measure from Hansen and Bowers (2008),
p-value of 1 from the GLM-based method from Chapter 3) without sacrificing any
of the information on treated subjects. Furthermore, this match corresponds to an
effective sample size of 1820 matched pairs, which is the maximum effective sample
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size accomplished by any of the configurations listed. The structure of this preferred
matched dataset follows in Table 4.11. On the extremes, the matched sets have
treated-control ratios of as small as 1/10 and as large as 10. The effective sample
size is equivalent to 1820 matched pairs.
Match Prop. Caliper T Lost C Lost Restricted Extrapolation Balance p
Prop ∞ 0 0 No Yes 1
Prop ∞ 8 275 Yes No 0.745
Prog Prop ∞ 0 0 No Yes 0
Prog Prop .2 3 710 Yes No 0.304
Prog Prop and Prop ∞ 0 0 No Yes 1
Prog Prop and Prop ∞ 0 355 Yes No .98
Table 4.10: Matching Results for the RHC Dataset. The description and discussion of this table
are provided in section 4.2.3 on page 93.
5-10:1 4:1 3:1 2:1 1:1 1:2 1:3 1:4 1:5-10
72 36 61 112 613 163 90 60 188
Table 4.11: RHC Matched Sets Configuration
Balance on observed covariates started out in this study with a p-value of approx-
imately zero. Using full matching on prognostic and ordinary propensity scores and
imposing restrictions has raised the balance p-value to 0.98 by the Hansen-Bowers
measure and 1 by the Bayesian-based measure from Chapter 3. Figure 4.7 shows
the striking improvements in standardized bias from the unstratified study to the
matched dataset.
Outcome Analysis
The Mantel-Haenszel test results in a conditional odds ratio for death of 1.38
with a 95% confidence interval of (1.199 1.588). The test statistic is χ2 = 20.177,
with a corresponding p-value of 0.000007. These results confirm the pessimistic
findings of Connors et al. (1996a) and are consistent with the theory that the RHC
procedure has a negative impact on the patients’ odds of survival within 180 days of



























































Figure 4.7: Standardized Bias Plot Pre- and Post-Matching in the RHC Dataset
the treatment coefficient from the two-way ANOVA (with treatment and matched set
indicator as factors), is 0.070, with a permutation-based null standard deviation of
0.016, resulting, based on a procedure from Hansen and Bowers (2008), in a 2-sided
p-value of 0.000012.
Summary
We sought to balance the treated and control groups in this dataset with respect
to important confounders to investigate the effect of Right Heart Catheterization
on patient death within 180 days of admittance. To match treated and control pa-
tients as closely as possible on important characteristics, we reduced the dimension
of the covariates in the ways important to treatment assignment and the outcome.
First, we fit a propensity score - the predicted probability of assignment to treat-
ment based on observed covariates. Next, we estimated two prognostic scores in the
control group and used them to predict the values in the treated group, as described
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in Hansen (2008a). The two scores were based on the patient death outcome, as
well as the length of stay in the hospital. We also computed a prognostic propensity
score by modeling treatment assignment as a function of the two prognostic scores.
By full matching on several distances with and without restrictions, and using bal-
ance diagnostics as well as effective sample size to evaluate the quality of resulting
stratifications, we arrived at one possible solution to the matching problem. Our
final match is based on a combination of the prognostic propensity and ordinary
propensity scores, with restrictions on the treated-control ratio within matched sets
and an omission of 10% of the control subjects. This match resulted in good balance
by both measures we used, as well as a high effective sample size. We used two dif-
ferent methods for treatment effect estimation, each being consistent with previous
research indicating a possible harmful effect of RHC on patient survival.
4.3 Limitations
Our results in both case studies are limited by the possibility of omitting impor-
tant covariates. For this reason, Rosenbaum (2002a) and Hosman et al. (2009) give




5.1 Aims and Objectives
Though the procedures for balance assessment discussed in Chapter 2 are used by
many practitioners, the literature still lacks a thorough investigation of their statisti-
cal properties. We aim to evaluate the statistical properties of a variety of procedures
currently used in literature for testing balance on covariates in comparative studies
with a simulation study. We also seek to assess the performance of the new balance-
testing procedures described in Chapter 3. We are interested in the performance of
these procedures in different data-induced settings, and in combination with com-
mon statistical adjustments. Information obtained from studying these techniques
will help us to determine the advantages and weaknesses of currently widely-used
techniques as well as to evaluate the three newly-proposed techniques. We seek to
design simulation conditions that bear some resemblance to datasets that arise in
practice rather than restricting our attention to completely simulated data. Below
follows a description of both the computing and statistical sides of the simulation.
5.2 Datasets
All the datasets for our simulation stem from real data. They are created based on
two original datasets: the Puerto Rico study and the Right Heart Catheterization
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study which were described in detail and analyzed in the previous chapter. The
following sections provide a refresher on the two datasets as well as new information
about them to help describe the simulation setup.
5.2.1 Puerto Rico Dataset
These data were collected from a prospective observational study of 67 Puerto-
Rican men who were court-mandated to either biopsychosocial (control) or faith-
based (treatment) substance abuse rehabilitation programs. Since the Puerto-Rican
court system does not distinguish between religion-based and secular rehabilitation
facilities, and because subjects had little discretion over their treatment assignment,
selection into treatment in this dataset is likely to be weak. The dataset is richly
observed, with 27 covariates after some statistical adjustments, as was discussed
in the previous chapter. The covariate information collected includes demographic
descriptives, subjects’ histories of substance abuse, economic and legal information,
a smoking test result and measures of religiosity. The primary outcome of interest is
a binary measure of program retention after three months.
As described in section 4.1.2, the main challenge in analyzing this data is the
small number of events relative to the number of covariates. To address this issue, we
reduced the covariates in this dataset into five scores: the ordinary propensity score,
the prognostic score (discussed earlier in section 1.3.1), and three more dimensions
of the data. This dataset is particularly useful for evaluating techniques in a small-
sample setting.
5.2.2 Right Heart Catheterization Dataset
The other dataset that we use is a prospective cohort study of 5735 clinically ill
adult patients that examined the association between the use of right heart catheter-
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izaton (RHC) during the first 24 hours in the intensive care unit and subsequent
outcomes, of which we will be using the indicator of death within 180 days of admit-
tance to the ICU. Because RHC is believed by some physicians to be necessary to
guide therapy for certain kinds of patients, treatment assignment is confounded with
patient characteristics related to the outcome, and selection bias is an important
consideration in this observational study. A list of possible important confounders
was specified by a panel of specialists, and all the variables on that list were in-
cluded in the analysis. They include demographic and health-related information
for each subject. The covariate can be reduced in dimension in the following ways:
the propensity score, and two prognostic scores - one based on the main outcome
(death within 180 days of the procedure), and one based on an intermediate outcome
(length of stay in the hospital). In this dataset the number of confounders is small
compared to sample size, so we will use it to study procedures in a medium-sample
setting. We will separately take random samples of subjects from this dataset to
illustrate our techniques in a modest-sized and a medium-sized study.
5.3 Software / Computing
The simulations were run using the Center for Advanced Computing at the UM
Engineering clusters to shorten computing time. We use R 2.7.2 for the simulations.
Each simulation run is independent of previous runs. Random number generation
was based on the .Random.seed function in R. While in some cases each run of the
simulation was run separately to speed up computing, we ensured that the random
seed to start each of those runs did not repeat. 1000 simulations were performed for
each scenario. Afterwards, all the results were assembled together into a large dataset
for each procedure to facilitate analysis of each technique’s statistical properties. R
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has the advantage of hosting software necessary for key parts of this simulation. In
particular we use the following packages:
• We use the package Hmisc to obtain the Right Heart Catheterization data and
for missing data imputation in the Puerto Rico dataset.
• We use the package and function brglm for modeling propensity and prognostic
scores, and the outcome using bias-reduced logistic regression, penalizing the
likelihood function by Jeffreys prior
• We use the R package arm and its function bayesglm for modeling the propensity
and prognostic scores, and the outcome using the Bayesian method described
in Gelman et al. (2008)
• We use the package optmatch for optimal full matching (Hansen 2007).
• The package RItools (Bowers and Hansen 2006) is used for checking balance
with the procedure described in Hansen and Bowers (2008)
• The lmer function within the package lme4 is used for mixed effects modeling
of the response.
• Other R packages that are required by the packages listed above were also used.
5.4 Scenarios to be Investigated
5.4.1 Sample Size
1. We will use the Puerto Rico (PR) study with 67 subjects and 27 confounders
to investigate the small sample properties of our techniques.
2. We will also use a random subset of 500 subjects with 50 confounders from the
Right Hearth Catheterization (RHC) dataset from Connors et al. (1996a) to in-
vestigate modestly sized sample properties. Because the literature suggests that
in logistic regression (relevant for modeling the propensity score, for example),
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about 10 observations per confounder are necessary, we chose a sample size of
500 to reflect this recommended boundary condition.
3. We will use a random subset of 1433 subjects (1/4 of the RHC dataset) to
investigate how the procedures perform in a medium sample.
5.4.2 Distributions of Observed Covariates
Instead of simulating normally distributed covariates, we use existing features of
our data which include variables, the empirical distributions of which appear close
to the normal distribution, as well as some naturally-occurring departures. Below
are some examples of the data we use.
Puerto Rico Data
Figure 5.1 shows some examples of distributions of quantitative observed covari-
ates in the Puerto Rico dataset. In the first panel, we show the distribution of the
variable URICA (University of Rhode Island Change Assessment scale). The shape
is close to the normal distribution. In contrast, the next two variables show the



















































(c) God Consciousness for PR Sub-
jects
Figure 5.1: Distributions of some quantitative variables in the PR study
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Right Heart Catheterization Data
Figure 5.2 shows some examples of distributions of quantitative observed covari-
ates in the RHC dataset. The first is the APACHE II score (“Acute Physiology and
Chronic Health Evaluation II”), which is a severity of disease classification system.
It follows roughly a normal distribution. It is followed by the distribution of age
which looks left-skewed. The next variable that is right-skewed is PaCO2 which
denotes the partial pressure of carbon dioxide in the arterial blood. Finally, the
variable Mean Blood Pressure (over the observation period) is bimodal. All these
distributions occur naturally in our dataset and represent departures from normality
that one might expect to see in another study. This variability in distributions of
observed covariates as opposed to simulation of normally-distributed variables allows
us to create several interesting data settings for the simulation study.
5.4.3 Using Observed Treatment Assignment and Outcome Data
Our simulation study relies on real rather than manufactured data sources. In this
section we explain how we can use observed information on treatment assignment
and outcomes to our advantage in the simulation setting.
Propensity Score and Overlap
Before the start of the simulation, we estimate the propensity and prognostic
scores for each dataset, as was described in the previous chapter (in the PR study,
the propensity scores were estimated using Bayesian methods, with a Cauchy prior on
logistic regression coefficients). We take the fitted values from these models and store
them as true propensity and prognostic scores for future simulation runs. This allows
us to simulate several overlap conditions on the true propensity score which might




















































































(d) Mean Blood Pressure for RHC Subjects
Figure 5.2: Distributions of some quantitative variables in the RHC study
one that stems from real data. Our three datasets embody different structures of
overlap on the true propensity score. In the PR dataset, likely because the logistic
propensity model is overcrowded by covariates, there is little overlap between the
distributions of estimated propensity scores in the treated and control groups. In
the RHC datasets, in contrast, the overlap is quite large, as shown below in Figure
5.3. In all cases, we will first consider matching all the observations regardless of
overlap to preserve all the subjects in the sample, and then introducing a propensity
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caliper to improve the measures of balance on observed covariates. In the presence of
a propensity-score caliper, those subjects with extreme propensity scores are likely
to remain unmatched and not considered in treatment effect estimation.














(a) PR Dataset (67 subjects)
















(b) RHC Study, Modest Sample
(500 subjects)
















(c) RHC Study, Medium Sample
(1433 subjects)
Figure 5.3: Simulation ‘True’ Propensity Score Density Plots. The dashed line is for control sub-
jects, the solid line is for treated subjects
In our simulation study, the “true” model for the propensity score is known,
and it is of the general nature that is hypothesized in the fitting of the propensity
scores within simulation runs. This will allow us to mostly address the “errors
of aggregation” rather than “errors of specification” as they were introduced and
described in Section 2.2. In other words, we will be particularly interested in covariate
balance as an indicator of the quality of the post-stratification procedure, as opposed
to a way to evaluate the specification of the propensity model.
Outcomes and Treatment Effects
In our simulation study, we plan to use the original observed outcomes from the
existing data sources. Specifically, we designate the vector of observed responses to
be the vector of subjects’ responses to the control condition (this was denoted by Yc
in Section 1.2.5 on potential outcomes). Some important statistical methods can be
addressed having just the information on the vector of Yc; we use it to simulate the
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condition of no treatment effect which allows us to evaluate the test of no effect. To
simulate treatment effects of ±5, we will change the binary Yc values for 5 subjects
selected at random.
5.4.4 Relationship of X with Z and with Y
In our two original datasets, we are able to observe variables that are weakly
and strongly related to treatment assignment and the outcome. To describe that
relationship, we use Pearson correlation coefficients. Tables 5.1 and 5.2 provides some
examples of our observed covariates and their correlations with treatment assignment
and the outcome for the PR and the RHC studies.
Variable Correlation with Z Correlation with Y
Other substance abuse treatments -0.347 -0.182
Formal practices 0.343 0.190
Number of grades completed 0.240 0.054
Age -0.197 0.075
God Consciousness 0.150 0.210
URICA Score -0.026 -0.111
Table 5.1: Correlations of Covariates with Treatment and Outcome in the PR Study
Variable Correlation with Z Correlation with Y
APACHE Score 0.239 0.192
Mean Blood Pressure -0.212 -0.104
PaO2/FIO2 ratio -0.203 0.020
Weight 0.122 -0.045
Number of Years of Education 0.044 -0.025
Age 0.029 0.220
Table 5.2: Correlations of Covariates with Treatment and Outcome in the RHC Study
5.5 Statistical Methods to be Evaluated
Although the main goal of this simulation study is to evaluate balance testing
procedures, we are also interested in being able to describe scenarios and research
approaches that affect the performance of these balance tests. For this reason we will
look at several analysis and estimation techniques in combination with our balance
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assessments of interest.
Before the propensity score can be modeled, each simulation run requires a treat-
ment assignment vector. As mentioned in section 5.4.3, we start by estimating the
propensity score in the two original datasets, using the Bayesian fitting method in
the PR study and a penalized model in the RHC study. We then take these propen-
sity scores to be “true” propensity scores for the rest of the simulations. Using these
vectors of “true” propensity scores, we use maximum entropy sampling1 to assign
subjects to treatment and control. We ensure that the total numbers of treated
and control subjects are held constant throughout the simulations. This sampling
method allows us to preserve some of the relationship between the covariates and
treatment assignment that we observe in our datasets.
5.5.1 Modeling the propensity score
Because neither the PR nor the RHC dataset provides us with complete overlap
on the true propensity score, we use regularized techniques in modeling the estimated
propensity score. In the PR dataset, we adapt a Bayesian approach by putting a
Cauchy prior on the coefficients and using the EM algorithm to converge on the
estimates as discussed in Chapter 3 and in the paper by Gelman et al. (2008). This
provides a large reduction in overfitting the logistic regression model. In the RHC
dataset, because of the larger sample size, such a heavy penalty is likely not necessary
so we used a penalized likelihood approach from Firth (1993).
5.5.2 Subclassification Techniques
We plan to assess several stratification methods:
1Maximum entropy sampling is a way to select a sample from a vector of inclusion probabilities. For details, see
the description of the package sampling in R.
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Fixed-Width Stratification
We chose to modify the traditional approach of stratifying in quintiles of the
propensity score. Cochran (1968) discussed the reduction in bias on a continuous
covariate that results from stratification into quintiles on that covariate. Our mod-
ification of this approach is designed to ensure comparability of units that belong
to the same subclass. To support subjects within the same stratum being close
on the estimated propensity score, we use fixed-width stratification, with width of
the propensity range dependent on the particular simulation setting. It should be
noted that other approaches to stratification, such as variable-bandwidth stratifi-
cation methods described in Galdo et al. (2009) may be preferable but will not be
discussed here. In this simulation, subjects are divided into strata based on some
number of pooled median absolute deviations2 on the propensity score. The number
of MADs starts out at 2 and decreases with an increasing demand on the balance
test p-value (this part of the simulation is discussed a bit later in Section 5.5.4).
This idea resembles matching within propensity calipers. Closer matching should
improve balance, but this comes at the cost of leaving some subjects unmatched and
out of the analysis stage. The algorithm starts at the mean of the medians of the
propensity score in the treated and control group. Then we build a stratum of the
specified width (in terms of the number of MADs) using that datapoint as the cen-
ter. From there, we continue imposing stratum bounds using the prespecified width
criterion on both sides of the resulting interval. This can result in some subjects
being placed in a stratum without counterparts from the opposite group, in which
case these subjects have to be discarded from treatment effect estimation.
2The median absolute deviation (MAD) is a robust measure of the variability:
MAD = mediani ( |Xi −medianj(Xj)|)
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Matching
• We consider the optimal full matching algorithm (Rosenbaum (1991), Hansen
(2004)) because it results in the closest possible matches of subjects on a given
distance measure.
• Matching will be performed with and without the restrictions of a propensity
caliper, depending on the balance requirement within the simulation run
• Matching distances that go into the optimal algorithm will also vary. We will
consider matching on metrics based on the following:
– Estimated propensity score
– A combination of the propensity and prognostic scores
– Matching on all data-generated scores (for the PR dataset, propensity, prog-
nostic and other data reduction scores, for the RHC dataset - propensity
and two prognostic scores)
– Prognostic propensity score
– For the PR dataset - data reduction scores and prognostic score and for the
RHC dataset - the prognostic scores (in both cases excluding the propensity
score from the matching distance). This is done to study the importance
of the propensity score in the matching distance, especially in the small
dataset, where the propensity overlap is very limited.





The next three models are newly suggested in Chapter 3. As a reminder, they
use the following comparison for balance assessment. The main idea is to compare
the following models:
H0 : Pr(Z = 1) = logit
−1 (γ1s1 + · · ·+ γksk)
Ha : Pr(Z = 1) = logit
−1 (β1x1 + · · ·+ βpxp + γ1s1 + · · ·+ γksk)
Existing research shows that simply comparing these models as in the ANOVA frame-
work using ordinary asymptotics does not work, and results in extremely high false
rejection rates (Lee (2008), Hansen and Bowers (2008). Further, this kind of an
approach assumes an underlying superpopulation, which, as discussed in Imai et al.
(2008), may not be desirable. We thus suggest the following modifications to the
process of choosing between the two models.
• Permutation-Based Likelihood Ratio method through the generalized linear
model
As part of this approach, we record the LRT statistic and then proceed to
permute treatment assignments within matched sets, which is reasonable under
a block-randomized experiment framework. Then, to obtain the p-value, we
compare the LRT from the dataset to its permutation distribution to see how
this study compares to other possible studies block-randomized in this fashion.
• Permutation-Based AIC method through bias-reduced logistic regression
Because logistic regression in the setting discussed above is likely to overfit, we
consider a similar approach as above but with penalized likelihood instead of
regular GLM used to estimate the models. We use the AIC difference between
the two models and its permutation distribution to assess balance on covariates.
• Permutation-Based Likelihood Ratio method through Bayesian inference
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Finally, another and a more conservative way to address overfitting in the above
models is to use a Bayesian approach in estimation. Our final suggestion for bal-
ance assessment first fits the two models with a Cauchy prior on the coefficients,
then computes the LRT statistic, and then compares it to its permutation dis-
tribution to help assess the similarity of our dataset to other possible datasets
with a similar block-randomized structure.
5.5.4 Balance Targets
One way to tell whether a balance test has favorable statistical properties is to
impose various balance requirements within our simulation runs. That is, within
each simulation run, we will check the post-stratification balance against a preset
list of balance targets. If the post-stratification balance p-value is smaller than the
requirement, we impose progressively more demanding restrictions on the match in
the form of propensity calipers until the balance target is met. If a balance test is
successful at detecting large covariate differences between groups, then increasing
the balance requirements should positively impact the statistical properties that we
will set out to investigate.
5.5.5 Methods for Treatment Effect Estimation
• Two-Way ANOVA with Factors Based on Treatment and Matched Sets
This method gives an estimate that is based on the coefficient β of the treatment
indicator z in the OLS model also adjusting for matched sets s1, . . . , sM :
Y = βz + γ1s1 + · · ·+ γMsM
Hansen and Bowers (2008) suggest a permutation-based variance estimate based
on the null hypothesis of no effect, to go with this treatment effect estimate.
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• Mixed effects regression with random effects for the stratum indicator
This method is suggested in Agresti (2002) for the consistency of treatment effect
estimates. Given the estimated propensity score ê, the estimated prognostic
score ϕ̂, and the stratum membership indicator s, the estimate of interest is the
coefficient β of the treatment indicator z in the following regression:
Yit = βzit + α1êit + α2ϕ̂it + γisi + uit
• Ordinary least squares regression
Finally, one might estimate the treatment effect using linear regression but
include information other than simply the treatment indicator and strata indi-
cators. The models we test are
– Outcome as a function of treatment, stratification, and covariates
– Outcome as a function of treatment, stratification, and the propensity score
– Outcome as a function of treatment, stratification, propensity and prognos-
tic scores (in the case of the PR dataset, also other data-reduction scores)
5.6 Values to be Stored for Each Simulation
• An indicator whether or not the null hypothesis of balance was rejected
• The propensity caliper imposed within the simulation run
• A p-value for balance from each condition within each run
• Treatment effect estimate
• Variance of the treatment effect estimate (varies depending on the estimation
method)
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5.7 Criteria to Evaluate the Performance of Statistical Methods for Dif-
ferent Scenarios
Assessment of Bias
Since treatment effects are simulated by introducing random changes of a fixed
size to the response vector, and treatment effect estimates are recorded, it should
be easy to assess bias as the difference between the two quantities. An adjustment
for a stratification that passes a balance test should result in smaller bias in the
treatment effect estimate. Insisting on a high balance p-value should decrease this
bias to negligible levels.
Assessment of Coverage
Most previous investigation of the statistical properties of balance tests has been
dedicated to the Type I error rate of the balance test, before the treatment effect
is estimated. In contrast, we investigate the Type I error rate in estimation of the
treatment effect. In the case when there is no treatment effect, Type 1 error for
the null hypothesis of no treatment effect will be computed and compared with the
nominal rate of 0.05. If a given stratification passes a balance test, we expect that
a post-matching adjustment would incorrectly reject the null hypothesis of no effect
no more than 5 percent of the time. Higher levels of balance should correspond to
better coverage rates.
Assessment of Power
By simulating outcomes so that there is a treatment effect, we will be able to eval-
uate whether a particular combination of a balance assessment and outcome analysis
technique is powerful at determining a treatment effect. Because in some simula-
tion conditions higher balance p-values are accomplished by matching or stratifying
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within propensity calipers which might result in exclusion of subjects from the study,
we expect that there will be a trade-off between balance and power.
5.7.1 Simulation Algorithm
1. Using maximum entropy sampling Chen et al. (1994), we compute a new vector
of assignment to treatment based on the true propensity score.
2. Using the new treatment assignment vector, we compute the new estimated
propensity score. Particularly in our small dataset, but also in the others, we
seek to avoid overfitting the propensity score to prevent separation. For this
reason, we use the Bayesian fitting approach discussed in the previous chapter
to fit the estimated scores in the PR study.
3. The response data is either taken as is (for simulating no treatment effect), or
5 subjects selected at random have their response data changed to simulate the
treatment effect of ±5. In a related study in the PR dataset, we also explore a
different response surface, in which we assign the new outcome vector based on
the prognostic scores estimated from the original PR dataset.
4. Using the new treatment assignment, we compute the prognostic score(s). These
are computed using ordinary least squares for continuous outcomes and using
penalized likelihood for binary outcomes to avoid overfitting.
5. Next, we post-stratify treated and control subjects into small groups. This is
done using either full matching or fixed-width stratification.
6. We evaluate balance for this match
7. We check the p-value from the balance test against the balance requirement
8. If the p-value from the balance test is greater than or equal to the requirement,
we proceed to estimate the treatment effect, and record it (this is done in several
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ways described in section 5.5.5). Then, we move on to the next balance target
and go back to the previous step.
9. Otherwise, impose a (stricter) caliper in case of matching or stratify within a
smaller number of MADs and go back to step 7.
5.8 Results
5.8.1 Small Sample Results: PR Study
Type 1 Error Rates
Tables 5.3, 5.4, and 5.5 present Type 1 error rates for the Hansen-Bowers ap-
proach, GLM-based permutation test and Bayesian-based permutation tests. Here
we only show results for estimating treatment effects using ANOVA with a permutation-
based standard deviation. The other methods of estimation and their statistical
properties don’t fare quite as well, and are presented in the Appendices A-D. The
first column of the table is the balance p-value requirement. The Hansen-Bowers pro-
cedure gives correct Type 1 error rates when subjects are matched on the propensity
score or the prognostic propensity score (margin of error due to natural variation
in the simulation results is 0.01, so 0.06 Type 1 error rate is within that error of
the nominal rate of 0.05). Matching on propensity and prognostic score, all data-
reducing scores, and matching without the propensity score only perform well when
the balance requirement is quite strong at 0.50. Importantly, going down the rows of
the table, as the balance requirement gets stricter and subjects are matched within
smaller calipers on the estimated propensity score, the Type 1 error rates get smaller.
This indicates the relationship between covariate balance and error rates that we
would expect: balance on observed covariates helps assure correct rejection rates for
the hypothesis of no effect, though this finding may be confounded by the decrease
in sample size associated with imposing propensity calipers. Another finding from
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this table is that despite poor overlap on the estimated propensity score, matching
on a distance that does not incorporate the propensity score results in highest false
rejection rates.
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.05 0.08 0.16 0.19 0.06
0.05 0.05 0.08 0.16 0.19 0.06
0.2 0.05 0.08 0.14 0.17 0.06
0.3 0.05 0.08 0.10 0.11 0.06
0.5 0.05 0.08 0.04 0.05 0.06
Table 5.3: Type 1 Error Rates for PR Study Using the Hansen-Bowers Method
The GLM-based method for evaluating balance in this small study still has high
rejection rates. This occurs because the logistic regression model used in the balance
test strongly overfits and fails to converge; it does so both for our balance model
and in the permutation distribution. Because of estimation problems in the overfit
models, the test tends to return very high p-values, indicating that the study under
consideration is almost always balanced on observed covariates. For this reason, there
is no improvement as we move down the table across balance targets. Regardless of
the matching distance, the Type 1 error rates are too high.
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.07 0.09 0.19 0.22 0.08
0.05 0.07 0.09 0.19 0.22 0.08
0.2 0.07 0.09 0.19 0.22 0.08
0.3 0.07 0.09 0.19 0.22 0.08
0.5 0.07 0.09 0.19 0.22 0.08
Table 5.4: Type 1 Error Rates for PR Study Using the GLM-based Method
Using Bayesian inference in the logistic regression models for the balance test, we
find that matching on the propensity score gives the closest Type 1 error rates to the
nominal levels. In contrast to the Hansen-Bowers balance measure, this approach
also gives acceptable false rejection rates when we insist on a balance p-value of 0.20
for matching on all data-based scores and matching without the propensity score.
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Also, again, in contrast to the Hansen-Bowers measure, matching on the combination
of prognostic and ordinary propensity score, just misses the mark for correct Type
1 error rates.
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.06 0.09 0.16 0.19 0.07
0.05 0.05 0.08 0.07 0.07 0.07
0.2 0.05 0.08 0.05 0.05 0.07
0.3 0.05 0.08 0.05 0.05 0.07
0.5 0.05 0.08 0.05 0.05 0.07
Table 5.5: Type 1 Error Rates for PR Study Using the Bayesian-based Method
Treatment Effect Estimates
Tables 5.6 - 5.9 summarize the treatment effect estimates and their permutational
null standard deviations for the PR study, using permutational ANOVA and two
balance-testing methods - Hansen-Bowers and Bayesian-based method. The true
treatment effect is zero in all cases, so these results help assess bias in the estimates.
Insisting on a large balance p-value results in a slight increase in the variance of
the estimates because it leads to a decrease in sample size. Based on the estimates
and their standard deviations listed below, there does not appear to be any sizeable
difference between methods.
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.00 0.09 0.14 0.15 0.06
0.05 0.00 0.09 0.14 0.15 0.06
0.2 0.00 0.09 0.12 0.13 0.06
0.3 0.00 0.09 0.10 0.10 0.06
0.5 0.00 0.09 0.03 0.01 0.06
Table 5.6: Treatment Effect Estimates for PR Study Using the Hansen-Bowers Method
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.25 0.17 0.12 0.11 0.17
0.05 0.25 0.17 0.12 0.11 0.17
0.2 0.25 0.17 0.14 0.13 0.17
0.3 0.25 0.17 0.15 0.15 0.17
0.5 0.25 0.18 0.29 0.30 0.19
Table 5.7: Treatment Effect Standard Deviations for PR Study Using the Hansen-Bowers Method
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Prop Prop and Prog All Scores No Prop Prog Prop
0 0.02 0.10 0.14 0.15 0.07
0.05 0.01 0.10 0.08 0.07 0.07
0.2 0.01 0.10 0.07 0.06 0.07
0.3 0.01 0.10 0.06 0.06 0.06
0.5 0.01 0.09 0.06 0.06 0.06
Table 5.8: Treatment Effect Estimates for PR Study Using the Bayesian-based Method
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.25 0.18 0.11 0.11 0.18
0.05 0.25 0.18 0.16 0.17 0.18
0.2 0.25 0.18 0.17 0.17 0.18
0.3 0.25 0.18 0.17 0.18 0.18
0.5 0.25 0.18 0.17 0.18 0.18
Table 5.9: Treatment Effect Standard Deviations for PR Study Using the Bayesian-Based Method
Power Estimates
The power estimates for the common treatment effect of ±5 subjects are given
in tables 5.10 and 5.11. If we restrict our attention to the modes of balance testing
and inference that provided acceptable false rejection rates, we see that there is not
much difference between the Hansen-Bowers and Bayesian permutation approach,
whether matching is done on the propensity score or if we compare matching on
the propensity and prognostic score for the Hansen-Bowers measure with matching
on all scores or without the propensity scores combined with the Bayesian-based
permutation test.
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.26 0.35 0.46 0.47 0.34
0.05 0.26 0.35 0.46 0.47 0.34
0.2 0.26 0.35 0.44 0.45 0.34
0.3 0.26 0.35 0.40 0.40 0.34
0.5 0.26 0.35 0.27 0.25 0.34
Table 5.10: Power Estimates for PR Study Using the Hansen-Bowers Method
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Prop Prop and Prog All Scores No Prop Prog Prop
0 0.25 0.37 0.47 0.48 0.36
0.05 0.24 0.37 0.37 0.36 0.35
0.2 0.24 0.37 0.34 0.34 0.35
0.3 0.24 0.36 0.34 0.34 0.34
0.5 0.24 0.36 0.33 0.34 0.34
Table 5.11: Power Estimates for PR Study Using the Bayesian-Based Method
5.8.2 Modest Sample Results: RHC Study
Bayesian Method
Table 5.12 presents Type 1 error rates for estimating the treatment effect using
the ANOVA approach with a permutation-based variance, described above, with
covariate balance evaluated using the Bayesian-based permutation test. The first
line indicates the lack of a balance requirement. Matching on any combination of
propensity and prognostic scores seems to work well, in contrast to matching without
the propensity score, which has a Type I error rate of 0.12, exceeding its nominal level.
Insisting on the balance p-value being at least 0.05 by imposing propensity calipers,
however, brings that Type I error rate down to an acceptable level. Detailed results
for other types of estimation for the treatment effect can be found in Appendix E;
both, the mixed effects regression adjustments and OLS regression (on the treatment,
stratification indicator, and the propensity score) produce acceptable Type I error
rates, with OLS estimates slightly on the conservative side.
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.03 0.05 0.04 0.12 0.03
0.05 0.03 0.05 0.04 0.06 0.03
0.2 0.03 0.05 0.04 0.06 0.03
0.3 0.03 0.05 0.04 0.06 0.03
0.5 0.03 0.05 0.04 0.05 0.03
Table 5.12: Type I Error Rates for the Small Sample from the RHC Study Using the Bayesian-Based
Method
Table 5.13 gives the treatment effect estimates based on ANOVA, which help us
assess bias. The true treatment effect is zero in this case. The standard deviation for
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the estimates is roughly 0.05. It can easily be seen that all estimates have negligible
bias, regardless of the matching distance. A similar result is observed for other
methods of treatment effect estimation, details are described in the Appendix E.
Prop Prop and Prog All Scores No Prop Prog Prop
0 -0.01 0.00 0.00 -0.01 -0.00
0.05 -0.01 0.00 0.00 -0.01 -0.00
0.2 -0.01 0.00 0.00 -0.01 -0.00
0.3 -0.01 0.00 0.00 -0.01 -0.00
0.5 -0.01 0.00 0.00 -0.01 -0.00
Table 5.13: Treatment Effect Estimates for the Small Sample from the RHC Study Using the
Bayesian-Based Method
Table 5.14 provides power results for detecting a treatment effect of ±5, again,
based on the ANOVA estimation. It appears that matching on a combination of
propensity and prognostic score(s) as well as matching without the propensity score
gives slightly better power than the competing approaches we tested. This may
be a result of cases in which there is not full support on the propensity score, in
those cases matching distances which place less emphasis on the propensity score
result in matched sets with less extreme structure and a higher effective sample size.
Results for other treatment effect estimation methods are given in Appendix F, both
resulting in substantially lower power than the ANOVA estimator.
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.10 0.14 0.14 0.22 0.11
0.05 0.10 0.14 0.14 0.17 0.11
0.2 0.10 0.14 0.14 0.16 0.11
0.3 0.10 0.14 0.14 0.16 0.11
0.5 0.10 0.14 0.14 0.15 0.11
Table 5.14: Power Estimates for the Small Sample from the RHC Study Using the Bayesian-Based
Method
Results for the Hansen-Bowers procedure are quite similar to these results in all
respects, including variation of the treatment effect estimates. For this reason, we
do not present those results separately here.
121
Smith and Todd Method
Below, in Tables 5.15 and 5.16 we present results for Type 1 error rates for es-
timators based on matching within a caliper of 0.4 pooled standard deviations on
the propensity score. The first table is for simulation runs that passed the Smith
and Todd pre-stratification test, and the second table is for those that did not. For
all the methods used to estimate the treatment effect, the Type 1 error rates tend
to be within the simulation margin of error of 0.01 when we compare the results
from passing and failing the test. They also tend to be within the margin of error of
the nominal rate of 0.05. Though these rejection rates were not usually at or below
their nominal value for less restrictive calipers, we point out that matching closely on
the propensity score is the method most similar to the stratification and matching
techniques suggested in Smith and Todd (2005b) for the analysis of the NSW data.
Prop Prop and Prog All Scores No Prop Prog Prop
ANOVA 0.03 0.06 0.07 0.07 0.04
Mixed Effects 0.06 0.07 0.06 0.06 0.06
OLS 0.01 0.03 0.04 0.04 0.02
Table 5.15: Type 1 Error Rates for the Small Sample from the RHC Study, after Passing the
Smith-and-Todd Test
Prop Prop and Prog All Scores No Prop Prog Prop
ANOVA 0.03 0.05 0.05 0.05 0.04
Mixed Effects 0.05 0.05 0.05 0.05 0.05
OLS 0.01 0.02 0.01 0.01 0.01
Table 5.16: Type 1 Error Rates for the Small Sample from the RHC Study, after Failing the Smith-
and-Todd Test
As seen below, the treatment effects are estimated without bias regardless of the
method and regardless of passing or failing this balance test. Likely, close matching
on the propensity score is the cause of these unbiased results. The standard deviation
is about 0.05 for the ANOVA and OLS estimates and about 0.30 for the mixed effects
estimates in both tables.
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Prop Prop and Prog All Scores No Prop Prog Prop
ANOVA -0.01 -0.00 -0.00 -0.00 -0.01
Mixed Effects 0.00 0.00 0.00 0.00 0.00
OLS -0.01 -0.00 -0.00 -0.00 -0.01
Table 5.17: Treatment Effect Estimates for the Small Sample from the RHC Study, after Passing
the Smith-and-Todd Test
Prop Prop and Prog All Scores No Prop Prog Prop
ANOVA -0.01 -0.00 -0.01 -0.01 -0.01
Mixed Effects -0.01 -0.01 -0.01 -0.01 -0.01
OLS -0.01 -0.00 -0.00 -0.00 -0.01
Table 5.18: Treatment Effect Estimates for the Small Sample from the RHC Study, after Failing
the Smith-and-Todd Test
The power of the test to detect a treatment effect of ±5 does not appear to be
affected by the pre-stratification balance test result. However, an emerging pattern
shows that power is highest when the treatment effects are estimated using permu-
tational ANOVA and is lowest for OLS-based estimation.
Prop Prop and Prog All Scores No Prop Prog Prop
ANOVA 0.10 0.14 0.16 0.16 0.12
Mixed Effects 0.09 0.09 0.09 0.09 0.09
OLS 0.02 0.04 0.04 0.04 0.02
Table 5.19: Power Estimates for the Small Sample from the RHC Study, after Passing the Smith-
and-Todd Test
Prop Prop and Prog All Scores No Prop Prog Prop
ANOVA 0.11 0.16 0.14 0.15 0.11
Mixed Effects 0.08 0.08 0.08 0.08 0.08
OLS 0.01 0.03 0.02 0.03 0.02
Table 5.20: Power Estimates for the Small Sample from the RHC Study, after Failing the Smith-
and-Todd Test
The Smith-and-Todd test was introduced by the authors to detect errors of spec-
ification in the propensity score. In this simulation study, we only tested its perfor-
mance in data with errors of aggregation. The test performs reasonably well with a
somewhat tight caliper matching, and not so well without it, so it is possible that the
performance of the analyses relying on the Smith-and-Todd method to measure bal-
ance is confounded with matching closely on the propensity score. For these reason,
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future investigations will be helpful at more clearly identifying the test’s statistical
properties.
5.8.3 Medium Sample Results: RHC Study
In this section, we present medium-sample results for the RHC Study using the
Bayesian-based balance test. Recall that the sample size is now 1433. With this
larger sample size, differences between balance assessments virtually disappear, and
the results associated with the other methods are presented in Appendix F.
As can be seen in table 5.21, the ANOVA estimates result in acceptable false
rejection rates, once there is not significant imbalance (starting at line 2). Matching
distance does not make a bit of difference for this measure. Treatment effect estimates
are all unbiased, though the ones based on matching just on the propensity score
have a slightly smaller variance. The variances for the estimates were not drastically
different from each other, so we do not present that information here.
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.03 0.06 0.06 0.08 0.06
0.05 0.03 0.06 0.06 0.05 0.06
0.2 0.03 0.06 0.06 0.05 0.06
0.3 0.03 0.06 0.06 0.05 0.06
0.5 0.03 0.06 0.06 0.05 0.06
Table 5.21: Type 1 Error Rates for the Medium Sample from the RHC Study, using Bayesian-based
Test
Prop Prop and Prog All Scores No Prop Prog Prop
0 -0.00 -0.00 -0.00 -0.01 -0.00
0.05 -0.00 -0.00 -0.00 -0.00 -0.00
0.2 -0.00 -0.00 -0.00 -0.00 -0.00
0.3 -0.00 -0.00 -0.00 -0.00 -0.00
0.5 -0.00 -0.00 -0.00 -0.00 -0.00
Table 5.22: Treatment Effect Estimates for the Medium Sample from the RHC Study, using
Bayesian-based Test. The standard deviation is roughly 0.03.
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Prop Prop and Prog All Scores No Prop Prog Prop
0 0.09 0.12 0.12 0.17 0.12
0.05 0.09 0.12 0.12 0.13 0.12
0.2 0.09 0.12 0.12 0.13 0.12
0.3 0.09 0.12 0.12 0.12 0.12
0.5 0.09 0.12 0.12 0.12 0.12
Table 5.23: Power Estimates for the Medium Sample from the RHC Study, using Bayesian-based
Test
5.8.4 Fixed-Width Stratification
Small Sample - PR Study
In this small study, there was very limited overlap on the estimated propensity
scores, likely due to overfitting. For this reason, stratification on the propensity score
frequently resulted in a significant reduction in sample size by leaving many subjects
without a counterpart. In many cases, this happened to all subjects. In practice,
with limited overlap on the estimated propensity score, the researcher should be
aware and cautious about such exclusion of subjects, as it may reduce the power and
the generalizability of her results. As can be seen from Table 5.24, only the Hansen-
Bowers method gave acceptable Type 1 error rates for this combination of conditions.
We suspect that the Bayesian approach, despite a somewhat heavy penalty, still failed
to make up for the overfitting of the logistic model that occurred due to a reduction of
sample size from stratification. It is likely that this overfitting is the cause of excessive
false rejections of the hypothesis of no effect for this test. We present treatment
effect estimates with their standard deviations, as well as power estimates. While
the estimates for the treatment effects are slightly higher (more biased) than with
matching, both the variability of the estimates and power to determine a treatment
effect are similar to the results we got for matching on the prognostic propensity








Table 5.24: Type 1 Error Rates for the PR study using Stratification and ANOVA
TE Estimate TE SD Power
0 0.10 0.16 0.35
0.05 0.07 0.17 0.35
0.2 0.07 0.17 0.35
0.3 0.07 0.17 0.35
0.5 0.07 0.17 0.35
Table 5.25: Results using the Hansen-Bowers Test for the PR study using Stratification and ANOVA
Stratification in the RHC Study
For the modest and medium samples from the RHC study, the statistical proper-
ties of the tests we investigated were quite similar to those when matching was used




The small sample results are more telling of the differences between various com-
binations of procedures that we tested. In the modest and medium samples, the
differences between techniques nearly vanish, and the choice of an approach does not
tend to make a difference on any of the statistical indicators we investigated; most of
them perform adequately. The following discussion of choosing a methodology bears
more importance for small samples where overfitting may be an issue.
5.9.2 Subclassification
We investigated optimal full matching on various distances as well as fixed-width
stratification on the estimated propensity score. In modest and medium samples,
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the subclassification approach did not make a sizeable difference on the results. In a
small sample, however, approaches based on matching appeared to be more reliable.
This was largely due to the small overlap on the propensity score, which, in the case
of stratification, often lead to configurations which excluded a large proportion (and
sometimes all) of the subjects. Although in combination with the Hansen-Bowers
balance test, stratification still resulted in acceptable rejection rates, estimates and
power, a practitioner should be aware of the decrease in sample size and its effects.
Optimal full matching fared well in the small sample case, though the matching
distance tended to make a difference. Matching with little emphasis on the propen-
sity score or without the propensity score performed well when combined with the
Bayesian-based test for covariate balance, while matching on the combination of the
propensity and prognostic propensity scores outperformed other matching distances
when combined with the Hansen-Bowers balance measure. In combination with ei-
ther balance test, matching just on the propensity score was a reliable approach,
even in the small-sample setting with incomplete overlap.
5.9.3 Balance Test
Again, in the modest and medium-sample cases, the choice of a balance test made
little difference, although the Bayesian-based test is computationally expensive in this
case, making it less advantageous. In the small sample, the Hansen-Bowers and the
Bayesian-based test outperform the rest, complementing each other, in some cases,
on the compatible matching distances.
5.9.4 Estimation of Treatment Effects
Based on the simulation results, the estimator based on permutational ANOVA
(Hansen and Bowers 2008) provides for the best combination of unbiasedness, vari-
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ance, and power for estimating a common treatment effect. The variance of the
estimates did not appear to be related to the choice of the balance test, but rather
was sensitive to the estimator. In particular, estimation using mixed effects regression
consistently showed much higher variance than the other approaches, and sometimes
higher bias as well. Estimates based on covariate adjustment tended to exhibit very
low bias, which was advantageous, but unfortunately, that was coupled with having
the least power as compared to other estimators, regardless of other data or analysis
conditions.
5.9.5 Omitted Results
As mentioned previously, in a related study, we experimented with the response
surface for the PR study by imputing the responses for subjects based on their
estimated prognostic scores. Because in most cases the results of this change did
not have an effect on our conclusions, we do not report them here. Also, to avoid
overcrowding the results section, we omit some results which do not add information
to our overall conclusions.
In a separate study, working with only the Hansen-Bowers balance testing proce-
dure, we investigated different ways to fit the propensity score in the small PR study
- using ordinary logistic regression, the penalized likelihood approach, and the fully
Bayesian method. Although we do not include the details of our results, the overall
conclusion was that only the fully Bayesian approach to fitting the propensity model
results in acceptable statistical indicators, while other methods of fitting it fail to
correct for overfitting of the logistic model.
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5.10 Conclusions
Overall, we are able to recommend the Hansen-Bowers and the Bayesian-based
approaches to balance testing, as they performed reliably in most simulation condi-
tions.
The Hansen-Bowers approach fared especially well in combination with matching
on the propensity and prognostic propensity scores in our small sample case, even
when stratification was used instead of full matching. On the other hand, false
rejection rates for the hypothesis of no effect were too high when this test was
combined with matching distances which did not directly incorporate the propensity
score or which placed little emphasis on the propensity score, by combining it with
several other matching metrics. This method is also reliable and computationally
inexpensive in large samples.
The Bayesian-based balance-testing approach performed well in small samples
when combined with matching on the propensity score or when matching was done
without the propensity score or placing little emphasis on it in the matching metric.
In some situations, matching on the propensity score may be less desirable than in
others if, for example, there is little support on the estimated propensity score and
the researcher believes that this is an indicator of little support on the true propensity
score. Also, it may be important to match on several other covariates in addition
to the propensity score, decreasing the importance of the propensity scores in the
matching metric. Our simulation results show that this kind of matching combined
with the Bayesian-based balance result, produces reliable, unbiased, and powerful
estimates.
Our simulations demonstrated two limitations of the Bayesian-based approach to
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balance testing. First, the test is computationally expensive. In the small-sample
case, this did not create a significant disadvantage, but in the medium-sample case,
it became a rather large problem. Second, even the heavy penalty that the Bayesian
inference implies for the logistic model, cannot make up for data that are sufficiently
unsuitable for logistic regression. In our simulations, this was the case with fixed-
width stratification on the propensity score in the small-sample case. The stratifica-
tion frequently reduced the sample size to the point where even our penalized models
for the balance tests overfit, giving an overall high rejection rate for the hypothesis of
no treatment effect. Another limiting data setting, which did not occur here, might
be one in which assignment to treatment is very rare. It is easy to imagine a situa-
tion extreme enough in this regard that the Bayesian inference in logistic regression
might fail to correct for overfitting.
To conclude, covariate balance, regardless of sample size and mostly regardless
of the type of test we used, generally produced false rejection rates near or below
nominal, as well as unbiased treatment effect estimates. To the extent that insisting
on covariate balance was related to the decrease in sample size by imposing matching
or stratification restrictions, it was also connected to increasing the variance of the
estimates and decreasing the power in estimating treatment effects.
We sought to design a simulation in which the generated data are realistic. While
this approach might have some generalizability advantages over simulating data from
known distributions, it also has its limitations. For example, we cannot affirm that
the CIA holds nor do we control the nature or extent of treatment effect heterogeneity.
To offer general expectations with finite-sample data, we direct the reader to the
paper by Hansen (2009), in which the author provides asymptotic analyses that
corroborate our results for propensity-matched data.
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Appendix A: Small Sample Size Case - PR Study, Hansen-Bowers Test
5.10.1 Discussion
We look at the combination of Hansen-Bowers test with full matching and esti-
mating treatment effects using mixed effects and covariate adjustment using OLS
regression. Type 1 error rates are too high in the mixed effects case, and are close to
nominal levels for the OLS case when the matching metric is based on the propensity
and prognostic propensity scores as well as. Also, matching without the propensity
scores gives correct Type 1 error results when the balance p-value is at least 0.2.
Treatment effects are estimated with less bias and smaller variance using OLS rather
than mixed effects regression.
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.10 0.11 0.11 0.10 0.10
0.05 0.10 0.11 0.11 0.10 0.10
0.2 0.10 0.11 0.10 0.10 0.10
0.3 0.10 0.11 0.08 0.07 0.10
0.5 0.10 0.11 0.04 0.04 0.10
Table 5.26: Type 1 Error Rates in the PR study for the Hansen-Bowers test. Treatment effects are
estimated using Mixed Effects Regression
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.03 0.07 0.10 0.07 0.05
0.05 0.03 0.07 0.10 0.07 0.05
0.2 0.03 0.07 0.08 0.06 0.05
0.3 0.03 0.07 0.06 0.05 0.05
0.5 0.03 0.07 0.05 0.06 0.05
Table 5.27: Type 1 Error Rates in the PR study for the Hansen-Bowers test. Treatment effects are
estimated using OLS
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.46 0.48 0.51 0.51 0.48
0.05 0.46 0.48 0.51 0.51 0.48
0.2 0.46 0.48 0.30 0.38 0.48
0.3 0.46 0.48 0.11 0.13 0.48
0.5 0.35 0.37 -31.99 -26.51 -0.61
Table 5.28: Treatment Effect Estimates in the PR study for the Hansen-Bowers test. Treatment
effects are estimated using Mixed Effects Regression
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Prop Prop and Prog All Scores No Prop Prog Prop
0 1.07 1.13 1.00 0.99 1.03
0.05 1.07 1.13 1.00 0.99 1.03
0.2 1.07 1.13 1.93 1.11 1.03
0.3 1.07 1.13 2.03 1.29 1.04
0.5 3.17 18.49 671.11 681.11 26.13
Table 5.29: Standard Deviations for Treatment Effect Estimates in the PR study for the Hansen-
Bowers test. Treatment effects are estimated using Mixed Effects Regression
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.00 0.08 0.13 0.11 0.06
0.05 0.00 0.08 0.13 0.11 0.06
0.2 0.00 0.08 0.10 0.09 0.06
0.3 0.00 0.08 0.05 0.05 0.06
0.5 0.00 0.08 0.01 0.01 0.06
Table 5.30: Treatment Effect Estimates in the PR study for the Hansen-Bowers test. Treatment
effects are estimated using OLS Regression
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.25 0.20 0.20 0.19 0.19
0.05 0.25 0.20 0.20 0.19 0.19
0.2 0.25 0.20 0.25 0.24 0.19
0.3 0.25 0.20 0.30 0.30 0.19
0.5 0.25 0.21 0.45 0.49 0.20
Table 5.31: Standard Deviations for Treatment Effect Estimates in the PR study for the Hansen-
Bowers test. Treatment effects are estimated using OLS Regression
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Appendix B: Small Sample Size Case - PR Study, Bayesian-Based Test,
Penalized Likelihood Test
5.10.2 Discussion: Bayesian-Based Test
In combination with mixed effects regression, the Bayesian-based test gives near-
nominal Type 1 error rates when matching is done on all data-reducing scores or
without the propensity score, once a balance p-value of at least 0.05 has been es-
tablished. In combination with OLS, on the other hand, all matching configurations
except for matching on the propensity and prognostic score result in correct false
rejection rates once a p-value for balance of at least 0.05 is present. Consistent with
the other results, the OLS method of estimating treatment effect produces less biased
and less variable estimates of the treatment effect.
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.09 0.10 0.09 0.09 0.10
0.05 0.08 0.10 0.06 0.06 0.09
0.2 0.08 0.10 0.05 0.05 0.09
0.3 0.08 0.09 0.05 0.05 0.09
0.5 0.08 0.09 0.04 0.05 0.08
Table 5.32: Type 1 Error Rates in the PR study for the Bayesian-based test. Treatment effects are
estimated using Mixed Effects Regression
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.04 0.08 0.09 0.08 0.05
0.05 0.03 0.08 0.04 0.03 0.05
0.2 0.03 0.07 0.03 0.02 0.05
0.3 0.03 0.07 0.03 0.02 0.05
0.5 0.03 0.07 0.02 0.02 0.04
Table 5.33: Type 1 Error Rates in the PR study for the Bayesian-based test. Treatment effects are
estimated using OLS
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.52 0.50 0.54 0.54 0.50
0.05 1.16 0.50 0.68 0.57 0.47
0.2 1.16 1.11 0.55 0.48 1.05
0.3 1.16 1.10 0.52 0.47 1.04
0.5 1.16 1.04 0.49 0.46 0.98
Table 5.34: Treatment Effect Estimates in the PR study for the Bayesian-based test. Treatment
effects are estimated using Mixed Effects Regression
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Prop Prop and Prog All Scores No Prop Prog Prop
0 1.51 1.25 1.04 1.04 1.06
0.05 15.32 1.38 14.38 14.39 1.24
0.2 15.32 14.36 14.39 14.40 14.31
0.3 15.32 14.36 14.39 14.40 14.32
0.5 15.32 14.37 14.39 14.40 14.33
Table 5.35: Standard Deviations for Treatment Effect Estimates in the PR study for the Bayesian-
based test. Treatment effects are estimated using Mixed Effects Regression
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.01 0.08 0.13 0.12 0.06
0.05 0.01 0.08 0.03 0.02 0.06
0.2 0.01 0.07 0.00 0.00 0.05
0.3 0.01 0.07 -0.00 -0.00 0.04
0.5 0.01 0.05 -0.01 0.00 0.03
Table 5.36: Treatment Effect Estimates in the PR study for the Bayesian-based test. Treatment
effects are estimated using OLS
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.26 0.20 0.21 0.20 0.19
0.05 0.54 0.24 0.44 0.44 0.22
0.2 0.54 0.26 0.45 0.44 0.25
0.3 0.54 0.26 0.45 0.44 0.26
0.5 0.54 0.31 0.46 0.45 0.28
Table 5.37: Standard Deviations for Treatment Effect Estimates in the PR study for the Bayesian-
based test. Treatment effects are estimated using OLS
5.10.3 Discussion: Penalized Likelihood-Based Test
In combination with this approach to balance testing, we obtain acceptable Type
I error rates by insisting on balance and combining matching on the propensity
score with ANOVA, matching on all data scores with mixed effects regression, and
matching on propensity or propensity with prognostic propensity with OLS, as well
as combining other matching distances with OLS while insisting on a balance p-value
of at least 0.3. Estimation of treatment effects is similar in terms of bias and variance
for the ANOVA and OLS-based estimators, and the mixed effects estimates, again,
are more biased and variable.
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Prop Prop and Prog All Scores No Prop Prog Prop
0 0.07 0.09 0.18 0.20 0.08
0.05 0.06 0.09 0.14 0.20 0.07
0.2 0.06 0.08 0.09 0.16 0.08
0.3 0.05 0.08 0.07 0.12 0.07
0.5 0.05 0.07 0.05 0.07 0.07
Table 5.38: Type 1 Error Rates in the PR study for the Penalized Likelihood-based test. Treatment
effects are estimated using ANOVA.
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.09 0.10 0.10 0.10 0.10
0.05 0.09 0.10 0.08 0.09 0.10
0.2 0.08 0.09 0.06 0.08 0.10
0.3 0.08 0.09 0.05 0.07 0.09
0.5 0.08 0.08 0.04 0.05 0.09
[!ht]
Table 5.39: Type 1 Error Rates in the PR study for the Penalized Likelihood-based test. Treatment
effects are estimated using Mixed Effects Regression.
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.04 0.08 0.10 0.09 0.06
0.05 0.04 0.08 0.08 0.08 0.06
0.2 0.04 0.07 0.06 0.07 0.06
0.3 0.04 0.06 0.04 0.06 0.06
0.5 0.04 0.06 0.03 0.05 0.05
Table 5.40: Type 1 Error Rates in the PR study for the Penalized Likelihood-based test. Treatment
effects are estimated using OLS.
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.02 0.10 0.15 0.16 0.08
0.05 0.02 0.10 0.13 0.15 0.07
0.2 0.02 0.10 0.08 0.10 0.07
0.3 0.02 0.10 0.07 0.08 0.07
0.5 0.01 0.09 0.05 0.04 0.06
Table 5.41: Treatment Effect Estimates in the PR study for the Penalized Likelihood-based test.
Treatment effects are estimated using ANOVA.
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.25 0.18 0.12 0.11 0.18
0.05 0.25 0.18 0.14 0.12 0.18
0.2 0.25 0.18 0.17 0.16 0.18
0.3 0.25 0.19 0.18 0.18 0.19
0.5 0.25 0.20 0.21 0.22 0.20
Table 5.42: Standard Deviations for Treatment Effect Estimates in the PR study for the Penalized
Likelihood-based test. Treatment effects are estimated using ANOVA.
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Prop Prop and Prog All Scores No Prop Prog Prop
0 0.54 0.52 0.56 0.56 0.52
0.05 0.95 0.75 0.73 0.74 0.49
0.2 0.84 1.14 0.85 0.99 0.51
0.3 -0.05 0.22 1.29 0.59 0.33
0.5 0.49 0.18 2.10 1.46 -0.46
Table 5.43: Treatment Effect Estimates in the PR study for the Penalized Likelihood-based test.
Treatment effects are estimated using Mixed Effects Regression
Prop Prop and Prog All Scores No Prop Prog Prop
0 1.58 1.29 1.06 1.06 1.08
0.05 13.46 7.58 7.90 7.56 1.12
0.2 15.04 15.35 15.89 15.47 2.57
0.3 32.05 32.65 28.76 14.38 4.08
0.5 33.26 46.29 38.52 47.07 33.83
Table 5.44: Standard Deviations for Treatment Effect Estimates in the PR study for the Penalized
Likelihood-based test. Treatment effects are estimated using Mixed Effects Regression
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.01 0.08 0.13 0.12 0.07
0.05 0.01 0.08 0.11 0.11 0.06
0.2 -0.00 0.07 0.05 0.07 0.06
0.3 0.00 0.06 0.03 0.06 0.05
0.5 0.01 0.06 0.01 0.02 0.04
Table 5.45: Treatment Effect Estimates in the PR study for the Penalized Likelihood-based test.
Treatment effects are estimated using OLS.
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.26 0.20 0.21 0.20 0.19
0.05 0.29 0.20 0.34 0.27 0.20
0.2 0.39 0.25 0.42 0.34 0.24
0.3 0.42 0.29 0.43 0.38 0.27
0.5 0.44 0.32 0.45 0.48 0.31
Table 5.46: Standard Deviations for Treatment Effect Estimates in the PR study for the Penalized
Likelihood-based test. Treatment effects are estimated using OLS.
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Appendix C: Small Sample Size Case - PR Study, Smith and Todd Method,
Matching within 0.25 caliper
5.10.4 Discussion
It can be seen from these results that passing or failing the Smith and Todd
balance assessment with subsequent matching, does not make a clear difference for
the Type 1 error rate. However, passing the pre-stratification test does result in less
variable estimates for the treatment effect when mixed effects regression is used for
estimation. Power to detect a treatment effect does not appear to be affected by the
results of the balance test.
5.10.5 Type I Error Rates
Prop Prop and Prog All Scores No Prop Prog Prop
ANOVA 0.01 0.02 0.01 0.01 0.01
Mixed Effects 0.00 0.00 0.00 0.00 0.00
OLS 0.01 0.01 0.01 0.01 0.01
Table 5.47: Type 1 Error Rates in the PR study after passing the Smith and Todd test
Prop Prop and Prog All Scores No Prop Prog Prop
ANOVA 0.01 0.02 0.01 0.01 0.01
Mixed Effects 0.00 0.00 0.01 0.01 0.00
OLS 0.01 0.02 0.02 0.02 0.01
Table 5.48: Type 1 Error Rates in the PR study after failing the Smith and Todd test
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5.10.6 Treatment Effect Estimates
Prop Prop and Prog All Scores No Prop Prog Prop
ANOVA -0.00 -0.01 -0.01 -0.01 -0.01
Mixed Effects 56.50 56.49 56.36 56.44 56.35
OLS 0.01 -0.01 0.01 0.00 0.00
Table 5.49: Treatment Effect Estimates in the PR study after passing the Smith and Todd test
Prop Prop and Prog All Scores No Prop Prog Prop
ANOVA 0.25 0.25 0.25 0.25 0.25
Mixed Effects 320.17 320.17 320.16 320.16 320.16
OLS 0.31 0.34 0.36 0.36 0.31
Table 5.50: Standard Deviation Estimates in the PR study after passing the Smith and Todd test
Prop Prop and Prog All Scores No Prop Prog Prop
ANOVA -0.00 -0.01 -0.01 -0.00 -0.00
Mixed Effects -8.02 -7.68 -7.94 -7.81 -8.24
OLS 0.01 -0.00 0.01 0.01 0.01
Table 5.51: Treatment Effect Estimates in the PR study after failing the Smith and Todd test
Prop Prop and Prog All Scores No Prop Prog Prop
ANOVA 0.25 0.25 0.25 0.25 0.25
Mixed Effects 244.44 244.43 244.45 244.44 244.46
OLS 0.40 0.40 0.43 0.43 0.44
Table 5.52: Standard Deviation Estimates in the PR study after failing the Smith and Todd test
5.10.7 Power Estimates
Prop Prop and Prog All Scores No Prop Prog Prop
ANOVA 0.11 0.17 0.14 0.14 0.12
Mixed Effects 0.03 0.03 0.03 0.03 0.03
OLS 0.03 0.02 0.03 0.02 0.02
Table 5.53: Power Estimates in the PR study after passing the Smith and Todd test
Prop Prop and Prog All Scores No Prop Prog Prop
ANOVA 0.14 0.18 0.16 0.15 0.15
Mixed Effects 0.03 0.03 0.03 0.03 0.03
OLS 0.03 0.03 0.03 0.03 0.03
Table 5.54: Power Estimates in the PR study after failing the Smith and Todd test
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Appendix D: Small Sample Size Case - PR Study; Kolmogorov-Smirnov
Method, within 0.25 caliper
5.10.8 Discussion
Passing or failing this balance test does not appear to affect Type 1 error rates,
estimates, or power in estimation of treatment effects.
5.10.9 Type 1 Error Rates
Prop Prop and Prog All Scores No Prop Prog Prop
ANOVA 0.01 0.02 0.01 0.01 0.01
Mixed Effects 0.00 0.00 0.01 0.01 0.00
OLS 0.00 0.00 0.00 0.00 0.00
Table 5.55: Type 1 Error Rates in the PR study after passing the K-S test
Prop Prop and Prog All Scores No Prop Prog Prop
ANOVA 0.01 0.02 0.01 0.01 0.01
Mixed Effects 0.00 0.00 0.00 0.00 0.00
OLS 0.01 0.01 0.01 0.01 0.01
Table 5.56: Type 1 Error Rates in the PR study after failing the K-S test
5.10.10 Treatment Effect Estimates
Prop Prop and Prog All Scores No Prop Prog Prop
ANOVA -0.01 -0.02 -0.01 -0.01 -0.01
Mixed Effects -2.29 -1.92 -1.83 -1.77 -2.61
OLS 0.01 -0.01 0.01 0.01 0.01
Table 5.57: Treatment Effect Estimates in the PR study after passing the K-S test
Prop Prop and Prog All Scores No Prop Prog Prop
ANOVA 0.23 0.23 0.23 0.23 0.24
Mixed Effects 271.35 271.36 271.36 271.36 271.34
OLS 0.49 0.48 0.45 0.45 0.49
Table 5.58: Standard Deviation Estimates in the PR study after passing the K-S test
Prop Prop and Prog All Scores No Prop Prog Prop
ANOVA 0.00 -0.01 -0.00 -0.00 -0.00
Mixed Effects 22.55 22.70 22.37 22.50 22.40
OLS 0.01 -0.00 0.01 0.01 0.00
Table 5.59: Treatment Effect Estimates in the PR study after failing the K-S test
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Prop Prop and Prog All Scores No Prop Prog Prop
ANOVA 0.26 0.26 0.26 0.26 0.26
Mixed Effects 278.03 278.02 278.02 278.02 278.04
OLS 0.31 0.33 0.39 0.39 0.35
Table 5.60: Standard Deviation Estimates in the PR study after failing the K-S test
5.10.11 Power Estimates
Prop Prop and Prog All Scores No Prop Prog Prop
ANOVA 0.21 0.23 0.22 0.22 0.23
Mixed Effects 0.09 0.09 0.09 0.09 0.09
OLS 0.04 0.04 0.04 0.04 0.04
Table 5.61: Power Estimates in the PR study after passing the K-S test
Prop Prop and Prog All Scores No Prop Prog Prop
ANOVA 0.22 0.24 0.23 0.23 0.23
Mixed Effects 0.05 0.05 0.05 0.05 0.05
OLS 0.12 0.13 0.12 0.12 0.12
Table 5.62: Power Estimates in the PR study after failing the K-S test
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Appendix E: Modest Sample Size Case - 500-Subject Sample from the
RHC Study
5.10.12 Discussion
With the exception of matching without the propensity score in some cases, re-
gardless of the post-stratification balance test, we are able to obtain correct Type
1 error rates and unbiased treatment effect estimates. Variance of the estimates is
the highest for mixed effects regression, as previously. Power to detect a treatment
effect is the highest for ANOVA-based estimation.
5.10.13 Type I Error Rates
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.05 0.05 0.06 0.05 0.05
0.05 0.05 0.05 0.06 0.05 0.05
0.2 0.05 0.05 0.06 0.05 0.05
0.3 0.05 0.05 0.06 0.05 0.05
0.5 0.05 0.05 0.06 0.05 0.05
Table 5.63: Estimates for the Type I Error Rates for the Bayesian Procedure in the Modest Sample
from the RHC Study Treatment effects are estimated using Mixed Effects Regression
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.01 0.03 0.02 0.02 0.01
0.05 0.01 0.03 0.02 0.02 0.01
0.2 0.01 0.03 0.02 0.02 0.01
0.3 0.01 0.03 0.02 0.02 0.01
0.5 0.01 0.03 0.02 0.02 0.01
Table 5.64: Estimates for the Type I Error Rates for the Bayesian Procedure in the Modest Sample
from the RHC Study Treatment effects are estimated using OLS
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.02 0.04 0.05 0.13 0.04
0.05 0.02 0.04 0.05 0.06 0.04
0.2 0.02 0.04 0.04 0.05 0.04
0.3 0.02 0.04 0.05 0.06 0.04
0.5 0.02 0.04 0.05 0.05 0.04
Table 5.65: Estimates for the Type I Error Rates for the Penalized Procedure in the Modest Sample
from the RHC Study Treatment effects are estimated using ANOVA
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Prop Prop and Prog All Scores No Prop Prog Prop
0 0.05 0.05 0.06 0.05 0.06
0.05 0.05 0.05 0.06 0.05 0.06
0.2 0.05 0.05 0.06 0.05 0.06
0.3 0.05 0.05 0.06 0.05 0.06
0.5 0.05 0.05 0.05 0.05 0.06
Table 5.66: Estimates for the Type I Error Rates for the Penalized Procedure in the Modest Sample
from the RHC Study Treatment effects are estimated using Mixed Effects Regression
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.00 0.03 0.02 0.02 0.01
0.05 0.00 0.03 0.02 0.01 0.01
0.2 0.00 0.03 0.02 0.02 0.01
0.3 0.00 0.03 0.02 0.02 0.01
0.5 0.00 0.03 0.02 0.02 0.01
Table 5.67: Estimates for the Type I Error Rates for the Penalized Procedure in the Modest Sample
from the RHC Study Treatment effects are estimated using OLS
Treatment Effect Estimates
Prop Prop and Prog All Scores No Prop Prog Prop
0 -0.01 -0.01 -0.01 -0.01 -0.01
0.05 -0.01 -0.01 -0.01 -0.00 -0.01
0.2 -0.01 -0.01 -0.01 -0.00 -0.01
0.3 -0.01 -0.01 -0.01 -0.00 -0.01
0.5 -0.01 -0.01 -0.01 0.00 -0.01
Table 5.68: Treatment Effect Estimates for the Bayesian Procedure in the Modest Sample from
the RHC Study Treatment effects are estimated using Mixed Effects Regression. The
standard deviation for the estimates is roughly 0.29
Prop Prop and Prog All Scores No Prop Prog Prop
0 -0.01 0.00 -0.00 -0.00 -0.00
0.05 -0.01 0.00 -0.00 -0.00 -0.00
0.2 -0.01 0.00 -0.00 -0.00 -0.00
0.3 -0.01 0.00 -0.00 -0.00 -0.00
0.5 -0.01 0.00 -0.00 -0.00 -0.00
Table 5.69: Treatment Effect Estimates for the Bayesian Procedure in the Modest Sample from the
RHC Study Treatment effects are estimated using OLS. The standard deviation for the
estimates is roughly 0.05
142
Prop Prop and Prog All Scores No Prop Prog Prop
0 -0.01 0.00 0.00 -0.01 -0.00
0.05 -0.01 0.00 0.00 -0.00 -0.00
0.2 -0.01 0.00 0.00 -0.00 -0.00
0.3 -0.01 0.00 0.00 -0.00 -0.00
0.5 -0.01 0.00 0.00 -0.00 -0.00
Table 5.70: Treatment Effect Estimates for the Penalized Procedure in the Modest Sample from
the RHC Study Treatment effects are estimated using ANOVA. The standard deviation
for the estimates is roughly 0.05
Prop Prop and Prog All Scores No Prop Prog Prop
0 -0.01 -0.00 -0.01 -0.01 -0.01
0.05 -0.01 -0.00 -0.01 0.00 -0.01
0.2 -0.01 -0.00 -0.00 0.01 -0.01
0.3 -0.01 -0.00 -0.00 0.01 -0.01
0.5 -0.01 -0.00 -0.00 0.01 -0.01
Table 5.71: Treatment Effect Estimates for the Penalized Procedure in the Modest Sample from
the RHC Study Treatment effects are estimated using Mixed Effects Regression. The
standard deviation for the estimates is roughly 0.29
Prop Prop and Prog All Scores No Prop Prog Prop
0 -0.01 0.00 -0.00 -0.00 -0.00
0.05 -0.01 0.00 -0.00 0.00 -0.00
0.2 -0.01 0.00 -0.00 0.00 -0.00
0.3 -0.01 0.00 -0.00 0.00 -0.00
0.5 -0.01 0.00 -0.00 -0.00 -0.00
Table 5.72: Treatment Effect Estimates for the Penalized Procedure in the Modest Sample from
the RHC Study. Treatment effects are estimated using OLS. The standard deviation
for the estimates is roughly 0.05.
Power Estimates
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.08 0.08 0.08 0.08 0.08
0.05 0.08 0.08 0.08 0.08 0.08
0.2 0.08 0.08 0.08 0.08 0.08
0.3 0.08 0.08 0.08 0.08 0.08
0.5 0.08 0.08 0.08 0.08 0.08
Table 5.73: Power Estimates for the effect of ±5 for the Bayesian Procedure in the Modest Sample
from the RHC Study. Treatment effects are estimated using Mixed Effects Regression.
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Prop Prop and Prog All Scores No Prop Prog Prop
0 0.02 0.04 0.03 0.03 0.02
0.05 0.02 0.04 0.03 0.03 0.02
0.2 0.02 0.04 0.03 0.03 0.02
0.3 0.02 0.04 0.03 0.03 0.02
0.5 0.02 0.04 0.03 0.03 0.02
Table 5.74: Power Estimates for the effect of ±5 for the Bayesian Procedure in the Modest Sample
from the RHC Study. Treatment effects are estimated using OLS.
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.10 0.13 0.14 0.23 0.12
0.05 0.10 0.13 0.14 0.15 0.12
0.2 0.10 0.13 0.14 0.14 0.12
0.3 0.10 0.13 0.14 0.14 0.12
0.5 0.10 0.13 0.14 0.14 0.12
Table 5.75: Power Estimates for the effect of ±5 for the Penalized Procedure in the Modest Sample
from the RHC Study. Treatment effects are estimated using ANOVA.
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.08 0.08 0.08 0.09 0.09
0.05 0.08 0.08 0.08 0.08 0.09
0.2 0.08 0.08 0.08 0.08 0.09
0.3 0.08 0.08 0.09 0.08 0.09
0.5 0.08 0.08 0.08 0.08 0.09
Table 5.76: Power Estimates for the effect of ±5 for the Penalized Procedure in the Modest Sample
from the RHC Study. Treatment effects are estimated using Mixed Effects Regression.
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.01 0.04 0.03 0.03 0.02
0.05 0.01 0.04 0.03 0.03 0.02
0.2 0.01 0.04 0.03 0.03 0.02
0.3 0.01 0.04 0.03 0.03 0.02
0.5 0.01 0.04 0.03 0.03 0.02
Table 5.77: Power Estimates for the effect of ±5 for the Penalized Procedure in the Modest Sample
from the RHC Study. Treatment effects are estimated using OLS.
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Appendix F: Medium Sample Size Case - 1433-Subject Sample from the
RHC Study
Similar to the modest sample size case, regardless of the post-stratification balance
test, we are able to obtain correct Type 1 error rates and unbiased treatment effect
estimates. Variance of the estimates is the highest for mixed effects regression, as
previously. Power to detect a treatment effect is the highest for ANOVA-based
estimation.
Type I Error Rates
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.06 0.06 0.06 0.06 0.06
0.05 0.06 0.06 0.06 0.06 0.06
0.2 0.06 0.06 0.06 0.06 0.06
0.3 0.06 0.06 0.06 0.06 0.06
0.5 0.06 0.06 0.06 0.06 0.06
Table 5.78: Estimates for the Type I Error Rates for the Bayesian Procedure in the Medium Sample
from the RHC Study. Treatment effects are estimated using Mixed Effects Regression.
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.01 0.02 0.02 0.02 0.02
0.05 0.01 0.02 0.02 0.02 0.02
0.2 0.01 0.02 0.02 0.01 0.02
0.3 0.01 0.02 0.02 0.02 0.02
0.5 0.01 0.02 0.02 0.02 0.02
Table 5.79: Estimates for the Type I Error Rates for the Bayesian Procedure in the Medium Sample
from the RHC Study. Treatment effects are estimated using OLS.
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.03 0.06 0.06 0.08 0.06
0.05 0.03 0.06 0.06 0.08 0.06
0.2 0.03 0.06 0.06 0.08 0.06
0.3 0.03 0.06 0.06 0.08 0.06
0.5 0.03 0.06 0.06 0.08 0.06
Table 5.80: Estimates for the Type I Error Rates for the GLM-based Procedure in the Medium
Sample from the RHC Study. Treatment effects are estimated using ANOVA.
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Prop Prop and Prog All Scores No Prop Prog Prop
0 0.06 0.06 0.06 0.06 0.06
0.05 0.06 0.06 0.06 0.06 0.06
0.2 0.06 0.06 0.06 0.06 0.06
0.3 0.06 0.06 0.06 0.06 0.06
0.5 0.06 0.06 0.06 0.06 0.06
Table 5.81: Estimates for the Type I Error Rates for the GLM-based Procedure in the Medium
Sample from the RHC Study. Treatment effects are estimated using Mixed Effects
Regression.
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.01 0.02 0.02 0.02 0.02
0.05 0.01 0.02 0.02 0.02 0.02
0.2 0.01 0.02 0.02 0.02 0.02
0.3 0.01 0.02 0.02 0.02 0.02
0.5 0.01 0.02 0.02 0.02 0.02
Table 5.82: Estimates for the Type I Error Rates for the GLM-based Procedure in the Medium
Sample from the RHC Study. Treatment effects are estimated using OLS.
Treatment Effect Estimates
Prop Prop and Prog All Scores No Prop Prog Prop
0 -0.01 -0.01 -0.01 -0.01 -0.01
0.05 -0.01 -0.01 -0.01 -0.01 -0.01
0.2 -0.01 -0.01 -0.01 -0.01 -0.01
0.3 -0.01 -0.01 -0.01 -0.01 -0.01
0.5 -0.01 -0.01 -0.01 -0.01 -0.01
Table 5.83: Treatment Effect Estimates for the Bayesian Procedure in the Medium Sample from
the RHC Study. Treatment effects are estimated using Mixed Effects Regression. The
standard deviation for the estimates is roughly 0.15.
Prop Prop and Prog All Scores No Prop Prog Prop
0 -0.00 -0.00 -0.00 0.00 -0.00
0.05 -0.00 -0.00 -0.00 -0.00 -0.00
0.2 -0.00 -0.00 -0.00 -0.00 -0.00
0.3 -0.00 -0.00 -0.00 -0.00 -0.00
0.5 -0.00 -0.00 -0.00 -0.00 -0.00
Table 5.84: Treatment Effect Estimates for the Bayesian Procedure in the Medium Sample from
the RHC Study. Treatment effects are estimated using OLS. The standard deviation
for the estimates is roughly 0.03.
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Prop Prop and Prog All Scores No Prop Prog Prop
0 -0.00 -0.00 -0.00 -0.01 -0.00
0.05 -0.00 -0.00 -0.00 -0.01 -0.00
0.2 -0.00 -0.00 -0.00 -0.01 -0.00
0.3 -0.00 -0.00 -0.00 -0.01 -0.00
0.5 -0.00 -0.00 -0.00 -0.01 -0.00
Table 5.85: Treatment Effect Estimates for the GLM-based Procedure in the Medium Sample from
the RHC Study. Treatment effects are estimated using ANOVA. The standard deviation
for the estimates is roughly 0.03.
Prop Prop and Prog All Scores No Prop Prog Prop
0 -0.01 -0.01 -0.01 -0.01 -0.01
0.05 -0.01 -0.01 -0.01 -0.01 -0.01
0.2 -0.01 -0.01 -0.01 -0.01 -0.01
0.3 -0.01 -0.01 -0.01 -0.01 -0.01
0.5 -0.01 -0.01 -0.01 -0.01 -0.01
Table 5.86: Treatment Effect Estimates for the GLM-based Procedure in the Medium Sample from
the RHC Study. Treatment effects are estimated using Mixed Effects Regression. The
standard deviation for the estimates is roughly 0.15.
Prop Prop and Prog All Scores No Prop Prog Prop
0 -0.00 -0.00 -0.00 -0.00 -0.00
0.05 -0.00 -0.00 -0.00 -0.00 -0.00
0.2 -0.00 -0.00 -0.00 -0.00 -0.00
0.3 -0.00 -0.00 -0.00 -0.00 -0.00
0.5 -0.00 -0.00 -0.00 -0.00 -0.00
Table 5.87: Treatment Effect Estimates for the GLM-based Procedure in the Medium Sample from
the RHC Study. Treatment effects are estimated using OLS. The standard deviation
for the estimates is roughly 0.03.
Power Estimates
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.06 0.07 0.07 0.06 0.07
0.05 0.06 0.07 0.07 0.07 0.07
0.2 0.06 0.07 0.07 0.07 0.07
0.3 0.06 0.07 0.07 0.07 0.07
0.5 0.06 0.07 0.07 0.07 0.07
Table 5.88: Power Estimates for the effect of ±5 for the Bayesian Procedure in the Medium Sample
from the RHC Study. Treatment effects are estimated using Mixed Effects Regression.
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Prop Prop and Prog All Scores No Prop Prog Prop
0 0.01 0.03 0.03 0.03 0.03
0.05 0.01 0.03 0.03 0.03 0.03
0.2 0.01 0.03 0.03 0.03 0.03
0.3 0.01 0.03 0.03 0.03 0.03
0.5 0.01 0.03 0.03 0.03 0.03
Table 5.89: Power Estimates for the effect of ±5 for the Bayesian Procedure in the Medium Sample
from the RHC Study Treatment effects are estimated using OLS.
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.09 0.12 0.12 0.17 0.12
0.05 0.09 0.12 0.12 0.17 0.12
0.2 0.09 0.12 0.12 0.17 0.12
0.3 0.09 0.12 0.12 0.17 0.12
0.5 0.09 0.12 0.12 0.17 0.12
Table 5.90: Power Estimates for the effect of ±5 for the GLM-based Procedure in the Medium
Sample from the RHC Study. Treatment effects are estimated using ANOVA.
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.07 0.07 0.07 0.07 0.07
0.05 0.07 0.07 0.07 0.07 0.07
0.2 0.07 0.07 0.07 0.07 0.07
0.3 0.07 0.07 0.07 0.07 0.07
0.5 0.07 0.07 0.07 0.07 0.07
Table 5.91: Power Estimates for the effect of ±5 for the GLM-based Procedure in the Medium
Sample from the RHC Study. Treatment effects are estimated using Mixed Effects
Regression.
Prop Prop and Prog All Scores No Prop Prog Prop
0 0.01 0.03 0.03 0.03 0.03
0.05 0.01 0.03 0.03 0.03 0.03
0.2 0.01 0.03 0.03 0.03 0.03
0.3 0.01 0.03 0.03 0.03 0.03
0.5 0.01 0.03 0.03 0.03 0.03
Table 5.92: Power Estimates for the effect of ±5 for the GLM-based Procedure in the Medium
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