Abstract. We prove that when n ≥ 5, the Dehn function of SL(n; Z) is quadratic. The proof involves decomposing a disc in SL(n; R)/SO(n) into triangles of varying sizes. By mapping these triangles into SL(n; Z) and replacing large elementary matrices by "shortcuts," we obtain words of a particular form, and we use combinatorial techniques to fill these loops.
Introduction
The Dehn function is a geometric invariant of a space (typically, a riemannian manifold or a simplicial complex) which measures the difficulty of filling closed curves with discs. This can be made into a group invariant by defining the Dehn function of a group to be the Dehn function of a space on which the group acts cocompactly and properly discontinuously. The choice of space affects the Dehn function, but its rate of growth depends solely on the group. Indeed, it depends solely on the quasi-isometry class of the group.
A small Dehn function can have various geometric implications. In particular, a group with a Dehn function growing slower than n 2 must be hyperbolic; indeed, a group is hyperbolic if and only if its Dehn function grows linearly [Gro87] . The connectedness of the asymptotic cone is also related to the growth of the Dehn function; any asymptotic cone of a group with quadratic Dehn function is simply connected, and conversely, if all asymptotic cones of a group are simply connected, its Dehn function is bounded by a polynomial [Gro93, 5.F ′′ 1 ] [Dru98] . One widely-studied family of groups is the set of lattices Γ in semisimple Lie groups G. The Dehn function of a cocompact lattice is easy to find; such a lattice acts on a non-positively curved symmetric space X, and this non-positive curvature gives rise to a linear or quadratic Dehn function, depending on the rank of the space. Non-cocompact lattices have more complicated behavior. The key difference is that if the lattice is not cocompact, it acts cocompactly on a subset of X rather than the whole thing, and this subset has different geometry.
In the case that Γ has Q-rank 1, the Dehn function is almost completely understood, and depends primarily on the R-rank of G. In this case, Γ acts cocompactly on a space consisting of X with infinitely many disjoint horoballs removed. When G has R-rank 1, the boundaries of these horoballs correspond to nilpotent groups, and the lattice is hyperbolic relative to these nilpotent groups. The Dehn function of the lattice is thus equal to that of the nilpotent groups, and Gromov showed that unless X is the complex, quaternionic, or Cayley hyperbolic plane, the Dehn function is at most quadratic [Gro93, 5.A 6 ]. If X is the complex or quaternionic hyperbolic plane, the Dehn function is cubic [Gro93, Pit97] ; if X is the Cayley hyperbolic plane, the precise growth rate is unknown, but is at most cubic.
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Preliminaries
In this section, we will give some preliminaries on the geometry of SL(n; Z). We use a variant of big-O notation throughout this paper; the notation f (x, y, . . . ) = O(g(x, y, . . . )) means that there is a c > 0 such that |f (x, y, . . . )| ≤ cg(x, y, . . . ) + c for all values of the parameters.
If f : X → Y is Lipschitz, we say that f is c-Lipschitz if d(f (x), f (y)) ≤ cd(x, y) for all x, y ∈ X, and we let Lip(f ) be the infimal c such that f is c-Lipschitz.
Words and curves.
If S is a set, we call a formal product of elements of S and their formal inverses a word in S. For our purposes, S will usually be a set of generators {g 1 , . . . } of a group G; we call a word reduced if no generator appears next to its inverse. If
is a word, we call ℓ w (u) := n its length. We denote the set of words in S by S * , and if g, h ∈ S * , we let gh be their concatenation. We denote the empty word by ε. When S is a generating set for G, there is a natural evaluation map from S * to G, and we say that a word represents the corresponding group element.
A word w in S corresponds to a path in the Cayley graph of G with respect to S. This path connects e (the identity element) to the element that w represents, and if w is reduced, the path does not double back on itself. Simplicial paths in the Cayley graph which start at e are in bijective correspondence with words in S.
There is also an approximate version of this correspondence for some group actions on complexes or manifolds. Let X be a simplicial complex or riemannian manifold and let G act on X (by maps of simplicial complexes or by isometries, respectively). We will usually consider either the case that G is a discrete group acting on a complex or the case that G = X is a Lie group or symmetric space. Let x 0 ∈ X. Let S ⊂ G and for all g ∈ S, let γ g : [0, 1] → G be a curve connecting x 0 to gx 0 . If γ 1 and γ 2 are two curves connecting x 0 to g 1 x 0 and g 2 x 0 respectively, let γ 1 γ 2 be the concatenation of γ 1 with the translation g 1 γ 2 of γ 2 . This curve connects x 0 to g 1 g 2 x 0 . Similarly, let γ . . g ±1 n x 0 . By abuse of notation, we will often use words to denote their corresponding curves. In the next section, we will describe the reverse direction and use the Filling Theorem to approximate curves in G by words in S.
Dehn functions and the Filling Theorem.
The Dehn function is a group invariant providing one way to describe the difficulty of the word problem for the group. The word problem is combinatorial, but the correspondence between words and curves allows us to work with the Dehn function from either a combinatorial or a geometric perspective.
If
H = h 1 , . . . , h d | r 1 , . . . , r s is a finitely presented group, we can let Σ = {h 1 , . . . , h d } and consider words in Σ. If a word w represents the identity, then there is a way to prove this using the relations. That is, there is a sequence of steps which reduces w to the empty word, where each step is a free expansion (insertion of a subword x ±1 i x ∓1 i ), free reduction (deletion of a subword x ±1 i x ∓1 i ), or the application of a relator (insertion or deletion of one of the r i ). We call the number of applications of relators in a sequence its cost, and we call the minimum cost of a sequence which starts at w and ending at ε the filling area of w, denoted by δ H (w). We then define the Dehn function of H to be δ H (n) = max
where ℓ w (w) represents the length of w as a word and the maximum is taken over words representing the identity. This depends a priori on the chosen presentation of H; we will see that the growth rate of δ H is independent of this choice. For convenience, if v, w are two words representing the same element of H, we define δ H (v, w) = δ H (vw −1 ); this is the minimum cost to transform v to w. This satisfies a triangle inequality in the sense that if w 1 , w 2 , w 3 are words representing the same element of H, then δ H (w 1 , w 3 ) ≤ δ H (w 1 , w 2 ) + δ H (w 2 , w 3 ).
This can also be interpreted geometrically. If K H is the presentation complex of H (a simply-connected 2-complex whose 1-skeleton is the Cayley graph of H and whose 2-cells correspond to translates of the relators), then w corresponds to a closed curve in the 1-skeleton of K H and the sequence of steps reducing w to the identity corresponds to a homotopy contracting this closed curve to a point. More generally, if X is a riemannian manifold or simplicial complex, we can define the filling area δ X (γ) of a Lipschitz curve γ : S 1 → X to be the infimal area of a Lipschitz map D 2 → X which extends γ. Then we can define the Dehn function of X to be δ X (n) = sup
where ℓ c (γ) is the length of γ as a curve and the supremum is taken over nullhomotopic closed curves. As in the combinatorial case, if β and γ are two curves connecting the same points and which are homotopic with their endpoints fixed, we define δ X (β, γ) to be the infimal area of a homotopy between β and γ which fixes their endpoints. Gromov stated a theorem connecting these two definitions, proofs of which can be found in [Bri02] and [BT02] :
Theorem 2.1 (Gromov's Filling Theorem). If X is a simply connected riemannian manifold or simplicial complex and H is a finitely presented group acting properly discontinuously, cocompactly, and by isometries on M , then δ H ∼ δ M .
Here, f ∼ g if f and g grow at the same rate. Specifically, if f, g : N → N, let f g if and only if there is a c such that f (n) ≤ cg(cn + c) + c for all n and f ∼ g if and only if f g and g f . One consequence of Theorem 2.1 is that the Dehn functions corresponding to different presentations of a group are equivalent under this relation.
The idea behind the proof of the Filling Theorem is that under the given conditions, a closed curve in X can be approximated by a word, and a homotopy filling the curve can be approximated by a sequence of applications of relators. Let R | S be a finite presentation for H. We can choose a basepoint and curves in X corresponding to each generator as in the previous section; this corresponds to a choice of an equivariant map from the Cayley graph of H to X. Since X is simply-connected, we can extend this map to a map on K H . The following lemma, which follows from the Federer-Fleming Deformation Lemma [FF60] or from the Cellulation Lemma [Bri02, 5.2.3], allows us to approximate curves and discs in X by curves (words) and discs in K H : Lemma 2.2. Let H and X be as in the Filling Theorem, and let f : K H → X be an H-equivariant map of a presentation complex for H to X. Then:
(1) Let s : [0, 1] → X connect f (e) and f (h), where e is the identity in H and h ∈ H. There is a word w which represents h and which has length ℓ w (w) ≤ cℓ c (s) + c. If X is simply connected, then w approximates s in the sense that if γ w : [0, 1] → K H is the curve corresponding to w, then
(2) If w is a word representing the identity in H and γ :
2.3. The geometry of SL(p; R) and SL(p; Z). Let Γ = SL(p; Z) and let G = SL(p) = SL(p; R). The group Γ is a lattice in G, and the geometry of G, Γ, and the quotient will be important in our proof. In this section, we will focus on the geometry of G and Γ; in the next, we will describe the geometry of the quotient. For our purposes, the main geometric feature of G is that it acts on a nonpositively curved symmetric space. Let E = SL(p; R)/SO(p). The tangent space of E at the identity, T I E is isomorphic to the space of symmetric matrices with trace 0. If u tr represents the transpose of u, then we can define an inner product u, v = trace(u tr v) on T I E. Since this is SO(p)-invariant, it gives rise to a Ginvariant riemannian metric on E. Under this metric, E is a non-positively curved symmetric space. The lattice Γ acts on E with finite covolume, but the action is not cocompact. Let M := Γ\E. If x ∈ G, we write the equivalence class of x in E as [x] E ; similarly, if x ∈ G or x ∈ E, we write the equivalence class of
If g ∈ G is a matrix with coefficients {g ij }, we define
Note that for all g, h ∈ G, we have
The rows of a matrix in G form a unimodular basis of R p , so we can interpret G as the space of unimodular bases in R p . From this viewpoint, SO(p) acts on a basis by rotating the basis vectors, so E consists of the set of bases up to rotation. An element of Γ acts by replacing the basis elements by integer combinations of basis elements. This preserves the lattice that they generate, so we can think of Γ\G as the set of unit-covolume lattices in R p . The quotient M = Γ\E is then the set of unit-covolume lattices up to rotation. Nearby points in M or E correspond to bases or lattices which can be taken into each other by small linear deformations of R p . Note that this set is not compact -for instance, the injectivity radius of a lattice is a positive continuous function on M, and there are lattices with arbitrarily small injectivity radiuses.
We can use this function to define a subset of E on which Γ acts cocompactly. Let E(ǫ) be the set of points which correspond to lattices with injectivity radius at least ǫ. This is invariant under Γ, and when 0 < ǫ ≤ 1/2, it is contractible and Γ acts on it cocompactly [ECH + 92] . We call it the thick part of E, and its preimage G(ǫ) in G the thick part of G. "Thick" here refers to the fact that the quotients Γ\E(ǫ) and Γ\G(ǫ) have injectivity radius bounded below. Lemma 2.2 allows us to approximate curves and discs in the thick part of G or E by words in a finite generating set of Γ and discs in K Γ , so proving a filling inequality for Γ is equivalent to proving one for E(ǫ).
We will also define some subgroups of G. In the following, K represents either Z or R. Let z 1 , . . . , z p be the standard generators for Z p , and if S ⊂ {1, . . . , p}, let R S = z s s∈S be a subspace of R p . If q ≤ p, there are many ways to include SL(q) in SL(p). Let SL(S) be the copy of SL(#S) in SL(p) which acts on R S and fixes z t for t ∈ S. If S 1 , . . . , S n are disjoint subsets of {1, . . . , p} such that
be the subgroup of matrices preserving the flag
when acting on the right. If the S i are sets of consecutive integers in increasing order, U (S 1 , . . . , S n ; K) is block upper-triangular. For example, U ({1}, {2, 3, 4}; K) is the subgroup of SL(4; K) consisting of matrices of the form:
. . , d n ; K) be the group of upper block triangular matrices with blocks of the given lengths, so that the subgroup illustrated above is U (1, 3; K). Each group U (d 1 , . . . , d n ; Z) is a parabolic subgroup of Γ, and any parabolic subgroup of Γ is conjugate to a unique such group. Let P be the set of groups U (d 1 , . . . , d n ; Z), including U (p; Z) = Γ. One feature of SL(p; Z) is its particularly simple presentation. If 1 ≤ i = j ≤ p, let e ij (x) ∈ Γ be the matrix which consists of the identity matrix with the (i, j)-entry replaced by x; we call these elementary matrices. Let e ij := e ij (1). When p ≥ 3, there is a finite presentation which has the matrices e ij as generators [Mil71] :
where we adopt the convention that [x, y] = xyx −1 y −1 . We will use a slightly expanded set of generators. Let
where D ⊂ Γ is the set of diagonal matrices in SL(p; Z); note that this set is finite. If R is the set of relators given above with additional relations expressing each element of D as a product of elementary matrices, then Σ | R is a finite presentation of Γ with relations R. Furthermore, if H = SL(q; Z) ⊂ SL(p; Z) or if H is a subgroup of block-upper-triangular matrices, then H is generated by Σ ∩ H.
For each s ∈ Σ, associate s with a geodesic in E(1/2) connecting [I] E to [s] E . Let c Σ be the maximum length of one of these curves. These give a correspondence between words in Σ and curves in E; by abuse of notation, we will often use words in Σ to refer to their corresponding curves in E.
One key fact about the geometry of SL(p; Z) is a theorem of Lubotzky, Mozes, and Raghunathan [LMR93]:
Theorem 2.3. The word metric on SL(p; Z) for p ≥ 3 is equivalent to the restriction of the Riemannian metric of SL(p; R) to SL(p; Z). That is, there is a c such that for all g ∈ SL(p; Z), we have
Part of the proof of this theorem is a construction of short words which represent large elementary matrices. Lubotzky, Mozes, and Raghunathan construct these words by including the solvable group R ⋉ R 2 in the thick part of G. Since R 2 ⊂ R ⋉ R 2 is exponentially distorted, there are short curves in R ⋉ R 2 connecting I to e ij (x) which can be approximated by short words in Γ. For our purposes, we will need a more general construction.
Lemma 2.4. Let p ≥ 3, and let S, T ⊂ {1, . . . , p} be disjoint. Let s = #S and t = #T , and assume that s ≥ 2.
There is a subgroup
which lies in G(ǫ) and a family of curves u(V ; S, T ) :
, where log x = max{1, log x}.
Proof. First, we define H S,T ⊂ U (S, T ). Let A 1 , . . . , A s be a set of simultaneously diagonalizable positive-definite matrices in SL(S; Z). The A i 's have the same eigenvectors; call these shared eigenvectors v 1 , . . . , v s ∈ R S , and normalize them to have unit length. The A i are entirely determined by their eigenvalues, and we can define vectors
Since A i ∈ SL(S; Z), the product of its eigenvalues is 1, and the sum of the coordinates of q i is 0. We require that the A i are independent in the sense that the q i span a (s − 1)-dimensional subspace of R s ; since they are all contained in an (s−1)-dimensional subspace, this is the maximum rank possible. If a set of matrices satisfies these conditions, we call them a set of independent commuting matrices for S. A construction of such matrices can be found in Section 10.4 of [ECH + 92] . The A i generate a subgroup isomorphic to Z s−1 , and by possibly choosing a different generating set for this subgroup, we can assume that λ i := A i v i 2 > 1 for all i.
If t ≥ 2, let B tr 1 , . . . , B tr t ∈ SL(T ; Z) (where tr represents the transpose of a matrix) be a set of independent commuting matrices for T and let w 1 , . . . , w t ∈ R T be a basis of unit eigenvectors of the B tr i . If t = 1, let B 1 = (1) and let w 1 be a generator of R T = R. Let
When the x i and y i are integers and V has integer coefficients, this matrix has integer coefficients. Furthermore, H S,T ∩ Γ is a cocompact lattice in H S,T , so H S,T is contained in G(ǫ) for some ǫ > 0. By abuse of notation, let A i and B i refer to the corresponding matrices in H S,T . The group H S,T is generated by powers of the A i , powers of the B i , and elementary matrices in the sense that any element of H S,T can be written as
for some x i , y i ∈ R and V ∈ R S ⊗ R T , where I S and I T represent the identity matrix in SL(S; Z) and SL(T ; Z) respectively. Let
where in all cases, d ranges from 0 to 1. This gives a correspondence between elements of W and curves. Let c ≥ max i {ℓ c (A i )}. The word A
represents the matrix u(λ x i v i ⊗ w) and corresponds to a curve of length at most 2cx + v i 2 w 2 connecting I and u(λ
where sign(x) = ±1 depending on whether x is positive or negative. Let
Then u(V ) represents u(V ) and
for all V , where log x = max{1, log x}.
If i ∈ S and j ∈ T , then e ij (x) and u(xz i ⊗z j ; S, T ) represent the same matrix. If x ∈ Z, then we define e ij;S,T (x) ∈ Σ * to be a word approximating u(xz i ⊗ z j ; S, T ). Changing S and T changes e ij;S,T (x), but in Sec. 4.2, we will prove that in many cases, e ij;S,T (x) and e ij;S ′ ,T ′ (x) are connected by a homotopy of area O((log |x|)
2 ). Because of this, the choice of S and T is largely irrelevant. Thus, for each (i, j), we choose a d ∈ {i, j} and let e ij (x) = e ij;{i,d},{j} (x).
These "shortcuts" are key to our proof. Just as Lubotzky, Mozes, and Raghunathan build paths in Γ out of the e ij (x), we will build fillings in Γ out of fillings of words involving the e ij (x). With this in mind, we introduce an infinite generating set for Γ. Let
This set contains Σ, so it generates Γ. Define a map λ : Σ * → Σ * which sends elements of Σ to themselves and sends e ab (x) to e ab (x), and define a length function ℓ : Σ * → Z by ℓ(w) = ℓ w (λ(w)).
Words in Σ are associated to curves in the thick part of G, and in Section 4.2, we will construct discs filling several families of such curves. We will use these "relations" to manipulate words in Σ.
2.4. The geometry of M. Since E is non-positively curved, δ E grows at most quadratically, and our goal is to show that the same is true for the subset E(ǫ). In order to do so, we must study the thin part E−E(ǫ) of E, and since the cusp of M corresponds to this thin part, we will study M. The constructions in this section generalize to many reductive and semisimple Lie groups with the use of precise reduction theory, but we will only state the results for SL(p; Z), as stating the theorems in full generality requires a lot of additional background. Let diag(t 1 , . . . , t p ) be the diagonal matrix with entries (t 1 , . . . , t p ). Let A be the set of diagonal matrices in G and if ǫ > 0, let
One of the main features of M is that it is Hausdorff equivalent to A + ǫ ; our main goal in this section is to describe this Hausdorff equivalence and its "fibers". Let Lemma 2.5. There is an 1 > ǫ S > 0 such that if we let
• There are only finitely many elements γ ∈ Γ such that γS ∩ S = ∅.
In particular, the quotient map S → M is a surjection. We define
Lemma 2.6 ([JM02]). Give A the riemannian metric inherited from its inclusion in G, so that
• There is a c such that if n ∈ N + and a ∈ A
Proof. For the first claim, note that if
is bounded independently of x.
For the second claim, we clearly have d A (x, y) ≥ d S (x, y). For the reverse inequality, it suffices to note that the map S → A + given by na → a for all n ∈ N + , a ∈ A + is distance-decreasing.
Siegel conjectured that the quotient map from S to M is also a Hausdorff equivalence, that is:
Proofs of this conjecture can be found in [Leu04b, Ji98, Din94] . As a consequence, the natural quotient map A + → M is a Hausdorff equivalence. Any point x ∈ E can be written (possibly non-uniquely) as x = [γna] E for some γ ∈ Γ, n ∈ N + and a ∈ A + . The theorem implies that these different decompositions are a bounded distance apart:
Corollary 2.8 (see [JM02] , Lemmas 5.13, 5.14). There is a constant c ′′ such that if x, y ∈ M, n, n ′ ∈ N + and a, a
In particular, if
Proof. Note that by Lemma 2.6,
Furthermore, by the theorem and the lemma,
so if we let c ′′ = c ′ + 2c, the corollary follows.
Let ρ : E → Γ be a map such that ρ(S) = I and x ∈ ρ(x)S for all x. Any point x ∈ E can be uniquely written as x = [ρ(x)na] E for some n ∈ N + and a ∈ A + . Let φ :
then the values of ρ near x are largely determined by φ(x). For instance, if φ(x) 2 is small, then x is in the thick part of E, and so if y is close to x, then ρ(x) is close to ρ(y). If φ(x) 2 is large, then [x] M is deep in the cusp of M and so ρ(y) may be exponentially far from ρ(x). Parts of the cusp, however, generally have simpler topology than the entire quotient.
Recall that ifx ∈ G is a representative of x, we can construct a lattice
px has short vectors. In the following lemmas, we will use the subspaces generated by these short vectors to show that the fundamental group of a small ball in the cusp is contained in a parabolic subgroup. Recall that z 1 , . . . , z p ∈ Z p are the standard generators of Z p .
Lemma 2.9. Let x = [γna] E for some γ ∈ Γ, n ∈ N + , and a ∈ A + . Letx ∈ G be such that x = [x] E and let
Different choices ofx differ by an element of SO(p), so V (x, r) is independent of the choice ofx. We claim there is a c V > 0 such that if a = diag(a 1 , . . . , a p ) and
, so we may assume that γ = I without loss of generality. Let n = {n ij } ∈ N + and letx = na. We have
On the other hand, assume that v ∈ Z k , and let v = i v i z i for some v i ∈ Z. Let j be the smallest integer such that v j = 0; by assumption,
There is a constant c such that if 1 ≤ j < p and x, y ∈ E are such that
and g, h ∈ Γ are such that x ∈ gS and y ∈ hS, then g
Proof. Let
and let c = c φ + c V , so that we have
By the previous lemma,
Furthermore,
The differences φ j (x) − φ j+1 (x) increase as the distance between x and Γ increases:
and g, h ∈ Γ are such that x ∈ gS and y ∈ hS, then there is a j depending only on
Proof. We will find a c ′ such that if the hypothesis is satisfied, then
for some j, where c is as in Lemma 2.10. Since i φ i (x) = 0, we have
and since φ i (x) − φ i+1 (x) is bounded below, there is a c 0 such that
Furthermore, we have
by the definition of c φ .
Combining these two inequalities, we find that there is a c ′ > 0 such that
for some j, so x and y satisfy the conditions of Lemma 2.10.
2.5. Sketch of proof. The basic idea behind the proof of Theorem 1.2 is to use a filling in E as a template for a filling in Γ. Since E is non-positively curved, it has a quadratic Dehn function, so a word in Γ can be filled by a quadratic disc in E.
The problem with this filling is that it is likely to leave the thick part of E and go deep into the cusp of M, so we need to replace the parts of the filling that lie in the cusp with pieces in the thick part of E.
To do this, we use Cor. 2.11, which implies that piece of the filling which lie in the cusp actually lie in parabolic subgroup. This lets us fill them using an inductive argument.
The argument breaks down into two main pieces. The first is primarily geometric: we partition M into pieces corresponding to parabolic subgroups and break a filling in E into triangles which each lie in one of the pieces. The second is more combinatorial: we use combinatorial methods to fill each of these triangles.
The geometric step: creating a template
As curves in a group grow longer, they can increase in both size and complexity. Many bounds on Dehn functions come from a combination of techniques: one to reduce a complex curve to simple curves, and one to fill those simple curves. This section is devoted to the former problem; we will use the geometry of M to reduce a curve in Γ to a collection of simpler curves in parabolic subgroups.
We will first describe a framework for reducing curves to triangles which appears frequently in proofs of filling inequalities. Let H be a group generated by S and let ω : H → S * be a map such that ω(h) represents h for all h ∈ H and ℓ w (ω(h)) = O(d(I, h)). We call this a normal form for H; note that it does not have to satisfy a fellow-traveler condition. Let τ be a directed planar graph whose boundary is a circle, whose internal faces have either two or three sides, and whose vertices are labeled by elements of h. We think of τ as a triangulation of D 2 . Typically, to fill a word w = w 1 . . . w n , we use a τ whose boundary is an n-gon with labels I, w 1 , w 1 w 2 , . . . , w 1 . . . w n−1 ; we call this a template for w.
We can use τ and ω to construct a map D 2 → K H . First, we send each vertex to its label. Second, if e is an edge from a vertex labeled h 1 to a vertex labeled h 2 , we send e to h 1 · ω(h −1 1 h 2 ), which connects h 1 and h 2 . This sends the boundary of τ to a word ω(h 1 ) ±1 . . . ω(h n ) ±1 which we call the boundary word of τ . If τ is a template for w and w τ is its boundary word, then δ(w, w τ ) ≤ cℓ w (w), for some c depending only on H and ω. It sends the boundary of each triangle to a product
which we call an ω-triangle, and likewise, each bigon to a product
Figure 1. A seashell template
We think of a bigon as a degenerate triangle in which h 3 = I. By filling the ω-triangles and bigons, we get a filling of the boundary word of τ whose area depends on τ and on the difficulty of filling ω-triangles and bigons. In many cases, a good choice of ω and of τ makes these ω-triangles easy to fill. One example is the case of automatic groups; in an automatic group, ω is the automatic structure, and τ is the "seashell" template in Fig. 1 , whose vertices are labeled I, w 1 , w 1 w 2 , . . . , w 1 . . . w n−1 . Each triangle then has two edges in normal form and one short edge, and the fellow-traveler property of ω lets us fill each such triangle with a disc of area O(n). Since there are n triangles, this gives a quadratic bound on the Dehn function. Similarly, some proofs (for example, [GHR03] ) define a normal form ω for elements of H and describe homotopies between ω(h)s and ω(hs) for all h ∈ H and s ∈ S; these can also be described in terms of a seashell template.
Another application is the following proposition, which can be proved using templates like that in Fig. 2 . It implies that if ω-triangles can be filled by discs of polynomial area, then so can arbitrary curves.
Proof. Without loss of generality, we may assume that the identity I is in the generating set of H. It suffices to consider the case that ℓ w (w) = n = 2 k for some k ∈ Z; otherwise, we may pad w with the letter I until its length is a power of 2. Let τ be the template consisting of 2 k − 2 triangles and 1 bigon as in Fig. 2 . 
for some 1 ≤ j < k and 0 ≤ i < 2 k−j , which are separated by distances at most 2 j . By the hypothesis, such a triangle has a filling of area O(2 αj ). Similarly, the bigon can be filled at cost O(n α ). Finally, this is a template for w, so the cost to transform w to the boundary word is O(n). Summing all the contributions, we find that δ H (w) = O(n α ).
Such a construction is used in [Gro93, 5.A
′′ 3 ], [Gro96] , and [LP04] . A third application is a proof that SL(n; Z) has an exponential Dehn function. It is straightforward to show that the injectivity radius of z ∈ M shrinks exponentially quickly as z → ∞; that is, that there is a c such that if x, y ∈ E, d E (I, x) ≤ r, and
→ E be a Lipschitz disc filling α; this exists because E is nonpositively curved. We can in fact ensure that Lip(f ) ≤ 2, so that d(I, f (x)) ≤ 2ℓ for all x ∈ D 2 (ℓ). Let τ be a triangulation of D 2 (ℓ) with O(e 4cℓ ) triangles with side lengths at most e −2cℓ . Label each vertex v ∈ τ (0) by ρ(f (v)). Each triangle in the template τ is labeled by three elements of Γ which are no more than c apart, so each ω-triangle can be filled with a disc of area δ Γ (3c). This gives a filling of α with area O(e 2cℓ ), as desired. The proof is based on the fact that if two points in E are exponentially close, then the corresponding elements of Γ are a bounded distance apart. The key to our proof that SL(p; Z) has a quadratic Dehn function is that points in E which are farther apart also satisfy certain relationships, so we can find a more efficient filling by using a template with larger triangles. In a previous paper [You] , we proved a quartic filling inequality for SL(n; Z) by using a template with O(ℓ 2 ) triangles of side length at most 1. In this paper, we will improve this to a quadratic filling inequality by using a template with larger cells.
3.1. Adaptive triangulations. We claim that if w is a word in Σ which represents the identity, then there is a template τ for w such that all large triangles in τ have labels contained in a translate of U (j, p − j) for some j. Furthermore, τ can be constructed with relatively few triangles. Specifically: Proposition 3.2. Let p ∈ Z and p ≥ 2, and let Σ, Γ, E, etc. be as in Sec. 2. There is a c such that if w = w 1 . . . w ℓ is a word in Σ which represents the identity, then there is a template for w such that
(1) If g 1 , g 2 , g 3 ∈ Γ are the labels of a triangle in the template, then either
2 ) triangles, and if the ith triangle of τ has vertices labeled
Similarly, if the ith edge of τ has vertices labeled h i1 , h i2 , then
The basic technique is the same as the construction in the previous section; we start with a filling of w by a Lipschitz disc f : D 2 → E, then construct a template for w by triangulating the disc and labelling its vertices using ρ. We ensure that properties 1 and 2 hold by carefully controlling the lengths of edges. If edges are too long, then property 1 will not hold; on the other hand, if edges are too short, then there will be too many triangles, and 2 will not hold. Corollary 2.11 says that the length necessary for property 1 to hold varies based on where f lies in M, so we will construct a triangulation with varying side lengths.
(1) All vertices of τ h are lattice points.
(2) If x and y are connected by an edge of τ h , then
(3) No more than 32 triangles meet at any vertex.
Furthermore, the number of triangles in τ h is at most 32t 2 .
Proof. As in the construction of the Whitney decomposition, we will construct a decomposition of D 2 (t) into dyadic squares, that is, squares of the form
for some i, j, s ∈ Z, s ≥ 0. Let D t be the set of dyadic squares contained in D 2 (t). If S is a dyadic square, let σ(S) be its side length and let a(S) be the smallest dyadic square that strictly contains it, so that
. If S and T are dyadic squares whose interiors intersect, then either S ⊂ T and T = a k (S) for some k or vice versa. Let U 0 := {S | S ∈ D t and h(x) ≥ σ(S) for all x ∈ S} and U := {S | S ∈ U 0 and a(S) ∈ U 0 }. We claim that U is a cover of D 2 (t) by squares which overlap only along their edges. If x ∈ D 2 (t), then x ∈ S for some S ∈ D t with σ(S) = 1. Since h(z) ≥ 1 for all z ∈ D 2 (t), we know that S ∈ U 0 ; we claim that a n (S) ∈ U for some n. Indeed, if n is the largest integer such that a n (S) ∈ U 0 , then a n (S) ∈ U . This c exists because when 2 n > t, then a n (S) ∈ U 0 . Thus U is a cover of D 2 (t). Furthermore, squares in U intersect only along their edges. Let S, T ∈ U be such that int S ∩ int T = ∅ and S = T . In this case, we have S T or T S; assume that S T . Then there is a n such that a n (S) = T . By the definition of U , we know that a(S) ∈ U 0 , but this is impossible, since the fact that T ∈ U 0 implies that any dyadic square contained in T , including a(S), is also in U 0 .
Two adjacent squares in U need not intersect along an entire edge, so U is generally not a polyhedron. To fix this, we subdivide the edges of each square so that two distinct polygons in U intersect either in a vertex, in an edge, or not at all; call the resulting polyhedron U ′ . By replacing each n-gon in U ′ with n−2 triangles, we obtain a triangulation, which we denote τ h . We claim that this τ h satisfies the required properties. The first property is clear; the vertices of any dyadic square are lattice points by definition.
For the second and third property, we will first show that if x ∈ D 2 (t) and x ∈ S for some dyadic square S ∈ U , then
The inequality σ(S) ≤ h(x) follows from the definition of U . For the other inequality, let s be such that
and let S 0 be a dyadic square of side length 2
, t} 2 as desired. This implies property 2, because if e is an edge of τ h , there is an S ∈ U such that e ⊂ S and σ(S) ≤ ℓ c (e) ≤ √ 2σ(S). Say that S and T are adjacent squares in U with σ(S) ≥ σ(T ). By the above, we know that if x ∈ S ∩ T , then σ(S) ≤ h(x) and
This implies that a polygon in U ′ has at most 32 sides and that each vertex in τ H has degree at most 128; this is property 3.
Finally, since U is a cover of D 2 (t) by squares with disjoint interiors,
Each square S in U corresponds to at most c triangles in τ h , each of which has perimeter at most 6σ(S), so
as desired. Furthermore, U contains at most t 2 squares, so τ contains at most 32t 2 triangles.
k be the smallest power of 2 larger than ℓ, and let
Since E is non-positively curved, we can use geodesics to fill α ′ . If x, y ∈ E, let γ x,y : [0, 1] → E be a geodesic parameterized so that γ x,y (0) = x, γ x,y (1) = y, and γ x,y has constant speed. We can define a homotopy f :
this sends three sides of D 2 (t) to [I] E and is a filling of α. Since E is non-positively curved, this map is 2c Σ -Lipschitz and has area O(ℓ 2 ). Let c ′ be the constant in Cor. 2.11. Let r 0 : E → R be
and let r :
This function is 1-Lipschitz. Let τ r be the triangulation constructed in Prop. 3.3. Let τ be τ r , with orientations on edges chosen arbitrarily. If v is an interior vertex of τ , label it ρ(f (v)). If (i, 0) is a boundary vertex on the side of D 2 (t) corresponding to α ′ and i ≤ ℓ, label it by w(i). Otherwise, label it I. If v is a vertex, let g v ∈ Γ be its labeling and note that f (v) ∈ g v S.
If x is a lattice point on the boundary of D 2 (t), then f (x) = [I] M and so r(x) = 1. In particular, each lattice point on the boundary of D 2 (t) is a vertex of τ 0 , so the boundary of τ 0 is a 4t-gon with vertices labeled I, w(1), . . . , w(n − 1), I . . . , I. We identify vertices labeled I and remove self-edges to get a template τ for w.
If x 1 and x 2 are two adjacent vertices labeled g 1 and g 2 , then Prop. 3.3 implies that d(x 1 , x 2 ) ≤ 2r(x 1 ) and
In this case, f (x 1 ) and f (x 2 ) are both in the thick part of E, and since
there is a c ′′ independent of x 1 and x 2 such that d Γ (g 1 , g 2 ) ≤ c ′′ . As before, if x 1 , x 2 , and x 3 form a triangle and (3) holds, then
′′ . This proves part 1 of 3.2.
To prove part 2, we will show that the distance between pairs of labels is essentially the same as the distance between the corresponding vertices in D 2 (t). This follows from Thm. 2.3. If (v 1 , v 2 ) is an edge of τ and v i is labeled by g i , we know that
as well. Part 1 of Prop. 3.2 follows from this bound and the bounds in Prop. 3.3. This proves Prop. 3.2.
Note that it is not necessary that p ≥ 5 for this template to exist. In fact, a suitable generalization of the proposition should hold for any lattice in a semisimple Lie group.
In the next section, we will fill this template. We will construct a normal form ω, and show that triangles and bigons whose edges are words in this normal form can be filled efficiently. Indeed, we will show that these triangles can be filled by discs with quadratically large area; by Lemma 2, this will give a quadratic filling of w.
The combinatorial step: filling the template
In the previous section, we constructed a template for a filling of a word w which represents the identity in SL(p; Z). In this section, we will use this to prove Theorem 1.2. The first thing we need is a normal form ω for SL(p; Z); we construct this in Section 4.1. The template from the previous section then allows us to reduce the problem of filling w with a disc of quadratic area to the problem of filling ω-triangles with vertices in a parabolic subgroup by discs of quadratic area. We construct these discs inductively, by reducing the problem of filling such an ω-triangle to the problem of finding relative fillings for words in SL(q; Z), q < p (that is, fillings of words in SL(q; Z) by discs in SL(p; Z)).
Let Σ q := Σ ∩ SL(q; Z) and Σ S := Σ ∩ SL(S; Z); likewise, let Σ q := Σ ∩ SL(q; Z) and Σ S := Σ ∩ SL(S; Z).
In Sec. 4.1, we construct the normal form ω. In Sec. 4.2, we construct fillings of analogues of the Steinberg relations (see Sec. 2.3); these are our basic tools for manipulating words in Σ. In Sec. 4.3, we use these tools to reduce the problem of filling ω-triangles with vertices in a parabolic subgroup of U (s 1 , . . . , s k ) ⊂ SL(q; Z), q ≤ p to the problem of filling words in Σ si and words in Σ 2 , except for the case that the ω-triangle has vertices in U (p − 1, 1). In Sec. 4.4, we consider the case of U (p − 1, 1). Together, Secs. 3.1, 4.3, and 4.4 reduce the problem of filling words in Σ q when q ≤ p to the problem of filling words in Σ qi where 3 ≤ q 1 , . . . , q k < q and words in Σ 2 . In Sec. 4.5, we find quadratic fillings of words in Σ 2 . Finally, in Sec. 4.6, we bring all of these tools together to prove Thm. 1.2.
Throughout this section, p will be an integer which is at least 5.
4.1. Constructing a normal form. We first construct a normal form ω : Γ → Σ * for Γ. Let g ∈ Γ and let P = U (S 1 , . . . , S k ) ∈ P be the unique minimal P ∈ P containing g. Then g is a block-upper-triangular matrix which can be written as a product
where the ith block of the matrix corresponds to S i . Here, V i,j ∈ Z Si ⊗ Z Sj , and d ∈ D is a diagonal matrix chosen so that det m i = 1. If P = Γ, then there is only one block, and we take m 1 = g, and
. We can write g as a product:
We will construct ω(g) by replacing the terms in this product decomposition with words. When #S k ≥ 3, we can use Thm. 2.3 to replace the m k by words in Σ ∩ SL(S k ; Z), but the theorem does not apply when #S k = 2 because SL(2; Z) is exponentially distorted inside SL(p; Z). We thus use a variant of the LubotzkyMozes-Raghunathan theorem to write m k as a word in Σ ∩ SL(S k ; Z).
Proposition 4.1 ([LMR93]
). There is a constant c such that for all g ∈ SL(k; Z), there is a word w ∈ Σ * which represents g and has length ℓ(w) ≤ c log g 2 .
For i = 1, . . . , k, let m k ∈ Σ * be a word representing m k as in Prop. 4.1. For
This is a word in Σ which represents g, and we let ω(g) = λ(ω 0 (g)), where λ is the map defined in Sec. 2.3 which replaces each letter e ab (x) with the word e ab (x). It is straightforward to show that there is a constant c ω independent of g such that
4.2. The shortened Steinberg relations. In this section, we will develop methods for filling simple words in Σ, based on the Steinberg relations. The key to the methods in this section is the group
from Section 2.3, which we used to construct e ij . This group has the key properties that it is contained in the thick part of G, and when either S or T is large enough, then H S,T has quadratic Dehn function. The quadratic Dehn function is a special case of a theorem of de Cornulier and Tessera [dC08]:
Theorem 4.2. If s = #S ≥ 3 or t = #T ≥ 3, then H S,T has a quadratic Dehn function.
Proof. The groups H S,T and H T,S are isomorphic, so we may assume that s ≥ 3. By a change of basis, we may assume that R s−1 ⊂ SL(S) and R t−1 ⊂ SL(T ) are the subgroups of diagonal matrices with positive coefficients.
To prove that H S,T has a quadratic Dehn function, we use its semidirect product structure. Each element of H S,T can be written uniquely as a product dv of a d ∈ R s−1 × R t−1 and v ∈ R S ⊗ R T , so if ω 1 and ω 2 are normal forms for R s−1 × R t−1 and R S ⊗R T , we get a normal form for H by letting ω H (dv) = ω 1 (d)ω 2 (v). By Prop. 3.1, it suffices to show that curves of the form
have quadratic fillings. These can be rewritten in the form
where multiplication in R S ⊗ R T is written additively. This curve forms the boundary of the triangle in Fig. 3 , so we can fill it by filling the curves
Figure 3. A quadratic filling of z.
which form the boundaries of the cells of Fig. 3 . First, we define ω 1 and ω 2 . We let ω 1 (d) be the map t → d t for t ∈ [0, 1]; by abuse of notation, we also call this curve d. We will construct ω 2 (v) the same way that we constructed u(v; S, T ). Let D i (λ) ∈ SL(S) be the diagonal matrix such that D i (λ)z i = λz i and D i (λ)z j = λ
and if x ∈ R, let x = max{1, |x|}. We define
is a curve representing e ij (x). Now we fill (5). It suffices to consider the case that v = xz i ⊗ z j ; the general case is a combination of such cases. Let λ be such that d ′ −1 vd ′ = λv. We need to fill
We can conjugate w 0 by D i (x) and collect the diagonal matrices to get
is just a change of basepoint, so it has no cost, and because R s−1 × R t−1 has a quadratic Dehn function, collecting diagonal matrices has cost O(ℓ c (w 0 )
2 ). This has a thin rectangle as a filling: the map β :
is a distance-decreasing map with boundary w 1 . This gives a filling of (5) with quadratic area, as desired.
The curve (6) can be filled quadratically because R s−1 × R t−1 has a quadratic Dehn function. The curve (7) is more complicated. Because ω 2 (v) is composed of curves γ ij (x), it suffices to find fillings of combinations of the γ ij (x). Namely, if log x = max{1, log x},
for all x, y and
Recall that the group Sol 2s−1 = R s−1 ⋉ R s has a quadratic Dehn function when s ≥ 3 [Gro93, 5.A.9]. H S,T contains several copies of Sol 2s−1 ; if j 1 , . . . , j t ∈ {1, . . . , t}, then the subgroup of H S,T generated over R by D 1 , . . . , D s , e 1j1 , . . . , e sjs is isomorphic to Sol 2s−1 . In particular, curves of the form (8) are curves in a copy of Sol 2s−1 and when i = k, curves of the form (9) are curves in a copy of Sol 2s−1 . Such curves have quadratic fillings.
It remains to consider the case that i = k and show that
Assume without loss of generality that x ≤ y; if y ≤ 1, then the curve has bounded length, so we may take y > 1. Since x ≤ y, we have λ ij (x/y) = e ij (x/y), and the curve
is a curve of the form (5). The techniques used to fill (5) show that it has a filling of area O((log |x| + log |y|) 2 ). thus since
as well. Similarly,
as desired.
Recall that we defined the words e ij (x) as approximations of curves u(v; S, T ) in the H S,T . We can use the fact that H S,T has quadratic Dehn function to manipulate these curves. In the next lemma, we find fillings for words representing conjugations of u(V ; S, T ). Let Σ S := Σ∩SL(S; Z) and Σ T := Σ∩SL(T ; Z). These are generating sets for SL(S; Z) and SL(T ; Z). Lemma 4.3. Let 0 < ǫ < 1/2 be sufficiently small that H S,T ⊂ G(ǫ). If #S ≥ 3 and #T ≥ 2 or vice versa, γ is a word in (Σ S ∪ Σ T ) * representing (M, N ) ∈ SL(S; Z) × SL(T ; Z), and V ∈ R S ⊗ R T , then
Proof. In this proof, we will write u(V ; S, T ) and u(V ; S, T ) as u(V ) and u(V ), leaving S and T implicit. Let
this is a closed curve in G(ǫ) of length O((ℓ w (γ) + log( V 2 + 2)) 2 ).
We first consider the case that V = xv i ⊗ w j and γ ∈ Σ * T . In this case, M = I; and γ u(V )γ −1 and u(V N −1 ) are both words in the alphabet
Furthermore, Σ F generates the group
and F ⊂ G(ǫ), so words in Σ * F correspond to curves in E(ǫ). Words in Σ * F satisfy certain relations which correspond to discs in E(ǫ). In particular, note that if σ ∈ Σ T , |x| ≤ 1, and W 2 ≤ 1, then
are both closed curves of bounded length and thus have bounded filling areas. We can think of them as "relations" in F . Let λ i > 1 be such that λ i v i = A i v i for i = 1, . . . , s. Let C = log min k {λ k } (p + 1), and let z = Cℓ w (γ) + max{1, log λi |x|}. This choice of z ensures that
We will construct a homotopy which lies in E(ǫ) and goes through the stages
Each stage is a word in Σ * F and so corresponds to a curve in E(ǫ). We can construct a homotopy between ω 1 and ω 2 and between ω 4 and ω 5 using Thm. 4.2. We need to construct homotopies between ω 2 and ω 3 and between ω 3 and ω 4 .
We can transform ω 2 to ω 3 by applying (10) at most O(ℓ c (ω) 2 ) times. This corresponds to a homotopy with area O(ℓ c (ω)
2 ). Similarly, we can transform ω 3 to ω 4 by applying (11) at most ℓ w (γ)) times, corresponding to a homotopy of area O(ℓ w (γ)). Combining all of these homotopies, we find that
We can generalize to the case V = i,j x ij v i ⊗ w j and γ ∈ Σ * T . By applying the case to each term of u(V ), we obtain a homotopy of area O(ℓ c (ω)
2 ) from γ u(V )γ
This is a curve in H S,T of length O(ℓ c (ω)) which connects I and u(V N −1 ). By Thm. 4.2, there is a homotopy between this curve and u(V N −1 ) of area O(ℓ c (ω) 2 ). When γ ∈ Σ * S , we instead let F be the group
Here, u(V ) is not a word in F , but since #T ≥ 2, we can replace the A i with the B i in the construction of u(V ). This results in shortcuts u ′ (V ) in the alphabet
These are curves in H S,T which represent u(V ) and have length O(log V 2 ), so by Thm. 4.2, there is a homotopy of area O((log V 2 ) 2 ) between u ′ (V ) and u(V ). Modifying the argument appropriately, we can show that when γ ∈ Σ *
Replacing u ′ (V ) with u(V ) and u
If γ ∈ (Σ S ∪ Σ T ) * , and γ S ∈ Σ * S and γ T ∈ Σ * T are the words obtained by deleting all the letters in Σ T and Σ S respectively, then δ Γ (γ, γ S γ T ) = O(ℓ c (ω)
2 ). We can construct a homotopy from γ u(V )γ −1 to u(M V N −1 )) which goes through the steps
This homotopy has area O(ℓ c (ω) 2 ).
When we constructed e ij (x), we made a choice of d for each pair (i, j). The next lemma shows that this choice doesn't matter very much; different choices of d lead to curves which can be connected by a quadratic homotopy.
Lemma 4.4. If i ∈ S, S
′ and j ∈ T, T ′ , where 2 ≤ #S, #S
In particular, δ Γ ( e ij (x), e ij;S,T (x)) = O((log |x|) 2 ).
Proof. Let V = xz i ⊗ z j . We first consider two special cases: the case that S = S ′ , and the case that S ⊂ S ′ , #S ′ ≥ 3, T ⊂ T ′ , and #T ′ ≥ 2. Case 1: S = S ′ . In this case, u(V ; S, T ) and u(V ; S ′ , T ′ ) are both curves in H S,S c for S c the complement of S. Since p ≥ 5, this has quadratic Dehn function, so the lemma follows. In particular, δ Γ ( e ij;S,T (x), e ij;S,{j} (x)) = O((log |x|)
2 ).
Case 2: S ⊂ S ′ , #S ′ ≥ 3, T ⊂ T ′ , and #T ′ ≥ 2. Let {A i } be as in the definition of H S,T , with eigenvectors v i and let {A ′ i } ∈ SL(S ′ ; Z) be the set of independent commuting matrices used in defining H S ′ ,T ′ . Recall that u(V ; S, T ) is the concatenation of curves γ i of the form
where c i ∈ R and |x i | ≤ 1. Let α i be a word in Σ representing A i . There is a homotopy between γ i and
of area O(log |x|). Since α i is a word in Σ S ′ , Lemma 4.3 implies that there is a homotopy of area O((log |x|)
2 ) between γ ′ i and γ
Each of the γ ′′ i lie in H S ′ ,T ′ , and the product of the elements they represent is e ij (x). Since u(V ; S ′ , T ′ ) also lies in H S ′ ,T ′ and H S ′ ,T ′ has quadratic Dehn function, this implies that
as desired. Combining these two cases proves the lemma. First, we construct a homotopy between e S,T (V ) and a word of the form e {i,d},{j} (V ). Let d ∈ S be such that d = i. We can construct a homotopy going through the stages e S,T (V ) → e S,S c (V ) → e {i,d},{j} (V ).
The first step uses case 1; the second step uses case 2, since j ∈ S c . We can use the same procedure to construct a homotopy between e S ′ ,T ′ (V ) and a word of the form e {i,d ′ },{j} (V ). If d = d ′ , we're done. Otherwise, we can use case 2 to construct homotopies between each word and e {i,d,
One important use of this lemma is that if #S ≥ 3 and i, j, d ∈ S are distinct, then the lemma lets us replace e ij (x) by e ij;{i,d},{j} (x) for a cost of O((log |x|)
2 ). This is a word in Σ S . More generally, Corollary 4.5. If i ∈ S, S ′ and j ∈ T, T ′ , where 2 ≤ #S, #S ′ ≤ p − 2, and
Proof. Note that u(V ; S, T ) = u(V ; S, S c ), so we may assume that T = S c and T ′ = S ′c , so H S,T and H S ′ ,T ′ have quadratic Dehn functions. Let V = i,j x ij z i ⊗ z j . Note that i,j u(x ij z i ⊗ z j ; S, T ) is a curve in H S,T which represents u(V ; S, T ). There is a homotopy in E going through the stages:
Here, ω 1 and ω 2 are curves in H S,T , so there is a quadratic-area homotopy from one to the other. Likewise, ω 3 and ω 4 are both curves in H S ′ ,T ′ . We can use Lemma 4.4 to construct the homotopy from ω 2 to ω 3 . These homotopies lie in the thick part of E and have total area O((log |V |) 2 ).
Using these lemmas, we can give fillings for a wide variety of curves, including shortened versions of the Steinberg relations.
Lemma 4.6. If x, y ∈ Z−{0}, then
(1) If 1 ≤ i, j ≤ p and i = j, then δ Γ ( e ij (x) e ij (y), e ij (x + y)) = O((log |x| + log |y|) 2 ).
In particular,
(4) Let 1 ≤ i, j, k, l ≤ p, i = j, and k = l, and
ji , so that s ij represents 0 1 −1 0 ∈ SL({i, j}; Z).
where σ is the permutation switching i and j, and τ (k, l) = −1 if k = i or l = i and 1 otherwise.
Proof. For part 1, let S = {i, d} and T = S c . We can use Lemma 4.4 to replace e ij (x) e ij (y) e ij (x + y) −1 by e ij;S,T (x) e ij;S,T (y) e ij;S,T (x + y)
This is an approximation of a closed curve in H S,S c of length O(log |x| + log |y|), which can be filled using Thm. 4.2. For part 2, let d ∈ {i, j, k} and let S = {i, j, d}, so that e ij;{i,d},{j} (x) is a word in SL(S; Z). We construct a homotopy going through the stages ω 0 = [ e ij (x), e jk (y)] e ik (xy)
Here, we use Lemma 4.4 to construct a homotopy between ω 0 and ω 1 . The homotopy between ω 1 and ω 2 is an application of Lemma 4.3 with γ = e ij;{i,d},{j} (x) and V = yz j ⊗z k . Finally, ω 2 is a curve in H S,S c with length O(log |x|+log |y|), and thus has filling area O((log |x| + log |y|) 2 ). The total area used is O((log |x| + log |y|) 2 ). For part 3, we let S = {i, k, d}, T = {j, l}, and use the same techniques to construct a homotopy going through the stages where ε represents the empty word. This homotopy has area O((log |x| + log |y|) 2 ). Part 4 breaks into several cases depending on k and l. When i, j, k, and l are distinct, the result follows from part 3, since s ij = e ji , and we can use part 3 to commute each letter past e kl (x). If k = i and l = j, let d, d
′ ∈ {i, j, l}, d = d ′ , and let S = {i, j, d} and T = {l, d
′ }. There is a homotopy from
2 ), and since s ij ∈ Σ * S , the proposition follows by an application of Lemma 4.3. A similar argument applies to the cases k = j and l = i; k = i and l = j; and k = j and l = i.
If i = k and j = l, let d ∈ {i, j}. There is a homotopy going through the stages and this homotopy has area O((log |x|) 2 ). One can treat the case that i = l and j k the same way.
Since any diagonal matrix in Γ is the product of at most p elements s ij , part 5 follows from part 4.
4.3.
Reducing to smaller groups. In this section, we will apply the constructions in Lemma 4.6 to reduce the problem of filling an ω-triangle with vertices in P = U (S 1 , . . . , S n ) to the problem of filling loops in SL(S i ; Z). The main caveat is that the methods in this section fails when P = U (p − 1, 1); this case will be left to Section 4.4.
Let P = U (S 1 , . . . , S n ; Z). Because the ω-triangles were constructed as products of the ω 0 (g), which are words in Σ, we will work primarily with words in Σ. If w is a word in Σ, define δ(w) := δ Γ (λ(w)), where λ is the map defined in Sec. 2.3 which replaces each letter e ab (x) with the word e ab (x).
Let P + ⊂ P be the finite-index subgroup consisting of matrices in P whose diagonal blocks all have determinant 1, and let Σ P + := Σ ∩ P + . If w is a word in Σ∩P which represents the identity, we can modify it to get a word in Σ P + . First, we can use Lemma 4.6 to gather together all of the diagonal matrices at cost O( ℓ(w)
2 ); this results in a word dw ′ where d is the product of all the diagonal matrices in w and w ′ contains no diagonal matrices. Since w ′ represents an element of P + ,
this is a word in Σ P + , and ℓ(f (w)) ≤ ℓ(w) + p. Let p i : P + → SL(S i ; Z) be the map projecting a block-upper triangular matrix to one of its diagonal blocks; this map extends to a map on Σ * P + which we also denote p i . This map sends each letter of f (w) either to itself or to the identity, so p i (w) is the word in Σ Si := Σ ∩ SL(S i ; Z) obtained by deleting all the letters of f (w) except those in Σ Si ; since w represented the identity, p i (w) also represents the identity.
The main goal of this section is to prove:
Proposition 4.7. Let P = U (S 1 , . . . , S k ), where #S i ≤ p−2 for all i. If g 1 , g 2 , g 3 ∈ P , where g 1 g 2 g 3 = 1, and
where e i = ±1, then
In particular, this lemma implies that
Recall that if g ∈ Γ and Q = U (T 1 , . . . , T r ) is the minimal element of P containing g, then
and m j is a word in Σ * Tj . If g ∈ P , then Q ⊂ P , and for each 1 ≤ i ≤ r, there is an i ′ such that T i ⊂ S i ′ . As a consequence, m i is a word in Σ S i ′ , and v(V ij ; T i , T j ) is either a word in Σ S i ′ or can be written as v(V ij ; S i ′ , S j ′ ). We can thus write f (w) as a product of at most 3p 2 + 9p words so that each subword is either a word in Σ Si for some i or a word of the form v(V ; S i , S j ) for some i, j and V ∈ R Si ⊗R Sj ; henceforth, we will write v ij (V ) := v(V ; S i , S j ). We will prove Prop. 4.7 by giving methods for collecting the subwords of the first type. This involves three main techniques: conjugating v ij (V ) by a word in Σ Si (Lemma 4.9), commuting words in Σ Si with words in Σ Sj (Lemma 4.10), and reducing products of the v ij (V ) (Lemma 4.11).
First, we prove a lemma relating v ij (V ) and u(V ).
Lemma 4.8. Let S 1 , . . . , S k be as in Prop. 4.7, let 1 ≤ i < j ≤ k, and let V ∈ Z Si ⊗ Z Sj . Let S ⊃ S i and T ⊃ S j be disjoint sets such that #S ≥ 2 and #T ≥ 3 or vice versa. Then
2 ). This homotopy has area O((log V 2 ) 2 ).
Using this, we can prove:
Lemma 4.9. Let S 1 , . . . , S k be as in Prop. 4.7, let 1 ≤ i < j ≤ k, and let
Si be a word representing M . Then
Similarly, if instead w ∈ Σ * Sj is a word representing N , then
Proof. We consider the case that w ∈ Σ * Si ; the other case follows by similar methods. It suffices to prove that
and apply this inequality to each term of v ij (V ) individually. Let d ∈ S c be such that b = d, let T ′ = {b, d} ⊂ S c , and let S ′ = (T ′ ) c ; note that S ⊂ S ′ and #S ′ ≥ 3. We can use Lemma 4.4 to replace λ(w) by a word w ′ in Σ S ′ of length O( ℓ(w)). We construct a homotopy from w ′ e ab (t)w ′ −1 to v ij (M z a ⊗ z b ) as follows:
by Lemma 4.4
by Lemma 4.8
Applying this homotopy to each term in v ij (V ) results in a product of terms v ij (V a ) such that V a = M V . We can use Lemma 4.6 to reduce this to v ij (M V ).
Next, we fill commutators. These could be filled using Lemma 4.6.(3), but a naive application of the lemma would give a cubic filling rather than a quadratic filling.
Lemma 4.10. Let S, T ⊂ {1, . . . , p} be disjoint subsets such that #S, #T ≤ p − 2, and let i, j ∈ S. Let w S be a word in Σ S and let w T be a word in Σ T . Then
Proof. If #S ≥ 3 and #T ≥ 3, we can use Lemma 4.4 to replace w S and w T by words in Σ S and Σ T , then commute the resulting words letter by letter. Similarly, if #S = 1 or #T = 1, then w S or w T is trivial. It remains to study the case that #S or #T is 2; we can assume that T = S c . Assume without loss of generality that S = {2, . . . , p − 1} and #T = {1, p}. Since #S ≥ 3, we can use Lemma 4.4 to replace λ(w S ) by a word w
2 ). We will first show that for any word w in Σ S ,
Let M ∈ SL(S; Z) be the matrix represented by w. We will construct a homotopy from w e 1p (t)w −1 to e 1p (t) through the curves
by Lemmas 4.4 and 4.6
[we 12 (1)w −1 , w e 2p (t)w
by Lemma 4.3 e 1p (t) by Lemma 4.6
The total cost of these steps is at most O(( ℓ(w) + log |t|) 2 ). The last step needs some explanation. Let z 2 M −1 = (a 2 , . . . , a p−1 ) and M tz 2 = (b 2 , . . . , b p−1 ), so that we are transforming [u, v] to e 1p (t), where
We will move terms of u past v one by one. Each term e 1i (a i ) of u commutes with every term of u and v except for e ip (b i ) and its inverse, so moving it past v only generates a single e 1p (a i b i ). This commutes with every term of u and v, so we can move it to the left side of the word. We can now cancel e 1i (a i ) with its inverse.
Repeating this process deletes all of the original terms of u and u −1 , allowing us to cancel v and v −1 . This leaves a product
where · represents the dot product, we can use Lemma 4.6 to convert this to e 1p (t). All of the coefficients in this process are bounded by M 2 2 t, and M 2 is exponential in ℓ(w), so this process has cost O((ℓ w (w) + log |t|)
2 ). When ℓ(w) is large, we can get a stronger bound by breaking it into segments. Let n = ℓ w (w) log |t| + 1 .
Let w = w 1 . . . w n , where the w i are words in Σ S of length at most log |t| + 1. Then
≤ nO((log |t| + 1) 2 )
≤ O((log |t| + 1) 2 + ℓ w (w)(log |t| + 1))
The same methods show that
Applying this to each term of w T = g 1 . . . g k , where g i ∈ Σ T , we find
Finally, we construct fillings of products of upper-triangular elements of Σ.
Lemma 4.11. Let w = w 1 . . . w n be a word in Σ representing I, where
Proof. Let N = N (Z) be the subgroup of upper-triangular integer matrices with 1's on the diagonal. Our proof is based on the seashell template in Figure 1 ; we describe a normal form for points in N and then describe how to fill triangles with two sides in normal form and one short side. If
. This is a normal form for elements of N P ; note that it contains at most p 2 letters. Let n i = w 1 . . . w i . We will construct a filling of w by filling the wedges
we can consider these fillings as homotopies from λ(ω 0 (n i−1 )w i ) to λ(ω 0 (n i )). We fill λ(ω 0 (n i−1 )w i ω 0 (n i ) −1 ) by moving w i leftward past
Each letter in x ai−1 (n i−1 ) . . . x 1 (n i−1 ) is of the form e ab (x) with a < a i , so we can move w i leftward by repeatedly replacing subwords of the form e ab (x)w i with w i e ab (x) if b = a i (using Lemma 4.6) and with w i e abi (xt i ) e ab (x) if b = a i . Each of these steps has cost O((log |x| + log |t i |) 2 ). Since log |x| ≤ log n i−1 2 = O(hn), this is O(h 2 n 2 ). We repeat this process until we have moved w i past λ(x ai−1 (n i−1 ) . . . x 1 (n i−1 )), which takes at most p 2 steps and has total cost O(h 2 n 2 ). Call the resulting word w ′ . During this process, we have inserted at most p 2 additional letters, but we can partition w ′ into a word of the form w
, where w ′ k is a word in the alphabet {e ki (t)} t∈Z,i>k representing the same element of Γ as x k (n i ). The coefficients in these words are bounded by t i n i−1 2 . The letters in each subword commute, so we can apply Lemma 4.6 (p + p 2 ) 2 times to put the letters in each subword in order, then p 2 times to collect like terms. This reduces w ′ to ω(w i ). Each of these steps has cost O(h 2 n 2 ), so
To fill w, we need to fill n such wedges, so
We can use these lemmas to prove Prop. 4.7.
Proof of Prop. 4.7. Recall that w is a product of at most 3p 2 + 9p subwords of two types: words in Σ Si or words of the form v ij (V ).
Since #S i ≤ p − 2 for all i, we can use Lemmas 4.9 and 4.10 to gather all of the terms in Σ * S1 on the left side of the word. This takes no more than (3p 2 + 9p) 2 applications of the lemmas. We can do the same for all of the Σ * S k . This process has cost O( ℓ(w)
2 ) and results in a word p 1 (w) . . . p k (w)w ′ of length O( ℓ(w)), where w ′ is a word of length at most 3p 2 in the alphabet {e ab (t)} a<b,t∈Z . Since each of the p i (w) represent the identity, so does w ′ . There is a c such that the coefficients in the letters of w ′ are bounded by |t| ≤ e c b ℓ(w) , so Lemma 4.11 provides a filling of w ′ with area O( ℓ(w) 2 ); this proves the proposition.
4.4. Words in SL(p−1; Z)⋉Z p−1 . The techniques of the previous section fail when P = U (p−1, 1; Z), but the approach described in Section 3.1 allows us to decompose words in Σ P into ω-triangles with vertices in smaller parabolic subgroups. In this section, we will construct a space on which P acts non-cocompactly and which has a quadratic Dehn function, then use fillings of words in this space to construct templates for those words.
Since P is a finite-index extension of SL(p − 1; Z) ⋉ Z p−1 , any word in Σ P which represents the identity can be reduced to a word in
at cost linear in the length of the word. Druţu showed that if p ≥ 4, then the group H = SL(p − 1; R) ⋉ R p−1 has a quadratic Dehn function [Dru04] . Let E H = H/SO(p) ⊂ E; this fibers over E p−1 := SL(p − 1)/SO(p − 1) with fiber R p−1 . If x ∈ H, let [x] EH be the corresponding point of E H . Our first step is to strengthen Druţu's result by showing that a curve of length ℓ in E H can be filled by a Lipschitz map f : D 2 (ℓ) → E H with Lipschitz constant bounded independently of ℓ. We prove this by using a Lipschitz analogue of Prop. 3.1; we construct a normal form for E H and then fill triangles in this normal form. First, we construct a family of curves ξ(v) for v ∈ R p−1 , roughly analogous to the curves u(V ) defined in Section 2.3; these correspond to elements of R p−1 . Any element of H can be written as the product of an element of SL(p − 1; R) and an element of R p−1 ; so we construct a normal form for H so that each curve is the concatenation of a curve in SL(p − 1; R) and a ξ(v). To fill triangles in this normal form, we need three constructions: we need to conjugate the ξ(v) by curves in SL(p − 1; R) (Lemma 4.15), fill triangles whose sides are the ξ(v) (Lemma 4.16), and fill curves in SL(p − 1; R). The following remarks will help us to glue and combine Lipschitz discs.
Remark 4.12. If S is a convex polygon with non-empty interior and diameter at most 1, there is a map S → D 2 whose Lipschitz constant varies continuously with the vertices of S. 
This space is bilipschitz equivalent to D 2 (t). Define a map β : D ′ → X so thatβ(x) = β(x) for all x ∈ D 2 (t) and β(θ, r) = h(θ, r) for all θ ∈ S 1 , r ∈ [0, t]. This is well-defined, has boundary is γ ′ , and its Lipschitz constant is O(Lip(β) + Lip(γ ′ )). Likewise, if β is a filling of γ ′ , we can use a similar construction to construct a β ′ such that β ′ fills γ and has Lipschitz constant O(Lip(β) + Lip(γ ′ )). One application of this converts homotopies to discs; if 
There is a map f :
EH and f has Lipschitz constant bounded independently of w.
Proof. If v = 0, then w = γγ −1 , so we may assume that v = 0. If ℓ c (w) ≤ 1, we can use Remark 4.14 to fill w, so we also assume that ℓ c (w) ≥ 1.
To simplify the notation, let
By the definition of ξ,
Changing the basepoint of w, we obtain the curve
This can be filled as shown in Figure 4 , but the horizontal lines in the figure may be exponentially large. The color-coding in the diagrams corresponds to direction; blue lines represent curves in SL(p − 1) and red lines represent curves ξ(v). We will use a homotopy in SL(p − 1) to replace w 1 with a "thin rectangle" in which the horizontal lines are short. We will construct a map [0, 2ℓ c (w) + 1] × [ℓ c (w)] → E H whose boundary is a parameterization of w. The domain of this map is divided into two ℓ c (w) × ℓ c (w) squares and a ℓ c (w) × 1 rectangle (Fig. 5) ; the squares will correspond to the homotopy in SL(p − 1) mentioned above, and bound a central thin rectangle. We will map the boundaries of each of these shapes into E H by Lipschitz maps and construct Lipschitz discs in E H with those boundaries. Indeed, each of the edges of the figure are marked by curves, and we can map each edge into E H as the constantspeed parameterization of the corresponding curve. Our bounds on the lengths of these curves will ensure that these maps are Lipschitz.
Let
and let
, the endpoints of γ ′ both lie in S. We will construct a curve σ in S which has the same endpoints as γ ′ and has length comparable to ℓ c (γ ′ ). First, let K ∈ SO(p − 1) be a matrix such that 
. This connects I and D, and the concatenation σ K σ D connects I to KD in S. We next connect KD and M ′ inside S. Note that if SL(p − 1) v is the stabilizer of v, then KD·SL(p−1) v ⊂ S, and (KD)
, and since p ≥ 4, it is quasiisometrically embedded in H, and there is a path σ 0 in
is then contained in S and connects I to M ′ . Adding the lengths of the components, we find ℓ c (σ) = O(ℓ c (w)). Since ℓ c (w) ≥ 1 and the edges marked σ in Fig. 5 have length ℓ c (w), the map on those edges is Lipschitz for some constant independent of w.
The boundaries of the shapes in the figure are thus [σγ −1 ] EH and
The first curve, σγ −1 , is a closed curve in SL(p − 1) of length O(ℓ c (w)). Since SL(p − 1)/SO(p − 1) is non-positively curved, this curve has a filling in E H with area O(ℓ c (w)
2 ). This can be taken to be a c-Lipschitz map from D 2 (ℓ c (w)), where c depends only on p.
The second curve is the boundary of a "thin rectangle". That is, there is a Lipschitz map
which sends the four sides of the rectangle to σ, u(n(v)), σ −1 , and u(−n(M v)). Projecting this disc to E H gives a Lipschitz filling of w 2 .
We glue these discs together to get a Lipschitz map from the rectangle to E H . The boundary of the rectangle is a Lipschitz reparameterization of [w] EH , so we can use Rem. 4.13 to get a filling of [w] EH . This lets us fill many curves in H.
EH and Lip(f ) is bounded independently of w.
Proof. As before, we may assume that ℓ c (w) > 3. Let S = v 1 , v 2 ⊂ R p−1 be the subspace generated by the v i and let λ = max{ v 1 2 , v 2 2 , v 1 + v 2 2 }. Let D ∈ SL(p − 1) be the matrix such that Ds = λs for s ∈ S and Dt = λ −1/(p−1−dim(S)) t for vectors t which are perpendicular to S; this is possible because dim(S) ≤ 2 and p ≥ 4.
Let γ D be the curve t → D t for 0 ≤ t ≤ 1; this has length O(log λ) = O(ℓ c (w)). We construct a filling of [w] EH based on a triangle with side length ℓ c (w) as in Figure 6 . The central triangle in the figure has side length 1; since ℓ c (w) ≥ 3, the trapezoids around the outside are bilipschitz equivalent to discs D 2 (ℓ) with Lipschitz constant bounded independently of w. Let f take each edge to H as labeled, and give each edge a constant-speed parameterization; f is Lipschitz on each edge, with a Lipschitz constant independent of the v i . Letf be the projection of f to E H . We've definedf on the edges in the figure; it remains to extend it to the interior of each cell.
The mapf sends the boundary of the center triangle to a curve of length at most 3, so we can use Rem. 4.14 to extendf to its interior. The mapf sends the
boundary of each trapezoid to a curve of the form
Lemma 4.15 gives Lipschitz discs filling such curves. Each of these fillings has Lipschitz constant bounded independently of w, so the resulting map on the triangle also has Lipschitz constant bounded independently of w.
The group H has a normal form based on the semidirect product structure. Let g ∈ H. Then g = M u(v) for some M ∈ SL(p − 1) and v ∈ R p−1 . Let γ M be a geodesic connecting I to M and define
We can use the previous lemmas to fill ω H -triangles.
Lemma 4.17. If g 1 , g 2 ∈ H and
Proof. As before, assume that ℓ c (w) ≥ 1. Let g 3 = g 1 g 2 and let M i ∈ SL(p − 1) and v i ∈ R p−1 be such that g i = M i u(v i ) for i = 1, 2, 3. We construct a filling of w as in Figure 7 , which depicts an isoceles right triangle with legs of length 2ℓ c (w), divided into a square and two congruent triangles; this is bilipschitz equivalent to D 2 (ℓ c (w)), and we call it ∆. Let f : ∆ (1) → H be the map from the 1-skeleton of the figure to H defined by sending each edge to its corresponding curve, parameterized with constant speed, and letf = [f ] EH . This is a Lipschitz map on the 1-skeleton of the triangle, with Lipschitz constant independent of w.
The mapf sends the square in the figure to a curve which can be filled using Lemma 4.15, sends the blue (upper left) triangle to a curve in E p−1 which can be filled using non-positive curvature, and sends the red triangle (lower right) to a curve which can be filled using Lemma 4.16. Combining these fillings proves the lemma.
We can construct Lipschitz fillings of arbitrary curves from these triangles (cf. [Gro96] and Prop. 3.1).
Proposition 4.18. If w is a closed curve in E H , there is a filling f : D 2 (ℓ c (w)) → H of w such that Lip(f ) is bounded independently of w.
Proof. The proof is based on Gromov's construction of Lipschitz extensions in [Gro96] . Assume that ℓ c (w) > 1; otherwise, the lemma follows from Rem. 4.14. Let k = ⌈log ℓ c (w)⌉, let t = 2 k , and parameterize w as a map w : [0, 2t] → E H with constant speed. Letw : [0, 2t] → H be a map (not necessarily continuous) such that [w(x)] EH = w(x) for all x. We construct f : D 2 (2t) → E H as in Figure 8 . The figure depicts k + 1 rows of rectangles; the top row has one 2 k × 2 k+1 rectangle, while the ith from the top consists of 2 i−1 rectangles of dimensions 2 k−i+1 × 2 k−i . The bottom row is an exception, consisting of t squares of side length 1. Note that a cell in the ith row is bilipschitz equivalent to D 2 (2 k−i ). Call the resulting complex X.
We label all the edges of X by curves in E H . First, we label all the vertical edges into E H as constant curves; the vertical edges with x-coordinate a are labeled by w(a). We label horizontal edges using the normal form; the edge from (x 1 , y) to (x 2 , y) is labeled [ω H (w(x 1 ) −1w (x 2 ))] EH , except for the bottom edge of X, which is labeled w. We construct a map f : X (1) → E H by sending each edge to the constant-speed parameterization of its label; this map is Lipschitz, with Lipschitz constant independent of w, and the map sends the boundary of X to a Lipschitz reparameterization of w.
If ∆ is a 2-cell from the ith row of the figure, i ≤ k, then f sends its boundary to These are the triangles filled in Lemma 4.17, so we can extend the map on the boundary of the cell to a map on the whole cell. Furthermore, the Lipschitz constants of these maps are uniformly bounded. This defines a map on all of the rows except the bottom row. Cells in the bottom row have boundaries of the form w| [n,n+1] [ω H (w(n) −1 w(n + 1)
for some n; this has bounded length, so we can fill each of the squares in the bottom row by maps with uniformly bounded Lipschitz constants.
At this point, we are in a similar situation to the one in Section 3.1; if w ∈ Σ * H , the lemma gives a filling of the curve corresponding to w, but this filling may travel far from H(Z) = U (p − 1, 1; Z). The next step is to replace this filling by a filling in H(Z).
First, we will need notation like that in Sec. 2.4 for sets and maps associated to SL(p − 1; R). Let E p−1 be the symmetric space SL(p − 1; R)/SO(p − 1), let S p−1 ⊂ E p−1 be a Siegel set, let N + p−1 and A + p−1 be the sets of unipotent and diagonal matrices used to define S p−1 , let ρ p−1 be the map E p−1 → SL(p − 1; Z) defined using S p−1 , and let φ p−1 : E p−1 → A + p−1 be the analogue of the original φ. There is a projection µ : H → SL(p − 1) which descends to a map µ E : E H → E p−1 ; note that µ E (S H ) = S p−1 . This lets us define a ρ H : E H → H(Z) which is compatible with ρ p−1 , so that x ∈ ρ H (x)S H and µ(ρ H (x)) = ρ p−1 (µ E (x)) for all x.
All of the results in Sec. 2.4 apply in this context, possibly with different constants.
We will prove the following (cf. Prop. 3.2):
Lemma 4.19. There is a c ′ such that if w = w 1 . . . w ℓ is a word in Σ H , there is a template for w such that
• If g 1 , g 2 , g 3 ∈ Γ are the labels of a triangle in the template, then either d Γ (g i , g j ) ≤ 2c ′ for all i, j or there is a k such that g −1 i g j ∈ U (k, p− 1 − k, 1) for all i, j.
• τ has O(ℓ 2 ) triangles, and if the ith triangle of τ has vertices labeled (g i,1 , g i,2 , g i,3 ), then
Similarly, if the ith edge of τ has vertices labeled (h i,1 , h i,2 ), then
Proof. As in Sec. 2.1, we can choose curves in E H which correspond to generators of H(Z) and concatenate them into a curvew : [0, ℓ] → E H such that Lip(w) is bounded independently of w andw(i) = [w 1 . . . w i ] EH for i = 0, 1, . . . , ℓ. By Prop. 4.18, we can construct a filling f : D 2 (ℓ) → E H such that f | ∂D 2 =w and Lip(f ) is bounded independently of w. Let t = 2 ⌈log 2 ℓ⌉ . By Remarks 4.12 and 4.13, we can reparameterize f to get a map f ′ : D 2 (t) → E H so that f ′ (x, 0) =w(x) for x < t and f ′ = [I] EH on the rest of the boundary of D 2 (t). Note that Lip(f ′ ) is also bounded independently of w, say by c f . As in Sec. 3.1, we will use this disc to build a template.
Let r 0 : E p−1 → R be given by
where c is as in Cor. 2.11, i.e., if x, y ∈ E p−1 satisfy d Ep−1 (x, y) < r 0 (x) and g, h ∈ SL(p−1; Z) satisfy x ∈ gS p−1 and y ∈ hS p−1 , then there is a 1 ≤ j < p−1 depending only on x such that g −1 h ∈ U (j, p − 1 − j). Note also that if g ∈ H(Z) and x ∈ gS H , then x = [gnn As before, we use this function to construct a triangulation τ r of D 2 (d). One major difference is that r is not necessarily small on the boundary of D 2 (d); on the other hand, α(ℓ i ) = [w(i)] E2 , so each point (ℓ i , 0) is a vertex of τ r . Label the boundary vertices of τ r so that (t, 0) is labeled by w(η(t)) and all the others are labeled I. Label the interior vertices so that v is labeled by ρ(f (v)). If v is a vertex, let g v ∈ Γ be its label. As in the earlier construction, f (v) ∈ g v E 2 for all v. Furthermore, the set of boundary labels is exactly {w(0), . . . , w(n)} and, since ω(g, g) is the empty word for all g, the boundary word of τ is w τ = ω(w 1 ) . . . ω(w n ); since ω(e 12 (t)) = e 12 (t) and all the other letters in w have bounded length, we have δ Γ (λ(w), w τ ) = O( ℓ(w)).
A filling of the triangles in τ thus gives a filling of w. As in the earlier construction, each triangle of τ either has short edges and thus a bounded filling area, or has vertices whose labels lie in a translate of a parabolic subgroup. In this case, that parabolic subgroup must be U (1, 1; Z), and Lemma 4.6 allows us to fill any such triangle with quadratic area. Prop. 3.3.(4) thus implies that δ(w) = O( ℓ(w)
2 ), as desired.
4.6. Proof of Thm. 1.2. Let q < p. We claim that if w is a word in Σ q which represents the identity, then (14)
δ Γ (w) = O(ℓ(w) 2 ), and that if w is a word in Σ q which represents the identity, then (15) δ(w) = O( ℓ(w) 2 ).
We proceed by induction on q. If q = 2, then (14) is a consequence of the fact that SL(2; Z) is virtually free, and (15) follows from Lemma 4.20.
If 3 ≤ q ≤ p − 1, then we can prove (14) using Prop. 3.2 for SL(q; Z). The proposition implies that there is a template for w for which every triangle is either small or has vertices in some translate of U (j, q − j) for some 1 ≤ j ≤ q − 1. Call the ω-triangle corresponding to the boundary of the ith triangle w i ; then we have i ℓ(w i ) 2 = O(ℓ(w) 2 ), δ Γ (w) ≤ i δ Γ (w i ), and each w i either has length ≤ c or has vertices in U (j i , q − j i ; Z) ⊂ SL(q; Z) ⊂ SL(p; Z). In the former case, δ Γ (w i ) ≤ δ Γ (c). In the latter case, we use the inductive hypotheses.
Since j i ≤ p − 2 and q − j i ≤ p − 2, we can apply Prop. 4.7 to show that there are words p j (w i ), j = 1, 2, in Σ ji and Σ q−ji such that δ Γ (w i ) = O(ℓ(w i )
2 ) + δ(p 1 (w i )) + δ(p 2 (w i )).
By induction, the latter two terms are both O(ℓ(w i ) 2 ). Thus
The second condition, (15), follows from Lemma 4.4; if w is a word in Σ q , then δ(w) = δ Γ (λ(w)), and we can replace λ(w) by a word of roughly the same length in Σ q at cost O( ℓ(w)
2 ). If q = p, there is an additional step to prove (14). As before, we can break w into w i , but if j i = 1 or p − 1, we need to use Lemma 4.19 to fill w i .
Let w i be an ω-triangle with vertices in U (p − 1, 1). We can use Lemmas 4.4 to replace w i by a word of comparable length in Σ H at cost O( ℓ(w)
2 ). By Lemma 4.19, there are ω-triangles w 2 ), and so δ Γ (w) = O(ℓ(w) 2 ). Finally, if w is a word in Σ q , then δ(w) = δ Γ (λ(w)), and ℓ(w) = ℓ(λ(w)). Consequently, δ(w) ≤ δ Γ ( ℓ(w)) = O( ℓ(w)
2 )
