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a dataset corresponding to an integrated luminosity of 36.1 fb−1. Cross sections are mea-
sured as functions of a variety of observables, including angular correlations and invariant
masses of the objects in the final state, γ + jet + jet. Measurements are also performed in
phase-space regions enriched in each of the two underlying physical mechanisms, namely
direct and fragmentation processes. The measurements cover the range of photon (jet)
transverse momenta from 150 GeV (100 GeV) to 2 TeV. The tree-level plus parton-shower
predictions from Sherpa and Pythia as well as the next-to-leading-order QCD predic-
tions from Sherpa are compared with the measurements. The next-to-leading-order QCD
predictions describe the data adequately in shape and normalisation except for regions of
phase space such as those with high values of the invariant mass or rapidity separation of
the two jets, where the predictions overestimate the data.
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1 Introduction
The production of prompt photons1 in association with two jets in proton-proton collisions,
pp→ γ+ jet + jet + X, provides a means of testing perturbative QCD (pQCD) predictions.
Measurements of the angular correlations between the photon and each of the jets as
well as between the two jets can be used to probe the dynamics of the hard-scattering
process. In addition, measurements of the invariant-mass distributions of the dijet system
and the photon plus dijet system are sensitive to the dynamics of the hard interaction. A
comprehensive study of the observables describing this final state is of relevance for the
development of pQCD calculations as well as for the tuning of Monte Carlo (MC) models.
Prompt-photon plus two-jet production proceeds via two mechanisms (see figure 1):
direct processes, in which the photon originates from the hard interaction, and fragmen-
tation processes, in which the photon arises from the fragmentation of a high transverse
momentum2 (pT) parton [1, 2]. The direct and fragmentation contributions are well defined
only at leading order (LO) in QCD; at higher orders this distinction is no longer possible.
Furthermore, pure electroweak processes or electroweak virtual corrections are expected
to play an important role for photon transverse energies at the TeV scale [3–6] and dijet
configurations with large invariant mass and large separation in rapidity.
Measurements of prompt-photon production in a final state with accompanying
hadrons necessitate an isolation requirement on the photon to minimise the large multi-jet
background where hadrons in jets decay into photons. The production of isolated photons
in association with jets in pp collisions at
√
s = 7, 8 and 13 TeV was studied by ATLAS [7–
10] and CMS [11–15]. Previous measurements of the production cross sections of photons
accompanied by two jets were done for angular correlations and the transverse momenta of
the photon and the jets at
√
s = 8 TeV [9]. With the increase in centre-of-mass energy to
13 TeV, new observables have been introduced to explore the dynamics where electroweak
contributions could be relevant, in particular, the invariant mass of the two jets and the
invariant mass of the photon-jet-jet system.
Measurements of photon plus two-jet production provide a deeper understanding of the
dynamics of the underlying processes and complement the recent measurements of photon
plus one-jet production at 13 TeV [10]. The analysis presented here includes the study of
the kinematics of the photon plus two-jet system via the measurement of the cross section as
a function of the leading-photon transverse energy (EγT), and of the transverse momentum
(pjetT ) and rapidity (y
jet) of each of the two jets. The dynamics of the photon plus two-jet
system is studied by measuring the azimuthal angular separation between the photon and
each of the jets (∆φγ–jet), the difference in rapidity between the photon and each of the jets
(∆yγ–jet), the invariant mass of the dijet system (mjet–jet), the azimuthal angular separation
1
All photons that are not produced in hadron decays are considered to be ‘prompt’.
2
ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in
the centre of the detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre
of the LHC ring, and the y-axis points upwards. Cylindrical coordinates (r, φ) are used in the transverse
plane, φ being the azimuthal angle around the z-axis. The transverse energy is defined as ET = E sin θ,
where E is the energy and θ is the polar angle. The pseudorapidity is defined as η = − ln tan(θ/2) and the
angular distance is measured in units of ∆R ≡
√
(∆η)
2
+ (∆φ)
2
.
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Figure 1. Examples of diagrams for γ + jet + jet production through (a) direct-photon and (b)
fragmentation-photon processes.
between the two jets (∆φjet–jet), the difference in rapidity between the two jets (∆yjet–jet)
and the invariant mass of the photon-jet-jet system (mγ–jet–jet). Measurements of the final
state γ + jet + jet have the advantage that the second jet is explicitly identified and the
interplay between the two underlying production mechanisms can be tested more directly
than in the γ+ jet final state. The two underlying production mechanisms exhibit distinct
features in kinematic variables as well as in angular correlations or invariant masses of the
objects in the final state. For example, the spectrum in EγT (p
jet
T , m
jet–jet) is expected to be
harder (softer) for direct processes than for fragmentation processes; as another example,
angular correlations such as ∆φjet–jet are expected to be different for the two processes,
with the two jets being closer to each other in direct processes than in fragmentation
processes. These distinct features arise from the matrix elements of the two processes and
the fraction of the centre-of-mass energy of the colliding partons carried away by the final-
state photon [16]. In order to enhance the sensitivity to the two underlying mechanisms,
measurements are performed in two complementary regions of phase space, in addition to
the inclusive phase space, by selecting those events in which EγT is larger (smaller) than the
leading (sub-leading) jet pT.
3 This separation allows a more in-depth study of the direct
and fragmentation contributions since it is performed in terms of kinematic variables and,
therefore, does not rely on distinguishing between direct and fragmentation processes using
a MC generator. Furthermore, the photon is required to be isolated and the distance in
the η–φ plane between the photon and each of the jets is required to be larger than 0.8;
the region of phase space in which a jet is close to the photon is removed to avoid a bias
in the photon isolation energy as well as to suppress the dependence on the modelling of
the fragmentation component in that region. The analysis is performed using 36.1 fb−1 of
ATLAS data at
√
s = 13 TeV taken during 2015 and 2016. The predictions of the tree-level
plus parton shower models of Pythia [17] and Sherpa [18], as well as the next-to-leading-
order (NLO) QCD predictions from Sherpa [19–23], are compared with the measurements.
3
The leading (sub-leading) jet is the one with (next-to) highest p
jet
T .
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2 ATLAS detector
The ATLAS experiment uses a multipurpose particle detector [24] with a forward-backward
symmetric cylindrical geometry. It consists of an inner tracking detector surrounded by a
thin superconducting solenoid, electromagnetic and hadronic calorimeters, and a muon
spectrometer incorporating three large superconducting toroidal magnets. The inner-
detector system is immersed in a 2 T axial magnetic field and provides charged-particle
tracking in the range |η| < 2.5. The high-granularity silicon pixel detector is closest to the
interaction region and provides four measurements per track; the innermost layer, known as
the insertable B-layer [25, 26], provides high-resolution hits at small radius to improve the
tracking performance. The pixel detector is followed by a silicon microstrip tracker, which
typically provides four three-dimensional space-point measurements per track. These sil-
icon detectors are complemented by a transition radiation tracker, which enables radially
extended track reconstruction up to |η| = 2.0. The calorimeter system covers the range
|η| < 4.9. Within the region |η| < 3.2, electromagnetic (EM) calorimetry is provided
by barrel and endcap high-granularity lead/liquid-argon (LAr) EM calorimeters, with an
additional thin LAr presampler covering |η| < 1.8 to correct for energy loss in material
upstream of the calorimeters; for |η| < 2.5, the EM calorimeter is divided into three layers
in depth. Hadronic calorimetry is provided by a steel/scintillator-tile calorimeter, seg-
mented into three barrel structures within |η| < 1.7, and two copper/LAr hadronic endcap
calorimeters, which cover the region 1.5 < |η| < 3.2. The solid-angle coverage is com-
pleted out to |η| = 4.9 with forward copper/LAr and tungsten/LAr calorimeter modules,
which are optimised for EM and hadronic measurements, respectively. Events are initially
selected using a first-level trigger implemented in custom electronics, which reduces the
event-acceptance rate from the maximum bunch crossing rate of 40 MHz to a design value
of 100 kHz using a subset of detector information. Software algorithms with access to the
full detector information are then used in the high-level trigger to yield a recorded event
rate of about 1 kHz [27].
3 Data selection
The data used in this analysis were collected with the ATLAS detector during the pp colli-
sion running periods of 2015 and 2016, when the LHC operated at a centre-of-mass energy
of
√
s = 13 TeV. Only events taken during stable beam conditions and satisfying detector
and data-quality requirements [28], which include the calorimeters and inner tracking de-
tectors being in nominal operation, are considered. The total integrated luminosity of the
collected sample amounts to 36.1± 0.8 fb−1. The uncertainty in the combined 2015–2016
integrated luminosity of 2.1% [29] is obtained using the LUCID-2 detector [30] for the
primary luminosity measurements.
3.1 Event selection
Events were recorded using a single-photon trigger, with a transverse energy threshold
of 140 GeV; ‘loose’ identification criteria for the photon, which are based on the shower
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shapes in the second layer of the electromagnetic calorimeter and on the fraction of energy
deposited in the hadronic calorimeter, were also applied [31]. Events are required to have a
reconstructed primary vertex [32]. If multiple primary vertices are reconstructed, the one
with the highest sum of the p2T of the associated tracks is selected as the primary vertex.
3.2 Photon selection
The photon-candidate reconstruction, selection and calibration closely follow those reported
in ref. [33] and are summarised in the following. Photon candidates are reconstructed from
clusters of energy deposited in the electromagnetic calorimeter and classified [34] as un-
converted photons (those candidates without a matching track or reconstructed conversion
vertex in the inner detector) or converted photons (those candidates with a matching recon-
structed conversion vertex or a matching track consistent with originating from a photon
conversion).
The photon identification is primarily based on shower shapes in the calorimeter [34].
The information from the hadronic calorimeter and the lateral shower shape in the second
layer of the EM calorimeter are used in an initial selection. The final ‘tight’ selection
comprises more stringent criteria for these variables as well as requirements on the shower
shapes in the first layer of the EM calorimeter. Small differences are observed in the
average values of the shower-shape variables between data and simulation and are corrected
for in simulated events before applying the photon identification criteria. The photon
identification efficiencies are measured to be above 90% (95%) for unconverted (converted)
photon candidates with EγT > 150 GeV.
The measurement of the photon energy is based on the energy collected in calorime-
ter cells in an area of size ∆η × ∆φ = 0.075 × 0.175 in the barrel and 0.125 × 0.125
in the endcaps. The photon energy calibration procedure is described in ref. [35]. The
uncertainty in the photon energy scale at EγT = 150 GeV is in the range 0.4%–3.1% (0.4%–
2.8%) for unconverted (converted) candidates depending on |ηγ |, being largest in the region
1.81 < |ηγ | < 2.37.
The selection of isolated photons is based on the amount of transverse energy inside
a cone of size ∆R = 0.4 in the η–φ plane around the photon candidate, excluding an area
of size ∆η ×∆φ = 0.125 × 0.175 centred on the photon. The isolation transverse energy
(EisoT ), which is computed from topological clusters of calorimeter cells [36], is corrected for
the leakage of the photon energy into the isolation cone and the estimated contributions
from the underlying event (UE) and additional inelastic pp interactions (pile-up) [37]. The
combined correction to EisoT for the last two effects is computed on an event-by-event basis
using the jet-area method [38] and typically amounts to 3.5 GeV (1.3 GeV) for |ηγ | < 1.37
(1.56 < |ηγ | < 2.37). In situ corrections to EisoT are applied in simulated events such that
the peak position in the EisoT distribution coincides with that in the data. After corrections,
EisoT is required to be less than E
iso
T,cut ≡ 0.0042 · E
γ
T + 4.8 GeV.
Events with at least one isolated photon candidate with EγT > 150 GeV and |η
γ | < 2.37
are selected. Candidates in the region 1.37 < |ηγ | < 1.56, which includes the transition
region between the barrel and endcap calorimeters, are not considered. In events with more
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than one photon candidate satisfying the selection criteria, only the highest-EγT (leading)
photon is considered for further study.
3.3 Jet selection
The anti-kt algorithm [39, 40] with radius parameter R = 0.4 is used to reconstruct jets.
Topological clusters of calorimeter cells are used as input (jet constituents). The calorimeter
cell energies are measured at the EM scale, which corresponds to the energy deposited by
electromagnetically interacting particles. The jet four-momenta are computed from the
sum of the jet-constituent four-momenta, treating each as a four-vector with zero mass. At
this stage, the jet four-momentum values refer to the EM energy scale.
The calibration of the jets is performed following the methods described in ref. [41]
and is discussed below. The four-momentum of jets is recalculated to point to the selected
primary vertex of the event rather than the centre of the detector. The jet-area method
is then used on a jet-by-jet basis [42] to subtract the contributions from the UE and pile-
up. Subsequently, a calibration of the jet energy and direction is applied that corrects
the reconstructed jet four-momentum to the particle level. For this purpose, simulated
events are employed and the same jet algorithm used on data is applied to the generated
stable particles. Stable particles are defined as those with a decay length cτ > 10 mm.
Muons, neutrinos and particles from pile-up interactions are excluded. The resulting jets
are referred to as particle-level jets. Following the previous calibration, residual dependen-
cies of the reconstructed jet energy on the longitudinal and transverse characteristics of
the jet are observed. Corrections to reduce these dependencies are derived from simulated
events, using global properties of the jet obtained from tracking information, calorimeter
energy deposits and muon spectrometer information. These corrections are applied sequen-
tially to the jet four-momentum while conserving the average jet response in the sample
of dijet simulated events used to derive the corrections. These corrections improve the
jet energy resolution and account for differences in energy response between quark- and
gluon-initiated jets. Since the jet flavour composition of the final state γ + jet + jet is, in
principle, different from that used for the calibration (dijet events), the corrections help
to reduce the dependence on the jet flavour composition assumed. In addition, system-
atic uncertainties due to the jet flavour response and composition are considered. A final
correction is applied to account for differences in the jet response between data and simu-
lations. The final correction is derived in situ from a combination of dijet, γ + jet, Z + jet
and multi-jet pT-balance methods. Dijet events are used to correct the average response
for forward jets to that for well-measured central jets. The other three in situ calibrations
correct for differences between the average responses for central jets and well-measured
reference objects. The uncertainty in the jet energy scale at pjetT = 100 GeV varies in the
range 1.5%–2% depending on the jet pseudorapidity.
Quality criteria are applied to reject events with jets reconstructed from calorimeter
signals not originating from a pp collision [43]. These criteria suppress events with jets
from beam-induced background due to proton losses upstream of the interaction point,
cosmic-ray air showers overlapping with collision events and calorimeter noise from large-
scale coherent noise or isolated pathological cells. Jets are required to have calibrated
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Requirements on photon EγT > 150 GeV, |η
γ | < 2.37 (excluding 1.37 < |ηγ | < 1.56)
EisoT < 0.0042 · E
γ
T + 4.8 GeV (reconstruction level)
EisoT < 0.0042 · E
γ
T + 10 GeV (particle level)
Requirements on jets at least two jets using anti-kt algorithm with R = 0.4
pjetT > 100 GeV, |y
jet| < 2.5, ∆Rγ–jet > 0.8
Phase space total fragmentation enriched direct enriched
EγT < p
jet2
T E
γ
T > p
jet1
T
Number of events 755 270 111 666 386 846
Table 1. Phase-space regions for the measurements and predictions. The number of data events
selected in each phase space is also shown.
transverse momenta greater than 100 GeV and rapidity |yjet| < 2.5. Jets overlapping with
the photon candidate are not considered if the jet axis lies within a cone of size ∆R = 0.8
around the photon candidate; this requirement prevents any overlap between the photon
isolation cone (∆R = 0.4) and the jet cone (∆R = 0.4). Finally, the event is selected if
there are at least two jets (leading and sub-leading jets) satisfying the requirements above.
The threshold pjetT = 100 GeV is chosen to avoid the increasingly large uncertainties in the
jet energy scale for lower values of pjetT .
3.4 Data samples
The number of data events selected by the requirements listed in the previous subsections
is 755 270. Three samples of events are selected according to the following criteria: a ‘total’
sample in which no further requirement is applied; a ‘fragmentation-enriched’ sample in
which the photon is required to have EγT < p
jet2
T , where p
jet2
T is the pT of the sub-leading jet;
and a ‘direct-enriched’ sample in which the photon is required to have EγT > p
jet1
T , where
pjet1T is the pT of the leading jet. A summary of the requirements on the photon and the
jets is given in table 1, together with the number of selected events in each data sample.
4 Monte Carlo simulations and Standard Model theory predictions
4.1 Signal Monte Carlo simulations
Samples of events were generated to study the characteristics of the pp→ γ+ jet + jet + X
signal events. The programs Pythia 8.186 [17] and Sherpa 2.1.1 [18] were used for
the predictions. In both cases, the event generation is performed using tree-level matrix
elements, with the inclusion of initial- and final-state parton showers. The Lund string
model [44] in the case of Pythia and a modified version of the cluster model [45] in
Sherpa are used to describe the fragmentation into hadrons. The LO NNPDF2.3 [46]
parton distribution functions (PDFs) were used by Pythia while the NLO CT10 [47]
PDFs were used by Sherpa to parameterise the proton structure. Both samples include a
simulation of the UE. The event-generator parameter values were set according to the A14
tune for Pythia [48] and the CT10 tune for Sherpa.
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The Pythia simulation of the signal includes LO photon-plus-jet events from both the
direct processes (the subprocesses qg → qγ and qq̄ → gγ, called the ‘hard’ component) and
the photon bremsstrahlung in LO QCD dijet events (called the ‘bremsstrahlung’ compo-
nent). The bremsstrahlung component was modelled by final-state QED radiation arising
from calculations of all 2 → 2 QCD processes. The Sherpa samples were generated with
LO matrix elements for photon-plus-jet final states with up to three additional partons
(2→ n processes with n from 2 to 5); the matrix elements were merged with the Sherpa
parton shower [49] using the ME+PS@LO prescription. The bremsstrahlung component
is accounted for in Sherpa through the matrix elements of 2 → n processes with n ≥ 3.
In the generation of the Sherpa samples, a requirement on the photon isolation at the
matrix-element level was imposed using the criterion defined in ref. [50]. This criterion,
commonly called Frixione’s criterion, requires the total transverse energy inside a cone of
size V around the generated final-state photon, excluding the photon itself, to be below
a certain threshold, EmaxT (V) = εE
γ
T((1 − cosV)/(1 − cosR))
n, for all V < R, and is ap-
plied to avoid singularities in the matrix-elements calculation. The parameter values for
the threshold were chosen to be R = 0.3, n = 2 and ε = 0.025. These values guarantee
a selection loose enough to minimise possible biases from the application of the photon
isolation requirement at reconstruction and particle levels (see table 1).4 A possible bias is
accounted for by a systematic uncertainty (see section 7.1.5) estimated from a comparison
with Pythia samples, for which no photon isolation requirement is applied during the
event generation. The Sherpa predictions from this computation are referred to as LO
Sherpa.
Pile-up from additional pp collisions in the same and neighbouring bunch crossings
was simulated by overlaying each MC event with a variable number of simulated inelastic
pp collisions generated using Pythia 8.186 with the ATLAS set of tuned parameters for
minimum-bias events (A2 tune) [51] and the MSTW2008LO PDF set [52]. The MC events
are weighted to reproduce the distribution of the average number of interactions per bunch
crossing observed in the data, referred to as ‘pile-up reweighting’.
All the samples of generated events were passed through the Geant4-based [53] AT-
LAS detector- and trigger-simulation programs [54]. They are reconstructed and analysed
with the same program chain as the data.
4.2 Background Monte Carlo simulations
The main background to isolated-photon events arises from jets misidentified as photons.
This background, which is typically below 5%, is subtracted using an in situ technique, as
described in section 5. The background from electrons or positrons misidentified as photons
is estimated using MC samples generated with the program Sherpa 2.2.1 [19–21]. The
Z(∗)/γ∗ → e+e− and W (∗) → eν processes were generated with matrix elements calculated
for up to two additional partons at NLO and up to four partons at LO.
4
Since Frixione’s criterion requires the upper limit on the transverse energy isolation to be exactly
zero at V = 0, the criterion cannot be strictly looser than any non-zero photon isolation requirement at
reconstruction or particle level for all V < R.
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4.3 Next-to-leading-order pQCD predictions
The NLO pQCD predictions presented in this paper are computed using the program
Sherpa 2.2.2 [19]. This program consistently combines parton-level calculations of γ +
(1, 2)-jet events at NLO and γ + (3, 4)-jet events at LO [20, 21] supplemented with a
parton shower [22] while avoiding double-counting effects [23]. A requirement on the photon
isolation at the matrix-element level is imposed using Frixione’s criterion with R = 0.1, n =
2 and ε = 0.1; for the Sherpa NLO calculations the parameters are fixed to looser values
than for the LO calculations to further minimise any possible bias from the application of
the photon isolation requirement at particle level. The NNLO NNPDF3.0 PDFs [55] are
used in conjunction with the corresponding Sherpa default tuning. Dynamic factorisation
and renormalisation scales are adopted and set equal to EγT, as well as a dynamical merging
scale with Q̄cut = 20 GeV [56]. The strong coupling constant is set to αs(mZ) = 0.118.
Fragmentation into hadrons and simulation of the UE are made using the same models as
for the LO Sherpa samples of simulated events (see section 4.1). All the Sherpa NLO
predictions are based on the particle-level observables from this computation after applying
the requirements listed in table 1. In particular, the photon isolation requirement is applied
at particle level using the procedure described in section 6.
5 Signal extraction
5.1 Multi-jet background subtraction
The main background to prompt-photon production consists of multi-jet events where one
jet typically contains a π0 or η meson that carries most of the jet energy and is misiden-
tified as a photon because it decays into an almost collinear photon pair. The multi-jet
background estimation relies on an in situ method based on signal-suppressed control
regions. The method uses the same two-dimensional sideband technique as in previous
analyses [7, 8, 37, 57–59] and it is described briefly in the following. The background sub-
traction procedure is performed bin by bin for each distribution. Two variables, the photon
identification quality and EisoT , are used to define the control regions for the background
estimation. The photon candidate is classified as ‘isolated’ if EisoT < E
iso
T,cut and as ‘non-
isolated’ if EisoT,cut + 2 GeV < E
iso
T < 50 GeV. The non-isolated region is separated by 2 GeV
from the isolated region to reduce the contamination from signal events. The upper bound
in EisoT is applied to avoid highly non-isolated photons; in this way, the determination of the
signal yield does not depend on the description by the MC generators of the distribution
of EisoT for prompt photons with high values of E
iso
T . A photon candidate is classified as
‘tight’ if tight identification criteria are satisfied. It is classified as ‘non-tight’ if it fails
at least one of four tight requirements on the shower-shape variables computed from the
energy deposits in the first layer of the electromagnetic calorimeter, but satisfies the tight
requirements listed below: the tight requirement on the total lateral shower width in the
first layer, all the other tight identification criteria in other layers and the tight requirement
on the leakage into the hadronic calorimeter [34].
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The two-dimensional plane defined by EisoT and the tight/non-tight photon-identifi-
cation variable is divided into four non-overlapping regions: the ‘signal’ region of tight
isolated candidates (region A) and three background control regions of tight non-isolated
(region B), isolated non-tight (region C) and non-isolated non-tight (region D) photon
candidates. The signal yield N sigA in region A is determined by using the relation
N sigA = NA −Rbg · (NB − fBN
sig
A ) ·
(NC − fCN
sig
A )
(ND − fDN
sig
A )
, (5.1)
where NK , with K = A,B,C,D, is the number of events in region K and Rbg = N
bg
A ·
NbgD /(N
bg
B · N
bg
C ) is the so-called background correlation and is taken as Rbg = 1 for the
nominal results; NbgK with K = A,B,C,D is the unknown number of background events in
each region. Equation (5.1) takes into account the expected number of signal events in the
three background control regions (N sigK ) via the signal leakage fractions, fK = N
sig
K /N
sig
A
with K = B,C,D, which are estimated using the MC simulations of the signal.
The signal purity, defined as N sigA /NA, is typically above 95%. The use of Pythia or LO
Sherpa samples to extract the signal leakage fractions leads to similar signal purities; the
difference in the signal purity is taken as a systematic uncertainty (see section 7.1.5). The
photon isolation and identification variables are assumed to be uncorrelated (Rbg = 1) for
background events. The dependence of the signal yield on this assumption is investigated
in validation regions, which are defined within the background-enriched regions B and D.
A study of Rbg in the validation regions, accounting for signal leakage using either the
Pythia or LO Sherpa simulations, shows deviations from unity, ranging from 10% to
50%, which are then propagated through eq. (5.1) and taken as systematic uncertainties
(see section 7.1.7).
5.2 Other backgrounds
The background from electrons or positrons misidentified as photons, mainly produced
in Drell-Yan Z(∗)/γ∗ → e+e− and W (∗) → eν processes, is also studied. Such events
are largely suppressed by the photon selection. The remaining background contribution is
estimated using MC samples of fully simulated events and found to be sub-percent for most
of the phase space considered. No subtraction is performed and a systematic uncertainty
equal to the size of the estimated background is assigned (see section 7.1.8).
6 Unfolding kinematic distributions to particle level
Cross sections for isolated-photon production in association with at least two jets are
measured in the fiducial phase-space regions outlined in table 1. The differential cross
sections are obtained through the formula
dσ
dO
(i) =
Nunf,sig(i)
L ∆O(i)
,
where dσ/dO(i) is the cross section as a function of observable O in bin i, Nunf,sig(i) is
the unfolded number of background-subtracted data events in bin i and is obtained as
described below, L is the integrated luminosity and ∆O(i) is the width of bin i.
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The particle-level isolation transverse energy of the photon is calculated by summing
the transverse energy of all stable particles, except for muons and neutrinos, in a cone of
size ∆R = 0.4 around the photon direction after the contribution from the underlying event
is subtracted. The same subtraction procedure used on data is applied at the particle level;
the particles associated with the overlaid pp collisions are not considered. The particle-
level requirement on EisoT is determined using the Pythia and LO Sherpa MC samples by
comparing the calorimeter isolation transverse energy with the particle-level isolation on an
event-by-event basis. The effect of the experimental isolation requirement used in the data
is found to be close to a particle-level requirement of EisoT (particle) < 0.0042 ·E
γ
T +10 GeV;
the same requirement is obtained whether Pythia or LO Sherpa is used. Particle-level
jets are reconstructed with the anti-kt algorithm with R = 0.4 using all stable final-state
particles as input; muons, neutrinos and particles from pile-up activity are excluded.
The efficiency of the selection, defined as the fraction of the events generated in the
fiducial region that are also reconstructed in that region, is evaluated using MC simulations.
The selection efficiency using LO Sherpa (Pythia) samples is 76% (76%), 74% (77%), 71%
(70%) for the total, fragmentation- and direct-enriched phase-space regions, respectively.
The data distributions, after background subtraction, are unfolded to the particle level
using an unfolding method [60] based on the iterative application of Bayes’ theorem, as
implemented in RooUnfold [61]. In this method, an unfolding matrix is constructed using
the samples of simulated events. The unfolding matrix encapsulates the migrations across
bin boundaries of the observable when switching between particle and reconstruction levels.
The binning of the distributions is chosen according to the resolution in those variables and
in some cases, such as at high EγT or p
jet
T , larger bin sizes are used to reduce the statistical
uncertainties in the data. There are observables that are filled once per event, such as
EγT, m
jet–jet, ∆φjet–jet, |∆yjet–jet| and mγ–jet–jet, and observables which are filled twice per
event, such as pjetT , |y
jet|, ∆φγ–jet and |∆yγ–jet|. The unfolding matrix is filled with those
events that pass the selection requirements at both the reconstruction and particle levels.
In addition, the reconstructed jet (photon) is required to be matched to a particle-level jet
(photon) within ∆R = 0.4 (0.2). Corrections are also applied to take into account the frac-
tions of events for which there is no matching either at particle or reconstruction level; the
fraction of unmatched particle-level (reconstruction-level) events is typically in the range
20%–40% (5%–25%). In the evaluation of the systematic uncertainties (see section 7.1),
modifications of the unfolding matrix and of the corrections are applied simultaneously in
a consistent way. Four iterations of the unfolding procedure are performed. The nomi-
nal cross sections are measured using the signal leakage fractions and unfolding matrices
from LO Sherpa since these simulations describe the shape of the distributions of the
signal yield better than those of Pythia. The results obtained by unfolding the data
with Pythia are used to estimate the model dependence and their deviations from the
nominal results are taken as systematic uncertainties, as explained in section 7.1.5. The
results of the Bayesian unfolding procedure are checked with a bin-by-bin method based
on LO Sherpa simulations, giving consistent results; the systematic uncertainty due to
the unfolding procedure is negligible.
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7 Experimental and theoretical uncertainties
7.1 Uncertainties in the cross-section measurements
The sources of systematic uncertainty that affect the measurements are the photon energy
scale and resolution, the photon-identification efficiency, the photon-isolation modelling,
the jet energy scale and resolution, the parton-shower and hadronisation model depen-
dence, the definition of the background control regions, the identification and isolation
correlation in the background, the background from electrons or positrons faking photons,
the modelling of pile-up, the trigger efficiency and the luminosity measurement. These
sources of uncertainty and their effects are described below.
7.1.1 Photon energy scale and resolution
The uncertainties in the photon energy scale and resolution are described in ref. [35]. The
sources of uncertainty include: the uncertainty in the overall energy scale adjustment using
Z → e+e− decays; the uncertainty in the non-linearity of the energy measurement at the
calorimeter cell level; the uncertainty in the relative calibration of the different calorimeter
layers; the uncertainty in the amount of material in front of the calorimeter; the uncertainty
in the modelling of the reconstruction of photon conversions; the uncertainty in the mod-
elling of the lateral shower shape; the uncertainty in the modelling of the sampling term;5
and the uncertainty in the measurement of the constant term in Z-boson decays. The
uncertainties are split into independent components to account for correlations and their
η dependence. The individual sources of uncertainty are varied by ±1σ in the MC simu-
lations and propagated through the analysis separately, to maintain the full information
about the correlations. The uncertainties are propagated to the cross sections by modifying
the unfolding matrix, the unmatched fractions and the signal yields. The impact of the
photon energy resolution uncertainty is much smaller than that of the photon energy scale
uncertainty except for high EγT (E
γ
T > 500 GeV), low m
jet–jet (mjet–jet < 400 GeV) and low
∆φjet–jet (∆φjet–jet < 0.6 rad) in the fragmentation-enriched region. The resulting uncer-
tainty in the measured cross sections is obtained by adding in quadrature all the individual
components. For dσ/dEγT this uncertainty increases from 0.5% at E
γ
T = 150 GeV to 6%
at EγT = 2 TeV.
7.1.2 Photon-identification efficiency
Scale factors are applied to simulated events to match the efficiency for tight photon iden-
tification measured in data [34]. The uncertainties in the scale factors are propagated to
the measured cross sections by modifying the unfolding matrix, the unmatched fractions
and the signal yields. The resulting uncertainty in the measured cross sections is in the
range 1.5%–2%.
5
The relative energy resolution is parameterised as σ(E)/E = a/
√
E⊕ b/E ⊕ c, where a is the sampling
term, b is the noise term and c is the constant term.
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7.1.3 Photon-isolation modelling
In situ corrections to EisoT are applied in simulated events for the nominal results. The
differences between the nominal results and those obtained without applying the afore-
mentioned corrections are taken as systematic uncertainties due to the modelling of EisoT in
the MC simulation. The uncertainties are propagated to the cross sections by modifying
the unfolding matrix, the unmatched fractions and the signal yields; the resulting uncer-
tainties are not symmetrised. The resulting uncertainty in the measured cross sections is
typically smaller than 1%.
7.1.4 Jet energy scale and resolution
The uncertainties in the jet energy scale and resolution are considered using the method
reported in ref. [41]. The sources of uncertainty include: the uncertainty in the overall
energy scale adjustment using Z + jet, γ + jet,6 and multi-jet pT-balance methods; the
uncertainty due to modelling, statistics and calibration non-closure in the η intercalibra-
tion; the uncertainty from single-particle response studies of high-pT jets; the uncertainty
due to the modelling of the pile-up contribution; the uncertainty in the jet response and
simulated jet composition of light-quark, b-quark, and gluon-initiated jets; and the uncer-
tainty due to punch-through jets.7 The individual sources of uncertainty are varied by
±1σ in the MC simulations and propagated through the analysis separately, to maintain
the full information about the correlations. The uncertainties are propagated to the cross
sections by modifying the unfolding matrix and the unmatched fractions. The resulting
uncertainty in the measured cross sections is obtained by adding in quadrature all the
individual components. For dσ/dpjetT this uncertainty is in the range 3%–8%.
7.1.5 Parton-shower and hadronisation model dependence
The dependence of the signal purity and unfolding corrections on the parton-shower and
hadronisation models used in the simulations are studied separately. The differences ob-
served in the signal purity between the nominal results and those obtained using the
Pythia MC samples for the determination of the signal leakage fractions are taken as
systematic uncertainties. The uncertainties are propagated to the cross sections by mod-
ifying the signal yields. The resulting uncertainties in the measured cross sections are
typically smaller than 1%. The differences between the nominal results and those obtained
using the Pythia MC samples for the unfolding are taken as systematic uncertainties and
are typically smaller than 2%. In both cases, for the signal leakage fractions and for the
unfolding, the uncertainties also account for a possible bias due to the application of the
Frixione’s criterion at particle level in the LO Sherpa MC samples.
7.1.6 Definition of the background control regions
The signal yield depends on the definition of the background control regions. The depen-
dence is investigated by (i) varying the lower limit on EisoT of regions B and D by ±1 GeV,
6
The correlation between the uncertainty in the photon energy scale and the uncertainty in the jet energy
scale arising from the in situ method based on γ + jet events has negligible impact.
7
High-pT jets that are not fully contained in the calorimeter are referred to as punch-through jets.
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(ii) removing the upper limit on EisoT of regions B and D, and (iii) changing the choice of in-
verted photon identification variables used in the selection of non-tight photons. The signal
yields obtained after each variation are compared with the nominal results and the differ-
ences are taken as systematic uncertainties. The uncertainties are propagated to the cross
sections by modifying the signal yields. The uncertainty in the measured cross sections is
typically below 0.2%, 0.2%, and 1% for the (i), (ii) and (iii) variations, respectively.
7.1.7 Identification and isolation correlation in the background
In the in situ background subtraction (eq. (5.1)), Rbg is assumed to be unity. A range
in Rbg is set to cover the deviations from unity observed in the validation regions after
subtracting the signal leakage with either Pythia or LO Sherpa MC samples. The max-
imum deviations of Rbg from unity in the validation regions vary in the range 10%–50%
depending on the observable. The uncertainties are propagated to the cross sections by
modifying the signal yields. The resulting uncertainty in the measured cross sections is
typically smaller than 1%.
7.1.8 Background from electrons or positrons faking photons
A systematic uncertainty is assigned by taking the full size of the estimated contribution;
the W+jets and Z+jets contributions are added linearly. The uncertainties are propagated
to the cross sections by modifying the signal yields. The resulting uncertainty in the
measured cross sections is typically smaller than 1%.
7.1.9 Pile-up, trigger efficiency and integrated luminosity
The pile-up reweighting of simulated events is varied to cover the uncertainty in the ratio of
the predicted and measured inelastic cross sections [62]. The uncertainties are propagated
to the cross sections by modifying the unfolding matrix, the unmatched fractions and the
signal yields. The resulting uncertainty in the measured cross sections is typically smaller
than 1%. There might be double counting between this source of uncertainty and that in
the modelling of the photon isolation. However, given the smallness of the uncertainties,
the impact is limited. The uncertainty in the trigger efficiency is estimated using the same
methodology as in ref. [31] and amounts to 0.22% for 150 < EγT < 175 GeV, 0.08% for 175 <
EγT < 200 GeV, 0.04% for 200 < E
γ
T < 470 GeV, and 0.40% for 470 < E
γ
T < 2500 GeV. It
is propagated linearly to the measured cross sections. The uncertainty in the integrated
luminosity is 2.1% and is fully correlated between all bins of all the measured cross sections.
7.1.10 Total systematic uncertainty
The total systematic uncertainty is computed by adding in quadrature the uncertainties
from the sources listed above and the statistical uncertainty from the MC samples. The
latter is computed using the bootstrap resampling technique [63]. There are large corre-
lations in the systematic uncertainties across bins of one observable, particularly in the
uncertainties due to the photon and jet energy scales, which are dominant. The total
systematic uncertainty in the measured cross sections, excluding the uncertainty of the
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Range of the relative uncertainty (in %) for each variable
EγT p
jet
T |y
jet| |∆yγ–jet| ∆φγ–jet |∆yjet–jet| ∆φjet–jet mjet–jet mγ–jet–jet
3.5%–6.5% 4%–15% 4%–6% 4%–9% 3.5%–6% 4%–8% 3%–7% 4%–9% 4%–11%
Table 2. The total systematic uncertainty in the measured cross sections, excluding the uncertainty
of the luminosity determination, for the total phase space: the range for each variable is shown in
percentage.
luminosity determination, for the total phase space varies in the range shown in table 2
depending on the variable.
Figures 2 and 3 show the total systematic uncertainty, excluding the uncertainty of the
luminosity determination, for each measured cross section for the total phase space. The
dominant components, namely the jet energy scale, the photon energy scale and the photon
identification, are shown separately in these figures. There are variables such as ∆φjet–jet
for which the systematic uncertainties due to the jet and photon energy scales depend
on the variable itself. These dependencies arise from the event topology: at low ∆φjet–jet
the two jets are close together and recoil against the photon whereas at high ∆φjet–jet the
two jets recoil against each other and the photon has lower pT. Thus, the populations
in jet and photon pT vary with ∆φ
jet–jet. In the total phase space, the systematic uncer-
tainty dominates the total experimental uncertainty for EγT . 1 TeV, p
jet
T . 1.5 TeV and
mγ–jet–jet . 4 TeV. For higher EγT, p
jet
T and m
γ–jet–jet values, the statistical uncertainty
of the data limits the precision of the measurements. For other observables, the system-
atic uncertainty dominates in the whole measured range. In particular, in the tails of the
distributions of pjetT , |∆y
γ–jet| and mγ–jet–jet the contributions from the statistical uncertain-
ties of the MC samples and the systematic uncertainty in the unfolding correction due to
the parton-shower and hadronisation model dependence can be as large as the systematic
uncertainty due to the jet energy scale.
7.2 Theoretical uncertainties in the predictions
The following sources of uncertainty in the theoretical predictions are considered. The
uncertainty in the NLO pQCD predictions from Sherpa due to terms beyond NLO is
estimated by repeating the calculations using values of the renormalisation (µR) and fac-
torisation (µF) scales multiplied by the factors 0.5 or 2. The two scales are varied either
simultaneously or individually. In all cases, the condition 0.5 ≤ µR/µF ≤ 2 is imposed.
The largest deviation from each nominal prediction among the six possible variations is
taken as the uncertainty. The uncertainty in the predictions due to the proton PDFs is
estimated by using 100 replicas from the NNPDF3.0 analysis [55]. The uncertainty in the
predictions due to the uncertainty in αs is estimated by repeating the calculations using
two additional sets of proton PDFs from the NNPDF3.0 analysis, for which different values
of αs(mZ) were assumed in the fits, namely 0.117 and 0.119; in this way, the correlation
between αs and the PDFs is preserved.
The total theoretical uncertainty is obtained by adding in quadrature the individual
uncertainties mentioned above. The dominant theoretical uncertainty is that arising from
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Figure 2. Total relative systematic uncertainty in the measured cross-sections (black lines), exclud-
ing the uncertainty of the luminosity determination, together with the three main contributions,
namely jet energy scale (dot-dashed lines), photon energy scale (dashed lines) and photon identi-
fication (dotted lines), as a function of (a) EγT, (b) p
jet
T , (c) |y
jet|, (d) |∆yγ–jet| and (e) ∆φγ–jet for
the total phase space.
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Figure 3. Total relative systematic uncertainty in the measured cross-sections (black lines), exclud-
ing the uncertainty of the luminosity determination, together with the three main contributions,
namely jet energy scale (dot-dashed lines), photon energy scale (dashed lines) and photon identifi-
cation (dotted lines), as a function of (a) |∆yjet–jet|, (b) ∆φjet–jet, (c) mjet–jet and (d) mγ–jet–jet for
the total phase space.
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terms beyond NLO and typically varies between about 20% and about 40%, depending on
the observable and region of phase space. The uncertainty in the predictions arising from
those in the PDFs is below 6% and that arising from the value of αs(mZ) is below 6% for
all observables and phase-space regions.
8 Results
The measured isolated-photon plus two-jets cross sections in the three phase-space regions
are shown in figures 4 to 9.
The measured dσ/dEγT is shown in figure 4a for the total phase space. The cross
section decreases by approximately five orders of magnitude in the 150–2000 GeV range.
The measured dσ/dEγT for the fragmentation- and direct-enriched phase-space regions are
shown in figures 6a and 8a, respectively; it is observed that the EγT spectrum for the
direct-enriched phase space is harder than that for the fragmentation-enriched one.
The measured dσ/dpjetT for the total phase space, shown in figure 4b, decreases by
approximately five orders of magnitude in the measured range. Values of pjetT up to 2 TeV
are measured. The measured dσ/dpjetT for the fragmentation-enriched phase space (see
figure 6b) has a harder spectrum than that for the direct-enriched one (see figure 8b).
Figure 4c shows the measured dσ/d|yjet| for the total phase space. The measured cross
section decreases as |yjet| increases. The measured dσ/d|yjet| for the fragmentation- and
direct-enriched phase-space regions are shown in figures 6c and 8c, respectively, and are
similar for |yjet| < 1, but for 1 < |yjet| < 2.5 the spectrum for the fragmentation-enriched
phase space decreases faster as |yjet| increases.
The measured dσ/d|∆yγ–jet| for the total, fragmentation-enriched and direct-enriched
phase-space regions are shown in figures 4d, 6d and 8d, respectively. The measured cross
sections decrease as |∆yγ–jet| increases in all three phase-space regions.
The measured dσ/d∆φγ–jet for the total phase space is shown in figure 4e. The mea-
sured cross sections for the total and direct-enriched (see figure 8e) phase-space regions
increase as ∆φγ–jet increases and display a maximum at ∆φγ–jet ∼ 2.8 rad. In contrast,
dσ/d∆φγ–jet for the fragmentation-enriched phase space (see figure 6e) exhibits a peak
at lower ∆φγ–jet values, ∆φγ–jet ∼ 2.2 rad. The difference between the distributions of
∆φγ–jet for the direct- and fragmentation-enriched phase-space regions is partly due to
the kinematical constraints that define those regions, namely EγT > p
jet1
T and E
γ
T < p
jet2
T ,
respectively.
Figures 5a, 7a and 9a show the measured dσ/d|∆yjet–jet| for the total, fragmentation-
and direct-enriched phase-space regions, respectively. The measured cross sections have
similar shapes in the three phase-space regions. However, the measured dσ/d∆φjet–jet
(see figures 5b, 7b and 9b) have very different shapes in the three phase-space regions.
For the fragmentation-enriched phase space, the two jets primarily populate the range
∆φjet–jet > 2.2 rad whereas for the direct-enriched one they mostly populate the range
0 < ∆φjet–jet < 2.2 rad. The jet radius parameter of R = 0.4 has an effect for ∆φjet–jet < 0.4
as can be seen in figures 5b and 9b. The kinematical constraints that define the direct-
and fragmentation-enriched phase-space regions have also an effect on the distributions of
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Figure 4. Measured cross sections for isolated-photon plus two-jet production (dots) as functions
of (a) EγT, (b) p
jet
T , (c) |y
jet|, (d) |∆yγ–jet| and (e) ∆φγ–jet for the total phase space. The NLO
QCD predictions from Sherpa (solid lines) based on the NNPDF3.0 PDFs are also shown. The
tree-level plus parton-shower predictions from LO Sherpa (dotted lines) and Pythia (dashed lines)
normalised to the integrated measured cross section (using the factors indicated in parentheses) are
also shown. The bottom part of each figure shows the ratio of the predictions to the measured
cross section. The inner (outer) error bars represent the statistical uncertainties (the statistical
and systematic uncertainties added in quadrature) and the filled bands represent the theoretical
uncertainty of the NLO QCD predictions. For most of the points, the inner and outer error bars
are smaller than the marker size and, thus, not visible. The visible thin error bars represent the
outer error bars.
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Figure 5. Measured cross sections for isolated-photon plus two-jet production (dots) as functions
of (a) |∆yjet–jet|, (b) ∆φjet–jet, (c) mjet–jet and (d) mγ–jet–jet for the total phase space. The NLO
QCD predictions from Sherpa (solid lines) based on the NNPDF3.0 PDFs are also shown. The
tree-level plus parton-shower predictions from LO Sherpa (dotted lines) and Pythia (dashed lines)
normalised to the integrated measured cross section (using the factors indicated in parentheses) are
also shown. The bottom part of each figure shows the ratio of the predictions to the measured
cross section. The inner (outer) error bars represent the statistical uncertainties (the statistical
and systematic uncertainties added in quadrature) and the filled bands represent the theoretical
uncertainty of the NLO QCD predictions. For most of the points, the inner and outer error bars
are smaller than the marker size and, thus, not visible. The visible thin error bars represent the
outer error bars.
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Figure 6. Measured cross sections for isolated-photon plus two-jet production (dots) as functions of
(a) EγT, (b) p
jet
T , (c) |y
jet|, (d) |∆yγ–jet| and (e) ∆φγ–jet for the fragmentation-enriched phase space.
The NLO QCD predictions from Sherpa (solid lines) based on the NNPDF3.0 PDFs are also
shown. The tree-level plus parton-shower predictions from LO Sherpa (dotted lines) and Pythia
(dashed lines) normalised to the integrated measured cross section (using the factors indicated in
parentheses) are also shown. The bottom part of each figure shows the ratio of the predictions
to the measured cross section. The inner (outer) error bars represent the statistical uncertainties
(the statistical and systematic uncertainties added in quadrature) and the filled bands represent
the theoretical uncertainty of the NLO QCD predictions. For most of the points, the inner and
outer error bars are smaller than the marker size and, thus, not visible. The visible thin error bars
represent the outer error bars.
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Figure 7. Measured cross sections for isolated-photon plus two-jet production (dots) as functions
of (a) |∆yjet–jet|, (b) ∆φjet–jet, (c) mjet–jet and (d) mγ–jet–jet for the fragmentation-enriched phase
space. The NLO QCD predictions from Sherpa (solid lines) based on the NNPDF3.0 PDFs are also
shown. The tree-level plus parton-shower predictions from LO Sherpa (dotted lines) and Pythia
(dashed lines) normalised to the integrated measured cross section (using the factors indicated in
parentheses) are also shown. The bottom part of each figure shows the ratio of the predictions
to the measured cross section. The inner (outer) error bars represent the statistical uncertainties
(the statistical and systematic uncertainties added in quadrature) and the filled bands represent
the theoretical uncertainty of the NLO QCD predictions. For most of the points, the inner and
outer error bars are smaller than the marker size and, thus, not visible. The visible thin error bars
represent the outer error bars.
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Figure 8. Measured cross sections for isolated-photon plus two-jet production (dots) as functions
of (a) EγT, (b) p
jet
T , (c) |y
jet|, (d) |∆yγ–jet| and (e) ∆φγ–jet for the direct-enriched phase space.
The NLO QCD predictions from Sherpa (solid lines) based on the NNPDF3.0 PDFs are also
shown. The tree-level plus parton-shower predictions from LO Sherpa (dotted lines) and Pythia
(dashed lines) normalised to the integrated measured cross section (using the factors indicated in
parentheses) are also shown. The bottom part of each figure shows the ratio of the predictions
to the measured cross section. The inner (outer) error bars represent the statistical uncertainties
(the statistical and systematic uncertainties added in quadrature) and the filled bands represent
the theoretical uncertainty of the NLO QCD predictions. For most of the points, the inner and
outer error bars are smaller than the marker size and, thus, not visible. The visible thin error bars
represent the outer error bars.
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Figure 9. Measured cross sections for isolated-photon plus two-jet production (dots) as functions
of (a) |∆yjet–jet|, (b) ∆φjet–jet, (c) mjet–jet and (d) mγ–jet–jet for the direct-enriched phase space.
The NLO QCD predictions from Sherpa (solid lines) based on the NNPDF3.0 PDFs are also
shown. The tree-level plus parton-shower predictions from LO Sherpa (dotted lines) and Pythia
(dashed lines) normalised to the integrated measured cross section (using the factors indicated in
parentheses) are also shown. The bottom part of each figure shows the ratio of the predictions
to the measured cross section. The inner (outer) error bars represent the statistical uncertainties
(the statistical and systematic uncertainties added in quadrature) and the filled bands represent
the theoretical uncertainty of the NLO QCD predictions. For most of the points, the inner and
outer error bars are smaller than the marker size and, thus, not visible. The visible thin error bars
represent the outer error bars.
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∆φjet–jet; for instance, dσ/d∆φjet–jet for the fragmentation-enriched phase-space region is
suppressed at low ∆φjet–jet.
The dependence of the cross sections on mjet–jet and mγ–jet–jet is measured up to values
of 4 TeV and 5.5 TeV, respectively. For dσ/dmjet–jet (see figures 5c, 7c and 9c), the measured
spectra have different shapes in the three phase-space regions. The cross section for the
fragmentation-enriched phase space is suppressed at low mjet–jet values, but it is harder
than that for the direct-enriched one at high mjet–jet values. The kinematical constraints
have some effect on the differences between the distributions of mjet–jet for the direct- and
fragmentation-enriched phase-space regions. For dσ/dmγ–jet–jet (see figures 5d, 7d and 9d),
the shapes of the spectra are more similar, but the distribution for the fragmentation-
enriched phase space is harder than for the direct-enriched one.
8.1 Comparison with tree-level plus parton-shower Monte Carlo models
The predictions of the tree-level plus parton-shower MC models of Pythia and Sherpa are
compared with the data in figures 4 to 9. These predictions are normalised to the measured
integrated cross section in each phase space to compare the shapes of the predictions
with the data. The normalisation factors relative to the cross-section predictions of the
generators are indicated in figures 4 to 9. Being tree-level predictions, the theoretical
uncertainties in these models can be as large as 50% and are not included in the figures.
The predictions of LO Sherpa provide a good description of the shape of the data,
except at high EγT, |∆y
jet–jet| and mγ–jet–jet. The predictions of Pythia, in general, fail to
describe the shape of the data. There are two reasons for this disagreement. First, since
Pythia uses 2→ 2 matrix elements, the second jet necessarily originates from the parton
shower; Sherpa incorporates matrix elements for the processes 2→ n with n = 2 to 5 and
thus the second jet is better simulated. Second, the fragmentation component in Pythia is
overestimated for the parameter settings used here. This is particularly visible in the cross
section for the total phase space as a function of pjetT in the region p
jet
T > 300 GeV, where
the prediction overestimates the data by 50% or more. It is also visible in the cross section
for the total phase space as a function of mjet–jet and mγ–jet–jet, where the predictions of
Pythia overestimate the data by up to an order of magnitude. The overestimation of the
fragmentation component is also supported by the fact that the normalisation factor for the
predictions from Pythia is 1.2 (0.7) for the total (fragmentation-enriched) phase space.
The inclusion of higher-order tree-level matrix elements for the processes 2 → n with n = 3
to 5 in Sherpa significantly improves the description of the data for all observables and
phase-space regions.
8.2 Comparison with next-to-leading-order plus parton-shower QCD predic-
tions
The predictions of the NLO calculations of Sherpa are compared with the data in figures 4
to 9. The uncertainties in the predictions include those due to missing higher-order terms
in the perturbative expansion, those due to the uncertainties in the PDFs and those due to
the uncertainty in αs(mZ), as explained in section 7.2. The predictions are shown with the
theory normalisation, so the comparison between data and theory is done in terms of both
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normalisation and shape, except for the LO Sherpa predictions (see section 8.1) which
are normalised to the data. The NLO Sherpa predictions describe the data adequately in
shape and normalisation within the experimental and theoretical uncertainties except for
ranges at high values of |∆yγ–jet|, |∆yjet–jet|, mjet–jet and mγ–jet–jet, where the predictions
overestimate the data in the total and fragmentation-enriched phase-space regions. In
those ranges, the overestimation of the predictions relative to the data is larger in the
fragmentation-enriched phase space than when considering the total phase space. These
discrepancies might be attributable to unaccounted higher-order corrections given the fact
that the variation of the renormalisation and factorisation scales leads to relatively large
uncertainties in the predictions. In particular, the use of EγT as the scale might not be
optimal in the ranges where pjetT is much larger than E
γ
T. A mismodelling of the high tail in
mjet–jet is also observed for the measurements of the final state V + jet + jet with V = W±
or Z boson [64–66]. In addition, decorrelation effects from multiple parton emission might
be present at large values of |∆yγ–jet| and |∆yjet–jet|. The comparison of the predictions
based on different parameterisations of the proton PDFs shows that the description of the
data does not depend significantly on the specific PDF used. The theoretical uncertainties
are much larger than the experimental ones and, therefore, more precise calculations are
needed, either in the form of resummed calculations or through the inclusion of higher-
order terms. Once the size of the uncertainties of the predictions is reduced significantly,
a meaningful comparison with predictions including electroweak effects will be possible.
9 Summary
Measurements of the cross sections for the production of an isolated photon in association
with two jets in pp collisions at
√
s = 13 TeV, pp→ γ + jet + jet + X, are presented. These
measurements are based on an integrated luminosity of 36.1 fb−1 of ATLAS data recorded
at the LHC. The photon is required to have EγT > 150 GeV and |η
γ | < 2.37, excluding the
region 1.37 < |ηγ | < 1.56. The jets are reconstructed using the anti-kt algorithm with radius
parameter R = 0.4. The cross sections are measured as functions of EγT, p
jet
T , |y
jet|, ∆φγ–jet,
|∆yγ–jet|, mjet–jet, ∆φjet–jet, |∆yjet–jet| andmγ–jet–jet in three different regions of phase space,
namely the total phase space, the fragmentation-photon enriched phase space where EγT <
pjet2T and the direct-photon enriched phase space where E
γ
T > p
jet1
T . The measurements
extend up to values of 2 TeV in EγT and p
jet
T . The dependence of the cross sections on m
jet–jet
and mγ–jet–jet is measured up to values of 4 TeV and 5.5 TeV, respectively. The measured
cross sections in the fragmentation-photon and direct-photon enriched phase-space regions
exhibit the features expected from the two underlying production mechanisms, each of
which dominates in one of the two regions, and for some observables, from the effects of
the kinematical constraints that define the two phase-space regions.
The predictions of the tree-level plus parton-shower MC model in LO Sherpa give
a good description of the shape of the data distributions, except at high EγT, |∆y
jet–jet|
and mγ–jet–jet. In contrast, the predictions from Pythia, for which the sub-leading jet
must necessarily originate from the parton shower, generally fail to describe the shape of
the distributions in the data. The improved description of the data by the predictions
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from LO Sherpa is attributed to the inclusion of tree-level higher-order matrix elements.
The precision of the measurements is significantly better than the differences between the
predictions. The NLO predictions from Sherpa describe the data adequately in shape
and normalisation within the experimental and theoretical uncertainties except for the
regions at high values of |∆yγ–jet|, |∆yjet–jet|, mjet–jet and mγ–jet–jet, where the predictions
overestimate the data for the total and fragmentation-photon enriched phase-space regions.
There are regions in which the NLO predictions exhibit trends that differ from those in
the data, such as at high EγT and p
jet
T , and at low ∆φ
γ–jet. The theoretical uncertainties
are much larger than those of experimental nature, preventing a more precise test of the
theory. The measurements provide tests of pQCD at energy scales as high as 2 TeV for
the photon and jet transverse momenta and scrutinise the NLO QCD description of the
dynamics of isolated-photon plus two-jet production in pp collisions.
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[3] J.H. Kühn, A. Kulesza, S. Pozzorini and M. Schulze, Electroweak corrections to hadronic
photon production at large transverse momenta, JHEP 03 (2006) 059 [hep-ph/0508253]
[INSPIRE].
[4] U. Baur, Weak Boson Emission in Hadron Collider Processes, Phys. Rev. D 75 (2007)
013005 [hep-ph/0611241] [INSPIRE].
[5] T. Becher and X. Garcia i Tormo, Electroweak Sudakov effects in W,Z and γ production at
large transverse momentum, Phys. Rev. D 88 (2013) 013009 [arXiv:1305.4202] [INSPIRE].
[6] T. Becher and X. Garcia i Tormo, Addendum: Electroweak Sudakov effects in W, Z and γ
production at large transverse momentum, Phys. Rev. D 92 (2015) 073011
[arXiv:1509.01961] [INSPIRE].
[7] ATLAS collaboration, Measurement of the production cross section of an isolated photon
associated with jets in proton-proton collisions at
√
s = 7 TeV with the ATLAS detector,
Phys. Rev. D 85 (2012) 092014 [arXiv:1203.3161] [INSPIRE].
[8] ATLAS collaboration, Dynamics of isolated-photon plus jet production in pp collisions at√
s = 7 TeV with the ATLAS detector, Nucl. Phys. B 875 (2013) 483 [arXiv:1307.6795]
[INSPIRE].
[9] ATLAS collaboration, High-ET isolated-photon plus jets production in pp collisions at√
s = 8 TeV with the ATLAS detector, Nucl. Phys. B 918 (2017) 257 [arXiv:1611.06586]
[INSPIRE].
[10] ATLAS collaboration, Measurement of the cross section for isolated-photon plus jet
production in pp collisions at
√
s = 13 TeV using the ATLAS detector, Phys. Lett. B 780
(2018) 578 [arXiv:1801.00112] [INSPIRE].
[11] CMS collaboration, Rapidity Distributions in Exclusive Z + Jet and γ+ Jet Events in pp
Collisions at
√
s = 7 TeV, Phys. Rev. D 88 (2013) 112009 [arXiv:1310.3082] [INSPIRE].
[12] CMS collaboration, Measurement of the Triple-Differential Cross Section for Photon + Jets
Production in Proton-Proton Collisions at
√
s = 7 TeV, JHEP 06 (2014) 009
[arXiv:1311.6141] [INSPIRE].
[13] CMS collaboration, Comparison of the Z/γ∗ + jets to γ + jets cross sections in pp collisions
at
√
s = 8 TeV, JHEP 10 (2015) 128 [Erratum JHEP 04 (2016) 010] [arXiv:1505.06520]
[INSPIRE].
[14] CMS collaboration, Measurement of differential cross sections for inclusive isolated-photon
and photon + jets production in proton-proton collisions at
√
s = 13 TeV, Eur. Phys. J. C 79
(2019) 20 [arXiv:1807.00782] [INSPIRE].
– 28 –
J
H
E
P
0
3
(
2
0
2
0
)
1
7
9
[15] CMS collaboration, Measurements of triple-differential cross sections for inclusive
isolated-photon + jet events in pp collisions at
√
s = 8 TeV, Eur. Phys. J. C 79 (2019) 969
[arXiv:1907.08155] [INSPIRE].
[16] S. Keller and J.F. Owens, Event structure in photon plus two jet final states, Phys. Lett. B
269 (1991) 445 [INSPIRE].
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String Dynamics, Phys. Rept. 97 (1983) 31 [INSPIRE].
[45] J.-C. Winter, F. Krauss and G. Soff, A Modified cluster hadronization model, Eur. Phys. J.
C 36 (2004) 381 [hep-ph/0311085] [INSPIRE].
[46] R.D. Ball et al., Parton distributions with LHC data, Nucl. Phys. B 867 (2013) 244
[arXiv:1207.1303] [INSPIRE].
[47] H.-L. Lai et al., New parton distributions for collider physics, Phys. Rev. D 82 (2010) 074024
[arXiv:1007.2241] [INSPIRE].
[48] ATLAS collaboration, ATLAS PYTHIA 8 tunes to 7 TeV datas, ATL-PHYS-PUB-2014-021
(2014).
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J. Mamuzic174, G. Mancini51, I. Mandić92, L. Manhaes de Andrade Filho81a, I.M. Maniatis162,
– 37 –
J
H
E
P
0
3
(
2
0
2
0
)
1
7
9
J. Manjarres Ramos48, K.H. Mankinen97, A. Mann114, A. Manousos77, B. Mansoulie145,
I. Manthos162, S. Manzoni120, A. Marantis162, G. Marceca30, L. Marchese135, G. Marchiori136,
M. Marcisovsky141, L. Marcoccia74a,74b, C. Marcon97, C.A. Marin Tobon36, M. Marjanovic129,
Z. Marshall18, M.U.F. Martensson172, S. Marti-Garcia174, C.B. Martin127, T.A. Martin178,
V.J. Martin50, B. Martin dit Latour17, L. Martinelli75a,75b, M. Martinez14,aa,
V.I. Martinez Outschoorn103, S. Martin-Haugh144, V.S. Martoiu27b, A.C. Martyniuk95,
A. Marzin36, S.R. Maschek115, L. Masetti100, T. Mashimo163, R. Mashinistov111, J. Masik101,
A.L. Maslennikov122b,122a, L. Massa74a,74b, P. Massarotti70a,70b, P. Mastrandrea72a,72b,
A. Mastroberardino41b,41a, T. Masubuchi163, D. Matakias10, A. Matic114, P. Mättig24,
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Faculté des Sciences Semlalia, Université Cadi Ayyad, LPHEA-Marrakech;
(d)
Faculté des
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CPPM, Aix-Marseille Université, CNRS/IN2P3, Marseille, France
103
Department of Physics, University of Massachusetts, Amherst MA, United States of America
104
Department of Physics, McGill University, Montreal QC, Canada
105
School of Physics, University of Melbourne, Victoria, Australia
106
Department of Physics, University of Michigan, Ann Arbor MI, United States of America
107
Department of Physics and Astronomy, Michigan State University, East Lansing MI, United States
of America
108
B.I. Stepanov Institute of Physics, National Academy of Sciences of Belarus, Minsk, Belarus
109
Research Institute for Nuclear Problems of Byelorussian State University, Minsk, Belarus
110
Group of Particle Physics, University of Montreal, Montreal QC, Canada
111
P.N. Lebedev Physical Institute of the Russian Academy of Sciences, Moscow, Russia
112
National Research Nuclear University MEPhI, Moscow, Russia
113
D.V. Skobeltsyn Institute of Nuclear Physics, M.V. Lomonosov Moscow State University, Moscow,
Russia
114
Fakultät für Physik, Ludwig-Maximilians-Universität München, München, Germany
115
Max-Planck-Institut für Physik (Werner-Heisenberg-Institut), München, Germany
116
Nagasaki Institute of Applied Science, Nagasaki, Japan
117
Graduate School of Science and Kobayashi-Maskawa Institute, Nagoya University, Nagoya, Japan
118
Department of Physics and Astronomy, University of New Mexico, Albuquerque NM, United States
of America
119
Institute for Mathematics, Astrophysics and Particle Physics, Radboud University
Nijmegen/Nikhef, Nijmegen, Netherlands
– 45 –
J
H
E
P
0
3
(
2
0
2
0
)
1
7
9
120
Nikhef National Institute for Subatomic Physics and University of Amsterdam, Amsterdam,
Netherlands
121
Department of Physics, Northern Illinois University, DeKalb IL, United States of America
122 (a)
Budker Institute of Nuclear Physics and NSU, SB RAS, Novosibirsk;
(b)
Novosibirsk State
University Novosibirsk, Russia
123
Institute for High Energy Physics of the National Research Centre Kurchatov Institute, Protvino,
Russia
124
Institute for Theoretical and Experimental Physics named by A.I. Alikhanov of National Research
Centre “Kurchatov Institute”, Moscow, Russia
125
Department of Physics, New York University, New York NY, United States of America
126
Ochanomizu University, Otsuka, Bunkyo-ku, Tokyo, Japan
127
Ohio State University, Columbus OH, United States of America
128
Faculty of Science, Okayama University, Okayama, Japan
129
Homer L. Dodge Department of Physics and Astronomy, University of Oklahoma, Norman OK,
United States of America
130
Department of Physics, Oklahoma State University, Stillwater OK, United States of America
131
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Departamento de F́ısica Teórica y del Cosmos, Universidad de Granada, Granada (Spain);
(g)
Departamento de F́ısica and CEFITEC of Faculdade de Ciências e Tecnologia, Universidade
Nova de Lisboa, Caparica;
(h)
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Switzerland
e
Also at Departament de Fisica de la Universitat Autonoma de Barcelona, Barcelona, Spain
f
Also at Departamento de F́ısica, Instituto Superior Técnico, Universidade de Lisboa, Lisboa,
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