Abstract. In this paper, we define new unfitted finite element methods for numerically approximating the solution of surface partial differential equations using bulk finite elements. The key idea is that the n-dimensional hypersurface, Γ ⊂ R n+1 , is embedded in a polyhedral domain in R n+1 consisting of a union, T h , of (n + 1)-simplices. The finite element approximating space is based on continuous piece-wise linear finite element functions on T h . Our first method is a sharp interface method, SIF, which uses the bulk finite element space in an approximating weak formulation obtained from integration on a polygonal approximation, Γ h , of Γ. The full gradient is used rather than the projected tangential gradient and it is this which distinguishes SIF from the method of [42] . The second method, NBM, is a narrow band method in which the region of integration is a narrow band of width O(h). NBM is similar to the method of [13] but again the full gradient is used in the discrete weak formulation. The a priori error analysis in this paper shows that the methods are of optimal order in the surface L 2 and H 1 norms and have the advantage that the normal derivative of the discrete solution is small and converges to zero. Our third method combines bulk finite elements, discrete sharp interfaces and narrow bands in order to give an unfitted finite element method for parabolic equations on evolving surfaces. We show that our method is conservative so that it preserves mass in the case of an advection diffusion conservation law. Numerical results are given which illustrate the rates of convergence.
1. Introduction.
Model equations and motivation.
In this article we propose and analyse numerical methods based on bulk finite element meshes for the following model elliptic equation on a stationary surface. Model elliptic equation on stationary surface: Let Γ be a smooth hypersurface in R n+1 and f ∈ L 2 (Γ). We seek solutions u : Γ → R of (1.1) − ∆ Γ u + u = f on Γ.
The methods can be extended in natural ways to deal with variable coefficients and nonlinearities. The approach may be extended to the following advection diffusion equation on a moving surface. Model parabolic equation on evolving surface: Let {Γ(t)} be a family of smooth hypersurfaces in R n+1 for t ∈ [0, T ]. We seek solutions u : t Γ(t) × {t} of the advection diffusion equation Here, ∂
• u denotes the material derivative of u and v is the velocity vector. See §5 for notation.
Surface partial differential equations or partial differential equations (PDEs) on manifolds arise in a wide variety of applications in materials science, fluid dynamics and biology, [54, 39, 49, 5, 40, 37, 27, 33, 28, 2, 32, 30, 46, 38] . Often the surface on which the PDE holds is unknown and has to be found as part of the solution process. Thus complex applications involving surfaces and interfaces frequently require the formulation and approximation of equations on unknown stationary and moving surfaces and are not only coupled to equations for the surface but also to equations holding in the bulk. A number of computational approaches have been developed in recent years, see [24] . They are often designed in the context of solving the surface equations in a more complex application. In particular we mention:-Surface finite elements on triangulated surfaces: This approach was pioneered in [18] for computing solutions to the Poisson equation using piece-wise linear elements on triangulated surfaces. This was extended to nonlinear and fourth order surface parabolic equations in [20] . Using an appropriate weak formulation and the transport property of finite element basis functions an evolving surface finite element method was devised in [19] in order to treat conservation laws on moving surfaces. The key idea is to use the Leibniz (or transport) formula for the time derivative of integrals over moving surfaces in order to derive weak and variational formulations. Further numerical analysis of surface finite element methods may be found in [16, 15, 20, 25, 23, 26] . Bulk finite element or finite difference meshes for the approximation of implicit surface formulations: The idea here is to use implicit surface formulations. The starting point is to use a level set function Φ to define a degenerate partial differential equation whose solution solves the surface equation on all level sets of Φ. Such methods are formulated in [9, 35, 10, 21, 22] . Approaches to obtaining a non-degenerate level set equation may be found in [34, 11] . Bulk finite element or finite difference meshes on narrow bands: A natural disadvantage of the approach 1.1 is the fact that formulation is in the ambient space rather than just on the surface. This leads to solving PDEs in one space dimension higher than the hypersurface. Narrow band methods confine the use of bulk finite elements to a narrow band around the surface and the region of integration is the narrow band. In particular the level set approach in [13] is confined to an O(h)-narrow band. Another direction is to solve the bulk PDE in a narrow band of width , say. The solution of this problem converges to the solution of the surface PDE. This is the basis of the finite difference method in [50] . Bulk finite element methods and phase field diffuse interfaces: This approach is motivated by the diffuse interfaces that arise in phase field approximations of interface problems, see e.g. [12] . The idea is to exploit the methodology to generate methods for solving partial differential equations on the interfaces, [47] , [29] . Bulk finite element meshes and sharp interface weak forms If one takes the width of the narrow band to be zero in the approach of [13] one obtains the appealing method of [42] for equations on stationary surfaces. The authors prove that for piecewise linear elements one obtains second order convergence in the L 2 norm. There is an issue about the dimension of the resulting linear algebraic equations and their conditioning. This is addressed in [41] . For other developments we refer to [17] which concerns an adaptive version and [44] which concerns the surface meshes induced by the bulk mesh on level sets.This approach has been extended recently to a novel Eulerian space-time formulation using space-time bulk finite element meshes, [43] .
An important feature of the methods described above is the avoidance of charts both in the problem formulation and the numerical methods. For example, the surface finite element method is based simply on triangulated surfaces and requires the geometry solely through the knowledge of the vertices of the triangulation whereas methods based on implicit surfaces require only the level set function Φ which encodes all the necessary geometry.
Another feature of some of these methods is the use of unfitted bulk meshes. Here we use the terminology unfitted finite element methods (sometimes called cut cell methods) when the underlying meshes that form the computational domain are not fitted to the domain in which the PDE holds. The motivation for using finite element spaces on meshes not fitting to the domain came from the desire to solve free or moving boundary problems. Such methods were introduced in [3, 4] for elliptic equations in curved domains. See also [36, 8, 31] . In this setting we are concerned with bulk meshes independent of the surface.
The new methods.
The new unfitted finite element methods for surface elliptic equations proposed in this paper are variants of the bulk finite element approaches using a sharp interface or a narrow band. The new scheme for advection diffusion on an evolving surface is a hybrid of these. In the following we sketch the main ideas of these methods describing the details in §3- §5.
Sharp interface method (SIF ).
Given an interpolation Γ h of Γ, we use a bulk finite element space V I h of the form
where T I h is a set of elements which intersect Γ h and U 
where f e is an extension of f . The method is related to the following method of Olshanskii et. al., introduced in [42] 
Apart from the use of the full gradient in (1.3) as opposed to the tangential gradient, another difference relates to the use of the finite element space V Γ h , which essentially consists of the traces on Γ h of elements in V 
Here T 
This is similar to the method in [13] except that NBM uses the full instead of projected gradients thus avoiding the resulting degeneracy. As a result we are able to prove an optimal L 2 -error bound which was not obtained for the method in [13] . It is also the case that the normal derivative of the discrete solution converges to zero. 
Here v e,m denotes an extension of the surface velocity at time level m. We use time step labelled analogues of the notation for the narrow band method, see §5 for the details. Here, u 0 h is appropriate initial data. An important property of solutions of (1.2) is conservation of mass in the case that f ≡ 0 and our numerical scheme preserves this property under some mild constraints on the discretization parameters, see §5.
1.3. Outline. The paper is organized as follows: in §2 we introduce our notation and collect some auxiliary results. In §3 and §4 we present and analyse unfitted methods for the model elliptic equation (1.1). In §5 we describe how a combination of these two approaches can be used to calculate solutions of the advection-diffusion equation on evolving hypersurfaces, (1.2). Details of the implementation and several numerical examples illustrating the orders of convergence are presented in §6.
Preliminaries.
2.1. Surface calculus. Let Γ be a connected compact smooth hypersurface embedded in R n+1 (n = 1, 2). We assume that there exists a smooth function Φ :
where U is an open neighbourhood of Γ. For a function z : Γ → R we define its tangential gradient by
where z : U → R is an arbitrary extension of z to U and
is a unit vector to the level sets of Φ. It can be shown that ∇ Γ z(p) is independent of the particular choice of z. We denote by D i z, 1 ≤ i ≤ n + 1 the components of ∇ Γ z.
Furthermore, we let
In what follows it will be convenient to use special coordinates which are adapted to Φ. Consider for p ∈ Γ the system of ODEs
It can be shown that there exists δ > 0 so that the solution γ p of (2.2) exists uniquely on (−δ, δ) uniformly in p ∈ Γ, so that we can define the mapping F :
where p :
For later purposes it is convenient to expand p and its derivatives in terms of Φ. Let us fix x ∈ U δ and define the function
Observing that γ p(x) (Φ(x)) = F (p(x), Φ(x)) = x and using similar arguments to calculate η (τ ) we find that
, η(0) = x we deduce with the help of Taylor's theorem that (2.5)
where r k are smooth functions. In a similar way we may write
where
Let us next use the function p in order to define a particular extension of z : Γ → R by
) is independent of s and therefore
In order to express the derivatives of z e in terms of the tangential derivatives of z we first deduce from (2.5) that
Combining this relation with (2.6) we deduce that
where a ik , β ij k , γ ij k are smooth functions. Differentiating (2.7) and using (2.9), (2.10) as well as the fact that
where A = (a ik ), b lk and c k are again smooth.
Bulk finite element space and inequalities.
In what follows we assume that the set U is polyhedral. Let (T h ) 0<h≤h0 be a family of triangulations consisting of closed simplices T with maximum mesh size h := max
We assume that (T h ) 0<h≤h0 is regular in the sense that there exists ρ > 0 such that
where B T is the largest ball contained in T . Let us denote by X h the space of linear finite elements
and by I h : C 0 (Ū ) → X h the usual Lagrange interpolation operator. We have, for
for k = 0, 1 and 1 < p ≤ ∞ with 2 − n+1 p > 0. As a consequence,
so that we may assume that there exist constants c 0 , c 1 such that
Let us next define
as approximations of the given hypersurface Γ and the neighbourhood D h := {x ∈ U | |Φ(x)| < h} ; see Figure 2 .1 for example. Note that Γ h is a polygon whose facets are line segments if n = 1 and a polyhedral surface whose facets consist of triangles or quadrilaterals if n = 2. The corresponding decomposition of Γ h is in general not shape regular and can have arbitrary small elements. Furthermore, we introduce
where F was defined in (2.3). From the properties of F we infer that
The following lemma collects the relevant properties of F h . Lemma 2.1. There exists 0 < h 1 ≤ h 0 such that for 0 < h ≤ h 1 the mapping
Proof. Since F (p(x), Φ(x)) = x we deduce with the help of (2.15)
Differentiating the relation
and hence (2.21)
where |r ij (x)| ≤ ch 2 in view of (2.15). This implies (2.19) . In particular we deduce that F h is bilipschitz provided that h is sufficiently small, whereas the properties
17). Finally we deduce from (2.21) that
|det
Using the properties of F h together with the coarea formula and (2.9),(2.10), (2.11), (2.22) one can prove the following result on the equivalence of certain norms. Lemma 2.2. There exist constants c 1 , c 2 > 0 which are independent of h, such that for all z ∈ H 1 (Γ)
Variational form of elliptic equation and Strang's second lemma.
It is well-known [1] that for every f ∈ L 2 (Γ) there exists a unique solution u ∈ H 2 (Γ) of (1.1) which satisfies
Let us write (1.1) in weak form
Next, suppose that V h is a finite-dimensional space and
→ R is a symmetric, positive semidefinite bilinear form which is in addition positive definite on V h × V h . Furthermore, let l h : V h → R be linear. Then the approximate problem
has a unique solution u h ∈ V h . Introducing
we have by Strang's Second Lemma
In the following two sections we shall present two differenct choices of a h and l h along with the corresponding analysis of the resulting schemes.
Sharp interface method (SIF ).
3.1. Setting up the method. Let us begin by observing that if T ∈ T h satisfies H n (T ∩ Γ h ) > 0, then the following two cases can occur:
is the face between two elements. We may now define a unique subset T I h ⊂ T h by taking all elements satisfying case 1 and in case 2 taking just one of the two elements T . The numerical method does not depend on which element is chosen. We may therefore conclude that there exists N ⊂ Γ h with H n (N ) = 0 and a subset T I h ⊂ T h such that every x ∈ Γ h \ N belongs to exactly one T ∈ T I h . We then define
Clearly U I h ⊆ U δ provided that h is small enough. We define the finite element space V I h by
Note that ∇φ h is defined on Γ h \ N in view of the definition of T I h . In particular the unit normal ν h to Γ h is given by
and we use (3.1) in order to extend ν h to U I h . Let us next turn to the approximation error for the space V I h . Note that for a function z ∈ H 2 (Γ) we have z e ∈ C 0 (Ū δ ) so that I h z e is well-defined.
Proof. We first observe that Theorem 3.7 in [42] yields
Hence, it remains to bound ∇(z
To do so, we start by considering an element T ∈ T I h . Then we see that
in view of (2.8) and the fact that
. Note that by (3.1) and (2.15)
so that
Furthermore, recalling (2.14) and using again (3.4)
We use the bounds for I 1 , I 2 and sum over all elements T ∈ T I h , then apply Lemma 2.2 to see
, where
In order to verify that the symmetric bilinear form a h is positive definite on
h we infer that ∇φ h = 0 and hence φ h is constant on these elements. Using again that H n (T ∩ Γ h ) > 0 we deduce that φ h = 0 on each T ∈ T I h so that φ h ≡ 0 in V I h . Hence (3.5) has a unique solution u h ∈ V I h which satisfies
Remark 3.2. The right hand side l h (·) may be defined using other sufficiently accurate extensions of f .
3.3. Error analysis. Theorem 3.3. Let u be the solution of (1.1) and u h the solution of the finite element scheme (3.5). Then
Proof. In view of the definition of · h , (2.26) and Lemma 3.1 we have for
In order to estimate the second term we let φ h ∈ V I h be arbitrary and define
Using the transformation rule and (2.11) we obtain
We infer from (2.21) that
which together with (2.9) implies
Taking into account that ∇u e · ν = 0 we therefore have
If we insert this relation into (3.9) and recall the definition of a h we find that
where we used (2.15), (2.22) and the fact that ϕ e h = φ h on Γ h . Similarly,
Combining these estimates with (2.23) we have
for all φ h ∈ V I h , which inserted into (3.8) yields
In order to improve the L 2 -error bound we employ the usual Aubin-Nitsche argument. Denote by w ∈ H 2 (Γ) the solution of the dual problem
We have in view of (1.3)
Similarly as above we deduce with the help of (3.12) and Lemma 2.2
Next, Lemma 3.1 and (3.12) imply
Finally, (3.11), the fact that ∇w e · ν = 0 and Lemma 3.1 yield
Inserting the above estimates into (3.14) and recalling (3.13) we obtain
which together with Lemma 2.2 completes the proof since e e h = e h on Γ h . 4. Narrow band method.
Setting up the method. Let us consider for
along with
We define the finite element space V 
Let us first examine the approximation error for the space V B h .
Lemma 4.1. We have for each function z ∈ H 2 (Γ):
Proof. We infer from (2.14) and Lemma 2.2 that (2.16).
The method. Let us write (1.4) in the form:-Find
Note that the factors 
Remark 4.2. The right hand side l h (·) may be defined using other sufficiently accurate extensions of f .
Error analysis.
Before we prove our main error bound we formulate a technical lemma which will be helpful in the error analysis.
Lemma 4.3. Suppose that u ∈ H 2 (Γ) is a solution of (1.1). Then,
Proof. To begin, we derive from (2.12) and (1.1) that
We multiply (4.5) by
Since ∂u e ∂ν = 0 on ∂D h we obtain after integration by parts
the transformation rule and Lemma 2.1 imply that
Recalling (2.7) and (2.17) we have
from which we deduce by differentiation
Recalling (3.10), we find with the help of ∇u e · ν = 0 that
where |B h | ≤ ch 2 . Furthermore, Lemma 2.1 implies that
so that in conclusion
where 
Inserting the above identities into (4.7) and dividing by 2h we derive (4.10)
In order to rewrite the integral over D h we recall that F is a diffeomorphism from
Hence,
where r(p, s) = R(F (p, s)) µ(p, s) |∇Φ(F (p, s))| − 1 . In order to treat T 1 we deduce from (4.6) and the fact that Φ(F (p, s)) = s that
Since h −h s ds = 0, the first term in T 1 can be written as
Treating the second term in T 1 in the same way and observing that p = F (p, 0) we deduce with the help of the fundamental theorem of calculus that
Next, we infer from (4.6) and (4.11) that
The result now follows from (4.10) together with the bounds on R 1 h and R 2 h . We are now in position to prove optimal error bounds for our scheme. Theorem 4.4. Let u be the solution of (1.1) and u h the solution of the finite element scheme (4.2). Then
Proof. Let us write e h := u e − u h . We infer from (2.26) and Lemma 4.1 that
The second term on the right hand side can be estimated with the help of Lemma 4.3. The transformation rule together with (4.8) yields
so that we deduce from Lemma 4.3
Using (2.20), (2.15), Lemma 2.1, (2.23) as well as Lemma 2.2 we infer that for
so that (4.13) implies the following intermediate result:
In order to improve the L 2 -error bound we define e h := e h • F −1 h as well as (F (p, s) ) ds, p ∈ Γ with F as above. We denote by w ∈ H 2 (Γ) the unique solution of
which satisfies
.
Similar to (4.5) the extension w e solves
where R is obtained from (4.6) by replacing u by w. Using the transformation rule together with (4.11) we obtain
The first term can be rewritten with the help of Lemma 4.3 (applied to w instead of
In view of Lemma 4.1, (4.14), the fact that ∇w e · ν = 0 and (4.15) we have
Furthermore, (2.15), (4.11) and (4.15) imply
, so that we obtain together with (4.16)
Next, since F (p, 0) = p we may write for p ∈ Γ
and hence we obtain with the help of (4.15)
In conclusion we deduce that
and the theorem is proved.
5.
A hybrid method for equations on evolving surfaces.
5.1. The setting. The aim of this section is to combine ideas employed in §3 and §4 for the stationary problem in order to develop a finite element method for an advection-diffusion equation on a familiy of evolving hypersurfaces. More precisely, let (Γ(t)) t∈[0,T ] be a family of compact, connected smooth hypersurfaces embedded in R n+1 for n = 1, 2. We suppose that
and N (t) is an open neighbourhood of Γ(t). We assume that N (t) is chosen so small that we can construct the function p(·, t) as in §2.1. Given a velocity field v(·, t) : Γ(t) → R n+1 we then consider the following initial value problem
Here, ∂
• η denotes the material derivative of a function η : t∈(0,T ) Γ(t) × {t} → R which is given by
if η is extended into a neighbourhood of t∈(0,T ) Γ(t) × {t}.
The method.
In order to discretize the above problem we choose a partition 0 = t 0 < t 1 < . . 
as well as
Here we assume that 0 < h ≤ h 0 , where h 0 is chosen so small that there exists c 0 , c 1 > 0 such that
Finally, we introduce
In what follows we shall frequently use the abbreviation z m (x) := z(x, t m ). In order to motivate our method we fix m ∈ {0, 1, . . . , N − 1} and let Ψ be the solution of
where v e (x, t) := v(p(x, t), t). For a sufficiently smooth function ϕ : N (t m+1 ) → R we define η(x, t) := ϕ (Ψ(x, t) ). Clearly, η(·, t m+1 ) = ϕ and a short calculation shows that ∂
• η = 0. Assuming that u is a solution of (5.1a) we obtain with the help of the Leibniz formula and integration by parts
Since Ψ(·, t m+1 ) ≡ id, a Taylor expansion shows that
Thus we may approximate the left hand side of the above relation by
The above calculations motivate the following scheme, in which we use the narrow band approach in order to discretize the elliptic part. Given u
. Here, u 0 h = I h u 0 . Existence and uniqueness of u m+1 h follows in a similar way as for the narrow band method in the elliptic case.
Mass conservation.
An important property of solutions of (5.1a) is conservation of mass in the case that Γ(t) f (·, t) dσ = 0. The following lemma shows that our numerical scheme preserves this property under some mild constraints on the discretization parameters.
Lemma 5.1. Suppose that Γ 
Proof. Let us first observe that
provided that h, τ are sufficiently small. To see this, let x ∈ Γ m h and choose an element T ∈ T h such that x ∈ T . Then,
in view of (2.5) and since
As a result,
proving (5.4). The result of the lemma now follows from inserting φ h ≡ 1 ∈ V m+1 h into (5.2) and using (5.4) together with our assumption that Γ m+1 h f e,m+1 dσ h = 0.
6. Numerical Experiments.
6.1. Notes on implementation. The methods were implemented using the Distributed and Unified Numerics Environment (DUNE) [6, 7, 14] . Assembly of the matrices is non standard in that the method requires integration over partial elements. To do so we subdivide the integration areas in simplices using the Triangle [51, 52] and Tetgen [53] packages. In each case, the linear system is solved with the conjugate gradient method until the residual is reduced by a factor of 10 −8 in comparison to its initial value in the 2 norm. Due to the lack of shape regularity of Γ h and D h , the matrix systems are ill conditioned and so we used a Jacobi preconditioner in order to speed up the convergence of our iterative solver. In practice, we will take U h to be a subset of a cube shaped domain. The triangulation T h will be computed adaptively refining only those elements which intersect the computational domain, either Γ h or D h . Given errors E i and E i−1 at two different mesh sizes h i and h i−1 , we calculate the experimental order of convergence (eoc) by
Poisson equation.
To test our methods, we present two numerical examples. The first is on a torus and is taken from [42] and the second is on a potato-like surface from [18] . We define the torus through the signed distance function:
for R = 1, r = 0.6. To compute our exact solution, we parameterise the torus by x 1 = (R + r cos θ) cos ϕ, x 2 = (R + r cos θ) sin ϕ, x 3 = r sin θ, for θ, ϕ ∈ (−π, π) and take the exact solution u(θ, ϕ) = cos(3ϕ) sin(3θ + ϕ).
For this example, (2.4) can be calculated analytically. For our second example, we set Γ = {x ∈ R 3 | Φ(x) = 0} using the level set function:
Φ(x) = (x 1 − x As exact solution, we take u(x) = x 1 x 2 and calculate the right-hand side f as f = −∆ Γ u + u as f (x) = 2ν 1 (x)ν 2 (x) + H(x)(x 2 ν 1 (x) + x 1 ν 2 (x)), x ∈ Γ.
For this example, (2.4) can not be calculated exactly so we approximate using a gradient decent like iteration from [48] originally for the closest point operator.
The errors u e − u h L 2 (Γ h ) for SIF and NBM are shown in Tables 6.1 and 6.2. The numerical results confirm the theoretical bounds from Theorems 3.3 and 4.4. Results are also available for the H 1 -semi-norm error. To compare with other methods, we also include a plot of the error in the L 2 -norm against h for SIF and NBM along with the unfitted finite element methods of [42, 13] . The plot shows that the error on Γ h is almost the same for each of the four methods considered.
Further numerical examples are available in [45] . Table 6 .3: Results of the hybrid scheme for a parabolic equation on an evolving curve. . We calculate a right-hand side f so that the exact solution is u(x, t) = exp(−4t)x 1 x 2 . Taking τ = 2h 2 , the scheme demonstrates second order convergence in the L 2 (Γ m h )-norm; see Table 6 .3. Numerical experiments confirm the conservation of mass result. 
