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Abstract
This paper proposes a new method of short-term capacity requirement planning (CRP) from the viewpoint of “stability”. The term stability refers
to the higher predictability of a released capacity requirement plan (or a load plan), and also signiﬁes the robustness of a manufacturing process
against internal/external uncertainties. The objective of CRP mentioned in this study is to determine a stable allocation of each manufacturing
resource to given operation orders with the aim of minimizing the probability that the resource requirement of each operation order exceeds the
capacity of corresponding resource. Through some computational simulations, it is demonstrated that the proposed CRP method is applicable as
a short-term CRP method by applying it to a ﬂexible job-shop manufacturing system.
c© 2014 The Authors. Published by Elsevier B.V.
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1. Introduction
In manufacturing, it is essentially important during the plan-
ning process to enhance both of the ﬂexibility and robustness of
manufacturing systems against dynamic environmental ﬂuctua-
tion in order to realize quick responses to customers with high
productivity. It seems to have been recognized that produc-
tion/machine scheduling was a key enabler to solve such diﬃ-
cult challenges[1] especially in academia, however, only focus-
ing on the scheduling issue is not enough because scheduling
is just a decision-making process under the results of capacity
requirement planning (CRP).
Various types of the theoretical models and methods for CRP
have been developed over the last three decades[2–5]. Shtub
and Kogan[6] proposed a so-called multi-resource generalized
assignment problem for CRP where demand changes over time
and capacity assignments are dynamic that can be seen in job-
shop environments. They also developed an eﬃcient algo-
rithm to solve such problem. Zijm and Buitenhek[7] provided
a framework for CRP and lead time management under a job-
shop environment, and developed an eﬃcient CRP method to
determine the earliest possible completion time of arriving jobs
without aﬀecting the delivery performance of other jobs in the
shopﬂoor. Lim and Kim[8] considered a CRP problem in ﬂexi-
ble manufacturing systems where dedicated machines are to be
replaced gradually to new ones with a ﬂexible manufacturing
module under budget restrictions. In this problem, the objective
is to minimize the total discounted costs for obtaining and op-
erating the ﬂexible manufacturing modules as well as operation
costs for the conventional dedicated machines. The Lagrangean
relaxation approach was proposed to solve the CRP problem.
Taking a look at the side of the stable operations of manu-
facturing systems and the eﬃcient utilization of limited man-
ufacturing resources, we should consider to release a sophis-
ticated and robust capacity requirement plan. However, many
researchers seem to have considered the productivity-oriented
performance measure; Only a few studies have addressed the
performance measure regarding the predictability, robustness of
the load plan mentioned in this study. If a “stable and good” ca-
pacity requirement plan could be generated at the process of
the CRP decision-making, it would be expected to predict the
productivity under dynamic manufacturing circumstances and
to conduct an eﬀective scheduling decision ﬂexibly[9]. From
the above point of view, this study proposes a new CRP method
having the higher stability against environmental perturbations.
The term “stability” means the higher predictability of a re-
leased capacity requirement plan, and also signiﬁes the robust-
ness of a manufacturing process against internal/external un-
certainties. In this study, the stability of the capacity require-
ment plan can be represented by the probability associated with
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overloading of the resources. We ﬁrst formulate a mathemati-
cal CRP model based on the framework of resource constrained
project scheduling problems, in which the stability as a per-
formance measure is introduced, and then propose a stability-
based CRP method. The proposed method calculates the prob-
ability regarding resource overloading, and then determines the
starting times of the operation orders so as to minimize such
probability. Through a series computational experiments, we
demonstrate the applicability of proposed CRP method by com-
paring it with some conventional methods.
The remainder of the paper is organized as follows: Section
2 describes a ﬂexible job-shop system mentioned in this paper,
and deﬁnes the capacity requirement planning problem as well
as the scheduling problem. In Section 3, the stability-oriented
CRP is formulated as an integer programming model, and the
CRPmethod based on the mathematical model is also proposed.
Section 4 describes a series of numerical experiments to inves-
tigate the applicability of the proposed CRP method. Finally
Section 5 draws some conclusions and describes future work.
2. Description of Problem
2.1. Manufacturing system
When new production orders are received in the sales di-
vision of a manufacturer, each of them is accordingly divided
into some operation orders with precedence relations through
the process deployment based on the results of material require-
ment planning in the manufacturing division. An operation or-
der means an activity to manufacture the required number of
products within a necessary processing time in a work center,
which has several attributes such as resource requirements at
each manufacturing process in a manufacturing system.
We here consider a ﬂexible job-shop manufacturing system
having c work centers (or shops). The ﬂexible job-shop sys-
tem is a generalized model of both of machines in parallel
and the job-shop system. There are NWk identical machines
Mk1, . . . ,MkNWk in parallel in work center k (k = 1, . . . , c). Each
operation order is supposed to be processed at each work center
on any one of machines.
2.2. Basic model of CRP
At the phase of CRP, the starting time of each operation or-
der is determined so that total resource requirement of operation
orders per unit time does not to exceed the capacity of the cor-
responding manufacturing resource such as a machine tool and
a material handling system. A plan on which all operation or-
ders are allocated with their earliest starting times is referred to
as an load plan in this study. The load plan is supposed to be
given to each work center and can be represented as a time chart
on which the horizontal axis describes discrete points in time
0, 1, . . . and the vertical axis expresses the production capacity
(or work load) of the corresponding work center. A period t
(t = 1, 2, . . . , ) starts at point in time t − 1 and ends at t.
Let A = {1, . . . ,N} denote a set of operation orders after
the process deployment. Each operation order, i ∈ A, speciﬁes
production of ni products/parts with di unit time. Let S i denote
the starting time of operation order iwhich is a decision variable
of CRP where S i agrees with the starting point in time of a
Table 1. A sample instance of CRP with six operation orders (N = 6).
i Qi ni di wi Ri1 Ri2 Di
1 2 8 1 16 0 2
2 3 4 6 1 0 24
3 2 4 2 0 8 2
4 5 3 6 2 0 18
5 3 4 1 12 0 3
6 3 6 2 0 18 1
period, i.e, S i ∈ {0, 1, . . .}. Suppose that operation order i has
to be assigned to work center wi ∈ {1, . . . , c} in the ﬂexible job-
shop system so that operation order i is completed by the due
date Di. The processing order in each operation order can be
expressed by a set of its successive operation orders, which is
denoted by Qi.
Suppose that requirement of resource, denoted by Rik, for




dini, if k agrees with wi
0. otherwise (1)
Table 1 shows a problem instance of CRP with six operation
orders; In operation order 1, there are two products to be man-
ufactured, each of which is supposed to be processed in work
center 1 with eight unit time. The due date of operation 1 is at
the end of period 2. Operation orders 3 and 6 are processed in
work center 2. Operation order 2 has to be processed prior to
operation order 3 whose due date is set to the end of period 2.
Likewise, operation order 5 is to be processed after operation
order 4 is ﬁnished.
Consider that CRP is conducted in order to create a feasible
load plan by which all of given operation orders can be pro-
cessed with the limited capacity of the manufacturing system.
Production capacity per period, Ck, in work center k can be ex-
pressed by
Ck = ckNWk , (2)
where ck denotes the maximum production capacity per ma-
chine of work center k. During the decision-making process
of loading operation orders, “leveling” is needed to make the
load plan feasible when it is found that Rik exceeds the capac-
ity in work center k. During the leveling process, a block of
the operation order might be divided into some partial blocks,
or some operation orders will be allocated over the consecutive
periods. In this way, we can consider various types of process-
ing for each individual operation order, which are referred to
as a “processing modes” in this study. Suppose that each oper-
ation order i can be processed with any one of the processing
modes 1, . . . ,Mi. Let denote dimi and Rikmi(t) respectively the
number of consecutive periods over which operation order i is
to be processed with mode mi ∈ {1, . . . ,Mi} and the resource
requirement of operation order i with mode mi at period t in
work center k. The following equations hold:
dimi = νt˜, (t˜ = 1, 2, . . .) (3)
dimi∑
t=1
Rikmi (t) = Rik, (4)
Rikmi (t) = ξtdi, (5)









































Fig. 1. Possible processing modes for operation orders 4 and 6 in Table 1;
Operation orders 4 and 6 are to be processed on only work center 2 consisting
of three productions (ni = 3) with di = 6 unit time for processing (i = 4, 6).
where ν and ξt expresses a positive integer. Fig. 1 depicts the
possible processing mode for operation orders 4 (also operation
order 6) in Table 1. Four processing modes can be considered;
If processing mode 1 is taken, operation order 4 will be pro-
cessed over a period by using 18 resources at a time. Process-
ing mode 2 depicted in Fig. 1(ii) indicates that operation order
4 is supposed to be processed over three consecutive periods,
at each of which six resources are required. Processing mode 3
indicates that operation order 4 is to be processed over two peri-
ods requiring 12 resources in the ﬁrst period and 6 resources in
the second period, vice versa when processing mode 4 is cho-
sen.
An initial load plan is generated by applying the well-known
PERT (Program Evaluation and Review Technique) calculation
[10] without considering the ﬁnite resources. This indicates a
processing mode requiring the maximum resource amount at a
time (e.g. mi = 1 in Fig. 1) is naturally chosen for all operation
orders to ﬁnish them as early as possible. If the total amount of
required resources at period t (t = 1, 2, . . .) exceeds the capacity
in work center k,Ck, leveling is carried out along with changing
the processing mode of a operation order at t into another repet-
itively so that the load plan becomes feasible. Selection of the
processing mode also depends on the performance measure of
the objective CRP problem. Fig. 2 depicts the loading and lev-
eling phase for the instance in Table 1 in the case of the product
capacity C1 = 24 and C2 = 24, where c1 = 12 and c2 = 12 are
given. Fig. 2(i) indicates the initial load plan for each work cen-
ter. The load plan for work center 2 is infeasible because of the
overload at period 2. Fig. 2(ii) shows the outcome of leveling
at period 2, in which the processing mode m4 = 4 (in Fig. 1) is
chosen in stead of m4 = 1.
2.3. Machine Scheduling
In the process of machine scheduling (or shop-ﬂoor schedul-
ing), each of the operation orders is divided into ni tasks. The
processing time of each task in operation order i is equivalent
to di. Let At = {i | S i < t ≤ S i + dimi } denote a set of tasks
processed within the period [t − 1, t] (= 1, 2, . . .) over the time
horizon of CRP. Let nkt denote the number of tasks processed in




i∈At Rikmi (t − S i)
di
. (6)

















Fig. 2. Capacity requirement planning for the instance in Table 1. There exists
an overload in work center 2 at the loading phase, another processing mode for
















Period 1 Period 2 Period 3
3
3
Fig. 3. One of the feasible schedules derived from the leveled load plan depicted
in Fig. 2. The length of each period is set to 12 based on the number of tasks in
every period.
Note that the above amount, nkt, has a role of determining the
length of the period.
For each period, t, a detailed schedule is supposed to be gen-
erated according to the outcome of leveling phase in CRP. Fig. 3
shows one of feasible schedules obtained from the result of lev-
eling depicted in Fig. 2(ii), in which the length of each period is
12, considering the number of the assigned tasks in each period.
We have (n11, n12, n13) = (4, 2, 3) and (n21, n22, n23) = (4, 4, 0).
In this schedule, operation order 2 having four tasks starts at
zero at period t = 1 followed by operation order 1 at period
t = 2. Operation order 6 with three tasks also starts at zero.
Operation order 5 is supposed to be processed at the beginning
of period 3. Operation orders 4 will be processed over periods
1 and 2 followed by operation order 3.
3. Stability-Oriented CRP Model
3.1. Mathematical Model
In the real shop ﬂoor, processing of tasks might be delayed
due to unexpected events. This delay causes ﬂuctuation of re-
source requirements of the corresponding operation order. If we
would determine the starting time of each operation order along
with prediction of the frequency of such unexpected events and
estimation of operation delay times, it could be expected to real-
ize robust manufacturing with a stable load plan. In this study,
we introduce a probability representing the allowance of pro-
duction capability as a performance measure associated with
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enhancing the stability of the load plan.
The problem consider in this study can be represented by a
resource constrained project scheduling problem (RCPSP)[11–
14], which is a generalization of planning problem that can han-
dle scheduling problems of all sorts of manufacturing systems.










s.t. S i + dimi ≤ S j, (i ∈ A, j ∈ Qi) (8)
S i + dimi ≤ Di, (i ∈ A) (9)
max
i∈A
(S i + dimi) ≤ T, (10)∑
i∈At
Rikmi (t − S i) ≤ Ck, (k ∈ W, 1 ≤ t ≤ T ) (11)
S i ≥ 0, (i ∈ A) (12)
At = {i | S i < t ≤ S i + dimi }. (13)
where Gkt(τ) expresses the probability that total amount of re-
source requirements exceeds prescribed value τ at period t in
work center k, and Ukt denotes the upper limit of manufac-
turing resource (i.e., production capacity) of work center k at
period t. The precedence relations between operations is ex-
pressed by Eq. (8). Eq. (9) means the constraint that operation
order i has to be ﬁnished by its deadline Di. Eq. (10) means the
conditions that all of operation orders have to be ﬁnished over
the planning horizon [0, T ], and Eq. (11) also describes the con-
dition about production capacity of the manufacturing system.
It should be noted that the probability Gkt(τ) can characterize
the above problem as a stability based CRP. The CRP problem,
in this study, is to determine both of the starting time, S i, and
the processing mode, mi, of operation order i so that Eq. (7) is
minimized.
3.2. Calculation of Probability Gkt(τ)
Let discrete random variables X and U express amount of
delay time for a task and its upper bound, respectively. The
probability density function fX (≥ 0) with regard to X is deﬁned
∫ U
0
fX(x)dx = 1, (0 ≤ x ≤ U) (14)
The probability, denoted by Fi(τ), that total amount of delays
agrees with τ when ζ operations are conducted at a unit period








{Fζ−1(τ − υ)F1(υ)}. (ζ ≥ 2) (16)





Rikmi(t − S i), (17)
then the probability that total amount of resource requirements
agrees with τ is expressed by
Gkt(τ) = Fnkt (τ − rkt) (τ = 0, · · · ,Ukt), (18)
where
Ukt = rkt + nktU. (19)
3.3. Generation of Load Plan
Under the above preliminaries, we propose a heuristics for a
given CRP problem in this study is summarized as follows:
Step 1: C∗ ← ∞. Generate a feasible load plan that satisﬁes
Eqs. (8) to (12) by using a simple leveling method such
as the PERT calculation[10].
Step 2: Calculate the total probability expressed by Eq. (7), say
Citmˆi , of a load plan that can be obtained by changing
the starting time S i of operation order i to Sˆ i and mi to
mˆi on the original load plan for i = 1, . . . ,N, yielding
C1tmˆ1 , . . . ,CNtmˆN .
Step 3: Find Ci∗t∗mˆi∗ = min{C1tmˆ1 , . . . ,CNtmˆN }.
Step 4: If C∗ ≤ Ci∗t∗mˆi∗ , then stop. Otherwise, update C∗ ←
Ci∗t∗mˆi∗ .
Step 5: S i∗ ← Sˆ ∗i and mi∗ ← mˆi∗ , then go back to Step 2.
Through the above procedure, it is expected to obtain a “good”
feasible load plan. In the next section, the applicability of the
proposed CRP method is investigated through some computa-




Our method was applied to simple ﬂexible job-shop systems
with two work centers (i.e, c = 2), each of which has two or
three machines in parallel where (NW1 ,N
W
2 ) = (2, 2), (3, 3). The
planning horizon, T , was set to from 37 to 40 unit time (four
patterns). The production capacity, c1, in work center 1 was set
to 48, and also c2 = 48 in work center 2 as well. The number
of products, ni, by operation order i and their processing time,
di, are given by a discrete uniform distribution over [2, 5] and
[1, 4], respectively. The due date, Di, of operation order i was
set to 10, 20, 30 and 40. We considered four periods within the
planning horizon; [1, 10], [11, 20], [21, 30] and [31, 40]. The
last point time for each period, i.e. 10, 20, 30 or 40 indicates
the due date of the corresponding operation orders. For exam-
ple, The operation orders whose due date is 10 (Di = 10) is
supposed to be assigned over the period [1, 10]. Total amount
of resource requirements at each period was limited to αCkT
where α = 0.90, 0.95. Four CRP instances were randomly gen-
erated along with the combination of NW1 , N
W
2 and α that are
summarized in Table 2.
The proposed CRPmethod was compared with the following
two methods that can be regarded as typical heuristics in practi-
cal use[15]: The forward method determines the starting times,
S i, and the processing mode, mi, of operation order i (∈ A) so
that operation order i starts as early as possible; each operation
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Table 2. Instances of CRP problem utilized in computational simulations.
Instances Operations Resource requirements
(NW1 ,N
W





(2,2,0.95) 585 3405 3377
(2,2,0.90) 554 3238 3202
(3,3,0.95) 917 5245 5199
(3,3,0.90) 865 5014 4894
Table 3. Predictive machine utilization of instances (2, 2, 0.95) and (2, 2, 0.90).
(NW1 ,N
W
2 ,α) = (2, 2, 0.95) (2, 2, 0.90)
U1 U2 U1 U2
Proposed method
with T = 37 95.9 95.1 91.2 90.1
with T = 38 93.3 92.6 88.8 87.8
with T = 39 90.9 90.2 86.5 85.5
with T = 40 88.7 87.9 84.3 83.4
Forward method 98.5 97.7 99.2 98.1
Backward method 88.7 87.9 84.3 83.4
(NW1 ,N
W
2 ,α) = (3, 3, 0.95) (3, 3, 0.90)
U1 U2 U1 U2
Proposed method
with T = 37 98.4 97.6 94.1 91.9
with T = 38 95.9 95.0 91.6 89.4
with T = 39 93.4 92.6 89.3 87.1
with T = 40 91.1 90.3 87.0 85.0
Forward method 98.4 97.6 99.5 100.0
Backward method 91.1 90.3 87.0 85.0
order is supposed to be assigned with its earliest starting time
on the load plan. The backward method determines the start-
ing times, S i, and the processing mode, mi, of operation order
i (∈ A) so that operation order i starts as late as possible with
meeting its due date. This approach allocates each operation
order to the corresponding work center with their latest starting
times without violating their own due date.
4.2. Machine utilization
We ﬁrst observed the machine utilization on load plans:
Three CRP methods – the forward method, the backward
method and four patterns (T = 37, 38, 39, 40) of the proposed
method – were applied to four instances, yielding each indi-
vidual load plan. The machine utilization in work center k





maxi∈A(S i + dimi)Ck
× 100. (20)
Table 3 shows the simulation results of each problem instance.
The machine utilization by the forward method is the highest
in all instances because it tends to allocate the operation or-
ders at their earliest starting time over time, and therefore the
idle times on machines become shorter than those by the other
methods. The machine utilization by the backward method, on
the contrary, is worst in all instances since the backward ap-
proach allocates operation orders based on their due date, pro-
viding more idle times then the other methods. In the proposed
method, the machine utilization tends to vary with the length of
the planning horizon; the machine utilization decreases along
with larger planning horizon. We believe this property leads to
realize the stability of a load plan, which will be examined in
the next section.
4.3. Stability
We then carried out a series of scheduling simulations with
a situation where unexpected delays randomly occur during the
schedule execution due to disturbances such as, in practice,
delays in material procurements, machine breakdowns and so
forth. In the computational experiments, we assumed that a
delay time follows an exponential distribution with mean 1/λ,
i.e. the probability density function fX(x) (≥ 0) with regard
to a random variable X denoting the delay time is deﬁned by
fX(x) = λe−λx where x ≥ 0 and parameter λ was set to 0.5.
For each instance introduced in Table 2, we applied the
above delay scheme for 100 times randomly to the detail pro-
duction schedule obtained from each obtained load plan. Note
that the production schedules were generated based on the EDD
(Earliest Due Date) ﬁrst, by which the task with the earliest due
date is processed prior to the remaining tasks.
Then we observed the schedule deviation for each computa-
tional simulation that is used to measure and evaluate the sched-
ule robustness. In this study, an earliness time was not measured
but only a delay time was measured. The schedule deviation,
denote by L, can be deﬁned based on the deviation of the actual
starting time, s˜ j, from the planned starting time, s j, for each




max(0, s˜ j − s j). (21)







(100 − Uˆk), (22)
where U˜k expresses the actual machine utilization of work cen-
ter k. The performance index I can be regarded as not only a
degree of productivity loss but a degree of absorption of delays
caused by disruptions. We calculated both of L and I for every
load plan obtained by each planning method to investigate the
stability of the obtained load plan from the view point of Pareto
optimality.
Fig. 4 depicts the results of L and I in average for 100 sim-
ulation runs. The vertical axis in Fig. 4 indicates the average
total task delays and the horizontal axis expresses the average
ratio of idle time of the load plans obtained from 100 times sim-
ulations. As seen in Table 3, the forward method provides the
higher utilization of machines, however, the schedule deviation,
i.e., the total task delay become larger than those by the other
methods. On the contrary, the backward method can reduce the
deviations caused by unexpected events.
The remarkable points through the computational simula-
tions are summarized as follows: (1) When the planning hori-
zon (T ) is shorter, the machine utilization by the proposed
method tends to be larger, then close to that by the forward
schedule along with decreasing idle time in the load plan. On




































































































(i) Instance(2, 2, 0.95) (ii) Instance(2, 2, 0.90) (iii) Instance(3, 3, 0.95) (iv) Instance(3, 3, 0.90)
Fig. 4. Schedule deviations and the ratio of idle times in average.
the contrary, completion of a task tends to be delayed by ran-
dom disturbances. (2) On the contrary, when the planning hori-
zon is longer, the utilization of the machines becomes lower,
then it is close to or the same as that by the backward method.
However, both of task delays and the idle time existing on the
load plan by the proposed method are smaller than those by the
backward approach. (3) From the viewpoint of Pareto optimal-
ity, the proposed method can outperform the forward method as
well as the backward method. As a whole, our CRP method is
more ﬂexible than two conventional methods, and can produce
a stable load plan against uncertainties better than both of the
forward method and the backward method under the ﬂexible
job-shop environments investigated in this study.
5. Concluding Remarks
We have provided a new CRP model of the capacity require-
ment planning problem with uncertainty by newly introducing
a multi-mode resource constrained project scheduling problem.
In this study, the objective function regarding the stability of a
load plan is expressed by the probability of resource overload-
ing, i.e., total resource requirement of operation orders exceeds
the predetermined production capacity; To minimize the over-
loading probability is expected to enhance the predictability of
the load plan. We have also proposed a new heuristic method
for CRP under ﬂexible job-shop systems. The proposed method
calculates the overloading probability, and then accordingly de-
termines the starting times of given operation orders as well as
the processing mode, in a greedy way, with the aim of minimiz-
ing the probability of overloading. Through a series of com-
putational experiments, it is revealed that the proposed method
can outperform the conventional forward/backward method in
the sense of generating a stable load plan for the ﬂexible job-
shop system investigated here.
The above achievements, however, are limited; We have ap-
plied our method only to a speciﬁc and simple ﬂexible job-shop
environment. Also some properties of the load plan, e.g., the
optimality, varying processing times and so on, have not been
clariﬁed. Further work includes the development of an exact
algorithm for the CRP problem to understand deeply the prop-
erties of load plans, the application to practical and complicated
manufacturing systems, and the comparisons with the other ef-
ﬁcient CRP methods.
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