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 The terrorist attacks of 2001 on the United States spurred an assessment of the 
vulnerabilities that exist in the U.S. to similar attacks; the majority of the vulnerabilities identified 
were in the agricultural sector (Cupp et al, 2004).  Many naturally occurring threats, including an 
abundance of plant diseases, affect agriculture.  Approximately 14% of crops worldwide are lost 
due to pathogens, including bacteria, fungi, viruses, and nematodes (Agrios, 2005). Some of these 
pathogens may be easily obtainable from the environment and manipulated for use as bioweapons 
(Bronze et al, 2005).  
 Should a plant pathogen be used as a biological agent in an attack on our agriculture, the 
strength and stability of our country may be affected.  The partial or complete loss of a crop or 
animal system may not only reduce or eliminate a food item for human consumption, but may 
also affect foodstuff for livestock or pets and could trigger trade embargoes to be enacted leading 
to a significant reduction in the Gross Domestic Product (GDP) (Cupp et al, 2004; Fletcher et al, 
2006; Osborne, 2005; Wheelis et al, 2002).  Consumer prices may increase, and in extreme cases 
could result in social turmoil and the loss of public faith in the US government to protect the 
nation (Wheelis et al, 2002).  The U.S. Government has determined that because such significant 
impacts could result from an attack, it is important that the U.S. prepare for such an event to 
assure rapid, efficient, and organized responses to minimize damage (Bush, 2004).   
 Due to the prevalence of plant disease that occurs naturally, an intentional release of a 
pathogen may go undetected (Fletcher et al, 2006).  When a producer suspects an unhealthy crop, 
a Cooperative Extension Agent is typically the first person contacted.  If disease is suspected, a 
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sample may be sent to a diagnostic lab, often associated with the National Plant Diagnostic 
Network (NPDN), for identification of the disease and causal agent (Stack et al, 2006, 2007; 
Stack and Fletcher, 2007).  The extension and diagnostic lab personnel are often the first line of 
defense against an intentional introduction and must be aware of signs that may suggest such an 
event has occurred.   
 After an intentional introduction is detected and a response is underway, an investigation 
to identify the source of the introduced pathogen must occur.  Being prepared with the resources 
needed to attribute an intentional biological attack on plant resources will require merging aspects 
of plant pathology and forensic science.  Multiple “gaps” exist in the field of plant pathogen 
forensic science, including lack of specific forensic methods, forensically-trained personnel, 
targeted research, adequate facilities, and funding (Cupp et al, 2004; Fletcher et al, 2006; Wheelis 
et al, 2002).  Current microbial forensic identification methods must be validated and new 
methods developed that are more specific, sensitive, and efficient.  Molecular typing methods are 
needed to discriminate among samples (Fletcher et al, 2006).  Research priorities also include 
understanding pathogen genetic characteristics, evolution and phylogeny, and mutation rates 
(Fletcher et al, 2006).  Forensic investigations require specific and consistent procedures and 
protocols and careful avoidance of contamination.  Appropriate strategies for handling and 
storing diseased plants and plant materials are needed (Budowle et al, 2006; Fletcher et al, 2006).   
 Tracing back a pathogen to its original source is important for forensic investigations and 
also epidemiological and phylogenetic studies.  Satellite imagery and geographic positioning 
systems (GPS) are technologies that have recently been adopted in plant pathology for identifying 
the foci of a disease outbreak and monitoring the spread over time (Maffei and Arena, 1992; 
Nilsson, 1995; Pozdnyakova et al, 2000).  Using molecular techniques, genetic variation of the 
pathogen can be determined and correlated to geographic location.  While many of these 
techniques, such as sequencing, restriction fragment length polymorphism (RFLP), and multi-
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locus variable number tandem repeats analysis (MLVA), provide adequate information to 
perform such an analyses, the procedures can be costly, labor intensive, and may have limitations 
as to the condition of the nucleic acid template required for successful analysis (Budowle et al, 
2005; Vincelli and Tisserat, 2008; Keim et al, 2000, 2004).  To provide a rapid, cost effective, 
and simple technique for use in a forensic investigation, other techniques should be explored, 
such as using single nucleotide polymorphisms (SNPs) to create a genetic profile of the pathogen 
(Budowle et al, 2005).  
 Research efforts are underway to address existing gaps.  For example, a method for 
molecular typing of Wheat streak mosaic virus (WSMV) by SNP analysis was adapted recently 
from protocols designed originally to test human DNA in forensic applications (Carver, 2007).  
By comparing three strains of WSMV (OSU, 964, and Plant A-D), three SNP sites were 
identified in the CP region.  After viral isolation/purification, cDNA amplification, and ddNTP 
attachment, the products were separated using capillary electrophoresis.  Each strain had a unique 
pattern of electropherogram peaks, demonstrating the discriminatory power of this new method 
(Carver, 2007).  These patterns were consistent on repeated runs, not only for the nucleotides 
themselves but also for the ratio of the nucleotides present suggesting not only qualitative, but 
also quantitative results may be achieved using this technology (Carver, 2007). 
 In this research, I investigated the aspects of a WSMV outbreak in wheat to identify 
elements that could be employed to elucidate whether an intentional introduction of the virus may 
have occurred.  I also utilized knowledge of WSMV evolution and genetic characteristics to 
explore and validate a method that could be useful in forensic attribution of a biocrime.  Specific 
objectives of this research follow: 
1. Develop a decision tool, a series of questions and guidelines to assist law enforcement 
personnel in determining whether a plant disease outbreak was natural or human-incited. 
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2. Enhance and validate the use of single nucleotide polymorphisms (SNP) for molecular 
WSMV strain discrimination for forensic applications. 
3. Determine whether WSMV SNP profiles are altered by common field treatments applied 
to wheat during the growing season. 
4. Evaluate the use of the SNP typing method to rapidly and efficiently analyze the spatial 
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REVIEW OF LITERATURE 
 
 Between 1845 and 1850, famine swept the land of Ireland (Fraser, 2003).  Field after 
field of potatoes rotted, leaving little crop yield for the people.  This destruction was due to the 
oomycete pathogen Phytopthora infestans, the causal agent of potato late blight disease (Fry et al, 
1997).    
Potatoes were first introduced to Ireland from Spain in 1590 (O Grada, 1995), and 
became an important food staple for the Irish because their climate was proved excellent for this 
crop, which provided nutrition equivalent to that of corn (Zea mays) but at one-third the cost (O 
Grada, 2005).  Dependency set the stage for the famine, when the usual yield of six to seven tons 
per acre was reduced to an average of half a ton per acre (O Grada, 2005).  Soon, prices started to 
skyrocket, and finding food became virtually impossible for many people (O Grada, 2005). 
Although efforts were made to feed the hungry, for some, it was not enough.  About a million 
people died of starvation or famine-related diseases while another million people fled the country 
in hopes of finding a better life (Hickey et al, 1980). 
The Irish potato famine is a prime example of the vulnerability of crops and the damage 
that can occur if a major food staple became unavailable. The dependence on the potato crop and 
the appropriate environmental conditions for the pathogen together resulted in one of the  
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most devastating historical events (Fraser, 2003).  Even though this outbreak was natural, it 
demonstrates that a disease intentionally spread by man also has the potential to create a 
disastrous outcome.   
I - Bioterrorism 
 Bioterrorism means “the use of infectious agents or other harmful biological or 
biochemical substances as weapons of terrorism” (Oxford Dictionary of English, 2005).   
Bioweapons, such as Bacillus anthracis, Shigella, and Salmonella, can be used to attack humans, 
animals, and crops (Bronze et al, 2005).  Perpetrators of bioterrorism could be foreign or 
domestic.   
 Many instances of the use of bioweapons have been reported.  When biological agents 
are used in war, it is known as biowarfare (Bronze et al, 2005).  Biocrime refers to a direct attack 
on a person or, for example, sabotaging a nearby farmer‟s crop to benefit one‟s own business 
(Bronze et al, 2005).  A third area is agroterrorism, which can broadly be defined as a terrorist 
attack on crops and animals that are critical to the food supply (Bronze et al, 2005).  The 
September 11, 2001 attack on the World Trade Center and the Pentagon increased the concern 
about terrorist attacks on many vulnerable sectors of the U.S., including agriculture (Cupp et al, 
2004).  The concentrated nature of crops, easily obtainable biological agents, and highly 
detrimental impacts make agroterrorism a potential threat.   
I – a - History 
 Biological attacks on food production systems have occurred for centuries.  In the first 
century BC, Carthage was a major agricultural and trading supplier of the Middle East.  When the 
Romans defeated the Carthaginians militarily, the Romans spread salt over the land, destroying 




 Human health was threatened when victims of the plague were hurled into the city of 
Kaffa, a fortress on the Crimean Coast, by the Tartars in 1346.  Kaffa‟s defenders fled from the 
city instead of risking infection from the plague, making it easy for the Tartars to conquer the city 
(Osborne, 2005). 
 The first documented occurrence of bioterrorism in North America was in 1763 during 
the siege of Fort Pitt when blankets and bedding contaminated with smallpox scabs were given as 
gifts by the British forces to indigenous communities.  During the Cold War years, crops were 
targeted for biological warfare, although the bioweapons are not known to have been deployed.   
By 1969, the U.S. had stockpiled an estimated 30,000 tons of wheat stem rust and Iraq was 
suspected of developing a wheat smut bomb (Osborne, 2005). 
I – b - Impacts 
 Although the mortality and morbidity rates of a direct attack on humans using biological 
agents, such as the casual agents of anthrax, smallpox, or plague, would be significantly higher 
than those incurred by an agricultural attack, a deliberate attack on crops, livestock, or other food 
supplies could potentially cause extensive economic hardship.  Food supplies could be reduced by 
spoilage of crops.  Farmers could accrue financial damage and there could be significant 
decreases in exports and trade.  Cost of eradication could also be a significant burden.  
Consumers could lose confidence in the government, causing political strife (Osborne, 2005). 
 Agriculture in the U.S. is an essential aspect of the economy, accounting for 11% of the 
gross domestic product (GDP), and 16% of U.S. jobs (Monke, 2006).  The most significant 
economic consequence would be the loss of trade, since $50 billion/year is received from 
agricultural exports.  Countries that are free from a certain disease can restrict trade with 
countries that have that disease.  Billions of dollars could be lost because of such embargoes 
(Wheelis et al, 2002).  A recent example of agricultural trade restrictions occurred in 2001 when 
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the United Kingdom (UK) suffered a foot-and-mouth disease (FMD) endemic.  FMD is the most 
contagious animal disease known, with nearly 100% of the exposures resulting in infection.  The 
European Union (EU) blocked all trade of beef, sheep, swine, and associated products from the 
UK, resulting in a $5 billion loss.  Other losses associated with this embargo totaled over $6 
billion, bringing the total loss to $11 billion (Cupp et al, 2004; Wheelis et al, 2002). 
 Crop quality and quantity can also be affected significantly by agroterrorism.  Plant 
diseases incited by natural causes are estimated to cost the U.S. $33 billion per year (Madden et 
al, 2003).  This estimate includes loss of crop yield and quality, as well as disease control 
measures such as pesticide application and breeding for resistance.  If a field becomes infected 
with a plant pathogen, the cleanup of the disease can be a significant financial burden for the 
producer.  Some pathogens can be controlled by removing infected plants, while other pathogens 
can be controlled only by destroying the entire crop.   
 The destruction of crops or livestock can also affect the consumer in the form of higher 
product prices.  In 1999, a frost destroyed the California orange crop, resulting in inflation of 
orange prices as the Florida industry attempted to fill the nation‟s needs.   Another consequence 
of decreased yield can be unemployment.  The orange crop loss in California was followed by  a 
significant increase in the unemployment rate.  If distributors or retailers find another product 
source that is reliable and affordable, they may not return to their original source, resulting in 
significant long-term loss to the original provider (Cameron et al, 2001). 
 Just as the consumer can lose confidence in the industry, they can also lose confidence in 
the government to protect the country‟s critical resources.   Following a biological attack, 
restoration of public trust may require the development of new methods of governmental 




I – c - Vulnerability 
 Since the September 11, 2001 attack on the World Trade Center and the Pentagon, the 
threat of terrorism has impacted U.S. policy.  To prepare for possible future terrorist attacks, the 
U.S. government has identified seven vulnerable areas:  transportation, telecommunications, 
governance, water supplies, food production, food processing and food distribution.  Three of the 
seven are agricultural in scope, while the remaining areas are important for the agricultural 
industry (Cupp et al, 2004). 
 Agriculture is considered vulnerable not only because of its high economic value, but 
also because of its concentrated nature of the industry.  The number of farms in the U.S. has 
declined from 6.3 million in 1929 to 2.2 million in 1998.  The decrease in number, however, has 
been accompanied by an increase in size (Cupp et al, 2004).  Crops are grown over large areas, 
making surveillance virtually impossible (Madden et al, 2003). The impact of an outbreak on the 
agricultural industry could be more significant for a large corporate farm than one on a small 
farm.  For instance, a FMD outbreak is significantly different in a large cattle operation than in a 
small, geographically isolated herd (Goodrich et al, 2005).  
 Planting crops as monocultures, a common practice in developed nations, can create 
particular vulnerability because all plants in the field are equally susceptible to a pathogen.  The 
1970 epidemic of southern corn leaf blight (SCLB) in the U.S. is regarded as the most damaging 
and wide spread disease occurrence in the history of plant pathology and is a great example of the 
risk of monocultures (Tatum, 1971; Ullstrop, 1972).  A new hybrid was created for corn that 
resulted in male seed sterility.  This trait was so desirable that over 85% of the hybrid corn 
planted in the US was of this variety.  However, the susceptibility of this variety to 
Helminthosporium maydis, the causal agent of SCLB, was unknown at the time, which was 
quickly realized by the rapid spread of the fungus from southern U.S. through the Corn Belt into 
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Canada (Levings III, 1990).  In addition to the susceptibility of the variety, the rapid spread was 
facilitated by an unusually wet growing season and the emergence of an unknown, more 
aggressive race of the pathogen, known as “Race T.”  Unlike the old race of the pathogen, Race T 
causes rotting of the ears and stalk, resulting in a complete loss of the crop in many of the 
southern states and a 50% yield loss in many northern states.  As a result, corn prices increased 
from $1.35/bushel to $1.68/bushel and many importers of US corn shifted to other crops for 
livestock feed (Ullstrop, 1972).  There was an immense amount of publicity from the event 
creating fear among communities for future outbreaks and toxicity to livestock feeding on 
infected corn.  Numerous conferences and meetings were held to discuss response plans and 
determine a solution for future crops, leading to the conclusion to label corn seed bags with the 
variety and planting more than one variety in each field.  This decision is one of the main reasons 
this disease was not as severe in the following year.     
 There are many opportunities for a perpetrator to introduce a plant or animal pathogen 
into the food process, as depicted in Figures 1 and 2.  Multiple “entry points” exist along the food 
distribution pathway at which a pathogen could enter and potentially cause an infection, leading 
to reduced quality and/or quantity of foodstuff.  The number of entry points varies at each level 
because of surveillance, time duration of each level, or distance traveled to get to that point.  For 
instance, in the U.S. meat travels an average of 1,000 miles from farm to table, with multiple 




Figure 1: “Hoof to plate”; Food supply chain for 
animal products (modified from Cupp et al, 
2004) 
                 
 
Figure 2: “Seed to plate”; Food supply chain for 
crops (Cupp et al, 2004) 
 Stockyards, processing plants and slaughterhouses have relatively little surveillance, and 
only a few large businesses process the majority of the meat, resulting in several vulnerable entry 
points.  For instance, 70% of cattle slaughtered in the U.S. are finished within a 200-square-mile 
area and 80% of these are sent to one of only four packing centers for processing.  An attack on 
one of these “mega-firms” could potentially wipe out a significant portion of the industry (Cupp 
et al, 2004). 
 To cause a human disease resulting in a large number of deaths requires some knowledge 
of the infecting agent as well as an extensive knowledge of microbiology and other related 
science fields.  The technology required can be quite extensive because of the need to maintain 
viability of the infecting agent, and the difficulty of disseminating the agent so that the infection 
is ensured.  However, an attack on agriculture is quite different.  Many plant pathogens are highly 
contagious to plants and will spread effectively, and only a small number of those pathogens are 
infectious to humans, reducing risk of infection for the perpetrator.  Pathogens that do not infect 
humans generally are not as strictly monitored or controlled, making them easier to access and 
handle.  These pathogens could be acquired from either a laboratory or the environment.  Some 
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pathogens require only contact with the host to cause an infection, eliminating the need for 
special weapons or technology that may be required for some human pathogens (Casagrande, 
2000).  This ease of transmission makes it easy for someone with nefarious intent to cause an 
infection.  
I – d - Biological agents 
 Biological agents of greatest concern against plants can be grouped into viruses, bacteria, 
fungi, and nematodes.  Viruses consist of a strand or strands of genetic material (DNA or RNA) 
surrounded by a coat protein.  Viruses are dependent on their host, and their effects on plants can 
be confused with nutrient deficiency, pesticide injury, or other diseases (Strange et al, 2005).  
Plant viruses differ from other plant pathogens not only because of their submicroscopic size and 
unique shapes, but also because of their simplified systems of structure, infection, multiplication, 
dissemination, and chemical composition (Agrios, 2005).  Viruses lack the ability to transport 
themselves; therefore, other dissemination methods are required.  The most common is through 
insects, but some viruses can be disseminated on seeds, in pollen, by fungi, through sap from an 
infected plant, and through human interaction (Agrios, 2005).  Over 2000 different plant viruses 
are known.   
 Bacteria are prokaryotic, single-celled organisms, many of which replicate rapidly.  
Bacteria of various genera infect many plant species and can lead to significant diseases (Strange 
et al, 2005).  The bacterial cell consists of cytoplasm, ribosomes, and DNA that is not bounded by 
a nuclear membrane. Unlike eukaryotic organisms, bacteria do not contain membrane-bound 
organelles.  Bacteria, the largest group of prokaryotic plant pathogens, can trigger a large variety 
of host symptoms (Agrios, 2005).  Because bacteria lack the ability to penetrate the surface of the 
host, they must rely on natural openings such as stomata, hydathodes, and wounds, or on insect 
vectors, to gain access to the internal structure of a plant.  Some bacteria form biofilms, sticky 
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communities of bacteria often found on surfaces of plants.  Bacteria also do not have the ability to 
move long distances (short distances can be achieved via flagella), but are carried by rain, wind, 
irrigation water, insects, animals, and humans to spread to other plants (Agrios, 2005).   
 Fungi, the most common plant pathogens, are generally multi-celled, eukaryotic 
organisms (Strange et al, 2005).  Some common forms are yeast, rusts, smuts, mushrooms, and 
molds.  More than 10,000 species of fungi are known to cause disease in plants (Agrios, 2005).  
Most disease-causing fungi are composed of a filamentous mycelium and branching hyphae.  
Fungi reproduce by forming spores that germinate, infect, and draw nutrients from the plant.  The 
thick walled nature of the spores allows them to withstand extreme environments.  Fungi may 
spread rapidly by surface water or rain, wind, animals, birds, insects, or humans.   
 Omycetes are much like fungi because of the mycelial growth and mode of nutrition 
(Link et al, 2002).  However, molecular and morphological studies demonstrate their taxonomic 
separation.  Oomycetes, terrestrial or aquatic organisms, are responsible for many important 
diseases including downy mildew, white rust, root rot, late blight of potato, and sudden oak death.  
Germination is species-specific and involves the formation of either germ tubes or zoospores.  
Sexual reproduction also occurs, providing an optimal mechanism to create genetic variability 
(Link et al, 2002).   
 The smallest group of plant pathogens is that of the nematodes; small (300-1000 
micrometers long), worm-like animals with unsegmented bodies.  Most nematodes live in the soil 
and feed on the roots of plants, most abundantly in the top 15-30 cm of the soil.  The distribution 
of nematodes in a field is usually irregular, with infection resulting in patches of infected plants 
within a field.  The nematode life cycle is rapid, resulting in rapid spread of infection.  Along 
with their own ability to move, nematodes can be carried by farm equipment, irrigation, floods, 
and animals (Agrios, 2005).  Potato cyst nematodes (PCN) are pathogens of high biosecurity and 
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quarantine concern (Hodda and Cook, 2009).  The nematodes can easily spread to new locations 
through importation of infected plants, a major concern for the many worldwide locations that are 
free of the pathogen.  PCN has been recently detected in the U.S., Canada, Ukraine, Indonesia, 
and Australia (Davis et al, 2007; Franko et al, 1998; Marshall, 1998).  The significant yield 
reductions that occur during high infestations make it an important pathogen to control and 
triggers an emergency response upon initial detection of the pathogen in a new location.   
 A formal list of organisms and toxins regulated by the U.S. Department of Health and 
Human Services (HHS) and the U.S. Department of Agriculture (USDA) is called the select agent 
list (Miller, 2006). The plant pathogen select agent list is composed only of pathogens exotic to 
the U.S.  Once a select agent has arrived and become established in the U.S. it is removed from 
the list.   
 The select agent list helps to define what organisms and toxins are considered the most 
dangerous or threatening, and provides a mechanism of regulating the usage and release of 
information (Atlas, 2005; Miller, 2006).  However, the extensive regulatory processes required to 
gain permission to work with a listed agent has terminated or hampered the work of many 
research laboratories, which in some cases may have been ongoing for years before the list was 
created (Atlas, 2005).  Some scientists believe that even the creation of a list can be classified as a 
dual-use activity because terrorists or criminals gain insight into the agents of interest (Kelley, 
2006).   
I – e - Prevention and control 
 Considerable efforts are in place to prevent attacks on our agricultural systems.  
Vulnerability is being evaluated, and prevention and preparedness strategies are being developed 
(Wheelis et al, 2002).  On June 12, 2002, the U.S. Congress signed into law the Public Health 
Security and Bioterrorism Preparedness and Response Act.  The Act requires the FDA to develop 
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and implement regulations on the registration of food facilities, prior notice of imported foods, 
the establishment and maintenance of records, and administrative detention (arrest and detention 
without trial of individuals that are likely to pose a threat).  The regulations created by this act 
were designed to prepare the U.S. for bioterrorism (Goodrich et al, 2005). 
 Speed of detection and an effective response plan can significantly reduce the impact of a 
biological attack (Goodrich et al, 2005; Wheelis et al, 2002).  The anthrax letters of 2001 in the 
U.S. demonstrated the need for a network of laboratories and agencies to efficiently and 
accurately respond to such events.  The ability to trace food products to handlers and growers 
could decrease response time; this issue is addressed by the Bioterrorism Act of 2002 (Goodrich 
et al, 2005). 
 Just as new vaccines are needed to minimize spread of a human or animal disease, new 
fungicides and pesticides should are needed to reduce the impact of emerging plant diseases 
(Wheelis et al, 2002).  By continuing to study these diseases and pathogens, we will be better 
prepared for rapid and effective responses. 
II - Forensic Science 
 Forensic science is “using science as a witness to solve crime,” as stated by Bruce 
Budowle, then a scientist with the Federal Bureau of Investigation (FBI), at the 2007 American 
Phytopathological Society annual meeting.  Forensic science has been called a public science 
(Nordby, 2005) because it combines the interest of the public and criminal attribution with 
scientific skills. The goal of a forensic scientist is to perform an unbiased analysis of evidence for 
criminal or civil investigations (Lucas, 1989; Nordby, 2005; Pollack, 1973; Starrs, 1991).  The 
resulting interpretation may come from statistical evidence, such as the percentage of certainty 
that an unknown DNA sample matches a known DNA sample, or from scientific explanation, as 
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when a medical diagnosis can account for abnormalities observed (Evett, 1983; Nordby, 2005).  
In the end, these results and conclusions must withstand the standards of the court of law.   
II – a - Forensic procedure 
 Proper management and investigation of a crime scene is vital to the outcome of a case 
(Becker and Dale, 2003; Miller, 2005).  All evidence must be properly handled (Weston, 1998).  
Those responsible for investigating and protecting the crime scene may be police officers, crime 
scene investigators, detectives, or scientific specialists (Weston, 1998).  To assure proper 
examination of the crime scene, a specific methodical process, including physical evidence 
recognition, documentation, proper collection, packaging, preservation, and scene reconstruction, 
is followed (Adams and Krutsinger, 2000; Miller, 2005).   
 Crime scene investigation is only as good as the management supporting the 
investigation.  Important to the success of the investigation are information management, 
manpower management, technology management, and logistics management (Becker and Dale, 
2003; Miller, 2005).  Managers provide communication and coordination throughout the entire 
investigative process.   
 Police officers, fire department personnel, and emergency medical personnel, often the 
first responders, should assist any victims, search for and arrest suspect(s), detain witnesses, 
protect the crime scene, and communicate to the crime scene investigators (Miller, 2005).  Safety 
is always the first concern, but thorough documentation of the scene is also vital (Jamieson, 2004; 
Miller, 2005; Scott, 2009a; Trestrail, 2007). The first responder must secure and restrict access to 
the scene, as any movement in the area has the potential of altering or changing the evidence 
(Miller, 2005). 
 Once the crime scene investigator arrives at the scene, a preliminary walk-through is 
performed to help reconstruct the scene, identify evidence needing immediate attention, prepare 
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for weather or unanticipated conditions, identify entry/exit points and paths taken by first 
responders, record initial observations, and evaluate the need for specialists or special equipment 
(Jamieson, 2004; Miller, 2005; Scott, 2009a; Trestrail, 2007).   
 The most important step in crime scene investigation is documentation (Jamieson, 2004; 
Miller, 2005; Scott, 2009a; Trestrail, 2007).  After the preliminary walk-through, the crime scene 
investigator should document everything they encountered.  This is time-consuming and requires 
accurate organization.  The four required types of documentation are note taking, videography, 
photography, and sketching (Miller, 2005; Scott, 2009b).  When possible, the notes should 
include who, what, when, why, where, and how.  Information related to notification, arrival, 
scene description, victim description, and crime scene team also should be included (Scott, 
2009b).  Video taping can be helpful because it provides a three dimensional aspect.  The tape 
should document case information, scene surroundings, orientation of the scene, and victims‟ 
viewpoint.  Multiple camera techniques may be used, including varying lighting (Miller, 2005; 
Scott, 2009b).  Just like videography, photography records the initial condition of the scene, but it 
also includes pictorial documentation of specific evidence (Grip et al, 2000; Miller, 2005).  
Photos should always be taken starting with a general picture and working towards more specific, 
close-up photos.    Finally, sketching allows for documentation supplemented with measurements 
and units, which allows for the correct perspective and placement of physical evidence (Miller, 
2005; Scott, 2009b).  Two types of sketching are used, a rough sketch and a finished or final 
sketch, both of which are drawn as both an overhead view and a side view.  Measurements can be 
made using triangulation, a base-line, or polar coordinates; all three are based on two fixed points 
such as building corners, utility poles, or trees.   
 To search a crime scene for physical evidence, search methods typically involve 
geometric patterns such as link, line and strip, grid, zone, wheel or ray, and spiral (Bates and 
Lambert, 1991).  Each pattern has disadvantages and advantages and is appropriate for a 
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particular type of scene (Miller, 2005).  Once physical evidence is found, it must be properly 
collected and preserved.  An evidence collector is identified to ensure consistent collecting and 
packaging methods (Miller, 2005).  Most evidence is collected in a primary container and 
packaged again in a secondary container.  The outer container is sealed with tamper-resistant tape 
and marked with the initials of the collector over the tape.  The container should also be marked 
with information about the evidence.  To prevent contamination, each item is packaged separately 
in the proper container, with the container selected based on the type of evidence.  For example, 
liquid or volatile evidence is packaged in an airtight, unbreakable container, while most 
biological evidence is packaged temporarily in a non-airtight container (Budowle et al, 2006; 
Miller, 2005).   
 The final step in the basic crime scene investigation is reconstruction.  This includes 
determining both what happened and what did not happen at the scene.  Reconstruction is based 
on the appearance, location, and position of physical evidence, and laboratory examination of that 
evidence (Jamieson, 2004; Miller, 2005; Scott, 2009a; Trestrail, 2007).  The method of 
reconstruction follows the general scientific method: data is collected, an initial idea is formed, 
more data accumulation leads to a hypothesis, testing is done to prove or disprove the hypothesis, 
and a theory is formed.   
 Several scientific specialties, such as pathology, toxicology, odontology, and 
anthropology, exist within the science of forensics, allowing for in depth and accurate 
examination of the crime scene and evidence collected.  The pathologist performs autopsies and 
identifies the time, cause, and course of death (Wright, 2005).  The toxicologist analyzes bodily 
fluids for presence of toxins or poisons, and also determines the cause of death (Fenton, 2005; 
Anderson, 1998).  Odontologists and anthropologists determine the identification or physical 
characterization of the victims, but odontologists analyze teeth while anthropologists analyze the 
human remains, most commonly bones (Glass, 2005; Sorg, 2005).    
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II – b - Laboratory techniques 
 DNA, blood, semen, hair, fibers, glass, and paint are examples of physical evidence used 
to piece together the events of a crime and ultimately lead to attribution (Netzel, 2005).  As stated 
by Paul Kirk, “physical evidence cannot be wrong…only in its interpretation can there be error” 
(Netzel, 2005).  Laboratory capabilities are constantly growing because of the enhanced 
technology.  Old cases are even being revisited because of advances in technology, such as DNA 
analysis (Miller, 2005; Neufeld, 2000).   
 Biological evidence, the domain of a forensic biologist, traditionally includes hair, blood, 
semen, saliva, and many other tissues (Netzel, 2005), but also includes other biological samples, 
such as plant tissue, seeds, arthropods, and microbes from soil, water, and plants, which may be 
encountered during an agroterrorism investigation (Budowle et al, 2006; Fletcher et al, 2006).  
Serology was used to process most of this evidence in the past, but now DNA analysis is the 
primary tool used (Jobling and Gill, 2004; Netzel, 2005; Smith and Gordon, 1996).  An early 
method of DNA analysis was restriction fragment length polymorphism (RFLP).  In this method, 
restriction enzymes are used to cut the extracted DNA into fragments, followed by separation of 
the fragments by size by gel electrophoresis.  The DNA fragments are then transferred to a 
membrane, hybridized to a labeled probe, and exposed on film, producing a lumigraph.  The 
quantity and quality of the DNA needed to produce useable results was a disadvantage (Budowle 
et al, 1995; Netzel, 2005).   
 Polymerase chain reaction (PCR) is more promising for analyzing genetic material.  PCR 
amplifies DNA in vitro by mimicing DNA replication performed in vivo.  The advantage of PCR 
is the ability to use small quantities and/or partially degraded DNA (Budowle et al, 1995, 2005c; 
Della Manna and Montpetit, 2000; Netzel, 2005).  PCR is now the technique most commonly 
used for DNA analysis in forensic laboratories and also plant disease diagnostic laboratories.  
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Several types of genetic markers can be utilized in PCR to create a genetic profile of an 
individual or sample, the most common for human forensic testing being short tandem repeats 
(STR).  The profile created by the number of STRs in a set number of loci on autosomal 
chromosomes (and occasionally Y-chromosomes) is utilized in parentage testing (Budowle et al, 
1991, 2001; Coble et al, 2006; Hochmeister, 1995; Jobling et al, 1997).  A similar process is used 
for maternal determination using mitochondrial DNA (Hochmeister, 1995; Wilson et al, 1993).  
By querying numerous loci in the procedure and comparing the profile to a database containing 
thousands of profiles, a high level of confidence can be achieved for determining the likelihood 
the unknown sample matches the reference sample (Budowle et al, 2001, 2005a; Netzel, 2005).   
 Many of these molecular typing techniques are also common techniques used for genetic 
discrimination of microorganisms and could be used to compare biological evidence of this type.  
For example, using amplified fragment length polymorphism (AFLP), random amplified 
polymorphic DNA (RAPD), and pulse field gel electrophoresis (PFGE), 44 genotypes of 
Pseudomonas aeruginosa were identified from hospital samples, which lead to the determination 
of the origin of this bacterium (Speijer, 1999).  AFLP was also utilized to determine the 
phylogenetic relationships of taxa within the genus Bacillus, but was unsuccessful at 
discriminating among Bacillus anthracis genotypes because of the low level of diversity (Keim et 
al, 1997). Genotypic variants of Fusarium graminearum and F. colmorum containing a particular 
virulence factor were detected using RAPD, leading to a better understanding of epidemiological 
factors influencing these wheat pathogens (Nicholson et al, 1998).  Additionally, genotype 
characterization was performed on the rice blast fungus, Magnaporthe grisea, using 
microsatellites, also known as simple sequence repeats (SSR), providing an understanding of 
pathogenicity of the population (Kim et al, 2000) . Rapid detection and strain discrimination for 
plant pathogens at ports of entry is important to reduce introduction of exotic or quarantined 
pathogens.  PCR is an excellent tool to use in this setting, such as the one-hour real-time PCR 
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method developed for the identification of the Pierce‟s Disease strain of Xylella fastidiosa (Shaad 
et al, 2002).  These are only a few examples of the wide array of molecular typing techniques 
available (Mitchelson and Morrica, 2008; Schaad et al, 2003) 
 Another method that is being explored for genetic analysis uses single nucleotide 
polymorphisms (SNPs).  SNPs occur when a nucleotide(s) is(are) different between members of 
the same species.  These polymorphisms may or may not result in a phenotypic change, such as 
genetic disorders, depending on the location of the SNP.  Many techniques are available for SNP 
analysis, with most requiring hybridization of the template to a target-specific oligonucleotide, 
but using different detection platforms.  Affymetrix and Illumina SNP arrays have been 
developed to detect and characterize over 10 million known SNPs in the human genome on a 
single microarray (Int‟l SNP Map Working Group, 2001; LaFramboise, 2009; Wang et al, 1998). 
Following hybridization of allele-specific oligonucleotides, detection of the SNPs is achieved 
through measuring the signal intensities of each reaction (LaFramboise, 2009; Wang et al, 1998).  
A similar technique involving SNP-specific oligonucleotide hybridization to the template has 
been developed, but instead of using a microarray, this method utilizes single base extension PCR 
to incorporate a fluorescently-labeled nucleoside into the position complementary to the 
polymorphic site.  The ABI PRISM SNaPshot multiplex kit is one kit that utilizes this technology 
and has been used to characterize organisms into serogroups or pathotypes, such as Eschercholia 
coli and Potato Virus Y (Hommais et al, 2005; Rolland et al, 2008), to identify mutations 
responsible for diseases in animals (Bujakova et al, 2008; Murphy et al, 2007), and for detection 
of desirable traits in plants and animals (Ceriotti et al, 2004; Civaova and Knoll, 2007; Kawuki et 
al, 2009; Ovesna et al, 2003; Van et al, 2005). A colorometric detection technique has also been 
developed using specific oligonucleotides and DNA ligase (Li et al, 2005).  The reactions 
containing mismatches between the target and oligonucleotide cannot undergo ligation, resulting 
in a color change as compared to the reactions containing a perfect match.  
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 Using SNPs to generate a genetic profile can be advantageous over other genotyping 
methods because the profile can be generated from a template of poor quality (Norton et al, 2002; 
Quintans et al, 2004).  By using multiple SNPs and targeting specific sites within the genome, 
more information can be achieved than other methods that are gel based, such as RFLP or 
MLVA, without requiring a more extensive procedure (Kohnemann et al, 2008).  However, to 
generate a SNP profile using most techniques, oligonucleotides specific to each target must be 
designed which can be a limitation if the sequence of the organism is unavailable (Budowle et al, 
2005c, 2010). 
 Laboratory techniques for non-biological samples use microscopy to compare known and 
unknown samples, such as fibers, bullets, cartridge casings, glass, tool mark impressions, rocks, 
and soil (Ruffell and McKinley, 2005).  Depending on the type of evidence and the extent of 
detail needed, the appropriate tool may be a polarizing light microscope, phase contrasting light 
microscope, comparison microscope, or a scanning electron microscope (Taylor, 1973). Evidence 
relating to chemical make-up of a material such as paint may be analyzed using a Fourier 
transform infra-red spectrometer, providing a “chemical fingerprint” (de Chazal et al,2005;  
Netzel, 2005; Watling et al, 1997).   
II – c - Microbial forensics 
 A developing area of forensic science, microbial forensics is defined as “a scientific 
discipline dedicated to analyzing evidence from a bioterrorism act, biocrime, or inadvertent 
microorganism/toxin release for attribution purposes” (Budowle et al, 2003).  As the threat of 
microorganisms as weapons has become more apparent, multiple national groups are working to 
increase capability in microbial forensics (Budowle et al, 2003, 2005a). In 2002, the FBI 
established the Scientific Working Group on Microbial Genomics and Forensics (SWGMGF).  
More recently, the Department of Homeland Security (DHS) established the National Biodefense 
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Analysis and Countermeasures Center (NBACC), bringing together public health, veterinary 
science, plant pathology, law enforcement, and national security elements to create a national 
focus on homeland security. For a microbial forensics investigation involving plant diseases, the 
already developed network of plant disease diagnostic laboratories in the U.S., known as the 
National Plant Diagnostic Network (NPDN), can be a vital resource.  The network provides an 
avenue for information exchange and detection and diagnostic capabilities are already set up 
(Bostock et al, 2007; Stack et al, 2006, 2007) 
  Identifying the perpetrator(s) of a biological crime is important, but it is also important to 
identify a pathogen‟s origin and when and how it was introduced (Fletcher et al, 2006).  
Microbial forensic investigations should follow the same process used in other forensic areas: 
crime scene investigation, maintenance of chain of custody, collection of evidence, handling and 
preservation, shipping of evidence, analysis, interpretation of results, and presentation of the 
evidence in court (Budowle et al, 2005a, 2005b).  Since this is a new field, the details of the 
investigative process are still being developed, and gaps exist in key areas (Budowle et al, 2003).   
 Methods of plant disease diagnosis and detection are already available, but the stringent 
demands of a criminal investigation and the pressures of the courtroom require that these methods 
be revised and validated for forensic use (Budowle et al, 2005a, 2005b, 2005c, 2005d; Fletcher et 
al, 2006).  Other aspects of forensic investigation that must be optimized for plant disease 
applications include sampling, packaging, shipping, storage, identification, and discrimination 
(Fletcher et al, 2006).   
 High priorities include detection and identification assays, readily accessible databases of 
genomic sequences and other biological data, and microbial strain repositories containing 
representative pathogen strains (Murch, 2003; Tucker and Koblentz, 2009).  Methods and quality 
assurance (QA) guidelines must be validated prior to an event (Budowle et al, 2005a). 
27 
 
 Another area of concern with respect to forensic plant pathology is the scarcity of 
personnel trained in both applied plant pathology and forensic science.  The U.S. Cooperative 
Extension Service has served as a link between diagnostic laboratories, land-grant universities, 
and producers for many years, but recently has been understaffed, in part because of reduced 
funding and in part because of a shift in graduate student research to fundamental instead of 
applied science.  Targeted funds are needed for education and training in applied plant pathology 
(Fletcher et al, 2006).   
 Bioforensic efforts are limited also by the lack of high-level containment (BSL-3 and 
BSL-4) facilities required for handling high-risk pathogens, which are expensive to build and 
often incite resistance from local citizenry concerned about the potential for inadvertent escapes.  
New containment labs can be constructed in locations where an accidental release of a high-risk 
pathogen would cause no consequences, such as a geographical location where no plant hosts are 
available (Fletcher et al, 2006).   
 Finally, forensic plant pathology is limited by a lack of research and technology 
development.  Rapid and efficient protocols are needed to achieve attribution, and methods need 
to be adapted for specific crime scenes, such as crops, forests, nurseries, orchards, or rangelands 
(Fletcher et al, 2006). 
III - Wheat Streak Mosaic Virus 
 Wheat streak mosaic virus (WSMV), one of the most important pathogens of wheat in the 
U.S., is composed of a positive sense, single-stranded RNA genome encapsidated by capsid 
proteins into a long, flexuous virion, approximately 700 nm in length (Niblett et al, 1991).  
WSMV belongs to the genus Tritimovirus within the family Potyviridae (Stenger et al, 2002). 
The virus is 9384 nucleotides (nt) long and is translated into a single polyprotein, which is 
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processed by three viral proteinases (Stenger et al, 2002).  The 1213nt coat protein coding region 
is located near the 3‟ end of the genome (Niblett et al, 1991).   
 WSMV is common in many wheat-growing regions, including North America, Europe, 
the Middle East, and most recently Australia (Bowen et al, 2003; Burges et al, 2003; Dwyer et al, 
2007; Kapooria and Ndunguru, 2004; Murray et al, 2005; Sanchez-Sanchez et al, 2001; Signoret, 
1974).  Its name comes from the primary host, wheat, and the predominant disease symptom, the 
mosaic pattern formed on the leaves.  Light green streaks parallel to the leaf veins later turn 
yellow, creating green and yellow blotches (McKinney, 1949).   Stunting, sterile wheat heads, 
and premature death are other common symptoms (Stromberg, 2003). 
 While wheat is the preferred host of WSMV, other cereals and grasses including barley, 
oat, rye, maize, brome, blackgrass, crowsfoot, and couch grass are also prone to infections 
(Christian and Willis, 1993; McKinney, 1949; Sill and Connin, 1953).  WSM symptoms and 
damage are most obvious on wheat; other hosts typically show few, if any, symptoms. 
 WSMV, like most plant viruses, is unable to spread from plant to plant on its own. The 
only known vector of WSMV is the eriophyid wheat curl mite (Aceria tosichella Keifer; Connin, 
1956; Keifer, 1936; Somsen and Sill, 1970; Slykhuis, 1955), which is 0.2 mm long, white to 
yellow, and cigar-shaped, with two pairs of legs at the front of the body.  Most, eriophyid mite 
species are host-specific, but wheat curl mites feed on a large number of cereals and grasses 
(Somsen and Sill, 1970).  The mite, because of its microscopic size, is not a quick mover, but 
relies on wind or insects to take it to other plants near and far (Somsen and Sill, 1970.).  
 WSMV, picked up by mites feeding on an infected plant, survives in the mite for life 
(~10 days total), and is passed on to healthy plants during feeding.  The virus is retained through 
molting, but cannot be passed on to the next generation of mites (Somsen and Sill, 1970).  Mite 
and viral spread are influenced by environmental conditions, mainly temperature, moisture, and 
29 
 
wind speed.  Most mite movement occurs at the end of the spring when winter crops and grasses 
have matured, and at the end of the summer when oversummering grasses have matured.  Ideal 
conditions for mite movement are a temperature of 18°C and a wind speed of 25 km/h or greater 
(Murray et al, 2005).  A moist summer promotes growth of volunteer wheat, which serves as an 
oversummering host for the mite.  This allows the virus to remain viable for the following year 
(Connin, 1959; Slykhuis, 1955; Somsen and Sill, 1970; Thomas and Hein, 2003). 
 Control of Wheat streak mosaic (WSM), the disease caused by WSMV, is primarily 
achieved by the removal of oversummering hosts for the wheat curl mite; these hosts are known 
as a “green bridge” because they provide a living host between harvest and fall emergence 
(Bowden et al, 1991).  Destroying the volunteer wheat in the field and surrounding areas by 
cutting of the plants, applying glyphosate herbicides, or withholding water several weeks before 
planting is an effective way to manage insects, mites, and virus (Hesler et al, 2005; Jiang et al, 
2005; Somsen and Sill, 1970).  Delaying planting date is also an effective method of control as 
the delay helps to avoid the primary time of insect and mite movement (Hesler et al, 2005; 
Hunger et al, 1992; Somsen and Sill, 1970).  A few WSM resistant wheat varieties are available, 
but these have a significantly lower yield potential than other varieties, and are generally used 
only when WSM is consistently present at a high severity every year (Baley et al, 2001; Somsen 
and Sill, 1970). 
 Like many RNA viruses, WSMV is known to exist as a quasi-species, in which multiple 
variants of the virus persist in a single population (French and Stenger, 2005).  The primary 
source of the variation is believed to be the error-prone RNA-dependent RNA polymerase, whose 
lack of a proofreading function results in frequent genomic sequence errors (French et al, 2005).  
WSMV variants have been characterized by several groups (Stenger et al, 2002; French et al, 
2003, 2005; Hall et al, 2001a, 2001b; Choi et al, 2001; Rabenstein et al, 2002).  Studies of 
diversity among strains from different geographical locations revealed high pairwise sequence 
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identities and evidence of both low genetic diversity and high genetic stability (Stenger et al, 
2002; Rabenstein et al, 2002). Even though the strains are genetically similar (Figure 3), a 
substantial number of polymorphic sites exist (Stenger et al, 2002).  WSM was first detected in 
the U.S. in the early 1920s (McKinney, 1937).  The accumulation of the virus in the U.S. over 
nearly 100 years has allowed a widespread distribution of the virus.  The U.S. population is 
suspected to be near genetic saturation, meaning the level of diversity found within a specific 
field or region is equivalent to that found across the nation (Choi et al, 2001; French and Stenger, 
2003; Hall et al, 2001a, 2001b). 
 Genetic analysis of the WSMV genome has revealed many conserved regions as well as a 
few genes that are highly variable, including the coat protein (CP), protein 1(P1), protein 3 (P3), 
and regions of the helper component-protease (HC-Pro) (Choi et al, 2001; Stenger et al, 2002, 
French and Stenger, 2005; Shukla et al, 1991).  A 1371 nt region encompassing the CP and the 
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CROP BIOAGENT INTRODUCTION INTENT ASSESSMENT TOOL: ASSESSING THE 
LIKELIHOOD THAT A PLANT PATHOGEN INTRODUCTION WAS INTENTIONAL 
USING WHEAT STREAK MOSAIC VIRUS AS A MODEL PATHOSYSTEM 
 
Abstract 
 The agricultural industry is vulnerable to plant diseases caused by a variety of abundant 
pathogens and, hence, can be targeted by bioterrorists or criminals seeking to disrupt agricultural 
systems or receive personal gain.  Pathogens may go undetected for days, weeks, months, or even 
years due to the latent period between infection/introduction and symptom development, making 
detection of an intentional inoculation difficult.  The Crop Bioagent Introduction Intent 
Assessment Tool (CBIIAT), a decision tool that uses Wheat streak mosaic virus (WSMV) as a 
model pathosystem, was developed to assist investigators in determining if a plant disease 
outbreak was caused by an intentional pathogen introduction.  The CBIIAT was validated by 
seven testers of different professional and educational backgrounds, representing potential tool 
end-users, who applied the tool to assess the likelihood of intentional pathogen introduction in 
two WSMV-infected wheat fields, only one of which was the result of human introduction. By 
comparing the assessment values, number of criteria misinterpreted, level of preparation and 
participation, and educational background of the testers, I demonstrated the successful 
classification of each test case into the appropriate intent category regardless of the scientific 
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experience or previous WSMV knowledge of the tester.  Neither the level of familiarity with the 
tool and the assessment procedure nor consultation with the Cooperative Extension Agent or 
producer during the assessment affected the outcome of the assessment, although these behaviors 
did result in a better understanding of the tool criteria.  The results demonstrate that a plant 
disease outbreak can be assessed for likelihood of intent using the CBIIAT, which can serve as a 
model for the development of similar tools for other plant pathogens.  
  
Introduction 
 The first critical question of any forensic investigation is, “Has a crime been committed?”  
This question may be easily answered in some instances, such as when a shooting results in a 
homicide or a store robbery is caught on tape. However, determining if a plant disease was incited 
intentionally, rather than occurring via natural means, may not be easy. Plant pathologists in the 
United States rarely consider the possibility that pathogens might be disseminated by persons 
having harmful intent.  Recent national emphasis on homeland security, however, has highlighted 
the vulnerability of our crops and plant systems to such actions, leading to an awareness of the 
need for new strategies for agricultural biosecurity (Cameron and Pate, 2001; Casagrande, 2000; 
Cupp, Walker II, and Hillison, 2004; Madden and Wheelis, 2003; National Institute of Justice, 
2006; Wheelis, Casagrande, and Madden, 2002). 
 Criminal acts targeting our crops, forest, rangelands, and other plant resources can be 
divided into biocrime and bioterrorism.  A biocrime involves the use of a biological agent to harm 
an individual or a targeted group.   Motives might include spite, revenge, competition, jealousy, 
economic gain, or the opportunity to make a statement.  Bioterrorism refers to an act in which a 
biological agent is used to target a nation, state, or a specific area, and can be mounted by a 
terrorist group or a government.   
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 Symptoms of plant diseases typically do not appear immediately after infection, but 
rather after a few days, weeks, or even months. This delay is one impediment to distinguishing 
between a natural and intentional outbreak (Fletcher et al, 2006).  Others include the abundance 
of plant diseases that occur naturally, the genetic variability among plant pathogens of the same 
species, and the limited information available on the thousands of plant pathogens found in 
nature.  
 We sought to assist first responders, law enforcement personnel and forensic 
investigators in the determination of potential intent in a plant pathogen introduction.  A decision 
tool, designated the Crop Bioagent Introduction Intent Assessment Tool (CBIIAT), was designed 
to assist responders to evaluate various features of a disease outbreak, and then weigh and 
quantitated these elements to yield a useful measure of intent probability.  Some of the disease 
information required can be collected on-site, while other input can be obtained by interviewing 
the producer(s), Area and/or County Cooperative Extension personnel, and/or the regional plant 
disease diagnostician (often a person associated with the state‟s branch of the USDA‟s National 
Plant Diagnostic Network) (Stack et al, 2006).  The tool consists of a series of statements, each 
weighted based on relevance to the determination of human intent.  The evaluator assesses the 
applicability of each statement, assigning a numerical rating. A formula is then applied to yield an 
estimate of the likelihood that the disease event was human-incited.  The CBIIAT was modeled 
after a similar tool developed for application to an outbreak of the human disease, tularemia, in 
Kosovo in 1999 (Grunow and Finke, 2002).  
 Plant pathogens are diverse, and include bacteria, fungi, viruses, viroids, nematodes, 
protozoans and parasitic plants.  An ideal decision tool should be applicable to disease caused by 
any pathogen, but this CBIIAT was designed around a model pathosystem involving Wheat 
streak mosaic virus (WSMV) and its primary host, wheat. Wheat is the principal grain grown in 
the Unites States, with approximately 63 million acres planted each year (National Agricultural 
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Statistics Service, 2010).  WSMV occurs in most wheat producing areas of the U.S. on an annual 
basis and can lead to yield losses as high as 100% in infected fields (Christian and Willis, 1993).  
 WSMV serves as a good model because its prevalence in Oklahoma made it convenient 
to access naturally affected wheat fields, and possible to purposefully inoculate a field plot to 
simulate a criminal event.  Furthermore, the epidemiology and genetics of the virus have been 
studied extensively.  WSMV is a positive sense, single-stranded RNA virus belonging to the 
genus Tritimovirus within the family Potyviridae, one of the largest families of plant viruses 
(Stenger, Seifers, and French, 2002).  A distinctive disease symptom is the mosaic pattern on the 
leaves; light green streaks that appear parallel to the leaf veins, later turning yellow, creating 
green and yellow blotches (Murray et al, 2005). Stunting, wheat head sterility, and premature 
plant death may also occur during severe outbreaks (Stromberg, 2003).   
 WSMV can be spread from plant to plant by its only known vector, Aeceria tosichella 
Keifer, the wheat curl mite (WCM).  This arthropod feeds not only on wheat, the primary host of 
WSMV, but also on many other cereals and grasses, most of which are also hosts of WSMV 
(Murray et al, 2005). The WCM is microscopic (0.2 mm long) and relies on the wind or other 
insects to move it from plant to plant, resulting in a pattern of virus spread that correlates with 
wind direction (Slykhuis, 1955; Somsen and Sill, 1970).  
 Both WSMV and the WCM require a living host for their survival. Before wheat is 
harvested, the mites move onto new host plants, often volunteer wheat or a different crop, such as 
corn.  This “green bridge” serves as a source of inoculum for the next wheat crop (Somsen and 
Sill, 1970; Thomas and Hein, 2003; Thomas, Hein, and Lyon, 2004).   
 This report describes the development, evaluation and application of a decision tool 
designed to assist investigators in determining if a WSMV outbreak was caused naturally or by 
human activity.  The CBIIAT‟s utility and accuracy was evaluated by multiple testers of diverse 
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professional backgrounds and training levels.  Tester input was incorporated into the final version 
of the tool, which is posted on the World Wide Web (http://bioinfosu.okstate.edu/NIMFFAB).  In 
its current form, the CBIIAT may be valuable in forensic investigations of plant disease 
outbreaks, but its primary utility is to serve as a model for the development of new decision tools 
for plant disease outbreaks caused by any plant pathogen on any host.   
 
Materials and Methods 
 
I – Decision tool development 
I - a - Criterion Selection 
 Criteria to be included in the tool (Figure 1), which were selected by reviewing WSMV 
literature and by consulting experts on WSMV epidemiology and forensic science, include 
various factors related to disease development, the pathogen, social and political factors, and 
traditional forensic issues. The utility of each criterion in the CBIIAT, and the overall 




Figure 1:Screenshot of the CBIIAT assessment table, including the assessment values and weighting factor 
descriptions.  The criteria are the revised statements after completion of the evaluations.  Adapted from 
Grunow and Finke, 2002. 
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I - b - Weighting Factors 
 Each criterion was assigned a weighting value from „1‟ (low) to „3‟ (high) based on 
information gathered from scientific literature and WSMV epidemiologists, reflecting its 
perceived level of influence on the question of whether the outbreak was due to intentional 
human activity.  For example, a weighting factor of „3‟ was assigned to the vector criterion 
(Figure 1). WSMV is disseminated in nature only by the arthropod vector, the wheat curl mite.  If 
the mite is not found and has not been reported to occur in the area of a WSMV infection, the 
presence of WSMV cannot be fully explained by natural causes.  In contrast, a weighting factor 
of „1‟ was assigned to the field history criterion; even if WSMV had not been found in the same 
field in previous years, its presence can still be explained by natural causes, such as a possible 
introduction from nearby fields or wild grasses.  
I - c - Assessment Values 
 To estimate the likelihood that a WSM outbreak was intentional, the user is directed to 
assign to each tool criterion an assessment value based on applicability of the statement with 
respect to the incident (Figure 1). If a statement is completely applicable, it should receive an 
assessment value of „1‟.  If only partially applicable, the user would designate an assessment 
value of „2‟; if the statement is false, it would receive a value of „3‟.  If no data are available on a 
particular criterion, or if it is not relevant to the situation, an assessment value of „0‟ may be 
given.  
I - d - Likelihood Calculation 
 After the user assigns an assessment value to each criterion in Figure 1, the likelihood 
that a disease event was human-incited can be calculated.  The rating for each criterion is 
determined by multiplying the user‟s assessment value by the fixed weighting factor. The total 
number of points for all criteria are summed and compared to the point value ranges in the 
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Likelihood Table in Figure 2, which indicate the likelihood that an introduction was intentional. 
The values in the Likelihood Table are based on the total possible points for the tool.  However, if 
a „0‟ is assigned as an assessment value, the ranges in the Likelihood Table must be adjusted to 
compensate for the omission of a criterion, by inputting the summed value of points from the 
assessment table in Figure 1 into the Likelihood Worksheet (Figure 2).  The final point value 
calculated from the Likelihood Worksheet is then compared to the value ranges in the Likelihood 
Table to determine the likelihood that a pathogen introduction was intentional.   
 
 
Figure 2: Screenshot of the online tool showing the worksheet and table used to calculate the likelihood of 
an intentionally introduced outbreak. 
 
I - e - Likelihood Table 
 The Likelihood Table in Figure 2 provides point value ranges corresponding to four 
levels of probable intent: highly likely, likely, doubtful, and unlikely.  Each level corresponds to a 
percentage of the total possible points (100-70%, 69-40%, 39-20%, 19-0%, respectively). These 
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ranges were determined by identifying the final point values obtained through CBIIAT 
assessments of both naturally and intentionally introduced WSM outbreaks.  
 
II – Development of supporting documents 
 
 Many of the targeted end-users of this tool, such as law enforcement officers, producers, 
and Cooperative Extension personnel, may be unfamiliar with WSM and its causal virus.  To 
assist users in understanding and assigning assessment values to each criterion, a WSMV fact 
sheet, generated by consulting relevant scientific literature related to each criterion, was included 
in the CBIIAT (Appendix A).  Further, examples of assessments are provided in each section of 
the fact sheet to illustrate how such factors may impact the assessment.  
 Because the CBIIAT was designed to be used in an investigative setting in which 
extensive incident documentation would be necessary, a report worksheet was also developed.  
This worksheet, which was adapted from the Oklahoma State University Plant Disease and Insect 
Diagnostic Laboratory (OSU PDIDL) sample submission report, provides space to record the 
reporting agency, the field history and conditions, weather, pathogen and disease components, 
laboratory test results and forensically relevant physical evidence.  Completion of the worksheet 
is not required for CBIIAT use, but can assist in assessing and documenting the incident.   
 
III –Field selection 
 
 Two natural WSM outbreaks, one in central and the other in western Oklahoma, were 
identified via surveillance reports to the OSU PDIDL.  WSMV positive fields, determined 
through ELISA and PCR (performed by the OSU PDIDL), were located in Kingfisher and 
Canadian Counties in 2008, in Canadian County in 2009, and in Texas County in 2010.  
Assessments were conducted by visiting the fields and by consulting with the area extension 
agent and producer when they were available.   
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 To create an intentionally caused outbreak, wheat was planted at the OSU Plant 
Pathology Research Farm in Stillwater, OK in the fall of 2008 and 2009 and was intentionally 
inoculated with WSMV.  A laboratory-maintained isolate of WSMV (originally collected from 
infected wheat in Oklahoma; specific origin unknown) was spray inoculated onto month old 
winter wheat, Triticum aestivum „Vona‟, as described by Hunger et al (1992).   Forty plots (four 
m
2
) scattered throughout a 361 m
2
 field were inoculated to create a random distribution of the 
disease. 
 
IV – Online tool development 
 
 To enhance the accessibility of the tool to law enforcement and other end-users the 
CBIIAT was adapted to an online format that provides a fully interactive interface 
(http://bioinfosu.okstate.edu/NIMFFAB).  After registering to gain access, the user enters their 
assessment values into the appropriate spaces and the likelihood calculation is performed 
automatically.  Specific information needed for each criterion, provided in the factsheet, is 
available by clicking a link from the assessment table to disease specific information.  Other 
resources, including the plant disease worksheet, a glossary of terms, example assessments, and 
links to other informative websites also are available.  A report of the completed assessment, 
including the calculated likelihood, can be printed and saved.   
 
V – Decision tool evaluation 
 
 To evaluate the effectiveness of the CBIIAT in determining the likelihood that a disease 
event was either naturally or intentionally/human-incited, assessments were completed by testers 
representing various groups of potential end-users, on both a naturally occurring and an 
intentionally inoculated WSMV outbreak in Oklahoma in 2010. At each field site, seven 
individuals of different backgrounds, who might be involved in an authentic case investigation, 
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were recruited as testers.  Due to limitations of travel, only three of the seven were able to 
evaluate both fields.  The testers included research plant pathologists, Cooperative Extension 
agents, wheat producers and law enforcement officers.  Each tester had access to the CBIIAT 
several days in advance and was encouraged to familiarize himself with the tool and the process.  
While the testers were in the field, the producer and/or County Cooperative Extension agent 
responsible for the area were available to answer questions about the incident or field.  The 
number of clarifying or informational questions asked by each tester was recorded. Testers were 
asked also if they had familiarized themselves with the tool before arriving at the site and whether 
they had consulted the factsheet during their assessment.  The final point values reached by each 
tester and the data collected about their assessments were used to assess the effectiveness of the 
tool in assisting a disease incident investigator to judge the likelihood that the event could have 




I – Creation of tool 
  
 The CBIIAT was created with inclusion of criteria that are relevant to the determination 
of intent of a WSM disease outbreak and cover multiple elements of an outbreak.  The content 
and composition appear to be appropriate for assessing introduction intent after preliminary 
evaluations at various Oklahoma WSM outbreaks.  The online CBIIAT was created with user-
friendly options and examples.  The online version will be used to disseminate the tool to law 
enforcement personnel and first responders. 
 
II– Determination of intent likelihood 
 
 The range of total point values reached by the testers ranged from 36 to 87.  Despite the 
variation, all totals fell within the point ranges that correctly assessed the intent of the two 
outbreaks; „doubtful‟ or „unlikely‟ for the naturally infected field and „likely‟ or „highly likely‟ 
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for the intentional field (Figure 3).   Therefore, all the testers arrived at appropriate conclusions in 
each test case about the likelihood that the disease was either naturally or intentionally incited.  
 
 
Figure 3: Distribution of tester assessment values for both the natural and intentional wheat streak mosaic 
outbreaks.  The categories across the top indicate the likelihood category that corresponds to the assessment 
values (shown in Figure 2). 
 
III – Familiarity with the tool may contribute to a realistic assessment 
 
 Due to the complexity of the tool format and the fact that investigators from law 
enforcement agencies would likely be unfamiliar with WSMV, I hypothesized that becoming 
familiar with the tool, understanding how the assessment works, and taking advantage of the 
resources that were available during the assessment would increase a users‟ ability to interpret the 
scenario and lead to a more accurate assessment.  To test this hypothesis, the number of criteria 
misinterpreted by each tester was determined by reviewing their assessment choices and 
identifying those criteria for which they assigned inappropriate assessment values (Table 1).  
Furthermore, as each tester performed their assessment, notes were recorded on their use of 
resources.  The number of criteria misinterpreted by each tester during the assessment was 
compared to the final point value they obtained. The testers‟ familiarity with the tool prior to the 
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assessment was also considered. Most criteria were misinterpreted by at least one tester, but three 
criteria were misinterpreted by five or more testers. The misinterpretation was most likely due to 
compounded negatives concerning whether a „false‟ assessment should be assigned or specialized 
scientific language in the criterion statement.  The wording of these criteria was revised to 
facilitate tester interpretation (compare assessment table in Figure 1 to Table 1).  
 
Table 1:Number of times each criterion was misinterpreted by the testers 
 
 
 Figure 4 shows the distribution of final point values as they relate to the number of 
criteria misinterpreted and whether or not the tester previewed the tool.  The number of criteria 
misinterpreted appears to be related to the tester‟s familiarity with the tool prior to the 
assessment.  More criteria were misinterpreted by testers who had not previewed the tool than by 
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those who did so.  To determine if the appropriateness of a tester‟s assessment was affected by 
criteria misinterpretation, the absolute value of the deviation from the true value (final point value 
received when the assessment was completed as designed) was plotted against the number of 
misinterpreted criteria (Figure 5).  While testers having the greatest number of misinterpreted 
criteria appear to show the greatest deviation from the true value, the correlation is weak if 
present at all.  Therefore, although studying the tool prior to assessment appears to decrease the 
number of criteria misinterpreted, it may not enhance the accuracy of the assessment.   
 
Figure 4: Distribution of the tester‟s final assessment values for the natural and intentional outbreak 
assessments in relation to the number of misinterpreted criteria.    The testers with the fewest misinterpreted 
questions became familiar with the tool prior to assessment.  
 
 
Figure 5: Correlation between the deviation from the true assessment value and the number of 
misinterpreted criteria for all the testers.  The R
2




IV – Enhancing the assessment through conversations with the grower and Cooperative 
Extension agent.  
 
 To obtain all the information needed to complete the assessment using the CBIIAT, it 
was necessary for the tester to question the extension agent and/or producer of the wheat.  Asking 
questions during the assessment may provide testers a better understanding of the situation and 
lead to a more insightful assessment of the outbreak.  To determine whether the number of tester 
questions asked influenced the assessment outcome, the number of questions was plotted against 
the absolute value of the deviation from the true assessment value (final point value received 
when assessment was completed as designed) (Figure 6).  There was no correlation between the 
number of questions asked and the accuracy of the assessment.  However, with few exceptions, 
the number of questions asked was negatively correlated with the number of criteria 
misinterpreted (Figure 7).  
 
Figure 6: Correlation between the deviation from the true assessment value and the number of questions 
each tester asked during the outbreak assessments.  The R
2
 value indicates there is no correlation between 





Figure7: Correlation between the number of misinterpreted criteria and the number of questions each tester 
asked during the outbreak assessment.  The R
2
 value indicates there is no correlation between the two.  
 
 
V- An appropriate assessment was achieved regardless of tester educational background.  
 
 The purpose of the CBIIAT is to assist outbreak investigators who lack experience in 
plant pathology or science.  To determine whether the tool was developed so that individuals of 
diverse backgrounds and education could apply the tool appropriately, the final assessment values 
reached by each tester (scientist vs. non-scientist) were compared to the number of criteria 
misinterpreted (Figure 8).  Scientists and non-scientists each clustered into their respective 
groups, with the non-scientists misinterpreting more criteria than the scientists, but the ranges of 
final point values assigned by scientist and non-scientist testers for the intentional outbreak 
overlapped.  In contrast, the non-scientists reached higher assessment values for the natural 
outbreak than the scientists did.  Even with the slight difference in assessment values, however, 
all the individuals came to similar conclusions about the natural outbreak (Figure 3).  Therefore, 
the outcome of the assessment was not affected by whether the tester performing the assessment 




Figure 8: Distribution of the tester‟s final assessment values in relation to the number of misinterpreted 
criteria.  The shapes indicate the tester‟s scientific experience, showing the scientist had the fewest number 
of misinterpreted criteria for both the natural and intentional outbreaks. 
 
Discussion 
 Each occurrence of a particular plant disease in a particular crop host will have unique 
features, but some characteristics will be similar each time and can be utilized in decision 
making.  For WSMV, the essential role of the wheat curl mite for natural dissemination presents a 
characteristic pattern of virus spread within a field; the most severely affected wheat will 
generally occur at the site of mite introduction, with an infection gradient extending through the 
field in the direction of predominant winds.  Between growing seasons, the mites survive on 
volunteer wheat or alternative grassy hosts, i.e. the “green bridge.”  In a typical WSM outbreak, 
an alternative grassy host species or an alternative host such as corn can often be identified near 
the point of introduction.  Introduction of the virus from a nearby field can be discerned by 
comparing the locations of infected plants to wind direction.  
 The intentionally inoculated wheat field used in this study differed significantly from the 
natural outbreaks.  The location of the infected field was unusual for a WSMV outbreak, and 
there were no other WSMV infected fields nearby.  The symptoms were sporadic throughout the 
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field and did not resemble the spread pattern of an introduction of the virus through a wind-blown 
arthropod vector.  The affected plants were severely symptomatic with almost a 100% yield loss, 
a loss rate that occurs rarely in a natural outbreak.  Because the intentionally inoculated field was 
located on the OSU Plant Pathology Research Farm, it is possible that the testers guessed the 
virus was introduced by humans.  However, the testers were not informed of the intent prior to 
the assessment, nor were they informed they would be assessing an intentionally inoculated field.  
Therefore, the probability of the testers guessing the intent was low.     
 Although the CBIIAT was designed for use by members of law enforcement agencies, it 
could be beneficial also to plant disease diagnosticians, Cooperative Extension personnel, or 
producers.  Each potential user group may have different perspectives and training backgrounds.  
Therefore, it is important to validate that the same conclusions can be drawn from the assessment 
of a plant disease outbreak using CBIIAT, regardless of the user‟s background and education, 
which was demonstrated to be true in this study.  The variability among final assessment values is 
expected because of the differences in individual interpretations.  The likelihood ranges 
established in the tool allow for this variability by establishing a reasonable range of point totals 
within which each conclusion is supported. Due to the small sample number of testers, I was 
unable to statistically analyze any of these results. 
 After the likelihood of intent is calculated for an actual investigation, the user must 
decide if a full-scale investigation and response are necessary.  If an intentional introduction is 
„likely‟ or „highly likely‟ based on the results of the CBIIAT, the investigator should seriously 
consider activating the emergency response system and continue with the investigation.  
However, this decision should not be made solely based on the CBIIAT results; a multi-faceted 
approach will provide a better understanding of the response needed.   
 The complete tool, which can be found online at http://bioinfosu.okstate.edu/nimffab, is 
accompanied by a WSMV fact sheet, glossary (Appendices A and B), and example assessment.  
During assessment, the user is directed to consult these resources and to ask questions of the 
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producer and/or extension agent, if either is available.  User familiarity with the resources 
available and understanding of the proper usage of the tool prior to assessment results in a better 
interpretation of the criteria, as demonstrated by Figure 2.  Generally, misinterpretations of the 
criteria lead to deviation from the expected assessment values (Figure 5). However, the 
significance of this correlation could not be determined due to the low tester numbers.   
 Much of the information needed to complete the assessment, such as field history, human 
activity, possible motives and pathogen information, cannot be obtained by examining the field.  
Therefore, questions asked of the producer or extension agent are required for accurate value 
assignments.  Many of the testers in this trial asked questions about every criterion, but some 
asked no questions at all.  No relationship was identified between the number of questions asked 
and the deviation from the expected value (Figure 6).  The most likely explanation for this is that 
individuals familiar with WSMV or plant pathology were able to properly assess the situation 
with few questions, and individuals who lacked science or WSMV experience but asked 
numerous questions also properly assessed the situation.  Testers asked more questions during the 
intentional outbreak assessment than during the natural outbreak assessment, presumably due to 
the unusual circumstances of the former.  Even though the number of questions asked did not 
affect the assessment outcome, the likelihood of criteria misinterpretation did appear to decrease 
as the number of questions rose (Figure 7), perhaps because testers obtaining more information 
better understood the criteria.  The few exceptions to this correlation were most likely due to a 
misunderstanding of the criteria, a problem that was remedied by rephrasing the statements 
(Table 1). 
 Assessment of plant disease outbreaks is typically the job of a plant pathologist.  
However, if criteria are presented simply and resources to aid interpretation are provided, this 
task can be completed by investigators lacking scientific training.  It is not unexpected that testers 
with scientific training misinterpreted the fewest criteria in this study (Figure 8).  Even though the 
law enforcement officers investigate crimes using reasoning and logic, the investigation of a plant 
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disease outbreak requires specific information and an unusual investigative approach.  Even 
though the testers‟ backgrounds may have influenced their ability to interpret some of the tool 
criteria, all of the testers in this study identified the proper intent likelihood categories, as 
demonstrated by the similar final point values obtained by all (Figures 3 and 8).   
 By combining plant disease characterization with traditional forensic investigative 
techniques, the possibility that a plant disease might have been incited intentionally can be 
assessed using the CBIIAT.  Assessment is facilitated by the factsheet and example assessment 
that accompany the tool, as well as by recommended conversations with the producer and the 
extension agent responsible for the field.  The utility of this tool can be enhanced if it is used in 
conjunction with a database containing information on reported outbreaks, where anomalies in 
outbreaks may be discovered.  Such a database is already in place at the National Plant 
Diagnostic Network, a network that links plant diagnostic laboratories across the country (Stack, 
et al, 2006, 2007; Stack and Fletcher, 2007) 
 Although the CBIIAT was developed using WSMV as a model system, it can be adapted 
to other crop diseases by modifying the statements under each criterion.  More significant 
alterations may be necessary to adapt the tool to diseases of plants that are not grown as annual 
field crops.   
 The CBIIAT is designed to serve as only one component in a multi-pronged investigation 
into the likelihood that an introduction of WSMV into a wheat field was intentional. All evidence 
that is collected during the investigation should be considered.  The final determination of intent 
must be made after factoring in all aspects of the investigation.  
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VALIDATION OF A SINGLE NUCLEOTIDE POLYMORPHISM GENOTYPING 
METHOD FOR WHEAT STREAK MOSAIC VIRUS 
 
Abstract 
 The September 11, 2001 attack on the World Trade Center and the Pentagon increased 
the concern about the potential for terrorist attacks on many vulnerable sectors of the U.S., 
including agriculture.  The concentrated nature of crops, easily obtainable biological agents, and 
highly detrimental impacts make agroterrorism a potential threat.  Although procedures for an 
effective criminal investigation and attribution following such an attack are available, important 
enhancements are still needed, one of which is the capability for fine discrimination among 
pathogen strains.  A molecular typing assay was developed, using Wheat streak mosaic virus 
(WSMV) as a model plant virus.  This technique utilizes single base extension PCR to generate a 
genetic fingerprint composed of fifteen single nucleotide polymorphisms (SNPs) within the coat 
protein and helper component-protease genes.  The method was validated for both detection and 
discrimination using nine known strains and eleven field isolates of WSMV.  The assay 
specificity was validated using a near-neighbor panel consisting of eight genetically and 
environmentally similar viruses and healthy wheat tissue. The SNP fingerprints for each isolate 
were consistent among replicates performed by multiple investigators, demonstrating assay 
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reproducibility.  This method incorporates molecular biology techniques that are already well 
established in research and diagnostic laboratories, allowing for an easy introduction of this 
method into existing laboratories.  The specific, sensitive, and discriminatory assay will serve as a 
model for the development of similar tests for many other plant, animal, or human pathogens.   
 
Introduction 
 The September 11, 2001 attack on the World Trade Center and the Pentagon increased 
the concern about terrorist attacks on many vulnerable sectors of the U.S., including agriculture 
(Cupp, Walker II, and Hillison, 2004).  The planting density of crops, and the fact that biological 
agents are easily obtainable and can have highly detrimental impacts, make agroterrorism a 
potential threat.   
 A developing area of forensic science is microbial forensics, which is defined as “a 
scientific discipline dedicated to analyzing evidence from a bioterrorism act, biocrime, or 
inadvertent microorganism/toxin release for attribution purposes” (Budowle et al, 2003).  As the 
threat of microorganisms used as weapons has become more apparent, multiple national groups 
are working to increase capability in this new field (Budowle et al, 2003, 2005). Enhancements of 
the investigative process are still being developed to close gaps that remain in key areas, such as 
sampling, packaging, shipping, storage, identification, and discrimination (Budowle, et al, 2003; 
Fletcher et al, 2006).   
 In addition to identifying the perpetrator of a biological crime, it is also important to 
identify where the pathogen originated and when and how it was introduced (Fletcher et al, 
2006).  Methods of plant disease diagnosis and detection are already available (Henson and 
French, 1993; Vincelli and Tisserat, 2008), but the stringent demands of a criminal investigation 
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and the pressures of the courtroom require that these methods be revised and validated for 
forensic use (Fletcher et al, 2006).  
 A single nucleotide polymorphism (SNP) method for molecular typing of Wheat streak 
mosaic virus (WSMV) was adapted recently from protocols designed originally to test human 
DNA in forensic applications (Bouakaze et al, 2007; Carver, 2007; Grignani et al, 2006; 
Kohnemann et al, 2008; Quintans et al, 2004).  By comparing three strains of WSMV, Carver 
(2007) identified three SNPs in the coat protein (CP) region.  SNP fingerprint was generated 
using the PRISM® SNaPshot™ Multiplex Kit (Applied Biosystems, Inc., Foster City, CA).  Each 
strain had a unique pattern of electropherogram peaks, demonstrating the discriminatory power of 
this new method (Carver, 2007).  The SNaPshot multiplex kit also has been successfully used for 
serotype grouping of Potato virus Y isolates (Rolland et al, 2008).   
 Molecular comparisons using SNPs are often used for evolutionary, ecological, and 
forensic studies (Bouakaze et al, 2007; Bujalkova et al, 2008; Grignani et al, 2006; Jungerius et 
al, 2003; Kawuki et al, 2009; Kohnemann et al, 2008; Quintans et al, 2004; Ranade et al, 2001; 
Rolland et al, 2008), and can be especially helpful in typing organisms with high mutation rates, 
such as RNA viruses with mutations caused by an error-prone RNA-dependent RNA polymerase 
(French and Stenger, 2005).  The CP gene of WSMV is the most variable region of the genome 
with several conserved regions corresponding to the functionally important residues (Shukla et al, 
1991).  Other genes with highly variable regions include helper-component protease (HC-Pro), 
protein 1 (P1), and protein 3 (P3) (Choi et al, 2001; Shukla et al, 1991). The high mutation rate 
characteristic of RNA viruses contributes to the evolution of this virus and to its existence as a 
quasi-species, having multiple variants in a single population.  Using SNPs, analysis of these 
variants can discriminate among populations, making this a powerful tool that provides benefits 
that techniques such as sequencing, which focus on identifying the consensus of the population, 
do not offer.   
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 WSMV, an important pathogen of wheat in the United States (U.S.), was selected as the 
model pathosystem for the development of this molecular typing method.  WSMV belongs to the 
genus Tritimovirus within the family Potyviridae (Stenger et al, 2002). The virus genome is 9384 
nucleotides (nt) long and is translated as a single polyprotein processed by three viral proteinases 
(Stenger, et al, 2002). WSMV has a positive sense, single-stranded RNA genome (Niblett et al, 
1991).  This feature is common to most plant viruses, which allows this new SNP typing method 
to be applied almost universally, with minor modifications, to most plant viruses.  Wheat streak 
mosaic (WSM) is a relatively common disease every year and is found in most of the wheat 
growing regions of the U.S. The high prevalence of the virus provides access to many field 
isolates across the nation.  Previous studies have focused on genetic diversity and evolution, 
including mutation rates, phylogenetic positions and polymorphic sites (Choi et al, 2001; French 
and Stenger, 2003, 2005; Hall et al, 2001, 2001; Rabenstein et al, 2002; Stenger et al, 2002). 
Excellent detection methods using PCR have also already been established (Berger and Shiel, 
1998; Chen et al, 2001; French and Robertson, 1994).  Extensive knowledge of the viral genome 
and the availability of robust detection assays facilitate the development of a more stringent, 
discriminatory assay for variant characterization.  
  In this work, I enhanced the discriminatory power of the WSMV molecular typing 
method by increasing the number of targeted SNPs. I expanded the assay to include the HC-Pro 
gene, a highly variable gene of WSMV having multiple functions including gene-silencing, 
vector transmission, and proteolytic cleavage (Stenger and French, 2004; Stenger et al, 2005, 
2005, 2006; Stenger, Young, and French, 2006; Young et al, 2007).  I validated the method by 
determining the sensitivity, specificity and reproducibility of the assay, as well as its ability to 




Materials and Methods 
I - Selection of virus strains 
 WSMV strains were received from virus collections at Oklahoma State University in 
Stillwater, OK, the University of Nebraska in Lincoln, NE, and from AGWEST Plant 
Laboratories in South Perth, West Australia.  Other infected wheat samples were collected in 
Oklahoma wheat fields and from the Great Plains Diagnostic Network (GPDN) wheat virus 
survey of 2008.  Oat necrotic mottle virus (ONMV), Wheat spindle streak mosaic virus 
(WSSMV), and Maize dwarf mosaic virus (MDMV) strain A were received from a virus 
collection at Oklahoma State University.  High plains virus (HPV), Barley yellow dwarf virus 
PAV (BYDV-PAV), and Cereal yellow dwarf virus RPV (CYDV-RPV) were received from the 
GPDN wheat virus survey.  All samples were maintained in dry, frozen leaf material at -80°C, 
with the exception of the Australian WSMV isolate Ginnindera, which was stored at -80°C as an 
RNA pellet. 
II - SNP identification  
 SNPs were identified by comparing the sequences of 85 different WSMV sequences 
obtained from the GenBank database, including the strains Sidney 81 (Accession: AF057533.1), 
Type (Accession: AF285169.1), and El Batan 3 (Accession: AF285170.1).  The CP and the HC-
Pro segments of the genome were targeted for the SNP-typing method because of the high 
variability among strains (Choi et al, 2001; Shukla et al, 1991).  The polymorphic sites selected 
contained high variability among the strains and were surrounded by semi-conserved regions that 
would provide a sufficient template for primer binding.   
III - Nucleic acid extraction 
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 Total RNA was extracted from healthy or infected Triticum aestivum leaves using the 
RNeasy Plant Mini Kit (Qiagen, Germantown, MD) according to manufacturer‟s instructions.  A 
total of 100 mg of tissue was homogenized at full speed for 90 seconds using a mini bead-beater 
(Biospec Products, Bartlesville, OK) and 550 μl of the RLT lysis buffer.  The RNA was eluted 
using 50μl of RNase-free water supplied with the kit and the concentration determined using the 
Nanodrop v.2000 (Thermo Scientific, Waltham, MA).  
IV - Positive control 
 A synthetic plasmid derived from the cloning vector pUC57 was created for each of the 
target regions of WSMV (produced by GenScript, Piscataway, NJ).  The CP synthetic plasmid 
contains nt 8061-9428 and the HC-Pro synthetic plasmid contains nt 1081-2507 (based on Sidney 
81 genome from GenBank, Accession #AF057533).  The plasmids were used during the one-step 
reverse transcription-PCR (RT-PCR) at a concentration of 2 ng/μl and were processed through 
the entire method as a sample.   
V - cDNA synthesis and amplification  
 cDNA was synthesized and amplified from total RNA in a single step using the 
SuperScript™ III One-Step RT-PCR kit with Platinum© Taq (Invitrogen, Carlsbad, CA),  
following the protocol supplied by the manufacturer. In separate reactions primer C1 (5‟-
TACTTGACTGGGACCCGAA-3‟; Sidney 81 nt 8117 to 8134) was used for the CP reverse-
transcription and primer HCR (5‟- CATGCTTGTATACTGAGAACAGTCTCTTG-3‟; Sidney 81 
nt 2373 to 2345) was used for the HC-Pro reverse-transcription to synthesize the DNA strand 
complementary to the RNA sequence (Chenault et al, 1996; French and Stenger, 2005; McNeil et 
al, 1996). The CP region of the cDNA was amplified using the sense primer C1 and the anti-sense 
primer XC1 (5‟-AACCCACACATAGCTACCAAG-3‟; Sidney 81 nt 9371 to 9351) (Carver, 
2007; Chenault et al, 1996; French and Stenger, 2005; McNeil et al, 1996).  The HC-Pro region 
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of the cDNA was amplified using the anti-sense primer HCR and the sense primer HCF (5‟- 
GAAATGCACACATGGACTTAGATGGTAT-3‟; Sidney 81 nt 1159 to 1186) (Stenger and 
French, 2004).  These primers produce a ~1.3 kb amplicon for both CP and HCPro that contains 
the gene and flanking regions (based on the Sidney 81 genome from GenBank, Accession: 
AF057533).  
 Each RT-PCR reaction contained the following components: 25 μl 2X reaction mix 
(supplied with kit), 1 μg template RNA (6 ng of synthetic plasmid), 0.2 μM of each primer (C1 
and XC1, or HCR and HCF), 2.0 mM MgSO4, 1μl of RT/Platinum Taq mix (supplied with kit), 
and sterile water up to 50 μl.  The kit protocol consisted of cDNA synthesis (one cycle of 50°C 
for 60 minutes and 94°C for 2 minutes), amplification (35 cycles of 94°C for 30 seconds, 55°C 
for 30 seconds, and 68°C for 1 minute) and elongation (68°C for 5 minutes). 
 The amplification of the CP and HCPro genes was verified by electrophoresis using a 
1.5% agarose gel in 1X TAE buffer containing SYBR® Safe DNA gel stain (Invitrogen, 
Carlsbad, CA).  The samples and a 100 bp DNA ladder (Invitrogen, Carlsbad, CA) were loaded 
with 1X loading dye containing bromophenol blue and xylene cyanol and were electrophoresed 
for 30 minutes at 100 mV.  The gel was visualized and photographed using ultraviolet radiation.  
VI - Post-amplification treatment 
 To prevent any further binding of the primers or dNTPs, the samples were purified using 
shrimp alkaline phosphatase (SAP) and Exonuclease 1 (Exo1) (Affymetrix, Inc., Cleveland, OH).  
A mixture containing 1 unit of SAP, 2 units of Exo1, and sterile water up to 16 μl was added to 
the 50 μl PCR product. The mixture was incubated at 37°C for 30 minutes followed by 75°C for 
15 minutes to inactivate the enzymes.  The sample was used immediately in further experiments 
or stored at -20°C.   
VII - SNaPshot technology 
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 I used a PRISM® SNaPshot™ Multiplex Kit (Applied Biosystems, Foster City, CA), 
which provides a mechanism of SNP identification by utilizing only fluorescently labeled 
dideoxynucleotides (ddNTPs) during the elongation of template-specific primers during PCR.  
The chemical composition of ddNTPs prevents any further elongation, resulting in a PCR product 
that is one nucleotide longer than the primer itself.   Methods were those of the manufacturer. 
 Specific WSMV primers were designed for each targeted SNP (Table 1).  Each primer 
was of a different length, ranging from 30-65 nt, to facilitate distinguishing the products during 
analysis.  The primers bound to the DNA template within one nucleotide downstream of the 
polymorphic site. During the elongation step, a fluorescent-ddNTP complementary to the 
polymorphic nucleotide was added and elongation was terminated.   Included in each assay were 
controls that were supplied with the SNaPshot kit to verify the performance of the PCR 
components.    
 Each reaction contained 5 μl SNaPshot Multiplex Ready Reaction Mix (provided with 
kit), 3 μl purified PCR product, 1 μl of pooled PCR primers (final concentration of 0.2 μM each), 
and 1 μl of sterile deionized water.  The products were amplified using the following two-step 
program: 25 cycles of 96°C for 10 seconds and 60°C for 35 seconds.  After amplification was 
complete, the samples were treated with SAP to prevent further binding of ddNTPs.  One unit of 
SAP, 2 μl of 10X SAP buffer, and 7 μl of nuclease-free water was added to each SNaPshot 
reaction.  The mixtures were incubated for 30 minutes at 37°C followed by 15 minute incubation 











 The purified SNaPshot products were separated by capillary electrophoresis on an ABI 
3730 Genetic Analyzer after combining 0.5 μl purified SNaPshot product, 0.5 μl GeneScan 120-
LIZ size standard, and 9 μl Hi-Di Formamide (Applied Biosystems, Foster City, CA).  The 
parameters suggested in the SNaPshot protocol were used. The separated products were analyzed 
using Peak Scanner Software v1.1 (Applied Biosystems, Foster City, CA). 
VIII- Data analysis 
 Multiple datasets were created from the SNP profiles for quantitative analyses, including 
data from each peak having a peak height greater than 800 FUs (this limit was set based on 
background noise, explained below).  The first two datasets were created using peak height 
values; one composed of the absolute fluorescence values after normalization based on positive 
control values; the second composed of percent of each nucleotide in each SNP position.  Two 
additional data sets were created similarly, but based on the area under the curve instead of peak 
height.  Both peak height and area under the curve were included in the analyses to determine 
which fluorescent value was more reliable for profile comparisons.  Each dataset was statistically 
analyzed using analysis of variance (ANOVA), assuming a randomized complete block model 
and a p-value <0.05.  The strain and the SNP position were the random blocking effects and the 
replicate was the function of interest. 
 Using the percent nucleotide dataset from the area under the fluorescent peak values, a 
principle component analysis (PCA) was performed using Canoco software (Biometris-Plant 
Research International, Wageningen, The Netherlands) with square-root transformation. The 
WSMV strains and field isolates were included in the analysis, in addition to the in silico SNP 





I - Generation of SNP-specific primers 
 One hundred and twenty-two SNPs within the CP of WSMV were previously identified 
(Stenger et al, 2002).  Ten of these SNPs were selected for inclusion in this assay because of the 
high variability between each strain and the presence of a semi-conserved region surrounding the 
SNP that provides a sufficient template for primer binding.  The remaining CP SNPs for this 
assay were identified by multiple sequence alignment of 85 different WSMV sequences obtained 
from GenBank, including the strains Sidney 81, Type, and El Batan 3.  The SNPs in the HCPro 
region of the genome were identified by performing a multiple sequence alignment of 13 WSMV 
HCPro sequences obtained from the NCBI database.  The same criteria were used for selection of 
the SNPs. Due to the limited number of SNPs having an adjacent template sufficient for primer 
binding, both the positive and negative sense strands of the viral template were used.  
 A 20-25nt hybridizing region was designed for each SNP with the addition of a [GACT]n 
tail to the 5‟-end to provide a unique length for each primer, ranging from 30-65nt.  Using 
Oligocalc software (Kibbe, 2007), the thermodynamics and folding structures were checked for 
each primer.   Each primer was checked for specificity to WSMV using BLASTn with the NCBI 
database.  Any primer that was not specific to WSMV or possessed folding structures with a ∆G 
greater than 3.0°C was eliminated from the study.   
 The remaining SNP-specific primers were screened for inclusion in the assay by 
performing monoplex and multiplex in vitro tests using synthetic targets that were specific to 
each primer.  Primers generating a single fluorescent peak in the SNaPshot electropherogram and 
no peaks in the negative control were selected for inclusion in the WSMV SNaPshot assay 




Figure 1: Black and White image of CP multiplex electropherogram.  The height of each peak indicates the concentration of fluorescent units and the location of 
the peaks along the x-axis indicates the size of the fragment in nucleotides; left to right showing smallest to largest.  The color of each peak (labeled here 
according to nucleotide) indicates the nucleotide being attached (green, red, yellow, and blue represent an A, T, C, and G, respectively).  A) Amplification of 
synthetic targets using eight SNP-specific primers for the WSMV CP, showing a single amplified target for each primer.  B) Negative control for the CP 
amplification, using sterile deionized water instead of the synthetic templates, which demonstrates the absence of non-target amplification.  The peaks present 
(labeled according to fragment size) are size standards to help with the orientation of the fragment sizes.  
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II - Sensitivity and limit of detection 
 The sensitivities of the CP and HCPro assays were determined using synthetic plasmids 
containing the target region.  A 1:3 dilution series was created from a starting solution of  0.075 
pmole/μl. The SNaPshot reaction was performed and the electropherogram generated by capillary 
electrophoresis.  There was a linear relationship between the fluorescent units and the amount of 
DNA (pmoles) in each sample (Fig. 2).  
Figure 2: The amount of fluorescence generated by number of pmoles added to the CP (A) and the HCPro 
(B) SNaPshot assays. Both graphs demonstrate a linear relationship for each SNP (individual lines). The 
sensitivity of the assay was determined by identifying the pmoles that correspond to 800FU using the linear 
equation of the SNP with the steepest slope (C55 and H45).  Linear equations: y=336285x-475.19 and 
y=285041x-1239, CP and HCPro, respectively. 
 
 The background noise in the electropherograms of the negative and positive controls 
consistently appeared between 300 and 750 fluorescent units (FUs) (data not shown).  To reduce 
the possibilities of false positives from background peaks, the limit of detection was set at 800 
FUs, and this level was applied to determine the sensitivity of detection by calculating the number 
of pmoles that corresponds to 800 FUs; 0.00379 pmoles and 0.00715 pmoles for CP and HCPro, 
respectively.   
III - Specificity to WSMV 
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 Genetic and environmental near-neighbors to WSMV were tested for RT-PCR 
amplification and SNaPshot assay detection.  These viruses included ONMV, WSSMV, MDMV, 
HPV, BYDV-PAV and CYDV-RPV, and healthy Tricitum aestivum cv. Chisholm.  Figure 3 
shows the gel electrophoresis results, demonstrating the lack of the WSMV characteristic ~1300 
bp amplicon in the near-neighbor samples and the presence of this amplicon in the WSMV 
positive controls.  Amplicons were present in three samples from the CP assay: HPV, CYDV-
RPV, and BYDV-PAV.  In silico analysis using NCBI BLASTn demonstrates that portions of the 
C1 and XC1 primers are complementary to regions within each of their genomes.  However, the 
primer sequence is not 100% complementary to any of the three, which may explain the presence 
of the faint bands.  These three samples were subjected to the SNaPshot assay and no fluorescent 
peaks were present in electropherograms, demonstrating that the SNaPshot assay is specific to 
WSMV.   
 
Figure 3: Gel electrophoresis of CP and HCPro amplification of WSMV near-neighbors. Lanes 2-8 and 
11-17 are ONMV, WSSMV, MDMV, HPV, CYDV-RPV, BYDV-PAV, and healthy wheat PCR products 
for CP and HCPro assays, respectively.  Lanes 1 and 20 are a 100bp DNA ladder.  Lanes 9 and 18 are the 
positive control CP and HC-PRO WSMV plasmid, respectively.  Lanes 10 and 19 are negative controls.  
Only the positive controls produced ~1300 bp amplicons, corresponding to WSMV.  
 
IV - Characterization of WSMV strains and field isolates 
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 The discriminatory ability of the SNaPshot assay was tested using known strains of 
WSMV (Sidney 81, type, OSU, Alvaro, Franco, and Ginnindera) and 16 field isolates.  A PCR 
amplicon of the appropriate size for the CP and HCPro was obtained for each sample (Fig. 3).  
Each strain and most field isolates produced a unique SNaPshot fingerprint (Table 2).  However, 
some field isolates that came from the same geographical region had nearly identical fingerprints, 
such as three samples from Montana (Conrad 1, Kalispell, and Huntley B). 
                  Table 2: SNaPshot fingerprints of WMSV strains and field isolates using the IUB 
nucleotide code±.   
Sample Origin SNP Profile 
HC-Pro CP 
Sidney 81 Nebraska M C C A G C G A W R R Y G Y W 
Type Kansas K Y Y A G M G A A C A T G C C 
OSU Oklahoma B Y Y A G B G A A C A Y G Y W 
Alvaro Australia K C C A G C G A W S R T G C W 
Franco Australia K Y Y A G S G A A C A T G C W 
Ginnindera Australia K Y Y A G V G A A C A T G T T 
Billings Montana T C C A G C G A A A A Y R Y Y 
Conrad1 Montana C C C A G C G A A A A C A T T 
Conrad2 Montana T M T A G C G R A A M Y R Y Y 
Conrad3 Montana T C T A A C G R A C A T G C C 
Helena Montana C C C A G C G A A M A Y G Y T 
HuntleyA Montana Y C C A G C G A A A A Y A Y Y 
HuntleyB Montana C C C A G C G A A A A C A T T 
Kalispell Montana C C C A G C G A A A A C A T T 
Toole Montana T C C A G C G A A - A T G C C 
OK-KF Oklahoma K C Y A G S G A A S R C G Y W 
OK-CC Oklahoma Y C C A G C G A A A A C G T T 
OK-Lab Oklahoma B C Y A G C G A A M A Y G B Y 
OK-425 Oklahoma K C C A G C G W A V R H S B W 
CO-17 Colorado K C C R G C G A A M A Y G Y H 
NE-932 Nebraska K C S A G C G A A V R T G C H 
KS-117 Kansas K C Y A G S G A A S R C G Y W 
*El Batan 3 Mexico A C C A C T C A C G A C G C C 
*Czech Czech T A T G A G T G C T C C G T C 
                          * 
indicates in silico results based on the sequence obtained from GenBank. 
 
± 
IUB nucleotide code: R=AG, Y=TC, K=TG, M=AC, S=GC, W=AT, B=CGT, D=AGT, 





 The relationship among these samples was depicted using PCA with the inclusion of the 
in silico SNaPshot results of El Batan 3 and Czech WSMV strains (Fig. 4).  The strains Czech, El 
Batan 3, Sidney 81, and Toole provide a dimension of diversity as these strains have been 
thoroughly tested in previous phylogenetic studies (French and Stenger, 2005; Hall et al, 2001; 
Rabenstein et al, 2002; Stenger et al, 1998, 2002).  The genetic variability among these samples 
as depicted in the PCA is consistent with the current understanding of WSMV genetic diversity.  
The known strains and the field isolates show a high level of diversity with no apparent 
segregation of field isolates based on geographic location. The results indicate that these samples, 
even those obtained from Australia, are more closely related to Sidney 81 and Type than El Batan 
3 or Czech, which is consistent with previous analyses of the U.S. WSMV population (Choi et al, 
2001; French and Stenger, 2003, 2005; Rabenstein, et al, 2002).     
 The original assay developed by Carver (2007) utilized four SNPs, three of which remain 
in the assay described here.  If only the initial three were used to discriminate among these 
samples (40 nt, 50 nt, and 55 nt CP primers), only 14 genotypes (58%) would have been 
identified compared to the 21 (87%) identified using 15 SNPs.  This demonstrates an enhanced 
discriminatory power with an increased number of targets.  
V - Reproducibility of assay 
 The SNaPshot profiles were generated three times from cDNA of the six WSMV strains 
to test for the reproducibility of results.  Each replicate produced identical SNaPshot fingerprints 
for each sample based on qualitative results (data not shown).  The SNaPshot profile was 
generated once more from cDNA of the same samples by another operator and the fact that the 
results of the second operator were nearly identical to those of the first (Table 3) demonstrate that 
the results are not noticeably altered by their performance by another operator.  The discrepancies 
among the profiles generated from the two operators are due to differences in fluorescent signals 
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because different amounts of cDNA were mistakenly used.   However, all the fluorescent peaks 
were visible in all replicates, but the pre-determined limit of detection eliminated some of the 
minor peaks from inclusion in base-calling. To determine if the results (fluorescent units) were 
quantitatively reproducible, a statistical analysis using ANOVA was performed.  During the 
analysis, each nucleotide was compared within each SNP position for each sample replicate.  The 
results for each nucleotide were then compiled into a single number to represent the level of 
variance. Looking at the results of the peak height-absolute fluorescence data set analysis, all four 
nucleotides were statistically significant (Table 4).  However, only nucleotides G and T were 
found to be statistically significant when the analysis was performed on the peak height-
nucleotide percent data set.  The same results were found for both of the area under the curve data 
sets with the exception of nucleotide G in the area under the curve – nucleotide percent data. The 
statistical significance indicates the fluorescence values are different among each strain replicate, 





Figure 4: Principle component analysis of WSMV strains and field isolates.  The known strains are 
depicted by solid circles and the field isolates by the remaining symbols (open diamond=Montana, open 
star=Oklahoma, cross=Colorado, filled diamond=Kansas, X=Nebraska).  The majority of the samples form 
a weak cluster between the Sidney 81 and Type strains, with El Batan 3 and Czech strains appearing as 
outliers. *= profiles generated in silico using GenBank sequence. 






Table 3: WSMV strain SNP fingerprint similarity obtained by two different operators. 
 
*Identity refers to an exact match between nucleotides. 
 
 
Table 4: ANOVA results of WSMV strain replicates 
 
*Num DF= Numerator Degrees of Freedom 
+Den DF= Denominator Degrees of Freedom 
±results are significant if Pr value is less than 0.05 
  
Discussion 
 The ability to discriminate among viral isolates can be useful in evolutionary and 
ecological studies and for forensic investigations in which determining the origin of a biological 
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agent is critical to criminal attribution.  For example, identifying the source of the pathogen 
became a crucial aspect of the investigation of the anthrax letter attacks in 2001, but because 
appropriate scientific tools for strain discrimination were not available at that time it was not until 
seven years later that a suitable test was developed and validated, ultimately leading to attribution 
(Budowle et al, 2005).  The development and validation of universal, robust, sensitive, and 
specific detection and discriminatory assays is important for a rapid and efficient response to 
biological attacks that may occur on our agricultural industry or nation.   
 The assay described here is intended for use in a forensic investigation, but it can be 
useful also for other molecular studies in which viral variant discrimination may be necessary.  
Increasing the number of SNPs targeted in the assay from three to fifteen significantly enhances 
the discriminatory power.  The relationship between SNP number and discrimination ability is 
comparable to that of human DNA fingerprinting, in which the use of as many as thirteen alleles 
results in an extremely low probability that a genetic fingerprint could be found in any other 
individual based on allele frequencies in the population (Budowle et al, 2001).  Because none of 
the probes failed to reveal a variation, each SNP is informative and should be included in the 
assay.  Although I did not test strain El Batan 3 or any of the European strains in vitro, their 
theoretical profiles were included in the data analysis to demonstrate the estimated discriminatory 
ability of the method.  The fifteen SNPs I used for WSMV provide a high level of confidence that 
the fingerprint is unique to the variant population without testing a prohibitive number of SNPs.  
 In my laboratory, the SNP method discriminated among several known strains of the 
virus and also among field isolates collected throughout the United States and in Australia.  
Several of the profiles are similar but have minor differences in the secondary peaks that appear 
for some of the SNPs.  These secondary peaks are due to the presence of multiple variants in the 
population, a feature that adds a higher level of discrimination than can be achieved through 
consensus sequence analysis.  Many of the primary peaks are similar among the strains and 
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isolates because most of the strains and isolates belong to the same clade of WSMV (Stenger et 
al, 2002).  
 In my hands, the limit of detection for the CP assay and HC-Pro assay, respectively, were 
3.79 fmoles and 7.15 fmoles of WSMV cDNA, both of which are lower than the detection limit 
of 10 fmoles reported in the SNaPshot Kit manual. The level of sensitivity of this assay is 
comparable to that of other SNP-based techniques, RT-PCR, and real-time PCR (Henson and 
French, 1993).   
 In applications of the SNaPshot assay to field samples it is important to consider that 
many organisms and viruses other than the target may be encountered, and that some of these, 
such as Triticum mosaic virus (TriMV) and HPV, which are commonly found in the same 
infected tissue (Brakke, 1987; Jensen et al, 1996; Tatineni et al, 2009), may be genetically related 
to WSMV.  I tested many of the viruses known to co-infect wheat with WSMV.  However, since 
TriMV is almost always found with WSMV (Burrows et al, 2009), I was unable to obtain TriMV 
infected wheat tissue that was not also infected with WSMV; therefore, TriMV was not included 
in the specificity study.  However, the primers used in this assay were confirmed to be WSMV 
specific through in silico analyses.  Our in vitro specificity testing demonstrated that the 
genetically similar viruses and ecologically similar organisms included in this study would 
neither interfere with the assay nor provide false positives. This was confirmed by the lack of 
fluorescent signal during capillary electrophoresis of the SNaPshot products for HPV, CYDV-
RPV, and BYDV-PAV.   
 For the successful implementation of this assay in a forensic investigation, the SNP 
profile of a single sample must be reproducible by the same operator and also other operators, 
which was demonstrated in this study for qualitative comparisons.  The inability to utilize this 
assay in a quantitative capacity does not hamper its utility in forensic investigations, as the 
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presence/absence of SNPs in a profile should provide sufficient information.  However, 
quantitative analyses may be beneficial for epidemiological or ecological studies where detecting 
the amount of genetic change may provide insight into organismal interactions or disease 
development.   
 This specific, sensitive, and discriminatory SNaPshot assay has been developed using 
WSMV as a model system.  Similar assays could be developed for application to many other 
plant, animal, or human pathogens by designing organism-specific primers, a task that is 
becoming ever more feasible with the increasing availability of microbial sequence data and 
primer designing software.  This method already has been shown to be useful for other pathogens, 
such as Potato virus Y (Rolland et al, 2008), and for genetic comparisons of humans and other 
organisms (Bouakaze et al, 2007; Bujalkova et al, 2008; Ceriotti et al, 2004; Civaova and Knoll, 
2007; Grignani et al, 2006; Kawuki et al, 2009; Kohnemann et al, 2008; Murphy et al, 2007; 
Ovesna et al, 2003; Quintans et al, 2004).  The assay uses molecular biology techniques that are 
well established already in many research and diagnostic laboratories, allowing for a seamless 
introduction of the technology into existing laboratories.  
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DETERMINING THE EFFECT OF FIELD TREATMENTS ON THE GENETIC 
PROFILE OF WHEAT STREAK MOSAIC VIRUS 
 
Abstract 
 Plant pathogens of wheat are often controlled using chemical compounds.  In addition to 
the use of antimicrobials, pesticides may be used to control arthropod vectors, and fertilizer is 
commonly applied to both enhance grain yield and render the crop less susceptible to pathogen 
attack.  These compounds, in addition to environmental conditions, may alter the plant‟s 
physiology, change the habitat of resident microorganisms, and support the sustainability of 
mutated pathogen genotypes.  Changes in the genotype content and ratios within a pathogen 
population over time could impair effective forensic analysis.  Using Wheat streak mosaic virus 
(WSMV) as a model system, I evaluated the effect of several field treatments and conditions on 
the genetic profile of the virus over two growing seasons.  Quantitative and qualitative 
comparisons of WSMV SNP profiles were used to create a phylogenetic tree using maximum 
likelihood software. Assessment of relatedness using principle component analysis revealed 
variations among the samples, but there was no correlation between field treatment and pathogen 
profiles.  The variation observed is consistent with those found in previous studies on WSMV 
genetic diversity within the United States, suggesting the variation is a natural phenomenon.  
While these field treatments and conditions do not affect the genotype ratios, the    
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variation observed should be considered when developing strategic sampling and data assessment 
methods for forensic investigations.   
Introduction 
 Recently, the emerging threat of bioterrorism and the vulnerabilities present within the 
U.S. agricultural industry have led to a blending of the fields of plant pathology and forensic 
science (Budowle et al, 2003, 2005a, 2005b, 2005c, 2005d, 2006; Cummings and Relman, 2002).  
The practice of planting a single crop variety, the increasing size of U.S. farms, and the natural 
abundance of easily obtainable plant pathogens heighten the risk of a covert attack on U.S. 
cropping systems (Cupp et al, 2004; Fletcher et al, 2006).  Criminal investigation of such an event 
would involve intersection of the law enforcement and security communities with the agricultural 
community; a setting that is rarely encountered in a forensic investigation.  To increase the 
likelihood of criminal attribution in such cases, many national groups are working to develop 
effective protocols for pathogen detection and discrimination and for sample collection and 
processing in agricultural investigations (Budowle et al, 2003, 2005, 2005; Fletcher et al, 2006).  
While many methods for plant pathogen detection and identification exist already, stringent assay 
validation is required for use in a criminal case (Budowle et al, 2006; Fletcher et al, 2006).  
Furthermore, forensically valid plant and environmental sampling techniques are needed.   
 The U.S. is the world‟s largest exporter of wheat, a staple crop worldwide, (US Wheat 
Associates, 2010).  Every year, wheat production is challenged by fungal, bacterial and viral 
pathogens. Common control methods include fungicide applications for the control of many 
fungal diseases, insecticide applications for the control of arthropods and aphids that are common 
vectors of viral pathogens, and cultural practices such as destruction of volunteer wheat and 
weeds and adjustment of planting date.  Annual or bi-annual applications of fertilizer are 
commonly made to increase grain yields and support robust growth, thereby minimizing plant 
105 
 
susceptibility to pathogen attack.  These amendments may alter the physiology of the plant, 
creating a different environment for the resident microorganisms (Blandino and Reyneri, 2009; 
Grossmann and Retzlaff, 1997; Krieg et al, 2003; Molyneux and McKinlay, 1989; Walker et al, 
2009) and leading to the survival of newly emerging pathogen genotypes. 
 Wheat streak mosaic virus (WSMV), a common pathogen of wheat in the U.S. and 
elsewhere, is a single-stranded positive sense RNA virus belonging to the Family Potyviridae and 
genus Tritimovirus (Stenger et al, 1998).   Primarily due to its error-prone RNA polymerase, 
WSMV has a high mutation frequency of ~5.0 x 10
-4
/nt; however, genetic and physical 
bottlenecks encountered during systemic movement in the host plant prevent most of these 
mutants and other genetic variants from moving into other cells (French and Stenger, 2003, 
2005).  Virus sequence diversity from field to field within a single geographic area is as great as 
that among several geographic regions (Choi et al, 2001; Hall et al, 2001).  Hall et al (2001) 
identified a number of singleton substitutions in a WSMV population, suggesting that genetic 
drift plays a major role in the variations observed.  Choi et al (2001) showed a similar result with 
negative selection also contributing to the variation.  Using WSMV as a model pathosystem, I 
developed and validated an assay to generate a genetic profile of the virus population utilizing 
single nucleotide polymorphisms (SNPs) (Chapter 2). 
 During a forensic investigation, elucidation of the original source of the virus will require 
effective field sampling and generation of virus genetic profiles.  Sampling options include 
random, targeted, or statistically derived approaches (Budowle et al, 2006).  Due to the possibility 
of changes in the physiology of the wheat plant after chemical applications, it is important to 
understand how such changes may affect the genotype of the viral population.   
 In this study, I inoculated a wheat field with WSMV, applied different agronomic 
treatments to different field sections, and assessed changes in the WSMV SNP profile over time 
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in each section. The treatments, which included fertilization, fungicide or insecticide application, 
or shading, were designed to mimic conditions likely to be encountered during an investigation of 
a WSMV outbreak.  The findings of this study may assist in the development of sampling 
strategies that will appropriately represent the genetic diversity of plant pathogens in a field 
setting and ultimately contribute to the identification of the introduction source.   
Materials and Methods 
I - Selection of virus strain 
 WSMV infected leaf tissue was obtained from our collection at Oklahoma State 
University (OSU). This laboratory maintained isolate of WSMV (referred to as Lab08 and Lab09 
for the 2008 and 2009 field studies, respectively) was initially collected from an infected wheat 
field in Oklahoma in 2004.  The SNP profile of the isolated virus indicated that, as is normal in 
natural WSMV outbreaks, multiple viral variants were present. WSMV strains Sidney 81 and 
Type were obtained from Roy French (University of Nebraska – Lincoln) as infected wheat leaf 
tissue and stored at -80°C.   
II - Field inoculation 
 Winter wheat, Triticum aestivum cv. „Vona‟, was planted at the OSU research farm in 
Stillwater, OK, using a Hege drill set on #24 for 27 kg per 4046.872 610 m² in November and 
October of 2008 and 2009, respectively.  Approximately one month prior to planting, 46-0-0 
fertilizer (Agri-Nutrients, Catoosa, OK) was applied at a rate of 81 kg of material (37 kg of actual 
N) per 4046.872 610 m².  The laboratory-maintained isolate of WSMV was spray inoculated onto 
month old winter wheat as described by Hunger et al (1992). The 361 m
2 
field was divided into 
eight, 21 m
2
 plots, each containing seven, 1.1 m
2 
subplots with 1.2 m wide borders of wheat 
surrounding each subplot (Figure 1).   Five of the seven subplots were sprayed with the WSMV 
107 
 
inoculum containing Celite® as a wounding agent and the remaining two were sprayed with 
buffer (distilled water with Celite®). 
III - Treatments 
 Each plot received one of several agronomic treatments commonly applied by wheat 
producers or designed to mimic natural environmental conditions.  Durable nylon sunshades that 
were designed to block approximately 75% of the light were placed approximately 1.2 m above 
the ground over one plot immediately following inoculation to mimic shade provided by 
overhanging trees or a cloudy season. Fertilizer (46-0-0), in the form of urea pellets (Agri-
Nutrients, Catoosa, OK), was applied to one plot in late February at a rate of 15 kg per 4046.872 
610 m².  Fertilizer is typically applied shortly before a rain event to ensure the movement of 
nitrogen into the soil.  Due to drought conditions in both study years, I simulated a 6.4 cm rain 
event by sprinkling 2.4 cm
3
 of water onto each subplot following fertilizer application.  
Spectracide Malathion insecticide (Spectrum Brands, Madison, WI) was applied to one plot every 
two weeks after aphids were first observed (mid March) until harvest by spraying the emulsified 
concentrate at a rate of 2.3 cm
3
 per 4046.872 610 m² with a handheld sprayer. An application at 
Feekes stage 10 (Bockus, 2010) of Stratego® fungicide (Bayer, Morrisville, NC) was applied on 
two plots using a handheld sprayer at a rate of 10 fl oz per 4046.872 610 m², with one plot also 
receiving an early application (stage 8 wheat).  The remaining plots were controls and received no 
treatment.  Care was taken to ensure treatments were limited to the intended plot by performing 
spray applications only when wind speeds were lower than 5 mph and by including at least 1.2 m-




Figure 1: Field study plot design for (A) 2008-2009 growing season and (B) 2009-2010 growing season.  The shaded boxes indicate the buffer control subplots 
and the labeled boxes are the WSMV inoculated subplots indicating treatment.  Borders are rows of wheat to serve as barriers between treatments.
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IV - Sample collection 
 Three leaves (symptomatic when applicable) were collected randomly from the western-
most, center, and eastern-most portions of each subplot immediately before inoculation, two 
weeks following inoculation, and every two months throughout the growing season, for a total of 
five time points. Each sample was labeled with an identification code indicating the time of 
collection, year of study, and plot and subplot identification.  After collection, the leaf samples 
were pooled for each subplot and stored at -80°C until sample processing.   
V - Nucleic acid extraction 
 Total RNA was extracted from leaf tissue using the RNeasy Plant Mini Extraction Kit 
(Qiagen, Germantown, MD). The pooled samples for each subplot were diced (~25 mm
2
) and 
thoroughly mixed before weighing out 100 mg. After adding 550 μl RLT buffer, the samples 
were homogenized at full speed for 90 seconds using a Mini-BeadBeater (Biospec Products, 
Bartlesville, OK).  RNA was eluted from the spin columns using 50 μl RNase-free water, 
supplied with the kit.   
VI - RT-PCR 
 The coat protein (CP) and helper component-protease (HC-Pro) genes of WSMV were 
synthesized and amplified using a SuperScript III One-Step RT-PCR Kit with Platinum Taq 
(Invitrogen, Carlsbad, CA) following manufacturer‟s instructions.  The RT-PCR procedure and 
post-extension treatment is presented on page 79 in Chapter IV.  Product amplification was 
confirmed through electrophoresis of 5 μl samples using a 1.5% agarose gel containing SYBR 
Safe DNA gel stain (Invitrogen, Carlsbad, CA) and 1X TAE buffer.  A 100 bp DNA ladder 
(Invitrogen, Carlsbad, CA) was used to estimate product size.  The gels were electrophoresed for 
30 min at 100 mV/cm and products visualized and photographed using ultraviolet radiation.  
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VII - Single base extension PCR 
 SNP fingerprints were generated for each confirmed WSMV positive sample using the 
PRISM SNaPshot Multiplex Kit (Applied Biosystems, Foster City, CA).  As described on page 
80 in Chapter IV, a single fluorescently-labeled ddNTP was incorporated into the position 
complementary to the target SNP.  After post-extension treatment with shrimp alkaline 
phosphatase (Affymetrix, Inc., Cleveland, OH), the products were separated using an ABI 3730 
Genetic Analyzer and the resulting electropherograms visualized using Peak Scanner Software 
v1.1 (Applied Biosystems, Foster City, CA). 
VIII - Data analysis 
 For each SNP position, fluorescent peak higher than 800 FU were used in the analysis.  
SNP profile sequences were recorded for each sample using the IUB nucleotide code (NC-IUB, 
1986) to account for heterogeneity in the SNPs. A separate phylogenetic analysis was performed 
for each field trial, generating a phylogenetic tree using the maximum likelihood (ML) algorithm 
and Tamura-Nei model followed by a bootstrap with 1000 replicates.   The trees were rooted at 
the starting inoculum (Lab08 and Lab09 for the 2008 and 2009 field plots, respectively). 
Nucleotide changes were traced over the bootstrap consensus ML tree using the MEGA 5.0 
software (Tamura et al, 2011). 
 The numbers of heterogeneous SNP positions in each sample are shown in Tables 3 and 
4.  The field treatment corresponding to each heterogeneous position was examined to identify 
any correlation between treatment and heterogeneity.  The SNP positions were also evaluated for 
heterogeneity by calculating the number of samples that were heterogeneous at each position 
(Tables 5 and 6). 
 The primary peak profile was generated for each sample by selecting the peak having the 
highest fluorescent area value in each SNP position and compiling a sequence that represents the 
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predominant viral variant in each sample.  WebLogo 3.0 software (Crooks et al, 2004) was used 
to generate a graph of the differences among the aligned sequences. 
 The nucleotide percentages in every SNP position were calculated for each sample using 
Microsoft Excel. The dataset was analyzed using analysis of variance (ANOVA), assuming a 
randomized complete block model and a p-value <0.05. The year of study and the SNP position 
were the random blocking effects and the treatment was the function of interest.   The 
relationships among the samples within the respective field trial were evaluated by principle 
component analysis (PCA) on square-root transformed data using Canoco software (ter Braak and 
Smilauer, 2002).  The SNP profiles generated for the three best characterized WSMV strains 
(Sidney 81, Type, and El Batan 3) were included in the nucleotide percentage data set to provide 
a dimension of known genetic diversity. The El Batan 3 SNP profile was generated in silico 
because a biological sample of the virus was not available to us (NCBI Accession # 
AF285170.1).   
 
Results 
I - Generation of SNP profile sequences 
 SNP profile sequences were derived for February and May samples from the 2008 field 
trial and for April samples from the 2009 field trial.  As illustrated in Tables 1 and 2, most of the 
plots had at least three positive samples, ranging from 0-4 positives.  No positives were obtained 
from the May 2008 fertilizer plot or the 2008 shade plot.  For 2009, only the April samples were 
included in the analysis due to the low number of positive samples obtained at the other 2009 
sampling dates.  WSMV was not detected in the negative control subplots, suggesting that the 
WSMV infection present in the treated plots resulted from the intentional introduction (data not 
shown).   
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Table 1: WSMV SNP profiles of 2008 field 
samples using the IUB nucleotide code±.  
 a Sample ID: month (F=February, M=May), year (8=2008),             
plot (B,C,D,G,H), subplot (1-5)  
    ± IUB nucleotide code: R=AG, Y=TC, K=TG,  M=AC, S=GC, 
W=AT, B=CGT, D=AGT, H=ACT, V=ACG, N=AGCT (NC-
IUB, 1986) 
 
      
Table 2: WSMV SNP profiles of 2009 field 
samples using the IUB nucleotide code±. 
 
     a Sample ID: month (A=April), year (9=2009), plot 
(B,C,D,F,G,H), subplot (1-5) 
    ± IUB nucleotide code: R=AG, Y=TC, K=TG,  M=AC, S=GC, 
W=AT, B=CGT, D=AGT, H=ACT, V=ACG, N=AGCT 
(NC-IUB, 1986) 
 
 The SNP profiles (Tables 1 and 2) were similar regardless of treatment, but a few 
heterogeneous positions were present through the growing season.  A graphical representation of 
the primary profile of each sample was generated using WebLogo 3.0 (Figure 2).  Seven of the 
fifteen SNP positions show a mixture of nucleotides. However, the major nucleotide in each 
position is consistent with the primary profile of the starting inoculum, which suggests that the 
predominant starting viral variant was maintained throughout the season.  Almost identical results 





Figure 2: Alignment of the primary nucleotide in each SNP position for the (A) 2008 and (B) 2009 WSMV 
field samples.  The size of the nucleotide (bits) indicates the conservation of the nucleotide in the 
alignment. The SNP position number correlates with the HCPro gene (30-60 nt fragment) and CP gene (30-
65nt fragment). Starting inoculum primary profile: TCCAGCGAACATGTT 
 
 While several SNP positions in the multi-variant profiles were heterogeneous, several 
others were well-conserved.  SNP positions 2, 4, 5, 7, 8, 9, 11, and 13 are highly conserved in 
both field trials (Tables 3 and 4).  SNP positions 1 and 15 had the greatest heterogeneity in both 
the 2008 and 2009 trials (Tables 5 and 6). The starting inoculum had six heterogeneous positions, 
but most of the samples contained fewer than six.  No correlation was found between number of 
heterogeneous positions and field treatment. However, the mean number of heterogeneous 
positions decreased for each treatment except the control plot from February to May 2008.  The 
overall means for February and May also show a slight decrease in number of heterogeneous 
positions, but with no other month sampling for the 2009 study, this result cannot be confirmed.  
The mean values calculated in 2009 are higher than those found in 2008, with the late growing 




Table 3: Number of heterogeneous 2008 
WSMV field samples in each queried SNP 
position out of 24 samples.  
 
 
Table 5: Number and identity of 
heterogeneous SNP positions for each 2008 
WSMV field sample.  
 
Table 4: Number of heterogeneous 2009 
WSMV field samples in each queried SNP 




Table 6: Number and identity of 
heterogeneous SNP positions for each 2009 




II - Phylogenetic analysis 
 ML trees for the 2008 and 2009 field trials (Figures 3 and 4) depict the relationships 
among the field samples.  In 2008, the samples clustered within their respective treatments, but 
the bootstrap values are low, providing little support for a true phylogenetic basis for the tree 
topology or for correlation with plot treatment.  The 2009 data (Figure 4) fail to show a 
relationship between position and treatment, with low bootstrap values, with the exception of the 
node containing an early and late fungicide sample and a late fungicide sample (A9F3 and 
A9G1), which has a bootstrap value of 85.  Again, the character tracing fails to demonstrate a 
pattern correlated with treatment.  In both years, the control samples are dispersed among the 




Figure 3: Maximum Likelihood tree with character tracing of WSMV SNP profiles for the 2008 field trial, 
rooted to the starting inoculum (LAB08).  The samples are denoted by month (F=February, M=May), year 
(8=2008), treatment (B=early and late fungicide, C=late fungicide, D=control, G=fertilizer, H=insecticide), 
and subplot (1-5).  All nucleotide changes (major and minor) for each SNP position are traced on the tree, 
showing the nucleotide with a subscript indicating the SNP position (HC-Pro:1-7; CP:8-15).  Bootstrap 





Figure 4: Maximum Likelihood tree with character tracing of WSMV SNP profiles for the 2009 field trial, 
rooted to the starting inoculum (LAB09).  The samples are denoted by month (A=April), year (9=2009), 
treatment (B=fertilizer, C=control, D=shade, F=early and late fungicide, G=late fungicide, H=insecticide), 
and subplot (1-5).  All nucleotide changes (major and minor) for each SNP position are traced on the tree, 
showing the nucleotide with a subscript indicating the SNP position (HC-Pro: 1-7; CP: 8-15).  Bootstrap 
values indicated at applicable nodes.  
 
III - Principle component analysis 
 Little clustering is found in the PCA analysis of both the 2008 and 2009 field trials 
(Figures 5 and 6, respectively).  The Sidney 81, Type, and El Batan 3 strains, at opposite sides of 
the graph, represent the degree of variation that may be found among WSMV strains.  In the 2008 
trial, most samples are located between the Type and Sidney 81 strains.  The starting inoculum is 
near the bottom center of the graph.   Half of the February samples cluster away from the starting 
inoculum near Type, suggesting a non-random shift in viral variant composition.  However, the 
May samples fall closer to the starting inoculum, with some extending beyond it near Sidney 81.  
The lack of treatment clustering, with the exclusion of a weakly formed cluster of the late 
fungicide group, suggests that the variation generated over the growing season is not correlated 
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with plot treatment, a conclusion further supported by the widespread distribution of the control 




Figure 5: Principle component analysis of WSMV SNP profiles from 2008 field study.  The starting 
inoculum (LAB08) is denoted by a filled circle and the characterized strains of WSMV denoted by filled 
diamonds.  The treatments are denoted by symbols (up-triangle=E&L fungicide, right-triangle=late 
fungicide, star=control, x-mark=fertilizer, square=insecticide) and the months denoted by a filled (May) 





Figure 6: Principle component analysis of WSMV SNP profiles from 2009 field study.  The starting 
inoculum (LAB09) is denoted by a filled circle and the characterized strains of WSMV denoted by filled 
diamonds.  The treatments are denoted by symbols (up-triangle=E&L fungicide, right-triangle=late 
fungicide, star=control, x-mark=fertilizer, square=insecticide, cross=shade).  
 
 The 2009 field trial PCA depicts relationships similar to those of the 2008 trial.  Without 
the inclusion of an earlier month‟s data, comparable to the February samples in the 2008 trial, I 
cannot confirm the change of the viral relationships from an early cluster near Type to a spread 
out distribution near Sidney 81.  However, there are several April samples in the same location as 
the 2008 February cluster, which suggests that a similar phenomenon would have occurred in 
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2009.  The late fungicide group does not form a cluster in 2009 like that observed in 2008, 
suggesting the difference in heterogeneity is not a response to the fungicide treatment.   
IV - Statistical analysis 
 The amount of each nucleotide present in each SNP position (expressed as percent of 
total fluorescence) was compared to the nucleotide percentages of the other samples within the 
same treatment group using ANOVA.  After analysis, the values for each nucleotide were 
compiled to generate an overall analysis of variance, as seen in Table 7. All four nucleotides had 
a Pr value >0.05, indicating that there is no statistically significant difference among the 
treatments and starting inoculum.  Figure 7 also shows the lack of correlation among the mean 
estimates of each nucleotide to field treatment.  These results further suggest that the SNP profile 
is not affected by the treatments applied to the wheat field.  
Table 2: ANOVA results for 2008 and 2009 field samples at α=0.05 
 
    *Num DF= Numerator degrees of freedom 
    +Den DF= denominator degrees of freedom 




Figure 7: Mean estimate of 2008 and 2009 field samples from ANOVA analysis, based on the percent of 
total fluorescence for each nucleotide within each SNP position.   Letters above the bars indicates the level 
of significance.  
 
 Discussion 
 The SNP profiles generated for each field sample demonstrate divergence of the viral 
population over the growing season.  While considerable variation was detected, the majority 
came from changes in minor variants of the population as illustrated by the consistency of the 
major viral variant profile in Figure 2.  This demonstrates that the pathogen variation did not 
hamper the interpretation of the SNP profiling.  This finding is consistent with those of previous 
studies demonstrating that mutants are produced but may not become established due to genetic 
and physical bottlenecks (Choi et al, 2001; French and Stenger, 2003; Hall et al,  2001a, 2001b).   
 The data from this study, including the IUB sequence comparison, the phylogenetic 
analysis, the principle component analysis and the lack of statistically significant variation 
differences among the treatment plots, all suggest that the field treatments I applied did not 
significantly affect the WSMV SNP profile.  Therefore, forensic comparisons of WSMV from a 
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field sample should remain unaltered from agronomic treatments that may have been applied by 
the producer during the growing season.  Understanding this relationship, or lack thereof, 
between field treatments and viral genotype will help to develop a sampling strategy for forensic 
evidence by reducing concerns of environmental influences.  Similar levels of variation were 
found in the control plots as were in the treated plots, indicating that the observed variations are 
due to the natural variation of the virus and not to selection pressures generated by the treatments.  
However, this study was conducted in only one location over a two-year period using one variety 
of wheat.  Expanding the study to include multiple varieties of wheat, increasing the sample size 
and study duration, and incorporating fields in different climates would provide a more thorough 
understanding of the genetic variations that may occur due to environmental or physiological 
changes.   
 Interestingly, no WSMV positives were found in the May 2008 fertilizer plot although it 
was present in February.  A conclusion that the fertilization decreased the wheat‟s susceptibility 
to the viral infection was not supported by the April 2009 fertilizer treatment results, in which 
two of five samples were positive.  Additionally, a large portion of the February samples in the 
2008 field trial clustered away from the starting inoculum in the PCA analysis (Figure 5), 
suggesting there was a non-random change to a specific genotype.  However, the genetic changes 
that occurred from February to May resulted in the profiles mutating back towards the starting 
inoculum with a larger degree of variation than that observed in February.  It is not surprising to 
find more variation in May than February because more time was available for mutants to arise 
and replicate.  However, having half of the samples change to a specific genotype dissimilar to 
the starting inoculum was unexpected, and the reason for it remains unclear.  
 The widespread distribution of the field trial samples in the PCA analysis is consistent 
with previous studies in which WSMV genotypes in the Great Plains region of the U.S. were 
found to be comprised of a single population (Choi et al, 2001; McNeil et al, 1996).  French and 
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Stenger (2005) demonstrated that virus populations derived from a single founding event can vary 
due to the bottlenecks imposed during transmission and movement, and from the genetic isolation 
created from cross-protection.  This explanation is probably relevant also to the variation noted in 
this study, with the exception of the transmission bottleneck component, because the WSMV 
vector, Aceria tulipae (Keifer), has not been found near the location of the field trials.  If the 
vector had been present in the field, wheat outside of the inoculated area would most likely have 
been infected, but samples from the buffer control subplots were negative.   
 In conclusion, the agronomic and environmental treatments applied to the wheat field in 
this study did not significantly affect the genetic profile of WSMV, as determined by the 
application of a SNaPshot assay for WSMV isolate discrimination.  Even though the major viral 
variant in the population was maintained throughout the growing season, the genetic profiles 
varied among the samples.  Such variability needs to be considered when sampling an infected 
field for assessment of pathogen genetic composition.  Further studies are needed, with WSMV 
and other plant pathogens, to develop strategic sampling plans that accurately represent the 
pathogen genetic variability in the field.   
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EVALUATING WHEAT STREAK MOSAIC VIRUS ISOLATE RELATIONSHIPS USING 
SINGLE NUCLEOTIDE POLYMORPHISMS 
 
Abstract 
 Determining the spatial spread of plant pathogens is an important aspect to 
epidemiological research and can also be vital to a forensic investigation of a plant disease event.  
Satellite imagery can be used for identifying outbreak epicenters and tracing the spatial spread, 
but molecular typing can be more discriminatory by identifying the genetic changes occurring in 
a virus population.  Current virus typing methods include sequencing, amplified fragment length 
polymorphisms (AFLP), restriction fragment length polymorphisms (RFLP), multi-locus variable 
number tandem repeat analysis (MLVA) and single nucleotide polymorphisms (SNPs), all of 
which provide different levels of discriminatory power. Using SNP typing, the spatial spread of 
WSMV field isolates from two distinct geographical regions in the U.S. was assessed.  Principle 
component and phylogenetic analyses showed that each isolate produced a unique SNP profile, 
but I found no correlation between genotype and location, most likely because WSMV is a well-
established virus nearing genetic saturation in the United States.  However, information from the 





 Plant pathogens are a serious risk to crop production throughout the world, causing an 
average annual yield reduction of 14% (Agrios, 2005; Oerke, 2006; Strange and Scott, 2005).  
Monitoring the spatial spread of pathogens, especially those that are exotic or newly introduced, 
may facilitate disease prevention or response, and also may be applicable to the forensic 
investigation of plant pathogen use in a biocriminal or bioterrorist act, when source identification 
can inform criminal attribution (Budowle et al, 2005; Fletcher et al, 2006).   
 Common tools for collecting spatial disease data for epidemiological studies of plant 
pathogens include geographic information systems, global positioning systems, and remote 
sensing (Maffei and Arena 1992; Nilsson, 1995; Pozdnyakova et al, 2000).  While satellite 
imagery and mapping also can be useful for tracing the spread of a pathogen, detecting genetic 
changes can enhance the discriminatory power for attribution of a crime (Fletcher et al, 2006).  
Some common molecular typing techniques include sequencing, restriction fragment length 
polymorphisms (RFLPs), amplified fragment length polymorphisms (AFLPs), multiple locus 
variable number tandem repeat analysis (MLVA), and single nucleotide polymorphisms (SNPs) 
(Budowle et al, 2005; Fletcher et al, 2006; Vincelli and Tisserat, 2008).  Of these, nucleotide 
sequencing provides the greatest amount of genetic information. However, while the cost of 
sequencing is becoming more reasonable, data analysis is extensive, requiring trained individuals 
and considerable time.  RFLP and AFLP are commonly used for DNA fingerprinting and 
population genetics studies (Bayles et al, 2001; Hong et al, 1996; Newton et al, 2010; Picado et 
al, 2011; Restrepo et al, 1999; Saleh et al, 2010; Singru et al, 2003).  However, they are less 
effective if the sample DNA or RNA is severely degraded and cannot identify specific genetic 
changes.  MLVA is a powerful tool that utilizes repeated regions of microbial genomes for strain 
identification, as demonstrated following the 2001 anthrax attack (Keim et al, 2000, 2004).  For 
organisms lacking repeat regions, such as viruses, or for comparing isolates of low genetic 
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diversity, SNP typing is more appropriate than other methods and can be employed even when 
the nucleic acid is degraded (Budowle et al, 2005; Keim et al, 2004).    
 Wheat streak mosaic virus (WSMV), a common pathogen of wheat in the United States 
and many other wheat growing regions of the world, is a single stranded, positive sense RNA 
virus belonging to the family Potyviridae and genus Tritimovirus (Stenger et al, 1998, 2002). The 
virus is transmitted by Aceria tulipae Keifer, the wheat curl mite (Connin, 1956; Murray et al, 
2005; Somsen and Sill, 1970; Stenger et al, 2005).  The genetic diversity of WSMV populations 
in the U.S. has been well studied since the first documented disease occurrence in the early 1920s 
(McKinney, 1937).  The Protein 1 (P1), Protein 3 (P3), and the coat protein (CP) genes are the 
most variable (Chenault et al, 1996; Choi et al, 2001, 2002, 2005; French and Stenger, 2003, 
2005; Gadiou et al, 2009; Hall et al, 2001a, 2001b;  McNeil et al, 1996; Niblett et al, 1991; 
Stenger et al, 1998, 2002), and the variability within the CP gene is representative of the overall 
genomic variability (Shukla, Frenkel, and Ward, 1991).  Studies comparing WSMV populations 
within the U.S. showed the same levels of viral divergence among plants within a single field as 
among plants in a state, suggesting that WSMV in the U.S. is actually a single population (French 
and Stenger, 2003, 2005; Rabenstein, Seifers, Schubert, French, and Stenger, 2002).   
 A SNP typing method was recently developed for discriminating among strains of 
WSMV (Chapter IV) (Carver, 2007).  In this study, I evaluated the usefulness of WSMV SNP 
typing for evaluating the spatial spread of the virus.  Using geographically distinct WSMV 
outbreaks, genetic fingerprints of field isolates were generated and compared using principle 
component analysis (PCA) and phylogenetic analyses.  The accuracy of the genetic variability 
determined by the SNP typing method was evaluated by comparing the results to the genetic 




Materials and Methods 
I - Selection of virus samples 
 WSMV isolates, obtained from the Great Plains Diagnostic Network (GPDN), associated 
with the National Plant Diagnostic Network (Stack et al, 2006, 2007; Stack and Fletcher, 2007), 
wheat virus survey of 2007 and 2008, were selected from Montana and the panhandle regions of 
Texas and Oklahoma (Table 1).  Nine Montana samples were collected from separate fields near 
six cities across that state.   Eighty Oklahoma and Texas panhandle samples were collected from 
separate fields in eleven counties across the two states.  The presence of WSMV had been 
confirmed by the GPDN laboratories in the respective states using PCR and ELISA.  All samples 
were stored as leaf tissue at -80°C until sample processing.   
 Wheat tissue infected with WSMV strains Sidney 81 and Type were received from Roy 
French (University of Nebraska-Lincoln) and stored at -80°C.  I was unable to obtain tissue 
infected with the El Batan 3 strain, thus the sequence of this strain was downloaded from 
GenBank (Accession: AF285170.1) and the in silico results were used for the analyses.  Oat 
necrotic mottle virus (ONMV) was chosen as the outgroup for the phylogenetic analysis and the 
SNP profile generated in silico from its sequence in GenBank (Accession: NC_005136.1).   
II - Nucleic acid extraction 
 Total RNA was extracted from 100 mg of frozen leaf tissue using the RNeasy Plant Mini 
Extraction Kit (Qiagen, Germantown, MD) according to the manufacturer‟s instructions.  The 
tissue was homogenized using a mini bead-beater (Biospec Products, Bartlesville, OK) and 550 
μl of RLT lysis buffer.  The RNA was eluted using 50 μl of RNase-free water and the 




Table 3: WSMV samples from GPDN wheat virus survey 
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III - RT-PCR 
 The complementary DNA (cDNA) of the CP and helper component-protease (HC-Pro) 
genes and flanking regions of each virus strain were synthesized and amplified in separate 
reactions using a SuperScript™ III One-Step RT-PCR kit with Platinum© Taq (Invitrogen, 
Carlsbad, CA).  The reaction and post-extension treatment were carried out as described in 
Chapter IV on page 79. 
 The amplification of the CP and HCPro genomic regions was confirmed by 
electrophoresis using a 1.5% agarose gel containing SYBR® Safe DNA gel stain (Invitrogen, 
Carlsbad, CA) and 1X TAE buffer.  The samples and a 100 bp DNA ladder (Invitrogen, Carlsbad, 
CA) were loaded in the gel using 1X loading dye containing bromophenol blue and xylene cyanol 
and were electrophoresed for 45 minutes at 100mV/cm.  The gel was visualized and 
photographed using ultraviolet radiation. 
IV - Single base extension PCR 
 Genetic fingerprints of the viral isolates were generated using the PRISM® SNaPshot™ 
Multiplex Kit (Applied Biosystems, Inc., Foster City, CA). Fluorescently labeled terminator 
nucleotides were incorporated at known single nucleotide polymorphism locations during PCR, 
following the procedure described in Chapter IV on page 80.   
V - Sequencing 
 Virus cDNA from each of the Montana samples was sequenced three times in both 
directions using a Big Dye Terminator Kit v1.0 (Applied Biosystems, Inc., Foster City, CA) and 
the C1 and XC1 primers (Carver, 2007).  Sequence corrections were made manually using 
Sequence Scanner v1.0 (Applied Biosystems, Inc., Foster City, CA).  Alignments of the forward 
and reverse sequences were completed using EMMA (Rice et al, 2000), and the consensus 
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sequence was generated using CONS (Rice et al, 2000) with manual inspections of accuracy.  All 
consensus sequences were aligned using ClustalW (EMBL-EBI, Cambridge, UK) and trimmed 
manually to the same length (990 nt).   
VI - Data analysis 
 The area under each fluorescent peak higher than 800 FU was determined and the 
nucleotide percentages calculated for each sample at each SNP position using Microsoft Excel 
(Microsoft, Redman, WA). The cutoff of 800 FU was previously established during the 
development of the WSMV SNaPshot method, described in Chapter IV.  A principle component 
analysis (PCA) with square-root transformation was performed using Canoco software 
(Biometris, Wageningen UR, The Netherlands) to assess the variability among the samples.   
 An unweighted pair group method with arithmetic mean (UPGMA) tree was created 
using the Jukes-Cantor model for the Montana consensus sequences.  Analysis using MEGA 5.0 




I - Amplification of WSMV 
 The CP and HCPro genes were amplified from all nine MT samples and 56 of the 80 OK 
and TX panhandle samples (Figure 1).  Presence of the WSMV characteristic ~1.3 kb amplicon in 
the positive control for CP and HCPro and the absence of amplicons in the negative control 




Figure 1: Gel image of select WSMV field isolates showing characteristic ~1.3 kb amplicon for both the 
CP (A) and HC-Pro (B) genes. Wells labeled L, P, and N are the 100bp DNA Ladder, positive control 
plasmid, and negative control, respectively.  
 
II - Genetic accuracy of SNP profile 
 To apply the SNaPshot method to assess the variability among WSMV field isolates, its 
ability to produce a reliable and accurate representation of isolate genotypes was evaluated.  The 
variability of generated SNP profiles for the Montana samples was compared using PCA (Figure 
2).  The CP amplicon for these samples was sequenced and a phylogenetic analysis was 
performed using the consensus sequences (Figure 3).  The relationship depicted in the UPGMA 
tree of the consensus sequences is consistent with the relationship depicted in the PCA, 
suggesting the SNaPshot method generates an accurate representation of the isolate genotype. 
The nucleotides present in the SNP profile were all present in the consensus sequences, even the 
minor peaks, further demonstrating the SNP profile is accurately identifying the genotype of the 




Figure 2: Principle component analysis of Montana WSMV isolates. Each sample is represented with a 
solid circular symbol.  The Sidney 81, Type, and El Batan 3 isolates were included as reference samples 




Figure 3: UPGMA tree of the Montana WSMV isolate consensus sequences using the Jukes-Cantor model, 
generated using MEGA 5.0.  The tree is rooted at ONMV and 1000 bootstrap replicates were performed. 
 
III - Isolate relationships 
 The PCA results for the Montana WSMV isolates (Figure 2) shows a wide genomic 
distribution for most of the samples, with the exception of a small cluster containing Conrad 1, 
Kalispell, and Huntley B.  Conrad 1, Conrad 2, and Conrad 3 are scattered on the graph, even 
though they were all collected near the city of Conrad, MT.  A comparison of the PCA results 
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with a topographic map of Montana shows no correlation between viral genotype and geographic 
location.  A WSMV isolate from the city of Toole, MT, which is located on the far west side of 
the state and isolated by the Rocky Mountains extending north and south, appears to be the most 
divergent from the other viral isolates. However, the genotype of a viral isolate from Kalispell, 
MT, also located within the mountain range, is very similar to Conrad 1 (100 miles east) and 
Helena (200 miles southeast), both of which lie outside of the mountain range.  The cities of 
Billings and Huntley are the closest geographically (15 miles apart), and the genotypes of viruses 
collected in these two locations were similar (although not the most similar among all the 
comparisons).     
 The PCA results of WSMV isolates from OK and the TX Panhandle (Figure 4) show 
results similar to those from Montana, with no correlation evident between geography and 
genotype.  The eleven counties represented by the samples are located in the Texas panhandle and 





.  Most of these viruses were spread out across the PCA graph, but those from four 
Texas counties (Ochiltree, Hansford, Parmer, and Hale) were found only in the densest area of the 
graph. Ochiltree and Hansford Counties are on the northern edge of the Texas panhandle, just 
south of Beaver and Texas Counties in Oklahoma (Figure 5).  Parmer and Hale Counties are in 
the mid-west region of the Texas panhandle, and are the southern-most counties included in this 
study.  The remaining samples collected from countries located between these two extremes and 
the samples from Oklahoma all have representatives in the densest area of the graph, but also 
have at least one outlier.   
 When the Montana, Oklahoma, and Texas samples were included in a single PCA 
analysis (Figure 6), there was no overlap between the Montana isolates and the Oklahoma/Texas 
isolates.  However, the Montana samples are more similar to the Oklahoma/Texas samples and to 
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the Type and Sidney 81 strains than to El Batan 3, the most divergent strain of WSMV 
(Rabenstein et al, 2002).  
 
Figure 4: Principle component analysis of TX and OK Panhandle WSMV isolates.  Each county is 
represented by a unique symbol, the number depending on the sample number from that county. County 
codes: HAN=Hansford Co, OCH=Ochiltree Co, POT=Potter Co, OLD=Oldham Co, DF=Deaf Smith Co, 





Figure 5: County map of the Texas and Oklahoma Panhandles. 
 
 
Figure 6: Principle component analysis of Montana, Oklahoma, and Texas field isolates.  The stars and 
diamonds represent the Montana isolates and the Oklahoma/Texas isolates, respectively.  The El Batan 3, 
Type, and Sidney 81 WSMV strains were included to provide a known measure of divergence and are 






 If a viral pathogen were to be used in a biocrime, tracing its previous movement could 
provide clues important to a forensic investigation.  Assessing the spatial spread of a plant virus is 
a complex task involving time consuming and data extensive processes.  The SNP profiling 
method recently developed for WSMV is a simple and quick method for genotype comparisons 
(Chapter IV).  
 The two WSMV populations studied here both consisted of highly variable isolates, 
based on their CP and HCPro gene sequences.  Six of the nine Montana samples possessed 
unique genetic fingerprints by SNP profiling.  However, three nearly identical samples were 
collected from different locations in the state.  The Texas/Oklahoma population also showed wide 
diversity among the viral variants, with similarities among samples from one county being 
equivalent to those among all panhandle samples.  These results are consistent with the theory 
that U.S. variants of WSMV all belong to a single population (Choi et al, 2001; French and 
Stenger, 2003).  The slight differences found between the Montana and the Oklahoma/Texas 
panhandle samples could be due to a change in the environment, such as climate, wheat varieties 
planted, and/or terrain.  Alternatively, the finding could be an artifact due to the low sample 
number of the Montana population.  The single population theory can account for the similarities 
among isolates from these two distinct geographical locations.   
 However, another explanation may also account for some of the variation.  If WSMV 
were transmitted only by its wind-borne vector, the wheat curl mite, one would expect to see a 
correlation between virus spread and geography and wind direction.  But WSMV can also be 
transmitted through infected seed, although this occurrence is rare (Hill et al, 1974; Jones et al, 
2005; Lanoiselet et al, 2008).  With the mass market production of wheat seeds by large 
corporations and the ever-increasing national and international movement of seeds, the movement 
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of virus populations to new areas is growing.  The recent discovery of WSMV in Australia was 
attributed to the importation of infected seed from the U.S. Pacific Northwest (Dwyer et al, 
2007).  
 Even though a distinct relationship between location and viral genotype was not 
identified in this study, the results may still be useful in a forensic investigation.  In addition to 
collecting infected leaf tissue during the investigation, information should be gathered from the 
producer regarding the crop, including the origin of the seed, the presence of disease in previous 
years, crops previously planted, importation/exportation of plant material, and presence of insects 
and other arthropods.  Such information can help to identify the origin of the disease, whether it 
was already present in the field from previous crops or nearby fields or if it was brought in on 
infected seed or plant material.  Finally, the genotypes of viruses in the infected tissue collected at 
each outbreak can be compared to what is known about the seed origin, field history, and growing 
season to determine if there is a correlation between the gathered information and the observed 
genetic changes.   
 Because WSMV has been well-established in the U.S. for almost 100 years and the 
population appears to be at genetic saturation (genetic variability within a local area is equivalent 
to the variability found in a global setting), it is not surprising that a distinctive spatial spread of 
the virus was not apparent (Choi et al, 2001; Erayman et al, 2003; French and Stenger, 2005).  
Achon et al (2011) revealed that the Maize dwarf mosaic virus (MDMV) genotype could not be 
correlated with geographical location for in the old maize growing regions of Spain where 
MDMV has been long established.  In contrast, the genetic diversity of MDMV was significantly 
lower in the recently cultivated maize growing regions of Spain where MDMV has been 
established only recently, therefore rendering a correlation between genotype and geography.  
Similar correlations have been drawn for Turnip mosaic virus (Ohshima et al, 2002; Tomitaka 
and Ohshima, 2006).  Even though geographical correlations could not be identified in our study, 
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SNP profiling was an effective way to distinguish among field isolates, making it an appropriate 
genotyping method (Chapter IV and V).  The application of this tool to assess spatial spread of a 
virus may be more suitable for a virus that was newly introduced or remained in fewer, more 
isolated geographical locations.   
   In this study, I evaluated the genetic variability within and between two geographically 
distinct WSMV populations using a SNP profiling method developed specifically for WSMV.  
While the genotypes of the two populations were different, the genetic variation observed within 
each population was high and did not correlate with location.  While this method may not 
precisely distinguish viral populations within a geographical region, it may be useful in forensic 
investigations.   
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Figure 1: Chlorotic streaks on leaf of 




WSMV Factsheet for CBIIAT 
 
Family Potyviridae, Genus Tritimovirus 
Host: Wheat (Triticum aestivum) 
Alternate Hosts:  
 oats (Avena sativa) 
 barley (Hordeum vulgare) 
 rye (Secale cerale)  
 maize (Zea mays) 
 sorghum (Sorghum vulgare) 
 millets (Panicum, Setaria, and Echinochloa spp.) 
 wild rice (Zizania aquatica) 
 many wild grass species in the genera Aeiglops, Agropyron, Bouteloua, Bromus, Cenchrus, 
Digitaria, Echinochloa, Elymus, Eragrostis, Haynaldia, Hordeum, Lolium, Panicum, Phalaris, 
Poa, Orizopsis, Setaria, and Stipa  




I. Geographic Distribution  
WSMV has been found in Canada, the Czech Republic, Hungary, Iran, Jordan, Mexico, 
Poland, Romania, Russia, Turkey, Yugoslavia, Zambia, Australia, and the USA (1, 5, 11, 16, 17, 
18, 19, 20, 21). Within the USA, the Great Plains region has been impacted the most by WSMV.  
The specific regions affected within each state or country may change in future years.  The area 
extension specialist or diagnostic lab should be able to provide more specific information on prior 
infections.  
Examples of Assessment: 
 True: WSMV is found annually within a 100-mile radius from this location 
 Partially True: WSMV has been found within a 100-mile radius from this location within the 
last 10 years but is not found every year 
 False: WSMV has not been found within a 100-mile radius from this location within the last 10 
years 
 
II. Vector and Disease Transmission  
 The wheat curl mite (Aceria tosichella; formerly Aceria tulipae; Figure 2), an eriophyid 
mite, is the only known natural vector of WSMV (4, 21).  The mite is microscopic, measuring 
only 250 µm in length, making it very hard to see with the unaided eye (12).  It is cigar-shaped 
and yellow-white in color.  The mite relies predominantly on the wind currents for movement, as 
it is wingless and has only 2 pairs of very small legs, but can be carried by aphids and thrips (12, 
22).   
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Figure 2: Close-up of wheat 
curl mites on a wheat leaf. 
Photo taken by Don and 
Chanda Heene of Texas 
AgriLife Research 
A mite has 4 life stages: egg, two nymphal stages, and adult.  The mite passes through all 
4 stages in 7 – 10 days.  The nymph is the only life stage in which the mite can acquire the virus.  
After acquisition, either the nymph or the adult may transmit the virus (4, 22).  
Mites require a green host for feeding and reproduction.  
Mite feeding on wheat causes curling of the leaves, protecting the 
mite from environmental conditions (24).  Within the rolled leaves, 
the mites can survive for months.  The mite overwinters on winter 
wheat, where it can survive for several months at near-freezing 
temperatures.  When the winter wheat matures and is no longer 
suitable for feeding, the mite is dispersed by the wind onto its 
summer host, which may be volunteer wheat, grasses, or summer crops (24). 
Examples of Assessment: 
 True: The wheat curl mite is present in the field or has  
been seen in the past few months; there is evidence of the mite, such as leaf curling/rolling 
 Partially True: The wheat curl mite has been noticed in the area in the recent past (within 5 
years) 
 False: Wheat curl mite is not present and there is no evidence of the mite; mite or mite damage 
was never noticed in the field or surrounding areas in the past.   
   
III. Spatial Distribution 
 The only natural inoculation of the virus is through feeding of the wheat curl mite on 
plant material.  Since both the virus and the mite require a green host to live, the presence of 
volunteer wheat or alternate hosts, known as a “green bridge,” is required for survival during the 
time between harvest and planting (24).  The location of the green bridge is important in 
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Figure 3: View west of a wheat field 
infected with WSMV.  Note the yellow 
gradient of the leaves as it moves into 
the center of the field.  Photo taken by 
Stephanie Rogers. 
determining if the pattern is unusual or not.  Typically, 
volunteer wheat will be found along the edge of the 
field, but it may also be dispersed with in the field, 
especially if the field was not tilled after the previous 
year‟s harvest. 
The distribution of the virus in a field and 
other surrounding areas will generally correlate with 
the wind direction because of the mites‟ dependence 
on the wind for dissemination (figure 3; 22).  The distance into the field interior that contains 
virus infected plants will also correlate with the wind speed.  The stronger the wind, the farther 
the mite will travel, and the larger the infected area.  The proportion of infected plants is typically 
much greater near the source of inoculum than elsewhere (22).   
Examples of Assessment: 
 True: The virus obviously originated from volunteer wheat along the fence row; virus spread 
correlates well with the wind direction during time of mite activity/inoculation; 
 Partially True: Wind direction does not obviously correlate with the spread of the virus; the 
general site of origin of the virus is not distinguishable, but is speculated to be volunteer wheat 
or alternate host;  
 False: The spread of the virus is in the opposite direction of the wind; no, or very little, spread 
of the virus is observed. 
 
IV. Favorable Weather 
 The ability of the mite and the virus to survive in the environment is important to 
determine whether the introduction was natural or intentional.  The mite is the only natural means 
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of infection (except for extremely rare transmission by seed).  Therefore, if the mite did not 
survive local weather, the virus could not have spread.   
 Mites tend to remain inactive during cold months of winter, but become active again after 
a few warm days (24).  In a greenhouse study, mites survived temperatures as low as -3° C (26.6° 
F), but they were at that temperature for only 2.5 minutes.  When tested for endurance to the cold 
for up to 16 days, survival occurred only as low as -5° C (23° F).  Mites also survive summer 
temperatures as high as 50° C (122° F) (22).   
 Mites demonstrated normal population growth in 100% humidity at temperatures of 5°, 
15°, and 25° C (41°, 59°, 77° F, respectively).  At 25% relative humidity, no mites survived (22).  
The mite population increases rapidly at 24° C (75.2° F) or higher.  Frequent rains and cooler-
than-average summer temperatures also favor mite increase and survival (24).   
Examples of Assessment: 
True: Temperatures during the winter did not drop below freezing for more than a few days; 
relative humidity was greater than 25% when the temperatures were 25° C (77° F) or higher; 
Partially True: The conditions of the winter months were suitable for mite survival, but the spring 
and summer months were not as favorable, perhaps having low humidity and/or high 
temperatures; 
False: The winter months were extremely cold (-5° C/22° F or lower for several days) and/or 







 Winter wheat, the predominant type of wheat grown in the southern U.S., is planted in 
the fall (typically late August to November) and harvested in the spring (typically late May or 
June).  Spring wheat, grown predominantly in the northern U.S. and in Canada, Europe, and Asia, 
is planted in the spring and harvested in the fall. 
 When wheat becomes infected with WSMV, symptoms indicate disease incidence.  
Symptom development and severity of wheat streak mosaic are dependent on the time of planting 
and infection.  Viruliferous mites may infect winter wheat with WSMV in either the fall or 
spring, but symptoms usually do not appear until the spring and become more severe as the 
temperature rises (9).  Wheat planted and infected in the fall shows a greater disease incidence 
and severity than wheat planted in the fall and inoculated in the spring.  Wheat planted in late fall 
(November) and inoculated in the spring shows significantly greater disease severity than wheat 
planted early in the fall (September or October) and inoculated in spring (9).  These findings 
illustrate the dependence of severity on the maturity of the wheat at the time of infection.  
Examples of Assessment: 
True: First symptoms appear in early spring when temperatures start rising (for winter wheat); 
severity of disease is typical; 
Partially True: First symptoms appear earlier than normal, e.g. in January, possibly influenced by 
an unusually warm winter; symptoms appear at a typical time but are significantly more severe 
than usual; 
False: First symptoms appear in late fall/early winter; or symptoms appear in the fall and are 




VI. Field History 
 The history of the field can be important in identifying an intentional introduction.  The 
virus can reoccur year after year in a location if a green bridge is present.  It is important to 
determine whether the virus was present within the past 5 years.   
How the field was treated before, during, and after harvest also is important.  For 
instance, if the farmer does not cultivate the ground after harvest it is more likely that volunteer 
wheat will be present during the off-season, serving as a green bridge (23).  Also, drought during 
the summer and fall will mean that wheat seed left in the field will not germinate.  The farmer 
might have applied a herbicide, such as Round-up, to eliminate weeds that could serve as green 
bridges.  Without a green bridge, neither the virus nor the mite will survive, and the current year's 
disease would be due to a new introduction that might or might not have been intentional. 
Examples of Assessment: 
 True: WSMV was found in the field the previous year or within the last 5 years; the field was 
not cultivated after harvest or before planting; the field was not treated with an herbicide to 
eliminate potential volunteer host plants; 
 Partially True: No apparent infection occurred within the past 5 years; however, latent disease 
might have occurred (there was suspicion of disease but no confirmation was done); the field 
was cultivated after harvest but not before planting; 
 False: No WSMV has ever been found in the field; the field was cultivated after harvest and 






Figure 4: View of southern 
boundary of WSMV-infected field.  
Notice the numerous grassy hosts 
along the fence line that may have 
served as hosts to the mite and 
virus.  Photo taken by Stephanie 
Rogers 
VII. Surrounding Areas 
 The mite‟s ability to move via the wind allows for a large area to become infected.  If 
WSMV is present in a nearby field or grassy area, and if wind speed and direction were suitable 
for mite dispersal, the virus may be present in the field.  If the field, or area, has never been 
infected with WSMV before, natural introduction may be due to wind dispersal of viruliferous 
mites into the field from a nearby-infected area.  Once the virus has established itself in the field, 
it may persist for years if the appropriate green material is available year round and mites are 
present to continue virus spread.  For winter wheat, the wind direction changes with the seasons, 
but for spring wheat, the wind direction remains relatively more constant throughout the growing 
season.  If areas upwind of the field (taking into account the change in wind direction for winter 
wheat) are also infected with WSMV, that is a good indication of natural spread by viruliferous 
mites.  If there are WSMV infections downwind, it is likely that mites carried the virus there from 
the field of interest, which may or may not indicate it is a natural occurrence.   
 The presence of volunteer wheat, grasses, or 
alternative hosts, such as maize, is important to notice 
(Figure 4).  As the wheat matures it dries out and the 
mites must move to a new host, or they will die.  Winter 
wheat matures from May to June, and spring wheat 
matures from August to September.  If a volunteer or 
alternate host is present at that time, the mite will reside 
and oversummer/overwinter there until the next wheat 
crop emerges (3).  A control method used by some 
farmers to eliminate the green bridge created by volunteer wheat or by alternate weeds is to 
remove all potential viral hosts 3 weeks before planting.  The mite is able to survive only 2 weeks 
without a green host, therefore eliminating the potential for viral spread from infected volunteer 
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plants (wheat or alternate hosts).  Depending on the time of year the investigation is taking place, 
volunteer or alternate hosts may not be present.  In that case, it is important to talk with a farmer 
or county agent who may have noticed whether such hosts were present and whether WSMV 
symptoms appeared.   
Examples of Assessment: 
 True: Volunteer wheat, grasses, alternate hosts, or nearby fields are also infected with WSMV 
or were infected at the time of planting; no removal of volunteer wheat or grasses prior to 
planting; 
 Partially True: Potential plant hosts nearby are suspected to have been infected but disease was 
never confirmed; 
 False: No infection is present in any surrounding green material and was never noticed; the 
infected field is the only infected area within 5 miles; all volunteer wheat or grasses were 
removed 3 weeks prior to planting; severe drought occurred in spring and fall (for winter 
wheat), preventing any volunteer hosts from germinating and growing. 
 
VIII. Crop Rotation 
 As noted above, the green bridge is very important to the survival of both the virus and 
the mite.  One way to eliminate this green bridge is to rotate wheat with another crop that is a 
non-host to the virus or mite.  If there is no potential host available for the mite to live on between 
the wheat rotations, there should be no carryover virus present in the next wheat crop.  It is 
important to remember there are many aspects to consider when determining whether a disease is 




Examples of Assessment: 
 True: Wheat was not rotated with another crop, or was rotated with a host of the mite and/or 
virus, such as maize; 
 False: Wheat was rotated with a non-host of the virus. 
 
IX. Human Activity 
 Some farmers, extension agents, or other personnel may walk or drive farm machinery 
through the field periodically to inspect the condition of the wheat or to irrigate or apply 
chemicals to the field.  These activities are normal.  The farmer or extension agent should be 
contacted to determine the origin of any footprints or tire tracks noticed.  If an intentional 
inoculation occurred in the field, the perpetrator may have been seen in the field.  It is important 
to communicate with the farmer, neighbors and other persons to determine if unauthorized 
persons were present in the field or if unusual activity was noticed, such as a person lingering 
around the field or spraying an unknown substance on the field.   
Examples of Assessment: 
 True: No unusual activity, such as lingerers, unauthorized persons, or unfamiliar crop dusting 
was noticed or reported; all human activity noted can be accounted for by the farmer; 
 Partially True: There is evidence/report of normal human activity but farmer was not active in 
the field; there may have been personnel but actions not accounted for; a car was seen parked 
near the field but no person was spotted; 
 False: A person(s) was seen lingering in the field; an unauthorized person(s) was spraying an 
unknown substance on the wheat; unusual number of footprints noted, that cannot be accounted 




X. Physical Evidence 
 In any crime scene, physical evidence is vital to the overall investigation and may help to 
place a person at the scene.  Physical evidence may include footprints, tire tracks, trash, clothing, 
inoculation material, hair, and possibly even fingerprints or DNA.  It is important to follow the 
standard forensic procedures for collecting such evidence to maintain its integrity. However, it is 
important to remember that legitimate farmers may leave evidence of their presence, and people 
driving by may throw trash out their window.   
Examples of Assessment: 
 True: No trash, prints, or other human physical evidence was found at the scene; 
 Partially true: Some trash and footprints were found, but the farmer is most likely responsible; 
 False: An inoculation device was found; footprints that do not match the farmer or other 




 A key element in identifying a crime is to discover a motive.  Motivations to commit a 
crop-related crime might be to spite one‟s boss after being laid off, or to eliminate market 
competition from a neighbor‟s crop.  These types of motivation would characterize a biocrime: a 
crime committed by a person using a biological agent to harm another person or persons.  
Looking at a much larger scale brings us to bioterrorism or biowarfare, meaning an attack on the 
nation as a whole.  This type of attack may be motivated by a hate for the government, a desire to 
take over the country, or the desire to endanger the economy.   
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 Evidence of a biocrime may be a threat letter written by a disgruntled employee or 
someone with a grudge.  If a farmer is envious of the success of another farmer, hateful words or 
threats may have been spoken to, or within hearing of, an outsider indicating a desire to sabotage 
a crop.  Circumstances that could accompany a bioterrorism attack could include an ongoing war 
between countries; evidence could include a letter sent to the government indicating an 
intentional release of a pathogen, or the arrival in the U.S. of a particular individual who has 
carried out similar activities in other places.  If multiple fields become diseased across the nation 
at the same time or in the same way, this could also be an indication of a national attack. 
Examples of Assessment: 
 True: No letters or threats have been noticed; no enemies or disgruntled persons are known;  
 Partially True: Employees have been laid off or neighbor farmers have not been successful, but 
no threats are apparent; 
 False: The farmer received a threatening letter; another farmer was overheard speaking about 
the plan of ruining another‟s crop; a war is ongoing between countries; multiple fields have 
arisen with commonalities causing suspicion of connection. 
 
XII. Pathogen 
 Because of genetic drift and mutations caused by environmental stresses, multiple 
WSMV strains exist in each location and host.  For instance, WSMV strains in the U.S. will differ 
from those in Australia.  Virus strains also vary within the U.S., a diversity that allows the 
capability to define native strains, or strains that are common to particular areas.   
 It is important in every plant pathogen investigation to send several samples of infected 
material from several points in the field to a plant disease diagnostic lab to determine the presence 
and strain(s) of the pathogen.  Identification of the strain as exotic or as one previously found 
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only in areas remote from this site may raise the question of an intentional introduction.  
However, the possibility exists that such a strain may have been seed-borne because WSMV is 
seed-borne in rare cases in wheat and maize (8, 10).  It is advisable to have the seed lot tested for 
the presence of the virus.   
Examples of Assessment: 
 True: Viral strain(s) is normally found in the area; seeds from seed lot planted are infected with 
WSMV; 
 Partially True: Strain(s) rarely found in the area; strain(s) not found in the area, but are native 
to a nearby region; 
 False: The strain(s) has never been found in the area; the strain(s) is a foreign strain (from 




Glossary of terms as they relate to WSMV 
Acquisition – receipt of a virus (pathogen) from an infected leaf by a vector (insect) when 
feeding. 
Alternate Host – a plant that is not the preferred habitat or the host of concern for a pathogen or 
insect but still provides essential materials for pathogen/insect survival. 
Area and County Extension Communicator or Agent – a professional located in a specific 
agricultural area or county who communicates with growers and researchers concerning 
their area of specialty.  Extension communicators or agents may be hired at the city, 
county, regional, or state level. 
Biocrime - a crime committed by a person using a biological agent to harm another person or 
group. 
Biological Agent – a pathogen or other biological material that could be used to harm a person or 
group. 
Bioterrorism – a crime committed by a person or group using a biological agent to harm a  
government or nation. 
Decision Tool – a program or document designed to assist in decision making for designated 
situations. 
Dissemination – the dispersal of a pathogen. 
Exotic – not present in this country, but present in a foreign country. 
Genetic Drift – fluctuations in the appearance of genes in populations due to random chance. 
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Great Plains Region of U.S.– central region of the United States, extending from Texas north to 
Montana, and from Colorado east to Iowa. 
Green Bridge – plants that provide habitat and/or nutrition for insects and/or pathogens over a 
time when the primary host is absent.  For WSMV, green bridge plants may include  
hosts such as grasses, summer crops, or volunteer wheat. 
Grower/Producer - person responsible for the growth of crops. 
Herbicide – a chemical, such as Round-up, that kills living plants. 
Host – a living organism that provides habitat and nutrition for another organism. For WSMV, a 
host may be a plant (wheat or other grasses) or an insect (wheat curl mite).   
Infection – virus (pathogen) is inoculated/transmitted to a plant, in which it colonizes, causing a 
disease. 
Inoculation – act of pathogen introduction, mechanically or naturally, onto or into a plant host. 
Inoculation Materials – items used to inoculate a plant with a pathogen; examples include a 
mortar and pestle or sprayer. 
Inoculum – substrate or liquid containing the pathogen, used for inoculation; typically contains 
ground infected leaf tissue and a wounding agent, such as carborundum or celite, for 
mechanical inoculations. 
Intentional Introduction – The act of purposefully introducing a plant pathogen into a crop or 
other plant environment. 
Mutation – a change in the DNA/RNA sequence of a genome; often results in a new strain. 
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Natural Introduction – a pathogen being dispersed throughout crops via natural means, such as 
wind, rain, or insects. 
Oversummer (used as a verb) – act of pathogen survival during the summer season by 
accessing a supportive niche on a plant or within a resting structure. 
Overwinter (used as a verb) - act of pathogen survival during the winter season by accessing a 
supportive niche within a plant or developing a resting structure. 
Plant Disease Diagnostician – a professional working in a plant disease diagnostic lab who 
analyzes plant samples for the presence of a pathogen. 
Perpetrator – person who commits a crime. 
Plant Pathogen – a biological agent (viruses, bacteria, fungi, nematodes, or parasitic plants) that 
can cause disease in a plant. 
Severity – the level of infection within a plant; often measured by percentage of plant material 
showing symptoms. 
Spring Wheat – a type of wheat that does not require a cold period (vernalization) to induce the 
reproductive phase of the life cycle.  Spring wheat typically is planted in late spring/early 
summer and harvested in the fall; predominantly grown in Canada, Europe, and Asia. 
Strain - pathogens of the same species that have distinct characteristics. 
Symptom – specific physical appearances or physiological activities of a plant when diseased; 
some symptoms include chlorosis, necrosis, wilting, stunting, and lesions. 
Transmission – act of the vector (often an insect) introducing a pathogen into a healthy plant. 
Viruliferous – vector (insect) that contains a virus and is able to transmit that agent to a plant. 
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Volunteer Wheat – wheat that grows from grains dropped and left in a field after wheat harvest. 
Winter Wheat – a type of wheat that requires a cold period (vernalization) to induce the 
reproductive phase of the life cycle.  Winter wheat typically is planted in fall/early winter 
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Plant Disease Worksheet 
 
 During a forensic investigation, thorough documentation of all aspects is critical for the 
evidence to be admissible in court.  While documentation procedures are well developed for 
standard criminal investigation, the elements of a plant disease outbreak that should be 
documented remain unclear.  This plant disease worksheet was designed to be a component of the 
Crop Bioagent Introduction Intent Assessment Tool (CBIIAT) (described in Chapter III) to assist 
investigators in properly documenting the disease outbreak in its entirety.  The format of the 
worksheet is fashioned from the sample submission form for the Oklahoma State University Plant 
Disease and Insect Diagnostic Laboratory, which can be found online at 
http://entoplp.okstate.edu/pddl/pdidl-form.pdf.  The worksheet is available in downloadable form 
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Scope and Method of Study:  
 
 The vulnerabilities of US agriculture and the easy availability of naturally abundant plant 
pathogens create the threat of a biological attack on our cropping systems.  Before a forensic 
investigation of a disease outbreak occurs, it must be determined that the introduction was likely 
to have been intentional.  Successful attribution of the crime may be facilitated by a genetic 
analysis of the causal pathogen.   Strict method validations must be conducted for the procedure 
to withstand the scrutiny of the courtroom.  In this study, I developed a decision tool to assist first 
responders in assessing whether an outbreak may have involved human intent.  Additionally, I 
validated a molecular typing technique using Wheat streak mosaic virus (WSMV) as a model and 
evaluated its use in a forensic investigation through field trials and isolate relationship studies. 
 
Findings and Conclusions:   
 
 The Crop Bioagent Introduction Intent Assessment Tool (CBIIAT) proved to be an 
effective method for assessing the likelihood that a plant disease outbreak was the result of a 
deliberate effort.  The tool‟s effectiveness was evaluated by several “testers,” individuals who 
practiced using the tool at both a natural and intentionally inoculated WSMV outbreak in 
Oklahoma. With easy access via the online program and a user-friendly design, the tool can be 
quickly incorporated into investigative procedures by non-scientists and used as a model for 
similar tools for other pathogens. 
 The thorough validation showed the WSMV SNP typing method to be reproducible, 
sensitive, specific, and capable of discriminating between known strains and field isolates of the 
virus.  In a two year study I evaluated the effect of common wheat field treatments and conditions 
on the consistency of the single nucleotide polymorphism (SNP) profiles of WSMV isolates.  No 
effects due to treatment were found. Minor changes found in the profiles were most likely a 
natural phenomenon.   
 The SNP profiles were generated in 2008 for two geographically distinct WSMV 
outbreaks to determine if the SNP typing method could be used to evaluate the pattern or pathway 
of spatial spread of the virus.  No correlation of genotype to geographical location was found, but 
each isolate yielded a unique SNP profile which could be useful in a forensic investigation, 
particularly if a correlation were shown with another element, such as the origin of seed.   
 
