On the Capacity of a Class of Signal-Dependent Noise Channels by Ghourchian, Hamid et al.
On the Capacity of a Class of Signal-Dependent Noise Channels
Hamid Ghourchian, Gholamali Aminian,
Amin Gohari, Mahtab Mirmohseni, and Masoumeh Nasiri-Kenari,
Department of Electrical Engineering, Sharif University of Technology, Tehran, Iran.
E-mails: {h ghourchian, aminian}@ee.sharif.edu, {aminzadeh, mirmohseni, mnasiri}@sharif.edu ∗
Abstract
In some applications, the variance of additive measurement noise depends on the signal that
we aim to measure. For instance, additive Gaussian signal-dependent noise (AGSDN) channel
models are used in molecular and optical communication. Herein we provide lower and upper
bounds on the capacity of additive signal-dependent noise (ASDN) channels. The idea of the
first lower bound is the extension of the majorization inequality, and for the second one, it
uses some calculations based on the fact that h (Y ) > h (Y |Z). Both of them are valid for
all additive signal-dependent noise (ASDN) channels defined in the paper. The upper bound
is based on a previous idea of the authors (“symmetric relative entropy”) and is used for the
additive Gaussian signal-dependent noise (AGSDN) channels. These bounds indicate that in
ASDN channels (unlike the classical AWGN channels), the capacity does not necessarily become
larger by making the variance function of the noise smaller. We also provide sufficient conditions
under which the capacity becomes infinity. This is complemented by a number of conditions
that imply capacity is finite and a unique capacity achieving measure exists (in the sense of the
output measure).
Keywords: Signal-dependent noise channels, molecular communication, channels with infi-
nite capacity, existence of capacity-achieving distribution.
1 Introduction
An additive Gaussian signal-dependent noise (AGSDN) channel with input x and output y is defined
by
fY |X(y|x) =
1√
2piσ(x)2
e
−(y−x)2
2σ(x)2 ,
where σ(·) is a given function from R to [0,∞). Alternatively, we may describe the AGSDN channel
by Y = X + σ(X) · Z where Z ∼ N (0, 1) is a standard Gaussian random variable and independent
of the input X. For constant function σ(x) = c, the AGSDN channel reduces to a simple additive
Gaussian channel. More generally, we may relax the Gaussian assumption on Z and consider an
additive signal-dependent noise (ASDN) channel defined by
Y = X + σ(X) · Z, (1)
where noise Z is assumed to be a continuous random variable with a given pdf fZ(z), and be
independent of the input X.1 For instance, one can consider an ASDN with Z being a truncated
∗This work was supported by INSF Research Grant on “Nano-Network Communications”. The first two authors
contributed equally to this work.
1See Definition 3 for the definition of continuous random variables.
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version of the Gaussian distribution as a better model in an application if we know that the output
Y has minimum and maximum values in that applications.
Below we provide a number of applications in which the ASDN channel arises.
1. The AGSDN channel appears in optical communications when modeling the shot noise or the
optical amplification noise for σ(x) =
√
c20 + c
2
1x [1].
2. In molecular communication, the AGSDN channel with σ(x) = c
√
x arises in the ligand
receptor model, the particle sampling noise, the particle counting noise and the Poisson model
for an absorbing receiver [2, 3, 4]. In all cases, the reason for appearance of a Gaussian signal-
dependent noise is the approximation of a binomial or Poisson distribution with a Gaussian
distribution. Observe that the mean and variance of a binomial distribution with parameters
(n, p) relate to each other: the mean is np and the variance is np(1 − p) respectively. As a
result, the mean and variance of the approximated Gaussian distribution also relate to each
other (see [5, Section II.B] for a detailed overview).
3. Besides the above applications of ASDN in molecular communications we shall provide two
other cases where this channel model is helpful: Consider the Brownian motion of a particle
with no drift over a nonhomogeneous medium with σ(x) denoting the diffusion coefficient of
the medium at location x. The diffusion coefficient σ(x) describes the movement variance of
a particle when in location x. More specifically, the motion of the particle is described by the
stochastic differential equation
dXt = σ(Xt) dBt,
where Bt is the standard Wiener process (standard Brownian motion). Alternatively, we can
express the above equation using the following Itoˆ integral
Xt+s −Xt =
∫ t+s
t
σ(Xu) dBu. (2)
Let us denote the position of the particle at time 0 by X = X0, and its position after t seconds
by Y = Xt. If t is a small and fixed number, (2) reduces to
Y = X + tσ(X) · Z,
where Z ∼ N (0, 1). Thus, the movement of the particle follows an AGSDN channel law if t is
small.
4. As another example, consider the molecular timing channel in a time-varying medium. In a
molecular timing channel, information is encoded in the release time of molecules. A molecule
released at time X hits the receiver after a delay Z at time Y = X + Z. Molecules are
absorbed once they hit the receiver. As such, the distribution of Z is that of the first arrival
time. The existing literature only studies this problem when the medium is time-invariant (see
[6, 7, 8, 9]): if the medium is uniform, time-invariant and one-dimensional, Z is distributed
according to the inverse Gaussian distribution (if there is a flow in the medium) or the Le´vy
distribution (if there is no flow in the medium). As a result, the channel is called the additive
inverse Gaussian noise additive channel, or the additive Le´vy noise in the literature. However,
in a time-varying medium (or when the distance between the transmitter and receiver varies
over time), the distribution of Z depends on the release time X. As a result, we obtain a
signal-dependent noise additive component. For instance, the additive noise can have a Le´vy
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distribution with a scale parameter that depends on input X. Using the scaling property of the
Le´vy distribution, we can express this as σ(X) ·Z where Z is the standard Le´vy distribution,
and σ(X) is the scale parameter. This would be an ASDN channel.
5. In the third item, we discussed Brownian motion after a small time elapse. A Brownian motion
with no drift is an example of a martingale. Now let us consider a martingale after a large
time elapse. Here, the AGSDN channel also arises as a conditional distribution in any process
that can be modeled by a discrete time martingale with bounded increments. Assume that
X0, X1, X2, · · · is such a martingale. Then E [Xn] = E [X0]. Furthermore, by the martingale
central limit theorem, the conditional distribution of Xn given X0 = x for large values of n
can be approximated by a Gaussian distribution with mean X0 = x and a variance σn(x) that
depends on X0 = x.
6. Finally, we relate the ASDN channel to real fading channels with a direct line of sight. Consider
a scalar Gaussian fading channel
Y = X +HX +N, (3)
where X is the input, H ∼ N (0, c1) is the Gaussian fading coefficient and N ∼ N (0, c0) is
the additive environment noise. The first X term on the right-hand side of (3) corresponds
to the direct line of sight, while the HX term is the fading term. The distribution of Y given
X = x is N (x, c1x2 + c0). Thus (3) can be expressed as Y = X + σ(X) · Z where
σ(x) =
√
c1x2 + c0, Z ∼ N (0, 1).
A fast fading setting in which H varies independently over each channel use corresponds to a
memoryless ASDN channel.
The purpose of this paper is to study the capacity of a memoryless additive signal-dependent
noise (ASDN) channel defined via
Y = X + σ(X) · Z,
under input cost constraints. The memoryless assumption implies that the noise Z is drawn inde-
pendently from fZ(z) in each channel use.
Related works: In [10], vector AGSDN channels subject cost constraints are studied. It is
shown that under some assumptions, the capacity achieving distribution is a discrete distribution.
The AGSDN channel with σ(x) =
√
c20 + c
2
1x is investigated in [1] wherein capacity upper and lower
bounds are derived considering peak and average constraints.
Note that the memoryless AGSDN includes the additive white Gaussian noise (AWGN) channel
as its special case. The capacity of AWGN channel under power constraint is classical and is
obtained by an input of Gaussian random variable. Its capacity under both average and peak
power constraints is quite different, as the capacity achieving input distribution is discrete with a
finite number of mass points [11]. See [12, 13] for further results on the capacity of the AWGN
channel with both average and peak power constraints.
Our contributions: Our contributions in this work can be summarized as follows:
• We provide a new tool for bounding the capacity of continuous input/output channels. Note
that
I (X;Y ) = h (Y )− h (Y |X) .
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We provide two sufficient conditions under which h (Y ) ≥ h (X), which results in
I (X;Y ) ≥ h (X)− h (Y |X) ,
and leads to lower bounds on the channel capacity of an ASDN channel.
• It is known that increasing the noise variance of an AWGN channel decreases its capacity.
However, we show that this is no longer the case for signal-dependent noise channels: the
constraint σ1(x) ≥ σ2(x) for all x does not necessarily imply that the capacity of an AGSDN
channel with σ1(x) is less than or equal to the capacity of an AGSDN with σ2(x).
• We identify conditions under which the capacity of the ASDN channel becomes infinity. In
particular, this implies that the capacity of a AGSDN channel with
σ(x) =
√
c1x2 + c0
tends to infinity as c0 tends to zero. Thus, the capacity of the real Gaussian fast fading channel
given earlier in this section tends to infinity as c0 tends to zero. This parallels a similar result
given in [14] for complex Gaussian fading channels.
• We provide a new upper bound for the AGSDN channel based on the KL symmetrized upper
bound of [15]. This upper bound is suitable for the low SNR regime, when σ(x) is large. This
is in contrast with the upper bound of [1, Theorems 4, 5] for AGSDN channels with σ(x) =√
c20 + c
2
1x which is suitable for large values of peak and average constraints. Furthermore,
we give our upper bound for a large class of functions σ(x) while the technique of [1] is tuned
for σ(x) =
√
c20 + c
2
1x.
This paper is organized as follows. Section 2 includes some of primary definitions and notations.
In Section 3, our main results are given. This includes two lower bounds and one upper bound on
the capacity of the ASDN channel. There are some useful lemmas in Section 4 used in the paper.
The numerical results and plots are given in Section 5. The proofs of our results are given in Section
6.
2 Definitions and Notations
In this section we review the definitions of continuous and discrete random variables, as well as
entropy and differential entropy, relative entropy and mutual information.
Throughout this paper all the logarithms are in base e. Random variables are denoted by
capital letters, and probability measure functions are denoted by letter µ. The collection of Borel
measurable sets in R is denoted by B(R). We sometimes use a.e. and µ-a.e. as a short-hand for
“almost everywhere” and “µ-almost everywhere”, respectively. The set A is µ-a.e., when∫
A
dµ = 0.
The set A is a.e. if it is µ-a.e. when µ is the Lebesgue measure.
Definition 1 (Relative Entropy). [16, Section 1.4] For random variables X and Y with probability
measures µX and µY , the relative entropy between X and Y is defined as follows:
D (µX‖µY ) = D (X‖Y ) :=
{
E
[
log dµXdµY (X)
]
µX  µY
+∞ o.w.
,
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where dµXdµY is the Radon-Nikodym derivative and µX  µY means µX is absolutely continuous w.r.t.
µY i.e. µX(A) = 0 for all A ∈ B if µY (A) = 0, where B is the Borel σ-field of the space over which
the measures are defined.
Definition 2 (Mutual Information). [16, Section 1.6] For random variables X,Y with joint prob-
ability measure µX,Y , the mutual information between X and Y is defined as follows:
I (X;Y ) = D (µX,Y ‖µXµY ) ,
where µXµY is the product measure defined as
(µXµY )(A, C) = µX(A)µY (C),
where A ∈ BX the Borel σ-field of the space over which µX is defined, and C ∈ BY the Borel σ-field
of the space over which µY is defined.
Similarly, for three random variable X,Y, Z with joint measure µX,Y,Z , conditional mutual in-
formation I (X;Y |Z) is defined as I (X;Y,Z)− I (X;Z).
Definition 3 (Continuous Random Variable). [10] Let X be a real-valued and random variable
that is measurable with respect to B(R). We call X a continuous random variable if its probability
measure µX , induced on (R,B), is absolutely continuous with respect to the Lebesgue measure for
B(R) (i.e., µ(A) = 0 for all A ∈ B with zero Lebesgue measure). We denote the set of all absolutely
continuous probability measures by AC. Note that the Radon-Nikodym theorem implies that for each
random variable X with measure µX ∈ AC there exists a B(R)-measurable function fX : R→ [0,∞),
such that for all A ∈ B(R) we have that
µX(A) = Pr {X ∈ A} =
∫
A
fX(x) dx. (4)
The function fX is called the probability density function (pdf) of X [16, p. 21]. We denote pdf of
absolutely continuous probability measures by letter f .
Definition 4 (Discrete Random Variable). [10] A random variable X is discrete if it takes values
in a countable alphabet set X ⊂ R.
Probability mass function (pmf) for discrete random variable X with probability measure µX
is denoted by pX and defined as follows:
pX(x) := µX({x}) = Pr {X = x} , ∀x ∈ X .
Definition 5 (Entropy and Differential Entropy). [17, Chapter 2] We define entropy H (X), for a
discrete random variable X with measure µX and pmf pX as
H (X) = H (µX) = H (pX) :=
∑
x
pX(x) log
1
pX(x)
,
if the summation converges. Observe that
H (X) = E
[
log
1
pX(X)
]
.
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For a continuous random variable X with measure µX and pdf fX , we define differential entropy
h (X) as
h (X) = h (µX) = h (pX) :=
∫ +∞
−∞
fX(x) log
1
fX(x)
,
if the integral converges. Similarly, the differential entropy is the same as
h (X) = E
[
log
1
fX(X)
]
.
Similarly, for two random variables X,Y , with measure µX,Y , if for all x, µY |X(·|x) is absolutely
discrete with pmf pY |X(·|x), the conditional entropy H (Y |X) is defined as
H (Y |X) = E
[
log
1
pY |X(Y |X)
]
.
Likewise, for two random variables X,Y , with measure µX,Y , if for all x, µY |X(·|x) is absolutely
continuous with pdf fY |X(·|x), the conditional differential entropy h (Y |X) is defined as
h (Y |X) = E
[
log
1
fY |X(Y |X)
]
.
We allow for differential entropy to be +∞ or −∞ if the integral is convergent to +∞ or −∞,
i.e., we say that
h (X) = +∞,
if and only if ∫
A+
fX(x) log
1
fX(x)
dx = +∞, and∫
A−
fX(x) log
1
fX(x)
dx converges to a finite number
where
A+ = {x : fX(x) ≤ 1}, A− = {x : fX(x) > 1}.
Similarly, we define h (X) = −∞. When we write that h (X) > −∞, we mean that the differential
entropy of X exists and is not equal to −∞. The following example, from [14], demonstrates the
differential entropy can be +∞ or −∞.
Example 1. Differential entropy becomes plus infinity for the following pdf defined over R [14]:
f(x) =
{
1
x(log x)2
, x > e,
0, x ≤ e.
On the other hand, as shown in [14], differential entropy is minus infinity for
g(x) =
{ −1
x log x(log(− log x))2 , 0 < x < e
−e,
0, otherwise.
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Definition 6 (Riemann integrable functions). Given −∞ ≤ ` < u ≤ +∞, in this work, we utilize
Riemann integrable functions g : (`, u) 7→ R on open interval (`, u). Such functions satisfy the
property that for any c ∈ (`, u), the function
h(x) =
∫ x
c
g(t) dt,
is well-defined. By the fundamental theorem of calculus, h(·) is continuous on (`, u) (but not neces-
sarily differentiable unless g is continuous).
As an example, consider the function g(x) = 1/x for x 6= 0, and g(0) = 0 otherwise. This
function is Riemann integrable on the restricted domain (0,∞), but not integrable on (−1, 1).
3 Main Results
We are interested in the capacity of an ASDN channel with the input X taking values in a set
X and satisfying the cost constraint E[gi(X)] ≤ 0, ∀i = 1, 2, · · · , k for some functions gi(·). The
common power constraint corresponds to gi(x) = x
2 − p for some p ≥ 0, but we allow for more
general constraints. Then, given a density function fZ(z) for the noise Z and function σ(·), we
consider the following optimization problem:
C = sup
µX∈F
I (X;Y ), (5)
where X and Y are related via (1) and
F = {µX
∣∣supp(µX) ⊆ X ,E[gi(X)] ≤ 0 for all i = 1, · · · , k}. (6)
We sometimes use supp(X) to denote the support of measure µX , supp(µX), when the probability
measure on X is clear from the context.
As an example, if, in an application, input X satisfies ` ≤ X ≤ u, the set X can be taken
to be [`, u] to reflect this fact; similarly, the constraint 0 < X ≤ u reduces to X = (0, u], and
0 ≤ ` ≤ |X| ≤ u reduces to X = [−u,−`] ∪ [`, u].
The rest of this section is organized as follows: in Section 3.1, we provide conditions that imply
finiteness of the capacity of an ASDN channel. In Section 3.2, we review the ideas used for obtaining
lower bounds in previous works and also in this work. Then, based on the new ideas introduced in
this work, we provide two different lower bounds in Sections 3.3 and 3.4. Finally, in Section 3.5, we
provide an upper bound for AGSDN channels.
3.1 Existence and Finiteness of Channel Capacity
Theorem 1. Assume that an ASDN channel satisfies the following properties:
• X is a closed and also bounded subset of R, i.e., there exists u ≥ 0 such that X ⊆ [−u, u];
• Real numbers 0 < σ` < σu exist such that σ` ≤ σ(x) ≤ σu for all x ∈ X ;
• Positive real m and γ exist such that fZ(z) ≤ m <∞ (a.e.), and E [|Z|γ ] = α <∞;
• The cost constraint functions gi(·) are bounded over X .
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Then, the capacity of the ASDN channel is finite. Furthermore there is a capacity achieving prob-
ability measure; in other words, the capacity C can be expressed as a maximum rather than a
supremum:
C = max
µX∈F
I (X;Y ).
Moreover, the output distribution is unique, i.e. if µX1 and µX2 both achieves the capacity, then
fY1(y) = fY2(y), ∀y ∈ R,
where fY1 and fY2 are the pdfs of the output of the channel when the input probability measures are
µX1 and µX2, respectively.
Remark 1. The above theorem is a generalization of that given in [10, Theorem 1] for the special
case of Gaussian noise Z.
The proof can be found in Section 6.1. To give a partial converse of the above theorem, consider
the case that the second assumption of the above theorem fails, i.e., when there is a sequence {xi}
of elements in X such that σ(xi) converges to zero or infinity. The following theorem shows that
input/output mutual information can be infinity in such cases.
Theorem 2. Consider an ASDN channel with σ : X 7→ [0,+∞) where X is not necessarily a closed
set. Suppose one can find a sequence {x˜i} of elements in X such that σ(x˜i) converges to 0 or +∞
such that
• As a sequence on real numbers, {x˜i} has a limit (possibly outside X ), which we denote by c.
The limit c can be plus or minus infinity.
• One can find another real number c′ 6= c such that the open interval E = (c, c′) (or E = (c′, c)
depending on whether c′ > c or c′ < c) belongs to X . Furthermore, x˜i ∈ E, and σ(·) is
monotone and continuous over E. 2
Then one can find a measure µX defined on E such that I (X;Y ) =∞ provided that Z is a continuous
random variable and has the following regularity conditions:
|h (Z) | <∞, ∃δ > 0 : Pr {Z > δ} ,Pr {Z < −δ} > 0,
Furthermore, there is more than one measure µX that makes I (X;Y ) = ∞. In fact, input X can
be both a continuous or discrete random variable, i.e., one can find both an absolutely continuous
measure with pdf fX and discrete pmf pX such that I (X;Y ) is infinity when the measure on input
is either fX or pX .
The proof can be found in Section 6.2 and uses some of the results that we prove later in the
paper.
Remark 2. As an example, consider an AGSDN channel with X = (0, u) for an arbitrary u > 0,
and σ(x) = xα for α 6= 0. For this channel, we have C = +∞ if we have no input cost constraints.
Setting α = 1, this shows that the capacity of the fast-fading channel given in (3) is infinity if
c0 = 0; that is when there is no additive noise. This parallels a similar result given in [14] for
complex Gaussian fading channels.
2We only require monotonicity here, and not strictly monotonicity.
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Remark 3. It is known that increasing the noise variance of an AWGN channel decreases its
capacity. However, we show that this is no longer the case for signal-dependent noise channels:
Consider two AGSDN channels with parameters σ1(x) and σ2(x), respectively, which are defined
over X = (0, 1) with the following formulas:
σ1(x) = 1, σ2(x) =
1
x
.
No input cost constraints are imposed. It is clear that σ2(x) > σ1(x) for all x ∈ X . However,
by considering the constraint 0 < X < 1, from Theorem 1 we obtain that the capacity of the first
channel is finite, while from Theorem 2, we obtain that the capacity of the second channel is ∞.
Therefore, the constraint σ1(x) > σ2(x) for all x ∈ X does not necessarily imply that the capacity
of an AGSDN channel with σ1(x) is less than or equal to the capacity of an AGSDN with σ2(x).
3.2 Lower Bounds on Capacity
To compute capacity from (5), one has to take maximum over probability measures in a potentially
large class F . Practically speaking, one can only find a finite number of measures µ1, µ2, · · · , µk
in F and evaluate input/output mutual information for them. Ideally, {µi} should form an -
covering of the entire F (with an appropriate distance metric), so that mutual information at
every arbitrary measure in F can be approximated with one of the measures µi. This can be
computationally cumbersome, even for measures defined on a finite interval. As a result, it is
desirable to find explicit lower bounds on the capacity. Observe that I (X;Y ) = h (Y ) − h (Y |X).
To compute the term h (Y |X), observe that given X = x, we have Y = x + σ(x) · Z and thus
h (Y |X = x) = log σ(x) + h (Z) (see Lemma 2). Thus,
h (Y |X) = E [log σ(X)] + h (Z) .
However, the term h (Y ) is more challenging to handle. Authors in [1] consider an AGSDN channel
with σ(x) =
√
c20 + c
2
1x for x ≥ 0, as well as show that h (Y ) ≥ h (X) and hence I (X;Y ) ≥
h (X)−h (Y |X). This implies that instead of maximizing I (X;Y ), one can maximize h (X)−h (Y |X)
to obtain a lower bound.
The proof of the relation h (Y ) ≥ h (X) in [1] is non-trivial; we review it here to motivate our
own techniques in this paper. First consider the special case of c1 = 0. In this case, we get σ(x) = c0
and the AGDSN reduces to AWGN channel Y = X+Z. In this special case, one obtains the desired
equation by writing
h (Y ) ≥ h (Y |Z) = h (X + Z|Z) = h (X|Z) = h (X) . (7)
However, the above argument does not extend for the case of c1 > 0 since σ(x) =
√
c20 + c
2
1x depends
on x. As argued in [1], without loss of generality, one may assume that c0 = 0; this is because one
can express a signal-dependent noise channel with σ(x) =
√
c20 + c
2
1x as
Y = X + c1
√
XZ1 + c0Z0,
where Z0 and Z1 are independent standard normal variables. Thus, we can write Y = Y1 + c0Z0
where Y1 = X + c1
√
XZ1. From the argument for AWGN channels, we have that h (Y ) ≥ h (Y1).
Thus, it suffices to show that h (Y1) ≥ h (X). This is the special case of the problem for c0 = 0 and
corresponds to σ(x) = c1
√
x.
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To show h (Y ) ≥ h (X) when Y = X + c1
√
XZ, more advanced ideas are utilized in [1]. The
key observation is the following: assume that
X ∼ gX(x) = 1
α
e−
x
α1[x ≥ 0],
be exponentially distributed with mean E [X] = α. Then Y has density
gY (y) =
1√
α(α+ 2c21)
exp
(√
αy −
√
α+ 2c21|y|√
αc21
)
.
Then, for any arbitrary input distribution fX , from the data processing property of the relative
entropy, we have
D (fY ‖gY ) ≤ D (fX‖gX)
where fY is the output density for input density fX . Once simplified, this equation leads to h (fY ) ≥
h (fX).
The above argument crucially depends on the particular form of the output distribution corre-
sponding to the input exponential distribution. It is a specific argument that works for the specific
choice of σ(x) =
√
c20 + c
2
1x and normal distribution for Z, and cannot be readily extended to other
choices of σ(·) and fZ(z). In this paper, we propose two approaches to handle more general settings:
• (Idea 1:) We provide the following novel general lemma that establishes h (Y ) ≥ h (X) for a
large class of ASDN channels.
Lemma 1. Take an arbitrary channel characterized by the conditional pdf fY |X(·|x) satisfying∫
X
fY |X(y|x) dx ≤ 1, ∀y ∈ Y, (8)
where X and Y are the support of channel input X and channel output Y , respectively. Take
an arbitrary input pdf fX(x) on X resulting in an output pdf fY (y) on Y. Assuming that
h (X) and h (Y ) exist, we have
h (Y ) ≥ h (X)
The proof is provided in Section 6.7.
As an example, Lemma 1 yields an alternative proof for the result of [1] for an AGSDN channel.
Note that, as we mentioned before, in order to prove that h (Y ) ≥ h (X) for σ(x) =
√
c′2 + c2x,
we only need to prove it for σ(x) = c
√
x. To this end, observe that since X ⊆ [0,+∞), we
have ∫
X
fY |X(y|x) dx ≤
∫ ∞
0
1√
2pic2x
e−
(y−x)2
2c2x dx
=
∫ ∞
0
√
2√
pic2
e
−(y−v2)2
2c2v2 dv
=
1 y ≥ 0e 2yc21 y < 0 ≤ 1. (9)
where x = v2, and v ≥ 0. The proof for equation (9) is given in Appendix A.
• (Idea 2:) We provide a variation of the type of argument given in (7) by introducing a number
of new steps. This would adapt the argument to ASDN channels.
In the following sections, we discuss the above two ideas separately.
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3.3 First Idea for Lower Bound
Theorem 3. Assume an ASDN channel defined in (1), where σ : (`, u) 7→ (0,+∞) with −∞ ≤ ` <
u ≤ +∞, and noise with pdf fZ(z) such that∫ u
`
1
σ(x)
fZ
(
y − x
σ(x)
)
dx ≤ 1, ∀y, (10)
1
σ(x)
is Riemann integrable on (`, u). (11)
Then, if X is continuous random variable with pdf fX(x) supported over (`, u),
I (X;Y ) ≥ h (ϕ(X))− h (Z) ,
provided that the integrals defining h (ϕ(X)) and h (Z) converge to a real number or ±∞. The
function ϕ(x) is an increasing function of x defined by
ϕ(x) =
∫ x
c
1
σ(t)
dt, ∀x ∈ (`, u), (12)
where c ∈ (`, u) is arbitrary.
Remark 4. Note that for any c ∈ (`, u), ϕ(x) is well defined (see Definition 6). By selecting a
different c′ ∈ (`, u) we obtain a different function ϕ′(x) such that
ϕ′(x)− ϕ(x) =
∫ c
c′
1
σ(t)
dt <∞.
However, h (ϕ(X)) is invariant with respect to adding constant terms, and thus invariant with
respect to different choices of c ∈ (`, u).
The above theorem is proved in Section 6.3.
Corollary 1. Let W = ϕ(X). Since ϕ(·) is a one-to-one function (as σ(x) > 0), we obtain
max
µX∈F∩AC
h (ϕ(X))− h (Z) = max
fW∈G
h (W )− h (Z) ,
where F is defined in (6), and W ∼ fW belongs to
G = {fW (·)
∣∣µW ∈ AC, supp(µW ) ⊆ ϕ(X ), E[gi(ϕ−1(W ))] ≤ 0 for all i = 1, · · · , k}.
Here ϕ(X ) = {ϕ(x) : x ∈ X}. Hence, from Theorem 3 we obtain that
max
µX∈F
I (X;Y ) ≥ max
fW∈G
h (W )− h (Z) .
In order to find the maximum of h (W ) over fW ∈ G, we can use known results on maximum
entropy probability distributions, e.g., see [16, Chapter 3.1].
Corollary 2. Consider an ASDN channel satisfying (10) and (11). Assume that the only input
constraint is X = (`, u) i.e. ` < X < u. Then, from Corollary 1, we obtain the lower bound
max
fW∈G
h (W )− h (Z) = log
(∫ u
`
1
σ(x)
dx
)
− h (Z) ,
by taking a uniform distribution for fW (w) over ϕ(X ) if this set is bounded [16, Section 3.1]. Else,
if ϕ(X ) has an infinite length, the capacity is infinity by choosing a pdf for W whose differential
entropy is infinity (see Example 1). The equivalent pdf fX(x) for X is the pdf of ϕ
−1(W ).
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For more insight, we provide the following example.
Example 2. Consider an AWGN channel (namely, an AGSDN channel with σ(x) = σ0) with
X = R and Z ∼ N (0, 1). Let us restrict to measures that satisfy the power constraint E [X2] ≤ P ;
that is g1(x) = x
2. Since∫
R
1
σ(x)
fZ
(
y − x
σ(x)
)
dx =
∫
R
1√
2piσ20
e
− (y−x)2
2σ20 dx = 1,
we can apply Corollary 1. Here W = ϕ(X) = x/σ0; thus, the lower bound is
C ≥ max
fW (·):E[W 2]≤ P
σ20
h (W )− h (Z) = 1
2
log
P
σ20
, (13)
where it is achieved by Gaussian distribution W ∼ N (0,√P/σ0)[17, Section 12.1]. It is well-known
that the capacity of AWGN channel is
C =
1
2
log
(
1 +
P
σ20
)
. (14)
Comparing (14) and (13), we see that the lower bound is very close to the capacity in the high SNR
regime.
As another example, consider the constraints X ≥ 0, and E [X] ≤ α on admissible input mea-
sures. Here, we obtain the lower bound
max
fW (·):W≥0
E[W ]≤ α
σ0
h (W )− h (Z) = 1
2
log
α2e
2piσ20
,
where we used the fact that the maximum is achieved by the exponential distribution fW (w) =
σ0/α exp(−wσ0/α) for w ≥ 0 and fW (w) = 0 for w < 0 [17, Section 12.1]. Unlike the first example
above, an exact capacity formula for this channel is not known.
3.4 Second Idea for Lower Bound
Now, we are going to provide another lower bound which is more appropriate in the channels for
which Z is either non-negative or non-positive, and σ(x) is a monotonic function. An example of
such channels is the molecular timing channel discussed in the introduction.
Theorem 4. Assume an ASDN channel defined in (1) with σ : (`, u) 7→ (0,∞) for −∞ ≤ ` < u ≤
+∞. If X is a continuous random variable with pdf fX(x), and
σ(x) is continuous and monotonic over (`, u), (15)
1
σ(x)
is Riemann integrable on (`, u), (16)
then
I (X;Y ) ≥ αh (ψ(X))− β,
provided that α, β are well-defined, and α > 0. In order to define the variables α, β, and the
function ψ(x), take some arbitrary δ > 0 and proceed as follows:
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• If the function σ(x) is increasing over (`, u), let
ψ(x) = δ log σ(x) +
∫ x
c
1
σ(t)
dt,
α = Pr {Z ≥ δ} , β = αh (Z|Z ≥ δ) + H2(α),
• If the function σ(x) is decreasing over (`, u), let
ψ(x) = −δ log σ(x) +
∫ x
c
1
σ(t)
dt,
α = Pr {Z ≤ −δ} , β = αh (Z|Z ≤ −δ) + H2(α),
where c ∈ (`, u) is arbitrary, and
H2(p) := −p log p− (1− p) log (1− p).
Remark 5. Observe that in both cases, ψ(x) is an strictly increasing function of x defined over
(`, u), as σ(x) > 0 and log(x) is increasing. Similar to Remark 4, the choice of c ∈ (`, u) does not
affect the value of h (ψ(X)), and hence the lower bound. However, the choice of δ > 0 affects the
lower bound.
The above theorem is proved in Section 6.4.
Corollary 3. Similar to Corollary 1, let V = ψ(X). Since ψ(·) is a one-to-one (strictly increasing)
function, we obtain
max
µX∈F∩AC
αh (ψ(X))− β = max
fV ∈G
αh (V )− β
where F is defined in (6), and V ∼ fV belongs to
G = {fV (·)
∣∣µV ∈ AC, supp(µV ) ⊆ ψ(X ), E[gi(ψ−1(V ))] ≤ 0 for all i = 1, · · · , k}.
Hence, from Theorem 4 we obtain that
max
µX∈F
I (X;Y ) ≥ αmax
fV ∈G
h (V )− β,
where α and β are constants defined in Theorem 4.
As mentioned earlier, to maximize h (V ) over fV ∈ G, we can use known results on maximum
entropy probability distributions, e.g., see [16, Chapter 3.1].
Corollary 4. Consider an ASDN channel satisfying (15) and (16). Assume that the only input
constraint is X = (`, u) i.e. ` < X < u. Then, from Corollary 3, we obtain the lower bound
αmax
fV ∈G
h (V )− β = α log
[
δ
∣∣∣∣log σ(u−)σ(`+)
∣∣∣∣+ ∫ u
`
1
σ(x)
dx
]
− β,
where α and β are defined in Theorem 4, and
σ(`+) := lim
x↓`
σ(x), σ(u−) := lim
x↑u
σ(x).
The lower bound is achieved by taking a uniform distribution for fV (w) over ψ(X ) if this set is
bounded [16, Section 3.1]. Else, if ψ(X ) has an infinite length, the capacity is infinity by choosing
a pdf fV (v) such that h (V ) = +∞. (see Example 1). The equivalent pdf fX(x) for X is the pdf of
ψ−1(V ).
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3.5 An Upper Bound
We begin by reviewing upper bound given in [1] to motivate our own upper bound. The upper
bound in [1] works by utilizing Topsoe’s inequality [18] to bound mutual information I (X;Y ) from
above as follows:
I (X;Y ) ≤ EµX [D (f(y|x)‖q(y))].
for any arbitrary pdf q(y) on output Y . The distribution q(y) is chosen carefully to allow for
calculation of the above KL divergence. The particular form of σ(x) =
√
c0 + c1x makes explicit
calculations possible. The second difficulty in calculating the above expression is that we need to
take expected value over input measure µX . However, the capacity achieving input measure is not
known. This difficulty is addressed by the technique of “input distributions that escape to infinity”,
under some assumptions about the peak constraint.
In this part, we give an upper bound based on the KL symmetrized upper bound of [15]. The
idea is that
I (X;Y ) = D(µX,Y ‖µXµY )
≤ D(µX,Y ‖µXµY ) + D(µXµY ‖µX,Y )
, Dsym(µX,Y ‖µXµY ).
Our upper bound has the advantage of being applicable to a large class of σ(x). To state this upper
bound, let Cov (X,Y ) := E [XY ] − E [X]E [Y ] be the covariance function between two random
variables X and Y .
Theorem 5. For any AGSDN channel defined in (1), we have
I (X;Y ) ≤ −1
2
Cov
(
X2 + σ2(X),
1
σ2(X)
)
+ Cov
(
X,
X
σ2(X)
)
,
provided that the covariance terms on the right hand side are finite.
The proof can be found in Section 6.5
Corollary 5. For an AGSDN channel with parameters σ(x), Z ∼ N (0, 1), and X = [0, u], if
functions σ(x) and x/σ2(x) are increasing over X , σ(0) > 0, and x2 + σ(x) is convex over X then
max
µX :0≤X≤u
E[X]≤α
I (X;Y ) ≤
{
1
8F α ≥ u2
1
2
(
1− αu
)
α
uF α <
u
2
,
where
F =
u2
σ2(u)
+
u2
σ2(0)
+
σ2(0)
σ2(u)
+
σ2(u)
σ2(0)
− 2.
The corollary is proved in Section 6.6.
Remark 6. Even though Corollary 5 is with the assumption σ(0) > 0, if we formally set σ(0) = 0,
we see that F and the upper bound on capacity becomes infinity. This is consistent with Theorem 2
when σ(0) = 0.
Corollary 6. The particular choice of σ(x) =
√
c20 + c
2
1x that was motivated by applications dis-
cussed in the Introduction has the property that σ(x), x/σ2(x) are increasing and Theorem 5 can be
applied.
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4 Some Useful Lemmas
In this section, we provide three lemmas used in the proof of theorems in this paper.
Lemma 2. In an ASDN channel defined in (1), with continuous random variable noise Z with pdf
fZ(·), and noise coefficient σ(x) > 0 (µX−a.e.), the conditional measure µY |X(·|x) has the following
pdf:
fY |X(y|x) =
1
σ(x)
fZ
(
y − x
σ(x)
)
, µX,Y -(a.e.).
Moreover, Y is a continuous random variable with the pdf
fY (y) = E
[
1
σ(X)
fZ
(
y −X
σ(X)
)]
.
Furthermore, if h (Z) exists, h (Y |X) can be defined and is equal to
h (Y |X) = E [log σ(X)] + h (Z) .
The lemma is proved in Section 6.8.
Lemma 3. Let X be a continuous random variable with pdf fX(x). For any function σ : (`, u) 7→
[0,+∞) such that σ(x) is Riemann integrable over (`, u) and σ(x) > 0 (a.e), where −∞ ≤ ` < u ≤
+∞, we have that
h (X) + E [log σ(X)] = h (ϕ(X)) . (17)
where
ϕ(x) =
∫ x
c
σ(t) dt, (18)
where c ∈ (`, u) is an arbitrary constant.
Note that if the left-hand side does not exist, or becomes ±∞, the same occurs for the right-hand
side and vice versa.
The lemma is proved in Section 6.9.
Lemma 4. Let X be a random variable with probability measure µX , and the functions w(x) and
v(x) be increasing over [`, u], where −∞ < ` < u < +∞. If v(x) is convex over [`, u], then
max
µX :`≤X≤u
E[X]≤α
Cov (w(X), v(X)) ≤ β[w(u)− w(`)][v(u)− v(`)], (19)
where
β =
{
1
4 α ≥ `+u2
(u−α)(α−`)
(u−`)2 α <
`+u
2
.
Furthermore, for the case α ≥ (`+ u)/2, a maximizer of (19) is the pmf
pX(`) = pX(u) =
1
2
.
For the case α < (`+ u)/2 if v(x) is linear, a maximizer of (19) is the pmf
pX(`) = 1− pX(u) = u− α
u− ` .
The proof is given in Section 6.10.
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5 Numerical Results
In this section, some numerical results are given for σ(x) =
√
c20 + x and Z ∼ N (0, 1). The upper
bound, Corollary (5), and the capacity are depicted in the logarithmic scale in Fig. 1, where we
have considered the peak constraint A = 5 and average constraint α = 2.5 . It can be observed
that the distance between the upper bound and the capacity is a small constant in the logarithmic
scale and low SNR regime. This is consistent with [15] that argues that the upper bound based on
symmetrized KL divergence is mostly suitable for the low SNR regime.
The lower bounds of Corollaries 4 and 2 are plotted in Fig. 2 for the function σ(x) =
√
c20 + x
in terms of peak constraint, A. Here, c0 = 1 is assumed. The lower bound of Corollary 2 for
0 < X < A is computed by the following closed form formula:
log
(∫ A
0
1√
c20 + x
)
− h (Z) = log
(
2
√
A+ c20 − 2c0
)
− 1
2
log(2pie),
while the lower bound of Corollary 4 equals
α log
(
δ
∣∣∣∣log σ(A)σ(0)
∣∣∣∣+ ∫ A
0
1√
c20 + x
dx
)
− β = α log
(
δ
∣∣∣∣∣log
√
A+ c20
c0
∣∣∣∣∣+ 2
√
A+ c20 − 2c0
)
− β
where δ > 0 and
α = Pr {Z ≥ δ} , β = αh (Z|Z ≥ δ)− α logα− (1− α) log (1− α).
We maximized over δ in order to find the lower bound of Corollary 4. The first lower bound is
better than the second one mainly because of the multiplicative coefficient α of the second lower
bound. Since the second lower bound is for a more general class of channels, we should consider the
positive (or negative) part of the support of Z, causing a multiplicative of coefficient 1/2 for the
Gaussian noise. However, if the support of Z is positive (or negative) reals, the two lower bounds
do not differ much.
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6 Proofs
6.1 Proof of Theorem 1
Finiteness of capacity: The first step is to show that the capacity is finite:
sup
µX∈F
I (X;Y ) <∞. (20)
To prove this, it suffices to show that the supremum of both h (Y ) and h (Y |X) over µX ∈ F are
finite, i.e.,
|h (Y ) |, |h (Y |X) | < +∞, uniformly on µX ∈ F . (21)
Utilizing Lemma 2, the existence and boundedness of h (Y |X) is obtained as follows:
|h (Y |X) | ≤ max{| log σ`|, | log σu|}+ |h (Z) | <∞,
uniformly on F . From Lemma 2, we obtain that Y is continuous with a pdf fY (y). To prove that
the integral defining h (Y ) is convergent to a finite value (existence of entropy), and furthermore
the integral is convergent to a value that is bounded uniformly on F , it is sufficient to show that
there are some positive real γ, m¯ and v such that for any µX ∈ F , we have [19]:
sup
y∈R
fY (y) < m¯, (22)
E [|Y |γ ] < v. (23)
Also, from Lemma 2, we obtain that for any µX ∈ F
fY (y) ≤ m
σ`
.
Thus, (22) holds with m¯ = m/σ`. In order to prove (23), note that
E [|Y |γ ] ≤E [(|X|+ σu|Z|)γ ]
≤2γE [max {|X|γ , σγu|Z|γ}]
≤2γE [|X|γ ] + (2σu)γE [|Z|γ ]
≤2γuγ + (2σu)γα,
uniformly on F . Thus, h (Y ) is well-defined and uniformly bounded on F .
Hence, from the definition of mutual information we obtain that
I (X;Y ) = h (Y )− h (Y |X) (24)
is bounded uniformly for µX ∈ F .
Existence of a maximizer: Let
C = sup
µX∈F
I (X;Y ) <∞. (25)
We would like to prove that the above supremum is a maximum. Equation (25) implies existence
of a sequence of measures {µ(k)X }∞k=1 in F such that
lim
k→∞
I (Xk;Yk) = C,
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where Xk ∼ µ(k)X , and Yk ∼ µ(k)Y is the output of the channel when the input is Xk. Furthermore,
without loss of generality, we can assume that {µ(k)X }∞k=1 is convergent (in the Le´vy measure) to a
measure µ∗X ∈ F . The reason is that since X is compact, the set F is also compact with respect
to the Le´vy measure [10, Proposition 2]. Thus, any sequence of measures in F has a convergent
subsequence. With no loss of generality we can take the subsequence as {µ(k)X }∞k=1. Thus, from
convergence in Le´vy measure, we know that there is µ∗X ∈ F such that
lim
k→∞
E [g(Xk)] = E [g(X∗)] , (26)
for all g : R 7→ C such that supx∈R |g(x)| < +∞. We would like to prove that
I (X∗;Y ∗) = C, (27)
where Y ∗ ∼ µ∗Y is the output measure of the channel when the input measure is µ∗X . This will
complete the proof.
From the argument given in the first part of the proof on “Finiteness of capacity”, h (Y ∗|X∗)
and h (Y ∗) are well-defined and finite. As a result to show (27), we only need to prove that
lim
k→∞
h (Yk|Xk) = h (Y ∗|X∗) , (28)
lim
k→∞
h (Yk) = h (Y
∗) . (29)
Since −∞ < σ` < σu < +∞, (28) is obtained from (26) and Lemma 2.
In order to prove (29), we proceed as follows:
• Step 1: We begin by showing that the sequence {µ(k)Y }∞k=1 is a Cauchy sequence with respect
to total variation i.e.
∀ > 0, ∃N : m,n ≥ N ⇒ ‖µ(m)Y − µ(n)Y ‖V ≤ , (30)
where for any two arbitrary probability measure µA and µB, the total variation distance is
defined by [16, p. 31]
‖µA − µB‖ := sup
∆
∑
i
(
µA(Ei)− µB(Ei)
)
,
where ∆ = {E1, · · · , Em} ⊆ B(R) is the collection of all the available finite partitions.
• Step 2: Having established step 1 above, we utilize the fact that the space of probability
measures is complete with respect to the total variation metric. To show this, note that by
Lemma 2, all the Yk’s have a pdf, and hence the total variation can be expressed in terms of
the ‖ · ‖L1 norm between pdfs [16, Lemma 1.5.3]. From [20, p. 276] we obtain that this space
of pdfs is complete with respect to ‖ · ‖L1 norm.
As a result, µ
(k)
Y converges to some measure Ŷ ∼ µ̂Y with respect to the total variation metric.
We further claim that this convergence implies that
lim
k→∞
h (Yk) = h
(
Ŷ
)
. (31)
The reason is that from (22) and (23), we see that {f (k)Y } and fYˆ are uniformly bounded and
have finite γ-moments. Therefore, (31) follows from [19, Theorem 1]. Thus, in step 2, we
obtain that the sequence h (Yk) has a limit.
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• Step 3: We show that the limit found in Step 2 is equal to h (Y ∗), i.e.,
h
(
Ŷ
)
= h (Y ∗) . (32)
This completes the proof of (29).
Hence, it only remains to prove (30) and (32).
Proof of (30): Since {I (Xk;Yk)}∞k=1 is convergent to C, for any ′ > 0, there exists N such that:
|C − I (Xk;Yk) | ≤ ′, ∀k ≥ N.
Now, consider m,n ≥ N . Let Q be a uniform Bernoulli random variable, independent of all
previously defined variables. When Q = 0, we sample from measure µ
(m)
X and when Q = 1, we
sample from measure µ
(n)
X . This induces the measure X˜ ∼ µX˜ defined as follows:
µ
X˜
=
1
2
µ
(m)
X +
1
2
µ
(n)
X .
Let Y˜ ∼ µ
Y˜
be the output of the channel when the input is X˜. We have a Markov chain Q−X˜− Y˜ .
Note that
I
(
X˜; Y˜ |Q
)
=
1
2
I (Xm;Ym) +
1
2
I (Xn;Yn) .
From concavity of mutual information in input measure, we obtain that:
I
(
X˜; Y˜
)
≥ 1
2
I (Xm;Ym) +
1
2
I (Xn;Yn) ≥ C − ′.
Since F is an intersection of half spaces, it is convex and as a result µ
X˜
∈ F . Thus, I
(
X˜; Y˜
)
≤ C,
and we obtain that
I
(
X˜; Y˜
)
− I
(
X˜; Y˜
∣∣Q) ≤ ′.
Because of the Markov chain Q− X˜ − Y˜ , we obtain I
(
Y˜ ;Q
∣∣X˜) = 0 and as a result:
I
(
Y˜ ;Q
)
≤ ′ =⇒ D
(
µ
Y˜ ,Q
‖µ
Y˜
µQ
)
≤ ′.
From the Pinsker’s inequality we obtain that
‖µ
Y˜ ,Q
− µ
Y˜
µQ‖V ≤
√
2′, (33)
where ‖µ
Y˜ ,Q
− µ
Y˜
µQ‖V is the total variation between the measures µY˜ ,Q and µY˜ µQ. Note that
‖µ
Y˜ ,Q
− µ
Y˜
µQ‖V = 1
2
‖µ(m)Y − µY˜ ‖V +
1
2
‖µ(n)Y − µY˜ ‖V . (34)
Therefore from (33) and (34), we obtain that
‖µ(m)Y − µY˜ ‖V , ‖µ
(n)
Y − µY˜ ‖V ≤ 2
√
2′.
As a result,
‖µ(m)Y − µ(n)Y ‖V ≤ 4
√
2′.
19
Hence, by taking ′ ≤ 2/32, we obtain that {µ(k)Y }∞k=1 is a Cauchy sequence.
Proof of (32): To this end, it suffices to prove that
Φ
Ŷ
(ω) = ΦY ∗(ω), ∀ω ∈ R,
where ΦX(ω) := E [exp(jωX)] is the characteristic function of the random variable X.
Since Yk converge to Ŷ in total variation, and the fact that convergence in total variation is
stronger than weakly convergence [16, p. 31], from (26) we obtain that their characteristic functions,
ΦYk(ω), also converge to ΦŶ (ω) pointwise.
Hence, it suffices to prove that ΦYk(ω) converge to ΦY ∗(ω) pointwise. From (1), we obtain that
ΦYk(ω) = E
[
ejω(Xk+σ(Xk)Z)
]
= E
[
ejωXkΦZ(σ(Xk)ω)
]
.
Similarly,
ΦY ∗(ω) = E
[
ejωX
∗
ΦZ(σ(X
∗)ω)
]
.
Since {Xk} converges to X∗ in Le´vy measure and the function g(x) = ejωxΦZ(σ(x)ω) is bounded:
|g(x)| = ∣∣ejωxΦZ(σ(x)ω)∣∣ ≤ ∣∣ejωx∣∣ |ΦZ(σ(x)ω)| ≤ 1,
from (26) we obtain that E[g(Xk)] = ΦYk(ω) converges to E[g(X∗)] = ΦY ∗(ω) pointwise.
Uniqueness of the output pdf: The proof is the same as the first part of the proof of [10,
Theorem 1].
This completes the proof.
6.2 Proof of Theorem 2
For a continuous input measure, we utilize a later result in the paper, namely Theorem 4 by choosing
` = c, u = c′ when c′ > c, or ` = c′, u = c when c′ < c. To use Corollary 4, observe that the
image of E under ψ(·) has infinite length. This is because the sequence {x˜i} in E was such that the
monotone function σ(·) converged to zero or infinity on that sequence. Then, it is obtained that
any pdf fX(·) such that h (ψ(X)) = +∞, makes I (X;Y ) infinity if |h (Z|Z > δ) | <∞ (which leads
to |β| <∞), where ψ(x) is the bijective function of x defined in the statement of Theorem 4.
In order to prove that |h (Z|Z > δ) | <∞, let the random variable Z¯ be Z conditioned to Z > δ.
Due to the continuity of Z and the fact that Pr {Z > δ} > 0, we obtain that Z¯ has a valid pdf fZ¯(z)
defined by
fZ¯(z) =
{
1
θfZ(z) z > δ
0 z ≤ δ ,
where θ := Pr {Z > δ} > 0. Since h (Z) exists and |h (Z) | <∞, we obtain that
E
[∣∣∣∣ 1fZ(Z)
∣∣∣∣] <∞.
Hence,
|h (Z¯) | ≤ E [∣∣∣∣ 1fZ¯(Z¯)
∣∣∣∣] ≤ − log θ + 1θE
[∣∣∣∣ 1fZ(Z)
∣∣∣∣] <∞.
Therefore, h (Y |Z > δ) exists and |h (Y |Z > δ) | < ∞. A similar treatment can be used to prove
|h (Y |Z < δ) | <∞.
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It remains to construct a discrete pmf with infinite mutual information. The statement of the
theorem assumes existence of a sequence {x˜i} in an open interval E = (c, c′) ⊂ X (or E = (c′, c) if
c′ < c) such that
1. c is the limit of the sequence {x˜i},
2. σ(x˜i) converges to 0 or +∞
3. σ(·) is monotone and continuous over E
We now make the following claim about existence of another sequence {xi}∞i=1 ⊆ E with certain
nice properties:
Claim: Suppose that one cannot find a non-empty interval [x′, x′′] ⊂ E such that σ(x) = 0 for
all x ∈ [x′, x′′]. Then, there exists 0 < a < b and a sequence {xi}∞i=1 ⊆ E , such that
• If σ(x) is increasing,
Pr {a < Z < b} > 0, (35)
(xi + aσ(xi), xi + bσ(xi)) ∩ (xj + aσ(xj), xj + bσ(xj)) = ∅, ∀i 6= j ∈ N (36)
0 < σ(xi) <∞, ∀i ∈ N. (37)
• If σ(x) is decreasing,
Pr {−b < Z < −a} > 0,
(xi − bσ(xi), xi − aσ(xi)) ∩ (xj − bσ(xj), xj − aσ(xj)) = ∅, ∀i 6= j ∈ N
0 < σ(xi) <∞, ∀i ∈ N.
We continue with the proof assuming that this claim is correct; we give the proof of this claim
later. To show how this claim can be used to construct a discrete pmf with infinite mutual infor-
mation, consider the possibility that the assumption of the claim fails: σ(x) = 0 for all x ∈ [x′, x′′],
then Y = X in that interval when X ∈ [x′, x′′]. Therefore, we can provide any discrete distribution
in that interval such that H (X) =∞, as a result I (X;Y ) = I (X;X) = H (X) =∞.
Thus, we should only consider the case that the assumption of the claim holds. Assume that
σ(x) is increasing. The construction when σ(x) is decreasing is similar. Fix a given a, b, {xi}∞i=1
satisfying (35) and (36). Take an arbitrary pmf {pi}∞i=1 such that∑
i
pi log
1
pi
= +∞. (38)
Then, we define a discrete random variable X, taking values in {xi}∞i=1 such that Pr {X = xi} = pi.
We claim that I (X;Y ) = +∞. To this end, it suffices to show
I (X;Y ) ≥ Pr {a < Z < b} I (X;Y |a < Z < b)−H2(Pr {a < Z < b}), (39)
I (X;Y |a < Z < b) =∞. (40)
Proof of (39): Define random variable E as following:
E =
{
0 Z ∈ (a, b)
1 Z /∈ (a, b)
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From the definition of mutual information, we have that
I (X;Y |E)− I (X;Y ) = I (Y ;E|X)− I (Y ;E) ≤ H (E) ,
Since
I (X;Y |E) = Pr {E = 0} I (X;Y |E = 0) + Pr {E = 1} I (X;Y |E = 1) ,
we conclude (39).
Proof of (40): Since
I (X;Y |a < Z < b) = H (X)−H (X|Y, a < Z < b) ,
it suffices to show that
H (X) =∞, H (X|Y, a < Z < b) = 0. (41)
The equality H (X) := −∑ pi log pi = +∞ follows (38). To prove the other equality, note that
Y belongs to the interval (xi + aσ(xi), xi + bσ(xi)) when X = xi. Therefore, since the intervals
(xi + aσ(xi), xi + bσ(xi)) are disjoint, X can be found from Y . Thus, X is a function of Y when
a < Z < b. As a result, the second equality of (41) is proved.
Now, it only remains to prove our Claim on the existence of a, b, and {xi}∞i=1.
We assume that σ(x) is increasing. The proof when σ(x) is decreasing is similar. From the as-
sumptions on Z that Pr {Z ≥ δ} > 0, we obtain there exists δ < b <∞ such that Pr {δ < Z < b} >
0. As a result, we select a = δ.
Since σ(x) is monotone, we cannot have σ(x′) = σ(x′′) = 0 for two arbitrary distinct x′ and x′′
in E since this implies that σ(x) = 0 for all x in between x′ and x′′. As a result, we shall not worry
about the constraint (37) on {xi} because σ(xi) = 0 can occur for at most one index i and we can
delete that element from the sequence to ensure (37).
To show the existence of {xi}∞i=1, we provide a method to find xi+1 with respect to xi. The
method is described below and illustrated in Figure 3.
Take x1 an arbitrary element of E . Observe that since σ(x) is continuous and increasing over E ,
the functions x+ aσ(x) and x+ bσ(x) are continuous and strictly increasing over E , as well as
x+ aσ(x) < x+ bσ(x), ∀x ∈ E .
Therefore, for the case c′ > c (happening when σ(xi) converge to 0),
lim
x→cx+ aσ(x) = limx→cx+ bσ(x) = c,
Hence, for a given xi ∈ E , due to the intermediate value theorem, there exists unique xi+1 satisfying
c < xi+1 < xi < c
′ such that
xi+1 + bσ(xi+1) = xi + aσ(xi).
Similarly, for the case c′ < c (happening when σ(x˜i) converge to +∞), if xi ∈ E , there exists unique
xi+1 satisfying c > xi+1 > xi > c
′ such that
xi+1 + aσ(xi+1) = xi + bσ(xi).
It can be easily obtained that the intervals created this way are disjoint, and the process will not
stop after finite steps. Therefore, the theorem is proved.
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x1 x2 
x3 
x4 
x5 
... 
c c' 
σ→+∞ (ascending) 
x + a σ(x) 
x + b σ(x) 
... 
x4 
x3 
x2 x1 
c c' 
σ→+∞ (descending) 
x - a σ(x) 
x - b σ(x) 
x1 
x2 
x3 
x4 
... 
c' 
c 
σ→0 (ascending) 
x + a σ(x) 
x + b σ(x) 
x1 
x2 
x3 
x4 
x5 
... 
c' c 
σ→0 (descending) 
x - a σ(x) 
x - b σ(x) 
Figure 3: Possible cases for σ(x) when |c| <∞.
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6.3 Proof of Theorem 3
From Lemma 2 we obtain that h (Y |X) exists. Hence, utilizing Lemma 1 , we can write
h (Y ) ≥ h (X) =⇒ I (X;Y ) ≥ h (X)− h (Y |X) , (42)
provided that ∫ u
`
fY |X(y|x) dx ≤ 1,
where it is satisfied due to∫ u
`
fY |X(y|x) dx =
∫ u
`
1
σ(x)
fZ
(
y − x
σ(x)
)
dx ≤ 1,
where the last inequality comes from the assumption of the theorem. From Lemma 2, we have that
h (Y |X) = E [log σ(X)] + h (Z) .
Therefore, (42) can be written as
I (X;Y ) ≥ h (X)− E [log σ(X)]− h (Z) .
Exploiting Lemma 3 we obtain that
h (X)− E [log σ(X)] = h (ϕ(X)) ,
where ϕ(X) is defined in (12) Hence, the proof is complete.
6.4 Proof of Theorem 4
We only prove the case that σ(x) is an increasing function over (`, u). The proof of the theorem
for decreasing functions is similar to the increasing case and we only need to substitute Z ≥ δ with
Z ≤ −δ. We claim that
I (X;Y ) ≥ αI (X;Y |Z ≥ δ)−H2(α). (43)
Consider random variable E as following:
E =
{
0 Z ≥ δ
1 Z < δ
.
From the definition of mutual information, we have that
I (X;Y |E)− I (X;Y ) = I (Y ;E|X)− I (Y ;E) ≤ H (E) ,
Therefore, since
I (X;Y |E) = Pr {Z ≥ δ} I (X;Y |Z ≥ δ) + Pr {Z < δ} I (X;Y |Z < δ) ,
we conclude (43).
Now, we find a lower bound for I (X;Y |Z ≥ δ). From Lemma 2 we obtain that Y is a continuous
random variable. We claim that
I (X;Y |Z ≥ δ) =h (Y |Z ≥ δ)− h (Y |X,Z ≥ δ)
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=h (Y |Z ≥ δ)− (E [log σ(X)] + h (Z|Z ≥ δ)) (44)
=h (Y |Z ≥ δ)− h (X)− E [log(1 + Zσ′(X))|Z ≥ δ]
+ h (X) + E
[
log
1 + Zσ′(X)
σ(X)
∣∣∣Z ≥ δ]− h (Z|Z ≥ δ) , (45)
where (44) is obtained from Lemma 2, and the fact that random variable Z conditioned to Z ≥ δ
is also continuous when Pr {Z ≥ δ} > 0. Moreover, (45) is obtained by adding and subtracting the
term E [log(1 + Zσ′(X))|Z ≥ δ]. Note that we had not assumed that σ(x) needs to be differentiable.
We had only assumed that σ : (`, u) 7→ (0,∞) is continuous and monotonic over (`, u). However,
every monotonic function is differentiable almost everywhere, i.e., the set of points in which σ(x) is
not differentiable has Lebesgue measure zero. We define σ′(x) to be equal to zero wherever σ(x) is
not differentiable; and we take σ′(x) to be the derivative of σ(x) wherever it is differentiable. With
this definition of σ′(x) and from the continuity of σ(x), we have that the integral of σ′(x)/σ(x) gives
us back the function log(σ(x)).
Since σ(x) is an increasing positive function, and Z ≥ δ > 0, we conclude that
E
[
log
1 + Zσ′(X)
σ(X)
∣∣∣Z ≥ δ] ≥ E [log 1 + δσ′(X)
σ(X)
]
. (46)
From Lemma 3 and the fact that the integral of σ′(x)/σ(x) gives us back the function log(σ(x)),
we obtain that
h (X) + E
[
log
1 + δσ′(X)
σ(X)
]
= h (ψ(X)) ,
where ψ(x) is defined in Theorem 4. As a result from (45), we obtain that
I (X;Y |Z ≥ δ) ≥h (Y |Z ≥ δ)− h (X)− E [log(1 + Zσ′(X))|Z ≥ δ]
+ h (ψ(X))− h (Z|Z ≥ δ) , (47)
Using this inequality in conjunction with (43), we obtain a lower bound on I (X;Y ). The lower
bound that we would like to prove in the statement of the theorem is that
I (X;Y ) ≥ αh (ψ(X))− αh (Z|Z ≥ δ)−H2(α).
As a result, it suffices to prove that for all continuous random variables X with pdf fX(x) we have
h (Y |Z ≥ δ)− h (X)− E [log(1 + Zσ′(X))|Z ≥ δ] ≥ 0.
To this end, observe that h (Y |Z ≥ δ) ≥ h (Y |Z,Z ≥ δ). Thus, if we show that
h (Y |Z,Z ≥ δ) = h (X) + E [log(1 + Zσ′(X))|Z ≥ δ] , (48)
the proof is complete. We can write that
h (Y |Z,Z ≥ δ) =
∫ ∞
δ
fZ′(z)h (Y |Z = z) dz,
where Z ′ is Z conditioned to Z ≥ δ, and the pdf of Z ′ is denoted by fZ′(z). By defining the function
rz(x) := x+ zσ(x), we obtain that
Yz = rz(X),
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where Yz is Y which is conditioned to Z = z ≥ δ. Since, σ(x) is a continuous increasing function,
rz(x) is a bijection for all z ≥ δ, and so its inverse function, r−1z (y), exists. Moreover, since X is
continuous and rz(·) is a bijection, Yz is also continuous random variable with pdf fY (y) defined as
following:
fYz(y) =
1
1 + zσ′(x)
fX(x),
where x = r−1z (y). 3 Thus, we have that
h (Y |Z = z) =E
[
log
1
fYz(Yz)
]
=E
[
log
1
fX(X)
]
+ E
[
log(1 + zσ′(X))
]
=h (X) + E
[
log(1 + zσ′(X))
]
.
By taking expected value over Z ≥ δ from both sides, (48) is achieved. Therefore, the theorem is
proved.
6.5 Proof of Theorem 5
Based on [15] we obtain that
I (X;Y ) ≤ Dsym(µX,Y ‖µXµY ),
Utilizing Lemma 2, we obtain that the pdfs fY (y) and fY |X(y|x) exist and are well-defined. There-
fore,
Dsym(µX,Y ‖µXµY ) =D(µX,Y ‖µXµY ) + D(µXµY ‖µX,Y )
=EµX,Y
[
log
fY |X(Y |X)
fY (Y )
]
+ EµXµY
[
log
fY (Y )
fY |X(Y |X)
]
=− EµX,Y
[
log
1
fY |X(Y |X)
]
+ E
[
log
1
fY (Y )
]
+ EµXµY
[
log
1
fY |X(Y |X)
]
− E
[
log
1
fY (Y )
]
=EµXµY
[
log
1
fY |X(Y |X)
]
− h (Y |X) .
Again, from Lemma 2, since Z ∼ N (0, 1), we obtain that
log
1
fY |X(y|x)
= log
(
σ(x)
√
2pi
)
+
(y − x)2
2σ2(x)
Therefore, since Z = (Y −X)/σ(X), we obtain that
h (Y |X) = E
[
log
(
σ(X)
√
2pi
)]
+
1
2
. (49)
3The measure zero points where σ(x) is not differentiable affect fYz (y) on a measure zero points. However, note
that FYz (y) = FX(r
−1(y)) is always correct and thus the values of fYz (y) on a measure zero set of points are not
important.
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In addition,
EµXµY
[
log
1
fY |X(Y |X)
]
= E
[
log
(√
2piσ(X)
)]
+ EµXµY
[
(Y −X)2
2σ2(X)
]
.
By expanding, we obtain that
EµXµY
[
(Y −X)2
σ2(X)
]
= E
[
Y 2
]
E
[
1
σ2(X)
]
+ E
[
X2
σ2(X)
]
− 2E [Y ]E
[
X
σ2(X)
]
.
By substituting Y with X + σ(X)Z and simplifying we can write
EµXµY
[
(Y −X)2
σ2(X)
]
=E
[
X2
]
E
[
1
σ2(X)
]
+ E
[
σ2(X)
]
E
[
1
σ2(X)
]
+ E
[
X2
σ2(X)
]
− 2E [X]E
[
X
σ2(X)
]
=E
[
X2
]
E
[
1
σ2(X)
]
+ E
[
σ2(X)
]
E
[
1
σ2(X)
]
− E
[
X2 + σ2(X)
σ2(X)
]
+ 1
+ 2
(
E
[
X2
σ2(X)
]
− 2E [X]E
[
X
σ2(X)
])
,
which equals to
1− Cov
(
X2 + σ2(X),
1
σ2(X)
)
+ 2Cov
(
X,
X
σ2(X)
)
.
Therefore, from all above equations the theorem is proved.
6.6 Proof of Corollary 5
Observe that
1
2
F =
1
2
(
u2
σ2(u)
+
u2
σ2(0)
+
σ2(0)
σ2(u)
+
σ2(u)
σ2(0)
− 2
)
=
1
2
(
u2 + σ2(u)− σ2(0))( 1
σ2(0)
− 1
σ2(u)
)
+
u2
σ2(u)
.
Then, using Theorem 5, it suffices to prove the following two inequalities:
Cov
(
X2 + σ2(X),
−1
σ2(X)
)
≤ β (u2 + σ2(u)− σ2(0))( 1
σ2(0)
− 1
σ2(u)
)
, (50)
and
Cov
(
X,
X
σ2(X)
)
≤ β u
2
σ2(u)
, (51)
where
β =
{
1
4 α ≥ u2
u
α
(
1− uα
)
α < u2
.
Since σ(x) is increasing, we obtain that x2 + σ2(x) and −1/σ2(x) are also increasing. Therefore,
from Lemma 4, equation (50) is proved. Similarly, (51) is also obtained from Lemma 4 because x
and x/σ2(x) are increasing functions.
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6.7 Proof of Lemma 1
From Definition 5, we obtain that
h (X)− h (Y ) = E
[
log
fY (Y )
fX(X)
]
.
Now, utilizing the inequality log x ≤ x− 1, it suffuces to prove that
E
[
fY (Y )
fX(X)
]
≤ 1.
To this end, we can write
E
[
fY (Y )
fX(X)
]
=
∫
X
∫
Y
fX,Y (x, y)
fY (y)
fX(x)
dy dx
=
∫
X
∫
Y
fY |X(y|x)fY (y) dy dx
=
∫
Y
fY (y)
∫
X
fY |X(y|x) dx dy
≤
∫
Y
fY (y) dy = 1,
where the last inequality holds because of the assumption of the lemma. Therefore, the lemma is
proved.
6.8 Proof of Lemma 2
The conditional pdf fY |X(y|x) can be easily obtained from the definition of channel in (1). In order
to calculate h (Y |X), using the Definition 5 we can write
h (Y |X) = E
[
1
fY |X(Y |X)
]
= E [log σ(X)] + E
log 1
fZ
(
Y−X
σ(X)
)
 .
Exploiting the fact that (Y −X)/σ(X) = Z, h (Y |X) is obtained.
It only remains to prove that Y is continuous. To this end, from the definition of the channel
in (1), we obtain that
FY (y) = Pr
{
Z ≤ y −X
σ(X)
}
= EµX
[
FZ
(
y −X
σ(X)
)]
,
where FY (y) and FZ(z) are the cdfs of the random variables Y and Z, defined by FY (y) =
Pr {Y ≤ y} and FZ(z) = Pr {Z ≤ z}, respectively. In order to prove the claim about fY (y), we
must show that ∫ y
−∞
E
[
1
σ(x)
fZ
(
y − x
σ(x)
)]
dy = E
[
FZ
(
y −X
σ(X)
)]
,
for all y ∈ R. Because of the Fubini’s theorem [20, Chapter 2.3], it is equivalent to
lim
n→∞E
[
FZ
(−n−X
σ(X)
)]
= 0.
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Equivalently, we need to show that for any  > 0, there exists m such that
E
[
FZ
(−n−X
σ(X)
)]
≤ , ∀n > m. (52)
Since limz→−∞ FZ(z) = 0, there exists ` ∈ R such that
FZ(z) ≤ 
2
, ∀z ≤ `.
Therefore, since FZ(z) ≤ 1 for all z, we can write
E
[
FZ
(−n−X
σ(X)
)]
≤ 
2
+ Pr
{−n−X
σ(X)
≥ `
}
.
We can write
Pr
{−n−X
σ(X)
≥ `
}
= Pr {X + `σ(X) ≤ −n} .
Now, we can take m large enough such that,
Pr
{−n−X
σ(X)
≥ `
}
≤ 
2
, n > m.
As a result, (52) is proved.
6.9 Proof of Lemma 3
Since σ(x) is Riemann integrable, ϕ(x) is continuous and since σ(x) > 0 (a.e.), ϕ(x) is a strictly
increasing function over the support of X. It yields that ϕ(x) is an injective function and there
exists an inverse function ϕ−1(·) for ϕ(·). Now, define random variable Y = ϕ(X). Assume that
the pdf of X is fX(x). Since X is a continuous random variable and ϕ(x) is a bijection, Y is also
continuous random variable with the following pdf:
fY (y) =
1
d
dxϕ(x)
fX(x),
where x = ϕ−1(y). Hence, we have that
fY (y) =
1
σ (ϕ−1(y))
fX
(
ϕ−1(y)
)
.
Now, we can calculate the differential entropy of Y as following:
h (Y ) =E
[
log
1
fY (Y )
]
=E
[
log
σ
(
ϕ−1(Y )
)
fX (ϕ−1(Y ))
]
=E
[
log
σ(X)
fX(X)
]
=h (X) + E [logϕ(X)] .
Therefore, the lemma is proved.
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6.10 Proof of Lemma 4
First, assume that v(x) = ax+ b, with a > 0. We will prove the general case later. In this case, we
claim that the support of the optimal solution only needs to have two members. To this end, note
that the following problem is equivalent to the original problem defined in (19):
max
γ≤α
max
µX :`≤X≤u
E[X]=γ
Cov (w(X), v(X)) .
Since v(x) = ax+ b, for a given γ, we would like to maximize
Cov (w(X), v(X)) = E [w(X)v(X)]− (aγ + b)E [w(X)] ,
which is a linear function of µX , subject to E [X] = γ which is also a linear function of µX . By
the standard cardinality reduction technique (Fenchel’s extension of the Caratheodory theorem),
we can reduce the support of µX to at most two members (see [21, Appendix C] for a discussion
of the technique). Assume that the support of µX is {x1, x2} where ` ≤ x1 ≤ x2 ≤ u with pmf
pX(x1) = 1− pX(x2) = p. Thus, we can simplify Cov (w(X), v(X)) as
Cov (w(X), v(X)) =
2∑
i=1
pX(xi)w(xi)v(xi)−
2∑
i=1
2∑
j=1
pX(xi)pX(xj)w(xi)v(xj)
=p(1− p) (w(x2)− w(x1)) (v(x2)− v(x1)) ,
where the last equality can be obtained by expanding the sums. Thus, the problem defined in (19)
equals the following:
max
p,x1,x2:0≤p≤1
`≤x1≤x2≤u
px1+(1−p)x2≤α
p(1− p) (w(x2)− w(x1)) (v(x2)− v(x1)) .
We claim that the optimal choice for x1 is x1 = `. To see this, observe that w(x) and v(x) are
increasing functions, and hence
p`+ (1− p)x2 ≤ px1 + (1− p)x2 ≤ α
and
(w(x2)− w(`)) (v(x2)− v(`)) ≥ (w(x2)− w(x1)) (v(x2)− v(x1)) .
Hence, x1 = ` is optimal. Substituting v(x) = ax+ b, we obtain that the problem is equivalent with
the following:
a max
p,x:0≤p≤1
`≤x≤u
p`+(1−p)x≤α
p(1− p) (w(x)− w(`)) (x− `) .
Utilizing KKT conditions, one obtains that the optimal solution is{
p∗ = 12 , x
∗
1 = `, x
∗
2 = u α ≥ `+u2
p∗ = u−αu−` , x
∗
1 = `, x
∗
2 = u α <
`+u
2
.
Now, we consider the general case of v(x) being a convex function (but not necessarily linear).
Since v(x) is convex, we obtain that
v(x) ≤ v(`) + (x− `)v(u)− v(`)
u− ` , ∀x ∈ [`, u].
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The right hand side is the line that connects the two points (`, v(`)) and (u, v(u)); this line lies
above the curve x 7→ v(x) for any x ∈ [`, u]. Therefore,
E[v(X)] ≤ v(`) + (E[X]− `)v(u)− v(`)
u− ` .
Thus, E [X] ≤ α implies that E [v(X)] ≤ ∆ where
∆ = v(`) + (α− `)v(u)− v(`)
u− ` .
Now, we relax the optimization problem and consider
max
µX :`≤X≤u
E[v(X)]≤∆
Cov (w(X), v(X)) .
The solution of the above optimization problem is an upper bound for the original problem because
the feasible set of the original problem is a subset of the feasible set of the relaxed optimization
problem.
Now, using similar ideas as in the linear case, we conclude that the support of the optimal µX
has at most two members. And the optimal solution is{
p∗ = 12 , x
∗
1 = `, x
∗
2 = u α ≥ `+u2
p∗ = v(u)−∆v(u)−v(`) , x
∗
1 = `, x
∗
2 = u α <
`+u
2
.
It can be verified that
v(u)−∆
v(u)− v(`) =
u− α
u− ` .
Note that in the case α > (`+ u)/2, we obtain that E [X∗] = (`+ u)/2 < α, where X∗ distributed
with the optimal probability measure. As a result the constraint E [X] ≤ α is redundant. Therefore,
the support of the optimal µX has two members, which shows that the upper bound is tight in this
case.
7 Conclusion
In this paper, we studied the capacity of a class of signal-dependent additive noise channels. These
channels are of importance in molecular and optical communication; we also gave a number of new
application of such channels in the introduction. A set of necessary and a set of sufficient conditions
for finiteness of capacity were given. We then introduced two new techniques for proving explicit
lower bounds on the capacity. As a result, we obtained two lower bounds on the capacity. These
lower bounds were helpful in inspecting when channel capacity becomes infinity. We also provided
an upper bound using the symmetrized KL divergence bound.
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A Proof of Equation (9)
Take some arbitrary x > 0. Then, equation (9) holds because∫ ∞
0
√
2√
pic2
e−
(y−v2)2
2c2v2 dv =
∫ ∞
0
1√
pi
(
v2 + y
v2
√
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√
2c2
)
e
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2c2v2 dv
=e
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∫ ∞
0
1√
pi
v2 − y
v2
√
2c2
e
−(y+v2)2
2c2v2 dv +
∫ ∞
0
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pi
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e
−(y−v2)2
2c2v2 dv
=e
2y
c2
∫ 1
0
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v2 − y
v2
√
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e
−(y+v2)2
2c2v2 dv + e
2y
c2
∫ ∞
1
1√
pi
v2 − y
v2
√
2c2
e
−(y+v2)2
2c2v2 dv
+
∫ 1
0
1√
pi
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√
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e
−(y−v2)2
2c2v2 dv +
∫ ∞
1
1√
pi
v2 + y
v2
√
2c2
e
−(y−v2)2
2c2v2 dv.
Now utilize the change of variables
v 7→ u1 = y − v
2
v
√
2c2
, v 7→ u2 = y + v
2
v
√
2c2
to re-express the above integrals. Note that
du1 = − v
2 + y
v2
√
2c2
dv, du2 =
v2 − y
v2
√
2c2
dv.
For y > 0, if v = 0 then u1 = +∞, u2 = +∞, if v = +∞ then u1 = −∞, u2 = +∞ and if v = 1
then u1 = (y − 1)/
√
2c2, u2 = (y + 1)/
√
2c2. For y < 0, if v = 0 then u1 = −∞, u2 = −∞, if
v = +∞ then u1 = −∞, u2 = +∞ and if v = 1 then u1 = (y − 1)/
√
2c2, u2 = (y + 1)/
√
2c2. Now
for y > 0 we have
− e 2yc2
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=
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pi
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2
1 du1 = 1.
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Similarly, for y < 0 we have
e
2y
c2
∫ y+1√
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c2
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2
1 du1 = e
2y
c2 .
Therefore, the proof is complete.
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