This paper proposes a distributed solution approach to a certain class of dynamic resource allocation problems and develops a dynamic programming-based multiagent decision-making, learning, and communication mechanism. In the class of dynamic resource allocation problems we consider, a set of reusable resources of different types has to be assigned to tasks that arrive randomly over time. The assignment of a resource to a task removes the task from the system, modifies the state of the resource, and generates a contribution. We build a decision-making scheme where the decisions regarding the resources in different sets of states are made by different agents. We explain how to coordinate the actions of different agents using nonlinear functional approximations, and show that in a distributed setting, nonlinear approximations produce sequences of min-cost network flow problems that naturally yield integer solutions. We also experimentally compare the performances of the centralized and distributed solution strategies. M onolithic solution approaches to optimization problems arising in the context of complex systems are generally not feasible. Distributed solution techniques divide these problems into loosely coupled subproblems and solve them independently by using an inter-subproblem communication mechanism that ensures that the independent solutions of the subproblems will yield a high-quality solution. In this paper, we present a distributed solution approach to dynamic resource allocation problems. Our approach divides the problem into subproblems and relies on multiple agents to solve them. We develop a dynamic programming-based communication mechanism that helps each agent to estimate the impact of their solutions on the other agents. Central to our approach is the use of nonlinear functional approximations to handle the coordination.
way of assessing the impact of the decisions made at a certain location on the decisions made at the other locations and at future time periods. In this way, the decision makers in different locations can work collectively to achieve the maximum expected reward over all time periods, and we obtain a distributed solution method where the division of subproblems perfectly matches the operational decisionmaking structure.
To achieve this collaboration, the agents that solve different subproblems assess and learn the impact of their actions on the other parts of the system through nonlinear functional approximations. Roughly speaking, each agent makes its decisions to maximize the contribution of its actions and the impact of its actions on the rest of the system. However, a communication mechanism built on nonlinear functional approximations brings special challenges in coordinating the actions of different agents. Consider Figure 1 , where we illustrate the interaction of the agents over time. At the current time period t, agents a, b, and c solve their subproblems to maximize the contribution of their own decisions and the impact of their decisions on the rest of the system. Assume that these agents can potentially impact agent b at time period t + by sending resources from the subproblems that they solve at time period t to the subproblem that agent b is going to solve at time period t + , and this impact is approximated by a nonlinear function of the total number of resources in the future subproblem. Clearly, the impact of a particular agent on the future subproblem depends on the number of resources sent to the future subproblem by the other agents. Therefore, the agents cannot concentrate only on their own subproblems when assessing the impact of their decisions on the rest of Figure 1 .
Interaction of different agents over time. the system. We note that if the approximations were linear, such a problem would not occur. In this paper, we introduce a communication mechanism built on nonlinear functional approximations, which allows each agent to concentrate on its own subproblem. We facilitate the learning of the agents by updating the parameters of the functional approximations adaptively as each agent solves the subproblems under its control. Motivated by the fact that the expected marginal contribution (profit, revenue, reward, etc.) from an incremental resource decreases as the number of available resources increases, we use concave, piecewise-linear approximations in this paper. Hence, the parameters that characterize these approximations are their slopes over different parts of their domains.
To update the parameters of the functional approximations, we use the dual solution information from the subproblems, which roughly tells us the marginal worth of a resource. Thus, the primal solution is utilized to determine which actions to take, and the dual solution is utilized to update the functional approximations and contrive an adaptive learning mechanism. An important question is how well the agents perform after having been trained for a certain period of time. To answer this question, we carry on the learning process (i.e., updating the approximations) for a certain amount of time. After this learning period, we fix the parameters of the approximations and test how well the system performs with the fixed set of approximations.
Our work falls into the area of distributed artificial intelligence, which has traditionally been divided into two subdisciplines (see Bond and Gasser 1988 , Gasser and Huhns 1989 , O'Hare and Jennings 1996 , Moulin and Chaib-Draa 1996 for a general overview of the area). The first discipline, distributed problem solving, focuses on information division and management when a large problem is decomposed into smaller subproblems to obtain the optimal solution by solving independent subproblems (see Corkill 1982 , Durfee et al. 1987 , Pope et al. 1992 for representative approaches). The second discipline, multiagent systems, deals with the behavior management of independent entities called agents (see Stone and Veloso 2000 for a recent survey). Our approach is a distributed problemsolving method. However, this paper has ties with both disciplines. Motivated both by the natural division of information among the decision makers in the real world and the need for computational tractability, we decompose a complex problem into smaller subproblems. Once we obtain the functional approximations by the distributed solution procedure, the evolution of the system has multiagent characteristics, as each decision agent now makes its decisions independently and the behaviors of the agents are coordinated with the functional approximations. An important part of our approach is a reinforcement learning mechanism where the agent acquires knowledge from its past experiences (i.e., the dual solution of all the subproblems solved by the agent). The learning of each agent is captured in a very compact way by a set of functional approximations (see Langley 1995 , Mitchell 1997 , Stone and Veloso 2000 for learning aspects of multiagent systems). Learning and estimating the impact of an agent on the other agents through nonlinear functions is new and brings the aforementioned challenges in coordinating the agents. This paper builds on Topaloglu and Powell (2002) and Godfrey and Powell (2002) , who formulate our dynamic resource allocation problem as a dynamic program and propose using separable, nonlinear (specifically piecewiselinear, concave) approximations of the value function, decomposing the problem into time stages. Here we take the dynamic programming formulation of Topaloglu and Powell (2002) , decompose each time stage of this formulation into even smaller subproblems, and distribute them to multiple agents. In the fleet management example that was the motivating application for this work, the classical dynamic programming formulation solves one subproblem for each time period. Here, we decompose each time period so that we solve one subproblem for each time period and each location. For this reason, we call this decomposition scheme spatial decomposition.
Adaptive learning using dynamic programming approximations is a research area that has been very active within the past two decades. The previous research can be classified into two groups according to how the value function approximations are represented. The first group represents the approximations as simple table look-up functions. This amounts to maintaining a table containing the approximate value function values V s s ∈ or the approximate Q-factor values Q s a s ∈ a ∈ , where and are, respectively, the sets of possible states and actions. There exist a number of techniques to generate the values in these tables using trajectory samples of the system, s 1 a 1 s 2 a 2 , where s k and a k are the kth state and action visited. For example, temporal difference learning methods (Sutton 1984 (Sutton , 1988 
, where c s k s k+1 is the immediate reward obtained by the transition from state s k to s k+1 and is a proper step size. Note that the term in parentheses is the new estimate of V s k , and we merge the old and the new estimates using a simple smoothing operation. Similarly, Q-learning (Watkins 1989, Watkins and Dayan 1992) updates the approximate Q-values as Q s k a k ← 1 − Q s k a k + c s k s k+1 + max a∈ Q s k+1 a . We note that the advantage of these methods is that they do not require the transition probabilities, which may be hard to obtain for practical problems. However, maintaining the tables may become cumbersome if or includes many elements. The second body of work seeks more compact representations by using parameterized functional approximations. A family of functions V · r r ∈ n , parameterized by r, is used as an approximation to the true value function, and the challenge is to find a value of r such that V · r is a "good" approximation. This representation has to maintain the values of only n parameters, rather than or parameters as in table look-up methods. Offline, least-squares methods can be used to fit the approximations to the value functions estimated using sampled trajectories (Bertsekas and Tsitsiklis 1996) . Alternatively, using temporal differences, we can estimate the parameters iteratively (Dayan 1992 and Van Roy 1997 present convergence results in online settings). When V · r is linear in r, a good value of r can be obtained by solving a large linear program without using trajectory samples. These linear programs have n variables and constraints, and therefore require some approximation procedure (Schweitzer and Seidmann 1985, de Farias and Van Roy 2003) .
Our approach is more akin to the parameterized approximation strategies. We utilize very compact representations of the value function approximations. For a problem with 200 resources and 100 state-type pairs, a table look-up method needs to store about 200 100 values, whereas our approach needs to store about 100 ×200 slope values. Also, our approach is sampling based and does not require the knowledge of transition probabilities. The final and the most novel aspect of our approach is revealed when we finally have a good approximation V · r and we want to use it to make a decision. This requires solving a problem that maximizes the sum of the immediate reward and the value function approximation. However, if the approximation does not have a special structure, solving this problem may require enumeration over all possible solutions. We are interested in large-scale applications, such as fleet management, where such enumeration is infeasible. The separable, piecewise-linear, concave approximations we choose help us to convert these problems into min-cost network flow problems, where integer solutions are obtained very fast.
In this paper, we make the following research contributions: (1) We present a distributed solution approach to dynamic resource allocation problems that closely captures the multiagent decision-making structure of real-world operations, and develop a dynamic programming-based learning mechanism. (2) We show how to coordinate different subproblems to obtain high-quality solutions by using computationally tractable piecewise-linear, concave approximations of the value function. (3) We prove that the problem reduces to solving sequences of simple mincost network flow problems. (4) We illustrate the extension of our methodology to handle multiperiod resource transformation times and derive a key result that significantly accelerates the performance of our solution scheme. (5) We numerically compare our distributed solution method with a centralized method in Topaloglu and Powell (2002) and present what we gain or lose by decomposition.
In §1, we define the problem, briefly describe the dynamic programming formulation due to Topaloglu and Powell (2002) , and present our agent-based dynamic programming formulation. Section 2 describes the basic idea of approximating the value function and establishes that the approximate subproblems under spatial decomposition are min-cost network flow problems when we use separable, piecewise-linear, concave value function approximations. Section 3 summarizes how to update the value function approximations. Section 4 presents a series of numerical results on deterministic and stochastic experiments that test the solution quality of the new distributed solution methodology. Section 5 presents conclusions.
Problem Formulation
We first briefly introduce the notation necessary to formulate our dynamic resource allocation problem and present the dynamic programming formulation due to Topaloglu and Powell (2002) . Then, we develop the dynamic programming formulation that is amenable to distributed computation.
The problem we are interested in can be summarized as follows: We have a set of indivisible, reusable resources of different types in different states. At each decision epoch a certain number of demands enter the system. We have to decide which demands to serve and what type of resources to use to serve those demands. Serving a demand generates a contribution and changes the state of the resource, but the type of the resource remains the same. We also have the option of doing nothing with a resource or modifying the state of a resource at a cost without assigning it to a demand. The objective is to maximize the total expected contribution over all time periods.
The formulation in this section assumes that all decisions take a single time period to implement. We show how to relax this assumption in §1.3. A rigid assumption of our model is that the resources are indivisible and each resource can serve only one demand at a time. We also employ other assumptions for the sake of presentation, such as the demands that are not served in one time period are lost. There are a number of railcar allocation and fleet management applications where these assumptions are valid. However, the strength of our approach comes from the fact that it is sampling based. For example, if each uncovered demand is lost with a certain probability, we can use the result of a Bernoulli trial to decide whether a certain demand will be lost or available in the next time period.
We define the following: = set of time periods over which the demands occur, 0 T − 1 . = set of possible states for resources. = set of resource types. = set of demand types that can occur in the system. = set of all decisions, = m ∪ s , where: m = set of possible "modify" decisions that can be applied to resources. s = set of possible "service" decisions that can be applied to resources. is the set of all vehicle types, and is the set of all types of demands that can occur in the system. The type of a demand determines the origin and the destination location, the revenue and the feasible vehicle types for that demand. An example of a modify decision would be to move empty to a certain location, whereas an example of a service decision would be to cover one demand of a certain demand type. As will be clear shortly, we consider objective functions that are linear in x t . This excludes vehicle routing decisions and load consolidation possibilities from our formulation. Clearly, by setting c
we can easily incorporate demand coverage maximization criteria as opposed to contribution maximization.
Our problem is characterized by an information process, which we represent by the sequence of random variables W t t ∈ defined on the probability space . For our work, W t describes the demands present in the system at time t. We let = 0 1 T −1 represent an elementary outcome, with t = W t being the information arriving at time t. Throughout the paper, when referring to the realization of the random variable W t corresponding to , we simply write t rather than W t . The most important stochastic element of the problem is given by u lt t = number of demands of type l ∈ present in the system at time t ∈ corresponding to outcome ∈ . 
Dynamic Programming Formulation
In this section, we briefly show the formulation of the problem as a dynamic program. To represent the state of the system at any time period, we define R k it = number of resources of type k ∈ in state i ∈ at time t ∈ . We set R t = R k it k∈ i∈ . Assuming all decisions take a single time period to implement (an assumption that we relax later), the dynamics of the system are given by the following equation:
Pattern of flow of resources among subproblems. 
k∈ i∈
For a fixed realization of demands, the structure of the flow of resources among subproblems (i.e., the system dynamics and the constraints) can be represented using a network as in Figure 2 . In Figure 2 , we assume that = a b c and = 1 2 . Assuming that given R t , the random outcomes in time period t are conditionally independent of the random outcomes in the earlier time periods, the optimum action for each possible system state can be found by solving the following optimality equation:
where V t · is the value function giving the total expected contribution starting from time period t till the end of the planning horizon (see Bellman 1957 , Puterman 1994 . We now replace the value function V t+1 · in (5) with an approximation V t+1 · , drop the expectation, and solve the following problem for a particular sample realization of W t :
The value function approximation V t · is then iteratively updated using the information obtained from solving Problem (6). To approximate the value function V t · , Topaloglu and Powell (2002) use a separable function V t · of the form
Motivated by the fact that the value function in (5) · is a linear function for all k ∈ , i ∈ , then subproblems of the form (6) are min-cost network flow problems and if V k it · is a piecewise-linear, concave function for all k ∈ , i ∈ , then subproblems are min-cost integer multicommodity network flow problems. Their numerical work shows that piecewise-linear approximations provide better solution quality than linear approximations, but have considerably slower run times because they require solving sequences of min-cost integer multicommodity network flow problems.
We emphasize that the approach of this section is a centralized decision-making scheme where the decisions regarding all resources in a certain time period are made simultaneously. We develop this approach into a distributed decision-making scheme in the next section.
Spatial Decomposition
Most of the work in the dynamic programming literature is based on setting up the subproblems according to a temporal decomposition and capturing the impact of current actions on the way the system evolves in the future. The approach in §1.1 basically followed this framework by indexing the subproblems with respect to t ∈ . For this reason, we call the approach of §1.1 temporal decomposition. Under temporal decomposition, we end up with the optimality equation (5), which computes the optimal actions for all the resources simultaneously.
Our spatial decomposition approach decomposes subproblem (5) by the elements of the resource state space with the help of a carefully defined state variable and computes the actions regarding resources in different states by solving separate subproblems. Therefore, the spatial decomposition scheme solves one subproblem for each pair it , i ∈ , t ∈ . We assume that one agent is responsible for making the decisions applied to the resources in one particular state. Therefore, each element i ∈ becomes an agent and the set of subproblems it t ∈ represents the subproblems that agent i is expected to solve.
It is also possible to collect the elements of the state space into different groups 1 2 N (we need N n=1 n = and m ∩ n = ) and assign each group n to a single agent. We can call this approach regional decomposition because each agent is now responsible for a collection of states (locations in the fleet management context). Below, we concentrate on spatial decomposition, but the development of regional decomposition would follow the same lines.
There are several motivations for using spatial decomposition. Most importantly, there are large-scale problems arising in supply chain management and freight transportation where spatial decomposition more realistically captures the actual decision-making structure by distributing the decisions regarding resources in different states to different agents. As an algorithmic appeal, it reduces the subproblem size considerably by increasing the number of subproblems solved. This in turn increases the ability of the algorithm to handle large problems. Finally, the subproblems are a lot easier to solve. In particular, we show in §2 that for a certain class of value function approximations (separable, piecewise-linear, concave), the approximate subproblems reduce to min-cost network flow problems under spatial decomposition, whereas this is not possible under temporal or regional decomposition.
To establish the sequence in which the subproblems are solved, we must define an ordering between the elements of . Any ordering would do. Without loss of generality, we may assume that = 1 2 . In this case, comparisons of the form i < j, for i j ∈ , and operations of the form i + 1 for i ∈ make sense. We also define an ordering among pairs it for i ∈ , t ∈ , whereby jt > it if (j > i, t = t) or t > t. We index our subproblems by the pairs it , i ∈ , t ∈ as opposed to t ∈ in temporal decomposition. We start the dynamic programming recursion starting from the subproblem 1 0 (the problem that the first agent solves in the first time period) and define the next subproblem to be solved as follows:
→ it = subproblem to be solved after subproblem it
Note that jt > it if and only if subproblem jt is solved after it .
The core idea behind spatial decomposition is as follows: As we are solving different subproblems in a certain time period corresponding to different agents in , we keep track of the decisions that were made by the previous agents by an augmented state variable. This is similar to keeping track of the history of a non-Markovian process convert it into a Markovian process.
To formulate the problem according to spatial decomposition, we define the following:
= set of subproblems, it i ∈ t ∈ . R k jt it = number of resources of type k ∈ that we know will be in state j ∈ at time t right before agent i is to solve subproblem it ∈ . It is necessary that j i t = t or j ∈ t = t + 1 .
Noting the elements of the vector R it , we see that when agent i is solving subproblem it , it still uses the number of resources in states other than i. However, as we show shortly, this information is incorporated in the subproblem minimally (such as setting some variables to constants).
In the definition of R k jt it , the condition j i t = t or j ∈ t = t + 1 indicates that when agent i is solving subproblem it , there can be resources in state j i at time period t or there can be resources in state j ∈ at time period t +1. The latter are the resources that have been sent to time t + 1 by an agent that solved its subproblem in time period t before agent i. We note that the condition j i t = t or j ∈ t = t + 1 is equivalent to it jt t + 1 . Within the state variable R it , the resources in states R k it it k ∈ are actionable, which is to say that they can be used to cover a demand or modified into a certain state by agent i by using a decision in subproblem it . The resources in the states R k jt it k ∈ it < jt t + 1 always move to state R k jt
→ it , and they are modified in the subsequent subproblems.
We can now write the dynamics of our system at subproblem it as
with the initial condition that R k j t+1 1t = 0 for all k ∈ , j ∈ . This initial condition is due to the fact that when we are solving the first subproblem in time period t, there cannot be any resources that have been sent to time period t + 1 by a previous subproblem.
To write the feasible set of actions under spatial decomposition, we slightly change the definition of the information arrival process. We now assume that our problem is characterized by an information process that we represent by the sequence of random variables W it it ∈ , where W it describes the demands present in the system when agent i is solving subproblem it . We let = 10 20 T −1 represent an elementary outcome, with it = W it being the information arriving right before agent i solves subproblem it . In this way, we now allow arrival of new information to the system as the agents are solving the subproblems within a given time period. Throughout the paper, when referring to the realization of the random variable W it corresponding to , we simply write it rather than W it . Then, the most important stochastic element of the problem is given by u l it it = number of demands of type l ∈ present in the system when agent i is solving subproblem it ∈ corresponding to outcome ∈ .
For brevity, when we want to refer to the number of demands corresponding to a service decision d ∈ s , we use
it . To formulate the problem under spatial decomposition, we make the additional assumption that for each decision d ∈ s , there is a single state i d ∈ that a resource has to be in to be able to serve the demand type d ∈ . This prevents a particular demand type from appearing in multiple subproblems corresponding to different elements of . Hence, for each demand that can occur in the system, there is exactly one agent that is able to cover that demand, and c Pattern of flow of resources among subproblems under spatial decomposition. 
By employing R it as our state vector for subproblem it ∈ , we can write the dynamic programming formulation of the problem using spatial decomposition as follows:
Under spatial decomposition, the pattern of resource flows among subproblems can be represented using a network shown in Figure 3 . Similar to (5), it can be shown that the value function in (13) is a concave function of R it . Therefore, at this point we can apply the ideas of §1.1 to replace the value function in (14) by a separable, concave, piecewise-linear approximation V it · for it ∈ to obtain an approximate subproblem for agent i ∈ at time t ∈ :
The architecture of our agents can be described as follows: The set of value function approximations V → it · t ∈ is the information available to agent i about its impact on the rest of the system. For each time period t, having perceived the state of the environment through the state vector R it , agent i makes its decisions using the approximate dynamic programming recursion (15). The procedure we use to update the value function approximations V → it · t ∈ constitutes the learning mechanism of agent i, and this is the topic of §3.
Extensions to Multiperiod Transfer Times
We now extend the formulation in §1.2 to the case where the transfer times for the decisions are not all equal to one time period. When we discuss the state variable R k jt it in §1.2, we note that we need to have j i t = t or j ∈ t = t + 1 , because the subproblems solved in time period t before subproblem it can send resources only to time period t + 1. If all the transformation times are not equal to one time period, then a subproblem solved in time period t can send resources not only to time period t + 1, but to time periods t + 1 t + 2 t + max , where we use max to denote the maximum possible transformation time. Then, all we need to do is to change the definition of our state variable as follows: R k jt it = number of resources of type k ∈ that we know will be in state j ∈ at time t right before agent i is to solve subproblem it ∈ . It is necessary that j i t = t or j ∈ t + 1 t t + max . R it = vector whose components are R k jt it k ∈ j i t = t or k ∈ j ∈ t + 1 t t + max . To capture the richness of this problem class, we adopt a more general notation for describing the system dynamics by defining
transforms a resource in state i ∈ to state j ∈ and the transformation of decision d ends at time t ∈ 0 otherwise.
The system dynamics are now described by
with the initial condition that R k jt 10 = 0 for all k ∈ , j ∈ , 1 t max . The initial condition is due to the fact that when we are solving the first subproblem at time 0, there cannot be any resources sent to any time period in the future by a previous subproblem.
The feasible action space it R it it is still given by Equations (10), (11), and (12) as R k it it k ∈ represents the actionable part of the state vector R it . Using the new state variable, system dynamics, and action space, we can write the dynamic programming formulation of the problem exactly as in (13) and (14).
Approximating the Value Function
Our state variable in subproblem it is R it = R k jt it k ∈ j i t = t or k ∈ j ∈ t = t + 1 . Hence, similar to (7), we can define our separable value function approximation as:
In addition to modeling the actual control structure of large-scale problems more accurately, spatial decomposition has a nice algorithmic feature, which is that the subproblems are min-cost network flow problems when we use piecewise-linear, concave value function approximation components in (16). This is established in the following proposition. Topaloglu and Powell (2002) note that under temporal decomposition, the subproblems are mincost integer multicommodity network flow problems if they use piecewise-linear, concave value function approximation components in (7).
Proposition 1. Consider the approximate subproblem (15) with
where the value function approximation components V k jt
piecewise-linear, concave functions. Then, the approximate subproblem (15) is a min-cost network flow problem.
The proof of Proposition 1 is given in the appendix. Here, we explain the ideas of the proof that are relevant to the rest of the paper. We assume that each value function approximation component V Representing piecewise-linear, concave functions in networks.
Constraints (18), (21), and (24) define the set of feasible decisions as in (10), (11), and (12), whereas Constraints (19) and (20) define the dynamics of the system as in (9) and (8). The other constraints are simply used to compute the value function approximations. We note that Constraints (19) can be dropped, because they merely set the variable R k jt → it to a constant, and we simply plug the value of R k jt → it in the objective function. Furthermore, (20) and (22) can be combined as
We show the structure of the Problem (17) in Figure 5 . Constraints (18) are the flow balance constraints for the nodes on the left side of the figure. The combined form of Constraints (20) and (22) are the flow balance constraints for the nodes on the right side of the figure. x k idt represents the flow on an arc leaving node k ∈ on the left side and going into the node k ∈ j ∈ with ijd = 1 on the right side. Note that Constraints (21) are generalized upperbound constraints that limit the total flow on a certain set of arcs. (These constraints seemingly prevent Problem (17) to be formulated and solved as a min-cost network flow problem, but Proposition 1 shows that Problem (17) can be Representation of Problem (17).
Note. u d it it act as generalized upper bounds constraining the total flow on several arcs.
converted into an equivalent min-cost network flow problem.) The parallel arcs leaving the nodes on the right side of the figure represent the value function approximations. If the problem in Figure 5 were in fleet management context, the nodes on the left side would represent the supply of different types of vehicles in location i ∈ at time t ∈ . The nodes on the right side would represent the locations to which the vehicles in location i can be dispatched. We would have bundle constraints to limit the total number of a certain service decision applied to all vehicles of all types.
The proof of Proposition 1 transforms this problem to the following, which can be shown to be a min-cost network flow problem:
Updating the Value Function Approximations
Godfrey and Powell (2001) (20) to update the value function approximation components V k j t+1 it · k ∈ j ∈ . Note that the vector of dual variables Step 1 Step 2. Find the smoothing interval:
Step 3. Update the slopes by
Step 2 ensures that the concavity of the approximation is preserved after the update. This step finds the smallest interval around R such that if we update the slopes over this interval by , the concavity of the approximation is maintained.
In practice we solve Problem (25), which is the min-cost network flow transformation of Problem (17). Therefore, we need to obtain an optimal dual solution to (17) using an optimal dual solution to (25). The optimal values of the dual variables of Constraints (19) are obvious because they merely set the variables R k jt
We then need to establish the relationship between the optimal dual variables of the Constraints (18), (20), (26), and (27). The following proposition shown in the appendix does this:
be the optimal dual variables corresponding to Constraints (26) and (27) in Problem (25) 
are the optimal dual variables corresponding to Constraints (18) and (20) in Problem (17) .
The second complication that arises from using spatial decomposition is that there are a lot of "forced" transformations represented by the bold arcs going out of the white nodes in Figure 3 . At one subproblem there are many resources that simply flow to the next subproblem (see Constraints (9)) rather than being modified by applying decisions to them by the relevant agent. This interferes with the efficient communication between the subproblems, and the performance of the algorithm deteriorates. In the remainder of this section, we present a result that alleviates the communication lag problem and increases the performance of the algorithm dramatically. We fix ∈ , and for a given state R it in subproblem it ∈ , we define the problem P it R it and its optimal objective value F it R it as
This problem may be considered as the posterior multistage problem corresponding to ∈ . We let x * it it ∈ and R * it it ∈ be the series of actions and states in the optimal solution for P 1 0 R 1 0 , which corresponds to the first subproblem 1 0 . We omit their dependence on for clarity of the notation. Then, we have:
We now fix subproblem it and state j ∈ with j > i and k ∈ . We define R * it + e k jt = the state variable obtained by increasing the component R k jt it in R * it by 1. We note that because j > i, the component R k jt → it in the state vector R → it is also defined.
Proof. We know that temporal decomposition spatial decomposition before using corollary spatial decomposition after using corollary 
We now fix subproblem it , state j ∈ and k ∈ . We define R 
The proof of this proposition is very similar to the previous one. We define, for the values of subproblem it ∈ , j ∈ , and k ∈ that we fixed before:
Then, the following two lines of inequalities are implied by Propositions 4 and 3, respectively, which proves Corollary 1:
Corollary 1. For all k ∈ , i ∈ , and t ∈ ,
where t = t j i or t = t + 1.
Therefore, if we denote the optimal dual variables of Constraints (18) . This result proves to be instrumental in the performance of the algorithm. In Figure 6 , we compare the performance of spatial decomposition (using and not using Corollary 1) with temporal decomposition of Topaloglu and Powell (2002) on a deterministic instance of the problem (see §4 for the experimental setup). Corollary 1 helps spatial decomposition give good quality solutions quickly. Without using the corollary, our algorithm has to continue for about 100 iterations to reach the solution quality that can be obtained within six iterations by temporal decomposition.
Experimental Results
In this section, we explore the effectiveness of the spatial decomposition scheme on the specific fleet management problem described in the introduction and compare it with the centralized temporal decomposition. Our experimental setup closely follows that of Topaloglu and Powell (2002) . We create a basic problem and modify different attributes of this problem to create new problems to test the robustness and effectiveness of the spatial decomposition to problems with different characteristics. Table 1 describes the attributes of this basic problem.
Deterministic Experiments
Problems with deterministic demand arrival processes can be formulated as large integer programs, and we can obtain upper bounds on the optimal objective values by solving the linear programming relaxations of these problems. Therefore, it is relatively easy to measure the solution quality of our methodology in a deterministic setting.
To evaluate the quality of the solutions provided by the spatial decomposition scheme, we normalize the objective value of each iteration to 100 by using the objective value of the linear programming relaxation of the problem. The criteria we use to evaluate the algorithm are the mean, standard deviation, maximum and minimum of the objective value in the last 30 of the 100 iterations, CPU time, and the number of iterations to reach a certain percent of the upper bound on the objective value. As a comparison, we also show the performance of the temporal decomposition scheme described in §1.1. Table 2 shows the results for different numbers of time periods; Table 3 shows the results for different numbers of locations; Table 4 shows the results for different compatibility patterns between resources and demands, and finally, Table 5 shows the results with different numbers of resources. "T" denotes the temporal decomposition of Table 5 .
Results of deterministic runs with varying number of resources. Both temporal and spatial decomposition yield results that are very close to the objective value of the linear programming relaxation of the problem. However, temporal decomposition takes fewer iterations than spatial decomposition to reach a certain percent of the objective upper bound. Although we do not present here, we have also run the problems in Tables 2, 3 
Stochastic Experiments
In this section, we show the performance of spatial decomposition on problems with stochastic demand arrival processes. Testing the algorithm on a stochastic problem involves two stages: training and evaluation. In the training stage, we sample the demands that occur in the system, solve approximate subproblems of Form (15) using this sample realization, and update the value function approximations. In the evaluation stage we still continue sampling demands and solving the approximate subproblems; however, we do not update the value function approximations anymore. In essence, the evaluation stage measures the quality of the value function approximations obtained in the training stage. Our setup runs showed that the value function approximations stabilize after around 70 iterations. Hence, in our experiments the training stage is composed of 70 sample realizations, whereas the evaluation stage is composed of 50.
The main difficulty in evaluating the performance of the algorithm under stochastic demand arrivals is obtaining a tight bound on the objective value of the problem. For this purpose, we first solve the linear programming relaxation of the deterministic posterior problem corresponding to each sample realization of the demands in the evaluation stage. This gives an upper bound on the objective value of the problem if we were to solve it as a dynamic program and the realization of the demands turned out to be the same as the one used in the deterministic linear program. This bound is likely to be quite loose. However, we utilize it only to normalize our results.
As a competing strategy to our algorithm, we employ a 20-period rolling-horizon procedure (denoted by "RH" in the tables that follow). Topaloglu and Powell (2002) show that using 20 periods for the rolling horizon provides the best results for the basic problem in Table 1 .
The criteria we use to evaluate the performance of the algorithm are the mean, standard deviation, and the 50th, 5th, and 95th percentiles of the objective value in the evaluation iterations. We note that the objective value of each iteration is normalized to 100 using the deterministic linear program corresponding to the demand realization of the iteration in question. The experimental setup is similar to the one used in deterministic experiments. We take the basic problem defined in Table 1 and vary the Table 7 .
Results of stochastic runs with varying compatibility patterns. number of locations, compatibility structures, and number of resources. The only difference is that the number of demands in Table 1 now becomes the expected number of demands. We assume that the numbers of demands that need to be carried between each origin-destination pair at each time period are independent random variables with Poisson distribution. The 20-period rolling-horizon procedure solves a problem over 20 time periods for every time period, making it much slower than our methodology. Furthermore, the solution quality of our approach is better than that of rolling horizon. Hence, our approach is obviously much faster than the rolling horizon without sacrificing the solution quality, and we do not report the run times for the rolling-horizon procedure.
Tables 6, 7, and 8 summarize the results of stochastic experiments with different numbers of locations, compatibility patterns, and numbers of resources. Both temporal and spatial decomposition yield better results than the rolling-horizon procedure, but in a stochastic setting, temporal decomposition seems to be more effective than spatial decomposition. However, considering the fact that the performance gap between temporal and spatial decomposition is about 3% and subproblem solution times under spatial decomposition are 10-30 times faster than those under temporal decomposition, spatial decomposition may be preferable for large applications if fast decision making is critical.
Conclusions
In this paper, we proposed a new dynamic programmingbased distributed solution approach to the dynamic resource allocation problem that gives the control of resources in different states to different agents. We showed how to construct a learning and communication mechanism among the agents by using piecewise-linear, concave approximations of the value function. We showed that this approach yields integer solutions naturally and provides near-optimal solutions on deterministic problems. In a stochastic setting, centralized decision making proved to be more effective than distributed decision making.
Clearly, the optimal centralized policy will perform at least as well as any distributed decision-making scheme. The results we present are encouraging in the sense that, under deterministic demand arrivals, we do not lose the solution quality by using spatial decomposition, and under stochastic demand arrivals, the loss in the solution quality is limited to 3%. Considering its fast CPU times, its ability to yield integer solutions naturally, and the fact that it accurately captures the decision-making structure in many real-world systems, spatial decomposition might be preferred to temporal decomposition for large, practical applications.
