ABSTRACT. We give a natural geometric condition that ensures that sequences of Chung-Yao interpolation polynomials (of fixed degree) of sufficiently differentiable functions converge to a Taylor polynomial.
1. INTRODUCTION 1.1. Stating the problem. When d + 1 points a 0 , . . . , a d in R converge to a limit point a, the corresponding Lagrange interpolation polynomial L[a 0 , . . . , a d ; f ] of a function f at the a i 's tends to the Taylor polynomial of f at a to the order d and this under the sole assumption that f is d times continuously differentiable on a neighborhood of the limit point. This classical result is an easy consequence of Newton's formula for Lagrange interpolation and of the mean value theorem for divided differences. In this paper, we study a multivariate analogue of this problem. We suppose that the points of a multivariate interpolation lattice A of degree d in R N converge to a limit point a ∈ R N and ask under what conditions we can assert that the corresponding multivariate Lagrange interpolation polynomials of a function f converge to the Taylor polynomial of f at a to the order d ? The question is answered for a particular but important class of interpolation lattices, the so-called Chung-Yao lattices, see below.
1.2. A known criterion. In the multivariate case, a simple clear-cut answer cannot be expected. This perhaps may be regarded as another consequence of the absence of a multivariate mean value equality. We recall a rather general criterion (which actually works for hermitian interpolations) which can be found in [1] . Let us mention that the first results which appeared in the literature concerned the case (of practical importance in finite elements theory) for which the lattices are of the form A (t) = U (t) (A) where U (t) is a sequence of linear transformations whose norms tend to 0 and A is a fixed lattice. We refer to [1] for details and references to earlier works.
We denote by P d (R N ) the space of polynomials in N real variables of degree at most d, X α is the monomial function corresponding to the N-index α, that is X α (x) = x X α , |α| = ∑ 
where L[A (s) ; ·] (resp. T d 0 (·)) denotes the Lagrange interpolation projector at the points of A (s) (resp. the Taylor projector at 0 of order d).
Unfortunately condition (1.1) is not easy to verify, especially if the degree of interpolation is not small, and it seems difficult to check it on general classes of interpolation lattices. Besides, theorem 1.1 requires a high order of smoothness. We point out, however, that although whether the level of differentiability required in theorem 1.1 is optimal is not known (in the case of Lagrange interpolation), examples do exist for which convergence does not hold for function of class C d+1 but holds for function of higher smoothness, see [1, example 5.4].
The aim of this paper is to give a natural geometric condition in the case where the interpolation lattices are Chung-Yao lattices. From an algebraic point of view, they can be regarded as the simplest interpolation lattices : every point is situated at the intersection of N hyperplanes chosen among a minimal family and the corresponding Lagrange fundamental polynomials are products of affine forms. The definition and main properties of Chung-Yao lattices are collected in section 2. Our criterion is given and commented in section 3. The proof is quite technical and is postponed to the next section. It relies on a remainder formula due to Carl de Boor.
We need very few facts from general interpolation theory. They are recalled in the following subsection.
1.3. Basic facts on interpolation. Let E be a m-dimensional space of functions on R N and A = {a 1 , . . . , a m } ⊂ R N . We say that A is an interpolation lattice for E if for every function f defined on A there exists a unique L ∈ E such that L = f on A. Given a basis f = ( f 1 , . . . , f m ) of E, we define the Vandermonde determinant VDM(f ; A) by
.
(
Then A is an interpolation lattice if and only if
Of course, the condition is independent from the choice of the basis f. When (1.4) is satisfied, we have 5) where l(A, a i , ·) is the unique element of E which vanishes on A \ {a i } and takes the value 1 at a i ,
(1.6) In the case where
and call it the Lagrange interpolation of f at A. We say that A is an interpolation lattice of degree d. The only other case that we consider in this paper is E = H d (R N ), the space of homogeneous polynomials of degree d in N variables whose dimension is
CHUNG-YAO LATTICES
We recall the construction of the lattices and of some objects attached to them. Despite their apparent simplicity, it seems that these configurations were first considered in 1977's Chung and Yao's paper [2] . Here, we essentially follow the presentation and notational conventions of de Boor [3] .
We work in R N endowed with its canonical euclidean structure. The corresponding scalar product is denoted by ·, · . A set of N hyperplanes H = { 1 , . . . , N } in R N is said to be in general position if the intersection of the N hyperplanes is a singleton, that is 
is one-to-one. Here and in the sequel we confuse the singleton ∈H with its element.
This definition stands at the basis of the following result. 
is an interpolation lattice of degree d − N. Moreover, if ∈ H is given by = {x ∈ R N : n , x = c } then we have the interpolation formula
The lattice Θ H is called a Chung-Yao lattice (of degree d − N) and the interpolation formula is called the Chung-Yao interpolation formula corresponding to H. In particular, we have
When the set of hyperplanes we use is clear, we write Θ instead of Θ H . Of course, in (2.3), different equations for the hyperplanes yield a same formula. In the particular case N = 1, every set of interpolation nodes may be regarded as a (trivial) Chung-Yao lattice.
As shown by (2.3), interpolation polynomials at Chung-Yao lattices are easy to compute. Some difficulties, however, must be pointed out. In constructing a Chung-Yao lattice, we start from a family of hyperplanes and compute the interpolation points by solving, in principle, m d linear systems (of order N). Besides, it is a difficult problem, even in the case N = 2, to decide how to choose the hyperplanes if a special requirement is made on the location of the interpolation points. For instance, we currently do not know what kind of limiting distribution we can obtain with a growing number of Chung-Yao points. We mention that an interesting Chung-Yao lattice was constructed by Sauer and Xu [5] on bidimensional disks.
CHUNG-YAO LATTICES OF POINTS CONVERGING TO THE ORIGIN
3.1. The convergence theorem. From now on, we shall confuse an hyperplane with the affine form (x) = n, x − c which defines it, where n is normalized so that n = 1. This abuse of language (each hyperplane has two normalized equations) should not create confusion. Boldfaced n will be kept for normalized vectors and vectors derived from them.
Supposing that the points of a sequence Θ (s) of Chung-Yao lattices of same degree converge to the origin (or to any other fixed point), we study under what conditions the corresponding interpolation operator converges to the Taylor projector at the origin. Our main result is summarized in the following theorem.
We assume that Θ (s) is the lattice given by the family of hyperplanes
(3.1) Consider the following two conditions.
(C1) All the points of the lattice tend to 0 as s
of the parallelotope spanned by the vectors n
are bounded from below, away from 0, uniformly in s. If conditions (C1) and (C2) are satisfied then, for every function f of class C d−N+1 on a neighborhood of the origin, we have
Of course, (3.3) holds in every normed vector space topology of P d−N (R N ).
On condition (C2).
The condition on the volume of the parallelotopes is equivalent to the following, Conditions (C1) and (C2) are obviously independent. However, when we know that the second one holds true, the first one is easily checked as shown by the following lemma.
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To show the converse, we observe that if
and the claim follows from Cramer's formula in which, thanks to condition (C2), the denominator remains away from 0 whereas the numerator tends to 0.
Affine transformations of Chung
In the following theorem we translate the conditions of theorem 3.1 when the points of a Chung-Yao lattice are sent to the origin by applying a sequence of affine transformations. 
We consider the sequence of Chung-Yao lattices Θ (s) induced by H (s) . The following assertions are equivalent.
(1) Θ (s) satisfies conditions (C1) and (C2).
(2) There exists a positive constant ∆ such that
where
3.4. Examples. In R 2 any interpolation lattice of degree 1 is a Chung-Yao lattice (based on the three distinct lines defined by the interpolation points). Moreover, any such lattice is the image under an affine isomorphism of the lattice Θ := {(0, 0), (1, 0), (0, 1)} constructed with the lines of equations 1 (x 1 , x 2 ) = x 1 , 2 (x 1 , x 2 ) = x 2 and 3 (x 1 , x 2 ) = x 1 + x 2 − 1. Consider the affine transformations L s defined by
where u is a function of t such that lim t→0 u(t) = 1, and the lattice
It is not difficult to see that Θ (s) satisfies condition (C1) and (C2). For (C2) we use (3.5) and observe that one of the angle is equal to π/2 while, thanks to the assumption on u, the other two tend to π/4 as t → 0. Hence, according to theorem 3.1, the corresponding Lagrange interpolation polynomials at Θ (s) of any twice continuously differentiable function f on a neighborhood of 0 converge to the Taylor polynomial of f . This example shows that the assumptions of theorem 3.1, even in the simple case of theorem 3.3, are weaker that those given in [1, proposition 2.1]. Indeed the assumption
is required in that proposition whereas it clearly does not hold here since, as is easily checked,
We now give an example showing that convergence to the Taylor projector no longer holds, in general, when condition (C2) is not satisfied. We use a computation done in [1, example 1.2.]. We fix ε ≥ 0 and define
This lattice satisfies (C1) but not (C2) and it is readily checked that
t ε , which clearly does not converge to T 1 0 (X (2,0) ) = 0 as s = 1/t → ∞. The case ε = 0 shows that that the Lagrange polynomials may converge to a limit different from the Taylor polynomial.
FURTHER PROPERTIES OF CHUNG-YAO LATTICES AND PROOF OF
THEOREM 3.1 4.1. de Boor's identity. In the following H always denotes a set of d ≥ N hyperplanes in general position in R N and Θ = Θ H the corresponding Chung-Yao lattice. We will always assume that
The elements of H are ordered according to the indexes. Every subset of H is endowed with the induced ordering. If K is a subset of N − 1 elements in H, that is K ∈ H N−1 , then ∩ ∈K is a line in R N which contains d − N + 1 points of Θ. Indeed, it passes through every ϑ H such that H ∈ H N , K ⊂ H. The set of these d − N + 1 points is denoted by Θ K ,
is a linear form, there exists a vector, which we denote by n K , such that
As defined, the value of n K depends on the ordering of the hyperplanes of K. A different ordering may change n K in −n K . It is to avoid further discussion of this detail that we assumed we start with a particular ordering of H and agreed that every subset of H is endowed with the induced ordering.
Lemma 4.1. If K = { i 1 , . . . , i N−1 } then the direction of the line ∩ ∈K is given by the (nonzero) vector n K . We have n K ≤ 1.
Proof. The first claim is a consequence of the equations n i j , n K = 0, j = 1, . . . , N − 1, which follows readily from (4.4). Next, by Hadamard's inequality, the norm of the linear form (4.3) is smaller than the product of the n i j 's which is smaller than one. Hence, in view of (4.4 ), so is the norm of n K .
The vectors n K play a fundamental role in our proof of theorem 3.1. Note in particular that if H ∈ H N and ∈ H then we may speak of n H\ . From now on, we use H \ i for H \ { i }.
Lemma 4.2 (de Boor's identity). If H ∈
H N then we have
where˜ denotes the linear part of (thus˜ (x) = n, x if (x) = n, x − c). In particular, for every H, the vectors n H\ , ∈ H, form a basis of R N .
Proof. See [3, p. 37].
de Boor's remainder formula.
We now recall the definition of multivariate divided differences. Let Ω be an open convex set in R N , to every set A = {a 0 , . . . , a s } ⊂ Ω (the points are not necessarily distinct) and f ∈ C s (Ω), we associate a s-linear form on (R N ) s defined by
where f (s) denotes the s-th total derivative of f ,
and ∆ s is the standard simplex {ξ = (ξ 1 , . . . , ξ s ) :
This symmetric s-linear form is called the multivariate divided difference of f at A. Note that, when f ∈ C s (Ω) is fixed, the function
is continuous (as a function of its two groups of variables). We now state a beautiful error formula due to Carl de Boor. 
where, as above,˜ is used for the linear part of . The error between a function f of class C d−N+1 on a convex neighborhood Ω of Θ and the Lagrange interpolation polynomial of f at Θ is given by the following formula. 
is an interpolation lattice for the space
Proof. It suffices to prove the following two assertions.
(1) The cardinality of V is equal to the dimension of
To verify the first point, we just need to check that if
Since ∪ K is a set of N hyperplanes in general position, we have det(n, n i 1 , . . . , n i N−1 ) = 0 hence, in view of (4.4), n, n K = 0. On the other hand, since ∈ K, n, n K = 0. Hence n K = n K .
As for the second point, for K ∈ H N−1 , we set
This clearly defines a homogeneous polynomial of degree
The interpolation formula corresponding to the interpolation lattice -and using the polynomials H K =P K in (4.10) -yields the following identity. 
and
Then for every symmetric (d − N + 1)-linear form φ on R N , we have
In the above formula, we agree that when d −i (resp. i −N) is not positive then is empty then its value is taken to be 1.
We need the following simple observation.
Lemma 4.7. Let H = { 1 , . . . , d + 1} be a collection of hyperplanes in R N in general position with d ≥ N. As above, we write
Proof.
. Proof of lemma 4.6. We prove identity (4.14) by induction on d ≥ N.
(A) We start with the case d = N. In that case (4.14) reduces to
Since φ is a linear form, the claim follows from de Boor's identity (4.5).
(B) We assume that (4.14) holds true for d and prove it for d + 1. Take φ a symmetric (d + 2 − N)-linear form. Fix y ∈ R N and define φ y on (R N ) d+1−N by φ y (v 1 , . . . , v d+1−N ) = φ (v 1 , . . . , v d+1−N , y) . Thus φ y is a symmetric (d + 1 − N)-linear form to which we may apply the induction hypothesis to get
Putting y = x in the above expression, we obtain
On the other hand, we need to prove 
N−1 and x ∈ R N , using de Boor's identity (4.5) with H = K ∪ d+1 , we may write
Substituting x with the above expression in the left hand side of (4.20), we arrive to
Hence, the second term on the right hand side of (4.21) is
We first concentrate on the term P
on the left hand side of (4.23). Since ∈ K we have
K (n (K\ )∪ d+1 ). 
Now, for a fixed K ∈ H d N−2 , using lemma 4.7 for the first equality (we add null terms) and corollary 4.5 for the second one, we get
). (4.28) Using (4.28) in the last term of (4.27), we finally arrive at ∑ K∈(
, (4.29)
which is (4.23). This completes the proof of the lemma. 
