QDs from Evident Technologies (Troy, NY, USA).
The PPTase plasmid was obtained from Kai Johnsson (University of Lausanne, Lausanne, Switzerland). The PPTase protein was produced by us recombinately and purified by our previously published protocols (1) .
After QD staining but before measurements, samples were washed three times with 500 µL DMEM. Experiments were conducted on cells in 300 µL DMEM.
We estimate the hydrodynamic radius of the QD655 QDs both with and without the CoA procedure here above to be between 15 and 20 nm. Our best estimates show that the CoA procedure adds 1-2 nm to the radius.
Single-molecule microscopy
The experimental arrangement for singlemolecule imaging has been described in detail previously (1, 2) . Essentially, the samples were mounted onto an inverted microscope (A xiovert 200; Zeiss, Göttingen, Germany) equipped with a 100× objective (PlanNeofluor 100×, NA = 1.3; Zeiss) and illuminated for 5 ms with the 473-nm laser line of a diode laser (MBL-473-100; CNI Laser; Changchun, China) with excitation intensity of 0.5-1 kW/cm 2 and synchronized with the exposure of the Peltier-cooled electronmultiplying charge-coupled device (EMCCD) camera system (CascadeII 512B; Roper Scientific, Tucson, AZ, USA). The synchronization was realized by the use of home-built electronics to set the exposure trigger from the CCD camera and an acousto-optic time-frequency shutter (AOTF; AA Opto Electronic, Orsay, France) to control the laser light excitation. This system provided exact timing of the illumination time, intensity, and wavelength. Fluorescence signals from the QDs were monitored through a dichroic mirror (DCLP525; Chroma, Bellows Falls, VT, USA) in combination with a band pass (HQ655/40 nm; Chroma). The total detection efficiency of the experimental setup was 13% for the QDs (QD655). Typically, 500 readouts of half the region of the full array (256 × 256 pixels in the image plane) of the CCD chip was acquired to the PC with a time interval of 27 ms. During the experiment time, the cells were kept at 37°C via an objective heater (Bioptechs, Boulder, CO, USA).
Total internal reflection single-molecule microscopy
The total internal reflection fluorescence (TIRF) single QD images and tracking were performed on a Leica AM TIRF system (Leica Microsystems CMS GmbH, Wetzlar, Germany). The Leica TIRF microscope was custom equipped from the manufacturer with a 100×, N.A. = 1.46 objective (Leica), a 405-nm 50-mW diode laser (CUBE; Coherent, Santa Clara, CA, USA), and EMCCD camera system (CascadeII 512B). The TIRF angle was adjusted electronically via software control down to penetration depths of 70 nm. The emission of the QDs was filtered with a custom inserted band pass filter (HQ655/40 nm; Chroma).
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Data analysis
Data processing occurred in Matlab (MathWorks, Natick, MA, USA). Trajectories were constructed from the positional shifts of the QDs in consecutive images and analyzed following a method as described in Reference 3. For the analysis of the (r i 2 , t lag ) plots, a positional accuracy of 7 ± 2 nm in our measurements was considered, and results in a constant offset in r i 2 of 0.000049 μm 2 for all time lags (4). In brief, the lateral diffusion of Brownian particles in a medium characterized by a diffusion constant D is described by the cumulative probability distribution function for the square displacements, r 2 (5): [Eq.1] P(r 2 , t lag ) describes the probability that the Brownian particle starting at the origin will be found within a circle of radius r at time t lag . Provided that the system under study segregates into two components, characterized by mean-square displacements r 1 2 and r 2 2 , and relative fractions α and (1 -α), respectively, Equation 1 becomes (3,5):
The cumulative probability distributions P(r i 2 , t lag ) were constructed for each time lag from the single-molecule trajectories by counting the number of square displacements with values <r 2 , and subsequent normalization by the total number of data points (5). Probability distributions with n >1000 data points were least-square fit to Equation 2, resulting in a parameter set {r 1 2 (t lag ), r 2 2 (t lag ), α}, for each time lag, t lag , between 0.027 and 1.6 s. This approach of fitting leads to a robust estimation of the mean-square displacements r i 2 even when the mobility is not purely random (3) .
Some examples of the data acquired in this manuscript can be found in Supplementary Figure S3 .
Mobility analysis
By plotting the mean square displacement (r i 2 ) versus t lag , the diffusional behavior of the respective populations of molecules is revealed. The (r i 2 , t lag ) data sets were fitted by a free diffusion model, 2 ~ 1, D = Γ is constant, and diffusion is normal. When the meansquare displacement does increase with time but levels of to a constant value for longer time lags, this was described with a confined diffusion model. The confined diffusion model assumes that diffusion is free within a square of side length L, surrounded by an impermeable, reflecting barrier. Then the mean-square displacement depends on L and the initial diffusion coefficient D 0 , and varies with t lag as (3,6):
Supplemental Figure 3 . 
