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THE JOSEFSON–NISSENZWEIG PROPERTY
FOR LOCALLY CONVEX SPACES
TARAS BANAKH AND SAAK GABRIYELYAN
Abstract. We define a locally convex space E to have the Josefson–Nissenzweig property (JNP) if
the identity map (E′, σ(E′, E)) → (E′, β∗(E′, E)) is not sequentially continuous. By the classical
Josefson–Nissenzweig theorem, every infinite-dimensional Banach space has the JNP.
We show that for a Tychonoff space X, the function space Cp(X) has the JNP iff there is a weak
∗
null-sequence {µn}n∈ω of finitely supported sign-measures on X with unit norm. However, for every
Tychonoff space X, neither the space B1(X) of Baire-1 functions on X nor the free locally convex
space L(X) over X has the JNP. We also define two modifications of the JNP, called the universal
JNP and the JNP everywhere (briefly, the uJNP and eJNP), and thoroughly study them in the classes
of locally convex spaces, Banach spaces and function spaces. We provide a characterization of the JNP
in terms of operators into locally convex spaces with the uJNP or eJNP and give numerous examples
clarifying relationships between the considered notions.
1. Introduction
Let E be a locally convex space. The dual space E′ of E endowed with the weak∗ topology σ(E′, E)
and the strong topology β(E′, E) is denoted by E′σ and E
′
β , respectively.
Josefson [27] and Nissenzweig [33] proved independently the following theorem (another proof of
this beautiful result was given by Bourgain and Diestel in [8]):
Theorem 1.1 (Josefson–Nissenzweig). Let E be an infinite-dimensional Banach space. Then there
is a null-sequence {χn}n∈ω in E
′
σ such that ‖χn‖ = 1 for every n ∈ ω.
Therefore the identity map E′σ → E
′
β is not sequentially continuous for every infinite-dimensional
Banach space. Recall that a function f : X → Y between topological spaces X and Y is called
sequentially continuous if for any convergent sequence {xn}n∈ω ⊆ X, the sequence {f(xn)}n∈ω con-
verges in Y and limn f(xn) = f(limn xn).
The Josefson–Nissenzweig theorem was extended to Fre´chet spaces in [7].
Theorem 1.2 (Bonet–Lindstro¨m–Valdivia). For a Fre´chet space E, the identity map E′σ → E
′
β is
sequentially continuous if and only if E is a Montel space.
Another extension of the Josefson–Nissenzweig theorem was provided by Bonet [6] and Lindstro¨m
and Schlumprecht [31] who proved that a Fre´chet space E is a Schwartz space if and only if every
null-sequence in E′σ converges uniformly to zero on some zero-neighborhood in E.
Studying the separable quotient problem for Cp-spaces and being motivated by the Josefson–
Nissenzweig theorem, Banakh, Ka¸kol and S´liwa introduced in [2] the Josefson–Nissenzweig property
for the space Cp(X) of continuous real-valued functions on a Tychonoff space X, endowed with the
topology of pointwise convergence. Namely, they defined Cp(X) to have the Josefson–Nissenzweig
property if the dual space Cp(X)
′ of Cp(X) contains a weak
∗ null-sequence {µn}n∈ω of finitely sup-
ported sign-measures on X such that ‖µn‖ := |µn|(X) = 1 for every n ∈ ω. This definition implies
that for any Tychonoff space X containing a convergent sequence, the function space Cp(X) has the
JNP. Yet, there exists a compact space K without non-trivial convergent sequences such that the
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function space Cp(K) has the Josefson–Nissenzweig property, see Plebanek’s example in [2]. On the
other hand, Banakh, Ka¸kol and S´liwa observed in [2] that the function space Cp(βω) does not have
the Josefson–Nissenzweig property.
Denote by C0p(ω) the subspace of R
ω consisting of all real-valued functions on the discrete space
ω that tend to zero at infinity. The following characterization of Cp-spaces with the Josefson–
Nissenzweig property is the main result of [2].
Theorem 1.3 (Banakh–Ka¸kol–S´liwa). For a Tychonoff space X, the following conditions are equiv-
alent:
(i) Cp(X) has the Josefson–Nissenzweig property;
(ii) Cp(X) contains a complemented subspace isomorphic to C
0
p(ω);
(iii) Cp(X) has a quotient isomorphic to C
0
p(ω);
(iv) Cp(X) admits a linear continuous map onto C
0
p(ω).
This characterization shows that the Josefson–Nissenzweig property depends only on the locally
convex structure of the space Cp(X) in spite of the fact that its definition involves the norm in the
dual space, which is a kind of external structure for Cp(X).
Let E be a locally convex space. Taking into account Theorem 1.2, it is natural to say that E
has the Jossefson–Nissenzweig property if the identity map E′σ → E
′
β is not sequentially continuous.
However, such definition is not fully consistent with the Josefson–Nissenzweig property for Cp-spaces:
the identity map Cp(X)
′
σ → Cp(X)
′
β is not sequentially continuous for any infinite Tychonoff space X
because the strong dual of Cp(X) is feral, see for example [22, Proposition 2.6] (recall that a locally
convex space E is called feral if any bounded subset of E is finite-dimensional). Therefore to give
a “right” definition of the Josefson–Nissenzweig property, we should consider a weaker topology on
E′ than the strong topology β(E′, E). A locally convex topology on the dual E′ which covers both
cases described in Theorem 1.2 and Theorem 1.3 is the topology β∗(E′, E) of uniform convergence
on β(E,E′)-bounded subsets of E, defined in [25, 8.4.3.C]. Put E′β∗ :=
(
E′, β∗(E′, E)
)
.
Definition 1.4. A locally convex space E is said to have the Jossefson–Nissenzweig property (briefly,
the JNP) if the identity map E′σ → E
′
β∗ is not sequentially continuous.
Now, if E is a Fre´chet space, then β∗(E′, E) = β(E′, E) by Corollary 10.2.2 of [25]. Therefore
Theorem 1.2 states that a Fre´chet space E has the JNP if and only if E is not a Montel space. In
Section 2 we give an independent proof of Theorem 1.2 in an extended form, see Theorem 2.3. On
the other hand, in Theorem 3.4 below we show that a function space Cp(X) has the JNP if and only
if it has that property in the sense of Banakh, Ka¸kol and S´liwa [2] mentioned above. In Section 3
we also consider other important function spaces. In particular, we show that the space B1(X) of all
Baire one functions on X fails to have the JNP, see Corollary 3.8. In Section 4 we show that for any
infinite Tychonoff space X, the free locally convex space L(X) over X also does not have the JNP.
Let E be an infinite-dimensional Banach space and let BE be the closed unit ball of E. Then
the Jossefson–Nissenzweig theorem states that there exists a weak∗ null-sequence {χn}n∈ω in E
′
such that supx∈BE |χn(x)| 6→ 0. Taking into account that BE is a bounded, non-precompact subset
of E and keeping in mind the general case of locally convex spaces, one can naturally ask: When
the sequence {χn}n∈ω is universal by modulo the Jossefson–Nissenzweig theorem in the sense that
supx∈B |χn(x)| 6→ 0 for every bounded, non-precompact subset B of E? In this case we shall say that
E has the universal Jossefson–Nissenzweig property (uJNP for short). In Section 5 we characterize
Banach spaces with the uJNP as follows: a Banach space has the uJNP if and only if it embeds into
the Banach space c0, see Theorem 5.3. Moreover, using a classical result of Bessaga and Pe lczyn´ski
[4], we show in Theorem 5.8 that if K is a compact space, then the Banach space C(K) has the uJNP
if and only if K is countable and has finite scattered height.
In Section 6 we consider the following question. Let E be a Banach space and let B be a bounded,
non-precompact subset of E. Does there exist a weak∗ null-sequence {χn}n∈ω in E
′ (now it depends
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also on B) such that supx∈B |χn(x)| 6→ 0? If the answer is positive, we shall say that E has the
Jossefson–Nissenzweig property everywhere (eJNP for short). We characterize locally convex spaces
with the eJNP (Theorem 6.3) and show that each separable barrelled (in particular, Banach) space
E has the eJNP (Corollary 6.6). In Theorem 6.10 we prove that every Banach space E with the
separable c0-extension property has the eJNP. However, there are Banach spaces with the eJNP but
without the separable c0-extension property (Example 7.7). Also we show that there are Banach
spaces without the eJNP: if K is a compact F -space, then the Banach space C(K) does not have the
eJNP (Example 7.9). In particular, the Banach space ℓ∞ = C(βω) does not have the eJNP. It is well
known that the compact space βω does not have non-trivial convergent sequences. So the question
of whether compact spaces K for which C(K) has the eJNP must contain non-trivial convergent
sequences arises naturally. It turns out that this question has a negative answer: under the Jensen
Diamond Principle ♦, we construct a simple Efimov space K such that C(K) and Cp(K) have the
eJNP, see Theorem 7.15.
In Section 8 we characterize the JNP for locally convex spaces E in terms of operators from E into
the above-defined space C0p(ω) and into locally convex spaces with the uJNP or eJNP.
2. The Josefson–Nissenzweig property in locally convex spaces
All locally convex spaces considered in this paper are Hausdorff and are over the field F of real or
complex numbers.
Let E be a locally convex space. A closed absorbent absolutely convex subset of E is called a
barrel. The polar of a subset A of E is denoted by
A◦ := {χ ∈ E′ : |χ(x)| ≤ 1 for all x ∈ A}.
Now we give a more clear and useful description of the topology β∗(E′, E). We say that a subset
B ⊆ E is barrel-bounded if for any barrel U ⊆ E there is an n ∈ ω such that B ⊆ nU . It is easy to see
that each finite subset of E is barrel-bounded and each barrel-bounded set in E is bounded. Observe
that a subset of a barrelled space is bounded if and only if it is barrel-bounded. We recall that a
locally convex space E is barrelled if each barrel in E is a neighborhood of zero. A neighborhood base
at zero of the topology β∗(E′, E) on E′ consists of the polars B◦ of barrel-bounded subsets B ⊆ E.
Let E be a locally convex space. The space E with the weak topology σ(E,E′) is denoted by
Ew. The strong second dual space (E
′
β)
′
β of E will be denoted by E
′′. Denote by ψE : E → E
′′ the
canonical evaluation map defined by ψE(x)(χ) := χ(x) for all x ∈ E and χ ∈ E
′. Recall that E is
called reflexive if ψE is a topological isomorphism, and E is Montel if it is reflexive and every closed
bounded subset of E is compact. Recall also that E is called quasi-complete if every closed bounded
subset of E is complete.
Theorem 2.1. Let E be a quasi-complete reflexive space whose every separable bounded subset is
metrizable. Then E has the JNP if and only if E is not Montel.
Proof. Recall that each reflexive space is barrelled, see [25, Proposition 11.4.2]. Now we note that
β∗(E′, E) = β(E′, E) by Corollary 10.2.2 of [25].
To prove the “only if” part, suppose for a contradiction that E is Montel. Since the strong dual of
a Montel space is also Montel ([25, Proposition 11.5.4]), the strong dual space E′β is Montel and, by
Proposition 2.3 of [19], E′β has the Schur property. As every Montel space is also reflexive, the Schur
property exactly means that the identity map E′σ → E
′
β = E
′
β∗ is sequentially continuous and hence
E does not have the JNP. This contradiction shows that E is not Montel.
To prove the “if” part, assume that E is not Montel. Then, by Proposition 3.7 of [19], E′ contains
a σ(E′, E)-convergent sequence which does not converge in β(E′, E) = β∗(E′, E). Thus E has the
JNP. 
Proposition 2.2. Let E be a barrelled space and let T be a locally convex topology on E compatible
with the duality (E,E′). Then the space E has the JNP if and only if (E,T ) has the JNP.
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Proof. Note that (E,T )′ = E′ and hence (E,T )′σ = E
′
σ. So to prove the proposition it suffices to show
that also (E,T )′β∗ = E
′
β∗ . To this end, we shall show that β
∗
(
E′, (E,T )
)
= β(E′, E) = β∗(E′, E). It
is clear that these equalities hold true if the spaces E and (E,T ) have the same barrel-bounded sets.
Since E is barrelled, a subset of E is barrel-bounded if and only if it is bounded. As E and (E,T )
have the same bounded sets, these spaces have the same barrel-bounded sets if we shall show that
every bounded subset B of (E,T ) is barrel-bounded. If U is a barrel in (E,T ), it is also a barrel in
E and hence U is a neighborhood of zero in E. Hence there is n ∈ ω such that B ⊆ nU . Thus B is
barrel-bounded. 
Below we give an independent proof of Theorem 1.2. Our proof, as well as the proof of Theorem
1.2, also essentially uses the following result from [31]: a Fre´chet space E is reflexive if the identity
map E′σ → E
′
β is sequentially continuous.
Theorem 2.3. For a Fre´chet space E, the following assertions are equivalent:
(i) E is not Montel.
(ii) E has the JNP.
(iii) Ew has the JNP.
Proof. (i)⇒(ii) Let E be a non-Montel space. Since the Fre´chet space E is barelled, E′β = E
′
β∗ . If
the identity map E′σ → E
′
β = E
′
β∗ is not sequentially continuous, then E has the JNP by definition.
If this map is sequentially continuous, then, by [31], E is reflexive. Finally, Theorem 2.1 implies that
E has the JNP.
(ii)⇒(i) Assume that E has the JNP. Then E is not Montel by Theorem 2.1 (recall that every
Montel space is reflexive).
(iii)⇔(ii) follows from Proposition 2.2. 
Recall that a locally convex space E is c0-barrelled if every σ(E
′, E)-null sequence is equicontinuous.
It is well known that each Fre´chet space is barrelled and each barrelled locally convex space is c0-
barrelled.
Theorem 2.4. Let E be a c0-barrelled space such that E = Ew. Then E does not have the JNP.
Proof. It is well known that the space E is a dense linear subspace of FX for some set X (for example,
X can be chosen to be a Hamel basis of E′). Hence we can identify the dual space E′ with the linear
space of all functions µ : X → F whose support supp(µ) := µ−1(F\{0}) is finite.
To see that E does not have the JNP, we have to check that the identity map E′σ → E
′
β∗ is
sequentially continuous. Fix any sequenceM = {µn}n∈ω ⊆ E
′ that converges to zero in the topology
σ(E′, E). Since E is c0-barrelled, the sequence M is equicontinuous, which means that M⊆ U
◦ for
some open neighborhood U ⊆ E of zero. We can assume that U is of the basic form:
U = {f ∈ E : |f(x)| < ε for all x ∈ F}
for some finite set F ⊆ X and some ε > 0. The inclusion M⊆ U◦ implies that
⋃
µ∈M supp(µ) ⊆ F ,
and hence M is a subset of the finite-dimensional subspace E′F := {µ ∈ E
′ : supp(µ) ⊆ F}. Since
any finite-dimensional locally convex space carries a unique locally convex topology, the sequence
M⊆ E′F converges to zero also in the topology β
∗(E′, E). 
A locally convex space E is quasibarrelled if and only if the canonical map ψE : E → E
′′ is
a topological embedding. Recall that E has the Shur property if the identity map Ew → E is
sequentially continuous. The next assertion dually complements Proposition 2.2.
Proposition 2.5. Let E be a quasibarrelled space and let T be a locally convex topology on E′
compatible with the duality (E,E′). Then the space (E′,T ) has the JNP if and only if E does not
have the Schur property.
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Proof. For simplicity of notation, put H := (E′,T ). Since H ′ = E and σ(H ′,H) = σ(E,E′), a subset
S of H ′ = E is σ(H ′,H)-bounded if and only if S is bounded in E. Therefore a subset U of H is
a barrel if and only if U = S◦ for some bounded subset S ⊆ H ′. Hence a subset B of H is barrel-
bounded if and only if B is a β(E′, E)-bounded subset of E′ = H. Therefore the topology β∗(H ′,H)
on H ′ = E is the topology induced on E from E′′. Since E is quasibarrelled, E is a subspace of E′′.
Thus the topology β∗(H ′,H) on H ′ = E coincides with the original topology of the space E. Now
the JNP means that the identity map
(
H ′, σ(H ′,H)
)
=
(
E, σ(E,E′)
)
→
(
H ′, β∗(H ′,H)
)
= E
is not sequentially continuous that, by definition, means that E does not have the Schur property. 
If E is a locally convex space, we denote by E′µ =
(
E′, µ(E′, E)
)
the dual space E′ of E endowed
with the Mackey topology µ(E′, E) of the dual pair (E,E′). The following statement is dual to
Theorem 2.3.
Theorem 2.6. For a Fre´chet space E, the following assertions are equivalent:
(i) E does not have the Schur property.
(ii)
(
E′, µ(E′, E)
)
has the JNP.
(iii)
(
E′, σ(E′, E)
)
has the JNP.
(iv) E has a bounded non-precompact sequence which does not have a subsequence equivalent to
the unit basis of ℓ1.
Proof. The clauses (i)–(iii) are equivalent by Proposition 2.5, and Theorem 1.2 of [19] exactly states
that (i) and (iv) are equivalent. 
3. The Josefson–Nissenzweig property in function spaces
Let X be a set. It is well known that the dual space (FX)′ of the Tychonoff product FX can
be identified with the space of functions µ : X → F that have finite support supp(µ) := {x ∈ X :
µ(x) 6= 0}. Such functions µ will be called finitely supported sign-measures on X. The action of a
sign-measure µ on a function f : X → F is defined by the formula
µ(f) =
∑
x∈supp(µ)
µ(x) · f(x),
and its norm by
‖µ‖ =
∑
x∈supp(µ)
|µ(x)|
(as usual, for µ = 0 we set supp(µ) = ∅ and ‖µ‖ = 0). For a subset M⊆ (FX)′, put
supp(M) :=
⋃
µ∈M
supp(µ) and ‖M‖ := sup
µ∈M
‖µ‖ ∈ [0,+∞].
LetX be a Tychonoff space and let Cp(X) ⊆ FX be the locally convex space consisting of continuous
functions from X to F. So we admit that scalar functions can be also complex-valued. If X is locally
compact, let
C0(X) := {f ∈ C(X) : the set {x ∈ X : |f(x)| ≥ ε} is compact for each ε > 0}
be the space of continuous functions on X tending to zero at the infinity. The space C0(X) endowed
with the sup-norm ‖f‖0 := sup{|f(x)| : x ∈ X} is a Banach space. We denote by C
0
p(X) the space
C0(X) endowed with the subspace topology inherited from Cp(X).
Since Cp(X) is dense in FX , each linear continuous functional on Cp(X) has a unique extension to
a linear continuous functional on the space FX , which allows us to identify the dual space Cp(X)′ of
Cp(X) with the dual space (FX)′ of the locally convex space FX .
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A subset A of a topological space X is called functionally bounded if for every continuous function
f : X → F the image f(A) is bounded in F. For every f ∈ Cp(X), define
‖f‖A := sup({|f(x)| : x ∈ A} ∪ {0})
The following assertion is proved in Proposition 4.10 of [20].
Proposition 3.1. Let X be a Tychonoff space. A subset M ⊆ Cp(X)
′
σ is bounded if and only if its
support supp(M) is functionally bounded in X and its norm ‖M‖ is finite.
Proposition 3.2. Let X be a Tychonoff space. For any barrel B ⊆ Cp(X) there exists a nonempty
functionally bounded set K ⊆ X and a real number ε > 0 such that
{f ∈ Cp(X) : ‖f‖K ≤ ε} ⊆ B.
Proof. Recall (see [25, 8.3.2]) that a closed absolutely convex subset of a locally convex space E is a
barrel if and only if its polar is bounded in the locally convex space E′σ. Therefore, the polar B
◦ of
B is bounded in the dual space Cp(X)
′
σ . By Proposition 3.1, the set K := supp(B
◦) is functionally
bounded in X and the real number m := max{1, ‖B◦‖} is finite. By the Bipolar Theorem [25, 8.2.2],
B◦◦ = B. We claim that any function f ∈ Cp(X) with ‖f‖K ≤
1
m
belongs to B. Indeed, for any
µ ∈ B◦ we have
|µ(f)| ≤
∑
x∈supp(µ)
|f(x)| · |µ(x)| ≤ ‖f‖K ·
∑
x∈supp(µ)
|µ(x)| ≤ 1
m
‖µ‖ ≤ 1
m
m = 1,
and hence f ∈ B◦◦ = B. 
Now we describe barrel-bounded sets in Cp(X).
Proposition 3.3. Let X be a Tychonoff space. A subset F ⊆ Cp(X) is barrel-bounded if and only if
for any functionally bounded set A ⊆ X, the set F(A) :=
⋃
f∈F f(A) is bounded in F.
Proof. To prove the “only if” part, take a functionally bounded set A ⊆ X and observe that the set
B := {f ∈ Cp(X) : supx∈A |f(x)| ≤ 1} is a barrel in Cp(X). If F is barrel-bounded, then F ⊆ n · B
for some n ∈ ω, which implies F(A) ⊆ {z ∈ F : |z| ≤ n}.
To prove the “if” part, assume that for any functionally bounded set A ⊆ X, the set F(A) is
bounded in F. To see that F is barrel-bounded in Cp(X), fix any barrel B ⊆ Cp(X). Since the polar
B◦ of B is bounded in the dual space Cp(X)
′
σ , we can apply Proposition 3.1 to conclude that the
set Z := supp(B◦) is functionally bounded in X and the real number m := ‖B◦‖ is finite. By our
assumption, the set F(Z) is bounded, and hence the real number r = sup{|f(x)| : f ∈ F , x ∈ Z} is
well-defined.
We claim that F ⊆ rm ·B. Indeed, for every µ ∈ B◦ and each f ∈ F , we have
|µ(f)| =
∣∣ ∑
x∈supp(µ)
f(x)µ(x)
∣∣ ≤
∑
x∈supp(µ)
|f(x)| · |µ(x)| ≤ r ·
∑
x∈supp(µ)
|µ(x)| = r · ‖µ‖ ≤ rm.
Now the Bipolar Theorem [25, 8.2.2] implies that F ⊆ rm · B, as desired. Since B was arbitrary it
follows that F is barrel-bounded. 
Below we prove that for Cp-spaces the Josefson–Nissenzweig property introduced in Definition 1.4
is equivalent to the JNP introduced in [2].
Theorem 3.4. For a Tychonoff space X, the function space Cp(X) has the JNP if and only if there
is a null-sequence {µn}n∈ω ⊆ Cp(X)
′
σ that consists of finitely supported sign-measures of norm 1.
Proof. To prove the “if” part, assume that the weak dual E′σ of the locally convex space E = Cp(X)
contains a sequence {µn}n∈ω ⊆ E
′
σ that converges to zero and consists of finitely supported sign-
measures of norm 1. To see that E has the Josefson–Nissenzweig property, it suffices to show that
the sequence {µn}n∈ω diverges in the topology β
∗(E′, E).
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Since the null-sequence M = {µn}n∈ω ⊆ E
′
σ is σ(E
′, E)-bounded, we can apply Proposition 3.1
and conclude that the set supp(M) is functionally bounded in X. By Proposition 3.3, the set
B := {f ∈ Cp(X) : |f(x)| ≤ 1 for all x ∈ X}
is barrel-bounded in E.
We claim that supf∈B |µn(f)| ≥ 1 for every n ∈ ω. Indeed, using the Tychonoff property of X, we
can choose a continuous function fn ∈ B such that
µn(x) · fn(x) = |µn(x)| for every x ∈ supp(µn).
Then
sup
f∈B
|µn(f)| ≥ |µn(fn)| =
∣∣∣
∑
x∈supp(µn)
µn(x) · fn(x)
∣∣∣ =
∣∣∣
∑
x∈supp(µn)
|µn(x)|
∣∣∣ = ‖µn‖ = 1,
which means that the sequence {µn}n∈ω does not converge to zero in the topology β
∗(E′, E). Thus
the identity map E′σ → E
′
β∗ is not sequentially continuous.
To prove the “only if” part, assume that the space E = Cp(X) has the Josefson–Nissenzweig
property and hence there is a sequence M = {µn} ⊆ E
′
σ that converges to zero in the topology
σ(E′, E) but not in the topology β∗(E′, E). By Proposition 3.1, the set supp(M) is functionally
bounded in X.
We claim that ‖µn‖ 6→ 0. Indeed, suppose for a contradiction that limn ‖µn‖ = 0. In this case
we shall prove that the sequence {µn}n∈ω converges to zero in the topology β
∗(E′, E). Given any
barrel-bounded set B ⊆ E, we need to find an n ∈ ω such that µk ∈ B
◦ for every k ≥ n. By
Proposition 3.3, the number
r := sup{|f(x)| : f ∈ B, x ∈ supp(M)}
is finite. Since ‖µn‖ → 0, there exists a number m ∈ ω such that r · ‖µk‖ ≤ 1 for all k ≥ m. Then,
for every k ≥ m and each f ∈ B, we have
|µk(f)| =
∣∣ ∑
x∈supp(µk)
µk(x) · f(x)
∣∣ ≤
∑
x∈supp(µk)
|f(x)| · |µk(x)| ≤ r · ‖µk‖ ≤ 1,
which implies that µk ∈ B
◦. Therefore, the sequence {µk}k∈ω converges to zero in the topology
β∗(E′, E), which is a desired contradiction.
By the claim, there is ε > 0 such that the set Ω = {n ∈ ω : ‖µn‖ ≥ ε} is infinite. Write Ω as
Ω = {nk}k∈ω, where n0 < n1 < · · · , and observe that the sequence {ηk}k∈ω of finitely supported
sign-measures
ηk :=
µnk
‖µnk‖
converges to zero in the topology σ(E′, E) and consists of finitely supported sign-measures of norm
1. 
Corollary 3.5. If a Tychonoff space X contains a non-trivial convergent sequence, then the function
space Cp(X) has the JNP.
Proof. Let {xn}n∈ω ⊆ X be a non-trivial sequence that converges to some point x ∈ X \ {xn}n∈ω.
For every n ∈ ω, consider the functional χn ∈ Cp(X)
′ defined by χn(f) =
1
2
(
f(xn) − f(x)
)
for any
f ∈ Cp(X). It follows that {χn}n∈ω is a null-sequence in Cp(X)
′
σ with ‖χn‖ = 1 for all n ∈ ω. By
Theorem 3.4, the function space Cp(X) has the JNP. 
Recall that a Tychonoff space X is called an F -space if every functionally open set A in X is
C∗-embedded in the sense that every continuous function f : A → R has a continuous extension
f¯ : X → R. For numerous equivalent conditions for a Tychonoff space X being an F -space, see
[23, 14.25]. In particular, the Stone–Cˇech compactification βΓ of a discrete space Γ is a compact
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F -space. The following example generalizes the example given in (2) after Definition 1 of [2] with a
more detailed proof.
Example 3.6. For any infinite compact F -space K, the function space Cp(K) does not have the
JNP.
Proof. Let S = {µn}n∈ω ⊆ Cp(K)
′
σ be a null-sequence. Then S is a weak
∗ null sequence in the dual
spaceM(K) of all regular Borel sign-measures on K of the Banach space C(K). By Corollary 4.5.9 of
[12], the Banach space C(K) has the Grothendieck property, which implies that µn → 0 in the weak
topology of the Banach space M(K). But since S contains only sign-measures with finite support, it
is contained in the Banach subspace ℓ1(K) of M(K). Now the Schur property of ℓ1(K) implies that
S converges to zero in ℓ1(K), i.e. ‖µn‖ → 0. By Theorem 3.4, the function space Cp(K) does not
have the JNP. 
By [22], for a Tychonoff space X the function space Cp(X) is c0-barrelled if and only if every
functionally bounded subset of X is finite. Combining this characterization with Theorem 2.4, we
obtain the following assertion.
Proposition 3.7. Let X be a Tychonoff space such that every functionally bounded subset of X is
finite. Then the function space Cp(X) does not have the JNP.
Let X be a Tychonoff space. Set B0(X,Y ) := Cp(X), and for every countable ordinal α ≥ 1, let
Bα(X) be the family of all functions f : X → F that are pointwise limits of sequences {fn}n∈ω ⊆⋃
β<αBβ(X) in the Tychonoff product F
X . All the spaces Bα(X) are endowed with the topology
of pointwise convergence, inherited from the Tychonoff product FX . The classes Bα(X) of Baire-α
functions play an essential role in Functional Analysis, see for example [9, 35].
Proposition 3.8. For every Tychonoff space X and each nonzero countable ordinal α, the function
space Bα(X) does not have the JNP.
Proof. In [1], we proved that the space Bα(X) is barrelled. Since Bα(X) carries its weak topology,
Theorem 2.4 applies. 
4. The Josefson-Nissenzweig property in free locally convex spaces
In this section we consider the JNP for one of the most important classes of general locally convex
spaces, namely, the class of free locally convex spaces introduced by Markov in [32]. Recall that the
free locally convex space L(X) on a Tychonoff space X is a pair consisting of a locally convex space
L(X) and a continuous map i : X → L(X) such that every continuous map f from X to a locally
convex space E gives rise to a unique continuous linear operator f¯ : L(X) → E such that f = f¯ ◦ i.
The free locally convex space L(X) always exists and is essentially unique. We recall that the space
L(X) coincides algebraically with the space of all finitely supported sign-measures on X. Various
topological and locally convex properties of free locally convex spaces are studied in [3, 20, 21].
From the definition of L(X) it easily follows the well known fact that the dual space L(X)′ of L(X)
is linearly isomorphic to the space C(X). Indeed, the uniqueness of the operator f¯ in the definition of
the free locally convex space (L(X), i) ensures that the operator i′ : L(X)′ → C(X), i′ : µ 7→ µ ◦ i, is
bijective and hence is a required linear isomorphism. Via the pairing (L(X)′, L(X)) = (C(X), L(X))
we note that Cp(X)
′
σ = L(X)w.
We say that a locally convex space E is b-feral if every barrel-bounded subset of E is finite-
dimensional. It is evident that β∗(E′, E) = σ(E′, E) for every b-feral locally convex space E, and
therefore b-feral spaces do not have the JNP.
The main result of this section is the following theorem.
Theorem 4.1. For every Tychonoff space X, the free locally convex space L(X) is b-feral. Conse-
quently, L(X) does not have the JNP.
THE JOSEFSON–NISSENZWEIG PROPERTY 9
Proof. To prove the theorem it is sufficient to show that the support supp(B) of any barrel-bounded
subset B of L(X) is finite. Suppose for a contradiction that supp(B) is infinite. Then, by Lemma
11.7.1 of [25], there is a one-to-one sequence {xn}n∈ω in supp(B) and a sequence {Vn}n∈ω of open
pairwise disjoint subsets of X such that xn ∈ Vn for every n ∈ ω. For every n ∈ ω, choose χn ∈ B
such that |χn(xn)| := an > 0. Passing to a subsequence if needed and taking smaller open sets Vn,
we can assume additionally that
(4.1) supp(χn) ∩ Vn = {xn} for every n ∈ ω.
Set
A :=
⋂
n∈ω
{
f ∈ Cp(X) : |f(x)| ≤
n+1
an
if x ∈ Vn, and f(x) = 0 if x ∈ X \
⋃
i∈ω
Vi
}
.
and observe that A is a closed, absolutely convex, and bounded subset of Cp(X) = L(X)
′
σ . Therefore,
by [25, 8.3.2], the polar
A◦ = {χ ∈ L(X) : |f¯(χ)| ≤ 1 for every f ∈ A}
of A is a barrel in L(X).
We show that B * kA◦ for every k ∈ ω, which means that B is not barrel-bounded contradicting
the choice of B. Indeed, choose a continuous function f : X →
[
0, k+1
ak
]
such that supp(f) ⊆ Vk and
f(xk) =
k+1
ak
. Then (4.1) implies
|f¯(χk)| = |ak · f(xk)| = k + 1 > k.
Thus χk 6∈ kA
◦ and hence B * kA◦, as desired. 
Clearly, every feral space is b-feral, but the converse is not true in general because the space L([0, 1])
is not feral by Proposition 3.1. We note also the following immediate corollary of Proposition 3.1 and
Theorem 4.1.
Corollary 4.2. Let E = L(X) for a Tychonoff space X. Then β∗(E′, E) = β(E′, E) if and only if
every functionally bounded subset of X is finite.
5. Locally convex spaces with the universal Josefson–Nissenzweig Property
In this section we introduce and study the universal Josefson–Nissenzweig property (the uJNP) for
locally convex spaces and characterize this property in Banach spaces.
Let E be a locally convex space. Recall that a subset A of E is called precompact if for any
neighborhood U of zero in E there is a finite subset F ⊆ E such that A ⊆ F + U . Analogously, a
subset A of E is called barrel-precompact if for any barrel B ⊆ E there exists a finite set F ⊆ E such
that A ⊆ F + B. It is clear that each barrel-precompact set is barrel-bounded. For a bounded set
B ⊆ E and a functional f ∈ E′, set
‖f‖B := sup
x∈B∪{0}
|f(x)|.
Definition 5.1. A locally convex space E is defined to have the universal Josefson–Nissenzweig
property (briefly, the uJNP) if E admits a null-sequence of functionals {χn}n∈ω ⊆ E
′
σ such that the
number sequence {‖χn‖B}n∈ω is not null for any barrell-bounded set B ⊆ E which is not barrel-
precompact.
Let E be a locally convex space. Denote by Eβ the space E endowed with the locally convex
topology β(E,E′) whose neighborhood base at zero consists of barrels. Observe that a subset A of E
is barrel-precompact if and only if A is precompact in Eβ, and E is barrelled if and only if E = Eβ.
Let E be a Banach space. Recall that a subset A of the dual space E′ of E is called norming if
there is a real constant λ ≥ 1 such that
(5.1) sup{|χ(x)| : χ ∈ A ∩BE′} ≥
1
λ
‖x‖
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for every x ∈ E, where BE′ is the closed unit ball of E
′. We shall use repeatedly the following
assertion.
Lemma 5.2. Let E be a Banach space and let L be a norming subspace in E′. Then
(
E, σ(E,L)
)
β
= E.
Proof. Choose λ ≥ 1 such that for A = L, the inequality (5.1) holds for every x ∈ E. Define
SL := {χ ∈ L : ‖χ‖ = 1} and set H :=
(
E, σ(E,L)
)
.
Now, let U be a barrel in H. Then U is a barrel in E, and hence E is a neighborhood of zero in
the Banach space E. Thus β(H,H ′) is contained in the topology τ of the Banach space E.
To prove that β(H,H ′) ⊇ τ , it suffices to show that the β(H,H ′)-closure B of the closed unit ball
B = {x ∈ E : ‖x‖ ≤ 1} of E is contained in the ball 2λB. To this end, for any x ∈ E \ 2λB choose
χx ∈ SL such that
|χx(x)| >
1
2λ‖x‖ > 1.
On the other hand, if y ∈ B, we have |χx(y)| ≤ 1 and hence B ⊆ E\{x}. Thus
B ⊆
⋂
x∈E\2λB
{y ∈ E : |χx(y)| ≤ 1} ⊆
⋂
x∈E\2λB
E\{x} = 2λB,
as desired. 
We define a locally convex space E to be β-Banach if the space Eβ is topologically isomorphic to a
Banach space. In particular, each Banach space is β-Banach. Since each linear continuous functional
on the space E remains continuous in the topology of the space Eβ , we can identify the dual space
E′ of E with a subspace of (Eβ)
′.
Recall that the classical Banach space c0 consists of all null-sequences (xn)n∈ω ∈ Fω and is endowed
with the norm ‖(xn)n∈ω‖0 = supn∈ω |xn|. The next theorem is the main result of this section.
Theorem 5.3. Let E be a β-Banach locally convex space. Then E has the uJNP if and only if the
space Eβ embeds into the Banach space c0 and E
′ is dense in the Banach space (Eβ)
′. Consequently,
a Banach space has the uJNP if and only if it embeds into c0.
Proof. To prove the “only if” part, assume that E has the uJNP. Then the dual space E′σ contains
a null-sequence {χn}n∈ω such that ‖χn‖B 6→ 0 for any barrel-bounded subset B ⊆ E, which is
not barrel-precompact. This implies that each barrel-bounded subset B ⊆ Z in the closed linear
subspace Z =
⋂
n∈ω χ
−1
n (0) of E is barrel-precompact. Then each bounded subset in the subspace
Z of the Banach space Eβ is precompact, which implies that the space Z is finite-dimensional.
Unifying the null-sequence {χn}n∈ω with a finite set of functionals separating points of the finite-
dimensional subspace Z, we can assume that Z = {0}. In this case the linear operator T : E → c0,
T : x 7→
(
χn(x)
)
n∈ω
, is injective.
We claim that the operator T : Eβ → c0 is an isomorphic topological embedding. Indeed, since the
space Eβ is Banach and hence barrelled, the Principle of Uniform Boundedness [25, 11.1.2] ensures
that the operator T : Eβ → c0 is continuous. By our assumption, the topology β(E,E
′) of the space
Eβ is generated by a (complete) norm ‖ · ‖.
Assuming that the operator T : Eβ → c0 is not an embedding, we can find a sequence {xn}n∈ω ⊆ E
of elements of norm ‖xn‖ = 1 such that supm∈ω |χm(xn)| = ‖T (xn)‖0 ≤
1
2n for every n ∈ ω. We claim
that the set B = {xn}n∈ω is not precompact in the Banach space Eβ . Indeed, in the opposite case, by
the completeness of Eβ, the sequence {xn}n∈ω would contain a subsequence {xnk}k∈ω that converges
in Eβ to some element x∞ ∈ E of norm ‖x∞‖ = 1. The continuity of the operator T ensures that
T (x∞) = limn→∞ T (xn) = 0, which contradicts the injectvity of T . This contradiction shows that
the set B is not precompact in Eβ and hence is not barrel-precompact in E. Now the choice of the
sequence {χn}n∈ω ensures that the sequence {‖χn‖B}n∈ω does not converge to zero. On the other
hand, for every ε > 0, we can find an n ∈ ω such that 12n < ε. Since the sequence {χn}n∈ω converges
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to zero in E′σ, there exists a natural number m such |χk(xi)| < ε for all i ≤ n and k ≥ m. Then for
every k ≥ m, we have
‖χk‖B = sup
i∈ω
|χk(xi)| = max{max
i≤n
|χk(xi)|, sup
i>n
|χk(xi)|} ≤ max{ε, sup
i>n
1
2i
} ≤ max{ε, 12n } = ε,
which means that ‖χk‖B → 0. This contradiction shows that the operator T : Eβ → c0 is a topological
embedding.
To show that E′ is dense in the Banach space (Eβ)
′, we observe first that the adjoint map T ′ :
(c0)
′ = ℓ1 → (Eβ)
′ is surjective because T is an embedding. Therefore it suffices to show that E′
contains all vectors T ′(e′n), where {e
′
n}n∈ω is the canonical basis in ℓ1. But this follows from the
construction of the operator T since T ′(e′n) = χn for every n ∈ ω.
To prove the “if” part, assume that the space Eβ embeds into the Banach space c0 and E
′ is dense
in the Banach space (Eβ)
′. We shall identify the space Eβ with a subspace of c0. Let B = {x ∈ Eβ :
‖x‖0 ≤ 1} be the closed unit ball in the subspace Eβ of c0.
For every n ∈ ω, let χn = e
′
n|E be the restriction of the coordinate functional e
′
n ∈ c
′
0 = ℓ1 to the
subspace Eβ ⊆ c0. By our assumption, χn ∈ E′ ⊆ (Eβ)
′
β, so there exists a functional µn ∈ E
′ such
that
(5.2) ‖µn − χn‖ := sup
x∈B
|µn(x)− χn(x)| <
1
2n .
Since the sequence {e′n}n∈ω is null in (c0)
′
σ, the sequence {χn}n∈ω is σ((Eβ)
′, Eβ)-null in the dual
space (Eβ)
′, and (5.2) implies that {µn}n∈ω is σ(E
′, E)-null in E′.
Now take any barrel-bounded subset P ⊆ E which is not barrel-precompact. Then there exists a
barrel D ⊆ E such that P 6⊆ F +D for any finite set F ⊆ E. Since D is a barrel in the Banach space
Eβ, there exists ε > 0 such that εB ⊆ D. Then P * F + εB for any finite set F ⊆ E. This allows us
to select inductively a sequence {xn}n∈ω ⊆ P such that ‖xm− xn‖0 > ε for any n < m. Since the set
P ⊆ Eβ ⊆ c0 is barrel-bounded, it is bounded in Fω and hence has compact closure in Fω. Replacing
the sequence {xn}n∈ω by a suitable subsequence, we can assume that it converges to some element
of Fω.
We claim that there are two strictly increasing sequences {nk}k∈ω and {mk}k∈ω in ω such that
(5.3) |e′mk(xnk)| >
1
3ε.
We proceed by induction on k. Since infi6=j ‖xi − xj‖0 ≥ ε, there exists a number n0 ∈ ω such
that ‖xn0‖0 >
1
3ε. By the definition of the norm ‖xn0‖0, there exists a number m0 ∈ ω such that
|e′m0(xn0)| >
1
3ε. Now, assume that for some k ∈ ω, we constructed strictly increasing sequences
{ni}i<k and {mi}i<k. Since the sequence {xn}n∈ω converges in Fω, there exists a number lk > nk−1
such that
(5.4)
∣∣e′p(xi − xj)| < 23ε for all i, j ≥ lk and p ≤ mk−1.
As ‖xlk − xlk+1‖0 ≥ ε, (5.4) implies that there exists a natural number mk > mk−1 such that
|e′mk(xlk − xlk+1)| >
2
3ε. Then, for some number nk ∈ {lk, lk +1}, we get |e
′
mk
(xnk)| >
1
3ε. Observing
that nk ≥ lk > nk−1, we complete the inductive step.
Now observe that for every k ∈ ω, (5.3) implies
‖χmk‖P ≥ |e
′
mk
(xnk)| >
1
3ε.
Observe also that, by (5.2),
|µmk(xnk)− χmk(xnk)| ≤ ‖µmk − χmk‖ · ‖P‖ <
1
2mk
‖P‖,
where ‖P‖ = supx∈P ‖x‖0 is finite as P is bounded in Eβ ⊆ c0. Then (5.3) implies
‖µmk‖P ≥ |χmk(xnk)| − |µmk(xnk)− χmk(xnk)| >
1
3ε−
1
2mk · ‖P‖,
which implies that ‖µn‖P 6→ 0, witnessing that the space E has the uJNP. 
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Remark 5.4. It is well known (see, e.g. [30, 2.d.6]) that the Banach space c0 contains closed infinite-
dimensional subspaces which are not isomorphic to c0. 
Example 5.5. There exists a locally convex space E such that the space Eβ is isomorphic to the
Banach space c0 but E does not have the uJNP.
Proof. Let Z be a closed, proper, and norming subspace of ℓ1, and let E :=
(
c0, σ(c0, Z)
)
. Then, by
Lemma 5.2, Eβ is isomorphic to the space c0. Since Z is a closed, proper subspace of ℓ1, Theorem 5.3
implies that E does not have the uJNP. Mikhail Ostrovskii suggested us to consider the linear subspace
Z consisting of all sequences z = (zn)n∈ω ∈ ℓ1 such that
∑
n∈ω zn = 0. 
Corollary 5.6. The locally convex space C0p(ω) has the uJNP.
Proof. For every n ∈ ω, let e′n : c0 → F be the coordinate functional. It is clear that the linear
span L of {e′n}n∈ω is a norming subspace for the Banach space C0(ω). Therefore, by Lemma 5.2, the
identity map T : Eβ → c0 is a topological isomorphism. Taking into account that all functionals e
′
n
are continuous in the topology (of pointwise convergence) on E = C0p(ω), we conclude that L ⊆ E
′
and hence E′ is dense in (Eβ)
′. Thus, by Theorem 5.3, the space E = C0p(ω) has the uJNP. 
Corollary 5.7. Let E be a Banach space and H ⊆ E be a closed linear subspace. The Banach space
E has the uJNP if and only if the Banach spaces H and E/H have the uJNP.
Proof. If E has the uJNP, then, according to Theorem 5.3, E as well as H can be identified with
a subspace of the Banach space c0. Therefore, by Theorem 5.3, H has the uJNP. By the result of
Johnson and Zippin [26], the quotient space c0/H is isomorphic to a subspace of c0, and so does the
quotient space E/H ⊆ c0/H. By Theorem 5.3, the quotient space E/H has the uJNP.
Now assume that the Banach spaces H and E/H have the uJNP. By Theorem 5.3, these Banach
spaces are isomorphic to subspaces of the Banach space c0. Consequently, there are isometric embed-
dings f1 : H → c0 and f2 : E/H → c0. Being isomorphic to subspaces of c0, the Banach spaces H
and E/H are separable and so is the Banach space E. By (an implication of) the Sobczyk Theorem
[13, p.72], the linear embedding f1 : H → c0 extends to a bounded linear operator f¯1 : E → c0.
Let q : E → E/H be the quotient operator. It can be shown that the bounded linear operator
f : E → c0 × c0, f : x 7→ (f¯1(x), f2 ◦ q(x)), is an isomorphic embedding of E into the Banach space
c0 × c0. By Theorem 5.3, the Banach space E has the uJNP. 
Now we characterize pseudocompact spaces X whose function spaces Cp(X) have the uJNP. A
Tychonoff space X is called pseudocompact if each real-valued continuous function on X is bounded.
This happens if and only if X is functionally bounded in X.
Observe that for a pseudocompact space K, the space C(K) of F-valued continuous functions on
K is Banach with respect to the sup-norm ‖f‖ := supx∈K |f(x)|.
A topological space X is scattered if each nonempty subspace of X has an isolated point. For a
topological space X, let X(0) := X and let X(1) be the space of non-isolated points of X. For a non-
zero ordinal α, let X(α) :=
⋂
β<α(X
(β))(1). It is well known that a topological space X is scattered if
and only if X(α) = ∅ for some ordinal α. The smallest ordinal α with X(α) = ∅ is called the scattered
height of X.
By a classical result of Bessaga and Pe lczyn´ski [4] (see also [36, 2.14]), for a compact Hausdorff
space K, the Banach space C(K) is isomorphic to c0 if and only if K is countable and has finite
scattered height.
Theorem 5.8. For an infinite pseudocompact space K the following conditions are equivalent:
(i) the function space Cp(K) has the uJNP;
(ii) the Banach space C(K) has the uJNP;
(iii) the Banach space C(K) is isomorphic to a subspace of c0;
(iv) the Banach space C(K) is isomorphic to c0;
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(v) the space K is compact, countable and has finite scattered height.
Proof. (i)⇒(iii) It is clear that the subspace L = Cp(K)
′ of C(K)′ is norming for the Banach space
C(K). Therefore, by Lemma 5.2, we have (Cp(K))β = C(K). Since Cp(K) has the uJNP, Theorem 5.3
implies that the space C(K) is isomorphic to a subspace of the Banach space c0.
The equivalence (ii)⇔(iii) follows from Theorem 5.3.
(iii)⇒(v) Assume that the Banach space C(K) is isomorphic to a subspace of c0. Then the Banach
space C(K) has separable dual Banach space C(K)′β. Identifying each point x ∈ K with the Dirac
measure supported at x, we see that ‖x − y‖ = 2 for any distinct points x, y ∈ K ⊆ C(K)′. Now
the separability of the dual Banach space C(K)′ implies that the Tychonoff space K is countable.
Therefore K is Lindelo¨f, and since K is also pseudocompact, it is compact by Theorems 3.10.21 and
3.10.1 of [18]. By the Bessaga–Pe lczyn´ski Theorem [36, 2.14], the Banach space C(K) is isomorphic
to C[0, ωω
α
] for some ordinal α ≥ 0. Then Theorem 2.15 of [36] implies that the Banach space
C[0, ωω
α
] has Szlenk index Sz(C[0, ωω
α
]) = ωα+1 and, by Proposition 2.27 in [36], Sz(c0) = ω. By
Corollary 2.19 in [36], the Banach space C(K), being isomorphic to a subspace of c0, has Szlenk index
Sz(C(K)) ≤ Sz(c0). Then
ωα+1 = Sz(C[0, ωω
α
]) = Sz(C(K)) ≤ Sz(c0) = ω
implies that α = 0. Therefore C(K) is isomorphic to C[0, ωω
0
] = C[0, ω], which is isomorphic to c0.
By Theorem 2 in [4] (see also [36, 2.14]), the compact countable space K has finite scattered height.
(v)⇒(iv) If K is compact, countable and has finite scattered height, then the Banach space C(K)
is isomorphic to c0 by the Bessaga–Pe lczyn´ski theorem [4].
(iv)⇒(i) Assume that the Banach space C(K) is isomorphic to c0, and let T : C(K) → c0 be an
isomorphism. Let T ′ : c′0 → C(K)
′ be the adjoint operator and {e′n}n∈ω ⊆ c
′
0 be the sequence of
coordinate functionals. Since K is countable, the dual space C(K)′ of the Banach space C(K) can be
identified with the Banach space ℓ1(K) of all functions µ : K → F such that ‖µ‖1 :=
∑
x∈K |µ(x)| <
∞. The space ℓ1(K) contains a dense subspace Cp(K)
′ consisting of finitely supported sign-measures
on K. Since {T ′(e′n)}n∈ω ⊆ C(K)
′ = Cp(K)′, the space Cp(K) has the uJNP by Theorem 5.3. 
6. Locally convex spaces possessing the Josefson–Nissenzweig Property everywhere
Now we define a weaker version of the uJNP, which will be used in the operator characterization
of the JNP, presented in Section 8.
Definition 6.1. A locally convex space E is said to have the Josefson–Nissenzweig property every-
where (briefly, the eJNP) if for every barrel-bounded subset B ⊆ E which is not barrel-precompact
there exists a null-sequence {fn}n∈ω ⊆ E
′
σ such that ‖fn‖B 6→ 0, where
‖fn‖B := sup
x∈B
|fn(x)|.
It is clear that for a locally convex space containing a barrel-bounded but not barrel-precompact
set we have the implications:
uJNP +3 eJNP +3 JNP.
In this section we characterize locally convex spaces with the eJNP and in the next section we
show that the implications in the diagram are not reversible neither in the class of Cp-spaces nor in
the class of Banach spaces.
A subset A of a locally convex space E is defined to be barrel-separated if there exists a barrel
B ⊆ E such that A is B-separated in the sense that a − a′ /∈ B for any distinct elements a, a′ ∈ A.
It is easy to see that a subset A ⊆ B is not barrel-precompact if and only if it contains an infinite
barrel-separated subset.
Since any Banach space E is barrelled, a subset A of E is barrel-bounded if and only if it is
bounded. So we can reformulate the eJNP for the most important case of Banach spaces as follows.
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Proposition 6.2. A Banach space E has the eJNP if and only if for every infinite bounded barrel-
separated sequence {xn}n∈ω in E there exist ε > 0, a subsequence {xnk}k∈ω of {xn}n∈ω and a null-
sequence {fk}k∈ω ⊆ E
′
σ such that such that
|fk(xnk)| > ε for all k ∈ ω.
To characterize locally convex spaces with the eJNP, we need the following topological notions. A
subset A of a topological space X is defined to be
• sequentially compact in X if every sequence {xn}n∈ω ⊆ A contains a subsequence {xnk}k∈ω
that converges in X;
• near sequentially compact in X if for any open sets Un ⊆ X, n ∈ ω, intersecting the set A,
there exists a sequence (xn)n∈ω ∈
∏
n∈ω Un containing a subsequence (xnk)k∈ω that converges
in X.
It is clear that each sequentially compact set in X is near sequentially compact in X.
A subset A of a topological vector space X is called near sequentially precompact in X if for any
open sets Un ⊆ X, n ∈ ω, intersecting the set A there exists a sequence (xn)n∈ω ∈
∏
n∈ω Un containing
a Cauchy subsequence. We recall that a sequence (xn)n∈ω in X is Cauchy if for any neighborhood
U ⊆ X of zero there exists n ∈ ω such that xm − xk ∈ U for every m,k ≥ n.
The following characterization of locally convex spaces with the eJNP is the main result of this
section.
Theorem 6.3. For a locally convex space E the following assertions are equivalent:
(i) E has the eJNP.
(ii) For any infinite barrel-bounded, barrel-separated subset D of E and every δ > 0 there exist
a sequence {xn}n∈ω in D and a null-sequence {fn}n∈ω in E
′
σ such that |fn(xk)| < δ and
|fn(xn)| > 1 + δ for all natural numbers k < n.
(iii) For any infinite barrel-bounded, barrel-separated set D in E there exists a continuous operator
T : E → C0p(ω) such that T (D) is not precompact in the Banach space c0.
(iv) For each infinite barrel-bounded, barrel-separated subset X of E there exist an infinite sub-
set X0 ⊆ X and a subset S ⊆ E
′
σ such that S is near sequentially precompact in E
′
σ and
sups∈S |s(x− x
′)| > 1 for every distinct x, x′ ∈ X0.
Proof. (i)⇒(ii) Assume that E has the eJNP and fix any δ > 0 and any infinite barrel-bounded,
barrel-separated set D in E. Find a barrel B ⊆ E such that the set D is B-separated. Observe
that D is not barrel-precompact because D is B-separated and infinite. By the eJNP, there is a
null-sequence {gn}n∈ω in E
′
σ such that ‖gn‖D 6→ 0. Passing to a subsequence and multiplying each
functional gn by an appropriate constant if needed, we can assume that
(6.1) ‖gn‖D = sup
{
|gn(d)| : d ∈ D
}
> 1 + δ for every n ∈ ω.
Now, choose arbitrarily x0 ∈ D such that |g0(x0)| > 1 + δ. Assume that, for k ∈ ω, we found
x0, . . . , xk ∈ D and a sequence 0 = n0 < n1 < · · · < nk of natural numbers such that
|gnj (xi)| < δ and |gnj (xj)| > 1 + δ for every 0 ≤ i < j ≤ k.
Since gn → 0 in the topology σ(E
′, E), (6.1) implies that there are nk+1 > nk and xk+1 ∈ D\{x0, . . . , xk}
such that |gnk+1(xi)| < δ and |gnk+1(xk+1)| > 1 + δ for every i ≤ k. For every k ∈ ω, put fk := gnk ,
and observe that fk → 0 in E
′
σ and
|fk(xi)| = |gnk(xi)| < δ and |fk(xk)| = |gnk(xk)| > 1 + δ
for any numbers i < k, as desired.
(ii)⇒(iii) For δ = 12 choose a sequence {xn}n∈ω in D and a null-sequence {fn}n∈ω in E
′
σ such that
|fm(xn)| <
1
2 and |fm(xm)| >
3
2 for all n < m. Then |fm(xm) − fm(xn)| ≥ |fm(xm)| − |fm(xn)| >
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3
2 −
1
2 = 1 for every n < m. It follows that the operator
T : E → C0p(ω), T (x) :=
(
fn(x)
)
n∈ω
is well-defined and continuous. Since ‖T (xn) − T (xm)‖ ≥ |fm(xm) − fm(xn)| > 1 for every n < m,
the set T (D) ⊇ {T (xn)}n∈ω is not precompact in c0.
(iii)⇒(i) Fix a barrel-bounded subset P ⊆ E which is not barrel-precompact. We have to find a
weak∗ null-sequence {fk}k∈ω in E
′ such that ‖fk‖P 6→ 0. Since P is not barrel-precompact, there
exists a barrel B ⊆ E such that P 6⊆ F + B for any finite subset F ⊆ E. For every n ∈ ω, choose
inductively a point xn ∈ P so that xn /∈
⋃
k<n(xk + B). Then the sequence D = {xn}n∈ω is barrel-
bounded and barrel-separated. By the assumption, there exist a continuous operator T : E → C0p(ω)
such that T (D) is not precompact in c0. Since c0 is a Banach space, there is a subsequence {an}n∈ω
in D and δ > 0 such that ‖T (an)− T (am)‖0 ≥ δ for all distinct n,m ∈ ω. Observe that the sequence
{T (an)}n∈ω is bounded in the Banach space c0. Therefore there are two sequences 0 ≤ n0 < n1 < · · ·
and 0 ≤ m0 < m1 < · · · of natural numbers such that
∣∣e′mk
(
T (ank)
)∣∣ > δ2 for every k ∈ ω,
where e′n : C
0
p(ω)→ F is the nth coordinate functional. For every k ∈ ω, set fk := e
′
mk
◦ T . It follows
that {fk}k∈ω is a null-sequence in E
′
fσ and
‖fk‖P = sup
x∈P
|fk(x)| ≥ |fk(ank)| >
δ
2
for every k ∈ ω, witnessing that the space E has the eJNP.
(ii)⇒(iv) By (ii), for any infinite barrel-bounded, barrel-separated set X ⊆ E there exists a null
sequence S = {sn}n∈ω ⊆ E
′
σ and a subsequence X0 = {xn}n∈ω ⊆ X such that |sn(xn)| > 2 and
|sn(xk)| < 1 for all k < n. Taking into account that S is a null sequence in E
′
σ, we conclude that S is
sequentially compact and hence near sequentially (pre)compact in E′σ. Finally, observe that for any
k < n
sup
s∈S
|s(xn − xk)| ≥ |sn(xn)− sn(xk)| > 2− 1 = 1.
(iv)⇒(i) Fix any barrel-bounded subset P ⊆ E, which is not barrel-precompact. Then there exists
a barrel B ⊆ E such that P 6⊆ F +B for any finite subset F ⊆ E. For every n ∈ ω, choose inductively
a point zn ∈ P so that zn /∈
⋃
k<n(zk + B). Observe that the set {zn : n ∈ ω} is infinite, barrel-
bounded and barrel-separated. By assumption, there is an infinite countable subset X ⊆ {zn : n ∈ ω}
and a near sequentially precompact set S ⊆ E′σ such that
sup
s∈S
|s(x− x′)| > 1 for every distinct x, x′ ∈ X.
Write the set X as {xn}n∈ω for pairwise distinct points xn. Then for every n < m, we can find
a linear functional fn,m ∈ S such that |fn,m(xm − xn)| > 1. It is easy to show that every near
sequentially precompact set in any locally convex space L is bounded in L (see for example [19,
Lemma 2.9]). Therefore, by Theorem 8.3.2 in [25], the polar D := S◦ is a barrel in E. Since the set
P is barrel-bounded, the real number |P |D = inf{r ≥ 0 : P ⊆ r ·D} is well-defined. It follows that
X = {xn : n ∈ ω} ⊆ P ⊆ |P |D ·D. Consider the disk D = {z ∈ F : |z| ≤ |P |D} in the field F. Observe
that for every n < m the inclusion fn,m ∈ S ⊆ S
◦◦ = D◦ implies
fn,m(X) ⊆ fn,m(|P |D ·D) = |P |D · fn,m(D) ⊆ D,
which means that fn,m↾X ∈ D
X .
Using the sequential compactness of the compact metrizable space DX , we can construct a decreas-
ing sequence {Ωn}n∈ω of infinite sets in ω such that for every n ∈ ω, the sequence {fn,m↾X}m∈Ωn
converges to some function fn ∈ DX .
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Choose an infinite set Ω ⊆ ω such that Ω \ Ωn is finite for every n ∈ ω. Since the space DX is
sequentially compact, we can replace Ω by a smaller infinite set and additionally assume that the
sequence {fn}n∈Ω converges to some element f∞ ∈ DX . Since the set {f∞(xn)}n∈Ω ⊆ D admits a
finite cover by sets of diameter < 14 , we can replace Ω by a suitable infinite subset and additionally
assume that the set {f∞(xn)}n∈Ω has diameter <
1
4 .
It follows that the function f∞ ∈ DX belongs to the closure of the set {fn,m↾X : n,m ∈ Ω, n < m}.
Since the space DX is first-countable, we can choose a sequence {(ni,mi)}i∈ω ⊆ {(n,m) ∈ Ω×Ω : n <
m} such that the sequence {fni,mi↾X}i∈ω converges to f∞. Since F
X is metrizable, for every i ∈ ω
the element fni,mi↾X of D
X ⊆ FX has an open neighborhood Vi ⊆ FX such that the sequence {Vi}i∈ω
converges to f∞ in the sense that each neighborhood of f∞ in FX contains all but finitely many sets
Vi. Since |fni,mi(xni − xmi)| > 1, we can replace each set Vi by a smaller neighborhood of fni,mi↾X
and additionally assume that |g(xni) − g(xmi)| > 1 for every g ∈ Vi. For every i ∈ ω consider the
open neighborhood Wi := {f ∈ E
′
σ : f↾X ∈ Vi} of the functional fni,mi in the space E
′
σ.
Since the set S is near sequentially precompact in E′σ, there exists a Cauchy sequence {gk}k∈ω ⊆ E
′
σ
and an increasing number sequence {i(k)}k∈ω such that gk ∈Wi(k) for every k ∈ ω. Since the sequence
(gk)k∈ω is Cauchy in E
′
σ ⊆ F
E, it converges to some linear functional g∞ ∈ FE (which is not necessarily
continuous on E). The continuity of the restriction operator E′σ → F
X , f 7→ f↾X , and the choice of
the open sets Vi, i ∈ ω, guarantee that g∞↾X = f∞. Consequently, the sequence (gk↾X)k∈ω converges
to g∞↾X = f∞ in F
X .
Then for every k ∈ ω, we can find a number jk > k such that
max{|f∞(xni(k))− gjk(xni(k))|, |f∞(xmi(k))− gjk(xmi(k))|} <
1
8 .
For every k ∈ ω, consider the functional µk := gk−gjk ∈ E
′ and observe that the sequence {µk}k∈ω
converges to zero in E′σ. On the other hand, for every k ∈ ω, the choice of the sequence (jk)k∈ω, the
inequality diam{f∞(xn)}n∈Ω <
1
4 , and the inclusion gk↾X ∈ Vi(k) imply
|gjk(xni(k))− gjk(xmi(k))|
= |gjk(xni(k))− f∞(xni(k)) + f∞(xmi(k))− gjk(xmi(k)) + f∞(xni(k))− f∞(xmi(k))|
≤ |gjk(xni(k))− f∞(xni(k))|+ |f∞(xmi(k))− gjk(xmi(k))|+ |f∞(xni(k))− f∞(xmi(k))|
≤ 18 +
1
8 +
1
4 =
1
2
and
|µk(xni(k))− µk(xmi(k))| = |gk(xni(k))− gjk(xni(k))− gk(xmi(k)) + gjk(xmi(k))|
≥ |gk(xni(k))− gk(xmi(k))| − |gjk(xni(k))− gjk(xmi(k))| > 1−
1
2 =
1
2 .
Then
sup
x∈P
|µk(x)| ≥ max{|µk(xni(k))|, |µk(xmi(k))|} ≥
1
4 ,
witnessing that the space E has the eJNP. 
We use Theorem 6.3 to obtain some hereditary properties of the eJNP. We define a linear subspace
X of a locally convex space E to be β-embedded if the identity inclusion Xβ → Eβ is a topological
embedding. It is easy to see that X is β-embedded in E if and only if for any barrel B ⊆ X there
exists a barrel D ⊆ E such that D ∩X ⊆ B.
Proposition 6.4. A subspace X of a locally convex space E is β-embedded if one of the following
conditions is satisfied:
(i) X is complemented in E;
(ii) X is barrelled;
(iii) X and E are β-Banach and Xβ is closed in Eβ.
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Proof. Given a barrel B ⊆ X, we should find a barrel D ⊆ E such that D ∩X ⊆ B.
(i) If X is complemented in E, then there exists a linear continuous operator R : E → X such that
R(x) = x for all x ∈ X. In this case the set D = R−1(B) is a barrel in E with D ∩X = B.
(ii) If X is barreled, then the barrel B is a neighborhood of zero. Since X is a subspace of E, there
exists a barrel neighborhood D ⊆ E of zero such that D ∩X ⊆ B.
(iii) Assume that the spaces X and E are β-Banach and Xβ is closed in Eβ. Then the identity
inclusion I : Xβ → Eβ is a continuous injective operator between Banach spaces such that the image
I(Xβ) is closed in Eβ. By the Banach Open Mapping Principle, the operator I : Xβ → Eβ is a
topological embedding. 
Corollary 6.5. Assume that a locally convex space E has the eJNP. Then:
(i) If a subspace X of E is β-embedded, then X has the eJNP.
(ii) If a subspace X of E is barrelled, then X has the eJNP.
(iii) If Eβ is barrelled (for example, E is β-Banach), then Eβ has the eJNP.
Proof. (i) Let D be an infinite barrel-bounded, barrel-separated subset of X. Take any barrel B ⊆ X
such that D is B-separated. Since X is β-embedded, there exists a barrel B′ ⊆ E such that B′∩X ⊆
B. Observe that D is also B′-separated in E. Therefore, by Theorem 6.3, there exist a continuous
operator T : E → C0p(ω) such that T (D) is not precompact in c0. Then the restriction T ↾X of T
onto X is continuous and T ↾X(D) = T (D) is not precompact in c0. Thus, by Theorem 6.3, X has
the eJNP.
(ii) The statement (ii) follows from the statement (i) and Proposition 6.4(ii).
(iii) Assume that the space Eβ is barrelled and take any infinite barrel-bounded, barrel-separated
subset D ⊆ Eβ . Find a barrel B ⊆ Eβ such that D is B-separated. Since Eβ is barrelled, B is a
neighborhood of zero in Eβ. By the definition of Eβ, there is a barrel B
′ in E such that B′ ⊆ B and
henceD is B′-separated. Therefore, by Theorem 6.3, there exist a continuous operator T : E → C0p(ω)
such that T (D) is not precompact in c0. It is clear that for the identity inclusion i : Eβ → E and the
operator T ◦ i : Eβ → C
0
p(ω), the image T ◦ i(D) = T (D) is not precompact in c0. Thus, by Theorem
6.3, Eβ has the eJNP. 
Theorem 6.3 suggests to study topological spaces which are near sequentially compact spaces
in itself. Let us define a topological space X to be (near ) sequentially compact if X is a (near)
sequentially compact set in X. Near sequentially compact spaces were introduced and studied by
Dorantes-Aldama and Shakhmatov [14] as selectively sequentially pseudocompact spaces. However
we suggest to rename “selectively sequentially pseudocompact spaces” to “near sequentially compact
spaces” since the latter term is shorter and more self-suggesting. Clearly, every sequentially compact
space is near sequentially compact, and every near sequentially compact space is pseudocompact. It
is easy to see that a topological space X is near sequentially compact if and only if it contains a dense
subset, which is near sequentially compact in X.
Let us recall that a compact Hausdorff space K is Valdivia compact if K is homeomorphic to a
compact subset X in a Tychonoff cube [−1, 1]κ such that for the set Σ := {x ∈ [−1, 1]κ : |supp(x)| ≤
ω}, the intersection X ∩ Σ is dense in X. Since the space Σ is sequentially compact, the above
characterization implies that each Valdivia compact space is near sequentially compact. It should be
mentioned that Banach spaces whose dual unit ball is Valdivia compact in the weak∗ topology form
an important and well-studied class of Banach spaces, see [28].
Corollary 6.6. A locally convex space E has the eJNP if one of the following conditions holds:
(i) for any barrel B ⊆ E there exists a barrel D ⊆ B whose polar D◦ is near sequentially
precompact in E′σ;
(ii) for every barrel B ⊆ E there exists a barrel D ⊆ B whose polar D◦ ⊆ E′σ is a near sequentially
compact space;
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(iii) E is separable and barrelled.
Proof. (i) In order to apply Theorem 6.3, fix any infinite barrel-bounded, barrel-separated subsetX of
E. Choose a barrel B ⊆ E such that X is B-separated, and let X0 be an arbitrary countably infinite
subset of X. By our assumption, there exists a barrel D ⊆ B whose polar S := D◦ is near sequentially
precompact in E′σ. By the Hahn–Banach Separation Theorem [25, 7.3.5], sups∈D◦ |s(x)| > 1 for any
x ∈ E \D. In particular, sups∈S |s(x− x
′)| > 1 for any distinct points x, x′ ∈ X0. Now it is legal to
apply Theorem 6.3 and conclude that the locally convex space E has the eJNP.
(ii) It is easy to see that for any topological (vector) space X, every near sequentially compact
subspace S ⊆ X is a near sequentially (pre)compact set in X. Now (i) applies.
(iii) By (ii), it suffices to check that for every barrel B ⊆ E the polar B◦ is near sequentially
compact. Since E is barrelled, the barrel B is a neighborhood of zero and, by the Alaoglu–Bourbaki
Theorem [25, 8.5.2], the polar B◦ is compact in the dual space E′σ. Since E is separable, the compact
space B◦ is metrizable according to [25, 8.5.3]. Being metrizable and compact, the space B◦ is (near)
sequentially compact. 
Let Y be a locally convex space. A locally convex space E is defined to have the separable Y -
extension property if every separable subspace of E is contained in a barrelled separable linear subspace
X ⊆ E such that each linear continuous operator T : X → Y can be extended to a linear continuous
operator T¯ : E → Y . This definition implies that each separable barrelled locally convex space has
the separable Y -extension property for any locally convex space Y .
Proposition 6.7. A (barrelled) locally convex space E has the separable C0p(ω)-extension property if
(and only if) E has the separable c0-extension property.
Proof. First we prove the following assertion.
Claim 6.8. Each linear continuous operator T : L → C0p(ω) from a barrelled space L remains
continuous as an operator from L to c0.
Indeed, let {e′n}n∈ω be the sequence of coordinate functionals on the Banach space c0. The def-
inition of the topology of the space C0p(ω) ensures that each functional e
′
n remains continuous on
the locally convex space C0p(ω). Observe that the intersection B :=
⋂
n∈ω{x ∈ C
0
p(ω) : |e
′
n(x)| ≤ 1}
coincides with the closed unit ball of the Banach space c0. Since B is a barrel also in C
0
p(ω), the
continuity of the operator T implies that the set T−1(B) is a barrel in L. Since L is barrelled, T−1(B)
is a neighborhood of zero, which means that the operator T : L → c0 is continuous. The claim is
proved.
Now, assume that E has the separable c0-extension property and let H be a separable subspace of
E. By the separable c0-extension property, H is contained in a barrelled separable linear subspace
L ⊆ E such that each continuous linear operator T : L→ c0 can be extended to a continuous linear
operator T¯ : E → c0. Let T : L → C
0
p(ω) be a continuous linear operator. Since L is barrelled,
Claim 6.8 implies that T is also continuous as an operator from L to the Banach space c0. Therefore
T can be extended to a linear continuous operator T¯ : E → c0. Clearly, T¯ is also continuous as an
operator from E to C0p(ω). Thus E has the separable C
0
p(ω)-extension property.
If E is barrelled and has the separable C0p(ω)-extension property, then an analogous argument
shows that E has the separable c0-extension property. 
Using the classical Sobczyk Theorem [13, p.72] (which states that if H is a linear subspace of a
separable Banach space E and T : H → c0 is a bounded linear operator, then there is a bounded
linear operator S : E → c0 extending T to all of E), one can prove the following characterization
showing that for Banach spaces our definition of separable c0-extension property is equivalent to that
introduced by Correa and Tausk [10, 11].
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Proposition 6.9. A Banach space E has the separable c0-extension property if and only if every
linear continuous operator T : X → c0 defined on a separable linear subspace X ⊆ E can be extended
to a linear continuous operator T¯ : E → c0.
By [10, 11] the class of Banach spaces with the separable c0-extension property includes all weakly
compactly generated Banach spaces, all Banach spaces with the separable complementation property
(=every separable subspace is contained in a separable complemented subspace), and all Banach
spaces C(K) over ℵ0-monolithic compact lines K. Let us recall that a topological space X is ℵ0-
monolithic if each separable subspace of X has a countable network.
Theorem 6.10. Every locally convex space with the separable C0p(ω)-extension property has the eJNP.
Proof. In order to apply Theorem 6.3, fix δ > 0 and an infinite barrel-bounded, barrel-separated set
D ⊆ E. Choose any countable infinite subset X ⊆ D. By the separable C0p(ω)-extension property, X
is contained in a barrelled separable linear subspace S ⊆ E such that every linear continuous operator
T : S → C0p(ω) can be extended to a linear continuous operator T¯ : E → C
0
p(ω).
By Corollary 6.6(iii), the locally convex space S has the eJNP. By Theorem 6.3, there exists a
sequence {xn}n∈ω ⊆ X and a null-sequence {fn}n∈ω ⊆ S
′
σ such that |fn(xk)| < δ and |fn(xn)| > 1+ δ
for all k < n. The sequence {fn}n∈ω determines a linear continuous operator T : S → C
0
p(ω),
T : x 7→ (fn(x))n∈ω. By the choice of S, the operator T can be extended to a linear continuous
operator T¯ : E → C0p(ω). Let {e
′
n}n∈ω be the sequence of coordinate functional of the Banach
space c0. For every n ∈ ω consider the linear continuous functional f¯n = e
′
n ◦ T¯ and observe that
{f¯n}n∈ω ⊆ E
′
σ is a null-sequence such that |f¯n(xk)| = |fn(xk)| < δ and |f¯n(xn)| = |fn(xn)| > 1 + δ
for every k < n. By Theorem 6.3, the space E has the eJNP. 
Corollary 6.11. A Banach space E has the eJNP if one of the following conditions holds:
(i) E is separable;
(ii) for some bounded neighborhood B ⊆ E of zero, the polar B◦ is Valdivia compact;
(iii) E has the separable c0-extension property;
(iv) every separable subspace of E is contained in a separable complemented subspace of E;
(v) E does not contain an isomorphic copy of the Banach space ℓ1;
(vi) E = ℓ1(Γ) for some set Γ.
Proof. The statements (i) and (ii) follow from (iii) and (ii) of Corollary 6.6, respectively; (iii) follows
from Theorem 6.10, and (iv) follows from (iii) and the aforementioned Sobczyk Theorem [13, p.72];
(vi) follows from (iv).
(v) If E does not contain an isomorphic copy of ℓ1, then the dual ball B
◦
E ⊆ E
′
σ is sequentially
compact by the Rosenthal–Odell–Haydon Theorem [13, p.213]. Since sequentially compact spaces are
near sequentially compact, the Banach space E has the eJNP by (ii) of Corollary 6.6. 
We finish this section with some conditions on a locally convex space implying the failure of the
eJNP.
A linear continuous operator T : X → Y between locally convex spaces is defind to be β-to-β
compact if for any barrel-bounded set B ⊆ X the image T (B) is barrel-precompact in Y . Observe
that a linear continuous operator T : X → Y between Banach spaces is β-to-β compact if and only
if it is compact in the standard sense.
Theorem 6.12. A locally convex space E does not have the eJNP if the identity map E′σ → (E
′
β)w
is sequentially continuous and E admits a linear continuous operator T : c0 → E which is not β-to-β
compact.
Proof. Since the operator T : c0 → E is not β-to-β compact, the image T (B) of the closed unit
ball B = {x ∈ c0 : ‖x‖0 ≤ 1} of c0 is not barrel-precompact in E. Assuming that the space E has
the eJNP, we can find a null-sequence {µn} ⊆ E
′
σ such that ‖µn‖T (B) 6→ 0. By our assumption,
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the identity map E′σ → (E
′
β)w is sequentially continuous, which implies that the sequence {µn}n∈ω
converges to zero in the weak topology of the strong dual space E′β. Then for the dual operator
T ′ : (Eβ)
′
w → (c0)
′
w = (ℓ1)w, the sequence {T
′µn}n∈ω converges to zero in the weak topology of the
Banach space ℓ1. By the Schur Theorem [13, VII], this sequence converges to zero in norm. Observe
that for every n ∈ ω and each x ∈ B, we have
‖µn‖T (B) = sup
x∈B
|µn(T (x))| = sup
x∈B
|(T ′µn)(x)| = ‖T
′µn‖ → 0,
which contradicts the choice of the sequence {µn}n∈ω. 
7. The eJNP in function spaces
In this section we apply the results of the preceding section to study the eJNP in the function
spaces Cp(X) over Tychonoff spaces and the Banach spaces C(K) over compact Hausdorff spaces.
First observe a simple reduction.
Proposition 7.1. If K is a pseudocompact space and the function space Cp(K) has the eJNP, then
also the Banach space C(K) has the eJNP.
Proof. By Lemma 5.2, (Cp(K))β = C(K). Now Proposition 3.2 and Corollary 6.5(iii) apply. 
Proposition 7.1 suggests the following intriguing problem.
Problem 7.2. Is there a compact Hausdorff space K such that the Banach space C(K) has the eJNP
but the function space Cp(K) does not have the eJNP?
Theorem 7.3. Let X be a Tychonoff space such that every closed functionally bounded subset K ⊆ X
is near sequentially compact in X. Then the function space Cp(X) has the eJNP.
Proof. In order to apply Theorem 6.3 to the locally convex space E = Cp(X), take any infinite barrel-
bounded, barrel-separated subset A of E. Find a barrel B ⊆ E such that A is B-separated. Choose an
arbitrary sequence of pairwise distinct points {an}n∈ω in A. Then the set {an−am : n,m ∈ ω, n 6= m}
is contained in E\B. By Proposition 3.2, there exists a functionally bounded closed set K ⊆ X and
a real number ε > 0 such that the barrel D := {f ∈ Cp(X) : ‖f‖K ≤ ε} is contained in B. Then for
any element an − am ∈ E \B ⊆ E \D we have
sup
x∈K
|an(x)− am(x)| > ε.
Let δ : K → E′σ be the continuous function assigning to each point x ∈ K the evaluation functional
δx ∈ E
′ at x (so δx(f) = f(x) for every f ∈ Cp(X)). Consider the set S := {
1
ε
δx : x ∈ K} ⊆ E
′
σ. By
our assumption the functionally bounded closed set K is near sequentially compact in X. It is easy
to see that the set δ(K) is near sequentially compact in δ(X) ⊆ E′σ, and hence its homothetic copy
S = 1
ε
δ(K) is also near sequentially compact in E′σ. Observe that for every an − am ∈ R we have
sup
s∈S
|s(an − am)| =
1
ε
sup
x∈K
|an(x)− am(x)| >
1
ε
· ε = 1.
Applying Theorem 6.3, we conclude that the locally convex space E = Cp(X) has the eJNP. 
Corollary 6.5 and Theorem 7.3 imply
Corollary 7.4. For every near sequentially compact space K, the function spaces Cp(K) and C(K)
have the eJNP.
Since the spaces [0, ω1] and [0, ω1) are sequentially compact, Theorems 5.8 and 7.3 imply
Example 7.5. The spaces Cp[0, ω1] and Cp[0, ω1) have the eJNP but they do not have the uJNP.
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In fact, the near sequential compactness of the compact space K in Corollary 7.4 can be replaced
by the near sequential precompactness of the space Pω(K) of finitely supported probability measures
on K in C(K)′σ.
For a Tychonoff space X by a finitely supported probability measure on X we understand an element
of the convex hull Pω(X) of the set {δx : x ∈ X} of Dirac measures in the dual space Cp(X)
′
σ . The
Dirac measure δx concentrated at a point x ∈ X is the linear continuous functional δx : Cp(X)→ R,
δx : f 7→ f(x). For a subset K ⊆ X, let Pω(K) be the convex hull of the set {δx : x ∈ K} ⊆ Cp(X)
′
σ
of Dirac measures concentrated at points of the set K.
Proposition 7.6. For a Tychonoff space X, the locally convex space E = Cp(X) has the eJNP when-
ever for every closed functionally bounded set K in X the set Pω(K) is near sequentially precompact
in E′σ. Consequently, if Pω(X) is near sequentially precompact in E
′
σ, then E has the eJNP.
Proof. In order to apply Theorem 6.3 to the locally convex space E = Cp(X), take any infinite
barrel-bounded, barrel-separated subset A of E. Find a barrel B ⊆ E such that A is B-separated.
By Proposition 3.2, there exist a closed functionally bounded set K ⊆ X and a real number ε > 0
such that {f ∈ Cp(X) : ‖f‖K ≤ ε} ⊆ B. Assuming that the set Pω(K) is near sequential precompact
in E′σ, we conclude that the set S =
1
ε
Pω(K) is near sequentially precompact in E
′
σ. It follows that
for any distinct points a, b ∈ A we have a− b /∈ B and hence ‖a− b‖K > ε, which implies
sup
s∈S
|s(a− b)| = 1
ε
sup
µ∈Pω(K)
|µ(a− b)| ≥ 1
ε
sup
x∈K
|a(x)− b(x)| = 1
ε
‖a− b‖K > 1.
By Theorem 6.3, the locally convex space Cp(K) has the eJNP.
For every subspace K of X, the set Pω(K) is a subspace of Pω(X). Now the last assertion
immediately follows from the trivial fact that a subspace of a near sequentially precompact subset of
a topological vector space is also near sequentially precompact. 
Let us recall that the split interval I¨ is the space [0, 1]×{0, 1} endowed with the interval topology
generated by the lexicographic order ≤ defined by (x, i) ≤ (y, j) if and only if either x < y or x = y
and i ≤ j. It is well known that the split interval is first-countable and separable but not metrizable.
Example 7.7. For the split interval I¨, the Banach space C (¨I) has the eJNP but fails to have the
separable c0-extension property.
Proof. Being compact and first-countable, the split interval I¨ is (near) sequentially compact. By
Corollary 7.4, the Banach space C (¨I) has the eJNP. Since the space I¨ is linearly ordered but not
ℵ0-monolithic, we can apply Theorem 2.2 of [11] and conclude that the Banach space C (¨I) does not
have the separable c0-extension property. 
Proposition 7.8. Let f : L → K be a surjective map between two pseudocompact spaces. If the
function space Cp(L) (resp. C(L)) has the eJNP, then also the space Cp(K) (resp. C(K)) has the
eJNP.
Proof. It follows that the dual maps Tp : Cp(K) → Cp(L) and T : C(K) → C(L) assigning to each
continuous function ϕ : K → F the composition ϕ◦f : L→ F are isomorphic topological embeddings.
The Banach subspace T (C(K)) of C(L) is β-embedded into C(L) by Proposition 6.4(ii). If the Banach
space C(L) has the eJNP, then, by Corollary 6.5(i), the space T (C(K)) has the eJNP and so does
its isomorphic copy C(K).
Now assume that the function space Cp(L) has the eJNP. By Proposition 3.2, (Cp(K))β = C(K)
and (Cp(L))β = C(L), which implies that the subspace Tp(Cp(K)) is β-embedded into Cp(L). By
Corollary 6.5, the space Tp(Cp(K)) has the eJNP and hence its isomorphic copy Cp(K) has the eJNP,
too. 
The following example complements Example 3.6 and gives an example of Banach spaces C(K)
without the eJNP.
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Example 7.9. For any infinite compact F -space K, the Banach space C(K) and the space Cp(K)
do not have the eJNP. In particular, the Banach space ℓ∞ = C(βω) does not have the eJNP.
Proof. Being infinite, the Tychonoff space K contains a sequence {Vn}n∈ω of nonempty pairwise
disjoint open sets. For every n ∈ ω, fix a point vn ∈ Vn and a continuous function fn : K → [0, 1]
such that fn(vn) = 1 and supp(fn) ⊆ Vn. Consider the operator T : c0 → C(K) assigning to each
sequence x = (xn)n∈ω ∈ c0 the continuous function T (x) =
∑
n∈ω xn · fn, and observe that T is
an isometric embedding of c0 into C(K). Then T is not β-to-β compact. By Corollary 4.5.9 of
[12], the Banach space C(K) has the Grothendieck property, which means that the identity map
C(K)′σ → (C(K)
′
β)w is sequentially continuous. By Theorem 6.12, the Banach space C(K) does not
have the eJNP. By Corollary 6.5, the function space Cp(K) does not have the eJNP. 
Example 7.10. There are compact Hausdorff spaces X ⊆ Y such that
(i) the function space Cp(Y ) has the eJNP but Cp(X) does not have the JNP, and
(ii) the Banach space C(Y ) has the eJNP but the Banach space C(X) does not have the eJNP.
Proof. In the Cantor cube Y := {0, 1}c of weight c take a subspace X, homeomorphic to βω. Being
Valdivia compact, the Cantor cube {0, 1}c is near sequentially compact and, by Theorem 7.3, the
function spaces Cp(Y ) and C(Y ) have the eJNP. By Example 7.9, the Banach space C(X) does not
have the eJNP and, by Example 3.6, the function space Cp(X) does not have the JNP. 
Remark 7.11. Let X ⊆ Y be the compact Hausdorff spaces from Example 7.10. Since the Banach
space C(X) is a quotient of the Banach space C(Y ), the eJNP is not preseved by quotients of Banach
spaces. Since the function space Cp(X) is a quotient of the function space Cp(Y ), the JNP is not
preserved by quotients of locally convex spaces. This contrasts with Corollary 5.7 saying that the
uJNP is preserved by Banach space quotients. 
Let X be a compact Hausdorff space. By the Riesz representation Theorem [25, 7.6.1], the dual
space C(X)′ of the Banach space C(X) is isometrically isomorphic to the Banach space of all Radon
measures on X and, moreover, a continuous functional on C(X) is positive if and only if it can be
naturally identified with a probability Radon measure on X. Let
P (X) := {µ ∈ C(X)′ : ‖µ‖ = µ(1X) = 1}
be the space of probability Radon measures on X. The support of a measure µ ∈ P (X) is the set
supp(µ) of all points x ∈ X such that µ(f) > 0 for any continuous function f : X → [0, 1] with
f(x) > 0. For µ ∈ P (X) and x ∈ X, let
µ({x}) := inf{µ(f) : f ∈ C(X), f(x) = 1, f(X) ⊆ [0, 1]}.
A measure µ ∈ P (X) is called nonatomic if µ({x}) = 0 for any x ∈ X, and µ is called finitely supported
if supp(µ) is a finite set (so that µ =
∑
x∈supp(µ) µ({x})δx, where δx is the Dirac measure concentrated
at x). In what follows we shall always consider the space P (X) endowed with the topology induced
from C(X)′σ. Then P (X) is a compact Hausdorff space.
The study of compact spaces P (K) of probability Radon measures on infinite compact spaces K
is an important problem in Measure Theory and Functional Analysis, see for example [5]. So it is
natural to understand relationships between topological properties of K and P (K) by modulo of the
JNP.
Proposition 7.12. Let K be an infinite compact Hausdorff space. Then:
(i) the function spaces Cp(P (K)) and C(P (K)) have the JNP;
(ii) the function spaces Cp(P (K)) and C(P (K)) do not have the uJNP;
(iii) if P (K) is near sequentially compact, then Cp(P (K)) and C(P (K)) have the eJNP.
Proof. (i) It is clear that the space P (K) is arc-connected. Therefore Cp(P (K)) has the JNP according
to Corollary 3.5. On the other hand, the Banach space C(P (K)) has the JNP by the Josefson–
Nissenzweig Theorem.
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(ii) The function spaces Cp(P (K)) and C(P (K)) do not have the uJNP by Theorem 5.8.
The statement (iii) immediately follows from Corollary 7.4. 
In spite of the space P (K) is even arc-connected for every compact space K, it can be not near
sequentially compact as the following example shows.
Example 7.13. Let K be an infinite compact F -space. Then the function spaces Cp(P (K)) and
C(P (K)) fail to have the eJNP. Consequently, the compact space P (K) is not near sequentially
compact.
Proof. Observe that the operator T : C(K) → C(P (K)) assigning to each function f ∈ C(K) the
function Tf : P (K) → F, Tf : µ 7→ µ(f), is an isomorphic embedding of the Banach space C(K)
into the Banach space C(P (K)). Assuming that the Banach space C(P (K)) has the eJNP, we can
apply Corollary 6.5(ii) and conclude that the Banach space C(K) has the eJNP. But this contradicts
Example 7.9. This contradiction shows that the Banach space C(P (K)) does not have the eJNP.
By Corollary 6.5, the function space Cp(P (K)) does not have the eJNP, and by Corollary 7.4, the
compact space P (K) is not near sequentially compact. 
By Corollary 7.4, if a compact space K is near sequentially compact, then the Banach space
C(K) has the eJNP. So it is natural to ask whether the converse is true, namely, let K be a compact
Hausdorff space such that the Banach space C(K) has the eJNP. Is then K near sequentially compact?
Since every near sequentially compact space contains non-trivial convergent sequences, one can also
ask a much weaker question.
Problem 7.14. Let K be an infinite compact Hausdorff space such that the Banach space C(K) has
the eJNP. Does K contain a non-trivial convergent sequence?
Although we do not know an answer to Problem 7.14 in ZFC or even under CH, nevertheless,
using the Jensen Diamond Principle ♦, we answer the problem negatively in a very strong form
constructing a simple Efimov space K such that C(K) and Cp(K) have the eJNP. We recall that a
compact Hausdorff space K is Efimov if it is infinite and contains no topological copies of the compact
spaces ω+1 or βω. Many examples of Efimov spaces have been constructed under suitable additional
Set-Theoretic assumptions (like ♦ or CH, see for example [17] and [16], respectively), nonetheless the
existence of a Efimov space in ZFC is a well-known open problem of General Topology, see [24]. Our
example is based on the classical construction of a simple Efimov space due to Fedorcˇuk.
A compact Hausdorff space X is called simple if K is the limit of a well-ordered spectrum {Xα, π
β
α :
α < β < ω1} of zero-dimensional compact metrizable spaces Xα whose short projections π
α+1
α :
Xα+1 → Xα are simple. A continuous function f : X → Y is called simple if there exists a point
y ∈ Y such that (a) f−1(y) is nowhere dense in X, and (b) |f−1(y)| ≤ 2 and |f−1(z)| = 1 for all
z ∈ Y \ {y}.
Theorem 7.15. Under ♦ there exists a simple Efimov space X such that
(i) the function spaces Cp(X) and C(X) have the eJNP;
(ii) the space P (X) is near sequentially compact.
The proof of this theorem is preceded by three lemmas. In the following lemma we use some
notation related to the binary tree 2<ω :=
⋃
n∈ω 2
n. Here 2 stands for the ordinal 2 = {0, 1}. The
unique element ∅ of 20 is the root of the tree 2<ω. For an element s ∈ 2<ω, we denote by |s| the
unique number n ∈ ω such that s ∈ 2n. The number |s| is called the length of s. For two elements
s, t ∈ 2<ω we write s ≤ t if |s| ≤ |t| and s = t↾|s|. Let ↑s := {t ∈ 2
<ω : s ≤ t} be the upper set of s in
the tree 2<ω. It consists of all possible extensions of the function s. For i ∈ 2, let sˆ i be the unique
element of ↑s such that |sˆ i| = |s|+1 and sˆ i(|s|) = i. So, sˆ 0 and sˆ 1 are immediate successors of s in
the tree 2<ω. A family of sets (Fi)i∈I is called disjoint if Fi ∩ Fj = ∅ for any distinct indices i, j ∈ I.
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Lemma 7.16. Let X be a zero-dimensional compact metrizable space and {µn}n∈ω ⊆ P (X) be a
convergent sequence of finitely supported measures such that the family
(
supp(µn)
)
n∈ω
is disjoint and
limn→∞ supx∈X µn({x}) = 0. Let µ ∈ P (X) be the limit of the sequence (µn)n∈ω and let z ∈ X be a
point such that µ({z}) > 0. Then there exists a family (Xs)s∈2<ω of clopen subsets of X \ {z} such
X∅ = X \ {z} and for every s ∈ 2
<ω the following conditions are satisfied:
(i) Xsˆ 0 ∪Xsˆ 1 = Xs and Xsˆ 0 ∩Xsˆ 1 = ∅;
(ii) for any clopen neighborhood U ⊆ X of z and any ε > 0 there exists an m ∈ ω such that
µn(U ∩Xs) ≤ µ(U \ {z}) +
1
2|s|
+ ε for any n ≥ m.
Proof. Fix a decreasing family (Uk)k∈ω of clopen sets in X such that the family {Uk}k∈ω is a neigh-
borhood base at z.
Since limn→∞ µn = µ and limn→∞ supx∈X µn({x}) = 0, there exists a strictly increasing function
ϕ : ω → ω such that for every k ∈ ω and n ≥ ϕ(k) we have
(7.1) max
{
|µn(Uk)− µ(Uk)|, sup
x∈X
µn({x})
}
< µ({z})
4k
≤ 1
4k
.
Since the family
(
supp(µn)
)
n∈ω
is disjoint, we can replace the function ϕ by a larger function and
assume that z /∈ supp(µn) for all n ≥ ϕ(0). For every k ∈ ω and n ∈
[
ϕ(k), ϕ(k + 1)
)
, (7.1) implies
(7.2) µn(Uk) > µ(Uk)−
µ({z})
4k
≥ µ({z})
(
1− 1
4k
)
.
Claim 7.17. Fix k ∈ ω and n ∈
[
ϕ(k), ϕ(k + 1)
)
. The finite set Sn,k := Uk ∩ supp(µn) can be
represented as the union
⋃
t∈2k Mn,t of 2
k pairwise disjoint (nonempty) sets such that
(7.3) |µn(Mn,t)−
1
2k
· µn(Uk)| <
µ({z})
4k
≤ 1
4k
.
Proof. Identify 2k with the finite ordinal |2k| = {0, . . . , |2k|−1} via the bijective map 2k → {0, . . . , |2k|−
1}, t 7→
∑k−1
i=0 t(i)2
i. Choose also any bijective map βn,k : |Sn,k| → Sn,k and for every t ∈ |2
k|, denote
by mt the least number in |Sn,k| ⊆ ω such that
(7.4)
mt∑
i=0
µn({βn,k(i)}) ≥
t+ 1
2k
· µn(Uk).
For every t ∈ |2k|, put Mn,t := βn,k
(
{mt−1 + 1, . . . ,mt}
)
, where m−1 := −1. Since, by (7.1),
µn({x}) <
µ({z})
4k
for all x ∈ X, (7.2) and (7.4) imply that Mn,t is not empty, and moreover, we have
the following upper and lower bounds implying (7.3):
µn(Mn,t) =
mt∑
i=0
µn({βn,k(i)}) −
mt−1∑
i=0
µn({βn,k(i)})
<
t+ 1
2k
µn(Uk) +
µ({z})
4k
−
t
2k
µn(Uk) =
µn(Uk)
2k
+
µ({z})
4k
and
µn(Mn,t) =
mt∑
i=0
µn({βn,k(i)}) −
mt−1∑
i=0
µn({βn,k(i)})
>
t+ 1
2k
µn(Uk)−
t
2k
µn(Uk)−
µ({z})
4k
=
µn(Uk)
2k
−
µ({z})
4k
.

For every s ∈ 2<ω, consider the set
Ts =
⋃
k≥|s|
⋃
n∈[ϕ(k),ϕ(k+1))
{Mn,t : t ∈ 2
k, t↾|s| = s}.
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Taking into account that the sets Sn,k (⊆ Uk) are finite and the sequence {Uk}k∈ω is a base at z, we
conclude that the set Ts is closed and discrete in X \ {z}. The definition of the sets Ts implies that
Tsˆ 0 ∪ Tsˆ 1 ⊆ Ts for any s ∈ 2
<ω.
Now, by induction on the binary tree 2<ω, we shall find a family (Xs)s∈2<ω of clopen subsets of
X \ {z} such that X∅ = X \ {x} (the base of induction) and
Ts ⊆ Xs, Xsˆ 0 ∪Xsˆ 1 = Xs, Xsˆ 0 ∩Xsˆ 1 = ∅ for every s ∈ 2
<ω.
Assume that for some s ∈ 2<ω the set Xs has been constructed. Since X is a zero-dimensional
compact metrizable space, the space Xs is zero-dimensional and being Lindelo¨f it is strongly zero-
dimensional in the sense that any disjoint closed sets in Xs can be separated by clopen neighborhoods,
see [18, Theorem 6.2.7]. Since Tsˆ 0 and Tsˆ 1 are two closed disjoint sets in Ts ⊆ Xs, there are clopen
sets Xsˆ 0 and Xsˆ 1 such that Tsˆ 0 ⊆ Xsˆ 0, Tsˆ 1 ⊆ Xsˆ 1, Xsˆ 0 ∪Xsˆ 1 = Xs, and Xsˆ 0 ∩ Xsˆ 1 = ∅. This
completes the inductive step.
By the inductive construction, the family (Xs)s∈2<ω satisfies the condition (i) of the lemma. To
verify the condition (ii), fix s ∈ 2<ω, ε > 0 and a clopen neighborhood U of z in X. Find l ≥ |s| such
that
(7.5) Ul ⊆ U,
1
2n +
1
4n <
ε
2 and |µn(U)− µ(U)| <
ε
2 for all n ≥ l.
We claim that the number m = ϕ(l) has the property required in (ii). Indeed, given any n ≥ m, find
k ≥ l such that n ∈ [ϕ(k), ϕ(k + 1)). Then
µn(U ∩Xs) ≤ µn(U \ Uk) + µn(Uk ∩Xs) = µn(U \ Uk) + µn(Sn,k ∩Xs)
= µn(U \ Uk) +
∑
t∈2k∩↑s
µn(Mn,t) = µn(U \ Uk) + µn(Uk)−
∑
t∈2k\↑s
µn(Mn,t)
(7.3)
< µn(U)− (2
k − 2k−|s|)
(
1
2k
µn(Uk)−
1
4k
)
< µn(U)−
(
1− 1
2|s|
)
µn(Uk) +
1
2k
(7.1),(7.5)
< µ(U) + ε2 −
(
1− 1
2|s|
)(
µ(Uk)−
1
4k
)
+ 1
2k
< µ(U \ Uk) +
1
2|s|
+ ε2 +
1
4k
+ 1
2k
(7.5)
< µ(U \ {z}) + 1
2|s|
+ ε,
as desired. 
Lemma 7.18. Let X be a Tychonoff space without non-isolated points, A be a finite subset of X,
and l ∈ ω. Then for every measure ν ∈ Pω(X) and every weak
∗ neighborhood U of ν, there is a finite
subset F ⊆ X\A of cardinality |F | > l such that the measure µ = 1|F |
∑
x∈F δx belongs to U .
Proof. Let ν =
∑m
i=1 aiδxi , where all points x1, . . . , xm are distinct, a1 · · · am > 0 and
∑m
i=1 ai = 1.
Without loss of generality we can assume that U has a standard form
U =
k⋂
j=1
{µ ∈ Pω(X) : |ν(fj)− µ(fj)| < ε},
for some functions f1, . . . , fk ∈ C(X). Put
M := max{1, |fj(xi)| : 1 ≤ i ≤ m 1 ≤ j ≤ k}.
Choose positive integers d, r1, . . . , rm such that
d = r1 + · · ·+ rm > l and
m∑
i=1
|ai −
ri
d
| < ε2M .
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Since the functions fj are continuous and the points xi are non-isolated, one can find pairwise disjoint
finite subsets F1, . . . , Fm of X\A such that |Fi| = ri for every i ∈ {1, . . . ,m}, and
m∑
i=1
∣∣∣ rid δxi(fj)−
1
d
∑
x∈Fi
δx(fj)
∣∣∣ < ε2 for every j ∈ {1, . . . , k}.
Set F :=
⋃m
i=1 Fi (so F ⊆ X\A) and µ =
1
d
∑
x∈F δx. Then for every j ∈ {1, . . . , k}, we obtain
|ν(fj)− µ(fj)| ≤
m∑
i=1
∣∣∣aiδxi(fj)−
ri
d
δxi(fj)
∣∣∣+
m∑
i=1
∣∣∣ rid δxi(fj)−
1
d
∑
x∈Fi
δx(fj)
∣∣∣ < ε2M ·M +
ε
2 = ε.
Thus µ ∈ U as desired. 
For a set X, we denote by [X]≤ω the family of all nonempty at most countable subsets of X. For
a countable ordinal α, let πα : 2
ω1 → 2α, πα : x 7→ x↾α, be the the projection onto the αth face of
2ω1 . The map πα induces the map π¯α : [2
ω1 ]≤ω → [2α]≤ω, π¯α : A 7→ {πα(a) : a ∈ A}.
Lemma 7.19. Under ♦ there exists a transfinite sequence (zα)α∈ω1 such that
(i) zα ∈ ([2
α]≤ω)ω for any α ∈ ω1, and
(ii) for any z ∈ ([2ω1 ]≤ω)ω the set {α ∈ ω1 : zα = π¯α ◦ z} is stationary in ω1.
Proof. Let us recall that the Jensen Diamond Principle♦ states that there exists a transfinite sequence
(xα)α∈ω1 such that
• xα ∈ 2
α for every α ∈ ω1;
• for any x ∈ 2ω1 the set {α ∈ ω1 : xα = πα(x)} is stationary in ω1.
Identifying ω1 with the lexicographic product ω1 × ω, we conclude that ♦ implies the existence of
a transfinite sequence (yα)α∈ω1 such that
• yα ∈ (2
α)ω for every α ∈ ω1;
• for any y ∈ (2ω1)ω the set {α ∈ ω1 : yα = πα ◦ y} is stationary in ω1.
For every α ∈ ω1, the sequence yα ∈ (2
α)ω determines the sequence zα ∈ ([2
α]≤ω)ω defined by
zα(n) = {yα(2
n(2k + 1)− 1) : k ∈ ω} for n ∈ ω.
The properties of the transfinite sequence (yα)α∈ω1 imply the properties (i) and (ii) of the transfinite
sequence (zα)α∈ω1 . 
Now we are ready to prove Theorem 7.15.
Proof of Theorem 7.15. The simple Efimov space X will be constructed as a closed subspace of the
cube 2ω1 , which is the limit of the inverse spectrum {2α, πβα : α ≤ β < ω1} of metrizable cubes 2
α
linking by the natural projections πβα : 2
β → 2α, πβα : x 7→ x↾α, defined for any countable ordinals
α ≤ β. The projections πβα induce the continuous surjective maps Pπ
β
α : P (2
β)→ P (2α) between the
corresponding spaces of probability measures.
Assuming ♦, we can apply Lemma 7.19 and find a transfinite sequence (zα)α∈ω1 such that zα ∈
([2ω1 ]≤ω)ω for every α ∈ ω1 and
(∗) for any z ∈ ([2ω1 ]≤ω)ω the set {α ∈ ω1 : zα = π¯α ◦ z} is stationary in ω1.
Now we define two sets in ω1, Λ and Ω, which will be used to show that the compact space X has
no nontrivial convergent sequences (Claim 7.20) and the space Pω(X) is near sequentially precompact
in Cp(X)
′
σ (Claim 7.22), respectively.
We denote by Λ the set of all nonzero limit ordinals α ∈ ω1 such that
• for every n ∈ ω, the set zα(n) is a singleton;
• zα(n) ∩ zα(m) = ∅ for any distinct numbers n,m ∈ ω;
• for any neighborhood U ⊆ 2α of zα(0) there exists an m ∈ ω such that zα(n) ⊆ U for all
n ≥ m.
Let Ω be the set of all nonzero limit ordinals α ∈ ω1 such that
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• for every n ∈ ω, the set zα(n) is a finite;
• zα(n) ∩ zα(m) = ∅ for any distinct numbers n,m ∈ ω;
• limn→∞ |zα(n)| =∞.
Observe that the sets Λ and Ω are disjoint and not empty (this follows from (∗)).
Now we shall construct families of sets (Iβ)β∈ω1 , (Xβ)β∈ω1 , (Aβ)β∈ω1 , (Bβ)β∈ω1 , as follows: if
β < ω, then we set
(1) Xβ = Aβ = Bβ = 2
β and Iβ = ω;
and if β is infinite, then the following conditions are satisfied:
(2) Iβ is an infinite subset of ω;
(3) Xβ, Aβ , Bβ are a closed subsets of 2
β without non-isolated points;
(4) Xβ = Aβ ∪Bβ and |Aβ ∩Bβ| ≤ 1;
(5) Xβ+1 = (Aβ × {0}) ∪ (Bβ × {1}) ⊆ Xβ × 2 ⊆ 2
β+1;
(6) if the ordinal β is limit, then Xβ =
⋂
α<β(π
β
α)
−1(Xα);
(7) if β ∈ Λ and
⋃
n∈ω zβ(n) ⊆ Xβ , then {zβ(2n + 1)}n∈ω ⊆ Aβ and {zβ(2n+ 2)}n∈ω ⊆ Bβ;
(8) if β ∈ Ω and
⋃
n∈ω zβ(n) ⊆ Xβ, then for any sequence of measures {λn}n∈ω ⊆ P (Xβ+ω)
with Pπβ+ωβ (λn) =
1
|zβ(n)|
∑
x∈zβ(n)
δx for all n ∈ ω, each accumulation point of the sequence
(λn)n∈Iβ in P (Xβ+ω) is a nonatomic measure on the space Xβ+ω.
To start the inductive construction, put Iα = ω and Xα = Aα = Bα = 2
α for all α ≤ ω. Assume
that for some limit infinite ordinal α we have constructed a closed subspace Xα ⊆ 2
α that has no
isolated points.
To define the other sets we consider the following three cases.
Case 1: Assume that α /∈ Λ ∪ Ω or
⋃
n∈ω zα(n) 6⊆ Xα. Then, for everyn ∈ ω, we put
Iα+n = ω, Xα+n = Aα+n = Xα × {0}
n and Bα+n = ∅.
It is easy to see that the families (Iβ)β<α+ω, (Xβ)β<α+ω, (Aβ)β<α+ω, (Bβ)β<α+ω satisfy the inductive
conditions (2)–(5). Now, for the inductive step, we set Xα+ω := Xα × {0}
ω ⊆ Xα × 2
ω. It is clear
that the condition (6) is also satisfied and the space Xα+ω has no isolated points.
Case 2: Assume that α ∈ Λ and
⋃
n∈ω zα(n) ⊆ Xα. In this case the definition of the set Λ guarantees
that the sequence (zα(n))n∈ω consists of pairwise disjoint singletons that converge to the singleton
zα(0) in 2
α. Since the sets
⋃
n∈ω zα(2n + 1) and
⋃
n∈ω zα(2n+ 2) are closed and disjoint in the zero-
dimensional space Xα\zα(0), we can use [18, Theorem 6.2.7] (as in the proof of Lemma 7.16) and
find two disjoint clopen sets Vα,Wα in Xα\zα(0) such that
⋃
n∈ω
zα(2n + 1) ⊆ Vα,
⋃
n∈ω
zα(2n+ 2) ⊆Wα, Vα ∩Wα = ∅, Vα ∪Wα = Xα\zα(0).
Since Xα\zα(0) has no isolated points and Vα,Wα are clopen, it follows that also Vα and Wα have
no isolated points.
Consider the subsets Aα := Vα ∪ zα(0), Bα := Wα ∪ zα(0) of 2
α, and observe that they are closed
in 2α and have no isolated points. Define
Xα+1 = (Aα × {0}) ∪ (Bα × {1}) ⊆ Xα × 2.
Set Iα := ω. For every ordinal n ∈ [1, ω), put
Iα+n := ω, Xα+n = Aα+n := Xα+1 × {0}
n−1 ⊆ Xα × 2
n and Bβ+n := ∅.
It is easy to see that the families (Iβ)β<α+ω, (Xβ)β<α+ω, (Aβ)β<α+ω and (Bβ)β<α+ω satisfy the
inductive conditions (2)–(5) and (7). For the inductive step, we set
Xα+ω := Xα+1 × {0}
ω\{0} ⊆ Xα × 2
ω.
It is clear that the condition (6) is also satisfied and the space Xα+ω has no isolated points.
28 TARAS BANAKH AND SAAK GABRIYELYAN
Case 3: Assume that α ∈ Ω and
⋃
n∈ω zα(n) ⊆ Xα. In this case limn→∞ |zα(n)| = ω. For every n ∈ ω,
consider the finitely supported measure µn =
1
|zα(n)|
∑
x∈zα(n) δx ∈ P (Xα). Since P (Xα) is a compact
metrizable space, there exists an infinite set Iα ⊆ ω such that the sequence (µn)n∈Iα converges to
some measure µ ∈ P (Xα). Put
• Iα+n = Iα for all n < ω,
so the condition (2) is satisfied. To define the sets Xα+n, Aα+n and Bα+n, we consider two possible
subcases.
Subcase 3.1: The measure µ is nonatomic. Then, for every ordinal n < ω, we put
Xα+n = Aα+n = Xα × {0}
n and Bα+n = ∅.
It is easy to see that the families (Iβ)β<α+ω, (Xβ)β<α+ω, (Aβ)β<α+ω and (Bβ)β<α+ω satisfy the
inductive conditions (2)–(5). For the inductive step, we set Xα+ω := Xα × {0}
ω ⊆ Xα × 2
ω. Then
(6) is also satisfied and the space Xα+ω has no isolated points.
Subcase 3.2: Assume that the measure µ has atoms and let Tµ = {x ∈ Xα : µ({x}) > 0} be the
(nonempty) set of all atoms of the measure µ. By the inductive assumption, the compact metrizable
space Xα has no isolated points. Consequently, the Gδ-subset Gα := Xα \ Tµ of Xα is dense in Xα
(by the Baire Theorem).
By Lemma 7.16, for every a ∈ Tµ there exists a family (Z(a,s))s∈2<ω of clopen subsets of Xα \ {a}
such that Z(a,∅) = Xα \ {a} and for every s ∈ 2
<ω the following conditions are satisfied:
(†) Z(a,sˆ 0) ∪ Z(a,sˆ 1) = Z(a,s) and Z(a,sˆ 0) ∩ Z(a,sˆ 1) = ∅;
(‡) for any clopen neighborhood U ⊆ Xα of a and any ε > 0 there exists an m ∈ ω such that for
any n ∈ Iα with n ≥ m we have µn(U ∩ Z(a,s)) < µ(U\{a}) +
1
2|s|
+ ε.
Fix a bijective function ξ : ω → Tµ × 2
<ω such that for any a ∈ Tµ and s ≤ t in 2
<ω we have
ξ−1(a, s) ≤ ξ−1(a, t). For every n ∈ ω, let γn : Gα → 2 be the characteristic function of the clopen
subset Zξ(n) ∩Gα in Gα = Xα\Tµ.
Now, for every n ∈ ω, we define the sets Xα+n, Aα+n and Bα+n as follows:
• Xα+n is the closure of the set {(z, γ0(z), . . . , γn−1(z)) : z ∈ Gα} in Xα × 2
n;
• Aα+n is the closure of the set {(z, γ0(z), . . . , γn−1(z)) : z ∈ Gα \ Zξ(n)} in Xα × 2
n;
• Bα+n is the closure of the set {(z, γ0(z), . . . , γn−1(z)) : z ∈ Gα ∩ Zξ(n)} in Xα × 2
n.
Since Zξ(n) ∩ Gα is a clopen set in Gα, the spaces Xα+n, Aα+n, Bα+n have no isolated points being
closures of the the topological copies of the spaces Gα, Gα \Zξ(n) and Gα∩Zξ(n) that have no isolated
points. This means that the condition (3) is satisfied.
Next, we show that the condition (4) is satisfied. For every n ∈ ω the equality Xα+n = Aα+n∪Bα+n
holds by the definitions of the sets Xα+n, Aα+n, Bα+n. To see that |Aα+n∩Bα+n| ≤ 1, take any points
(x0, t0), (x1, t1) ∈ Aα+n ∩ Bα+n ⊆ Xα+n ⊆ Xα × 2
n, where x0, x1 ∈ Xα and t0, t1 ∈ 2
n. Find a ∈ Tµ
and s ∈ 2<ω such that (a, s) = ξ(n). Taking into account that all Z(a,s) are clopen in Xα\{a}, (†)
implies
x0, x1 ∈ π
α+n
α (Aα+n) ∩ π
α+n
α (Bα+n) ⊆ Gα \ Zξ(n) ∩Gα ∩ Zξ(n) ⊆ {a}.
Therefore x0 = a = x1. Assuming that t0 6= t1, we can find an ordinal k < n such that t0(k) 6= t1(k).
Let ξ(k) = (b, t) for some b ∈ Tµ and t ∈ 2
<ω. If b 6= a, then either Zξ(k) orXα\Zξ(k) is a neighborhood
of a in Xα. In the first case we get t0(k) = t1(k) = 1, and in the second case we get t0(k) = t1(k) = 0.
So, b = a. By the choice of the function ξ, either t ≤ s or t and s are incomparable in the tree 2<ω.
If t ≤ s, then Zξ(n) ⊆ Zξ(k) and then γk(Gα ∩ Zξ(n)) = {1} and t0(k) = t1(k) = 1. If s and t are
incomparable, then Zξ(n) ∩ Zξ(k) = ∅ and γk(Gα ∩ Zξ(n)) = {0}, which implies t0(k) = t1(k) = 0.
In both cases we get a contradiction with the choice of k. Therefore, |Aα+n ∩ Bα+n| ≤ 1 and the
condition (4) holds.
The condition (5) follows from the definition of the spaces Xα+n+1, Aα+n, Bα+n and the inclusions
γn(Gα \ Zξ(n)) ⊆ {0} and γn(Gα ∩ Zξ(n)) ⊆ {1} holding for all n ∈ ω.
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Having defined the subspaces Xα+n ⊆ Xα × 2
n for all n ∈ ω, consider the closed subspace
Xα+ω =
⋂
n∈ω
{x ∈ 2α+ω : πα+ωα+n(x) ∈ Xα+n}
of 2α+ω. Taking into account that the spaces Xα+n, n ∈ ω, have no isolated points and for every
n ≤ m < ω the projection πα+mα+n ↾Xα+m : Xα+m → Xα+n is surjective, one can show that the space
Xα+ω has no isolated points and for every n ∈ ω the projection π
α+ω
α+n↾Xα+ω : Xα+ω → Xα+n is
surjective. Therefore, the condition (6) is satisfied for the limit ordinal α+ ω.
Finally, we check the inductive condition (8). Choose a sequence of measures {λn}n∈ω ⊆ P (Xα+ω)
such that Pπα+ωα (λn) = µn for all n ∈ ω. Let λ ∈ P (Xα+ω) be an accumulation point of the sequence
(λn)n∈Iα . The convergence of the sequence (µn)n∈Iα to the measure µ and the continuity of the
map Pπα+ωα : P (Xαω ) → P (Xα) imply that Pπ
α+ω
α (λ) = µ. We should prove that the measure λ
is non-atomic. To derive a contradiction, assume that λ({b}) > 0 for some b ∈ Xα+ω. Consider
the point a = πα+ωα (b) and conclude that µ(a) ≥ λ((π
α+ω
α )
−1(a)) ≥ λ({b}) > 0 and hence a ∈ Tµ.
By the regularity of the measure µ, there exists a clopen neighborhood U ⊆ Xα of a such that
µ(U \{a}) < 13λ({b}). Find l ∈ ω such that
2
2l
< 13λ({b}). By the property (‡), there exists an m ∈ ω
such that for every s ∈ 2l and every n ∈ Iα with n ≥ m we have
(7.6) µn(U ∩ Za,s) < µ(U \ {a}) +
1
2|s|
+ 1
2l
< 23λ({b}).
Since the sequence (supp(µn))n∈ω is disjoint, we can additionally assume that a /∈ supp(µn) for every
n ≥ m.
Consider the continuous map
γ : Gα → Xα+ω ⊆ Xα × 2
ω, γ(x) := (x, (γn(x))n∈ω),
and observe that the image γ(Gα) is dense in Xα+ω. For every s ∈ 2
l, consider the closed set
Ws = γ(Gα ∩ Z(a,s)) in Xα+ω. We claim that the family {Ws}s∈2l is disjoint. Indeed, suppose for
a contradiction that for some s0, s1 ∈ 2
l, the intersection Ws0 ∩Ws1 contains a point, say x. Since
Xα+ω is metrizable, there are two sequences {z
0
n}n∈ω and {z
1
n}n∈ω in Gα ∩ Z(a,s0) and Gα ∩ Z(a,s1),
respectively, such that limn γ(z
0
n) = x = limn γ(z
1
n). Set m := ξ
−1(a, s0). Since, by (†), Z(a,s0) ∩
Z(a,s1) = ∅, the definition of γm implies that γm(z
0
n) = 1 and γm(z
1
n) = 0 for every n ∈ ω, and hence
limn γ(z
0
n) 6= limn γ(z
1
n). This contradiction proves the claim. Then the density of γ(Gα) implies that
{Ws}s∈2l covers the compact space Xα+ω. This fact and the claim imply that {Ws}s∈2l is a disjoint
clopen cover of Xα+ω.
Find a unique s ∈ 2l such that the clopen set Ws := γ(Gα ∩ Z(a,s)) contains the point b. Then
the set W := Ws ∩ (π
α+ω
α )
−1(U) is a clopen neighborhood of the point b in Xα+ω. Since λ is an
accumulating point of the sequence (λn)n∈Iα , there exists n ∈ Iα with n ≥ m such that λn(W ) >
2
3λ({b}).
Taking into account that Z(a,s) is a closed subset of Xα \ {a}, we conclude that
Ws ⊆ (π
α+ω
α )
−1({a} ∪ Z(a,s)
)
and W ⊆ (πα+ωα )
−1({a} ∪ (U ∩ Z(a,s))
)
.
Since a /∈ supp(µn), we obtain that
µn(U ∩ Z(a,s)) = µn((U ∩ Z(a,s)) ∪ {a}) = λn
(
(πα+ωα )
−1((U ∩ Z(a,s)) ∪ {a})
)
≥ λn(W ) >
2
3λ({b}),
which contradicts (7.6). This finishes the inductive construction.
After completing the inductive construction, consider the closed subspace
X =
⋂
α∈ω1
{x ∈ 2ω1 : x↾α ∈ Xα} = limα
Xα
of the compact space 2ω1 . Similar to Xα+ω, one can show that the compact space X has no isolated
points, and, by (3)–(5), the space X is simple.
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Claim 7.20. The space X contains no non-trivial convergent sequences.
Proof. To derive a contradiction, assume that X contains a nontrivial convergent sequence. Then
there exists an injective map s : ω → X such that the sequence (s(n))n∈ω converges to s(0). The
map s determines the map s¯ : ω → [2ω1 ]≤ω, s¯ : n 7→ {s(n)}. The choice of the transfinite sequence
(zα)α∈ω1 guarantees that the set {α ∈ ω1 : zα = π¯α ◦ s¯} is stationary in ω1. Then we can find an
infinite limit ordinal α ∈ ω1 such that zα = π¯α ◦ s¯ and the map π¯α ◦ s¯ : ω → [2
α]≤ω is injective. Since
the sequence (zα(n))n∈ω converges to the singleton zα(0), the ordinal α belongs to the set Λ. The
inductive condition (7) guarantees that {zα(2n+1)}n∈ω ⊆ Aα and {zα(2n+2)}n∈ω ⊆ Bα. Since the
sets πα+1({s(2n + 1)}n∈ω) ⊆ Aα × {0} and πα+1({s(2n + 2)}n∈ω) ⊆ Bα × {1} have disjoint closures
in Xα+1, the sequence
(
πα+1(s(n))
)
n∈ω
is not convergent, which contradicts the convergence of the
sequence (s(n))n∈ω. 
Claim 7.21. The space X is a simple Efimov space.
Proof. By a result of Koppelberg [29] (whose topological proof is given by Dow [15, Proposition 1]),
the compact space X, being simple, does not admit continuous surjective maps onto [0, 1]ω1 . Since βω
admits a continuous surjective map onto [0, 1]ω1 (because [0, 1]ω1 is separable), the Tietze–Urysohn
extension theorem implies that X contains no copies of βω. This result and Claim 7.20 imply that
X is a Efimov space. 
Claim 7.22. For any sequence (Un)n∈ω of nonempty open sets in Pω(X) there exists a sequence
(µn)n∈ω ∈
∏
n∈ω Un containing a subsequence (µnk)k∈ω that converges to a nonatomic measure
µ ∈ P (X). Consequently, the space P (X) is near sequentially compact and the set Pω(X) is near
sequentially precompact in Cp(X)
′
σ.
Proof. For every n ∈ ω, choose a measure νn ∈ Un. Since the space X has no isolated points, we
can apply inductively Lemma 7.18 to find a sequence (µn)n∈ω ∈
∏
n∈ω Un and a sequence (Fn)n∈ω of
pairwise disjoint nonempty finite subsets of X such that |Fn| > n and µn =
1
|Fn|
∑
x∈Fn δx for every
n ∈ ω. Consider the map z : ω → [2ω1 ]≤ω assigning to each n ∈ ω the finite set Fn.
By the choice of the transfinite sequence (zα)α∈ω1 , the set {α ∈ ω1 : zα = π¯α ◦ z} is stationary.
Consequently, we can find a limit ordinal α ∈ ω1 such that zα = π¯α ◦ z and the projection πα is
injective on the countable set
⋃
n∈ω Fn. Let µ ∈ P (X) be an accumulation point of the sequence
(µn)n∈Iα . Then Pπ
ω1
α+ω(µ) is an accumulation point of the sequence
(
Pπω1α+ω(µn)
)
n∈Iα
. Since the
ordinal α belongs to the set Ω, the inductive condition (8) guarantees that the measure Pπω1α+ω(µ) is
nonatomic and so is the measure µ. Since the compact space X is simple, we can apply Lemma 4.1 of
[17] and conclude that the nonatomic measure µ is uniformly regular (which means that there exists
a continuous map g from X to a compact metrizable space such that µ(F ) = µ(g−1(g(F )) for any
closed subset F ⊆ X, see Definition 2.1 in [17]). By (the proof of) Proposition 2 in [34] (see also the
statement (v) in [17, p.2605]) the space P (X) is first countable at each uniformly regular measure.
In particular, P (X) is first-countable at the measure µ, and hence for some infinite subset I ⊆ Iα the
sequence (µn)n∈I conveges to µ. 
To finish the proof of the theorem we have to show that the function spaces Cp(X) and C(X) have
the eJNP. By Claim 7.22, the set Pω(X) is near sequentially precompact in Cp(X)
′
p. Therefore, by
Proposition 7.6, the function space Cp(X) has the eJNP. Finally, Proposition 7.1 implies that the
Banach space C(X) has the eJNP. 
8. An operator characterizations of the JNP
In this section we present a characterization of the JNP in the terms of operators to spaces with the
uJNP or eJNP. We recall that a linear operator T : X → Y between locally convex spaces is β-to-β
compact if for any barrel-bounded set B ⊆ X the image T (B) is barrel-precompact in Y . Recall that
C0p(ω) denotes the subspace of F
ω consisting of functions ω → F that tend to zero at infinity.
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Theorem 8.1. For a locally convex space E over the field F the following conditions are equivalent:
(i) E has the Josefson-Nissenzweig property;
(ii) there exists a continuous operator T : E → C0p(ω), which is not β-to-β compact;
(iii) for some locally convex space Y with the uJNP, there exists a continuous operator T : E → Y ,
which is not β-to-β compact;
(iv) for some locally convex space Y with the eJNP, there exists a continuous operator T : E → Y ,
which is not β-to-β compact.
Proof. (i)⇒(ii) Assume that E has the JNP, and take any null-sequence {µn}n∈ω ⊆ E′σ that does
not converge to zero in the topology β(E′, E). Then there exists a barrel-bounded set B ⊆ E such
that the set {n ∈ ω : ‖µn‖B > 1} is infinite. Replacing {µn}n∈ω by a suitable subsequence, we
can assume that ‖µn‖B > 1 fore every n ∈ ω. The σ(E
′, E)-null sequence {µn}n∈ω determines a
continuous operator T : X → C0p(ω) defined by T (x) := (µn(x))n∈ω. For simplicity of notation, set
Y := C0p(ω). By (the proof of) Corollary 5.6, the strong topology β(Y, Y
′) on Y is generated by the
norm ‖(xn)n∈ω‖ = supn∈ω |xn| (so
(
Y, β(Y, Y ′)
)
= c0). To see that the set T (B) is not precompact in
the norm topology, for every k ∈ ω we can inductively choose a number nk ∈ ω and a point bk ∈ B
such that the following conditions are satisfied:
• |µn(bi)| <
1
2 for any i < k and any n ≥ nk;
• |µnk(bk)| > 1;
(this is possible because limn µn(b) = 0 and ‖µn‖B > 1).
Then for any i < k, we have
‖T (bi)− T (bk)‖ ≥ |µnk(bk)− µnk(bi)| > 1−
1
2 >
1
2 ,
which implies that the sequence {T (bk)}k∈ω has no accumulation point in the Banach space c0, and
hence cannot be precompact in c0.
The implication (ii)⇒(iii) follows from Corollary 5.6, and (iii)⇒(iv) is trivial.
To prove that (iv)⇒(i), assume that E admits a linear continuous operator T : E → Y into a locally
convex space Y with the eJNP such that T is not β-to-β compact. Then for some barrel-bounded
set B ⊆ X, the image T (B) is not barrel-precompact in Y . Since Y has the eJNP, there exists
a null-sequence {µn}n∈ω ⊆ Y
′
σ such that ‖µn‖T (B) 6→ 0. For every n ∈ ω, consider the functional
ηn = µn ◦ T ∈ E
′ and observe that the sequence {ηn}n∈ω converges to zero in the topology σ(E
′, E).
However, since
‖ηn‖B = ‖µn‖T (B) 6→ 0 as n→∞,
the sequence {ηn}n∈ω does not converge to zero in the topology β
∗(E′, E). This means that E has
the JNP. 
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