Abstract. We present a graded mutation rule for quivers of clustertilted algebras. Furthermore, we give a technique to recover a clustertilting object from its graded quiver in the cluster category of coh X.
Introduction
Let K be an algebraically closed field and H be a connected hereditary K-category with a tilting object. It was shown in [H2] that H is derived equivalent to mod H for some finite dimensional hereditary K-algebra H, or to the category coh X of coherent sheaves on a weighted projective line X. The cluster category C := C H , an orbit category of the derived category of H, was introduced in [BMRRT] . If H has no nonzero projectives then the cluster category comes with a natural grading on morphisms, inherited from H in the sense that any map in C can be written as a sum of a morphism and an extension in H.
One important reason for studying cluster categories is that they contain certain special objects: Cluster-tilting objects and their endomorphism rings, the so-called cluster-tilted algebras (see Section 2.2). These algebras have been extensively investigated, see for instance [BMR1, BMR2, BR, BRS, CCS, ABS] .
In this paper we introduce a graded mutation rule for the cluster categories coming from hereditary categories H with a tilting object. Graded mutation is a way to mutate preserving the natural grading of a clustertilted algebra (see Section 4). This rule extends the quiver mutation rule of Fomin-Zelevinsky, and is an adaptation of the mutation rule for tilting sheaves in coh X given in [Hü1] to the cluster-tilting case. In order to introduce this rule, we define each indecomposable summand of a cluster-tilting object to be either a sink or a source. The sink/source property was defined originally for coh X in [Hü1] , but we present a way to do this in any H. Then we lift this property to C using the natural correspondence between tilting objects in H and cluster-tilting objects in C (see [BMRRT, Proposition 3.4] ).
The main result of this article is a positive answer to the following recovery problem: Let T be a basic cluster-tilting object in C X , the cluster category of coh X for some weighted projective line X := (P 1 K , λ, p), with cluster-tilted algebra Γ = End C X (T ). If we are given only the graded quiver Q Γ and the rank of the indecomposable summands of T , can we recover T and Γ?
In order to present a solution, we define the notion of the quiver of an exceptional sequence and develop a mutation rule for these quivers. Then we provide a concrete algorithm that transforms T into a well-known clustertilting object in C X by applying successive mutations of quivers of exceptional sequences (see Theorem 6.1). Keeping track of the mutations involved, we are able to determine T in coh X up to twist with a line bundle and choice of parameter sequence λ.
The paper is organized as follows:
In Section 2 we recall some basic results on hereditary categories with a tilting object, cluster categories, quiver mutation and exceptional sequences.
For coherent sheaves on a weighted projective line, the notion of being a sink or a source of an indecomposable summand of a tilting object has been introduced by Hübner. In Section 3 we extend this notion to arbitrary hereditary categories.
In Section 4 we adapt the sink/source property to indecomposable summands of cluster-tilting objects by choosing a "canonical" hereditary category H * from which we construct the cluster category. This category H * will also allow us to define a natural grading of a cluster-tilted algebra. We then present our graded mutation rule, and explore its relations with the sink-source distribution of a cluster-tilting object.
Section 5 develops the theory of mutation of quivers of exceptional sequences.
In Section 6 we give the algorithm to recover T from certain given combinatorial data.
Finally, in Section 7 we collect some natural questions on what information the quiver of a cluster-tilted algebra contains, and to what extent answers are already known or are obtained within this paper.
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2. Background 2.1. Hereditary categories with a tilting object. Let H be a connected hereditary abelian category over an algebraically closed field K, and assume that H is Hom-finite. Furthermore assume that H has a tilting object, that is, an object T such that Ext known. They are the quivers of simply-laced Dynkin type or Euclidean type, respectively. For a nice survey on this subject we refer the reader to [L2] . If the algebra is representation finite, the Auslander-Reiten quiver of D b (H) is of the form ZQ, if it is tame it has components of type ZQ as well as tubes of finite rank, and if it is wild the Auslander-Reiten quiver consists of ZQ and ZA ∞ components. If H is not derived equivalent to a hereditary category with nonzero projectives, then D b (H) is equivalent to D b (coh X) for some weighted projective line X. These categories also come in three classes with respect to their representation type, namely tame domestic, tubular and wild. In the first case D b (coh X) is equivalent to D b (mod H) for some tame hereditary algebra H, and for any tame hereditary algebra H there is such an equivalence. This is the only case in which these two types of categories intersect (see Figure 2.1) . The Auslander-Reiten quiver of D b (H) in this case thus combines ZQ components and tubes. In the tubular case it only consists of tubes and in the wild case the Auslander-Reiten quiver consists of tubes and ZA ∞ components (see [LP] ).
The category of coherent sheaves on a weighted projective line.
In this subsection we briefly recall some properties of the category of coherent sheaves on a weighted projective line. The purpose is mainly to fix notation. We refer the reader to [GL, L1, L2, CK] for further background.
Let K be an algebraically closed field. A parameter sequence is a (possibly empty) sequence λ = (λ 1 , . . . , λ t ) of pairwise distinct points of the projective line P 1 K . A sequence p = (p 1 , . . . , p t ) of integers greater than 1 is called a weight sequence. Then a weighted projective line is a triple X = (P 1 K , λ, p), where λ and p are respectively a parameter sequence and a weight sequence of the same length. The category coh X of coherent sheaves on the weighted projective line X is defined as follows. We denote by L(p) the rank 1 abelian group
This is an ordered group with L + = t i=1 N x i as its set of positive elements. Then the algebra
The category coh X is defined as the quotient of the category of finitely generated L(p)-graded S(p, λ)-modules modulo the Serre subcategory of finite length modules. Recall that a Serre subcategory is a full subcategory closed under taking subobjects, quotients and extensions.
In coh X we have the two disjoint subcategories coh 0 X and vect X, where the first are all the objects of finite length and the latter are all the objects without simple subobjects. The objects of coh 0 X are called torsion sheaves while the objects of vect X are called torsion-free sheaves or vector bundles. By [L2, Proposition 10 .1] we know that each indecomposable object from coh X either belongs to coh 0 X or to vect X.
An important property of coh X is that its Grothendieck group K 0 X is finitely generated free. There is a useful linear map from K 0 X to Z called the rank. This function has the property that rk τ X = rk X for all X ∈ coh X, and rk X = 0 for all X ∈ coh 0 X while rk X > 0 for all nonzero X ∈ vect X. Moreover we know that there exists a vector bundle of rank one, the structure sheaf O, induced by the free module S(p, λ). Vector bundles of rank one are also referred to as line bundles. Moreover, every line bundle is of the form O( x) for some uniquely determined x ∈ L(p). For proofs of all these properties we refer to [L1, CK] .
One special property of the rank is additivity on tilting sheaves (a tilting sheaf is a tilting object in coh X).
Definition 2.1. Let T = T 1 ⊕ T 2 ⊕ · · · ⊕ T n be a tilting sheaf, where the T i are indecomposable for all 1 ≤ i ≤ n. We denote by Q T be the quiver (with relations) of End coh X (T ). A linear function f :
where a(i, j) denotes the number of arrows between the vertices in Q T corresponding to T i and T j (in either direction, a(i, j) = 0 if there are no such arrows), and similarly b(i, j) denotes the number of relations between the vertices corresponding to T i and T j . This phenomenon is special to the case of tilting objects on a weighted projective line, and plays a crucial role in their study. It will be made use of throughout this paper.
There are two special tilting sheaves in coh X which will appear later in this paper.
Definition 2.3. The canonical tilting sheaf (starting in the line bundle O) is given by T can = ⊕ x O( x) where 0 ≤ x ≤ c. Its endomorphism ring is called a canonical algebra and is given by the quiver
with the relations x
(Note that for t ≥ 2 the arrows y 0 and y 1 are generated by the other arrows, so they do not appear in the Gabriel quiver of the algebra. Similarly for t = 1 there is only one y-arrow in the Gabriel quiver.) Definition 2.4. The squid tilting sheaf (starting in the line bundle O) is given by
where 1 ≤ i ≤ t and 1 ≤ j ≤ p i − 1. Its endomorphism ring is called a squid algebra and has the following quiver:
Here the S
i are the simple sheaves concentrated in λ i , and for t ∈ {2, . . . , p i − 1} the S (t) i are the sheaves of length t with top S (1)
2.2. Cluster categories. The cluster category C H of a hereditary algebra H was introduced in [BMRRT] . It is defined as the orbit category D b (H)/F , where F is the functor τ −1 [1] composed of the inverse of the AuslanderReiten translation τ and the shift functor [1] . This is a triangulated ( [K] ) Krull-Schmidt ( [BMRRT] ) category which is an important tool to study the tilting theory of H. It also models the combinatorics of the cluster algebras introduced by Fomin and Zelevinsky in 2002 (see [FZ1] , [FZ2] ) in a natural way. The construction of cluster categories extends naturally to any hereditary category H with a tilting object. For the remainder of this section we will write C and D for the cluster category and bounded derived category of any such category H, respectively. In statements only referring to the categories coming from some hereditary algebra H, we write C H and D H , respectively.
The objects of C are the objects in D. Given objects X and Y in D, the space Hom C (X, Y ) is defined as
The morphisms in C are thus induced by morphisms and extensions in H. This category has a set of objects with nice combinatorial properties, namely the cluster-tilting objects. These are the maximal rigid objects of C, that is, the rigid objects that are maximal with respect to the number of nonisomorphic indecomposable summands. A cluster-tilting object is called basic if all of its indecomposable direct summands are nonisomorphic. All cluster-tilting objects occurring throughout this paper are assumed to be basic.
By [BMRRT, Theorem 3 .3] the cluster-tilting objects of C H are all induced by tilting modules over a hereditary algebra H ′ derived equivalent to H. This correspondence between tilting and cluster-tilting objects also extends naturally to H = coh X. If T is a cluster-tilting object in C, we refer to End C (T ) as a cluster-tilted algebra.
In some cases there exists a simpler construction of C. If H has no nonzero projectives, then H itself is a fundamental domain of C, that is, the canonical functor D → C induces a bijection between the isomorphism classes of objects in H and in C. So let H be without nonzero projectives. Then C is equivalent to the category with the same objects as H, and with morphism spaces given by Hom
This decomposition comes from Equation (2.1), which induces a natural Z-grading of the morphisms spaces. Here the morphisms in the first summand are of degree zero, and those in the second summand are of degree one. Note that if X, Y ∈ H then Hom D (X, F i Y ) = Ext i H (X, τ −i Y ), so this space vanishes for i ∈ {0, 1}. In particular any composition of degree one morphisms in C vanishes.
The Z-grading of the morphism spaces also induces a natural grading on the cluster-tilted algebras associated with H and their quivers. This construction is studied for the coherent sheaves in [BKL] , and it works the same way for any hereditary category without nonzero projectives.
2.3. Quiver mutation. Assume that Q is a finite quiver with no loops and no 2-cycles. Also assume that the vertices of Q are numbered from 1 to n. To apply Fomin-Zelevinsky quiver mutation to vertex k and obtain Q * = µ k (Q), we do the following: Note that µ 2 k (Q) = Q. We say that Q and Q ′ lie in the same mutation component if there is a sequence of mutations taking Q to Q ′ . The collection of all quivers lying in the mutation component of Q is called the mutation class of Q.
2.4. Exceptional sequences. This section deals with the necessary results on exceptional sequences. Further details can be found in [CB, M1, R2] .
Let H be a hereditary K-category with a tilting object over an algebraically closed field K. Denote by D := D b (H) its bounded derived category. Let K 0 (H) and K 0 (D) be their corresponding Grothendieck groups. It is a well know fact that these two groups are isomorphic. An object E in H (resp. E in D) is called exceptional if it is indecomposable and Ext
for some integer i ∈ Z and an indecomposable object E in H. Throughout the rest of this paper, we denote elements of H by non-script letter (E, F , . . .), and elements of D which do not necessarily lie in H by script letters (E, F, . . .).
By the previous remark, any exceptional sequence (E 1 , . . . , E n ) is of the form (
. . , l n in Z and exceptional objects E 1 , . . . , E n in H. If all l 1 , . . . , l n are zero, we call the sequence (E 1 , . . . , E n ) an exceptional sequence in H. An exceptional sequence (E 1 , . . . , E n ) is complete if n = rk K 0 (H). Since we are only interested in isomorphism classes of objects, two exceptional sequences will be considered the same if the objects in the corresponding positions are isomorphic.
An exceptional sequence of length 2 will be called an exceptional pair. Furthermore we call an exceptional pair (E, F ) orthogonal if we also have that Hom(E, F ) = 0. For an orthogonal pair (E, F ), we may consider the category C(E, F ) of all objects in H having a filtration with factors isomorphic to E and F . By [R1, Section 1], this is an abelian subcategory of H with two simple objects, namely E and F , which is equivalent to the category of modules over the quiver algebra of the generalized Kronecker quiver • · · · • with the number of arrows being dim Ext 1 (E, F ). The only orthogonal pair in C(E, F ) is the one corresponding to the simple objects E and F . For an exceptional pair (E, F) in D, the left mutation L E F of F by E is defined by the triangle
where L E F is the cone of f , the minimal right
Dually, the right mutation R F E of E by F is defined by the triangle
where R F E is the cocone of g, the minimal left add{F
For an exceptional pair (E, F ) in H there are uniquely determined exceptional objects L E F and R F E in H which, up to translation in D, coincide with L E F and R F E, respectively. This is due to the fact that the object L E F (resp. R F E) is indecomposable.
The object E 0 in the approximation defining left mutation is concentrated in one shift. Thus the triangle defining left mutation corresponds to exactly one of the following short exact sequences
depending on whether the approximation is an Epimorphism, a Monomorphism or an eXtension, respectively. If the pair is such that Hom(E, F ) = 0 and Ext 1 (E, F ) = 0, we have that F ≃ L E F and we call the mutation a transposition.
The analogous statements hold for right mutation of an exceptional pair (E, F ).
For the rest of this subsection, unless stated otherwise, all exceptional sequences are considered to be in H. For an exceptional sequence ε = (E 1 , . . . , E n ), left mutation λ i and right mutation ρ i are defined by
The mutations λ i and ρ i are mutually inverse (that is λ i ρ i = 1 = ρ i λ i ), and satisfy the braid relations: λ i λ i+1 λ i = λ i+1 λ i λ i+1 for 1 ≤ i < n and λ i λ j = λ j λ i for |i − j| ≥ 2. These relations define an action of the braid group B n in n−1 generators. This action is transitive on the set of complete exceptional sequences in H (see Theorem 2.12).
2.4.1. Transitivity of the braid group action. In this subsection we consider the following two types of hereditary categories with a tilting object: The module category mod H of a finite dimensional hereditary algebra H of infinite representation type, and the category coh X of coherent sheaves for some weighted projective line X. Whenever we write H we do not make a distinction between the two cases.
The following are results we will use in this paper. 
Then we have exactly one of the following. Proof. For the benefit of the reader, we reproduce the proof. By Lemma 2.6, we know that f is mono or epi.
(a) If f is mono, we have induced epimorphisms Ext
The first Ext group vanishes for i ≤ b, and thus the second group vanishes for these i. Then we have that both Proof. We recall the arguments. Let t be maximal with a ≤ t < b such that Hom H (E a , E t ) = 0.
Assume t > a. Let 0 = f ∈ Hom H (E a , E t ). By Lemma 2.6 the morphism f is either mono or epi. If f is mono, then we have an induced epimorphism Ext
Since the latter space is nonzero so is the former one; a contradiction to the minimality of b − a. Thus f is epi and Hom H (E t , E i ) = 0 for t < i ≤ b (otherwise any nonzero map g : E t → E i can be composed with f to a nonzero map E a → E i contradicting the maximality of t). Now since t > a, we observe that Ext 1 H (E t , E i ) = 0 for t < i ≤ b, and thus the sequence of transpositions ρ b−1 · · · ρ t moves E t immediately after E b .
Finally for t = a we have that Ext 1 H (E a , E i ) = 0 and Hom H (E a , E i ) = 0 for a < i < b, and thus the sequence of transpositions
Lemma 2.9 ([R2, Section 6]). Let ε = (E 1 , . . . , E n ) in mod H be an exceptional sequence, and 1 ≤ i < n. Then there exist t ∈ Z such that ζ := (Z 1 , . . . , Z n ) = ρ t i ε satisfies Hom H (Z i , Z i+1 ) = 0. We say that ρ t i is a proper reduction for ε, provided that ζ = ρ t i ε satisfies Hom H (Z i , Z i+1 ) = 0 whereas Hom H (E i , E i+1 ) = 0. An exceptional sequence is orthogonal if every exceptional pair consisting of two (not necessarily consecutive) elements of the sequence is orthogonal.
Theorem 2.10 ([R2, Theorem 2]). Any exceptional sequence in mod H can be shifted by the braid group action to an orthogonal sequence using only transpositions and proper reductions.
Remark. This theorem is not true for coh X since by [M1, Proposition 2.8] there are no orthogonal exceptional sequences in coh X.
The proof of the above theorem provides us with an algorithm to remove the Hom-spaces between the objects of an exceptional sequence. Proof. For mod H this was done in [CB] and generalized to hereditary Artin algebras (not necessarily over an algebraically closed base field) in [R2, Section 7] . For coh X this was done in [M1, Section 4 ].
An exceptional sequence ε = (E 1 , . . . , E n ) in H is said to be strongly exceptional provided that we have Ext 1 H (E i , E j ) = 0 for all i, j. A strongly exceptional sequence that is complete will be called a tilting sequence.
Theorem 2.13 ([R2, Theorem 5]). Any exceptional sequence in mod H can be shifted by the braid group action to a strongly exceptional sequence using only transpositions and right mutations of type (X).
Remark. The proof of this statement provides us with an algorithm to reduce the Ext-spaces between the objects of an exceptional sequence.
As a special case of the above theorem we have the following lemma, which gives us a way to construct the indecomposable injective modules from the simple modules in mod H via mutation of exceptional sequences.
Lemma 2.14. Let S = (S 1 , . . . , S n ) and I = (I n , . . . , I 1 ) be the exceptional sequences of the simple and the injective H-modules for a hereditary algebra H, respectively. Moreover, let σ i = λ i · · · λ n−1 for 1 ≤ i ≤ n − 1 and denote by σ = σ n−1 · · · σ 1 the composition of these sequences of left mutations. Then σ · S = I. Furthermore, the sequence σ is just made up of left mutations of type (X).
Sinks and sources in hereditary categories
In this section we introduce the notion of being a sink or a source for an indecomposable summand of a tilting object in H. This has been done for H = coh X in [Hü1] , but here we extend this to any hereditary category H with a tilting object.
Definition 3.1. Let T be a tilting object in H and let T i be an indecomposable summand of T .
(a) We call T i a source if there is a non-split monomorphism
Remark. Later in this section we will give other characterizations of sinks and sources. In particular, we will see that these properties are mutually exclusive. Moreover, in the case when H has no nonzero injectives, every indecomposable summand of a tilting object is either a source or a sink (see Proposition 3.6).
The indecomposable summands of a tilting object which are either a sink or a source are precisely those in which one can mutate. That is, if an indecomposable summand of a tilting object is a sink (or a source), then we can always exchange it with another one to obtain a new tilting object. This is illustrated in the following proposition (see [RS] ). (a) The summand T i is a source if and only if the minimal left add(T )-approximation f : T i → X is a monomorphism. In this case, for T * i := Coker(f ), the object T * i ⊕T is a tilting object, and T * i is a sink of this tilting object.
(b) The summand T i is a sink if and only if the minimal right add(T )-
approximation g : Y → T i is an epimorphism. In this case, for T * i := Ker(g), the object T * i ⊕T is a tilting object, and T * i is a source of this tilting object.
Proof. If f is a monomorphism then clearly T i is a source. Assume that T i is a source. Let h : T i → Z be a non-split monomorphism with Z ∈ add(T ). Since h is non-split and End(T i ) = K, we may assume that there is no summand T i in Z. Thus Z ∈ add(T ). Now observe that h factors through the add(T )-approximation f . Hence f is also a monomorphism and we obtain a short exact sequence
where T * i := Coker(f ). In order to check thatT ⊕ T * i is a tilting object, we only need to verify Ext
, since the number of indecomposable summands is right. This follows by applying Hom(T , −) and Hom(−,T ) to the sequence above and using that Hom(f,T ) is an epimorphism. This proves (a). Part (b) is dual.
We now introduce some technical lemmas that will allow us to give other characterizations of the sink/source property for an indecomposable summand of a tilting object in any hereditary category.
Let H be a hereditary category with a tilting object T , and let Λ = End H (T ). We can then identify D b (Λ) with D b (H) via the mutually inverse equivalences
Then we have the following:
is indecomposable, and let
S i = Hom H (T, T i )/ rad(T, T i ) be
the simple module corresponding to the projective module induced by T i in mod Λ. Then the minimal right addTapproximation of T i is a monomorphism if and only if T ⊗ L Λ S i ∈ H, and an epimorphism if and only if
Since T is a tilting object, we know that mod Λ ⊆ H ∨ H[1]. Denoting by P t the indecomposable projective in mod Λ corresponding to an indecomposable summand T t of T , we get the projective resolution [HRS] ). We denote the image off by ΩS i . Then the above sequence can be decomposed into the two triangles
in D b (mod Λ), which correspond to the triangles
and
By Lemma 2.6 we know that f then must be either a monomorphism or an epimorphism.
in H, and thus f is not an epimorphism. Hence f must be a monomorphism, and the lemma holds.
Next assume that T ⊗ L Λ S i is in H [1] . Similarly to the above paragraph we see that if ⊕ k T k = 0 then f is not a monomorphism, hence it is an epimorphism and the lemma holds. So assume instead that
This lemma has a natural dual, which is obtained by identifying along the equivalence DRHom(−, T ) :
Observe that if we denote by ν the Serre functor of the derived categories, then DRHom(−, T ) = RHom(ν −1 T, −), and thus the inverse equivalence is given by
is indecomposable, and let
S i = D(Hom H (T i , T )/ rad(T i , T )
) be the simple module corresponding to the injective module induced by T i in mod Λ. Then the minimal left addTapproximation of T i is an epimorphism if and only if ν − T ⊗ L Λ S i ∈ H, and a monomorphism if and only if
. Note that the derived equivalences between H and mod Λ commute with the Serre functor ν, and hence (νT )
Thus we can apply ν in the above lemma, and obtain the following. Proposition 3.6. Let T = T i ⊕T be a tilting object in H, where T i is indecomposable. We set Λ = End H (T ), and denote by S i the simple Λ-module corresponding to T i . Then we have exactly one of the following (where inj(H) denotes the injective objects in H):
H). In this case both the left and right minimal addT -approximations are monomorphisms, that is, T i is a source and not a sink.
. In this case both the left and the right minimal addT -approximations are epimorphisms, that is, T i is a sink and not a source.
H). In this case the minimal right addT -approximation is a monomorphism and the minimal left addT -approximation is an epimorphism, that is, T i is neither a sink nor a source.
As an easy consequence we obtain the following result of Happel and Unger ( [HU, Proposition 3.6] If H has nonzero injectives (that is, if H is mod H for some hereditary algebra H), there exist tilting objects with indecomposable summands which are neither sinks nor sources. It is not possible to mutate in such summands, since the corresponding almost complete tilting objects have only one complement. In the following, we present a way to circumnavigate this problem.
Let H be a representation infinite connected hereditary algebra.
Definition 3.8. Let T ∈ mod H be a tilting object such that no summands of T are in the preinjective component of the AR-quiver of mod H. Then we define an indecomposable summand T i of T to be a source − if τ −n T i is a source in τ −n T for almost all n > 0, and we define T i to be a sink − if τ −n T i is a sink in τ −n T for almost all n > 0.
Remark. If T has preinjective direct summands we can always replace it by a different tilting module without preinjective direct summands which gives rise to the same cluster tilted algebra. Indeed, suppose T = T I ⊕T , with T I preinjective andT without preinjective direct summands. Clearly there is ℓ such that τ −ℓ T I = 0, or, equivalently, such that τ
is a tilting module without preinjective direct summands giving rise to the same cluster tilted algebra.
Remarks.
There is a connection between being a source or a sink in the quiver of End H (T ) and being a source or a sink in T as defined above: a source (resp. sink) in End H (T ) can never be a sink (resp. source) in T (though it can be neither), and thus will be a source − (resp. sink − ) in T .
We can make a hereditary category H without nonzero projectives from mod H by letting H = I[−1]∨P∨R where I is the preinjective component, P is the preprojective component and R is the union of the regular components of the AR-quiver of mod H. Then we have the following lemma: Proof. By definition of source − we know that T i is a source − in T if and only if τ −n T i is a source in τ −n T for n ≫ 0. This is the case if and only if (τ −n T ) ⊗ L Λ S i is in mod H for n ≫ 0 by Proposition 3.6, and since we have
we see that this is the case if and only if T ⊗ L Λ S i is in P ∨ R. This shows (i). The argument for (ii) is similar. In particular we see that for a tilting module in mod H such that T ∈ P ∨ R, any indecomposable summand T i must either be a source − or a sink − . In this sense we can always do tilting mutation by replacing T with τ −n T for a sufficiently large positive integer n. For T = H = P 1 ⊕ P 2 ⊕ P 3 we see that P 1 and P 2 are sources, while P 3 is not exchangeable.
For τ − T = τ − P 1 ⊕ τ − P 2 ⊕ τ − P 3 one checks that τ − P 1 is a source, τ − P 2 is not exchangeable, and τ − P 3 is a sink.
For τ −2 T = τ −2 P 1 ⊕ τ −2 P 2 ⊕ τ −2 P 3 we have that τ −2 P 1 is a source, while τ −2 P 2 and τ −2 P 3 are sinks.
Thus in T we have that P 1 is a source and a source − , P 2 is a source and a sink − , and P 3 is not exchangeable and a sink − .
The distribution of sinks and sources (or sink − s and source − s if H has nonzero injectives) will play a key role in defining a graded mutation rule for cluster-tilting objects in the next section.
We have seen that one way to determine the sink-source distribution of a tilting object T ∈ H is by calculating the position in D := D b (H) of S 1 , . . . , S n the simple Λ-modules, where Λ = End H (T ). Another way is by using a result from [Hü2] that exploits free left and right mutations of exceptional sequences in D, which we now define. 
Similarly, for an exceptional sequence ε = (E 1 , . . . , E n ) one definesλ i (resp. ρ i ) acting on exceptional sequences by composing with the functor [1] (resp. [−1]) in the corresponding position.
The following proposition explains the behavior of the sink-source distribution after (tilting) mutation by using the simple modules of quasitilted algebras. (a) If T j is a sink of T , we have the following.
k is obtained by free right mutation of S k over S j . (iii) All remaining simple Λ and Λ (j) -modules coincide.
Together with Proposition 3.6 this shows that only the object we mutate in and its direct neighbors can change from being a sink to being a source or vice versa. In fact, we can be even more specific: Proposition 3.13. Using the notation of Proposition 3.12, we have the following.
(a) If T j is a sink of T and there is an irreducible morphism
is a source of T and there is an irreducible morphism
It is not hard to see that f factors through g, and therefore g is also an epimorphism. Hence the result follows. (b) Dual to (a).
Graded mutation
In this section we develop the theory of graded mutation for cluster-tilted algebras. This is an adaptation of the mutation rule for tilting sheaves given in [Hü1] to the cluster category. The aim is to be able to mutate the quiver of a cluster-tilted algebra without losing information about the quiver of the underlying quasitilted algebra. In order to do this, we have to choose a "canonical" hereditary category without nonzero projectives, from which we construct the cluster category and its grading. Throughout this section, define H * to be either the hereditary category coh X for some weighted projective line X, or I[−1] ∨ P ∨ R where P (resp. R, I) is the preprojective (resp. regular, preinjective) component of a hereditary algebra H of infinite representation type. Observe that both types of categories coincide when mod H is tame and coh X is tame domestic. In this setup the Auslander-Reiten translate τ : H * → H * is an equivalence, and H * has no nonzero projectives (resp. injectives). Note that every almost complete tilting object in H * has exactly two complements (see [Hü3, Corollary 0.4] for the coh X case, and Corollary 3.7 for the general case).
Let C * := C H * be the cluster category of H * . Then C * has the same objects as H * and Z-graded morphism spaces by
We call this grading the natural grading of C * . There is a natural one-to-one correspondence between tilting objects in H * and cluster-tilting objects in C * ([BMRRT, Proposition 3.4]). For a tilting object T ∈ H * we also write T for its image in C * . Fix a cluster-tilting object T ∈ C * and denote its endomorphism ring by Γ = End C * (T ). Then Γ can be seen as the trivial extension End H * (T ) ⋉ Ext and Ext 2 Λ (DΛ, Λ) also gives us a one-to-one correspondence between the irreducible morphisms of degree one in add C * T and the minimal relations of Λ, and we identify these two sets 1 . For H * = coh X, the identification above allows us to talk about rank as an additive function for cluster-tilting objects in C * by letting rk C * X := rk H * X for X ∈ C * . Then the following is an immediate consequence of Theorem 2.2.
Theorem 4.1. Let H * = coh X for some weighted projective line X and let T = ⊕ n i=1 T i be a cluster-tilting object in C * , with T i indecomposable. Then rk C * is an additive function on T , i.e.
Here a(i, j) denotes the number of arrows between the vertices in Q T corresponding to degree zero morphisms between T i and T j (in either direction, a(i, j) = 0 if there are no such arrows), and similarly b(i, j) denotes the number of arrows between the vertices corresponding to degree one morphisms between T i and T j .
Since we have a Z-grading on the morphism spaces, the quiver Q Γ of Γ = End C * (T ) inherits a natural Z-grading. One natural question to ask is if one can adapt the mutation rule for quivers of cluster-tilted algebras to carry the grading information. This is in fact possible, but before we introduce this graded mutation rule, we present some propositions that give a better understanding of the the Z-grading for the endomorphism ring of cluster-tilting objects.
We call an indecomposable summand of a cluster-tilting object a sink (resp. source), if it is a sink (resp. source) of the corresponding tilting object in H * (see Section 3). Then we have the following. Proposition 4.2. Let T be a cluster-tilting object in C * . Let f : T i → T j be a homogeneous irreducible morphism in C * between indecomposable objects
Then the degree of f is one if and only if T i is a sink and T j is a source. In particular any two homogeneous irreducible morphisms from
Proof. Let S i , S j be the two simple Λ-modules corresponding to the tops of P i := Hom H * (T, T i ) and P j := Hom H * (T, T j ), respectively. Then we have
Going back to the derived category of H * , we obtain
, and since H * is hereditary, it follows that
Now the claim follows from Proposition 3.6.
As an immediate consequence we obtain the following. Corollary 4.3. Let Q be the quiver of a cluster-tilting object in C * . Assume that for each vertex of Q we know whether it corresponds to a sink or to a source. Then we can recover the Z-grading of the arrows of Q.
Unfortunately, the converse is not true, as the following example illustrates. Here the numbers denote the ranks of the indecomposable objects, circles symbolize sources, and squares symbolize sinks. Observe that different rank distributions give rise to different sink-source distributions.
We are now ready to present the graded mutation rule. This rule was explicitly calculated in [Hü1, Corollary 4.16] for tilting sheaves in coh X, although the same proof works for H * . If we forget the grading, it coincides with the quiver mutation rule of Fomin-Zelevinsky. Therefore, we only explain how to mutate the grading. In the following, the degree zero morphisms are depicted with solid arrows and the degree-one morphisms with dashed arrows. This is done to emphasize the correspondence between minimal relations of the tilting object and degree one morphisms of the corresponding cluster-tilting object. Remark. There is a dual statement for the case when T l is a source.
Observe that in order to apply the graded mutation rule, we must know whether the indecomposable summand of the cluster-tilting object we are going to replace is a sink or a source. Note that we may lose information about the sink-source distribution after graded mutation (see Example 4.7).
As a first application of the graded mutation rule we present the following proposition, which clarifies to what extent we can have a converse for Corollary 4.3. 
starting in the cluster tilting object T corresponding to Q, and with End C H (T (n) ) = H. Then we may assume T (n) = H, and we can obtain the other T (j) explicitly as
Note that, if we want to mutate in mod H (rather than in H H ), we may need to replace the tilting modules T (j) by a sufficiently high shift τ −n j T (j) in order to obtain a well-defined sink-source distribution. Observe that we are able to calculate the sink-source distribution at each step, since we know the modules explicitly. Finally, by Corollary 4.3 we can recover the grading of Q uniquely by using the sink-source distribution of T . (b) For the H X case, we can use the Z-grading to calculate the ranks of the indecomposable summands of the cluster-tilting object T corresponding to Q via the Cartan matrix. If X is not tubular, the radical of the quadratic form has rank one, and the ranks of the indecomposable summands of T are determined in a unique way by [LM1, Lemma 2.5] . If X is of tubular type, the radical of the quadratic form has rank two. However, the ranks of the indecomposable summands of T are still uniquely determined by our additional assumption that there is a summand of rank 0. Seeing that morphisms of degree one go from sinks to sources, it remains only to calculate the sink-source distribution at the indecomposable summands of T where all adjacent morphisms have degree zero. Let T 0 be such a summand and assume rk C X T 0 = 0. Then T 0 is a source (resp. a sink) if and only if
Finally note that the subquiver formed by the summands of rank 0 is a disjoint union of (graded) quivers of cluster-tilted algebras of type A, with connecting vertices (see [V] ) where they are connected to the summands of positive rank. For such quivers the distribution of sinks and sources can be determined by comparing to the clustertilted algebras of type A.
Observe that once we know the sink-source distribution, the graded mutation rule gives us the grading after mutation. Hence we do not lose information when mutating.
We now illustrate Proposition 4.6 (b) with an example.
Example 4.7. Let C X be the cluster category of a weighted projective line X of type (3, 3, 4) . Denote the canonical cluster-tilting object by T = ⊕ 0≤ x≤ c O( x). Let Q 1 be the quiver of the endomorphism ring obtained by mutating T at O. At each vertex, the first number indicates the number of the vertex and the second number (in bold face) denotes the rank of the corresponding indecomposable summand of the cluster-tilting object. The circles denote the sources and the rectangles the sinks. We obtain the graded quiver Q 2 after mutating at the vertex 2 in Q 1 . Note that in Q 2 we lose information about the rank r of vertex 2 and the sink/source property of vertices 1 and 3. By using the grading and rank additivity at vertex 2 in Q 2 , we recover r with the equation 2 · r = 2 + 1 + 1 = 4, and thus r = 2. To decide if 1 is a sink or a source, we follow the proof of Proposition 4.6(b). We observe that the sum of the ranks of the vertices having an arrow from vertex 1 to them is 2, hence equal to the rank of vertex 1. Therefore vertex 1 in Q 2 is a source. Similarly, one can see that vertex 3 is a source of the mutated quiver.
Mutation of quivers of exceptional sequences
In this section we introduce the notion of a quiver of an exceptional sequence (Definition 5.1). Then we develop a mutation rule for these quivers (Proposition 5.2). The main goal is to be able to perform right and left mutations in coh X when the only information available on the exceptional sequence is the rank of its objects, and the dimension of the morphism and extension spaces between its objects (Proposition 5.4).
Definition 5.1. Let ε = (E 1 , . . . , E n ) be an exceptional sequence in a hereditary category H, and let
It is not hard to see that for an exceptional pair (E i , E j ) at least one of Hom(E i , E j ) or Ext 1 (E i , E j ) must be zero. We define the quiver Q ε of the exceptional sequence ε as the quiver having vertices 1, . . . , n and a i,j arrows from the vertex i to the vertex j, where a negative number of arrows denotes arrows going in the opposite direction.
Remark. Idun Reiten informed us that in joint work with Buan and Thomas [BRT] they are independently introducing the same concept for mod H. They show that in this case the quiver is acyclic.
Let λ ℓ ε be the left mutation at ℓ of the exceptional sequence ε, and denote its quiver by Q λ ℓ ε . Then we have the following. 
that is, arrows not involving the vertices ℓ or ℓ + 1 do not change,
that is, arrows involving vertex ℓ (and not ℓ + 1) before mutation are moved to vertex ℓ + 1, and
according to whether the left mutation λ l is of type (E), (M) or (X) (see Section 2.4).
Proof. The first two equations follow immediately from the definition of the left mutation, since the object between which we calculate the Hom-and Ext-spaces do not change.
The remaining claims are checked case by case. We suppose that the left mutation L := L E ℓ E ℓ+1 is of type (E), the other types can be treated similarly.
In this case we have a short exact sequence L E a ℓ,ℓ+1 ℓ ։ E ℓ+1 in coh X. Applying Hom(E i , −) to this sequence we obtain the following exact sequence
which gives the equation b i,ℓ = a i,ℓ a ℓ,ℓ+1 − a i,ℓ+1 for i < ℓ. The remaining formulas are obtained similarly by applying Hom(L, −) and Hom(−, E j ) to the short exact sequence above.
Let ρ l ε be the right mutation of ε at vertex l. The rule to obtain the quiver Q ρ l ε from Q ε can be computed in a dual manner.
From the mutation rule above, we note that we do not need to know the exceptional sequence ε in order to perform left or right mutations on Q ε . However, we do need to know if the mutation is of type (E), (M) or (X), or a transposition.
Proposition 5.3. Let Q ε be the quiver of ε.
(a) Assume that a ℓ,ℓ+1 = 0 for some vertex 1 ≤ ℓ ≤ n. Then the left (resp. right) mutation at vertex ℓ is a transposition, and we can obtain Q λ ℓ ε (resp. Q ρ ℓ ε ) by using the left (resp. right) mutation rule above. (b) Assume that a ℓ,ℓ+1 < 0 for some vertex 1 ≤ ℓ ≤ n. Then the left (resp. right) mutation at vertex ℓ is of type (X), and we can obtain Q λ ℓ ε (resp. Q ρ ℓ ε ) by using the left (resp. right) mutation rule above. (c) Assume that a ℓ,ℓ+1 > 0 for some vertex 1 ≤ ℓ ≤ n. Then the left (resp. right) mutation at vertex ℓ is either of type (E) or of type (M). Hence we cannot obtain Q λ ℓ ε (resp. Q ρ ℓ ε ) by using the left (resp. right) mutation rule above without further information.
Proof. Observe that the mutations are transpositions if and only if Hom(E ℓ , E ℓ+1 ) = Ext 1 (E ℓ , E ℓ+1 ) = 0, and this is the case if and only if a ℓ,ℓ+1 = 0. This proves (a).
Similarly the left (resp. right) mutation of type (X) occurs if and only if Ext 1 (E l , E l+1 ) = 0. This last condition is equivalent to a l,l+1 < 0, thus we have (b).
In these two cases application of the rule is then straightforward. In the remaining cases the mutations are of type (E) or (M).
Now we assume H = coh X for some weighted projective line X.
Proposition 5.4. Let rk(E 1 ), . . . , rk(E n ) be the ranks of the objects in ε. If rk(E ℓ ) > 0 or rk(E ℓ+1 ) > 0, then we can perform the left (resp. right) mutation at vertex ℓ in Q ε . Moreover, we can calculate the ranks of the objects after mutation from the given ranks.
Proof. By Proposition 5.3 it only remains to distinguish the types (E) and (M) when a ℓ,ℓ+1 > 0. In this setup the left mutation is of type (E) (resp. (M)) if and only if rk(E ℓ )a ℓ,ℓ+1 > rk(E ℓ+1 ) (resp. rk(E ℓ )a ℓ,ℓ+1 ≤ rk(E ℓ+1 )). Finally, the rank of the mutated object can be calculated by using the short exact sequence defining the left (resp. right) mutation.
Observe that if rk(E ℓ ) = rk(E ℓ+1 ) = 0, we cannot distinguish between the cases (E) or (M) in general. This is due to the fact that we cannot determine if the approximation defining the left (resp. right) mutation is an epimorphism or a monomorphism. Thus we cannot apply the mutation rule for quivers of exceptional sequences.
Recovering the tilting object
In this section we focus on the following problem: Let T be a cluster-tilting object in C := C X , the cluster category of coh X, and denote by Γ = End C (T ) its endomorphism ring. Suppose that one is given Q Γ , the quiver of Γ equipped with the natural grading, and the ranks of the indecomposable summands of T . Can we recover T and Γ?
We give the following positive answer to this question:
Theorem 6.1. Let T be a cluster-tilting object in C := C X , the cluster category of coh X, and denote by Γ = End C (T ) its endomorphism ring. Assume that we are given Q Γ , the quiver of Γ equipped with the natural grading, and the ranks of the indecomposable summands of T . Then T and Γ are determined uniquely up to twist with a line bundle and choice of a parameter sequence λ.
Moreover they can be determined algorithmically.
(a) The uniqueness claimed by the theorem is "as good as possible", that is, if we twist by a line bundle or change the parameter sequence then neither the graded quiver Q Γ nor the ranks of the summands of T change (see [M2, Section 4.4] ). (b) Choice of a parameter sequence λ is more than choice of a weighted projective line: If several parameters have the same weight we may interchange them in the parameter sequence without changing the weighted projective line, but this will possibly give different choices for T (See Example 6.12 and [LM2, Section 2]).
Our strategy for the proof of Theorem 6.1 is as follows: we provide a method to transform any cluster-tilting object T into a well-known clustertilting object in C, the squid (see Definition 2.4). Since the quiver of the cluster-tilting objects in C is not known to be connected in the wild case (and even if it is, there is no algorithm to find the connecting mutation sequence), we cannot use (cluster-tilting) mutation directly. We will however see that we can use mutation of exceptional sequences and their quivers (see Definition 5.1). Then we will use the fact that the cluster-tilting object of the squid is unique up to a twist with line bundles and interchanging arms of the same length.
This section is divided as follows: In Subsection 6.1 we prove some preliminary results, which will be used in the actual algorithm given in Subsection 6.2. There we explain how to use mutation of exceptional sequences to transform any given tilting sequence to the tilting sequence of the squid. Finally, in Subsection 6.3, we complete the proof of Theorem 6.1. 6.1. Preliminaries. First, in Subsection 6.1.1, we recall a useful theorem from [M1] which provides a rank reduction technique. Then, in Subsection 6.1.2, we provide a result on perpendicular categories of line bundles. Finally, in Subsection 6.1.3, we show how to remove Hom-arrows in the setup of Subsection 6.1.2. 6.1.1. Rank reduction. We recall a theorem of Meltzer [M1] , which is one of the key ingredients in our method to recover the tilting object from certain combinatorial data.
For an exceptional sequence ε = (E 1 , . . . , E n ) in coh X we define
where π is a permutation of 1, . . . , n such that rk(E π(1) ) ≥ · · · ≥ rk(E π(n) ).
For sequences e = (e 1 , . . . , e n ) and f = (f 1 , . . . , f n ) in N n 0 , we write e ≤ f if e i ≤ f i for all 1 ≤ i ≤ n, and e < f provided that e ≤ f and e = f . Theorem 6.2 (Rank reduction - [M1, Propositon 3.2] ). Let ε = (E 1 , . . . , E n ) be a complete exceptional sequence in coh X such that there exist integers a < b with the properties:
(a) Observe that Ext 1 (E b , E a ) = 0, and thus by Lemma 2.6, either all nonzero morphisms E a → E b are monomorphisms, or all such morphisms are epimorphisms. Moreover, they are monomorphisms (resp. epimorphisms) if and only if rk(E a ) ≤ rk(E b ) (resp. rk(E a ) > rk(E b )). (b) The proof of the theorem uses Lemma 2.7 to show that all the left (resp. right) mutations except for λ b−1 (resp. ρ a ) are transpositions. So we only apply one "real" mutation in each case.
6.1.2. Perpendicular categories. We now recall a reduction technique that allows us to use the tools developed for exceptional sequences in hereditary Artin algebras in the case of coh X. We denote by T the full subcategory of coh X of all objects X satisfying Hom(X, O( c)) = 0. Observe that all finite length sheaves are contained in
be the canonical tilting bundle in coh X and denote by Λ = End coh X (T ) the corresponding canonical algebra.
Note that there are monomorphisms O( x) O( c) for 0 ≤ x ≤ c which induce monomorphisms Hom(X, O( x)) Hom(X, O( c)). Thus T = {X ∈ coh X| Hom(X, T ) = 0}.
Similarly, the monomorphisms
)) for 0 < x ≤ c whenever Y ∈ vect X and thus
In particular, we have that T ∩ F = {0}. 
the images of T and F under this equivalence (shifted to the module category of Λ), respectively. Moreover, denote by I x the indecomposable injective Λ-module at x for 0 ≤ x ≤ c and by I c x the corresponding indecomposable injective Λ c -modules. Then we have that
Therefore, since any Λ-module is the extension of one in X and one in Y, we have that
Now for 0 < x < c we have short exact sequences I c x I x ։ I c . Thus, in the derived category we have
(note that the shift vanishes since we identify via DRHom(−, T )[1]), and similarly
2 ) = O(2 c).
6.1.3. Removing Hom-arrows. We now assume to be in the following situation: Let (E 1 , . . . , E n ) be an exceptional sequence with E 1 = O( c). Then (E 2 , . . . , E n ) is an exceptional sequence in ⊥ O( c) = mod Λ c . When we talk about the ranks of the objects in mod Λ c , we consider them in coh X.
Lemma 6.4. Let ǫ = (E 2 , . . . , E n ) be an exceptional sequence in mod Λ c , and ℓ such that dim K Hom(E ℓ , E ℓ+1 ) = m > 0. Then there is t ∈ Z such that the sequence 
, and (c) if m > 1 and rk E ℓ ≥ rk E ℓ+1 , then t is unique, and it is the minimal nonnegative integer such that the exceptional pair ρ t−1
Proof. Let C(E ℓ , E ℓ+1 ) be the smallest full subcategory of mod Λ c containing E ℓ and E ℓ+1 and that is closed under extensions, kernels of epimorphisms, and cokernels of monomorphisms. By [CB, Theorem 5] , the category C(E ℓ , Z ℓ+1 ) is equivalent with the category of representations of the generalized Kronecker quiver with m arrows. By iterated application of L (or R), we reach the exceptional pair having nonzero extensions. This is the pair consisting of the simple objects in C(E ℓ , E ℓ+1 ). Thus we find the integer t by following the (right or left) mutations that decrease the ranks.
6.2. The algorithm. In this subsection, we illustrate a method to obtain a sequence of (left and right) mutations in order to transform a given exceptional sequence into the exceptional sequence of the squid in coh X.
The algorithm consist of the following steps: We first mutate in order to obtain an exceptional sequence where the first term is a line bundle. This is possible since any complete exceptional sequence of length n in coh X can have at most n − 2 torsion objects. Then we reduce Hom-arrows between the remaining vector bundles of the exceptional sequence. Next we remove Ext-arrows between torsion sheaves. Finally we remove all sources among the torsion sheaves.
We start with an arbitrary complete exceptional sequence (E 1 , . . . , E n ) in coh X. By abuse of notation we also call the updated exceptional sequence at any stage of the algorithm (E 1 , . . . , E n ). with Hom(E a , E b ) = 0, but Hom(E i , E j ) = 0 for any other a ≤ i < j ≤ b. We can make E a and E b adjacent by using transpositions (see Lemma 2.7), thus we may assume b = a + 1. Using Lemma 6.4, find t ∈ Z such that
Iterate until no more Hom-arrows exist between objects of positive rank (not counting
Note that the iteration of Algorithm 6.6 stops after a finite number of steps, since the number of torsion sheaves in the exceptional sequence is weakly increasing. When this number does not change, the proper reduction performed in (b) decreases the sum of the lengths of the objects in the exceptional sequence, where the length is considered in mod Λ c (see [R2, Section 6] ).
At this point our exceptional sequence has the following shape:
, E 2 , . . . , E m orthogonal vector bundles , E m+1 , . . . , E n torsion sheaves
)
We now show more precisely the following: Proposition 6.7. In the situation above we have m = 2, and E 2 = O(2 c).
Proof. Let C(E 2 , . . . , E m ) be the smallest full subcategory of mod Λ c which contains E 2 , . . . , E m and is closed under extensions, kernels of epimorphisms and cokernels of monomorphisms. By [CB, Theorem 5] , the category C(E 2 , . . . , E m ) is equivalent to the category of representations of a quiver Q m−1 with m − 1 vertices and no oriented cycles. Since the exceptional sequence (E 2 , . . . , E m ) is orthogonal in mod Q m−1 , it is an exceptional sequence of the simple KQ m−1 -modules.
Let σ be as in Lemma 2.14. Then
where I i is the injective envelope of the simple KQ m−1 -module E i for 2 ≤ i ≤ m.
Recall that the sequence σ is just made up of left mutations of type (X). Thus the I i , seen as objects in coh X, are vector bundles.
We now consider the sequence (E m+1 , . . . , E n ) of rank zero objects. Observe that (E m+1 , . . . , E n ) ⊥ , as a full subcategory of coh X, is equivalent to the category of coherent sheaves over a weighted projective line X ′ . Let w X and w X ′ be the weight sequences corresponding to X and X ′ , respectively. Then w X dominates w X ′ , i.e. w X ≥ w X ′ . By iterated use of [GL, Proof of Theorem 9 .8], the category coh X ′ is equivalent to a full (exact) subcategory of coh X which is closed under extensions, and O X ′ ( c) can be identified with O X ( c). Moreover, the inclusion coh X ′ ⊂ coh X preserves ranks. So in particular, we have that vect X ′ = vect X ∩ coh X ′ and coh 0 X ′ = coh 0 X ∩ coh X ′ .
We look at the sequence (O( c), I m , . . . , I 2 ) as an exceptional sequence in coh X ′ . By applying Theorem 6.3 for coh X ′ , we see that I m ≃ O(2 c) and the I i are torsion sheaves in coh X ′ for 2 ≤ i < m (i.e. rank zero objects). By the observation above that all the I i are vector bundles this means m = 2.
Thus our exceptional sequence is of the form
, E 3 , . . . , E n torsion sheaves ). Observe that the above process stops after a finite number of iterations (see the proof of Theorem 2.13).
Note also that there are no extensions from vector bundles to torsion sheaves, or from O( c) to O(2 c). Therefore E 1 and E 2 are not affected by Algorithm 6.8, whence we now have a tilting sequence of the form
, E 3 , . . . , E n torsion sheaves ).
Algorithm 6.9 (Step 4 -removing superfluous sources).
( After this final algorithm, we have a tilting sequence of the form
, E 3 , . . . , E n torsion sheaves, no sources ).
Thus we have shown the following.
Theorem 6.10. Let (E 1 , . . . , E n ) be an exceptional sequence in coh X. Then, applying Algorithms 6.5, 6.6, 6.8, and 6.9 , one obtains a sequence α of (left and right) mutations such that α · (E 1 , . . . , E n ) is an exceptional sequence of the squid.
6.3. Recovering T . We have all the ingredients to complete the proof of the main theorem of this section.
Proof of Theorem 6.1. Using the graded quiver Q Γ , we can recover Q (E 1 ,...,En) , the quiver of a tilting sequence (E 1 , . . . , E n ) in coh X given by a tilting sheaf corresponding to Q Γ . This quiver is unique up to transpositions. Using the algorithms discussed in Subsection 6.2, we obtain a sequence of mutations taking us to the squid (Theorem 6.10). Note that we can keep track of the quiver and ranks throughout this procedure: In Algorithms 6.5, 6.6, and 6.8 we do not mutate two torsion sheaves past each other, so by Proposition 5.4 we know the quiver and the ranks after mutation. In Algorithm 6.9 we only do tilting mutations in sources, so we can also keep track of the quivers here (and the ranks of all the objects affected by Algorithm 6.9 are 0). Now the cluster-tilting object T sq ( c) associated to the line bundle O( c) is uniquely determined up to choice of a parameter sequence λ by the quiver, and the fact that it consists of O( c), O(2 c), and torsion sheaves.
After making a choice for the parameter sequence λ, we can apply the inverse sequence of mutations obtained so far to obtain a tilting sheaf which has the graded quiver and ranks we started with. The only choices made along the way are the choice of a parameter sequence λ, and the fact that we randomly set a line bundle to be O( c) between Algorithms 6.5 and 6.6. Thus the tilting sheaf we reconstructed is as unique as claimed by the theorem.
Clearly now we can also calculate Γ.
As a consequence we obtain the following.
Corollary 6.11. Let T 1 and T 2 be two cluster-tilting objects in C X . Assume that Q Γ 1 ≃ Q Γ 2 , where Γ i = End C (T i ) for i = 1, 2, and this isomorphism of quivers respects the ranks of the indecomposable summands corresponding to the vertices. Then, regarding T 1 and T 2 as exceptional sequences, we have
where α is a sequence of mutations of exceptional sequences such that αT 2 is a squid, φ is a permutation of the labels of arms of the squid which have the same length, and O( x) is some line bundle.
The following example illustrates the necessity of the permutation φ in the corollary above.
Example 6.12. For λ = (λ 1 , λ 2 , λ 3 , λ 4 ) ∈ (P 1 ) 4 , consider the quasitilted algebras Λ(λ) of tubular type (2, 2, 2, 2) given by the quiver x 4 subject to the relations x 2 1 = λ 0 1 y 0 +λ 1 1 y 1 , x 2 2 = λ 0 2 y 0 +λ 1 2 y 1 , (λ 0 3 y 0 +λ 1 3 y 1 )x 3 = 0, and (λ 0 4 y 0 + λ 1 4 y 1 )x 4 = 0. (Note that the arrows y 0 and y 1 are superfluous, but we use them to get a more immediate connection from the parameter sequence λ of the weighted projective line and the relations of the algebra Λ(λ).) It is easy to see that the two algebras Λ(λ) and Λ(λ) are isomorphic if and only if λ andλ lie in the same orbit of the action of PSL(2) × C 2 × C 2 on (P 1 ) 4 . Here PSL(2) acts on the individual components, the first cyclic group acts by interchanging the first two parameters, and the second cyclic group acts by interchanging the latter two parameters. Now note that the weighted projective lines of types (2, 2, 2, 2; λ) and (2, 2, 2, 2;λ) have equivalent categories of coherent sheaves if any only if λ andλ lie in the same PSL(2) orbit up to reordering their entries, or equivalently, if they lie in the same PSL(2) × Σ 4 -orbit, where Σ 4 denotes the symmetric group on four symbols.
It follows that coherent sheaves on the weighted projective lines of types (2, 2, 2, 2; (1:0), (1:1), (0:1), (λ 0 :λ 1 )) and (2, 2, 2, 2; (1:0), (λ 0 :λ 1 ), (0:1), (1:1)) are equivalent. But one easily checks that the algebras Λ((1:0), (1:1), (0: 1), (λ 0 :λ 1 )) and Λ((1:0), (λ 0 :λ 1 ), (0:1), (1:1)) are typically not isomorphic.
Conclusions and open questions
In the following we summarize some natural questions on what information the quiver of a cluster-tilted algebra contains, and to what extent we know the answers: Throughout T is a cluster-tilting object in C * , and we denote by Q the quiver of the corresponding cluster-tilted algebra.
(a) Given Q, is it possible to decide if C * = C H or C * = C X ? (i) If there exists an acyclic quiver in the mutation class of Q, then C * = C H . Otherwise C * = C X . However, note that we do not have an algorithmic way of finding out if such a quiver exists in the mutation class. (ii) Assume additionally that we know the grading of the quiver Q.
Then we can first recover the Cartan matrix of the underlying quasitilted algebra. Second, we calculate the Coxeter matrix. Then, from the roots of the Coxeter polynomial, we can recover if C * = C H or C * = C X by using [L2, Proposition 9.1]. Furthermore, for the case C * = C X we even recover the weight sequence p. (b) If additionally we know that C * = C X for some weighted projective line X = (P 1 , λ, p), can we recover the weight sequence p? (i) For the Euclidean or tubular case, there exists a sequence of mutations taking Q to the squid. Then one can read off the weight sequence p from the arms of the squid. For the wild case, this does not work in general, since it is not known if there is more than one mutation component. (ii) Assuming one has the graded quiver, one can calculate the roots of the Coxeter polynomial and use [L2, Proposition 9 .1] as before. (iii) An alternative way, which also uses the graded quiver, is by Theorem 6.1. One finds a sequence of mutations of exceptional sequences that takes Q to the squid. (c) In the setup of (b), assume we know p. Can we recover λ?
No, we have to choose λ, since exceptional sequences are independent of λ by [M2, Section 4.4] . In particular, tilting objects are independent of the parameter sequence. (d) Given Q, how many different sink-source distributions can there be? (i) In case C * = C H , the sink-source distribution is unique by Proposition 4.6(a). (ii) In case C * = C X for some X not of tubular type, if we additionally know the grading on Q, then the sink-source distribution can be uniquely calculated by Proposition 4.6(b). (iii) In case C * = C X for some X of tubular type, we have seen in Example 4.4 that the sink-source distribution is not even uniquely determined by the graded quiver.
It is an open question how many different sink-source distributions there can be. (e) Given the (ungraded) quiver Q, can one recover the grading on Q?
(i) For the case C * = C H , proceed as in the proof of Proposition 4.6.
(ii) For the case C * = C X not wild, find a sequence of mutations taking Q to the squid. Since we know the grading of the squid, use the graded mutation rule to go back to Q. The wild case is unknown. (f) In case C * = C X , is there a concrete algorithm to recover the grading on Q by using the ungraded quiver and the ranks? (i) This question is open in general.
(ii) In examples it is usually quite easy to recover the grading.
