Abstract. Several bases of the Garsia-Haiman modules for hook shapes are given, as well as combinatorial decomposition rules for these modules. These bases and rules extend the classical ones for the coinvariant algebra of type A. We also exhibit algebraic decompositions of the Garsia-Haiman modules for hook shapes that correspond to the combinatorial interpretation of the modified Macdonald polynomial that has recently been proved by Haglund, Haiman, and Loehr [20, 21] .
the well-known bases for the symmetric functions, by suitable choices of the parameters q and t. In fact, we can obtain in this manner the Schur functions, the Hall-Littlewood symmetric functions, the Jack symmetric functions, the zonal symmetric functions, the zonal spherical functions, and the elementary and monomial symmetric functions. Given a cell s in the Young diagram (drawn according to the French convention) of a partition λ, let leg λ (s), leg λ (s), arm λ (s), and arm λ (s) denote the number of squares that lie above, below, to the right, and to left of s in λ, respectively. For each partition λ, define h λ (q, t) := s∈λ (1 − q arm λ (s) t leg λ (s)+1 )
For a partition λ = (λ 1 , . . . , λ k ) (where λ 1 ≥ . . . ≥ λ k > 0) let n(λ) := k i=1 (i − 1)λ i . Macdonald introduced the (q, t)-Kostka polynomials K λ,µ (q, t) via the equation J µ (x; q, t) = h µ (q, t)P µ (x; q, t) = λ K λ,µ (q, t)s λ [X(1 − t)], and conjectured that they are polynomials in q and t with non-negative integer coefficients.
In an attempt to prove Macdonald's conjecture, Garsia and Haiman [12] introduced the so-called modified Macdonanld polynomialsH µ (x; q, t) asH µ (x; q, t) = λK λ,µ (q, t)s λ (x), whereK λ,µ (q, t) := t n(µ) K λ,µ (q, 1/t). Their idea was thatH µ (x; , q, t) is the Frobenius image of the character generating function of a certain bi-graded module ∆ µ under the diagonal action of the symmetric group S n . To define ∆ µ , assign (row, column)-coordinates to squares in the first quadrant, so that the lower left-hand square has coordinates (1,1), the square above it has coordinates (2,1), the square to its right has coordinates (1,2), etc. The first (row) coordinate of a square w is denoted row(w), and the second (column) coordinate of w is the denoted col(w). Given a partition µ n, let µ also denote the corresponding Young diagram, drawn according to the French convention; it consists of all the squares with coordinates (i, j) such that 1 ≤ i ≤ (µ) and 1 ≤ j ≤ µ i . For example, for µ = (4, 2, 2), the labeling of squares is depicted in Figure 1 . Now let ∆ µ be the vector space of polynomials spanned by all the partial derivatives of ∆ µ (x 1 , . . . , x n ; y 1 , . . . , y n ). The symmetric group S n acts on ∆ µ diagonally, where for any polynomial P (x 1 , . . . , x n ; y 1 , . . . , y n ) and any permutation σ ∈ S n ,
The S n -action clearly preserves the bi-degree, so that S n acts on each homogeneous component ∆
where χ λ is the irreducible character of S n indexed by the partition λ and the c (h,k) λ,µ 's are non-negative integers. Garsia and Haiman conjectured [12] that, as an S n -module, ∆ µ carries the regular representation. This conjecture was eventually proved by Haiman [23] , by exploiting the algebraic geometry of the Hilbert Scheme.
Bases
Consider the inner product , on the polynomial ring Q n = Q[x 1 , . . . , x n , y 1 , . . . , y n ] defined as follows: for any two polynomials f, g ∈ Q n , f, g is the constant term of
Let ∆ * µ be the module dual to ∆ µ with respect to , . 3.1. The k-th Descent Basis. The descent set of a permutation π ∈ S n is Des(π) := {i | π(i) > π(i + 1)}.
Garsia and Stanton [17] associated with each π ∈ S n the descent monomial
. Using Stanley-Reisner rings, Garsia and Stanton [17] showed that the set {a π | π ∈ S n } forms a basis for the coinvariant algebra of type A. See also [36] and [5] .
Definition 3.2. For every integer 1 ≤ k ≤ n and permutation π ∈ S n define the k-th descent monomial
Note that a (n) π = a π , the Garsia-Stanton descent monomial. π | π ∈ S n } forms a basis for the dual Garsia-Haiman module ∆ * (k,1 n−k ) . Two proofs of Theorem 3.3 are given in [4] . In Section 5.2 of this extended abstract we sketch a proof via a straightening algorithm. This proof implies
, where the ideal I
is generated by
(1) the elementary symmetric functions e i (x 1 , . . . , x n ) (1 ≤ i ≤ n) and e i (y 1 , . . . , y n ) (1 ≤ i ≤ n);
This result has been obtained, in a different form, by J.-C. Aval [7, Theorem 2] . 
For every integer 1 ≤ k ≤ n and permutation π ∈ S n define the k-th Artin monomial
. and the k-th Haglund monomial
Interesting special cases of Theorem 3.5 are the following.
Corollary 3.7. Each of the following sets : {a
1. Garsia and Haiman [12] showed that {b
were also constructed by J.-C. Aval [7] and E. Allen [5, 6] . They used completely different methods. Aval constructed a basis of the form of an explicitly described set of partial differential operators applied to ∆ (k,1 n−k ) and Allen constructed a basis for ∆ * (k,1 n−k ) out his theory of bitableaux. 2. It should be noted that the last basis corresponds to Haglund's maj-inv statistics for the Hilbert series of ∆ * (k,1 n−k ) that is implied by his combinatorial interpretation for the modified Macdonald polynomialH (k,1 n−k ) (x; q, t); see Section 7 below. 4. Representations 4.1. Decomposition into Descent Representations. The set of elements in a Coxeter group having a fixed descent set carries a natural representation of the group, called a descent representation. Descent representations of Weyl groups were first introduced by Solomon [32] as alternating sums of permutation representations. This concept was extended to arbitrary Coxeter groups, using a different construction, by Kazhdan and Lusztig [25] [24, §7.15]. For Weyl groups of type A, these representations also appear in the top homology of certain (Cohen-Macaulay) rank-selected posets [34] . Another description (for type A) is by means of zig-zag diagrams [18, 16] . A new construction of descent representations for Weyl groups of type A, using the coinvariant algebra as a representation space, is given in [1] .
For every subset A ⊆ {1, . . . , n − 1} let S A n := { π ∈ S n | Des(π) = A } be the corresponding descent class; denote by ρ A the corresponding descent representation of S n . Define 1 ≤ i < n to be a descent in a standard Young tableau T if i + 1 lies strictly above and weakly to the left of i (in French notation). Denote the set of all descents in T by Des(T ).
The following theorem is well known. 
has at most k − 1 parts and ν has at most n − k parts. For a permutation π ∈ S n and a corresponding k-descent basis element a
be its exponent bipartition.
For an (n, k) bipartition λ = (µ, ν) let
where is the dominance order on bipartitions (see Definition 5.6.1). Let
be subspaces of the module ∆ * (k,1 n−k ) , and let
If these conditions hold then a basis for R
where
λ is given by
Here s j = (j, j + 1) (1 ≤ j < n) are the Coxeter generators of S n , {a
λ , and for π ∈ S λ with π −1 (j + 1) = π −1 (j) − 1 we define
(so that π(t) = j + 1, π(t + 1) = j, and {m 1 + 1, . . . , m 2 } is the maximal interval containing t and t + 1 on which s j π is increasing); and let A j (π) be the set of all σ ∈ S n satisfying sequences (σ(m 1 + 1) , . . . , σ(t)) and (σ(t + 1), . . . , σ(m 2 )) are increasing; (3) σ ∈ {π, s j π} (i.e., {σ(t), σ(t + 1)} = {j, j + 1}). Corollary 4.9. For every 0 ≤ t 1 , 0 ≤ t 2 and 0 ≤ k ≤ n the (t 1 , t 2 )-th homogeneous component of ∆ * (k,1 n−k ) is decomposed into a direct sum of Solomon descent representations as follows:
where the sum is over all (n, k) bipartitions λ = (µ, ν) with µ i+1 − µ i ∈ {0, 1} (∀i), ν i+1 − ν i ∈ {0, 1} (∀i) and µi>µi+1 and i<k i = t 1 νi<νi+1 and i≥k (n − i) = t 2 . In 1994, Stembridge [35] gave an explict combinatorial interpretation of the (q, t)-Kostka polynomials for hook shape. Stembridge's result implies the following extension of Lusztig-Stanley theorem.
Decomposition into
For a standard Young tableau T define (n − r).
Theorem 4.11. The multiplicity of the irreducible S n -representation S λ in the (h, h ) level of ∆ (k,1 n−k ) (bi-graded by total degrees in the x-s and y-s) is
where SY T (λ) is the set of all standard Young tableaux of shape λ.
Stembridge's proof of Theorem 4.11 is rather complicated. Haglund [19] gave another proof of Theorem 4.11 that uses his conjectured combinatorial definition ofH µ (x; q, t). Haglund's conjecture has recently been proved by Haglund, Haiman and Loehr [20, 21] . We give two proofs to this decomposition rule. A second proof of Theorem 4.11 is given in [4] . This proof is more straightforward and "combinatorial". It uses the mechanism of [21] but does not rely on Haglund's combinatorial interpretation ofH (1 k ,n−k) (x; q, t). Definition 5.1. For every 1 ≤ k ≤ n let I k be the ideal in Q[x 1 , . . . , x n , y 1 , . . . , y n ] generated by (i) the monomials
. . , x n , y 1 , . . . , y n ] define the x-support and the y-support
be the set of all monomials in Q[x 1 , . . . , x n , y 1 , . . . , y n ] with
(with disjoint supports of x-s and y-s). Let u := max j f j and define
is a bijection.
For a partition µ = (µ 1 , . . . , µ ) with µ 1 < n let e (k)
Consider the natural S n -action on P 
is an isomorphism, which sends invariants to invariants. Unfortunately, ψ (k) is not multiplicative and does not send the ideal generated by invariants (with no constant term) to its analogue; thus does not send a basis of the coinvariants to its analogue. However, the map ψ (k) may be used in finding a basis for ∆ * (k,1 n−k ) .
Straightening. Each monomial m ∈ M
(k) n can be written in the form
where 
If k = n then, for every monomial m ∈ M (n) n , µ y (m) is the empty partition. In this case we denote µ(m) := µ x (m).
we associate the canonical complementary partition ((3, 2, 2, 0), (4, 1) ), π = 6134752 ∈ S 7 , λ(a 
2.
For two monomials m 1 , m 2 ∈ M (k) n of the same total bi-degree (p, q), write m 1 k m 2 if: (1) λ(m 1 ) λ(m 2 ); and (2) if λ(m 1 ) = λ(m 2 ) then inv(π(m 1 )) > inv(π(m 2 )).
A Straightening Algorithm:
For a monomial m ∈ P (k) n , let π = π(m) be its index permutation, a (k) π the corresponding descent basis element, and ν = µ(ψ (k) (m)) the corresponding canonical complementary partition. Write
It is proved in [4] that this algorithm gives a basis. In particular,
where n m ,m are integers. 
Sketch of the Proof of Theorem 3.5
In this section we give a brief sketch of the proof of Theorem 3.5, which implies Theorem 3.3 as a special case. The idea is to generalize the kicking process for obtaining a basis. The kicking process was used in an early paper of Grasia and Haiman [14] to prove the n!-conjecture for hooks. We combine this process with a filtration. and define
Clearly,
(I t /I t−1 ) as vector spaces. In particular, a sequence of bases for the quotients I t /I t−1 , 1 ≤ t ≤ N , will give a basis for ∆ * (k,1 n−k ) . It remains to prove that m t B A CĀ, where B A , CĀ are bases of coinvariant algebras inx A andȳĀ respectively, is a basis for I t /I t−1 . This is an immediate consequence of the following lemma.
Lemma 6.1.
(1) For each 1 ≤ t ≤ N there exists an explicit linear map
(2) f t is onto.
Proof of Lemma 6.1. We shall start by defining a natural projectioñ
Clearly,f t is a surjective map (since, by definition, m t Q[x,ȳ] = I t ). We claim that
so thatf t is well defined on the quotient
and is exactly f t of the lemma.
To prove this claim, first, let i ∈ A. It is shown in [4] that m t x i ∈ I t−1 ; thus m t x i Q[x,ȳ] ⊆ I t−1 . This is done by a combinatorial analysis of four complementary cases. Similarly, by considering four analogous cases, one can show that if j ∈Ā then m t y j ∈ I t−1 .
In order to prove Theorem 3.5, it remains to show that f t is one-to-one. Indeed, for every 1
If there exists 1 ≤ t ≤ N , such that f t is not one-to-one then there exists t for which a sharp inequality holds. Then
Contradicting the n! theorem. This completes the proof of Theorem 3.5.
7. Final Remarks 7.1. Haglund Statistics. Let ξ be a filling of the Ferrers diagram of a partition µ with the numbers 1, . . . , n. For any cell u = (i, j) ∈ F µ , let ξ(u) be the entry in cell u. We say that u = (i, j) ∈ F µ is a descent of ξ, written u ∈ Des(ξ), if i > 1 and ξ((i, j)) ≥ ξ((i − 1, j)). Then maj(ξ) = u∈Des(ξ) (leg(u) + 1). Two cells u, v ∈ F µ attack each other if either (a) they are in the same row: u = (i, j) and v = (i, k)), or (b) they are in consecutive rows, with the cell in the upper row strictly to the right of the one in the lower row: u = (i + 1, k) and v = (i, j), where j < k). The reading order is the total ordering on the cells of F µ given by reading the cells row by row from top to bottom, and left to right within each row. For example, the reading order of (4, 3, 2) is depicted on the left in Figure 2 . An inversion of ξ is a pair of entries ξ(u) > ξ(v) where u and v attack each other and u precedes v in the reading order. We then define Inv(ξ) = {{u, v} : ξ(u) > ξ(v) is an inversion} and inv(ξ) = |Inv(ξ)| − u∈Des(ξ) arm(u).
For example, if ξ is the filling of shape (4, 3, 2) depicted in Figure 2 , then Des(ξ) = {(2, 1), (2, 2), (3, 2)}. There are four inversion pairs of type (a), namely {(2, 1), (2, 2)}, {(2, 1), (2, 3)}, {(2, 2), (2, 3)}, and {(1, 3), (1, 4)}, and one inversion pair of type (b), namely {(2, 2), (1, 1)}. Then one can check that |Inv(ξ)| = 5, maj(ξ) = 5 and inv(ξ) = 2. Finally, we can identify ξ with a permutation by reading the entries in the reading order. In the example of Figure 2 , ξ = 2 7 9 6 1 3 4 8 5. Then we let D(ξ) = Des(ξ −1 ). In our example, ξ −1 = 5 1 6 7 9 4 2 8 3 so that D(ξ) = {1, 5, 6, 8}. Recently, Haglund, Haiman and Loehr [20, 21] proved Haglund's conjectured combinatorial interpretation [19] ofH µ (x; q, t) in terms of quasi-symmetric functions. That is, given a non-negative integer n and a subset D ⊆ {1, . . . , n − 1}, Gessel's quasi-symmetric function of degree n in variables x 1 , x 2 , . . . is defined by the formula Here the sum runs over all fillings ξ of the Ferrers diagram of µ with the numbers 1, . . . , n.
7.2.
The Hilbert series of ∆ µ is equal to the coefficient of x 1 x 2 · · · x n inH µ (x; q, t). Since the coefficient of x 1 x 2 · · · x n in any quasi-symmetric function Q n,D (x) is 1, it follows that the Hilbert series of ∆ µ is given by Note also that Corollary 4.9 has an interesting interpretation relative to (2), as follows. Given a composition α = (α 1 , . . . , α k ) of n, let Z α (x) denote the ribbon Schur function corresponding to α. For example, Z (3,2,4) (x) is the skew Schur function corresponding to the skew shape depicted in Figure 3 . Gessel [18] proved that if P (x) is a symmetric function of degree n then, for any set D = {i 1 < i 2 < · · · < i k } ⊆ {1, . . . , n − 1}, P (x), Z α(D) (x) equals the coefficient of Q n,D (x) in the quasisymmetric function expansion of P (x), where α(D) is the composition (i 1 , i 2 − i 1 , . . . , i k − i k−1 , n − i k ) of n. This suggests that the coefficient of Q n,D (x) in the quasisymmetric function expansion ofH µ (x; q, t) should have an algebraic meaning in terms of the Garsia-Haiman module ∆ µ . To be more precise, the set {Z λ (x) : λ n} is a basis for the space Λ n of homogeneous symmetric functions of degree n. Thus one could ask whether we can decompose ∆ µ = λ n R λ is an S n -module under the diagonal action that affords the representation whose character under the Frobenius map is Z λ (x). Corollary 4.9 provides such a decomposition in the case where µ is a hook.
