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Abstract
In this paper, we consider the nonasymptotic sequential estimation of means of random
variables bounded in between zero and one. We have rigorously demonstrated that, in order
to guarantee prescribed relative precision and confidence level, it suffices to continue sampling
until the sample sum is no less than a certain bound and then take the average of samples as an
estimate for the mean of the bounded random variable. We have developed an explicit formula
and a bisection search method for the determination of such bound of sample sum, without any
knowledge of the bounded variable. Moreover, we have derived bounds for the distribution of
sample size. In the special case of Bernoulli random variables, we have established analytical
and numerical methods to further reduce the bound of sample sum and thus improve the
efficiency of sampling. Furthermore, the fallacy of existing results are detected and analyzed.
1 Introduction
In various fields of sciences and engineering, it is a frequent problem to estimate the means
of bounded random variables. Specially, Bernoulli random variables constitute an extremely
important class of bounded variables, since the universal problem of estimating the probability of
an event can be formulated as the estimation of the mean of a Bernoulli variable. For examples,
the problems of estimating network reliability [9], the probability of acceptable performance of
uncertain systems [18] [22] and approximating probabilistic inference in Bayesian network [7] can
be cast into the framework of estimating the means of Bernoulli variables.
Clearly, Bernoulli variables can be considered as a special class of random variable bounded
in [0, 1]. In many applications, one needs to estimate a quantity µ which can be bounded in [0, 1]
after proper operations of scaling and translation. A typical approach is to design an experiment
that produces a random variable X distributed in [0, 1] with expectation µ, run the experiment
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independently a number of times, and use the average of the outcomes as the estimate [6]. This
technique, referred to as Monte Carlo method, has been applied to tackle a wide range of difficult
problems. For instances, estimating multidimensional integration, volume and counts [9] [20],
finding approximate solution to enumeration problems [17], approximating the permanent of 0-1
valued matrices [16], solving the Ising model of statistical mechanics [15], evaluating the bit error
rate of communication systems [19].
Since the estimator of the mean of X is obtained from finite samples of X and is thus of
random nature, for the estimator to be useful, it is necessary to ensure with a sufficiently high
confidence that the estimation error is within certain margin. The well known Chernoff-Hoeffding
bound [5] [14] asserts that if the sample size is fixed and is greater than
ln 2
δ
2ǫ2
, then, with probability
at least 1− δ, the sample mean approximates µ with absolute error ǫ. Often, however, µ is small
and a good absolute error estimate of µ is typically a poor relative error approximation of µ
[6]. Therefore, we seek an (ε, δ) approximation for µ in the sense that the relative error of the
estimator is within a margin of relative error ε with probability at least 1 − δ. Since the mean
value µ is exactly what we want to estimate, it is usually not easy to obtain reasonably tight lower
bound for µ. For a sampling scheme with fixed sample size, a loose lower bound of µ can lead to
a very conservative sample size. For the most difficult and important case that no positive lower
bound of µ is available, it is not possible to guarantee prescribed relative precision and confidence
level by a sampling scheme with a fixed sample size. This forces us to look at sampling methods
with random sample sizes.
The estimation techniques based on sampling schemes without fixed sample sizes have formed a
rich branch of modern statistics under the heading of sequential estimation. Wald provided a brief
introduction to this area in his seminal book [23]. Ghosh et al. offered a comprehensive exposition
in [10]. In particular, Nadas proposed in [21] a sequential sampling scheme for estimating mean
values with relative precision. Nadas’s sequential method requires no specific information on
the mean value to be estimated. However, his sampling scheme is of asymptotic nature. The
confidence requirement is guaranteed only as the margin of relative error ε tends to 0, which
implies that the actual sample size has to be infinity. This drawback severely circumvents the
application of his sampling scheme. Due to the inherent unknown statistical error, asymptotical
methods have been criticized in some literatures (see, e.g., [9], [13], and the references therein).
Especially, researchers in the areas of randomized algorithms, controls and communication systems
are very reluctant to use asymptotic methods for quantifying the uncertainty of estimation for
purpose of avoiding another level of uncertainty, namely, the unknown error of inference (see, e.g.,
[18], [19], [20], [22] and the references therein). Nevertheless, when nonasymptotic method is not
available or too conservative, one has to resort to asymptotic methods.
In recent years, aimed at making Monte Carlo estimation a more efficient and rigorous method,
Dagum et al. and Cheng have attempted to develop nonasymptotic sequential methods for esti-
mating means of random variables bounded in [0, 1]. To guarantee prescribed relative precision
and confidence level, Dagum et al. proposed in [6] that one should continue sampling until the
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sample sum is no less than a threshold value. Obviously, this is simply a generalization of the
classical inverse binomial sampling [11] [12]. However, the determination of the threshold of sam-
ple sum is not trivial. Dagum et al. provided an explicit formula for computing such threshold
value for ensuring prescribed relative precision and confidence level. In [4], Cheng attempted to
improve the efficiency by using a smaller threshold value.
In this paper, we revisit the sequential estimation of means of random variables bounded in
[0, 1]. We discovered that Dagum et al. and Cheng have left major flaws in the determination of
threshold of sample sum. Specifically, the proof of Dagum et al. for their claim on the reliability
of estimator is incomplete and the gap cannot be filled by using their arguments. The proof
of Cheng for his claim on the reliability of estimator is basically incorrect. Most importantly,
we have developed a new approach to determine the smallest value of threshold and thus make
the sampling much more efficient. An explicit formula for the threshold of sample sum is also
derived, which is substantially smaller than that of Dagum et al. A direct consequence of our
explicit formula is that Dagum’s claim can be proved as a special result of ours. Moreover, we
have derived general bounds on the distribution of sample sizes. Our method applies to arbitrary
random variables bounded in [0, 1]. In the special case of Bernoulli random variables, we have
developed a method to further reduce the threshold value and thus improve the efficiency of
sampling. In particular, a computational method is established for computing the minimum
threshold value when knowledge of the Bernoulli parameter is available.
The remainder of the paper is organized as follows. In Section 2, our general theory of
inverse sampling is presented. We discuss inverse binomial sampling in Section 3. In Section 4,
we illustrate an application example in the performance evaluation of communication systems.
Section 5 is the conclusion. All proofs are given in the Appendices. The mistakes of existing
works are examined in Appendices D and E.
Throughout this paper, we shall use the following notations. The expectation of a random
variable is denoted by E[.]. The set of integers is denoted by Z. The ceiling function and floor
function are denoted respectively by ⌈.⌉ and ⌊.⌋ (i.e., ⌈x⌉ represents the smallest integer no less
than x; ⌊x⌋ represents the largest integer no greater than x). The left limit as t tends to 0 is
denoted as limt↓0. The notation “⇐⇒” means “if and only if”. The other notations will be made
clear as we proceed.
2 General Inverse Sampling
LetX be a bounded random variable defined in a probability space (Ω,F ,Pr) such that 0 ≤ X ≤ 1
and E[X] = µ ∈ (0, 1). We wish to estimate the mean of X by using a sequence of i.i.d. random
samples X1, X2, · · · of X based on the following inverse sampling scheme:
Continue sampling until the sample size reach a number n such that the sample sum
∑n
i=1Xi
is no less than a positive number γ.
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We call this an inverse sampling scheme, since it reduces to the classical inverse binomial
sampling scheme [11] [12] in the special case that X is a Bernoulli random variable.
We shall consider the following two estimators for µ:
µ˜ =
γ
n
, µ̂ =
γ − 1
n− 1
.
Specially, when X is a Bernoulli random variable and γ is an integer, µ˜ and µ̂ are, respectively,
the maximum likelihood estimator and the minimum variance unbiased estimator for the binomial
parameter [8] [11] [12]. It should be noted that µ˜ is not an unbiased estimator of the binomial
parameter; the bias may be considerable for small values of γ.
To control the uncertainty of estimation, for a margin of relative error ε ∈ (0, 1) and a confi-
dence coefficient δ ∈ (0, 1), it is highly desirable to determine minimum γ such that Pr{|µ˜− µ| <
εµ} > 1 − δ when the estimator µ˜ is used, and Pr{|µ̂− µ| < εµ} > 1 − δ when the estimator µ̂ is
used.
For this purpose, we have
Theorem 1 Let ε ∈ (0, 1) and γ > 1. Let X1, X2, · · · be a sequence of i.i.d. random variables
defined in a probability space (Ω,F ,Pr) such that 0 ≤ Xi ≤ 1 and E[Xi] = µ ∈ (0, 1) for
any positive integer i. Define µ˜ = γ
n
and µ̂ = γ−1
n−1 , where n is a random variable such that
n(ω) = min {n ∈ Z :
∑n
i=1Xi(ω) ≥ γ} for any ω ∈ Ω. Define
Q˜(ε, γ) = (1 + ε)−γ exp
(
εγ
1 + ε
)
+
(
γ − 1 + ε
γ − εγ
)γ
exp
(
1− εγ − ε
1− ε
)
and
Q̂(ε, γ) = (1 + ε)−γ exp
(
εγ
1 + ε
)
+
(
γ − 1
γ − εγ
)γ
exp
(
1− εγ
1− ε
)
.
Then, the following statements hold true.
(I) Pr
{∣∣∣ eµ−µµ ∣∣∣ ≥ ε} ≤ Q˜(ε, γ) provided that γ > 1−εε .
(II) Pr
{∣∣∣ bµ−µµ ∣∣∣ ≥ ε} ≤ Q̂(ε, γ) provided that γ > 1ε .
(III) Q˜(ε, γ) is monotone decreasing with respect to γ > 1−ε
ε
. Moreover, for any δ ∈ (0, 1),
there exists a unique number γ˜ > 1−ε
ε
such that Q˜(ε, γ˜) = δ.
(IV) Q̂(ε, γ) is monotone decreasing with respect to γ > 1
ε
. Moreover, for any δ ∈ (0, 1), there
exists a unique number γ̂ > 1
ε
such that Q̂(ε, γ̂) = δ.
(V) (1− ε)γ̂ < γ˜ < γ̂ <
(1+ε) ln 2
δ
(1+ε) ln(1+ε)−ε <
(1+ε) ln 2
δ
(2 ln 2−1)ε2
<
4(e−2)(1+ε) ln 2
δ
ε2
. Moreover,
lim
δ→0
γ˜[
ln(1 + ε)− ε1+ε
]−1
ln 2δ
= lim
ε→0
γ˜[
ln(1 + ε)− ε1+ε
]−1
ln 2δ
= 1. (1)
(VI) For ̺ > µ
γ
,
Pr
{
n ≥
γ(1 + ̺)
µ
}
≤
(
1 + ̺−
µ
γ
)(1+̺−µγ )× γµ
×
(
1− µ
1 + ̺− µγ − µ
)(1+̺− µγ−µ)× γµ
.
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(VII) For 0 < ̺ < 1− µ,
Pr
{
n ≤
γ(1− ̺)
µ
}
≤ (1− ̺)
(1−̺)× γ
µ ×
(
1− µ
1− ̺− µ
)(1−̺−µ)× γ
µ
.
See Appendix A for a proof. From Theorem 1, we can see that γ˜ and γ̂ can be readily computed
by a bisection search method by making use of the monotone properties and the bounds provided
in (III), (IV) and (V).
As an immediate application of Theorem 1, we can easily determine the bound (i.e., threshold
value) of sample sum without a lower bound of µ. Specially, we have
Corollary 1 Let ε, δ ∈ (0, 1) and γ > 1. Let X1, X2, · · · be a sequence of i.i.d. random
variables defined in a probability space (Ω,F ,Pr) such that 0 ≤ Xi ≤ 1 and E[Xi] = µ ∈ (0, 1)
for any positive integer i. Define µ˜ = γ
n
and µ̂ = γ−1
n−1 , where n is a random variable such that
n(ω) = min {n ∈ Z :
∑n
i=1Xi(ω) ≥ γ} for any ω ∈ Ω. Then,
Pr
{∣∣∣∣ µ˜− µµ
∣∣∣∣ < ε} > 1− δ, Pr{∣∣∣∣ µ̂− µµ
∣∣∣∣ < ε} > 1− δ (2)
provided that
γ >
(1 + ε) ln 2
δ
(1 + ε) ln(1 + ε)− ε
(3)
Corollary 1 provides an explicit bound of sample sum in the inverse sampling scheme to ensure
the reliability requirements (2). Actually, as can be seen from Theorem 1, an implicit bound, γ̂,
makes the sample scheme more efficient while guaranteeing (2). When ε or δ is small, the explicit
bound is close to the implicit bound, as indicated by (1).
In [6], Dagum et al. claimed that, in order to ensure
Pr
{∣∣∣∣ µ˜− µµ
∣∣∣∣ ≤ ε} ≥ 1− δ, (4)
it suffices to have γ greater than Υ1 = 1+
4(e−2)(1+ε)
ε2
ln 2
δ
. For the same purpose of guaranteeing
(4), Cheng claimed in [4] that γ can be reduced as α =
(1+ε) ln 2
δs
(1+ε) ln(1+ε)−ε , where δs satisfies the
equation (
1−
δs
2
){
(1− δs) +
[
1− 2
(
δs
2
) 1+ε
1+2ε
](
δs
2
)
+
[
1− 2
(
δs
2
) 1+ε
1+3ε
](
δs
2
)2}
= δ.
However, as can be seen from our analysis in Appendices D and E, their arguments in justification
of the claims are fundamentally flawed.
The chain of inequalities of statement (V) of Theorem 1 show that our explicit bound (3)
is significantly smaller than Υ1. This indicates that the bound Υ1, obtained by Dagum et al.,
indeed suffices the need of ensuring (4), though their proof is not correct.
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Although Cheng failed to prove his claim on the reliability of µ˜, he obtained in [4] the following
useful bounds on the average sample size:
γ
µ
≤ E[n] <
γ
µ
+ 1 (5)
by making use of the observation that X1+ · · ·+Xn−1 < γ ≤ X1 + · · ·+Xn and Wald’s identity
to conclude that µ(E[n]− 1) < γ ≤ µE[n] and thus (5).
From (5), it can be seen that the average sample size is almost proportional to γ. Hence, it
is reasonable to compare the efficiency of different inverse sampling schemes by their bounds of
sample sum γ. For this purpose, we have plotted our explicit bound, implicit bound γ̂ and the
bound, Υ1, of Dagum et al. in Figs. 1–4. It can be seen that the bound of sample sum of Dagum
et al. is too conservative and leads to a substantial waste of sampling effort.
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Figure 1: Bounds of Sample Sum versus Margin of Relative Error (δ = 0.05)
3 Inverse Binomial Sampling
For the special case that X is a Bernoulli random variable, the sampling can be made more
efficient. When no knowledge of the binomial parameter is available, we have the following results
that can be used to determine the threshold value, which is smaller than its counterpart in the
general inverse sampling.
Theorem 2 Let ε ∈ (0, 1). Let X1, X2, · · · be a sequence of i.i.d. Bernoulli random variables
defined in a probability space (Ω,F ,Pr) such that Pr{Xi = 1} = p ∈ (0, 1) and Pr{Xi = 0} =
1−p = q for any positive integer i. Define p˜ = γ
n
, where γ is a positive integer and n is a random
variable such that n(ω) = min {n ∈ Z :
∑n
i=1Xi(ω) = γ} for any ω ∈ Ω. Then, Pr
{∣∣∣ep−pp ∣∣∣ ≥ ε} ≤
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Figure 4: Bounds of Sample Sum versus Margin of Relative Error (δ = 0.05)
Q(ε, γ) where Q(ε, γ) = (1+ε)−γ exp
(
εγ
1+ε
)
+(1−ε)−γ exp
(
− εγ1−ε
)
, which is monotone decreasing with
respect to γ. Moreover, for any δ ∈ (0, 1), there exists a unique number γ∗ such that Q(ε, γ∗) = δ
and max
{
(1+ε) ln 1
δ
(1+ε) ln(1+ε)−ε ,
(1−ε) ln 2
δ
(1−ε) ln(1−ε)+ε
}
< γ∗ < γ˜ <
(1+ε) ln 2
δ
(1+ε) ln(1+ε)−ε . Furthermore,
Pr
{
n ≥
γ(1 + ̺)
p
}
≤
(
1− p
1− p+ ̺
)(1−p+̺)× γ
p
(1 + ̺)
(1+̺)× γ
p , ̺ > 0
and
Pr
{
n ≤
γ(1− ̺)
p
}
≤
(
1− p
1− p− ̺
)(1−p−̺)× γ
p
(1− ̺)
(1−̺)× γ
p , 0 < ̺ < 1− p.
See Appendix B for a proof. From Theorem 2, it is clear that γ∗ can be readily obtained by
a bisection search.
When the binomial parameter p is known to be bounded in [a, b] ⊂ (0, 1), it is desirable to
further reduce the conservativeness by a computational method. For instance, one may wish to
determine the smallest γ such that Pr
{∣∣∣ bp−pp ∣∣∣ < ε} > 1 − δ for any p ∈ [a, b] ⊂ (0, 1). For this
purpose, an essential computational routine is to check whether a given value of γ is large enough
to ensure Pr
{∣∣∣ bp−pp ∣∣∣ < ε} > 1 − δ for any p ∈ [a, b]. At the first glance, it seems necessary to
evaluate Pr
{∣∣∣ bp−pp ∣∣∣ < ε} for infinite many values of p. Fortunately, our following result indicates
that the number of evaluations can be reduced to finite.
Theorem 3 Let ε ∈ (0, 1). Let X1, X2, · · · be a sequence of i.i.d. Bernoulli random variables
defined in a probability space (Ω,F ,Pr) such that Pr{Xi = 1} = p ∈ (0, 1) and Pr{Xi = 0} =
1− p = q for any positive integer i. Define p˜ = γ
n
and p̂ = γ−1
n−1 , where γ is a positive integer and
n is a random variable such that n(ω) = min {n ∈ Z :
∑n
i=1Xi(ω) = γ} for any ω ∈ Ω. Then, the
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minimum of Pr
{∣∣∣bp−pp ∣∣∣ < ε} with respect to p ∈ [a, b] ⊂ (0, 1) is achieved on the set
{a, b} ∪
{
γ − 1
(1− ε)(ℓ+ γ − 1)
∈ (a, b) | ℓ = 0, 1, · · · ,∞
}
∪
{
γ − 1
(1 + ε)(ℓ+ γ − 1)
∈ (a, b) | ℓ = 0, 1, · · · ,∞
}
.
Similarly, the minimum of Pr
{∣∣∣ep−pp ∣∣∣ < ε} with respect to p ∈ [a, b] ⊂ (0, 1) is achieved on the
set
{a, b} ∪
{
γ
(1 − ε)(ℓ+ γ)
∈ (a, b) | ℓ = 0, 1, · · · ,∞
}
∪
{
γ
(1 + ε)(ℓ+ γ)
∈ (a, b) | ℓ = 0, 1, · · · ,∞
}
.
See Appendix C for a proof. The application of Theorem 3 in the computation of minimum
γ is obvious. For a fixed value of γ, since the minimum of coverage probability with respect to
p ∈ [a, b] is attained at a finite set, it can determined by a computer whether γ is large enough to
ensure Pr
{∣∣∣ bp−pp ∣∣∣ < ε} > 1− δ for any p ∈ [a, b]. Starting from γ = 2, one can find the minimum γ
by gradually incrementing γ and checking whether γ is large enough.
For p = pℓ =
γ−1
(1+ε)(ℓ+γ−1) ∈ (a, b), we have
Pr
{∣∣∣∣ p̂− pp
∣∣∣∣ < ε} = Pr{ γ − 1(1 + ε)p + 1 < n < γ − 1(1− ε)p + 1
}
= Pr
{
ℓ < n− γ < ℓ+
2ε
1− ε
(ℓ+ γ − 1)
}
=
ℓ+⌈ 2ε1−ε (ℓ+γ−1)⌉−1∑
i=ℓ+1
(
γ + i− 1
i
)
pγℓ (1− pℓ)
i.
For p = pℓ =
γ−1
(1−ε)(ℓ+γ−1) ∈ (a, b), we have
Pr
{∣∣∣∣ p̂− pp
∣∣∣∣ < ε} = Pr{ γ − 1(1 + ε)p + 1 < n < γ − 1(1− ε)p + 1
}
= Pr
{
ℓ−
2ε
1 + ε
(ℓ + γ − 1) < n− γ < ℓ
}
=
ℓ−1∑
i=max(0, ℓ−⌈ 2ε1+ε (ℓ+γ−1)⌉+1)
(
γ + i− 1
i
)
pγℓ (1 − pℓ)
i.
Convenient formulas for the computation of Pr
{∣∣∣ep−pp ∣∣∣ < ε} can be derived in a similar way.
We would like to note that the method of reducing the number of evaluations of coverage
probability can also be developed for the problems of computing minimum fixed sample sizes
for the estimation of Poisson parameter, proportions of infinite and finite populations. In this
direction, we have recent research works [1] [2] [3].
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4 An Application Example
In this section, we shall illustrate the application of the general inverse sampling method in
information technology. Consider the evaluation of bit error rate performance of a communication
system. The stream of bits are divided as blocks of bits with length L > 1. Each block is
modulated as waveforms and transmitted via a noisy channel. At the receiver side, the block
of bits are recovered by demodulation. Due to the impact of noise, there may be incorrectly
recovered bits. Let Z be the number of erroneous bits. Then, Z
L
is a random variable bounded in
[0, 1], assuming possible values ℓ
L
, ℓ = 0, 1, · · · , L. The bit error rate can be defined as
Pe = E
[
Z
L
]
.
Since each block of bits are modulated and demodulated identically and independently, we have
a sequence of i.i.d. random variables Z1, Z2, · · · , which have the same distribution as Z. To
estimate Pe, we can continue the simulation of the modulation and demodulation process until
the number of blocks reach a number n such that
n∑
i=1
Zi >
L(1 + ε) ln 2
δ
(1 + ε) ln(1 + ε)− ε
.
An estimate of the bit error rate can be taken as
P̂e =
1
n− 1
[
(1 + ε) ln 2
δ
(1 + ε) ln(1 + ε)− ε
− 1
]
.
Then, by our explicit formula (3),
Pr
{∣∣∣∣∣ P̂e − PePe
∣∣∣∣∣ < ε
}
> 1− δ.
It should be noted that existing asymptotic estimation methods are not appropriate in this context,
since the bit error rate Pe is usually very small. Special results for Bernoulli random variables are
not applicable since Z
L
is a random variable assumes (L+ 1) > 2 values.
5 Concluding Remarks
The problem of finding relative precision estimates for means of random variables bounded in
between zero and one has numerous applications and has been studied in history for a long period
of time. Despite the lack of rigorous justification, it was a significant progress made by a number
of researchers in realizing that the sample mean ensures the prescribed reliability once the sample
sum reaches a certain threshold value. Our main contributions are two folds. First, we have
discovered critical mistakes exist in the determination of the threshold value, which determines
the reliability of the estimate and the efficiency of sampling. Second, we have developed explicit
formulas and computational methods to calculate the threshold value, which make the sampling
as efficient as possible, while guaranteeing prescribed relative precision and confidence level.
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A Proof of Theorem 1
Lemma 1 Let ε ∈ (0, 1) and γ > 1
ε
. Let η = εγ−1
γ−1 and ζ be a number determined by
1
1−ε =
1
1−ζ +
1
γ
. Then, 0 < η < ζ < ε < 1.
Proof. Since 0 < ε < 1 and γ > 1
ε
, we have γ > 1 and 0 < η = ε− 1−ε
γ−1 < ε < 1.
To show 0 < ζ < 1, it suffices to exclude three possibilities. First, ζ 6= 1 because ε 6= 1.
Second, ζ > 1 is impossible, otherwise 11−ε <
1
γ ⇐⇒ γ < 1 − ε, contradicting to γ >
1
ε
. Third,
ζ ≤ 0 is impossible, otherwise 11−ε ≤ 1 +
1
γ ⇐⇒ γ ≤
1−ε
ε , contradicting to γ >
1
ε
.
Finally, since 0 < ε < 1, 0 < ζ < 1 and 1−η1−ζ =
γ−1+ε
γ−1 > 1, we have ζ > η.
✷
We need to use some inequalities on the function ϕ(x) = ln(1 + x)− x1+x for |x| < 1.
Lemma 2 Let ε ∈ (0, 1). Then, ϕ(−ε) > ε
2
2(1−ε) >
ε2
2 > ϕ(ε) >
ε2(2 ln 2−1)
1+ε > 0.
Proof. To show ϕ(ε) < ε
2
2 , it suffices to note that ϕ(ε) =
ε2
2 = 0 for ε = 0 and that
d[ϕ(ε)− ε
2
2 ]
dε =
ε
(1+ε)2 − ε < 0 for 0 < ε < 1.
To show ϕ(−ε) > ε
2
2(1−ε) , it suffices to show (1− ε) ln(1 − ε) + ε−
ε2
2 > 0 for ε ∈ (0, 1). This
is true because the left side assumes value 0 for ε = 0 and its derivative is − ln(1− ε)− ε > 0 for
any ε ∈ (0, 1).
Define f(ε) = (1 + ε) ln(1 + ε) − ε − (2 ln 2 − 1)ε2. To show ϕ(ε) > ε
2(2 ln 2−1)
1+ε , it suffices to
show f(ε) > 0. Note that f ′(ε) = ln(1 + ε) − 2(2 ln 2 − 1)ε and f ′′(ε) = 11+ε − 2(2 ln 2 − 1) > 0
if ε < 12(2 ln 2−1) − 1. Hence, f
′(ε) is increasing for 0 < ε < 12(2 ln 2−1) − 1 and decreasing for
1
2(2 ln 2−1) − 1 < ε < 1. Since f
′(0) = 0 and f ′(1) = ln 2 − 2(2 ln 2 − 1) = 2 − 3 ln 2 < 0, we have
that there exists a unique null point ε⋆ ∈
(
1
2(2 ln 2−1) − 1, 1
)
of f ′(ε). This implies that f(ε) is
monotone increasing for 0 < ε < ε⋆ and monotone decreasing for ε⋆ < ε < 1. Observing that
f(0) = f(1) = 0, we can conclude that f(ε) > 0 for any ε ∈ (0, 1). ✷
Lemma 3 Let ε, δ ∈ (0, 1) and γ ≥
ln 2
δ
ϕ(ε) . Let η =
εγ−1
γ−1 . Then, ϕ(−η) > ϕ(ε) > 0.
Proof. Since ϕ(0) = 0 and ϕ′(ε) = ε
(1+ε)2
, it follows that ϕ(ε) > 0 for any ε ∈ (0, 1). Note that
1− η = 1−
(
ε−
1− ε
γ − 1
)
= (1− ε)
γ
γ − 1
and
η
1− η
=
ε− 1−ε
γ−1
(1− ε) γ
γ−1
=
ε
1− ε
−
1
(1− ε)γ
.
Hence,
ϕ(−η) = ln
[
(1− ε)
(
1 +
1
γ − 1
)]
+
ε
1− ε
−
1
(1− ε)γ
.
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By the third inequality of Lemma 2, we have ϕ(ε) < ε
2
2 for ε ∈ (0, 1) and thus γ >
ln 4
ε2
for
any δ ∈ (0, 1). Since 1
γ−1 > 0, using the inequality ln(1 + x) ≥
x
1+x with x =
1
γ−1 , we have
ln
(
1 + 1
γ−1
)
≥
1
γ−1
1+ 1
γ−1
= 1
γ
and thus
ϕ(−η) ≥ ln(1− ε) +
1
γ
+
ε
1− ε
−
1
(1− ε)γ
= ln(1− ε) +
ε
1− ε
−
ε
(1− ε)γ
.
Define w(ε) = ln(1− ε) + ε1−ε −
ε3
(1−ε) ln 4 . Applying γ >
ln 4
ε2
, we have − ε(1−ε)γ > −
ε3
(1−ε) ln 4 and thus
ϕ(−η) > w(ε). To show ϕ(ε) < ϕ(−η), it suffices to show ϕ(ε) < w(ε). Note that ϕ(0)−w(0) = 0
and
ϕ′(ε)− w′(ε) =
ε
(1 + ε)2
−
[
ε
(1− ε)2
−
3ε2
(1− ε) ln 4
−
ε3
(1− ε)2 ln 4
]
=
ε2[u(ε)− 8 ln 2]
(1 + ε)2(1− ε)2 ln 4
where u(ε) = (1 + ε)2(3 − 2ε). Since u′(ε) = 2(1 + ε)(2 − 3ε) = 0 if ε = 23 , the maximum of
u(ε) over interval [0, 1] must achieve at ε = 0, 23 or 1. It can be checked that u(0) = 3, u(1) = 4
and u
(
2
3
)
= 12527 < 8 ln 2. This shows that u(ε) < 8 ln 2, which implies ϕ
′(ε) − w′(ε) < 0 for any
ε ∈ (0, 1). It follows that 0 < ϕ(ε) < w(ε) < ϕ(−η).
✷
A classical result due to [14] is restated as Lemma 4 as follows.
Lemma 4 Define M (z, µ) = ln
(
µ
z
)
+
(
1
z
− 1
)
ln
(
1−µ
1−z
)
for 0 < z < 1 and 0 < µ < 1. Let
X1, · · · ,Xn be i.i.d. random variables bounded in [0, 1] with common mean value µ ∈ (0, 1).
Then, Pr
{Pn
i=1 Xi
n ≥ z
}
≤ exp (nzM (z, µ)) for 1 > z > µ = E[Xi]. Similarly, Pr
{Pn
i=1 Xi
n ≤ z
}
≤
exp (nzM (z, µ)) for 0 < z < µ = E[Xi].
Lemma 5 M ((1 + ε)µ, µ) is monotone decreasing with respect to ε ∈
(
0, 1
µ
− 1
)
. Similarly,
M ((1− ε)µ, µ) is monotone decreasing with respect to ε ∈ (0, 1).
Proof. For ε ∈
(
0, 1
µ
− 1
)
, we have 0 < (1 + ε)µ < 1 and
∂M ((1 + ε)µ, µ)
∂ε
=
∂
∂ε
[
ln
(
1
1 + ε
)
+
(
1
µ(1 + ε)
− 1
)
ln
(
1− µ
1− µ(1 + ε)
)]
= −
1
1 + ε
−
1
µ(1 + ε)2
ln
(
1− µ
1− µ(1 + ε)
)
+
(
1
µ(1 + ε)
− 1
)
µ
1− µ(1 + ε)
= −
1
µ(1 + ε)2
ln
(
1− µ
1− µ(1 + ε)
)
< 0.
Similarly, ∂M ((1−ε)µ,µ)∂ε =
1
µ(1−ε)2 ln
(
1−µ
1−µ(1−ε)
)
< 0 for 0 < ε < 1. This completes the proof of the
lemma. ✷
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Lemma 6 M ((1 + ε)µ, µ) is no greater than −ϕ(ε) for 0 < µ < 11+ε . Similarly, M ((1− ε)µ, µ)
is no greater than −ϕ(−ε) for 0 < µ < 1.
Proof. First, note that
lim
µ→0
M ((1 + ε)µ, µ)
= lim
µ→0
[
ln
(
1
1 + ε
)
+
(
1
µ(1 + ε)
− 1
)
ln
(
1− µ
1− µ(1 + ε)
)]
= ln
(
1
1 + ε
)
− lim
µ→0
ln
(
1− µ
1− µ(1 + ε)
)
+ lim
µ→0
1
µ(1 + ε)
ln
(
1− µ
1− µ(1 + ε)
)
= ln
(
1
1 + ε
)
+ lim
µ→0
ln(1− µ)− ln[1− µ(1 + ε)]
µ(1 + ε)
= ln
(
1
1 + ε
)
+ lim
µ→0
− 11−µ +
1+ε
1−µ(1+ε)
1 + ε
= ln
(
1
1 + ε
)
+
ε
1 + ε
= −ϕ(ε)
and, similarly, limµ→0 M ((1 − ε)µ, µ) = ln
(
1
1−ε
)
− ε1−ε = −ϕ(−ε). Next, we need to show that
M ((1 + ε)µ, µ) is monotone decreasing with respect to µ. To this end, note that
∂M ((1 + ε)µ, µ)
∂µ
=
∂
∂µ
[
ln
(
1
1 + ε
)
+
(
1
µ(1 + ε)
− 1
)
ln
(
1− µ
1− µ(1 + ε)
)]
=
∂
∂µ
[(
1
µ(1 + ε)
− 1
)
ln
(
1− µ
1− µ(1 + ε)
)]
= −
1
µ2(1 + ε)
ln
(
1− µ
1− µ(1 + ε)
)
+
(
1
µ(1 + ε)
− 1
)[
−
1
1− µ
+
1 + ε
1− µ(1 + ε)
]
= −
1
µ2(1 + ε)
ln
(
1− µ
1− µ(1 + ε)
)
+
(
1
µ(1 + ε)
− 1
)(
−
1
1− µ
)
+
1
µ
= −
1
µ2(1 + ε)
ln
(
1− µ
1− µ(1 + ε)
)
−
1
µ(1− µ)(1 + ε)
+
1
1− µ
+
1
µ
= −
1
µ2(1 + ε)
ln
(
1− µ
1− µ(1 + ε)
)
+
ε
µ(1− µ)(1 + ε)
≤ 0
if ln
(
1−µ
1−µ(1+ε)
)
≥ εµ1−µ , i.e.,
ln
(
1−
εµ
1− µ
)
≤ −
εµ
1− µ
. (6)
Since 0 < µ < 11+ε , we have 0 <
εµ
1−µ < 1. Using the fact that ln(1− x) < −x for any x ∈ (0, 1),
we can conclude (6) and thus establish the monotone decreasing property of M ((1 + ε)µ, µ).
Similarly, to show that M ((1− ε)µ, µ) is monotone decreasing with respect to µ, note that
∂M ((1− ε)µ, µ)
∂µ
=
∂
∂µ
[
ln
(
1
1− ε
)
+
(
1
µ(1− ε)
− 1
)
ln
(
1− µ
1− µ(1− ε)
)]
= −
1
µ2(1− ε)
ln
(
1− µ
1− µ(1− ε)
)
−
ε
µ(1− µ)(1 − ε)
≤ 0
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if ln
(
1−µ
1−µ(1−ε)
)
≥ − εµ1−µ , i.e.,
ln
(
1 +
εµ
1− µ
)
≤
εµ
1− µ
. (7)
Since εµ1−µ > 0, using the fact that ln(1+x) < x for any x ∈ (0,∞), we can conclude (7) and thus
establish the monotone decreasing property of M ((1− ε)µ, µ).
Finally, since both functions M ((1+ε)µ, µ) and M ((1−ε)µ, µ) are monotone decreasing with
respect to µ, these two functions must be bounded from above by their corresponding limit values
as µ tends to 0, which have been obtained at the beginning of proof. This proves the lemma.
✷
Lemma 7 M
(
γµ
γ(1+̺)−µ , µ
)
is monotone decreasing with respect to ̺ > µγ .
Proof. Let z = γµγ(1+̺)−µ and m =
γ
z
. For ̺ > µ
γ
, we have 0 < z < µ, ∂m
∂̺
> 0 and
∂[γM (z, µ)]
∂̺
= γ
[
−
1
z
∂z
∂̺
+
(
1
z
− 1
)
1
1− z
∂z
∂̺
−
1
z2
∂z
∂̺
ln
(
1− µ
1− z
)]
= −
γ
z2
∂z
∂̺
ln
(
1− µ
1− z
)
= −
mγ
mz2
∂z
∂̺
ln
(
1− µ
1− z
)
= −
m
z
∂z
∂̺
ln
(
1− µ
1− z
)
=
∂m
∂̺
ln
(
1− µ
1− z
)
< 0,
which implies that M (z, µ) is monotone decreasing with respect to ̺ > µγ . This proves the lemma.
✷
We are now in position to prove Theorem 1.
A.1 Proof of (I)
By the definition of the estimator µ˜ = γ
n
,
Pr
{∣∣∣∣ µ˜− µµ
∣∣∣∣ ≥ ε} = Pr{n ≤ γµ(1 + ε)
}
+ Pr
{
n ≥
γ
µ(1− ε)
}
.
Hence, we shall derive upper bounds for the tail probabilities Pr
{
n ≤ γµ(1+ε)
}
and Pr
{
n ≥ γµ(1−ε)
}
.
We first bound Pr
{
n ≤ γµ(1+ε)
}
. Since n is an integer, we have
Pr
{
n ≤
γ
µ(1 + ε)
}
= Pr
{
n ≤
⌊
γ
µ(1 + ε)
⌋}
= Pr
{
n ≤
γ
µ(1 + ε∗)
}
where ε∗ is a number such that γµ(1+ε∗) =
⌊
γ
µ(1+ε)
⌋
. Clearly, ε∗ = γ
µ⌊ γµ(1+ε)⌋
−1 ≥ ε > 0. For simplicity
of notation, let m = γµ(1+ε∗) . Since m is a nonnegative integer, it can be zero or a natural number.
If m = 0, then
Pr
{
n ≤
γ
µ(1 + ε)
}
= Pr{n ≤ m} = 0 < exp(−γϕ(ε)).
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Otherwise if m ≥ 1, then
Pr
{
n ≤
γ
µ(1 + ε∗)
}
= Pr{n ≤ m} = Pr{X1 + · · ·+Xm ≥ γ} = Pr{X ≥ z},
where X =
Pm
i=1 Xi
m and z =
γ
m = µ(1 + ε
∗) > µ. Now we shall consider three cases.
(i): In the case of z > 1, we have Pr{X ≥ z} ≤ Pr {
∑m
i=1Xi > m} = 0 < exp(−γϕ(ε)).
(ii): In the case of z = 1, we have µ = 11+ε∗ , m = γ and
Pr{X ≥ z} = Pr
{
m∑
i=1
Xi = m
}
=
m∏
i=1
Pr{Xi = 1} ≤
m∏
i=1
E[Xi] = µ
m
=
(
1
1 + ε∗
)γ
≤
(
1
1 + ε
)γ
≤ exp(−γϕ(ε)).
(iii): In the case of µ < z < 1, by Lemma 4, we have
Pr{X ≥ z} ≤ exp(mzM (z, µ)) = exp(γM ((1 + ε∗)µ, µ)).
Since ε∗ ≥ ε, it must be true that µ(1 + ε) ≤ µ(1 + ε∗) < 1 and that M ((1 + ε∗)µ, µ) ≤
M ((1 + ε)µ, µ) as a result of Lemma 5. Hence,
Pr
{
n ≤
γ
µ(1 + ε)
}
= Pr{X ≥ z} ≤ exp(γM ((1 + ε)µ, µ)). (8)
By Lemma 6, we have M ((1 + ε)µ, µ) ≤ −ϕ(ε). It follows that
Pr
{
n ≤
γ
µ(1 + ε)
}
= Pr{X ≥ z} ≤ exp(−γϕ(ε)).
Therefore, we have shown
Pr
{
n ≤
γ
µ(1 + ε)
}
≤ exp(−γϕ(ε)) (9)
for all cases.
We now bound Pr
{
n ≥ γ
µ(1−ε)
}
. Since n is an integer, we have
Pr
{
n ≥
γ
µ(1− ε)
}
= Pr
{
n ≥
⌈
γ
µ(1− ε)
⌉}
= Pr
{
n >
⌈
γ
µ(1− ε)
− 1
⌉}
.
Let ζ be a number such that 11−ε =
1
1−ζ +
1
γ . Then, 0 < ζ < ε as a result of Lemma 1. By the
definition of ζ, we have γµ(1−ε) − 1 >
γ
µ
(
1
1−ε −
1
γ
)
= γµ(1−ζ) for any µ ∈ (0, 1). Hence,
Pr
{
n >
⌈
γ
µ(1− ε)
− 1
⌉}
≤ Pr
{
n >
⌈
γ
µ(1− ζ)
⌉}
= Pr
{
n >
γ
µ(1− ζ∗)
}
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with ζ∗ satisfying γµ(1−ζ∗) =
⌈
γ
µ(1−ζ)
⌉
. Clearly, 1 > ζ∗ ≥ ζ > 0. Let m = γµ(1−ζ∗) . Then, m is a
positive integer and
Pr{n > m} = Pr{X1 + · · · +Xm < γ} = Pr{X < z}
where X =
Pm
i=1 Xi
m and z = (1− ζ
∗)µ. Applying Lemma 4, we have
Pr
{
n >
⌈
γ
µ(1− ζ)
⌉}
= Pr{X < z} ≤ exp(mzM (z, µ))
= exp(γM ((1− ζ∗)µ, µ)).
Note that M ((1− ζ∗)µ, µ) ≤ M ((1− ζ)µ, µ) as a result of 1 > ζ∗ ≥ ζ > 0 and Lemma 5. Hence,
Pr{X < z} ≤ exp(γM ((1− ζ)µ, µ)).
By Lemma 6, we have M ((1− ζ)µ, µ) ≤ −ϕ(−ζ). It follows that
Pr
{
n >
⌈
γ
µ(1− ζ)
⌉}
≤ exp(−γϕ(−ζ)). (10)
Thus, we have bounds for the two tail probabilities as follows:
Pr
{
n ≤
γ
µ(1 + ε)
}
≤ exp(−γϕ(ε)), Pr
{
n ≥
γ
µ(1 − ε)
}
≤ exp(−γϕ(−ζ)).
It follows that
Pr
{∣∣∣∣ µ˜− µµ
∣∣∣∣ ≥ ε} = Pr{n ≤ γµ(1 + ε)
}
+ Pr
{
n ≥
γ
µ(1− ε)
}
≤ exp(−γϕ(ε)) + exp(−γϕ(−ζ)) = Q˜(ε, γ),
where we have used the definitions of ζ and ϕ(.) in the last equality. This completes the proof of
statement (I).
A.2 Proof of (II)
By the definition of the estimator µ̂ = γ−1
n−1 , we have
Pr
{∣∣∣∣ µ̂− µµ
∣∣∣∣ ≥ ε} = Pr{n ≤ 1 + γ − 1(1 + ε)µ
}
+ Pr
{
n ≥ 1 +
γ − 1
(1− ε)µ
}
.
To bound Pr
{
n ≤ 1 + γ−1(1+ε)µ
}
, we shall consider two cases.
(i): In the case of (1 + ε)µ > 1, we have Pr
{
n ≤ 1 + γ−1(1+ε)µ
}
≤ Pr{n < γ} = 0 ≤ Pr
{
n ≤ γ(1+ε)µ
}
because n ≥
∑n
i=1Xi ≥ γ is always true.
(ii): In the case of (1 + ε)µ ≤ 1, we have Pr
{
n ≤ 1 + γ−1(1+ε)µ
}
≤ Pr
{
n ≤ γ(1+ε)µ
}
.
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Therefore, in both cases, we have Pr
{
n ≤ 1 + γ−1(1+ε)µ
}
≤ Pr
{
n ≤ γ(1+ε)µ
}
and, by virtue of (9),
Pr
{
n ≤ 1 +
γ − 1
(1 + ε)µ
}
≤ exp(−γϕ(ε)). (11)
To bound Pr
{
n ≥ 1 + γ−1(1−ε)µ
}
, let η = εγ−1γ−1 and note that
Pr
{
n ≥ 1 +
γ − 1
(1− ε)µ
}
= Pr
{
n ≥ 1 +
⌈
γ − 1
(1 − ε)µ
⌉}
= Pr
{
n >
⌈
γ − 1
(1 − ε)µ
⌉}
= Pr
{
n >
⌈
γ
(1 − η)µ
⌉}
≤ exp(−γϕ(−η)) (12)
where (12) follows from a similar method as proving (10).
Combining (11), (12) and invoking the definitions of η and ϕ(.) yields Pr
{∣∣∣ bµ−µµ ∣∣∣ ≥ ε} ≤
exp(−γϕ(ε)) + exp(−γϕ(−η)) = Q̂(ε, γ). This completes the proof of statement (II).
A.3 Proof of (III)
Note that Q˜(ε, γ) = exp(−γϕ(ε)) + exp(−γϕ(−ζ)), where ζ is determined by 11−ε =
1
1−ζ +
1
γ . By the
chain rule of differentiation, we have
∂[Q˜(ε, γ)]
∂γ
= −ϕ(ε) exp(−γϕ(ε))− exp(−γϕ(−ζ))
[
ϕ(−ζ) + γ
dϕ(−ζ)
dζ
∂ζ
∂γ
]
< 0
by observing that ϕ(ε) > 0, ϕ(−ζ) > 0, dϕ(−ζ)
dζ
> 0 and ∂ζ
∂γ
> 0. This proves that Q˜(ε, γ) is
monotone decreasing with respect to γ > 1−ε
ε
.
The existence and uniqueness of γ˜ in interval
(
1−ε
ε ,∞
)
can be seen by the monotone decreasing
property of Q˜(ε, γ) with respect to γ > 1−ε
ε
and the fact that
lim
γ→∞
Q˜(ε, γ) = 0, lim
γ→ 1−ε
ε
Q˜(ε, γ) > lim
γ→ 1−ε
ε
(
γ − 1 + ε
γ − εγ
)γ
exp
(
1− εγ − ε
1− ε
)
= 1.
A.4 Proof of (IV)
Note that Q̂(ε, γ) = exp(−γϕ(ε)) + exp(−γϕ(−η)), where η = εγ−1γ−1 . By the chain rule of differentia-
tion, we have
∂[Q̂(ε, γ)]
∂γ
= −ϕ(ε) exp(−γϕ(ε))− exp(−γϕ(−η))
[
ϕ(−η) + γ
dϕ(−η)
dη
∂η
∂γ
]
< 0
by observing that ϕ(ε) > 0, ϕ(−η) > 0, dϕ(−η)
dη
> 0 and ∂η
∂γ
> 0. This proves that Q̂(ε, γ) is
monotone decreasing with respect to γ > 1
ε
.
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The existence and uniqueness of γ̂ in interval
(
1
ε ,∞
)
can be seen by the monotone decreasing
property of Q̂(ε, γ) with respect to γ > 1
ε
and the fact that
lim
γ→∞
Q̂(ε, γ) = 0, lim
γ→ 1
ε
Q̂(ε, γ) > lim
γ→ 1
ε
(
γ − 1
γ − εγ
)γ
exp
(
1− εγ
1− ε
)
= 1.
A.5 Proof of (V)
First, we shall show the upper bounds for γ̂. For this purpose, note that, for γ ≥
ln 2
δ
ϕ(ε) , we have
0 < ϕ(ε) < ϕ(−η) as a result of Lemma 3. Hence, Q̂(ε, γ) < 2 exp(−γϕ(ε)) ≤ δ for γ ≥
ln 2
δ
ϕ(ε) .
By the third inequality of Lemma 2, we have
ln 2
δ
ϕ(ε) >
2 ln 2
δ
ε2
> 1
ε
. Since Q̂(ε, γ̂) = δ and Q̂(ε, γ) is
monotone decreasing with respect to γ > 1
ε
, it must be true that γ̂ <
ln 2
δ
ϕ(ε) . Applying Lemma 2,
we have γ̂ < ln
2
δ
ϕ(ε) <
(1+ε) ln 2
δ
(2 ln 2−1)ε2 <
4(e−2)(1+ε) ln 2
δ
ε2 .
Second, we shall show γ˜ < γ̂. Clearly, if γ˜ < 1
ε
, then γ̂ > γ˜ is trivially true since γ̂ > 1
γ
. Thus,
we can focus on the case that both γ̂ and γ˜ are greater than 1
ε
. For γ > 1
ε
, by Lemma 1, we have
η < ζ and consequently Q˜(ε, γ) < Q̂(ε, γ). As a result, δ = Q˜(ε, γ˜) = Q̂(ε, γ̂) > Q˜(ε, γ̂). Since
Q˜(ε, γ˜) > Q˜(ε, γ̂) and ∂[
eQ(ε,γ)]
∂γ < 0, we have γ˜ < γ̂.
Third, we shall show (1− ε)γ̂ < γ˜. In light of the fact that
η =
εγ̂ − 1
γ̂ − 1
,
1
1− ε
=
1
1− ζ
+
1
γ̂
,
we have
1− η = (1− ε)
γ̂
γ̂ − 1
, 1− ζ =
1− ε
1− 1−εeγ
,
1− η
1− ζ
=
γ̂
γ̂ − 1
(
1−
1− ε
γ˜
)
.
Therefore, if (1− ε)γ̂ ≥ γ˜, then 1−η1−ζ ≥ 1, which implies ζ ≤ η. As a result,
exp (−γ˜ϕ(ε)) + exp (−γ˜ϕ(−ζ)) ≥ exp (−γ˜ϕ(ε)) + exp (−γ˜ϕ(−η))
> exp (−γ̂ϕ(ε)) + exp (−γ̂ϕ(−η)) = δ,
which contradicts exp (−γ˜ϕ(ε)) + exp (−γ˜ϕ(−ζ)) = Q˜(ε, γ˜) = δ. Hence, it must be true that
(1− ε)γ̂ < γ˜.
Now, we shall show (1). Since ϕ(ε) > 0 and exp (−γ˜ϕ(ε)) < δ = Q˜(ε, γ˜), we have
ln 1
δ
ϕ(ε) < γ˜.
Combining this lower bound with the previously established upper bound yields
ln 1
δ
ϕ(ε)
< γ˜ <
ln 2
δ
ϕ(ε)
. (13)
Clearly, as an immediate consequence of (13), we have limδ→0
eγ
[ϕ(ε)]−1 ln 2
δ
= 1. It remains to
show limε→0
eγ
[ϕ(ε)]−1 ln 2
δ
= 1. To this end, we need to prove limε→0
exp(−eγϕ(ε))/δ
exp(−eγϕ(−ζ))/δ = 1. It suffices to
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show limε→0 γ˜[ϕ(ε) − ϕ(−ζ)] = 0. By virtue of (13) and the condition
1
1−ε =
1
1−ζ +
1
eγ ,
ζ
ε
=
1− 1−ε
εeγ
1− 1−εeγ
≥
1− 1−ε
ε
ϕ(ε)
ln 1
δ
1− 1−εeγ
. (14)
Making use of the inequality of (14) and the facts that ϕ(ε)
ε
→ 0 and γ˜ > 1−ε
ε
→∞ as ε→ 0, we
have
lim inf
ε→0
ζ
ε
≥ lim
ε→0
1− 1−ε
ε
ϕ(ε)
ln 1
δ
1− 1−εeγ
= 1.
On the other hand, lim supε→0
ζ
ε
≤ 1 because ζ < ε. Hence,
lim
ε→0
ζ
ε
= 1. (15)
Applying the upper bound in (13), we have
exp (−γ˜ϕ(ε)) >
δ
2
=
1
2
Q˜(ε, γ˜) =
1
2
exp (−γ˜ϕ(ε)) +
1
2
exp (−γ˜ϕ(−ζ)) ,
which leads to exp (−γ˜ϕ(ε)) > exp (−γ˜ϕ(−ζ)), or equivalently,
ϕ(ε)− ϕ(−ζ) < 0. (16)
By (13), (15) and ( 16 ), we have
lim
ε→0
ϕ(ε) − ϕ(−ζ)
ϕ(ε)
= lim
ε→0
[
1−
ϕ(−ζ)
ζ2
(
ζ
ε
)2 ε2
ϕ(ε)
]
= 1− lim
ε→0
ϕ(−ζ)
ζ2
× lim
ε→0
(
ζ
ε
)2
× lim
ε→0
ε2
ϕ(ε)
= 1−
1
2
× 1× 2 = 0
and consequently,
lim sup
ε→0
γ˜[ϕ(ε) − ϕ(−ζ)] ≤ lim sup
ε→0
ln 1
δ
ϕ(ε)
[ϕ(ε) − ϕ(−ζ)] = 0,
lim inf
ε→0
γ˜[ϕ(ε) − ϕ(−ζ)] ≥ lim inf
ε→0
ln 2
δ
ϕ(ε)
[ϕ(ε) − ϕ(−ζ)] = 0.
It follows that limε→0 γ˜[ϕ(ε) − ϕ(−ζ)] = 0 and thus limε→0
exp(−eγϕ(ε))/δ
exp(−eγϕ(−ζ))/δ = 1.
Finally, since exp(−eγϕ(ε))δ +
exp(−eγϕ(−ζ))
δ = 1 and limε→0
exp(−eγϕ(ε))/δ
exp(−eγϕ(−ζ))/δ = 1, we have limε→0
exp(−eγϕ(ε))
δ =
1
2 , which implies limε→0
eγϕ(ε)
ln 2
δ
= 1.
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A.6 Proof of (VI) and (VII)
First, we shall derive the upper bound of Pr
{
n ≥ γ(1+̺)µ
}
. Since n is an integer, we have
Pr
{
n ≥
γ(1 + ̺)
µ
}
= Pr
{
n ≥
⌈
γ(1 + ̺)
µ
⌉}
= Pr
{
n ≥
γ(1 + ̺∗)
µ
}
where ̺∗ is a number satisfying γ(1+̺
∗)
µ =
⌈
γ(1+̺)
µ
⌉
. Clearly, ̺∗ ≥ ̺ by the definition of ̺∗. Let
m = γ(1+̺
∗)
µ − 1. Since ̺ >
µ
γ
, we have γ(1+̺)
µ
> 1, which implies m ≥ 1. Hence,
Pr
{
n ≥
γ(1 + ̺)
µ
}
= Pr{n ≥ m+ 1} = Pr{X1 + · · ·+Xm < γ} = Pr{X < z}
with X =
Pm
i=1Xi
m
and z = γm =
γµ
γ(1+̺∗)−µ . Note that 0 < z < µ as a result of ̺
∗γ ≥ ̺γ > µ. It
follows from Lemma 4 that
Pr
{
n ≥
γ(1 + ̺)
µ
}
= Pr{X < z} ≤ exp(mzM (z, µ))
= exp
(
γM
(
γµ
γ(1 + ̺∗)− µ
, µ
))
.
Since ̺∗ ≥ ̺ > µ
γ
, applying Lemma 7, we have M
(
γµ
γ(1+̺∗)−µ , µ
)
≤ M
(
γµ
γ(1+̺)−µ , µ
)
and
Pr
{
n ≥
γ(1 + ̺)
µ
}
≤ exp
(
γM
(
γµ
γ(1 + ̺∗)− µ
, µ
))
≤ exp
(
γM
(
γµ
γ(1 + ̺)− µ
, µ
))
= exp
(
γ
[
ln
(
1 + ̺−
µ
γ
)
+
(
1 + ̺
µ
−
1
γ
− 1
)
ln
(
1− µ
1− γµγ(1+̺)−µ
)])
=
(
1 + ̺−
µ
γ
)(1+̺− µγ )× γµ
×
(
1− µ
1 + ̺− µγ − µ
)(1+̺−µγ−µ)× γµ
for ̺ > µ
γ
.
Now we bound Pr
{
n ≤ γ(1−̺)µ
}
. Invoking (8), we have
Pr
{
n ≤
γ
µ(1 + ε)
}
≤ exp(γM (µ(1 + ε), µ))
= exp
(
γ
[
ln
(
1
1 + ε
)
+
(
1
µ(1 + ε)
− 1
)
ln
(
1− µ
1− µ(1 + ε)
)])
for µ(1 + ε) < 1. Letting ̺ = ε1+ε , we have
Pr
{
n ≤
γ(1− ̺)
µ
}
≤ exp
(
γ
[
ln (1− ̺) +
(
1− ̺
µ
− 1
)
ln
(
1− µ
1− µ1−̺
)])
= exp
(
γ
µ
[
(1 − ̺) ln (1− ̺) + (1− ̺− µ) ln
(
1− µ
1− ̺− µ
)])
= (1− ̺)(1−̺)×
γ
µ ×
(
1− µ
1− ̺− µ
)(1−̺−µ)× γ
µ
for 0 < ̺ < 1− µ.
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B Proof of Theorem 2
We need the following preliminary result.
Lemma 8 Let k = n − γ. Then, Pr{k ≥ s} ≤
(
s+γ
s
q
)s (s+γ
γ
p
)γ
for s > E[k]. Similarly,
Pr{k ≤ s} ≤
(
s+γ
s
q
)s (s+γ
γ
p
)γ
for 0 < s < E[k].
Proof. Note that k is a negative binomial random variable with distribution
Pr{k = k} =
(
γ + k − 1
k
)
pγqk, k = 0, 1, 2, · · · .
For any t > 0,
Pr{k ≥ s} = Pr{et(k−s) ≥ 1} ≤ E
[
et(k−s)
]
= e−ts E
[
etk
]
= e−ts
∞∑
k=0
etk
(
γ + k − 1
k
)
pγqk
= e−ts pγ
∞∑
k=0
(
γ + k − 1
k
)
(qet)k = φ(t)
where φ(t) = e−s
(
p
1−qet
)γ
. It can be checked that d lnφ(t)
dt
= −s + γqe
t
1−qet = 0 if s = (s + γ)qe
t,
in which t = ln
(
s
(s+γ)q
)
> 0 because s > E[k] = qγ
p
. Substituting qet = ss+γ and e
−ts =
(
s+γ
s q
)s
in φ(t) yields the upper bound of Pr{k ≥ s}. Similarly, the upper bound of Pr{k ≤ s} can be
established for 0 < s < E[k].
✷
Now we are in position to prove Theorem 2. By the definition of the estimator p˜ = γ
k+γ ,
Pr
{∣∣∣∣ p˜− pp
∣∣∣∣ ≥ ε} = Pr{k ≤ γp(1 + ε) − γ
}
+ Pr
{
k ≥
γ
p(1− ε)
− γ
}
.
To bound Pr
{
k ≤ γp(1+ε) − γ
}
, we need to consider three cases as follows.
(i): In the case of p(1 + ε) > 1, we have Pr
{
k ≤ γp(1+ε) − γ
}
= 0 < exp (−γϕ(ε)).
(ii): In the case of p(1 + ε) = 1, we have Pr
{
k ≤ γp(1+ε) − γ
}
= Pr{k = 0} = pγ = (1 + ε)−γ <
exp (−γϕ(ε)).
(iii): In the case of 0 < p(1 + ε) < 1, applying Lemma 8 with s = γp(1+ε) − γ <
γ
p − γ = E[k], we
have
Pr
{
k ≤
γ
p(1 + ε)
− γ
}
≤
(
s+ γ
s
q
)s(
s+ γ
γ
p
)γ
=
(
γ
p(1+ε)
γ
p(1+ε) − γ
q
) γ
p(1+ε)−γ
(
γ
p(1+ε)
γ
p
)γ
=
(
q
1− p(1 + ε)
) γ
p(1+ε)
−γ (
1
1 + ε
)γ
= exp (γM ((1 + ε)p, p)) .
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By the first statement of Lemma 6, we have M ((1 + ε)p, p) ≤ −ϕ(ε).
Therefore, Pr
{
k ≤ γp(1+ε) − γ
}
≤ exp (−γϕ(ε)) is true for all cases.
To bound Pr
{
k ≥ γp(1−ε) − γ
}
, applying Lemma 8 with s = γp(1−ε) − γ >
γ
p − γ > E[k] , we have
Pr
{
k ≥
γ
p(1− ε)
− γ
}
≤
(
s+ γ
s
q
)s(
s+ γ
γ
p
)γ
=
(
q
1− p(1− ε)
) γ
p(1−ε)
−γ (
1
1− ε
)γ
= exp (γM ((1− ε)p, p)) .
By the second statement of Lemma 6, we have M ((1 − ε)p, p) ≤ −ϕ(−ε) and thus Pr{k ≥
γ
p(1−ε) − γ} ≤ exp (−γϕ(−ε)). Combining the two bounds of the tail distribution probabilities of k,
we have
Pr
{∣∣∣∣ p˜− pp
∣∣∣∣ ≥ ε} ≤ exp (−γϕ(ε)) + exp (−γϕ(−ε)) = Q(ε, γ).
Clearly, Q(ε, γ) is monotone decreasing with respect to γ. Because of such monotone property
and the fact that limγ→∞Q(ε, γ) = 0, limγ→0 Q(ε, γ) > 1, there exists a unique number γ
∗ such
that Q(ε, γ∗) = δ.
To derive the lower bound for γ∗, applying Lemma 2, we have 0 < ϕ(ε) < ϕ(−ε) and thus
2 exp (−γϕ(−ε)) < Q(ε, γ). It follows that
max{2 exp (−γ∗ϕ(−ε)) , exp (−γ∗ϕ(ε))} < δ = Q(ε, γ∗),
from which we can obtain the lower bound of γ∗.
To derive the upper bound for γ∗, note that
Q(ε, γ) − Q˜(ε, γ) = exp (−γϕ(−ε))− exp (−γϕ(−ζ)) < 0
because 0 < ζ < ε < 1 and dϕ(−ε)dε > 0 for 0 < ε < 1. Hence, δ = Q(ε, γ
∗) = Q˜(ε, γ˜) > Q(ε, γ˜).
Since Q(ε, γ) is monotone decreasing with respect to γ, it must be true that γ∗ < γ˜ <
ln 2
δ
ϕ(ε) .
Finally, we consider the distribution of sample size. Note that
Pr
{
n ≥
γ(1 + ̺)
p
}
= Pr {k ≥ s}
where s = (1− p+ ̺)× γp . Note that
s+γ
s q = q ×
1+̺
1−p+̺ and
s+γ
γ p = 1 + ̺. By Lemma 8,
Pr
{
n ≥
γ(1 + ̺)
p
}
= Pr {k ≥ s}
≤
(
s+ γ
s
q
)s(s+ γ
γ
p
)γ
=
(
q ×
1 + ̺
1− p+ ̺
)(1−p+̺)× γ
p
(1 + ̺)γ
=
(
q
1− p+ ̺
)(1−p+̺)× γ
p
(1 + ̺)γ+(1−p+̺)×
γ
p
=
(
1− p
1− p+ ̺
)(1−p+̺)× γ
p
(1 + ̺)(1+̺)×
γ
p .
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Changing the sign of ̺ to negative yields
Pr
{
n ≤
γ(1 − ̺)
p
}
≤
(
1− p
1− p− ̺
)(1−p−̺)× γ
p
(1− ̺)
(1−̺)× γ
p .
This completes the proof of Theorem 2.
C Proof of Theorem 3
For simplicity of notations, define C(p) = Pr {|p̂− p| < εp} and S(γ, g, h, p) =
∑h
i=g
(
γ+i−1
i
)
pγ(1− p)i.
Then,
C(p) = Pr
{∣∣∣∣ γ − 1k+ γ − 1 − p
∣∣∣∣ < εp}
= Pr
{
γ − 1
(1 + ε)p
− γ + 1 < k <
γ − 1
(1− ε)p
− γ + 1
}
= Pr {g(p) ≤ k ≤ h(p)} = S(γ, g(p), h(p), p)
where
g(p) =
⌊
γ − 1
(1 + ε)p
⌋
− γ + 2, h(p) =
⌈
γ − 1
(1− ε)p
⌉
− γ.
It should be noted that C(p), g(p) and h(p) are actually multivariate functions of p, ε and γ.
We need some preliminary results.
Lemma 9 Let pℓ =
γ−1
(1−ε)(ℓ+γ−1) where ℓ ∈ Z. Then, h(p) = h(pℓ+1) = ℓ for any p ∈ (pℓ+1, pℓ).
Proof. Note that
h(p) =
⌈
γ − 1
(1− ε)p
⌉
− γ =
⌈
γ − 1
(1− ε)pℓ
pℓ
p
⌉
− γ =
⌈
(ℓ+ γ − 1)
pℓ
p
⌉
− γ.
Since 1 < pℓp <
pℓ
pℓ+1
= ℓ+γℓ+γ−1 for p ∈ (pℓ+1, pℓ), we have
ℓ+ γ − 1 <
⌈
(ℓ+ γ − 1)
pℓ
p
⌉
≤
⌈
(ℓ+ γ − 1)
ℓ+ γ
ℓ+ γ − 1
⌉
= ℓ+ γ.
Hence, ℓ− 1 < h(p) ≤ ℓ. Since h(p) is an integer, it must be true that h(p) = ℓ = h(pℓ+1).
✷
Lemma 10 Let pℓ =
γ−1
(1+ε)(ℓ+γ−1) where ℓ ∈ Z. Then, g(p) = g(pℓ) = ℓ+1 for any p ∈ (pℓ+1, pℓ).
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Proof. Note that
g(p) =
⌊
γ − 1
(1 + ε)p
⌋
− γ + 2 =
⌊
γ − 1
(1 + ε)pℓ
pℓ
p
⌋
− γ + 2 =
⌊
(ℓ+ γ − 1)
pℓ
p
⌋
− γ + 2.
Since 1 < pℓp <
pℓ
pℓ+1
= ℓ+γℓ+γ−1 for p ∈ (pℓ+1, pℓ), we have
ℓ+ γ − 1 ≤
⌊
(ℓ+ γ − 1)
pℓ
p
⌋
< (ℓ+ γ − 1)
ℓ+ γ
ℓ+ γ − 1
= ℓ+ γ.
Hence, ℓ+ 1 ≤ g(p) < ℓ+ 2. Since g(p) is an integer, it must be true that g(p) = ℓ+ 1 = g(pℓ).
✷
Lemma 11 Let α < β be two consecutive elements of the ascending arrangement of all distinct
elements of {a, b}∪ { γ−1(1−ε)(ℓ+γ−1) ∈ (a, b) : ℓ ∈ Z} ∪ {
γ−1
(1+ε)(ℓ+γ−1) ∈ (a, b) : ℓ ∈ Z}. Then, both g(p) and
h(p) are constants for any p ∈ (α, β).
Proof. Since α and β are two consecutive elements of the ascending arrangement of all distinct
elements of the set, it must be true that there is no integer ℓ such that α < γ−1(1−ε)(ℓ+γ−1) < β
or α < γ−1(1+ε)(ℓ+γ−1) < β. It follows that there exist two integers ℓ and ℓ
′ such that (α, β) ⊆(
γ−1
(1−ε)(ℓ+γ) ,
γ−1
(1−ε)(ℓ+γ−1)
)
and (α, β) ⊆
(
γ−1
(1−ε)(ℓ′+γ) ,
γ−1
(1−ε)(ℓ′+γ−1)
)
. Applying Lemma 9 and Lemma
10, we have g(p) = g
(
γ−1
(1−ε)(ℓ+γ−1)
)
and h(p) = h
(
γ−1
(1−ε)(ℓ′+γ)
)
for any p ∈ (α, β).
✷
Lemma 12 For any p ∈ (0, 1), limt↓0 C(p+ t) ≥ C(p) and limt↓0 C(p− t) ≥ C(p).
Proof. Observing that g(p + t) ≤ g(p) for any t > 0 and that
h(p+ t) = h(p) +
⌈
γ − 1
(1− ε)(p + t)
−
⌈
γ − 1
(1− ε)p
⌉⌉
= h(p)
for −1 < γ−1(1−ε)(p+t) −
⌈
γ−1
(1−ε)p
⌉
< 0, i.e., 0 < t < γ−1(1−ε)
(⌈
γ−1
(1−ε)p
⌉
− 1
)−1
− p, we have
S(γ, g(p + t), h(p + t), p+ t) ≥ S(γ, g(p), h(p), p + t) (17)
for 0 < t < max
{
1, γ−1(1−ε)
(⌈
γ−1
(1−ε)p
⌉
− 1
)−1}
− p. Since
g(p+ t) = g(p) +
⌊
γ − 1
(1 + ε)(p+ t)
−
⌊
γ − 1
(1 + ε)p
⌋⌋
,
we have
g(p+ t) =
g(p)− 1 for
γ−1
(1+ε)p =
⌊
γ−1
(1+ε)p
⌋
& 0 < t ≤ γ−1(1+ε)
(⌊
γ−1
(1+ε)p
⌋
− 1
)−1
− p,
g(p) for γ−1(1+ε)p 6=
⌊
γ−1
(1+ε)p
⌋
& 0 < t ≤ γ−1(1+ε)
(⌊
γ−1
(1+ε)p
⌋)−1
− p.
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It follows that both g(p + t) and h(p + t) are independent of t if t > 0 is small enough. Since
S(γ, g, h, p + t) is continuous with respect to t for fixed g and h, we have that limt↓0 S(γ, g(p +
t), h(p + t), p + t) exists. As a result,
lim
t↓0
C(p+ t) = lim
t↓0
S(γ, g(p + t), h(p + t), p + t)
≥ lim
t↓0
S(γ, g(p), h(p), p + t) = S(γ, g(p), h(p), p) = C(p),
where the inequality follows from (17).
Observing that h(p− t) ≥ h(p) for any t > 0 and that
g(p − t) = g(p) +
⌊
γ − 1
(1 + ε)(p − t)
−
⌊
γ − 1
(1 + ε)p
⌋⌋
= g(p)
for 0 < t < p− γ−1(1+ε)
(
1 +
⌊
γ−1
(1+ε)p
⌋)−1
, we have
S(γ, g(p − t), h(p − t), p− t) ≥ S(γ, g(p), h(p), p − t) (18)
for 0 < t < p− γ−1(1+ε)
(
1 +
⌊
γ−1
(1+ε)p
⌋)−1
. Since
h(p− t) = h(p) +
⌈
γ − 1
(1− ε)(p − t)
−
⌈
γ − 1
(1− ε)p
⌉⌉
,
we have
h(p− t) =

h(p) + 1 for γ−1(1−ε)p =
⌈
γ−1
(1−ε)p
⌉
& 0 < t < p− γ−1(1−ε)
(
1 +
⌈
γ−1
(1−ε)p
⌉)−1
,
h(p) for γ−1(1−ε)p 6=
⌈
γ−1
(1−ε)p
⌉
& 0 < t < p− γ−1(1−ε)
(⌈
γ−1
(1−ε)p
⌉)−1
.
It follows that both g(p − t) and h(p − t) are independent of t if t > 0 is small enough. Since
S(γ, g, h, p − t) is continuous with respect to t for fixed g and h, we have that limt↓0 S(γ, g(p −
t), h(p − t), p − t) exists. Hence,
lim
t↓0
C(p− t) = lim
t↓0
S(γ, g(p − t), h(p − t), p − t)
≥ lim
t↓0
S(γ, g(p), h(p), p − t) = S(γ, g(p), h(p), p) = C(p),
where the inequality follows from (18).
✷
Lemma 13 Let 0 < u < v < 1, h ≥ 0 and g ≤ h. Then,
min
p∈[u,v]
S(γ, g, h, p) = min{S(γ, g, h, u), S(γ, g, h, v)}.
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Proof. Since Pr{k ≤ k} = Ip(γ, k + 1) where Ip is the regularized incomplete beta function
Ip(a, b) =
B(p, a, b)
B(a, b)
=
∫ p
0 t
a−1(1− t)b−1dt∫ 1
0 t
a−1(1− t)b−1dt
,
we have
∂[Pr{k ≤ l}]
∂p
=
pγ−1(1 − p)l
B(γ, l + 1)
> 0 (19)
for any integer l ≥ 0. To show the lemma, it suffices to consider 2 cases as follows.
Case (i): g ≤ 0 ≤ h. In this case, S(γ, g, h, p) = S(γ, 0, h, p), which is increasing as a result of
(19).
Case (ii): 0 < g ≤ h. By (19), for two integers 0 ≤ k < l,
∂[Pr{k < k ≤ l}]
∂p
=
pγ−1(1− p)l
B(γ, l+ 1)
−
pγ−1(1− p)k
B(γ, k + 1)
=
pγ−1(1− p)k
B(γ, l + 1)
[
(1 − p)l−k −
l!(γ + k)!
k!(γ + l)!
]
> 0
if p < 1−
[
l!(γ+k)!
k!(γ+l)!
] 1
l−k
. If follows that S(γ, g, h, p) is a unimodal function of p.
From such investigation of the derivative of C(p) = S(γ, g, h, p) with respective to p, we can see
that one of the following three cases must be true: (1) C(p) decreases monotonically for p ∈ [u, v];
(2) C(p) increases monotonically for p ∈ [u, v]; (3) there exists a number θ ∈ (u, v) such that C(p)
increases monotonically for p ∈ [u, θ] and decreases monotonically for p ∈ (θ, v]. It follows that
the lemma must be true for all cases.
✷
Lemma 14 Let α < β be two consecutive elements of the ascending arrangement of all distinct
elements of {a, b} ∪ { γ−1(1−ε)(ℓ+γ−1) ∈ (a, b) : ℓ ∈ Z} ∪ {
γ−1
(1+ε)(ℓ+γ−1) ∈ (a, b) : ℓ ∈ Z}. Then,
C(p) ≥ min{C(α), C(β)} for any p ∈ (α, β).
Proof. By Lemma 11, g(p) and h(p) are constants for any p ∈ (α, β). Hence, we can drop the
argument p and write g(p) = g, h(p) = h and C(p) = S(γ, g, h, p).
For p ∈ (α, β), define interval [α + t, β − t] with 0 < t < min
(
p− α, β − p, β−α2
)
. Then,
p ∈ [α+ t, β − t]. By Lemma 13,
C(p) ≥ min
µ∈[α+t,β−t]
C(µ) = min{C(α+ t), C(β − t)}
for 0 < t < min
(
p− α, β − p, β−α2
)
. By Lemma 12, both limt↓0 C(α + t) and limt↓0 C(β − t) exist
and are bounded from below by C(α) and C(β) respectively. Hence,
C(p) ≥ lim
t↓0
min{C(α+ t), C(β − t)}
= min
{
lim
t↓0
C(α + t), lim
t↓0
C(β − t)
}
≥ min{C(α), C(β)}
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for any p ∈ (α, β). ✷
Finally, we can readily deduce Theorem 3. The first statement on the minimum of the coverage
probability follows immediately from Lemma 14. The second statement on the minimum of the
coverage probability can be proved in a similar way.
D The Incomplete Work of Dagum et al.
Let Z1, Z2, · · · be a sequence of i.i.d. random variables defined on the same probability space
such that Zi ∈ [0, 1] and E[Zi] = µZ ∈ (0, 1). In order to estimate µZ , Dagum et al. proposed (in
Section 2.1, page 1486 of [6]) the following Stopping Rule Algorithm:
Initialize N ← 0, S ← 0.
While S < Υ1 do: N ← N + 1, S ← S + ZN .
Return µ̂Z =
Υ1
N as the estimate of µZ .
In Section 2.1, page 1486 of [6], Dagum et al. claimed that the reliability of the estimate µ̂Z
is asserted by the following “Stopping Rule Theorem”.
Theorem 4 Let ε ∈ (0, 1) and δ ∈ (0, 1). Then, Pr{|µ̂Z − µZ | ≤ εµZ} ≥ 1− δ.
We would like to point out that the proof of Dagum et al. is not complete. There exists a
significant gap which cannot be patched by using their argument.
D.1 The Proof of “Stopping Rule Theorem” by Dagum et al
To exhibit the fallacy of the argument by Dagum et al., we shall represent their proof for “Stopping
Rule Theorem” in this section. The following preliminary result is first established by Dagum et
al. as Lemma 4.6 in page 1489 of [6].
Lemma 15 Let λ = e − 2. Let ρZ = max{σ
2
Z , εµZ} where σ
2
Z is the variance of Z. Define
ξk =
∑k
i=1(Zi − µZ) for k = 1, 2, · · · . Then, for any fixed N > 0 and any β ∈ [0, 2λρZ ],
Pr
{
ξN
N
≥ β
}
≤ exp
(
−Nβ2
4λρZ
)
(20)
and
Pr
{
ξN
N
≤ −β
}
≤ exp
(
−Nβ2
4λρZ
)
. (21)
The argument of Dagum et al. (in Section 5, page 1490-1491 of [6]) for the “Stopping Rule
Theorem” proceeds as follows. Let NZ be the sample size at the stopping time. Recall that
µ̂Z =
Υ1
NZ
. It suffices to show that
Pr
{
NZ <
Υ1
µZ(1 + ε)
}
≤
δ
2
(22)
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and that (equation (8), page 1491 of [6])
Pr
{
NZ >
Υ1
µZ(1− ε)
}
≤
δ
2
. (23)
To show (22), it suffices to consider the case that µZ(1 + ε) ≤ 1, since the theorem is trivially
true if µZ(1 + ε) > 1. Let L =
⌊
Υ1
µZ(1+ε)
⌋
. By the definitions of Υ1 and L,
L =
⌊
1 + (1 + ε)4λε2 ln
2
δ
µZ(1 + ε)
⌋
>
1 + (1 + ε)4λε2 ln
2
δ
µZ(1 + ε)
− 1 ≥
4λ
ε2µZ
ln
2
δ
. (24)
Since NZ is an integer, NZ <
Υ1
µZ(1+ε)
implies NZ ≤ L. But NZ ≤ L if and only if SL ≥ Υ1.
Thus, Pr
{
NZ <
Υ1
µZ(1+ε)
}
≤ Pr{NZ ≤ L} = Pr{SL ≥ Υ1} where SL =
∑L
i=1 Zi. Let β =
Υ1
L
− µZ .
Then, Pr{SL ≥ Υ1} = Pr{SL − µZL − βL ≥ 0} = Pr
{
ξL
L
≥ β
}
. Noting that εµZ ≤ β ≤ 2λρZ ,
Lemma 15 implies that Pr
{
ξL
L ≥ β
}
≤ exp
(
−Lβ2
4λρZ
)
≤ exp
(
−L(εµZ )
2
4λρZ
)
. Using the last inequality of
(24) and noting that ρZ ≤ max{µZ(1 − µZ), εµZ} ≤ µZ , it follows that Pr
{
NZ <
Υ1
µZ(1+ε)
}
≤
Pr
{
ξL
L ≥ β
}
≤ exp
(
−L(εµZ )
2
4λρZ
)
≤ δ2 . This completes the proof of (22).
Finally, instead of giving detailed argument in [6], Dagum et al. claimed that the proof of
(23) is similar.
D.2 A Hole in the Proof of Dagum et al
We would like to point out that the proof of Dagum et al. is not complete because (23) cannot
be shown by a similar argument of Dagum et al. in proving (22). The gap is exhibited as follows.
To show Pr
{
NZ >
Υ1
µZ (1−ε)
}
≤ δ2 in the similar spirit of the first part, it is expected to construct
an integer L and a real number β = µZ −
Υ1
L such that{
NZ >
Υ1
µZ(1− ε)
}
⊆ {SL ≤ Υ1}, (25)
εµZ ≤ β, (26)
β ≤ 2λρZ , (27)
L ≥
4λ
ε2µZ
ln
2
δ
(28)
and consequently
Pr
{
NZ >
Υ1
µZ(1− ε)
}
≤ Pr{SL ≤ Υ1} (29)
= Pr
{
ξL
L
≤ −β
}
(30)
≤ exp
(
−Lβ2
4λρZ
)
(31)
≤ exp
(
−L(εµZ)
2
4λρZ
)
(32)
≤ exp
(
−Lε2µZ
4λ
)
(33)
≤
δ
2
(34)
28
where (29) relies on (25); (30) is due to the definitions of β and SL; (31) relies on (21) of Lemma
15 and (27); (32) relies on (26); (33) is due to the fact ρZ ≤ max{µZ(1 − µZ), εµZ} ≤ µZ ; (34)
relies on (28).
Unfortunately, it is possible that (26) contradicts (25)! To see this, note that, by the definition
of β and (26), we have εµZ ≤ µZ −
Υ1
L
, i.e., L ≥
⌈
Υ1
(1−ε)µZ
⌉
since L is an integer. We can show
that
{
NZ >
Υ1
µZ (1−ε)
}
⊆ {SL ≤ Υ1} is not true if L ≥
⌈
Υ1
(1−ε)µZ
⌉
. For this purpose, note that{
NZ >
Υ1
µZ (1−ε)
}
= {NZ > K} = {SK < Υ1} where K =
⌊
Υ1
(1−ε)µZ
⌋
. For a random variable Z with
mean value µZ such that
Υ1
(1−ε)µZ
is not an integer, we have K =
⌊
Υ1
(1−ε)µZ
⌋
<
⌈
Υ1
(1−ε)µZ
⌉
≤ L. As a
result, it is possible that
∑K
i=1 Zi < Υ1 <
∑L
i=1 Zi, which implies that {SK < Υ1} ⊆ {SL ≤ Υ1}
is not true. Thus we have shown that (25) is not necessarily true if (26) is satisfied. This
demonstrates that it is not possible to show Pr
{
NZ >
Υ1
µZ(1−ε)
}
≤ δ2 by using the argument of
Dagum et al.
E The Fallacy of Cheng’s Reasoning
In order to improve efficiency, Cheng revised the Stopping Rule Algorithm of Dagum et al. by
replacing the threshold value Υ1 with a smaller number α. See, pages 12–13, Algorithm 1 of
Section 5, and page 18, lines 9-10 of his paper [4].
Cheng claimed that such a revised algorithm ensures Pr{|µ̂Z − µZ | ≤ εµZ} ≥ 1 − δ. He first
established Theorem 4 in page 7 of his paper, which is restated as Theorem 5 follows.
Theorem 5 Let Z1, · · · , Zn be i.i.d. random variables bounded in [0, 1] with common mean value
µZ ∈ (0, 1). Let 0 < ε < min{1, (1 − µZ)/µZ}. Then, Pr
{∣∣∣Pni=1 Zin − µZ ∣∣∣ ≤ εµZ} ≥ 1 − δ if
n ≥ 1µZ
1
(1+ε) ln(1+ε)−ε ln
(
2
δ
)
.
In the first paragraph of page 18 of his paper [4], after defining events
E1 =
{
0 < µZ <
µ̂Z
1 + 3ε
}
, E2 =
{
µ̂Z
1 + 3ε
≤ µZ <
µ̂Z
1 + 2ε
}
,
E3 =
{
µ̂Z
1 + 2ε
≤ µZ <
µ̂Z
1 + ε
}
, E4 =
{
µZ ≥
µ̂Z
1 + ε
}
,
Cheng applied the law of total probability to write
Pr {|µ̂Z − µZ | ≤ εµZ} =
4∑
i=1
Pr{|µ̂Z − µZ | ≤ εµZ | Ei}Pr{Ei}
and attempted to show that the right-hand side of the equality is bounded from below by 1 − δ.
Unfortunately, Cheng made a fundamental mistake in bounding Pr {|µ̂Z − µZ | ≤ εµZ | E4} and
other terms alike. He noted that SNZ =
∑NZ
i=1Xi ≥ α and thus NZ ≥
1
bµZ
1
ln(1+ε)−ε/(1+ε) ln
(
2
δs
)
29
because of the definitions of the stopping rule and α. Conditioning upon µZ ≥
bµZ
1+kε with some
constant k, he obtained
NZ ≥
1
µZ
1 + ε
1 + kε
ln
(
2
δs
)
(1 + ε) ln(1 + ε)− ε
=
1
µZ
1
(1 + ε) ln(1 + ε)− ε
ln
(
2
δs
) 1+ε
1+kε
(35)
and then applied Theorem 5 to claim
Pr
{∣∣∣∣ µ̂Z − µZµZ
∣∣∣∣ ≤ ε | µZ ≥ µ̂Z1 + kε
}
≥ 1− 2
(
δs
2
) 1+ε
1+kε
, (36)
which was equation (28) of page 17 in his paper [4].
Here Cheng made a subtle and critical mistake by illegally applying Theorem 5. The reason
is that the sample size requirement of Theorem 5 is independent of samples, while the validity of
(35) depends on samples. Consequently, (36) is not justified. This affects subsequent relevant
development.
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