Based on the spatiotemporal chaotic system, a novel algorithm for constructing a one-way hash function is proposed and analysed. The message is divided into fixed length blocks. Each message block is processed by the hash compression function in parallel. The hash compression is constructed based on the spatiotemporal chaos. In each message block, the ASCII code and its position in the whole message block chain constitute the initial conditions and the key of the hash compression function. The final hash value is generated by further compressing the mixed result of all the hash compression values. Theoretic analyses and numerical simulations show that the proposed algorithm presents high sensitivity to the message and key, good statistical properties, and strong collision resistance.
Introduction
With the popularization of digital networks, especially the rapid development of electronic commerce and electronic government affairs, information security issues are attracting more and more attention. As a ubiquitous physical process in nature, chaos has been applied to the design of cryptographic systems, including image encryption, [1−5] synchronization communication, [6−8] and the hash function, [9−33] due to its analogous cryptography characteristics such as extremely sensitivity to initial conditions and system parameters, randomness and ergodicity. The cryptographic hash function is a key technology for information security and plays an important role in data integrity, message authentication and digital signatures, [9−11] which is a one-way cryptosystem used to compress an arbitrary length message into a fixed length value. Since Rivest constructed MD4 in 1990, [12] several conventional hash functions have been presented, [13] i.e., MD5, SHA-0, SHA-1, PIPEMD, SHA-2. Among them, MD5 and SHA-1 are the two most popular hash functions and usually used for all kinds of networks. However, these conventional hash functions are constructed by using either complicated methods based on arithmetical operations or multiround iterations of some available ciphers. [14] Moreover, MD5, SHA-1, and PIPEMD were successfully attacked by Wang et al., [15−17] and collision of SHA-0 [18] can be found within the running-time of about 2 40 SHA-0 algorithms. Meanwhile, such results have led to a lack of confidence in SHA-2, due to its similarity to MD5 and SHA-1. [19] So some new algorithms for constructing an efficient and secure hash function have become a key point for researchers. Recently, some hash function constructions based on simple chaotic maps or chaotic neural networks were successively presented, each of which has a higher security level. For example, Wang et al. [20] introduced a hash function based on extended chaotic map switch in 2003. Peng et al. [21] and Zhang et al. [22] presented a hash function based on two-dimensional hyper-chaotic mappings and the spatiotemporal chaos in 2005, respectively. The above three algorithms are insecure, and Wang et al. [23] pointed out the potential collision flaws of this kind of method for constructing one-way hash function in Refs. [20] - [22] . In 2008, Zheng et al. [24] constructed the generalized Henon-based hash function; Yang and Gao [25] proposed a one-way hash function based on a hyper-chaotic cellular neural network; Long et al. [26] structured a one-way hash function based on an unified chaotic system. Although these algorithms improve security to some extent, the efficiency of their practical application is not high. Then, two algorithms for keyed hash function construction based on chaotic neural network and spatiotemporal chaos were first proposed in 2009. [27, 28] Soon afterwards, Wang and Zhao [29] analysed the weak keys and forgery attacks against the algorithm in Ref. [27] and took some measures to improve its security, and Wang and Shan [30] indicated the collisions existing in Ref. [28] and proposed an improved algorithm to avoid them. On that basis, some new parallel hash functions based on a spatiotemporal chaotic system or a chaotic neural network are presented. [31−33] Compared with simple chaotic maps, spatiotemporal chaos greatly enhances the spatiotemporal complexity of nonlinear dynamics and mixtures, which can effectively prevent a raider from breaking the hash function. Therefore, in this article, we utilize the spatiotemporal chaotic map to construct a one-way hash function. Both the information about each message block and its position in the whole message block chain constitute the initial conditions and key of the spatiotemporal chaotic system, namely, the hash compression function. The final hash value is generated by further compressing the mixed result of all the hash compression values. Theoretic analyses and numerical simulation show that the proposed algorithm possesses high message and key sensitivity, good statistical properties, and strong collision resistance.
Preliminaries

Spatiotemporal chaos
In this paper, a spatiotemporal chaotic system is taken as the mold of the compression function h, which is a dynamical system with discrete-time, discretespace, and continuous states. It is composed of nonlinear lattice maps, and each local map is coupled with other local maps according to a certain coupling rule. The spatiotemporal chaos system is defined as follows: [34] 
where n is the time index, i (i = 1, 2, . . . , L) is the lattice site index, ε ∈ (0, 1) is the coupling constant, and x n (i) represents the state variable for the i-th site at time n. The periodic boundary condition
is assumed, and here the local mapping function f is described as follows:
When the parameter µ ∈ (3.5699456 4], the system is in a chaotic state as demonstrated in Fig. 1 . 
Prime module congruence method (PMCM)
PMCM is a common pseudo-random number generator (PRNG). It is described as follows:
where M ∈ Z + is the modulus and a ∈ Z + is the multiplication factor, x n ∈ [0, M ] is the generated pseudo random sequence, and r n ∈ (0, 1) is the corresponding random decimal. In general, there are two specific types: a = 3125, M = 2 35 − 31, and a = 16807,
One-way hash function
The hash value is generated by the function form,
where h is the compression function, M i is the corresponding group message and ∑ denotes a nonlinear combination. A secure one-way hash function must satisfy the following properties. [35] 1) The function H( ) is keyed one-way, i.e., (i) given the key and M , it is easy to compute H(M ); (ii) without the key information, it is hard to find M when H(M ) is given; (iii) without the key information, it is hard to find H(M ) when M is given.
2) The function H( ) has sufficient confusion and diffusion. It should uniformly distribute the message 060503-2 digest in the message digest space. This thwarts statistical attacks.
3) The function H( ) is keyed collision free. That is, without the key information, it is difficult to find two diverse message M and
4) The function H( ) should produce a message digest with at least 128-bit to thwart the birthday attack.
5)
The function H( ) should have enough key space to thwart exhaustive key searching.
Compared with simple chaotic mappings, in addition to good chaotic inherent characters, the spatiotemporal chaotic system has strong spatiotemporal complexity and mixture, which can form the solid theoretical foundation for excellent hash function construction.
3. Parallel hash algorithm construction 3.1. The whole algorithm structure
In the process of generating the hash value, a message of arbitrary length is first divided into blocks whose lengths each are determined by the compression function h. It is padded to make its length a multiple of the message block length. Then, these blocks are synchronously processed. The final hash value is a mixed result of output values from all compression functions. The whole structure of the hash function construction is painted and shown in Fig. 2 . 
Algorithm description
Let N ≥ 128 be the bit-length of the final hash value. In order to describe the algorithm in detail, here N = 128 is assumed. The concrete process of hash function construction is as follows:
Step 1 Let l = 512 be the bit-length of each message block. The original message M is padded such that its length is a multiple of l: let m be the length of the original message M , the padding bits (100 . . . 0) 2 with length n (such that (m + n) mod 512 = 512 − 64 = 448, 1 ≤ n ≤ 512) are appended. The left 64-bit denotes the length of the original message M . If m is greater than 2 64 , then
divided into p blocks with 512-bit, namely, 64 bytes.
Step 2 Set a 256-bit initial value H 0 . Utilize PMCM mentioned above to generate a pseudorandom sequence with 64 numbers. Map the 64 decimals to a 256-bit binary value in terms of the rule in Table 1 .
Step 3 According to the transform of the compression function h, generate the intermediate values
Step 4 Execute the operation according to Eq. (5),
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Step 5 Further diffusion H p . Divide the 256-bit binary number H p into 32 binary numbers from left to right, i.e. every 8-bit forms a new binary number, and transform them into corresponding integers IN j (j = 1, 2, . . . , 32). Then these integers IN j are regarded as a single message block, and this new message block is implemented by the operations of the hash compression function. The final hash value H will be obtained from the compression value. Here, we point out that the lattice period is L = 32 now, and the coupling constant is ε = 0.1. Other operations are the same as those of the i-th message block in the above two steps.
The spatiotemporal chaotic system in Subsection 2.1 is used to generate the hash compression value. Because each message block has 64 characters with 8-bit, the lattice period is L = 64. The detailed operations to do the i-th message block M i (i = 1, 2, . . . , p) are described as follows.
i Table 1 .
v) The binary sequence in Table 1 is linked in series to assemble a 64-bit string, and the 64-bit string is done to cycle shift k times (k = τ mod 16) in order to gain a new binary sequence with 16 elements. The result is demonstrated in Fig. 3. vi) According to the one-to-one relationship between 16 small intervals and the new binary sequence, the 64-state results x τ (j) are mapped to a 256-bit binary number K i (i = 1, 2, . . . , p). It can be seen that the hash compression value
is generated in parallel, and it must be related to the corresponding key, the order and the content of current message block M i , which can guarantee the security of the algorithm.
Security and performance analyses
Statistical distribution of hash value
The uniform distribution of hash values is one of the most important requirements for hash function 060503-4 construction, which is directly related to the security of hash function. A simulation experiment has been done on the following paragraph of message: "Guangzhou is located in the middle south of Guangdong Province, north of the Pearl River Delta. It lies close to the South China Sea, Hong Kong, and Macau. Zhujiang (named also The Pearl River), the third largest river of China, runs through Guangzhou and is navigable to the South China Sea. Situated in such an excellent geographical region, Guangzhou is called China's South Gate. Covering an area of 7434.4 square kilometers, Guangzhou is home to more than 11 million people, including a 3.7 million." Two-dimensional graphs are plotted to demonstrate the differences between the original message and the final hash value. In Fig. 4(a) , the ASCII codes of the original message are localized within a small area, while in Fig. 4(b) , the hexadecimal hash value is spread around very uniformly. A similar experiment is done to a paragraph of all "0" message with the same length as that of the original message. The contrast between message and the final hash value is also demonstrated in Fig. 5 . Even under this very extreme condition, the difference is still distinct, and the distribution of the hash value is uniform. The simulation results indicate that there is a high influence of the original message on confusion and diffusion in the algorithm. 
Sensitivity of hash value to message
In order to evaluate the sensitivity of hash value to message, several simulation experiments are done under the following different six conditions: C1: the original message mentioned above; C2: change the first character G in the original message into H; C3: change the number 11 in the original message into 10; C4: change the full stop at the end of the original message into comma; C5: change the word including in the original message into the word excluding; C6: adds a blank space to the end of the original Fig. 6 . The simulation result indicates that a tiny difference in the original message can cause a huge change in the final hash value. 
Statistic analyses of confusion and diffusion
According to Shannon's information theory, diffusion and confusion are two basic principles to guide the design of an encryption algorithm, including hash function construction. [36] Hash function not only requires the effect of a single bit in original message that can spread around the whole hash value, but also hopes a complex relationship between the original message and the hash value that can guarantee the high probability property of the original message hidden. In the proposed algorithm, the original message information is mapped into parameter space, and the number of iterations for each message block is related to the corresponding message block. As is well known, each bit of the hash value in binary format is only 0 or 1, so the ideal diffusion effect should be that any tiny change in the original message under the same conditions leads to a 50% changing probability for each bit of the hash value. Here, four statistics are defined to test the confusion and diffusion of the hash function. They are as follows:
mean changed probability: P = (B /128 ) × 100%; mean-square deviation of the changed bit number:
mean-square deviation of the changed probability:
where N is the total number of tests and B i is the changed bit number in the i-th test. The message mentioned above is chosen to perform the test 256, 512, 1024, 2048, 3418 times, respectively. The experimental method is that a paragraph of message is randomly chosen, and the corresponding hash value is generated. Then a bit of the chosen message is randomly selected and toggled, and a new corresponding hash value is gained. Comparing two hash values, the number of changed bits is counted as B i . The experimental results are shown in Fig. 7 and in Table 2 , respectively. 
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From the experiment results, we can see that both the mean changed bit numberB and mean changed probability P are very close to their ideal values, while ∆B and ∆P are very small, which indicates the capability for confusion and diffusion is very stable. Therefore, the proposed algorithm for hash function construction approaches the ideal performance and satisfies the requirement for resisting statistical attacks.
Key security
The key security includes two aspects: the initial hash value H 0 with 256-bit and parameters of hash compression function in each message block. We perform the corresponding experiments in these two aspects, respectively. For each bit change of the initial hash value H 0 , the distributions of changed bit number and probability of the final hash value are plotted in Fig. 8 , and the corresponding four statistics are listed in Table 3 . It can be seen that the influence of a single bit at any location of the initial hash value H 0 can spread around the whole hash value. On the other hand, the experimental result of the sensitivity of hash value to the parameters is shown in Fig. 9 . The experimental conditions are set as follows. The graphical displays of binary sequences are shown in Fig. 9 , indicating that the hash value is sensitive to the parameters within an accuracy of 10 15 so that there is a large enough key space to resist the brute-force attack. 
Analysis of collision resistance
Two kinds of test methods are performed to conduct quantitative analysis on collision resistance. The first test method is as follows. [24−33] First, the hash value for a paragraph of message randomly chosen is generated and stored in ASCII format. Then a bit in the message is selected randomly and toggled. A new hash value is then generated and stored in ASCII for-
mat. Two hash values are compared, and the number of ASCII characters with the same value at the same location in the hash value, namely the number of hits, is counted. This kind of collision test is performed 2048 times, and the experimental result is given in Fig. 10 . It is noticed that the maximal number of equal entries is only two and the collision is very low. Moreover, the absolute difference between two hash values is calculated using the following formula:
where e i and e The other test method is as follows. [20−23] First, the original message is taken as a byte, namely 8 bits, so the corresponding ASCII codes are from 0 to 255. Then the hash value is also taken as 8 bits, and the range of decimal hash value is the same as that of the original message, which guarantees that the hash value space is equivalent to the message space. Moreover, k denotes the number of a certain hash value mapping into the message space, and n(k) denotes the number of k ASCII values in the hash value space. If n(1) is greater, and others are smaller, the confusion and diffusion of hash function algorithm will be better and probability of collision will be less. Moreover, the collision resistance property of the hash function construction algorithm can be calculated using the formula: Fig. 11(a) , we can obtain the distribution of R(k) − k shown in Fig. 11(b) , which indicates the good collision resistance property of the proposed hash function construction algorithm. 
Comparison with other algorithms
Firstly, in order to compare the statistic performance with other algorithms, the corresponding data from Refs. [24] - [28] and [31] - [33] are listed in Table 5 . For convenience of comparison, the statistic results of our algorithm are also given in Table 5 . These results show that the statistic performances of all these functions are close to the ideal situation and so can resist statistical attacks. Among these algorithms, our scheme presents the best statistic performance.
In addition, the absolute difference between two hash values using various algorithms is obtained and 060503-8 listed in Table 4 . The maximal number of equal characters at the same location in the hash values is listed in Table 6 . Obviously, the bigger the absolute difference or the smaller the maximal number of equal characters, the stronger the collision resistance is. According to the data listed in Table 4 , our algorithm has a larger absolute difference between two hash values than other algorithms proposed. And it can be seen from Table 6 that the maximal number of equal characters among all algorithms, except for that cited from Ref. [25] , is equal to 2. So our algorithm possesses a stronger collision resistance to some extent. In addition, comparing the proposed algorithm with those cited from Refs. [28] and [30] , there are some differences in several aspects as shown below.
(I) For the overall structure, the proposed algorithm in this paper is achieved in the parallel mode, that is to say, each message block is processed in parallel, while those of the algorithms in the Refs. [28] and [30] are realized in a sequential mode, i.e., the output state values of each message block are taken as the initial input values of the next one.
(II) The spatiotemporal chaos is chosen as the corresponding hash compression function in three papers, but the basic modules constituting the spatiotemporal chaotic system is different from each other. In this paper, the coupled map lattice (CML) is employed as the model to generate the corresponding spatiotemporal chaotic system and the logistic defined in Eq. (2) are taken as the local mapping function; while the spatiotemporal chaotic system is a linear combination of two simple piecewise functions in Refs. [28] and [30] .
(III) The key stream of the proposed algorithm in this paper is obtained by PMCM and a map between decimal number and binary sequence, with 256-bit; while that of the algorithms in Refs. [28] and [30] is set arbitrarily, with 128-bit, respectively.
(IV) The original message is padded with zeros to make the length a multiple of the length of each block message in Ref. [28] . In Ref. [30] and this paper, the padding rule is that the last padded 64 bits denote the length of the original message.
(V) Both the final hash value and each medial hash compression value of the proposed scheme are gained by mapping the state value of each lattice into a binary number with 4-bit in light of the rule in Table 1. But the hash values in Refs. [28] and [30] are produced by extracting the 32 bits after the decimal point from the state value of each site and then making the transformations of a certain rule.
Conclusion
In this paper, a novel algorithm for constructing a one-way hash function based on the spatiotemporal chaotic system is proposed and analysed. Not only the message block information but also its position in the whole message block chain serves as the initial conditions and key of the hash compression function, that is, the spatiotemporal chaotic system. The output of the hash compression function is composed of lattice state values by iterating the spatiotemporal chaos. In order to enhance the diffusion of the parallel processing of message blocks, we further compress the mixed result of all the hash compression values, then the final hash value is generated by mapping according to the rule in Table 1 . Moreover, due to the parallel processing, the efficiency of the algorithm in practical application is improved to some extent. Simulation results show that the algorithm is extremely sensitive to to the message and the key, and has a strong diffusion capability and good collision resistance.
