We study the rook version of the colored partition algebras P k (n, G) and P k (n, G) and we obtain the corresponding Schur-Weyl dualities.
of the wreath product G S n inside S |G| S n . The G-vertex colored partition algebra P k (n, G) has been introduced in [11] and has been realized as the centralizer algebra of the subgroup G × S n of G S n . The extended vertex colored partition algebras P k (n, G), which is the centralizer algebra of the subgroup S n of G × S n , and the representations of these algebras have been studied in [12] and [13] . In the case |G| = m, the natural inclusion of groups S n ⊆ G × S n ⊆ G S n ⊆ S m S n ⊆ S mn induces the natural revers inclusion of the corresponding centralizer algebras as P k (mn) ⊆ P k (m, n) ⊆ − → P k (n, G) ⊆ P k (n, G) ⊆ P k (n, G), which have been studied explicitly in [6] .
The rook (or half) partition algebras have been introduced by Martin and Rollet [9] , also studied by Halverson and Ram [3] and Grood [2] with different notations. We will use the notation P k+ 1 2 (x) for the half partition algebra. The half partition algebra P k+ 1 2 (x) is the centralizer algebra of the symmetric group S n−1 on V ⊗k , where V = C n is the natural representation of S n . This rook version is used to construct the RSK correspondence for the partition algebra, see [4] . In this paper, we study the rook version of these colored partition algebras P k (x, G) and P k (n, G) and the corresponding Schur-Weyl dualities.
Preliminaries

The structure of P k (x) and the rook version
A k-partition diagram is a simple graph on two rows of k-vertices, one above the other. The connected components of such a graph partition the 2k vertices into l disjoint subsets with 1 ≤ l ≤ 2k. We say that two k-diagrams are equivalent if they give rise to the same partition of the 2k vertices. For example, the following are equivalent 5-diagrams.
When we speak of diagrams, we are really talking about the associative equivalence classes. Number the vertices of a k-diagram 1, 2, . . . , k from left to right in the top row, and k + 1, k + 2, . . . , 2k from left to right in the bottom row. For every field F and x ∈ F, we can define the partition algebra P k (x) on F-span of the k-partition diagrams with the following multiplication on diagrams.
The multiplication of two k-partition diagrams d and d is defined as follows: • Place d on the top and d at the bottom.
• Identify (or join) the (k + j) th vertex of d with the j th vertex of d . The resulting diagram now has a top row, a bottom row and a middle row of vertices.
• Let d be the partition diagram whose classes are obtained from the resulting diagram by using only the top and bottom row vertices in which they are connected by some path. Replace each "component" which is contained in the middle level by the variable x. (ie.) dd = x λ d , where λ is the number of components in the middle level. This product is associative and is independent of the graph that we choose to represent the k-partition diagram. The identity is given by the partition diagram having each vertex in the top row connected to the vertex below it in the bottom row. The dimension of P k (x) is the Bell number B(2k) and
where the Sterling number S(2k, l) is the number of equivalence relations having exactly l parts. The span of the partition diagrams for which each component has exactly two vertices is the Brauer algebra B k (x). The span of the partition diagrams for which each component has exactly two vertices, one in each row is the group algebra 
Theorem 2.1.1 [10] For each integer k ≥ 0, P k (x) is semisimple over C(x), the field of complex rational polynomials in x. The algebra P k (ξ ) is semisimple over C whenever ξ is not an integer in the range [0, 2k − 1].
Schur-Weyl duality
Let V = C n with standard basis v 1 , v 2 , . . . , v n be the permutation module for the symmetric group S n . Then π(v i ) = v π(i) , for π ∈ S n and 1 ≤ i ≤ n. For each positive integer k, the tensor product space V ⊗k is a module for the group S n with a standard basis given by
The action of π ∈ S n on a basis vector is given by Define the action of a partition diagram d ∈ P k (n) on V ⊗k by defining it on the standard basis by
The rook partition algebra P k+ 1 2 (n) is the centralizer algebra of the subgroup S n−1 of all permutation fixing n in S n . Hence we have P k (n) ⊆ P k+ 1 2 (n). The rook partition algebra P k+ 1 2 (n) has been realized as a subalgebra of the partition algebra P k+1 (n) as the span of all partition diagrams in which the last two vertices (k +1th and 2(k +1)th) are in a same class, see for example [2, 3, 9] .
The colored partition algebras
Note that under this multiplication, G 2k is a group, called the coloring group
. We say that f 1 and f 2 are the first and the second component of f respectively.
A 
In [11] , we defined an equivalence relation ∼ on G-diagrams and a multiplication on G-diagrams, which is associative and well-defined up to equivalence of such diagrams, as follows:
otherwise, where
When we speak of a G-diagram, we are really speaking of its equivalence class. The F-span of all ∼-classes of G-diagrams is denoted as P k (x, G), called the G-vertex colored partition algebra, which is an associative algebra with identity. For each ∼-
where d is the identity partition diagram. The dimension of the algebra
Let G be any finite group of order m and let W be the natural permutation module for the symmetric group S mn of dimension mn. We can identify W as Span C {v (i,g) /1 ≤ i ≤ n and g ∈ G}. In [11] , we defined a map φ :
is defined as in Eq. (2.3). We have an action of the algebra P k (n, G) on W ⊗k with respect to φ, defined by
Consider the restricted action (as explained in the introduction) of the subgroup G × S n on W as follows:
Then φ is a algebra homomorphism onto End G×Sn (W ⊗k ) (see, [11] ).
The another algebra P k (n, G) is spanned by all G-diagrams with the following multiplication:
The rook version of colored partition algebras
In this section, we introduce the rook version of the colored partition algebras and study its structure.
Two bases for End G×S n−1 (W ⊗k ) and End S n−1 (W ⊗k )
In this section, we give two bases for End G×S n−1 (W ⊗k ), where W = C |G|n and the action of G × S n−1 on W ⊗k is defined as follows: Let G be any finite group and let W be a vector space of dimension |G|n. We can identify W as Span C {v (i,g) /1 ≤ i ≤ n and g ∈ G}. Note that when G is the group with one element, W specializes to V, the permutation representation of S n . The action of gh) , ∀π ∈ S n−1 and g ∈ G (note that S n−1 is the subgroup of all permutation fixing n in S n ).
Diagonally extend the action of G × S n−1 on W to an action of G × S n−1 on W ⊗k :
where π ∈ S n−1 and g ∈ G. We will write above as
, where A I J ∈ C is the (I, J ) th entry of A; I, J ∈ S k , where S = [n] × G and v J is the basis element of W ⊗k . We have
The following is our analogue of Jones result. v π g (J ) ), since the action of G × S n−1 is the permutation representation. The result (a) follows from linear independence and equating the scalars. The proof of (b) is similar to the proof of (a).
Proof (a) The lemma above tells us that A commutes with the G × S n−1 -action on W ⊗k if and only if the matrix entries of A are equal on the G × S n−1 -orbits. Thus
(into at most n subsets) according to those that have an equal value. Let
for every r such that 1 ≤ r ≤ 2k, where ( j r , h r ) and (i r , g r ) are the r th component of (I , J ) and (I, J ) respectively 
Similarly, for every
where the sum is over g ∈ G and i p = i q ⇒ j p = j q (1 ≤ p, q ≤ 2k) and
Similarly, we use the proof of Lemma 3.1.2(b) to define for each S n−1 -orbit [(I, J )] a matrix in End S n−1 (W ⊗k ), as follows:
where the sum is over
Note that For each d N , we can get a partition with 2k + 1 vertices by adding a 2k + 1th vertex in the special class N and vice versa. Hence the number of (G, k + 
(x, G)
, as follows:
where λ is the number of middle components of d N d N as in the partition algebra case.
where λ is the number of middle components of 
• If the bottom label sequence of (d N , f ) is equal to the top label sequence of (d N , g f ) for some g ∈ G then the top label sequence and the bottom label sequence of
• For each connected component entirely in the middle row, a factor of x (indeterminant) appears in the product. 
The multiplication (2) can be explained using diagrams in the similar way.
Moreover the multiplication (2) is well defined under the following equivalence relation:
(3.9)
The multiplications (1) and (2) are associative on
2 )-diagrams under the above multiplication (1) with the above equivalence relation and the multiplication (2) are denoted as P k+ 1 2 (x, G) and P k+ 1 2 (x, G) respectively, which are associative algebras with identity. The identity in P k+
The dimension of P k+ 1 2 (x, G) is the number of equivalence classes defined in (3.9)
, where B(2k + 1) is the Bell number of 2k + 1, the number of equivalence relations of 2k + 1 vertices. Note that P k+ 1 2 (x, H ) is a subalgebra of P k+ 1 2 (x, G) if H is a subgroup of G. In particular, if H = {e} then P k+ 1 2 (x, H ) P k+ 1 2 (x), the rook version of the partition algebra. If G is an infinite group, P k+ 1 2 (x, G) is an infinite dimensional associative algebra. When x = ξ ∈ C, we obtain the C-algebra P k+ 1 2 
(ξ, G).
Similarly, the dimension of P k+ 1 2 (x, G) is the number of (G, k + I (g k+1 ,g k+2 ,...,g 2k 
Note that the last class in β k is the triangle containing the last three vertices. We see that P k+ 1 2 (x, G) is generated by the above elements and P k+ 1 2 (x, G) is generated by the above elements except I (g k+1 ,g k+2 ,. ..,g 2k ) .
Theorem 3.2.1 P k+ 1 2 (x, G) is a subalgebra of P k+ 1 2 (x, G).
In other words this sum is over all distinct
2 )-diagrams. So, we say that this sum is the class sum of (d N , f ) under ∼ in P k+ 1 2 (x, G). Since any two class sums are the disjoint sums of
(x, G) the set of all class sums is a linearly independent set in P k+ 1 2 (x, G). We are going to prove that 10) where λ is the number of middle components in
Hence (3.11) can be written as
Schur-Weyl duality
We have the diagonal action of G × S n−1 on W ⊗k , where W is the permutation representation of S n . Also, we have an action of P k+ 1 2 (n, G) on W ⊗k , defined as follows:
Define a map φ : P k+ g 2 , . . . , g k , g k+1 , g k+2 , . . . , g 2k ) is the label sequence of d N as follows:
Then we have an action of P k+ 1 2 (n, G) on W ⊗k defined by
When G is a group with one element, this action restricts to the action of the rook partition algebra on tensors.
The multiplication of the matrices L I J in the basis of End S n−1 (W ⊗k ) has a nice form as follows: gg k+2 ) g k+1 ),(i k+2 ,g k+2 ) 
