Rank tests for matched pair experiments with censored data  by Dabrowska, Dorota M
JOURNAL OF MULTIVARIATE ANALYSIS 28, 88-l 14 (1989) 
Rank Tests for Matched Pair Experiments 
with Censored Data* 
DOROTA M. DABROWSKA' 
Carnegie-Mellon University and 
University of Calijornia. Berkete) 
Communicated by the Editors 
We consider the problem of testing bivariate symmetry in matched pair 
experiments where (I’, , X,) are time measurements such as failure or survival times. 
The observations are subject to random right censoring so that what is observed is 
Y, = min(X,, Z,) and S, =I(X, = Y,), j= 1, 2, where (Z,, Z,) is a pair of censoring 
times independent of (X,, X,). Tests that generalize the conditional Wilcoxon and 
the log-rank tests are considered as well as general linear rank statistics. It is shown 
that suitably standardized versions of these statistics are asymptotically normal 
under fixed and converging alternatives and they are consistent against the alter- 
native of ordered hazards. (ic? 1989 Academic Press, Inc. 
1. INTRODUCTION 
Let Xi= (Xri, X,,) and Zi= (ZIi, Z,,), i= 1, . . . . n be mutually indepen- 
dent sets of nonnegative bivariate random variables (rv) defined on a com- 
mon probability space. The X;s and Z;s are independent identically dis- 
tributed (iid) rv’s with continuous joint distribution functions (cdf) F and 
G, respectively, and marginal cdf’s F,, F2 and G,, Gz. For each i = 1, . . . . n, 
the observable rv’s are given by Yi= ( YIi, Yzi) and hi= (Su, Bi2), where 
Yji = min(Xji, Z,,), dji= I (Xjj= Y,i), and Z(A) is the indicator function of 
the set A. The variables Xii and Xzi are thought of survival or failure times. 
For each subject we observe his survival time Xji or censoring time Zji, 
i= 1, 2, whichever occurs first, together with a random variable S,, 
indicating if he has left the study due to death or withdrawal. Examples of 
this kind of censoring mechanism have been considered by several authors. 
Clayton [8], for instance, discusses a model to study the familial tendency 
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in chronic disease incidence. For each father-son pair, X, and X, denote 
the father’s and his son’s age at the onset of the disease. Then Xi and X, 
are observable unless the father or his son withdraws from the study. 
Further examples of this type of censoring can be found in Langberg and 
Shaked [18], Tsai et al. [28], Campbell [S, 61, Clayton and Cuzick [9], 
Oakes [21], and Wei and Pee [30]. 
The paper deals with the problem of testing the hypothesis of bivariate 
symmetry of the survival times H,: (Xi, X,) has the same distribution as 
(X,, X,), against the alternative hypothesis that the distribution of (X,, X,) 
is asymmetric in such a way that X, tends to assume larger values than 
X,. This testing problem was discussed extensively by Schaafsma [24], 
Snijders [26, 271, Bell and Haller [2], Yanagimoto and Sibuya [31], and 
Doksum [13], among others. 
Here we consider tests based on ranks of Xlj and XZi in the pooled sam- 
ple Xl,, x2,, . . . . Xl,,,, XZn. These ranks arise from invariance considerations 
when we tests the hypothesis H, against the alternative H,: P(X,, d h(XZi)) 
> P(X, < h(Xu)) for all continuous increasing functions h. In Section 2 we 
discuss a Hoeffding type formula for the distribution of the censored data 
rank vector under arbitrary bivariate distribution. This leads to construc- 
tion of locally most powerful conditional rank tests. The resulting tests are 
based on the same statistics as in the case of univariate two-sample 
problem (see, e.g., Prentice [22] and Kalbfleisch and Prentice [16]). 
However, the critical values are obtained by conditioning on the particular 
configuration of ranks. This leads to conditional similar rank tests. 
In the presence of censoring, the practical evaluation of exact critical 
values of these conditional tests does not seem to be feasible especially 
when the censoring is heavy. In Section 3 we discuss asymptotic dis- 
tribution of the corresponding unconditional tests and show that these 
unconditional tests are consistent against the alternative of ordered 
hazards. 
Our approach to the asymptotic distribution theory patterns the 
Chernoff-Savage [7] and Pyke-Shorack [23] approach to the asymptotic 
distribution of two-sample rank statistics for uncensored data. Suitably 
standardized versions of the test statistics are shown to be asymptotically 
normal under arbitrary fixed and converging alternatives. The results are 
used to derive efficacies of the tests under contiguous alternatives. An 
estimator of the asymptotic null variance is provided. 
2. CONDITIONAL CENSORED DATA RANK TESTS 
We start with uncensored data and follw the ideas of Snijders [26,27] 
and Doksum [13]. Let RT,, . . . . RrH and Rz,, . . . . RT, denote the ranks of 
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x, 1 , ..‘> X1,, and X,, , . . . . X,, among X,, , X,, , . . . . Xln, X,,. Further, for each 
i=l , . . . . n set Rfiji = max(RT,, R:,), R& = min(RTj, R$). Suppose that the 
joint distribution of (Xi, X,) has density fe(s, t), where 8 > 0 and let the 
hypothesis of bivariate symmetry correspond to 0 = 1. For 0 = 1, we have 
f,(s, t) = f,(t, s) and let h be the common marginal density of X, and X,. 
Further, let H be the corresponding distribution function. From Snijders 
[26, 271 we find the following Hoeffding type formula for the conditional 
probability of R* given RT,. 
LEMMA 2.1. Zf the family {fe(s, t): 0 >O} is dominated by h(s) h(t) then 
P,(R*=rIR:,=r,,)= 
E n:= , @(HP lW~,,,,), H- ‘( u,,,,); 0) 
2’EII:= 1 ~W’W,,,,,), H-‘W,,,,,); 6)’ 
Here Ucl) < . . < Ut2,,) is an ordered sample of size 2n from the uniform 
distribution on (0, l), @(s, t; 0) = h(s)-’ h(t)-’ fe(s, t), $(s, t; 0) = 
{~(s,~;~)+~(c,s;~)}/~ andk= #{i:r,i#r,i). 
Tests for bivariate symmetry can be now based on score statistics 
corresponding to PJR* = r). In particular, if (X,, A’,) are independent 
under the null hypothesis (0 = 1) the resulting tests reject the hypothesis for 
large values of 
where a is an appropriate score function. The resulting tests look like tests 
for the usual two sample problem with equal simple size, the difference is 
that the critical values are determined now from the distribution of RT,. 
The tests are conditionally distribution free in the sense that given the 
values of Rf,, under the hypothesis rtlji is equally likely to be the rank of 
Xu or the rank of Xzi (see Snijders [26,27] and Doksum [ 131). 
In the presence of censoring, we define censored data ranks as in 
Prentice [22] and Kalbfleisch and Prentice [ 161. More precisely, let 
j= 1 
Thus uncensored observations are ranked among themselves and each cen- 
sored observation is assigned the same rank as the nearest uncensored 
observation on the left. For j = 1,2, let nj = x.1=, Sji be the observed num- 
ber of uncensored observations among Yi;s, i= 1, . . . . n. Further, for each 
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d=(d,,d,) with d,=O or 1, let A,= {i:~ri=dI, &=d2). The values Ofnj 
and Ad characterize the observed pattern of deaths and withdrawals. The 
censored data rank set is now thought of as the collection R of all possible 
rankings (Rfi, R$) of (Xii, X,J in the uncensored version of the experiment 
that is compatible with the observed values of nj, A,, and (rli, rZi), 
i = 1, . . . . n. Let R, ) be the set of all possible ordered rankings (Rcji, RrZIi) 
of (X,i, XZi), where { (RFi, R2i): i = 1, . . . . n} E R. The conditional dis- 
tribution of R given R, ) depends in a complicated way on the distribution 
of both survival and censoring variables. Following Prentice [22] and 
Kalbfleisch and Prentice [16], we give a Hoeffding type formula for the 
conditional distribution of R given R, ) appropriate for the uncensored 
version of the experiment, i.e., given the observed pattern of deaths and 
withdrawals. 
LEMMA 2.2. Let the assumption of Lemma 2.1 be satisfied. In the uncen- 
sored version of the experiment, the conditional distribution of R given R, , 
and given the observed pattern of deaths and withdrawals is 
Here A= {A,, A,,, A,,, A,,}, UC,,< ... < UC,,,+,,J an ordered sample of 
size n, +n2 from uniform distribution on (0, 1) and k= # {i: rli#rzi}. 
Furthermore, $Js, t; 0) = { @Js, t; 0) + @Jt, s; 8)}/2 and 
@d(& t; 0) =f1(s, t)-’ fsb, 1) if d=(l, 1) 
=fih-' j-l-fds, ~1 du if d=(l,O) 
=fnW' jmf& t)du if d=(O, 1) 
s 
= s I m mfO(u,v)dudv if d= (0,O). 3 , 
Here fil and fiz denote the marginal densities of X, and X,, respectively, 
corresponding to the density fi(s, t). 
The lemma follows from Lemma 2.1 and arguments similar to 
Kalbfleisch and Prentice [ 16, p. 1541. We omit the details. 
Tests for bivariate symmetry can be derived as score statistics 
corresponding to (2.2). Following Doksum [13], we consider the 
generalized scale model as a special example. Here 
X,i=~i+(e-l)&, X2i=eq,+(8-1)&i, (2-l) 
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where vi and qi, i= 1, . . . . n are mutually independent samples from 
distribution function H, H(0) = 0, and ei, i = 1, . . . . n is a sample from the 
distribution function A4, independent of q;s and q;s. A straightforward 
calculation shows that the joint density of (Xu, Xzi) is given by 
where h is the density of H. For 8 = 1, f,(s, t) = h(s) h(t). Under suitable 
regularity conditions (Hajek and Sidak [ 15, p. 70]), the scores test 
corresponding to (2.1) rejects the hypothesis for large values of 
where 
nl +n2 
a(i,d)=2p’EJ(U,,,,d) n m,(l- UCk))rk. 
k=l 
(2.2) 
Herecr,=#{i:Rii=k,6ji=O,~=1,2},m,=#{i:Rj,3k,j=1,2},and 
J(u, d)= -[l + H-‘(u) h’(H-‘(u))/h(H-‘(u))] if d=l 
=H-‘(u)h(H~‘(u))/(l-u) if d=O. 
This type of score was extensively studied in the survival analysis literature 
in the context of the usual two-sample problem. See, for instance, Prentice 
[22], Kalbfleisch and Prentice [16]. It can be easily verified that the score 
generating function J satisfies 
I uJ(u, I)&= -(l-u)J(u,O). (2.3) 0 
The choice of standard exponential H, leads to J(u, d) = -d- ln( 1 - u). 
The resulting test is the log-rank test based on the statistic 
T,=(2n)-’ f [A(Y,i)-s,i-‘A(Y1,)+6,i], 
i= 1 
where 2 is the Aalen-Nelson estimator (Aalen [ 11, Nelson [20]) 
a 
j(t)= c Ws) 
.?<I 1 -z&j 
(2.4) 
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where dR= (AI?, + AkJ2, I?= (fi, + fi,)/2, Akj(s) = n-’ Ci I( Y,= s, 
Sii = 1 ), fij(s) = n -’ ‘& Z( Yji < s). The choice of loglogistic H, leads to 
J(u, d) = (1 + d) u - d. The resulting test is the censored data analog of the 
conditional Wilcoxon rank test based on the statistic 
un=(2n)-1 f [(1+s*i)S(y~j)-6*j-(1+S,j)~(Y~j)+6~j], 
i= I 
where ?? is an estimator close to the Kaplan-M&x estimator [ 173 
Ak(s) 
1 -fi(s-)+(2n)-1 . 
(2.5) 
In general, the exact scores (2.2) might be hard to compute. Therefore, 
following Prentice [22], Kalbfleisch and Prentice [16], Cuzick [ll], and 
Dabrowska [ 121, we shall consider approximate score statistics 
where 3 is given by (2.5) and the score functions J satisfy the integral 
equation (2.3). 
The practical evaluation of exact critical values of these conditional tests 
does not seem to be feasible. In the following section, we discuss the 
asymptotic distribution of the unconditional tests and show that these 
unconditional tests are consistent against the alternative of ordered 
hazards. 
3. ASYMPTOTIC DISTRIBUTIONS: ASSUMPTIONS AND RESULTS 
First let us introduce some assumptions to be used throughout this and 
subsequent sections. 
A.1. For each n = 1, 2, . . . . (Xii, Xzi) and (Z,i, Zzi), i= 1, . . . . n are 
mutually independent sets of iid nonnegative bivariate rv’s with continuous 
joint cdf’s F,, and G, = G and marginal cdf’s F,,,, Fn2 and G,, Gz. For some 
continuous cdf F, F,, + F as n + co. 
For each n define L,(s, t, d,, d2) = P( Yli<s, Yzi< t, Jli< d,, Szi<d,) 
and for j = 1, 2 let L&s, d) = P( Yji < s, Sji < d), H,&s) = P( Yj,, <s), and 
K,,j(s) = 1 - P( Y, > s, Sji = 1). Under assumption A.l, these cdf’s may be 
easily expressed in terms of F,, and G. Moreover, L, Lj, Hj, and 4, their 
limiting distributions, exist and depend on F and G only. Finally, let i, ii, 
fij, and 8; denote the corresponding empiricals. 
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The proof of the asymptotic normality of suitably standardized versions 
of T,, and U, rests on a decomposition into sums of leading terms which 
are asymptotically normal, and remainder terms, which are asymptotically 
negligible. As regards the statistic U,, we assume that the score generating 
function J satisfies the following smoothness and boundedness conditions. 
A.2. For d = 0, 1, J(u, d) is a continuously differentiable function on 
CO, 1) such that IJ(u,d)l<~r(u)~ and IJ’(u,d)l <cry where r(u)= 
(1 -u)-’ and c>O, O<a, b<+. 
and 
S,(t)= 1 -exp{ -A,(t)}, 
where K,, = (K,,, + K,,)/2, H, = (H,*, + H,,)/2. Furthermore, let A(t) = 
lim n,(t) and S(t) = lim S,(t). Set 
A,, = n1’22-’ 1 J(&(Y), d) d(L2 - L,)(y, d) 
A2,= -n1’22-’ 1 J(S,(y), 4 d@, -LIKv, 4 
A,, = n”22-’ j W,(y)(l - S,,(y)) J’(S,,(Y), d) dL2(y7 d) 
A,= -nL’22-’ j W,(y)(l -S,(Y)) J’(S,(Y), 4 dL,(Y, 4 
Here 
W,(y) = j’ (fi- -H,) r(H,)2 dK, + j; r(H,) d(k- K,,). 
0 
LEMMA 3.1. Let the assumption A.1 be satisfied and let J be a function 
such that A.2 holds with 0 <b < 1. Then with probably 1, n112 xi= 1 A,,, is a 
sum of iid rv’s with mean zero and absolute moment of order 2 + q, uniformly 
bounded above for some q > 0. 
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The proof is deferred to Section 5. To standardize T,, and U, for location 
and scale, define 
~n=Af’,,> G)=2-‘WCW’2), &I-W,(Y,), J,)l 
4 
ai= a2(F,,, G)=var c Akn 
( ) 
. 
k=l 
Under conditions of Lemma 3.1, cz is well defined and converges to 
0: = a’(& G) = var(C: = I A,&), where the variance u; is evaluated under F 
and G and the terms A,, are defined as A, with S,, H,, lu,, and L, 
replaced by their limiting distributions. Further, with probability 1, 
r~“~(T,-p,j)= i A,,+B, 
k=l 
d’2(Un-/&,)= i &,+C,,, 
k=l 
(3.1) 
(3.2) 
where B, and C, are remainder terms. 
THEOREM 3.1. Let the assumptions A.1 and A.2 be satisfied. Suppose that 
c$, > 0 for J(u, d) = -d - ln( 1 - u) or J satisfying A.2. Then n1’2( T,, - p,) 
and respectively n112( U, - p,) converge in distribution to N(0, CT;). 
The proof of the theorem is given in subsequent sections. In general, the 
asymptotic variance of T,, and U,, depends in a complicated way on the 
underlying joint distributions of both survival and censoring times. We 
consider now the case of the null hypothesis H,: F(s, t) = F(t, s) in more 
detail. 
Under the null hypothesis, if the integral equation (2.3) is satisfied then 
Lemma 4.1 and assumption A.1 entail S= F, = F, and E[J(S( Y,), 8,) 1 Zj] 
= 0, so that the asymptotic null mean is equal to zero. Furthermore, a 
simple calculation shows that if (2.3) holds then in the case of the statistic 
U, the asymptotic null variance is equal to 
“~U=4-‘ECJ(S(Yli), sli)-J(S(y2i), 62i)12 
=4-‘(~~(~(Y,,))26,i+~~(~(Y2i))2~2i 
-2ECJ(S( yli)v dli) J(s( y2i), s2i)l}. 
Here 7((u) = J(u, 1) - J(u, 0) and S = F, = F2. If in addition F(s, t) = 
F,(s) F2( t) then the last expectation is equal to 0. In the case of the log-rank 
statistic the asymptotic null variance is equal to 
683/28/l-7 
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where /1 is the cumulative hazard function corresponding to S = F, = Fz. If 
in addition F(s, t)=Fl(s)Fz(t), then ~$,=4~‘{P(6,~= l)+P(6,,= l)}. In 
practice, we have to estimate the asymptotic null variance from the data. In 
the case of the approximate score statistic U,, set 
8$=(4?$ i &LqY,i))*6,j+ i J(s(Y*i))262; 
i r=I i= I 
- 2 jj J(s( y1i)9 6li) J(s( y2i), 62i) . 
i= 1 I 
In the case of the log-rank statistic, set 
c?$=(4n)-’ i 6,i+ i 6,,-2 i (A(Y,i)-s,i)(&Y2i)-62i) . 
i i= I i=l i= 1 I 
THEOREM 3.2. Let the assumptions of Theorem 3.1 be satisfied. Under the 
hypothesis of bivariate symmetry, d: and 6% are consistent estimators of ai, 
and a&-, respectively. 
The proof is deferred to Sections 5 and 7. 
The following corollary establishes the consistency of the tests against 
the alternative of ordered hazard functions H,: A, > ,X2, where Izi = 
f]( 1 - Fi) and fi is the density of Fi, i = 1, 2. 
COROLLARY 3.1. In the case of the statistic U,, assume that the 
condilions A.1 and (2.3) are satisfied and let J(u) =J(u, 1) -J(u, 0) be a 
nondecreasing function. The tests n ‘12U ~5 and n ‘12T,/Br are consistent ,,/ u
against H, . 
The proof is given in Section 5. 
Finally, we consider efficacies of these tests. Let F(s, t) be a symmetric 
cdf and consider the sequence of contiguous alternatives F,(s, t) given by 
dF,(s, t) = (1 + n-“*4,(s, t)> dF(s, t), 
where 4, is a sequence of uniformly bounded functions converging to 4, 
q@, r) f 4(t, s) and 
Set 
j- &(s, t) dF(s, t) = j M, t) dF(s, t) = 0. 
d&) = fom h(s, 1) dFl(s, O//; @As, t) 
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where d,F(s, t) and d,F(s, t) stand for integration with respect to t and s, 
respectively. Then the marginal cdf’s F,,, and Fn2 of F, are of the form 
dFni(x) = f 1+ n P”2qJ,i(x) > dS(x), 
where i= 1,2 and S= F, = F2. Set 
@nib) =jm hi(U) mu). x 
Finally, let di and Qi be the limits of q5ni and Qni, i = 1,2. 
COROLLARY 3.2. In the case of the statistic U,, assume that the 
conditions A.l, A.2 and (2.3) are satisfied and let J(u)=J(u, 1)-J(u, 0). 
The efficacies of the tests based on T,, and U,, are given by 
and 
where c& and C& are the asymptotic null variances of T, and U,,. 
4. PRELIMINARY LEMMAS 
In this section, we give a few lemmas which characterize the behaviour of 
processes A and S. 
LEMMA 4.1. For n = 1, 2, . . . and all t: 
(i) S,(t) = fit(l -S&- )) 4(x), 
S(t)=/i(l-S(x-))(l-fi(x-)+(2n)-‘)dk(x). 
(ii) S,,(t) < H,(t) and S(t) < 2nZ?(t)/(2n + 1). 
(iii) For aN t such that S,,(t) < 1, 
d&x) 
l-A(x-)+(2n)-* 
-d/l.(x) . 
> 
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Proof: The proof rests on a repeated application of the following result 
due to Liptser and Shiryayev [19, p. 2551 and Gill [14, p. 1531. If A and B 
are right continuous nondecreasing functions on R+, zero at time zero, and 
AA < 1 and AB < 1, then the unique locally bounded solution Z of 
is given by 
(4.1) 
where the products are taken over x < t: 
(i) The choice of A(t) = A,(t), B(f) = 0 and an argument similar to 
the proof of Lemma 3.2.1 in Gill [14] shows the first part of (i). The 
second follows by setting A(t)=jA[l-@(x-)+(2n))‘]-l&(x) and 
B(x) = 0. 
(ii) Since d&<&Y,, we have by (i) S,(t)= 1 -exp(-A,(t))< 1 - 
exp( - 1; dH,J( 1 - H,,)) = H,(t). Further, a straightforward calculation 
shows that 
l- 
Al?(x) 
1 -A(x-)+ (2n)-’ . 
Comparing each term of the product with terms appearing in the product 
defining S(t), we obtain s(t) < 2&(t)/(2n + 1). 
(iii) This follows from (4.1) by setting 
A(r)=f~[l--(x-)+(2n)-‘]~~(x) and B(t) = A,(x). 
LEMMA 4.2. For T such that H(z)< 1, sup{I/i(t)-A,(t)]: O<t~r} -+O 
as. andsup(S,(t)]: O<t<r}+O a.s. 
The proof is similar to Shorack and Wellner [25, p. 3051. We omit the 
details. 
LEMMA 4.3. For t such that H(z) < 1, the processes W, and (1 - S,) W, 
converge weakly in D[O, r] to mean zero Gaussian processes W and 1 
(1 -S) W, respectively, and supcO,,, ]A -A, - W,l + p 0, supmrl IS- S, - 
(1 -a Wnl +po. 
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The proof of this lemma can be carried out in a fashion similar to 
Breslow and Crowley [4]. Note however, that since (Xl,,, X1,) and 
(Zi,,, Z,,) may be pairs of dependent random variables, the covariance 
structure of W and (1 - S) W depends on the joint distributions F and G. 
5. PROOF OF THEOREMS 3.1 AND 3.2: LEADING TERMS 
The proof of Lemma 3.1 rests on a repeated application of inequalities 
IZ(Yji<X)-Hnj(X)l, Il-z(Yji>X,6ji=1)-K,i(X)l 
<r(H,(Yji))‘-Yr(Hnj(x))-(l-y) (5.1) 
for y E (0, 1 ), i = 1, 2 and i = 1, . . . . n. Further, Lemma 4.1(i) and A.2 imply 
IJ(sn(x)~ 41 6 cr(H,(x))” 
IJ’(&(x), 0 G c~wn(x))b. 
(5.2) 
Proof of Lemma 3.1. We shall show that each of the terms Akn, 
k = 1,2,3,4 is a sum iid rv’s with mean zero and finite absolute moment of 
order 2 + 9 uniformly bounded from above for some q > 0. By symmetry, it 
is enough to consider the terms A,, and A3n. In what follows, M denotes a 
generic constant independent of n and the underlying cdf’s. 
Set pl,, = EJ(S,( I’*,), 82i). We have n”*Aln = C;= ,[J(S,( Yzi), bzi) - pl,] 
which is a sum of iid mean zero rv’s. Further, by (5.2) 
E IJ(Sn( Y2ih S2i)l 2+tl<cEr(Hn(Y2i))(2+“)n 
= c r(z-zn(X))‘*+q’d dH”,(X) 
I 
provided v > 0 is chosen so that a(2 + q) < 1. This, however, always can be 
achieved since a < f. Further, we have n”*Asn = C;=, AJi, where 
The process W,,i is defined as W, except that fi and k are replaced by 
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ej = (A,, + fizi)/2 and k, = (kri + kzi)/2, where eii(x) = I( Y,, < x) and 
K,(x)= 1 -Z(Yji>x, hi,= l),j= 1, 2, i= 1, . . . . n. By (5.2) we have 
IAS1 G c J I wni(-x)l r(Hrz(x))” dHn*(x). 
Integration by parts and a little algebra entail that with probability 1, this 
bound is bounded from above by Ci = r A,,, where 
AXilL =2-‘c 
A,j,=2p’c J IR,i-Kn,I r(Ha)*dHn r(Hn(x)J”dHn2(x) 
1 
Ax, = 2-‘c s I&i(x) - K,,(x)l W,(x)) dH,,(x) 
Aji4 = A,i, = M 1 r(H,)” dH,*. 
The terms Axis, Axi6, and A3i7 are defined in the same way as Axil, A3i2, 
and A3i3, respectively, except that Ifi,, - H,,I and jk2i - K,,l replace 
Ifin - H,,I and lklj - K,, I. By symmetry, it is enough to consider the 
terms AJil, A3i2, and Aji,. 
Applying (5.1) with y = 4 + q, we obtain 
A,i, < 2-‘cr(H,,( YJ)“*-” 
N 
ox r(Hn,)- “’ + ‘I r( H,,)* dH,, 1 
xr(Hn(x))“dH,,(x) 
<Mr(H,,(Y,i))“2~v T(u)‘-~ du r(u)“‘+“2+2q du. 
I I 
The 2 + q moment of the random part on the right-hand side is finite and 
independent of n because (f - q)(2 + q) < 1 for all q. The deterministic part 
is uniformly bounded from above provided a + 4 + 2~ < 1. The same 
argument shows that the 2 + r] moment of A,, is uniformly bounded from 
above provided a + 4 + 2q c 1. Further, applying (5.1) with y = 4 + q, 
Ayi3 <2-‘Cr(H,,( Yli))“2-q I 
r(H,)O+’ r(H,I)-‘I*+’ dH,2 
<Mr(H,,(Y,i))1’2-1 r(~)~+*‘*+~d~ 
I 
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and the same argument as in the case of Ajil shows that the 2 + q moment 
of Aji, is uniformly bounded from above provided a + 4 + q < 1. Finally, 
Aji4 = Asi, < M I r(~)~ du < 00, 
since a-c+. 
Proof of Theorem 3.1. The proof of the asymptotic negligibility of the 
remainder terms B, and C, is given in Section 6. With an appropriate 
choice of the function J, Lemma 2.1 and Esseen’s theorem imply 
H”‘( T, - pL,)/rr, and n1’2( U, - ~,,)/cr~ converge weakly to a standard normal 
distribution, provided lim inf crf > 0. Finally, a lengthy algebra and 
Theorems 5.5 and 5.4 in Billingsley [3] show that oi + 0; as n --, 00. 
Proof of Theorem 3.2. Let L(x, y, dl, d,) be the joint distribution 
function of ( Yn, YZi, dIj, 62i) and let L be the corresponding empirical 
distribution function. We can write 
-2 
du -$ =4-J u J2(S) d(& -L,) + j .7’(S) d(i, -L,) 
-zjJ(S(x),d,)J(S(L.),d,)d(i-L)(x,y,d,,d,)+D, 
(5.3) 
where D, is a remainder term. Similarly, 
9 -f9 =4-l 
T  T  d(i,-L,)+jd(i,-L,) 
-21 (-ln(l-S(x))-d,)(-ln(l-S(y))-d,) 
xd(i-L)(x, y,d,, dd+E, , (5.4) 
where E, is a remainder term. The asymptotic negligibility of the terms D, 
and E,, is shown in Section 7. The leading terms are sums of iid mean zero 
rv’s so that the conclusion follows from the law of large numbers. 
The following lemma is needed to prove Corollaries 3.1 and 3.2. For 
i= 1, 2 let Rni= 1 -ZYZ,,~ and let 
A,&)= j’@J’ dF,, 
0 
be the cumulative hazard functions corresponding to cdf’s Fni. 
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LEMMA 5.1. Let (2.3) and the assumptions of Theorem 3.1 be satisfied. 
Then 
Here s(u) = J(u, 1) - J(u, 0) for J satisfying condition A.2 and 3(7(u) = 1 for 
the log-rank statistic. 
Proof: Equation (2.5) entails J(u, 0) = 0 for u = 0 and 
J(u)=J(u, 1)-J(u,O)= -(l-u)J’(u,O). 
Integration by parts and Lemma 41 yield for i = 1, 2, 
pi = 
I 
J( S, 3 1) G,i dFni + s J( S, 7 0) Fni dG,, 
= J” J(‘cs,) G,i dF,i-1 J(S,) FniC,i d/l,. 
Using d& = G,i dF,,, and R,i = F”iG,i, we obtain 
and 
The conclusion follows by noting that p(Fn, G) = (p2 - pI)/2. 
Proof of Corollary 3.1. Consider a fixed alternative F(s, t) such that 
A{ 2 I,. By Theorem 3.1, n112( U,, - p(F, G)) and n1’2( T, - p(F, G)) con- 
verge weakly to mean zero normal distributions. Furthermore, by 
Lemma 5.1 n’j2p(F, G) --t co. To complete the proof, it is enough to note 
that 6; and r?$ converge in probability to a finite value. This can be 
established along the lines of the proof of Theorem 3.2. 
Proof of Corollary 3.2. The proof follows directly from Theorem 3.1, 
Lemma 5.1, and some simple algebra. 
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6. PROOF OF THEOREM 3.1: REMAINDER TERMS 
We now give the decomposition of the remainder terms B, and C,. Set 
A = [0, max Yzi] and A’ = [0, max Y,i]. The remainder term C, in (3.2) is 
given by C, = C1, + Czn, where 
C,, = 2-l J nL12 C@(x), 4 -.w,(x), 41 &x, 4 -A,, 
A 
PZ”~[J(S(X), d) -J(S,(x), d)] d&(x, d) - A,,. 
The remainder term B, in (3.1) is given by B, = B,, + B2,, where .Bkn are 
defined as Ckn with J(u, d) = -d- ln( 1 - U) and 3 replaced by 
1 - exp( -A). The terms Cr, and Czn, B,, and B,, are symmetric so in 
what follows we consider C,, and B,, only. For any t E (0, l), let 
A, = [0, y,] where y, = inf{s: H,(s) 2 1 - r}. Then C,, = C”,= I Clk where 
c,r =2-l J n1’2~n(x)(l -S,(x)) J’(S,(x), 4 d(&- L2)(x, 4 
AnA, 
n”‘K(x)U -S,(x)) J’(Ux), 4 dLz(x, 4 
c,,=z-’ j r~“~[J(~(x), d)-J(S,(x), d) 
AnA, 
- (1 -S,(x)) w,(x) J’(Ux), 41 d&, 4 
n”*[J(‘~(x), d) -.&T,(x), d)] di,(x, d). 
Analogously, B,, = F:= r Blk where B,, are defined as Clk with J(u, d) = 
-d - ln( 1 - U) and S replaced by 1 - exp( -A). The asymptotic negligibility 
of these terms will be proved by a sequence of lemmas showing that Cr,, 
C13, Err, and B,, converge in probability to 0 for any fixed ZE: (0, 1) and 
n + oo, whereas the terms Clz, C,,, B,,, and B,, converge in probability to 
OasrJOandn+co. 
LEMMA 6.1. Farfixed te(O, l), Cl1 -+PO und B,, -PO as n+ co. 
Proof: Assuming that the function J satisfies assumption A.2 with 
b < a + 1, it is enough to consider the term C,, only. Let r E (0,l) and E > 0 
be fixed. For any positive integer m define x,(x) =y,(k- 1)/m for 
683/28/l-8 
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y,(k - 1) <x 6 y,k/m, k = 1, . . . . m. For arbitrary m, we have ICI,1 d 
Z =, Cl Ikm, where 
C lllm = 
s 
n1’2 I W,(x) - Wn(xm(x))l Ihb, 41 4L2 + L2h 4 
AnA, 
C 1112m = 
s 
d/2 I ~n(xm(x))l I4W, 4 -4,(x,(x), 414~5~ + L2)k 4 
AnA, 
C 113m = 
and 4,k 4 = (1 - S,,(x)) J’(S,(x), 4. 
There exists a constant M, = M,(z) such that for n large enough 
sup IS, - Sj < r/2 and supAT I$( ‘, d)J < M,. Further, there exists a constant 
M2 =M2(t, E) such that for n sufficiently large the sets Q, = 
@@A, n I’* IW,] <M2} and Q,= {A, c d } have probability at least 1 - E. 
By Lemma 4.3, the process n l’*W converges weakly in @A,) to a 
Gaussian process W. Therefore, by employing a Skorokhod construction, 
supAr n II2 I w,- W,ox,I + P 0 as n, m -+ cc and there exists a sequence 
rl rnlll qm,--+Oasm,n+co,suchthattheset~,={supA~~W,-W,~~,~< 
qmn} has probability at least 1 -E for all m and n sutliciently large. It 
follows that Z(Q, n Q, n 9,) Clllm 6 M, qmn + 0. 
Further, for d = 0, 1 the function J’(u, d) is uniformly continuous on 
[0, 1 -t/2] so that for n sufficiently large <,, =supAr I&x, d)- 
$(x,(x)~ 41 -+ 0 as m +co.1tfo110wsthatZ(SZ,nS2,)C,,,,6M2&,+0as 
m,n+co. 
Finally, for n sufficiently large, on the event Q, n a2 the integrand of 
C 113m is a step function assuming value akrnd for d = 0, 1 and x belonging to 
Rkm = (y,(k - 1 )/m, y,k/m, k = 1, . . . . m. Therefore 
WA n Q2) G3m = ,it, jio ‘kmd fRkm d(L* - Ld) ( 
G4mM2(M, +t,,)sup lL2-&2I +PO as n-+c0. 
Since P(Q, ) > 1 - E and P(sZ,) > 1 - E and E was arbitrary, the conclusion 
follows. 
LEMMA 6.2. ForfixedzE(0, l), C,,+.Oand B,,+,O asn+m. 
ProoJ By the mean value theorem, under condition A.2, 
4$x), 4 -4&,(x), 4 = b%x) - &(x)) r(@db), 4 
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for x E d and d= 0, 1. Here Qd is a random function assuming values 
between S(x) and S,(x). We can write C,, = C13, + C132, where 
c,,, =2-l [ d”W,(X)( 1 - S,(x)) 
AnA, 
x CJ’(@d(X), 4 - JYS,b), 41 &x, 4 
c&,=2-‘1 n”‘[S(X) - S,(x) - W,(x)( 1 - S,(x))] 
AnA, 
x S(@JX), d) d&x, d). 
Let r E (0, 1) and E > 0 be fixed. For n sufficiently large sup IS,, - SI < 5/3. 
Further, there exist constants M, and M, such that for n sufficiently large, 
the sets SZ,=(sup{~S(@,(x),d): XEA,, d=O, l}<M,} and sZ,= 
@PA, n ‘I* 1 W 1 CM,} have probability at least 1 -6. For n suffkiently 
large, the sits Q, = {A ,cd} and Q,= {supA, IS--Ss,l <r/3} have 
probability at least 1 - E. 
We have 
WI nQ2nQ2,) IC,,,I dM,Csup IJ’(@r(x), l)-J’(S,(x), 1)I 
A, 
+ SUP IJ’(@cdx), 0) -J’&(x), 0)ll. 
A, 
For d = 0, 1, the fun_ction J’(u, d) is uniformly continuous on [0, 1 - r/3] 
so that IQPd-- S,,I < IS- S( and Lemma 4.2 imply that this bound converges 
in probability to 0 as n + co. Further, 
I 
By Lemma 4.3 this bound converges in probability to 0. Since P(ak) > 
1 -E, k = 1,2, 3,4 and E was arbitrary, it follows that C,, +,O as n + co. 
The proof of the asymptotic negligibility of B13 follows immediately from 
Lemmas 4.2 and 4.3. 
LEMMA 6.3. C,, +p 0 and B,4+P Oasz10andn+co. 
Pro05 Assuming that the function J satisfies condition. A.2 with 
b d a + 1, it is enough to consider the term Cl4 only. We have ICI,1 < 
CZ=, C14kr where 
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CM, = j n’12 
A’vA: 
c,,,=2-’ 
5 
n’/2 
A’ v A: 0 
; Ifi, - ffn21 WJ2 dK) r(H,(x))” dH,,(x) 
c,,,=2-' 
s 
fiu2 
Act, A:’ I j 
’ r(Hnf dl& - fG,) r(Hn(x))” dH,,(x) 
0 
Let us consider the term C,,, . Let E>O and q, 0<2q<$--a be fixed. 
Corollary 1.1 in van Zuijlen [29], there exists M, = M,(E) such that the set 
Q, = (sup ,1’2 Ifi; - H,,I rH,,)“‘-‘l < M, > has probability at least 1 -E 
uniformly in n. Therefore, 
<MM, r(H,)’ -q s dH, j r(H,J 
a+ l/z+V dH,, (6.1) 
A’u A: 
for some constant M. The first integral in this bound does not depend on n 
and the underlying cdf’s. To handle the second term, consider the integral 
Applying the dominated convergence theorem, we can find ? = Z”(E) such 
that for all z < ? this integral is less than s/2. For this ? there exists 6 such 
that the set 0, = { Ai c d } has probability at least 1 - E and 
s 
[T(H”~)~+“~+~ dHn2 -r(H,)“+“*+“dH,]<.s/2 
Af 
for all n B ii. It follows that the second integral in (6.1) is less than E with 
probability at least 1 - E for T < 5 and n 2 5, i.e., C,,, -+P 0 as 5 JO and 
n-+co. 
The proof of the asymptotic negligibility of the remaining terms is 
similar. 
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LEMMA 6.4. For any 0 < c < 4, 
J,n=[ n”’ 1A - A,[ r(Hn2)C dti2 
A n A; 
Jzn=j n- 112 x r(k) r(k - (2n)-‘) dl? r(H,,(x))“dfi,(x) 
AnA: > 
converge in probability to 0 as z 10 and n + 00. 
Prooj Let E > 0 and q, 0 < 2~ < 4 - c be fixed. We have 
r(H 2)C+1/2+2qdf?2+p0. ” (6.2) 
as T JO and n + co. This holds since 
E.i rWn2) 
C+1/2+2? dfi,< 
I Wn2) AnA; 4 
and we can apply to this bound the arguments used in Lemma 6.3. 
Let A,= (x: 1 - Hn2(x) >&/n} and A:= {x: 1 - H,,(x)>&/n}. By 
Theorem 1.4 in van Zuijlen [29], the sets Sz, = {A c A,) and 9: = 
{A’ c A:} have probability at least 1 - E. 
We have I(sZ,) J,, d J,, + J12, where 
J,, = n’/* 
J12 = n1j2 
x Ifi- - H,I r(H,) r(k) dk r(Hn2(x))’ dZ!?,(x) 
x r(HJ d@, - Kl) r(H,2b))c dp2(x). 
By Corollary 1.1 in van Zuijlen [29] there exists a constant M, =M,(E) 
such that the sets Q, = {sup n1’2 Ifi; - H,,,I r(H,,)1’2-q < M,) and 52, = 
(sup n”’ ifi, - Hn21 r(H,,2)“2-tl <M, > have probability at least 1 - ~12 
uniformly in n. Set M, =2-“2-qM1 and let Q,= {supn”* IZ? - H,,I 
r(H,)‘/2-q <M,}. Since 9, nSZ,cQ,, the set sZX has probability at least 
1 - E. We have 
Xr(H,,)1~2’gr(~~)dk r(H,,(x))“dfi, 
1 
r(fi-) dfi, r(H,,(x))” dfi, 1 
+ 22’IV2 
= J,,, + J112. 
r(Z?) dfi, r(Hn2(x))C dfi, 1 
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By Theorem 1.1 in van Zuijlen [29], there exists a constant M, = MJE) 
such that the sets Q4= {supr(ri;(U))r(H,l(u))-‘<Mjr O<u<max Y,~) 
and QS = (sup r(fi,(u)) r(Hn2(u))-’ < M,, 0 d u < max Yzl) have 
probability at least 1 - E. Since r(k ) < 2r( A,) and r(H,) 6 2r( H,,), 
i= 1, 2, 
We have J r( Hni)’ - ‘I dfi, + pjr(u)lpqdu, so that (6.2) entails J,, +PO as 
T JO and n + co. A similar argument, coupled with integration by parts, 
shows J12 + P 0 as z JO and n -+ co. Further, 
5 
I n QknQ, JZn 
k=3 
62-l 
I 
-x n ~ l/2 
(1 
r(k) r(fi- - (2n)-‘) dZ?, 
AnA: 0 > 
x r(H&))’ dfidx) 
+2-’ 
I 
n-ll2 
(s 
-‘r(k) r(A- - (2n)-‘) dl12 
A n A: 0 > 
x r(H,,(x))” dZ?,(x) = J,, + J,,. 
For some constant M, we have 
Z(i2:) J,, <1I4n-‘/~ j r(H,,)3i2p21 dfi, j r(H,J ri1’2+2qdfi2 
4 AnA; 
Q Mn-“2(n/&)“2pq r(H,,)‘/‘“~ dfi, 
I s rWn2) ’ + ‘I2 + 2q & AnA: 
and 
J,, < Mn ~ Ii2 
s 
r(H,2)3’2 ~ 2q dfi, 
s 
r(H ” 2)C+1’2f21 dfi, 
A? AnAf 
<Mn-1’2(n/~)“2-q r(H,2)“2-q dfi, s s r(Hn2) 
C f 112 + 2?, dfi,. 
A ci A; 
Since jr(H,i)1’2p”dfii+p j r(u)“’ -~ q du (6.2) entails J,, --+ P 0 as T JO and 
n-co. 
LEMMA 6.5. B,,~pOandC,4+POa~~~0andn-+oo. 
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Proof. Setting c = 0 in Lemma 6.4, we have IBJ < 2.Z1, so that 
B14 -+p OastJOandn+co. 
Let 0, and Qk, k= 1, . . . . 5 be defined as in Lemma 6.4. By the mean 
value theorem, condition A.2, Lemma 4.5, and in van Zuijlen [29], 
for some constant M. Applying inequalities Ix1 -x21 6 Iln xi -In x21 for 
O<x,, x2< 1, and O< -ln(l -(l +x)-I)-(1 +x)-l <(x(x+ 1)))’ for 
x > 0, it can be verified that for x E A, on the set s2, we have 
Is(x)- S,(x)/ d IA(x) - .4,(x)1 + n-’ f-’ r(fi-) r(Z? - (2n)-‘) dg. 
0 
Therefore Z( 0: = 3 Sz, n Sz,) Cl4 d M(J,, + J2,,), where J,, and Jzn are 
defined as in Lemma 6.4 with c = b. It follows that C,4 +p 0 as T JO and 
Fl+co. 
7. PROOF OF THEOREM 3.2: REMAINDER TERMS 
We give the decomposition of the remainder terms D, and E,. As in Sec- 
tion 6, let A = [0, max Yzi] and A’ = [0, max Y,J. The remainder term D, 
in (5.3) is given by D, = ~~=, Dkn, where 
D,,=4-‘ j (J(s)-J((s))di, 
A 
D,,=4-’ 
i (7((s) -,7(S)) d& A’ 
D3,,= -2-l 
i (J(h), 4- J(S(x)> 4)) J&Y)> 4) d&, Y, 4,4) AxA’ 
D4,,= -2-l 
s (J&%4,4) - J(S(x), 4)) J(W), 4 &x, Y, d,, 4). AxA’ 
The remainder term E, in (5.4) is given by E, = C;f = 1 ck,,, where Ekn 
are defined as D,, with .Z(u, d) = -d- ln( 1 - U) and S replaced by 
1 - exp( -A). The terms D,, and DZn, E,, and E,, are symmetric so in 
what follows, we consider D,, and E,, only, 
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For r E (0, 1 ), let A, = [O, r,], where y, = inf(x: Hz(x) 2 1 - T}. Then 
D,,,=C:=, D,,, where 
D,, =4--l 
I ($$ -J(S)) d& A n .4, 
D,z=4-’ J”(s) di2 
D,,= -4-l 
s 
3(S) di,. 
AnAi 
LEMMA 7.1. Forfixed zE(O, l), D,, +pO as n+ GO. 
Proof: The function 7 is uniformly continuous on A,. The conclusion 
follows from Lemma 4.2. 
LEMMA 7.2. D,,+pOandD,,-+pOas~~Oandn+m. 
Proof: Let E >O be fixed. Let A, = (x: 1 - Hz(x) > c/n}. By Theorem 1.4 
in van Zuijlen [29], the set Q, = {d c AE} has probability at least 1 -E. 
Further, by Theorem 1.1 in van Zuijlen [29], there exists a constant 
M, =Mr(s) such that the set 52, = {supA r(nfi,/(n+ l))r(H,)-‘CM,) has 
probability at least 1 - E. Assumption A.2 and Lemma 4.1 entail 
Z(Q,nQ,)D,,dMM, s r( H,)b dfi, A n A: 
D,3<M I r( H,)b dfi, A n A; 
for some constant M. As in Lemma 6.4, the bound converges in probability 
to 0 as rl0 and n+ co. 
LEMMA 7.3. B,, -+ p 0 as n + co. 
Proof We have B,, = n ’ # {i: hzi = 1 } - P(6, = l), so that the con- 
clusion follows from the law of large numbers. 
We proceed to consider terms D3n, Ddn, E,, and E,,. Let Ai = [0, r:], 
where y: =inf{x: H,(x)2 1 -.L.}, and let B,=A: x A,. Then D,, = 
C: = 1 h, where 
D,,= -2-‘j C@(x), 4 I- J(S(x), 411 J&Y), 4) &x, Y, 4 3 4) A’xAnB, 
D,,= -2-lj J(h), d, 1 @(Y), 4) d&, Y, d,, 4) 
A’xAnB; 
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033= -2-1s J(S(x), d,) J&y), d,) di(x, y, d,, d,) 
A’xAnBf 
Ddl= -2-l 1 CJ($x), 4) -J(W), 411 J(XY), 4) &x, Y, 4,dd 
A’xAnB, 
D,,=2-‘5 J(S(x), 4) J(S(y), 4) d&, Y, 4,4). 
A’xAnB: 
The remainder terms E,, and E4,, are given by Ejn = C: = r E,, and E,, = 
IX:=, EM, where E3k and E,, are defined as D3k and Ddk with J(u, d) = 
-d- ln( 1 -u) and 3 replaced by 1 - exp( -A). 
LEMMA 7.4. For fixed t E (0, l), D,, , D,,, E31, and E,, converge in 
probability to 0 as n + co. 
Proof. The function J(u, d) is uniformly continuous on A, and A:. By 
Lemma 4.2, D,, + P 0 and Da, + p 0 as n -P 00. The asymptotic negligibility 
of E,, and E,, follows directly from Lemma 4.2. 
LEMMA 7.5. The terms D,,, D,,, D,,, and D,, converge in probability to 
OasrlOandn+oo. 
Proof We consider the term D32. Let E > 0 be fixed. Let A, and QnE be 
defined as in Lemma 7.2. Further, let A:= {x: 1 -H,(x)>~/n}. By 
Theorem 1.4 in van Zuijlen [29], the set 9: = {d’ c A:} has probability at 
least 1 -E. Further, let M, and Q, be defined as in Lemma 7.2. By 
Theorem 1.1 in van Zuijlen [29], there exists a constant M2 = MZ(s) such 
that the set 52, = (supAS r(nfi,/(n + 1)) r(H,)-’ < M2} has probability at 
least 1 - E. Assumption A.2 and Lemma 4.1 entail 
r(H,)” r(H2)a dL 
AxA’nB; 
for some constant M. By Holder’s inequality this bound is bounded from 
above 
r( H, )*’ dfi, 
112 
r(H2)2a dfi, 1 
w 
r(H,)‘” dfi, 
A n A, 1 
w 
r( H, )‘O dfi, s r(H,)*” dfi, . A n Af 1 
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As in Lemma 6.4, JA: r(H,)‘” dfi, +P 0 and IA;’ r(H, )2“ df?, -+p 0 as 7 JO 
and n + co, which completes the proof of the asymptotic negligibility of 
D,,. The remaining terms can be treated in a similar way. 
LEMMA 7.6. The terms E,,, Es3, E,,, and E,, converge in probability to 
OassJOandn-+co. 
Proof: We consider the term E,,. We have JE,,I <Et=, E32k, where 
Ex2, =2-’ s %4 &I d&, Y, 4 3 4) A’xAnti; 
E,,,=2-‘I h) dk Y, d,, 4) 
A’xAn$ 
E,,,=2-’ 
s &Y) d&, Y, d,, 4) A’xAnB: 
Let E > 0 and a < t be fixed. Further, let 9,, Szi, Q,, and Q, be defined as 
in Lemma 7.5. Then 
GM 
[j 
r(k-)‘-“dI? 2x 1 1 r(H,)” r(HZ)a dL A’xAntir 
for some constant M. Since Sr(A-)‘~“d~-,.Sr(u)‘-“du< 00, the same 
argument as in Lemma 7.5 entaih E,,, +p 0 as 7 JO and n + co. The 
asymptotic negligibility of terms E,,,, k = 2, 3, 4 follows from a similar 
argument combined with the fact that the L, measure of A’ n Ai’ and i, 
measure of A n A; converges in probability to 0 as 7 JO and n -+ co. The 
proof of the asymptotic negligibility of the remaining terms follows in a 
similar fashion. 
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