An increasing amount of evidence supports a crucial role for the anterior temporal lobe (ATL) in semantic processing. Critically, a selective disruption of the functional connectivity between left and right ATLs in patients with chronic aphasic stroke has been illustrated. The aim of the current study was to evaluate the consequences that lesions on the ATL have on the neurocognitive network supporting semantic cognition. Unlike previous work, in this magnetoencephalography study we selected a group of patients with small lesions centered on the left anteroventral temporal lobe before surgery. We then used an effective connectivity method (i.e., dynamic causal modeling) to investigate the consequences that these lesions have on the functional interactions within the network. This approach allowed us to evaluate the directionality of the causal interactions among brain regions and their associated connectivity strengths. Behaviorally, we found that semantic processing was altered when patients were compared with a strictly matched group of controls. Dynamic causal modeling for event related responses revealed that picture naming was associated with a bilateral frontotemporal network, encompassing feedforward and feedback connections. Comparison of specific network parameters between groups revealed that patients displayed selective network adjustments. Specifically, backward connectivity from anterior to posterior temporal lobe was decreased in the ipsilesional hemisphere, whereas it was enhanced in the contralesional hemisphere. These results reinforce the relevance of ATL in semantic memory, as well as its amodal organization, and highlight the role of feedback connections in enabling the integration of the semantic information.
Introduction
Despite the accepted notion that the implementation of cognitive functions by the brain relies on large-scale neural systems, referred to as neurocognitive networks (Meehan and Bressler, 2012) , very few studies have used connectivity analyses to investigate the integrated activity among key structures within the semantic memory network (Bar et al., 2006; Heim et al., 2009; Clarke et al., 2011; Wei et al., 2012; Yvert et al., 2012; Bianchi et al., 2013) . Some of these studies have shown that interactions between anterior and posterior temporal regions are fundamental for semantic processing Hitomi et al., 2013) . Crucially, a previous work has illustrated a selective disruption of the functional connectivity between left and right anterior temporal lobes (ATLs) in a group of chronic aphasic stroke patients (Warren et al., 2009) . Recent research has emphasized the critical contribution of ATL to semantic processing, which has been regarded as an amodal hub essential for coherent semantic representations . Most of the neuropsychological evidence supporting this role comes from studies with patients affected by semantic dementia or herpes simplex encephalitis (Noppeney et al., 2007; Mion et al., 2010) , two neurological conditions characterized by bilateral degeneration of ATL. Although accumulating evidence has supported a semantic role for the bilateral ATL (Visser and Lambon Ralph, 2011) , recent studies have shown that semantic abnormalities, although of milder nature, can be found in unilateral damage conditions, mainly stroke and temporal lobe surgical resection (Antonucci et al., 2008; , and also by using repetitive transcranial magnetic stimulation (rTMS; Pobric et al., 2010) . Although these studies have demonstrated that unilateral ATL damage can induce semantic impairment, the lesions were extended over large brain areas covering different subregions (Tsapkini et al., 2011) , with differential compromise of anteroventral aspects of the temporal lobe (Mikuni et al., 2006; Phan et al., 2007) .
The aim of the current study was to investigate the consequences that small ATL lesions have on the neurocognitive network required for successful semantic processing using an effective connectivity approach. Specifically, we applied dynamic causal modeling (DCM; David et al., 2006) to evaluate the dynamics of neural activity recorded with magnetoencephalography (MEG) while patients with seizures originating from the left anterobasal temporal region and matched controls performed a visual naming task. DCM accounts for directed connections among brain regions and relies on an explicit model of causal influences (Friston et al., 2013) . Accordingly, we first determined the neural network that best explained the observed neural response, and then explored whether and how the integrated activity among the brain regions comprising that network was affected by ATL lesions, corresponding to model and system identification analyses. We hypothesized that damage to ATL will lead to an abnormal functioning of the network (Warren et al., 2009; Wright et al., 2012) , or a fundamental reconfiguration of it. We also used a battery of semantic tests used in previous studies to further determine the nature and extent of the semantic impairment induced by these lesions .
Materials and Methods

Subjects
For the purpose of the study all patients with temporal lobe epilepsy (TLE) admitted to our epilepsy unit between January 1998 and June 2012 were reviewed. Patients eligible for this study had aphasic seizures as the main seizure type and a circumscribed epileptogenic lesion located at the temporal pole or the temporal basal region on MRI. Patients with dual pathology (temporobasal lesions and hippocampal sclerosis) and/or lesions extending to other temporal regions were excluded. All imaging protocols included volume acquisition, T1-and T2-weighted, and fluidattenuated inversion recovery (FLAIR) sequences. Video-EEG monitoring of those patients who complied with the inclusion criteria was also reviewed to analyze the type of language impairment during the ictal and postictal period. The type of aphasia was classified according to established criteria (Hillis, 2007) . Of the total 169 patients with temporal lobe seizures registered in our epilepsy unit, 10 patients (6 females) met our inclusion criteria (Table 1 ). All patients were right handed. Seizures characterized by some kind of language impairment were the most common seizure type reported by all patients. In addition, nine patients referred infrequent secondary generalized tonic-clinic seizures at the onset of epilepsy. Typical seizures were registered in eight patients (Table 1) . Language manifestations during the ictal period consisted of complete speech arrest in seven patients; they remained quiet throughout the ictal period, or just uttered isolated words or short sentences, such as "no," "yes," "wait," or "I feel bad," in response to verbal commands. Two patients also had milder seizures with less expressive impairment. Ictal speech phenomena in just one patient consisted of context repetitive swear words (ictal verbal automatisms). Language comprehension was impaired in all patients as indexed by an inability to follow verbal or written commands during the ictal period. Language deficits continued throughout the postictal period in most patients and were characterized by a gradual recovery of verbal fluency and then comprehension. Ictal nonverbal behavior was preserved in seven patients; all of them were alert and turned toward the examiner on verbal request, trying to interact with the examiner and follow his commands. Other ictal features, mainly limited to subtle oral and/or hand automatisms, were found in three patients. Structural MRI showed discrete lesions that were located in an area expanding from the temporal pole to 4.5 cm posteriorly, encompassing the left anterobasal temporal cortex in all patients (Table 1; Fig. 1 ). Lesions were well circumscribed and involved the basal temporopolar cortex, and the entorhinal/perirhinal cortices (Insausti et al., 1998; Frankó et al., 2013) . Of note, brain MRI scans were reported as normal initially in eight patients. Lesions in these patients were areas of focal temporopolar cortical atrophy or subtle encephalocele that were recognized only after review of MR images guided by video-EEG findings (i.e., semiology of seizures and EEG patterns) and further imaging with three tesla brain MRI. PET scans were acquired in four patients and showed focal hypometabolism localized to the region of the MRI abnormality in all of them. It is worth noting that the areas affected in our group of patients were previously demonstrated to impair semantic processing in studies using rTMS (Pobric et al., 2007 (Pobric et al., , 2010 Binney et al., 2010) or electrical stimulation (Mikuni et al., 2006) . These areas fall well within the region that is resected in standard procedures of epilepsy surgery, after which declines in semantic skills have been reported for review, see Ives-Deliperi and Butler, 2012) . Voxel-symptom lesion mapping studies have demonstrated that the rate of semantic error production arises from damage to anterior regions of the left temporal lobe in a group of patients with aphasia secondary to stroke (Schwartz et al., 2009 ). This effect has been reproduced using a neuroanatomically constrained computational model (Ueno et al., 2011) . Entorhinal and perirhinal cortices has been associated with complex visual representations (Mion et al., 2010) . Moreover, the perirhinal cortex has been demonstrated to be necessary for the disambiguation of perceptually and semantically confusable objects (Kivisaari et al., 2012) .
A control group consisting of 10 healthy adults strictly matched for age, gender, and education was also recruited for this study. All patients and controls were right-handed. Demographic and clinical information are summarized in Table 2 .
Neuropsychological assessment of semantic memory
We used a group of semantic memory tests that was previously used to assess semantic processing in patients with different aethiologies. Our semantic battery included: (1) a measure of verbal semantic associative knowledge; (2) a measure of visual semantic associative knowledge (Camel and Cactus test); and (3) a category fluency test. The last two tests were extracted from the Cambridge Semantic Battery . Finally, two picture naming tasks were used during MEG recordings (see below). The verbal associative task consists of 30 trials on which the participant is asked to select the word, of four words, that bears a similar meaning to a target word (half of them were abstract, and half concrete). There were a semantic distractor and two unrelated lures. In the visual semantic associative task the participant is asked to select the picture, of four pictures, that is more closely related to a target picture. These two tests were scored for proportion of correct responses. In the category fluency task, the subject is asked to produce as many exemplars as possible in 1 min from a given category (i.e., birds, breeds of dog, and types of boat).
Stimuli and naming task for magnetoencephalography
We used a picture-naming task comprising images from the Cambridge 64-item naming task and the 175-item Philadelphia Naming Test (Roach et al., 1996) . Images belonging to both tests were presented only once. Accordingly, a total of 213 images were used. In this task, the participants are confronted with line drawings and are asked to provide their names. The task was adapted for scanning purposes such that in each trial, participants first saw a fixation cross located centrally for 1000 ms, which was followed by a picture lasting in the display 1000 ms. Then, a question mark was shown indicating that participants have to overtly name the presented object as accurately as possible. The next trial began when participants provided an answer or after 5000 ms elapsed. Picture-naming performance was calculated in terms of the proportion of correct responses. We also analyzed the types of errors. Semantic error production was classified as one of the following subtypes: "pure semantic errors," substituted nouns that related to the target either taxonomically or associatively, and that were not also phonologically related; "non-naming responses," including semantic descriptions, circumlocutions, and/or omissions; and "perceptual errors." Additionally, the number of semantic errors was divided by the number of trials (213) to generate the dependent variable "SemErr" (Schwartz et al., 2009) . Following the study of Walker et al. (2011), we also created a variable that added all errors category, "SemTot."
Two factors that were previously shown to influence picture naming in patients with semantic memory impairments Caramazza and Mahon, 2003; Barense et al., 2010) were also considered in the analyses; namely, frequency (i.e., high vs low) and category domain (i.e., natural vs artificial). Items from both naming tests were classified among the four resulting subsets (i.e., high-frequency natural, high-frequency artificial, low-frequency natural, and low-frequency artificial). To provide an equal number of items in each condition for the purpose of statistical analyses, 70 high-frequency items (35 natural, 35 artificial) and 70 low-frequency items (35 natural, 35 artificial) were selected from the 213 pool of items. Items were matched for familiarity, frequency (Sanfeliú and Fernández, 1996; Sebastián et al., 2000) , and visual complexity (JPEG size was used as a measure of perceptual complexity; Müller et al., 2008) between specific categories (i.e., natural vs artificial), as well as for further subdivisions (i.e., natural high-frequency vs artificial high-frequency; natural lowfrequency vs artificial low-frequency; all p Ͼ 0.10). None of the excluded items had generated any errors during task performance.
Magnetoencephalographic data acquisition and analysis
MEG recordings were obtained using a whole-head 306-channel Vectorview system (Elektra-Neuromag) at a sampling rate of 600 Hz, with a bandpass filter from 0.1 to 200 Hz. Before the recording session, the anatomical landmarks (nasion, and left and right periauricular) and extra points of the head shape, along with the positions of four head position indicator (HPI) coils, were obtained using a 3D digitizer (Fastrak Polhemus). The head position relative to the sensor array was measured at the beginning of the session using four HPI coils. Static bad channels were detected using the MaxFilter program (Elektra-Neuromag), and were interpolated. Artifacts were suppressed by applying a temporally extended signal-space separation method (tSSS; Taulu and Hari, 2009 ). Data were subsequently analyzed using SPM8 (Wellcome Trust Centre for Neuroimaging, London; http://www.fil.ion.ucl.ac.uk/spm/). Data analyses were conducted using the 204 planar gradiometer channels. The continuous time series for each participant was processed with a Butterworth bandpass filter at 3-30 Hz and then were epoched off-line to obtain 500 ms data segments corresponding to Ϫ100 -400 ms peristimulus time. We analyzed epoched data during this period for each trial, and for each participant. Trials including eye blinks or other myogenic or mechanical artifacts were removed using the thresholding criteria implemented in SPM8 (trials containing signal strength exceeding 3000 fT were excluded). Only trials with correct responses were analyzed. Epochs were then baseline corrected from Ϫ100 to 0 ms and then averaged.
Source localization. To define regions of interest for the DCM analysis, multiple sparse priors routine (as implemented in SPM8) was used to estimate the cortical origin of the neuronal response (Friston et al., 2008) . For source reconstruction, the multiple sparse priors uses 512 patches of activation which are iteratively reduced until an optimal number and location of active patches are found using a Bayesian greedy search. A tessellated cortical mesh template surface in canonical Montreal Neurological Institute (MNI) anatomical space served as a brain model to estimate the current source distribution (Mattout et al., 2007) . Coregistration to the MNI was done using the three anatomical landmarks as well as the extra digitalized points (i.e., headshape). This dipole mesh was used to calculate the forward solution using a digitalized single-shell model. The inverse solution was calculated over a time window from 0 -400 ms after stimulus onset, and averaged over controls and patients (Fig. 2a) . Source reconstructions were interpolated into MNI voxel space (Insausti et al., 1998; Frankó et al., 2013) suggestive of a focal cortical dysplasia (P.2A). PET scan coregistered with MRI shows a circumscribed area of hypometabolism involving these two gyri (P.2B). Patient 3, Axial T2 image shows a small encephalocele that distorts the normal morphology of the temporal pole. Patient 4, Coronal T1 image displays asymmetrical temporal lobes with an unusual morphology of the left temporal pole that appears atrophic (P.4A).
PET scan coregistered to MRI shows a subtle area of focal hypometabolism in the same localization (P.4B). Patient 5, Axial T2 image acquired along the hippocampal axis shows a small encephalocele that distorts the normal morphology of the temporal pole. Patient 6, Sagittal T2-weighted section displays a pedunculated lesion from the basal tip of the left temporal lobe. The lesion shown corresponds with a small encephalocele that is better identified with a fat saturation sequence. Patient 7, Axial FLAIR section through the temporal tip shows a small area of hyperintensity localized to the inner part of the temporal pole (P.7A). CT scan coregistered with the MRI confirmed a bone defect with the same localization (P.7B). PET scan coregister with the CT scan displays again the minor skull defect together with basal hypomebolism at the tip of the left temporal lobe (P.7C). Patient 8, Coronal T1 image displays asymmetrical temporal lobes with an unusual morphology of the left temporal pole that appears atrophic. Patient 9, Axial T1 parallel to the hippocampus plane demonstrating subtle lobulated appearance of the left temporal pole (P.9A). Fusion of the MRI and CT scans with fine axial cuts identified this abnormality as a small anterobasal temporal encephalocele (P.9B). A bone defect of the inner lamina of the skull at the medial aspect of the middle cranial fossa is evident on CT scan (P. and analyzed using statistical parametric mapping (Kilner and Friston, 2010) , in the usual way (Moran et al., 2013) . A contrast of evoked signal strength was conducted using a two-sample t test. Differences between groups were thresholded at p Ͻ 0.005 (uncorrected).
Effective connectivity analysis: dynamic causal modeling. DCM is a hypothesis-driven method that relies on the specification of a plausible biophysical and physiological model of interacting brain regions (Stephan and Friston, 2007) . DCM for evoked related fields allows for inferences about the neural networks or architectures that generate electromagnetic responses. These architectures are parameterized in terms of coupling within and between neuronal sources. Generally, Bayesian model comparison is used to compare different models or to find the model with best evidence (Penny et al., 2004) . In our analyses, we first optimized the model and then compared the parameter estimates, under the best model, to test for group differences in effective connectivity. The sources or nodes of the network architecture were specified on the basis of the inverse solutions (i.e., multiple sparse priors; Friston et al., 2008), and were therefore optimized for the particular subjects studied (Fig. 2a) . Semantic tests results are shown for a selected group of patients individually (n ϭ 10) and for a group of control healthy subjects (n ϭ 10). n.s., Not significant. Fig. 2c ). Activation of these regions has been specifically associated with semantic processing of pictures in previous studies Binney et al., 2010; Visser and Lambon Ralph, 2011; Clarke et al., 2013) , and are considered part of a ventral network involved in visual object processing (Gilbert and Li, 2013; Kravitz et al., 2013) . In all models left and right PTL were chosen as visual input nodes for semantic processing of pictures (Heim et al., 2009 ). Six models were specified and inverted separately for each subject, using responses from stimulus onset to 400 ms poststimulus time (Clarke et al., 2013) . Model architectures were constructed considering specifications from previous studies (Chan et al., 2011; Clarke et al., 2011; Yvert et al., 2012) , and differed in terms of their laterality, and the type of directed connections (see Fig. 2d ). Forward and backward connections are defined according to the connectivity rules outlined in Felleman and Van Essen (1991), and specified in DCM to convey feedforward and feedback effects, respectively. To select the most likely model we used a Bayesian model selection procedure (Penny et al., 2004) . Statistical inference on models was conducted using a random-effect approach (RFX; Yvert et al., 2012) , a method that is preferred when studying heterogeneous populations or when optimal models can vary across participants (Seghier et al., 2010) . Model comparison was conducted on controls, patients, and across participants. After selecting the optimal model, its subject-specific parameters were compared with test for group differences (restricting the comparisons to parameter estimates that differed from their prior mean with a posterior confidence of 90%). Families of models were also compared to test the laterality of the network (i.e., left vs right vs bilateral; Penny et al., 2010).
Results
Behavioral results
Group differences in performance accuracy were analyzed by a multivariate ANOVA (MANOVA) with performance in the semantic tasks as dependent measures and Group (patients and controls) as a factor. Effects were considered statistically significant when p Ͻ 0.05, after Bonferroni correction. Patients were less accurate (M ϭ 87.66, SD ϭ 5.63) than controls (M ϭ 92.81, SD ϭ 3.47) in visual semantic associative knowledge (Camel and Cactus test; F (1,18) ϭ 6.08, p ϭ 0.024). Patients generated less exemplars for the category "birds" (M ϭ 10.70, SD ϭ 4.76) and "breeds of dogs" (M ϭ 8.1, SD ϭ 4.1) than controls (M ϭ 16.00, SD ϭ 4.08; M ϭ 13.00, SD ϭ 5.21, respectively; F (1,18) ϭ 7.14, p ϭ 0.016; F (1,18) ϭ 4.97, p ϭ 0.039, respectively). We failed to detect significant differences between groups in verbal semantic associative knowledge ( p ϭ 0.72). Regarding the naming task, patients (M ϭ 93.65, SD ϭ 5.12) did not differ from controls (M ϭ 96.25, SD ϭ 2.21) in proportion of correct responses (F (1,18) ϭ 2.17, p ϭ 0.16). However, when we considered the types of errors, we observed that patients (M ϭ 4.90, SD ϭ 4.30) made more non-naming errors than controls (M ϭ 0.90, SD ϭ 1.10; F (1,18) ϭ 8.10, p ϭ 0.011). Finally, main effects of frequency (F (1,17) ϭ 46.74, p Ͻ 0.001) and category (F (1,17) ϭ 6.30, p ϭ 0.022) were found, with more errors made for low frequent items and for artificial items. Planned comparisons revealed that patients showed a trend to make more errors for less frequent items (M ϭ 87.22, SD ϭ 8.71) and for artificial items (M ϭ 88.67, SD ϭ 9.83) than controls (M ϭ 92.90, SD ϭ 4.25; M ϭ 95.20, SD ϭ 3.62; respectively; t (17) ϭ 1.84, p ϭ 0.084; t (17) ϭ 1.96, p ϭ 0.066; respectively). It was also observed that patients were more prone to make semantic errors when naming low-frequency/artificial objects (M ϭ 84.33, SD ϭ 11.25) than controls (M ϭ 93.33, SD ϭ 5.65; t (17) ϭ 2.24, p ϭ 0.039). Only nine patients with available values were included in frequency/category analyses. Table 2 shows the results of the semantic tests for the group of patients individually and for the group of controls.
Source space analysis
We observed that controls and patients consistently activated several regions in the ventral stream. However, patients exhibited a reduced activity (t (18) ϭ 2.96, p Ͻ 0.005) in the left posterior inferior temporo-occipital cortex between 200 and 300 ms after stimulus onset (Fig. 2b) .
Bayesian model selection
Bayesian model selection (RFX) revealed that the most plausible model was Model 6 for controls (model exceedance probability of 0.754), patients (model exceedance probability of 0.834), and across participants (model exceedance probability of 0.931), which included bilateral sources with backward connections (see Fig. 3 ). Comparison of model families clearly indicated that bilateral models were more likely (exceedance probability of 0.987).
Between-subject differences in connectivity Once the best model had been determined, group differences in effective connectivity strength were analyzed by a multivariate ANOVA (MANOVA) with connectivity parameters as dependent measures and Group (patients and controls) as a factor. Effects were considered statistically significant when p Ͻ 0.05, after Bonferroni correction. Analyses revealed that the extrinsic backward connection from left AmTL to left PTL was stronger in controls (mean ϭ 0.58, SD ϭ 0.32) than in patients (mean ϭ 0.24, SD ϭ 0.17; F (1,18) ϭ 8.88, p ϭ 0.008). In the right hemisphere, contralateral to the lesion, the backward connection from AmTL to PTL was greater for patients (mean ϭ 0.54, SD ϭ 0.21) than for controls (mean ϭ 0.29, SD ϭ 0.21; F (1,18) ϭ 7.12, p ϭ 0.016).
Relationship between connectivity and task performance
We assessed the behavioral significance of effective connectivity measures by correlating the scores derived from the naming task (i.e., accuracy and types of errors) with the effective connectivity parameters. We also estimated the relationship between connectivity measures and performance on the semantic memory tests. In the group of controls, the forward connectivity from left AmTL to left inferior frontal gyrus was positively correlated with performance in the Cambridge 64-item naming task (r ϭ 0.65, p ϭ 0.044), and showed a trend for negative correlation with SemErr (i.e., proportion of semantic errors; r ϭ Ϫ0.61, p ϭ 0.063). We also observed that category fluency for birds and breeds of dogs was positively correlated with backward connectivity from left AmTL to left PTL across participants (r ϭ 0.52, p ϭ 0.020; r ϭ 0.57, p ϭ 0.009, respectively).
Discussion
We used DCM for event-related responses to investigate the consequences that small lesions centered on the left anteroventral temporal lobe (AvTL) have on the functional interactions within the neural networks required for naming a pictured object. To our knowledge, this is the first work studying effective connectivity in relation to the impact of ATL damage on semantic processing. Using this approach we could examine the causal influences in the network and ask whether and how connections involving the ATL were affected. Bayesian model comparison was used to compare different models (Fig. 2d) and to find the model that best explained the data (Penny et al., 2004 ). Model evidence was tested separately for both groups, and also across participants, revealing that the best network architecture was characterized by bilateral sources with forward and backward connections (Fig.  3a,b) . Comparison of families regarding the laterality of the network showed that bilateral models were more likely. The identification of bilateral models as better explaining the data supports an influential model postulating that conceptual representations rely on a bilateral anterior temporal network (Lambon Ralph et al., 2001; . It is also worth noting the presence of feedback functional pathways in the winning model, as this type of connections, which provides top-down influences on antecedent cortical areas, is considered essential in recent models of visual object processing (Gilbert and Li, 2013; Kravitz et al., 2013) .
Comparison of specific network parameters between groups revealed selective network adjustments in patients, characterized by a decreased backwards connectivity from AmTL to PTL in the ipsilesional hemisphere, and an enhancement in the contralesional hemisphere; right AmTL to right PTL. Additionally, differences in neural activation between groups were located in the left posterior inferior temporo-occipital cortex between 200 and 300 ms (Clarke et al., 2013) . A previous PET study comparing patients with semantic dementia and healthy controls during a semantic decision task also found differences in a very similar location (Mummery et al., 1999) , which were interpreted as a decrease in normal function due to reduced input from ATL. Functional deafferentiation between ATL and PTL has been also invoked to explain naming difficulties in patients with damage in left temporal lobe structures (Trebuchon-Da Fonseca et al., Schwartz et al., 2011 ). Critically, recent MEG studies (Bar et al., 2006 Clarke et al., 2011) have demonstrated that phase synchronization between anterior regions (i.e., orbitofrontal cortex or ATL) and posterior sites in the temporal lobe was associated with semantic processing of visual objects, and modulated by increasing semantic integration demands (Clarke et al., 2011; Chan et al., 2011) . Although such analysis lacks directionality, anterior areas were thought to provide feedback to posterior object representation sites. Differently from these studies, using DCM, we were able to evaluate the directionality of the causal interactions among brain regions and their associated connectivity strengths (Bianchi et al., 2013) . We found that small lesions centered on left ATL weakened its backwards connections with left PTL. The ATL is considered a convergence region (Damasio, 1989) , functioning as an intermediating representational layer, in computational terms (Lambon Ralph et al., 2010b ) , "that serves to map between the modality-specific regions that encode particular perceptual attributes, words, and actions" . Unlike traditional views of object and meaning processing, recent models propose that feedforward connections have a countercurrent stream of processing, by means of which high-order representations dynamically influence neurons at the antecedent stages in the cortical hierarchy (Hochstein and Ahissar, 2002; Ueno et al., 2011; Gilbert and Li, 2013; Kravitz et al., 2013) . Disruption of fine-grained differentiation of words has been related to the degree of damage to a subset of ATL structures (Hurley et al., 2012) ; and disambiguation of perceptually and semantically confusable objects has been linked with perirhinal cortex (Kivisaari et al.,  2012) . Furthermore, recent evidence suggests that recurrent pro- Figure 3 . a1, Bayesian model selection among the six models; and between families of models (a2). Random fixed effects (RFX) showed model expected probability and model exceedance probability. b, results indicate that Model 6 had the greatest evidence (exceedance probability ϭ 0.931); and its subject-specific parameters (restricted to posterior probabilities of 90% or more) were selected to test for group differences (c). Red indicates differences in left hemisphere and blue indicates differences in right hemisphere.
jections from AmTL to posterior fusiform regions are necessary for object recognition, especially when semantic integration demands are increased Clarke et al., 2011) . Using a neuroanatomically constrained computational model, Ueno et al. (2011) demonstrated an impaired naming, especially for lowfrequency words, following damage to ATL components. Interestingly, our patients showed a trend to make more errors when naming low-frequency objects Hoffman et al., 2012) , and significantly more errors when naming low-frequency/artificial items (Proverbio et al., 2007) . Thus, alteration of these feedback connections appears to have a negative impact on semantic processing, which was more evident for low-frequency items. We also found that nonnaming responses (i.e., omissions) were the type of error that patients made significantly more than controls. This type of error is the most pervasive impairment in semantic dementia (Woollams et al., 2008; Hurley et al., 2012) , increasing with the severity of the disease , and has been associated with ATL damage in other conditions (Trebuchon-Da Fonseca et al., 2009; Lambon Ralph et al., 2010a; , but also with PTL lesions (Antonucci et al., 2008) . Thus, disruption of the integrated activity between AmTL and PTL could constitute an important clue to understand the mechanisms underlying this naming impairment. The functional relevance of left AmTL-PTL interaction was emphasized by its relationship with participants' category fluency performance. Interestingly, the left inferior longitudinal fasciculus has been correlated with semantic fluency (Agosta et al., 2010; de Zubicaray et al., 2011) .
Concerning findings in the contralesional hemisphere, a previous study showed a reduction in structural connections in the pathological left hemisphere and greater contralesional structural connections in patients with TLE (Powell et al., 2007) . These findings suggest a greater recruitment of network resources in the unaffected hemisphere (Koylu et al., 2006; that are homotopic to those in the ipsilesional hemisphere. Nonetheless, this contralesional enhancement could not be considered functional, as we did not find any significant correlation with performance (Maccotta et al., 2007) . Thus, it appears that it is the functional integrity of AmTL-PTL connection in the ipsilesional hemisphere what determines the efficiency of the semantic processing (Powell et al., 2007) .
We observed that left AmTL-IFC feedforward connectivity was positively related with accuracy in the Cambridge naming task, and negatively with SemErr in controls. These findings are consistent with previous studies suggesting that object recognition depends on frontotemporal interactions (Bar et al., 2006; Agosta et al., 2010; Wei et al., 2012; Bianchi et al., 2013) , and specifically with the role of inferior frontal regions with semantic selection/retrieval (Binney et al., 2010 (Binney et al., , 2012 . It could also reflect the semantic input to speech production/naming (Lambon Ralph et al., 2001; Ueno et al., 2011) .
The pattern of naming deficits could suggest a postsemantic difficulty affecting the access to phonological representations of object's name (Hurley et al., 2012) . However, we found that patients' performance was also impaired in tests of category fluency and in a visual semantic association task. This pattern of verbal and nonverbal semantic deficits constitutes an empirical support for the distributed-plus-hub hypothesis, according to which damage to the ATL would produce a semantic impairment that is modality-independent Pobric et al., (2007 Pobric et al., ( , 2010 ) demonstrated a categorygeneral impairment following ATL stimulation, although more posteriorly located than lesions in our patients, which was observed in the slowing down of semantic processing across all types of concepts, and when more sensitive semantic tasks were used . Our results are also consistent with those from a previous study showing that lateral lesions of the left temporal lobe in patients with temporal lobe epilepsy were associated with mild naming deficits presurgically (Giovagnoli et al., 2005) .
In summary, current findings have contributed to characterize the consequences of small lesions in the left AvTL on semantic memory processes and on the functional networks that constitute their neural basis (Dick and Tremblay, 2012) . Behaviorally, we have shown that verbal and visual semantic processing was altered in our group of patients before surgery . Using DCM for evoked responses, we observed that picture naming was associated with a frontotemporal network, which was characterized by bilateral sources connected by feedforward and feedback connections. Critically, left ATL damage induced a reconfiguration of the connectivity dynamics within this network. Specifically, patients exhibited a decreased backwards connectivity from AmTL to PTL in the ipsilesional hemisphere, which was accompanied by an increase of this interactivity in the contralesional hemisphere. Finally, interactions in the left hemisphere encompassing prefrontal and temporal regions showed positive relations with semantic processing (i.e., naming and fluency) and negative relations with semantic error production. Considered together, current results reinforce the relevance of ATL in semantic memory, as well as its amodal organization, and highlight the role of the AmTL-PTL feedback connection in enabling the integration of the semantic information.
