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Abstract 
Systems that require a driving force of some kind are very common in physical 
and biological settings. Driving forces in a biological context are usually referred 
to as rhythms, pulses or clocks. Here we are interested in the effect of adding 
a square wave periodic driving force to a biological model. This is intended to 
model inputs from biological circuits with all-or-none or switch-like responses. 
We study a model of cell division proposed by Novak and Tyson. Our switched 
input is intended to model the interaction of the mitotic oscillator with an ultradian 
clock. We thoroughly characterize the behaviour as a function of the durations of 
the active and inactive phases. We also study a model of vein formation in plant 
leaves proposed by Mitchison. Pulsed hormonal release greatly accelerates vein 
formation in this model. 
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Chapter 1 
Introduction 
Systems that require a driving force of some kind are very common in physical 
and biological settings. 1 - 8 For example, a swinging pendulum will oscillate back 
and forth until it stops due to friction. However, if a periodic force is used to 
drive the pendulum, 9 the pendulum may oscillate periodically without damping. 
The driven pendulum may also show more complicated dynamics such as chaos. 1 0 
The focus here is on biological systems. Driving forces in a biological context are 
usually referred to as rhythms, pulses or c locks . 1 1 - 1 3 A very prevalent rhythm for 
most biological systems is a circadian r h y t h m 1 3 - 1 5 with a natural period of around 
24 hours. These types of rhythms can usually be entrained to a light-dark driving 
force. There are numerous models of circadian rhythms that have been studied 
using a light-dark driving force . 1 6 ' 1 7 A slightly newer idea and less understood 
concept is an ultradian rhy thm. 1 8 - 2 1 Ultradian rhythms are those with a period 
1 
of less then 24 hours. Both models that are investigated here incorporate an ul­
tradian rhythm into models that did not take this type of behaviour into account. 
The first is a cell division cycle model. There is an apparent involvement of an 
ultradian rhythm in the cell division c y c l e . 1 9 ' 2 2 ' 2 3 The second model deals with 
auxin, a hormone in plants that contributes to vein formation in leaves. Plants have 
shown numerous circadian and ultradian rhythms experimentally. 1 3 , 2 4 Our inter­
est is to see how the systems will behave when a periodic driving force is added. 
We chose a square-wave forcing to simulate periodic driving because there are 
many examples in biology of all-or-none responses, on-off switches or pulsatile 
hormone r e l ease . 2 5 - 3 0 
1,1 Terms and Techniques 
The models that are studied here are nonlinear systems. 8 Nonlinear systems are 
difficult to solve analytically and have terms within them that are typically prod­
ucts, powers or functions of a variable xt. Some examples of nonlinear terms are 
x\X2. (xi) 3 or cosx2. Since nonlinear systems are not easily solved analytically, 
certain techniques have been developed to help interpret them. Some key con­
cepts used to treat nonlinear models will be defined here. To help illustrate some 
of these definitions, the glycolytic oscillator proposed by Sel'kov (1968) 8 will be 
2 
used as a nonlinear example. The glycolytic oscillator is a two-dimensional model 
of the form: 
where x and y are the concentrations of ADP (adenosine diphosphate) and F6P 
(fructose-6-phosphate), and a,b > 0 are kinetic parameters. 
A useful technique for understanding the qualitative behaviour of a system 
without doing a full analysis is a phase portrait. A phase portrait looks at the 
evolution of the different variables in a model with respect to one another. When 
there are only two variables, this plot is often referred to as the phase plane por­
trait since the plot is of the motion in a two-dimensional plane. Using the example 
of the glycolytic oscillator, the phase plane portrait is a plot of x versus y. For 
a = 0.1 and b — 0.2 the phase plane portrait has a stable fixed point at x = 0.20 
and y = 0.4286 with all trajectories leading to it. The term fixed point, in ref­
erence to ordinary differential equations, represents equilibrium solutions or rest 
states. A locally stable fixed point represents a point in phase space that all nearby 
trajectories go towards. A locally unstable fixed point represents a point in phase 
space that all nearby trajectories will move away from. For a — 0.08 and b = 0.6 
the phase plane portrait contains a limit cycle surrounding an unstable fixed point. 
dx 
dt 
dy 
dt 
— — x + ay+x^y 
= b — ay — xy 
(1.1) 
(1.2) 
3 
Figure 1.1: Phase plane portrait of a limit cycle for the glycolytic oscillator with 
a = 0.08 and b = 0.6. 
This is illustrated in Figure 1.1. All trajectories whether started inside or outside 
the limit cycle will move toward and eventually follow the limit cycle. 
Another technique to describe the behaviour of a system is a parameter space 
plot or a parameter plane plot. This plot is also sometimes referred to as a phase 
diagram, not to be confused with a phase portrait. These types of plots illustrate 
the different behaviour of a system due to the values of their parameters. In the 
4 
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Figure 1.2: Parameter plane of the glycolytic oscillator with two regions corre­
sponding to the different types of behaviour exhibited by this model. 
glycolytic example, a parameter plane plot would be a plot of b versus a. The 
parameter plane for this example is illustrated in Figure 1.2. This parameter plane 
can distinguish the areas where the parameters give a stable fixed point or a stable 
limit cycle. The parameter values where these qualitative changes occur are called 
bifurcation curves. 
The term chaos 4 , 8 is often used to mean different things. For this work, chaos 
5 
will be denned by two important ideas. 1) It arises in a deterministic system 
which exhibits aperiodic behaviour and 2) has exponential sensitivity to the initial 
conditions, making long term predictions of the system impossible. An example 
of a chaotic system using this definition is weather. The weather cannot be accu­
rately predicted for more than a few days because the present conditions cannot be 
known to arbitrary accuracy. Because of the sensitive dependence on initial con­
ditions which this system displays, forecasts diverge significantly from the real 
evolution of weather systems over a period of a few days. 
Excitable systems 4 , 8 are quite important in the sciences. An excitable system 
can be described as having two properties: 1) It has a unique, globally attracting 
rest state. In other words, if the system is started from anywhere in phase space, 
the system will eventually go to a fixed point. 2) A large enough stimulus or 
perturbation will send the system on a long route through phase space before 
returning to its rest state. This second property is what distinguishes excitability 
from simple stability. Small perturbations below a certain threshold will return to 
its rest state by a rapid, direct path. Perturbations above this threshold will produce 
a long, indirect excursion through phase space before returning to the rest state. 
An example of a system that is excitable is a neuron. 4 When a neuron is injected 
with a small pulse of current, nothing dramatic happens. The neuron will increase 
6 
Figure 1.3: A two-dimensional representation of a | trajectory on a torus. 
its membrane potential slightly and then return to its resting potential. But when 
the neuron is injected with a large enough pulse of current, the neuron will "fire" 
producing a large voltage spike before returning to its resting potential. 
Quasi-periodicity 4 , 8- 3 1 is a term which is a bit harder to define. There are 
some systems whose trajectories lie on the surface of a torus in phase space. As 
the trajectory traverses the torus, if the trajectories meet and form a closed fig­
ure, the system is periodic. If for example, the trajectory winds around the torus 
three times while traversing the length of the torus once before meeting itself it 
is considered to have a rational winding number of | . A two-dimensional repre­
sentation of a j trajectory on a torus is given in Figure 1.3. A rational winding 
number represents periodic behaviour. However, if the winding number is irra-
7 
tional, the system is considered quasiperiodic. This means that the trajectory on 
the torus never closes and the trajectory is dense on the torus. 
Some molecular biology will also be discussed here. The convention for nam­
ing genes, mutations and gene products in this thesis will be as follows: Genes 
and mutations will be named using italics and gene products (proteins) will be 
named without italics usually with the first letter being capitalized. For example, 
Cdc7 is the protein product of the budding yeast CDC7 gene. 3 2 
8 
Chapter 2 
Cell Division Cycle Model 
2.1 Maturation Promoting Factor and Cell Cycle Control 
A basic schematic of the different phases of the cell cycle is given in Figure 2.1. 
As our knowledge of the cell division cycle increases, 3 3"" 3 5 so too does the com­
plexity of the models being p roposed . 1 9 ' 3 6 - 4 3 In particular one can look at the 
Maturation Promoting Factor (MPF) and its involvement in the c y c l e . 3 2 , 4 5 , 4 6 Our 
understanding of the structure and role of MPF in the cell cycle today began with 
the study of the cell cycle in yeast in the 1950's. 4 7 This research established some 
relationships between a number of different physiological parameters linked with 
growth and division. The next step came in the 1970's with the genetic studies 
of yeast and the isolation of cell division cycle (cdc) mutants. 4 8 This led to an 
explosion of genetic research on the cell cycle. As more and more cdc mutants 
were discovered and studied, the concept of a maturation promoting factor was 
9 
Figure 2. T. Schematic of the different phases in the cell cycle. 4 G l is the primary 
growth phase of the cell, usually occupying a large portion of the cell's time. S is 
the phase in which the cell synthesizes a duplicate of the genome. G2 is the second 
growth phase in which preparation for mitosis occurs. These three phases make 
up what is usually referred to as the interphase. M is the phase that involves all 
the preparation for separation called mitosis. C is the phase where the cytoplasm 
divides, creating two daughter cells. 
10 
introduced. Initially, it was unclear what MPF was or if it was a group of steps or 
an individual molecule. This lead to further investigation to pinpoint what MPF 
was and how it worked. 4 9 It is now believed that MPF is a dimer of cyclin and 
C d c 2 . 5 0 , 5 1 The activity of this dimer is dependent on its phosphorylation state. 
There are two phosphorylation sites which give four different states of MPF, only 
one of which is an active form. A schematic of MPF's role in the cell cycle is 
illustrated in Figure 2.2. From this schematic it is easy to see that some phos­
phorylation reactions inhibit the active form of MPF and some reactions activate 
it. The balance between this inhibition and activation makes for some interesting 
dynamics. 
2.2 The Model 
In the cell division cycle there are checkpoints which must be passed before mi­
tosis can occur . 3 3 , 5 2 Checkpoints are points in the cell cycle at which a biochem­
ical switch can halt mitosis. Checkpoints normally act through kinases and phos­
phatases which turn Maturation Promoting Factor (MPF) on or off. MPF is con­
sidered on when it has been phosphorylated in its activating residue and off when 
phosphorylated in any other way. When there is a sufficient concentration of ac­
tive MPF mitosis is allowed, and when there is too low a concentration of active 
11 
Figure 2.2: Schematic of MPF's role in the cell cycle (adapted from Novak and 
Tyson 4 5). The oval (Z) represents cyclin, the rectangle (C) represents Cdc2 and 
the combination of the two represent the four different forms of MPF (M,N,S,R). 
The arms indicate the principal phosphorylation sites of Cdc2, tyrosine-15 (Y) on 
the left and threonine-167 (T) on the right. The different forms of MPF are distin­
guished by their phosphorylation states. MPF is active (M) when phosphorylated 
at the T site only. There are four different phosphatases and kinases involved in 
this process. INH is an inhibitory phosphatase, and Cdc25 is an activating phos­
phatase. Weel is an inhibitory kinase, and CAK is an activating kinase. Reaction 
1 is the production of cyclin from amino acids (AA), reaction 2 is the degradation 
of cyclin and reaction 3 is the combination of cyclin and Cdc2. When active MPF 
(M) reaches sufficient concentration, mitosis and cell division are initiated. 
12 
MPF mitosis is halted. 
There is a simple mathematical model describing the chemistry for mitotic 
control proposed by Tyson and Novak 4 5 derived from early embryonic develop­
ment in amphibians. This model consists of two differential equations: 
where u is the concentration of active MPF, and v is the concentration of cyclin, 
both scaled by the total amount of Cdc2. The £,-'s are rate constants, g is a constant 
related to a ratio of activity of INH and CAK and kwse describes the activity of 
the inhibitory Weel kinase. These differential equations are a reduction of a more 
complicated group of 11 ordinary differential equations. A major simplification 
in this model was to assume that the total Cdc2 levels remain constant in the cell. 
For some values of the parameters, the system has a stable limit cycle, and 
for some other values the system goes to an equilibrium. When the system has a 
stable limit cycle it is modeling a cell involved in repeated, regular mitoses repre­
sentative of early embryonic development. When the system goes to equilibrium 
it is modeling a cell that is G2 arrested, or not involved in mitosis. Both of these 
types of behaviours are interesting, but do not explain all aspects of cell mitotic 
behaviour, including checkpoints. For example, a cell may be G2 arrested for 
du 
dt 
dv 
dt 
= k\g - u(k2 + hu1 + fcWee) + (h + hu2) (gv - u) (2.1) 
(2.2) 
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a period of time, and will eventually be given the signals needed to pass certain 
checkpoints to initiate mitosis. An example of this is a cell that is required to grow 
to a sufficient size before it can divide aga in . 5 3 , 5 4 
It has been found that many biological checkpoints exhibit switch-like be­
haviour. 2 6 , 5 5 , 5 6 To incorporate a checkpoint into this model, a parameter that 
could likely exhibit this switch-like behaviour was needed. Since kinases and 
phosphatases are known to act like switches, the parameters kwee and g were 
looked at. The parameters & w e e and g are both given constant values in the Tyson-
Novak model. The Weel kinase is singled out by Novak and Tyson as an important 
inhibitory kinase involved in mitotic checkpoints, while the INH and CAK pro­
teins could not as of yet be linked directly to mitotic checkpoints. Price et al. and 
Russell et al. also singled out weel as important for d ivis ion. 5 7 , 5 8 Therefore, £ w e e 
is chosen as the switch. When kwec = 1.5 the system has a stable limit cycle with 
a period of about 34.35 minutes. When kwee = 3.5 the system is excitable with 
both u and v going to equilibrium. To simulate the switch-like character of the 
MPF checkpoint, we switch between these two states of £ w e e . Switching between 
a state of periodic oscillations and a state of G2 arrest is chosen to try and simulate 
cells being able to exit their G2 arrested state, and return to an oscillatory state for 
a time to undergo mitosis. The switch that we add is independent of the cell cycle 
14 
events which resembles the idea of an ultradian clock. 1 8 
Ultradian rhythms seem to act in numerous biological events. It is unclear 
what the mechanism is for these ultradian clocks. However, there is a lot of ex­
perimental evidence that the cell cycle is governed by more than one clock each 
having a distinct rhythm and the implications of such rhythms have been dis­
cussed. 1 5 , 1 8 ~ 2 0 ' 5 9 , 6 0 The two most common behaviours associated with the inter­
actions between ultradian and cell cycle clocks are entrainment and chaos. 1 6 
2.3 Computer Simulations and Data Collection 
2.3.1 Periodic Driving 
An on-off switch for & w e e is implemented as follows. The switch is on when 
£wee = 1.5 and off when kwes = 3.5. To obtain a periodic driving signal, we use: 
m{t) = t-[^\T (2.3) 
where the driving period T = T o n + T0ff, [ J is the floor function* and T o n and T0ff 
are the durations for which the switch is on or off. The function &wee 
(?) is then 
defined to be 1.5 when m(t) < xon and 3.5 when m(t) > xon. This produces a 
square wave to simulate an on-off switch with variable periods. 
T h e floor function of x gives the largest integer less than or equal to x. 
15 
2.3.2 Time Series Data 
We are interested in the evolution of u in time. There are three types of possi­
ble behaviours. There can be entrainment, in which there is a repeating pattern 
in relation to the driving period. There can also be chaos, 6 1 in which no pattern 
can be found and a positive Lyapunov exponent is calculated. 6 2 , 6 3 ' Lyapunov 
exponents 8 , 6 4 are a measure of a system's sensitivity to initial conditions. If a 
positive Lyapunov exponent is calculated then, provided a few other technical 
conditions are met, the system is chaotic. Or there can be quasi-periodicity,3 1 • 6 5 
in which no pattern can be found but the system is not chaotic, having only neg­
ative Lyapunov exponents. A way of categorizing these different behaviours is 
by calculating different winding numbers . 6 6 , 6 7 A system which is entrained will 
have rational winding numbers, and a system that is chaotic or quasi-periodic will 
have irrational winding numbers. However, in this study winding numbers are 
only calculated for the entrained cases to differentiate between the different pat­
terns found. Labeling peaks of the repeating unit is also used as a technique to 
differentiate between the patterns. This labeling of peaks is often referred to as 
symbolic dynamics. 6 8 Figure 2.3 illustrates how peaks are labeled and how the 
peak pattern is defined. When u > 0.1 mitosis is initiated and when u < 0.1 mi-
tLyapunov exponents were previously calculated by Marc Roussel and are reported elsewhere. 
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2550 2 6 0 0 2 6 5 0 2 7 0 0 
t (min) 
Figure 2.3: Time series plot of species u for x o n = 6.5 and x0ff = 1 0 . The repeating 
pattern is separated by vertical lines and the different peaks are labeled depending 
on their value. Peaks above u — 0.1 are labeled with an L (large) and peaks below 
u — 0.1 are labeled S (small). The periodic driving for this system is illustrated 
by the black and white boxes along the bottom axis. The black boxes represent 
the time the switch is on (& w e e = 1.5) and the white boxes represent the time the 
switch is off ( £ w e e = 3.5). The peak pattern for this system is defined as the peak 
labels of all the peaks within a repeating unit. For consistency, each set of labels 
is always started with a small peak S (unless only large peaks exist) and then the 
set is abbreviated if there is a repeating pattern within the pattern. For example, 
this system has the peaks LSLS in one repeating unit. To begin the pattern with 
a small peak it is rearranged to be SLSL. Since there is a repeating unit of SL in 
this pattern that occurs twice we then rearrange the pattern to get (SL) 2 . 
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tosis is not initiated.* Therefore, responses that are above 0.1 are labeled L for 
large peaks and responses that are below 0.1 are labeled S for small peaks. Both 
are relevant to the dynamics of the system, but the peaks that initiate mitosis are 
of greater interest. The two winding numbers calculated are defined as: 
# of maxima in u ^ ^ 
# of driving periods 
# of maxima in u above 0.1 ^ ^ 
# of driving periods 
for each repeating unit. These fractions are not simplified so that the differences 
between each pattern can be distinguished. For example, in Figure 2.3 the winding 
numbers are coau — | and coa = | . These are not simplified to coan = { and 0 ) a = \ 
because the four peaks that occur in the four driving periods are all different and 
should be distinguished from a pattern where there is only one large peak in two 
driving periods for a repeating unit. 
To calculate the type of data in which we are interested, a computer simulation 
program was developed. An implicit Runge-Kutta method 5 is used to integrate 
the two differential equations of our modified Tyson-Novak model. The initial 
*The value of u = 0.1 was chosen somewhat arbitrarily as there is no clear experimental evi­
dence as to the MPF threshold required for mitosis. Similar arbitrary choices are commonly made 
in cell cycle models. 6 9 However, choosing a different value within a small range of this number 
would have resulted in qualitatively similar results since peaks leading to mitosis are generally 
much larger than those that do not. 
5
 A description and the implementation of the implicit Runge-Kutta method are given in Ap­
pendix A. 
Wall = 
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Table 2.1: Parameter values for our modified Tyson-Novak model with a time 
scale in minutes. 
Parameter *i k2 &4 *5 8 
Value 0.01 0.01 10 0.04 100 0.9 
stepsize* (h) for the implicit Runge-Kutta method is a user-defined parameter. 
Different values of x o n and T0ff are also user-defined parameters. The system is 
started with the initial values of u(0) — 0, v(0) = 0 and kwee(Q) = 1.5. All other 
values for the rate constants are identical to Novak and Tyson values which are 
contained in Table 2.1. Before a pattern can be found, the system must first reach 
stationarity. 4 ' 7 0! I To ensure that sufficient time has passed for the time series to 
become stationary, values of u are v are calculated for a time of 1007' or 2000 time 
units, whichever is larger. These points are not stored since we are interested in 
the system after it has reached stationarity. Values are then calculated and stored 
for an additional time of 507\ or at least 1000 time units. Since we are only 
' in the simulation program the system is integrated at least twice. The first time the system is 
integrated using the initial stepsize defined by the user. Any subsequent runs are integrated using 
a smaller stepsize for comparison. 
II Stationary state refers to a state of equilibrium or rest. When a system has reached a stable 
fixed point or a stable limit cycle, it is considered stationary. For systems that do not have a stable 
fixed point or a stable limit cycle (eg. chaotic) it is considered stationary when two long sets of data 
from different areas in the data have identical statistical properties, ie. average, winding number, 
etc. If they do not have identical statistical properties, the system has not reached stationarity and 
a longer transient is needed. 
19 
interested in the responses of u, we then collect the points where u(t) are maxima 
for the required range of t. From these maximal values we then do a comparison 
to find if there is a repeating pattern. 
To find a repeating pattern with respect to T we compare responses in adjacent 
sections of integer multiples of the driving period. If we look at the system with 
T o n = 9 and T0fr — 5 from Figure 2.4 this can be better illustrated. Since 100T < 
2000 the values are taken starting at time 2000. An integer n is defined to keep 
track of the number of driving periods we are comparing for a repeating unit. 
Once the maxima are collected the points found between 2000 and 2000 + nT are 
compared with the points found between 2000 + nT and 2000 -f- 2nT, to see if 
they are sufficiently similar. If there are a different number of maxima found in 
the sections, then they are not similar. If there are the same number of maxima 
found in the sections then each set of maxima for the two sections are compared 
individually. For example the first maximum found between 2000 and 2000 + nT 
is compared with the first maximum found between 2000 + nT and 2000 + 2nT, 
or the first and second regions respectively. This is illustrated in Figure 2.4c. All 
consecutive points are compared in like manner. The criterion used to compare 
the points in the two regions is: 
c (2.6) 
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Figure 2.4: Simulation using xon — 9 and x0fj- = 5. a) The evolution of u with time, 
b) Driving period T related to u(t). c) Comparing the responses when n = 1 to 
check for a pattern, d) Comparing the responses when n = 2 to check for a pattern. 
In this case, an S 2 L pattern is found when n — 3. 
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where the subscripts denote the region. For example, if the first maximum (t,u) in 
one driving period is compared with the first maximum in the next driving period, 
the maximum in the first region is given the subscript 1 and the maximum in the 
second region is given the subscript 2. If c < 2h2, then the maxima are considered 
the same. If c > 2h2, then the maxima are considered to be different.** When 
all the maxima are similar then the number of responses are calculated for the 
time nT in which the unit repeats. If they do not match when n — I, which is 
the case for our example as shown in Figure 2.3c, then the next group of adjacent 
time periods (n = n + 1) are compared, as shown in Figure 2.3d. This is repeated 
until a pattern is found or until n = 25 when all the data for u collected have been 
looked at. In this example a pattern is found when n — 3. 
The whole process is then repeated using a smaller stepsize of h — \. The 
answers from both cases are compared and if they are the same the key data are 
output. If they are not the same, the whole process is again repeated with a reduc­
tion in stepsize of h — |. 
Simulations are performed for a range of x o n values from 0.5 to 35 going up 
**The integrator increments time by the stepsize h. Therefore, the error incorporated with the 
first term of c is at most h, which is then squared. If two maxima are similar, then the second term 
should be of order h4, which is the magnitude of the numerical error of the implicit Runge-Kutta 
method.7 1 This term is then squared giving an error much smaller then the first term. So the 
intrinsic error of c is of the order of h2. If two peaks are nonincidental, we find empirically that 
c > 2h2. 
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by 0.5 and for xo f l- from 0.25 to 20 going up by 0.25. Most of the data are col­
lected in the manner described above. All data acquired for a (x o n , T0ff) pair in 
which the program found no pattern are compared with the Lyapunov exponents 
for the same system. If the Lyapunov exponents are positive1"* then it is confirmed 
that no pattern exists. However, in a handful of cases the Lyapunov exponents 
are negative and some extra exploring of those cases is required. This exploring 
led to some minor variations of the original program. One variation used a longer 
transient and stored more data. This meant having larger n's. The other variation 
involved starting at a significantly smaller stepsize, h. In the very small num­
ber of cases where a pattern is still not found using the above variations and the 
Lyapunov exponents are negative, it is concluded that these systems are probably 
quasi-periodic. Overall the simulations and data collection worked well. 
2.3.3 Next Return Maps and Power Maps 
Another useful technique for interpretation of the simulation data is the use of 
next return maps and power maps. The way in which these maps are defined and 
how they are implemented will be discussed in this section. Here, next return 
maps are defined by plotting subsequent angles. The angles are defined somewhat 
"Recall that positive Lyapunov exponents denote a chaotic system. 
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arbitrarily from points on the trajectory in a (u,v) phase space plot and a line 
segment picked as a reference. This is sensible when the attractor is like a limit 
cycle in that there exists a point in phase space which is surrounded by the attractor 
and around which the trajectories always move in the same direction.7 In this case, 
these criteria are met. The points on the trajectory are chosen as the values of u 
and v immediately after the switch is turned from on to off, i.e. when kwee is 
switched from 1.5 to 3.5. The reference line is chosen for each individual case 
by choosing a reference point in the (u, v) plane which lies inside a loop made 
by the trajectory points described above and drawing a horizontal line from this 
reference point to the right. The angle 6, corresponding to a point in the (w,v) 
plane is defined relative to this line. This can best be described by example in 
Figure 2.5a. Simulations are run similarly to the time series simulations using the 
implicit Runge-Kutta method to integrate the two differential equations. There is 
an initial transient period where data are not collected. After this transient period, 
data are only collected for the points u and v directly after the switch is turned off. 
A reference point is defined by the user and the angles are then calculated from 
the («,v) points collected. The data are arranged in two columns of 6,- and 0,+i 
which are then plotted as a next return map. An example of a simple next return 
map is given in Figure 2.5b. These next return maps are mostly used to study the 
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Figure 2.5: Next return map examples using the system with x o n — 9, T0ff — 3, 
CQaii = | and a S 2 L peak pattern: a) Phase plane plot illustrating how the angles 
are defined in the next return maps. The three stars are points on the trajectory 
immediately after the switch has been turned off. The open circle is the reference 
point. The angle, 8, is defined between the reference line drawn from the reference 
point and the trajectory point, b) An example of a next return map illustrating the 
three different angles corresponding to the three points on the trajectory. 
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chaotic regions. 
A variation on the next return maps are power maps. Power maps display the 
data at a certain power of the previous data. For example a power-3 map plots 8,-
against 8/4.3. The data for power maps are collected in the same fashion as for 
the next return maps, the only difference being that when the angles are collected 
for a power-3 map plot, only every third angle is used. The value of the power 
applied to the map is a user defined quantity. A power-3 map of the data from 
Figure 2.5 would consist of a single point on the line 8,- = 6,+3. Power maps are 
used to investigate the routes to chaos. 
2.4 Results 
2.4.1 Winding Numbers and Peak Patterns 
This section deals only with the entrained or phase locked systems that have pe­
riodic behaviour and can be classified with a rational winding number. Phase 
locking is quite common in many biological systems. 7 2 For example, experi­
ments have been done where the respiratory system of mammals can be entrained 
to a mechanical ventilator. 7 3 , 7 4 Also, when there is a large cell population, there 
sometimes needs to be some form of synchronizat ion 6 9 ' 7 5 - 7 7 to coordinate differ­
ent events. For example, in early development the growth of limbs needs to be 
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coordinated so that they each grow at approximately the same rate. It has been 
theorized that a clock can be used to fit this purpose . 1 2 - 1 8 ' 6 0 
The winding numbers (coaii) calculated from all the responses fall into three 
categories. There are winding numbers equal to one, equal to a value less than 
one and equal to a value greater than one. Examples of the three coan categories 
are given in Figure 2.6a-c. To understand the fundamental differences between 
these categories, it is useful to look at the phase space trajectories of the two 
behaviours the model switches between. Figure 2.7 shows the limit cycle and the 
it — 0 nullcline when kwee — 1.5 and the fixed point when £ w e e — 3.5. When the 
switch is on the system follows the limit cycle. When the switch is switched off 
the system moves towards the fixed point until it is switched back on, at which 
point the system has to move back towards the limit cycle. The distance between 
the limit cycle and fixed point is large enough that it takes some time to move all 
the way from one to the other. As time progresses u will oscillate from high to 
low values when moving along the limit cycle and will go to a low value when 
moving towards the fixed point. Therefore, when the switch is left on, the system 
will oscillate with a period of about 34.35 minutes. However, when the system is 
turned off, the value of u will quickly go down. This can be seen in Figure 2.3 
when the bottom boxes representing the switch goes from black to white (on to 
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Figure 2.6: Time series plots showing the different categories of coan with the 
driving periods divided by vertical lines (where the switch turns from off to on), 
a) Wail = 1 for x o n = 10 and T 0 f f = 1 5 . There is one peak per driving period, b) 
(Dan > 1 for T o n = 30.5 and x0ff = 9.25. There is more than one peak per driving 
period, c) coan < 1 for T o n = 7 and T 0 f f = 0.75. There are some driving periods 
that do not have any peaks which are illustrated by arrows. These have the value 
of u declining and then before it can rise, the value of u drops off sharply. 
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0.9 
Figure 2.7: The phase space diagram of the Tyson-Novak model without switch­
ing. The system follows a limit cycle when kwee — 1.5 and goes to a fixed point 
when fcwee = 3.5. The dotted line represents the w-nullcline which divides the limit 
cycle into two sections. Above the nullcline the value of u is increasing and below 
the nullcline the value of u is decreasing. 
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off) the value of u quickly drops. When coau = 1 the switching of the parameters 
is fast enough that only one response can occur during one driving period. To 
put it another way, the system is not left on the limit cycle long enough to peak 
more than once. When coan < 1, which rarely occurs, the switch is being turned 
on and off too rapidly for a response to occur each driving period. This only 
occurs at small values of x o n and x0ff because at such small values of both, the 
system occasionally cannot spend enough time moving along the limit cycle for 
a response to occur before the switch is turned off again. For example, if the 
switch is on and the system is moving along the limit cycle below the nullcline (u 
is decreasing) and the switch is then turned off, making u decrease, a maximum 
will not occur during this driving period. And when coau > 1 the driving period 
is long enough to allow more responses to occur. These three categories can be 
visualized in different regions on the parameter plane in Figure 2.8 in relationship 
to the regions with irrational winding numbers. There are two distinctly different 
regions of u)an > 1 on this plot. There is a subtle difference between the two 
regions. The region that covers the top right corner has a value of Q)aii = \ which 
corresponds to two peaks per driving period, while the other region has values of 
u)aii between 1 and 2 which correspond to some of the driving periods with two 
peaks and some of the driving periods with one peak. 
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Figure 2.8: Regions of the T ( ) n and T0ff parameter plane which denote the differ­
ent behaviours of cu a n compared to the region where the winding number has an 
irrational value. 
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The other winding numbers (cofl) calculated from the responses that lead to 
mitosis are generally small rational ratios less than or equal to one. This is illus­
trated in Figure 2.9a along with the corresponding peak patterns. It is important 
to note here the behaviour of the system at a constant value of T. When looking at 
the winding numbers of these diagonal slices of constant T, it is clear that the sys­
tem is sensitive to the actual values of x o n and x0ff and not just to the total period. 
Table 2.2 shows the winding numbers for three different examples of constant T. 
The diagonal section for T = 20 shows similar behaviour with most having an 
coa = \ . The other two examples show a lot more variation in behaviour along 
their diagonal. The general trend of the different sections displayed in Figure 2.9 
do follow a diagonal looking trend, however the variations of specific diagonals 
are enough to see that the different values of x o n and x0ff are more important than 
the sum of the two. 
Regions left blank in Figure 2.9a display more complex phase locking, chaotic 
or quasi-periodic behaviour. In general, the chaotic regions fall in the middle of 
the blank regions, and the more complex phase locking are part of a route taken 
towards these chaotic regions. Quasi-periodic behaviour, which is rare in our 
model, is mostly found near the edges of the chaotic regions. 
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Figure 2.9: Parameter plane plot: a) Regions in x o n and TQff parameter plane which 
denote the different co a's and peak patterns. Regions left blank display more com­
plex phase locking, quasi-periodic or chaotic behaviour, b) Blown up region of the 
T o n and TDff parameter plane illustrating a period doubling route to chaos. Regions 
left blank exhibit different phase locking patterns. 
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Table 2.2: Diagonal comparison of T using winding numbers for three different 
values of of T. 
T = 15 T = 20 T = 25 
Ton Toff w a Ton Toff coa Ton Toff coa 
0.5 14.5 0/1 0.5 19.5 0/1 5 20 1/2 
1 14 1/7 1 19 1/5 5.5 19.5 1/2 
1.5 13.5 1/5 1.5 18.5 1/4 6 19 1/2 
2 13 1/4 2 18 1/3 6.5 18.5 1/2 
2.5 12.5 1/3 2.5 17.5 1/2 7 18 1/2 
3 12 1/3 3 17 1/2 7.5 17.5 1/2 
3.5 11.5 1/3 3.5 16.5 1/2 8 17 1/2 
4 11 irrational 4 16 1/2 8.5 16.5 1/2 
4.5 10.5 irrational 4.5 15.5 1/2 9 16 1/2 
5 10 irrational 5 15 1/2 9.5 15.5 1/2 
5.5 9.5 irrational 5.5 14.5 1/2 10 15 1/2 
6 9 irrational 6 14 1/2 10.5 14.5 1/2 
6.5 8.5 irrational 6.5 13.5 1/2 11 14 1/2 
7 8 irrational 7 13 1/2 11.5 13.5 1/2 
7.5 7.5 irrational 7.5 12.5 1/2 12 13 3/4 
8 7 irrational 8 12 1/2 12.5 12.5 3/4 
8.5 6.5 4/7 8.5 11.5 1/2 13 12 3/4 
9 6 irrational 9 11 1/2 13.5 11.5 irrational 
9.5 5.5 1/2 9.5 10.5 1/2 14 11 2/3 
10 5 1/2 10 10 1/2 14.5 10.5 2/3 
10.5 4.5 1/2 10.5 9.5 1/2 15 10 2/3 
11 4 1/2 11 9 1/2 15.5 9.5 2/3 
11.5 3.5 1/2 11.5 8.5 1/2 16 9 2/3 
12 3 irrational 12 8 1/2 16.5 8.5 2/3 
12.5 2.5 irrational 12.5 7.5 1/2 17 8 2/3 
13 2 irrational 13 7 1/2 17.5 7.5 2/3 
13.5 1.5 irrational 13.5 6.5 1/2 18 7 2/3 
14 1 irrational 14 6 1/2 18.5 6.5 2/3 
14.5 0.5 irrational 14.5 5.5 1/2 19 6 2/3 
15 5 1/2 19.5 5.5 2/3 
15.5 4.5 1/2 20 5 2/3 
16 4 1/2 20.5 4.5 2/3 
16.5 3.5 1/2 21 4 2/3 
17 3 1/2 21.5 3.5 2/3 
17.5 2.5 1/2 22 3 2/3 
18 2 1/2 22.5 2.5 2/3 
18.5 1.5 1/2 23 2 2/3 
19 1 1/2 23.5 1.5 2/3 
19.5 0.5 1/2 24 
24.5 
1 
0.5 
2/3 
irrational 
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2.4.2 Chaotic Regions 
There are two fundamentally different types of behaviour exhibited by the chaotic 
systems which can be seen using next return maps. There are some chaotic sys­
tems that display behaviour similar to a logistic map in that their next return maps 
are roughly parabolic.8 An example from our model of a next return map with a 
parabolic shape is given in Figure 2.10a. There are also some chaotic systems that 
display behaviour similar to a sine map or circle map. 7 8 The sine map is of the 
form: 
6 ! + 1 = (9/ -Jfcsin(8,-) + co) mod 2n. (2.7) 
This map is illustrated in Figure 2.10c for k = 3.5 and 03 = | , a set of parameters 
at which this map displays chaos. An example, from our modified Tyson-Novak 
model, of a next return map with a similar shape to the sine map is given in Figure 
2.10b. 
There is also interesting behaviour when looking at the chaotic region in the 
parameter plane. The chaotic region consists of many islands as illustrated in Fig­
ure 2.11. There are large islands with long chains of small islands next to them. 
When all of these islands are looked at with more detail (Lyapunov exponents are 
calculated for smaller ranges of x o n and T 0ff) they are riddled with smaller and 
smaller non-chaotic regions. When the non-chaotic regions between the chains 
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Figure 2.10: Different behaviours of chaotic systems: a) Next return map for 
x o n = 24 and T0ff = 6.75 which resembles the parabolic shape of the logistic map. 
b) Next return map for T o n = 7 and x0ff = 2 which resembles the sine map shape. 
c) Next return map of the sine map with k = 3.5 and 0) = | which demonstrate 
chaotic behaviour. 
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of small islands of chaos are looked at in more detail, it is found that these non-
chaotic regions are riddled with smaller regions of chaotic behaviour as well. This 
closer examination reveals a fractal nature of the chaotic region. A full examina­
tion of this fractal behaviour is discussed in Closson et al.63 Fractal behaviour 
is also seen when looking at the Arnold tongues for the sine m a p 7 8 as well as in 
other systems. 3 ' 7 9 
The chaotic region has some important biological implications. There are 
many physiological rhythms that behave irregularly.1 6 For example, the opening 
and closing of channels in neurons 8 0 ' 8 1 and cardiac cells that carry ionic current. 
Some irregular rhythms are due to noise (as in the above examples) and others are 
chaotic. Many models have been developed and experiments done describing the 
chaotic behaviour, as well as noise, in the cell division c y c l e . 2 0 ' 4 0 ' 8 2 ' 8 3 
2.4.3 Routes to Chaos 
In most cases the route to chaos observed between the periodic and chaotic regions 
in this system consists of period doubling bifurcations. 4 ' 8 This route to chaos is 
also common in other externally forced s y s t e m s . 2 , 2 0 , 7 2 , 8 4 Period doubling bifur­
cations can easily be illustrated by examining the winding numbers of the systems. 
As the name implies, the period, or in this case the winding number, doubles after 
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T o n (min) 
Figure 2.11: Chaotic regions or islands in the parameter plane calculated previ­
ously. 6 3 The resolution of this plot is 0.5 in the T o n domain and the 0.25 in the x0ff 
range. When looked at with higher and higher resolution, the islands are riddled 
with regions of non-chaotic behaviour and non-chaotic regions between rows of 
islands of chaos are riddled with regions of chaos. 
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each bifurcation as the system progresses towards chaotic behaviour. For example, 
period doubling occurs between the chaotic region and the region where coa = | . 
This is illustrated in a blown up section of the parameter plane in Figure 2.9b. The 
winding number doubles as the chaotic region is approached ( | , | , yg, etc.). It 
is difficult to resolve the regions of subsequent bifurcations after | and especially 
after yg because the parameter range at which a given winding number is observed 
decreases with each bifurcation. As the number of bifurcations goes to infinity, 
the distances between subsequent bifurcations decrease so in this scenario, chaos 
results from an accumulation of period doublings. The Feigenbaum relationship 
describes this shrinking of the distance between successive bifurcations: 
8 = lim r " ~ r " " 1 = 4 . 6 6 9 . - (2.8) 
«-»~r„ +i -rn 
where rn denotes the parameter value at which the n t h period doubling bifurcation 
occurs. This relationship shows that the range of parameters in which the different 
locking ratios are observed decrease by a factor of about 4.669 with each bifur­
cation. Thus it is more difficult to resolve these smaller areas. The Feigenbaum 
relationship is a very common relationship to describe period doubling, however 
since the areas of doubling as n —> °° are difficult to resolve, it is difficult in this 
case to see this relationship. When looking at the peak pattern of these doubling 
regions, doubling also occurs in the peak pattern. For example, in another region 
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where period doubling occurs, the peak pattern S 2 L changes to (S 2 L) 2 after its 
first period doubling bifurcation. The original symbolic pattern just repeats itself. 
They are fundamentally the same pattern, except that the relative heights of each 
peak are different for the repeat of the original pattern in the doubled region. This 
is illustrated in Figure 2.12a-b. This doubling can also be illustrated by phase 
plane plots. When a system undergoes a period doubling bifurcation, the trajec­
tory in the phase plane also doubles. In other words, for every orbit or loop in 
the original trajectory, two orbits or loops appear after the bifurcation. This is 
illustrated in Figure 2.12c-d. 
The other less common route to chaos observed in this model is a saddle-node 
bifurcation of cycles, sometimes called a tangent bifurcation. 4- 8 A tangent bi­
furcation is described as a stable cycle and an unstable cycle moving toward one 
another until they collide and mutually annihilate one another. When this occurs 
there is a noticeable stable limit cycle with certain parameters and then with a 
slight change in parameters the stable limit cycle disappears and chaos is the re­
sult. This type of almost instantaneous change from periodic to chaotic behaviour 
has also been observed in other models of biological sys tems. 8 , 1 6 However, closer 
investigation of the system is required to conclude that a tangent bifurcation has 
truly occurred. In this case the sudden appearance of chaos occurs in the parame-
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Figure 2.12: Period doubling examples: a) Time series plot with peak pattern 
of S 2 L for the system x o n = 11-5 and T0ff = 2.5. The vertical line separates the 
repeating unit, b) Time series plot with peak pattern of (S 2 L) 2 for the system 
Ton = 11-5 and x 0ff = 2.75. The vertical line separates the repeating unit and the 
dashed horizontal lines show how the difference is only in the relative heights of 
the peaks, c) Phase plane plot with coa = j for the system x o n = 11.5 and x o f f = 2.5. 
d) Phase plane plot with 0) a = I for the system x o n = 11.5 and x0ff = 2.75. 
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ter plane in part of the area around the U)a = j and coa = | regions. Both regions 
have Wan = | so that there is an underlying period-3 behaviour. Tangent bifur­
cations of a period-3 orbit can be characterized by looking at the third power of 
the return map. If a tangent bifurcation has occurred the power-3 map will show 
one point on the diagonal for the periodic system and a spread of points nearly 
tangent to the diagonal just inside the chaotic region. The diagonal line in a power 
map will denote periodic behaviour. For example, in a power-3 map if the system 
is periodic with the number of driving periods for each repeat equal to 3, then 
every third point is the same, making that point fall on the diagonal line of the 
power map. The further into the chaotic region the system goes, the tangent area 
of the map should move away from the diagonal. This characteristic is illustrated 
in Figure 2.13 using power-3 maps. Another feature that goes along with tangent 
bifurcations is called intermittency. Intermittency is a chaotic system that looks 
nearly periodic for a length of time, then looks chaotic for a short length of time 
and then looks nearly periodic again. These intermittent complex bursts occur 
irregularly between the apparently periodic sections making the overall system 
chaotic. Intermittency occurs close to the tangent bifurcation and as the tangent 
moves further from the diagonal of the power maps the intermittent chaos occurs 
more frequently and for longer durations until the system appears chaotic every-
42 
CD" 3 err 3 
b)/ 1 
/ 
t 
1 h 1 \ • 1 . 1,' 
i / \ y . 
- / i 
/ i 
/ / , 1 1 
3 4 
6, 
Figure 2.13: Tangent bifurcation examples using systems with coa = j and the 
chaotic region nearby: a) Power-3 map of the chaotic system with x o n = 6.5 and 
x0ff = 8.3 as the small points. The dashed line represents the diagonal and the star 
(*) represents a point from the periodic system with t o n = 6.5 and x0ff = 8.29. 
There are three places on this plot where the chaotic system is very close to being 
tangent to the diagonal. These tangencies correspond to the three fixed points 
of the period-3 map below the bifurcation value of x0ff- b) Power-3 map of the 
chaotic system with x o n = 6.5 and x0ff = 8.5 as the small points. The dashed line 
represents the diagonal and the star represents a point from the periodic system 
with x o n = 6.5 and x0ff = 8.29. Note that the three tangencies are moving away 
from the diagonal. 
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Fi gure 2.14: Examples of intermittent behaviour for the chaotic system with t o n = 
6.5 and T0ff = 8.3 with a nearly | winding number behaviour: a) Times series plot 
and b) strange attractor. 
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where with no bits of periodic behaviour. This characteristic of intermittency is 
illustrated in Figure 2.14 using a time series plot and a phase plane plot of the 
chaotic attractor, which is often referred to as a strange attractor. From this evi­
dence we conclude that the other route to chaos that occurs is a tangent bifurcation 
or a saddle-node bifurcation of cycles. 
2.4.4 Multiples of the Natural Period 
In the Tyson-Novak model the natural period, TNT, of the oscillator (fcw e e = 1.5) 
is approximately 34.35 minutes. Since the value of x o n represents the oscillating 
dynamics it is of interest to see if the system exhibits a pattern of behaviour for 
values of x o n plus multiples of the natural period. To look for a pattern, x0ff is held 
constant with a value of 3.5 and x o n — x^f-f nT^vr- The results of different peak 
patterns and to a 's for multiples of the natural period are given in Table 2.3. From 
this Table we see that the values to a follow a pattern of: 
w a (C f + n 7 ^ T , x o f f ) = (2.9) 
P 
where n is an integer representing the multiple of the natural period, r is the num­
ber of responses above the threshold when n~-0 and p is the number of driving 
periods for a repeating unit of the pattern. In other words, for every multiple of 
the natural period, n, the system gains a response above the threshold for every 
45 
Table 2.3: Pattern and to 0 for multiples of natural period, where n is an integer 
representing the multiple of the period, nT^j, xoa = x^+nT^j and t0ff = 3.5. 
n 
Tref lon 0 1 2 3 
pattern pattern pattern pattern cofl 
0 
— — 
SL 1/1 SL 2 2/1 SL 3 3/1 
1 S 0/1 SL 1/1 SL 2 2/1 SL 3 3/1 
2 s 0/1 SL 1/1 SL 2 2/1 SL 3 3/1 
3 s 0/1 SL 1/1 SL 2 2/1 SL 3 3/1 
4 chaotic 
— 
SL 1/1 SL 2 2/1 SL 3 3/1 
5 (S 2 L) 5 5/15 SL 1/1 SL 2 2/1 SL 3 3/1 
6 chaotic 
— 
SL 1/1 SL 2 2/1 SL 3 3/1 
7 chaotic — chaotic 
— 
chaotic 
— 
(SL 7 ) 8 56/16 
8 (S 2 L) 2 2/6 (SL) 2 L 2 4/3 (SL 2 ) 2 L 3 7/3 (SL 3 ) 2 L 4 10/3 
9 S 2 L 1/3 (SL) 2 L 2 4/3 (SL 2 ) 2 L 3 7/3 (SL 3 ) 2 L 4 10/3 
10 S 2 L 1/3 (SL) 2 L 2 4/3 (SL 2 ) 2 L 3 7/3 (SL 3 ) 2 L 4 10/3 
11 S 2 L 1/3 (SL) 2 L 2 4/3 (SL 2 ) 2 L 3 7/3 (SL 3 ) 2 L 4 10/3 
12 chaotic 
-
chaotic 
— 
(SL 5 ) 4 20/8 (SL 6 ) 4 28/8 
13 SL 1/2 SL 3 3/2 SL 5 5/2 SL 7 7/2 
14 SL 1/2 SL 3 3/2 SL 5 5/2 SL 7 7/2 
15 SL 1/2 SL 3 3/2 SL 5 5/2 SL 7 7/2 
16 S 2 L 1/2 SL 3 3/2 SL 5 5/2 SL 7 7/2 
17 S 2 L 1/2 (SL) 2L 3/2 (SL 2 ) 2 L 5/2 (SL 3 ) 2 L 7/2 
18 S 2 L 1/2 (SL) 2L 3/2 (SL 2 ) 2 L 5/2 (SL 3 ) 2 L 7/2 
19 chaotic 
— 
chaotic 
— 
chaotic 
— 
S L 4 S L 8 S L 3 S L 4 S L n 30/8 
20 (SL) 2 2/3 (SL 2 ) 2 L 5/3 (SL 3 ) 2 L 2 8/3 (SL 4 ) 2 L 3 11/3 
21 (SL) 2 2/3 (SL 2 ) 2 L 
(SL 2 ) 2 L 
5/3 (SL 3 ) 2 L 2 8/3 (SL 4 ) 2 L 3 11/3 
22 (SL) 2 2/3 5/3 (SL 3 ) 2 L 2 8/3 (SL 4 ) 2 L 3 11/3 
23 (SL) 2 L 2 4/5 chaotic 
— 
chaotic 
— 
S L 7 S L 4 S L 1 2 23/6 
24 (SL) 3 3/4 (SL 2 ) 3 L 7/4 (SL 3 ) 3 L 2 11/4 (SL 4 ) 3 L 3 15/4 
25 chaotic 
— 
(SL 2 ) 3 L 4 SL 3 13/7 chaotic 
— 
( S L 4 ) 2 L 3 ( S L 4 ) 2 S L 1 2 31/8 
26 (SL) 4 4/5 (SL 2 ) 4 L 9/5 (SL 3 ) 4 L 2 14/5 S L 4 ) 3 L 7 19/5 
27 chaotic 
— 
chaotic 
— 
chaotic — chaotic 
— 
28 chaotic 
— 
L 6 6/3 ? chaotic 
— 
29 L 2 2/2 L 4 4/2 L 6 6/2 L 8 8/2 
30 L 1/1 L 2 2/1 L 3 3/1 L 4 4/1 
31 L 1/1 L 2 2/1 L 3 3/1 L 4 4/1 
32 SL 1/1 SL 2 2/1 SL 3 3/1 SL 4 4/1 
33 SL 1/1 SL 2 2/1 SL 3 3/1 SL 4 4/1 
34 SL 1/1 SL 2 2/1 SL 3 3/1 SL 4 4/1 
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driving period in that repeating unit. This can be seen by looking at the peak 
patterns. If a system has 3 driving periods per repeat, then the next multiple of 
the natural period has 3 more large (L) peaks in its peak pattern. An example of 
the similarities between the different multiples of the natural period is given using 
phase plane plots in Figure 2.15. As x o n is increased by its natural period the sys­
tem moves toward and then continues around the basic limit cycle for & w e e = 1.5 
until the switch is again turned off. Therefore the trajectories for all the multi­
ples look almost identical. There are slight differences near the points where the 
system undergoes a switching of the & w e e , and this is due to a slight difference in 
the time it takes to move between the stable point when £ w e e = 3.5 and the limit 
cycle. The pattern follows for most cases except for a few special cases when 
X o n f = 23,25.28. These cases are situated very near a periodic-chaotic bound­
ary. Since there are slight differences due to the transition between £ w e e = 1.5 
and & w e e = 3.5, the system will fall either in the periodic regime or in the chaotic 
regime. 
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Figure 2.15: Phase plane plots for different multiples of x ^ = 14 with x0ff = 3.5. 
Plots show the similarity between the systems as each system increases by its 
natural period. They all move towards and then continue around the basic limit 
cycle for kwee = 1.5 until the switch is again turned off. a) Phase plane plot with 
coa = j for the system x o n = 14. b) Phase plane plot with coa = \ for the system 
x o n = 48.35. c) Phase plane plot with coa = | for the system x o n = 82.7. d) Phase 
plane plot with cofl = \ for the system x o n = 117.05. 
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Chapter 3 
Leaf Vein Formation Model 
3.1 Auxin and Leaf Vein Formation 
A basic schematic of different plant parts is given in Figure 3.1. The differ­
ent rhythms in plants are an important focus of study. 1 3 The mechanisms for 
plant growth and cell differentiation are complex and have also been the focus of 
study for some time. One hormone in particular has been singled out as being 
involved in numerous different areas and stages of cell growth and cell differenti­
ation in plants. 8 6 This hormone is auxin, or indole-3-acetic acid (IAA). Molecular 
structures of naturally occurring auxins are given in Figure 3.2. It is believed 
that auxin is synthesized from tryptophan, or indole, primarily in leaf primordia, 
young leaves and in developing seeds. 8 7 This hormone has been linked to cell en­
largement, 8 8 cell division, 8 9 ' 9 0 vascular tissue differentiation,8 9 root initiation, 9 0 
tropistic (bending) responses to light and gravity, 9 1 ' 9 2 fruit setting and growth, 9 3 
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A p i c a l M e r l s c e m o f s h o o t 
Figure 3.1: Schematic of different plant parts. The full plant on the left is a 
representation of a broad bean, Vicia faba plant. The close up on the right of the 
apical meristem is a representation of a common dicot house plant, Coleus blumei 
Adapted from Raven et al}5 
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a) C H 2 C O O H b) C H 2 C H 2 C H 2 C O O H C) CI C H 2 C O O H 
H H H 
I A A I B A 4 - C I - I A A 
Figure 3.2: Molecular structures of auxin and other analogs. 6 a) The most com­
mon naturally occurring form of auxin, indole-3-acetic acid (IAA). b) Another 
naturally occurring form of auxin, indole-3-butyric acid (IBA). c) A halogenated 
naturally occurring form of auxin, 4-chloroindole-3-acetic acid (4-CI-IAA). 
flowering94 and much more. Auxin was first theorized by Darwin in 1880 9 5 and 
was first captured in agar by Went in 1926. 9 6 Auxin in its IAA form was first iso­
lated and purified by Haagen-Smit et al. in 1946. 9 7 Since vein formation in leaves 
is the focus of our model, a hypothesis formulated about auxin in connection with 
the differentiation of vein formation in leaves is the focus here, A hypothesis by 
Sachs for the differentiation of leaf vein formation in relation to auxin is summa­
rized be low. 9 8 ' 9 9 
In his hypothesis, Sachs refers to auxin as a differentiation-inducing signal. 
He states that interactions between cells in the differentiating tissue are due to dif­
ferences in the rate and axis of transport of a differentiation-inducing signal. Cells 
that transport more of this signal along a certain axis promote the differentiation 
of other cells along the same column of cells and inhibit the same differentiation 
in other directions, from which the signal is drained. Therefore, cells limit or 
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promote differentiation to defined stands by temporal changes in the cells them­
selves. For example, if there is enough auxin in a cell to promote differentiation, 
the change that occurs within the cell promotes increased auxin transport. The 
change causes an autocatalytic increase in the rate, or capacity, of the signal to 
move along the axis it was previously moving. The initial movement is thought to 
be caused by a concentration gradient. Therefore, the same signal (auxin) may be 
used for both long range correlations and for the interaction of neighbouring cells. 
An example of experimental evidence for the autocatalytic increase in rate for the 
movement of signal was provided by Sachs in 1975. 1 0 0 He measured the trans­
port of radioactive auxin at various times through a region where a future strand 
appeared. Auxin transport increased in this area before differentiation of the vein 
could be observed. This showed that early stages of vascular differentiation are 
associated with an increase in transport of auxin. 
3.2 The Model 
There is a simple mathematical model describing the movement of auxin in a two-
dimensional array of square cells proposed by Mitchison 1 0 1 which explains some 
aspects of vein formation in higher plants. Mitchison makes some simplifying 
assumptions that a leaf is two-dimensional and that each cell is square. Some as-
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sumptions are also made in regard to auxin's movement and influence based on 
some of Sachs's results. This model consists of 2N differential equations along 
with some relationships between auxin concentration (s), the diffusion coefficient 
(D) and flux (())). In this model, the auxin concentration in most cells is dependent 
only on the flux of auxin coming into or out of the cell. In a vein, auxin is trans­
ported away quickly. Since auxin can be transported away much more quickly 
than it can diffuse in, the auxin concentration in these cells is negligible and they 
act as auxin sinks. There are also certain cells which produce auxin. It is assumed 
that auxin moves through and between cells by diffusion. Since diffusion through 
membranes is much slower than diffusion within a cell, each cell can be treated as 
a well-mixed compartment. The flux across a cell membrane ((J)) is defined as be­
ing proportional to the difference of auxin concentration between two cells. Each 
cell has a set of differential equations for 5 and D defined on a square matrix (m,n) 
of cells. The organization of these variables on the matrix is given in Figure 3.3. 
The arrangement of having a sink or vein on one side of the matrix and a source 
on the other is chosen because this arrangement often occurs in a leaf. Auxin is 
produced in cells along the edge of the leaf (represented by the rightmost column 
of the matrix). In the center of the leaf is the mid-vein (represented by the leftmost 
column). The mid-vein is separated from the auxin-producing cells by a number 
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Sink \ 1 Source 
s(0,0) 0,0 0,1 0,1 
i 
0,2 0,2 - 0,N-1 0,N-1 0,N 0,N 
0,0 • 0,1 - :— 0,2 0.N-1 - 0 , N -
1,0 1,0 1,1 1,1 1,2 1,2 - 1,N-1 1,N-1 1,N 
1,0 - 1 , 1 
-1 ,2 —i i— 1,N-1—i - 1 , N 
2,0 2,0 2,1 2,1 2,2 2,2 - 2.N-1 2,N-1 2,N 2,N 
2,0 2,1 ... 2.2 - ; 2,n-i -1 - 2 , N -
m = 3 
n = N+1 
Figure 3.3: Schematic of matrix for vein formation with a line source of auxin pro­
duction and a sink. The numbering convention shown here is used in our model. 
The fluxes ((J)) and diffusion coefficients (D) along the bottom and right edge of 
the matrix are constrained to be zero. This makes all the edges have the same 
boundary condition. 
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of columns of ordinary cells which do not produce auxin. It is of interest to see 
how new veins will form in this simplified situation. 
The diffusion coefficients and flux variables are divided into two groups. The 
flux and diffusion coefficient between cells in a column are symbolized by D\ and 
01. The flux and diffusion coefficient between cells in a row are symbolized by D2 
and (j>2. The sign of the flux for both columns and rows indicates the direction of 
net flow. The numbering convention adopted means that, for example, if the flux 
(t>i (1,1) is negative, then auxin moves from cell (1.1) (higher auxin concentration) 
to cell (2,1) (lower auxin concentration). 
The equations for each cell are given below. 
s(m,0) = 0 (3.1) 
This is the sink condition: A major vein is assumed to transport auxin away so 
efficiently that its concentration is effectively zero. 
(bnet = (J) 1 (m,n) - (!) 1 (m - 1,n) + c)>2(m,n) - 02(m, n-l) (3.2) 
This equation expresses the net flux that a cell (m,n) experiences. The sign of the 
second and fourth terms are needed because of the way direction is assigned for 
flux. Boundary cells have a modified equation from Equation 3.2 with one or two 
less terms depending on their position in the matrix. (The flux is zero across the 
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top and left edges.) 
ds(m,N) 
= o- + <t>net (3.3) dt 
Equation 3.3 describes the change in auxin concentration with time at the source, 
with a being an auxin production term. 
ds(m,n) 
dt 0net 0.4) 
This equation describes the change in auxin concentration with time for all the 
cells between the source and sink. 
01 = D\(w, n) [s(m + 1, n) — s(m, n)] (3.5) 
02 = D2(m,n)[s(m,n+ 1) - s(m,n)] (3.6) 
These are the equations for flux with the subscript 1 for flux perpendicular to the 
source-sink direction and the subscript 2 for the flux in the source-sink direction. 
dDi(m,n) 
dt f[\Mm.n)\}-yDi,(i=l,2) (3.7) 
Equation 3.7 expresses the change in the diffusion coefficient with time described 
by a production and a destruction term. The first term is the production term 
expressed as a function / . The second term is the destruction term, where the 
diffusion coefficient decreases at a specific rate Y- The subscript i describes the 
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direction as for the flux. 
/((J),-) = + P (3.8) 
J U W
 i
 + ( | ) T I 
The function / is the change in production of the diffusion coefficient with time. 
In the absence of flux, / —> (3 and therefore D, —> | . The first term in / allows £>,- to 
increase in response to flux <j>,-. Mitchison required this function to have an upper 
and lower bound limit. The function Mitchison used had a specific shape. We 
chose our function to be similar to Mitchison's function with a slightly different 
form. With our form we could manipulate the steepness of the Hill function 1 0 2 
by changing r\. The values D, and (J),- that border the bottom and right edge of 
the two-dimensional array of cells are given a value of zero for all time. These 
boundaries are similar to the edge of a leaf, in that auxin cannot flow outside of 
the leaf. The size of our matrix is the same as the size Mitchison used. He used a 
10x8 matrix. This number of cells is likely much smaller than an actual leaf at a 
stage of early development. However, for simplicity we chose the same size. 
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3.3 Computer Simulations and Data Collection 
3.3.1 Periodic Driving 
A high-low switch for a is implemented in the same manner as the on-off switch 
described on page 15. The parameters ?/, and t\ correspond to the time the switch 
spends at the assigned high or low value. These values of high and low auxin 
production are represented by the variables O"/, and a/, respectively. In this system 
the weighted average of these variables is important in defining the behaviour. 
The weighted average is calculated as: 
(Shth + Giti 
rj = — — (3.9) 
th + ti 
3.3.2 Time Series Data 
We are interested in the evolution of flux, cj), in time. We look at two different 
systems. A system with a line source is described above in Figure 3.3. We also 
study a system with a point source where only one cell on the right hand side of 
the matrix has a production (a) term. Most of the focus will be on the line source 
system unless otherwise stated. 
There are two basic types of possible behaviours. There can be vein forma­
tion, which is characterized by a large increase of flux in one or more rows in the 
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direction between the source and sink with rows of reduced flux to either side. The 
other type of behaviour is no-vein formation, which is characterized by a flux field 
which is either completely homogeneous or, at minimum, homogeneous in the di­
rection perpendicular to the source-sink axis. For both types of no-vein behaviour 
the fluxes between cells in the direction perpendicular to the source-sink axis are 
zero. For the completely homogeneous system the fluxes between the source and 
sink are all constant and for the other type of system the flux between the cells in 
the source and sink direction are slightly decreasing from source to sink with each 
column of flux from source to sink being constant. The non-homogeneous no-vein 
behaviour has 0i(m,n) — 0 and tyi(m, 1) — X\, 02 (m, 2) =Xi, 02(m,3) = Xi, with 
X\ > Xi > X3 and so on. Since the value of 0i is zero across all cell membranes 
for no-vein behaviour, it is useful to only look at 02. Examples of the 02 matrices 
for all the types of behaviour are given in Figure 3.4. In each case, the matrices 
represent stationary behaviour after the transients have decayed. 
The systems without switching can exhibit vein formation (including multiple 
veins) and homogeneous no-vein behaviour. The systems with switching can ex­
hibit vein formation (including multiple veins) and non-homogeneous no-vein be­
haviour. The two show different no-vein behaviour because when the production 
term (a) is constant, the system stabilizes and becomes homogeneous. However, 
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a ) 5.166023 5075252 4.848151 4.413492 3.706216 £699312 .428002 0.000000 5166023 5075252 4.848151 4.413492 3.706216 2.699312 .428002 0.000000 
5166023 5075252 4.848151 4.413492 3.705216 2699312 .428002 0.000000 
5166023 5075252 4.848151 4.413492 3.706216 2689312 .428002 0.000000 
5166023 5075252 4.843151 4413492 3.706216 2699312 .428002 0.000000 
5166023 5075252 4.848151 4,413492 3.706216 2.699312 .428002 0.000000 
5166023 5075252 4.848151 4.413492 3.706216 2699312 .428002 0.000000 
5166023 5075252 4.848151 4.413492 3.706216 2699312 .428002 0.000000 
5166023 5075252 4.848151 4.413492 3.706216 2689312 .428002 0.000030 
5166023 5075252 4.848151 4.413492 3.706216 2699312 .423002 0.000000 
5.420474 5.460616 5580404 5895262 5696537 5660412 12988623 0.0C00Q0 
55.716628 55.590774 55.225533 54.323773 52236437 47.659742 38.324397 | aoooooo 
5499305 5586020 5797018 5212510 5954786 5218986 10.857814 0.000000 
5520115 5656765 6.007718 6772112 5364372 11.440723 15038365 0.000000 
5378455 5471475 5.709357 5221396 7.274360 9.390832 15490810 0.000000 
50.136107 49.883186 49.287911 45117977 45.863793 41.495363 33334410 | aoooooo 
5.200873 5.199213 5206864 5269045 5551782 6628071 10.284042 0.009000 
53.651652 53.460780 52.991034 52034S98 50187972 46.665321 39.772673 | aoooooo 
5601016 5694999 5905247 6270150 6.824340 7.606880 9.078756 aoooooo 
5820006 5996733 5416508 7.237339 a756753 11.424852 15517885 aoooooo 
7.095532 7.284764 7.696463 5390995 9.430214 10.811617 12395834 0.000000 
6815649 6.946245 7.235999 7.748864 5597628 9.940911 11.849546 0.000000 
6369758 6407047 6.497773 5687716 7.096091 5028019 10.129519 0.000000 
64.500415 63.554396 61.536486 58.168267 52955971 45.074004 33.203182 | aoooooo 
5689727 5835318 6686416 5720272 5853819 7.261348 8.488993 aoooooo 
7.597754 7.655500 7.791361 5055989 8556345 a508993 11.283827 0.000000 
5602366 a714709 5962925 9.398270 10.101468 11.154980 12532240 0.000000 
9.672877 a817824 iai22096 10.608575 11.290410 12138308 la067182 aoooooo 
ia770715 10.914269 11.199224 11.616295 12141828 12737376 13.364349 aoooooo 
11.885207 12.019928 12271257 12.604756 12976225 13.344443 13.685328 aoooooo 
10.000000 10.000000 10.000000 10.000000 laoooooo 10.000000 10.000000 aoooooo 
10.000000 laoooooo 10.000000 10.000X0 laoooooo 10.000000 10.000000 aoooooo 
10.000000 10.000000 10.000000 10.000000 moooooo 10.000000 10.000000 aocoooo 
10.000000 10,000030 10.000000 laoooooo mocoooo 10.000000 10.000000 0.003000 
10.000000 10.000000 laoooooo moooxo 10.00X00 10.000000 10.000000 0.000000 
10.000000 10.000000 laoooooo 10.000000 laoooooo 10.000000 10.000000 aoooooo 
10.000000 10.000000 10.000000 laoooooo 10.000000 10.003000 10.000000 aoooooo 
10.000300 10.000000 laoooooo 10.000000 10.000000 10.000000 10.000000 aoooooo 
10.000000 10.000000 c^ aoooodT; > laoooooo laoooooo 10.000000 10.000000 aoooooo 
10.000000 10.000000 10.000000 \ 10.000000 10.000000 10.000000 10.000000 aoooooo 
flux into sink % ( 8 , 2 ) flux out leaf edge 
of source no flux 
Figure 3.4: Examples of different behaviours of 02 with the sink on the left and 
the source on the right, a) No vein formation of a non-homogeneous system with 
O/i = 10, G/ = 0, th = 50, t[ = 50 and 6 = 5. b) Formation of three veins with 
Oh — 20, CT; = 10, th — 50, t\ = 1 and a ss 19.8. c) Formation of one vein with a 
constant o~ = 14. d) No vein formation of a homogeneous system with a constant 
o = 10. 
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when the production term (rj) is changed periodically, the system can stabilize but 
since a is constantly changing over time the system can not be homogeneous. A 
way to characterize the vein formation behaviour is to count the number of veins 
formed and also to calculate how fast the veins are formed. If a system is going to 
have multiple veins, they all appear at the same time. Therefore, there is only one 
vein formation time to consider. 
To calculate the type of data in which we are interested, a computer simula­
tion program was developed. An explicit Euler method 7 1 is used to integrate the 
differential equations of our modified Mitchison model.* The stepsize (h) for the 
explicit Euler method is a user-defined parameter. For the unswitched systems o 
is a user-defined parameter. For the switched systems different values of a/,, a/, 
th and t[ are user-defined parameters. The system is started with the initial values 
of 0(-(O) = 0, Di(0) = 0.1625, D 2 (0) = 0.325, and the s(m,n) are each given a 
random initial value between 0 and 10, except for the case n = 0 which repre­
sents the sink and has a value of zero for all time. The random number generator 
used is an implementation of those discussed in Marsaglia and Zaman. 1 0 3 In most 
simulations the same seed was used, to allow reproducibility of the computational 
results. However, in some cases a different seed was used to study the sensitivity 
"The Euler method was chosen for its simplicity, since other more complicated integrators gave 
the same results. 
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to initial conditions. 
The values of some of the parameters in this model were needed so an inves­
tigation into the range of parameters that gave similar behaviour to Mitchison's 
results was carried out. The unswitched system was first studied to determine 
interesting values of the parameters. Most parameters gave Mitchison's vein for­
mation results for a range of values. A value was then picked from this range to 
be approximately the average value or the smallest value required. For example. 
T| gave vein formation results for values ranging from 3 to 6. As rj increases, the 
steepness of the Hill function increases slightly. Since increasing rj gave basically 
the same results for vein formation, we chose the smallest, simplest value, T | = 3 
for the Hill function. For 5, a range of values that gave vein formation results was 
from 52-20, the value 8 = 35 is about the average of the range. The initial values 
for D\ and Dj also could be given a range of starting values to get vein formation 
results. However, these values were chosen to be the same as Mitchison's initial 
values for these parameters. The values of the parameters used in this study are 
given in Table 3.1. 
Next, we studied the behaviour of the system for a range of a. In particu­
lar, we measured the time it takes for vein formation to occur. The criteria for 
vein formation were derived from the matrix for 02: A vein was recognized when 
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Table 3.1: Vein Parameter Table 
Parameter a 3 Y § DI(t=0) DI(t=0) 
Value 1.429e-6 5e-3 5e-2 35 3 0.1625 0.325 
neighbouring values perpendicular to the source-sink direction were at least some 
multiple of one another. We found that it was only necessary to look at the first 
two columns of the matrix next to the sink and compare each neighbour in 
the perpendicular direction. If any of the fluxes were three times larger than their 
neighbours, vein formation was considered complete. Within reason, the multiple 
chosen didn't matter, however three was chosen as the lowest multiple that gave 
consistent results. The columns closest to the sink were used because the differ­
ence in flux between rows was the most pronounced there. This can be seen by 
looking at the two examples of vein formation in the §2 matrices in Figure 3.4. 
Lastly, we determined the behaviour of the switched system for a range of G}„ 
Oi, th and ti, including the time it took for vein formation to occur. 
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3.4 Results 
3.4.1 Point Source System 
The behaviour of both the unswitched and the switched systems with a point 
source is quite simple. When looking at the unswitched systems, if the auxin 
production term a is small, a vein will not form. In this case, the auxin is being 
removed by diffusion too quickly. As the production term is increased, a weak 
vein appears. A weak vein has high flux near the source and the flux diminishes 
toward background values as it moves towards the sink. As a is increased further, 
a single vein forms, then a double vein, then a triple vein and so on. As 0 in­
creases, the width of the vein increases. Examples of the different widths of veins 
are illustrated with 02 matrices in Figure 3.5. 
The switched system gives similar results with two slight variations. The first 
is that a vein can form faster for the switched system. This occurs for instance 
when a = 55 or 60 (Table 3.2). For the rest of the systems compared, they all 
formed veins at the same time. The other variation occurs in the transition from 
one to two width of vein and two to three width of vein. This transition occurs 
sooner or with a smaller rj value for the switched systems. Both of these variations 
in results are illustrated in Table 3.2. 
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4.923874 4.768236 4.444638 3.933613 3.218944 23C0821 1.206127 0.000000 
5.1037B4 4.959923 4.653430 4.153234 3.431015 2479965 1.317621 aoooooo 
5458559 5.346866 5088443 4.621277 3.885927 2872479 1.581106 aoooooo 
5.968435 5.933807 5.797575 5418465 4.64S485 3538025 2106626 aoooooo 
5560990 6.709293 5915872 5810759 5831288 4.496142 3133160 0.000000 
16.987849 7.500209 8983966 12.710493 20.267742 30.487091 42.616009|* aoooooo 
6.676625 6.809117 6.973913 6.778204 5679627 4.210135 2581293 aoooooo 
6.203321 6.146904 5961399 5497191 4.611186 3.375748 1.856505 aoooooo 
5.829199 5.696993 5393868 4.853455 4.019189 2899933 1.538780 aoooooo 
5632024 5473291 5131530 4.567943 3751256 2684300 1.407413 0.000000 
4.354178 4.226837 3952627 3.543202 2944217 2143786 1.142737 aoooooo 
4.486976 4.369345 4.123419 3727365 3148022 2344131 1.283231 aoooooo 
4.745851 4.649342 4.444476 4.104933 3.583807 2802774 1.642021 0.000000 
5.115190 5053809 4.920184 4.687908 4.302155 3.646729 2450705 0.000000 
5565928 5555231 5.529445 5.475474 5357810 5075561 4.287509 aoooooo 
66.610848 67.316736 68.834821 71.404495 75.467154 81.822749 920003761* 0.000000 
5642498 5.620535 5566525 5451894 5203051 4.626073 3221435 aoooooo 
5276527 5.199411 5028806 4.726319 4.218195 3.373635 2000233 aoooooo 
5008066 4.897302 4.659752 4.261685 3649680 2754445 1.520510 aoooooo 
4.867452 4.741203 4.474028 4.036925 3389699 2492711 1.337751 aoooooo 
c ) 5382568 6.232409 5.916497 5400927 4.628576 3515947 1.970959 0.000000 6.589262 6.455829 6174812 5714322 5015753 3.974289 2399569 aoooooo 
6.998936 5899908 5691964 6.352001 5832383 5025123 3614213 aoooooo 
84.059526 83.636268 82773878 81.443103 79.606168 77.213865 74.087693 0.000000 
96.067676 96.440975 97.197461 98.354212 99.931361 101.961103 71.471283 0.000000 
102341400 103.355441 105.521099 109.145520 114.776251 123302210 169.128934 * aoooooo 
8891423 a841306 8710046 a420665 7.813390 6.583951 4284952 0.000000 
7.837106 7.692989 7.379577 5840939 5.978196 4.637781 2650229 aooocoo 
7.209992 7.028574 5646324 6.022745 5095092 3.787472 2057236 aoooooo 
5912051 5716182 6308002 5654869 4.711532 3435753 1.829605 aoooooo 
• / • 
flux into sink flux out leaf edge 
of source no flux 
Figure 3.5: Examples of different behaviour of flux for unswitched point source 
systems. The star (*) represents the place where the point source is located, a) A 
weak vein for a system with o = 50. b) One vein for a system with a = 100. c) 
Triple vein for a system with a — 180. 
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Table 3.2: Behaviour for a range of unswitched and switched point source sys­
tems. The section separated by horizontal lines show where the width of the vein 
changes differently between the switched and unswitched systems. The time re­
quired for vein formation is given by t. 
No Switch Switch, th = 10// = 10 
a # of veins t 6 # of veins t 
50 1 weak vein 10000+ 100 0 50 1 weak vein 10000+ 
55 1 weak vein 10000+ 110 0 55 1 vein 708.36 
60 1 vein 714.92 120 0 60 1 vein 500.01 
65 1 vein 500.01 130 0 65 1 vein 500.01 
70 1 vein 500.01 140 0 70 1 vein 500.01 
75 1 vein 500.01 150 0 75 1 vein 500.01 
80 1 vein 500.01 160 0 80 1 vein 500.01 
85 1 vein 500.01 170 0 85 1 vein 500.01 
90 1 vein 500.01 180 0 90 1 vein 500.01 
95 1 vein 500.01 190 0 95 1 vein 500.01 
100 1 vein 500.01 200 0 100 1 vein 500.01 
105 1 vein 500.01 210 0 105 2 vein 500.01 
110 1 vein 500.01 220 0 110 2 vein 500.01 
115 1 vein 500.01 230 0 115 2 vein 500.01 
120 2 vein 500.01 240 0 120 2 vein 500.01 
125 2 vein 500.01 250 0 125 2 vein 500.01 
130 2 vein 500.01 260 0 130 2 vein 500.01 
135 2 vein 500.01 270 0 135 2 vein 500.01 
140 2 vein 500.01 280 0 140 2 vein 500.01 
145 2 vein 500.01 290 0 145 2 vein 500.01 
150 2 vein 500.01 300 0 150 2 vein 500.01 
155 2 vein 500.01 310 0 155 2 vein 500.01 
160 2 vein 500.01 320 0 160 2 vein 500.01 
165 2 vein 500.01 330 0 165 3 vein 500.01 
170 3 vein 500.01 340 0 170 3 vein 500.01 
175 3 vein 500.01 350 0 175 3 vein 500.01 
180 3 vein 500.01 360 0 180 3 vein 500.01 
185 3 vein 500.01 370 0 185 3 vein 500.01 
190 3 vein 500.01 380 0 190 3 vein 500.01 
195 3 vein 500.01 390 0 195 3 vein 500.01 
200 3 vein 500.01 400 0 200 3 vein 500.01 
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Table 3.3: Range of o for different vein numbers. 
Number of Veins 1 2 3 4 5 6 7 
Range of o 13-14 15-18 19-21 22-27 28-32 33-35 36-38 
The reason for the similarity in time for vein formation in most of these results 
is unclear. 
3.4.2 Line Source System 
For vein formation to occur in the unswitched line source systems, o has to fall 
within a range. Below this range, the production of auxin is insufficient to produce 
vein patterns and a homogeneous veinless pattern develops. Above this range, the 
production of auxin is so large that it swamps the matrix of cells with so much 
auxin that vein differentiation cannot occur and a homogeneous veinless pattern 
develops. Between these two thresholds a vein or a number of separate single 
veins form. An example of a three vein system is given in Figure 3.4b. This 
example is for a switched system, however the resulting <j>2 matrices for both the 
switched and unswitched cases look similar at the same mean value of o. The 
range in which vein behaviour is observed is a = 13 to 38. The different ranges 
for different numbers of veins is given in Table 3.3. When the vein pattern reaches 
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5 out of only 10 rows, then double and triple veins are formed on the transition 
to stable homogeneous veinless patterning. Therefore, the most pronounced vein 
structure falls within the range of a — 13 to 27. Another way to visualize the 
formation of a vein, is to look at the evolution of auxin concentration with time 
for a column of cells perpendicular to the source-sink direction. As a vein forms, 
the auxin concentration in those cells will be less than the surrounding cells. A 
three-dimensional representation of the evolution of auxin concentration (s) with 
time for 1, 2 and 3 vein systems are given in Figures 3.6, 3.7 and 3.8, respectively. 
When the switch is added to the line source system the same basic changes 
occur as for the point source system when the switch is added. The range for a 
or the equivalent 6 are slightly different when it comes to the number of veins 
formed. The boundary where a vein will form and where a vein does not form 
is of particular interest so the area around 6=13 was investigated more closely. 
When a switch is added to the system where 6=12.5 a vein is formed for some 
values of 0"/„ o~/, th and ?/. However, 6=12 did not give a vein. The values of a/,, 
Oi, th and t\ at which a vein is formed for 6=12.5 are given in Table 3.4 along with 
the time for vein formation to occur. 
Veins also form more quickly when a switch is added to the system. When 
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Figure 3.6: Evolution of auxin concentration (s) in time (t) for a = 13, where i 
represents the cell (z',5) in the matrix. In this system one vein is formed. The vein 
is at the point of lowest auxin concentration. 
69 
Figure 3.7: Evolution of auxin concentration (s) in time (t) for a — 15, where i 
represents the cell (i.5) in the matrix. There are two views of the same data for 
visual clarity. In this system two veins are formed. 
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Figure 3.8: Evolution of auxin concentration (s) in time (0 for a = 19, where i 
represents the cell (7,5) in the matrix. In this system three veins are formed. 
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Table 3.4: Vein formation time for 6=12.5. 
Oft o/ th ti t 
25 0 40 40 147252 
25 0 50 50 56753 
25 0 60 60 178060 
looking at the systems with 6=13-14.5 illustrated in Figure 3.9, it is clear to see 
that the switched systems form veins more quickly than the unswitched system. 
There also appear to be optimum parameter values that give the quickest time 
for a certain 6. The only obvious difference between a system with th — ti = 20 
and for example tf, = ti = 50 is the frequency of the fast oscillations in s, (J>2 or 
£>2 which is of course just equal to the frequency of the switching signal. As 
the value of th — ti increases past what is shown in Figure 3.9, vein formation no 
longer occurs. It appears that if the switching time is too long (especially for t\), 
the system moves towards its homogeneous state which is the state it would go to 
with Gi = 0. The system can then not move away from that homogeneous state 
after being switched back to the higher 07, value. 
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Figure 3.9: Examples of a vein forming faster with a switched system. The dotted 
line represents the time of vein formation for the unswitched system with a a 
value equal to the switched systems a. a) The system with a = 13 with rj/j = 26 
and G / — 0. b ) The system with a = 13.5 with — 27 and a ; = 0. c) The system 
with a = 14 with ah = 28 and O/ = 0. d) The system with 6 = 14.5 with a * = 29 
and G / = 0. 
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3.4.3 Model Exploration 
The main goal that we had for this model was to undertake an initial exploration 
into how adding a switch would affect its dynamics. As such, many more ques­
tions arose from the results we obtained. Why did the systems show damped oscil­
lations before the system destabilized and veins formed? Why did some switching 
parameters cause veins to form more quickly? Can we predict where a vein will 
form based on initial conditions? 
Initially, the unswitched system was explored in more detail. The unswitched 
system displays oscillations in s, 0 2 and Di before a steady state is reached. (0i 
and D\ do not oscillate.) The values for s and <j>2 show the most dramatic changes. 
For s, the values tend to drop suddenly when a vein is formed, with the most 
significant decrease where the vein forms. For 0 2 , the values where a vein forms 
increase dramatically and values between veins drop off significantly. An example 
of how 5 and (jb change in time are given in Figure 3.10. To study this dramatic 
change, the values of 02 for the vein and the two adjacent rows are looked at in 
more detail. Plots which are not shown here were done for the standard deviation 
of 02 matrix values versus time and the difference between the 02 {m,n) for the 
vein and 0 2 (w -f l,n) and 02(m — l,n) versus time. Each method tried to make a 
distinction between the different rows before they appear to separate. The standard 
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Figure 3.10: Evolution of 02 (i, 4) and s(i,4) in time to compare where a vein is 
formed for a system with o = 14. a) All 02 values in this column perpendicular to 
the source-sink direction follow a similar path until t « 2500 where a separation 
begins to occur. A vein is formed at t « 2800 where the flux in one particular 
cell increases dramatically compared to the rest, b) All s values in this column 
perpendicular to the source-sink direction follow a similar path until t fa 2800 
where all values decrease. The auxin concentration is the lowest where the vein 
forms. 
a) 
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deviation of all the values in the matrix was calculated to see how the values in 
the matrix changed in relation to one another. Were all the values of fa similar, 
causing a jump in the standard deviation during vein formation? Was there any 
obvious increase in the standard deviation of the matrix sooner than what was 
obvious with the basic flux versus time plots for one flux? The standard deviation 
plots oscillated and increased dramatically at approximately the same time as the 
plot for one vein flux versus time. No real differences were observed. When 
looking at the difference between the flux in the vein and the rows adjacent to 
them, there appeared to be no significant difference between the two until just 
before the vein formed. Therefore, none of these methods helped give an early 
indication into which row would eventually differentiate into the vein. Since the 
initial values of auxin concentration in the matrix are allocated randomly, different 
ways of evaluating differences in auxin concentration were looked at to try and 
predict which row will eventually form a vein. The sum of auxin concentration 
for each row initially, and for a short initial time were calculated. However, the 
vein did not appear to form by any pattern I could discern. The vein did not 
always form in the row with highest or lowest sum of auxin concentration. There 
appeared to be no pattern in how the initial conditions affected where a vein would 
form. 
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Next, a similarity between the switched and unswitched systems was noticed. 
It appears that the intrinsic oscillation of the unswitched system is present in the 
switched system for a time as an average of its faster oscillations. However, 
the switched system forms a vein more quickly. The final steady state of the 
unswitched system is also the same as the average steady state of the smaller 
oscillations of the switched system. This is illustrated in Figure 3.11. The av­
erage of the smaller switched oscillations follows the intrinsic oscillations of the 
unswitched system. From this result more questions arose. Was the oscillation 
in the unswitched system a result of the two-dimensional spatial interactions, or 
could oscillations occur in a one-dimensional array? And was the switching fre­
quency yielding the minimum time for vein formation related to the frequency of 
these intrinsic oscillations? 
To investigate the first question, one-dimensional arrays of cells were studied. 
When the system is reduced to a lxn matrix for n — 2..5, the system is simple 
enough that eigenvalues8 can be calculated easily. The eigenvalues were calcu­
lated using the Xppaut software. 1 0 4 The eigenvalues for these systems are given 
in Table 3.5. The steady states about which they are calculated are given in Ta­
ble 3.6. For all the systems discussed in this table, each have eigenvalues with 
only negative real parts. This means that each system is an attractor, which means 
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Figure 3.11: Comparing 02(3,4) for both switched and unswitched systems. The 
sudden increase in flux for both systems signals vein formation. The solid line 
is the unswitched system with a = 14 and the dashed line is the switched system 
with ah = 28, a/ = 0, th = 30, t{ = 30 and a = 14. 
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Table 3.5: Eigenvalues for the reduced system of lxn matrices. 
1x2 matrix 1x3 matrix 
-0.092846 -0.035729 + 0.062199/ 
-0.144861 -0 .035729-0.062199/ 
-0.057147 
-0.615803 
1x4 matrix 1x5 matrix 
-0.010995+0.050530/ -0.000578 + 0.040413/ 
-0 .010995-0.050530/ -0.000578 - 0.040413/ 
-0.055479 -0.054955 
-0.064912 -0.058228 
-0.322076 -0.092844 
-0.786655 -0.144863 
-0.541896 
-0.863872 
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Table 3.6: Steady states for the reduced systems of lxn matrices. The variable sc 
refers to the auxin concentration of the source cell. The variables s,-, where z'=1..3, 
are labeled with si being the auxin concentration of the cell next to the sink, with 
neighbouring cell up to the source given the next integer. The variables £>,-, where 
j=1..4, are labeled with D\ being the diffusion coefficient between the sink and 
the neighbour cell and i increases for the diffusion coefficients between the next 
neighbouring cells up to the source. 
1x2 matrix 1x3 matrix 
sc = 70.633 5 C = 141.27 
Di = 0.26899 5i = 70.633 
D i _ 2 = 0.26899 
1x4 matrix 1x5 matrix 
5 C = 211.9 sc = 282.53 
5 2 = 141.27 53 = 211.9 
5i = 70.633 5 2 = 141.27 
D i _ 3 = 0.26899 5i = 70.633 
D i _ 4 = 0.26899 
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they all go towards a steady state. The 1x2 matrix system has no imaginary parts 
in its eigenvalues which shows that no oscillation occurs in this example as it 
goes towards its steady state. However, the other longer arrays have imaginary 
parts that correspond to damped oscillations. Thus, oscillations are not depen­
dent on the two-dimensional aspect. It appears that oscillations occur because as 
auxin concentrations increase, so too does the diffusion coefficient and flux, caus­
ing auxin to flow quickly out of the cell. As the auxin concentration decreases, 
so too do the diffusion coefficient and flux, causing auxin to leave the cell more 
slowly. This causes auxin concentration to again accumulate, and this cycles until 
a steady state is reached. Figure 3.12 shows the evolution of flux in time near the 
sink for the lxn matrices. There are some other features of these systems that can 
be predicted by the eigenvalues. The real parts of the complex eigenvalues get 
less negative as the length of the array increases. This means that the oscillations 
will take longer to damp out. The 1x5 matrix has the least negative real part for 
its complex eigenvalues, and it does take longer for its oscillations to damp out. 
Also, the imaginary parts of the complex eigenvalues get smaller as the length 
of the array increases. This predicts that the system with the smaller imaginary 
part will have a larger frequency. The 1x5 matrix has the smallest imaginary part 
for its complex eigenvalues, and it does have a larger frequency than the shorter 
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Figure 3.12: Comparing 02 near the sink for the reduced systems of lxn matrices 
with o = 15. 
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arrays. 
To answer the second question of whether the switching frequency yielding the 
minimum time for vein formation is related to the frequency of the unswitched os­
cillations, the frequency of unswitched oscillations were calculated and compared 
with the switching frequencies. This was done to see if tuning the pulse of auxin 
production to some multiple of the natural oscillation frequency would give the 
optimum switching time to produce a vein the quickest. Since we mostly com­
pared switches that have equal th and ti and a 07 = 0, the value of 07, is always 
double the a value that is compared for switched and unswitched systems. There­
fore, the frequencies of the unswitched systems calculated were for a equal to a 
and 07,. For example, if we compared the systems of <3 = 6 — 13, the value of 
a/, was 26. We calculated the natural oscillation frequency at a = 13 because the 
final vein patterns tended to be similar for unswitched and switched systems with 
equal a and a. We also calculated the natural oscillation frequency at a = 26 be­
cause the switched system has o = 26 when the switch is at its high value and the 
switching frequency might be related to the natural oscillation frequency of the 
high switched value. There are no oscillations when a = 0, so we did not need 
to compare the low switch value of a. Values were calculated and compared for 
o equal to 13, 15 and 19. The results are not shown, but there was no simple 
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common multiple for the natural oscillation frequency of the unswitched systems 
and the switching frequency that yielded the minimum time for vein formation. 
The exploration of this model has given many interesting results as well as 
more questions that need to be answered in future work. In the unswitched sys­
tem, there are damped oscillations. An instability occurs and this instability causes 
vein formation to occur. The system then reaches a stable steady state. This is sim­
ilar behaviour to that seen in Turing instabi l i t ies . 1 0 5 , 1 0 6 Turing describes a system 
that is originally quite homogeneous, that then may eventually develop a stable 
pattern or structure because of an instability in the homogeneous equilibrium. 
This instability may be triggered by random disturbances. Our model starts off 
with initial random conditions, becomes quite homogeneous, then an instability 
occurs and a stable vein formation pattern emerges quite suddenly. The damped 
oscillations are independent of the two-dimensional spatial structure of the ma­
trix, and occur with a linear array of at least a 1x3 matrix. The switched systems 
forms veins more quickly than the comparable unswitched systems. There are 
also optimum parameter values which give the quickest vein formation. The av­
erage of the smaller switched oscillations follow the intrinsic oscillations of the 
unswitched system. A vein is then formed in the switched system sooner than the 
unswitched system. There appears to be no correlation between the natural oscil-
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lation frequency and the switch frequency for the optimum parameter values. This 
leaves us with many questions that could be the setting for future work. How does 
periodic switching affect the speed of vein formation? What factor contributes to 
the optimum parameter values which give the minimum time for vein formation? 
Does the periodic switch need to be functioning the whole time, or does initial 
switching followed by a constant a also speed up vein formation? 
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Chapter 4 
Conclusion 
Rhythms and time keeping mechanisms are essential to l i f e . 1 3 ' 1 6 Some rhythms 
are periodic and some are aperiodic. Both have important roles and implications 
in life. The focus here has been on periodic rhythms, and their involvement in 
two different systems. The first dealt with a very simple model of cell division. 
This original model by Novak and Tyson 4 5 did not take into account any ultradian 
rhythms that have been associated with cell d iv i s ion . 1 9 ' 2 2 ' 2 3 To try and model a 
type of ultradian rhythm, we added a periodic switch, that switched the system 
between a stable fixed point and a stable limit cycle. Adding the switch gave 
some new interesting dynamics that were not seen in the model before the switch. 
Entrainment, quasi-periodicity and chaos were all different types of behaviours 
that could be modeled with different switching parameters. Future work on this 
model could include a closer investigation into the fractal nature of the chaotic 
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islands in the parameter plane. We could change the shape of the periodic forcing 
function to compare any differences or similarities in the behaviour of the model. 
Does the shape of the periodic forcing function influence the type of entrainment, 
or the size of the chaotic regions? 
The second system dealt with a very simple vein formation model. The orig­
inal model by Mitchison 1 0 1 had the hormone auxin produced and released at a 
constant rate. Many hormones are released in a pulsatile manner , 2 5 , 3 0 and so we 
added our switch to this auxin production term to model that type of hormone re­
lease. Adding the switch gave the interesting result of veins forming in the matrix 
sooner than the equivalent unswitched system. Our understanding of why veins 
form more quickly when auxin production in the source is pulsed is unclear. Fu­
ture work on this model could be to find out why veins form at all, and why a 
periodic forcing term would form veins more quickly. Changing the shape of the 
forcing function to see if veins still form more quickly, would also be interesting. 
Much more work still needs to be done with this driven model. Our goal here was 
to open the door. 
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Appendix A 
Implicit Runge-Kutta Method 
A.l Derivation 
The Runge-Kutta method is a higher order numerical method for solving differ­
ential equations that is derived by manipulating the Taylor series. 1 0 7 This form of 
the Runge-Kutta method has the property that the right-hand sides can be calcu­
lated explicitly. For some systems of equations, using an explicit method does not 
give correct results unless a very small stepsize is used. To overcome this problem 
implicit methods were developed. The implicit method chosen to study the cell 
division cycle model was the second order implicit Runge-Kutta method 7 1 which 
is defined by: 
t n + i — t„ + h, (A.l) 
y„+i = yn + \ {h + 3k2), (A.2) 
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where 
h = hf{tn,yn-k1+k2), (A3) 
2 2 
h = hf{tn + -h,yn + ~k2) (A.4) 
where h is the stepsize. 
A.2 Implementation 
The algorithm used to take one step of the implicit Runge-Kutta method of size 
h, consists of several parts. First, the vector k2 needs to be calculated. Since k2 
appears on both the right and left hand sides of equation A.4, two new vectors 
need to be defined. Therefore we define £ f w = hf(tn + \h,yn + \kfd), choose 
an initial guess for the value of kfA and iterate until the vector j ^ e w ~ kfd. The 
vector k2 is then given the value of k™*. Next, the vector k\ needs to be calculated 
in a similar fashion. Therefore we define &"e w = hf(tn,yn - k°]A + k2), choose 
an initial guess for the value of kfd and iterate until the vector £" e w ~ kfd. The 
vector k\ is given the value of &" e w. Once k\ and k2 are calculated, the vector y n + i 
is calculated by equation A.2. Finally, tn is incremented by the stepsize h, and 
another step can be calculated in the same manner. 
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