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Graficˇka ilustracija pogresˇke u rjesˇenju sustava
linearnih jednadzˇbi
Miroslav Mesˇtrovic´∗ Kristian Sabo†
Sazˇetak. U cˇlanku se razmatra problem pogresˇke u rjesˇenju sustava
linearnih jednadzˇbi koja nastaje zbog promjene desne strane sustava. Za
ilustraciju tog problema koriste se moguc´nosti programskog paketa Math-
ematica.
Kljucˇne rijecˇi: sustav linearnih jednadzˇbi, kondicija, singularna
dekompozicija
Graphical representation of an error occuring in linear system solution
Abstract. The paper considers the problem of an error in solving
a linear system, which occurs due to a change of the system right-hand
side. This problem is graphically illustrated by the Mathematica software
package.
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1. Uvod
Zadan je sustav linearnih jednadzˇbi
0.5x1 − x2 = −1.5
0.45x1 − x2 = −1.55 (1)
cˇija rjesˇenja su x1 = 1 i x2 = 2. Pretpostavimo da smo gresˇkom malo promijenili
desnu stranu sustava te da sustav sada glasi
0.5x1 − x2 = −1.52
0.45x1 − x2 = −1.51. (2)
Rjesˇenja novog sustava su x1 = −0.2 i x2 = 1.42.
Na Slici 1. prikazani su ured¯eni parovi rjesˇenja sustava (1) i (2) dobiveni kao
sjeciˇsta odgovarajuc´ih pravaca. Uocˇimo da je malena promjena desne strane sustava
uzrokovala veliku promjenu rjesˇenja.
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Opc´enito, prilikom rjesˇavanja sustava linearnih jednadzˇbi
Ax = b, A ∈ Rn×n, b ∈ Rn,
mogu se u elementima vektora b kao i matriceA pojaviti pogresˇke. Te pogresˇke kao
sˇto smo vidjeli na prethodnom primjeru mogu ponekad za posljedicu imati izrazito
veliku promjenu rjesˇenja sustava. Zanima nas o cˇemu ta promjena ovisi. U tu












2. Sustav dviju linearnih jednadzˇbi s dvije nepoznanice





]T rjesˇenje sustava linearnih jednadzˇbi
a11x1 + a12x2 = b1, a211 + a
2
12 = 1, (3)
a21x1 + a22x2 = b2, a221 + a
2
22 = 1. (4)
Oznacˇimo s p1 i p2 pravce cˇije su jednadzˇbe (3) i (4). Neka je ϕ ∈ 〈0, π2 ], ϕ =
∠(p1, p2) kut izmed¯u pravca pravaca p1 i p2. Vrijedi da je
cosϕ = a11a21 + a21a22.
Nakon jednostavnog racˇuna dobivamo da rjesˇenja sustava jednadzˇbi (3)-(4) iznose:
x1 =
a22b1 − a12b2




a11a22 − a12a21 . (5)
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Zbog pogresˇaka umjesto sustava (3)-(4) rjesˇavamo sustav
a11x1 + a12x2 = b1 +∆ b1 (6)
a21x1 + a22x2 = b2 +∆ b2, (7)






(6)-(7), nakon jednostavnog racˇuna dobivamo da su:
x˜1 =
a22(b1 +∆ b1)− a12(b2 +∆ b2)
a11a22 − a12a21 i x˜

2 =
a11(b2 +∆ b2)− a21(b1 +∆ b1)
a11a22 − a12a21 .
(8)




(x1 − x˜1)2 + (x2 − x˜2)2
(x1)2 + (x2)2
.
Iz (5) i (8) dobivamo da je
ηR =
(∆ b1)2 + (∆ b2)2 − 2∆ b1∆ b2 cosϕ
b21 + b22 − 2b1b2 cosϕ
. (9)
Prema (9) ocˇigledno ηR bitno ovisi o kutu ϕ, sˇto c´emo ilustrirati sljedec´im
numericˇkim eksperimentom.
Primjer 1. Neka su ∆ b(i)1 ,∆ b
(i)
2 ∼ N (0, 0.05), b1 = 2, b2 = 0.1 te ϕ1 = π100 ,
ϕ2 = π10 i ϕ3 =
π
2 . Na Slici 2. prikazane su tocˇke (i, η
(i)
R ), i = 1, . . . , 500 redom za
kutove ϕ1, ϕ2 i ϕ3.



















U prethodnom primjeru uocˇavamo da za male kutove ϕ dobivamo velike brojeve za
ηR. Takod¯er primijetimo da je
ηR =
((∆ b1)2 + (∆ b2)2)(1 + cosϕ)− (∆ b1 +∆ b2)2 cosϕ
(b21 + b
2
2)(1 − cosϕ) + (b1 − b2)2 cosϕ
≤ κ2(ϕ) (∆ b1)











Na Slici 3. prikazan je graf funkcije κ odakle vidimo da je κ padajuc´a funkcija kuta
ϕ.
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Primijetimo da formulu (9) mozˇemo zapisati u obliku






(∆ b1)2 + (∆ b2)2 − 2∆ b1∆ b2 cosϕ
b21 + b
2
2 − 2b1b2 cosϕ
, (12)
sˇto u geometrijskom smislu znacˇi da tocˇka (x˜1, x˜2) lezˇe na kruzˇnici polumjera r sa
srediˇstem u tocˇki (x1, x2). Ilustrirat c´emo to na primjerima dvaju bitno razlicˇita
sustava linearnih jednadzˇbi.
Primjer 2. Neka su (∆ b1)(i), (∆ b2)(i) ∼ N (0, 0.05), i = 1, . . . , 250. Za i =
1, . . . , 250 zadani su sustavi
sustav i)
0.5x1 − x2 = −1.5 + (∆ b1)(i)
0.45x1 − x2 = −1.55 + (∆ b2)(i), (13)
cˇija su rjesˇenja x1 = 1 i x2 = 2. Za kut ϕ1 izmed¯u odgovarajuc´ih pravaca
vrijedi da je cosϕ1 = 0.0408.
sustav ii)
4x1 − x2 = 2 + (∆ b1)(i)
x1 + 4x2 = 9 + (∆ b2)(i),
(14)
cˇija rjesˇenja su takod¯er x1 = 1 i x2 = 2. Za kut ϕ2 izmed¯u odgovarajuc´ih
pravaca vrijedi da je cosϕ2 = 0, tj. ϕ2 = π2 .
Na Slici 3. prikazane su redom kruzˇnice (12) te rjesˇenja za sustave (13) i (14).
Primijec´ujemo da se ured¯eni parovi rjesˇenja sustava (13) sadrzˇani u elipsi sa sredi-
sˇtem u tocˇki (1, 2), koja je izrazito izduljena. Za razliku od toga skup svih ured¯enih
parova rjesˇenja sustava (14) sadrzˇan je u malom krugu sa srediˇstem u tocˇki (1, 2).













Ovako pravilno geometrijsko mjesto ured¯enih parova rjesˇenja sustava iz pretho-
dnog primjera nije posve slucˇajno. Za potpuno razumijevanje ove pojave potrebno
nam je nekoliko vazˇnih pojmova i tvrdnji numericˇke linearne algebre, koje c´emo
navesti u sljedec´oj tocˇki.
3. Singularna dekompozicija
Singularna dekompozicija matrice izrazito je vazˇna i koristi se u razlicˇitim primje-
nama numericˇke matematike. Vrijedi sljedec´i teorem.
Teorem 1. ([1]) Neka je M ∈ Rm×n matrica ranga r. Tada postoji dijagonalna
matrica
Σ = diag(σ1, . . . , σr, 0, . . . , 0) ∈ Rm×n, σ1 ≥ σ2 ≥ . . . ≥ σr > 0
te ortogonalne matrice U ∈ Rm×m i V ∈ Rn×n takve da vrijedi
M = UΣVT . (15)
Brojeve σ1 ≥ . . . ≥ σr > 0 zovemo singularne vrijednosti matrice M, a rastav
(15) zovemo singularna dekompozicija matrice M.
Kako je MTM = VΣTΣVT , kvadrati singularnih vrijednosti σ2i su svojstvene
vrijednosti simetricˇne pozitivno semidefinitne matrice MTM, a stupci matrice V
su odgovarajuc´i ortonormirani svojstveni vektori.
Primjedba 1. Pretpostavimo da je M ∈ Rn×n kvadratna regularna matrica te
da njezina singularna dekompozicija glasi
M = U diag(σ1, . . . , σn)VT ,
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U sljedec´em jednostavnom primjeru vidjet c´emo kako odrediti singularnu deko-
mpoziciju matrice iz R2×2.





. Jednostavno se mozˇe pokazati












































































Vratimo se sada sustavu linearnih jednadzˇbi (3)-(4), odnosno (6)-(7) te primije-







Jednostavno se vidi da su svojstvene vrijednosti matriceATA jednake λ1 = 1+cosϕ
i λ2 = 1− cosϕ te da odgovarajuc´e singularne vrijednosti matrice A glase:
σ1 =
√
1 + cosϕ, σ2 =
√
1− cosϕ.
To znacˇi da matricu A mozˇemo zapisati u obliku





gdje su U ∈ R2×2 i V ∈ R2×2 ortogonalne matrice. Uzmemo li u obzir da je
x rjesˇenje sustava (3)-(4), a x˜ rjesˇenje sustava (6)-(7) te ako oduzmemo ta dva
sustava dobivamo da je
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Neka je
K(0, ‖∆b‖) := {y : ‖y‖2 = ‖∆b‖} ⊆ R2
kruzˇnica sa srediˇstem u ishodiˇstu polumjera ‖∆b‖. Uocˇimo da je u tom slucˇaju
skup





Tu : ‖u‖ = 1},
zarotirana elipsa sa srediˇstem u ishodiˇstu cˇije pouluosi lezˇe na stupcima matrice V




Prema (16) to znacˇi da se vektor x˜ nalazi na elipsi E(x) sa srediˇstem u tocˇki




Sada je ocˇito da su duljine poluosi elipse E(x) priblizˇno jednake ako je kut ϕ ≈ π2 .
Ako je ϕ ≈ 0 duljina druge poluosi izrazito velik broj, sˇto znacˇi da se odgovarajuc´a
elipsa degenerira u pravac.
4. Kondicija matrice i opc´i sustav
Neka su σ1 i σ2, σ1 ≥ σ2 singularne vrijednosti matrice regularne A ∈ R2×2.
Oznacˇimo li s cond(A) := σ1σ2 uocˇavamo da zbog (11) vrijedi da je









Broj cond(A) zovemo kondicija matrice A.





pri cˇemu je σ1 najvec´a, a σr najmanja pozitivna singularna vrijednost matrice A
Pretpostavimo da je zadan sustav linearnih jednadzˇbi
Ax = b, A ∈ Rn×n, b ∈ Rn, (17)
no zbog pogresˇke rjesˇavamo sustav
Ax = b+∆b. (18)
Ako s x oznacˇimo rjesˇenje sustava (17), a s x˜ rjesˇenje sustava (18), mozˇe se





Slicˇne se ocjene mogu pokazati i slucˇajevima kada se pogresˇka pojavljuje u
matrici A, te kada se pojavljuju istovremeno i u matrici A i u vektoru b. Viˇse o
tome se mozˇe nac´i u [2], [3].
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