Abstract. In this paper, we prove the existence of weak solutions for the following nonlinear elliptic system
Introduction
The purpose of this paper is to study the existence of weak solutions for the following nonlinear elliptic system involving the p(x)-Laplacian.
where Ω is an open bounded domains in R N with a smooth boundary ∂Ω. The operator ∆ p(x) u = div | ∇u | p(x)−2 ∇u is called p(x)-Laplacian, which will be reduced to the p-Laplacian when p(x) = p a constant. The study of various mathematical problems with variable exponent has been received considerable attention in recent years, for examples we cite works of X-L Fan and V. Radulescu [20] , [27] . The operator p(x)-Laplacian turns up in many mathematical settings, e.g., Non-Newtonian fluids, reaction-diffusion problems, porous media, astronomy, quasi-conformal mappings..etc. see [2, 3, 9] . Problems including this operator for bounded domains have been studied in [20, 27] and for unbounded domains in [10, 21, 14] . Many authors have studied semilinear and non linear elliptic systems, as a reference we cite [7, 10, 28, 22, 29] .
The generalized formulation for many stationary boundary value problems for partial differential equations leads to operator equation of type L(u) = f on a Banach space. Indeed, the weak formulation consists in looking for an unknown function u from a Banach space H such that an integral identity containing u holds for each test function v from the space H. Since the identity is linear in v, we can take its sides as values of continuous linear functionals at the element v ∈ H. Denoting the terms containing unknown u as the value of an operator A, we obtain (L(u), v) = (f, v) ∀v ∈ H, which is equivalent to equality of functionals on H, i.e. the equality of elements of H ′ (the dual space of H): L(u) = f . In this paper, we consider nonlinear systems with model L of the form
When p(x) = p is constant, the existence of solutions for such systems was proved, using the method of sub and super solutions in [5, 6, 15] . In this study, we use another technique for proving the existence of weak solutions. We need the theory of monotone operators.
To resolve the system (1), we introduce the following intermediary problem
where Ω is a bounded domain of R N , p(.) ∈ C 0 (Ω) satisfying inf x∈Ω p(x) > 1 and γ is a non negative function in L ∞ (Ω). This paper consists of five sections. First, we recall some elementary proprieties of the Generalized Lebesgue-Sobolev Spaces and introduce the notations needed in this work. Section 3 is devoted to the study of some preliminary results which allows us to prove the existence of weak solutions of our problem. Particulary we give the proof of the first Theorem. In the fourth section, we justify the existence of weak solutions in the case of bounded domains. The goal of the last section is the main result, when Ω = R N .
2. Generalized Lebesgue-Sobolev Spaces Setting.
In order to discuss problem (1), we need some theories on spaces W 1,p(x) (Ω) which we call generalized Lebesgue-Sobolev spaces. Let us shortly recall some basic facts about the setup for generalized Lebesgue-Sobolev spaces, for more details see for instance [20] , [23] , [25] and [26] . Let
We define the so-called Luxemburg norm, on this space by the formula
has the following inequality
where,
, for every functions p 1 and p 2 in C(Ω) satisfying p 1 (x) ≤ p 2 (x), for any x ∈ Ω. In addition this imbedding is continuous. An important role in manipulating the generalized Lebesgue spaces is played by the modular of the L p(x) (Ω) space, which is the mapping
(Ω) and p + < ∞ then the following relations hold true.
Another property interesting the variable exponent Lebesgue space L p(x) (Ω) is Proposition 2.1. ( see [8] ) Let p(x) and q(x) be measurable functions such that
pq . The generalized Lebesgue-Sobolev space is defined by:
(Ω) can be equipped with the norm defined as follow
In this paper, we denote by W
(Ω). Due to Fan and Zhao [20] , generalized Lebesgue-Sobolev spaces W 1,p(x) (Ω) and
(Ω) are separable reflexive Banach spaces. On the other hand if q ∈ C + (Ω) satisfying q(x) < p * (x) for any x ∈ Ω, the imbedding from
(Ω) is compact and continuous. Note that Poincaré inequality is also satisfied and we have existence of a constant C > 0 such that
(Ω). (8) In view of (7), it follows that |∇u| L p(x) and u p(x) are equivalent norms on W 1,p(x) 0
(Ω). Hence, we will use |∇u| L p(x) to replace u p(x) .
Definitions 2.2. 1 < p(x) < N and for x ∈ R N , let define
where 
(Ω).
Through this paper we suppose that the following assumptions are satisfied.
Others notations will be introduced as we need.
Preliminary
This section is devoted to the study of problems of type: Lu = f , where L is an operator from H (Banach space) into it's dual H * . The tools needed for such aim is the variational method, more precisely theory of monotone operator. To this end, we introduce some technical results [4, 6, 16] which allows us to the proof of Theorem1.1. Note that hypothesis F0) and F3) will be used in this section. First, we recall the following definition.
The operator L is said to satisfy the
The following Proposition plays an important role in the present paper. Precisely, it gives a sufficient conditions to the existence of weak solutions for the problems Lu = f . Next, we consider the eigenvalue problem involving the p(x)-Laplacian of the form
where Ω is a bounded domain of
is a non negative function in L ∞ (Ω).
Below we write
is called a solution of problem (9) if
If (u, λ) is a solution of problem (9) and u ∈ X\{0}, we say λ and u an eigenvalue and an eigenfunction corresponding to λ for problem (9) , respectively. We recall that an eigenvalue λ is called principal if there exists a nonnegative eigenfunction corresponding to λ, i.e., if there exists a nonnegative u ∈ X\{0} such that (u, λ) is a solution of (9) . Now, we are ready to introduce a technical Lemma which is a consequence of Theorem 3.8 of X. Fan, for a reference, we cite [19] .
Lemma 3.4. Under assumptions above, Problem (9) has a solution (λ
In this sequel, we introduce the operator L defined on W 1,p(x) (Ω) by
where a(x) is a non negative function in L ∞ (Ω) and Ω is a bounded domain of R N . In order to prove the existence of weak solutions of the problem 10, we will need variational method. Precisely, we justify that the operator L satisfies hypothesis of Proposition 3.2. To this end, we introduce a series of Lemmas dealing with continuity, boundness, coercivity and monotonicity. First we deal with continuity and boundness.
Lemma 3.5. L is a bounded and demicontinuous operator.
Let us first prove the demicontinuity of the operator
(Ω). We pass to a subsequence and assume that u n → u and ∇u n → ∇u pointwise almost everywhere. By the continuity of the map ξ → |ξ|
by the convergence of the sequence (
(Ω). Thus we may pass to a further sequence and assume that (
. This implies that the whole sequence converges weakly. Indeed: assuming the opposite, we find a weak neighbourhood U of |∇u| p(x)−2 ∇u and a subsequence such that (|∇u
(Ω). We may assume pointwise convergence by passing to a further subsequence, and this sub-subsequence converges weakly in L p ′ (x) (Ω) to |∇u| p(x)−2 ∇u by the earlier argument, which is a contradiction. It follows that
therefore the demicontinuity of L 1 .
Denotes
In view of assumption p + − 1 < p * (x), the following embeddings hold true:
Due Proposition 2.1, we obtain
(Ω), and applying Holder inequality, we get
It follows that the operator L 2 (u, v) is well defined and bounded. Consequently L is a bounded operator. The proof of the demicontinuity of L 2 will be deduced from the following assumptions.
On the other hand < µ < η < 1, it follows
and consequently
Since the last term of this inequality represent |u − v| p(x) < η < ǫ. The proof of the first claim will be immediately deduced if we consider the fact
p(x)−1 (Ω) is continuous. To this end we will use the convention
Our intention is to show the following identity:
The result is trivial when p(x) = 2. We claim to prove the result for p(x) > 2.
then, for x ∈ Ω, by Lagrange theorem applied to the function g(y) = y p(x)−1 , there exists c(x) somewhere between u(x) and v(x) satisfying
Due to the fact that |u − v| ∈ L p(x) (Ω), we have |u − v|
Thus the proof of the continuity by using (3), (6) and the second claim. Ours second tools Lemma deals with coercivity, precisely we have
Proof. Let λ 1 ( a(x)) the first eigen value of the problem
It's useful to recall the variational characterization
It yields
On the other hand the operator L satisfies
Combining equations (10), (12) and (13), we obtain
In view of Proposition 2.1 and Lemma 3.4, we obtain
). Using the fact that p − > 1, one writes
Hence, the operator L is coercive as required. The third technical result in this section deals with monotonicity, in particular Lemma 3.7. The operator L is strictly monotone.
Proof. For the convenience, we give the idea of the proof. Recall the following elementary inequalities [24] and [31] , from which we can get the strictly monotonicity of the operator L.
for all a, b ∈ R n , where . denotes the standard inner product in R n . Remark. Using previous Lemmas, all conditions of Proposition 3.2 are fulfilled. hence, the proof of Theorem 1 is completed.
Nonlinear systems on bounded domains
The goal of this section is to prove existence of weak solutions for the system (S)
where Ω is a bounded domain of R n , p(x) and q(x) are Lipshitz-continuous functions defined on R N . In addition, we suppose that p(x), q(x) ∈ C 0,1 (Ω). We denote by p ′ (x), q ′ (x) the conjugate exponent of p(x), q(x) respectively. i.e.
a(x), b(x), c(x), d(x) are non negative functions satisfying condition F0), F1) and F2). Finally, α(x) and β(x) are regular nonnegative functions such that the assumption F3) will be satisfied.
In the following discussions, we will use the product space
(Ω), which is equipped with the norm
where u p(x) (resp., u q(x) ) is the norm of W
1,p(x) 0
(Ω) (resp., W
1,q(x) 0
(Ω)). The space W * p(x),q(x) denotes the dual space of W p(x),q(x) and equipped with the norm
where . * p(x) , . * ,q(x) are respectively the norm of W
(Ω) and W
1,p(x) 0
(Ω). At beginning, we recall the following definition.
, where F and G are defined by
Remark 4.2. The weak formulation of the system (S) is reduced to the operator form identity
where L 1 , L 2 , B and F are defined on W p(x),q(x) as follow: 
Since, the functionals b(x) and d(x) are positive on Ω, we have
In view of inequality (12), we obtain
where λ p (a) and λ q (c) are respectively the first eigenvalue of the problem
If we consider the fact that
Using inequalities (4) and (5), we obtain
The proof of the coercivity of the operator L is fulfilled.
The operator B(u; v) is well defined; indeed, denotes
Clearly, we have
, then the following embeddings hold true
Then, we obtain
, and ||v|
If we apply (4), (5) and Proposition 2.1 and take the functionals
Repeating the same arguments we deduce 
where
Then it's sufficient to prove the compactness of B u (u, v) and B v (u, v).
In view of Remark 4.2, precisely item 3. one writes
Similar calculation gives us the following inequality
(B v (u n , v n ) − B v (u, v); (Φ 1 , Φ 2 )) ≤ c 2 |d(x)| r(x) |u n | α+1 p * (x) |v n | β(x) − |v| β(x) q * (x) ||v| β | p * (x) ||u n | α(x)+1 − |u| α(x) u| p * (x) |Φ 2 | e q(x) .
Due to the continuity of Nemytskii operators
, there exists n 0 ≥ 0 such that for all n ≥ n 0 we have
Finally from equations (19) and (20) 
. The proof of the main result on bounded domains is completed.
Nonlinear systems defined on R

N
In this section, we study existence of weak solutions of the following system.
which is defined on R N . We assume that the coefficients a(x), b(x), c(x), d(x) are smooth positive functions satisfying assumptions F1) and F2) introduced in section 2. In addition, functionals α(x) and β(x) will be such that condition F3). Note that we conserve notations of section 4 with Ω = R N , in particular W p(x),q(x)
represent the product space W
. By transforming the weak formulation for the system (21) to the operator formulation, we will get the same operators L, L 1 , L 2 , B and F which take similar definitions in Remark 4.2. 
, under the assumptions F1), F2) and F3), we can write
If we consider the fact that
and if we apply (4), (5), Proposition 2.1 and take
Therefore, the operator L 2 is well defined. Note that B is again well defined on W p(x),q(x) , the proof is the same as in the Remark 4.2, item 3. replacing Ω by R N .
Next, we deal with the demicontinuity of the operator B. For this aim, we denote by B r the ball of radius r which is centered at the origin of R N and let B (21) .
