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Abstract
SCHEDULING WITH TOOL CHANGES TO MINIMIZE TOTAL
COMPLETION TIME UNDER CONTROLLABLE MACHINING
CONDITIONS
Rabia Koylu Kayan
M. S. in Industrial Engineering
Supervisor: Assoc. Prof. Selim Akturk
September 2001
In the literature, scheduling models ignore the unavailability of the cutting tools.
Tool management literature considers tool loading problem when tools change
due to part mix. In practice, tools are changed more often due to tool wear. The
studies on tool management issues consider machining conditions as constant
values. In fact, it is possible to change the processing time and tool usage rate of
a job by changing the machining conditions. However, the machining conditions,
such as cutting speed and feed rate eect the processing time and usage rate of
the tool in opposite directions. Increasing the usage rates of jobs will lead to an
increase in number of tool switches. Processing times and number of tool switches
are two components of our objective function. This two-side eect creates a trade-
o between processing time and tool usage rate. Therefore machining conditions
should be selected appropriately in order to minimize the total completion time.
We proposed a set of single-pass dispatching rules and a local search algorithm
to determine the machine conditions for each job and to schedule them on a single
CNC machine simultaneously to minimize the total completion time.
Keywords: Scheduling, Total Completion Time, Tool Management, Machin-
ing Conditions, Controllable Processing Time, Heuristics.
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Literaturde cizelgeleme modelleri kesici uc mevcudiyetsizligini dusunmemistir.
Kesici uc isletim sistemi literaturu de uc degisimini parca srasna ba~gl olarak
kesici uc yukleme problemi ad altnda ayrca ele alr. Aslnda uretim kosullarnda
kesici uclar daha cok, asnmaya ba~gl olarak degistirilir. Kesici uc isletim
sistemi uzerine onerilen calsmalarda, imalat kosullar (kesme hz, besleme
oran) sabit girdi olarak ele alnmstr. Aslnda imalat kosullarn de~gistirerek
isleme zamann ve kesici ucun omrunu degistirmek mumkundur. Ancak imalat
kosullarnn uretim zaman ve uc kullanm oran uzerindeki etkisi ters yondedir.
Uc kullanmlarn artrmak daha cok uc de~gisimine sebep olur.

Uretim zamanlar
ve uc de~gisim says amac fonksiyonunun iki ogesidir ve birini azaltan imalat
kosullar di~gerini arttrmaktadr. Bu yuzden toplam is bitim zamann en
azlayacak imalat kosullar secilmelidir.
Bu calsmada her is icin imalat kosullarnn saptanmas ve islerin cizelgelenmesi
problemlerini birlikte cozecek baz hzl sezgisel algoritmalar ve yerel tarama
algoritmalar gelistirilmis ve bu algoritmalarn performanslar karslastrlmstr.
Anahtar sozcukler: Cizelgeleme,
_
Is Bitim Zaman, Kesici Uc
_
Isletim
Sistemi,
_
Imalat Kosullar, Degisken
_
Islem Zaman, Sezgisel Yontemler.
ii
Contents
Abstract i

Ozet ii
Contents iii
List of Figures v
List of Tables vi
1 Introduction 1
2 Literature Review 4
2.1 Tool Management : : : : : : : : : : : : : : : : : : : : : : : : : : : 4
2.1.1 Machining Conditions : : : : : : : : : : : : : : : : : : : : 6
2.1.2 Tool Replacement : : : : : : : : : : : : : : : : : : : : : : : 10
2.2 Scheduling : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 12
2.2.1 Controllable Processing Times : : : : : : : : : : : : : : : : 12
2.2.2 Machine Availability : : : : : : : : : : : : : : : : : : : : : 14
2.3 Conclusion : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 16
3 Problem Statement and Modeling 18
3.1 Problem Denition : : : : : : : : : : : : : : : : : : : : : : : : : : 18
3.2 Assumptions : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 18
3.3 Model Building : : : : : : : : : : : : : : : : : : : : : : : : : : : : 20
3.4 Generate Settings : : : : : : : : : : : : : : : : : : : : : : : : : : : 22
iii
3.5 Find the Optimal Settings Given the Sequence : : : : : : : : : : : 29
3.6 Find the Optimal Schedule Given the Settings : : : : : : : : : : : 31
3.7 MIP of the Original Problem : : : : : : : : : : : : : : : : : : : : : 33
3.8 Conclusion : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 34
4 Proposed Heuristic Algorithms 35
4.1 Characteristics of the Problem : : : : : : : : : : : : : : : : : : : : 35
4.2 Single-pass Heuristic Algorithms : : : : : : : : : : : : : : : : : : : 39
4.2.1 Stage 1: Setting Assignment : : : : : : : : : : : : : : : : : 40
4.2.2 Stage 2: Dispatching rule : : : : : : : : : : : : : : : : : : : 42
4.2.3 Stage 3: Improvements : : : : : : : : : : : : : : : : : : : : 45
4.3 The Problem Space Genetic Algorithm (PSGA) : : : : : : : : : : 51
5 Experimental Design 56
5.1 Experimental Setting : : : : : : : : : : : : : : : : : : : : : : : : : 56
5.2 Experimental Results of Single-pass Heuristics : : : : : : : : : : : 59
5.3 Local Search Parameters and Results : : : : : : : : : : : : : : : : 63
6 Conclusion 75
6.1 Contributions : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 75
6.2 Future Research Directions : : : : : : : : : : : : : : : : : : : : : : 77
APPENDIX 85
A Computational Results for Single-pass Heuristics 86
B Computational Results for PSGA 93
Vita 119
iv
List of Figures
3.1 Feasible region of machine settings : : : : : : : : : : : : : : : : : 23
4.1 Representation of a schedule as blocks of jobs : : : : : : : : : : : 36
4.2 Time versus cutting speed : : : : : : : : : : : : : : : : : : : : : : 36
4.3 Alternative setting pairs : : : : : : : : : : : : : : : : : : : : : : : 37
4.4 Three stages of the heuristics : : : : : : : : : : : : : : : : : : : : 40
5.1 Summary results of heuristics for 100 jobs : : : : : : : : : : : : : 61
5.2 Summary results of heuristics for 200 jobs : : : : : : : : : : : : : 62
v
List of Tables
5.1 Experimental design factors : : : : : : : : : : : : : : : : : : : : : 57
5.2 Technical coecients and parameters : : : : : : : : : : : : : : : : 58
5.3 Summary results of heuristics for 100 jobs : : : : : : : : : : : : : 59
5.4 Summary results of heuristics for 200 jobs : : : : : : : : : : : : : 60
5.5 Denitions and levels of PSGA parameters : : : : : : : : : : : : : 63
5.6 Dierent parameter combinations for PSGA[MFFD(dif,1by1)] : : 64
5.7 Paired samples statistics for PSGA parameter sets : : : : : : : : : 67
5.8 Paired samples test results for PSGA parameter sets : : : : : : : 68
5.9 Comparison of two base heuristics of PSGA : : : : : : : : : : : : 70
5.10 Comparison of PSGA with optimal for 30 jobs : : : : : : : : : : : 71
5.11 Paired samples statistics for dierent comparisons : : : : : : : : : 71
5.12 Paired samples test results for dierent comparisons : : : : : : : : 72
5.13 Comparison of PSGA with a long run PSGA : : : : : : : : : : : : 73
5.14 Paired samples statistics for PSGA and a long-run PSGA : : : : : 73
5.15 Paired samples test results for PSGA and a long-run PSGA : : : 73
A.1 For 100 jobs, results of the heuristics using the six dispatching
rules with (min,knap) alternatives : : : : : : : : : : : : : : : : : : 87
A.2 For 200 jobs, results of the heuristics using the six dispatching
rules with (min,knap) alternatives : : : : : : : : : : : : : : : : : : 88
A.3 For 100 jobs, results of the heuristics using FFD : : : : : : : : : : 89
A.4 For 200 jobs, results of the heuristics using FFD : : : : : : : : : : 90
A.5 For 100 jobs, results of the heuristics using MFFD : : : : : : : : : 91
A.6 For 200 jobs, results of the heuristics using MFFD : : : : : : : : : 92
B.1 Results of PSGA for parameter set 1 : : : : : : : : : : : : : : : : 94
vi
B.2 Results of PSGA for parameter set 2 : : : : : : : : : : : : : : : : 95
B.3 Results of PSGA for parameter set 3 : : : : : : : : : : : : : : : : 96
B.4 Results of PSGA for parameter set 4 : : : : : : : : : : : : : : : : 97
B.5 Results of PSGA for parameter set 5 : : : : : : : : : : : : : : : : 98
B.6 Results of PSGA for parameter set 6 : : : : : : : : : : : : : : : : 99
B.7 Results of PSGA for parameter set 7 : : : : : : : : : : : : : : : : 100
B.8 Results of PSGA for parameter set 8 : : : : : : : : : : : : : : : : 101
B.9 Results of PSGA for parameter set 9 : : : : : : : : : : : : : : : : 102
B.10 Results of PSGA for parameter set 10 : : : : : : : : : : : : : : : : 103
B.11 Results of PSGA for parameter set 11 : : : : : : : : : : : : : : : : 104
B.12 Results of PSGA for parameter set 12 : : : : : : : : : : : : : : : : 105
B.13 Results of PSGA for parameter set 13 : : : : : : : : : : : : : : : : 106
B.14 Results of PSGA for parameter set 14 : : : : : : : : : : : : : : : : 107
B.15 Results of PSGA for parameter set 15 : : : : : : : : : : : : : : : : 108
B.16 Results of PSGA for parameter set 16 : : : : : : : : : : : : : : : : 109
B.17 Results of PSGA for parameter set 17 : : : : : : : : : : : : : : : : 110
B.18 Results of PSGA for parameter set 18 : : : : : : : : : : : : : : : : 111
B.19 Results of PSGA for parameter set 19 : : : : : : : : : : : : : : : : 112
B.20 Results of PSGA for parameter set 20 : : : : : : : : : : : : : : : : 113
B.21 Results of PSGA for parameter set 21 : : : : : : : : : : : : : : : : 114
B.22 Results of PSGA for parameter set 22 : : : : : : : : : : : : : : : : 115
B.23 Results of PSGA for parameter set 23 : : : : : : : : : : : : : : : : 116
B.24 Results of PSGA for parameter set 24 : : : : : : : : : : : : : : : : 117
B.25 Results of PSGA for parameter set 25 : : : : : : : : : : : : : : : : 118
vii
Chapter 1
Introduction
The scheduling of manufacturing systems has been the subject of extensive
research since the early 1950s. The main focus is on the ecient allocation of one
or more resources to activities over time. We adopt the following terminology for
convenience: we refer to a job which consists of one operation, and a machine
which is the resource that can perform at most one operation at a time.
We restrict our attention to deterministic machine scheduling where it is
assumed that the data that dene a problem instance is known with certainty in
advance. We assume independent jobs with single operations which are available
at time zero and do not need any setup time. Preemption is not allowed when
processing the operations of the jobs. Only interruptions are due to the change
of cutting tools which are subject to wear. In industry, cutting tools are subject
to wear because of the usage rate of jobs. Since tool changes due to tool wear are
frequent and tool change times are signicant compared to cutting time, eective
scheduling cannot be done unless taking into account the cutting tool change
instances.
In a recent study, Akturk et al. [4] focus on the scheduling problem with
tool changes due to wear, but they consider the processing time of the jobs and
cutting tool lives as constant values. However, by changing the cutting speed and
feed rate of the machine, these two values can be controlled. Cutting speed and
feed rate are the machining parameters which constitute the machine settings.
An increase in one of them will decrease the life of the cutting tool because the
1
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job in process will use the tool more. Tool usage rate of a job is simply the ratio
of machining time to the tool life. Each job has dierent usage rates depending
on its depth of cut, diameter, length and surface nish requirements. The cutting
tool becomes worn when the aggregation of usage rates of jobs operated by this
tool exceeds 1, in other words when the total machining time of the jobs exceeds
tool life. However, tool life is not constant in our problem. Increase in usage rate
of the jobs will lead to more frequent tool changes and the tool change times will
shift the completion times of the succeeding jobs. On the other hand, it is easy
to see that the increase in processing times will increase the total completion
time. Usage rate and machining time change in opposite directions. When the
usage rate of a job is increasing, i.e. machine settings increasing, the machining
time decreases, i.e. the jobs are processed more rapidly. Hence, the machining
conditions, cutting speed and feed rate, have to be adjusted properly for each
job in order to minimize the total completion time. Considering the processing
times and usage rates of the jobs as a consequence of the decision of machining
conditions, rather than being constant, the integration of the tool management
and scheduling problems is improved.
Due to high investment and tooling cost of a CNC machining center,
machining and non-machining times should be optimized by considering tool
changes and machining conditions. Moreover, tool change times are generally
signicant when compared to the processing times, and tool lives are short relative
to the planning horizon. Therefore, it is important to schedule the jobs for time
related scheduling objectives. We focus on the completion time and select our
objective as minimizing the total completion time of the jobs.
In this study, we present solution strategies to the problem of scheduling jobs
with processing times and usage rates controlled by the machining conditions that
are cutting speed and feed rate. There is a single production unit, a CNC machine
with one type of tool which is subject to wear. Our objective is minimizing the
total completion time. The existing studies in the literature ignore the interaction
between the scheduling decisions and the tool change requirements due to tool
wear. As a result, this problem is an untouched topic in the literature and we
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aim to show the validity of this problem and try to nd solution methods to ll
in this gap in the literature.
We rst formulate a mixed integer program to nd the optimal machining
conditions for each job and schedule of the jobs. Then we propose some single-
pass heuristic algorithms and test the performance of them on a set of randomly
generated problems. Moreover, we propose a problem space genetic algorithm to
improve the solution quality. In problem space genetic algorithms a base heuristic
has to be dened which is called many times within the algorithm. We test some
of our single-pass heuristics as base heuristics. We select the ones which have
high performance in low CPU times. Finally, inserting some of the single-pass
heuristics giving high performance in low CPU times to the local search algorithm
as base heuristics, we improve the solution quality.
In the next chapter, a literature review on machining conditions optimization
and tool replacement issues in tool management, and controllable processing
times and machine availability concerns in scheduling literature are presented.
In Chapter 3, a problem denition is given to dene the scope of this study, and
mathematical formulation of the model is presented. Consequently, in Chapter
4, the proposed heuristic approaches are introduced. Experimental design and
results are given in Chapter 5, and nally the conclusion of this study is presented
along with the future research recommendations in Chapter 6.
Chapter 2
Literature Review
In literature, tool management issues and scheduling problems are studied
separately. In both elds, extensive research has been done for modeling
the systems, and for developing a variety of solution methods. However the
interaction between these two levels of manufacturing decision processes has not
been addressed by the researchers.
In order to give the related literature in an organized manner, we will start
with the tool management issues in the following section. Then, we will give the
literature on scheduling especially with controllable processing times. Finally, we
will conclude by mentioning the drawbacks of the current literature that motivate
us for this study.
2.1 Tool Management
Flexibility is a key requirement in manufacturing systems to cope with modern
market environment which is characterized by diverse products, high quality and
short lead time. Crama and Klundert [10] dene the most vital component of
exibility as \the ability of machines to perform various operations on various
products or parts". The term \exible" is generally used to describe two aspects
of the system [40]: (1) the ability to use alternative routings through the machines
to perform a given set of operations, and (2) the ability to simultaneouslymachine
dierent part types. This exibility is achieved by the use of CNC machines which
4
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are capable of carrying multiple tools. Also, the versatility of an FMS is achieved
by equipping each machine with a tool magazine. This magazine can hold a set
of tools which the machine can use to perform a succession of operations while
incurring low setup costs when switching from one tool to another. In reality,
FMSs are only capable of processing a nite family of parts at any given time. The
exibility or randomness is limited by the allocation of supporting resources such
as pallets, xture, and tools. As FMSs expand into the low volume, high variety
production environment, the number of pallets, xture, and tools and the amount
of handling of these resources are increased. The management of these resources,
especially the tooling which accounts for a high percentage of the operating costs
of an automated manufacturing environment, is an absolute must. Therefore the
models including tool management improves the productivity for an FMS.
Due to its direct impact on system performance, its dynamic nature and the
large amount of information involved, the tooling problem has been considered as
one of the most important and complicated issues in automated manufacturing.
Proper tool management ensures that the correct tools are on the appropriate
machines at the right time so that the desired quantities of workpieces are
manufactured and the machine utilizations are maintained. Tool inventory,
maintenance and distribution issues determine the quantity of work produced
and system utilizations.
Tool management is an important area of research which has been extensively
studied for nearly a hundred years, since Taylor [46] rst recognized in 1907 that
the machining conditions should be optimized to minimize the machining cost.
Malakooti and Deviprasas [32] list vital contributions on parameter selection in
metal cutting from 1907 up to 1985 in their paper.
It is stated by Stecke [41] and Gray et al. [18] that approximately 50 percent
of U.S. annual expenditures on manufacturing is in the metal working industry,
and two thirds of metal working is metal cutting. Besides being a critical issue
in factory integration, tool management has direct cost implications. Kouvelis
[26] reports in his study that tooling accounts for 25 percent to 30 percent of
both xed costs and variable costs of production in an automated machining
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environment. The reason for such a high contribution of the tooling to the
total manufacturing cost is related to the high material removal rate in metal
cutting processes, and the consequent increased tool consumption rates and tool
replacement frequencies.
Kaighobadi and Venkatesh [23] state that the lack of attention to cutting
tool related issues is a main reason for making an FMS inexible in practice.
Gray et al. [18] and Veeramani et al. [49] give extensive surveys on the tool
management issues in automated manufacturing systems, and emphasize that
the lack of tool management considerations has resulted in the poor performance
of these systems.
2.1.1 Machining Conditions
The optimization of the machining conditions for a single operation is a well
known problem, where the decision variables are usually the cutting speed and
the feed rate. These conditions are the key to economical machining operations.
Knowledge of optimal cutting parameters for machining operations is required
for process planning of metal cutting operations. Numerous models have been
developed with the objective of determining optimal machining conditions.
Malakooti and Deviprasas [32] formulate a metal cutting operation, specif-
ically for a turning operation, as a discrete multiple objective problem. The
objectives are to minimize cost per part, production time per part, and roughness
of the work surface, simultaneously. They discuss a heuristic gradient-based
multiple criteria decision making approach which they apply to parameter
selection in metal cutting. For the metal cutting problem, they show how
ecient alternatives can be generated by a discrete variable approach and how
the gradient-based multiple objective approach can be implemented to obtain
the most preferred alternative. They also discuss their software package for
microcomputers as a decision support system for parameter selection. They
compare their computer aided machine parameter selection (CAMPS) package
to some of the computer packages (used in 1987) in the market.
Duuaa et al. [13] compare the results of a number of gradient based
Chapter 2. Literature Review 7
optimization algorithms with dierent machining models. Their approach is
limited because of the use of gradient based methods which are not ideal for non-
convex problems. They conclude that the generalized reduced gradient method
is the most suitable for solving machining optimization models.
Petropoulos [36] has used geometric programming for optimization of
machining parameters. Multi-pass turning optimization has been addressed by
Ermer and Kromodihardjo [15]. They use a combination of linear and geometric
programming.
Iwata et al. [22] use a stochastic approach to solve for optimal machining
parameters. Eskicioglu and Eskicioglu [16] demonstrate the use of non-linear
programming for machining parameter optimization. Hati and Rao [19] use
sequential unconstrained minimization technique (SUMT) to solve a multi-pass
turning operation.
Khan et al. [25] study machining condition optimization by genetic algorithms
and simulated annealing. Although nonlinear and non-convex machining models
developed with the objective of determining optimal cutting conditions are
traditionally solved using gradient based algorithms, they study three non
gradient based stochastic optimization algorithms and test their eciency in
solving several benchmark machining models which are complex because of non-
linearities and non-convexity.
Stori et al. [42] integrate process simulation in machining parameter
optimization and propose a methodology for incorporating simulation feedback to
ne-tune analytic models during optimization process. They present a non-linear
programming (NLP) optimization technique used to select process parameters
based on closed-form analytical constraint equations relating to critical design
requirements and execute simulation using these process parameters, providing
predictions of the critical state variables. Then, they dynamically adapt
constraint equation parameters using the feedback provided by the simulation
predictions. They repeat this sequence until local convergence between simulation
and constraint equation predictions has been achieved.
Thomas et al. [47] emphasize the importance of choice of optimized cutting
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tool parameters to control the required surface quality. Surface nish is an
important requirement for many turned work pieces in machining operation.
The authors dealt with the interactions between the cutting parameters and
surface roughness. They investigated the eects of tool vibration on the resulting
surface roughness in the dry turning operation of carbon steel. They chose a full
factorial design that allowed to consider the three-level interactions between the
cutting parameters (cutting speed, feed rate, tool nose radius, depth of cut, tool
length, and workpiece length) on the two measured dependent variables (surface
roughness and tool vibration). Their results show that the factors having the
greatest inuence on surface roughness are the second order interactions between
cutting speed and tool nose radius, along with third-order interaction between
feed rate, cutting speed and depth of cut. They had the best surface nish at a
low feed rate, a large tool nose radius and a high cutting speed. They concluded
that feed rate and tool nose radius produced the most important eects on surface
roughness, followed by cutting speed.
Kyoung et al. [27] emphasized the importance of selecting tool size, tool path,
cutting width at each tool path properly and calculating the machining time for
optimal process planning. Since other factors depend on the tool size, it is the
most important factor in their problem. They presented a method for selecting
optimal tools for pocket machining for the components of injection mold. They
applied the branch and bound method to select the optimal tools which minimize
the machining time by using the range of feasible tools and the breadth-rst
search.
These models consider only the contribution of machining time and tooling
cost to the total cost of operation, and they usually ignore the contribution
of the non-machining time components to the operating cost, which could be
very signicant for the multiple operation case. All of the time consuming
events except the actual cutting operation are denoted as non-machining
time components. Basic setup, tool interchanging, tool replacing, workpiece
loading-unloading, tool tuning, tool approach and stabilization etc., are the
typical examples of non-machining events. Machining conditions are the main
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determinants of these non-machining time components. These studies also
exclude the tooling issues such as the tool availability and the tool life capacity
limitations. Therefore, their results might lead to infeasibilities due to tool
contention among operations for a limited number of tool types [34].
Akturk and Avci [5] proposed a solution procedure to make tool allocation
and machining conditions selection decisions simultaneously. They also take into
account the related tooling considerations of tool wear, tool availability, and
tool replacing and loading times, since they aect both the machining and non-
machining time components, hence the total cost of manufacturing. In their
study, they extend single machining operation problem (SMOP) formulation
by adding a new tool life constraint which enables them to include tooling
issues like tool wear and tool availability. Furthermore, they propose a new
cost measure to exploit the interaction between the number of tools required
with the machining, tool replacing and loading times, and tool waste cost in
conjunction with the optimum machining conditions for alternative operation-
tool pairs. Consequently, they prevent any infeasibilities that might occur for the
tool allocation problem at the system level due to tool contention among tool life
restrictions through a feedback mechanism.
Akturk and Onen [6] proposed a new algorithm to solve lot sizing, tool
allocation and machining conditions optimization problems simultaneously to
minimize the total production cost in a CNC environment. They integrated
the system, machine and tool level decisions for production of multiple parts
consisting of multiple operations. By this way, they avoid any infeasibility that
may occur due to tool and machine hour availability limitations.
In a recent study, Akturk [3] developed an exact approach to determine the
optimum machining conditions and tool allocation decisions simultaneously to
minimize the total production cost on a CNC turning machine where alternative
tools can be used for each operation. He emphasized the tool management issues
at the tool level such as the optimum machining conditions and tool selection-
allocation decisions considering the tool life, machining operations and tool
availability constraints. He presented a new mathematical model and proposed
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an ecient solution procedure to determine concurrently the optimal machining
conditions of cutting speed and feed rate, the optimal operation-tool assignment
and optimal allocation of tools.
2.1.2 Tool Replacement
A complete tool replacement strategy species a tool change schedule based upon
the economic service lives of tools and a control policy regarding unscheduled tool
changes following breakage. In cases where tool life is not deterministic and all
tools in the magazine do not require reconditioning at the same time, the tool
replacement problem gets more complicated. The tool replacement policies are
concerned with the complex decisions of when to replace a particular tool and how
many other tools to replace along with this particular tool. The distributed nature
of tool lives under actual machining parameters and the option to change several
tools when one fails, rather than considering only expected lives and single tool
replacements are considered in most realistic replacement strategies. Ignoring the
relationship between the processing rates and the tool replacement policy, and
overlooking the impact of tool sharing on setup times result in decient models.
Most of the studies assume constant processing times and tool lives though
the tool wear can have a signicant impact on the tool replacement frequency.
Operational problems concerning tool magazine arrangements and operations
sequencing decisions are considered at the system level in an aggregated manner.
Possibility of tool sharing and loading duplicate tools due to tool contention
among the operations for a limited number of tool types as a result of the
tool availability and tool life limitations is ignored. However, such operational
problems should be taken into account for a reliable modeling of FMSs, otherwise
the absence of such crucial constraints may lead to infeasible results. Suri and
Whitney [43] emphasized that an inclusion of these issues in the process planning
will provide an eective decision making tool for the short term operational
decisions of FMSs.
Avci and Akturk [7] propose a new solution methodology to solve for the
tool magazine arrangement and operations sequencing problems simultaneously
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by allowing more accurate portrayal of the operation of CNC machines with an
inclusion of tool contention, tool life, precedence and tool magazine capacity
restrictions.
Scheduling jobs with tooling constraints can be studied on two topics, one
assuming that each job has dierent tool requirements and after nishing one
job, the tools necessary for operation of the second job is loaded to the machine.
By using the common tools used and sequence dependent setups, an ecient
schedule of tools can be determined. The second research area in job scheduling
with tooling constraints is based on the assumption that there is a single tool type
and the tool is subject to wear. Since tool change times are generally signicant
when compared to the processing times, and tool lives are short relative to the
planning horizon, it is important to schedule the jobs for possible scheduling
objectives such as owtime, tardiness, etc.
The rst approach is not studied much in literature, especially with cost
terms related to scheduling decisions. Tang and Denardo [44] study the single
machine case with given tool requirements where tool changes are required due
to part mix. Their objective is to minimize the number of tool switches and
they provide heuristic algorithms for job scheduling in this environment and an
optimal procedure, KTNS rule. In a companion paper [45], they also study the
case of parallel tool switchings with the objective of minimizing the number of
switching instants.
Since the tools are usually changed more often because of tool wear than part
mix, the second approach seems more realistic. Using this approach, Akturk et al.
[4] introduced a scheduling problem that considers the tool change requirement
due to tool wear. In their problem, a single CNC machine and n independent jobs
that are ready for processing at time zero are given. The job processing times
are assumed to be known, and only one type of tool with a known, constant life
and unlimited availability is required. The tool change time is also assumed to be
constant. They tried to nd a schedule that will minimize the total completion
time of the jobs. They have summarized and discussed the basic characteristics,
have proposed a number of heuristics based on dispatch rules and local search,
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and have tested the relative performance of various algorithms.
2.2 Scheduling
Scheduling is concerned with determining the sequence in which available work
should be processed to optimize system performance.
Standard formulations of the scheduling problem assume that job processing
times are xed and known in advance of scheduling. In practice, processing
times are often a function of the amount and mix of resource inputs allocated
to a job. These resources can vary depending on the system. For instance, in a
production facility composed of CNC machines, machine cutting speed and feed
rate are eective parameters changing the processing times and tool usage rates.
In a relatively labor-intensive systems, processing time typically depend on the
number and type of the workers allocated to the system (Daniels et al. [11]).
2.2.1 Controllable Processing Times
Processing time control and its impact on sequencing decisions and operational
performance has received limited attention in the scheduling literature. Some
models for single-processor systems have been developed and studied concerning
controllable processing times. Extensions to parallel-machine environments are
also addressed by researchers. A survey of the literature up to 1990 can be found
in Nowicki and Zdrzalka [33].
Daniels and Sarin [12] consider the problem of joint sequencing and resource
allocation when the scheduling criterion of interest is the number of tardy jobs
and derive theoretical results that aid in developing the trade-o curve between
the number of tardy jobs and the total amount of allocated resource.
Panwalker and Rajagopalan [35] consider the static single machine sequencing
problem with a common due date for all jobs in which job processing times are
controllable with linear costs. They develop a method to nd optimal processing
times and an optimal sequence to minimize a cost function containing earliness
cost, tardiness cost and total processing cost.
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Adiri and Yehudai [2] study the problem of scheduling identical parallel
processors whose service rates can change between jobs. Trick [48] focuses
on assigning single-operation jobs to identical machines while simultaneously
controlling the processing speed of each machine.
Zdrzalka [52] deals with the problem of scheduling jobs on a single machine
in which each job has a release date, a delivery time and a controllable
processing time, having its own associated linearly varying cost and propose an
approximation algorithm for minimizing the overall schedule cost.
Ishii et al. [21] consider the problem with parallel uniform machines in which
the speed of a machine is a continuous nonnegative variable and the compression
cost is a function of the speed of the machine.
Cheng et al. [9] consider a parallel machine scheduling problem with
controllable processing times, where the job processing times can be compressed
through incurring an additional cost, which is a convex function of the amount
of compression. They formulate two problems, one to minimize the total
compression cost plus the total ow time, and the other to minimize the total
compression cost plus the sum of earliness and tardiness costs for the common
due date schedule problem.
Daniels et al. [11] investigate the improvements in manufacturing performance
that can be realized by broadening the scope of the production scheduling
function to include both job sequencing and processing-time control through the
deployment of a exible resource. They consider an environment in which a set of
jobs must be scheduled over a set of parallel manufacturing cells, each consisting
of a single machine, where the processing time of each job depends on the amount
of resource allocated to the associated cell.
Karabati and Kouvelis [24] solve the simultaneous scheduling and optimal
processing-times selection problem in a ow line operated under a cyclic
scheduling policy. They address the simultaneous scheduling and optimal-
processing-times selection problem in a multi-product deterministic ow line
operated under a cyclic scheduling approach. They provide a modeling
framework for cyclic scheduling decisions that incorporate processing-times
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selection considerations. After presenting a linear program solving the optimal-
processing-times selection problem for a given cyclic sequence, they demonstrate
for large problems, how the use of a row generation scheme allows them to solve
it more eciently than standard linear programming codes. For the solution
of the simultaneous scheduling and optimal-processing-times selection problem,
they propose a simple procedure that iteratively solves cyclic scheduling and
optimal-processing-times selection subproblems for given sequences.
The concept of controllable processing times can also be observed in project
management with controllable activity durations. In 1980, Vickson treats the
problem of minimizing the total weighted ow cost plus job processing cost in
a single machine sequencing problem for jobs having processing costs which are
linear functions of processing times in his rst study [50]. In his second study
[51], he extends his initial study and presents simple methods for solving two
single machine sequencing problems when job processing times are themselves
decision variables having their own linearly varying costs. The objectives studied
are minimizing the total processing cost plus either the average ow cost or the
maximum tardiness cost. He treats only the problems with zero ready time and
no precedence constraints.
2.2.2 Machine Availability
As discussed in Lee et al. [31] and Pinedo [37], most theoretical models do
not take into account the unavailability of resources. It is usually assumed that
the machine is available at all times. However, machines are not continuously
available in the real world. Certainly, this observation is valid for the machine
tools, and the unavailability of tools is a more common situation since the tools
actually have short lives with respect to the planning horizon, as reported by
Gray et al. [18].
In the literature, there are no studies considering the tool life and tool change
time requirement due to tool wear, and incorporating them with scheduling
objectives other than Akturk et al. [4]. However, there are some studies done
in recent years considering the unavailability of machines. These problems have
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similar characteristics with the scheduling with tool changes problem.
In literature three cases are discussed for this problem. When the job cannot
be nished before the next down period of a machine and the job has to restart,
then the job is called non-resumable. If the job has to partially restart after the
machine has become available, then it is called semi-resumable. If the job can
continue to be processed on the same machine after the machine has become
available, then the job is called resumable.
The researchers on scheduling with availability constraint mostly focused on
machine breakdowns and maintenance intervals. The most common objective is
minimizing the total owtime. Adiri et al. [1] considered owtime scheduling
problem when machine faces breakdowns at stochastic time epochs, and repair
time is also stochastic. The processing times are assumed constant and the jobs
are assumed non-resumable. They have provided the NP completeness result
of the problem, and showed that SPT minimizes expected total owtime when
times to breakdown are exponential. In the case of single breakdown and concave
distribution function of the time to breakdown, they have again showed the
stochastic optimality of SPT. They have also analyzed the single deterministic
breakdown case, and found a worst case performance bound for SPT heuristic,
which was 5/4.
Lee and Liman [28] have also studied the same problem considering only
deterministic single scheduled maintenance case. They not only give a simpler
proof of NP completeness but also found a better bound for SPT, being 9/7.
Moreover they have shown that this bound is tight.
Lee [30] studies the single machine problem for dierent performance
measures. He shows that the makespan for a single machine problem with
resumable availability constraint is minimized by an arbitrary sequence. The
minimization of ow time with resumable availability constraint on a single
machine problem is solved optimally by Shortest Processing Time (SPT)
algorithm. In SPT, the jobs are scheduled in nondecreasing order of processing
times of jobs. Minimization of maximum tardiness can be solved optimally by
Earliest Due Date (EDD) algorithmwhere the jobs are scheduled in nondecreasing
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order of due dates of the jobs.
There are also some studies on owshop and parallel machine scheduling with
an availability constraint. Lee and Liman [29] considered two machines in parallel
scheduling problem of minimizing the total completion time where one machine
is available all the time and the other machine is available from time zero up to a
xed point in time. After proving that the problem is NP-complete, they provide
a pseudo-polynomial dynamic programming algorithm. They also propose a
heuristic which is based on a slight modication of SPT rule considering the
capacity of the machine with availability constraint. This heuristic is shown to
have an error bound of 0.50.
However, all these studies assume a single breakdown or maintenance interval.
But, in the scheduling problem with tool changes this is not a realistic assumption
and we can have several tool changes in a given time period due to relatively short
tool lives.
2.3 Conclusion
In the literature, processing times and tool lives are taken as constant, either
deterministic or probabilistic. However, they are closely related with the
machining conditions. Hence, the processing times and tool usage rates of the
jobs are controllable. In the literature of scheduling with controllable processing
times, most of the studies assume that the processing times can be crashed in a
range with linear compression cost. But, for our case, the processing times are
closely related with tool and operation parameters.
Another common drawback observed in scheduling literature is that they do
not take account of tool changes due to tool wear although the tool change times
are signicant compared to processing times and tools are changed frequently
due to wear. There are few studies considering the resource unavailability, but
the resources in scheduling theory are mostly considered as machines, without
referring to the tooling level.
Also in the tool management literature, the tool changes are generally
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considered to be due to part mix, that is, due to dierent tooling requirements
of the parts. However, tools have limited lives and they are subject to wear out
in practice.
As a result, scheduling jobs which have controllable processing times and usage
rates depending on machining conditions on a CNC machine having tool changes
due to tool wear is an untouched topic in the literature. Bard [8] indicates that
\Although the single machine scheduling problem has been studied extensively,
the added complication of tool loading undermines the usefulness of much of
the current results". The objective of the research reported in this thesis is
to show how closely tool replacement, machining conditions optimization and
scheduling of the jobs in a CNC machine are related. These topics have been
studied separately by many researches, however there is no study that integrates
all of these and investigates the interactions among them.
In this chapter, we introduce a short review of the literature on tool
management and scheduling issues which is related with our problem in some
aspects, and state the similarities and diversities of our problem between the
problems studied in literature.
In the next chapter, we give the denition and underlying assumptions
of the problem, present the mathematical programming formulations of two
subproblems and the original problem.
Chapter 3
Problem Statement and
Modeling
3.1 Problem Denition
We are given N jobs with a specied depth of cut, length and diameter of the
generated surface along with maximum allowable surface roughness attributes.
The problem is scheduling these jobs on a CNC machine in order to minimize
the total completion time. There is a single tool type which has a constant tool
changing time. When the tool life is over, the tool has to be changed. Since there
is a tool change time, sometimes signicant, and it aects the completion time, it
is important to consider it in the schedule. The machining conditions of the CNC
machine can be changed, and for each job it can be adjusted to dierent cutting
speed and feed rate pair. However there are some constraints for these settings.
The speed and feed rate have to satisfy the machine power, surface nish and
tool life constraints. After detecting the feasible region of speed and feed rate,
we have to make two decisions, a feasible setting for each job, and the sequence
of the jobs.
3.2 Assumptions
We aim to solve the scheduling problem of jobs with controllable processing times
and usage rates with a tool availability constraint in an automated machining
18
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environment to minimize the total completion time. The assumptions about the
operating policy and the characteristics of the system considered in this study
are as follows:
 There is a single machine which is continuously available except the tool
changes.
 There are N jobs with no precedence relation, all ready at time zero.
 Depth of cut, length and diameter of the surface and maximum allowable
surface roughness values for each job are given a priori.
 The processing of a job can be accomplished by a single tool, i.e. usage
rates are smaller than one.
 The parts to be processed are composed of a single operation.
 There is one type of cutting tool with a known tool life, i.e. total usage of
the tool cannot exceed 1.
 There are unlimited amount of tools available for replacement.
 When the usage rate of tool ends, i.e tool is worn out, tool has to be taken
o the machine, and a new one has to be placed. The time spent for this
process, i.e. tool change time, is constant.
 The cutting speed and feed rate of the machine constitute the machining
conditions and they can easily be adjusted to new settings. However,
cutting speed cannot be lower than 100 fpm and both cutting speed and
feed rate are subject to some constraints related with the power of the
machine, surface nish of the parts and life of the tool.
 Processing time and tool usage rate of the job are determined via cutting
speed and feed rate.
 A manufacturing operation cannot be interrupted for a tool change due to
surface nish requirements, i.e. the jobs are non resumable.
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Under these assumptions, we wish to determine the optimum machining
conditions and nd a schedule that minimizes the total completion time of the
jobs.
The notation used throughout the thesis is as follows:
; ;  : speed, feed, depth of cut exponents for the tool
C
m
; b; c; e : specic coecient and exponents of the machine power constraint
C
s
; g; h; l : specic coecient and exponents of the surface roughness constraint
C : Taylor's tool life expression parameter
C
o
: operating cost of the CNC machine ($/min)
C
t
: cost of the tool ($)
d
i
: depth of cut for job i (in)
D
i
: diameter of the generated surface for job i (in)
L
i
: length of the generated surface for job i (in)
H : maximum available machine power (hp)
S
i
: maximum allowable surface roughness for job i (in)
v
ij
: cutting speed for setting j of job i (fpm)
f
ij
: feed rate for setting j of job i (ipr)
U
ij
: usage rate of job i using setting j
P
ij
: machining time of job i using setting j (min)
T
c
: tool change time (min)
N : number of the jobs
S : number of dierent settings generated for each job
3.3 Model Building
The processing times and tool usage rates of jobs determined by the machining
parameters, v and f , by some well known formulas as discussed in Akturk and
Avci [5].
P =
 D  L
12
 v
 1
 f
 1
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U =
 D  L  d

12  C  v
(1 )
 f
(1 )
If a schedule is viewed as a sequence of blocks of jobs, which are seperated by
tool changes, the problem is deciding on the optimum machining conditions for
each job and partitioning the jobs into blocks. Since the machining conditions
determine the machining time directly and tool change instances indirectly,
partitioning the jobs into minimum number of blocks does not imply optimality.
Increase in the speed of the machine can cause one more tool to be used because
of the increase in usage rate and so one more tool change time which will shift
the completion time of the succeeding jobs. On the other side, decrease in the
machining time of the jobs will also decrease the comletion time of those jobs.
This trade-o may result in a decrease in the total comletion time. Therefore we
cannot say that the solution with minimum number of blocks is optimal. This
two-side eect of the machine settings, v and f , on the objective function can be
better seen below:
MIN
N
X
i=1
S
X
j=1
N
X
k=1
(N   k + 1)  P
ij
X
ijk
+ T
c

N 1
X
k=1
(N   k) R
k
where
X
ijk
=
8
<
:
1 if job i under condition j is positioned at k
0 otherwise
R
k
=
8
<
:
1 if tool is replaced after position k
0 otherwise
P
ij
= machining time of job i under condition j
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T
c
= tool change time
The rst part of the objective function is the total completion time of the
jobs ignoring the shifts of tool changes. The second part gives the total shift
on the completion time due to tool changes. As the tool change time decreases,
P
ij
values dominate T
c
for the scheduling decision and number of tool changes
done may become less signicant. Thus the rst part gains importance and the
problem converges to a classical scheduling problem. On the other hand, when
T
c
value dominates P
ij
values, the second part of the objective function becomes
more important and the problem becomes similar to the bin-packing problem,
but certainly not equivalent.
Two questions have to be answered about this problem. These are:
1. What is the optimal setting pair, v and f for each job?
2. What is the optimal sequence of these jobs?
With their settings determined, we will have usage rate and machining time
data of the jobs on hand. Using this information in addition to the sequence of
the jobs, we can get the whole schedule showing both the tool change and job
processing instances. In order to ease the answer of the rst question, we take
discrete setting pairs from the feasible region of these two machining conditions
v and f to be alternatives for the jobs to be selected. In the next section, we
will explain the procedure of generating discrete points from the feasible region
as alternative settings.
3.4 Generate Settings
In CNC machines, we can control the machining times and usage rates of jobs by
changing the speed and feed rate of the machine. While changing the machining
conditions, we have constraints such as machine power, surface roughness and
tool life which are stated in Akturk and Avci [5]. The constraints are:
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C
0
t
 v
( 1)
ij
 f
( 1)
ij
 1 (Tool life constraint)
C
0
m
 v
b
ij
 f
c
ij
 1 (Machine power constraint)
C
0
s
 v
g
ij
 f
h
ij
 1 (Surface roughness constraint)
v
ij
; f
ij
> 0
where
C
0
t
=
 D
i
 L
i
 d

i
12  C
, C
0
m
=
C
m
 d
e
i
H
, C
0
s
=
C
s
 d
l
i
S
i
We relax the tool life constraint now, and will check its feasibility later. If the
optimal solution of the relaxed problem satises the tool life constraint, then it is
optimal for the overall problem. If it does not satisfy the constraint, then a new
optimal solution should be found. The relationship between machine power and
surface roughness constraints can be seen in Figure 3.1. The tool life constraint
may be in one of 4 situations. It can be redundant, crossing machine power
constraint, crossing intersection point of these two constraints or crossing surface
roughnes constraint.
machine power
surface
roughness
cutting speed
feed rate
FEASIBLE REGION Tool life 2
Tool life 1
Tool life 3
Tool life 4
Figure 3.1: Feasible region of machine settings
Akturk and Avci [5] prove that at least one of the surface roughness and
machine power constraints is binding at optimality for SMOP. Thus, any interior
point of Figure 3.1 will give a higher machining time value than the ones lying
on the boundaries. Therefore, the machining conditions should always be set to
a point on the boundary of the feasible region.
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Since it will be hard to nd the optimum settings for each job from this
continuous polyline, some discrete points are chosen as alternatives and each job
is assigned to one setting among these alternatives. Instead of choosing random
points, we try to nd meaningful points on this polyline which minimize some
objectives. The following three objectives are used to nd the strategic points.
The formulations and notations are taken from the thesis of Ozkan [34].
machining time : t
m
processing time : t
p
= t
m
+ T
c
 U
total manufacturing cost : TMC = C
o
 t
m
+ C
o
 T
c
 U + C
t
 U
Minimizing t
m
means maximizing v and f , however minimizing U means
minimizing v and f (remember the machining time and usage rate formulas).
Therefore the rst objective will have the highest (v; f) values as optimal and
optimal (v; f) values for the second objective will not be less than the third one
since the weight of U in the third objective is higher. The characteristics of the
optimal points under these objectives are stated below.
1. t
m
=
D
i
L
i
12
 v
 1
ij
 f
 1
ij
Let the point minimizing the machining time be (v
a
; f
a
). According to the
theorem proved by Akturk and Avci [5], at least one of the surface roughness
or machine power constraints must be tight at the optimal solution.
In case machining power constraint is tight,
f
a
= (C
0
m
)
 1=c
 v
 b=c
a
plugging it into the objective,
Min machining time = Min v
(b c)=c
a
If b > c > 0 or b < c < 0, the objective means minimizing v
a
.
Respectively, b and c are the exponents of the cutting speed and feed rate in
machine power constraint. They cannot be negative since increasing speed and
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feed rate always increases the machine power. With this information on hand,
we can reduce the inequality conditions only to b > c.
In case surface roughness constraint is tight,
f
a
= (C
0
s
)
 1=h
 v
 g=h
a
plugging it into the objective,
Min machining time = Min v
(g h)=h
a
If h > 0; h > g or h < 0; h < g, the objective means maximizing v
a
.
Respectively, g and h are exponents of the cutting speed and feed rate in surface
roughness constraint. g is always negative since cutting speed and surface
roughness are inversely related. However, increasing the feed rate increases the
surface roughness, therefore h is a nonnegative coecient. Consequently, the
above inequality conditions are always satised.
As a result, if b > c, (v
a
; f
a
) is always at the intersection. If (v
a
; f
a
) satises
the tool life constraint, then it is optimal. If it does not satisfy, i.e. tool life
constraint is in situation 4 as in gure 3.1, then the intersection of tool life
and surface roughness constraints is taken as (v
a
; f
a
). By the help of this study,
we proved an important theorem in addition to the one Akturk and Avci [5] found.
Theorem: The surface roughness constraint must be binding at optimality under
the condition that b > c, i.e. machine power is more sensitive to the changes in
cutting speed than feed rate.
2. t
p
=
D
i
L
i
12
 v
 1
ij
 f
 1
ij
+
D
i
L
i
d

i
T
c
12C
 v
 1
ij
 f
 1
ij
Let the point minimizing the processing time be (v
b
; f
b
). Since (v
a
; f
a
) is at the
intersection, (v
b
; f
b
) cannot be beyond that point, therefore it is in the feasible
region where surface roughness constraint is tight. With this information, we
reduce the variables to 1, and simply taking the derivative of the objective, nd
the point which minimizes it. If the point we found at the end is feasible, i.e.
it satises the machine roughness constraint, then it is a meaningfull point. If
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not, then the intersection point is the optimal one. Therefore, (v
a
; f
a
) and (v
b
; f
b
)
coincides.
3. TMC = C
1
 v
 1
ij
 f
 1
ij
+ C
2
 v
( 1)
ij
 f
( 1)
ij
where C
1
=
D
i
L
i
C
o
12
, C
2
=
D
i
L
i
d

i
(C
t
+C
o
T
c
)
12C
The point (v
c
; f
c
), which minimizes the total cost is also under the intersection
point, therefore the same procedure is applied as (v
b
; f
b
). However, (v
c
; f
c
) is
never expected to be beyond the point (v
b
; f
b
) since the weight of usage rate in
this objective is more than the other two.
There may occur three dierent situations after detecting these points. These
are;
1. (v
a
; f
a
), (v
b
; f
b
) and (v
c
; f
c
) can coincide at the intersection point.
2. (v
a
; f
a
) and (v
b
; f
b
) can coincide at the intersection point.
3. None of them coincides.
As a result, we have at least 1, at most 3 dierent points of settings. Randomly
generating other points between these points in the feasible region, we can get
as many settings as requested. A procedure is developed to select S settings for
each job. Firstly, S values of cutting speed are generated and the corresponding
feed rate, usage rate and machining time are calculated by using the formulas
below. This procedure is repeated for each job.
f = (
C
s
d
l
S
 v
g
)
 1
h
U =
DLd

12Cv
(1 )
f
(1 )
t
m
=
DL
12
 v
 1
 f
 1
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The prodecure of selecting S values of cutting speed for three cases is as
follows.
Case I
We have a point at the intersection which minimizes the machining time,
processing time and total manufacturing cost, and we have a lower bound v
l
for the machine speed rate. Let v
a
be this intersection point and r is the
interval between two speed values generated. r is calculated as an integer part of
(v
a
  v
l
)=(S   1) and is also used in procedures of other cases. For this case, the
algorithm has only one step to calculate S cutting speed values.
STEP 1. For every j value from 0 to (S   1), calculate speed as v
j
= v
a
  (j  r)
Case II
We have two dierent points. The rst one, which is at the intersection point,
minimizes the machining time and processing time and the second one minimizes
the total manufacturing cost. Let v
a
and v
c
be these two points. The procedure
of nding S cutting speed values is:
STEP 1. Calculate s
1
as 1 plus integer part of (v
a
  v
c
)=r.
s
1
is the number of settings generated between points v
a
and v
c
.
STEP 2. Calculate r
1
as integer part of (v
a
  v
c
)=s
1
.
r
1
is the interval of speed used between points v
a
and v
c
.
STEP 3. For every j value from 0 to (s
1
 1), calculate speed as v
j
= v
a
  (j  t
1
)
STEP 4. For every j value from s1 to (S   1),
calculate speed as v
j
= v
c
  [(j   s
1
)  r]
Case III
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We have three dierent points. The rst one, which is at the intersection
point, minimizes the machining time, the second one minimizes the processing
time, and the third one minimizes the total manufacturing cost. Let v
a
; v
b
and
v
c
be these points. The procedure of nding S speed values is:
STEP 1. Calculate s
1
as 1 plus integer part of (v
a
  v
b
)=r.
s
1
is the number of settings generated between points v
a
and v
b
.
STEP 2. Calculate r
1
as integer part of (v
a
  v
b
)=s
1
.
r
1
is the interval of speed used between points v
a
and v
b
.
STEP 3. For every j value from 0 to (s
1
  1) calculate speed as v
j
= v
a
  (j  r
1
)
STEP 4. Calculate s
2
as 1 plus integer part of (v
b
  v
c
)=r.
s
2
is the number of settings generated between v
b
and v
c
.
STEP 5. Calculate r
2
as integer part of (v
b
  v
c
)=s
2
.
r
2
is the interval of speed used between points v
b
and v
c
.
STEP 6. For every j value from s
1
to (s
1
+ s
2
  1),
calculate speed as v
j
= v
b
  [(j   s
1
)  r
2
]
STEP 7. For every j value from (s
1
+ s
2
) to (S   1),
calculate speed as v
j
= v
c
  [(j   s
1
  s
2
)  r]
S number of setting data for every N job is generated. After detecting the
feasible region of speed and feed rate, we have to make two decisions, a feasible
setting for each job, and the sequence of the jobs. As mentioned in the literature
review chapter, these two questions are studied in the literature seperately and
before dealing with the original problem, we will introduce two sub-problems
related with these questions. The rst sub-problem is nding a setting for each
job given the sequence of jobs, and the second one is nding the sequence of jobs
given their settings, equivalently the processing times.
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3.5 Find the Optimal Settings Given the
Sequence
As we mentioned in the literature review chapter, there are several studies on
machining conditions optimization. Cutting speed and feed rate are taken as
decision varibles in most of these studies. However, the machining conditions
are optimized for a manufacturing process related objective function without
considering their impact on the scheduling problem. The problem we present
here diers from our original problem in the way that sequence is xed. Given a
sequence of jobs with attributes (D;L; d; S), we nd the optimum setting (speed,
feed rate) for each job that minimizes the total completion time. After generating
alternative settings for each job as explained above, a mixed integer program is
solved to nd the optimal settings, and tool change instances. Picking discrete
settings from the feasible region will ease choosing a setting among alternative
settings. Since S number of setting pairs (speed, feed rate) are chosen from the
feasible region for each job, the problem reduces to assigning one setting among
S for each job in order to minimize total completion time.
Inputs are D;L; d; S of each job, , , , C, C
t
, T
c
of the tool, H, C
o
of the
machine and b; c; e; C
m
; g; h; l; C
s
coecients. Outputs are settings of the jobs,
and the instants tool change is done. This data gives the schedule of the jobs.
We have N jobs with a predetermined sequence. We have already found S
dierent speed and feed rate pairs for each job by considering the machine power
and surface roughness constraints. We also have usage rate and machining time
data of the (job, setting) pair. Our aim is to select the optimal setting among the
alternatives for each job which minimizes the total completion time on a single
CNC machine. The following mixed integer programming (MIP) model can be
used to solve the problem:
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MIN
N
X
i=1
S
X
j=1
(N   i+ 1)  P
ij
X
ij
+ T
c

N 1
X
j=1
(N   j) R
j
ST
S
X
j=1
X
ij
= 1 i = 1; :::; N
S
X
j=1
U
ij
X
ij
+ d
i 1
  d
i
 0 i = 1; :::; N
d
i
 
S
X
j=1
U
ij
X
ij
  d
i 1
+R
i
 0 i = 1; :::; N
S
X
j=1
U
i+1j
X
i+1j
+ d
i
 1 i = 1; :::; N
d
0
= 0
X
ij
2 f0; 1g i = 1; :::; N j = 1; :::; S
R
i
2 f0; 1g i = 1; :::; N   1
d
i
 0 i = 1; :::; N   1
where
X
ij
=
8
<
:
1 if job i is processed by using setting j, (v
ij
,f
ij
)
0 otherwise
R
i
=
8
<
:
1 if tool is replaced after job i
0 otherwise
U
ij
= usage rate of job i under setting j
P
ij
= machining time of job i under setting j
T
c
= tool change time
The objective is to minimize total completion time. The rst constraint set
guarantees that only one setting, i.e. speed and feed rate pair, is selected for each
job. The second and third constraint sets make d
i
equal to total usage of the tool
if there is no tool change, i.e. R
i
= 0, or equal to 0 if there is a tool change. The
fourth constraint prevents the total usage of the tool exceeding 1.
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3.6 Find the Optimal Schedule Given the
Settings
This second problem diers from our original problem in the way that settings
of the jobs are xed, and the problem reduces to a single machine scheduling
with tool changes to minimize the total completion time. This problem is exactly
the one Akturk et al. [4] studied. They show that this problem is NP-hard in
the strong sense. They present a dynamic programming formulation to solve the
problem optimally. Here, we propose a mixed integer programming formulation
for the same problem. They showed some solution properties which are not only
valid for this sub-problem but also for our original problem. We will deal with
these properties in detail later.
We have N jobs with predetermined machining times and usage rates. The
problem is nding an optimal sequence, i.e. schedule, which minimizes the total
completion time of the jobs. The following mixed integer programming (MIP)
model is used to solve the problem of scheduling these jobs considering tool
changes with the objective of minimizing the total completion time:
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MIN
N
X
i=1
N
X
j=1
(N   i+ 1)  P
i
X
ij
+ T
c

N 1
X
j=1
(N   j) R
j
ST
N
X
j=1
X
ij
= 1 i = 1; :::; N
N
X
i=1
X
ij
= 1 j = 1; :::; N
N
X
i=1
U
i
X
ij
+ d
j 1
  d
j
 0 j = 1; :::; N
d
j
 
N
X
i=1
U
i
X
ij
  d
j 1
+R
j
 0 j = 1; :::; N
N
X
i=1
U
i
X
ij+1
+ d
j
 1 j = 1; :::; N
d
0
= 0
X
ij
2 f0; 1g i = 1; :::; N j = 1; :::; N
R
j
2 f0; 1g j = 1; :::; N   1
d
j
 0 j = 1; :::; N   1
where
X
ij
=
8
<
:
1 if job i is scheduled at position j
0 otherwise
R
j
=
8
<
:
1 if tool is replaced after position j
0 otherwise
P
i
= machining time of job i
U
i
= usage rate of job i
T
c
= tool change time
The rst and second constraint sets guarantee that one job is assigned to one
position and one position is assigned to each job. The third and fourth constraint
sets make d
i
equal to total usage of the tool if there is no tool change after position
i, i.e. R
i
= 0, or equal to 0 if there is a tool change. The fth constraint prevents
the total usage of the tool exceeding 1.
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3.7 MIP of the Original Problem
In this section, we propose a detailed mathematical model for the operation of a
CNC machining center which will include the system characterization, the cutting
conditions and tool life relationship, and related constraints.
MIN
N
X
i=1
S
X
j=1
N
X
k=1
(N   k + 1)  P
ij
X
ijk
+ T
c

N 1
X
k=1
(N   k) R
k
ST
S
X
j=1
X
ijk
= 1 i = 1; :::; N k = 1; :::; N
N
X
k=1
X
ijk
= 1 i = 1; :::; N j = 1; :::; S
N
X
i=1
X
ijk
= 1 k = 1; :::; N j = 1; :::; S
N
X
i=1
S
X
j=1
U
ij
X
ijk
+ d
k 1
  d
k
 0 k = 1; :::; N
d
k
 
N
X
i=1
S
X
j=1
U
ij
X
ijk
  d
k 1
+R
k
 0 k = 1; :::; N
N
X
i=1
S
X
j=1
U
ij
X
ijk+1
+ d
k
 1 k = 1; :::; N
d
0
= 0
X
ijk
2 f0; 1g i = 1; :::; N j = 1; :::; S k = 1; :::; N
R
k
2 f0; 1g k = 1; :::; N   1
d
k
 0 k = 1; :::; N   1
where
X
ijk
=
8
<
:
1 if job i under setting j is scheduled at position k
0 otherwise
R
k
=
8
<
:
1 if tool is replaced after position k
0 otherwise
P
ij
= machining time of job i under setting j
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U
ij
= usage rate of job i under setting j
T
c
= tool change time
As in the sub-problems, the objective is to minimize the total completion
time. The rst constraint set guarantees that only one setting is selected for
each job. The second and third constraint sets guarantee that one position is
assigned to each job and one job is assigned to each position. The fourth and
fth constraint sets make d
k
equal to total usage of the tool if there is no tool
change after position k, i.e. R
k
= 0, or equal to 0 if there is a tool change.
Finally, the sixth constraint prevents the total usage of the tool exceeding 1.
3.8 Conclusion
In this chapter, we have given the denition and the underlying assumptions of
the joint scheduling and tool management problem. We presented mathematical
formulations of two sub-problems of our original problem which are studied in
literature separately. Then, we built a mathematical model in order to nd
the optimal machine settings for each job and schedule of these jobs giving the
minimum total completion time.
In chapter 4 we will concentrate on the solution of the problem using single-
pass heuristic procedures and a local search algorithm.
Chapter 4
Proposed Heuristic Algorithms
In the previous chapter, the problem is dened and the assumptions are listed.
Moreover, the mathematical programming formulations are given for the original
problem and two sub-problems of the original one which are studied in the
literature separately. Akturk et al. [4] proved the NP-hardness of their problem
which is a sub-problem of our original one. Therefore, no algorithm is likely to
be proposed for solving the problem optimally in polynomial time. Hence, it is
justiable to try heuristic methods to solve our problem.
In this chapter, after giving the characteristics of the problem which will be
useful in solution procedures, we present three stage single-pass heuristic methods
using simple dispatching rules either created by us or existing in the literature.
Furthermore, we introduce the problem space genetic algorithm as a local search
algorithm in which single-pass heuristics are used as base heuristics.
4.1 Characteristics of the Problem
In the problem of scheduling with tool changes, the jobs sharing the same tool
can be considered as a block, and a schedule can be viewed as blocks of jobs
separated by tool changes. Akturk et al. [4] represent this situation as in gure
4.1.
In our problem, length of the blocks, i.e. life of the tools, are not constant.
Because, the variable machining conditions can change the machining time and
35
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Tc Tc Tc
block 1 block 2 block 3 block 4
Figure 4.1: Representation of a schedule as blocks of jobs
usage rate of the jobs. When the remaining usage rate of tool is less than the job
tried being to be placed, we are faced with two choices:
1. Either replace the tool with a new one, thus spend time T
c
,
2. or, change the machining conditions to t the usage rate of the job, thus
increase machining time of the job.
As a result, we can stretch the block to t more jobs with higher machining
times, and by this way we will gain from the tool change time. On the contrary,
we can constrict the block in order to have low machining times. The relation
between these time components and cutting speed can be seen in gure 4.2.
cutting speed
tim
es
machining time
non-machining time
Figure 4.2: Time versus cutting speed
In the gure, non-machining time stands for the time required for all time
consuming events except the actual cutting operation. In our problem, it is the
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tool replacement time.
In order to decide the appropriate settings for each job, we create alternative
discrete cutting speed, feed rate pairs from the feasible region of machine settings.
The procedure to nd these alternatives is introduced in the previous chapter.
The point at intersection, (see gure 4.3), is the setting pair giving the minimum
machining time. When sliding downwards from this point, the usage rate will
decrease while machining time is increasing.
machine power
surface
roughness
cutting speed
feed rate
.
.
.
.
.
.
.
.
.
Figure 4.3: Alternative setting pairs
The solution procedure applied must answer the following two questions in
order to solve the problem of scheduling the jobs with varying usage rates and
machining times on a machine with tool changes:
1. Which cutting speed, feed rate setting pair will be assigned to the jobs?
2. What will be the sequence of the jobs?
The algorithm must solve these two problems simultaneously. In order to ease
machining conditions selection problem, we produce S alternative setting pairs
for each job. In order to ease the determination of job sequence, the following
structural properties showed by Akturk et al. [4] will be used in the heuristic
algorithms.
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Let p
i
be the machining time of job i, t
i
be the aggregate machining times of
all jobs on block i, and n
i
be the number of jobs on block i.
 If jobs i and j are within the same block, then
i precedes j if p
i
< p
j
.
 Furthermore, for blocks i and j:
i precedes j if
t
i
+T
c
n
i

t
j
+T
c
n
j
.
The rst property means that the jobs assigned to the same tool are sequenced
in the SPT order at optimality. The second shows that, in an optimal schedule,
blocks are sequenced according to their average job times in ascending order.
The total completion time of such a sequence of jobs has two main parts, the
rst part shows the total completion time without tool changes, and the second
part is added as the increase in the completion time as a result of tool changes.
When we ignore the tool changes, the completion time is equal to:
N
X
i=1
S
X
j=1
N
X
k=1
(N   k + 1)  P
ij
X
ijk
When we introduce the tool changes into the picture, we have to add the
contribution of tool changes to the objective function, which can be written as:
T
c

N 1
X
k=1
(N   k) R
k
This follows from the fact that before each job using the j
t
h tool, j   1 tool
changes would have been done, and this would increase each job's completion
time by T
c
.
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Therefore, objective function of the problem is:
Min
N
X
i=1
S
X
j=1
N
X
k=1
(N   k + 1)  P
ij
X
ijk
+ T
c

N 1
X
k=1
(N   k) R
k
These two parts of the objective functions are conicting in terms of the
requirements to be minimized. In order to minimize the rst part, the machine
settings giving minimum machining time should be used, and SPT should be
applied, that is the shorter jobs should be put in earlier blocks, and longer jobs
be remained for the latter blocks. In an SPT schedule, the number of jobs in the
blocks, n
j
's, are in non-increasing order of j, because we can assign less number
of jobs to a block if the jobs have high processing times. This may increase the
number of tools used for some instances due to under-utilization of the usages in
later blocks. In other words, trying to place larger jobs after placing shorter jobs
will cause more blocks having less usages.
On the other hand, for the second part to be minimized, the settings should
be set to their minimum values allowed by the machine. Because this setting
pair will give the minimum tool usage rate, and minimum usages give minimum
tool change instances. Also by scheduling the larger jobs early and maintaining
balance in the latter ones, the number of blocks can be decreased. From this
aspect, the problem is similar to the bin-packing problem, but certainly not
equivalent. Especially when T
c
is large, this conict between two components
makes the problem more dicult to solve.
4.2 Single-pass Heuristic Algorithms
Heuristic approaches provide good solutions with reasonable computation times.
We basically worked on dispatching rules and then built three stage single pass
algorithms using these rules. In the rst stage, the initial setting conditions of
jobs are determined. They are set either to the setting pair giving the minimum
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machining time, setting 1, or dierent setting alternatives according to some job
specic properties. Then a dispatching rule, either created by us or using an
existing one in the literature is used in the second stage. The jobs with their
setting pair make up the input and an initial schedule is the output of this stage.
Finally, in the third stage, the initial schedule is improved by distributing either
tools or jobs one at a time. The illustration of these stages are given in gure
4.4 and the details of the stages are explained in the following sections.
SPT
FFD (usage rates)
MFFD
SUU
UxP
FFD2 (machining times)DIF: different settings 
MIN: first setting
         one by one
         one by one
knap: eliminate tools
1by1: distribute jobs
STAGE 1 STAGE 2 STAGE 3
Figure 4.4: Three stages of the heuristics
4.2.1 Stage 1: Setting Assignment
As stated before, machining conditions play an important role in our problem.
Before the machining operation of the job, the settings of the CNC machine
can easily be adjusted for the coming job. According to some properties and
depending on the sequence of the jobs, proper setting assignments should be
done.
The jobs with their D;L; d; S attributes are given as an input to this stage,
and after assigning v; f values to each job, the usage rate and machining time
of them are calculated and given as the output. In this stage, we have two
alternatives:
 The setting pair, (v
1
; f
1
) giving the minimum machining time which is at
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the intersection (see gure 4.3) is called as 1
st
setting. The value of v
1
and f
1
diers from job to job due to dierent attribute values of jobs, but
they are always at the intersection point as proved in the previous chapter.
Assigning each job to their 1
st
setting pair initially will give jobs with high
usage rates but the lowest feasible machining time. This alternative leads
to better results when the rst part of the objective function is dominant.
However it may still work in the other case since we change the settings of
jobs in the last stage to t more jobs to the blocks.
 Each job uses dierent rate of tool life per unit time. The jobs with high
depth of cut values will have high usage rates per unit time. Usage rate per
unit time is calculated as:
U
P
=
DLd

12C
 v
( 1)
 f
( 1)
DL
12
 v
 1
 f
 1
=
d

C
 v

 f

The unit usage rate of the job decreases when sliding down from setting
1 to the lower settings (see gure 4.3). The reason is that the usage rate
is lower and machining time is higher in lower settings. In this alternative
stage, the jobs with higher unit usage rates calculated using the v; f values
of their 1
st
settings are assigned to lower settings. First, the jobs are sorted
in ascending order of their unit usage rate and they are partitioned into 4
equal groups. The jobs in the rst group are assigned to their rst settings.
The ones in the second group to their second settings and so on. The reason
of choosing the rst four settings among S number of alternatives is that S
is at least 8. In the further steps of the algorithm, in order to t more jobs,
the settings of the jobs on the blocks are changed to lower ones. Therefore
the rst four of the settings will be enough as an initial assignment, and
the other settings which are not assigned can be used in further steps.
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4.2.2 Stage 2: Dispatching rule
Pinedo and Chao [38] dene a dispatching rule as a rule that prioritizes all the
jobs that are waiting for processing on a machine. Whenever a machine has been
freed, a dispatching rule inspects the waiting jobs and selects the job with the
highest priority.
In this stage, an initial schedule of the jobs with their usage rate and
machining time attributes assigned in the rst stage is found by using some
dispatching rules. The settings of the jobs will remain the same, only the
distribution of jobs among the blocks will be dealt with. The dispatching rules
used in this stage are static, i.e. the order of the jobs can be determined by
applying the rule once, at the beginning. They are not revised every time a job
is scheduled. We present six dispatching rules, namely shortest processing time,
rst t decreasing according to machining times, rst t decreasing according
to usage rates, modied rst t decreasing, shortest unit usage and shortest U
product P. The rst two are well known rules for other problems of scheduling,
the next two are modied slightly for this problem and the last to are developed
considering the characteristics of the problem.
Shortest Processing Time (SPT)
This rule orders the jobs in increasing order of their processing times. Whenever
a machine is freed, the job with the lowest processing time is scheduled next.
This rule is one of the oldest and best known dispatching rules in the scheduling
theory and it gives an optimal sequence for the total completion time problem,
1//
P
C
j
. However, when tool change times are taken into account it may not
perform as well since it minimizes the rst part of the objective function only.
We have N jobs on hand with predetermined setting pairs from stage 1. This
rule orders the jobs in non-decreasing order of their processing times and then
without changing the sequence, jobs are placed on tools unless the total usage
rate of each tool exceeds 1. We have an initial schedule with tool changes and
this schedule would not need resorting.
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First Fit Decreasing (FFD) with machining times
When tool change times become more signicant according to the machining
times, the second part of the objective function dominates and the tool change
problem gets closer to the bin packing problem as we discussed before. This
rule rst orders the jobs in decreasing order of their machining times (in longest
processing time (LPT) order). The procedure starts at the beginning of the
job order and checks whether the job ts in tool 1. If it ts, it is inserted there,
otherwise the procedure checks whether the job ts in tool 2, and so on. Whenever
the job in turn does not t any of the tools a new tool is added to the list and
the job is placed in this tool. In other words, each successive job is assigned to
the rst available tool. After placing all the jobs to the tools, the tool blocks
and the jobs in these blocks are arranged according to the following properties
mentioned before.
 If jobs i and j are within the same block, then
i precedes j if p
i
< p
j
.
The jobs in each block is sorted in SPT.
 Furthermore, for blocks i and j:
i precedes j if
t
i
+T
c
n
i

t
j
+T
c
n
j
.
The blocks are sorted according to the average job times in ascending order.
First Fit Decreasing (FFD) with usage rates
The above FFD algorithm is one of the well known heuristics for bin packing
problem. The jobs are rst sorted in LPT before placing to bins. However in
our problem, rather than the machining times, the tool usage rate of the jobs are
important when inserting jobs to tools. A tool has a total usage rate of 1 and a
job ts to the tool if its usage rate is less than the remaining usage of the tool.
Therefore it is logical to sort the jobs according to their usage rates initially. By
this way, the jobs with higher usage rates are placed rst and the smaller jobs
are placed to the remaining parts of the tools.
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This algorithm tries to use the minimum number of tools, maintaining a
balance in the tool usages. When T
c
value is very high and thus the second part
of the objective is more dominant, it is expected that FFD would result in good
solutions since the second part represents the bin-packing aspect of the problem.
Modied First Fit Decreasing (MFFD)
SPT gives better results when the rst part of the objective is dominant and
the problem resembles to a classical scheduling problem. FFD(with usage rates)
gives better results when the second part is dominant and the problem is similar
to bin-packing problem. However our problem is neither a simple scheduling
problem nor a bin-packing one. Therefore using a hybrid approach of these rules
should be worthwhile. The rst few jobs are placed on tools via SPT and the
remaining ones are placed via FFD. The main motivation of this logic is to get
benet from the fact that no tool change time is added to the completion times
of the jobs in the rst tool. SPT maximizes the number of jobs using the rst
tool. It can be benecial to ll in the rst block with the shortest jobs, so that
the number of jobs being aected by the tool changes will be minimum. Instead
of applying SPT only to the rst tool, placing a percentage of the jobs via SPT
will still work in the same considerations, because the jobs in the rst few tools
other than one tool, will still have low completion times which are not aected
by the tool change times much.
In this algorithm, we rst order the jobs in SPT order until 30 % of the
jobs are placed. Then, the remaining jobs are placed via FFD. After all jobs
are assigned to blocks, they are resorted to t the properties of optimality given
above.
Shortest Unit Usage (SUU)
Unit usage of a job is dened in the rst stage. Placing the jobs having less
usage rates per unit time to earlier tools will slow the wearing process of the tool.
Therefore, the jobs are sorted in SUU order rst and placed to tools following
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this order. The denser jobs, i.e. the ones corroding the tool rapidly are scheduled
last. After rearranging jobs and tools according to the properties, this logic may
disappear in some parts, but we still use this rule since it gives a dierent initial
schedule to be an alternative to the third stage.
U product P (UxP)
The jobs with low usage rates and low machining times are preferred to be
processed at the beginning. This will cause using less number of tools for more
jobs at the beginning of the schedule which will decrease the total completion
time. Therefore, minimum U  P is used as a dispatching rule to sort the jobs
and the jobs are placed on tools in this sequence. In SPT sequence, the jobs
which are shorter with respect to their machining times are placed rst. In this
sequence, the jobs which are shorter with respect to not only their machining
times but also their usage rates are placed earlier in the schedule.
In this stage, six dierent alternatives are presented in order to create an
initial schedule. The settings of the jobs assigned in stage 1 are remained xed,
only the sequence of them are determined. In the next stage, by changing both
the sequence and the settings of the jobs, this initial schedule is tried to be
improved.
4.2.3 Stage 3: Improvements
The rules stated above are static, the order of the jobs are determined once at
the beginning via the dispatching rule and placed to tools in this order. However,
using a dynamic rule, changing the order or setting of the jobs on tools when a
new job is being placed could give better results.
In this stage we propose two alternatives to be applied on the initial sequence
found by stage 2. In both of them, the number of the tools to be used is tried to
be reduced. Although minimizing the number of tools does not guarantee a better
objective function value, the initial schedule found in stage 2 can be improved
by reducing the number of tools. Because, increasing the number of tools and
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spreading the jobs to t more tools will increase the completion time since we are
not changing the rst part of the objective but we will add the eect of more tool
changes to the second part. If it would be possible to decrease the rst part when
the second part of the objective is increasing, then there might be a possibility to
improve the solution by adding more tools. However, by changing the settings of
the jobs, for instance choosing settings with a higher processing time and lower
usage rate, we can t more jobs to tools and can reduce the completion time. By
this way, while increasing the rst part of the objective, we will save from the
second part. Although we have no guarantee that decreasing the number of tools
will always yield a better solution, it is worth trying. Both of the algorithms stop
when we can no longer improve the current solution.
Eliminate tools one by one
In this algorithm, the tools are tried to be eliminated from the initial schedule one
by one in order to get a better solution. First, the tool which will be eliminated
is selected. Then the jobs on the tool are distributed to other tools. Clearly,
these tools have no space, i.e. remaining tool life, for these new coming jobs. So,
we have to change the settings of the jobs to lower values in order to t the jobs.
Hence, we should nd both the jobs whose settings will be changed and their
settings. In order to solve these problems a mathematical formulation which is
similar to knapsack formulation is proposed. For each tool to be assigned new
jobs from the eliminated tool, this formulation is solved in order to minimize the
total completion time within the tool. The steps of the algorithm in detail are as
follows:
Step 0. Calculate the total completion time of the initial schedule given in
stage 2.
Step 1. Select the tool having the minimum total usage from the initial
schedule.
Step 2. Starting from the rst job and following the sequence within the
tool, select the job to be moved from this tool. Then assign this job to the tool
having the minimum total usage among the tools other than the pre-selected.
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Continue distributing the jobs to the tools in this fashion until all the jobs on the
tool are assigned to other tools. Then, eliminate this tool and go to step 3 to t
the distributed jobs to the tools.
Step 3. All of the jobs from the selected tool are distributed to other tools,
but the total tool usage is now greater than 1 as expected. For each tool k,
change the settings of its jobs solving the knapsack formulation below in order
to t the distributed jobs to the tool.
MIN
N
k
X
i=1
S
X
j=1
(N
k
  i+ 1)  P
ij
X
ij
ST
S
X
j=1
X
ij
= 1 i = 1; :::; N
k
N
k
X
i=1
S
X
j=1
U
ij
X
ij
 1
X
ij
2 f0; 1g i = 1; :::; N
k
and j = 1; :::; S
where
N
k
= Number of jobs in tool k including the inserted jobs
S = Number of alternative settings for each job
X
ij
=
8
<
:
1 if the original setting assigned for job i is changed to the j
th
setting
0 otherwise
P
ij
= machining time of job i under setting j
U
ij
= usage rate of job i under setting j
The objective is to minimize the total completion time within the tool. The
rst constraint set guarantees that for each job, only one setting is selected among
S alternatives. The second constraint set prevents the total usage of tool k
exceeding 1.
Step 4. Arrange this new sequence with respect to the properties and
calculate the new total completion time.
Step 5. If the new objective is better than the previous one, go to step 1
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and select another tool to be eliminated. If it is worse, stop and report the best
solution found so far.
Distribute jobs one by one
In order to t the distributed jobs to the tools, the rst alternative changes the
settings of the jobs within the tool by solving a knapsack formulation. Although it
is a simple program, it increases the computation times because it is solved many
times in a run. Therefore we developed a dierent method which has computation
times measured by milliseconds. In this alternative, like in the rst one, a tool
is selected to be eliminated. But, the jobs are distributed and t to tools one
at a time. Each time a job is picked from the tool to be eliminated, a new tool
is found for it and it is inserted to the tool by changing the setting of only one
job. However, the rst alternative method distributes the jobs at once and does
setting adjustments after this distribution. Unlike the rst alternative, the setting
of only one job is changed to save space for the new coming job. If dropping the
setting even to its lower value is not enough to t the inserted job, then a second
job is selected to change its setting and so on. In this algorithm, it is highly
likely that the settings of the selected job are changed drastically to open up
enough space for the incoming job, but in the rst algorithm the required amount
is more evenly distributed among the jobs by the help of knapsack formulation.
Moreover, the computation time spent for this alternative is relatively small when
compared to the rst alternative, since we are not solving any linear programming
formulations. The sensitivity of machining time of the job to the changes in usage
rate gives the response of that job. In this alternative, we choose the job whose
setting will be changed, by looking at its response. The response of job i is
calculated as follows:
P =
 D
i
 L
i
12
 v
 1
 f
 1
U =
 D
i
 L
i
 d

i
12  C  v
(1 )
 f
(1 )
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Using these three equations, P can be written in terms of U .
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This also gives the increase in machining time due to a unit decrease in usage
rate. Since some of the coecients and numbers are constant for every job, these
can be eliminated when calculating the responses and nding the minimum one.
Therefore the value to be calculated for each job reduces to;
Response = (D
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i
)
(h g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 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 d
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 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Since D
i
; L
i
; S
i
; d
i
values depend on the job, each job will have dierent
responses, i.e. dierent sensitivities to the changes in usage rates.
In some cases, it is disadvantageous to distribute all jobs on the tool
simultaneously. Because, while we are observing improvements in the rst few
jobs, the solution can get worse in the remaining jobs, and this algorithm gives
us the chance to quit before distributing all the jobs on the tool. However, in
the rst alternative, all jobs on the selected tool are forced to be placed to other
tools simultaneously. The steps of the algorithm are as follows:
Step 0. Calculate the total completion time of the initial schedule.
Step 1. Select the tool having the minimum total usage from the initial
schedule.
Step 2. Starting from the rst job and following the sequence within the
tool, select the job to be moved from this tool. If there are no more jobs to be
moved from the tool, eliminate this tool and go to step 1 to select another one.
Step 3. Select the tool having the minimum total usage among the tools
other than the pre-selected.
Step 4. Insert the job selected in Step 2 to the tool selected in Step 3.
This will be done by choosing the job among the ones on the tool including
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the inserted one having the minimum response of machining time to the change
in usage rate. In order to t the inserted job, the setting of the job with the
minimum response is changed to a lower setting, i.e. lower cutting speed and
feed rate. If changing the setting of this job even to its lowest value is not enough
to insert the job, this rarely happens, a second job is chosen for its setting to
change. In sample problems, we did not face such a case, however this control is
necessary to maintain the feasibility of the algorithm.
Step 5. Arrange this new sequence with respect to the properties and
calculate the new total completion time objective.
Step 6. If the new objective is better than the previous one, go to step 2
and select another job to be moved. If it is worse, there is still a likelihood of
improvement via moving all remaining jobs and eliminating the tool. To test this
possibility, go to the next step.
Step 7. Distribute all of the remaining jobs on the tool as a last chance. If
still the objective is worse, then report the best solution found so far. If not, go
to step 1 to select one more tool.
Step 7 is processed since distributing the remaining jobs at once and
eliminating the tool can decrease the objective drastically. Because it will
eliminate one tool change instance. As a result, even if moving one job can
lead to a worse solution, the algorithm does not stop. It goes one step further to
test for this possibility.
This algorithm focuses on distributing the jobs of the selected tool one by one
and evaluating whether a better solution can be found in the intermediate steps
other than distributing all the jobs on the selected tools at once and observing
the eect. This seems reasonable although it may be thought that we cannot save
from the tool change unless we nish up all the jobs of the tool and eliminate it.
However, moving the job to another tool can decrease the completion time of the
job. At a point before distributing all the jobs of the currently selected tool, the
tools may get full and changing the setting of the jobs and inserting one more
job will not improve the solution any more. In this case the algorithm has the
exibility to stop. We cannot catch such points in the rst alternative.
Chapter 4. Proposed Heuristic Algorithms 51
We explained three stages of the single-pass heuristics. The representation
of a heuristic procedure composed of these stages is done with a descriptor as
stage2(stage1,stage3). The dispatching rule selected in stage 2 is written rst
and the other two selections are written in parenthesis. \min" and \dif" are
used for the rst stage representing the selection of settings giving the minimum
machining times and selection of dierent settings respectively. To show the two
alternatives of stage 3, \knap" and \1by1" are used respectively. For instance
SUU(min,knap) means, assign the settings giving the minimummachining times
for each job, pick \shortest unit usage" heuristic from the second stage to nd an
initial schedule and improve this schedule by eliminating tools one by one using
a knapsack formulation.
4.3 The Problem Space Genetic Algorithm
(PSGA)
Problem space search algorithms are fundamentally local search heuristics,
however they dier frommost applications of simulated annealing and tabu search
in a way that there is an implicit, underlying constructive algorithm upon which
a search space is dened. To develop a local search procedure for a problem, it is
necessary to dene an initial feasible solution, a base heuristic and a neighborhood
structure.
At each iteration of the search, it is important to use a relatively fast base
heuristic which provides a means to incorporate problem-specic knowledge into
the search. The computational eort required at each iteration and the overall
quality of the base heuristic inuence the general eectiveness of the problem
space approach.
By perturbing the problem data, the neighborhood is constructed in the
problem space and in the space of these perturbations, the search is done. To
search the neighborhood for improvement, genetic algorithm (GA) which is based
on a formalization of natural genetics is used as a search algorithm. GAs are
usually characterized by:
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 A coding scheme for each possible solution of the problem, using nite
strings of bits. Each string is called chromosome and each variable is
referred to as gene.
 An evaluation function that estimates the quality of each solution (each
string) in the set of solutions (called the population)
 An initial set of solutions to the problem (the initial population G(0))
randomly obtained or based on prior knowledge.
 A set of genetic operations that, using the information contained in a certain
population (referred to as generation G(t)) and a set of genetic operators,
creates a new population (the next generation, G(t+1)).
 A termination condition to dene the end of genetic process.
There are three main genetic operators: reproduction, crossover and mutation.
The reproduction (or selection) operator creates a mating pool where strings
are copied from G(t) and await the action of crossover and mutation. Those
strings from G(t) with higher tness value create a large number of copies in
the mating pool. The crossover operator provides a mechanism for strings to
mix attributes through a random process. The mutation operator produces the
occasional alteration of a bit at a certain position in a string. Each bit is a
candidate for mutation and will be selected according to the mutation probability.
In problem space search, the chromosomes represent the perturbation vectors
and genes represent the perturbation amount for a single job. The original
problem data is perturbed and the problem with perturbed data is solved by
using the base heuristic to obtain a solution. Although the heuristic is applied on
the perturbed values, the objective is calculated with the original data values
as expected. The new perturbation values are generated from the previous
population by using the genetic algorithm instead of a random generation.
Asexual and sexual reproduction and mutation operators are used in generations.
In this study, cutting speed is taken as the problem data to be perturbed.
Since feed rate, machining time and usage rate values of the jobs depend on the
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cutting speed, we can calculate the perturbed values of these attributes by using
perturbed cutting speed.
In every generation, a population of chromosomes (perturbation vectors) is
created. One of the important parameters of PSGA is the POPSIZE which gives
the number of perturbation vectors in a population. The perturbation magnitude
 is the second parameter. The genes of the chromosomes can take values in a
range of ( ; ). The generation of initial population is done by taking random
numbers in this range. Genetic algorithm operators are used in the forthcoming
generations.
The whole procedure of PSGA can be summarized as follows:
Step 1. Generate POPSIZE individuals at random from a range of ( ; ).
The initial generation is generated randomly.
Step 2. For each member (chromosome) of the population, perturb the
cutting speed of the jobs with this member and calculate the corresponding
perturbed feed rate, machining time and usage rate values of the jobs. Insert
these perturbed data as an input to the base heuristic and calculate the objective
value of the solution using the original problem data. After nishing all members
in the population, save the best and worst solutions. If the number of generations
reaches the MAXGENERATION number, then stop and report the best solution,
else go to step 3 to generate a new population.
Step 3. Compute the tness values of each member. Fitness value shows the
probability that the population member will be selected for breeding. Let C
max
be the maximum objective value in the population, C
i
is the objective value of
the i
th
member. Then, tness of this member, f
i
is calculated as:
f
i
=
(C
max
 C
i
)

P
i
(C
max
 C
i
)

The parameter  determines the selectivity of the algorithm. The selection
probability of better solutions increase as  increases. The population loose
diversity and converge to a population in which all members are identical in high
values of . However, if  is too small, the algorithm will converge very slowly
using excessive computation time. We will use these tness values in asexual and
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sexual reproduction.
In asexual reproduction, select a member from the current population
randomly according to selectivity (tness) values (a random number in (0,1)
is taken, if tness of the member is greater than this number, it is selected).
This member is directly passed to the next generation. In sexual reproduction,
two parents are selected in the same selectivity logic, and combined through
crossover to produce an ospring which is passed to the next generation. We
work on two well known crossover operators, single point and uniform. In single
point crossover, a point is chosen randomly and the genes of the ospring up to
that point is taken from the rst parent and the following genes are copied from
the second. In the uniform crossover case, either the rst or the second parent's
gene is copied with equal probability. %SEXUAL shows the percentage of sexual
reproduction in the new generation. %SEXUALPOPSIZE number of members
are generated by sexual reproduction while the remaining are of asexual.
Step 4. Now mutation is applied. MUTPROB is the probability of mutation,
and each gene has this probability to be mutated. If the gene is selected, then it
is replaced by a newly generated random value taken in ( ; ). After mutation
operation, we get the new population. Now, go to step 2 to perturb the data with
the genes of this population and calculate the objective values of the POPSIZE
number of solutions produced with this data.
The algorithm above presents a single-start PSGA. It proceeds until the
number of generations reaches MAXGENERATION. However, in multi-start,
after generating that much populations, the algorithm restarts itself from the
rst step for NUMSTART times. We use multi-start PSGA and generate
(POPSIZE)(MAXGENERATION)(NUMSTART) amount of solutions for each
run.
In this chapter, we presented single-pass heuristic algorithms applied in 24
dierent ways in 3 stages. In the rst stage, initial settings were assigned to
the jobs. By using a dispatching heuristic, an initial schedule was created in
the second stage without changing the settings. Finally in the last stage, initial
schedule was tried to be improved by changing the settings and sequence of
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the jobs. Moreover, the problem space genetic algorithm that we used for further
improvements was explained in the last section, and simplied steps of this search
algorithm were listed.
The next chapter includes the experimental design of our problem and
parametric design of the local search algorithm. We also analyze the results of
both the single pass heuristics and the local search algorithm in the next chapter.
Chapter 5
Experimental Design
In this chapter, the experimental factors of the problem are specied and the
tuning parameters of the local search heuristic are discussed. Moreover, the
performance of the proposed algorithms is tested and compared with each other.
Both the single-pass and local search heuristics are coded in C language and
compiled with Gnu C compiler. The MIP formulations used in the third stage of
the single-pass heuristics are solved using the callable library routines of CPLEX
MIP solver. All problems are solved on a sparc station 10 under SunOS 5.4.
The experimental settings of the problem is explained in x5.1. The
computational results of the single-pass heuristics are given and evaluated in
x5.2. The appropriate values for PSGA parameters are discussed in x5.3. Finally
in x5.4, the results of the algorithms are evaluated.
5.1 Experimental Setting
There are four experimental factors that can aect the eciency of the algorithms.
In table 5.1 these factors are listed where UN stands for uniform distribution.
Each factor can take values in two dierent levels. Thus the experimental design
is a 2
4
full factorial design.
The experimental factors can be briey explained as follows:
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Factors Denition Level 1 Level 2
H Machine power 5 10
L Surface length UN[2,4] UN[6,8]
S Surface roughness UN[50,100] UN[300,400]
T
c
Tool change time Mean[L] 2  Mean[L]
Table 5.1: Experimental design factors
 H : Maximum available machine horse power for all jobs. The increase
in the value of H shifts up the intersection point in gure 4.3 on the
surface roughness line, and this increases the feasible speed and feed rate
values. The increase in (v; f) increases usage rate more than decreasing the
machining time. The number of tool changes increases due to an increase
in usage rates.
 L
i
: Length of the generated surface for job i. This directly aects the
characteristics of the problem data. High L means long jobs which have
high usage rates and machining times. Due to these jobs, tool change is
required more frequently, which increases the contribution of tool change
time in the objective function value.
 S
i
: Maximum allowable surface roughness for job i. If the allowable
roughness increases, lower cutting speed and higher feed rates can be used
and this decreases the usage and machining time values causing a decrease
in the number of tool changes.
 T
c
: Tool change time. It is related with the eect of number of tool changes
on the objective function value. As tool change time increases, the second
part of the objective function gains importance. In order to observe the
eect of tool change time when it is insignicant and signicant compared
to machining times, we relate the levels of T
c
with L. Because, L is the
only factor on which the magnitude of the machining times depends.
In addition to this 2
4
full factorial design, we consider two dierent problem
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sizes, N being equal to 100 and 200 jobs. Changing the number of settings S
does not eect the solution and CPU time. We tested four values of S which are
6,8,10 and 15. In S = 15 case, some setting alternatives were not used and the
interval between settings were narrow. On the other hand, when we generate 6
or 8 setting alternatives, the interval between settings were wide. Therefore we
decided to generate 10 dierent settings for each job which were neither useless
nor too close to each other. The technological coecients of the tool are given
in table 5.2 below with the other parameters which are given appropriate values
after some trial runs.
 = 4
 = 1.4
 = 1.16
C = 40960000
b = 0.91
c = 0.78
e = 0.75
C
m
= 2.394
g = -1.52
h = 1.004
l = 0.25
C
s
= 204620000
D = UN[1,4]
d = UN[0.05,0.30]
C
o
= 0.5
C
t
= 0.5
S = 10
Table 5.2: Technical coecients and parameters
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5.2 Experimental Results of Single-pass
Heuristics
We have four parameters each having value in two levels. For each parameter
setting we run the heuristics 5 times using 5 dierent seeds. We also considered
two problem sizes, 100 jobs and 200 jobs. Therefore for each algorithm we have
80 runs to take. 24 combinations can be done using three stages of single-pass
heuristics, but we took 12 of these combinations, and a total of 960 runs. The
ones using FFD (with usage rates) and MFFD in stage 2 seemed to be more
promising, therefore all combinations using FFD and MFFD are taken. The
other dispatching rules, FFD2 (FFD with machining times), SPT, SUU and UxP
are combined with \min" and \knap" alternatives of stage 1 and 3. The results
of 80 runs for 120 combinations are given in Appendix A. The average of these
runs are listed in the following two tables 5.3 and 5.4 showing the minimum,
maximum and average results for 100 and 200 jobs, respectively.
Objective Runtimes
Heuristics Min Average Max Min Average Max
FFD(min,knap) 1530 10203 37954 0.15 11.73 68.35
FFD(min,1by1) 1505 12041 65867 0.05 0.08 0.13
FFD(dif,knap) 1381 8249 31460 0.14 5.63 41.80
FFD(dif,1by1) 1381 9443 40828 0.04 0.08 0.11
MFFD(min,knap) 1414 10602 46177 0.18 9.75 66.56
MFFD(min,1by1) 1447 10452 36581 0.05 0.08 0.11
MFFD(dif,knap) 1417 8129 34655 0.31 4.99 34.31
MFFD(dif,1by1) 1380 9114 39226 0.04 0.08 0.13
FFD2(min,knap) 1493 9540 37580 0.28 13.61 109.04
SPT(min,knap) 1388 11075 48709 0.16 13.83 88.88
SUU(min,knap) 1633 11171 40501 0.14 13.58 82.30
UxP(min,knap) 1373 11463 43420 0.15 9.16 73.40
Table 5.3: Summary results of heuristics for 100 jobs
In the \knap" alternative in stage 3, a knapsack formulation is solved
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Objective Runtimes
Heuristics Min Average Max Min Average Max
FFD(min,knap) 6828 46615 194400 0.35 28.66 268.32
FFD(min,1by1) 6828 50375 266956 0.10 0.17 0.40
FFD(dif,knap) 6367 35355 130563 0.41 13.30 149.99
FFD(dif,1by1) 6367 38768 161604 0.12 0.16 0.25
MFFD(min,knap) 6576 46803 188234 0.39 24.91 220.80
MFFD(min,1by1) 6576 44061 147921 0.11 0.18 0.46
MFFD(dif,knap) 6354 34079 144952 0.38 13.30 155.66
MFFD(dif,1by1) 6276 37670 154818 0.12 0.15 0.19
FFD2(min,knap) 6597 44243 205851 0.62 37.14 340.11
SPT(min,knap) 6422 48755 155182 0.33 30.76 255.08
SUU(min,knap) 7569 49834 161356 0.32 36.42 297.06
UxP(min,knap) 6388 48781 225392 0.32 27.45 236.15
Table 5.4: Summary results of heuristics for 200 jobs
many times using a linear programming solver, CPLEX. This increases the
computational times of the algorithms using it. The plotting of these values
are seen in gures 5.1 and 5.2. As you can see from the gures, SUU(min,knap)
and SPT(min,knap) have worse objective function values and long CPU times.
FFD2(min,knap) has better objectives but still long runtimes. Selection of \1by1"
decreases the computation time drastically. Moreover, \dif" alternative is always
better than \min" in terms of objective function values and CPU times. In
both gures MFFD(dif,knap) gives the best results in terms of objective function
values. Also FFD(dif,knap) has close results. Since \knap" alternative needs
long computation times and there is a tradeo between the solution quality and
CPU time, MFFD(dif,1by1) which is the best among \1by1" alternatives, can
also be considered as a good combination. In local search algorithm, the base
heuristic is called many times, therefore in base heuristic selection, the one with
low computation time is more likely to be selected.
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Figure 5.1: Summary results of heuristics for 100 jobs
Chapter 5. Experimental Design 62
0 5 10 15 20 25 30 35 40
3.4
3.6
3.8
4
4.2
4.4
4.6
4.8
5
5.2
x 104
CPU sec
O
bje
cti
ve
MFFD(dif,1by1) 
MFFD(min,1by1) 
FFD(dif,1by1) 
FFD(min,1by1)
UxP(min,knap) 
MFFD(min,knap)
SUU(min,knap) 
SPT(min,knap) 
FFD(min,knap)
FFD2(min,knap) 
FFD(dif,knap) 
MFFD(dif,knap) 
Figure 5.2: Summary results of heuristics for 200 jobs
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5.3 Local Search Parameters and Results
Although MFFD(min,knap) performed better than the other algorithms in terms
of solution quality, its CPU time is signicantly high. As it can be seen from the
tables 5.3 and 5.4, its computation time can exceed 300 seconds, which is a very
high value to be used in a base heuristic. In a local search algorithm, the base
heuristic is called POPSIZE  MAXGENERATION  NUMSTART times which
is at least 37500 in our problem settings. Hence, MFFD(dif,1by1) was used as
a base heuristic in the problem space genetic algorithm since its computational
time is signicantly low which is a desired property in local search algorithms. To
test the eciency of the proposed problem space genetic algorithm, the required
problem is coded in C language. The proposed algorithm was tested on a series
of parameter settings to nd the appropriate parameters. These parameters and
their tested values are dened in Table 5.5.
POPSIZE : size of the population in a generation 50
MAXGENERATION : number of generations 150 250
%SEXUAL : probability of sexual reproduction 0.5 0.8 1
CROSSOVER : crossover type in sexual reproduction single uniform
MUTPROB : mutation probability for each gene 0.01 0.05
 : selectivity of the algorithm 2 4
 : perturbation magnitude 40 60 80
NUMSTART : number of restarts 1 5
Table 5.5: Denitions and levels of PSGA parameters
We tested the algorithm for many parameter combinations. The 25 of these
combinations are given in Table 5.6. For each parameter setting, we took 80
runs. We decided on the levels of the parameters by comparing the objective
function values and computation times via paired samples T test statistics. The
table 5.7 gives the paired samples statistics and the table 5.8 gives the paired
samples test of these parameter sets. We used SPSS.10 to take these statistics.
Furthermore, the details of these runs are given in Appendix B.
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Set number 1 2 3 4 5
POPSIZE 50 50 50 50 50
MAXGENERATION 150 150 150 150 150
%SEXUAL 0,8 0,8 0,8 0,8 1
CROSSOVER 0 0 0 0 0
MUTPROB 0,01 0,01 0,05 0,05 0,05
 2 4 4 4 4
 60 60 60 80 80
NUMSTART 5 5 5 5 5
Set number 6 7 8 9 10
POPSIZE 50 50 50 50 50
MAXGENERATION 150 750 150 150 150
%SEXUAL 1 1 0,5 0,5 1
CROSSOVER 1 1 1 1 1
MUTPROB 0,05 0,05 0,01 0,01 0,01
 4 4 4 4 4
 80 80 40 80 80
NUMSTART 5 1 5 5 5
Set number 11 12 13 14 15
POPSIZE 50 50 50 50 50
MAXGENERATION 250 250 250 250 150
%SEXUAL 1 1 0,5 0,5 0,5
CROSSOVER 1 1 1 1 1
MUTPROB 0,01 0,01 0,05 0,05 0,01
 4 4 4 2 2
 80 40 80 80 80
NUMSTART 5 5 5 5 5
Set number 16 17 18 19 20
POPSIZE 50 50 50 50 50
MAXGENERATION 150 150 150 150 150
%SEXUAL 0,5 0,5 0,5 0,5 0,5
CROSSOVER 1 1 1 0 0
MUTPROB 0,01 0,01 0,01 0,01 0,01
 2 2 4 2 4
 40 60 60 80 80
NUMSTART 5 5 5 5 5
Set number 21 22 23 24 25
POPSIZE 50 50 50 50 50
MAXGENERATION 150 150 150 150 1000
%SEXUAL 0,5 0,5 0,5 0,5 0,5
CROSSOVER 0 1 0 1 1
MUTPROB 0,05 0,05 0,05 0,05 0,01
 2 2 2 4 4
 80 80 60 80 80
NUMSTART 5 5 5 5 5
Table 5.6: Dierent parameter combinations for PSGA[MFFD(dif,1by1)]
As POPSIZE and MAXGENERATION increases, the algorithm will have
the opportunity to search more solutions and nd better solutions. We chose
POPSIZE and MAXGENERATION to be 50 and 150, respectively. Increasing
both values increase the solution quality but this increase is diminishing. The
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paired samples T test statistics of parameter sets 10-11, as shown in Table
5.8, test the two levels of MAXGENERATION. The dierence between the
objective function values is insignicant, however the parameter combinations
where MAXGENERATION = 250 give signicantly high computation times.
These results show that increasing the MAXGENERATION number beyond 150
is not necessary.
The diversity of the solutions are eected by NUMSTART. We took
two levels for this parameter, 1 and 5. In single start case, we took the
MAXGENERATION ve times bigger than that of multi-start case. However,
since MAXGENERATION is high enough and the algorithm nds the best
solutions in the earlier generations, there is no need to take a long single run
other than restarting ve times gave worse results. The results of comparison
of parameter sets 6-7 in Table 5.8 show that the dierence between two levels
is not signicant in terms of both solution quality and CPU time. But multi-
start is slightly better in terms of solution quality. Therefore, we experiment the
problems in PSGA with multi-start.
We tested three values of %SEXUAL and %SEXUAL = 0.5 case gave better
results. See Table 5.8 for results of 4-5 and 9-10. This shows that after choosing
a member with selectivity, it is better to copy it other than making the hybrid of
it with another member, i.e. asexual reproduction is eective.
There were two alternatives for the crossover, single or uniform. As seen in
comparison of 9-20 in Table 5.8, single point crossover performed poorly in terms
of objective function value and uniform crossover provided better results and we
chose this level in testing.
The algorithm gave low objective function values in low mutation probabilities
(look at 2-3, 15-22, 9-24 comparisons in Table 5.8). However, in cases
MUTPROB = 0.01, computation times are signicantly higher. Nevertheless,
we took MUTPROB as 0.01 since it diers 50 seconds at most.
The selectivity measure, , is used while calculating the tness values of
the members and it eects the probability of selection. Better solutions have
high probabilities to copy themselves to the next generation if  value is high.
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We observe that the best solutions are found in early generations when  = 4.
However, since MAXGENERATION is high, rather than nding the solution
earlier, nding a better solution is more important. In comparisons of parameter
sets 13-14, 9-15 and 22-24,  = 4 gives signicantly better solutions but
signicantly high computation times when compared to the situations that  = 2
(see Table 5.8).
We perturbed the cutting speed values in our problem. Cutting speed cannot
be lower than 100 fpm, and while we are picking discrete settings, we used
an interval of 20 in cutting speed values approximately. Since perturbation
magnitude shows the deviation from the original data and original sequence, it
is important to decide on this parameter. We took three dierent levels.  = 40
gave good results but high CPU times when  = 2 (see 15-16, 16-17 comparisons
in Table 5.8) and  = 80 gave both good results and low CPU times when
 = 4 (see 8-9, 9-18). When  = 80;  = 4 pair is compared with  = 40;  = 2
pair (9-16 in Table 5.8), the former was better in terms of both solution quality
and CPU time. As a result, we pick parameter setting 9 in PSGA which gives
the best results. In fact, the averages of the runs taken for dierent parameter
combinations dier in a narrow range of (8594, 8670). The reason may be due
to high values of POPSIZE and MAXGENERATION. In some combinations,
the algorithm nds the best solution earlier, in others, it nds the best in later
generations. Since number of generations is high, we nd a good solution in each
combination and the values of the parameters do not matter much. Another
reason may be being close to optimality. We might nd solutions which are
optimal or close to optimal so we cannot improve the solution further.
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Pairs Mean N Std. Deviation Std. Error Mean
Pair 1 Set 6 8649,4 80 7510,1 839,7
Set 7 8670,6 80 7561,9 845,4
Pair 2 CPU 6 317,6 80 226,7 25,3
CPU 7 313,8 80 223,8 25,0
Pair 3 Set 4 8646,4 80 7523,4 841,1
Set 5 8647,6 80 7504,2 839,0
Pair 4 CPU 4 322,1 80 236,5 26,4
CPU 5 323,7 80 234,7 26,2
Pair 5 Set 10 8615,0 80 7504,3 839,0
Set 11 8578,4 80 7432,9 831,0
Pair 6 CPU 10 212,9 80 174,4 19,5
CPU 11 359,6 80 301,0 33,7
Pair 7 Set 9 8594,3 80 7439,9 831,8
Set 10 8615,0 80 7504,3 839,0
Pair 8 CPU 9 216,0 80 178,6 20,0
CPU 10 212,9 80 174,4 19,5
Pair 9 Set 9 8594,3 80 7439,9 831,8
Set 20 8629,0 80 7503,7 838,9
Pair 10 CPU 9 216,0 80 178,6 20,0
CPU 20 212,6 80 174,3 19,5
Pair 11 Set 2 8614,8 80 7483,4 836,7
Set 3 8640,4 80 7505,1 839,1
Pair 12 CPU 2 375,4 80 317,8 35,5
CPU 3 325,3 80 239,7 26,8
Pair 13 Set 15 8639,4 80 7551,4 844,3
Set 22 8697,4 80 7592,5 848,9
Pair 14 CPU 15 207,2 80 165,4 18,5
CPU 22 187,5 80 134,6 15,1
Pair 15 Set 9 8594,3 80 7439,9 831,8
Set 24 8621,3 80 7470,6 835,2
Pair 16 CPU 9 216,0 80 178,6 20,0
CPU 24 188,6 80 137,5 15,4
Pair 17 Set 13 8620,2 80 7477,3 836,0
Set 14 8649,8 80 7518,6 840,6
Pair 18 CPU 13 316,6 80 232,8 26,0
CPU 14 315,3 80 227,3 25,4
Pair 19 Set 9 8594,3 80 7439,9 831,8
Set 15 8639,4 80 7551,4 844,3
Pair 20 CPU 9 216,0 80 178,6 20,0
CPU 15 207,2 80 165,4 18,5
Pair 21 Set 22 8697,4 80 7592,5 848,9
Set 24 8621,3 80 7470,6 835,2
Pair 22 CPU 22 187,5 80 134,6 15,1
CPU 24 188,6 80 137,5 15,4
Pair 23 Set 8 8627,3 80 7446,0 832,5
Set 9 8594,3 80 7439,9 831,8
Pair 24 CPU 8 224,4 80 189,7 21,2
CPU 9 216,0 80 178,6 20,0
Pair 25 Set 9 8594,3 80 7439,9 831,8
Set 18 8599,1 80 7450,8 833,0
Pair 26 CPU 9 216,0 80 178,6 20,0
CPU 18 217,2 80 180,6 20,2
Pair 27 Set 15 8639,4 80 7551,4 844,3
Set 16 8612,2 80 7481,0 836,4
Pair 28 CPU 15 207,2 80 165,4 18,5
CPU 16 218,4 80 184,2 20,6
Pair 29 Set 16 8612,2 80 7481,0 836,4
Set 17 8614,3 80 7497,5 838,2
Pair 30 CPU 16 218,4 80 184,2 20,6
CPU 17 210,5 80 171,0 19,1
Pair 31 Set 9 8594,3 80 7439,9 831,8
Set 16 8612,2 80 7481,0 836,4
Pair 32 CPU 9 216,0 80 178,6 20,0
CPU 16 218,4 80 184,2 20,6
Table 5.7: Paired samples statistics for PSGA parameter sets
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95% CI of Dierence
Pairs St Dev Mean Lower Upper t Sig.
Pair 1 Set 6 - Set 7 -21,2 141,9 -52,8 10,3 -1,3 0,19
Pair 2 CPU 6 - CPU 7 3,8 19,9 -0,7 8,2 1,7 0,10
Pair 3 Set 4 - Set 5 -1,2 161,4 -37,1 34,7 -0,1 0,95
Pair 4 CPU 4 - CPU 5 -1,6 8,3 -3,4 0,3 -1,7 0,09
Pair 5 Set 10 - Set 11 36,7 209,9 -10,1 83,4 1,6 0,12
Pair 6 CPU 10 - CPU 11 -146,8 127,5 -175,1 -118,4 -10,3 0,00
Pair 7 Set 9 - Set 10 -20,7 199,9 -65,2 23,8 -0,9 0,36
Pair 8 CPU 9 - CPU 10 3,1 15,1 -0,3 6,5 1,8 0,07
Pair 9 Set 9 - Set 20 -34,7 157,8 -69,8 0,5 -2,0 0,05
Pair 10 CPU 9 - CPU 20 3,4 16,0 -0,2 6,9 1,9 0,07
Pair 11 Set 2 - Set 3 -25,6 142,6 -57,3 6,1 -1,6 0,11
Pair 12 CPU 2 - CPU 3 50,1 82,3 31,8 68,4 5,4 0,00
Pair 13 Set 15 - Set 22 -58,1 130,1 -87,0 -29,1 -4,0 0,00
Pair 14 CPU 15 - CPU 22 19,7 34,9 11,9 27,4 5,0 0,00
Pair 15 Set 9 - Set 24 -27,0 124,6 -54,7 0,7 -1,9 0,06
Pair 16 CPU 9 - CPU 24 27,4 44,9 17,4 37,3 5,5 0,00
Pair 17 Set 13 - Set 14 -29,7 122,2 -56,8 -2,5 -2,2 0,03
Pair 18 CPU 13 - CPU 14 1,2 10,6 -1,1 3,6 1,0 0,30
Pair 19 Set 9 - Set 15 -45,0 204,1 -90,4 0,4 -2,0 0,05
Pair 20 CPU 9 - CPU 15 8,8 18,1 4,8 12,8 4,3 0,00
Pair 21 Set 22 - Set 24 76,1 176,5 36,8 115,4 3,9 0,00
Pair 22 CPU 22 - CPU 24 -1,1 5,9 -2,4 0,2 -1,7 0,10
Pair 23 Set 8 - Set 9 32,9 239,2 -20,3 86,2 1,2 0,22
Pair 24 CPU 8 - CPU 9 8,4 24,5 3,0 13,9 3,1 0,00
Pair 25 Set 9 - Set 18 -4,8 141,7 -36,3 26,8 -0,3 0,76
Pair 26 CPU 9 - CPU 18 -1,3 19,6 -5,6 3,1 -0,6 0,57
Pair 27 Set 15 - Set 16 27,2 128,4 -1,4 55,7 1,9 0,06
Pair 28 CPU 15 - CPU 16 -11,2 25,0 -16,8 -5,6 -4,0 0,00
Pair 29 Set 16 - Set 17 -2,1 233,7 -54,2 49,9 -0,1 0,94
Pair 30 CPU 16 - CPU 17 7,9 17,9 3,9 11,9 3,9 0,00
Pair 31 Set 9 - Set 16 -17,9 164,0 -54,4 18,7 -1,0 0,33
Pair 32 CPU 9 - CPU 16 -2,4 16,9 -6,2 1,3 -1,3 0,20
Table 5.8: Paired samples test results for PSGA parameter sets
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We compared the problem space genetic algorithm using MFFD(dif,1by1) as
its base heuristic in three ways:
 with SPT(min,1by1) and SPT(dif,1by1) since SPT is a well known rule in
the literature,
 with the optimal values of the problem, and
 with another PSGA which has a very long multi-start run of MAXGEN-
ERATION=1000
The heuristics using SPT rule is also inserted to PSGA as base heuristics.
For the MFFD case we know that \min" gives worse results in terms of
both solution quality and CPU times (see gures 5.1 and 5.2). How-
ever, we did not test \dif" alternative used with SPT. Therefore before
comparing PSGA[MFFD(dif,1by1)] with PSGA[SPT(dif,1by1)], we compared
PSGA[SPT(min,1by1)] with PSGA[SPT(dif,1by1)]. Table 5.11 gives the paired
samples test statistics and 5.12 gives the paired T test for this pair. Clearly,
PSGA[SPT(dif,1by1)] gives better results in both terms. Appropriate local
search parameters for PSGA[SPT(dif,1by1)] are also investigated and as in
MFFD(dif,1by1) case, the results did not dier much in dierent combinations.
The same parameter setting obtained for MFFD case gave best results for SPT
as well. When these two heuristics are compared (see Table 5.9 for averages and
5.12 for paired T test), PSGA[MFFD(dif,1by1)] gave better objective function
values.
The mixed integer programming formulation that we explained in Chapter 3 is
coded and solved in CPLEX, however it can solve up to 30 jobs. In fact heuristics,
especially local search heuristics usually perform better for large problem sizes.
Therefore, comparing for 30-job size may not be enough for our algorithm to
prove itself. You can see this fact from the Tables 5.10 and 5.12 below. In some
combinations it is very close to optimal while in others it may deviate signicantly.
The paired T test results in Table 5.12 show that there is a signicant dierence
between the optimal values and PSGA with MFFD(dif,1by1) for 30 jobs. (It can
work better for large problems such as 200, 300 jobs).
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PSGA[MFFD(dif,1by1)] PSGA[SPT(dif,1by1)]
H L S T
c
Objective CPU time Objective CPU time
0 0 0 0 3183 118 3255 140
1 0 0 0 4808 129 4844 243
0 1 0 0 11807 111 11903 144
0 0 1 0 2048 633 2030 723
0 0 0 1 4355 116 4374 142
1 1 0 0 17242 346 17988 625
1 0 1 0 1644 133 1649 154
1 0 0 1 8412 131 8415 257
0 1 1 0 5766 130 5750 180
0 1 0 1 18251 114 18548 155
0 0 1 1 2223 669 2292 721
1 1 1 0 6956 110 7060 143
1 1 0 1 29557 354 29775 597
1 0 1 1 2466 137 2466 159
0 1 1 1 7045 154 7095 194
1 1 1 1 11741 111 11912 151
Table 5.9: Comparison of two base heuristics of PSGA
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Optimal PSGA[MFFD(dif,1by1)]
H L S T
c
Objective CPU time Objective CPU time
0 0 0 0 225 6963 247 213
1 0 0 0 226 12652 367 127
0 1 0 0 801 177899 1091 120
0 0 1 0 116 319 118 107
0 0 0 1 275 9051 364 111
1 1 0 0 804 418 1200 97
1 0 1 0 102 1943 139 90
1 0 0 1 277 5342 356 68
0 1 1 0 389 7751 400 108
0 1 0 1 1008 2637 1725 125
0 0 1 1 117 26 123 122
1 1 1 0 384 24464 695 100
1 1 0 1 1009 4471 1975 117
1 0 1 1 116 4619 231 85
0 1 1 1 454 4719 533 96
1 1 1 1 458 4636 540 93
Table 5.10: Comparison of PSGA with optimal for 30 jobs
Pairs Mean N Std. Deviation Std. Error Mean
Pair 1 SPT (min,1by1) 12423,2 80 13372,3 1495,1
SPT (dif,1by1) 8644,8 80 7538,0 842,8
Pair 2 CPU SPT(min,1by1) 414,8 80 371,7 41,6
CPU SPT(dif,1by1) 266,9 80 192,1 21,5
Pair 3 SPT (dif,1by1) 8644,8 80 7538,0 842,8
MFFD (dif,1by1) 8594,3 80 7439,9 831,8
Pair 4 CPU SPT(dif,1by1) 266,9 80 192,1 21,5
CPU MFFD(dif,1by1) 216,0 80 178,6 20,0
Pair 5 OPTIMAL 422,6 80 314,6 78,7
MFFD (dif,1by1) 631,5 80 571,6 142,9
Pair 6 CPU OPTIMAL 16744,4 80 43386,4 10846,6
CPU MFFD (dif,1by1) 111,2 80 31,6 7,9
Table 5.11: Paired samples statistics for dierent comparisons
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95% CI of Dierence
Pairs Mean St dev Lower Upper t Sig.
Pair 1 SPT (min,1by1)-(dif,1by1) 3778,3 6078,0 2425,7 5130,9 5,6 0,00
Pair 2 CPU (min - dif) 148,0 355,7 68,8 227,1 3,7 0,00
Pair 3 SPT(dif,1by1)-MFFD(dif,1by1) 50,5 221,8 1,2 99,9 2,0 0,05
Pair 4 CPU (SPT-MFFD) 50,9 41,0 41,8 60,0 11,1 0,00
Pair 5 OPTIMAL - MFFD(dif,1by1) -208,9 276,7 -356,4 -61,5 -3,0 0,01
Pair 6 CPU (OPT - MFFD) 16633,2 43383,9 -6484,4 39750,8 1,5 0,15
Table 5.12: Paired samples test results for dierent comparisons
Since the algorithm shows its real performance on large problems, rather
than comparing it with optimal solutions of small problems, we should compare
it with a very long PSGA. Rardin and Uzsoy [39] state that long runs are one
of the best known solutions and instead of comparing the heuristic with optimal
values for small problem sizes, comparing it to a long run for large problem
sizes is more healthy. In long runs, the program runs beyond the stopping
point that is implemented in heuristics. Since they are needed only once, very
large computation times can be justied. With MAXGENERATION=1000 and
5 restarts, a long run is taken to nd the upper bounds of the objectives. In this
long run, 250,000 solutions are searched for each 80 dierent problems. Averages
are given in Table 5.13. The performance of our algorithm can be seen better
in Table 5.15. The results of PSGA with MAXGENERATION of 150 is very
close to long-run, even if long-run searches the same 37,500 solutions with it and
searches 212,500 more solutions.
In Tables 5.14 and 5.15, the evolution of MFFD rule can be seen. MFFD(dif)
assigns settings to every job via \dif" and gives the initial schedule at the end
of stage two. MFFD(dif,1by1) is the single-pass heuristic composed of all three
stages. PSGA is the problem space genetic algorithm using MFFD(dif,1by1) as its
base heuristic and nally longrun is the very long run of PSGA[MFFD(dif,1by1)].
All steps of this evolution gives signicant improvements as seen from the tables.
In this chapter, an experimental design is presented for the proposed
algorithms. We rst explained the experimental factors and parameters and
discussed the computational results of the single-pass heuristic algorithms. Then
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PSGA[MFFD(dif,1by1)] Long PSGA
H L S T
c
Objective CPU time Objective CPU time
0 0 0 0 3183 118 3172 754
1 0 0 0 4808 129 4758 892
0 1 0 0 11807 111 11758 729
0 0 1 0 2048 633 2047 1174
0 0 0 1 4355 116 4334 750
1 1 0 0 17242 346 16888 4074
1 0 1 0 1644 133 1640 839
1 0 0 1 8412 131 8315 905
0 1 1 0 5766 130 5750 831
0 1 0 1 18251 114 18165 768
0 0 1 1 2223 669 2222 1190
1 1 1 0 6956 110 6919 726
1 1 0 1 29557 354 29463 3055
1 0 1 1 2466 137 2452 866
0 1 1 1 7045 154 7025 991
1 1 1 1 11741 111 11644 1745
Table 5.13: Comparison of PSGA with a long run PSGA
Pairs Mean N Std. Deviation Std. Error Mean
Pair 1 MFFD (dif) 9789,0 80 9706,3 1085,2
MFFD (dif,1by1) 9680,2 80 9495,6 1061,6
Pair 2 MFFD (dif,1by1) 9680,2 80 9495,6 1061,6
PSGA[MFFD(dif,1by1)] 8594,3 80 7439,9 831,8
Pair 3 PSGA[MFFD(dif,1by1)] 8594,3 80 7439,9 831,8
Long run 8534,8 80 7389,7 826,2
Pair 4 CPU PSGA 216,0 80 178,6 20,0
CPU Long-run 1090,6 80 687,1 76,8
Table 5.14: Paired samples statistics for PSGA and a long-run PSGA
95% CI of Dierence
Pairs Mean St Dev Lower Upper t Sig.
Pair 1 MFFD(dif) - (dif,1by1) 108,8 442,2 10,4 207,2 2,2 0,03
Pair 2 MFFD(dif,1by1) - PSGA 1085,9 2316,4 570,4 1601,3 4,2 0,00
Pair 3 PSGA - Longrun 59,6 151,1 25,9 93,2 3,5 0,00
Pair 4 CPU Psga - Longrun -874,6 646,6 -1018,5 -730,7 -12,1 0,00
Table 5.15: Paired samples test results for PSGA and a long-run PSGA
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we focus on the parameters of PSGA and in order to nd best solutions, we
adjust these parameters to proper settings. We used MFFD(dif,1by1) as the
base heuristic, and evaluate the results comparing in three dierent ways. As a
result, heuristics using SUU, SPT and UxP gave worse solutions in terms of
the objective function value and computation times. FFD and MFFD were
tested in detail for dierent alternatives of stage 1 and 3 and MFFD is found
to have higher performance both in terms of time and solution quality. Although
solving \knap" requires high computation time with respect to \1by1", it gave
better results. Nevertheless, we could not use \knap" in PSGA because of
relatively high computational times. Although we tried POPSIZE of 15, 20 and
MAXGENERATION of 50, the program terminates itself due to timing problems.
But, MFFD(dif,1by1), that also has good performance, is used as base heuristic
and yielded good results.
In the next chapter some concluding remarks and future research directions
will be discussed.
Chapter 6
Conclusion
This chapter provides a brief summary of the contributions of this thesis
and addresses some possible extensions of this study for future research. We
considered the scheduling problem of jobs with controllable machining times
and usage rates on a single CNC machine where tool changes are required due
to tool wear. The objective is minimizing the total completion time which is
composed of machining times of the jobs and tool change times. We analyzed
the characteristics of the problem, formulated a mixed integer programming to
nd the optimal schedule and machining conditions, and proposed single-pass
heuristics composed of three stages and a problem space genetic algorithm. In
the next section, we will make a short summary of the contributions we made to
this problem and in x6.2 we will suggest some future research directions.
6.1 Contributions
The integration of scheduling and tool management literature produces more
realistic problems. There is no study in literature considering the machining
condition optimization and tool replacement times in a scheduling problem.
However, machining times and usage rates are direct consequences of the
machining parameters and tools are changed due to wear frequently in industry.
Akturk et al. [4] study scheduling problem with tool changes but they took the
machining time of the jobs and life of the tool as predetermined values and did
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not study the eect of machining conditions on the problem nature.
In order to nd proper machining conditions, cutting speed and feed rate
for jobs, we took discrete settings from the feasible region of these conditions.
During this work, we found an important fact and proved that surface roughness
constraint must be tight for optimal machining conditions. We start with the
theorem of Akturk and Avci [5] stating that either machine power or surface
roughness constraints must be tight at optimality. With this theorem on hand,
the optimal machine settings can be found by applying geometric programming.
Fortunately, applying our theorem, we can nd the optimum settings in a less
computation time. With tight surface roughness constraint information on hand,
all attributes of jobs; feed rate, cutting speed, usage rate, machining time can
be controlled by one of feed rate or cutting speed value. This information was
very useful in our studies on developing a solution procedure. For instance, in
local search heuristics, only perturbing the cutting speed value, we could get the
corresponding perturbed feed rate, usage rate and machine times.
In order to capture the insight of the problem, we work on two subproblems
which also help creating the formulation for the original problem. These are
nding the settings given the sequence and nding the sequence given the settings.
In fact these subproblems are studied in the literature under the heading of
machining conditions optimization and scheduling with tool changes, respectively.
However the problem of nding the optimal schedule and machining conditions
simultaneously is studied by us for the rst time. After giving the mixed integer
programming formulations of these subproblems we build the MIP of our original
problem. However, this formulation could solve up to 30 jobs which led us work
on some heuristic procedures.
We proposed single-pass heuristic algorithms in three stages. The machine
settings of the jobs are decided in stage 1, initial schedule is created in stage 2
using some dispatching rules, and nally in stage 3 we tried to improve the initial
schedule by changing the sequence and settings of the jobs. We suggest two
alternatives for the rst stage, six alternatives for the second stage and two for
the last stage yielding 24 dierent combinations of single-pass heuristics. Then
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we propose a problem space genetic algorithm which is a local search heuristic
searching the problem space to nd the best solution. We tested and compared
some single-pass heuristics as base heuristics in PSGA according to their solution
quality and computation time. The best improvement is achieved by the PSGA
using MFFD(dif,1by1).
As a result, we showed the importance of tool change and machining
conditions which changes the nature of the problem and direction of the solution
procedures signicantly. We found important rules in machine setting selections
and address the contrary eects of tool change time and machining time on total
completion time objective.
6.2 Future Research Directions
In this thesis, we open a new area of research with joint scheduling and tool
management issues. There may emanate several future research directions from
this research study. We suggest some of them below:
 Since tool change times are generally signicant when compared to the
processing times, and tool lives are short relative to the planning horizon, it
is important to schedule the jobs for other time related scheduling objectives
such as makespan,weighted owtime, tardiness etc. Moreover, the cost
of operating a CNC machine and tooling costs are not negligible. Multi
objective case with cost and time components can also be worth to study.
 Bard [8] indicates that \Although the single machine scheduling problem
has been studied extensively, the added complication of tool loading
undermines the usefulness of much of the current results". Single machine
is a nice starting point to study the eects of tool change and machine
settings on scheduling problem. This can be widened to identical, uniform
or unrelated parallel machine scheduling. In identical parallel machine
scheduling, processing time is independent of the machine. In uniform
parallel machines the machines operate at dierent speeds but are otherwise
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identical, and in unrelated parallel machines processing times depend on the
machine assignment.
 Tool changes due to wear have a signicant impact on total cost of
production and throughput of parts. But, tools are also changed due to
part mix and this study can be extended by considering tool replacements
and placements due to tool wear and part mix simultaneously.
 A single-stage production system requires one operation for each job,
whereas in multi-stage systems there are jobs that require operations on
dierent machines. The issues studied here, machine conditions dependent
processing times, tool changes, can be applied to multi-stage cases in further
studies.
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H L S T
c
FFD sec MFFD sec FFD2 sec SPT sec SUU sec UxP sec
0 0 0 0 3735 0.75 3468 1.38 3621 0.42 3676 0.53 4388 0.51 3573 0.38
0 0 0 0 3015 0.88 2971 1.31 3120 0.39 3038 0.65 3463 0.50 2961 0.35
0 0 0 0 3216 0.42 3152 0.82 3249 0.45 3103 0.50 3734 0.47 3078 0.50
0 0 0 0 3421 0.56 3280 0.83 3492 0.53 3510 0.45 4231 0.47 3387 0.42
0 0 0 0 3473 1.22 3441 0.86 3497 0.48 3423 0.49 3979 0.84 3328 0.47
0 0 1 0 1990 0.24 1806 0.21 1943 0.28 1768 0.27 2157 0.21 1753 0.20
0 0 1 0 1536 0.17 1414 0.18 1493 1.15 1388 0.54 1633 0.36 1373 0.16
0 0 1 0 1530 0.53 1450 0.33 1518 0.39 1435 0.42 1722 0.16 1430 0.16
0 0 1 0 1702 0.18 1605 0.72 1667 0.66 1593 0.72 1911 0.14 1593 0.25
0 0 1 0 1815 0.16 1634 0.22 1738 0.29 1594 0.27 2010 0.17 1580 0.15
0 1 0 0 16236 2.64 15735 3.17 16456 1.82 17782 5.68 18363 1.04 17450 3.12
0 1 0 0 12968 4.31 12748 4.54 13147 4.13 15450 0.99 16156 2.62 15069 1.87
0 1 0 0 14689 0.86 12933 6.62 14776 2.69 15015 4.99 16890 1.08 15369 0.95
0 1 0 0 14150 3.14 13639 4.83 15061 3.50 16656 1.04 15863 9.77 16291 0.95
0 1 0 0 13733 8.13 13361 8.90 15998 1.02 16546 1.00 18397 1.04 16254 1.19
0 1 1 0 6391 0.67 6131 0.35 6321 0.35 6035 0.51 6633 0.52 5876 0.53
0 1 1 0 5311 0.27 5086 0.28 5134 0.64 4762 0.63 5549 0.29 4856 0.24
0 1 1 0 5317 0.31 5092 0.33 5283 0.37 5041 0.27 5694 0.25 4945 0.28
0 1 1 0 5607 0.31 5519 0.31 5511 0.35 5422 0.33 6201 0.38 5331 0.25
0 1 1 0 5881 0.32 5391 0.87 5809 0.39 5449 0.37 6327 0.42 5404 0.29
1 0 0 0 8112 1.69 5750 21.45 8207 1.25 6956 22.65 6767 28.12 8516
1 0 0 0 5385 15.57 5572 14.01 6160 8.89 5466 31.66 6496 25.98 7763 1.31
1 0 0 0 5433 16.39 5918 10.39 5497 15.55 5251 28.09 7637 17.14 7637 1.17
1 0 0 0 5775 19.75 5933 19.01 5837 18.70 7006 24.49 5827 37.78 7932 7.28
1 0 0 0 7615 2.35 7354 4.37 5875 18.59 5735 33.97 6234 33.37 7217 15.95
1 0 1 0 1679 2.45 1892 1.06 1985 2.52 2183 0.42 2353 1.94 2106 0.46
1 0 1 0 1819 0.35 1584 1.56 1832 0.38 1774 0.37 2033 1.03 1739 0.39
1 0 1 0 1855 0.37 1789 0.58 1883 0.41 1571 1.78 2078 0.65 1785 0.38
1 0 1 0 2013 0.39 1808 1.23 1892 1.04 1970 0.30 2330 0.48 1915 1.07
1 0 1 0 2131 0.44 2008 0.62 1980 2.30 2085 0.39 2449 2.58 1976 0.74
1 1 0 0 21478 57.92 25068 35.21 24095 41.69 21926 55.34 22607 47.94 22619 52.09
1 1 0 0 20338 65.59 21473 56.98 20326 61.99 21030 59.18 27954 29.84 21940 48.85
1 1 0 0 19613 68.35 22093 41.79 22489 41.20 22135 50.95 20049 60.34 19810 60.61
1 1 0 0 24458 34.85 21409 50.10 20780 53.60 20487 60.75 19831 63.60 20797 58.06
1 1 0 0 19612 67.44 24459 35.74 20551 51.57 19529 65.78 19600 67.55 20742 47.37
1 1 1 0 7853 9.20 11140 0.84 8163 10.47 10165 7.15 12907 2.04 11907 0.85
1 1 1 0 9250 0.66 8641 2.81 6266 12.30 10374 0.82 11105 1.66 10103 1.37
1 1 1 0 9244 0.57 6982 7.85 7613 7.04 10335 0.79 11381 0.73 9663 0.78
1 1 1 0 9099 3.12 9216 2.28 6802 16.85 8329 7.77 11687 0.69 9653 2.73
1 1 1 0 8130 7.02 8248 6.91 7324 13.26 9784 8.64 11544 2.04 11204 1.65
0 0 0 1 5725 0.57 5241 1.24 5664 0.63 5557 1.98 6852 0.46 5583 0.50
0 0 0 1 4418 1.57 4386 1.43 5004 0.54 4448 2.43 4405 2.99 4704 0.49
0 0 0 1 4843 1.06 4970 0.53 4908 2.02 4430 3.42 5775 0.81 4866 0.44
0 0 0 1 5269 0.39 4406 2.12 4929 2.90 5595 0.42 4612 3.54 5322 0.55
0 0 0 1 5367 1.16 5161 0.84 5588 0.54 5332 1.45 5399 2.35 5269 0.47
0 0 1 1 2232 0.37 2184 0.19 2211 2.03 2140 0.22 2553 2.09 2104 0.19
0 0 1 1 1914 1.53 1732 0.18 1895 1.26 1685 0.27 2021 3.53 1649 0.17
0 0 1 1 1875 2.39 1737 0.26 1884 0.88 1720 0.18 2151 0.78 1706 0.38
0 0 1 1 2050 0.18 1920 0.20 2042 0.69 1905 0.16 2367 0.87 1896 0.54
0 0 1 1 2203 0.15 1994 0.23 1992 1.54 1940 0.51 2274 1.34 1910 0.18
0 1 0 1 17043 17.24 27554 3.27 24469 11.25 32355 3.15 32506 2.17 31323 1.12
0 1 0 1 14662 13.78 23913 3.10 18052 12.99 23355 12.60 29713 0.94 27288 1.05
0 1 0 1 24201 2.34 25700 0.92 18306 15.00 27066 2.85 30126 0.97 27521 1.09
0 1 0 1 25597 1.69 25992 1.68 22700 9.98 29585 1.95 26488 11.86 29052 1.06
0 1 0 1 25433 3.23 25385 2.51 21372 11.95 29741 1.10 33007 2.18 29134 1.17
0 1 1 1 9093 0.50 8739 0.28 8790 0.97 7948 10.61 8971 1.90 8294 0.60
0 1 1 1 7615 0.28 7333 0.25 7335 0.88 7147 0.25 7830 1.72 6831 0.44
0 1 1 1 7585 0.30 6969 0.86 7655 0.38 7207 0.61 8235 0.51 7024 0.32
0 1 1 1 7847 0.33 7508 0.90 7889 0.34 7739 0.33 8830 1.01 7529 0.38
0 1 1 1 7950 1.40 7508 1.21 8164 1.20 7906 0.28 8861 0.82 7791 0.32
1 0 0 1 12204 24.47 10656 22.41 6841 35.14 11411 28.59 10858 36.72 14314 20.99
1 0 0 1 5293 38.63 10365 16.31 10194 17.70 9904 29.31 10514 34.94 14811 2.63
1 0 0 1 6370 29.54 9819 16.56 6574 30.78 12840 14.80 16028 9.89 12198 16.24
1 0 0 1 5857 36.35 10574 18.21 6921 32.87 12657 25.93 15999 12.45 13548 15.15
1 0 0 1 14543 16.70 14006 4.54 7122 35.55 11795 26.12 14087 23.29 13975 15.67
1 0 1 1 3833 0.38 3471 0.65 2861 4.43 2851 20.56 2919 9.93 3597 0.42
1 0 1 1 3103 0.31 2764 0.94 2185 5.69 2167 30.99 2229 7.80 2999 0.34
1 0 1 1 2999 0.73 2947 0.60 2325 4.09 2318 20.13 2855 3.74 3063 0.35
1 0 1 1 3192 0.82 3319 0.56 3183 1.06 3375 0.37 2672 10.42 3317 0.39
1 0 1 1 3652 0.35 2864 1.65 2770 3.66 2652 20.55 2826 8.38 3431 0.61
1 1 0 1 37954 66.06 36655 66.56 37580 61.31 37244 68.92 37968 62.28 43420 48.65
1 1 0 1 37332 65.98 46177 39.16 37251 64.70 37067 71.63 40501 52.09 32830 73.40
1 1 0 1 36124 63.21 37718 55.59 16922 109.04 17576 88.88 35419 66.80 35907 60.75
1 1 0 1 35907 61.49 36875 63.66 19005 101.40 35974 68.43 24900 82.30 37300 60.70
1 1 0 1 37147 54.76 37828 62.23 35724 67.55 48709 30.96 36135 62.52 35617 64.90
1 1 1 1 14717 7.94 11658 10.89 15974 8.15 19503 4.98 9859 26.67 20080 4.10
1 1 1 1 8745 7.98 16540 1.14 8028 12.93 19143 20.94 8651 20.60 14809 7.90
1 1 1 1 15047 3.66 12175 6.94 12534 7.05 19386 1.23 8896 24.49 18063 0.68
1 1 1 1 18280 1.22 8517 11.38 16270 3.93 17110 5.31 9644 19.59 18073 2.61
1 1 1 1 14414 6.42 14725 6.11 17726 3.81 20717 0.78 9603 22.21 20969 2.34
Table A.1: For 100 jobs, results of the heuristics using the six dispatching rules
with (min,knap) alternatives
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H L S T
c
FFD sec MFFD sec FFD2 sec SPT sec SUU sec UxP sec
0 0 0 0 14316 1.14 14198 0.84 14637 1.00 14164 1.01 16699 0.94 13760 0.98
0 0 0 0 13561 1.27 13575 3.26 13726 0.95 13683 1.07 16315 1.09 13271 1.65
0 0 0 0 13798 1.01 13731 0.99 13812 1.33 13701 1.02 16689 0.90 13328 0.96
0 0 0 0 14383 0.93 13861 3.27 14534 0.92 14361 1.11 17001 1.01 13964 0.86
0 0 0 0 13687 0.82 13489 0.97 13368 2.29 13284 0.96 15555 0.96 13036 1.68
0 0 0 1 22009 1.26 21464 1.61 23152 2.11 21646 4.79 26354 0.93 21559 1.60
0 0 0 1 20998 1.14 20853 2.25 21892 1.23 20868 5.05 25815 1.78 21068 1.04
0 0 0 1 21410 0.83 20919 1.86 21906 1.03 21700 2.62 26103 2.49 21040 0.94
0 0 0 1 22127 0.92 20654 4.29 22481 1.81 20617 8.11 26870 0.94 21940 0.92
0 0 0 1 20619 1.61 20884 0.83 20944 2.98 21125 0.86 24542 0.94 20645 0.98
0 0 1 0 7175 0.38 6943 0.60 6981 0.67 6822 0.93 8057 0.48 6791 0.40
0 0 1 0 6845 0.36 6576 0.56 6597 0.66 6422 0.74 7569 0.47 6388 0.39
0 0 1 0 6925 0.40 6710 0.78 6708 0.62 6533 0.99 7726 0.65 6489 0.37
0 0 1 0 7296 0.37 7080 0.62 7057 0.86 6898 0.87 8103 0.51 6864 0.36
0 0 1 0 6828 0.38 6624 0.81 6703 0.78 6481 0.92 7752 0.53 6441 0.34
0 0 1 1 8786 0.65 8569 0.90 8715 1.25 8424 0.60 10148 0.59 8327 0.42
0 0 1 1 8432 0.35 8124 0.41 8301 1.09 7979 0.42 9591 0.32 7870 0.32
0 0 1 1 8515 0.40 8258 0.39 8382 1.01 8057 0.38 9703 0.60 7935 0.45
0 0 1 1 8892 0.39 8664 0.60 8794 1.17 8506 0.40 10227 0.59 8385 0.39
0 0 1 1 8385 0.43 8181 0.45 8404 1.02 8026 0.33 9810 0.40 7905 0.55
0 1 0 0 61744 8.32 62445 6.12 60837 12.75 65821 21.10 71765 1.96 67569 2.14
0 1 0 0 59188 1.79 59210 3.14 60304 3.30 66478 1.84 71220 2.15 63611 2.47
0 1 0 0 61053 1.69 60383 1.61 61995 3.48 65467 1.94 70573 2.44 64228 2.15
0 1 0 0 61895 3.57 62742 1.60 60247 17.94 68560 2.08 73340 2.15 65908 2.95
0 1 0 0 58661 1.80 57523 7.21 56422 23.60 65271 2.01 72095 2.04 63406 2.17
0 1 0 1 111657 2.67 99203 20.88 89955 47.50 120735 4.51 127303 1.95 120524 2.12
0 1 0 1 102332 5.28 104664 1.88 97161 19.12 119804 2.20 127332 1.98 114025 2.31
0 1 0 1 106658 2.17 105486 1.98 97263 24.17 117407 2.23 126252 2.27 114782 2.32
0 1 0 1 107067 3.84 109957 1.73 103192 17.21 122523 1.97 129857 3.99 117190 2.59
0 1 0 1 102446 2.14 101090 4.72 72422 80.57 117155 2.16 129054 2.08 113232 2.47
0 1 1 0 24547 0.81 23872 1.00 23929 0.80 23119 0.56 26011 1.67 22916 0.59
0 1 1 0 22385 0.85 22022 0.67 21813 0.80 21742 0.64 24928 0.67 21484 0.59
0 1 1 0 22455 0.77 22302 0.62 21944 0.85 22050 0.56 25022 0.58 21620 0.56
0 1 1 0 23837 0.98 23970 0.60 23577 0.73 23397 0.97 26693 0.60 22910 0.97
0 1 1 0 22476 0.68 22659 0.52 22774 0.67 22046 0.53 25589 0.52 21890 0.59
0 1 1 1 34711 0.64 34067 1.03 34189 1.19 33444 0.65 36399 3.83 32926 0.57
0 1 1 1 31783 0.81 31414 0.55 31759 0.80 31798 0.57 35286 3.22 31130 0.63
0 1 1 1 31821 0.45 31703 0.52 31704 0.75 31005 1.71 35032 4.33 30411 1.51
0 1 1 1 33354 0.62 33972 0.51 31726 2.11 33966 0.69 37168 3.94 32908 0.55
0 1 1 1 31679 0.37 32149 0.53 31274 3.47 31952 1.24 37284 2.20 31592 0.48
1 0 0 0 31624 4.96 25609 48.56 25447 50.42 32702 34.82 30816 80.30 34663 7.00
1 0 0 0 30075 4.87 29874 7.22 30892 4.42 34933 2.82 36995 2.83 30752 41.09
1 0 0 0 30278 9.36 30024 2.60 30816 7.36 34017 12.94 36753 22.85 32460 2.76
1 0 0 0 30835 9.05 30819 2.71 27668 37.20 30497 59.03 38172 3.04 34069 5.12
1 0 0 0 29194 2.63 26804 26.42 29173 8.69 30147 32.32 36615 2.89 31146 2.59
1 0 0 1 60332 9.95 45576 56.36 43677 78.03 62800 46.46 69880 28.42 61771 33.86
1 0 0 1 57417 5.32 57705 2.29 41909 90.54 63549 24.47 62983 44.99 62872 15.91
1 0 0 1 56808 13.81 57186 4.56 42087 78.74 53487 70.24 74996 2.86 56578 37.50
1 0 0 1 56556 23.08 58749 2.24 43046 78.36 65679 16.16 67141 38.88 65642 3.06
1 0 0 1 53532 15.04 55291 2.43 55397 12.17 56243 37.98 69514 11.09 59603 5.22
1 0 1 0 8345 0.98 7995 1.86 8528 0.88 8549 0.82 9998 2.33 8248 0.85
1 0 1 0 8100 0.89 8075 0.94 8180 1.52 8130 0.80 9767 0.84 7910 0.77
1 0 1 0 8029 1.76 8026 0.74 8302 0.77 8031 1.22 9338 2.01 7945 0.68
1 0 1 0 8300 0.96 8221 1.38 8731 0.78 8453 0.72 10283 1.40 8273 0.78
1 0 1 0 8002 0.87 7966 0.76 8247 1.33 8236 0.75 10056 0.80 7821 0.79
1 0 1 1 14192 0.83 13381 1.60 14721 0.93 14684 1.39 12266 18.21 14188 0.69
1 0 1 1 13827 0.86 12446 2.64 14291 0.82 14125 0.77 12179 17.51 13658 0.68
1 0 1 1 13893 0.82 12905 2.76 13437 2.58 12859 3.67 12369 17.09 13687 0.77
1 0 1 1 14048 0.83 14071 0.72 15041 0.79 13308 3.67 13406 11.10 14210 0.78
1 0 1 1 13583 1.57 12361 3.28 13487 2.86 12603 4.75 11917 21.03 13461 0.86
1 1 0 0 85750 208.81 124179 40.88 90505 168.95 103380 132.56 89768 197.68 88509 181.15
1 1 0 0 81505 254.36 90617 178.99 89289 184.01 88484 196.55 86084 234.99 97963 152.76
1 1 0 0 81247 237.34 90835 173.01 85223 208.69 95898 152.48 86015 236.17 86586 216.15
1 1 0 0 85234 210.68 89842 184.18 97549 152.20 105495 128.71 92627 200.07 86930 223.76
1 1 0 0 100062 124.89 87735 184.86 84873 200.17 88110 192.50 106954 118.48 85667 209.37
1 1 0 1 193706 123.55 188234 129.33 105966 340.11 149736 255.08 154807 246.01 150874 224.20
1 1 0 1 194400 124.21 164510 186.84 148552 270.01 151369 242.01 150020 257.47 149869 236.15
1 1 0 1 148762 268.32 152080 220.80 148548 246.16 151141 231.55 158919 234.69 225392 81.20
1 1 0 1 151758 248.87 159737 203.13 205851 104.32 155182 230.04 161356 223.59 161274 215.34
1 1 0 1 146630 265.90 157998 203.24 143833 275.89 149817 241.06 148580 297.06 150967 230.91
1 1 1 0 42059 4.25 42232 2.58 38138 17.74 44921 1.72 49009 1.54 44830 1.50
1 1 1 0 38969 2.87 39012 2.61 41327 1.47 43933 1.58 47008 1.71 42728 1.60
1 1 1 0 39558 1.52 38680 2.46 32678 22.77 43065 1.58 47612 1.62 41515 1.60
1 1 1 0 41425 5.28 41370 1.45 42103 2.76 45742 1.56 49597 1.54 43062 1.50
1 1 1 0 39532 1.50 39579 1.29 40160 1.30 43450 1.67 46261 1.48 43018 1.53
1 1 1 1 73993 8.05 76896 3.83 79505 4.06 83834 3.20 41531 74.97 84016 1.53
1 1 1 1 61021 16.81 71618 2.46 71967 6.26 82727 1.62 40523 75.94 80253 2.92
1 1 1 1 71071 4.97 71300 2.40 65398 12.97 80837 1.50 89255 1.71 77670 1.69
1 1 1 1 71768 7.27 76573 1.27 78332 3.98 85578 3.06 42580 69.41 80414 1.55
1 1 1 1 67048 9.45 67913 11.10 74964 1.45 81628 1.59 53956 45.69 80699 1.51
Table A.2: For 200 jobs, results of the heuristics using the six dispatching rules
with (min,knap) alternatives
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H L S T
c
FFD(min,knap) sec FFD(min,1by1) sec FFD(dif,knap) sec FFD(dif,1by1) sec
0 0 0 0 3735 0.75 3665 0.07 3321 0.73 3327 0.08
0 0 0 0 3015 0.88 3151 0.08 2674 0.31 2674 0.08
0 0 0 0 3216 0.42 3164 0.09 2744 0.4 2744 0.08
0 0 0 0 3421 0.56 3341 0.05 3095 1.46 3095 0.09
0 0 0 0 3473 1.22 3523 0.05 3027 0.42 3027 0.07
0 0 1 0 1990 0.24 1905 0.08 2153 0.67 2113 0.11
0 0 1 0 1536 0.17 1505 0.09 1680 2.03 1680 0.08
0 0 1 0 1530 0.53 1530 0.05 1746 0.39 1745 0.08
0 0 1 0 1702 0.18 1631 0.09 1963 0.18 1957 0.1
0 0 1 0 1815 0.16 1554 0.08 1904 5.66 1901 0.08
0 1 0 0 16236 2.64 16378 0.06 12795 2.64 12878 0.07
0 1 0 0 12968 4.31 14033 0.05 10978 0.82 10978 0.09
0 1 0 0 14689 0.86 13802 0.08 11070 3.43 11217 0.07
0 1 0 0 14150 3.14 14516 0.09 11547 4.1 12105 0.08
0 1 0 0 13733 8.13 14864 0.09 11972 0.86 11972 0.09
0 1 1 0 6391 0.67 6130 0.08 6310 1.09 6310 0.05
0 1 1 0 5311 0.27 5233 0.07 5005 1.95 5005 0.06
0 1 1 0 5317 0.31 5253 0.06 5214 0.43 5214 0.07
0 1 1 0 5607 0.31 5243 0.08 5654 1.98 5654 0.07
0 1 1 0 5881 0.32 5881 0.07 5541 0.82 5541 0.09
1 0 0 0 8112 1.69 8042 0.09 4753 10.47 5296 0.08
1 0 0 0 5385 15.57 7315 0.07 4210 6.79 4509 0.07
1 0 0 0 5433 16.39 7041 0.1 3727 11.29 4474 0.07
1 0 0 0 5775 19.75 7920 0.07 4656 5.66 4846 0.04
1 0 0 0 7615 2.35 7702 0.08 4318 10.18 5031 0.09
1 0 1 0 1679 2.45 2176 0.09 1745 0.48 1745 0.09
1 0 1 0 1819 0.35 1775 0.05 1381 0.75 1381 0.08
1 0 1 0 1855 0.37 1804 0.07 1387 1.67 1409 0.06
1 0 1 0 2013 0.39 1943 0.06 1555 0.31 1555 0.08
1 0 1 0 2131 0.44 2073 0.08 1600 0.55 1600 0.09
1 1 0 0 21478 57.92 11876 0.12 17852 26.32 23216 0.07
1 1 0 0 20338 65.59 12105 0.1 17327 16.74 20675 0.08
1 1 0 0 19613 68.35 18580 0.1 18039 13.52 21013 0.08
1 1 0 0 24458 34.85 19304 0.1 15289 40.7 22578 0.1
1 1 0 0 19612 67.44 12247 0.11 15356 41.8 22316 0.05
1 1 1 0 7853 9.2 11626 0.08 7107 3.51 7878 0.07
1 1 1 0 9250 0.66 9103 0.08 6397 0.55 6397 0.06
1 1 1 0 9244 0.57 9124 0.07 6014 2.71 6541 0.08
1 1 1 0 9099 3.12 9665 0.08 6319 3.83 7028 0.06
1 1 1 0 8130 7.02 10162 0.06 6712 4.1 7269 0.08
0 0 0 1 5725 0.57 5554 0.08 4440 0.78 4440 0.06
0 0 0 1 4418 1.57 4863 0.07 3657 0.7 3662 0.06
0 0 0 1 4843 1.06 4861 0.06 3746 0.37 3746 0.06
0 0 0 1 5269 0.39 5108 0.09 4176 0.42 4176 0.07
0 0 0 1 5367 1.16 5422 0.07 4076 1.16 4088 0.07
0 0 1 1 2232 0.37 2073 0.06 2321 7.21 2220 0.06
0 0 1 1 1914 1.53 1889 0.07 1809 1.97 1781 0.08
0 0 1 1 1875 2.39 1782 0.08 1872 0.29 1863 0.09
0 0 1 1 2050 0.18 1874 0.1 2107 0.14 2101 0.08
0 0 1 1 2203 0.15 2021 0.09 2057 5.6 2015 0.1
0 1 0 1 17043 17.24 28548 0.06 17894 7.55 20029 0.09
0 1 0 1 14662 13.78 24540 0.07 16974 0.74 16974 0.06
0 1 0 1 24201 2.34 23917 0.08 17488 3.23 17626 0.07
0 1 0 1 25597 1.69 25289 0.08 18877 0.78 18877 0.08
0 1 0 1 25433 3.23 26822 0.05 18896 0.92 18896 0.06
0 1 1 1 9093 0.5 8580 0.05 7589 2.16 7589 0.06
0 1 1 1 7615 0.28 7372 0.09 6134 0.27 6134 0.07
0 1 1 1 7585 0.3 7325 0.07 6322 4.09 6319 0.09
0 1 1 1 7847 0.33 7331 0.09 6816 0.9 6763 0.07
0 1 1 1 7950 1.4 8355 0.07 6782 3.31 6782 0.08
1 0 0 1 12204 24.47 15344 0.09 9563 1.1 9559 0.08
1 0 0 1 5293 38.63 14008 0.08 8030 1.97 8023 0.07
1 0 0 1 6370 29.54 13452 0.09 8117 1.12 8117 0.07
1 0 0 1 5857 36.35 15126 0.08 8699 3.76 8820 0.09
1 0 0 1 14543 16.7 14743 0.06 8939 1.01 8939 0.06
1 0 1 1 3833 0.38 3652 0.07 2461 6.61 2577 0.08
1 0 1 1 3103 0.31 2966 0.07 2057 0.32 2057 0.09
1 0 1 1 2999 0.73 2931 0.05 2087 0.24 2064 0.09
1 0 1 1 3192 0.82 3284 0.08 2307 0.47 2284 0.1
1 0 1 1 3652 0.35 3497 0.07 2358 2.44 2389 0.05
1 1 0 1 37954 66.06 65867 0.1 29729 28.37 40828 0.07
1 1 0 1 37332 65.98 23200 0.13 26399 33.73 39180 0.08
1 1 0 1 36124 63.21 64279 0.08 27092 23.07 37865 0.06
1 1 0 1 35907 61.49 64414 0.08 25181 32.29 39094 0.06
1 1 0 1 37147 54.76 63151 0.08 31460 18.49 39491 0.07
1 1 1 1 14717 7.94 21524 0.08 12538 2.81 13584 0.08
1 1 1 1 8745 7.98 16915 0.07 7559 12.96 11127 0.07
1 1 1 1 15047 3.66 16831 0.08 11261 0.71 11261 0.08
1 1 1 1 18280 1.22 17868 0.08 11656 2.8 11892 0.05
1 1 1 1 14414 6.42 18849 0.07 12281 1.29 12281 0.08
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H L S T
c
FFD(min,knap) sec FFD(min,1by1) sec FFD(dif,knap) sec FFD(dif,1by1) sec
0 0 0 0 14316 1.14 14259 0.15 12867 1.12 12867 0.15
0 0 0 0 13561 1.27 13461 0.14 12049 1.32 12049 0.15
0 0 0 0 13798 1.01 13798 0.16 12265 0.96 12265 0.13
0 0 0 0 14383 0.93 14205 0.15 13032 1.97 13032 0.13
0 0 0 0 13687 0.82 13650 0.15 12045 0.97 12045 0.15
0 0 0 1 22009 1.26 21732 0.13 17451 1.37 17451 0.15
0 0 0 1 20998 1.14 20706 0.13 16614 1.02 16614 0.15
0 0 0 1 21410 0.83 21240 0.14 16805 1.18 16805 0.14
0 0 0 1 22127 0.92 21774 0.14 17640 0.94 17640 0.14
0 0 0 1 20619 1.61 20311 0.16 16244 2.26 16244 0.16
0 0 1 0 7175 0.38 7175 0.15 8301 1.4 8301 0.14
0 0 1 0 6845 0.36 6845 0.15 7714 0.41 7714 0.14
0 0 1 0 6925 0.4 6925 0.17 7900 2.61 7900 0.19
0 0 1 0 7296 0.37 7296 0.14 8417 6.36 8417 0.18
0 0 1 0 6828 0.38 6828 0.12 7792 6.99 7792 0.16
0 0 1 1 8786 0.65 8786 0.17 9123 6.04 9123 0.15
0 0 1 1 8432 0.35 8432 0.19 8494 4.21 8494 0.19
0 0 1 1 8515 0.4 8515 0.17 8704 3.59 8704 0.12
0 0 1 1 8892 0.39 8860 0.15 9221 0.82 9221 0.15
0 0 1 1 8385 0.43 8385 0.14 8584 1.88 8584 0.14
0 1 0 0 61744 8.32 61435 0.16 49743 1.96 49743 0.15
0 1 0 0 59188 1.79 55578 0.17 46501 3.08 47089 0.16
0 1 0 0 61053 1.69 60622 0.15 47041 2.96 47686 0.15
0 1 0 0 61895 3.57 61799 0.18 49021 5.89 49827 0.15
0 1 0 0 58661 1.8 56896 0.16 46522 2.83 47051 0.15
0 1 0 1 111657 2.67 107271 0.15 79029 1.82 79029 0.14
0 1 0 1 102332 5.28 97186 0.16 73736 1.68 73736 0.16
0 1 0 1 106658 2.17 105877 0.14 75237 1.94 75237 0.19
0 1 0 1 107067 3.84 107635 0.15 77146 2.31 77146 0.18
0 1 0 1 102446 2.14 98882 0.14 73206 2.14 73206 0.16
0 1 1 0 24547 0.81 24091 0.11 24234 0.89 24234 0.15
0 1 1 0 22385 0.85 22385 0.18 22270 2.96 22270 0.13
0 1 1 0 22455 0.77 22455 0.14 22761 6.96 22761 0.15
0 1 1 0 23837 0.98 23817 0.13 24206 1.88 24206 0.14
0 1 1 0 22476 0.68 22476 0.1 22695 0.71 22695 0.14
0 1 1 1 34711 0.64 34079 0.17 29705 0.88 29705 0.2
0 1 1 1 31783 0.81 31314 0.13 27594 2.98 27594 0.23
0 1 1 1 31821 0.45 31400 0.15 28023 1.59 28023 0.24
0 1 1 1 33354 0.62 33354 0.16 29538 0.81 29538 0.2
0 1 1 1 31679 0.37 31282 0.18 27974 3.42 27974 0.25
1 0 0 0 31624 4.96 31667 0.18 19370 21.16 20445 0.16
1 0 0 0 30075 4.87 30084 0.14 19199 10.86 19837 0.14
1 0 0 0 30278 9.36 30501 0.16 18583 15.69 19358 0.16
1 0 0 0 30835 9.05 31495 0.13 20280 3.66 20393 0.15
1 0 0 0 29194 2.63 29194 0.16 18828 3.26 18955 0.17
1 0 0 1 60332 9.95 60424 0.14 35055 22.07 37322 0.18
1 0 0 1 57417 5.32 57519 0.15 35780 4.03 36055 0.17
1 0 0 1 56808 13.81 58245 0.15 31656 28.62 35287 0.14
1 0 0 1 56556 23.08 60052 0.19 37205 2.07 36975 0.15
1 0 0 1 53532 15.04 55711 0.14 32253 18.44 34157 0.16
1 0 1 0 8345 0.98 8125 0.14 6761 0.98 6761 0.12
1 0 1 0 8100 0.89 7963 0.15 6367 1.46 6367 0.15
1 0 1 0 8029 1.76 8045 0.17 6438 0.77 6438 0.14
1 0 1 0 8300 0.96 8136 0.15 6753 1.31 6753 0.16
1 0 1 0 8002 0.87 7831 0.13 6428 0.96 6428 0.16
1 0 1 1 14192 0.83 13699 0.14 10210 0.97 10210 0.15
1 0 1 1 13827 0.86 13515 0.16 9496 3.13 9590 0.15
1 0 1 1 13893 0.82 13622 0.18 9688 2.1 9701 0.13
1 0 1 1 14048 0.83 13644 0.13 10024 0.77 10024 0.15
1 0 1 1 13583 1.57 13300 0.15 9618 1.54 9618 0.14
1 1 0 0 85750 208.81 76990 0.32 84151 38.21 93243 0.17
1 1 0 0 81505 254.36 49646 0.4 84193 11.72 86119 0.17
1 1 0 0 81247 237.34 74526 0.32 79896 38.86 89330 0.18
1 1 0 0 85234 210.68 82298 0.34 91123 15.18 93660 0.18
1 1 0 0 100062 124.89 73367 0.33 78716 42.87 88952 0.17
1 1 0 1 193706 123.55 261825 0.16 107733 149.99 161604 0.18
1 1 0 1 194400 124.21 266305 0.17 106595 142.47 156938 0.16
1 1 0 1 148762 268.32 145731 0.3 107939 139.65 155856 0.17
1 1 0 1 151758 248.87 266956 0.19 111319 120.56 159596 0.15
1 1 0 1 146630 265.9 263919 0.18 130563 83.39 153835 0.16
1 1 1 0 42059 4.25 42632 0.16 29075 10.47 30046 0.14
1 1 1 0 38969 2.87 39003 0.14 27798 2.57 27968 0.19
1 1 1 0 39558 1.52 39003 0.14 27730 4.84 28250 0.14
1 1 1 0 41425 5.28 41371 0.16 29388 5.29 29630 0.18
1 1 1 0 39532 1.5 39008 0.13 27753 8.13 28755 0.19
1 1 1 1 73993 8.05 78694 0.16 51373 1.36 51373 0.18
1 1 1 1 61021 16.81 72316 0.12 47912 1.92 47912 0.17
1 1 1 1 71071 4.97 72099 0.18 48669 2.45 48703 0.13
1 1 1 1 71768 7.27 76441 0.16 49903 1.59 49903 0.14
1 1 1 1 67048 9.45 72090 0.15 49120 1.4 49120 0.15
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H L S T
c
MFFD(min,knap) sec MFFD(min,1by1) sec MFFD(dif,knap) sec MFFD(dif,1by1) sec
0 0 0 0 3468 1.38 3649 0.06 3423 0.57 3363 0.08
0 0 0 0 2971 1.31 3076 0.09 2679 0.48 2679 0.06
0 0 0 0 3152 0.82 3149 0.09 2794 0.43 2779 0.06
0 0 0 0 3280 0.83 3407 0.08 3172 0.46 3168 0.08
0 0 0 0 3441 0.86 3342 0.07 3057 0.51 3057 0.07
0 0 1 0 1806 0.21 5635 0.08 4584 0.78 4398 0.07
0 0 1 0 1414 0.18 4800 0.07 3778 0.96 3748 0.08
0 0 1 0 1450 0.33 4830 0.08 3903 0.94 3842 0.07
0 0 1 0 1605 0.72 5259 0.05 4183 0.98 4151 0.07
0 0 1 0 1634 0.22 5183 0.08 4150 0.72 4055 0.04
0 1 0 0 15735 3.17 1805 0.06 2169 0.77 2108 0.08
0 1 0 0 12748 4.54 1447 0.07 1714 24.17 1600 0.08
0 1 0 0 12933 6.62 1488 0.07 1768 0.38 1660 0.08
0 1 0 0 13639 4.83 1648 0.09 1993 2.29 1859 0.1
0 1 0 0 13361 8.9 1572 0.06 1914 1.37 1884 0.09
0 1 1 0 6131 0.35 2156 0.07 2023 0.44 2245 0.1
0 1 1 0 5086 0.28 1730 0.08 1825 1.02 1651 0.1
0 1 1 0 5092 0.33 1806 0.07 1925 2.12 1712 0.09
0 1 1 0 5519 0.31 1975 0.07 2182 1.9 1919 0.07
0 1 1 0 5391 0.87 1930 0.06 2088 8.67 2061 0.09
1 0 0 0 5750 21.45 17147 0.07 12720 0.8 12720 0.07
1 0 0 0 5572 14.01 14438 0.06 10400 1.69 10400 0.06
1 0 0 0 5918 10.39 14850 0.08 10616 1.98 10673 0.07
1 0 0 0 5933 19.01 14514 0.09 11901 1.63 12064 0.06
1 0 0 0 7354 4.37 15869 0.08 11632 1.69 11678 0.08
1 0 1 0 1892 1.06 30300 0.08 18544 3.78 19491 0.06
1 0 1 0 1584 1.56 25579 0.08 15320 6.23 16407 0.09
1 0 1 0 1789 0.58 26335 0.06 16712 2.99 16839 0.06
1 0 1 0 1808 1.23 26494 0.06 17166 4.74 18347 0.08
1 0 1 0 2008 0.62 28224 0.08 18057 0.96 17713 0.06
1 1 0 0 25068 35.21 5943 0.08 6414 0.31 6305 0.07
1 1 0 0 21473 56.98 5018 0.08 5073 1.14 5073 0.08
1 1 0 0 22093 41.79 5057 0.07 5323 1.97 5323 0.05
1 1 0 0 21409 50.1 5302 0.07 5713 0.85 5685 0.07
1 1 0 0 24459 35.74 5679 0.07 5703 0.58 5651 0.06
1 1 1 0 11140 0.84 8309 0.08 7676 0.79 7570 0.06
1 1 1 0 8641 2.81 7104 0.07 6527 0.44 6320 0.08
1 1 1 0 6982 7.85 7031 0.05 6646 3.44 6568 0.08
1 1 1 0 9216 2.28 7360 0.06 7080 1.15 6985 0.08
1 1 1 0 8248 6.91 8133 0.08 6851 0.41 6605 0.09
0 0 0 1 5241 1.24 7968 0.09 4979 2.77 5177 0.06
0 0 0 1 4386 1.43 7238 0.09 4225 1.87 4240 0.08
0 0 0 1 4970 0.53 7239 0.08 4374 1.84 4326 0.06
0 0 0 1 4406 2.12 8058 0.08 4711 0.92 4711 0.06
0 0 0 1 5161 0.84 7799 0.09 4726 2.96 4829 0.08
0 0 1 1 2184 0.19 15166 0.07 8163 4.91 8847 0.07
0 0 1 1 1732 0.18 13901 0.08 6969 4.29 7771 0.07
0 0 1 1 1737 0.26 13875 0.06 7335 3.1 7878 0.08
0 0 1 1 1920 0.2 15435 0.08 7135 8.6 8682 0.07
0 0 1 1 1994 0.23 14978 0.07 7024 8.63 8430 0.06
0 1 0 1 27554 3.27 2103 0.06 1768 1.55 1730 0.08
0 1 0 1 23913 3.1 1738 0.06 1425 1 1380 0.08
0 1 0 1 25700 0.92 1788 0.09 1417 1.48 1412 0.08
0 1 0 1 25992 1.68 1903 0.08 1601 0.95 1558 0.07
0 1 0 1 25385 2.51 1982 0.08 1640 1.56 1581 0.06
0 1 1 1 8739 0.28 3549 0.07 2747 0.64 2606 0.06
0 1 1 1 7333 0.25 2920 0.08 2112 1.03 2108 0.06
0 1 1 1 6969 0.86 3010 0.07 2152 1.89 2124 0.08
0 1 1 1 7508 0.9 3185 0.08 2311 2.05 2344 0.09
0 1 1 1 7508 1.21 3342 0.06 2411 1.9 2440 0.06
1 0 0 1 10656 22.41 9790 0.11 16612 31.38 23096 0.07
1 0 0 1 10365 16.31 12373 0.11 16316 15.24 19181 0.08
1 0 0 1 9819 16.56 21467 0.11 16758 14 19073 0.07
1 0 0 1 10574 18.21 21987 0.1 15470 34.31 21989 0.07
1 0 0 1 14006 4.54 17973 0.11 15303 29.14 20999 0.08
1 0 1 1 3471 0.65 18547 0.11 28073 26.67 39226 0.08
1 0 1 1 2764 0.94 23699 0.11 27900 19.12 36277 0.06
1 0 1 1 2947 0.6 36581 0.1 25259 22.21 35165 0.06
1 0 1 1 3319 0.56 32291 0.11 34655 10.64 37736 0.09
1 0 1 1 2864 1.65 22200 0.11 27012 24.61 37916 0.07
1 1 0 1 36655 66.56 11239 0.08 6603 7.85 7776 0.09
1 1 0 1 46177 39.16 9531 0.08 6038 2.37 6248 0.08
1 1 0 1 37718 55.59 9283 0.08 6427 1.16 6501 0.08
1 1 0 1 36875 63.66 9800 0.05 6961 0.67 6629 0.08
1 1 0 1 37828 62.23 10334 0.07 7013 1.41 6982 0.09
1 1 1 1 11658 10.89 20878 0.08 10387 5.55 12829 0.12
1 1 1 1 16540 1.14 17741 0.06 8702 6.79 10691 0.12
1 1 1 1 12175 6.94 17235 0.07 11592 0.64 11215 0.1
1 1 1 1 8517 11.38 18151 0.07 11058 2.19 11343 0.13
1 1 1 1 14725 6.11 19273 0.07 11551 1.47 11683 0.12
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H L S T
c
MFFD(min,knap) sec MFFD(min,1by1) sec MFFD(dif,knap) sec MFFD(dif,1by1) sec
0 0 0 0 14198 0.84 13794 0.15 12887 1.22 12887 0.15
0 0 0 0 13575 3.26 13556 0.15 12087 1.53 12087 0.15
0 0 0 0 13731 0.99 13422 0.16 12433 0.87 12433 0.14
0 0 0 0 13861 3.27 14118 0.16 13094 2.55 13094 0.14
0 0 0 0 13489 0.97 13251 0.16 12176 2.11 12176 0.15
0 0 0 1 21464 1.61 31642 0.14 18763 7.37 19433 0.16
0 0 0 1 20853 2.25 30295 0.13 17897 13.39 18926 0.17
0 0 0 1 20919 1.86 30882 0.15 18176 5.72 18606 0.14
0 0 0 1 20654 4.29 31012 0.15 17147 23.81 19327 0.16
0 0 0 1 20884 0.83 29195 0.13 17685 6.9 18262 0.16
0 0 1 0 6943 0.6 65948 0.15 48621 1.7 48475 0.16
0 0 1 0 6576 0.56 62182 0.17 45167 3.21 45431 0.15
0 0 1 0 6710 0.78 62000 0.17 46381 3.71 46600 0.14
0 0 1 0 7080 0.62 64355 0.16 48338 1.71 48025 0.18
0 0 1 0 6624 0.81 61184 0.13 45118 1.93 45118 0.15
0 0 1 1 8569 0.9 6943 0.15 8500 3.85 8432 0.15
0 0 1 1 8124 0.41 6576 0.14 7959 0.44 7959 0.15
0 0 1 1 8258 0.39 6710 0.14 8071 1 8071 0.16
0 0 1 1 8664 0.6 7080 0.14 8601 0.98 8601 0.15
0 0 1 1 8181 0.45 6624 0.15 7965 5.23 7964 0.17
0 1 0 0 62445 6.12 21513 0.17 17761 1.76 17689 0.15
0 1 0 0 59210 3.14 21200 0.15 16720 2.68 16720 0.16
0 1 0 0 60383 1.61 20925 0.18 16942 2.41 16857 0.12
0 1 0 0 62742 1.6 21897 0.17 17414 2.12 17414 0.16
0 1 0 0 57523 7.21 20669 0.15 16653 2.59 16550 0.19
0 1 0 1 99203 20.88 40458 0.46 81979 37.48 91129 0.15
0 1 0 1 104664 1.88 75784 0.39 72315 45.72 80783 0.16
0 1 0 1 105486 1.98 74999 0.37 62690 104.48 85919 0.16
0 1 0 1 109957 1.73 75443 0.38 64687 155.66 90443 0.14
0 1 0 1 101090 4.72 67102 0.41 73286 61.61 83610 0.16
0 1 1 0 23872 1 8252 0.16 6791 1.96 6674 0.17
0 1 1 0 22022 0.67 8001 0.13 6354 1.3 6276 0.15
0 1 1 0 22302 0.62 7776 0.14 6446 1.13 6438 0.16
0 1 1 0 23970 0.6 8252 0.18 6743 1.99 6743 0.15
0 1 1 0 22659 0.52 7997 0.14 6412 1.53 6361 0.16
0 1 1 1 34067 1.03 60508 0.18 33262 10.72 35895 0.17
0 1 1 1 31414 0.55 58012 0.18 32034 10.51 33987 0.15
0 1 1 1 31703 0.52 59265 0.19 33169 3.89 33156 0.14
0 1 1 1 33972 0.51 59251 0.18 32485 10.69 34538 0.15
0 1 1 1 32149 0.53 55811 0.18 32073 3.5 32417 0.14
1 0 0 0 25609 48.56 23576 0.14 24682 1.21 24676 0.15
1 0 0 0 29874 7.22 22020 0.14 22623 5.28 22623 0.17
1 0 0 0 30024 2.6 22102 0.16 23137 1.93 23137 0.14
1 0 0 0 30819 2.71 23917 0.14 24596 1.97 24596 0.14
1 0 0 0 26804 26.42 22451 0.16 23187 2.99 23135 0.15
1 0 0 1 45576 56.36 116957 0.15 73838 7.01 76428 0.17
1 0 0 1 57705 2.29 110272 0.16 69115 5.69 71127 0.16
1 0 0 1 57186 4.56 109789 0.14 70389 4.59 71460 0.17
1 0 0 1 58749 2.24 113271 0.16 73456 2.9 74116 0.17
1 0 0 1 55291 2.43 107794 0.13 68915 2.74 70313 0.16
1 0 1 0 7995 1.86 8512 0.17 9190 2.81 9387 0.16
1 0 1 0 8075 0.94 8124 0.15 8913 2.23 8913 0.16
1 0 1 0 8026 0.74 8258 0.16 9001 0.99 8972 0.17
1 0 1 0 8221 1.38 8664 0.15 9540 0.38 8993 0.17
1 0 1 0 7966 0.76 8181 0.16 8910 5.59 8854 0.17
1 0 1 1 13381 1.6 42899 0.15 29283 1.24 28961 0.14
1 0 1 1 12446 2.64 40658 0.11 27224 5.2 27773 0.15
1 0 1 1 12905 2.76 39523 0.13 27474 4.36 27980 0.15
1 0 1 1 14071 0.72 42494 0.14 28143 5.51 29007 0.15
1 0 1 1 12361 3.28 40105 0.14 28002 3.74 28280 0.16
1 1 0 0 124179 40.88 76893 0.41 110035 96.71 154780 0.17
1 1 0 0 90617 178.99 147443 0.35 111174 84.21 151152 0.18
1 1 0 0 90835 173.01 146573 0.37 144952 13.8 149721 0.14
1 1 0 0 89842 184.18 147921 0.32 113882 84.83 154818 0.17
1 1 0 0 87735 184.86 131306 0.37 117286 68.23 148023 0.16
1 1 0 1 188234 129.33 14091 0.14 10337 1.21 10120 0.13
1 1 0 1 164510 186.84 13552 0.15 9807 1.83 9654 0.15
1 1 0 1 152080 220.8 13169 0.15 9723 1.66 9551 0.16
1 1 0 1 159737 203.13 13666 0.13 10136 2.29 10114 0.14
1 1 0 1 157998 203.24 13652 0.16 9863 1.19 9659 0.14
1 1 1 0 42232 2.58 33284 0.16 30171 4.57 30136 0.16
1 1 1 0 39012 2.61 31337 0.14 27892 2.95 27892 0.15
1 1 1 0 38680 2.46 31077 0.17 28775 1.22 28707 0.17
1 1 1 0 41370 1.45 33326 0.16 30171 1.53 30089 0.16
1 1 1 0 39579 1.29 31767 0.15 28861 2.08 28861 0.16
1 1 1 1 76896 3.83 79908 0.15 41165 19.85 49621 0.15
1 1 1 1 71618 2.46 75840 0.13 45949 2.35 46291 0.12
1 1 1 1 71300 2.4 73354 0.16 42833 11.88 47638 0.12
1 1 1 1 76573 1.27 78971 0.14 40688 21.58 48747 0.16
1 1 1 1 67913 11.1 74263 0.14 39682 18.98 47749 0.17
Table A.6: For 200 jobs, results of the heuristics using MFFD
Chapter B
Computational Results for
PSGA
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Chapter B. Computational Results for PSGA 94
H L S T
c
NJOB Seed MFFD(dif) MFFD(dif,1by1) Local Search
obj % dec cpu sec
0 0 0 0 100 548863 3024 3024 2983 1 210
0 0 0 0 100 568873 3025 3025 2956 2 217
0 0 0 0 100 532411 3443 3443 3292 4 183
0 0 0 0 100 783667 3324 3324 3247 2 201
0 0 0 0 100 486274 3655 3655 3455 5 184
1 0 0 0 100 548863 4879 4809 4551 7 232
1 0 0 0 100 568873 4678 4623 4407 6 216
1 0 0 0 100 532411 5535 5462 5103 8 240
1 0 0 0 100 783667 5114 5051 4856 5 225
1 0 0 0 100 486274 5266 5266 5054 4 215
0 1 0 0 100 548863 11400 11400 11008 3 188
0 1 0 0 100 568873 11768 11768 11429 3 189
0 1 0 0 100 532411 12817 12817 12139 5 186
0 1 0 0 100 783667 12358 12358 12005 3 190
0 1 0 0 100 486274 13030 13030 12581 3 183
0 0 1 0 100 548863 1906 1906 1897 0 826
0 0 1 0 100 568873 1924 1924 1920 0 1005
0 0 1 0 100 532411 2080 2080 2068 1 1143
0 0 1 0 100 783667 2099 2099 2096 0 1239
0 0 1 0 100 486274 2278 2278 2261 1 976
0 0 0 1 100 548863 4261 4261 4037 5 192
0 0 0 1 100 568873 4235 4235 4096 3 204
0 0 0 1 100 532411 4716 4716 4576 3 188
0 0 0 1 100 783667 4610 4610 4503 2 191
0 0 0 1 100 486274 4719 4719 4586 3 193
1 1 0 0 100 548863 20663 20663 16419 21 583
1 1 0 0 100 568873 21000 21000 16955 19 503
1 1 0 0 100 532411 23045 20362 17763 23 650
1 1 0 0 100 783667 22798 22798 17163 25 592
1 1 0 0 100 486274 22328 21859 17902 20 626
1 0 1 0 100 548863 1566 1566 1527 3 243
1 0 1 0 100 568873 1578 1578 1526 3 246
1 0 1 0 100 532411 1760 1760 1719 2 205
1 0 1 0 100 783667 1739 1739 1701 2 216
1 0 1 0 100 486274 1829 1794 1752 4 179
1 0 0 1 100 548863 9097 9097 7952 13 224
1 0 0 1 100 568873 8406 8406 7690 9 222
1 0 0 1 100 532411 10102 10102 9036 11 209
1 0 0 1 100 783667 9286 9286 8685 6 222
1 0 0 1 100 486274 9790 9451 9022 8 214
0 1 1 0 100 548863 5477 5477 5301 3 207
0 1 1 0 100 568873 5654 5654 5549 2 195
0 1 1 0 100 532411 5968 5968 5730 4 207
0 1 1 0 100 783667 6165 6165 5996 3 235
0 1 1 0 100 486274 6515 6515 6316 3 194
0 1 0 1 100 548863 18011 18011 17111 5 193
0 1 0 1 100 568873 18019 18019 17601 2 185
0 1 0 1 100 532411 20069 19543 18686 7 193
0 1 0 1 100 783667 19577 19577 18597 5 191
0 1 0 1 100 486274 20589 20589 19562 5 187
0 0 1 1 100 548863 2074 2074 2066 0 1394
0 0 1 1 100 568873 2089 2089 2077 1 1351
0 0 1 1 100 532411 2261 2261 2245 1 1297
0 0 1 1 100 783667 2282 2282 2277 0 1633
0 0 1 1 100 486274 2479 2479 2452 1 1316
1 1 1 0 100 548863 6863 6762 6439 6 185
1 1 1 0 100 568873 7070 7011 6801 4 181
1 1 1 0 100 532411 7406 7195 6987 6 190
1 1 1 0 100 783667 7628 7628 7155 6 179
1 1 1 0 100 486274 7658 7658 7396 3 176
1 1 0 1 100 548863 37533 36831 28302 25 537
1 1 0 1 100 568873 39799 35822 29444 26 608
1 1 0 1 100 532411 41047 34910 29962 27 635
1 1 0 1 100 783667 38278 36935 29745 22 585
1 1 0 1 100 486274 40457 38225 30286 25 658
1 0 1 1 100 548863 2393 2393 2306 4 237
1 0 1 1 100 568873 2383 2383 2306 3 266
1 0 1 1 100 532411 2692 2692 2572 4 195
1 0 1 1 100 783667 2663 2663 2588 3 218
1 0 1 1 100 486274 2713 2713 2569 5 193
0 1 1 1 100 548863 6768 6768 6567 3 227
0 1 1 1 100 568873 6914 6914 6824 1 258
0 1 1 1 100 532411 7165 7165 7088 1 307
0 1 1 1 100 783667 7636 7565 7231 5 189
0 1 1 1 100 486274 7710 7710 7609 1 274
1 1 1 1 100 548863 11703 11298 10842 7 191
1 1 1 1 100 568873 11981 11981 11300 6 189
1 1 1 1 100 532411 12118 12118 11881 2 180
1 1 1 1 100 783667 13138 12837 12329 6 175
1 1 1 1 100 486274 13043 13043 12414 5 181
Table B.1: Results of PSGA for parameter set 1
Chapter B. Computational Results for PSGA 95
H L S T
c
NJOB Seed MFFD(dif) MFFD(dif,1by1) Local Search
obj % dec cpu sec
0 0 0 0 100 548863 3024 3024 2982 1 208
0 0 0 0 100 568873 3025 3025 2949 3 204
0 0 0 0 100 532411 3443 3443 3306 4 182
0 0 0 0 100 783667 3324 3324 3240 3 193
0 0 0 0 100 486274 3655 3655 3459 5 180
1 0 0 0 100 548863 4879 4817 4564 6 244
1 0 0 0 100 568873 4678 4678 4456 5 210
1 0 0 0 100 532411 5535 5464 5095 8 264
1 0 0 0 100 783667 5114 5050 4819 6 224
1 0 0 0 100 486274 5266 5266 4934 6 231
0 1 0 0 100 548863 11400 11400 11004 3 185
0 1 0 0 100 568873 11768 11768 11424 3 186
0 1 0 0 100 532411 12817 12817 12166 5 191
0 1 0 0 100 783667 12358 12358 12003 3 189
0 1 0 0 100 486274 13030 13030 12569 4 184
0 0 1 0 100 548863 1906 1906 1897 0 948
0 0 1 0 100 568873 1924 1924 1920 0 1021
0 0 1 0 100 532411 2080 2080 2068 1 1227
0 0 1 0 100 783667 2099 2099 2096 0 1295
0 0 1 0 100 486274 2278 2278 2262 1 1082
0 0 0 1 100 548863 4261 4261 4084 4 189
0 0 0 1 100 568873 4235 4235 4092 3 202
0 0 0 1 100 532411 4716 4716 4590 3 183
0 0 0 1 100 783667 4610 4610 4493 3 191
0 0 0 1 100 486274 4719 4719 4599 3 190
1 1 0 0 100 548863 20663 20663 16700 19 606
1 1 0 0 100 568873 21000 20740 16467 22 573
1 1 0 0 100 532411 23045 22876 17156 26 675
1 1 0 0 100 783667 22798 20404 17591 23 666
1 1 0 0 100 486274 22328 22328 18043 19 632
1 0 1 0 100 548863 1566 1566 1529 2 240
1 0 1 0 100 568873 1578 1578 1527 3 247
1 0 1 0 100 532411 1760 1760 1719 2 205
1 0 1 0 100 783667 1739 1739 1702 2 218
1 0 1 0 100 486274 1829 1796 1757 4 185
1 0 0 1 100 548863 9097 9097 7859 14 231
1 0 0 1 100 568873 8406 8394 7711 8 221
1 0 0 1 100 532411 10102 10102 9159 9 204
1 0 0 1 100 783667 9286 9252 8773 6 216
1 0 0 1 100 486274 9790 9790 9016 8 227
0 1 1 0 100 548863 5477 5477 5298 3 235
0 1 1 0 100 568873 5654 5654 5536 2 193
0 1 1 0 100 532411 5968 5968 5745 4 208
0 1 1 0 100 783667 6165 6165 6008 3 246
0 1 1 0 100 486274 6515 6515 6308 3 195
0 1 0 1 100 548863 18011 18011 16994 6 196
0 1 0 1 100 568873 18019 18019 17569 3 188
0 1 0 1 100 532411 20069 20069 18701 7 194
0 1 0 1 100 783667 19577 19577 18506 5 199
0 1 0 1 100 486274 20589 20589 19441 6 187
0 0 1 1 100 548863 2074 2074 2066 0 1036
0 0 1 1 100 568873 2089 2089 2081 0 1066
0 0 1 1 100 532411 2261 2261 2244 1 1159
0 0 1 1 100 783667 2282 2282 2276 0 1291
0 0 1 1 100 486274 2479 2479 2454 1 1027
1 1 1 0 100 548863 6863 6828 6446 6 186
1 1 1 0 100 568873 7070 7012 6748 5 185
1 1 1 0 100 532411 7406 7284 6965 6 196
1 1 1 0 100 783667 7628 7628 7282 5 185
1 1 1 0 100 486274 7658 7658 7382 4 177
1 1 0 1 100 548863 37533 36862 29099 22 545
1 1 0 1 100 568873 39799 39516 29988 25 615
1 1 0 1 100 532411 41047 40773 30294 26 694
1 1 0 1 100 783667 38278 37551 29637 23 622
1 1 0 1 100 486274 40457 38218 30140 26 680
1 0 1 1 100 548863 2393 2393 2309 4 256
1 0 1 1 100 568873 2383 2383 2303 3 269
1 0 1 1 100 532411 2692 2692 2570 5 198
1 0 1 1 100 783667 2663 2663 2593 3 219
1 0 1 1 100 486274 2713 2713 2569 5 209
0 1 1 1 100 548863 6768 6768 6578 3 223
0 1 1 1 100 568873 6914 6914 6822 1 257
0 1 1 1 100 532411 7165 7165 7073 1 326
0 1 1 1 100 783667 7636 7565 7233 5 196
0 1 1 1 100 486274 7710 7710 7608 1 280
1 1 1 1 100 548863 11703 11428 10866 7 198
1 1 1 1 100 568873 11981 11981 11284 6 194
1 1 1 1 100 532411 12118 12118 11833 2 182
1 1 1 1 100 783667 13138 13116 12237 7 189
1 1 1 1 100 486274 13043 13043 12318 6 184
Table B.2: Results of PSGA for parameter set 2
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H L S T
c
NJOB Seed MFFD(dif) MFFD(dif,1by1) Local Search
obj % dec cpu sec
0 0 0 0 100 548863 3024 3024 2974 2 203
0 0 0 0 100 568873 3025 3025 2958 2 215
0 0 0 0 100 532411 3443 3443 3295 4 171
0 0 0 0 100 783667 3324 3324 3250 2 194
0 0 0 0 100 486274 3655 3655 3468 5 181
1 0 0 0 100 548863 4879 4822 4573 6 209
1 0 0 0 100 568873 4678 4678 4478 4 206
1 0 0 0 100 532411 5535 5531 5126 7 222
1 0 0 0 100 783667 5114 5037 4872 5 215
1 0 0 0 100 486274 5266 5266 4997 5 210
0 1 0 0 100 548863 11400 11400 11031 3 185
0 1 0 0 100 568873 11768 11768 11444 3 187
0 1 0 0 100 532411 12817 12817 12190 5 185
0 1 0 0 100 783667 12358 12358 12008 3 187
0 1 0 0 100 486274 13030 13030 12593 3 181
0 0 1 0 100 548863 1906 1906 1897 0 780
0 0 1 0 100 568873 1924 1924 1917 0 851
0 0 1 0 100 532411 2080 2080 2068 1 944
0 0 1 0 100 783667 2099 2099 2096 0 998
0 0 1 0 100 486274 2278 2278 2260 1 842
0 0 0 1 100 548863 4261 4261 4040 5 191
0 0 0 1 100 568873 4235 4235 4092 3 202
0 0 0 1 100 532411 4716 4716 4586 3 188
0 0 0 1 100 783667 4610 4610 4529 2 194
0 0 0 1 100 486274 4719 4719 4596 3 182
1 1 0 0 100 548863 20663 19579 16660 19 491
1 1 0 0 100 568873 21000 20748 17024 19 394
1 1 0 0 100 532411 23045 22403 17260 25 571
1 1 0 0 100 783667 22798 22798 17520 23 456
1 1 0 0 100 486274 22328 22328 17824 20 466
1 0 1 0 100 548863 1566 1566 1523 3 233
1 0 1 0 100 568873 1578 1578 1527 3 252
1 0 1 0 100 532411 1760 1760 1720 2 206
1 0 1 0 100 783667 1739 1739 1703 2 215
1 0 1 0 100 486274 1829 1794 1749 4 183
1 0 0 1 100 548863 9097 9097 8107 11 216
1 0 0 1 100 568873 8406 8398 7867 6 210
1 0 0 1 100 532411 10102 10102 9050 10 213
1 0 0 1 100 783667 9286 9286 8619 7 219
1 0 0 1 100 486274 9790 9790 8893 9 212
0 1 1 0 100 548863 5477 5477 5300 3 205
0 1 1 0 100 568873 5654 5654 5568 2 202
0 1 1 0 100 532411 5968 5968 5743 4 212
0 1 1 0 100 783667 6165 6165 6016 2 242
0 1 1 0 100 486274 6515 6515 6317 3 201
0 1 0 1 100 548863 18011 18011 17022 5 188
0 1 0 1 100 568873 18019 18019 17673 2 184
0 1 0 1 100 532411 20069 19875 18987 5 190
0 1 0 1 100 783667 19577 19431 18707 4 193
0 1 0 1 100 486274 20589 20589 19550 5 188
0 0 1 1 100 548863 2074 2074 2061 1 825
0 0 1 1 100 568873 2089 2089 2077 1 894
0 0 1 1 100 532411 2261 2261 2244 1 959
0 0 1 1 100 783667 2282 2282 2276 0 1009
0 0 1 1 100 486274 2479 2479 2452 1 872
1 1 1 0 100 548863 6863 6697 6474 6 184
1 1 1 0 100 568873 7070 6936 6806 4 180
1 1 1 0 100 532411 7406 7232 7041 5 188
1 1 1 0 100 783667 7628 7603 7234 5 176
1 1 1 0 100 486274 7658 7658 7413 3 175
1 1 0 1 100 548863 37533 36843 29651 21 423
1 1 0 1 100 568873 39799 35815 29260 26 469
1 1 0 1 100 532411 41047 40771 30556 26 561
1 1 0 1 100 783667 38278 37844 29806 22 449
1 1 0 1 100 486274 40457 39625 30037 26 563
1 0 1 1 100 548863 2393 2393 2306 4 233
1 0 1 1 100 568873 2383 2383 2299 4 247
1 0 1 1 100 532411 2692 2692 2564 5 199
1 0 1 1 100 783667 2663 2663 2582 3 219
1 0 1 1 100 486274 2713 2713 2581 5 181
0 1 1 1 100 548863 6768 6768 6571 3 231
0 1 1 1 100 568873 6914 6914 6858 1 248
0 1 1 1 100 532411 7165 7165 7094 1 284
0 1 1 1 100 783667 7636 7565 7251 5 186
0 1 1 1 100 486274 7710 7710 7624 1 274
1 1 1 1 100 548863 11703 11428 10983 6 191
1 1 1 1 100 568873 11981 11981 11358 5 189
1 1 1 1 100 532411 12118 12118 11836 2 185
1 1 1 1 100 783667 13138 13138 12309 6 184
1 1 1 1 100 486274 13043 12931 12361 5 182
Table B.3: Results of PSGA for parameter set 3
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H L S T
c
NJOB Seed MFFD(dif) MFFD(dif,1by1) Local Search
obj % dec cpu sec
0 0 0 0 100 548863 3024 3024 2987 1 203
0 0 0 0 100 568873 3025 3025 2962 2 212
0 0 0 0 100 532411 3443 3443 3299 4 171
0 0 0 0 100 783667 3324 3324 3253 2 191
0 0 0 0 100 486274 3655 3655 3460 5 178
1 0 0 0 100 548863 4879 4838 4614 5 210
1 0 0 0 100 568873 4678 4678 4468 4 204
1 0 0 0 100 532411 5535 5513 5106 8 225
1 0 0 0 100 783667 5114 5071 4855 5 214
1 0 0 0 100 486274 5266 5266 5033 4 210
0 1 0 0 100 548863 11400 11400 11000 4 185
0 1 0 0 100 568873 11768 11768 11451 3 186
0 1 0 0 100 532411 12817 12817 12207 5 186
0 1 0 0 100 783667 12358 12358 12020 3 187
0 1 0 0 100 486274 13030 13030 12640 3 181
0 0 1 0 100 548863 1906 1906 1898 0 756
0 0 1 0 100 568873 1924 1924 1917 0 833
0 0 1 0 100 532411 2080 2080 2068 1 977
0 0 1 0 100 783667 2099 2099 2097 0 968
0 0 1 0 100 486274 2278 2278 2263 1 843
0 0 0 1 100 548863 4261 4261 4063 5 191
0 0 0 1 100 568873 4235 4235 4094 3 201
0 0 0 1 100 532411 4716 4716 4588 3 188
0 0 0 1 100 783667 4610 4610 4487 3 191
0 0 0 1 100 486274 4719 4719 4599 3 183
1 1 0 0 100 548863 20663 20571 16604 20 416
1 1 0 0 100 568873 21000 20746 16965 19 391
1 1 0 0 100 532411 23045 19371 17708 23 523
1 1 0 0 100 783667 22798 22798 17414 24 407
1 1 0 0 100 486274 22328 21445 17430 22 484
1 0 1 0 100 548863 1566 1566 1531 2 236
1 0 1 0 100 568873 1578 1578 1530 3 251
1 0 1 0 100 532411 1760 1760 1717 2 208
1 0 1 0 100 783667 1739 1739 1707 2 221
1 0 1 0 100 486274 1829 1794 1759 4 184
1 0 0 1 100 548863 9097 9097 8061 11 220
1 0 0 1 100 568873 8406 8406 7881 6 212
1 0 0 1 100 532411 10102 10078 9031 11 216
1 0 0 1 100 783667 9286 9286 8621 7 217
1 0 0 1 100 486274 9790 9790 8681 11 213
0 1 1 0 100 548863 5477 5477 5303 3 208
0 1 1 0 100 568873 5654 5654 5554 2 204
0 1 1 0 100 532411 5968 5968 5743 4 212
0 1 1 0 100 783667 6165 6165 5981 3 232
0 1 1 0 100 486274 6515 6515 6320 3 205
0 1 0 1 100 548863 18011 18011 17153 5 191
0 1 0 1 100 568873 18019 18019 17598 2 188
0 1 0 1 100 532411 20069 20069 18971 5 191
0 1 0 1 100 783667 19577 19362 18653 5 192
0 1 0 1 100 486274 20589 20589 19600 5 190
0 0 1 1 100 548863 2074 2074 2061 1 797
0 0 1 1 100 568873 2089 2089 2077 1 876
0 0 1 1 100 532411 2261 2261 2245 1 1008
0 0 1 1 100 783667 2282 2282 2277 0 988
0 0 1 1 100 486274 2479 2479 2453 1 865
1 1 1 0 100 548863 6863 6768 6479 6 184
1 1 1 0 100 568873 7070 6961 6812 4 179
1 1 1 0 100 532411 7406 7154 7015 5 188
1 1 1 0 100 783667 7628 7628 7214 5 179
1 1 1 0 100 486274 7658 7658 7416 3 177
1 1 0 1 100 548863 37533 37471 29303 22 445
1 1 0 1 100 568873 39799 38445 29270 26 448
1 1 0 1 100 532411 41047 36687 30644 25 534
1 1 0 1 100 783667 38278 35841 30510 20 459
1 1 0 1 100 486274 40457 38210 30078 26 549
1 0 1 1 100 548863 2393 2393 2318 3 230
1 0 1 1 100 568873 2383 2383 2303 3 249
1 0 1 1 100 532411 2692 2692 2576 4 198
1 0 1 1 100 783667 2663 2663 2585 3 216
1 0 1 1 100 486274 2713 2713 2581 5 178
0 1 1 1 100 548863 6768 6768 6567 3 228
0 1 1 1 100 568873 6914 6914 6811 1 241
0 1 1 1 100 532411 7165 7165 7093 1 277
0 1 1 1 100 783667 7636 7565 7235 5 189
0 1 1 1 100 486274 7710 7710 7629 1 273
1 1 1 1 100 548863 11703 11350 11008 6 186
1 1 1 1 100 568873 11981 11981 11422 5 189
1 1 1 1 100 532411 12118 12118 11974 1 187
1 1 1 1 100 783667 13138 12955 12370 6 182
1 1 1 1 100 486274 13043 13043 12444 5 182
Table B.4: Results of PSGA for parameter set 4
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H L S T
c
NJOB Seed MFFD(dif) MFFD(dif,1by1) Local Search
obj % dec cpu sec
0 0 0 0 100 548863 3024 3024 2993 1 203
0 0 0 0 100 568873 3025 3025 2959 2 217
0 0 0 0 100 532411 3443 3443 3301 4 173
0 0 0 0 100 783667 3324 3324 3255 2 194
0 0 0 0 100 486274 3655 3655 3477 5 182
1 0 0 0 100 548863 4879 4835 4621 5 213
1 0 0 0 100 568873 4678 4678 4482 4 206
1 0 0 0 100 532411 5535 5465 5182 6 227
1 0 0 0 100 783667 5114 5050 4855 5 216
1 0 0 0 100 486274 5266 5266 5060 4 212
0 1 0 0 100 548863 11400 11400 11020 3 186
0 1 0 0 100 568873 11768 11768 11426 3 188
0 1 0 0 100 532411 12817 12664 12185 5 187
0 1 0 0 100 783667 12358 12358 12036 3 189
0 1 0 0 100 486274 13030 13030 12607 3 183
0 0 1 0 100 548863 1906 1906 1897 0 759
0 0 1 0 100 568873 1924 1924 1917 0 843
0 0 1 0 100 532411 2080 2080 2068 1 951
0 0 1 0 100 783667 2099 2099 2098 0 971
0 0 1 0 100 486274 2278 2278 2262 1 864
0 0 0 1 100 548863 4261 4261 4052 5 190
0 0 0 1 100 568873 4235 4235 4086 4 203
0 0 0 1 100 532411 4716 4716 4595 3 194
0 0 0 1 100 783667 4610 4610 4477 3 193
0 0 0 1 100 486274 4719 4719 4590 3 184
1 1 0 0 100 548863 20663 20663 16467 20 426
1 1 0 0 100 568873 21000 20749 17058 19 386
1 1 0 0 100 532411 23045 20556 17210 25 529
1 1 0 0 100 783667 22798 22798 17279 24 416
1 1 0 0 100 486274 22328 22209 17788 20 479
1 0 1 0 100 548863 1566 1566 1526 3 237
1 0 1 0 100 568873 1578 1578 1529 3 255
1 0 1 0 100 532411 1760 1760 1714 3 208
1 0 1 0 100 783667 1739 1739 1707 2 224
1 0 1 0 100 486274 1829 1796 1757 4 184
1 0 0 1 100 548863 9097 9097 8125 11 216
1 0 0 1 100 568873 8406 8406 7930 6 212
1 0 0 1 100 532411 10102 10102 9208 9 214
1 0 0 1 100 783667 9286 9286 8674 7 216
1 0 0 1 100 486274 9790 9790 8963 8 213
0 1 1 0 100 548863 5477 5477 5307 3 207
0 1 1 0 100 568873 5654 5654 5547 2 203
0 1 1 0 100 532411 5968 5968 5755 4 213
0 1 1 0 100 783667 6165 6165 5987 3 238
0 1 1 0 100 486274 6515 6515 6331 3 203
0 1 0 1 100 548863 18011 18011 17029 5 190
0 1 0 1 100 568873 18019 18019 17625 2 187
0 1 0 1 100 532411 20069 20069 19035 5 192
0 1 0 1 100 783667 19577 19479 18684 5 190
0 1 0 1 100 486274 20589 20335 19519 5 190
0 0 1 1 100 548863 2074 2074 2061 1 797
0 0 1 1 100 568873 2089 2089 2077 1 874
0 0 1 1 100 532411 2261 2261 2245 1 962
0 0 1 1 100 783667 2282 2282 2277 0 992
0 0 1 1 100 486274 2479 2479 2456 1 875
1 1 1 0 100 548863 6863 6568 6452 6 184
1 1 1 0 100 568873 7070 7007 6823 4 182
1 1 1 0 100 532411 7406 7179 7009 5 186
1 1 1 0 100 783667 7628 7628 7263 5 180
1 1 1 0 100 486274 7658 7658 7432 3 176
1 1 0 1 100 548863 37533 36834 29198 22 423
1 1 0 1 100 568873 39799 36354 29836 25 454
1 1 0 1 100 532411 41047 40445 30595 25 520
1 1 0 1 100 783667 38278 36924 29484 23 470
1 1 0 1 100 486274 40457 40369 30333 25 559
1 0 1 1 100 548863 2393 2393 2308 4 239
1 0 1 1 100 568873 2383 2383 2301 3 258
1 0 1 1 100 532411 2692 2692 2587 4 206
1 0 1 1 100 783667 2663 2663 2586 3 224
1 0 1 1 100 486274 2713 2713 2575 5 185
0 1 1 1 100 548863 6768 6768 6562 3 235
0 1 1 1 100 568873 6914 6914 6802 2 248
0 1 1 1 100 532411 7165 7165 7102 1 287
0 1 1 1 100 783667 7636 7565 7249 5 194
0 1 1 1 100 486274 7710 7710 7629 1 284
1 1 1 1 100 548863 11703 11458 11070 5 191
1 1 1 1 100 568873 11981 11981 11435 5 194
1 1 1 1 100 532411 12118 12118 11894 2 189
1 1 1 1 100 783667 13138 12921 12368 6 187
1 1 1 1 100 486274 13043 13043 12546 4 183
Table B.5: Results of PSGA for parameter set 5
Chapter B. Computational Results for PSGA 99
H L S T
c
NJOB Seed MFFD(dif) MFFD(dif,1by1) Local Search
obj % dec cpu sec
0 0 0 0 100 548863 3024 3024 2983 1 208
0 0 0 0 100 568873 3025 3025 2961 2 219
0 0 0 0 100 532411 3443 3443 3306 4 178
0 0 0 0 100 783667 3324 3324 3250 2 200
0 0 0 0 100 486274 3655 3655 3471 5 185
1 0 0 0 100 548863 4879 4822 4606 6 212
1 0 0 0 100 568873 4678 4678 4479 4 209
1 0 0 0 100 532411 5535 5443 5138 7 226
1 0 0 0 100 783667 5114 5054 4884 5 215
1 0 0 0 100 486274 5266 5266 4986 5 210
0 1 0 0 100 548863 11400 11400 11032 3 189
0 1 0 0 100 568873 11768 11768 11464 3 191
0 1 0 0 100 532411 12817 12817 12244 4 190
0 1 0 0 100 783667 12358 12358 12046 3 191
0 1 0 0 100 486274 13030 13030 12597 3 187
0 0 1 0 100 548863 1906 1906 1898 0 743
0 0 1 0 100 568873 1924 1924 1917 0 834
0 0 1 0 100 532411 2080 2080 2068 1 946
0 0 1 0 100 783667 2099 2099 2096 0 954
0 0 1 0 100 486274 2278 2278 2261 1 839
0 0 0 1 100 548863 4261 4261 4069 5 196
0 0 0 1 100 568873 4235 4235 4091 3 209
0 0 0 1 100 532411 4716 4716 4592 3 194
0 0 0 1 100 783667 4610 4610 4465 3 198
0 0 0 1 100 486274 4719 4719 4610 2 186
1 1 0 0 100 548863 20663 19861 16852 18 388
1 1 0 0 100 568873 21000 20737 17084 19 368
1 1 0 0 100 532411 23045 22877 17333 25 499
1 1 0 0 100 783667 22798 22798 17202 25 367
1 1 0 0 100 486274 22328 22209 17827 20 421
1 0 1 0 100 548863 1566 1566 1527 3 236
1 0 1 0 100 568873 1578 1578 1527 3 246
1 0 1 0 100 532411 1760 1760 1719 2 210
1 0 1 0 100 783667 1739 1739 1705 2 224
1 0 1 0 100 486274 1829 1794 1758 4 190
1 0 0 1 100 548863 9097 9097 8150 10 216
1 0 0 1 100 568873 8406 8406 7826 7 210
1 0 0 1 100 532411 10102 10102 9060 10 213
1 0 0 1 100 783667 9286 9286 8734 6 213
1 0 0 1 100 486274 9790 9790 8786 10 209
0 1 1 0 100 548863 5477 5477 5307 3 213
0 1 1 0 100 568873 5654 5654 5538 2 211
0 1 1 0 100 532411 5968 5968 5749 4 220
0 1 1 0 100 783667 6165 6165 5978 3 242
0 1 1 0 100 486274 6515 6515 6330 3 213
0 1 0 1 100 548863 18011 18011 17152 5 196
0 1 0 1 100 568873 18019 18019 17615 2 197
0 1 0 1 100 532411 20069 20069 19003 5 197
0 1 0 1 100 783667 19577 19292 18521 5 197
0 1 0 1 100 486274 20589 20423 19625 5 196
0 0 1 1 100 548863 2074 2074 2061 1 767
0 0 1 1 100 568873 2089 2089 2077 1 867
0 0 1 1 100 532411 2261 2261 2245 1 977
0 0 1 1 100 783667 2282 2282 2277 0 979
0 0 1 1 100 486274 2479 2479 2453 1 845
1 1 1 0 100 548863 6863 6784 6507 5 187
1 1 1 0 100 568873 7070 7039 6803 4 184
1 1 1 0 100 532411 7406 7200 7030 5 191
1 1 1 0 100 783667 7628 7526 7272 5 186
1 1 1 0 100 486274 7658 7658 7435 3 183
1 1 0 1 100 548863 37533 36838 29134 22 399
1 1 0 1 100 568873 39799 37779 30156 24 395
1 1 0 1 100 532411 41047 34914 30921 25 474
1 1 0 1 100 783667 38278 37847 29106 24 424
1 1 0 1 100 486274 40457 38191 30040 26 474
1 0 1 1 100 548863 2393 2393 2315 3 235
1 0 1 1 100 568873 2383 2383 2284 4 250
1 0 1 1 100 532411 2692 2692 2574 4 203
1 0 1 1 100 783667 2663 2663 2598 2 220
1 0 1 1 100 486274 2713 2713 2581 5 184
0 1 1 1 100 548863 6768 6768 6527 4 233
0 1 1 1 100 568873 6914 6914 6818 1 247
0 1 1 1 100 532411 7165 7165 7105 1 283
0 1 1 1 100 783667 7636 7565 7257 5 194
0 1 1 1 100 486274 7710 7710 7653 1 280
1 1 1 1 100 548863 11703 11311 10967 6 192
1 1 1 1 100 568873 11981 11981 11443 4 192
1 1 1 1 100 532411 12118 12118 11907 2 190
1 1 1 1 100 783667 13138 12856 12467 5 185
1 1 1 1 100 486274 13043 13043 12514 4 185
Table B.6: Results of PSGA for parameter set 6
Chapter B. Computational Results for PSGA 100
H L S T
c
NJOB Seed MFFD(dif) MFFD(dif,1by1) Local Search
obj % dec cpu sec
0 0 0 0 100 548863 3024 3024 2989 1 209
0 0 0 0 100 568873 3025 3025 2960 2 220
0 0 0 0 100 532411 3443 3435 3301 4 176
0 0 0 0 100 783667 3324 3324 3251 2 201
0 0 0 0 100 486274 3655 3655 3458 5 188
1 0 0 0 100 548863 4879 4789 4583 6 217
1 0 0 0 100 568873 4678 4628 4477 4 211
1 0 0 0 100 532411 5535 5535 5148 7 235
1 0 0 0 100 783667 5114 5060 4855 5 216
1 0 0 0 100 486274 5266 5266 5070 4 210
0 1 0 0 100 548863 11400 11400 11032 3 190
0 1 0 0 100 568873 11768 11768 11463 3 188
0 1 0 0 100 532411 12817 12817 12198 5 189
0 1 0 0 100 783667 12358 12358 12062 2 186
0 1 0 0 100 486274 13030 13030 12597 3 184
0 0 1 0 100 548863 1906 1906 1898 0 731
0 0 1 0 100 568873 1924 1924 1917 0 863
0 0 1 0 100 532411 2080 2080 2068 1 940
0 0 1 0 100 783667 2099 2099 2097 0 963
0 0 1 0 100 486274 2278 2278 2261 1 837
0 0 0 1 100 548863 4261 4190 4100 4 192
0 0 0 1 100 568873 4235 4235 4071 4 202
0 0 0 1 100 532411 4716 4716 4580 3 189
0 0 0 1 100 783667 4610 4610 4501 2 195
0 0 0 1 100 486274 4719 4719 4601 3 185
1 1 0 0 100 548863 20663 19513 16689 19 390
1 1 0 0 100 568873 21000 20784 17201 18 347
1 1 0 0 100 532411 23045 20342 17340 25 613
1 1 0 0 100 783667 22798 22549 17447 23 344
1 1 0 0 100 486274 22328 22328 17776 20 418
1 0 1 0 100 548863 1566 1566 1527 3 236
1 0 1 0 100 568873 1578 1578 1529 3 237
1 0 1 0 100 532411 1760 1760 1707 3 205
1 0 1 0 100 783667 1739 1739 1706 2 221
1 0 1 0 100 486274 1829 1794 1755 4 189
1 0 0 1 100 548863 9097 8676 8109 11 209
1 0 0 1 100 568873 8406 8406 7850 7 213
1 0 0 1 100 532411 10102 10071 9124 10 209
1 0 0 1 100 783667 9286 9286 8474 9 225
1 0 0 1 100 486274 9790 9790 8949 9 212
0 1 1 0 100 548863 5477 5477 5290 3 210
0 1 1 0 100 568873 5654 5654 5536 2 205
0 1 1 0 100 532411 5968 5968 5754 4 214
0 1 1 0 100 783667 6165 6165 6003 3 237
0 1 1 0 100 486274 6515 6515 6328 3 206
0 1 0 1 100 548863 18011 18011 17081 5 188
0 1 0 1 100 568873 18019 18019 17707 2 187
0 1 0 1 100 532411 20069 19315 18827 6 190
0 1 0 1 100 783667 19577 19577 18607 5 192
0 1 0 1 100 486274 20589 20589 19515 5 190
0 0 1 1 100 548863 2074 2074 2061 1 740
0 0 1 1 100 568873 2089 2089 2077 1 795
0 0 1 1 100 532411 2261 2261 2245 1 903
0 0 1 1 100 783667 2282 2282 2277 0 976
0 0 1 1 100 486274 2479 2479 2456 1 850
1 1 1 0 100 548863 6863 6544 6474 6 186
1 1 1 0 100 568873 7070 6961 6841 3 187
1 1 1 0 100 532411 7406 7230 7035 5 185
1 1 1 0 100 783667 7628 7583 7307 4 184
1 1 1 0 100 486274 7658 7658 7432 3 180
1 1 0 1 100 548863 37533 31178 29322 22 400
1 1 0 1 100 568873 39799 39511 30354 24 354
1 1 0 1 100 532411 41047 41047 30769 25 485
1 1 0 1 100 783667 38278 37301 30190 21 420
1 1 0 1 100 486274 40457 39637 30223 25 421
1 0 1 1 100 548863 2393 2384 2300 4 232
1 0 1 1 100 568873 2383 2383 2303 3 247
1 0 1 1 100 532411 2692 2692 2578 4 204
1 0 1 1 100 783667 2663 2663 2588 3 219
1 0 1 1 100 486274 2713 2696 2593 4 186
0 1 1 1 100 548863 6768 6768 6569 3 226
0 1 1 1 100 568873 6914 6914 6796 2 245
0 1 1 1 100 532411 7165 7165 7112 1 277
0 1 1 1 100 783667 7636 7565 7261 5 190
0 1 1 1 100 486274 7710 7710 7679 0 277
1 1 1 1 100 548863 11703 11188 11076 5 188
1 1 1 1 100 568873 11981 11981 11451 4 189
1 1 1 1 100 532411 12118 12118 12025 1 185
1 1 1 1 100 783667 13138 13138 12421 5 185
1 1 1 1 100 486274 13043 13043 12464 4 186
Table B.7: Results of PSGA for parameter set 7
Chapter B. Computational Results for PSGA 101
H L S T
c
NJOB Seed MFFD(dif) MFFD(dif,1by1) Local Search
obj % dec cpu sec
0 0 0 0 100 548863 3024 3024 2986 1 125
0 0 0 0 100 568873 3025 3025 2957 2 127
0 0 0 0 100 532411 3443 3443 3294 4 115
0 0 0 0 100 783667 3324 3324 3240 3 117
0 0 0 0 100 486274 3655 3655 3476 5 111
1 0 0 0 100 548863 4879 4815 4551 7 134
1 0 0 0 100 568873 4678 4678 4417 6 126
1 0 0 0 100 532411 5535 5535 5077 8 153
1 0 0 0 100 783667 5114 5067 4861 5 134
1 0 0 0 100 486274 5266 5266 4960 6 125
0 1 0 0 100 548863 11400 11400 10989 4 112
0 1 0 0 100 568873 11768 11768 11424 3 113
0 1 0 0 100 532411 12817 12817 12189 5 114
0 1 0 0 100 783667 12358 12358 11989 3 113
0 1 0 0 100 486274 13030 13030 12584 3 109
0 0 1 0 100 548863 1906 1906 1897 0 558
0 0 1 0 100 568873 1924 1924 1920 0 573
0 0 1 0 100 532411 2080 2080 2070 1 770
0 0 1 0 100 783667 2099 2099 2099 0 807
0 0 1 0 100 486274 2278 2278 2261 1 578
0 0 0 1 100 548863 4261 4261 4059 5 115
0 0 0 1 100 568873 4235 4235 4091 3 123
0 0 0 1 100 532411 4716 4716 4580 3 115
0 0 0 1 100 783667 4610 4610 4509 2 116
0 0 0 1 100 486274 4719 4719 4579 3 116
1 1 0 0 100 548863 20663 19564 16708 19 340
1 1 0 0 100 568873 21000 20756 18130 14 316
1 1 0 0 100 532411 23045 19144 18184 21 412
1 1 0 0 100 783667 22798 22798 18117 21 364
1 1 0 0 100 486274 22328 22328 18887 15 358
1 0 1 0 100 548863 1566 1566 1529 2 148
1 0 1 0 100 568873 1578 1578 1528 3 156
1 0 1 0 100 532411 1760 1760 1723 2 126
1 0 1 0 100 783667 1739 1739 1700 2 126
1 0 1 0 100 486274 1829 1796 1757 4 112
1 0 0 1 100 548863 9097 8866 7993 12 131
1 0 0 1 100 568873 8406 8386 7703 8 133
1 0 0 1 100 532411 10102 10102 8961 11 131
1 0 0 1 100 783667 9286 9286 8406 9 138
1 0 0 1 100 486274 9790 9465 8829 10 146
0 1 1 0 100 548863 5477 5477 5305 3 138
0 1 1 0 100 568873 5654 5654 5564 2 120
0 1 1 0 100 532411 5968 5968 5743 4 128
0 1 1 0 100 783667 6165 6165 5991 3 152
0 1 1 0 100 486274 6515 6515 6307 3 121
0 1 0 1 100 548863 18011 18011 16909 6 121
0 1 0 1 100 568873 18019 18019 17525 3 112
0 1 0 1 100 532411 20069 19973 18880 6 117
0 1 0 1 100 783667 19577 19577 18544 5 116
0 1 0 1 100 486274 20589 20589 19424 6 113
0 0 1 1 100 548863 2074 2074 2065 0 640
0 0 1 1 100 568873 2089 2089 2081 0 646
0 0 1 1 100 532411 2261 2261 2248 1 626
0 0 1 1 100 783667 2282 2282 2276 0 791
0 0 1 1 100 486274 2479 2479 2452 1 686
1 1 1 0 100 548863 6863 6759 6453 6 115
1 1 1 0 100 568873 7070 7065 6770 4 111
1 1 1 0 100 532411 7406 7256 6993 6 116
1 1 1 0 100 783667 7628 7628 7216 5 109
1 1 1 0 100 486274 7658 7658 7395 3 110
1 1 0 1 100 548863 37533 34033 28363 24 343
1 1 0 1 100 568873 39799 39799 29275 26 362
1 1 0 1 100 532411 41047 41047 29751 28 402
1 1 0 1 100 783667 38278 37586 28903 24 358
1 1 0 1 100 486274 40457 38221 29969 26 408
1 0 1 1 100 548863 2393 2393 2311 3 157
1 0 1 1 100 568873 2383 2383 2295 4 164
1 0 1 1 100 532411 2692 2692 2580 4 121
1 0 1 1 100 783667 2663 2663 2587 3 138
1 0 1 1 100 486274 2713 2713 2583 5 125
0 1 1 1 100 548863 6768 6768 6598 3 144
0 1 1 1 100 568873 6914 6914 6845 1 170
0 1 1 1 100 532411 7165 7165 7080 1 196
0 1 1 1 100 783667 7636 7565 7313 4 111
0 1 1 1 100 486274 7710 7710 7609 1 165
1 1 1 1 100 548863 11703 11488 10927 7 118
1 1 1 1 100 568873 11981 11968 11261 6 114
1 1 1 1 100 532411 12118 12118 11928 2 109
1 1 1 1 100 783667 13138 13124 12252 7 110
1 1 1 1 100 486274 13043 13043 12396 5 112
Table B.8: Results of PSGA for parameter set 8
Chapter B. Computational Results for PSGA 102
H L S T
c
NJOB Seed MFFD(dif) MFFD(dif,1by1) Local Search
obj % dec cpu sec
0 0 0 0 100 548863 3024 3024 2976 2 125
0 0 0 0 100 568873 3025 3025 2947 3 127
0 0 0 0 100 532411 3443 3443 3291 4 109
0 0 0 0 100 783667 3324 3324 3237 3 116
0 0 0 0 100 486274 3655 3655 3465 5 106
1 0 0 0 100 548863 4879 4818 4571 6 139
1 0 0 0 100 568873 4678 4601 4398 6 125
1 0 0 0 100 532411 5535 5442 5114 8 147
1 0 0 0 100 783667 5114 5072 4899 4 128
1 0 0 0 100 486274 5266 5266 5061 4 123
0 1 0 0 100 548863 11400 11400 10971 4 112
0 1 0 0 100 568873 11768 11768 11420 3 111
0 1 0 0 100 532411 12817 12766 12145 5 112
0 1 0 0 100 783667 12358 12358 11933 3 114
0 1 0 0 100 486274 13030 13030 12566 4 110
0 0 1 0 100 548863 1906 1906 1898 0 466
0 0 1 0 100 568873 1924 1924 1920 0 604
0 0 1 0 100 532411 2080 2080 2068 1 750
0 0 1 0 100 783667 2099 2099 2097 0 683
0 0 1 0 100 486274 2278 2278 2261 1 591
0 0 0 1 100 548863 4261 4261 4048 5 115
0 0 0 1 100 568873 4235 4235 4105 3 120
0 0 0 1 100 532411 4716 4716 4574 3 115
0 0 0 1 100 783667 4610 4610 4461 3 113
0 0 0 1 100 486274 4719 4719 4589 3 115
1 1 0 0 100 548863 20663 20663 16344 21 313
1 1 0 0 100 568873 21000 20739 17289 18 307
1 1 0 0 100 532411 23045 22891 17692 23 372
1 1 0 0 100 783667 22798 22798 17307 24 335
1 1 0 0 100 486274 22328 21371 17582 21 353
1 0 1 0 100 548863 1566 1566 1527 3 142
1 0 1 0 100 568873 1578 1578 1525 3 149
1 0 1 0 100 532411 1760 1760 1719 2 124
1 0 1 0 100 783667 1739 1739 1701 2 128
1 0 1 0 100 486274 1829 1794 1750 4 111
1 0 0 1 100 548863 9097 9097 7983 12 132
1 0 0 1 100 568873 8406 8406 7846 7 130
1 0 0 1 100 532411 10102 10102 8927 12 149
1 0 0 1 100 783667 9286 9286 8458 9 147
1 0 0 1 100 486274 9790 9453 8849 10 130
0 1 1 0 100 548863 5477 5477 5290 3 126
0 1 1 0 100 568873 5654 5654 5533 2 116
0 1 1 0 100 532411 5968 5968 5727 4 124
0 1 1 0 100 783667 6165 6165 5978 3 139
0 1 1 0 100 486274 6515 6515 6303 3 118
0 1 0 1 100 548863 18011 18011 16961 6 115
0 1 0 1 100 568873 18019 18019 17558 3 111
0 1 0 1 100 532411 20069 20069 18854 6 117
0 1 0 1 100 783667 19577 19374 18417 6 117
0 1 0 1 100 486274 20589 20457 19465 5 110
0 0 1 1 100 548863 2074 2074 2065 0 597
0 0 1 1 100 568873 2089 2089 2077 1 613
0 0 1 1 100 532411 2261 2261 2245 1 713
0 0 1 1 100 783667 2282 2282 2276 0 727
0 0 1 1 100 486274 2479 2479 2452 1 620
1 1 1 0 100 548863 6863 6863 6437 6 112
1 1 1 0 100 568873 7070 7033 6749 5 110
1 1 1 0 100 532411 7406 7232 6990 6 116
1 1 1 0 100 783667 7628 7628 7225 5 107
1 1 1 0 100 486274 7658 7658 7380 4 106
1 1 0 1 100 548863 37533 37447 28959 23 304
1 1 0 1 100 568873 39799 38437 29046 27 344
1 1 0 1 100 532411 41047 41047 30499 26 387
1 1 0 1 100 783667 38278 37860 29149 24 342
1 1 0 1 100 486274 40457 39645 30132 26 381
1 0 1 1 100 548863 2393 2393 2312 3 144
1 0 1 1 100 568873 2383 2383 2283 4 153
1 0 1 1 100 532411 2692 2692 2585 4 118
1 0 1 1 100 783667 2663 2663 2583 3 132
1 0 1 1 100 486274 2713 2713 2569 5 130
0 1 1 1 100 548863 6768 6768 6520 4 133
0 1 1 1 100 568873 6914 6914 6805 2 156
0 1 1 1 100 532411 7165 7165 7083 1 190
0 1 1 1 100 783667 7636 7565 7222 5 123
0 1 1 1 100 486274 7710 7710 7598 1 164
1 1 1 1 100 548863 11703 11401 10849 7 119
1 1 1 1 100 568873 11981 11981 11309 6 116
1 1 1 1 100 532411 12118 12118 11981 1 108
1 1 1 1 100 783667 13138 13138 12274 7 112
1 1 1 1 100 486274 13043 13043 12292 6 110
Table B.9: Results of PSGA for parameter set 9
Chapter B. Computational Results for PSGA 103
H L S T
c
NJOB Seed MFFD(dif) MFFD(dif,1by1) Local Search
obj % dec cpu sec
0 0 0 0 100 548863 3024 3024 2972 2 124
0 0 0 0 100 568873 3025 3025 2947 3 125
0 0 0 0 100 532411 3443 3443 3298 4 110
0 0 0 0 100 783667 3324 3324 3246 2 119
0 0 0 0 100 486274 3655 3655 3459 5 108
1 0 0 0 100 548863 4879 4805 4549 7 133
1 0 0 0 100 568873 4678 4678 4457 5 123
1 0 0 0 100 532411 5535 5503 5104 8 154
1 0 0 0 100 783667 5114 5037 4896 4 127
1 0 0 0 100 486274 5266 5266 4989 5 126
0 1 0 0 100 548863 11400 11400 10979 4 111
0 1 0 0 100 568873 11768 11768 11424 3 113
0 1 0 0 100 532411 12817 12817 12203 5 113
0 1 0 0 100 783667 12358 12358 11972 3 113
0 1 0 0 100 486274 13030 13030 12547 4 112
0 0 1 0 100 548863 1906 1906 1897 0 475
0 0 1 0 100 568873 1924 1924 1917 0 574
0 0 1 0 100 532411 2080 2080 2068 1 692
0 0 1 0 100 783667 2099 2099 2096 0 707
0 0 1 0 100 486274 2278 2278 2261 1 636
0 0 0 1 100 548863 4261 4261 4031 5 115
0 0 0 1 100 568873 4235 4235 4053 4 120
0 0 0 1 100 532411 4716 4716 4570 3 112
0 0 0 1 100 783667 4610 4610 4457 3 114
0 0 0 1 100 486274 4719 4719 4593 3 117
1 1 0 0 100 548863 20663 20663 16385 21 311
1 1 0 0 100 568873 21000 20625 16694 21 293
1 1 0 0 100 532411 23045 19151 17317 25 372
1 1 0 0 100 783667 22798 22798 17586 23 306
1 1 0 0 100 486274 22328 21450 17393 22 343
1 0 1 0 100 548863 1566 1566 1527 3 149
1 0 1 0 100 568873 1578 1578 1525 3 149
1 0 1 0 100 532411 1760 1760 1706 3 123
1 0 1 0 100 783667 1739 1739 1700 2 129
1 0 1 0 100 486274 1829 1794 1754 4 111
1 0 0 1 100 548863 9097 9097 8042 12 132
1 0 0 1 100 568873 8406 8382 7772 8 134
1 0 0 1 100 532411 10102 10102 9022 11 137
1 0 0 1 100 783667 9286 9286 8545 8 139
1 0 0 1 100 486274 9790 9790 8898 9 135
0 1 1 0 100 548863 5477 5477 5287 3 128
0 1 1 0 100 568873 5654 5654 5534 2 118
0 1 1 0 100 532411 5968 5968 5730 4 126
0 1 1 0 100 783667 6165 6165 5961 3 139
0 1 1 0 100 486274 6515 6515 6295 3 120
0 1 0 1 100 548863 18011 18011 17016 6 116
0 1 0 1 100 568873 18019 18019 17461 3 112
0 1 0 1 100 532411 20069 20069 18932 6 117
0 1 0 1 100 783667 19577 19577 18523 5 115
0 1 0 1 100 486274 20589 20589 19345 6 113
0 0 1 1 100 548863 2074 2074 2063 1 600
0 0 1 1 100 568873 2089 2089 2077 1 621
0 0 1 1 100 532411 2261 2261 2245 1 687
0 0 1 1 100 783667 2282 2282 2276 0 677
0 0 1 1 100 486274 2479 2479 2454 1 638
1 1 1 0 100 548863 6863 6707 6464 6 111
1 1 1 0 100 568873 7070 7056 6719 5 111
1 1 1 0 100 532411 7406 7175 7001 5 116
1 1 1 0 100 783667 7628 7628 7215 5 108
1 1 1 0 100 486274 7658 7658 7375 4 108
1 1 0 1 100 548863 37533 36835 28820 23 310
1 1 0 1 100 568873 39799 39107 29913 25 328
1 1 0 1 100 532411 41047 38267 30211 26 330
1 1 0 1 100 783667 38278 35833 30343 21 299
1 1 0 1 100 486274 40457 39654 30531 25 352
1 0 1 1 100 548863 2393 2393 2302 4 146
1 0 1 1 100 568873 2383 2383 2292 4 158
1 0 1 1 100 532411 2692 2692 2568 5 120
1 0 1 1 100 783667 2663 2663 2575 3 133
1 0 1 1 100 486274 2713 2713 2570 5 120
0 1 1 1 100 548863 6768 6768 6521 4 135
0 1 1 1 100 568873 6914 6914 6755 2 147
0 1 1 1 100 532411 7165 7165 7077 1 192
0 1 1 1 100 783667 7636 7565 7227 5 118
0 1 1 1 100 486274 7710 7710 7619 1 169
1 1 1 1 100 548863 11703 11458 11006 6 113
1 1 1 1 100 568873 11981 11951 11379 5 114
1 1 1 1 100 532411 12118 12118 11942 1 110
1 1 1 1 100 783667 13138 13138 12318 6 107
1 1 1 1 100 486274 13043 13043 12409 5 112
Table B.10: Results of PSGA for parameter set 10
Chapter B. Computational Results for PSGA 104
H L S T
c
NJOB Seed MFFD(dif) MFFD(dif,1by1) Local Search
obj % dec cpu sec
0 0 0 0 100 548863 3024 3024 2972 2 205
0 0 0 0 100 568873 3025 3025 2945 3 206
0 0 0 0 100 532411 3443 3443 3297 4 184
0 0 0 0 100 783667 3324 3324 3241 3 194
0 0 0 0 100 486274 3655 3655 3454 6 179
1 0 0 0 100 548863 4879 4879 4547 7 221
1 0 0 0 100 568873 4678 4621 4421 5 209
1 0 0 0 100 532411 5535 5443 5056 9 254
1 0 0 0 100 783667 5114 5049 4814 6 219
1 0 0 0 100 486274 5266 5266 4976 6 207
0 1 0 0 100 548863 11400 11400 10979 4 186
0 1 0 0 100 568873 11768 11768 11391 3 187
0 1 0 0 100 532411 12817 12817 12118 5 185
0 1 0 0 100 783667 12358 12358 11982 3 189
0 1 0 0 100 486274 13030 13030 12553 4 183
0 0 1 0 100 548863 1906 1906 1897 0 814
0 0 1 0 100 568873 1924 1924 1917 0 968
0 0 1 0 100 532411 2080 2080 2068 1 1188
0 0 1 0 100 783667 2099 2099 2096 0 1243
0 0 1 0 100 486274 2278 2278 2261 1 999
0 0 0 1 100 548863 4261 4261 4025 6 186
0 0 0 1 100 568873 4235 4235 4048 4 199
0 0 0 1 100 532411 4716 4716 4563 3 186
0 0 0 1 100 783667 4610 4610 4446 4 188
0 0 0 1 100 486274 4719 4719 4577 3 193
1 1 0 0 100 548863 20663 20413 16437 20 518
1 1 0 0 100 568873 21000 20786 16962 19 491
1 1 0 0 100 532411 23045 23045 18061 22 684
1 1 0 0 100 783667 22798 22798 17265 24 569
1 1 0 0 100 486274 22328 22328 17788 20 560
1 0 1 0 100 548863 1566 1566 1524 3 248
1 0 1 0 100 568873 1578 1578 1525 3 245
1 0 1 0 100 532411 1760 1760 1705 3 206
1 0 1 0 100 783667 1739 1739 1700 2 210
1 0 1 0 100 486274 1829 1796 1750 4 184
1 0 0 1 100 548863 9097 9097 7933 13 227
1 0 0 1 100 568873 8406 8406 7778 7 212
1 0 0 1 100 532411 10102 10102 8865 12 212
1 0 0 1 100 783667 9286 9252 8703 6 211
1 0 0 1 100 486274 9790 9790 8816 10 222
0 1 1 0 100 548863 5477 5477 5289 3 207
0 1 1 0 100 568873 5654 5654 5527 2 196
0 1 1 0 100 532411 5968 5968 5728 4 209
0 1 1 0 100 783667 6165 6165 5956 3 231
0 1 1 0 100 486274 6515 6515 6294 3 200
0 1 0 1 100 548863 18011 18011 16893 6 195
0 1 0 1 100 568873 18019 18019 17387 4 186
0 1 0 1 100 532411 20069 20024 18648 7 196
0 1 0 1 100 783667 19577 19407 18327 6 196
0 1 0 1 100 486274 20589 20589 19251 7 193
0 0 1 1 100 548863 2074 2074 2061 1 1010
0 0 1 1 100 568873 2089 2089 2077 1 1051
0 0 1 1 100 532411 2261 2261 2245 1 1197
0 0 1 1 100 783667 2282 2282 2276 0 1197
0 0 1 1 100 486274 2479 2479 2452 1 1079
1 1 1 0 100 548863 6863 6753 6400 7 189
1 1 1 0 100 568873 7070 7058 6696 5 186
1 1 1 0 100 532411 7406 7179 6992 6 195
1 1 1 0 100 783667 7628 7605 7179 6 180
1 1 1 0 100 486274 7658 7658 7370 4 178
1 1 0 1 100 548863 37533 36857 29252 22 481
1 1 0 1 100 568873 39799 39097 28916 27 516
1 1 0 1 100 532411 41047 38853 30232 26 600
1 1 0 1 100 783667 38278 37843 29449 23 569
1 1 0 1 100 486274 40457 39645 29882 26 625
1 0 1 1 100 548863 2393 2393 2299 4 241
1 0 1 1 100 568873 2383 2383 2285 4 266
1 0 1 1 100 532411 2692 2692 2563 5 198
1 0 1 1 100 783667 2663 2663 2573 3 224
1 0 1 1 100 486274 2713 2713 2566 5 203
0 1 1 1 100 548863 6768 6768 6510 4 224
0 1 1 1 100 568873 6914 6914 6754 2 246
0 1 1 1 100 532411 7165 7165 7065 1 315
0 1 1 1 100 783667 7636 7565 7216 6 203
0 1 1 1 100 486274 7710 7710 7606 1 281
1 1 1 1 100 548863 11703 11533 10936 7 193
1 1 1 1 100 568873 11981 11981 11185 7 191
1 1 1 1 100 532411 12118 12118 11863 2 183
1 1 1 1 100 783667 13138 13066 12298 6 184
1 1 1 1 100 486274 13043 13043 12316 6 185
Table B.11: Results of PSGA for parameter set 11
Chapter B. Computational Results for PSGA 105
H L S T
c
NJOB Seed MFFD(dif) MFFD(dif,1by1) Local Search
obj % dec cpu sec
0 0 0 0 100 548863 3024 3024 2969 2 210
0 0 0 0 100 568873 3025 3025 2946 3 209
0 0 0 0 100 532411 3443 3443 3292 4 195
0 0 0 0 100 783667 3324 3324 3238 3 198
0 0 0 0 100 486274 3655 3655 3435 6 186
1 0 0 0 100 548863 4879 4822 4520 7 233
1 0 0 0 100 568873 4678 4613 4424 5 206
1 0 0 0 100 532411 5535 5510 5156 7 221
1 0 0 0 100 783667 5114 5037 4855 5 218
1 0 0 0 100 486274 5266 5266 5046 4 205
0 1 0 0 100 548863 11400 11400 10943 4 188
0 1 0 0 100 568873 11768 11768 11410 3 189
0 1 0 0 100 532411 12817 12817 12118 5 188
0 1 0 0 100 783667 12358 12358 11951 3 188
0 1 0 0 100 486274 13030 13030 12571 4 184
0 0 1 0 100 548863 1906 1906 1896 1 988
0 0 1 0 100 568873 1924 1924 1918 0 1076
0 0 1 0 100 532411 2080 2080 2068 1 1254
0 0 1 0 100 783667 2099 2099 2096 0 1320
0 0 1 0 100 486274 2278 2278 2261 1 1059
0 0 0 1 100 548863 4261 4261 4040 5 194
0 0 0 1 100 568873 4235 4235 4086 4 202
0 0 0 1 100 532411 4716 4716 4575 3 189
0 0 0 1 100 783667 4610 4610 4492 3 194
0 0 0 1 100 486274 4719 4719 4583 3 197
1 1 0 0 100 548863 20663 19779 16440 20 571
1 1 0 0 100 568873 21000 20743 16565 21 501
1 1 0 0 100 532411 23045 22554 17018 26 697
1 1 0 0 100 783667 22798 22798 17386 24 657
1 1 0 0 100 486274 22328 21846 17599 21 617
1 0 1 0 100 548863 1566 1566 1526 3 249
1 0 1 0 100 568873 1578 1578 1525 3 253
1 0 1 0 100 532411 1760 1760 1720 2 222
1 0 1 0 100 783667 1739 1739 1701 2 217
1 0 1 0 100 486274 1829 1794 1764 4 185
1 0 0 1 100 548863 9097 8849 7986 12 229
1 0 0 1 100 568873 8406 8394 7728 8 218
1 0 0 1 100 532411 10102 10102 8872 12 220
1 0 0 1 100 783667 9286 9286 8715 6 217
1 0 0 1 100 486274 9790 9644 8963 8 218
0 1 1 0 100 548863 5477 5477 5306 3 220
0 1 1 0 100 568873 5654 5654 5561 2 199
0 1 1 0 100 532411 5968 5968 5750 4 214
0 1 1 0 100 783667 6165 6165 5983 3 255
0 1 1 0 100 486274 6515 6515 6301 3 200
0 1 0 1 100 548863 18011 18011 16863 6 205
0 1 0 1 100 568873 18019 18019 17559 3 188
0 1 0 1 100 532411 20069 20069 18826 6 195
0 1 0 1 100 783667 19577 19214 18442 6 198
0 1 0 1 100 486274 20589 20589 19404 6 192
0 0 1 1 100 548863 2074 2074 2065 0 1067
0 0 1 1 100 568873 2089 2089 2081 0 1098
0 0 1 1 100 532411 2261 2261 2245 1 1271
0 0 1 1 100 783667 2282 2282 2276 0 1377
0 0 1 1 100 486274 2479 2479 2452 1 1089
1 1 1 0 100 548863 6863 6734 6418 6 193
1 1 1 0 100 568873 7070 6935 6757 4 185
1 1 1 0 100 532411 7406 7216 6954 6 193
1 1 1 0 100 783667 7628 7628 7198 6 185
1 1 1 0 100 486274 7658 7658 7368 4 184
1 1 0 1 100 548863 37533 33604 29125 22 543
1 1 0 1 100 568873 39799 39799 29185 27 581
1 1 0 1 100 532411 41047 41047 30101 27 598
1 1 0 1 100 783667 38278 36405 29026 24 615
1 1 0 1 100 486274 40457 40457 29761 26 632
1 0 1 1 100 548863 2393 2393 2304 4 264
1 0 1 1 100 568873 2383 2383 2289 4 262
1 0 1 1 100 532411 2692 2692 2567 5 199
1 0 1 1 100 783667 2663 2663 2586 3 226
1 0 1 1 100 486274 2713 2713 2566 5 216
0 1 1 1 100 548863 6768 6768 6571 3 238
0 1 1 1 100 568873 6914 6914 6812 1 265
0 1 1 1 100 532411 7165 7165 7066 1 329
0 1 1 1 100 783667 7636 7565 7269 5 214
0 1 1 1 100 486274 7710 7710 7602 1 278
1 1 1 1 100 548863 11703 11552 10853 7 196
1 1 1 1 100 568873 11981 11981 11364 5 191
1 1 1 1 100 532411 12118 12118 11891 2 184
1 1 1 1 100 783667 13138 13138 12084 8 188
1 1 1 1 100 486274 13043 13043 12262 6 189
Table B.12: Results of PSGA for parameter set 12
Chapter B. Computational Results for PSGA 106
H L S T
c
NJOB Seed MFFD(dif) MFFD(dif,1by1) Local Search
obj % dec cpu sec
0 0 0 0 100 548863 3024 3024 2976 2 205
0 0 0 0 100 568873 3025 3025 2956 2 214
0 0 0 0 100 532411 3443 3443 3296 4 172
0 0 0 0 100 783667 3324 3324 3247 2 193
0 0 0 0 100 486274 3655 3655 3460 5 180
1 0 0 0 100 548863 4879 4846 4589 6 208
1 0 0 0 100 568873 4678 4678 4435 5 199
1 0 0 0 100 532411 5535 5535 5094 8 220
1 0 0 0 100 783667 5114 5055 4823 6 213
1 0 0 0 100 486274 5266 5266 4983 5 203
0 1 0 0 100 548863 11400 11400 11005 3 183
0 1 0 0 100 568873 11768 11768 11436 3 186
0 1 0 0 100 532411 12817 12817 12173 5 183
0 1 0 0 100 783667 12358 12358 12024 3 185
0 1 0 0 100 486274 13030 13030 12622 3 180
0 0 1 0 100 548863 1906 1906 1897 0 756
0 0 1 0 100 568873 1924 1924 1918 0 825
0 0 1 0 100 532411 2080 2080 2068 1 971
0 0 1 0 100 783667 2099 2099 2096 0 971
0 0 1 0 100 486274 2278 2278 2261 1 848
0 0 0 1 100 548863 4261 4261 4065 5 191
0 0 0 1 100 568873 4235 4235 4080 4 202
0 0 0 1 100 532411 4716 4716 4581 3 188
0 0 0 1 100 783667 4610 4610 4469 3 191
0 0 0 1 100 486274 4719 4719 4597 3 182
1 1 0 0 100 548863 20663 20563 16506 20 410
1 1 0 0 100 568873 21000 20747 16776 20 362
1 1 0 0 100 532411 23045 19366 17365 25 526
1 1 0 0 100 783667 22798 22798 17271 24 372
1 1 0 0 100 486274 22328 21848 17753 20 428
1 0 1 0 100 548863 1566 1566 1527 3 237
1 0 1 0 100 568873 1578 1578 1529 3 248
1 0 1 0 100 532411 1760 1760 1716 3 208
1 0 1 0 100 783667 1739 1739 1706 2 221
1 0 1 0 100 486274 1829 1796 1751 4 185
1 0 0 1 100 548863 9097 8865 8072 11 209
1 0 0 1 100 568873 8406 8406 7908 6 206
1 0 0 1 100 532411 10102 10102 9114 10 210
1 0 0 1 100 783667 9286 9286 8653 7 209
1 0 0 1 100 486274 9790 9790 8748 11 206
0 1 1 0 100 548863 5477 5477 5308 3 207
0 1 1 0 100 568873 5654 5654 5546 2 203
0 1 1 0 100 532411 5968 5968 5753 4 213
0 1 1 0 100 783667 6165 6165 5984 3 234
0 1 1 0 100 486274 6515 6515 6318 3 204
0 1 0 1 100 548863 18011 18011 17012 6 188
0 1 0 1 100 568873 18019 18019 17602 2 190
0 1 0 1 100 532411 20069 19431 18842 6 189
0 1 0 1 100 783667 19577 19577 18517 5 189
0 1 0 1 100 486274 20589 20589 19564 5 186
0 0 1 1 100 548863 2074 2074 2061 1 795
0 0 1 1 100 568873 2089 2089 2077 1 859
0 0 1 1 100 532411 2261 2261 2244 1 991
0 0 1 1 100 783667 2282 2282 2276 0 993
0 0 1 1 100 486274 2479 2479 2452 1 836
1 1 1 0 100 548863 6863 6810 6438 6 183
1 1 1 0 100 568873 7070 7003 6787 4 181
1 1 1 0 100 532411 7406 7205 7032 5 185
1 1 1 0 100 783667 7628 7628 7257 5 177
1 1 1 0 100 486274 7658 7658 7409 3 176
1 1 0 1 100 548863 37533 36830 28877 23 435
1 1 0 1 100 568873 39799 38352 29370 26 393
1 1 0 1 100 532411 41047 40781 30076 27 515
1 1 0 1 100 783667 38278 36942 30157 21 407
1 1 0 1 100 486274 40457 38208 30383 25 491
1 0 1 1 100 548863 2393 2393 2308 4 232
1 0 1 1 100 568873 2383 2383 2297 4 249
1 0 1 1 100 532411 2692 2692 2561 5 201
1 0 1 1 100 783667 2663 2663 2590 3 219
1 0 1 1 100 486274 2713 2713 2574 5 180
0 1 1 1 100 548863 6768 6768 6557 3 227
0 1 1 1 100 568873 6914 6914 6801 2 244
0 1 1 1 100 532411 7165 7165 7094 1 284
0 1 1 1 100 783667 7636 7565 7245 5 189
0 1 1 1 100 486274 7710 7710 7620 1 275
1 1 1 1 100 548863 11703 11459 10982 6 185
1 1 1 1 100 568873 11981 11967 11368 5 189
1 1 1 1 100 532411 12118 12118 11921 2 186
1 1 1 1 100 783667 13138 13016 12350 6 178
1 1 1 1 100 486274 13043 13043 12456 5 181
Table B.13: Results of PSGA for parameter set 13
Chapter B. Computational Results for PSGA 107
H L S T
c
NJOB Seed MFFD(dif) MFFD(dif,1by1) Local Search
obj % dec cpu sec
0 0 0 0 100 548863 3024 3024 2982 1 204
0 0 0 0 100 568873 3025 3025 2967 2 217
0 0 0 0 100 532411 3443 3443 3310 4 173
0 0 0 0 100 783667 3324 3324 3256 2 198
0 0 0 0 100 486274 3655 3655 3460 5 183
1 0 0 0 100 548863 4879 4823 4612 5 207
1 0 0 0 100 568873 4678 4603 4474 4 202
1 0 0 0 100 532411 5535 5535 5145 7 219
1 0 0 0 100 783667 5114 5067 4910 4 210
1 0 0 0 100 486274 5266 5266 5061 4 199
0 1 0 0 100 548863 11400 11400 11007 3 183
0 1 0 0 100 568873 11768 11768 11451 3 185
0 1 0 0 100 532411 12817 12817 12258 4 186
0 1 0 0 100 783667 12358 12358 12040 3 186
0 1 0 0 100 486274 13030 13030 12671 3 183
0 0 1 0 100 548863 1906 1906 1898 0 743
0 0 1 0 100 568873 1924 1924 1918 0 808
0 0 1 0 100 532411 2080 2080 2068 1 946
0 0 1 0 100 783667 2099 2099 2097 0 959
0 0 1 0 100 486274 2278 2278 2262 1 850
0 0 0 1 100 548863 4261 4261 4069 5 192
0 0 0 1 100 568873 4235 4235 4102 3 206
0 0 0 1 100 532411 4716 4716 4593 3 192
0 0 0 1 100 783667 4610 4610 4512 2 195
0 0 0 1 100 486274 4719 4719 4609 2 182
1 1 0 0 100 548863 20663 20663 16684 19 412
1 1 0 0 100 568873 21000 20725 16762 20 358
1 1 0 0 100 532411 23045 19371 17080 26 505
1 1 0 0 100 783667 22798 22798 17235 24 381
1 1 0 0 100 486274 22328 21506 17712 21 452
1 0 1 0 100 548863 1566 1566 1527 3 232
1 0 1 0 100 568873 1578 1578 1531 3 251
1 0 1 0 100 532411 1760 1760 1724 2 209
1 0 1 0 100 783667 1739 1739 1707 2 225
1 0 1 0 100 486274 1829 1794 1762 4 186
1 0 0 1 100 548863 9097 9097 8104 11 210
1 0 0 1 100 568873 8406 8394 7804 7 204
1 0 0 1 100 532411 10102 10102 9128 10 211
1 0 0 1 100 783667 9286 9286 8744 6 209
1 0 0 1 100 486274 9790 9790 8891 9 205
0 1 1 0 100 548863 5477 5477 5305 3 204
0 1 1 0 100 568873 5654 5654 5546 2 205
0 1 1 0 100 532411 5968 5968 5759 4 215
0 1 1 0 100 783667 6165 6165 6024 2 241
0 1 1 0 100 486274 6515 6515 6345 3 205
0 1 0 1 100 548863 18011 18011 17258 4 188
0 1 0 1 100 568873 18019 18019 17563 3 189
0 1 0 1 100 532411 20069 19436 18896 6 189
0 1 0 1 100 783667 19577 19181 18555 5 190
0 1 0 1 100 486274 20589 20589 19613 5 187
0 0 1 1 100 548863 2074 2074 2062 1 758
0 0 1 1 100 568873 2089 2089 2077 1 835
0 0 1 1 100 532411 2261 2261 2244 1 953
0 0 1 1 100 783667 2282 2282 2276 0 981
0 0 1 1 100 486274 2479 2479 2456 1 846
1 1 1 0 100 548863 6863 6707 6446 6 184
1 1 1 0 100 568873 7070 7070 6795 4 182
1 1 1 0 100 532411 7406 7198 7076 4 185
1 1 1 0 100 783667 7628 7628 7242 5 181
1 1 1 0 100 486274 7658 7656 7432 3 177
1 1 0 1 100 548863 37533 36840 29328 22 397
1 1 0 1 100 568873 39799 39213 29952 25 406
1 1 0 1 100 532411 41047 34915 30448 26 505
1 1 0 1 100 783667 38278 37274 30404 21 417
1 1 0 1 100 486274 40457 38200 29912 26 521
1 0 1 1 100 548863 2393 2393 2310 3 231
1 0 1 1 100 568873 2383 2383 2300 4 247
1 0 1 1 100 532411 2692 2692 2572 4 204
1 0 1 1 100 783667 2663 2663 2599 2 218
1 0 1 1 100 486274 2713 2713 2594 4 181
0 1 1 1 100 548863 6768 6768 6568 3 229
0 1 1 1 100 568873 6914 6914 6800 2 243
0 1 1 1 100 532411 7165 7165 7105 1 281
0 1 1 1 100 783667 7636 7565 7241 5 191
0 1 1 1 100 486274 7710 7710 7620 1 276
1 1 1 1 100 548863 11703 11253 11036 6 187
1 1 1 1 100 568873 11981 11981 11431 5 190
1 1 1 1 100 532411 12118 12118 11885 2 186
1 1 1 1 100 783667 13138 13058 12422 5 182
1 1 1 1 100 486274 13043 13043 12361 5 181
Table B.14: Results of PSGA for parameter set 14
Chapter B. Computational Results for PSGA 108
H L S T
c
NJOB Seed MFFD(dif) MFFD(dif,1by1) Local Search
obj % dec cpu sec
0 0 0 0 100 548863 3024 3024 2988 1 123
0 0 0 0 100 568873 3025 3025 2950 2 124
0 0 0 0 100 532411 3443 3443 3283 5 108
0 0 0 0 100 783667 3324 3324 3238 3 118
0 0 0 0 100 486274 3655 3655 3457 5 105
1 0 0 0 100 548863 4879 4822 4570 6 132
1 0 0 0 100 568873 4678 4678 4402 6 124
1 0 0 0 100 532411 5535 5489 5096 8 140
1 0 0 0 100 783667 5114 5057 4828 6 131
1 0 0 0 100 486274 5266 5266 5062 4 124
0 1 0 0 100 548863 11400 11400 10994 4 111
0 1 0 0 100 568873 11768 11768 11464 3 111
0 1 0 0 100 532411 12817 12817 12183 5 110
0 1 0 0 100 783667 12358 12358 11954 3 111
0 1 0 0 100 486274 13030 13030 12607 3 108
0 0 1 0 100 548863 1906 1906 1898 0 486
0 0 1 0 100 568873 1924 1924 1920 0 573
0 0 1 0 100 532411 2080 2080 2070 1 678
0 0 1 0 100 783667 2099 2099 2096 0 651
0 0 1 0 100 486274 2278 2278 2262 1 549
0 0 0 1 100 548863 4261 4261 4056 5 114
0 0 0 1 100 568873 4235 4235 4078 4 120
0 0 0 1 100 532411 4716 4716 4583 3 113
0 0 0 1 100 783667 4610 4610 4447 4 112
0 0 0 1 100 486274 4719 4719 4593 3 116
1 1 0 0 100 548863 20663 20101 16419 21 311
1 1 0 0 100 568873 21000 20641 17259 18 268
1 1 0 0 100 532411 23045 19149 17152 26 379
1 1 0 0 100 783667 22798 22798 17520 23 313
1 1 0 0 100 486274 22328 21376 17799 20 342
1 0 1 0 100 548863 1566 1566 1528 2 148
1 0 1 0 100 568873 1578 1578 1524 3 150
1 0 1 0 100 532411 1760 1760 1712 3 122
1 0 1 0 100 783667 1739 1739 1700 2 129
1 0 1 0 100 486274 1829 1794 1755 4 109
1 0 0 1 100 548863 9097 9097 8183 10 128
1 0 0 1 100 568873 8406 8382 7723 8 127
1 0 0 1 100 532411 10102 10072 9165 9 125
1 0 0 1 100 783667 9286 9286 8371 10 132
1 0 0 1 100 486274 9790 9790 8787 10 129
0 1 1 0 100 548863 5477 5477 5293 3 128
0 1 1 0 100 568873 5654 5654 5530 2 117
0 1 1 0 100 532411 5968 5968 5733 4 124
0 1 1 0 100 783667 6165 6165 5961 3 142
0 1 1 0 100 486274 6515 6515 6299 3 115
0 1 0 1 100 548863 18011 18011 17053 5 114
0 1 0 1 100 568873 18019 18019 17569 3 110
0 1 0 1 100 532411 20069 19426 18843 6 115
0 1 0 1 100 783667 19577 19577 18592 5 114
0 1 0 1 100 486274 20589 20589 19537 5 112
0 0 1 1 100 548863 2074 2074 2062 1 576
0 0 1 1 100 568873 2089 2089 2081 0 598
0 0 1 1 100 532411 2261 2261 2247 1 622
0 0 1 1 100 783667 2282 2282 2276 0 649
0 0 1 1 100 486274 2479 2479 2455 1 612
1 1 1 0 100 548863 6863 6679 6450 6 110
1 1 1 0 100 568873 7070 7040 6760 4 110
1 1 1 0 100 532411 7406 7270 6974 6 113
1 1 1 0 100 783667 7628 7539 7214 5 103
1 1 1 0 100 486274 7658 7658 7382 4 105
1 1 0 1 100 548863 37533 36851 29546 21 285
1 1 0 1 100 568873 39799 39799 30166 24 331
1 1 0 1 100 532411 41047 41047 30574 26 366
1 1 0 1 100 783667 38278 37848 30270 21 298
1 1 0 1 100 486274 40457 38215 30176 25 349
1 0 1 1 100 548863 2393 2393 2314 3 144
1 0 1 1 100 568873 2383 2383 2310 3 152
1 0 1 1 100 532411 2692 2692 2580 4 117
1 0 1 1 100 783667 2663 2663 2578 3 128
1 0 1 1 100 486274 2713 2713 2580 5 115
0 1 1 1 100 548863 6768 6768 6524 4 133
0 1 1 1 100 568873 6914 6914 6741 3 150
0 1 1 1 100 532411 7165 7165 7088 1 183
0 1 1 1 100 783667 7636 7565 7228 5 117
0 1 1 1 100 486274 7710 7710 7607 1 165
1 1 1 1 100 548863 11703 11374 10880 7 113
1 1 1 1 100 568873 11981 11979 11329 5 113
1 1 1 1 100 532411 12118 12118 11974 1 109
1 1 1 1 100 783667 13138 13138 12303 6 105
1 1 1 1 100 486274 13043 13043 12393 5 109
Table B.15: Results of PSGA for parameter set 15
Chapter B. Computational Results for PSGA 109
H L S T
c
NJOB Seed MFFD(dif) MFFD(dif,1by1) Local Search
obj % dec cpu sec
0 0 0 0 100 548863 3024 3024 2985 1 124
0 0 0 0 100 568873 3025 3025 2951 2 125
0 0 0 0 100 532411 3443 3443 3280 5 110
0 0 0 0 100 783667 3324 3324 3247 2 118
0 0 0 0 100 486274 3655 3655 3469 5 111
1 0 0 0 100 548863 4879 4815 4579 6 129
1 0 0 0 100 568873 4678 4678 4456 5 124
1 0 0 0 100 532411 5535 5458 5133 7 141
1 0 0 0 100 783667 5114 5071 4891 4 128
1 0 0 0 100 486274 5266 5266 5000 5 123
0 1 0 0 100 548863 11400 11400 10999 4 112
0 1 0 0 100 568873 11768 11768 11430 3 113
0 1 0 0 100 532411 12817 12817 12213 5 112
0 1 0 0 100 783667 12358 12358 12018 3 112
0 1 0 0 100 486274 13030 13030 12584 3 109
0 0 1 0 100 548863 1906 1906 1897 0 467
0 0 1 0 100 568873 1924 1924 1920 0 599
0 0 1 0 100 532411 2080 2080 2068 1 711
0 0 1 0 100 783667 2099 2099 2096 0 774
0 0 1 0 100 486274 2278 2278 2260 1 616
0 0 0 1 100 548863 4261 4261 4065 5 114
0 0 0 1 100 568873 4235 4235 4099 3 121
0 0 0 1 100 532411 4716 4716 4590 3 112
0 0 0 1 100 783667 4610 4610 4499 2 115
0 0 0 1 100 486274 4719 4719 4588 3 115
1 1 0 0 100 548863 20663 20663 16444 20 323
1 1 0 0 100 568873 21000 20741 16984 19 299
1 1 0 0 100 532411 23045 22402 16849 27 379
1 1 0 0 100 783667 22798 22798 17207 25 372
1 1 0 0 100 486274 22328 22219 17941 20 358
1 0 1 0 100 548863 1566 1566 1524 3 150
1 0 1 0 100 568873 1578 1578 1528 3 148
1 0 1 0 100 532411 1760 1760 1729 2 126
1 0 1 0 100 783667 1739 1739 1702 2 128
1 0 1 0 100 486274 1829 1794 1756 4 111
1 0 0 1 100 548863 9097 9097 7967 12 135
1 0 0 1 100 568873 8406 8394 7727 8 131
1 0 0 1 100 532411 10102 10099 8894 12 134
1 0 0 1 100 783667 9286 9286 8538 8 128
1 0 0 1 100 486274 9790 9729 8902 9 126
0 1 1 0 100 548863 5477 5477 5297 3 131
0 1 1 0 100 568873 5654 5654 5566 2 117
0 1 1 0 100 532411 5968 5968 5752 4 128
0 1 1 0 100 783667 6165 6165 5984 3 154
0 1 1 0 100 486274 6515 6515 6329 3 119
0 1 0 1 100 548863 18011 18011 16832 7 117
0 1 0 1 100 568873 18019 18019 17628 2 112
0 1 0 1 100 532411 20069 20069 18801 6 115
0 1 0 1 100 783667 19577 19577 18511 5 114
0 1 0 1 100 486274 20589 20466 19510 5 113
0 0 1 1 100 548863 2074 2074 2061 1 617
0 0 1 1 100 568873 2089 2089 2077 1 629
0 0 1 1 100 532411 2261 2261 2248 1 662
0 0 1 1 100 783667 2282 2282 2276 0 792
0 0 1 1 100 486274 2479 2479 2452 1 644
1 1 1 0 100 548863 6863 6697 6436 6 111
1 1 1 0 100 568873 7070 6944 6748 5 108
1 1 1 0 100 532411 7406 7220 6989 6 116
1 1 1 0 100 783667 7628 7628 7205 6 105
1 1 1 0 100 486274 7658 7658 7383 4 109
1 1 0 1 100 548863 37533 37414 29230 22 307
1 1 0 1 100 568873 39799 38444 29379 26 348
1 1 0 1 100 532411 41047 40791 30362 26 364
1 1 0 1 100 783667 38278 37870 30088 21 344
1 1 0 1 100 486274 40457 39646 30175 25 407
1 0 1 1 100 548863 2393 2393 2309 4 148
1 0 1 1 100 568873 2383 2383 2285 4 156
1 0 1 1 100 532411 2692 2692 2582 4 119
1 0 1 1 100 783667 2663 2663 2587 3 138
1 0 1 1 100 486274 2713 2713 2575 5 121
0 1 1 1 100 548863 6768 6768 6598 3 143
0 1 1 1 100 568873 6914 6914 6855 1 160
0 1 1 1 100 532411 7165 7165 7078 1 190
0 1 1 1 100 783667 7636 7565 7244 5 115
0 1 1 1 100 486274 7710 7710 7606 1 164
1 1 1 1 100 548863 11703 11462 10894 7 116
1 1 1 1 100 568873 11981 11981 11306 6 113
1 1 1 1 100 532411 12118 12118 11999 1 107
1 1 1 1 100 783667 13138 13138 12379 6 104
1 1 1 1 100 486274 13043 13015 12349 5 112
Table B.16: Results of PSGA for parameter set 16
Chapter B. Computational Results for PSGA 110
H L S T
c
NJOB Seed MFFD(dif) MFFD(dif,1by1) Local Search
obj % dec cpu sec
0 0 0 0 100 548863 3024 3024 2979 1 123
0 0 0 0 100 568873 3025 3025 2955 2 128
0 0 0 0 100 532411 3443 3443 3304 4 111
0 0 0 0 100 783667 3324 3324 3241 3 118
0 0 0 0 100 486274 3655 3655 3455 5 108
1 0 0 0 100 548863 4879 4829 4541 7 132
1 0 0 0 100 568873 4678 4617 4466 5 122
1 0 0 0 100 532411 5535 5467 5158 7 133
1 0 0 0 100 783667 5114 5069 4856 5 130
1 0 0 0 100 486274 5266 5266 5017 5 123
0 1 0 0 100 548863 11400 11400 11004 3 110
0 1 0 0 100 568873 11768 11768 11430 3 112
0 1 0 0 100 532411 12817 12817 12170 5 111
0 1 0 0 100 783667 12358 12358 11974 3 112
0 1 0 0 100 486274 13030 13030 12577 3 108
0 0 1 0 100 548863 1906 1906 1897 0 500
0 0 1 0 100 568873 1924 1924 1918 0 560
0 0 1 0 100 532411 2080 2080 2068 1 679
0 0 1 0 100 783667 2099 2099 2096 0 720
0 0 1 0 100 486274 2278 2278 2261 1 582
0 0 0 1 100 548863 4261 4261 4056 5 114
0 0 0 1 100 568873 4235 4235 4092 3 119
0 0 0 1 100 532411 4716 4716 4591 3 112
0 0 0 1 100 783667 4610 4610 4487 3 116
0 0 0 1 100 486274 4719 4719 4588 3 115
1 1 0 0 100 548863 20663 20558 16727 19 308
1 1 0 0 100 568873 21000 20773 16617 21 287
1 1 0 0 100 532411 23045 22902 17057 26 352
1 1 0 0 100 783667 22798 22798 17236 24 328
1 1 0 0 100 486274 22328 22328 17833 20 332
1 0 1 0 100 548863 1566 1566 1527 3 145
1 0 1 0 100 568873 1578 1578 1525 3 157
1 0 1 0 100 532411 1760 1760 1722 2 123
1 0 1 0 100 783667 1739 1739 1704 2 127
1 0 1 0 100 486274 1829 1796 1755 4 112
1 0 0 1 100 548863 9097 9097 8037 12 130
1 0 0 1 100 568873 8406 8406 7743 8 129
1 0 0 1 100 532411 10102 10072 8896 12 122
1 0 0 1 100 783667 9286 9286 8701 6 127
1 0 0 1 100 486274 9790 9465 8758 11 134
0 1 1 0 100 548863 5477 5477 5296 3 120
0 1 1 0 100 568873 5654 5654 5561 2 117
0 1 1 0 100 532411 5968 5968 5748 4 125
0 1 1 0 100 783667 6165 6165 5982 3 142
0 1 1 0 100 486274 6515 6515 6302 3 118
0 1 0 1 100 548863 18011 18011 17058 5 113
0 1 0 1 100 568873 18019 18019 17612 2 109
0 1 0 1 100 532411 20069 20069 18876 6 113
0 1 0 1 100 783667 19577 19417 18578 5 113
0 1 0 1 100 486274 20589 20443 19490 5 112
0 0 1 1 100 548863 2074 2074 2061 1 595
0 0 1 1 100 568873 2089 2089 2081 0 606
0 0 1 1 100 532411 2261 2261 2248 1 574
0 0 1 1 100 783667 2282 2282 2276 0 707
0 0 1 1 100 486274 2479 2479 2453 1 637
1 1 1 0 100 548863 6863 6700 6456 6 112
1 1 1 0 100 568873 7070 6997 6723 5 111
1 1 1 0 100 532411 7406 7221 7009 5 115
1 1 1 0 100 783667 7628 7628 7197 6 108
1 1 1 0 100 486274 7658 7658 7390 4 105
1 1 0 1 100 548863 37533 36839 29153 22 298
1 1 0 1 100 568873 39799 39520 30906 22 329
1 1 0 1 100 532411 41047 41047 30596 25 351
1 1 0 1 100 783667 38278 35842 28883 25 314
1 1 0 1 100 486274 40457 39637 30000 26 391
1 0 1 1 100 548863 2393 2393 2310 3 150
1 0 1 1 100 568873 2383 2383 2285 4 157
1 0 1 1 100 532411 2692 2692 2560 5 120
1 0 1 1 100 783667 2663 2663 2590 3 132
1 0 1 1 100 486274 2713 2681 2578 5 118
0 1 1 1 100 548863 6768 6768 6567 3 136
0 1 1 1 100 568873 6914 6914 6797 2 156
0 1 1 1 100 532411 7165 7165 7083 1 188
0 1 1 1 100 783667 7636 7565 7232 5 117
0 1 1 1 100 486274 7710 7710 7590 2 165
1 1 1 1 100 548863 11703 11364 10860 7 117
1 1 1 1 100 568873 11981 11981 11323 5 114
1 1 1 1 100 532411 12118 12118 11858 2 109
1 1 1 1 100 783667 13138 12869 12249 7 108
1 1 1 1 100 486274 13043 13043 12309 6 108
Table B.17: Results of PSGA for parameter set 17
Chapter B. Computational Results for PSGA 111
H L S T
c
NJOB Seed MFFD(dif) MFFD(dif,1by1) Local Search
obj % dec cpu sec
0 0 0 0 100 548863 3024 3024 2985 1 123
0 0 0 0 100 568873 3025 3025 2956 2 124
0 0 0 0 100 532411 3443 3443 3299 4 110
0 0 0 0 100 783667 3324 3324 3237 3 116
0 0 0 0 100 486274 3655 3655 3464 5 107
1 0 0 0 100 548863 4879 4822 4580 6 141
1 0 0 0 100 568873 4678 4600 4452 5 124
1 0 0 0 100 532411 5535 5442 5054 9 162
1 0 0 0 100 783667 5114 5053 4872 5 131
1 0 0 0 100 486274 5266 5266 5060 4 124
0 1 0 0 100 548863 11400 11400 11004 3 110
0 1 0 0 100 568873 11768 11768 11422 3 111
0 1 0 0 100 532411 12817 12817 12161 5 110
0 1 0 0 100 783667 12358 12358 12004 3 112
0 1 0 0 100 486274 13030 13030 12567 4 109
0 0 1 0 100 548863 1906 1906 1898 0 402
0 0 1 0 100 568873 1924 1924 1917 0 599
0 0 1 0 100 532411 2080 2080 2068 1 736
0 0 1 0 100 783667 2099 2099 2096 0 735
0 0 1 0 100 486274 2278 2278 2261 1 630
0 0 0 1 100 548863 4261 4261 4063 5 115
0 0 0 1 100 568873 4235 4235 4090 3 119
0 0 0 1 100 532411 4716 4716 4597 3 110
0 0 0 1 100 783667 4610 4610 4486 3 114
0 0 0 1 100 486274 4719 4719 4588 3 118
1 1 0 0 100 548863 20663 20435 16423 21 353
1 1 0 0 100 568873 21000 20780 16661 21 313
1 1 0 0 100 532411 23045 21049 17022 26 412
1 1 0 0 100 783667 22798 22678 17579 23 358
1 1 0 0 100 486274 22328 22328 17625 21 352
1 0 1 0 100 548863 1566 1566 1525 3 142
1 0 1 0 100 568873 1578 1578 1525 3 151
1 0 1 0 100 532411 1760 1760 1720 2 124
1 0 1 0 100 783667 1739 1739 1704 2 129
1 0 1 0 100 486274 1829 1796 1761 4 111
1 0 0 1 100 548863 9097 8835 8020 12 131
1 0 0 1 100 568873 8406 8406 7736 8 137
1 0 0 1 100 532411 10102 10072 9163 9 135
1 0 0 1 100 783667 9286 9286 8664 7 139
1 0 0 1 100 486274 9790 9790 8752 11 134
0 1 1 0 100 548863 5477 5477 5290 3 125
0 1 1 0 100 568873 5654 5654 5559 2 117
0 1 1 0 100 532411 5968 5968 5746 4 125
0 1 1 0 100 783667 6165 6165 5961 3 141
0 1 1 0 100 486274 6515 6515 6315 3 117
0 1 0 1 100 548863 18011 18011 16941 6 117
0 1 0 1 100 568873 18019 18019 17632 2 110
0 1 0 1 100 532411 20069 20069 18947 6 120
0 1 0 1 100 783667 19577 19577 18494 6 115
0 1 0 1 100 486274 20589 20589 19505 5 111
0 0 1 1 100 548863 2074 2074 2061 1 610
0 0 1 1 100 568873 2089 2089 2081 0 625
0 0 1 1 100 532411 2261 2261 2248 1 597
0 0 1 1 100 783667 2282 2282 2276 0 768
0 0 1 1 100 486274 2479 2479 2452 1 652
1 1 1 0 100 548863 6863 6863 6422 6 112
1 1 1 0 100 568873 7070 6971 6739 5 111
1 1 1 0 100 532411 7406 7183 6974 6 117
1 1 1 0 100 783667 7628 7628 7214 5 108
1 1 1 0 100 486274 7658 7658 7369 4 106
1 1 0 1 100 548863 37533 36341 29338 22 308
1 1 0 1 100 568873 39799 37787 28982 27 345
1 1 0 1 100 532411 41047 37727 30243 26 368
1 1 0 1 100 783667 38278 37845 29644 23 346
1 1 0 1 100 486274 40457 38203 30153 25 398
1 0 1 1 100 548863 2393 2393 2307 4 147
1 0 1 1 100 568873 2383 2383 2298 4 154
1 0 1 1 100 532411 2692 2692 2562 5 119
1 0 1 1 100 783667 2663 2663 2595 3 132
1 0 1 1 100 486274 2713 2713 2575 5 121
0 1 1 1 100 548863 6768 6768 6575 3 135
0 1 1 1 100 568873 6914 6914 6833 1 161
0 1 1 1 100 532411 7165 7165 7072 1 180
0 1 1 1 100 783667 7636 7565 7228 5 122
0 1 1 1 100 486274 7710 7710 7592 2 164
1 1 1 1 100 548863 11703 11348 10818 8 118
1 1 1 1 100 568873 11981 11951 11357 5 114
1 1 1 1 100 532411 12118 12118 11812 3 108
1 1 1 1 100 783667 13138 13138 12354 6 111
1 1 1 1 100 486274 13043 13043 12303 6 111
Table B.18: Results of PSGA for parameter set 18
Chapter B. Computational Results for PSGA 112
H L S T
c
NJOB Seed MFFD(dif) MFFD(dif,1by1) Local Search
obj % dec cpu sec
0 0 0 0 100 548863 3024 3024 2973 2 121
0 0 0 0 100 568873 3025 3025 2952 2 125
0 0 0 0 100 532411 3443 3443 3297 4 106
0 0 0 0 100 783667 3324 3324 3242 2 117
0 0 0 0 100 486274 3655 3655 3461 5 106
1 0 0 0 100 548863 4879 4818 4600 6 132
1 0 0 0 100 568873 4678 4678 4473 4 120
1 0 0 0 100 532411 5535 5535 5142 7 140
1 0 0 0 100 783667 5114 5037 4860 5 131
1 0 0 0 100 486274 5266 5266 4916 7 123
0 1 0 0 100 548863 11400 11400 11006 3 110
0 1 0 0 100 568873 11768 11768 11412 3 111
0 1 0 0 100 532411 12817 12817 12162 5 110
0 1 0 0 100 783667 12358 12358 11993 3 112
0 1 0 0 100 486274 13030 13030 12577 3 107
0 0 1 0 100 548863 1906 1906 1897 0 489
0 0 1 0 100 568873 1924 1924 1920 0 549
0 0 1 0 100 532411 2080 2080 2068 1 653
0 0 1 0 100 783667 2099 2099 2097 0 679
0 0 1 0 100 486274 2278 2278 2260 1 561
0 0 0 1 100 548863 4261 4261 4044 5 111
0 0 0 1 100 568873 4235 4235 4093 3 119
0 0 0 1 100 532411 4716 4716 4580 3 114
0 0 0 1 100 783667 4610 4610 4449 4 111
0 0 0 1 100 486274 4719 4719 4588 3 114
1 1 0 0 100 548863 20663 20663 16734 19 295
1 1 0 0 100 568873 21000 21000 17498 17 290
1 1 0 0 100 532411 23045 21031 17396 25 375
1 1 0 0 100 783667 22798 22798 17507 23 320
1 1 0 0 100 486274 22328 22060 18096 19 325
1 0 1 0 100 548863 1566 1566 1524 3 146
1 0 1 0 100 568873 1578 1578 1528 3 152
1 0 1 0 100 532411 1760 1760 1711 3 121
1 0 1 0 100 783667 1739 1739 1704 2 131
1 0 1 0 100 486274 1829 1794 1753 4 108
1 0 0 1 100 548863 9097 9097 8118 11 126
1 0 0 1 100 568873 8406 8406 7569 10 128
1 0 0 1 100 532411 10102 10092 8925 12 137
1 0 0 1 100 783667 9286 9286 8649 7 129
1 0 0 1 100 486274 9790 9790 8580 12 131
0 1 1 0 100 548863 5477 5477 5298 3 126
0 1 1 0 100 568873 5654 5654 5536 2 116
0 1 1 0 100 532411 5968 5968 5733 4 123
0 1 1 0 100 783667 6165 6165 5976 3 137
0 1 1 0 100 486274 6515 6515 6311 3 117
0 1 0 1 100 548863 18011 18011 16941 6 115
0 1 0 1 100 568873 18019 18019 17558 3 109
0 1 0 1 100 532411 20069 20069 18931 6 113
0 1 0 1 100 783667 19577 19295 18498 6 113
0 1 0 1 100 486274 20589 20589 19480 5 110
0 0 1 1 100 548863 2074 2074 2061 1 584
0 0 1 1 100 568873 2089 2089 2081 0 592
0 0 1 1 100 532411 2261 2261 2244 1 633
0 0 1 1 100 783667 2282 2282 2277 0 670
0 0 1 1 100 486274 2479 2479 2454 1 581
1 1 1 0 100 548863 6863 6689 6472 6 109
1 1 1 0 100 568873 7070 6935 6791 4 110
1 1 1 0 100 532411 7406 7153 6962 6 114
1 1 1 0 100 783667 7628 7628 7197 6 104
1 1 1 0 100 486274 7658 7658 7397 3 105
1 1 0 1 100 548863 37533 36841 28806 23 305
1 1 0 1 100 568873 39799 39218 29422 26 326
1 1 0 1 100 532411 41047 37717 29968 27 363
1 1 0 1 100 783667 38278 35824 30026 22 325
1 1 0 1 100 486274 40457 38212 30337 25 364
1 0 1 1 100 548863 2393 2393 2315 3 141
1 0 1 1 100 568873 2383 2383 2301 3 155
1 0 1 1 100 532411 2692 2692 2560 5 117
1 0 1 1 100 783667 2663 2663 2594 3 130
1 0 1 1 100 486274 2713 2713 2569 5 113
0 1 1 1 100 548863 6768 6768 6545 3 131
0 1 1 1 100 568873 6914 6914 6819 1 151
0 1 1 1 100 532411 7165 7165 7085 1 182
0 1 1 1 100 783667 7636 7565 7224 5 116
0 1 1 1 100 486274 7710 7710 7601 1 163
1 1 1 1 100 548863 11703 11372 10903 7 111
1 1 1 1 100 568873 11981 11981 11290 6 113
1 1 1 1 100 532411 12118 12118 11874 2 108
1 1 1 1 100 783667 13138 13138 12337 6 104
1 1 1 1 100 486274 13043 13043 12359 5 107
Table B.19: Results of PSGA for parameter set 19
Chapter B. Computational Results for PSGA 113
H L S T
c
NJOB Seed MFFD(dif) MFFD(dif,1by1) Local Search
obj % dec cpu sec
0 0 0 0 100 548863 3024 3024 2980 1 121
0 0 0 0 100 568873 3025 3025 2947 3 120
0 0 0 0 100 532411 3443 3443 3283 5 108
0 0 0 0 100 783667 3324 3324 3240 3 114
0 0 0 0 100 486274 3655 3655 3478 5 104
1 0 0 0 100 548863 4879 4809 4539 7 134
1 0 0 0 100 568873 4678 4678 4453 5 124
1 0 0 0 100 532411 5535 5535 5089 8 150
1 0 0 0 100 783667 5114 5057 4889 4 125
1 0 0 0 100 486274 5266 5266 4993 5 123
0 1 0 0 100 548863 11400 11400 10993 4 109
0 1 0 0 100 568873 11768 11768 11432 3 109
0 1 0 0 100 532411 12817 12787 12177 5 111
0 1 0 0 100 783667 12358 12358 11955 3 113
0 1 0 0 100 486274 13030 13030 12583 3 107
0 0 1 0 100 548863 1906 1906 1898 0 546
0 0 1 0 100 568873 1924 1924 1920 0 565
0 0 1 0 100 532411 2080 2080 2068 1 698
0 0 1 0 100 783667 2099 2099 2099 0 688
0 0 1 0 100 486274 2278 2278 2261 1 611
0 0 0 1 100 548863 4261 4261 4074 4 112
0 0 0 1 100 568873 4235 4235 4087 4 118
0 0 0 1 100 532411 4716 4716 4578 3 111
0 0 0 1 100 783667 4610 4610 4468 3 111
0 0 0 1 100 486274 4719 4719 4587 3 115
1 1 0 0 100 548863 20663 19568 16607 20 316
1 1 0 0 100 568873 21000 20733 17472 17 282
1 1 0 0 100 532411 23045 19744 17350 25 377
1 1 0 0 100 783667 22798 22798 17862 22 347
1 1 0 0 100 486274 22328 21165 17615 21 341
1 0 1 0 100 548863 1566 1566 1528 2 149
1 0 1 0 100 568873 1578 1578 1525 3 146
1 0 1 0 100 532411 1760 1760 1708 3 119
1 0 1 0 100 783667 1739 1739 1704 2 131
1 0 1 0 100 486274 1829 1796 1751 4 108
1 0 0 1 100 548863 9097 9097 7950 13 129
1 0 0 1 100 568873 8406 8386 7840 7 130
1 0 0 1 100 532411 10102 10102 9193 9 136
1 0 0 1 100 783667 9286 9286 8541 8 136
1 0 0 1 100 486274 9790 9790 8913 9 128
0 1 1 0 100 548863 5477 5477 5293 3 138
0 1 1 0 100 568873 5654 5654 5537 2 115
0 1 1 0 100 532411 5968 5968 5723 4 122
0 1 1 0 100 783667 6165 6165 5986 3 140
0 1 1 0 100 486274 6515 6515 6294 3 116
0 1 0 1 100 548863 18011 18011 17014 6 117
0 1 0 1 100 568873 18019 18019 17555 3 108
0 1 0 1 100 532411 20069 19437 18754 7 115
0 1 0 1 100 783667 19577 19577 18508 5 114
0 1 0 1 100 486274 20589 20411 19458 5 109
0 0 1 1 100 548863 2074 2074 2066 0 606
0 0 1 1 100 568873 2089 2089 2081 0 581
0 0 1 1 100 532411 2261 2261 2248 1 648
0 0 1 1 100 783667 2282 2282 2277 0 684
0 0 1 1 100 486274 2479 2479 2452 1 623
1 1 1 0 100 548863 6863 6809 6407 7 113
1 1 1 0 100 568873 7070 6997 6745 5 109
1 1 1 0 100 532411 7406 7217 6982 6 114
1 1 1 0 100 783667 7628 7628 7203 6 106
1 1 1 0 100 486274 7658 7658 7391 3 105
1 1 0 1 100 548863 37533 36830 29096 22 310
1 1 0 1 100 568873 39799 38343 30081 24 339
1 1 0 1 100 532411 41047 38835 30251 26 398
1 1 0 1 100 783667 38278 36946 29641 23 320
1 1 0 1 100 486274 40457 40353 30167 25 366
1 0 1 1 100 548863 2393 2393 2312 3 135
1 0 1 1 100 568873 2383 2383 2310 3 156
1 0 1 1 100 532411 2692 2692 2560 5 117
1 0 1 1 100 783667 2663 2663 2571 3 130
1 0 1 1 100 486274 2713 2713 2562 6 122
0 1 1 1 100 548863 6768 6768 6527 4 131
0 1 1 1 100 568873 6914 6914 6783 2 155
0 1 1 1 100 532411 7165 7165 7086 1 191
0 1 1 1 100 783667 7636 7565 7231 5 124
0 1 1 1 100 486274 7710 7710 7608 1 161
1 1 1 1 100 548863 11703 11558 10893 7 117
1 1 1 1 100 568873 11981 11967 11376 5 112
1 1 1 1 100 532411 12118 12118 11954 1 107
1 1 1 1 100 783667 13138 13138 12320 6 106
1 1 1 1 100 486274 13043 13043 12385 5 108
Table B.20: Results of PSGA for parameter set 20
Chapter B. Computational Results for PSGA 114
H L S T
c
NJOB Seed MFFD(dif) MFFD(dif,1by1) Local Search
obj % dec cpu sec
0 0 0 0 100 548863 3024 3024 2992 1 120
0 0 0 0 100 568873 3025 3025 2965 2 127
0 0 0 0 100 532411 3443 3443 3300 4 102
0 0 0 0 100 783667 3324 3324 3263 2 116
0 0 0 0 100 486274 3655 3655 3478 5 108
1 0 0 0 100 548863 4879 4822 4558 7 123
1 0 0 0 100 568873 4678 4678 4464 5 120
1 0 0 0 100 532411 5535 5449 5083 8 131
1 0 0 0 100 783667 5114 5054 4860 5 125
1 0 0 0 100 486274 5266 5266 5068 4 121
0 1 0 0 100 548863 11400 11400 11026 3 108
0 1 0 0 100 568873 11768 11768 11478 2 110
0 1 0 0 100 532411 12817 12666 12186 5 110
0 1 0 0 100 783667 12358 12358 12074 2 110
0 1 0 0 100 486274 13030 13030 12677 3 107
0 0 1 0 100 548863 1906 1906 1896 1 434
0 0 1 0 100 568873 1924 1924 1920 0 485
0 0 1 0 100 532411 2080 2080 2069 1 557
0 0 1 0 100 783667 2099 2099 2096 0 569
0 0 1 0 100 486274 2278 2278 2262 1 500
0 0 0 1 100 548863 4261 4261 4077 4 113
0 0 0 1 100 568873 4235 4235 4106 3 120
0 0 0 1 100 532411 4716 4716 4597 3 113
0 0 0 1 100 783667 4610 4610 4505 2 115
0 0 0 1 100 486274 4719 4719 4615 2 107
1 1 0 0 100 548863 20663 20663 16680 19 248
1 1 0 0 100 568873 21000 20777 16628 21 210
1 1 0 0 100 532411 23045 19361 16892 27 318
1 1 0 0 100 783667 22798 22798 17209 25 243
1 1 0 0 100 486274 22328 21859 18045 19 267
1 0 1 0 100 548863 1566 1566 1536 2 138
1 0 1 0 100 568873 1578 1578 1526 3 148
1 0 1 0 100 532411 1760 1760 1725 2 124
1 0 1 0 100 783667 1739 1739 1712 2 132
1 0 1 0 100 486274 1829 1794 1760 4 110
1 0 0 1 100 548863 9097 9097 8074 11 125
1 0 0 1 100 568873 8406 8406 7830 7 123
1 0 0 1 100 532411 10102 10102 9161 9 123
1 0 0 1 100 783667 9286 9252 8626 7 125
1 0 0 1 100 486274 9790 9790 8995 8 123
0 1 1 0 100 548863 5477 5477 5307 3 122
0 1 1 0 100 568873 5654 5654 5555 2 121
0 1 1 0 100 532411 5968 5968 5752 4 127
0 1 1 0 100 783667 6165 6165 6022 2 141
0 1 1 0 100 486274 6515 6515 6341 3 121
0 1 0 1 100 548863 18011 18011 17109 5 111
0 1 0 1 100 568873 18019 18019 17725 2 110
0 1 0 1 100 532411 20069 20069 19085 5 112
0 1 0 1 100 783667 19577 19577 18644 5 112
0 1 0 1 100 486274 20589 20589 19660 5 110
0 0 1 1 100 548863 2074 2074 2061 1 454
0 0 1 1 100 568873 2089 2089 2081 0 502
0 0 1 1 100 532411 2261 2261 2245 1 574
0 0 1 1 100 783667 2282 2282 2277 0 575
0 0 1 1 100 486274 2479 2479 2457 1 506
1 1 1 0 100 548863 6863 6843 6510 5 109
1 1 1 0 100 568873 7070 6979 6817 4 107
1 1 1 0 100 532411 7406 7240 7050 5 109
1 1 1 0 100 783667 7628 7628 7289 4 106
1 1 1 0 100 486274 7658 7658 7426 3 105
1 1 0 1 100 548863 37533 35784 29307 22 248
1 1 0 1 100 568873 39799 39514 29426 26 243
1 1 0 1 100 532411 41047 38834 30433 26 299
1 1 0 1 100 783667 38278 35842 30362 21 261
1 1 0 1 100 486274 40457 34417 30050 26 303
1 0 1 1 100 548863 2393 2393 2319 3 136
1 0 1 1 100 568873 2383 2383 2316 3 148
1 0 1 1 100 532411 2692 2692 2575 4 120
1 0 1 1 100 783667 2663 2663 2609 2 127
1 0 1 1 100 486274 2713 2713 2584 5 107
0 1 1 1 100 548863 6768 6768 6588 3 136
0 1 1 1 100 568873 6914 6914 6837 1 147
0 1 1 1 100 532411 7165 7165 7098 1 165
0 1 1 1 100 783667 7636 7565 7255 5 113
0 1 1 1 100 486274 7710 7710 7624 1 163
1 1 1 1 100 548863 11703 11443 11057 6 111
1 1 1 1 100 568873 11981 11981 11508 4 113
1 1 1 1 100 532411 12118 12118 11942 1 110
1 1 1 1 100 783667 13138 13138 12315 6 108
1 1 1 1 100 486274 13043 13043 12494 4 107
Table B.21: Results of PSGA for parameter set 21
Chapter B. Computational Results for PSGA 115
H L S T
c
NJOB Seed MFFD(dif) MFFD(dif,1by1) Local Search
obj % dec cpu sec
0 0 0 0 100 548863 3024 3024 2984 1 121
0 0 0 0 100 568873 3025 3025 2972 2 129
0 0 0 0 100 532411 3443 3443 3310 4 102
0 0 0 0 100 783667 3324 3324 3261 2 117
0 0 0 0 100 486274 3655 3655 3474 5 109
1 0 0 0 100 548863 4879 4845 4612 5 123
1 0 0 0 100 568873 4678 4678 4449 5 121
1 0 0 0 100 532411 5535 5487 5136 7 127
1 0 0 0 100 783667 5114 5057 4907 4 125
1 0 0 0 100 486274 5266 5266 5070 4 120
0 1 0 0 100 548863 11400 11400 11051 3 109
0 1 0 0 100 568873 11768 11768 11459 3 110
0 1 0 0 100 532411 12817 12736 12210 5 112
0 1 0 0 100 783667 12358 12358 12062 2 111
0 1 0 0 100 486274 13030 13030 12680 3 108
0 0 1 0 100 548863 1906 1906 1898 0 440
0 0 1 0 100 568873 1924 1924 1918 0 477
0 0 1 0 100 532411 2080 2080 2068 1 561
0 0 1 0 100 783667 2099 2099 2097 0 569
0 0 1 0 100 486274 2278 2278 2263 1 507
0 0 0 1 100 548863 4261 4261 4096 4 115
0 0 0 1 100 568873 4235 4235 4111 3 122
0 0 0 1 100 532411 4716 4716 4592 3 114
0 0 0 1 100 783667 4610 4610 4489 3 115
0 0 0 1 100 486274 4719 4719 4621 2 108
1 1 0 0 100 548863 20663 19571 16645 19 251
1 1 0 0 100 568873 21000 20735 17311 18 226
1 1 0 0 100 532411 23045 22535 17872 22 291
1 1 0 0 100 783667 22798 22798 17204 25 234
1 1 0 0 100 486274 22328 21852 17887 20 261
1 0 1 0 100 548863 1566 1566 1530 2 138
1 0 1 0 100 568873 1578 1578 1532 3 150
1 0 1 0 100 532411 1760 1760 1717 2 125
1 0 1 0 100 783667 1739 1739 1708 2 134
1 0 1 0 100 486274 1829 1794 1764 4 111
1 0 0 1 100 548863 9097 8834 8186 10 126
1 0 0 1 100 568873 8406 8394 7915 6 123
1 0 0 1 100 532411 10102 10102 9140 10 125
1 0 0 1 100 783667 9286 9252 8823 5 126
1 0 0 1 100 486274 9790 9790 8984 8 122
0 1 1 0 100 548863 5477 5477 5313 3 121
0 1 1 0 100 568873 5654 5654 5547 2 122
0 1 1 0 100 532411 5968 5968 5759 4 128
0 1 1 0 100 783667 6165 6165 6030 2 144
0 1 1 0 100 486274 6515 6515 6347 3 122
0 1 0 1 100 548863 18011 18011 17231 4 112
0 1 0 1 100 568873 18019 18019 17684 2 112
0 1 0 1 100 532411 20069 20069 19090 5 113
0 1 0 1 100 783667 19577 19026 18570 5 113
0 1 0 1 100 486274 20589 20589 19585 5 111
0 0 1 1 100 548863 2074 2074 2062 1 451
0 0 1 1 100 568873 2089 2089 2081 0 496
0 0 1 1 100 532411 2261 2261 2244 1 566
0 0 1 1 100 783667 2282 2282 2277 0 582
0 0 1 1 100 486274 2479 2479 2456 1 503
1 1 1 0 100 548863 6863 6647 6448 6 110
1 1 1 0 100 568873 7070 6942 6822 4 109
1 1 1 0 100 532411 7406 7171 7046 5 111
1 1 1 0 100 783667 7628 7628 7275 5 107
1 1 1 0 100 486274 7658 7658 7435 3 106
1 1 0 1 100 548863 37533 37388 29352 22 232
1 1 0 1 100 568873 39799 39516 30038 25 235
1 1 0 1 100 532411 41047 40782 30774 25 297
1 1 0 1 100 783667 38278 38278 30592 20 258
1 1 0 1 100 486274 40457 39638 30619 24 300
1 0 1 1 100 548863 2393 2393 2322 3 138
1 0 1 1 100 568873 2383 2383 2311 3 147
1 0 1 1 100 532411 2692 2692 2605 3 121
1 0 1 1 100 783667 2663 2663 2610 2 129
1 0 1 1 100 486274 2713 2713 2585 5 108
0 1 1 1 100 548863 6768 6768 6573 3 138
0 1 1 1 100 568873 6914 6914 6802 2 146
0 1 1 1 100 532411 7165 7165 7105 1 167
0 1 1 1 100 783667 7636 7565 7256 5 114
0 1 1 1 100 486274 7710 7710 7623 1 164
1 1 1 1 100 548863 11703 11458 11007 6 112
1 1 1 1 100 568873 11981 11981 11438 5 113
1 1 1 1 100 532411 12118 12118 11956 1 112
1 1 1 1 100 783667 13138 13138 12322 6 109
1 1 1 1 100 486274 13043 13043 12595 3 108
Table B.22: Results of PSGA for parameter set 22
Chapter B. Computational Results for PSGA 116
H L S T
c
NJOB Seed MFFD(dif) MFFD(dif,1by1) Local Search
obj % dec cpu sec
0 0 0 0 100 548863 3024 3024 2978 2 120
0 0 0 0 100 568873 3025 3025 2961 2 128
0 0 0 0 100 532411 3443 3443 3304 4 102
0 0 0 0 100 783667 3324 3324 3252 2 117
0 0 0 0 100 486274 3655 3655 3482 5 108
1 0 0 0 100 548863 4879 4852 4611 6 122
1 0 0 0 100 568873 4678 4601 4470 4 120
1 0 0 0 100 532411 5535 5535 5138 7 127
1 0 0 0 100 783667 5114 5037 4901 4 124
1 0 0 0 100 486274 5266 5266 5015 5 118
0 1 0 0 100 548863 11400 11400 11014 3 108
0 1 0 0 100 568873 11768 11768 11480 2 110
0 1 0 0 100 532411 12817 12804 12220 5 110
0 1 0 0 100 783667 12358 12358 12062 2 111
0 1 0 0 100 486274 13030 13030 12638 3 107
0 0 1 0 100 548863 1906 1906 1897 0 445
0 0 1 0 100 568873 1924 1924 1917 0 494
0 0 1 0 100 532411 2080 2080 2068 1 568
0 0 1 0 100 783667 2099 2099 2097 0 575
0 0 1 0 100 486274 2278 2278 2263 1 497
0 0 0 1 100 548863 4261 4261 4070 4 114
0 0 0 1 100 568873 4235 4235 4109 3 121
0 0 0 1 100 532411 4716 4716 4582 3 112
0 0 0 1 100 783667 4610 4610 4510 2 116
0 0 0 1 100 486274 4719 4719 4609 2 108
1 1 0 0 100 548863 20663 20663 16754 19 260
1 1 0 0 100 568873 21000 20646 17457 17 213
1 1 0 0 100 532411 23045 20572 17353 25 288
1 1 0 0 100 783667 22798 22798 16875 26 243
1 1 0 0 100 486274 22328 22075 17687 21 256
1 0 1 0 100 548863 1566 1566 1530 2 139
1 0 1 0 100 568873 1578 1578 1528 3 150
1 0 1 0 100 532411 1760 1760 1728 2 125
1 0 1 0 100 783667 1739 1739 1708 2 132
1 0 1 0 100 486274 1829 1794 1767 3 110
1 0 0 1 100 548863 9097 8853 8142 11 123
1 0 0 1 100 568873 8406 8394 7866 6 123
1 0 0 1 100 532411 10102 10102 9148 9 123
1 0 0 1 100 783667 9286 9286 8592 7 125
1 0 0 1 100 486274 9790 9472 8782 10 122
0 1 1 0 100 548863 5477 5477 5317 3 122
0 1 1 0 100 568873 5654 5654 5575 1 121
0 1 1 0 100 532411 5968 5968 5772 3 127
0 1 1 0 100 783667 6165 6165 6016 2 145
0 1 1 0 100 486274 6515 6515 6320 3 121
0 1 0 1 100 548863 18011 18011 17195 5 111
0 1 0 1 100 568873 18019 18019 17691 2 110
0 1 0 1 100 532411 20069 20069 19017 5 112
0 1 0 1 100 783667 19577 19577 18584 5 112
0 1 0 1 100 486274 20589 20011 19629 5 110
0 0 1 1 100 548863 2074 2074 2061 1 464
0 0 1 1 100 568873 2089 2089 2081 0 509
0 0 1 1 100 532411 2261 2261 2246 1 564
0 0 1 1 100 783667 2282 2282 2276 0 584
0 0 1 1 100 486274 2479 2479 2457 1 511
1 1 1 0 100 548863 6863 6766 6468 6 109
1 1 1 0 100 568873 7070 7006 6766 4 107
1 1 1 0 100 532411 7406 7187 7033 5 111
1 1 1 0 100 783667 7628 7628 7295 4 107
1 1 1 0 100 486274 7658 7658 7425 3 105
1 1 0 1 100 548863 37533 37418 29144 22 258
1 1 0 1 100 568873 39799 38587 28530 28 255
1 1 0 1 100 532411 41047 34903 30903 25 285
1 1 0 1 100 783667 38278 36184 30287 21 261
1 1 0 1 100 486274 40457 38186 30439 25 296
1 0 1 1 100 548863 2393 2393 2307 4 137
1 0 1 1 100 568873 2383 2383 2300 4 148
1 0 1 1 100 532411 2692 2692 2567 5 120
1 0 1 1 100 783667 2663 2663 2590 3 129
1 0 1 1 100 486274 2713 2713 2578 5 106
0 1 1 1 100 548863 6768 6768 6609 2 139
0 1 1 1 100 568873 6914 6914 6855 1 150
0 1 1 1 100 532411 7165 7165 7095 1 170
0 1 1 1 100 783667 7636 7565 7262 5 112
0 1 1 1 100 486274 7710 7710 7616 1 164
1 1 1 1 100 548863 11703 11317 10962 6 112
1 1 1 1 100 568873 11981 11981 11319 6 112
1 1 1 1 100 532411 12118 12118 12027 1 111
1 1 1 1 100 783667 13138 13138 12297 6 108
1 1 1 1 100 486274 13043 13014 12597 3 107
Table B.23: Results of PSGA for parameter set 23
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H L S T
c
NJOB Seed MFFD(dif) MFFD(dif,1by1) Local Search
obj % dec cpu sec
0 0 0 0 100 548863 3024 3024 2981 1 122
0 0 0 0 100 568873 3025 3025 2954 2 127
0 0 0 0 100 532411 3443 3443 3299 4 104
0 0 0 0 100 783667 3324 3324 3251 2 115
0 0 0 0 100 486274 3655 3655 3457 5 108
1 0 0 0 100 548863 4879 4879 4594 6 124
1 0 0 0 100 568873 4678 4678 4411 6 121
1 0 0 0 100 532411 5535 5485 5107 8 132
1 0 0 0 100 783667 5114 5068 4852 5 126
1 0 0 0 100 486274 5266 5266 4998 5 121
0 1 0 0 100 548863 11400 11400 11010 3 110
0 1 0 0 100 568873 11768 11768 11431 3 111
0 1 0 0 100 532411 12817 12817 12211 5 110
0 1 0 0 100 783667 12358 12358 12008 3 110
0 1 0 0 100 486274 13030 13030 12599 3 107
0 0 1 0 100 548863 1906 1906 1897 0 449
0 0 1 0 100 568873 1924 1924 1918 0 490
0 0 1 0 100 532411 2080 2080 2068 1 569
0 0 1 0 100 783667 2099 2099 2097 0 577
0 0 1 0 100 486274 2278 2278 2261 1 504
0 0 0 1 100 548863 4261 4261 4060 5 113
0 0 0 1 100 568873 4235 4235 4104 3 121
0 0 0 1 100 532411 4716 4716 4594 3 114
0 0 0 1 100 783667 4610 4610 4480 3 115
0 0 0 1 100 486274 4719 4719 4594 3 109
1 1 0 0 100 548863 20663 20663 16776 19 254
1 1 0 0 100 568873 21000 20742 17184 18 217
1 1 0 0 100 532411 23045 22402 17302 25 291
1 1 0 0 100 783667 22798 22798 17220 24 223
1 1 0 0 100 486274 22328 21715 17502 22 269
1 0 1 0 100 548863 1566 1566 1527 3 141
1 0 1 0 100 568873 1578 1578 1529 3 148
1 0 1 0 100 532411 1760 1760 1712 3 124
1 0 1 0 100 783667 1739 1739 1707 2 132
1 0 1 0 100 486274 1829 1796 1759 4 110
1 0 0 1 100 548863 9097 9097 8095 11 125
1 0 0 1 100 568873 8406 8406 7782 7 123
1 0 0 1 100 532411 10102 10102 9078 10 127
1 0 0 1 100 783667 9286 9286 8531 8 125
1 0 0 1 100 486274 9790 9790 8764 10 123
0 1 1 0 100 548863 5477 5477 5304 3 123
0 1 1 0 100 568873 5654 5654 5545 2 121
0 1 1 0 100 532411 5968 5968 5755 4 127
0 1 1 0 100 783667 6165 6165 5990 3 140
0 1 1 0 100 486274 6515 6515 6320 3 121
0 1 0 1 100 548863 18011 18011 17138 5 112
0 1 0 1 100 568873 18019 18019 17587 2 110
0 1 0 1 100 532411 20069 19314 19007 5 112
0 1 0 1 100 783667 19577 19577 18609 5 113
0 1 0 1 100 486274 20589 20589 19582 5 111
0 0 1 1 100 548863 2074 2074 2061 1 471
0 0 1 1 100 568873 2089 2089 2077 1 513
0 0 1 1 100 532411 2261 2261 2245 1 587
0 0 1 1 100 783667 2282 2282 2276 0 584
0 0 1 1 100 486274 2479 2479 2453 1 499
1 1 1 0 100 548863 6863 6767 6481 6 109
1 1 1 0 100 568873 7070 7005 6762 4 109
1 1 1 0 100 532411 7406 7185 6990 6 112
1 1 1 0 100 783667 7628 7628 7253 5 107
1 1 1 0 100 486274 7658 7658 7416 3 105
1 1 0 1 100 548863 37533 32897 28877 23 247
1 1 0 1 100 568873 39799 37785 29013 27 257
1 1 0 1 100 532411 41047 40777 30608 25 292
1 1 0 1 100 783667 38278 37834 29947 22 252
1 1 0 1 100 486274 40457 38858 29964 26 289
1 0 1 1 100 548863 2393 2393 2308 4 139
1 0 1 1 100 568873 2383 2383 2302 3 149
1 0 1 1 100 532411 2692 2692 2584 4 120
1 0 1 1 100 783667 2663 2663 2595 3 130
1 0 1 1 100 486274 2713 2713 2580 5 108
0 1 1 1 100 548863 6768 6768 6567 3 136
0 1 1 1 100 568873 6914 6914 6808 2 146
0 1 1 1 100 532411 7165 7165 7098 1 169
0 1 1 1 100 783667 7636 7565 7249 5 113
0 1 1 1 100 486274 7710 7710 7626 1 163
1 1 1 1 100 548863 11703 11223 10922 7 112
1 1 1 1 100 568873 11981 11981 11390 5 112
1 1 1 1 100 532411 12118 12118 11908 2 111
1 1 1 1 100 783667 13138 13138 12373 6 109
1 1 1 1 100 486274 13043 13043 12433 5 108
Table B.24: Results of PSGA for parameter set 24
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H L S T
c
NJOB Seed MFFD(dif) MFFD(dif,1by1) Local Search
obj % dec cpu sec
0 0 0 0 100 548863 3024 3024 2972 2 831
0 0 0 0 100 568873 3025 3025 2942 3 784
0 0 0 0 100 532411 3443 3443 3278 5 730
0 0 0 0 100 783667 3324 3324 3231 3 734
0 0 0 0 100 486274 3655 3655 3438 6 690
1 0 0 0 100 548863 4879 4879 4521 7 942
1 0 0 0 100 568873 4678 4603 4409 6 819
1 0 0 0 100 532411 5535 5455 5045 9 995
1 0 0 0 100 783667 5114 5040 4874 5 827
1 0 0 0 100 486274 5266 5266 4945 6 876
0 1 0 0 100 548863 11400 11400 10928 4 732
0 1 0 0 100 568873 11768 11768 11391 3 737
0 1 0 0 100 532411 12817 12817 12106 6 724
0 1 0 0 100 783667 12358 12358 11879 4 737
0 1 0 0 100 486274 13030 13030 12487 4 711
0 0 1 0 100 548863 1906 1906 1898 0 -1081
0 0 1 0 100 568873 1924 1924 1917 0 -245
0 0 1 0 100 532411 2080 2080 2068 1 605
0 0 1 0 100 783667 2099 2099 2096 0 517
0 0 1 0 100 486274 2278 2278 2260 1 -166
0 0 0 1 100 548863 4261 4261 4039 5 752
0 0 0 1 100 568873 4235 4235 4066 4 777
0 0 0 1 100 532411 4716 4716 4558 3 743
0 0 0 1 100 783667 4610 4610 4436 4 736
0 0 0 1 100 486274 4719 4719 4572 3 741
1 1 0 0 100 548863 20663 20663 16344 21 -2056
1 1 0 0 100 568873 21000 20737 16755 20 1896
1 1 0 0 100 532411 23045 20118 16865 27 -1494
1 1 0 0 100 783667 22798 22798 17152 25 -1778
1 1 0 0 100 486274 22328 22328 17324 22 -1940
1 0 1 0 100 548863 1566 1566 1522 3 939
1 0 1 0 100 568873 1578 1578 1521 4 909
1 0 1 0 100 532411 1760 1760 1707 3 807
1 0 1 0 100 783667 1739 1739 1699 2 813
1 0 1 0 100 486274 1829 1794 1751 4 726
1 0 0 1 100 548863 9097 9097 7938 13 873
1 0 0 1 100 568873 8406 8406 7716 8 898
1 0 0 1 100 532411 10102 10102 8733 14 889
1 0 0 1 100 783667 9286 9286 8580 8 934
1 0 0 1 100 486274 9790 9790 8611 12 931
0 1 1 0 100 548863 5477 5477 5286 3 915
0 1 1 0 100 568873 5654 5654 5523 2 755
0 1 1 0 100 532411 5968 5968 5712 4 817
0 1 1 0 100 783667 6165 6165 5944 4 900
0 1 1 0 100 486274 6515 6515 6285 4 770
0 1 0 1 100 548863 18011 18011 16974 6 792
0 1 0 1 100 568873 18019 18019 17433 3 724
0 1 0 1 100 532411 20069 20069 18755 7 793
0 1 0 1 100 783667 19577 19454 18344 6 779
0 1 0 1 100 486274 20589 20589 19319 6 751
0 0 1 1 100 548863 2074 2074 2061 1 -303
0 0 1 1 100 568873 2089 2089 2077 1 -180
0 0 1 1 100 532411 2261 2261 2245 1 646
0 0 1 1 100 783667 2282 2282 2276 0 979
0 0 1 1 100 486274 2479 2479 2452 1 -186
1 1 1 0 100 548863 6863 6742 6414 7 737
1 1 1 0 100 568873 7070 7054 6698 5 729
1 1 1 0 100 532411 7406 7224 6940 6 778
1 1 1 0 100 783667 7628 7574 7189 6 692
1 1 1 0 100 486274 7658 7658 7358 4 695
1 1 0 1 100 548863 37533 37450 28600 24 1961
1 1 0 1 100 568873 39799 39513 29236 27 -2070
1 1 0 1 100 532411 41047 40777 29901 27 -1671
1 1 0 1 100 783667 38278 35852 29532 23 -1837
1 1 0 1 100 486274 40457 39226 30047 26 -1659
1 0 1 1 100 548863 2393 2393 2303 4 919
1 0 1 1 100 568873 2383 2383 2266 5 933
1 0 1 1 100 532411 2692 2692 2557 5 784
1 0 1 1 100 783667 2663 2663 2574 3 844
1 0 1 1 100 486274 2713 2713 2560 6 852
0 1 1 1 100 548863 6768 6768 6507 4 876
0 1 1 1 100 568873 6914 6914 6759 2 988
0 1 1 1 100 532411 7165 7165 7065 1 1155
0 1 1 1 100 783667 7636 7565 7203 6 875
0 1 1 1 100 486274 7710 7710 7593 2 1062
1 1 1 1 100 548863 11703 11381 10833 7 770
1 1 1 1 100 568873 11981 11981 11321 6 752
1 1 1 1 100 532411 12118 12118 11891 2 716
1 1 1 1 100 783667 13138 13138 11950 9 749
1 1 1 1 100 486274 13043 12977 12225 6 738
Table B.25: Results of PSGA for parameter set 25
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