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Abstract—Tremendous growth in data-intensive cloud applica-
tions have resulted in an increased demand for highly scalable
data center network (DCN) architectures with high throughput
and low network complexity. In this paper, we propose HyScaleII
to improve the performance of HyScale [17]. HyScaleII is a switch-
centric high performance hybrid optical network based DCN
architecture that has most of the desirable properties of a data
center, e.g. high scalability, low diameter, high bisection width,
fault-tolerance, and low network complexity. We also present
an efficient and simple routing scheme called HySII routing,
which exploits the structural properties of HyScaleII. In our
experiments, HyScaleII has lower packet loss ratio and higher
average aggregate throughput by an average of 50% and 13.8%
respectively as compared to HyScale [17].
I. INTRODUCTION
Mega data centers supporting 100,000 or more servers
have received significant interest in recent years due to the
tremendous growth and popularity of data-intensive cloud
applications [1]-[8]. This motivates the investigation of data
center network (DCN) architectures for efficiently intercon-
necting large number of servers. The three important design
goals of such architectures are: scalability, fault-tolerance, and
high network bandwidth [1]-[8].
The amount of data transferred within a data center has also
exponentially increased in recent years. It is reported that for
about every byte of data communicated over the Internet, at
least 1MB of data is communicated within a data center [9].
Thus, DCN architectures are expected to provision reliable
high-bandwidth communications. Electrical networks in data
centers are increasingly becoming a bottleneck for supporting
high-volume high-speed data transfers [10]. Therefore, the use
of Optical Circuit Switching (OCS) in DCN architectures have
been recently propagated for supporting such high on-demand
bandwidth communications [9]-[16]. However, optical burst
switching (OBS) has not received much attention in DCN
architectures [17].
DCN architectures are broadly classified into server-centric
[4]-[8] and switch-centric [1]-[3] architectures. In server-
centric architectures, servers perform both computation and
routing of data. The design goals of servers are not intended to
support high-speed, high-bandwidth routing. Moreover, using
servers as both computing and routing nodes may prevent
the servers not needed for computation from being turned off
or put to a low-energy state. Server-centric architectures are
also unable to entirely exploit the benefits of optical networks
[11]-[13]. Thus, such architectures are not deemed suitable for
DCN architectures using optical networks even though they are
reported to have better scalability and performance than most
switch-centric architectures [4]-[5]. Switch-centric networks
are therefore the preferred choice for DCN architectures using
optical networks [9]-[15].
Most of the existing DCN architectures using optical net-
works are switch-centric hierarchical tree based structures.
Electrical packet switching (EPS) and OCS are used in these
architectures for supporting low and high volumes of data
transfer respectively [11]-[13]. It is reported that hierarchical
tree based DCN architectures do not have good scalability and
performance [4]-[8]. Moreover, the use of electrical networks
can also restrict the exploitation of optical networks in these
architectures [14]. In grid environments, hybrid optical net-
works integrating OCS and OBS technologies are reported to
have good performance in transmitting high and low volumes
of data respectively [18]-[20].
In this paper, we present HyScaleII, a switch-centric high
performance DCN architecture using hybrid optical networks.
The objective is to improve the performance of HyScale that
we proposed recently [17]. We accomplish our objective by
tweaking the topology of HyScale [17] in order to lower
the expected load per link in HyScaleII and thus lowering
the probability of packet loss. HyScaleII still retains most of
the desirable properties of a data center, e.g. scalability, fault
tolerance, high bisection width, low network complexity, and
low diameter. Based on the structural properties of HyScaleII,
we also present an efficient and simple routing scheme called
HySII routing. In our experiments, HyScaleII has lower packet
loss ratio and higher average aggregate throughput by an av-
erage of 50% and 13.8% respectively as compared to HyScale
[17]. Therefore, HyScaleII achieves higher traffic balance and
has better performance than HyScale [17].
II. RELATED WORK
BCube [4], DCell [5], FiConn [6], DPillar [7], and BCN
[8] are examples of server-centric DCN architectures. In these
architectures, servers are used as both computing and routing
nodes. The switches in these architectures are never directly
connected. Whereas, the servers are connected using different
switches. Thus, servers are used for relaying data in such
DCN architectures. Most of these architectures are recursively
defined and are highly scalable. The recursive definition of
1
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(a) Basic Construction Unit, Ψ(0,Ω, 8)
< 0,2 >
< 0,3 > < 0,6 >
< 0,7 >
< 0,1 > < 0,0 >
< 0,4 > < 0,5 >
< 1,0 >< 1,1 >
< 1,2 >
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Fig. 1. HyScaleII Topology Design
these architectures embeds the concept of locality, i.e. many
servers are in close proximity of each other [21]. This may
increase the communication efficiency of these architectures.
In switch-centric architectures, the servers are typically
placed in a rack and are connected with the “Top of Rack”
(ToR) switch. One or more levels of switches are used to
interconnect the ToR switches. Thus, servers are not needed for
routing the data and can be turned on and off as only needed
for computation. Typically each rack has around 10 to 40 or
more servers [12]. Fat-Tree [1], VL2 [2], and PortLand [3]
are examples of such DCN architectures. Most of the switch-
centric architectures are hierarchical tree based structures. The
size of the switches may significantly increase with an increase
in the number of servers supported by these architecture. This
can restrain the scalability of these architectures [4].
In order to guarantee high bandwidth communication, DCN
architectures provide full bisection bandwidth between several
pairs of nodes [11]-[14]. It has been observed from data center
traffic traces that 80% of the flows are smaller than 10KB in
size and 95% of the bytes transferred are in the top 10% of
the elephant flows (flows with large amount of data) [22]-
[24]. Thus, full bisection bandwidth between several pairs of
nodes is rarely required [11]-[14]. OCS networks have been
propagated as an option to transmit elephant flows in data
centers [9]-[16]. Helios [11], HyPaC [12], and Proteus [13]
are examples of such DCN architectures. These architectures
employ OCS and EPS for transmitting elephant and mice flows
(flows with low amount of data) respectively and are switch-
centric hierarchical tree based structures.
III. STRUCTURE OF HYSCALEII
In this section we give the construction of HyScaleII and
briefly review the structure of HyScale [17].
To exploit the high-bandwidth of optical networks, the ToRs
are optically interconnected with each other [12]-[13]. Each
ToR has an optical crossconnect and an optical component
[12]-[13] for connecting the servers in the corresponding rack
with the crossconnect. The optical crossconnects can employ
OCS and OBS technologies for transmitting elephant and mice
flows respectively. Optical Packet Switching (OPS) is not yet
deployed in practical optical networks [12], [18], and thus
OBS is the preferred choice for transmitting mice flows. For
brevity, ToR optical crossconnect is denoted as ToR.
HyScaleII is a recursively defined topology denoted by
Ψ(k,Ω,Γ), where k is the number of levels of the topology,
and Γ (power of 2) is the number of sub-topologies defining
Ψ. Ω defines the address space of all nodes (or ToRs) in
Ψ, where the address of each node is a (k + 1)−tuple.
Ψ(k,Ω,Γ) is obtained by interconnecting Γ of Ψ(k−1,Ω,Γ)
sub-topologies. This recursive definition embeds the concept
of locality [21] in Ψ. Ψ(0,Ω,Γ) is the basic construction unit
of HyScaleII.
A. Basic Construction Unit, Ψ(0,Ω,Γ)
Ψ(0,Ω,Γ) is a vertex-transitive and edge-transitive graph
which is isomorphic to KΓ/2,Γ/2 (complete bipartite graph).
The address space of each node in Ψ(0,Ω,Γ) is defined by a
1−tuple, i.e. Ω = {〈i0〉|i0 ∈ [0, 1, . . . ,Γ − 1]}. The links (or
edges) in Ψ(0,Ω,Γ) are called level0 links. Fig. 1(a) shows
the basic construction unit of Ψ when Γ = 8.
B. Construction of Ψ(k,Ω,Γ) (k ≥ 1)
Ψ(k,Ω,Γ) is a symmetric, vertex-transitive, and regular
graph. A level k topology of Ψ, Ψ(k,Ω,Γ) is constructed
by interconnecting Γ of Ψ(k − 1,Ω,Γ) sub-topologies. The
address space of each node in Ψ(k,Ω,Γ) is defined as a (k+
1)−tuple, i.e. Ω = {〈ik, . . . , i0〉|il ∈ [0, 1, . . . , (Γ − 1)], ∀l =
0, . . . , k}. Two nodes I = 〈ik, . . . , i0〉 and J = 〈jk, . . . , j0〉
in Ψ(k,Ω,Γ) are connected by a levelk link if F (ik, i0) = jk,
and i0 = j0, where function F is defined as
F (x, y) =
{
x⊕ y If y = 0
x Otherwise (1)
Fig. 1(b) shows the design of Ψ(1,Ω, 8).
C. Structure of HyScale [17]
HyScale is a recursively defined topology denoted by
Φ(k,Ω,Γ). It is a symmetric, vertex-transitive, regular, and bi-
partite graph. Φ(0,Ω,Γ) is isomorphic to KΓ/2,Γ/2. Φ(k,Ω,Γ)
(k ≥ 1) is constructed by interconnecting Γ of Φ(k− 1,Ω,Γ)
sub-topologies, and two nodes I = 〈ik, . . . , i0〉 and J =
2
TABLE I
COMPARISON BETWEEN DIFFERENT DATA CENTER NETWORK ARCHITECTURES
HyScaleII HyScale [17] Fat-Tree [1] BCube [4] DCell [5] FiConn [6]
Number of Servers SΓk+1 SΓk+1 m
3
4
nk+1 (n+ 1)2
k
− 1 2k+2 n
4
2k
Number of Switches Γk+1 Γk+1 5m
2
4
nk(k + 1)
(n+1)2
k
−1
n
2k+2 n
4
2k
n
Diameter (or bound ()) 3k + 2 () 4k + 2 () 4 k + 1 2k+1 − 1 () 2k+1 − 1 ()
Bisection Width Γ
k+1
4
(k ≥ 1); Γ
k+1
4
(k ≥ 1); m
3
8
n
k+1
2
(n+1)2
k
−1
4∗log
n
((n+1)2
k
−1)
2k+2 n
4
2k
4∗2k⌊
Γ2
8
⌋
(k = 0)
⌊
Γ2
8
⌋
(k = 0)
k is the number of levels of the recursive structure; n is the number of servers in the basic construction unit of BCube [4], DCell [5],
and FiConn [6]; Γ is the number of ToRs in the basic construction unit of HyScale [17] and HyScaleII; S is the number of servers in
a rack; m is the number of pods in Fat-Tree [1]
〈jk, . . . , j0〉 in Φ(k,Ω,Γ) are connected by a levelk link if
F1(ik) = jk, F2(ik) = i0 or F3(ik) = i0, and i0 = j0, where
the functions F1, F2, and F3 are defined as
F1(i) = (2.z + 1 + i) mod Γ, where z ∈ [0, 1, . . . ,Γ/2− 1]
F2(i) = (z + i mod Γ/2) mod Γ,where z satisfies F1(ik) = jk
F3(i) = (F2(i) + Γ/2 ) mod Γ (2)
IV. ROUTING IN HYSCALEII
In this section, we present a routing scheme for HyScaleII,
called HySII routing. Similar to HyS routing for HyScale [17],
HySII routing exploits the structural properties of HyScaleII
topology (or Ψ). Thus, comparing the performance of HySII
and HyS routing schemes is in fact comparing the performance
of HyScaleII and HyScale [17] topologies.
If the source and destination servers are in the same rack,
then the intra-rack communication does not use any link in
Ψ. Otherwise for all other inter-rack communications, a path
between two ToRs (or nodes) in Ψ will be computed. Given a
pair of source and destination nodes in Ψ(k,Ω,Γ), if they are
in same Ψ(k − 1,Ω,Γ) sub-topology, then the route between
them will be contained in that Ψ(k − 1,Ω,Γ) sub-topology.
Otherwise, the route between them will include exactly one
levelk link for traversing between the two Ψ(k − 1,Ω,Γ)
sub-topologies. Such levelk links may not be incident on the
source node. But, a node with such a levelk link is always at
most two level0 links away. A high-level description of the
routing algorithm for Ψ(k,Ω,Γ) is given in Algo. 1. Its time
complexity is O(k).
V. PROPERTIES OF HYSCALEII
In this section, we show that HyScaleII is scalable, fault
tolerant, and has low network complexity. The network di-
ameter, the switch size, and the number of disjoint routes
between any pair of ToRs in HyScaleII all increase linearly
with an exponential increase in the number of servers. Thus,
HyScaleII is highly scalable and fault-tolerant. The topology of
HyScaleII can be realized with small size switches. Therefore,
HyScaleII has low overall network complexity [12]. The
following theoretical results support the above assertions. The
proofs are omitted due to space limitations.
Theorem 5.1: Total number of nodes in Ψ(k,Ω,Γ) is Γk+1.
Corollary 5.2: Assuming each rack has S servers, the total
number of servers in Ψ(k,Ω,Γ) is SΓk+1.
Theorem 5.3: Ψ(k,Ω,Γ) is symmetric, vertex-transitive,
and (Γ2 + k)−regular graph.
Algorithm 1 HySII Routing
1: // src = 〈ik, ik−1, . . . , i1, i0〉; dst = 〈jk, jk−1, . . . , j1, j0〉
2: // (a,b) denotes the link between nodes a and b
3: // path = Route(src,dst,k)
4: Route(src,dst,l)
5: if src == dst then
6: return
7: else
8: if (l == 0) then
9: if src and dst are connected with a level0 link then
10: return (src,dst)
11: else
12: temp = 〈ik, ik−1, . . . , i1, (i0 + 1) mod Γ〉
13: return (src,temp) + Route(temp,dst,0)
14: end if
15: else if (il = jl) then
16: if (F (il, i0) == jl) then
17: temp = 〈jk, jk−1, . . . , jl+1, jl, il−1, . . . , i1, i0〉
18: return (src,temp) + Route(temp,dst,l-1)
19: else
20: x = F (il, jl)
21: temp1 = 〈jk, jk−1, . . . , jl+1, il, il−1, . . . , i1, x〉
22: temp2 = 〈jk, jk−1, . . . , jl+1, jl, il−1, . . . , i1, x〉
23: return Route(src,temp1,0) + (temp1,temp2)
+ Route(temp2,dst,l-1)
24: end if
25: else
26: return Route(src,dst,l-1)
27: end if
28: end if
Corollary 5.4: The size of the ToR optical crossconnects in
Ψ is W (Γ2 + k) + S.
Theorem 5.5: Ψ(k,Ω,Γ) requires Γ
k+1(Γ
2
+k)
2 links for in-
terconnecting the nodes.
Corollary 5.6: Ψ(k,Ω,Γ) has Γ
k+2
4 level0 links and
Γk+1
2
leveli links ∀i = 1, . . . , k.
Theorem 5.7: Ψ(k,Ω,Γ) is (Γ2 + k)−vertex connected.
Theorem 5.8: Diameter of Ψ(k,Ω,Γ) is bounded by
(3k+2) links.
Theorem 5.9: Bisection width of Ψ(k,Ω,Γ) is Γ
k+1
4 (k≥1).
Corollary 5.10: Bisection width of Ψ(0,Ω,Γ) is
⌊
Γ2
8
⌋
.
We believe the following result holds but do not have the
complete proof. Thus, it is presented as a conjecture.
Conjecture 5.11: Diameter of Ψ(k,Ω,Γ) (k ≥1) is (3+2k).
A. Comparison of HyScaleII with other DCN architectures
Table I shows a comparison of few important properties of
HyScaleII with other DCN architectures.
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(c) Average Aggregate Throughput
Fig. 2. Comparison between HySII and SP routing schemes
Proposition 5.12: HyScaleII has better expected perfor-
mance as compared to HyScale [17].
Proof: The total number of links and nodes in both
HyScaleII and HyScale [17] are Γ
k+1(Γ
2
+k)
2 and Γ
k+1 respec-
tively. The maximum number of flows in these topologies is
Γk+1(Γk+1−1). The diameter of HyScaleII and HyScale [17]
is bounded by 3k+2 and 4k+2 links respectively. As all links
are identical, the maximum number of links traversed by the
maximum number of flows in HyScaleII and HyScale [17] are
Γk+1(Γk+1−1)(3k+2) and Γk+1(Γk+1−1)(4k+2) respec-
tively. Therefore, each link in HyScaleII carries at most about
2(Γk+1−1)(3k+2)
Γ
2
+k
flows. Whereas, each link in HyScale [17]
carries at most about 2(Γ
k+1
−1)(4k+2)
Γ
2
+k
flows. Thus, HyScaleII
has lower maximum load per link and is expected to have
lower packet loss probability as compared to HyScale [17].
VI. EXPERIMENTAL RESULTS AND DISCUSSION
In this section, we describe the experiments and analyze the
results obtained. The results represent an average of 20 runs
and all results have 95% confidence level.
A. Experimental Setup
We simulate a Ψ(k,Ω,Γ) topology with Γ=8, k=3, and
S=32. Therefore, HyScaleII (or Ψ) has 131,072 servers and
4,096 ToRs. Each link in Ψ is a bidirectional fiber with
uniform transmission capacity of 1Gbps, and has four wave-
lengths per fiber. Thus, each ToR is a 60−port optical cross-
connect with no fiber delay lines or wavelength converters.
Inter-rack traffic are the most likely candidates for over-
subscription [24] and intra-rack traffic will not use the links
in Ψ. Therefore, we only consider inter-rack traffic in our
simulation. Real data center traffic traces show that there are
at most 10,000 active flows at any given interval, 80% of
the flows are smaller than 10KB in size, and 95% of the
bytes transferred are in the top 10% of the large flows [22],
[24]. Accordingly, we consider the average size of a flow is
exponentially distributed with mean 20MB. The source and
destination of the flows are uniformly distributed among all the
ToRs. The flows with more than 25MB of data are classified
as elephant flows [23]. At least 20% of the flows at any given
interval are elephant flows in our simulation.
As discussed earlier, OCS and OBS are used for transmitting
elephant and mice flows respectively. The burst header is
processed all-optically by the intermediate nodes [25] and
is encapsulated in the burst [20]. The burst assemble time
is 20ms, burst processing time is 20μs, packet processing
time is 1μs, and OCS switching time is 10ms [15], [20]. The
maximum length of a burst and the packet size are fixed at
12.5 MB and 12.5 KB respectively [20].
B. Comparison of HySII Routing with Shortest Path Routing
HyS routing was reported to have better performance than
Shortest Path (SP) routing in HyScale [17]. Thus, it is expected
that HySII routing will also have better performance than SP
routing in HyScaleII. Below, we compare the performance of
HySII and SP routing schemes.
The route of a circuit for an elephant flow is computed at the
source. If the circuit can not be successfully established, then
all the packets in the flow are dropped. Otherwise the circuit
is reserved for the duration of the flow. The mice flows are
assembled into one or more bursts at the source. The route of a
burst is also computed at the source and is encapsulated in the
burst header. Just-Enough-Time (JET) protocol [18] is used to
schedule the bursts. If a burst is blocked due to contention, then
all the packets in the bursts are dropped. The packet loss ratio
(PLR) is defined as the ratio of the total number of packets
dropped to the total number of packets in all the flows.
Fig. 2(a) shows a comparison of the average path length
traversed by the packets using HySII and SP routing schemes.
The path length is defined as the number of links (or fibers)
traversed by the packets between the ToRs. HySII routing
does not always compute the shortest path between the source
and destination nodes. Thus the average path length of SP
routing is always less than that of HySII routing. The time
complexity of HySII routing is O(k) (Algo. 1). Whereas,
the time complexity of SP routing is O(Γ2(k+1)). Moreover,
HySII routing exploits the structural properties of HyScaleII
and computes a route of at most k − 1 links longer than
the shortest path. As compared to the number of nodes in
HyScaleII (Γk+1), k− 1 is a negligible number. For example,
when Γ = 8, the time complexity of HySII routing is O(k),
while that of SP routing is O(26(k+1)). In our experiments
with k = 3, the difference in the average path length of the
two routing schemes is always less than a link. Thus there is
a negligible increase in the average end-to-end delay of HySII
routing as compared to the SP routing.
The performance of the two routing schemes in terms of
PLR is shown in Fig. 2(b). HySII routing has a lower PLR
in these experiments. Thus, it achieves better traffic balance
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Fig. 3. Comparison between HyScaleII and HyScale [17] architectures
with negligible increase in the length of the routes. In our
experiments, HySII routing has a lower PLR by an average
of 52% as compared to the SP routing. As expected, the PLR
of both the routing schemes increases with an increase in the
maximum number of flows.
Fig. 2(c) shows the comparison of the average aggregate
throughput of the routing schemes. As expected, the average
aggregate throughput increases with an increase in the number
of flows. The lower PLR of HySII routing also results in higher
average aggregate throughput as compared to SP Routing. In
our experiments, HySII routing has a higher average aggregate
throughput by an average of 5.5% as compared to the SP
routing. Therefore, HySII routing has better performance and
better traffic balance as compared to the SP routing.
C. Performance Comparison of HyScaleII with HyScale [17]
In this section, we compare the performance of HyScaleII
with HyScale [17]. As discussed earlier, comparison between
HySII and HyS [17] routing schemes in fact is a comparison
between HyScaleII and HyScale [17] topologies. Thus, for
comparing the two topologies, we simulate HyScale topology
(Φ(3,Ω, 8)) [17] with equal number of servers and ToRs as
that in HyScaleII and use HySII and HyS [17] routing schemes
respectively in HyScaleII and HyScale [17] topologies.
As shown in Fig. 3(a), HyScaleII has a lower average path
length than HyScale. This is due to the fact that the bound on
the diameter of HyScaleII is smaller than that of HyScale [17].
Fig. 3(b) compares the performance of the two architectures in
terms of PLR. Thus, the empirical results are in line with the
proposition 5.12. HyScale has a higher number of bottlenecks
resulting in higher PLR. As expected, PLR increases with an
increase in number of flows. In our experiments, HyScaleII has
a lower PLR by an average of 50% as compared to HyScale
[17]. Lower PLR in HyScaleII also results in its higher average
aggregate throughput, shown in Fig. 3(c). In our experiments,
HyScaleII has a higher average aggregate throughput by an
average of 13.8% as compared to HyScale [17]. Therefore,
HyScaleII has better performance than HyScale [17].
VII. CONCLUSION
We propose HyScaleII to improve the performance of
HyScale [17]. HyScaleII is a highly scalable, recursively
defined, fault-tolerant DCN topology with low network com-
plexity. We also present an efficient and simple routing scheme
called HySII routing, which exploits the structural properties
of HyScaleII. In our experiments, HySclaeII has lower PLR
and higher average aggregate throughput by an average of
50% and 13.8% respectively as compared to HyScale [17]. In
future, we want to develop a testbed and analyze HyScaleII’s
performance with real data center traffic traces.
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