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1 Introduction.
The present paper is devoted to studying of some weighted Ho¨lder spaces C
m+γ,m+γ
m
n,ωγ .
These spaces are designed in the way to serve as a framework for consideration
of different statements for the thin film equations in weighted classes of smooth
functions in the multidimensional setting. These spaces can serve also for con-
sidering of other equations with the degeneration on the boundary of the domain
of definition, for example, in the spirit of [1].
The literature on the subject of the thin film equations is very numerous but
almost all results with sufficient regularity are devoted to the case of one spatial
1
variable. As a possible target for an application of the spaces C
m+γ,m+γ
m
n,ωγ we only
mention the papers [2]- [16].
The spaces C
m+γ,m+γ
m
n,ωγ arise at the considering linearised version of the thin
film equations. Let us explain this on the example for the thin film equation
in the case of partial wetting (see, for example, [2] for the accurate statement).
Consider the thin film equation of fourth order for an unknown function h(x, t)
(compare [17])
∂h
∂t
+∇ (hn∇∆h− β∇h) = f(x, t) in Ω, (1.1)
where n > 0 is fixed, Ω is a half space Ω = {(x, t) : x = (x′, xN) ∈ R
N , xN >
0, t > 0}. Consider also partial wetting conditions at xN = 0
h(x′, 0, t) = 0,
∂h
∂xN
(x′, 0, t) = 1 (1.2)
and an initial condition
h(x, 0) = w(x). (1.3)
From (1.2) it follows that we must have for w(x)
w(x′, 0) = 0,
∂w
∂xN
(x′, 0) = 1. (1.4)
Consequently, we have
w(x) ∼ xN , xN → 0. (1.5)
The linearization of equation (1.1) at the initial datum w(x)means that we denote
in (1.1) h = w + u and extract linear with respect to u part (we also drop lower
order terms). Formally, one can just replace hn by wn in (1.1) and replace h by
u in other places of this equation. Taking into account (1.5) and replacing w by
just xN , we arrive at
∂u
∂t
+∇(xnN∇∆u− β∇u) = f(x, t) in Ω. (1.6)
For second order equations this procedure is described in details in, for example,
[18], [19], [1], and for fourth order see [16], [2], [3] formula (13), [4] formula (7).
If we are going to consider equations (1.6) (and correspondingly (1.1)) in
classes of Ho¨lder functions we have to consider f(x, t) in (1.6) from some (may
be weighted) Ho¨lder class. This leads to the consideration of ∇(xnN∇∆u) from
the same weighted Ho¨lder class. In our definition below this will be the class
C
m+γ,m+γ
m
n,(n/4)γ . In the case of second order equations such classes were used in fact in
[20]- [22], [1], where the papers [20]- [22] are based on the Carnot-Carathe´odory
metric and the paper [1] is based on classes C
m+γ,m+γ
m
n,ωγ . Note that we consider
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the framework of classes C
m+γ,m+γ
m
n,ωγ as an alternative for considering the Carnot-
Carathe´odory metric for studying degenerate equations in classes of smooth func-
tions - [20]- [22], [16].
Note that in the case of elliptic equations more simple weighted Ho¨lder classes
with unweighted Ho¨lder constants can be used - [23], [24]. The reason is that in
the elliptic case no agreement between smoothness in x-variables and t- variable
is needed.
Let us turn now to exact definitions and to the main results.
Denote H = {x = (x′, xN ) ∈ R
N : xN > 0} , Q = {(x, t) : x ∈ H,−∞ < t <
∞}. And we note at once that all the reasoning and statement below are valid
in evident way also for Q+ = {(x, t) : x ∈ H, t ≥ 0} instead of Q. Let m be a
positive integer and let n be a positive number, n < m. Denote
ω = n/m < 1.
Let Cγωγ(H), γ ∈ (0, 1), be the weighted Ho¨lder space of continuous functions
u(x) with the finite norm
|u|
(γ)
ωγ,H
≡ ‖u‖Cγωγ(H) ≡ |u|
(0)
H
+ 〈u〉
(γ)
ωγ,H
, (1.7)
where
|u|
(0)
H
= max
x∈H
|u(x)|, 〈u〉
(γ)
ωγ,H
= sup
x,x∈H
(x∗N )
ωγ |u(x)− u(x)|
|x− x|γ
, x∗N = max{xN , xN}.
(1.8)
Thus 〈u〉
(γ)
ωγ,H
represents a weighted Ho¨lder constant of the function u(x). We
suppose that
n < m, , if n is a noninteger (1− ω)γ = γ
(
1−
n
m
)
< min({n}, 1− {n}),
(1.9)
where for a real number a ,{a} is the fractional part of a, [a] is the integer part
of a. This assumption is technical and it allows us, for example, to consider the
functions xn−jN as elements of C
γ
ωγ(H) for all integer j < n.
Remark 1 Note that in terms of the Carnot-Carathe´odory metric seminorm
(1.8) is equivalent to
〈u〉
(γ)
ωγ,H
≃ sup
x,x∈H
|u(x)− u(x)|
s(x, x)γ
,
where the Carnot-Carathe´odory distance is defined as
s(x, x) =
|x− x|
|x− x|ω + xωN + x
ω
N
.
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In the case of m = 2, n ∈ (0, 1) this was proved in [1] and the general case is
quite similar but one should also take into account Proposition 4 below.
In the similar way we define the Ho¨lder seminorms with respect to each vari-
able separately
〈u〉
(γ)
ωγ,xi,H
= sup
x,x∈H
(x∗N)
ωγ |u(x)− u(x)|
hγ
, x∗N = max{xN , xN}, i = 1, N, (1.10)
where x = (x1, ...xi, ..., xN), x = (x1, ...xi + h, ..., xN), h > 0.
In the standard way we denote by 〈u〉
(γ)
xi,H
, 〈u〉
(γ)
x′,H
, and 〈u〉
(γ)
x,H
usual unweighted
Ho¨lder seminorms with respect to each variable separately, with respect to x′ =
(x1, ..., xN−1) or with respect to all x-variables.
Define a weighted Ho¨lder space Cm+γn,ωγ (H) as the space of continuous functions
u(x) with the finite norm
|u|
(m+γ)
n,ωγ,H
≡ ‖u‖Cm+γn,ωγ (H) =
= |u|
(0)
H
+
∑
0<|α|<m−n
|Dαxu|
γ
H
+
j≤n∑
j=0
∑
|α|=m−j,
αN 6=m−n
|xn−jN D
αu|
(γ)
ωγ,H
. (1.11)
Here α = (α1, ..., αN) is a multiindex, |α| = α1 + ... + αN , D
αu = Dα1x1 ...D
αN
xN
u.
Note that we do not include in the definition of the norm the term |Dm−nxN u|
(γ)
ωγ,H
in the case of an integer n. The reason is that this term is finite only in the case
of the special behaviour of xnND
m
xN
u→ 0 at xN → 0. This issue will be explained
below. For the spaces with the finite term |Dm−nxN u|
(γ)
ωγ,H
in the case of an integer
n we use the notation with cap. That is the space Ĉm+γn,ωγ (H) is the space with
the finite norm
|̂u|
(m+γ)
n,ωγ,H ≡ ‖u‖Ĉm+γn,ωγ (H) =
= |u|
(0)
H
+
∑
0<|α|<m−n
|Dαxu|
γ
H
+
j≤n∑
j=0
∑
|α|=m−j
|xn−jN D
αu|
(γ)
ωγ,H
. (1.12)
We will show below that the norm (1.11) is equivalent to the norm
|˜u|
(m+γ)
n,ωγ,H = |u|
(0)
H
+
N∑
i=1
〈
xnND
m
xi
u
〉(γ)
ωγ,xi,H
(1.13)
and the norm (1.12) in the case of an integer n is equivalent to the norm
̂˜
|u|
(m+γ)
n,ωγ,H = |u|
(0)
H
+
〈
Dm−nxN u
〉(γ)
ωγ,xN ,H
+
N∑
i=1
〈
xnND
m
xi
u
〉(γ)
ωγ,xi,H
. (1.14)
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We also consider a space C
γ, γ
m
ωγ (Q) of functions u(x, t) with the finite norm
|u|
(γ)
ωγ,Q
≡ ‖u‖
C
γ,γ/m
ωγ (Q)
≡ |u|
(0)
Q
+ 〈u〉
(γ,γ/m)
ωγ,Q
, (1.15)
where
〈u〉
(γ,γ/m)
ωγ,Q
≡ 〈u〉
(γ)
ωγ,x,Q
+ 〈u〉
(γ/m)
t,Q
,
〈u〉
(γ)
ωγ,x,Q
≡ sup
x,x∈Q
(x∗N )
ωγ |u(x, t)− u(x, t)|
|x− x|γ
, x∗N = max{xN , xN}, (1.16)
and 〈u〉
(γ/m)
t,Q
is the usual Ho¨lder constant of u over Q with respect to t with the
exponent γ/m. Analogously to (1.11), (1.12) we consider the space C
m+γ,m+γ
m
n,ωγ (Q)
with the finite norm
|u|
(m+γ)
n,ωγ,Q
≡ ‖u‖
C
m+γ,
m+γ
m
n,ωγ (Q)
=
= |u|
(0)
Q
+
∑
0<|α|<m−n
|Dαxu|
γ
Q
+
j≤n∑
j=0
∑
|α|=m−j,
αN 6=m−n
|xn−jN D
α
xu|
(γ)
ωγ,Q
+ |Dtu|
(γ)
ωγ,Q
, (1.17)
and the space Ĉ
m+γ,m+γ
m
n,ωγ (Q) with the finite norm
|̂u|
(m+γ)
n,ωγ,Q ≡ ‖u‖
Ĉ
m+γ,
m+γ
m
n,ωγ (Q)
=
= |u|
(0)
Q
+
∑
0<|α|<m−n
|Dαxu|
γ
Q
+
j≤n∑
j=0
∑
|α|=m−j
|xn−jN D
α
xu|
(γ)
ωγ,Q
+ |Dtu|
(γ)
ωγ,Q
. (1.18)
And again we will show that the norm (1.17) is equivalent to the norm
|˜u|
(m+γ)
n,ωγ,Q = |u|
(0)
Q
+
N∑
i=1
〈
xnND
m
xi
u
〉(γ)
ωγ,xi,Q
+ 〈Dtu〉
(γ/m)
t,Q
(1.19)
and the norm (1.18) in the case of an integer n is equivalent to the norm
˜̂
|u|
(m+γ)
n,ωγ,Q = |u|
(0)
Q
+
〈
Dm−nxN u
〉(γ)
ωγ,xN ,Q
+
N∑
i=1
〈
xnND
m
xi
u
〉(γ)
ωγ,xi,Q
+ 〈Dtu〉
(γ/m)
t,Q
. (1.20)
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Namely, we have the following estimate which is one of the main results of
the present paper.
Recall that 〈Dtu〉
(γ/m)
t,Q
is the usual Ho¨lder constant of Dtu over Q with respect
only to t with the exponent γ/m and
〈
xnND
m
xi
u
〉(γ)
ωγ,xi,Q
is the weighted Ho¨lder
constants of the "pure" derivatives xnND
m
xi
u with respect only to the corresponding
variables xi with the same index i, i = 1, N . That is
〈
xnND
m
xi
u
〉(γ)
ωγ,xi,Q
≡ sup
(x,t),(x,t)∈Q
(x∗N )
ωγ |u(x, t)− u(x, t)|
|xi − xi|γ
, x∗N = max{xN , xN},
where sup is taken over x = (x1, ..., xi, ...xN ), x = (x1, ..., xi, ...xN ).
Theorem 2 Let u(x, t) be continuous in Q and the right hand side in (1.21)
below is finite. Then for some C = C(N, γ,m, n)
〈u〉
(m+γ,m+γ
m
)
n,ωγ,Q
≡
j≤n∑
j=0
∑
|α|=m−j
〈
xn−jN D
α
xu
〉(γ,γ/m)
ωγ,Q
+
j≤n∑
j=0
∑
|α|=m−j
〈
xn−jωN D
α
xu
〉(γ+j
m
)
t,Q
+
+ 〈Dtu〉
(γ,γ/m)
ωγ,Q
+
j≤m−n∑
j=0
∑
|α|=[m−n+(1−ω)γ]−j
〈
Dαx′D
j
xN
u
〉({m−n+(1−ω)γ})
x′,Q
+
+
j≤m−n∑
j=0
∑
|α|=[m−n+γ]−j
〈
Dαx′D
j
xN
u
〉({m−n+γ})
ωγ,x′,Q
+
+
j≤m−n∑
j=1
∑
|α|=j
〈Dαxu〉
(1− j
m−n
+ γ
m
)
t,Q
≤ C
(
N∑
i=1
〈
xnND
m
xi
u
〉(γ)
ωγ,xi,Q
+ 〈Dtu〉
(γ/m)
t,Q
)
, (1.21)
where, [a] and {a} are the integer and the fractional parts of a real number a
correspondingly and in the left hand side of (1.21) included only those terms that
are finite.
Moreover,
xn−jN D
α
xu(x, t)→ 0, xN → 0, 0 ≤ j < n, α = (α1, ..., αN), |α| = m−j, αN < m−j.
(1.22)
If u(x) is continuous in H and the right hand side in (1.23) below is finite
then for some C = C(N, γ,m, n)
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〈u〉
(m+γ)
n,ωγ,H
≡
j≤n∑
j=0
∑
|α|=m−j
〈
xn−jN D
α
xu
〉(γ)
ωγ,H
+
j≤m−n∑
j=0
∑
|α|=[m−n+γ]−j
〈
Dαx′D
j
xN
u
〉({m−n+γ})
ωγ,x′,Q
+
+
j≤m−n∑
j=0
∑
|α|=[m−n+(1−ω)γ]−j
〈
Dαx′D
j
xN
u
〉({m−n+(1−ω)γ})
x′,H
≤ C
N∑
i=1
〈
xnND
m
xi
u
〉(γ)
ωγ,xi,H
.
(1.23)
and in the left hand side of (1.23) included only those terms that are finite.
Moreover,
xn−jN D
α
xu(x)→ 0, xN → 0, 0 ≤ j < n, α = (α1, ..., αN), |α| = m−j, αN < m−j.
(1.24)
Note that Theorem 2 is an analog for weighted Ho¨lder spaces of well known
properties of standard Ho¨lder spaces. We are going to use these known properties
so we formulate them in the next section.
Let us stress that the assumption that the terms in the left hand side of
(1.21), (1.23) are finite is essential. Consider in {(x1, x2) : x2 ≥ 0} for m = 2 the
function u(x) = x21x
2−n
2 , where n ∈ [0, 1). For this function the right hand side
of (1.23) is zero but the Ho¨lder seminorms of the mixed derivative xn2D
2
x1x2
u in
the left hand side are infinite.
The further content of the paper is as follows. In section 2, we formulate some
known results about classical Ho¨lder spaces and prove some useful statements
about weighted Ho¨lder spaces for further using. Section 3 is devoted to the
proof of Theorem 2. In section 4, we consider properties of mixed and lower
order derivatives of functions from the space C
m+γ,m+γ
m
n,ωγ (Q). In section 5 we
study traces of functions from C
m+γ,m+γ
m
n,ωγ (Q) at {xN = 0}. Section 6 contains
some interpolations inequalities for functions from C
m+γ,m+γ
m
n,ωγ (Q), Cm+γn,ωγ (H). In
section 7 we consider the spaces C
m+γ,m+γ
m
n,ωγ (ΩT ), C
m+γ
n,ωγ (Ω) in the case of arbitrary
smooth domain. At last, section 8 devoted to some properties of functions from
C
m+γ,m+γ
m
n,ωγ,0 (ΩT ), where the last is the closed subspace of C
m+γ,m+γ
m
n,ωγ (ΩT ) consisting
of functions u(x, t) with the property u(x, 0) ≡ ut(x, 0) ≡ 0 in Ω.
2 Auxiliary assertions.
Let M be a positive integer. In the space RM we use standard Ho¨lder spaces
7
C l(RM), where l = (l1, l2, ..., lM), li are arbitrary positive non-integers. The
norm in such spaces is defined by
‖u‖Cl(RM ) ≡ |u|
(l)
RM
= |u|
(0)
RM
+
M∑
i=1
〈u〉
(li)
xi,RM
, (2.1)
〈u〉
(li)
xi,RM
= sup
x∈RM ,h>0
∣∣∣D[li]xi u(x1, ..., xi + h, ..., xM)−D[li]xi u(x)∣∣∣
hli−[li]
, (2.2)
where [li] is the integer part of the number li, D
[li]
xi u is the derivative of order [li]
with respect to the variable xi of a function u.
Proposition 3 Seminorm (2.2) can be equivalently defined by ([25],[26], [27] )
〈u〉
(li)
xi,RM
≃ sup
x∈RM ,h>0
∣∣∆kh,xiu(x)∣∣
hli
, k > li, (2.3)
where ∆h,xiu(x) = u(x1, ..., xi+h, ..., xN)−u(x) is the difference from a function
u(x) with respect to the variable xi with a step h, ∆
k
h,xi
u(x) = ∆h,xi
(
∆k−1h,xiu(x)
)
=
(∆h,xi)
k u(x) is the difference of power k.
The same is also valid not only for the whole space RM but also for it’s subsets
of the form RM ∩ {xi1 , xi2 , ..., xiK ≥ 0} with K ≤ M . Note that below we prove
an analogous statement for weighted spaces.
It is known that functions from the space C l(RM) have also mixed derivatives
up to definite orders and all derivatives are Ho¨lder continuous with respect to all
variables with some exponents in accordance with ratios between the exponents
li. Namely, if k = (k1, ..., kM) with nonnegative integers ki, ki ≤ [li], and
ω = 1−
N∑
i=1
ki
li
> 0, (2.4)
then (see for example [26] )
Dkxu(x) ∈ C
d(RM), ‖Dkxu‖Cd(RM ) ≤ C‖u‖Cl(RM ), (2.5)
where
d = (d1, ..., dM), di = ωli. (2.6)
Moreover, relation (2.5) is valid not only for RM but for any domain Ω ⊂ RM
with sufficiently smooth boundary and we have
‖Dkxu‖Cd(Ω) ≤ C‖u‖Cl(Ω). (2.7)
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For special domains of the form Ω+ = R
M ∩ {xi1 , xi2, ..., xiK ≥ 0} we have even
more strong inequality just for seminorms
∑
k
M∑
i=1
〈
Dkxu
〉(di)
xi,Ω+
≤ C
M∑
i=1
〈u〉
(li)
xi,Ω+
. (2.8)
Here the sum is taken over all k with the property (2.4) and di are defined in
(2.6).
The analog of this estimate for an arbitrary smooth domain Ω (including
bounded domains) is
∑
k
M∑
i=1
〈
Dkxu
〉(d̂i)
xi,Ω
≤ C
(
M∑
i=1
〈u〉
(li)
xi,Ω
+ |u|
(0)
Ω
)
(2.9)
with arbitrary d̂i ≤ di. Note that inequalities (1.21) and (1.23) are in fact a
particular cases of (2.8) for weighted spaces.
It turns out that the weighted space Cγωγ(H) is embedded into the usual space
Cγ−ωγ(H). Namely, we have the following assertion.
Proposition 4 Let a function u(x) ∈ Cγωγ(H). Then u(x) is continuous in H
and
〈u〉
(γ−ωγ)
x,H
≤ C 〈u〉
(γ)
ωγ,x,H
. (2.10)
Proof.
We consider the Ho¨lder property with the exponent γ−ωγ of the function u(x)
with respect to the variable xN and with respect to the variables x
′ separately.
Consider the ratio with h > 0
Ah ≡
|u(x′, xN + h)− u(x
′, xN)|
hγ−ωγ
= hωγ
|u(x′, xN + h)− u(x
′, xN )|
hγ
≤
≤ (xN + h)
ωγ |u(x
′, xN + h)− u(x
′, xN )|
hγ
≤ 〈u〉
(γ)
ωγ,x,H
.
Thus it is proved that at least on open set H
〈u〉
(γ−ωγ)
xN ,H
≤ 〈u〉
(γ)
ωγ,xN ,H
. (2.11)
Let now h = (h1, ..., hN−1). Consider the expression
Ah ≡
|u(x′ + h, xN)− u(x
′, xN)|
|h|γ−ωγ
.
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If |h| ≤ xN/2 we can write
Ah = |h|
ωγ |u(x
′ + h, xN)− u(x
′, xN )|
|h|γ
≤
≤ CxωγN
|u(x′ + h, xN)− u(x
′, xN)|
|h|γ
≤ C 〈u〉
(γ)
ωγ,x′,H
. (2.12)
If now |h| > xN/2, then we estimate Ah as
Ah ≤
|u(x′ + h, xN)− u(x
′ + h, xN + 2|h|)|
|h|γ
+
+
|u(x′ + h, xN + 2|h|)− u(x
′, xN + 2|h|)|
|h|γ−ωγ
+
|u(x′, xN + 2|h|)− u(x
′, xN )|
|h|γ−ωγ
≡
3∑
i=1
Ii.
The estimates for I1 and I3 follow from (2.11) and the estimate for I2 follows
from (2.12) because in this case |h| ≤ (xN + 2|h|)/2. Thus in this case
Ah ≤ C(〈u〉
(γ)
ωγ,xN ,H
+ 〈u〉
(γ)
ωγ,x′,H
) ≤ C 〈u〉
(γ)
ωγ,x,H
.
Consequently, it is proved that on open set H
〈u〉
(γ−ωγ)
x′,H ≤ C 〈u〉
(γ)
ωγ,x,H
. (2.13)
From (2.11) and (2.13) it follows that
〈u〉
(γ−ωγ)
x,H ≤ C 〈u〉
(γ)
ωγ,x,H
.
This means that u(x) has a finite limit as xN → 0 and consequently can be
defined at xN = 0 as a continuous function with (2.10). Thus the proposition
follows.
We need also the analog of relation (1.7) for weighted seminorm.
Proposition 5 Let l = m+ γ > 0 be noninteger, m = [l], , γ ∈ (0, 1), and let a
function u(y) ∈ C lωγ([0,∞)), ω ∈ (0, 1), in the sense that〈
Dmy u
〉(γ)
ωγ,y
= sup
y,h>0
(y + h)ωγ
|Dmy u(y + h)−D
m
y u(y)|
hγ
<∞. (2.14)
Then for any integer k > l
〈
Dmy u
〉(γ)
ωγ,y
≤ Ck sup
y,h>0
yωγ
|∆khu(y)|
hl
≡ Ck 〈〈u〉〉
(l)(k)
ωγ,y , (2.15)
where ∆khu(y) is the k-th difference with the step h, ∆
1
hu(y) = ∆hu(y) = u(y +
h)− u(y), ∆khu(y) = ∆h(∆
k−1
h u(y)). Note that the inverse inequality to (2.15) is
evident because of the mean value theorem.
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Proof. The idea of the proof is taken from [28] and demonstrates also the
main idea of the proof of Theorem 2. Let ε ∈ (0, 1) be fixed and will be chosen
later. To prove (2.15) we represent
〈
Dmy u
〉(γ)
ωγ,y
as
〈
Dmy u
〉(γ)
ωγ,y
≤ sup
y,h≥εy
(y + h)ωγ
|Dmy u(y + h)−D
m
y u(y)|
hγ
+
+ sup
y,0<h<εy
(y + h)ωγ
|Dmy u(y + h)−D
m
y u(y)|
hγ
≡
〈
Dmy u
〉(γ)(ε+)
ωγ,y
+
〈
Dmy u
〉(γ)(ε−)
ωγ,y
.
(2.16)
We are going to consider the two cases for the relation between
〈
Dmy u
〉(γ)(ε+)
ωγ,y
and
〈
Dmy u
〉(γ)(ε−)
ωγ,y
.
Suppose first that 〈
Dmy u
〉(γ)(ε−)
ωγ,y
≤
〈
Dmy u
〉(γ)(ε+)
ωγ,y
, (2.17)
and consequently 〈
Dmy u
〉(γ)(ε+)
ωγ,y
≤
〈
Dmy u
〉(γ)
ωγ,y
≤ 2
〈
Dmy u
〉(γ)(ε+)
ωγ,y
. (2.18)
We prove that in this case
〈
Dmy u
〉(γ)(ε+)
ωγ,y
≤ Cε,k sup
y,h>0
yωγ
|∆khu(y)|
hl
. (2.19)
The proof is by contradiction. Suppose that (2.19) is not valid. Then for any
positive integer p there exists a function up(y) ∈ C
l
ωγ([0,∞)) with
sup
y,h≥εy
(y + h)ωγ
|Dmy up(y + h)−D
m
y up(y)|
hγ
≥ p sup
y,h>0
yωγ
|∆khup(y)|
hl
. (2.20)
Consider the functions
wp(y) =
up(y)〈
Dmy up
〉(γ)
ωγ,y
. (2.21)
For such functions we have by the definition and by (2.20), (2.18)
〈
Dmy wp
〉(γ)
ωγ,y
= 1, sup
y,h≥εy
(y + h)ωγ
|Dmy wp(y + h)−D
m
y wp(y)|
hγ
≥
1
2
, (2.22)
sup
y,h>0
yωγ
|∆khwp(y)|
hl
≤
1
p
. (2.23)
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It follows from the second relation in (2.22) that there exist sequences {yp} ⊂
[0,∞) and {hp} ⊂ (0,∞) with
(yp + hp)
ωγ
|Dmy wp(yp + hp)−D
m
y wp(yp)|
hγp
≥
1
4
. (2.24)
Now we apply the scaling arguments. Define the sequence of scaled functions
{vp(z)}, z ∈ [0,∞),
vp(z) ≡ h
−m−(1−ω)γ
p wp(zhp). (2.25)
It follows from this definition and from (2.22)- (2.24) that
〈Dmz vp〉
(γ)
ωγ,z = 1, sup
z,h>0
zωγ
|∆khvp(z)|
hl
≤
1
p
, (2.26)
(zn + 1)
ωγ |Dmz vp(zp + 1)−D
m
z vp(zp)| ≥
1
4
, (2.27)
where zp = yp/hp. Let now P
(p)
m (z) be the Taylor polynomial of the degree m
for the function vp(z) at the point, for example, z = 1. Since D
m
z P
(p)
m (z) = const
and k > m in (2.26), we have for the functions rp(z) = vp(z)− P
(p)
m (z)
〈Dmz rp〉
(γ)
ωγ,z = 1, sup
z,h>0
zωγ
|∆khrp(z)|
hl
≤
1
p
, (2.28)
(zp + 1)
ωγ|Dmz rp(zp + 1)−D
m
z rp(zp)| ≥
1
4
. (2.29)
From Proposition 4, the first relation in (2.26), and from the fact thatDirp(1) =
0, i = 0, m it follows that
‖rp‖Cm+(1−ω)γ(K) ≤ C(K) = CR
m, (2.30)
where K is a compact set in [0,∞), K ⊆ [0, R], R > 0. From this and the
Arzela theorem we conclude that (at least for a subsequence) Dirp(z), i = 0, m,
uniformly converge on compact sets K to some function r(z) and it’s derivatives
Dirp(z)⇒K D
ir(z), i = 0, m. (2.31)
This, together with the first relation in (2.28), in particular, gives
〈Dmz r〉
(γ)
ωγ,z + 〈D
m
z r〉
((1−ω)γ)
z ≤ 1. (2.32)
Let now z, h > 0 be fixed. From (2.28) it follows that
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zωγ |∆khrp(z)| ≤
1
p
hl
and letting p→∞ we obtain ∆khr(z) = 0. As z and h are arbitrary we conclude
that
∆khr(z) ≡ 0, z, h > 0,
and consequently r(z) is a polynomial of degree not greater than k−1. Moreover
Dmr(z) is not a constant because of (2.29). Indeed, consider the sequence {zp}.
Since we are considering A1(ε) with the condition h ≥ εy, we have 0 ≤ zp =
yp/hp ≤ 1/ε. Therefore for a subsequence zp → z0, n→∞. Then it follows from
(2.29) and (2.31) that
(z0 + 1)
ωγ |Dmz r(z0 + 1)−D
m
z r(z0)| ≥
1
4
that is Dmr(z) is not a constant polynomial. But this fact contradicts to (2.32)
since a non constant polynomial can not have finite seminorms as those in (2.32).
This contradiction shows that (2.19) is valid with some constant Cε,k and in this
case we have also (2.15) with such Cε,k by virtue of (2.18).
Suppose now that
〈
Dmy u
〉(γ)(ε+)
ωγ,y
≤
〈
Dmy u
〉(γ)(ε−)
ωγ,y
. In this case we have instead
of (2.18) 〈
Dmy u
〉(γ)(ε−)
ωγ,y
≤
〈
Dmy u
〉(γ)
ωγ,y
≤ 2
〈
Dmy u
〉(γ)(ε−)
ωγ,y
. (2.33)
We prove in this case the estimate
〈
Dmy u
〉(γ)(ε−)
ωγ,y
≤ Cε,k sup
y,h>0
yωγ
|∆khu(y)|
hl
+ Ckε
1−γ
〈
Dmy u
〉(γ)
ωγ,y
, (2.34)
where Ck does not depend on ε ∈ (0, 1/(8k)). We apply some local considerations
around arbitrary point in [0,∞) . Let y0 > 0 and 0 < h < εy0 be fixed. Let
B = [y0/4, 7y0/4] be a ball with center in y0 and of radius 3y0/4. Denote by
η(y) ∈ C∞([0,∞)) a smooth function with the properties
η(y) ≡ 1, |y − y0| ≤
1
4
y0, η(y) ≡ 0, |y − y0| ≥
1
2
y0, |D
s
yη(y)| ≤ Csy
−s
0 . (2.35)
Without loss of generality we can assume that
Diyu(y0) = 0, i = 0, 1, ..., m. (2.36)
If it is not the case we can consider u(y) = u(y) − P
(m)
y0 (y) instead of u(y),
where P
(m)
y0 (y) is the Taylor polynomial of u(y) of power m at the point y0. It
13
is possible because ∆hD
m
y u(y) ≡ ∆hD
m
y u(y) and ∆
k
hu(y) ≡ ∆
k
hu(y). Denote also
v(y) = u(y)η(y). Keeping in mind the definition of
〈
Dmy u
〉(γ)(ε−)
ωγ,y
, we have by
virtue of the properties of η in (2.35) and h < εy0 < y0/4
A
(y0,h)
2 (ε) ≡ (y0 + h)
ωγ
|Dmy u(y0 + h)−D
m
y u(y0)|
hγ
=
= (y0 + h)
ωγ
|Dmy v(y0 + h)−D
m
y v(y0)|
hγ
≡ (y0 + h)
ωγ · A. (2.37)
Note that the truncated function v(y) = u(y)η(y) ∈ Cm+γ([0,∞)) , that is to the
usual space without a weight. Thus by (2.3) we have (l = m+ γ)
A ≤ C sup
y,h>0
|∆khv(y)|
hl
. (2.38)
The ratio in the right hand side of this inequality has the form
∆khv(y)
hl
=
∆kh (u(y)η(y))
hl
=
k∑
i=0
Ci
∆ihu(y
(u)
i )∆
k−i
h η(y
(η)
i )
hl
=
=
∆khu(y)
hl
η(y
(η)
k ) +
k−1∑
i=0
Ci
∆ihu(y
(u)
i )∆
k−i
h η(y
(η)
i )
hl
≡ Ik +
k−1∑
i=0
Ii, (2.39)
where y
(u)
i = y + nih, y
(η)
i = y +mih, and ni ≤ k, mi ≤ k, Ci ≤ C(k) are some
integers. Evidently, by virtue of (2.35)
|Ik| ≤ sup
y∈B,h>0
|∆khu(y)|
hl
. (2.40)
Let us estimate expressions Ii in (2.39). First, it follows from (2.35) and the
mean value theorem that
|∆k−ih η(y
(η)
i )| ≤ Ckh
k−iy
−(k−i)
0 . (2.41)
Besides, as it follows from (2.36),
|Diyu(y)| ≤ C|y − y0|
m+γ−i
〈
Dmy u
〉(γ)
B
, y ∈ B, i = 0, m.
Since ε < 1/(8k) is sufficiently small and h < εy0, it follows from the last in-
equality and the mean value theorem that
|∆ihu(y
(u)
i )| ≤ Ck
{
hiym+γ−i0
〈
Dmy u
〉(γ)
B
, i ≤ m,
hm+γ
〈
Dmy u
〉(γ)
B
, m < i ≤ k − 1.
(2.42)
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From (2.41) and (2.42) we have (h < εy0)
|Ii| ≤ Ckh
−lhk−iy
−(k−i)
0 h
iym+γ−i0
〈
Dmy u
〉(γ)
B
=
= Ckh
(k−l)y
−(k−l)
0
〈
Dmy u
〉(γ)
B
≤ Ckε
(k−l)
〈
Dmy u
〉(γ)
B
, i ≤ m, (2.43)
and
|Ii| ≤ Ckh
−lhk−iy
−(k−i)
0 h
m+γ
〈
Dmy u
〉(γ)
B
=
= Ckh
k−iy
−(k−i)
0
〈
Dmy u
〉(γ)
B
≤ Ckε
(k−i)
〈
Dmy u
〉(γ)
B
, m < i ≤ k − 1. (2.44)
From (2.37)- (2.40), (2.43), and (2.44) it follows that the expression A
(y0,h)
2 (ε) in
(2.37) is estimated as follows
A
(y0,h)
2 (ε) ≤ Ck(y0 + h)
ωγ sup
y∈B,h>0
|∆khu(y)|
hl
+ Ckε
1−γ(y0 + h)
ωγ
〈
Dmy u
〉(γ)
B
.
Since h ≤ εy0 and on the ball B we have y0/4 ≤ y ≤ 7y0/4, we infer
A
(y0,h)
2 (ε) ≤ Ck sup
y∈B,h>0
yωγ
|∆khu(y)|
hl
+ Ckε
1−γ
〈
Dmy u
〉(γ)
ωγ,y,B
.
As the point y0 is arbitrary, we obtain (2.34).
Combining now estimates (2.19) and (2.34), we obtain with ε < 1/8k
〈
Dmy u
〉(γ)
ωγ,y
≤ Cε,k sup
y,h>0
yωγ
|∆khu(y)|
hl
+ Ckε
1−γ
〈
Dmy u
〉(γ)
ωγ,y
.
Choosing now ε in the last term sufficiently small and absorbing this term in the
left hand side, we arrive at the assertion of the proposition.
As a corollary we have the following assertion.
Proposition 6 Let a function u(x) be defined in H and
〈u〉
(γ)
ωγ,x,H
≡ sup
x,h∈H
(xN + hN )
ωγ |u(x+ h)− u(x)|∣∣h∣∣γ <∞, γ ∈ (0, 1).
Then for any integer k ≥ 1 there is a constant C
(i)
k = C
(i)(k,N, γ, ω), i = 1, 2
with
〈u〉
(γ)
ωγ,x,H
≤ C
(1)
k sup
x,h∈H
xN
ωγ
|∆k
h
u(x)|∣∣h∣∣γ ≡ C(1)k 〈〈u〉〉(γ)(k)ωγ,x,H (2.45)
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and
〈〈u〉〉
(γ)(k)
ωγ,x,H
≤ C
(2)
k 〈u〉
(γ)
ωγ,x,H
. (2.46)
Proof.
We prove only (2.45) because (2.46) can be checked directly.
It is enough to verify the weighted Ho¨lder property with respect to x′ =
(x1, ..., xN−1) and xN separately. Let first x
′ be fixed and h = (0, ..., 0, h), h > 0.
Then
(xN + hN)
ωγ |u(x+ h)− u(x)|∣∣h∣∣γ =
= (xN + hN )
ωγ |u(x
′, xN + h)− u(x
′, xN)|
hγ
≤ C
(1)
k 〈〈u〉〉
(γ)(k)
ωγ,x,H
(2.47)
by Proposition 5. Let now xN be fixed and h = (h1, ..., hN−1, 0) = (h
′, 0) with
hN = 0. Then
(xN + hN)
ωγ |u(x+ h)− u(x)|∣∣h∣∣γ = xωγN
(
|u(x′ + h′, xN)− u(x
′, xN )|∣∣h∣∣γ
)
≤
≤ xωγN sup
x′,h′
|∆kh′u(x
′, xN)|
|h′|γ
= sup
x′,h′
xωγN
|∆kh′u(x
′, xN)|
|h′|γ
≤ C
(1)
k 〈〈u〉〉
(γ)(k)
ωγ,x,H
(2.48)
by (2.3). The assertion of the proposition follows now from (2.47) and (2.48).
Corollary 7 The seminorms
〈u〉
(γ)
ωγ,H
= sup
x,x∈H
(x∗N )
ωγ |u(x)− u(x)|
|x− x|γ
, x∗N = max{xN , xN}
with x∗N = max{xN , xN} and
〈̂u〉
(γ)
ωγ,H = sup
x,x∈H
(x̂N)
ωγ |u(x)− u(x)|
|x− x|γ
, x̂N = min{xN , xN}
with x̂N = min{xN , xN} are equivalent.
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For the proof of this corollary it is enough to choose k = 1 in (2.45).
Let now we are given a function u(x, t) ∈ C
m+γ,m+γ
m
n,ωγ (Q). We are going to con-
struct an analog of Taylor polynomial for such a function at the point O = (0, 0).
Under this we mean some "power-like" function Qu(x, t) with the same asymp-
totic at (x, t) → (0, 0) as that of u(x, t). The simplest situation for constructing
of such a function is when u(x, t) is smooth with respect to the tangent space
variables x′ and it’s derivatives with respect to these variables need not weights
near {xN = 0}. We are going to achieve this situation by the smoothing process
uε(x, t) ≡
∫
RN−1
∞∫
−∞
u(y′, xN , τ)ωε(x
′ − y′, t− τ)dy′dτ, (2.49)
where ωε(x
′, t) = ε−Nω(x′/ε, t/ε), ε > 0, ω(x′, t) ∈ C∞ is a mollifier with compact
support and with unit total integral. For such more smooth function we have
xn−jN D
α
xuε(x, t)→ 0, xN → 0, 0 ≤ j < n, α = (α1, ..., αN), |α| = m−j, αN < m−j.
(2.50)
This means that for the mixed derivatives Dαxuε(x, t) of order |α| = m− j > αN
(that is when a derivative Dαxuε(x, t) does not coincide with the pure derivative
Dm−jxN uε(x, t)) we have the property as in (2.50). It turns out that (2.50) is valid
in fact for the function u(x, t) itself without smoothing. But this will be proved
later on.
Lemma 8 Let u(x, t) ∈ C
m+γ,m+γ
m
n,ωγ (Q). Then (2.50) is valid.
Proof.
Show first that for a function u(x, t) ∈ C
m+γ,m+γ
m
n,ωγ (Q) for a positive integer
j ≤ m
∣∣Dm−jxN u(x, t)∣∣ ≤ F (j; xN) ≡
 Cx
−(n−j)
N , 0 ≤ j < n,
C(1 + | lnxN |), j = n,
C, n < j ≤ m,
, 0 ≤ xN ≤ 2.
(2.51)
Really, for j = 0 this estimate follows directly from the definition of the space
C
m+γ,m+γ
m
n,ωγ (Q). Since the functions from C
m+γ,m+γ
m
n,ωγ (Q) belong to the standard class
Cm+γ,
m+γ
m (Q) for xN > 0, for j = 1 we have for xN ≤ 2 (if 1 < n)
Dm−1xN u(x, t) = −
1∫
xN
ξ−n
[
ξnDmξ u(x
′, ξ, t)
]
dξ +Dm−1xN u(x
′, 1, t).
Consequently,
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∣∣Dm−1xN u(x, t)∣∣ ≤ C1
1∫
xN
ξ−ndξ+C2 ≤
 Cx
−(n−1)
N , n > 1,
C(1 + | lnxN |), n = 1,
C, n < 1
= F (1; xN), xN ≤ 2,
(2.52)
that is (2.54) is proved for j = 1. Now (2.51) for j = 2 follows from (2.52) and
so on by induction for j ≤ m.
Let now ε > 0, j < n , α = (α1, ..., αN), |α| = m− j, αN < m− j. Denoting
α′ = (α1, ..., αN−1), we have
∣∣xn−jN Dαxuε(x, t)∣∣ =
∣∣∣∣∣∣xn−jN
∫
RN−1
∞∫
−∞
(
DαNxN u(y
′, xN , τ)
)
Dα
′
x′ωε(x
′ − y′, t− τ)dy′dτ
∣∣∣∣∣∣ ≤
≤ Cxn−jN F (m− αN ; xN) = C
 x
n−j−[n−(m−αN )]
N , m− αN < n,
xn−jN (1 + ln xN ), m− αN = n,
xn−jN , m− αN > n
=
= C
 x
(m−j)−αN
N , m− αN < n,
xn−jN (1 + | lnxN |), m− αN = n,
xn−jN , m− αN > n
→ 0, xN → 0.
This proves the lemma.
Lemma 9 Let a function u(x, t) ∈ C
m+γ,m+γ
m
n,ωγ (Q) satisfy (2.50) without smooth-
ing that is
xn−jN D
α
xu(x, t)→ 0, xN → 0, 0 ≤ j < n, α = (α1, ..., αN), |α| = m−j, αN < m−j.
(2.53)
Denote
a = lim
(x,t)→(0,0)
xnND
m
xN
u(x, t). (2.54)
and denote
Q˜u(xN ) =
{
baxm−nN , n is a noninteger,
ba ln(m−n) xN , n is an integer.
(2.55)
Here
ln(k) xN ≡
xN∫
0
dξn
ξk∫
0
dξn−1...
ξ2∫
0
ln ξ1dξ1, (2.56)
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b = b(a,m, n) is a constant which is chosen from the condition a = xnND
m
xN
(Q˜u(xN )).
Then
lim
(x,t)→(0,0)
xn−jN D
α
x [u(x, t)− Q˜u(xN)] = 0, |α| = m− j, 0 ≤ j < n, (2.57)
xn−jN D
α
x Q˜u(xN) ≡ const, |α| = m− j, 0 ≤ j ≤ n, αN < m− n. (2.58)
If n is an integer and
〈
Dm−nxN u
〉(γ,γ/m)
ωγ,Q
<∞ is finite, then
Dm−nxN Q˜u(xN) ≡ Q˜u(xN ) ≡ 0. (2.59)
Proof.
Note first that since m − j is an integer and m − j > m − n > 0, we have
m − j ≥ 1. Now if the derivative Dαx contains at least one differentiation in x
′
then Dαx [u(x, t) − Q˜u(xN)] = D
α
xu(x, t) and we have (2.57) by (2.53). Let now
Dαx = D
m−j
xN
. Then by the construction
DmxNu(x, t) =
a
xnN
+ o(x−nN ) = D
m
xN
Q˜u(xN) + o(x
−n
N ), (x, t)→ (0, 0). (2.60)
Integrating this relation with respect to xN → ξ on the interval [xN , 1] for exam-
ple, we find for j < n
Dm−jxN u(x, t) =
bja
xn−jN
+ o(x
−(n−j)
N ) = D
m−j
xN
Q˜u(xN ) + o(x
−(n−j)
N ), (x, t)→ (0, 0),
(2.61)
where bj are some definite constants and these constants agree with the condition
a = xnND
m
xN
(Q˜u(xN)). In particular, if n is an integer
Dm−nxN u(x, t) = bna ln xN + o(| lnxN |), (x, t)→ (0, 0). (2.62)
From (2.61) we obtain (2.57). Relations (2.58) follows directly from the definition
of Q˜u(xN ) by the construction taking into account that Q˜u(xN ) depends on xN
only. If now for an integer n we have
〈
Dm−nxN u
〉(γ,γ/m)
ωγ,Q
< ∞ then it follows from
(2.62) that we must have a = 0 in this relation. But in this case Q˜u(xN ) ≡ 0.
This proves (2.59).
Lemma 10 Denote
Qu(x, t) = Q˜u(xN) +
∑
|α|≤m−n
aα
α!
(x− e)α + a(1)t, (2.63)
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where Q˜u(xN ) is defined in (2.55), α = (α1, ..., αN), α! = α1!...αN !, e = (0, ..., 1) ∈
RN , (x− e)α = xα11 ...x
αN−1
N−1 (xN − 1)
αN ,
aα = D
α
x (u− Q˜u(xN))|x=e,t=0, a
(1) = Dt(u− Q˜u(xN ))|x=e,t=0.
Then the function Qu(x, t) has the following properties
xn−jN D
α
x [u(x, t)−Qu(x, t)]|(x,t)=(0,0) = 0, j < n, |α| = m− j, (2.64)
Dαx [u(x, t)−Qu(x, t)]|(x,t)=(e,0) = 0, |α| ≤ m−n, Dt[u(x, t)−Qu(x, t)]|(x,t)=(e,0) = 0.
(2.65)
xn−jN D
α
xQu(x, t) ≡ const, |α| = m−j, 0 ≤ j ≤ n, αN < m−n, DtQu(x, t) ≡ const.
(2.66)
If n is an integer and
〈
Dm−nxN u
〉(γ,γ/m)
ωγ,Q
<∞ then
Dm−nxN Qu(x, t) ≡ const. (2.67)
At last for j ≤ n and |α| = [m− n + (1− ω)γ]− j
Dαx′D
j
xN
Qu(x, t) does not depend on x
′ and t. (2.68)
The proof of this lemma follows from Lemma 9 directly by the construction
of Qu(x, t) with the taking into account that for j < n we have (β = (β1, ..., βN))
Dβx
 ∑
|α|≤m−n
aα
α!
(x− e)α + a(1)t
 ≡ 0, |β| = m− j.
We prove in addition two useful lemmas about Ho¨lder spaces. First we prove
some lemma that makes the verification of the Ho¨lder condition for functions on
domains with boundaries more simple. This is done by restricting the general
position of two different points of a domain to the situation when the two points
are away from a boundary in some sense.
Lemma 11 Let γ ∈ (0, 1) and ω ∈ [0, 1) (the case ω = 0 corresponds to the
nonweighted case). Let a function u(y), y ∈ R+ ≡ (0,∞) satisfy the condition
sup
0<h≤εy
yωγ
|u(y + h)− u(y)|
hγ
≡ 〈u〉
(γ)(ε−)
ωγ,R+ <∞. (2.69)
Then u(y) is continuous on [0,∞) and
〈u〉
(γ)
ωγ,R+
≤ Cγε
−1 〈u〉
(γ)(ε−)
ωγ,R+ . (2.70)
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Proof.
Due to Corollary 7 and (2.69) it is enough to verify that
sup
εy≤h
yωγ
|u(y + h)− u(y)|
hγ
≤ Cγε
−1 〈u〉
(γ)(ε−)
ωγ,R+ . (2.71)
Let y, h ≥ εy > 0 be arbitrary, ∆hu(y) ≡ u(y + h)− u(y). Denote ([a] is the
integer part of a)
M =

[
log(1+ε)
(
y+h
y
)]
, if log(1+ε)
(
y+h
y
)
is a noninteger,
log(1+ε)
(
y+h
y
)
− 1, if log(1+ε)
(
y+h
y
)
is an integer.
Consider the difference
u(y + h)− u(y) = ∆hu(y) =
M∑
i=1
(u(yi+1)− u(yi)),
where
y1 = y, yi = yi−1 + εyi−1 = (1 + ε)yi−1 = (1 + ε)
i−1y, i ≤M, yM+1 = y + h,
so that (yi+1 − yi) = εyi. We have
yωγ
|u(y + h)− u(y)|
hγ
≤
M∑
i=1
yωγi
|u(yi+1)− u(yi)|
|yi+1 − yi|γ
(
|yi+1 − yi|
γ
hγ
)
≤
≤ 〈u〉
(γ)(ε−)
ωγ,R+
M∑
i=1
(
|yi+1 − yi|
h
)γ
≡ 〈u〉
(γ)(ε−)
ωγ,R+ S.
On the other hand
S ≡
M∑
i=1
(
|yi+1 − yi|
h
)γ
≤
M∑
i=1
(
ε(1 + ε)i−1y
h
)γ
=
= εγ
(y
h
)γ M∑
i=1
(1 + ε)γ(i−1) = εγ
(y
h
)γ (1 + ε)γM − 1
(1 + ε)γ − 1
.
But according to the definition of the number M
(1 + ε)γM ≤
(
y + h
y
)γ
,
so that
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S =
(
εγ
(1 + ε)γ − 1
)[(y
h
)γ [
(1 + ε)γM − 1
]]
≤ Cγε
−1+γ
(
y + h
h
)γ
≤ Cγε
−1.
From this (2.71) follows for y > 0. That is on the open set (0,∞)
〈u〉
(γ)
ωγ,(0,∞) ≤ Cγε
−1 〈u〉
(γ)(ε−)
ωγ,R+ .
Then from Corollary 7 and the proof of Proposition 4 it follows that
〈u〉
(γ−ωγ)
(0,∞) ≤ Cγε
−1 〈u〉
(γ)(ε−)
ωγ,R+ .
This means that u(y) has a finite limit as y → 0 and consequently can be defined
at y = 0 as a continuous function with (2.70). Thus the lemma follows.
Corollary 12 Let γ ∈ (0, 1) and ω ∈ [0, 1) (the case ω = 0 corresponds to the
nonweighted case). Let a function u(x), x ∈ H satisfy the condition
sup
h∈H,|h|≤εxN
xN
ωγ |u(x+ h)− u(x)|
|h|γ
≡ 〈u〉
(γ)(ε−)
ωγ,H <∞. (2.72)
Then u(x) is continuous on H and
〈u〉
(γ)
ωγ,H
≤ Cγε
−1−γ 〈u〉
(γ)(ε−)
ωγ,H . (2.73)
Proof.
In view of Lemma 11 for arbitrary fixed x′ we have
〈u(x′, ·)〉
(γ)
ωγ,xN ,[0,∞)
≤ Cγε
−1 〈u〉
(γ)(ε−)
ωγ,H . (2.74)
Therefore it is enough to consider the Ho¨lder property of u(x) with respect to
the tangent variables x′ only under the condition |h| ≥ εxN . That is for a
given h′ = (h1, ..., hN−1), and for xN > 0 with |h′| ≥ εxN we must estimate the
expression
A(x, h′) ≡ xN
ωγ |u(x
′ + h′, xN)− u(x
′, xN )|
|h′|γ
.
We estimate A(x, h′) as follows
A(x, h′) ≤ xN
ωγ |u(x
′ + h′, xN + ε
−1|h′|)− u(x′, xN + ε
−1|h′|)|
|h′|γ
+
+xN
ωγ |u(x
′ + h′, xN + ε
−1|h′|)− u(x′ + h′, xN )|
|h′|γ
+xN
ωγ |u(x
′, xN + ε
−1|h′|)− u(x′, xN)|
|h′|γ
.
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In view of (2.72) and (2.74) the proof of the corollary is completed now exactly
as in Lemma 11.
Now we prove a simple lemma about compactness and convergence in weighted
Ho¨lder spaces. This assertion is "almost well known". But the experience of
the author shows that the following simple fact is not generally known: after
convergence of a sequence from a Ho¨lder space in a weaker Ho¨lder space the
limit belongs to the original space. This fact is a very useful tool in applications
because smooth functions are not dense in Ho¨lder spaces. The precise statement
is as follows.
Proposition 13 Let γ ∈ (0, 1), ω ∈ [0, 1). Let K ⊂ H be a compact domain in
H with smooth boundary. Let U ⊂ Cγωγ(K) be a bounded subset in C
γ
ωγ(K) that
is
u(x) ∈ U ⇒ ‖u‖Cγωγ(K) ≤M (2.75)
for some constant M > 0.
Then there exists a sequence {un(x)} ⊂ U and a function u0(x) ∈ C
γ
ωγ(K)
from the same space Cγωγ(K) such that for any γ
′ ∈ (0, γ)
‖un − u0‖Cγ′
ωγ′
(K)
+ ‖un − u0‖C(1−ω)γ′ (K) →n→∞ 0, ‖u0‖Cγωγ(K) ≤ M. (2.76)
Proof.
From Proposition 4 and from (2.75) it follows that
u(x) ∈ U ⇒ ‖u‖C(1−ω)γ(K) ≤ CM.
Thus, as it is well known, there exists a sequence {un(x)} ⊂ U and a function
u0(x) ∈ ∩γ′∈(0,γ)C
(1−ω)γ′(K) with
‖un − u0‖C(1−ω)γ′ (K) →n→∞ 0, γ
′ ∈ (0, γ). (2.77)
Let us show that u0(x) belongs to the original space C
γ
ωγ(K) and the estimate in
(2.76) is valid. Let x ∈ K and h 6= 0 ∈ H be fixed and such that x + h ∈ K.
Consider the expression
An(x, h) = x
ωγ
N
|un(x+ h)− un(x)|
|h|γ
≤M (2.78)
and suppose that xN > 0 because in the case xN = 0 we have An(x, h) = 0. From
(2.77) it follows that un(x) → u0(x) uniformly on K. Therefore letting n → ∞
in (2.78), we obtain
A0(x, h) = x
ωγ
N
|u0(x+ h)− u0(x)|
|h|γ
≤ M.
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Since x and h are arbitrary we infer from the last inequality and from (2.77)
u0(x) ∈ C
γ
ωγ(K), ‖u0‖Cγωγ(K) ≤M.
Let us show now that
‖un − u0‖Cγ′
ωγ′
(K)
→n→∞ 0, γ
′ ∈ (0, γ). (2.79)
Let x ∈ K and h 6= 0 ∈ H be such that x+ h ∈ K and let γ′ ∈ (0, γ). Denote
vn(x) = un(x)− u0(x). and consider the expression
An(x, h) = x
ωγ′
N
|vn(x+ h)− vn(x)|
|h|γ′
.
Let we are given an ε > 0. If xN = 0 then An(x, h) = 0 therefore we suppose
that xN > 0. Denote RK = inf{R > 0 : K ⊂ {0 ≤ xN ≤ R}} and consider two
cases. If |h| ≤ εxN then we have
An(x, h) = x
ωγ′
N |h|
γ−γ′ |vn(x+ h)− vn(x)|
|h|γ
≤
≤ εγ−γ
′
R
(1−ω)(γ−γ′)
K
(
xωγN
|vn(x+ h)− vn(x)|
|h|γ
)
≤
≤ εγ−γ
′
R
(1−ω)(γ−γ′)
K
(
〈un〉
(γ)
ωγ,K + 〈u0〉
(γ)
ωγ,K
)
≤
≤ εγ−γ
′
2MR
(1−ω)(γ−γ′)
K . (2.80)
If now |h| > εxN then
An(x, h) =
(
xN
|h|
)ωγ′
|vn(x+ h)− vn(x)|
|h|(1−ω)γ′
≤ ε−ωγ
′
〈un − u0〉
((1−ω)γ′)
K . (2.81)
Since x and h are arbitrary, from (2.80) and (2.81) it follows that
〈un − u0〉
(γ′)
ωγ′,K ≤ ε
γ−γ′C(M,K) + ε−ωγ
′
〈un − u0〉
((1−ω)γ′)
K .
Taking into account (2.77), we have
‖un − u0‖Cγ′
ωγ′
(K)
≤ εγ−γ
′
C(M,K) + ε−ωγ
′
‖un − u0‖C(1−ω)γ′ (K) .
From this we see that the left hand side can be made arbitrary small for large n
by choosing first ε sufficiently small and then n ≥ N(ε) sufficiently large.
This completes the proof of the proposition.
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3 Proof of Theorem 2
We prove only (1.21) since (1.23) is a consequence of (1.21) for functions without
dependance on t. We use the idea of scaling arguments from [28] and the reasoning
by contradiction exactly as in the proof of Proposition 5.
On the base of Proposition 6 we can turn to prof of the estimate
〈〈u〉〉
(m+γ)(2s)
n,ωγ,Q
≡
j≤n∑
j=0
∑
|α|=m−j
〈〈
xn−jN D
α
xu
〉〉(γ)(2s)
ωγ,x,Q
+
j≤n∑
j=0
∑
|α|=m−j
〈〈
xn−jN D
α
xu
〉〉(γ/m)(2s)
t,Q
+
+
j≤n∑
j=0
∑
|α|=m−j
〈〈
xn−jωN D
α
xu
〉〉(γ+j
m
)(2s)
t,Q
+ 〈〈Dtu〉〉
(γ)(4)
ωγ,x,Q
+ 〈〈Dtu〉〉
(γ/m)(4)
t,Q
+
+
j≤m−n∑
j=0
∑
|α|=[m−n+(1−ω)γ]−j
〈〈
Dαx′D
j
xN
u
〉〉({m−n+(1−ω)γ})(2s)
x′,Q
+
+
j≤m−n∑
j=0
∑
|α|=[m−n+γ]−j
〈〈
Dαx′D
j
xN
u
〉〉({m−n+γ})(2s)
ωγ,x′,Q
+
+
j≤m−n∑
j=1
∑
|α|=j
〈〈Dαxu〉〉
(1− j
m−n
+ γ
m
)(2s)
t,Q
≤ C
(
N∑
i=1
〈
xnND
m
xi
u
〉(γ)
ωγ,xi,Q
+ 〈Dtu〉
(γ/m)
t,Q
)
,
(3.1)
where s = m+ 1 and for a function v(x, t) we denote (ε, β ∈ (0, 1))
〈〈v〉〉
(γ)(k)
ωγ,x,Q
≡ sup
(x,t)∈Q,h∈H
xωγN
|∆k
h,x
v(x, t)|
|h|γ
≤ sup
(x,t)∈Q,h∈H,|h|≥εxN
xωγN
|∆k
h,x
v(x, t)|
|h|γ
+
+ sup
(x,t)∈Q,h∈H,|h|≤εxN
xωγN
|∆k
h,x
v(x, t)|
|h|γ
≡ 〈〈v〉〉
(γ)(k)(ε+)
ωγ,x,Q
+ 〈〈v〉〉
(γ)(k)(ε−)
ωγ,x,Q
, (3.2)
〈〈v〉〉
(γ)(k)
x′,Q
≡ sup
(x,t)∈Q,h
′
∈RN−1
|∆k
h
′
,x′
v(x, t)|
|h
′
|γ
≤ sup
(x,t)∈Q,h
′
∈RN−1,|h
′
|≥εxN
|∆k
h
′
,x′
v(x, t)|
|h
′
|γ
+
+ sup
(x,t)∈Q,h
′
∈RN−1,|h
′
|≤εxN
|∆k
h
′
,x′
v(x, t)|
|h
′
|γ
≡ 〈〈v〉〉
(γ)(k)(ε+)
x′,Q
+ 〈〈v〉〉
(γ)(k)(ε−)
x′,Q
, (3.3)
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〈〈v〉〉
(β)(k)
t,Q
≡ sup
(x,t)∈Q,h>0
|∆kh,tv(x, t)|
hβ
≤ sup
(x,t)∈Q,h≥εxN
|∆kh,tv(x, t)|
hβ
+
+ sup
(x,t)∈Q,h≤εxN
|∆kh,tv(x, t)|
hβ
≡ 〈〈v〉〉
(β)(k)(ε+)
t,Q
+ 〈〈v〉〉
(β)(k)(ε−)
t,Q
, (3.4)
∆h,xv(x, t) = ∆
1
h,x
v(x, t) = v(x+ h)− v(x),∆k
h,x
v(x, t) = ∆h,x(∆
k−1
h,x
v(x, t)),
∆h,tv(x, t) = ∆
1
h,tv(x, t) = v(x, t+ h)− v(x, t),∆
k
h,tv(x, t) = ∆h,t(∆
k−1
h,t v(x, t)).
We first prove (3.1) under the additional restriction (2.53) on functions u(x, t),
that is we suppose that
xn−jN D
α
xu(x, t)→ 0, xN → 0, 0 ≤ j < n, α = (α1, ..., αN), |α| = m−j, αN < m−j.
(3.5)
According to the definitions in (3.2), (3.4) we represent left hand side of (3.1) as
〈〈u〉〉
(m+γ)(2s)
n,ωγ,Q
≤ 〈〈u〉〉
(m+γ)(2s)(ε+)
n,ωγ,Q
+ 〈〈u〉〉
(m+γ)(2s)(ε−)
n,ωγ,Q
, (3.6)
where correspondingly
〈〈u〉〉
(m+γ)(2s)(ε±)
n,ωγ,Q
(u) ≡
j≤n∑
j=0
∑
|α|=m−j
〈〈
xn−jN D
α
xu
〉〉(γ)(2s)(ε±)
ωγ,x,Q
+ (3.7)
+
j≤n∑
j=0
∑
|α|=m−j
〈〈
xn−jN D
α
xu
〉〉(γ/m)(2s)(ε±)
t,Q
+
+
j≤m−n∑
j=0
∑
|α|=[m−n+(1−ω)γ]−j
〈〈
Dαx′D
j
xN
u
〉〉({m−n+(1−ω)γ})(2s)(ε±)
x′,Q
+
+
j≤m−n∑
j=1
∑
|α|=j
〈〈Dαxu〉〉
(1− j
m−n
+ γ
m
)(2s)(ε±)
t,Q
+
+
j≤m−n∑
j=0
∑
|α|=[m−n+γ]−j
〈〈
Dαx′D
j
xN
u
〉〉({m−n+γ})(2s)(ε±)
ωγ,x′,Q
+
+
j≤n∑
j=0
∑
|α|=m−j
〈〈
xn−jωN D
α
xu
〉〉(γ+j
m
)(2s)(ε±)
t,Q
+ 〈〈Dtu〉〉
(γ)(4)(ε±)
ωγ,x,Q
+ 〈〈Dtu〉〉
(γ/m)(4)(ε±)
t,Q
.
26
Suppose first that
〈〈u〉〉
(m+γ)(2s)(ε−)
n,ωγ,Q
≤ 〈〈u〉〉
(m+γ)(2s)(ε+)
n,ωγ,Q
, (3.8)
and consequently
〈〈u〉〉
(m+γ)(2s)(ε+)
n,ωγ,Q
≤ 〈〈u〉〉
(m+γ)(2s)
n,ωγ,Q
≤ 2 〈〈u〉〉
(m+γ)(2s)(ε+)
n,ωγ,Q
. (3.9)
Let us show that on the class of functions u with this condition
〈〈u〉〉
(m+γ)(2s)(ε+)
n,ωγ,Q
≤ Cε
(
N∑
i=1
〈
xnND
m
xi
u
〉(γ)
ωγ,xi,Q
+ 〈Dtu〉
(γ/m)
t,Q
)
. (3.10)
The proof is by contradiction. Suppose that (3.10) is not valid. Then there exists
a sequence {up(x, t)} ⊂ C
m+γ,m+γ
m
n,ωγ (Q), p = 1, 2, ..., , with the property (3.5) and
with
〈〈up〉〉
(m+γ)(2s)(ε+)
n,ωγ,Q
≥ p
(
N∑
i=1
〈
xnND
m
xi
up
〉(γ)
ωγ,xi,Q
+ 〈Dtup〉
(γ/m)
t,Q
)
(3.11)
and
〈〈up〉〉
(m+γ)(2s)(ε+)
n,ωγ,Q
≤ 〈〈up〉〉
(m+γ)(2s)
n,ωγ,Q
≤ 2 〈〈up〉〉
(m+γ)(2s)(ε+)
n,ωγ,Q
. (3.12)
Denote vp(x, t) ≡ up(x, t)/ 〈〈up〉〉
(m+γ)(2s)(ε+)
n,ωγ,Q
. For the functions {vp} we have
from (3.11)
1 = 〈〈vp〉〉
(m+γ)(2s)(ε+)
n,ωγ,Q
≥ p
(
N∑
i=1
〈
xnND
m
xi
vp
〉(γ)
ωγ,xi,Q
+ 〈Dtvp〉
(γ/m)
t,Q
)
.
And from the last inequality and from (3.11) we infer that
N∑
i=1
〈
xnND
m
xi
vp
〉(γ)
ωγ,xi,Q
+ 〈Dtvp〉
(γ/m)
t,Q
≤
1
p
,
1 ≤ 〈〈vp〉〉
(m+γ)(2s)
n,ωγ,Q
≤ 2 〈〈vp〉〉
(m+γ)(2s)(ε+)
n,ωγ,Q
≤ 2. (3.13)
It follows from the second inequality in (3.13) that there is a term in the definition
of 〈〈vp〉〉
(m+γ)(2s)(ε+)
n,ωγ,Q
,
〈〈vp〉〉
(m+γ)(2s)(ε+)
n,ωγ,Q
=
j≤n∑
j=0
∑
|α|=m−j
〈〈
xn−jN D
α
xvp
〉〉(γ)(2s)(ε+)
ωγ,x,Q
+ (3.14)
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+j≤n∑
j=0
∑
|α|=m−j
〈〈
xn−jN D
α
xvp
〉〉(γ/m)(2s)(ε+)
t,Q
+
+
j≤m−n∑
j=0
∑
|α|=[m−n+(1−ω)γ]−j
〈〈
Dαx′D
j
xN
vp
〉〉({m−n+(1−ω)γ})(2s)(ε+)
x′,Q
+
+
j≤m−n∑
j=1
∑
|α|=j
〈〈Dαxvp〉〉
(1− j
m−n
+ γ
m
)(2s)(ε+)
t,Q
+
+
j≤m−n∑
j=0
∑
|α|=[m−n+γ]−j
〈〈
Dαx′D
j
xN
vp
〉〉({m−n+γ})(2s)(ε+)
ωγ,x′,Q
+
+
j≤n∑
j=0
∑
|α|=m−j
〈〈
xn−jωN D
α
xvp
〉〉(γ+j
m
)(2s)(ε+)
t,Q
+〈〈Dtvp〉〉
(γ)(4)(ε+)
ωγ,x,Q
+〈〈Dtvp〉〉
(γ/m)(4)(ε+)
t,Q
≥
1
2
,
which is not less than some absolute constant ν = ν(m,n,N) > 0. This is valid
at least for a subsequence of indexes {p}. It can not be the sequence of terms
〈〈Dtvp〉〉
(γ/m)(4)(ε+)
t,Q
because of (3.13). We suppose, for example, that for some
multiindex α̂, |α̂| = m,〈〈
xnND
α̂
xvp
〉〉(γ)(2s)(ε+)
ωγ,x,Q
≥ ν > 0, p = 1, 2, ..... (3.15)
The all reasonings below are completely the same for all other terms in (3.14).
From (3.15) and from the definition of 〈〈xnND
αvp〉〉
(γ)(2s)(ε+)
ωγ,x,Q
in (3.2) it follows
that there exist sequences of points {(x(p), t(p)) ∈ Q} and vectors {h
(p)
∈ H} with
hp ≡ |h
(p)
| ≥ εx
(p)
N , p = 1, 2, ... (3.16)
and with
(
x
(p)
N
)ωγ |∆2s
h
(p)
[
(x
(p)
N )
nDα̂xvp(x
(p), t(p))
]
|
hγp
≥
ν
2
> 0. (3.17)
We make in the functions {vp} the change of the independent variables (x, t) →
(y, τ)
xi = x
(p)
i + yihp, i = 1, N − 1, xN = yNhp; t = t
(p) + hm−np τ (3.18)
and denote
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wp(y, τ) = h
−(m−n+(1−ω)γ)
p vp(x
′(p) + y′hp, yNhp, τh
m−n
p ). (3.19)
Taking into account that ω = n/m, it can be checked directly that the rescaled
functions w(p)(y, τ) satisfy
〈〈wp〉〉
(m+γ)(2s)
n,ωγ,Q,y,τ
≡
j≤n∑
j=0
∑
|α|=m−j
〈〈
yn−jN D
α
ywp
〉〉(γ)(2s)
ωγ,y,Q
+ (3.20)
+
j≤n∑
j=0
∑
|α|=m−j
〈〈
yn−jN D
α
ywp
〉〉(γ/m)(2s)
τ,Q
+
+
j≤m−n∑
j=0
∑
|α|=[m−n+(1−ω)γ]−j
〈〈
Dαy′D
j
yN
wp
〉〉({m−n+(1−ω)γ})(2s)
y′,Q
+
+
j≤m−n∑
j=1
∑
|α|=j
〈〈
Dαywp
〉〉(1− j
m−n
+ γ
m
)(2s)
τ,Q
+
+
j≤m−n∑
j=0
∑
|α|=[m−n+γ]−j
〈〈
Dαy′D
j
yN
wp
〉〉({m−n+γ})(2s)
ωγ,y′,Q
+
+
j≤n∑
j=0
∑
|α|=m−j
〈〈
yn−jωN D
α
ywp
〉〉(γ+j
m
)(2s)
τ,Q
+
+ 〈〈Dτwp〉〉
(γ)(4)
ωγ,y,Q
+ 〈〈Dτwp〉〉
(γ/m)(4)
τ,Q
= 〈〈vp〉〉
(m+γ)(2s)
n,ωγ,Q,x,t
.
And also (see (1.21))
〈wp〉
(m+γ,m+γ
m
)
n,ωγ,Q
= 〈vp〉
(m+γ,m+γ
m
)
n,ωγ,Q
. (3.21)
Thus from the second inequality in (3.13) and Proposition 6 it follows that
〈wp〉
(m+γ,m+γ
m
)
n,ωγ,Q
≤ C 〈〈wp〉〉
(m+γ)(2s)
n,ωγ,Q,y,τ
≤ 2C = C. (3.22)
From (3.13) and (3.21) we have
N∑
i=1
〈
ynND
m
yi
wp
〉(γ)
ωγ,yi,Q
+ 〈Dtwp〉
(γ/m)
τ,Q
≤
1
p
. (3.23)
And from (3.17) we obtain(
y
(p)
N
)ωγ
|∆2s
e(p)
(y
(p)
N )
nDα̂ywp(P
(p), 0)| ≥ ν/2, (3.24)
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where
y
(p)
N ≡ x
(p)
N /hp, e
(p) ≡ h
(p)
/hp, |e
(p)| = 1, P (p) ≡ (0′, y
(p)
N ). (3.25)
Note also that the functions wp(y, τ) inherit property (3.5)
yn−jN D
α
xwp(y, τ)→ 0, yN → 0, 0 ≤ j < n, α = (α1, ..., αN), |α| = m−j, αN < m−j.
(3.26)
Denote by Qp(y, τ) ≡ Qwp(y, τ) the "Taylor" function Qwp(y, τ) for the function
wp(y, τ), which was constructed in Lemma 10 and denote rp(y, τ) ≡ wp(y, τ) −
Qp(y, τ). From Lemma 10 it follows that
yn−jN D
α
y rp(y, τ)|(y,τ)=(0,0) = 0, j < n, |α| = m− j, (3.27)
Dαy rp(y, τ)|(y,τ)=(e,0) = 0, |α| ≤ m− n, Dτrp(y, τ)|(y,τ)=(e,0) = 0. (3.28)
Recall that
yn−jN D
α
yQp(y, τ) ≡ const, |α| = m− j, j ≤ n, αN < m−n, DτQp(y, τ) ≡ const,
(3.29)
and also
Dm−nyN Qp(y, τ) ≡ const if the seminorm
〈〈
Dm−nxN u
〉〉(γ)(2s)
ωγ,x,Q
<∞ is finite (3.30)
and it is included in the left hand side of (3.1) and the seminorm
〈〈
Dm−nyN wp
〉〉(γ)(2s)
ωγ,y,Q
is included in (3.20). Consequently, from (3.29), (3.30) and from the definition
of Ho¨lder classes in view of (3.22) it follows that
〈rp〉
(m+γ,m+γ
m
)
n,ωγ,Q
= 〈wp −Qp(y, τ)〉
(m+γ,m+γ
m
)
n,ωγ,Q
≤ C. (3.31)
For the same reason we have from (3.23)
N∑
i=1
〈
ynND
m
yi
rp
〉(γ)
ωγ,yi,Q
+ 〈Dτrp〉
(γ/m)
τ,Q
≤
1
p
(3.32)
and from (3.24) (
y
(p)
N
)ωγ
|∆2s
e(p)
(y
(p)
N )
nDα̂y rp(P
(p), 0)| ≥ ν. (3.33)
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From (3.26), (3.27), (3.28), and (3.31) it follows that the sequence of functions
{rp(y, τ)} is bounded in C
m+γ,m+γ
m (Kδ) for any compact set Kδ ⊂ Q∩{δ ≤ xN ≤
δ−1}, δ ∈ (0, 1). Therefore there exists a function r(y, τ) ∈ Cm+γ,
m+γ
m (Q∩ {xN >
0}) with (at least for a subsequence)
rp → r in C
m+γ′,m+γ
′
m (Kδ), p→∞, ∀Kδ ⊂ Q∩{δ ≤ yN ≤ δ
−1}, γ′ < γ. (3.34)
At the same time, since the sequences {y
(p)
N }, {e
(p)}, and {P (p)} are bounded
(recall that y
(p)
N = x
(p)
N /hp ≤ ε
−1 since hp ≥ εx
(p)
N )
y
(p)
N → y
(0)
N , e
(p) → e(0), P (p) → P (0), p→∞, (3.35)
where y
(0)
N is a nonnegative number, e
(0) ∈ H is a unit vector, P (0) = (0′, y
(0)
N ) ∈ H .
From (3.27) and (3.31) (together with (2.10) and the Arzela theorem) it follows
that the functions ynND
α̂
y rp(y, τ) are uniformly convergent (for a subsequence) on
any compact set KR ⊂ Q ∩ {0 ≤ yN ≤ R}, R > 0,
ynND
α̂
y rp(y, τ)⇒ y
n
ND
α̂
y r(y, τ), p→∞.
Thus we can choose a compact set KR and take the limit of relation (3.33) on
this set. This gives
|∆2s
e(0)
(y
(0)
N )
nDα̂y r(P
(0), 0)| ≥ ν > 0. (3.36)
Moreover, from (2.10) and (3.31) it follows that uniformly in p〈
ynND
α̂
y rp
〉(γ−ωγ)
y,Q
+
〈
ynND
α̂
y rp
〉(γ/m)
τ,Q
≤ C. (3.37)
Together with (3.27) this means that the sequence {ynND
α̂
y rp} is bounded in the
space Cγ−ωγ,
γ
m (KR) for any compact set KR. Therefore for any γ
′ < γ the
sequence {ynND
α̂
y rp} converges to y
n
ND
α̂
y r in the space C
γ′−ωγ′, γ
′
m (KR) and for the
limit ynND
α̂
y r we have with the same exponent γ〈
ynND
α̂
y r
〉(γ−ωγ)
y,Q
+
〈
ynND
α̂
y r
〉(γ/m)
τ,Q
≤ C. (3.38)
Further, from (3.32) it follows that
ynND
m
yN
r(y, τ) does not depend on yN ,
Dmyir(y, τ) does not depend on yi, i = 1, N − 1,
Dτr(y, τ) does not depend on τ.
(3.39)
Really, let us prove the first assertion. Let y = (y′, yN), yN > 0, τ , and h > 0 be
fixed. Then we have directly from the definition and from (3.32)
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yωγN
|(yN + h)
nDmyN rp(y
′, yN + h, τ)− yN
nDmyNrp(y
′, yN , τ)|
hγ
≤
〈
ynND
m
yi
rp
〉(γ)
ωγ,yi,Q
≤
1
p
.
Making use of (3.34) and taking limit in this inequality as p→∞ we obtain
(yN + h)
nDmyN rp(y
′, yN + h, τ) = yN
nDmyN rp(y
′, yN , τ).
Since y, τ , and h are arbitrary this proves the first assertion in (3.39). Other
assertions are completely analogous.
Now from the first assertion in (3.39) we have with some functions a(y′, τ)
DmyN r(y, τ) =
a(y′, τ)
ynN
.
Integrating this equality in yN , we find
r(y, τ) =

b0(y
′, τ)ym−nN +
m∑
i=1
bi(y
′, τ)yi−1N , n is a noninteger,
b0(y
′, τ) ln(m−n) yN +
m∑
i=1
bi(y
′, τ)yi−1N , n is an integer,
(3.40)
where b0(y
′, τ) and bi(y
′, τ) are some functions and ln(m−n) yN is defined in (2.56).
Making use again of (3.39) and taking into account the independence of all
terms in (3.40), we see
Dm+1y1 ...D
m+1
yN−1
D2t bi(y
′, τ) ≡ 0 in Q, i = 0, m −
at least in the sense of distributions. This means, as it is well known, that the
functions bi(y
′, τ) are polynomials in y′ of degree not greater than m and in t of
degree not greater than 2. Consequently, the function ynND
α̂
y rp(y, τ) has the form
ynND
α̂
y r(y, τ) = P0(y
′, τ)ynN ln
(k) yN +
m+1∑
j=1
Pj(y
′, τ)y
dj
N , (3.41)
where P0(y
′, τ) and Pj(y
′, τ) are some polynomials, k is an integer, and for each
j = 1, m+ 1 the number dj is either an integer or a number of the form kj + n
with integer kj. Now relation (3.36) means that the function y
n
ND
α̂
y rp(y, τ) in
(3.41) is not a constant identically. At last, as it can be checked directly, a non-
constant function of the form (3.41) can not have a finite values of
〈
ynND
α̂
y r
〉(γ−ωγ)
ωγ,y,Q
and
〈
ynND
α̂
y r
〉(γ/m)
τ,Q
under our assumption γ−ωγ < n over unbounded halfspace Q
(it is enough to consider the term in (3.41) with the maximal growth at infinity).
This contradict to (3.38).
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This contradiction proves estimate (3.10) on the class of functions u(x, t) with
(3.8). Note again that all the above reasonings for the term
〈〈
xnND
α̂
xvp
〉〉(γ)(2s)(ε+)
ωγ,x,Q
from (3.14) with (3.15) are completely the same for other terms in (3.14). For
any other term in (3.14) we obtain an analog of relations (3.36) and (3.41) with
the same contradiction.
We now turn to the estimate of the value of 〈〈u〉〉
(m+γ)(2s)(ε−)
n,ωγ,Q
in (3.7). Our
goal is to obtain the estimate (compare (2.34))
〈〈u〉〉
(m+γ)(2s)(ε−)
n,ωγ,Q
≤ Cε
(
N∑
i=1
〈
xnND
m
xi
u
〉(γ)
ωγ,xi,Q
+ 〈Dtu〉
(γ/m)
t,Q
)
+ Cεγ 〈〈u〉〉
(m+γ)(2s)
n,ωγ,Q
.
(3.42)
All terms in the definition of 〈〈u〉〉
(m+γ)(2s)(ε−)
n,ωγ,Q
in (3.7) are estimated completely
similarly. We estimate the most complex term with a degenerate factor〈〈
xn−jN D
α
xu
〉〉(γ)(2s)(ε−)
ωγ,x,Q
=
= sup
(x,t)∈Q,h∈H,|h|≤εxN
xωγN
|∆2s
h,x
(
xn−jN D
α
xu(x, t)
)
|
|h|γ
, |α| = m− j, j ≤ n. (3.43)
It can be checked directly that it is enough to consider the Ho¨lder property of
xn−jN D
α
xu with respect to the tangent variables x
′ and with respect to the variable
xN separately. This corresponds to the obtaining separately the estimates for two
cases of step h : h = (h
′
, 0) = (h1, ..., hN−1, 0) and h = (0, ..., 0, h), where h > 0.
We first obtain the estimate (3.42) with respect to the tangent variables, that is
we estimate the expression
〈〈
xn−jN D
α
xu
〉〉(γ)(2s)(ε−)
ωγ,x′,Q
≡ sup
(x,t)∈Q,h′∈RN−1,|h′|≤εxN
xωγN
|∆2s
h
′
,x′
(
xn−jN D
α
xu(x, t)
)
|
|h
′
|γ
=
= sup
(x,t)∈Q,h′∈RN−1,|h′|≤εxN
xωγN
|xn−jN ∆
s
h
′
,x′
Dαxv(x, t)|
|h
′
|γ
, (3.44)
where v(x, t) = ∆sh′,x′u(x, t). Let a point (x, t) = (x0, t0) = (x
′
0, x
0
N , t0) be fixed
and fix also a vector h
′
∈ RN−1, |h
′
| ≤ εx0N . Suppose that ε ∈ (0, 1/32m).
Consider the expression
A ≡
(
x0N
)ωγ | (x0N )n−j ∆sh′,x′Dαxv(x0, t0)|
|h
′
|γ
, |α| = m− j, j ≤ n. (3.45)
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Make in the functions u(x, t) and v(x, t) the change of variables (x, t) → (y, τ),
v(x, t)→ v(y, τ)
x′ = x′0 +
(
x0N
)
y′, xN =
(
x0N
)
yN , t = t0 +
(
x0N
)m−n
τ (3.46)
and denote d = h
′
/x0N ,
∣∣d∣∣ ≤ ε < 1/32m, P1 ≡ (y0, τ0) ≡ (0′, 1, 0), that is
(x0, t0)→ (y0, τ0). In the new variables the expression A takes the form
A =
(
x0N
)ωγ+n−m−γ |∆sd,y′Dαy v(0′, 1, 0)|
|d|γ
. (3.47)
Denote for ρ < 1
Qρ ≡ {(y, τ) ∈ Q : |y
′| ≤ ρ, |yN − 1| ≤ ρ, |τ | ≤ (ρ)
m−n}
and consider the function v(y, τ) on this cylinder. Note first, that since yN ≥ 1/4
on Q3/4, the function v(y, τ) belongs to the usual smooth class C
m+γ,1+γ/m(Q3/4).
Considering this function on Q1/4 ⊂ Q3/4 and applying (2.9), we obtain
|∆s
d,y′
Dαy v(0
′, 1, 0)|
|d|γ
≤ C
〈
Dαy v(y, τ)
〉(γ)
y′,Q1/4
≤
≤ C
(
N∑
i=1
〈
Dmyiv
〉(γ)
yi,Q1/4
+ |v|
(0)
Q1/4
)
≤
≤ C
(
N−1∑
i=1
〈
Dmyiu
〉(γ)
yi,Q3/4
+
〈
DmyNv
〉(γ)
yN ,Q1/4
+ |v|
(0)
Q1/4
)
. (3.48)
Note that we drop the term 〈Dτv〉
(γ/m)
τ,Q1/4
in the right hand side of (3.48) because
this estimate can be obtained at a fixed τ with respect to the variables y only.
Now we go back to the variables (x, t) in the last estimate and obtain (|α| = m−j)
(
x0N
)γ+m−j |∆sh′,x′Dαxv(x0, t0)|
|h
′
|γ
≤ C
((
x0N
)m+γ N−1∑
i=1
〈
Dmxiu
〉(γ)
xi,Q(3/4)x0
N
+ (3.49)
+
(
x0N
)m+γ 〈
DmxNv
〉(γ)
xN ,Q(1/4)x0
N
+ |v|
(0)
Q
(1/4)x0
N
)
,
where for ρ ∈ (0, 1),
Qρx0N ≡ {(x, t) ∈ Q : |x
′| ≤ ρx0N , |xN − x
0
N | ≤ ρx
0
N , |t− t0| ≤
(
ρx0N
)m−n
}.
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Before proceeding further with the estimate of the expression A in (3.45), note
that since xN ∼ x
0
N on the set Q(1/4)x0N we have just from the definition of the
Ho¨lder constants
(
x0N
)n 〈
DmxNv
〉(γ)
xN ,Q(1/4)x0
N
≤ C
(〈
xnND
m
xN
v
〉(γ)
xN ,Q(1/4)x0
N
+
(
x0N
)n−γ
|DmxNv|
(0)
Q
(1/4)x0
N
)
.
(3.50)
Substituting this estimate in (3.49), dividing both parts of obtained inequality
by (x0N )
γ+m−n−ωγ
, and taking into account that v(x, t) = ∆sh′,x′u(x, t), we obtain
A ≤ C
((
x0N
)n+ωγ N−1∑
i=1
〈
Dmxiu
〉(γ)
xi,Q(3/4)x0
N
+
(
x0N
)ωγ 〈
xnND
m
xN
v
〉(γ)
xN ,Q(1/4)x0
N
)
+
+C
((
x0N
)ωγ−γ
|∆sh′,x′
(
xnND
m
xN
u
)
|
(0)
Q
(1/4)x0
N
+
(
x0N
)−γ−m+n+ωγ
|∆sh′,x′u(x, t)|
(0)
Q
(1/4)x0
N
)
≤
≤ C
N∑
i=1
〈
xnND
m
xi
u
〉(γ)
ωγ,xi,Q(3/4)x0
N
+
+C
((
x0N
)−γ
|xωγN ∆
s
h′,x′
(
xnND
m
xN
u
)
|
(0)
Q
(1/4)x0
N
+
+
(
x0N
)−(γ+m) (
x0N
)ωγ
|∆sh′,x′ (x
n
Nu(x, t)) |
(0)
Q
(1/4)x0
N
)
. (3.51)
At the same time for the last two terms in the right hand side of (3.51) we have(
x0N
)−γ
|xωγN ∆
s
h′,x′
(
xnND
m
xN
u
)
|
(0)
Q
(1/4)x0
N
=
=
(
|h′|
x0N
)γ(x0N)ωγ
∣∣∣∣∣∆sh′,x′
(
xnND
m
xN
u
)
|h′|γ
∣∣∣∣∣
(0)
Q
(1/4)x0
N
 ≤
≤ Cεγ
〈
xnND
m
xN
u
〉(γ)
ωγ,x′,Q
≤ Cεγ 〈〈u〉〉
(m+γ)(2s)
n,ωγ,Q
,
(
x0N
)−(γ+m)
|xωγN ∆
s
h′,x′ (x
n
Nu(x, t)) |
(0)
Q
(1/4)x0
N
=
=
(
|h′|
x0N
)m+γ(x0N)ωγ
∣∣∣∣∆sh′,x′ (xnNu)|h′|γ
∣∣∣∣(0)
Q
(1/4)x0
N
 ≤
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≤ Cεm+γ
∑
|β|=m
〈
xnND
β
x′u
〉(γ)
ωγ,x′,Q
 ≤ Cεγ 〈〈u〉〉(m+γ)(2s)
n,ωγ,Q
,
where we made use of the mean value theorem and of Proposition 6. Substituting
these two inequalities in (3.51) and taking into account the definition of the
expression A in (3.45), we get〈〈
xn−jN D
α
xu
〉〉(γ)(2s)(ε−)
ωγ,x′,Q
≤
≤ Cε
(
N∑
i=1
〈
xnND
m
xi
u
〉(γ)
ωγ,xi,Q
+ 〈Dtu〉
(γ/m)
t,Q
)
+ Cεγ 〈〈u〉〉
(m+γ)(2s)
n,ωγ,Q
. (3.52)
We turn now to the obtaining the same estimate for
〈〈
xn−jN D
α
xu
〉〉(γ)(2s)(ε−)
ωγ,xN ,Q
with
respect to the variable xN , |α| = m− j〈〈
xn−jN D
α
xu
〉〉(γ)(2s)(ε−)
ωγ,xN ,Q
≤
≤ Cε
(
N∑
i=1
〈
xnND
m
xi
u
〉(γ)
ωγ,xi,Q
+ 〈Dtu〉
(γ/m)
t,Q
)
+ Cεγ 〈〈u〉〉
(m+γ)(2s)
n,ωγ,Q
. (3.53)
We consider only the case j < n because for an integer n in the case j = n the
function xn−jN D
α
xu = D
α
xu has no a degeneration and all the estimates below are
completely the same and become simpler. The schema of the reasonings is quite
similar to the proof of (3.52) above.
Let Qu(x, t) be the polynomial from (2.63) with the properties (2.66), (2.67)
for the function u(x, t) under the consideration. If we consider the function
v(x, t) = u(x, t) − Qu(x, t) instead of the function u(x, t) itself, we see that all
terms in both sides of (3.53) remain unchanged because of (2.66)- (2.68). There-
fore it is enough to prove that
〈〈
xn−jN D
α
xv
〉〉(γ)(2s)(ε−)
ωγ,xN ,Q
≤ Cε
(
N∑
i=1
〈
xnND
m
xi
v
〉(γ)
ωγ,xi,Q
+ 〈Dtv〉
(γ/m)
t,Q
)
+Cεγ 〈〈v〉〉
(m+γ)(2s)
n,ωγ,Q
.
(3.54)
It is important for us that the function v(x, t) possess the property
xωγN x
n−j−γ
N |D
α
xv(x, t)| ≤
〈
xn−jN D
α
xv
〉(γ)
ωγ,xN ,Q
, (x, t) ∈ Q. (3.55)
Really, from (2.64) it follows that xn−jN D
α
xv(x, t)|xN=0 = 0 and we obtain
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xωγN x
n−j−γ
N |D
α
xv(x, t)| =
= xωγN
|xn−jN D
α
xv(x, t)−
[
xn−jN D
α
xv(x, t)
]
|xN=0|
xγN
≤
〈
xn−jN D
α
xv
〉(γ)
ωγ,xN ,Q
.
As above, let a point (x0, t0) = (x
′
0, x
0
N , t0) and 0 < h < εxN be fixed, 0 < ε <
1/(32m). Consider the expression
A ≡
(
x0N
)ωγ |∆2sh,xN [(x0N)n−j Dαxv(x0, t0)] |
hγ
≡
(x0N )
ωγ
hγ
B. (3.56)
We have
B = ∆2sh,xN
[(
x0N
)n−j
Dαxv(x0, t0)
]
=
=
2s∑
i=1
Ci∆
i
h,xN
[(
x0N + hθ
)n−j]
∆2s−ih,xND
α
xv(x
′
0, x
0
N + hθ, t0)+ (3.57)
+
(
x0N + hθ
)n−j
∆2sh,xND
α
xv(x
′
0, x
0
N , t0) ≡
2s∑
i=1
Bi +B0,
where Ci are some constants, and by hθ here and below we denote all possible
expressions of the form hθ = C · h with 0 ≤ C ≤ C(m). Consider Bi with
i ≥ 1. Making use of the mean value theorem to estimate ∆ih,xN
[
(x0N + hθ)
n−j
]
and keeping in mind the assumption h ≤ εx0N , we have
Bi ≤
∑
hθ
C
(
x0N + hθ
)n−j−i
hi|Dαxv(x
′
0, x
0
N + hθ, t0)| ≤
≤ εi
∑
hθ
C
(
x0N + hθ
)n−j−γ
|Dαxv(x
′
0, x
0
N + hθ, t0)|h
γ .
Therefore, in view of the definition of the expression A in (3.56),
Ai ≡
(
x0N
)ωγ Bi
hγ
≤
≤ εi
∑
hθ
C
(
x0N + hθ
)n−j−γ+ωγ
|Dαxv(x
′
0, x
0
N + hθ, t0)| ≤ Cε
i
〈
xn−jN D
α
xv
〉(γ)
ωγ,xN ,Q
.
(3.58)
Consider now the expression B0 in (3.57). The considerations in this case are
similar to the previous case of the variables x′. Denote
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w(x, t) ≡ ∆sh,xNv(x
′, xN , t) so that ∆
2s
h,xN
Dαxv(x
′
0, x
0
N , t0) = ∆
s
h,xN
Dαxw(x
′
0, x
0
N , t0)
and consider the expression
A0 ≡
(x0N)
ωγ
hγ
B0.
As above, make in the functions v(x, t) and w(x, t) the change of variables (3.46)
and denote d = h/x0N , d ≤ ε < 1/32m, dθ = hθ/x
0
N ≤ C(m)ε, P1 ≡ (y0, τ0) ≡
(0′, 1, 0), that is (x0, t0) → (y0, τ0). In the new variables the expression A0 takes
the form
A0 =
(
x0N
)ωγ+n−m−γ
(1 + dθ)
n−j
|∆sd,yND
α
yw(0
′, 1, 0)|
dγ
≤
≤ C
(
x0N
)ωγ+n−m−γ |∆sd,yNDαyw(0′, 1, 0)|
dγ
. (3.59)
Denote for ρ < 1
Qρ ≡ {(y, τ) ∈ Q : |y
′| ≤ ρ, |yN − 1| ≤ ρ, |τ | ≤ (ρ)
m−n}
and consider the function w(y, τ) on this cylinder. As above, since yN ≥ 1/4 on
Q3/4, the function w(y, τ) belongs to the usual smooth class C
m+γ,1+γ/m(Q3/4).
Considering, as above, this function on Q1/4 ⊂ Q3/4 and applying (2.9), we obtain
|∆sd,yND
α
yw(0
′, 1, 0)|
dγ
≤ C
〈
Dαyw(y, τ)
〉(γ)
yN ,Q1/4
≤
≤ C
(
N∑
i=1
〈
Dmyiw
〉(γ)
yi,Q1/4
+ |w|
(0)
Q1/4
)
≤
≤ C
(
N−1∑
i=1
〈
Dmyiv
〉(γ)
yi,Q3/4
+
〈
DmyNv
〉(γ)
yN ,Q3/4
+ |w|
(0)
Q1/4
)
. (3.60)
Note that we again drop the term 〈Dτv〉
(γ/m)
τ,Q1/4
in the right hand side of (3.60)
because this estimate can be obtained at a fixed τ with respect to the variables
y only. Now we go back to the variables (x, t) in the last estimate and obtain
(|α| = m− j)
|∆sd,yND
α
yw(0
′, 1, 0)|
dγ
≤
(
x0N
)γ+m−j |∆sh,xNDαxw(x0, t0)|
hγ
≤
≤ C
((
x0N
)m+γ N−1∑
i=1
〈
Dmxiv
〉(γ)
xi,Q(3/4)x0
N
+ (3.61)
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+
(
x0N
)m+γ 〈
DmxNv
〉(γ)
xN ,Q(3/4)x0
N
+ |w|
(0)
Q
(1/4)x0
N
)
,
where again for ρ ∈ (0, 1)
Qρx0N ≡ {(x, t) ∈ Q : |x
′| ≤ ρx0N , |xN − x
0
N | ≤ ρx
0
N , |t− t0| ≤
(
ρx0N
)m−n
}.
Substituting this estimate in (3.59), we obtain
A0 ≤ C
((
x0N
)ωγ+n N−1∑
i=1
〈
Dmxiv
〉(γ)
xi,Q(3/4)x0
N
+
+
(
x0N
)ωγ+n 〈
DmxNv
〉(γ)
xN ,Q(3/4)x0
N
+
(
x0N
)ωγ+n−m−γ
|w|
(0)
Q
(1/4)x0
N
)
. (3.62)
Again, since xN ∼ x
0
N on the set Q(3/4)x0N , for i = 1, N − 1 in the first term of
(3.62)
(
x0N
)ωγ+n 〈
Dmxiv
〉(γ)
xi,Q(3/4)x0
N
≤ C
(
x0N
)ωγ 〈
xnND
m
xi
v
〉(γ)
xi,Q(3/4)x0
N
≤ C
〈
xnND
m
xi
v
〉(γ)
ωγ,xi,Q
.
(3.63)
Making further use of (3.50) and then (3.55) we have on Q(3/4)x0N for the second
term
(
x0N
)ωγ+n 〈
DmxNv
〉(γ)
xN ,Q(3/4)x0
N
≤ C
(
x0N
)ωγ (
xnN
〈
DmxNv
〉(γ)
xN ,Q(3/4)x0
N
)
≤
≤ C
(
x0N
)ωγ (〈
xnND
m
xN
v
〉(γ)
xN ,Q(3/4)x0
N
+
∣∣xn−γN |DmxNv|∣∣(0)Q
(3/4)x0
N
)
≤
≤ C
(
x0N
)ωγ 〈
xnND
m
xN
v
〉(γ)
xN ,Q(3/4)x0
N
≤ C
〈
xnND
m
xi
v
〉(γ)
ωγ,xN ,Q
. (3.64)
The third term in (3.62) we estimate as follows (s = m+ 1)
(
x0N
)ωγ+n−m−γ
|w|
(0)
Q
(1/4)x0
N
=
(
h
x0N
)m+γ ∣∣∣∣(x0N)ωγ+n ∆sh,xNv(x′, xN , t)hm+γ
∣∣∣∣(0)
Q
(1/4)x0
N
≤
≤ Cεm+γ
∣∣∣∣(x0N)ωγ+n ∆h,xNDmxNv(x′, xN + hθ, t)hγ
∣∣∣∣(0)
Q
(1/4)x0
N
, (3.65)
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where the mean value theorem was used. Making again use of (3.50) and (3.55)
we have on Q(3/4)x0N as above
∣∣∣∣(x0N)ωγ+n ∆h,xNDmxNv(x′, xN + hθ, t)hγ
∣∣∣∣(0)
Q
(1/4)x0
N
≤
(
x0N
)ωγ+n 〈
DmxNv
〉(γ)
xN ,Q(3/4)x0
N
≤
(3.66)
≤ C
(
x0N
)ωγ 〈
xnND
m
xN
v
〉(γ)
xN ,Q(3/4)x0
N
≤ C
〈
xnND
m
xN
v
〉(γ)
ωγ,xN ,Q
.
From (3.63)- (3.66) it follows that
A0 ≤ C
N∑
i=1
〈
xnND
m
xi
v
〉(γ)
ωγ,xi,Q
and from this and from (3.58), (3.56) it follows that
(
x0N
)ωγ |∆2sh,xN [(x0N )n−j Dαxv(x0, t0)] |
hγ
≤
≤ C
N∑
i=1
〈
xnND
m
xi
v
〉(γ)
ωγ,xi,Q
+ Cε
〈〈
xn−jN D
α
xv
〉〉(γ)
ωγ,xN ,Q
. (3.67)
Since (x0, t0) and h ≤ εxN are arbitrary, this means (3.54) and therefore (3.53).
Other terms in the definition of 〈〈u〉〉
(m+γ)(2s)(ε−)
n,ωγ,Q
in (3.7) are estimated com-
pletely similarly. The smoothness with respect to the t - variable is estimated
identically to the estimates of the smoothness with respect to x′ with the tak-
ing into account the relation between the dimensions of x and t : x ∼ x0N ,
t ∼ (x0N )
m−n
or x ∼ h, t ∼ hm−n. Note that all terms in the definition of
〈〈u〉〉
(m+γ)(2s)(ε−)
n,ωγ,Q
have the same total dimension with respect to this relation of
the dimensions. Now from the alternative (3.9) and from (3.10) with (3.42) it
follows that for arbitrary function u(x, t) ∈ C
m+γ,m+γ
m
n,ωγ (Q) we have
〈〈u〉〉
(m+γ)(2s)
n,ωγ,Q
≤ Cε
(
N∑
i=1
〈
xnND
m
xi
u
〉(γ)
ωγ,xi,Q
+ 〈Dtu〉
(γ/m)
t,Q
)
+ Cεγ 〈〈u〉〉
(m+γ)(2s)
n,ωγ,Q
.
Finally, choosing ε in this estimate sufficiently small and absorbing the last
term in the left hand side, we arrive at (3.1). This completes the proof of Theorem
2 under assumption (3.5).
We now remove this assumption. Let u(x, t) ∈ C
m+γ,m+γ
m
n,ωγ (Q) and let uε(x, t)
be defined by (2.49) so it satisfies (2.50), (3.5). By what was proved above
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〈uε〉
(m+γ)
n,ωγ,Q
≤ C
(
N∑
i=1
〈
xnND
m
xi
uε
〉(γ)
ωγ,xi,Q
+ 〈Dtuε〉
(γ/m)
t,Q
)
,
where the constant C does not depend on ε. It can be directly verified that
〈
xnND
m
xi
uε
〉(γ)
ωγ,xi,Q
≤ C
〈
xnND
m
xi
u
〉(γ)
ωγ,xi,Q
, 〈Dtuε〉
(γ/m)
t,Q
≤ 〈Dtu〉
(γ/m)
t,Q
and therefore uniformly in ε
〈uε〉
(m+γ)
n,ωγ,Q
≤ C
(
N∑
i=1
〈
xnND
m
xi
u
〉(γ)
ωγ,xi,Q
+ 〈Dtu〉
(γ/m)
t,Q
)
. (3.68)
Let δ ∈ (0, 1) and let Qδ = {(x, t) : δ ≤ xN ≤ δ
−1, |x′| ≤ δ−1, |t| ≤ δ−1}. It is
well known that for each δ ∈ (0, 1) the sequence {uε} is bounded in the standard
space Cm+γ,
m+γ
m (Qδ). Therefore for a subsequence
uε ⇒ u on each Qδ in the space C
m+γ′,m+γ
′
m (Qδ) (3.69)
with γ′ < γ. Besides, all weighted terms xn−jN D
α
xuε and x
n−jω
N D
α
xuε in the defini-
tion of 〈uε〉
(m+γ)
n,ωγ,Q
, j ≤ n, |α| = m− j, converge to xn−jN D
α
xu and x
n−jω
N D
α
xu in the
space C(1−ω)γ
′, γ
′
m (Kδ) for each Kδ = {(x, t) : 0 ≤ xN ≤ δ
−1, |x′| ≤ δ−1, |t| ≤ δ−1}
xn−jN D
α
xuε →
C(1−ω)γ
′,
γ′
m (Kδ)
xn−jN D
α
xu, x
n−jω
N D
α
xuε →
C(1−ω)γ
′,
γ′
m (Kδ)
xn−jωN D
α
xu.
(3.70)
And the same is valid for the term Dtuε. Exactly the same reasonings as in the
proof of Proposition 13 show that
j≤n∑
j=0
∑
|α|=m−j
〈
xn−jN D
α
xu
〉(γ,γ/m)
ωγ,Q
+
j≤n∑
j=0
∑
|α|=m−j
〈
xn−jωN D
α
xu
〉(γ+j
m
)
t,Q
+ 〈Dtu〉
(γ,γ/m)
ωγ,Q
≤
≤ C lim sup
ε→0
j≤n∑
j=0
∑
|α|=m−j
〈
xn−jN D
α
xuε
〉(γ,γ/m)
ωγ,Q
+
+
j≤n∑
j=0
∑
|α|=m−j
〈
xn−jωN D
α
xuε
〉(γ+j
m
)
t,Q
+ 〈Dtuε〉
(γ,γ/m)
ωγ,Q
 ≤
≤ C
(
N∑
i=1
〈
xnND
m
xi
u
〉(γ)
ωγ,xi,Q
+ 〈Dtu〉
(γ/m)
t,Q
)
.
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Note that this is valid for the pure derivative Dm−nxN u in the case of an integer
n only if this derivative and it’s seminorms are included in the definition of the
space. Besides, since the functions uε satisfy (2.50), (3.5), it follows from (3.70)
that the function u(x, t) itself satisfies (1.22). The same reasoning holds true
also for the term
j≤m−n∑
j=1
∑
|α|=j
〈Dαxuε〉
(1− j
m−n
+ γ
m
)
t,Q
in the definition of 〈uε〉
(m+γ)
n,ωγ,Q
and
therefore
j≤m−n∑
j=1
∑
|α|=j
〈Dαxu〉
(1− j
m−n
+ γ
m
)
t,Q
≤ C lim sup
ε→0
j≤m−n∑
j=1
∑
|α|=j
〈Dαxuε〉
(1− j
m−n
+ γ
m
)
t,Q
≤
≤ C
(
N∑
i=1
〈
xnND
m
xi
u
〉(γ)
ωγ,xi,Q
+ 〈Dtu〉
(γ/m)
t,Q
)
.
Note again that this is valid for the pure derivative Dm−nxN u in the case of an
integer n only if this derivative and it’s seminorms are included in the definition
of the space.
At last, since uε(x, t) is smooth with respect to x
′ and t for any xN > 0, we
have in the open domain Q = Q ∩ {xN > 0} by the same reasonins as above
uniformly in xN
j≤m−n∑
j=0
∑
|α|=[m−n+(1−ω)γ]−j
〈
Dαx′D
j
xN
u
〉({m−n+(1−ω)γ})
x′,Q
+
+
j≤m−n∑
j=0
∑
|α|=[m−n+γ]−j
〈
Dαx′D
j
xN
u
〉({m−n+γ})
ωγ,x′,Q
≤
≤ C lim sup
ε→0
j≤m−n∑
j=0
∑
|α|=[m−n+(1−ω)γ]−j
〈
Dαx′D
j
xN
uε
〉({m−n+(1−ω)γ})
x′,Q
+
+
j≤m−n∑
j=0
∑
|α|=[m−n+γ]−j
〈
Dαx′D
j
xN
uε
〉({m−n+γ})
ωγ,x′,Q
 ≤
≤ C
(
N∑
i=1
〈
xnND
m
xi
u
〉(γ)
ωγ,xi,Q
+ 〈Dtu〉
(γ/m)
t,Q
)
. (3.71)
But from estimates (2.51) it follows that the functions DjxNu, j < m − n, are
continuous at xN → 0. Then from the above estimate it follows that at a
42
fixed t0 > 0 the sequence of the functions {D
j
xN
u(·, xN , t0)} with xN as a pa-
rameter is bounded in Cm−n+(1−ω)γ−j(RN−1). Therefore, in view of Proposition
13 this sequence converges (at least for a subsequence) on compact sets K in
RN−1 as xN → 0 in the space C
m−n+(1−ω)γ′−j(K), γ′ < γ, to some function
v(x′, t0) ∈ C
m−n+(1−ω)γ−j(RN−1) with the same estimate of the highest semi-
norm 〈Dαx′v〉
({m−n+(1−ω)γ})
x′,RN−1
. This means that at a fixed t0 > 0 the functions
DjxNu, j < m − n, have traces at xN = 0 from the space C
m−n+(1−ω)γ−j(RN−1)
and estimate (3.71) is valid also at xN = 0 that is D
α
x′D
j
xN
u, j < m − n,
|α| = [m − n + (1 − ω)γ] − j, exist in the usual classical sense at xN = 0
and
j≤m−n∑
j=0
∑
|α|=[m−n+(1−ω)γ]−j
〈
Dαx′D
j
xN
u
〉({m−n+(1−ω)γ})
x′,Q
+
+
j≤m−n∑
j=0
∑
|α|=[m−n+γ]−j
〈
Dαx′D
j
xN
u
〉({m−n+γ})
ωγ,x′,Q
≤
≤ C
(
N∑
i=1
〈
xnND
m
xi
u
〉(γ)
ωγ,xi,Q
+ 〈Dtu〉
(γ/m)
t,Q
)
.
This completes the proof of (1.21) and of the Theorem 2.
4 Mixed and lower order derivatives of functions
from C
m+γ,m+γ
m
n,ωγ (Q).
In this section we consider the mixed derivatives x
n−(m−|α|)
N D
α
xu of order m−n <
|α| ≤ m and also the lower order derivatives Dαxu of order |α| ≤ m− n. The last
lower order derivatives do not require a weight in general but the situation in the
case of an integer n differs from that in the case of a noninteger n . Therefore
we consider these two cases separately. Besides, we concentrate on the local
behaviour of functions near the singular boundary {xN = 0} and assume in this
section that all functions under consideration have compact support in Q or in
H . This permits us to avoid the consideration of possible behaviour of functions
at infinity. Particularly, we will show that for functions with compact support of
fixed dimensions norms (1.11), (1.17) and (1.13), (1.20) are equivalent.
Below we need the following lemma which is valid for both cases of an integer
and a noninteger n.
Lemma 14 Let n ∈ (0, m) be arbitrary and a function u(x, t) ∈ C
m+γ,m+γ
m
n,ωγ (Q)
in the sense of (1.19) has compact support. Then
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j<n∑
j=0
〈
xn−jN D
m−j
xN
u
〉(γ)
ωγ,xN ,Q
≤ C
〈
xnND
m
xN
u
〉(γ)
ωγ,xN ,Q
. (4.1)
Proof. The proof is by induction. For j = 0 there is nothing to prove. Let
us prove that for j < n〈
xn−jN D
m−j
xN
u
〉(γ)
ωγ,xN ,Q
≤ C
〈
xn−j+1N D
m−j+1
xN
u
〉(γ)
ωγ,xN ,Q
. (4.2)
Since the function u(x, t) has a compact support, we have
xn−jN D
m−j
xN
u(x, t) = −xn−jN
∞∫
xN
ξ−n+j−1N
[
ξn−j+1N D
m−j+1
ξN
u(x′, ξN , t)
]
dξN . (4.3)
Denote for brevity
f(x, t) ≡ xn−jN D
m−j
xN
u(x, t), −
[
ξn−j+1N D
m−j+1
ξN
u(x′, ξN , t)
]
≡ a(x′, ξN , t)
and transform the representation for f(x, t) making the change of the variable
ξN = ηxN in the corresponding integral
f(x, t) =
∞∫
1
η−n+j−1a(x′, ηxN , t)dη.
Let xN , xN be fixed, 0 < xN < xN . We have
|xωγN [f(x
′, xN , t)− f(x
′, xN , t)]| =
=
∣∣∣∣∣∣
∞∫
1
η−n+j−1−ωγ (ηxN )
ωγ [a(x′, ηxN , t)− a(x
′, ηxN , t)] dη
∣∣∣∣∣∣ ≤
≤ 〈a〉
(γ)
ωγ,xN ,Q
(xN − xN )
γ
∞∫
1
η−n+j−1+(1−ω)γdη ≤ C 〈a〉
(γ)
ωγ,xN ,Q
(xN − xN )
γ,
where −n + j − 1 + (1 − ω)γ < −1 in view of (1.9) and the assumption j < n.
This proves (4.2) and the lemma follows by induction.
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4.1 The case of an integer n.
We suppose in this subsection that n is an integer, 0 < n < m. Consider first
the derivatives xn−jN D
α
xu(x, t) of order |α| = m − j, j ≤ n. In this case we
have two different situations for the derivatives Dαxu(x, t) of the particular order
|α| = m− n with αN < m− n and for the derivative D
m−n
xN
u(x, t).
Proposition 15 Let n ∈ (0, m) be an integer. Let a function u(x, t) ∈ C
m+γ,m+γ
m
n,ωγ (Q)
in the sense of (1.19) has compact support . Then all seminorm of the func-
tion u(x, t) in the left hand side of (1.21) except for, may be, seminorms of
Dm−nxN u(x, t) are finite and
〈u〉
(m+γ,m+γ
m
)
n,ωγ,Q
≡
j≤n∑
j=0
∑
|α|=m−j,
α6=(0,...,m−n)
〈
xn−jN D
α
xu
〉(γ,γ/m)
ωγ,Q
+
+
j≤n∑
j=0
∑
|α|=m−j,
α6=(0,...,m−n)
〈
xn−jωN D
α
xu
〉(γ+j
m
)
t,Q
+ 〈Dtu〉
(γ,γ/m)
ωγ,Q
+
+
j<m−n∑
j=0
∑
|α|=m−n−j
〈
Dαx′D
j
xN
u
〉((1−ω)γ)
x′,Q
+
j<m−n∑
j=0
∑
|α|=m−n−j
〈
Dαx′D
j
xN
u
〉(γ)
ωγ,x′,Q
+
+
j≤m−n∑
j=1
∑
|α|=j,
α6=(0,...,m−n)
〈Dαxu〉
(1− j
m−n
+ γ
m
)
t,Q
≤ C
(
N∑
i=1
〈
xnND
m
xi
u
〉(γ)
ωγ,xi,Q
+ 〈Dtu〉
(γ/m)
t,Q
)
.
(4.4)
Proof. The proof essentially follows from the proof of Theorem 2. Consider
the smoothed function uε(x, t) as in (2.49) and in the end part of the proof of
Theorem 2
uε(x, t) ≡
∫
RN−1
∞∫
−∞
u(y′, xN , τ)ωε(x
′ − y′, t− τ)dy′dτ.
From Lemma 14, from (2.51) with j = n, and from the way of the construction of
uε(x, t) it follows that for this function all seminorms in the left hand side of (4.4)
are finite (including the seminorm
〈
xn−nωN D
m−n
xN
uε
〉(γ+j
m
)
t,Q
) and thus this function
satisfies (4.4). The rest of the proof coincides with the end part of the proof of
Theorem 2.
Consider now the derivative Dm−nxN u(x, t).
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Lemma 16 Let n ∈ (0, m) be an integer and a function u(x, t) ∈ C
m+γ,m+γ
m
n,ωγ (Q)
in the sense of (1.19) has compact support. Then Dm−nxN u(x, t) is bounded and〈
Dm−nxN u
〉(γ)
ωγ,xN ,Q
≤ C
〈
xnND
m
xN
u
〉(γ)
ωγ,xN ,Q
(4.5)
if and only if [
xnND
m
xN
u(x, t)
]
|xN=0 ≡ 0. (4.6)
Proof. From (2.60) and (2.61) it follows that condition (4.6) is equivalent to
the condition [
xND
m−n+1
xN
u(x, t)
]
|xN=0 ≡ 0.
Denote a(x, t) ≡ xND
m−n+1
xN
u(x, t) and note that by Lemma 14 〈a(x, t)〉
(γ)
ωγ,xN ,Q
≤
C
〈
xnND
m
xN
u
〉(γ)
ωγ,xN ,Q
. We have the following representation
Dm−nxN u(x, t) = −
∞∫
xN
Dm−n+1xN u(x
′, ξN , t)dξN = −
∞∫
xN
1
ξN
a(x′, ξN , t)dξN . (4.7)
From this it directly follows that Dm−nxN u(x, t) is bounded at xN = 0 if and
only if a(x′, 0, t) ≡ 0 that is if and only if (4.6) is valid. Further, suppose that
a(x′, 0, t) ≡ 0. Let xN , xN be fixed, 0 < xN < xN . We have∣∣xωγN [Dm−nxN (x′, xN , t)−Dm−nxN (x′, xN , t)]∣∣ =
=
∣∣∣∣∣∣
xN∫
xN
1
ξN
[xωγN a(x
′, ξN , t)] dξN
∣∣∣∣∣∣ ≤
xN∫
xN
1
ξN
|ξωγN [a(x
′, ξN , t)− a(x
′, 0, t)]| dξN ≤
≤ 〈a(x, t)〉
(γ)
ωγ,xN ,Q
xN∫
xN
ξγN
ξN
dξN ≤ C 〈a(x, t)〉
(γ)
ωγ,xN ,Q
(xN − xN )
γ.
In view of the definition of a(x, t) this means that
〈
Dm−nxN u
〉(γ)
ωγ,xN ,Q
≤ C
〈
xND
m−n+1
xN
u
〉(γ)
ωγ,xN ,Q
≤ C
〈
xnND
m
xN
u
〉(γ)
ωγ,xN ,Q
hence, the lemma.
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Corollary 17 Let n ∈ (0, m) be an integer. Let a function u(x, t) ∈ C
m+γ,m+γ
m
n,ωγ (Q)
in the sense of (1.19) has compact support and condition (4.6) is fulfilled. Then
all seminorm of the function u(x, t) in the left hand side of (1.21) are finite and
〈u〉
(m+γ,m+γ
m
)
n,ωγ,Q
≡
j≤n∑
j=0
∑
|α|=m−j
〈
xn−jN D
α
xu
〉(γ,γ/m)
ωγ,Q
+
j≤n∑
j=0
∑
|α|=m−j
〈
xn−jωN D
α
xu
〉(γ+j
m
)
t,Q
+〈Dtu〉
(γ,γ/m)
ωγ,Q
+
+
j≤m−n∑
j=0
∑
|α|=m−n−j
〈
Dαx′D
j
xN
u
〉((1−ω)γ)
x′,Q
+
j≤m−n∑
j=0
∑
|α|=m−n−j
〈
Dαx′D
j
xN
u
〉(γ)
ωγ,x′,Q
+
j≤m−n∑
j=1
∑
|α|=j
〈Dαxu〉
(1− j
m−n
+ γ
m
)
t,Q
≤ C
(
N∑
i=1
〈
xnND
m
xi
u
〉(γ)
ωγ,xi,Q
+ 〈Dtu〉
(γ/m)
t,Q
)
. (4.8)
The corollary follows from Proposition 15 and Lemma 16.
Consider now derivatives Dαxu of order |α| < m − n. If condition (4.6) is
fulfilled then all such derivatives are characterized by the following statement.
Corollary 18 Let n ∈ (0, m) be an integer. Let a function u(x, t) ∈ C
m+γ,m+γ
m
n,ωγ (Q)
in the sense of (1.19) has compact support and condition (4.6) is fulfilled. For
multiindex α with |α| = j < m − n denote vα = D
α
xu. The following estimate is
valid
N∑
i=1
〈Dxivα〉
(γ,γ/m)
ωγ,Q
+ 〈vα〉
(1− j
m−n
+ γ
m
)
t,Q
≤ C
(
N∑
i=1
〈
xnND
m
xi
u
〉(γ)
ωγ,xi,Q
+ 〈Dtu〉
(γ/m)
t,Q
)
.
(4.9)
This corollary directly follows from (4.8).
In general case we have a weaker statement about smoothness of the deriva-
tives Dαxu of order |α| < m − n. In particular, the derivative D
m−n−1
xN
u belongs
only to a kind of Zygmund space Z1 - see (4.12) below.
Proposition 19 Let n ∈ (0, m) be an integer. Let a function u(x, t) ∈ C
m+γ,m+γ
m
n,ωγ (Q)
has compact support. For vα = D
α
xu with |α| = j < m− n− 1 we have
N∑
i=1
〈Dxivα〉
(γ,γ/m)
ωγ,Q
+ 〈vα〉
(1− j
m−n
+ γ
m
)
t,Q
≤ C
(
N∑
i=1
〈
xnND
m
xi
u
〉(γ)
ωγ,xi,Q
+ 〈Dtu〉
(γ/m)
t,Q
)
.
(4.10)
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For vα = D
α
xu with |α| = m− n− 1 > 0 we have
∑
|α|=m−n−1,
αN<m−n−1
N∑
i=1
〈Dxivα〉
(γ,γ/m)
ωγ,Q
+
N−1∑
i=1
〈
DxiD
m−n−1
xN
u
〉(γ,γ/m)
ωγ,Q
+
∑
|α|=m−n−1
〈vα〉
(1−m−n−1
m−n
+ γ
m
)
t,Q
≤
(4.11)
≤ C
(
N∑
i=1
〈
xnND
m
xi
u
〉(γ)
ωγ,xi,Q
+ 〈Dtu〉
(γ/m)
t,Q
)
and also
[Dm−n−1xN u]
(1,(1−ω)γ)
xN ,x′
+ [Dm−n−1xN u]
(1, γ
m
)
xN ,t ≤ (4.12)
≤ C
(
N∑
i=1
〈
xnND
m
xi
u
〉(γ)
ωγ,xi,Q
+ 〈Dtu〉
(γ/m)
t,Q
)
.
where
[v]
(1,(1−ω)γ)
xN ,x′,Q
= sup
θ>0,h∈RN−1
(x,t)∈Q
|∆2θ,xN∆h,x′v(x, t)|
θ|h|(1−ω)γ
, (4.13)
[v]
(1, γ
m
)
xN ,t,Q
= sup
θ>0,τ>0
(x,t)∈Q
|∆2θ,xN∆τ,tv(x, t)|
θτ
γ
m
. (4.14)
Proof. The proof of (4.10) and (4.11) is completely similar to the proof of
Proposition 15 in view of (2.51). Let us prove (4.12). Since estimates for both
terms in (4.12) are completely similar, we estimate only the term [Dm−n−1xN u]
(1,(1−ω)γ)
xN ,x′
.
Denote a(x, t) = xND
m−n+1
xN
u. We have from (4.8) and from Proposition 4
〈a(x, t)〉
(γ, γ
m
)
ωγ,Q
+ 〈a(x, t)〉
(γ)
(1−ω)γ,x,Q
≤ C
(
N∑
i=1
〈
xnND
m
xi
u
〉(γ)
ωγ,xi,Q
+ 〈Dtu〉
(γ/m)
t,Q
)
.
(4.15)
From the definition of a(x, t) we have
Dm−n−1xN u =
∞∫
xN
dξ
∞∫
ξ
Dm−n+1xN u(x
′, η, t)dη =
∞∫
xN
dξ
∞∫
ξ
1
η
a(x′, η, t)dη. (4.16)
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Let h ∈ RN−1 and θ > 0 be fixed. Denote b(x′, η, t) = a(x′, η + h, t)− a(x′, η, t).
Then by simple direct calculations
∣∣∆2θ,xN∆h,x′Dm−n−1xN u(x, t)∣∣ =
∣∣∣∣∣∣∆2θ,xN
∞∫
xN
dξ
∞∫
ξ
1
η
b(x′, η, t)dη
∣∣∣∣∣∣ =
=
∣∣∣∣∣∣
xN+θ∫
xN
dξ
ξ+θ∫
ξ
1
η
b(x′, η, t)dη
∣∣∣∣∣∣ ≤ |b|(0)Q
xN+θ∫
xN
dξ
ξ+θ∫
ξ
1
η
dη =
= |b|
(0)
Q
xN+θ∫
xN
(ln(ξ + θ)− ln ξ)dξ ≤ C|b|
(0)
Q
θ ≤ C
〈
xND
m−n+1
xN
u
〉(γ)
(1−ω)γ,x′,Q
|h|(1−ω)γθ.
Since h and θ are arbitrary, this proves estimate (4.12) for the first term. The
estimate of the second term is completely analogous. This completes the proof
of the proposition.
4.2 The case of a noninteger n.
In this case we have the following propositions analogous to Propositions 15, 19.
Proposition 20 Let n ∈ (0, m) be a noninteger. Let a function u(x, t) ∈ C
m+γ,m+γ
m
n,ωγ (Q)
in the sense of (1.19) has compact support.
Then
〈u〉
(m+γ,m+γ
m
)
n,ωγ,Q
≡
j<n∑
j=0
∑
|α|=m−j
〈
xn−jN D
α
xu
〉(γ,γ/m)
ωγ,Q
+
+
j<n∑
j=0
∑
|α|=m−j
〈
xn−jωN D
α
xu
〉(γ+j
m
)
t,Q
+ 〈Dtu〉
(γ,γ/m)
ωγ,Q
+
+
j<m−n∑
j=0
∑
|α|=[m−n+(1−ω)γ]−j
〈
Dαx′D
j
xN
u
〉({m−n+(1−ω)γ})
x′,Q
+
+
j<m−n∑
j=0
∑
|α|=[m−n+γ]−j
〈
Dαx′D
j
xN
u
〉({m−n+γ})
ωγ,x′,Q
+
+
j<m−n∑
j=1
∑
|α|=j
〈Dαxu〉
(1− j
m−n
+ γ
m
)
t,Q
≤ C
(
N∑
i=1
〈
xnND
m
xi
u
〉(γ)
ωγ,xi,Q
+ 〈Dtu〉
(γ/m)
t,Q
)
. (4.17)
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The proof of this proposition is completely analogous to the proof of Propo-
sition 15.
In addition we have the following proposition.
Proposition 21 Let n ∈ (0, m) be a noninteger. Let a function u(x, t) ∈ C
m+γ,m+γ
m
n,ωγ (Q)
in the sense of (1.19) has compact support in a set {xN ≤ R}, R > 0. Then
〈
D[m−n]xN u
〉(1−{n})
xN ,Q
≤ C|x
{n}
N D
[m−n]+1
xN
u|
(0)
Q
≤ C(R)
〈
x
{n}
N D
[m−n]+1
xN
u
〉(γ)
ωγ,Q
≤
≤ C(R)
〈
xnND
m
xN
u
〉(γ)
ωγ,Q
. (4.18)
The proof of this proposition directly follows from the Newton-Leibnitz for-
mula and from (4.17).
5 Traces of functions from C
m+γ,m+γ
m
n,ωγ (Q) at {xN =
0}.
As it was proved in Theorem 2, for u(x, t) ∈ C
m+γ,m+γ
m
n,ωγ (Q) we have
j≤m−n∑
j=0
∑
|α|=[m−n+(1−ω)γ]−j
〈
Dαx′D
j
xN
u
〉({m−n+(1−ω)γ})
x′,Q
+
j≤m−n∑
j=1
∑
|α|=j
〈Dαxu〉
(1− j
m−n
+ γ
m
)
t,Q
≤
≤ C
(
N∑
i=1
〈
xnND
m
xi
u
〉(γ)
ωγ,xi,Q
+ 〈Dtu〉
(γ/m)
t,Q
)
, (5.1)
where the terms for j = m − n are included if n is an integer and if Dm−nxN u is
bounded. From this estimate it follows that for j ≤ m−n and for a fixed xN > 0
the functionDjxNu(x
′, xN , t) belongs to the space C
m−n+(1−ω)γ−j,1− j
m−n
+ γ
m
x′,t (R
N−1×
R1). This means that we have the following statement.
Proposition 22 A function u(x, t) ∈ C
m+γ,m+γ
m
n,ωγ (Q) with compact support and
it’s derivatives DjxNu, j ≤ m − n, have traces at xN = 0 from the spaces
DjxNu(x
′, 0, t) ∈ C
m−n+(1−ω)γ−j,1− j
m−n
+ γ
m
x′,t (R
N−1 × R1) and∥∥DjxNu(x′, 0, t)∥∥
C
m−n+(1−ω)γ−j,1−
j
m−n+
γ
m
x′,t
(RN−1×R1)
≤
≤ C
(
N∑
i=1
〈
xnND
m
xi
u
〉(γ)
ωγ,xi,Q
+ 〈Dtu〉
(γ/m)
t,Q
)
. (5.2)
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Now we consider the question of the extension of functions v(x′, t) from the
class C
m−n+(1−ω)γ,1+ γ
m
x′,t (R
N−1 × R1) to the region Q.
Theorem 23 There exists an operator E : C
m−n+(1−ω)γ,1+ γ
m
x′,t (R
N−1 × R1) →
C
m+γ,m+γ
m
n,ωγ (Q) defined on functions with compact supports in BR = {|x
′| ≤ R, |t| ≤
R} with the property:
for a given function v(x′, t) ∈ C
m−n+(1−ω)γ,1+ γ
m
x′,t (R
N−1 × R1) with compact
support in BR the function w(x, t) = Ev ∈ C
m+γ,m+γ
m
n,ωγ (Q) has compact support
and satisfies
w(x′, 0, t) = v(x′, t), ‖w‖
C
m+γ,
m+γ
m
n,ωγ (Q)
≤ C ‖v‖
C
m−n+(1−ω)γ,1+
γ
m
x′,t
(RN−1×R1)
, (5.3)
where the constant C does not depend on v.
Proof.
The proof is similar to the proof of corresponding Lemma 2.4 from [1]. Let
we are given a function v(x′, t) ∈ C
m−n+(1−ω)γ,1+ γ
m
x′,t (R
N−1 × R1) with compact
support. Consider the following boundary problem with t as a parameter for a
unknown function u(x, t)
∆u(x, t) =
∂2u
∂x21
+ ...+
∂2u
∂x2N
= 0, x ∈ H, t ∈ R1, (5.4)
u(x′, 0, t) = v(x′, t), x′ ∈ RN−1, t ∈ R1. (5.5)
It is well known (see [29], [30], for example ) that for a fixed t > 0 problem (5.4),
(5.5) has the unique bounded solution u(x, t) with
‖u(·, t)‖
C
m−n+(1−ω)γ
x (H)
≤ C ‖v(·, t)‖
C
m−n+(1−ω)γ
x′
(RN−1)
. (5.6)
In Lemma 2.4 from [1] also proved that〈
∂u(x, t)
∂t
〉( γ
m
)
t,Q
≤ C
〈
∂v(x′, t)
∂t
〉( γ
m
)
t,RN−1×R1
. (5.7)
Therefore it is enough to consider the properties of u(x, t) with respect to the
variables x. For this we will use the following inequality (see [31], Chapter 5.4)
|Dαxu(x, t)| ≤ Cαx
−|α|+l
N ||v(·, t)||Clx(RN−1), |α| ≥ l, (5.8)
We now prove the estimate
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N∑
i=1
〈
xnND
m
xi
u(·, t)
〉(γ)
ωγ,xi,H
≤ C ‖v(·, t)‖
C
m−n+(1−ω)γ
x′
(RN−1)
. (5.9)
Since it is important to prove (5.9) for xN < 1 only (for xN > 1, such the
estimate follows from the local estimates and is well- known), we consider only
the case xN < 1. We also use the well-known interpolation inequality
〈v(x)〉
(γ)
x,Ω
≤ C
(
|v|
(0)
Ω
)1−γ (
〈v〉
(1)
Ω
)γ
, (5.10)
which is valid for functions v(x) ∈ C1(Ω), where Ω is a domain (possibly un-
bounded) with sufficiently smooth boundary (see, for example, [32], Ch.1 ). It
is important that the constant C does not depend on the size of the domain Ω
under scaling. Consider first the tangent variables xi, i = 1, N − 1.
Let xN be fixed. Then by (5.9) and (5.10),
xωγN
〈
xnND
m
xi
u(·, xN)
〉(γ)
xi,RN−1
≤
≤ CxωγN
(
|xnND
m
xi
u(·, xN)|
(0)
,RN−1
)1−γ (
|xnND
m
xi
u(·, xN)|
(1)
x,RN−1
)γ
≤
≤ C||u||
C
m−n+(1−ω)γ
x (R
N−1
T )
xωγN
(
xnNx
−m+(m−n+(1−ω)γ)
N
)1−γ (
xnNx
−m−1+(m−n+(1−ω)γ)
N
)γ
≤
≤ C||v||
C
m−n+(1−ω)γ
x (R
N−1
T )
. (5.11)
By the definition, this means that
〈
xnND
m
xi
u(·, t)
〉(γ)
ωγ,xi,H
≤ C ‖v(·, t)‖
C
m−n+(1−ω)γ
x′
(RN−1)
, i = 1, N − 1.
We consider now
〈
xnND
m
xN
u(·, t)
〉(γ)
ωγ,xN ,H
. Let xN and xN be fixed. We fix some
ε0 ∈ (0, 1/16) and consider the two cases, assuming without loss of generality that
xN ≤ xN . Let first
|xN − xN | = (xN − xN) ≥ ε0xN .
Then
xωγN
|xnND
m
xN
u(x, t)− xnND
m
xN
u(x, t)|
|xN − xN |γ
≤
≤ C
(
|x
n−(1−ω)γ
N D
m
xN
u(x, t)|+ |x
n−(1−ω)γ
N D
m
xN
u(x, t)|
)
. (5.12)
In this case, as above
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|x
n−(1−ω)γ
N D
m
xN
u(x, t)| ≤ C||v||
C
m−n+(1−ω)γ
x (R
N−1
T )
x
n−(1−ω)γ
N x
−m+(m−n+(1−ω)γ)
N =
(5.13)
= C|u|
C
m−n+(1−ω)γ
x (R
N−1
T )
≤ C||v||
C
m−n+(1−ω)γ
x (R
N−1
T )
,
and similarly for |x
n−(1−ω)γ
N D
m
xN
u(x, t)|.
Let now
0 < (xN − xN ) ≤ ε0xN , (5.14)
and let also
Π(xN ) =
{
y ∈ RN+ : xN − 2ε0xN ≤ yN ≤ xN + 2ε0xN
}
, (5.15)
Then, taking into account that on Π(xN ) we have yN ∼ xN , as in the previous
case
xωγN
|xnND
m
xN
u(x, t)− xnND
m
xN
u(x, t)|
|xN − xN |γ
≤ xωγN
〈
ynND
m
yN
u(y, t)
〉(γ)
y,Π(xN )
≤
≤ C
(
xωγN |y
n−γ
N D
2u|
(0)
Π(xN )
+ xωγN x
n
N
〈
DmyNu(y, t)
〉(γ)
y,Π(xN )
)
≡ A1 + A2. (5.16)
Here A1 is estimated in the same way as in (5.13), and A2 - in similar way after
the estimate
〈
DmyNu(y, t)
〉(γ)
y,Π(xN )
≤ C
(
|DmyNu(y, t)|
(0)
Ω
)1−γ (
|Dm+1yN u(y, t)|
(1)
Ω
)γ
.
This gives 〈
xnND
m
xN
u(·, t)
〉(γ)
ωγ,xN ,H
≤ C ‖v(·, t)‖
C
m−n+(1−ω)γ
x′
(RN−1)
Now fix η(x, t) ∈ C∞(Q) with compact support and with η(x′, 0, t) ≡ 1 on BR.
Then we can define w(x, t) ≡ Ev(x, t) ≡ u(x, t)η(x, t) . This completes the proof
of the theorem.
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6 Some interpolations inequalities for functions
from C
m+γ,m+γ
m
n,ωγ (Q), Cm+γn,ωγ (H).
In this section we prove some interpolation inequalities for functions from the
spaces C
m+γ,m+γ
m
n,ωγ (Q), Cm+γn,ωγ (H). These inequalities are consequences of (1.21),
(1.23) and they are useful in applications.
Theorem 24 Let a function u(x) ∈ Cm+γn,ωγ (H) and α = (α1, ..., αN), |α| = m,
be a multiindex, k ∈ {1, 2, ..., N}. Then for any ε > 0 (ε may be chosen big or
small)
〈xnND
α
xu〉
(γ)
ωγ,xk,,H
≤ Cε−αk−γ
N∑
i=1,i 6=k
〈
xnND
m
xi
u
〉(γ)
ωγ,xi,H
+
+ Cεm−αk
〈
xnND
m
xk
u
〉(γ)
ωγ,xk,H
, k < N, (6.1)
〈xnND
α
xu〉
(γ)
ωγ,xN ,,H
≤ Cε−αk−(1−ω)γ
N−1∑
i=1
〈
xnND
m
xi
u
〉(γ)
ωγ,xi,H
+
+ Cεm−αk
〈
xnND
m
xN
u
〉(γ)
ωγ,xN ,H
, k = N, (6.2)
where the constants C does not depend on ε, u.
Proof.
Let ε > 0 be fixed. Consider the function vε(y) = u(y1, y2, ..., εyk, ...yN−1, yN) ∈
Cm+γn,ωγ (H). Then from (1.23) we have
〈
ynND
α
y vε
〉(γ)
ωγ,yk ,,H
≤ C
N∑
i=1
〈
ynND
m
yi
vε
〉(γ)
ωγ,xi,H
, (6.3)
where the constant C does not depend on ε. Now make in (6.3) the change of
the variables
y = e(x) : yi = xi, i 6= k, yk = ε
−1xk
and take into account that vε(y) ◦ e(x) = u(x). This gives (6.1), (6.2) and
completes the proof.
Theorem 25 Let a function u(x) ∈ C
m+γ,m+γ
m
n,ωγ (Q) and α = (α1, ..., αN), |α| = m,
be a multiindex, k ∈ {1, 2, ..., N}. Then for any ε > 0
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〈xnND
α
xu〉
(γ)
ωγ,xk,Q
≤ Cε−αk−γ
N∑
i=1,i 6=k
〈
xnND
m
xi
u
〉(γ)
ωγ,xi,Q
+
+ Cεm−αk
〈
xnND
m
xk
u
〉(γ)
ωγ,xk,Q
, k < N, (6.4)
〈xnND
α
xu〉
(γ)
ωγ,xN ,,H
≤ Cε−αk−(1−ω)γ
N−1∑
i=1
〈
xnND
m
xi
u
〉(γ)
ωγ,xi,H
+
+ Cεm−αk
〈
xnND
m
xN
u
〉(γ)
ωγ,xN ,H
, k = N, (6.5)
〈xnND
α
xu〉
(γ/m)
t,Q
≤ ε−γ/mC
N∑
i=1
〈
xnND
m
xi
u
〉(γ)
ωγ,xi,Q
+ Cε 〈Dtu〉
(γ/m)
t,Q
, (6.6)
〈Dtu〉
(γ)
ωγ,xk,Q
≤ Cε−γ
N∑
i=1,i 6=k
〈
xnND
m
xi
u
〉(γ)
ωγ,xi,Q
+ ε−(1−ω)γC 〈Dtu〉
(γ/m)
t,Q
+
+ εmC
〈
xnND
m
xk
u
〉(γ)
ωγ,xk,Q
, k < N, (6.7)
〈Dtu〉
(γ)
ωγ,xN ,Q
≤ Cε−n−(1−ω)γ
N−1∑
i=1
〈
xnND
m
xi
u
〉(γ)
ωγ,xi,Q
+
+ Cε−(1−ω)γ 〈Dtu〉
(γ/m)
t,Q
+ Cεm−n
〈
xnND
m
xN
u
〉(γ)
ωγ,xN ,Q
, (6.8)
where the constants C does not depend on ε, u.
The proof of this theorem is identical to that of the previous theorem.
Theorem 26 Let a function u(x, t) ∈ C
m+γ,m+γ
m
n,ωγ (Q) has compact support. Let
the support of u(x, t) is included in QR = {|x| ≤ R, |t| ≤ R}. Then for an integer
0 ≤ j < n and for an arbitrary h > 0
∑
|α|=m−j
|xn−jN D
α
xu(x, t)|
(0)
Q
≤ C
h(1−ω)γ ∑
|α|=m−j
〈
xn−jN D
α
xu(x, t)
〉(γ)
ωγ,x,Q
+ (6.9)
+
(1 +R)
h
∑
|α|=m−j−1
|xn−j−1N D
α
xu(x, t)|
(0)
Q
 , n− j ≥ 1,
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∑
|α|=m−j
|xn−jN D
α
xu(x, t)|
(0)
Q
≤ C
h(1−ω)γ ∑
|α|=m−j
〈xnND
α
xu(x, t)〉
(γ)
ωγ,x,Q
+ (6.10)
+
(1 +Rn−j)
h
∑
|α|=m−j−1
|Dαxu(x, t)|
(0)
Q
 , n− j < 1.
Proof.
Let n−1 > 0. Consider first the estimate of a derivative DxND
α
xu , |α| = m−1
with respect to xN . Let h > 0 and ε ∈ (0, 1) be fixed. We have
xnNDxND
α
xu(x, t) =
(
xnNDxND
α
xu(x, t)− x
n
N
∆h,xND
α
xu(x, t)
h
)
+
+ xnN
∆h,xND
α
xu(x, t)
h
= (6.11)
= −xnN
1∫
0
[DxND
α
xu(x
′, xN + θh, t)−DxND
α
xu(x, t)] dθ+x
n
N
∆h,xND
α
xu(x, t)
h
= A1+A2
and evidently
|A2| ≤ CR
|xn−1N D
α
xu(x, t)|
(0)
Q
h
. (6.12)
The expression A1 we represent as
A1 = −
1∫
0
∆θh,xN [x
n
NDxND
α
xu(x, t)] dθ+
+
1∫
0
[(xN + θh)
n − xnN ]DxND
α
xu(x
′, xN + θh)dθ = A11 + A12.
The estimate of A11 is
|A11| ≤
 1∫
0
|∆θh,xN [x
n
NDxND
α
xu(x, t)] |
(θh)(1−ω)γ
θ(1−ω)γdθ
 h(1−ω)γ ≤
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≤ C 〈xnNDxND
α
xu(x, t)〉
((1−ω)γ)
xN ,Q
h(1−ω)γ ≤ C 〈xnNDxND
α
xu(x, t)〉
(γ)
ωγ,xN ,Q
h(1−ω)γ .
(6.13)
To estimate A12 we apply the integration by parts. This gives (y = θh)
A12 =
1
h
[(xN + h)
n − xnN ]D
α
xu(x
′, xN + h)−
−
n
h
h∫
0
(xN + y)
n−1Dαxu(x
′, xN + y)dy
and we obtain
|A12| ≤ C(1 +R)
|xn−1N D
α
xu(x, t)|
(0)
Q
h
. (6.14)
Note that in the case n < 1 the derivative Dαxu(x, t) and we have∣∣∣∣∣∣
h∫
0
(xN + y)
n−1Dαxu(x
′, xN + y)dy
∣∣∣∣∣∣ ≤ |Dαxu(x, t)|(0)Q
h∫
0
(xN+y)
n−1dy ≤ CRn|Dαxu(x, t)|
(0)
Q
From (6.11)- (6.14) it follows that
|xnNDxND
α
xu(x, t)|
(0)
Q
≤ Ch(1−ω)γ 〈xnNDxND
α
xu(x, t)〉
(γ)
ωγ,xN ,Q
+
+
 (1 +R)
|xn−1N D
α
xu(x,t)|
(0)
Q
h
, n ≥ 1,
(1 +Rn)
|Dαxu(x,t)|
(0)
Q
h
, n < 1.
The estimates of other derivatives xnNDx′D
α
xu(x, t) are completely similar and
give for an arbitrary h > 0
∑
|α|=m
|xnNDxND
α
xu(x, t)|
(0)
Q
≤ C
h(1−ω)γ ∑
|α|=m
〈xnND
α
xu(x, t)〉
(γ)
ωγ,x,Q
+
+
(1 +R)
h
∑
|α|=m−1
|xn−1N D
α
xu(x, t)|
(0)
Q
 , n ≥ 1.
∑
|α|=m
|xnNDxND
α
xu(x, t)|
(0)
Q
≤ C
h(1−ω)γ ∑
|α|=m
〈xnND
α
xu(x, t)〉
(γ)
ωγ,x,Q
+
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+
(1 +Rn)
h
∑
|α|=m−1
|Dαxu(x, t)|
(0)
Q
 , n < 1.
The estimates of derivatives Dαxu(x, t) of order |α| = m − j, j < n, are
obtained in the same way.
Corollary 27 The norms (1.17) and (1.19) and also the norms (1.18) and (1.20)
are equivalent.
This assertion follows from the previous theorem, from section 4 and from
Theorem 2.
7 The spaces C
m+γ,m+γ
m
n,ωγ (ΩT ), C
m+γ
n,ωγ (Ω) in the case of
an arbitrary smooth domain.
Let Ω be a domain in RN (bounded or unbounded) with boundary ∂Ω of the
class Cm+γ. Let d(x) be a function of the class C1+γ(Ω) with the property
ν · dist(x, ∂Ω) ≤ d(x) ≤ ν−1 · dist(x, ∂Ω), , dist(x, ∂Ω) ≤ 1, ν > 0. (7.1)
As such a function can serve, for example, the bounded solution of the problem
∆d(x) = −1, x ∈ Ω, d(x)|∂Ω = 0.
For x, x ∈ Ω we denote d(x, x) = max{d(x), d(x)} and for a function v(x) denote
〈v〉
(γ)
ωγ,Ω
= sup
x,x∈Ω
d(x, x)ωγ
|u(x)− u(x)|
|x− x|γ
.
Define the space Cγωγ(Ω) as the space of functions u(x) with the finite norm
‖u‖Cγωγ(Ω) ≡ |u|
(0)
Ω
+ 〈u〉
(γ)
ωγ,Ω
. (7.2)
And define the space Cm+γn,ωγ (Ω) as the space of continuous in Ω functions u(x)
with the finite norm
‖u‖Cm+γn,ωγ (Ω) ≡ |u|
(m+γ)
n,ωγ,Ω
≡ |u|
(0)
Ω
+
∑
|α|=m
〈d(x)nDαxu(x)〉
(γ)
ωγ,Ω
. (7.3)
For T > 0 denote ΩT = {(x, t) : x ∈ Ω, t ∈ (0, T )} and define the space
C
m+γ,m+γ
m
n,ωγ (ΩT ) as the space of continuous in ΩT functions u(x, t) with the finite
norm
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‖u‖
C
m+γ,
m+γ
m
n,ωγ (ΩT )
≡ |u|
(m+γ)
n,ωγ,ΩT
≡ |u|
(0)
ΩT
+
∑
|α|=m
〈d(x)nDαxu(x, t)〉
(γ)
ωγ,ΩT
+ 〈Dtu〉
(γ/m)
t,ΩT
.
(7.4)
Theorem 28 Let ‖u‖
C
m+γ,
m+γ
m
n,ωγ (ΩT )
<∞. Then
j≤n∑
j=0
∑
|α|=m−j
〈
d(x)n−jDαxu
〉(γ,γ/m)
ωγ,Q
+
j≤n∑
j=0
∑
|α|=m−j
〈
d(x)n−jωDαxu
〉(γ+j
m
)
t,Q
+
+
j≤m−n∑
j=1
∑
|α|=j
〈Dαxu〉
(1− j
m−n
+ γ
m
)
t,Q
+
∑
|α|<m−n
|Dαxu|
(γ)
ωγ,ΩT
≤ C ‖u‖
C
m+γ,
m+γ
m
n,ωγ (ΩT )
. (7.5)
If n is an integer and d(x)nDαxu|∂Ω ≡ 0 for |α| = m then also∑
|α|=m−n
|Dαxu|
(γ)
ωγ,ΩT
≤ C ‖u‖
C
m+γ,
m+γ
m
n,ωγ (ΩT )
. (7.6)
The proof of this theorem follows from the results of sections 1, 4 and 6 by lo-
calisation and considering the functions u(x, t)η(x), where η(x) ∈ C∞(Ω) and has
sufficiently small support near ∂Ω. After corresponding change of the variables
v(x, t) = u(x, t)η(x) can be considered in a half-space Q. The proof is pretty
standard with the making use of the interpolation inequalities and therefore we
omit it.
8 Spaces C
m+γ,m+γ
m
n,ωγ,0 (ΩT ).
We denote by C
m+γ,m+γ
m
n,ωγ,0 (ΩT ) the closed subspace of C
m+γ,m+γ
m
n,ωγ (ΩT ) consisting of
functions u(x, t) with the property u(x, 0) ≡ ut(x, 0) ≡ 0 in Ω.
Proposition 29 Let u(x, t) ∈ C
m+γ,m+γ
m
n,ωγ,0 (ΩT ), T ≤ 1. Then for 1 ≤ j ≤ n,
|α| = m− j and with some δ > 0
|d(x)nDαxu|
(γ,γ/m)
ΩT
≤ CT δ ‖u‖
C
m+γ,
m+γ
m
n,ωγ,0 (ΩT )
. (8.1)
And for |α| < m− n
|Dαxu|
(γ,γ/m)
ΩT
≤ CT δ ‖u‖
C
m+γ,
m+γ
m
n,ωγ,0 (ΩT )
. (8.2)
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Proof.
First of all, since Dαxu(x, 0) ≡ 0,
|d(x)nDαxu|
(0)
ΩT
≤ C
〈
d(x)n−jDαxu
〉(γ/m)
t,ΩT
T γ/m ≤ CT γ/m ‖u‖
C
m+γ,
m+γ
m
n,ωγ,0 (ΩT )
. (8.3)
Further, let t, t ∈ [0, T ]. Then
|d(x)nDαxu(x, t)− d(x)
nDαxu(x, t)|
|t− t|γ/m
=
= djω(x)
|d(x)n−jωDαxu(x, t)− d(x)
n−jωDαxu(x, t)|
|t− t|
γ+j
m
|t− t|
j
m ≤
≤ CT j/m
〈
d(x)n−jωDαxu
〉(γ+j
m
)
t,ΩT
≤ CT j/m ‖u‖
C
m+γ,
m+γ
m
n,ωγ,0 (ΩT )
.
This means
〈d(x)nDαxu〉
(γ/m)
t,ΩT
≤ CT j/m ‖u‖
C
m+γ,
m+γ
m
n,ωγ,0 (ΩT )
. (8.4)
Consider now the smoothness with respect to x - variables. Note that the function
d(x)nDαxu(x, t) has bounded gradient in x - variables (since |α| = m− j < m)
∂
∂xi
d(x)nDαxu(x, t) = n
∂d(x)
∂xi
[
d(x)n−1Dαxu(x, t)
]
+ d(x)nDxiD
α
xu(x, t),
where both terms are bounded in ΩT by C ‖u‖
C
m+γ,
m+γ
m
n,ωγ,0 (ΩT )
.
Let now x, x ∈ Ω. Consider the difference
A ≡ d(x, x)ωγ
|d(x)nDαxu(x, t)− d(x)
nDαxu(x, t)|
|x− x|γ
.
If |x− x|γ ≥ t1/m then
A ≤ C
|d(x)n−jωDαxu(x, t)|+ |d(x)
n−jωDαxu(x, t)|
t
γ+j
m
tj/m ≤
≤ C
〈
d(x)n−jωDαxu
〉(γ+j
m
)
t,ΩT
T j/m ≤ CT j/m ‖u‖
C
m+γ,
m+γ
m
n,ωγ,0 (ΩT )
.
Let now |x− x|γ < t1/m. Then
A =
(
|d(x)nDαxu(x, t)− d(x)
nDαxu(x, t)|
|x− x|
)
|x− x|1−γ ≤
60
≤ C|∇x [d(x)
nDαxu(x, t)] |
(0)
ΩT
T
1−γ
m ≤ CT
1−γ
m ‖u‖
C
m+γ,
m+γ
m
n,ωγ,0 (ΩT )
.
Thus, we have proved that
〈d(x)nDαxu〉
(γ)
ωγ,x,ΩT
≤ CT δ ‖u‖
C
m+γ,
m+γ
m
n,ωγ,0 (ΩT )
, (8.5)
where δ = (1− γ)/m. The estimate (8.1) follows from (8.3)- (8.5).
Let now |α| < m − n. If n is an integer, then Dαxu either has bounded
derivatives in x of order not grater thenm− n or such derivatives has the Ho¨lder
property with arbitrary exponent γ′ ∈ (γ, 0) (if Dm−nxN u is not bounded). In both
cases the proof of (8.2) is completely analogous to the proof of (8.1).
Note that the above property for unweighted space is well known - [33], [34].
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