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 
Abstract—The volume of information available on the 
Internet and corporate intranets continues to increase along 
with the corresponding increase in the data (structured and 
unstructured) stored by many organizations. In customer 
relationship management, information is the raw material for 
decision making. For this to be effective, there is need to 
discover knowledge from the seamless integration of structured 
and unstructured data for completeness and comprehensiveness 
which is the main focus of this paper. 
In the integration process, the structured component is 
selected based on the resulting keywords from the unstructured 
text preprocessing process, and association rules is generated 
based on the modified GARW (Generating Association Rules 
Based on Weighting Scheme) Algorithm. The main contribution 
of this technique is that the unstructured component of the 
integration is based on Information retrieval technique which is 
based on content similarity of XML (Extensible Markup 
Language) document.  This similarity is based on the 
combination of syntactic and semantic relevance.  
Experiments carried out revealed that the extracted 
association rules contain important features which form a 
worthy platform for making effective decisions as regards 
customer relationship management. The performance of the 
integration approach is also compared with a similar approach 
which uses just syntactic relevance in its information extraction 
process to reveal a significant reduction in the large itemsets 
and execution time. This leads to reduction in rules generated to 
more interesting ones due to the semantic clustering of XML 
documents introduced into the improved integrated mining 
technique. 
 
—Association rule mining, customer 
relationship management, integrated mining, structured data, 
unstructured data.  
 
I. INTRODUCTION 
Integrated mining can be defined as creating one platform 
for mining structured and unstructured data. The structured 
environment is made up of data that has fields, columns, 
tables, rows and indexes, while the unstructured environment 
has no particular order to it. It consists of text found in 
medical reports, warranties, contracts, emails and 
spreadsheets and so on [1]. Customer Relationship 
Management (CRM) on the other hand can be defined as a 
strategic management system that manages all interactions 
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and businesses with customers. It encompasses the 
capabilities, methodologies and technologies that are used to 
create and maintain lasting relationships with customers [2].  
Analytical CRM is the branch of CRM that deals with data 
analysis modeling, campaign management, and long-term 
decisions on customer development strategies [3]. Presently, 
there exist a problem in analytic CRM which has to do with 
having an holistic view to the structured and unstructured 
CRM data [4], which this paper is focused at solving.  A 
typical scenario in which analytical CRM could benefit from 
integrated mining includes the following; Products defects 
and warranty claims result in heavy costs to manufacturers, 
therefore companies can  build early warning system that, by 
processing warranty data, helps in the early discovery of 
products and system failures. Warranty data is generated 
when a claim form is completed by a customer or a technician. 
These forms ask for the product code, model number, date, 
time, customer ID. This information falls into the category of 
structured data. Usually this form also contains comments 
section where customer or technician can provide detailed 
information about the problem. This unstructured data is the 
key to diagnosing and understanding the problem. An 
integrated analysis across the two forms of data (structured 
and text) might provide discoveries such as the trends of 
problems or faults exhibited by a particular model. It is clear 
that the concept of the model being complained about is not 
derivable from the unstructured data and at the same time, the 
structured data alone cannot tell us about the nature of the 
fault being diagnosed. 
 
II. LITERATURE REVIEW 
Data mining (in the structured data environment) is a 
powerful technology for recognizing and tracking patterns 
within data [5]. It has been applied in CRM to solve various 
problems, which include the following just to mention a few; 
using data mining to predict from web-based E-Commerce 
store [5], combining knowledge management and data 
mining for marketing [6], using data mining to analysis and 
model for marketing based on attributes of customer 
relationship [7] and predicting customer loyalty using 
internal transactional database [8]. Unfortunately, this type of 
mining is limited due to the fact that 85% of the available 
information accessible to a company is mostly unstructured 
[9]. 
Text Mining is typically defined as a process of extracting 
useful information from document collections through the 
identification and exploration of interesting patterns [10]. It 
has been applied in the field of CRM, for example, it has been 
used to improve customer complaints management by 
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automatic email classification using linguistic style features 
as predictors [11]. Also, there exist some commercial text 
mining tools for customer relationship management such as 
DiscoTEX (Discovery from Text EXtraction) [12] and 
TAKMI (Text Analysis and Knowledge MIning) [13]. In 
addition, there exist tools such as IBM Content Analyzer 
(ICA) built on UIMA3 as the text processing and mining 
engine [14] and SAS Text Miner, which extracts and 
automatically classifies textual documents. The outputs of 
the SAS Text Miner subsystem allow user to view term 
statistics, identify similar documents, and view term and 
concept relationships in a graphic display [15]. The above 
text mining approaches are still limited due to the fact that 
there is a need to maximize the richness of mining 
heterogenous information sources [15]. 
The following are the few approaches that have attempted 
to mine from structured and unstructured data;  Sukumaran 
and Sureka [16] proposed an architecture in 2007, that uses 
natural language processing and machine learning based 
techniques (text tagging and annotation) as a preprocessing 
step toward integrating structured and unstructured data. For 
the unstructured data sources, the tagging and annotation 
platform extracts information based on domain ontology into 
an XML database. The main component of the system which 
converts unstructured to semi structured (XML) is based on 
natural language techniques and is therefore subject to the 
generational problems of information extraction such as high 
error rates thereby producing unreliable results. 
The SAS Text miner uses an integrated interface for 
analyzing text (unstructured data) in conjunction with 
multiple related database (structured) fields but it relies 
primarily upon pattern recognition technology instead of a 
linguistics-centric or dictionary-based approach [15]. The 
following are existing approaches to integrated structured 
and unstructured data [17-20]. In [21-23], information 
retrieval related features such as ranking and 
relevance-oriented search has been proposed to be integrated 
with XML query languages.  
Finally, in [24] a system was proposed to query and 
analyze seamlessly across structured and unstructured data. It 
uses TAE (Text Anaysis Engine) to extract annotations from 
text which is automatically ingested into a structured data 
store. The major challenge with this approach is data 
uncertainty, which stems from natural language processing. 
However, our work is focused on providing a solution to the 
existing problem in CRM described in section 1 above, by 
integrating structured and unstructured data seamlessly for 
association rule mining. The unstructured component of the 
integration is based on Information retrieval technique which 
combines syntactic and semantic relevance-oriented search 
with XML technology. 
 
III. METHODOLOGY  
There are basically two major phases; the data 
preprocessing phase and the knowledge distillation phase. In 
the data preprocessing phase, the structured component of 
this integration is selected based on the resulting keywords 
from the information retrieval process. 
A. The Data Preprocessing Phase 
This phase is aimed at optimizing the performance of the 
knowledge mining phase. It consists of text filtration, 
stemming, clustering of XML document generated using 
semantic content similarity. 
Filtration: A word is selected as a keyword if it does not 
appear in a pre-defined stop-words list. The stop-words list 
consists of articles, pronouns, determinants, prepositions and 
conjunctions, common adverbs and non-informative verbs. 
Stemming: After the filtration process the system does 
word stemming, a process that removes a word’s prefixes and 
suffixes. Stemming is done by unifying word based on their 
dictionary meaning using the WordNet lexical database. 
WordNet is referenced through Proxem Antelope [25], which 
is a framework that makes the development of Natural 
Language Processing software easy to use. Proxem Antelope 
is designed to load WordNet files into the memory so as to 
make searches amazingly fast. 
Clustering of XML document: The weighting scheme 
TF-IDF (Term Frequency, Inverse Document Frequency) is 
combined with semantic relevance weight to give a combined 
relevance weight as stated below. 
The TF-IDF is used to assign higher weights to 
syntactically distinguished terms in a document, and it is the 
most widely used weighting scheme which is defined as 
equation (1) below [26], [27]. 
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 w (i, j) is known as the weighting scheme and  could be 
greater than 0. 
 Ndi, tj is the number of times the term tj occurs in the 
document di. 
 Ntj is the number of documents in the collection C in 
which the term tj occurs at least once. 
 |C| is the number of documents in the collection C. 
The semantic relevance is gotten by exploiting the degree 
of polysemy of terms i.e. we want to weigh the semantic  
relevance of a term with respect to a notion of semantic rarity, 
in such a way that the higher the number of meanings of the 
term, the lower its rarity[28]. 
Max-Polysemy- a constant denoting the number of 
meanings of the most polysenous term in the reference lexical 
knowledge base.   
The combination of syntactic and semantic relevance gives 
the relevance weight of each term i.e. wj as shown in equation 
(3) [28]. 
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DATA PREPROCESSING 
PHASE 
Filtration 
Index documents by using the 
weighting scheme TF-IDF for all 
keywords in all documents 
 
Incoming Textual 
Documents 
Stemming 
Semantic Clustering of 
XML data 
Stopword list 
Proxen Antelope-wordNet 
Selection and integration of 
structured data based on the 
extracted unstructured data 
 
Fig. 1. Architechure of the data preprocessing phase. 
T -  collection of XML tree tuples i.e.  a set of transactions 
w  -  index term i.e we pick each term one by one 
o-terms(w) -  set of original terms in T having w as the 
common stem 
| o-terms(w)| -number of terms in T that their stem is w i.e. the 
particular term in question.  
| senses(wj)| -the number of meanings of wj 
relevance(wj , ui) - stores the reference value of term wj in 
TCU  
s-rarity(wj) - gotten from semantic relevance  
)/,(.
)(

 iueT ij uwitfttf  -the TF-IDF weight  
T(ui ) - total number of TCUs or transactions. 
The content similarity of of the XML documents is then 
measured by calculating   sim (ui, uj) where ui and uj are 
vectors which represents xml documents. 
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A. Knowledge Distillation Phase 
In the knowledge mining phase, association rules are 
generated based on the (GARW) Algorithm [26] which has 
been modified to accommodate content similarity of XML 
document based on the combination of syntactic and 
semantic relevance.  
 
IV. IMPLEMENTATION 
The system was implemented using C# programming 
language and Visual Studio.Net 2005 as the programming 
environment. It loads both the structured and unstructured 
data through the SQL server, receives two thresholds from 
the user, runs the program and displays the generated 
association rules 
A. Data Description 
The primary means of gathering data in our field of 
application, which is CRM is through the use of 
questionnaires. A questionnaire was therefore designed and 
administered to 2,215 respondents out of which 1,518 were 
returned valid. These questionnaires were designed with the 
goal of retrieving CRM information from mobile phone users 
towards effective customer relationship management in the 
mobile phone manufacturing industry. This questionnaire 
was justified through a pilot study and meeting with experts 
in CRM field. The questionnaire contained both structured 
and unstructured part. The following are the samples of 
questions asked in order to gather data: 
 What is the brand of your mobile phone?(structured) 
 What is you gender? (structured) 
 What is your age range? (structured) 
 Is you mobile phone user friendly? (structured) 
 Why do you change your phone? (structured) 
 What do you like most about your mobile phone? 
(unstructured) 
 Share your best mobile phones experience. 
(unstructured) 
 Why did you decide to purchase that particular brand of 
mobile phone? (unstructured) 
 What improvements would you like to see, if any on 
your mobile phone. (unstructured) 
 What type of problem do you usually encounter while 
using your mobile phone? (unstructured). 
B. Observations and Argumentation of the Thresholds 
It was observed that the nature of the questionnaires 
retrieved from the respondents was such that almost 40% of  
the unstructured part of the questionnaires were not filled by 
them. The negative effect of this on the rules generated was 
reduced greatly by clustering of the XML data gotten from 
the unstructured data.  In order to have a fair representation of 
structured and unstructured data, a low threshold support of 
20% was chosen and a higher threshold confidence value of 
70% to make sure that the final rules gotten from the system 
are the most interesting ones. 
Evaluation of the system: Another system was designed 
without including the semantic XML clustering module for 
the extraction of keywords from the unstructured data, it was 
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only based on information exaction technique which uses the 
TFIDF weight, and we call this the Existing system. This 
system corresponds to our system in the following processes: 
 Transformation of documents into XML format 
 Filtration and stemming of the transformed documents 
 reduction of keywords using the TF-IDF weighing 
scheme. 
To measure the performance of the our system, we 
compared the large itemsets (first step of the association rule 
mining phase) generated from our system for different 
support thresholds with that of the one generated by the 
Existing System. The experiment was perform on the same 
corpus. 
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Fig. 2. Improved integrated mining system Vs existing system. 
The experimental results displayed in the graph above 
reveals a reduction in the large itemset size generated from 
our system compared to the Existing system. Also, the 
execution time of our system was compared with the Existing 
system, to reveal the results displayed in Fig. 3 below. 
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Fig. 3. Graph of execution time against support. 
It can be seen that our system always outperforms the 
Existing system for all values of minimum support.  
V. CONCLUSION AND FUTURE WORK 
The proposed approach is domain independent, so it is 
flexible and can be applied on different domains without 
having to build a domain specific stemming dictionary. The 
extracted association rules contain important features which 
form a worthy platform for making effective decisions as 
regards customer relationship management in the mobile 
phones manufacturing industry. This was made possible due 
to the efficient refinement of the data selected for mining 
from both the structured and unstructured platform. This 
refinement was brought about by the semantic clustering of 
unstructured data. Also, the results gotten from the 
experiments is traceable to the fact that, since the large 
itemset is responsible for the keyword combination stage 
(which accounts for most of the execution time) of the 
association rule mining algorithm, therefore the smaller the 
size of the large itemset, the faster the algorithm execution 
time and the more semantically relevant the keywords in the 
large itemset, the more interesting the rules will be. 
Work is still on going so as to extend this system by 
evaluating the resulting rule gotten from the association rule 
mining phase by using an evaluation technique which reveals 
interestingness by evaluating the novelty of discovered 
knowledge. 
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