I. INTRODUCTION
T HE volume electric field integral equation, in conjunction with the method of moments (MoM), is a popular frequency domain technique for analysis of electromagnetic scattering from bodies both of arbitrary shape and inhomogeneity [1] . Many problems, such as the evaluation of the radar cross section (RCS), require the determination of the system response at multiple frequencies. For such analysis, the equivalent current density needs to be calculated at many frequencies. This can be very time consuming when using traditional frequency-domain numerical methods, based on the solution of a dense matrix equation at each frequency [2] , [3] .
To alleviate this computational burden, several approaches have been proposed [2] , [4] , [5] . Many of these focus on using a rational function to approximate the solution vector and its derivatives at a central frequency and subsequently exploiting this information to reconstruct the solution within the frequency band of interest. This is possible because coefficients of the system matrix equation, describing the system behavior, are known functions of frequency. The low order of the approximate system matrix permits its inverse to be computed with negligible computational effort. Hence, once the reduced-order system has been constructed, the frequency sweep response can be evaluated at an almost arbitrary number of frequency samples, resulting in a significant reduction in computational cost. Padé via asymptotic waveform evaluation (AWE) [2] , [3] , [6] , passive reduced-order interconnect macro modeling algorithm (PRIMA) and other model-order reduction techniques such as Padé via Lanczos (PVL) [4] have been used for the efficient solution of a wide variety of linear problems. Extending PVL and PRIMA to handle systems with frequency dependence, can prove prohibitive for large-scale computations. Explicit moment-matching such as the Padé via AWE are known to exhibit certain numerical stability problems and are inherently ill-conditioned, inevitably leading to stagnation in the moment-matching process [2] , [3] , [6] , [7] . In this paper, an efficient and numerically stable projection-based algorithm for model order reduction, called the well-conditioned asymptotic evaluation (WCAWE) and originally proposed by [5] , is applied to the volume EFIE formulation. This algorithm produces a well-conditioned and high-order approximation from a single expansion point with a significantly wider bandwidth than that obtained from a Padé via AWE and its variants. Dielectric ceramics are used extensively in microwave devices such as resonators and antennas. These materials are required to have high dielectric constants and low tangent losses in order to satisfy the demands of high electrical loads [8] , [9] . Due to the precise nature of these devices, it is essential that the frequency dependent fluctuation of the dielectric properties is accounted for in a frequency sweep analysis. Recently, several new microwave dielectric ceramics, with excellent dielectric properties, were reported in [9] and will be used as the basis for this study. The contribution of this variation in the dielectric properties of the ceramic Ba La Ti O , in the GHz frequency range, will be investigated for various compositions of the four components [9] (between and ). Frequency-dependent dielectric variations occur in all materials and typically consist of a decrease in the real and imaginary part of the permittivity as the frequency increases. As discussed in [10] , [11] there are several frequency regimes in which the dielectric permittivity is changing. This is due to the fact, that at frequencies up to 1 GHz, the molecules of a material can no longer rotate fast enough to remain in phase with the applied 0018-926X/$26.00 © 2009 IEEE field [10] , [11] . Consequently, the contribution of the molecular polarization to the net polarization declines, causing a decrease in the dielectric permittivity as the applied field frequency increases.
Over the past decade, much research has been carried out on the electromagnetic characterization of materials over different frequency ranges [12] - [14] . Work in [8] , [9] , [12] - [14] has tabulated the electromagnetic properties of various materials. In particular the complex dielectric constant and their variation against frequency were noted from empirical measurements.
To the knowledge of the authors, no research to date has examined the wave scattering from a lossy dielectric object with frequency dependent complex permittivity, using the volume EFIE formulations with a model order reduction (MOR) procedure. In particular, the importance of the effect of the frequency dependence of these dielectric properties on the accuracy of a frequency sweep analysis has not been previously researched using MOR.
This paper is organized as follows. In Section II, the volume integral equation formulation is discussed. In Section III, the Asymptotic Waveform Evaluation method is reviewed. Section IV discusses how the frequency dependence of the dielectric properties is accounted for in a frequency sweep analysis. The well-conditioned asymptotic waveform evaluation technique is introduced in Section V, while implementation issues associated with the WCAWE algorithm are analyzed in Section V.A. Numerical results are presented in Section VI. Some concluding remarks and observations are offered in Section VII.
II. VOLUME ELECTRIC FIELD INTEGRAL EQUATION FORMULATION
The volume electric field integral equation (VEFIE) formulation is commonly applied to the problem of wave scattering from inhomogeneous objects. The work presented in this paper examines a 2-D TM configuration, where scattering structures and fields are assumed invariant in the -direction. The scattering body is characterized by its permittivity , conductivity and we assume constant permeability . A time dependence of is assumed and suppressed in what follows. The object is illuminated by a plane wave and the equivalent polarization currents can be expressed in terms of the following electric field integral equation [1] (1) where the background wave number and is the zeroorder Hankel function of the second kind. The complex permittivity is given by [15] , [16] (2) while the real permittivity is given by , with being the relative permittivity constant. The imaginary part of the complex permittivity, , represents all the dielectric loss of the medium. A measure of the power loss in the medium is given by the ratio [15] , [16] ( 3) where is the loss angle. Both the real and imaginary parts are functions of frequency and are in fact related to each other by the Kramers-Kronig relation [17] (4) (5) where means that the Cauchy principal value of the integral is used. The dependence of the real and imaginary parts of on frequency is clearly evident in these equations.
The integral equation is discretized using the method of moments technique with basis functions. Testing with delta functions and applying due care to the treatment of the singularity associated with the Hankel function [1] , leads to the following matrix equation (6) where is the incident field vector and is a matrix containing coupling information between the basis functions 1 . Using the circular-cell approximation [1] , the element in the th row and th column of is given by
where is the bessel function of order 1, is the background impedance and denotes the equivalent radius of cell . Equation (6) may be solved for to determine the total unknown current throughout the scatterer. Once is obtained, other quantities, such as the RCS or the fields at points exterior to the scatterer, can be computed [1] .
III. REVIEW OF ASYMPTOTIC WAVEFORM EVALUATION VIA PADÉ APPROXIMATION WITH ADAPTIVE ZETA
The principle goal in AWE is to extract information about the system behavior over a wide frequency range from the solution at one or several frequency points [2] , [3] , [18] . This is possible because coefficients of the matrix equation, describing the system behavior, are known functions of frequencies.
The AWE method approximates the frequency response by expanding into a Taylor series around (9) where are the moments of is the order of the Taylor series expansion, and is the wave 1 We have made explicit the dependence on frequency through the wave number k .
number at the expansion frequency. By substituting (9) into (6), expanding the impedance matrix and the excitation vector into a Taylor series, we can rewrite (6) as (10) Finally, equating the coefficients of equal powers of on both sides of (10) yields the recursive relation for the moment vectors (11) where is the Kronecker delta and is a scaling factor used to improve the conditioning of the Padé coefficient matrix [19] 2 . Vector denotes the th derivative with respect to of evaluated at . Similarly denotes the th derivative of computed at . Once the moment vectors are obtained, the value of at other frequencies can be calculated using (9) . However, the use of this expansion is limited to the radius of convergence of the Taylor series. In such cases, the rational function approach is used to improve the accuracy of the numerical solution. The Padé representations have a larger radius of convergence and therefore can provide broader extrapolation as they include poles as well as zeros in the response [2] .
The AWE moment-matching subspace, , generated from the recursive (11) , is given by the span of the columns of the matrix (12) where are the moment vectors. It has been well documented [2] , [6] , [3] , [18] , [20] that the process of sequentially evaluating via (11) is inherently ill-conditioned leading to instability in the computation of the Padé approximation. In a direct implementation, finite precision arithmetic causes each newly created moment vector to converge towards the eigenvector that is associated with the dominant eigenvalue of . As a result, the moments contain only information corresponding to one eigenvalue of , even for small values of . Consequently, the solution of the Padé approximation becomes unattainable, thus restricting its use to approximations of relatively low order, typically for values of . Hence, it is necessary to implement the construction of the moment vectors in a numerically stable way. This is generally done with the help of an orthogonalization process, whereby imposing an orthogonality relation upon the vectors maintains linear independence. Consequently, high order approximations can be constructed. This is described in Section V where the WCAWE is reviewed. The next section introduces how the frequency dependent variations in the dielectric properties can be accounted for in a frequency sweep analysis using MOR. 
IV. RECURSIVE FORMULATION OF THE MATRIX DERIVATIVES
In order to model the frequency dependant variations in evident in (1), (4), and (5), careful consideration needs to taken when differentiating (7) and (8) . To model this dependence, initially a third-order polynomial is fitted to the tabulated dielectric properties of the ceramic Ba La Ti O listed in [9] and illustrated in Fig. 1(a) and (b) for 2 distinct values of . An analytical expression is independently fitted for both the real and imaginary permittivity of the form (13) where and are the polynomial constants for real and imaginary permittivity in each basis cell respectively. The following identities, gives the th order recursive form of the derivatives of expanded as a product [21] (14) or a quotient [21] if then (15) Using (13) and the above identities the th derivative with respect to of the matrix entry , evaluated at , is given by (16) and (17) where (18) In particular (19) For the sake of clarity, and will be denoted by , and , respectively. The following recursive relation is used [22] (20)
when differentiating the Bessel and Hankel functions, where denotes the th derivative of of order .
V. WELL-CONDITIONED ASYMPTOTIC WAVEFORM EVALUATION
A proposed approach that avoids the numerical ill-conditioning of the AWE is the WCAWE [5] , [18] , [20] , which introduces correction factors that eliminate ill-conditioning in order to obtain high-order approximations in a numerically stable manner. Orthogonalized Krylov subspace methods such as the Galerkin asymptotic waveform evaluation (GAWE) [23] , [24] , can also construct an arbitrarily high-order stable approximation but in some cases may not match moments. The WCAWE process, outlined in Table I , rectifies this issue by the introduction of correction terms in the orthogonalization process. The columns of from (12) are constructed iteratively by utilizing a modified Gram-Schmidt process. This procedure is used to orthogonalize into the basis (21) This is achieved by computing the orthogonal projection of onto . This projection is subtracted from the original vector and the result is normalized to obtain . This is, by construction, orthogonal to all previously computed vectors and has unit norm. In this way, the orthogonality of the basis vectors is guaranteed and the moment-matching process can be maintained. The resultant vector generated in Table I is given by [5] , [18] , [20] (22) The correction term in (22) is given by [5] , [18] , [20] (24) where or . is constructed from blocks extracted from the mapping matrix created by the coefficients of the Gram-Schmidt process. The matrix tracks the mapping from one vector space to another for the higherorder terms in the WCAWE process.
Ultimately, this process results in the approximation to the solution vector for any frequency in the range given by [5] , [18] , [20] (25) Clearly, (25) can be used to efficiently solve over a wide range of frequencies as it requires the inversion of a matrix of order for each frequency value.
A. Multipoint Extension
In order to extend the bandwidth in a frequency sweep, a multipoint approach should be implemented. Determining the optimum size of the approximation order at each expansion point will result in a more efficient approximation. As evident in Table II (line  ) , the majority of the computational cost of generating the approximation is due to the calculation of the derivatives. Fig. 2(f) illustrates the CPU break-even analysis comparing the cost of generating the derivatives to the number of frequency samples required. As the number of moments increase there is a rapid increase in the number of samples required to achieve a CPU saving using the WCAWE over the MoM. This data can be used as a guide to determine the maximum number of moments that should be matched at each expansion point.
After determining the maximum value for at the central expansion point , one must consider if further expansion points are required and where they must be located, such that the approximate solution can converge to a pre-specified tolerance. After has been chosen, the approximate solution and the relative residual [5] , [25] , [24] (26)
should be generated for all frequencies in the range where
If for some tolerance value , the corresponding frequency is marked as converged for . If either or are not converged another expansion point is selected at the centre of region in which convergence did not take place and generated. The unconverged region is continually divided and tested until all values of are marked as converged.
VI. NUMERICAL RESULTS AND VALIDATIONS
In this section, the RCS is calculated for profiles of varying contrast with the objective of validating the WCAWE by comparison with the method of moments. The effect of the frequency dependent variation in the dielectric properties of the ceramic Ba La Ti O for various values of is examined in a frequency sweep analysis.
A. Case Study 1: Homogeneous Cylinder-Medium 1
We initially consider a homogeneous cylinder of radius , centred at the origin and assumed to be embedded in free space. The frequency dependent dielectric prop- erties for this object is illustrated in Fig. 1(a) for . The structure is illuminated by a transverse magnetic (TM ) wave emanating from a line source located at . The cylinder is discretized using cells and the RCS was computed over a band of frequencies MHz with 0.68 MHz increments for a monostatic setup . Fig. 2(a) and (b) shows the RCS and associated percentage relative error obtained in comparing the MoM against the Padé via AWE with adaptive Zeta and the WCAWE for . To demonstrate the significant effect of the frequency dependence of the permittivity , the RCS is calculated using the MoM with an average value for the dielectric properties for Fig. 1(a) . This is evident in Fig. 2(a) where this approximation results in an significant error over the entire frequency range, thereby justifying the need to account for the frequency dependence of the dielectric properties.
Although scaling reduces the ill-conditioning of the Padé coefficient matrix as discussed in Section III, these strategies still result in significant round-off error for relatively small values of . From Fig. 2(a) and (b) , it is clear the WCAWE out-performs the Padé via AWE with adaptive Zeta, duplicating the reference solution over the entire band of frequencies to within a 1% relative error. This is confirmed in Fig. 2(c) , where the relative residual (26) demonstrates that each sample in the range MHz has converged to a pre-specified . As an indicator of the rate of convergence of the frequency points to the over the iteration process, Fig. 2 (d) depicts the number of converged frequency points that has been achieved in total at each iteration. From this figure, we note the WCAWE process results in a regular addition of converged frequency point at each iteration. Fig. 2(e) illustrates the loss of orthogonality of a computed set of moments at each iteration step , where is a identity matrix. From this figure, it is clear that the computed moments remain close to machine precision ensuring that each new moments contain additional new useful information.
The CPU time associated with the solution of the RCS for the MoM, Padé via AWE with adaptive Zeta and WCAWE is given in Table II . It is evident from this table that the WCAWE significantly decreases the computational expense associated with the direct solution of each frequency sample in a sweep analysis. Additionally, it is clear from this table that as the number of moments increase the WCAWE technique significantly outperforms the AWE in the amount of frequency points which have converged to . The Padé via AWE with adaptive Zeta and WCAWE CPU times are similar due to the additional times required to scale the Padé via AWE with adaptive Zeta moments. The main computational overhead is due to the generation of the derivatives and this is clearly illustrated in Fig. 2(f) . However, as the derivatives need only be calculated once, there is minimal computational expense required for all subsequent solutions. Additionally, this figure indicates the number of frequency samples required to achieve a computational saving.
B. Case Study 2: Inhomogeneous Cylinder-Medium 1, 2
In the second example, a similar numerical experiment is conducted for an inhomogeneous circular cylinder composed of two concentric regions centred at the origin, with radius , medium 1), ( , medium 2). The cylinder is discretized using cells and the RCS was computed over a band of frequencies MHz with 0.68 MHz increments for a monostatic setup . Fig. 3(a) show the RCS results obtained in comparing the MoM results against the WCAWE and using an av- erage value for the dielectric properties in medium 1 and 2 with one expansion point at MHz (medium , Fig. 1(b) and medium , Fig. 1(a) ). The WCAWE algorithm duplicates the reference solution over the band of frequencies MHz to within an 1% relative error. Again, we note the need to include the frequency dependent variation of the dielectric properties in the WCAWE process. This is shown in Fig. 3(a) where there is a significant error over the entire frequency range for the MoM solution based on the average value for the complex permittivity.
In order to achieve additional bandwidth, a multipoint WCAWE (MWCAWE) approach must be implemented. From Fig. 3(a) , it is clear that for such an approach, we need to place two additional expansion points. These are automatically positioned at the centre of the two unconverged bands of frequency ( MHz respectively) for . Fig. 3(b) indicate that the Multipoint WCAWE can provide The CPU results using the WCAWE and MWCAWE is compared with the MoM direct calculation to demonstrate the efficiencies of these approaches, as shown in Table III . It can be seen that using the MWCAWE is approximately 2.22 times faster while achieving within 1% relative error over the entire frequency range. Although multiple expansion points with low order moments can significantly reduce the CPU times, it should be noted that this approach can become computationally expensive for large scale simulations. This is due to the need to make and invert a matrix at the expansion frequency for each new expansion point.
VII. CONCLUSION
A fast frequency sweep method for a volume electric field integral equation formulation for inhomogeneous lossy dielectric objects has been demonstrated using the WCAWE approach. The WCAWE method provides the flexibility needed to efficiently handle the short comings of the AWE with Padé; specifically, the loss of accuracy as increases due to the explicit moment-matching process and the ill-conditioned Padé coefficient matrix. We have demonstrated that a significant reduction in the system size can be achieved for varying contrast profiles, while still resulting in an accurate approximation over a wide frequency range. Notably, the need to account for the frequency dependence of the permittivity and conductivity parameters in frequency sweep analysis has been demonstrated. Examples are presented which demonstrate that the WCAWE can produce a numerically stable and robust high order approximation from a single expansion point as compared to the Padé via AWE with adaptive zeta. It has been shown that in order to achieve a much broader bandwidth, a multipoint approach is necessary to produce an efficient and accurate response throughout the entire bandwidth.
