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Abstract
Let σ 2 be the unknown error variance of a linear model and let σˆ 2 be the estimator of σ 2 based on the residual sum of squares.
In this work, we show the precise asymptotics in the law of the logarithm for the first moment of the error variance estimator.
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1. Introduction and main result
Consider the linear model
Yi = X ′iβ + ei , i = 1, 2, . . . , n,
where β is a q-dimensional unknown parametric vector, and {ei } is a sequence of i.i.d. trial errors with Ee1 = 0 and
0 < σ 2 = Ee21 < ∞. By ordinary least squares and the characteristic of linear models, the estimator of σ 2 always
takes the following form:
σˆ 2n =
1
n − γ
 n∑
i=1
e2i −
γ∑
j=1
(
n∑
i=1
anjiei
)2 , (1.1)
where γ = γn is the rank of the design matrix Xn = (X1, . . . , Xn) satisfying γn ≤ q and {anli } is a sequence of real
numbers satisfying
n∑
i=1
anlianmi =
{
1, l = m,
0, l 6= m, (1.2)
and X′n(XnX′n)−1Xn = (anli )′
(
Iγ
0
)
(anli ), where Iγ is a γ × γ identity matrix. The limit properties of the error
variance estimator have been widely discussed, and we refer the reader to the literature [1,2,7,9] and references therein.
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It is well known that, for i.i.d. random variables, Chow [3] discussed the complete moment convergence, and got
the following result.
Theorem A. Let {X, Xn, n ≥ 1} be a sequence of i.i.d. random variables with EX = 0, and set Sn =∑ni=1 X i , n ≥
1. Assume p ≥ 1, α > 1/2, pα > 1 and E(|X |p + |X | log(1+ |X |)) <∞. Then for any ε > 0,
∞∑
n=1
n pα−2−αE{max
j≤n |S j | − εn
α}+ <∞.
Recently, Jiang and Zhang [5] established the following precise rates in the law of the logarithm for the moment
convergence of i.i.d. random variables by using the strong approximation method.
Theorem B. Let {X, Xn, n ≥ 1} be a sequence of i.i.d. random variables with EX = 0,EX2 = σ 2 < ∞ and
E(|X |2r/(log |X |)r ) <∞. Set Sn =∑nk=1 Xk, n ≥ 1. Then for r > 1, we have
lim
ε↘√r−1
1
− log(ε2 − (r − 1))
∞∑
n=1
nr−2−1/2E{|Sn| − σε
√
2n log n}+ = σ
(r − 1)√2pi .
Inspired by Chow [3] and Jiang and Zhang [5], here we study the precise asymptotics in the law of the logarithm for
the first moment of the error variance estimator. Our main result reads as follows.
Theorem 1.1. Suppose Ee1 = 0, 0 < σ 2 = Ee21 < ∞ and Ee41 < ∞, and set ν = Var(e21). Then, for d > 0 and
1/2 < b + 1/d < 1, we have
lim
ε↘0 ε
2b+(2/d)−1
∞∑
n=1
(log n)bd−d/2
n
E{n1/2|σˆ 2n − σ 2| − εν1/2(log n)d/2}+ =
dE |N |2b+2/d
(bd + 1)(2bd + 2− d) ,
where N is the standard normal random variable.
Remark 1.1. Here we consider the moment convergence rates, which extend the results of Lu and Qiu [7]. Also
we consider the general result for the logarithm while in many other references (cf. Jiang and Zhang [5]) they only
consider the special case d = 1.
Remark 1.2. As we know, to obtain such results, one way is using strong approximation (cf. Jiang and Zhang [5]),
but this method is not applicable here. Another way is using the Berry–Esseen inequality (cf. Li [6]), and we do not
take this approach either.
2. Proof of Theorem 1.1
In this section, for M > 4 and 0 < ε < 1/4, we set
c(ε) = exp(M/ε2/d).
Without loss of generality, assume ν = 1 and anli = ani for the same l in the sequel, and in the sequel, let C denote a
positive constant whose value possibly varies from place to place and the notation [x] means the largest integer ≤ x .
The proof of Theorem 1.1 is based on the following four propositions.
Proposition 2.1. For d > 0 and b + 1/d > 1/2, we have
lim
ε↘0 ε
2b+(2/d)−1
∞∑
n=1
(log n)bd−d/2
n
E{|N | − ε(log n)d/2}+ = dE |N |
2b+2/d
(bd + 1)(2bd + 2− d) , (2.1)
where N is defined in Theorem 1.1.
Proof. By applying Theorem A.1 from Appendix, we can get that
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lim
ε↘0 ε
2b+(2/d)−1
∞∑
n=1
(log n)bd−d/2
n
E{|N | − ε(log n)d/2}+
= lim
ε↘0 ε
2b+(2/d)−1
∞∑
n=1
∫ n+1
n
(log y)bd−d/2
y
∫ ∞
ε(log y)d/2
P(|N | ≥ x)dxdy
= lim
ε↘0 ε
2b+(2/d)−1
∫ ∞
e
(log y)bd−d/2
y
∫ ∞
ε(log y)d/2
P(|N | ≥ x)dxdy
= 2
d
lim
ε↘0
∫ ∞
ε
t2b+(2/d)−2
∫ ∞
t
P(|N | ≥ x)dxdt
= 2
d
lim
ε↘0
∫ ∞
ε
P(|N | ≥ x)
∫ x
ε
t2b+(2/d)−2dtdx
= 2
2bd + 2− d limε↘0
∫ ∞
ε
P(|N | ≥ x)x2b+(2/d)−1dx
= dE |N |
2b+2/d
(bd + 1)(2bd + 2− d) .
Thus the proof of (2.1) is completed. 
Proposition 2.2. For d > 0 and b + 1/d > 1/2, we have
lim
ε↘0 ε
2b+(2/d)−1 ∑
n≤c(ε)
(log n)bd−d/2
n
∣∣∣E{|N | − ε(log n)d/2}+ − E{n1/2|σˆ 2n − σ 2| − ε(log n)d/2}+∣∣∣ = 0. (2.2)
Proof. Set∆n = supx∈R |P(|N | ≥ x)−P(n1/2|σˆ 2n − σ 2| ≥ x)|. Then, from Theorem A.2, it follows that∆n → 0 as
n →∞. Notice that
ε2b+(2/d)−1
∑
n≤c(ε)
(log n)bd−d/2
n
∣∣∣E{|N | − ε(log n)d/2}+ − E{n1/2|σˆ 2n − σ 2| − ε(log n)d/2}+∣∣∣
= ε2b+(2/d)−1
∑
n≤c(ε)
(log n)bd−d/2
n
∣∣∣∣∫ ∞
0
P
(
|N | ≥ x + ε(log n)d/2
)
dx
−
∫ ∞
0
P
(
n1/2|σˆ 2n − σ 2| ≥ x + ε(log n)d/2
)
dx
∣∣∣∣
≤ ε2b+(2/d)−1
∑
n≤c(ε)
(log n)bd
n
∫ ∞
0
∣∣∣P (|N | ≥ (x + ε)(log n)d/2)
− P
(
n1/2|σˆ 2n − σ 2| ≥ (x + ε)(log n)d/2
)∣∣∣ dx
≤ ε2b+(2/d)−1
∑
n≤c(ε)
(log n)bd
n
(Pn1 + Pn2),
where
Pn1 :=
∫ (log n)−d/2∆−1/2n
0
∣∣∣P (|N | ≥ (x + ε)(log n)d/2)− P (n1/2|σˆ 2n − σ 2| ≥ (x + ε)(log n)d/2)∣∣∣ dx
and
Pn2 :=
∫ ∞
(log n)−d/2∆−1/2n
∣∣∣P (|N | ≥ (x + ε)(log n)d/2)− P (n1/2|σˆ 2n − σ 2| ≥ (x + ε)(log n)d/2)∣∣∣ dx .
Thus, for Pn1, by applying Theorem A.3, we have
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ε2b+(2/d)−1
∑
n≤c(ε)
(log n)bd
n
Pn1 ≤ ε2b+(2/d)−1
∑
n≤c(ε)
(log n)bd
n
(log n)−d/2∆−1/2n ∆n
= ε2b+(2/d)−1
∑
n≤c(ε)
(log n)bd−d/2
n
∆1/2n
≤ Mbd+1−d/2 1
(log[c(ε)])bd+1−d/2
∑
n≤c(ε)
(log n)bd−d/2
n
∆1/2n → 0,
as ε ↘ 0.
For Pn2, by Markov’s inequality and Theorem A.3, we have
ε2b+(2/d)−1
∑
n≤c(ε)
(log n)bd
n
Pn2 ≤ Cε2b+(2/d)−1
∑
n≤c(ε)
(log n)bd
n
∫ ∞
(log n)−d/2∆−1/2n
1
(x + ε)2(log n)d dx
≤ ε2b+(2/d)−1
∑
n≤c(ε)
(log n)bd−d/2
n
∆1/2n → 0, as ε ↘ 0.
Hence (2.2) holds. 
Proposition 2.3. For d > 0 and b + 1/d > 1/2, we have
lim
M→∞ limε↘0 ε
2b+(2/d−)1 ∑
n>c(ε)
(log n)bd−d/2
n
E{|N | − ε(log n)d/2}+ = 0. (2.3)
Proof. Note that
ε2b+(2/d)−1
∑
n>c(ε)
(log n)bd−d/2
n
E{|N | − ε(log n)d/2}+
= ε2b+(2/d)−1
∫ ∞
c(ε)
(log y)bd−d/2
y
∫ ∞
ε(log y)d/2
P(|N | ≥ x)dxdy
=
∫ ∞
Md/2
t2b+(2/d)−2
∫ ∞
t
P(|N | ≥ x)dxdt
=
∫ ∞
Md/2
P(|N | ≥ x)
∫ x
Md/2
t2b+(2/d)−2dtdx
≤ C
∫ ∞
Md/2
P(|N | ≥ x)x2b+(2/d)−1dx −→ 0, as M →∞.
So (2.3) is proved now. 
Proposition 2.4. For d > 0 and 1/2 < b + 1/d < 1, we have
lim
M→∞ limε↘0 ε
2b+(2/d)−1 ∑
n>c(ε)
(log n)bd−d/2
n
E{n1/2|σˆ 2n − σ 2| − ε(log n)d/2}+ = 0. (2.4)
Proof. By the representation of σˆ 2 − (1.1), we have that
n(σˆ 2n − σ 2) =
n
n − γ
n∑
i=1
(e2i − σ 2)+
nγ
n − γ σ
2 − n
n − γ
γ∑
j=1
(
n∑
i=1
anjiei
)2
.
Note the inequality |x + y + z − ε| ≤ |x − (ε/3)| + |y − (ε/3)| + |z − (ε/3)|, and the equality ε2b+(2/d)−1 =
32b+(2/d)−1(ε/3)2b+(2/d)−1, and hence it suffices to show that
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lim
M→∞ limε↘0 ε
2b+(2/d)−1 ∑
n>c(ε)
(log n)bd−d/2
n3/2
E
{∣∣∣∣∣ n∑
i=1
(e2i − σ 2)
∣∣∣∣∣− εn1/2(log n)d/2
}
+
= 0, (2.5)
lim
M→∞ limε↘0 ε
2b+(2/d)−1 ∑
n>c(ε)
(log n)bd−d/2
n3/2
E{γ σ 2 − εn1/2(log n)d/2}+ = 0 (2.6)
and
lim
M→∞ limε↘0 ε
2b+(2/d)−1 ∑
n>c(ε)
(log n)bd−d/2
n3/2
E

∣∣∣∣∣ n∑
i=1
aniei
∣∣∣∣∣
2
− εn1/2(log n)d/2

+
= 0. (2.7)
For (2.5), set Sn = ∑ni=1(e2i − σ 2). Thus Sn are partial sums of i.i.d. random variables with mean zero and finite
variance. Then we have that
ε2b+2/d−1
∑
n>c(ε)
(log n)bd−d/2
n3/2
E{|Sn| − εn1/2(log n)d/2}+
= ε2b+2/d−1
∑
n>c(ε)
(log n)bd−d/2
n3/2
∫ ∞
εn1/2(log n)d/2
P(|Sn| ≥ x)dx
≤ Cε2b+2/d−1
∑
n>c(ε)
(log n)bd−d/2
n1/2
∫ ∞
εn1/2(log n)d/2
x−2dx
≤ Cε2b+2/d−2
∑
n>c(ε)
(log n)bd−d
n
≤ Cε2b+2/d−2(log c(ε))bd−d+1 = CMbd−d+1 → 0, as M →∞.
For (2.6), this is trivially true. Since εn1/2(log n)d/2 ≥ εeM/(2ε2/d ) → ∞ as n > c(ε) and ε ↘ 0, and γ σ 2 is a
constant, it is easily seen that E{γ σ 2 − εn1/2(log n)d/2}+ = 0 as ε is small enough, and hence (2.6) follows.
Now we begin to deal with (2.7). Define Tn = ∑ni=1 aniei , and then by the Chebyshev’s inequality and the
orthogonality in (1.2), we have that
P(|Tn| ≥
√
x) ≤ x−2ET 4n ≤ Cx−2
(
(Ee41)
n∑
i=1
a4ni + (Ee21)2
∑
i 6= j
a2nia
2
nj
)
.
Notice that
∑n
i=1 a4ni ≤
∑n
i=1 a2ni = 1 and
∑
i 6= j a2nia2nj ≤ (
∑n
i=1 a2ni )2 = 1. Therefore,
ε2b+(2/d)−1
∑
n>c(ε)
(log n)bd−d/2
n3/2
E{|Tn|2 − εn1/2(log n)d/2}+
= ε2b+(2/d)−1
∑
n>c(ε)
(log n)bd−d/2
n3/2
∫ ∞
εn1/2(log n)d/2
P(|Tn| ≥
√
x)dx
≤ Cε2b+(2/d)−1
∑
n>c(ε)
(log n)bd−d/2
n3/2
∫ ∞
εn1/2(log n)d/2
1
x2
dx
≤ Cε2b+(2/d)−2
∑
n>c(ε)
(log n)bd−d
n2
≤ Cε2b+(2/d)−2
∑
n>c(ε)
1
n3/2
≤ Cε2b+(2/d)−2c(ε)−1/2 → 0, as ε ↘ 0. 
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Now we turn to the proof of Theorem 1.1:
Proof. From Propositions 2.1–2.4, Theorem 1.1 immediately follows. 
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Appendix
Theorem A.1 (Lemma 2.4 of Huang and Zhang [4]). For n ≥ 1, let αn(ε) > 0, βn(ε) > 0 and f (ε) > 0 satisfy
αn(ε) ∼ βn(ε), as n →∞ and ε → ε0,
and
f (ε)βn(ε)→ 0, as ε → ε0,∀n ≥ 1.
Then
lim sup
ε→ε0
(lim inf
ε→ε0
) f (ε)
∞∑
n=1
αn(ε) = lim sup
ε→ε0
(lim inf
ε→ε0
) f (ε)
∞∑
n=1
βn(ε).
Theorem A.2 (Theorem 1 of Chen [2]). Suppose that Ee1 = 0, 0 < σ 2 = Ee21 < ∞ and Ee41 < ∞, and set
ν = Var(e21). Then we have
n1/2ν−1/2(σˆ 2n − σ 2) d→ N ,
where
d→ and N denote convergence in distribution and the standard normal random variable, respectively.
Theorem A.3 (Lemma 3.2.3 of Stout [8, p. 120]). Let {ani } be a matrix of real numbers and {xi } a sequence of real
numbers. Let xi → x as i →∞. Then
∞∑
i=1
|ani | ≤ M <∞ for all n ≥ 1,
∞∑
i=1
ani → 1 as n →∞
and
ani → 0 as n →∞ for each i ≥ 1
imply that
∞∑
i=1
ani xi → x as n →∞.
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