Abstract --This paper investigates an approach to study the effects of upsets on the operation of microprocessorbased digital architectures. The method is based on the injection of bitf lips, randomly in time and location by using the capabilities of typical application boards. Experimental results, obtained on programs running on two different digital boards, built around an 80C51 microcontroller and a 320C50 Digital Signal Processor, illustrate the potentialities of this new strategy.
I. INTRODUCTION
Estimating the error rate of digital equipment designed to operate during radiation exposure is a major concern. The general approach for such estimations is based on both the features of the final environment and the sensitivity to radiation, measured in terms of Single Event Effects (SEE) cross-sections, of the parts included in the system. Among these parts, memories and processors, present in almost all complex digital systems, can be identified as the major contribution to the global error-rate. Indeed, the large number of memory elements they comprise, make them potentially sensitive to Single Event Upsets (SEU).
To derive SEU cross-sections, the commonly adopted strategy consists in exposing the tested part to a particle beam while it carries on a given "activity". The tricky point is to exercise the tested chip in a way as representative as possible of the one that will be used in the final environment. For chips such as memories, this can easily be done by loading them with a predetermined pattern, whose corruption by SEUs is identified by reading out the excercised memory area and comparing it with the expected values. On the other hand there is no well established strategy for processor-like components (micoprocessors, digital signal processors, microcontrollers, co-processors).
Ideally, the final application program would be used during radiation experiments, but, often it is not available at the time radiation tests are prepared to select among candidate chips for space equipment. An interesting approach to overcome for this difficulty was proposed in [1] , where the authors stressed the importance for evaluating the applica-tion's cross-section, of calculating the "duty factors" of various processor elements used by the software. The time between loading a given register or memory location and writing it to memory is the period during which the register is sensitive to upsets. When this period is expressed as a percentage of the total execution time, it is called the duty factor of that particular register or memory element. The sensitivity to radiation of a program can be calculated as the sum, for all the sensitive elements, of individual sensitivites (SEU cross-sections) weighted by the corresponding duty factors.
To our knowledge, from the first presentation in 1988 of this approach, no automated tool allowing the derivation of the duty factors for a given application has been presented. The developement of such a tool is seriously impeded by the combinatorial explosion of execution paths (induced by software constructs such as loops and conditional statements) making analysis intractable. Moreover, variations in program input can result in different instruction paths, different duty factors and thus different SEU vulnerability.
Extrapolating memory-testing strategy to processors was shown to significantly overestimate the error rate. Indeed, in [2] [3] the authors performed ground testing with both a static test strategy (in which the program executed by the processor under test is restricted to loading and observing the register set and internal memory) and a set of programs intended to be somewhat "representative". Results of the application of such an approach, called dynamic strategy, to different processors including 16-bit processors (the Motorola 68000 and 68882) and a reduced instruction set processor with parallel capabilities (the Inmos Transputer T400) showed that error rates were at least one order of magnitude less than those derived from ground tests performed with static test strategy.
These results are not surprising. Indeed, to induce an error at a program output, an upset must occur during the sensitive period of the target. Moreover, many registers and memory elements are not used by the program ; upsets occuring in them will have no effect on the program outputs, and consequently will not contribute to the final error rate. Unfortunately, there is little published work comparing error rates derived from ground testing using benchmark programs with error rates obtained during ground testing or observed in flight for an actual application.
In [4] experiments based on upset simulations performed on high level descriptions (HDL) of different processors (a 16 bit gneneral purpose microprocessor and a reduced instruction set processor) are described. These simulations made it possible to pseudo-randomly choose the event time and the affected flip-flop, and thus to study in a quite representative way the effects of upsets on the microprocessor behaviour, the final goal being the evaluation of built-in error detection capabilities in the tested circuits. The unavailability of HDL descriptions for most of present processors, and the complexity of deriving them without the cooperation of designers (the author of [4] mentions a 6 month duration of the process of simulations and result analysis) make it difficult to use such descriptions to generate a general method for the quantification of an application's error rate.
Reference [5] explored a method, based on the use of a commercially available microprocessor software simulator, for the prediction of upset errors in microprocessor systems. An actual satellite application built on an 80C51 micro-controller was simulated concurrently with the injection of upsets in microcontroller registers. Even though the results were in good correlation with ground test data, the software simulations were time consuming, could not be used to simulate upsets in the program code itself, and entailed serious difficulties to be completely automated.
In this paper we will present the basic principles and preliminary results of a methodology allowing error rate prediction based on the injection of bit flips concurrently with the execution of a program on a given microprocessorsystem. This generalization is an important aspect of our approach, which may be used, in principle, for any digital board, with little or no addition of extra hardware upset detection capabilities.
II. PROPOSED APPROACH FOR UPSET INJECTION
We consider a processor-based electronic board, organized around a device capable of executing instruction sequences and taking into account asynchronous signals (interruptions). In principle, this processor can be programmed to directly or indirectly perform read and write operations of any of the external SRAM locations, as well as its internal registers or memory area. On the other hand, there is no easy way to access (to control and observe) a subset of the internal processor's memory elements (particularly the flipflops and latches embedded in processor's control part), because they are either unknown or not directly accessible through the instruction set.
For most existing processors, bit flips can be injected by software means concurrently with the execution of a program, as the result of the execution, at a desired instant, of simple sequences of instructions. In the following, such software simulated bit flips will be called C.E.U. (Code Emulated Upsets). The piece of code able to provoke the CEU occurrence will be called CEU code. The memory location in which the upset is injected will be called CEU target.
Typically, injecting a bit flip at a general purpose register or at directly addressable internal or external memory location needs only a few instructions to perform the following tasks:
• reading the existing content of the CEU target,
• XOR-ing it to an appropriate mask value (having "1" for those bits that are to be flipped and "0" elsewhere),
• writing the corrupted value back to the CEU target location.
The only remaining spet required to emulate an upset is to trigger the execution of the CEU code at the desired instant. If the CEU code is located at a predefined address, pointed to by the interruption vector (or an equivalent mechansism), this step can be achieved by asserting an interruption. Indeed, in response to an interrupt signal assertion, the processor will perform the following tasks:
• stop running the program after completion of the currently executed instruction, • save the context (at least the PC value) in the stack, • jump to the CEU code and execute it, provoking the upset, • restore the context from the stack and resume the program execution.
It is important to note that the CEU code may include instruction sequences to read, modify and overwrite values stored in the stack. This makes it possible to inject CEUs on PC and other context registers, often not directly accessible by the instruction set.
As the result of this activity, the program will be executed under quasi identical conditions to those appearing when an upset occurs as the result of a particle hitting the circuit at the same considered instant. Indeed, except for the CEU target modified by the upset, the only processor register used to perform the simulation is the stack pointer, which saves and restores the critical registers in the stack.
Once the CEU is injected, a mandatory step is the observation of its effects at the program outputs. This is strongly related to the type of program. For the purpose of this work we will consider that the correctness of a program can be determined by comparing the values obtained with those in absence of upsets.
-the content of a particular memory area where program outputs were stored.
-the execution time of the whole program.
Similar approaches for transient error injection based on the activation of processor's asynchronous external signals were proposed in the past [6] [7] . In reference [6] a technique, called Xception, is described which is devoted to transient fault injection based on exception triggering. Experimental results of its application to a particular processor (a Power PC 601) proved the potential of the technique, whose extension to other processors of the Power PC family is described. Nevertheless, its generalization to other processors is not straitghforward, because the exceptions available for each targetted processor are unique. A method for fault injection based on interruptions, was recently presented in reference [7] . It included a list of fault injection methods suitable for the validation of safety-critical applications. But, to our knowledge, no results of its application to actual circuits have been published.
One of the major features which makes the CEU strategy suitable for comprehensive upset simulations, is its minimal impact on circuit operation. Indeed, the time needed to inject the upset is relatively short (a few tens of clock cycles) and independent of the application complexitiy. This makes it affordable to iterate as many times as necessary, to derive statistics about the effects of upsets on complex programs. Indeed, by simply reloading (or modifying) the associated memory area with the CEU code corresponding to another target, the system is ready to a new error injection. Nevertheless, two limitations of the CEU approach should be mentioned: (a) upsets occuring during instruction execution cannot be simulated, as interruptions are always taken into account at predetermined instants, (b) not all possible upset sensitive targets can be upset.
The quantification of the CEU target memory area size with respect to the actual total area sensitive to upsets is not straightforward, because it needs information available only to the circuit designers or manufacturers. In spite of this limitation, we assume that the complexity of modern processors and their huge internal memory space, make the accessible area a significant percent of the total sensitive area, giving some validity to the results of the proposed fault injection approach.
III. IMPLEMENTING AUTOMATED CEU INJECTION
The proposed approach needs extra hardware to trigger interrupt procedures, automate the memory loading with data corresponding to the desired CEU code, compare the outputs to expected results and monitor the application program execution time.
We developed the architecture of a dedicated test system, called THESIC (Testbed for Harsh Environment Studies on Integrated Circuits) as a platform for SEU ground testing purposes [8] . It offers an attractive infrastructure for the proposed approach of upset injection. THESIC is organized in two boards, a motherboard for control of testing operations and user interface, and a daugtherboard for the adaptation of the device under test (DUT) to the motherboard bus protocole. The communication between the two boards is achieved in an asynchronous way through a common memory, called MMI (Memory Mapped Interface). Typically, during a test the DUT indicates by an interruption when the MMI area has data to be transferred to the motherboard. When this happens, the motherboard interrupts the DUT board to read the results and thus detect errors.
When the circuit under test is a processor, upsets perturbing test control operation may have consequences difficult to be predicted and/or understand through the analysis of corrupted data. As an example, errors affecting the program counter or the instruction register, may lead to black out situations at the motherboard level. To cope with critical errors, a programmable software watchdog was implemented in the motherboard.
The capabilities of THESIC tester were proved during ground test studies, which aimed at the evaluation of the operation under radiation of various parts including two 64 KB SRAM's (from Hitachi and Matra Harris Semiconductors), general purpose microprocessors and microcontrollers (transputer T225, 80C51) and dedicated co-processors (LNEURO 1.0 neural circuit from Philips Labs., WARP 2.0 fuzzy controller from SGS-Thomson). Detailed results of these tests can be found in [9] [10] . Fig. 1 shows the THESIC hardware within the vacuum chamber at the 88" cyclotron at L.B.L. (Lawrence Berkeley Laboratory) facility. The motherboard shown in the background is fixed to the moving stage support which allows the alignment of the DUT in the beam. It communicates to an external PC through a serial link connection. To implement the upset injection approach, the THESIC motherboard was enhanced with pseudo-random interruption generation capabilities. A new operation mode was also included in the THESIC user's interface, providing different options for CEU injection. With these options the selection of the two parameters of simulated upsets -the location and time of corruption -can be chosen either pseudo-randomly or deterministically.
This flexibility appears to be very useful for the investigation of the effects of upsets on complex applications. For instance, repeated experiments with pseudo-random choice for both CEU parameters allow one to obtain values about the fraction of upsets in a given program which have no effects. Such a totally random experiment may also reveal the configuration (occurrence instant ; location) of critical upsets. A deterministic choice of CEU parameters is useful for reproducing such events and study them in detail. Finally, an exhaustive mode was also included whereby an upset was injected on a particular targetat each clock cycle. This mode allows the identification of the upset sensitive periods for a given progam and CEU target. As stated before, the computation of such periods could lead to the evaluation of duty factors, and thus to an accurate estimation of the program cross-section.
In the next section we will illustrate the upset injection approach by results obtained for two different processors: an 80C51 microcontroller and a 320C50 digital signal processor.
IV. EXPERIMENTAL RESULTS

A. CEU injection on an 80C51 microcontroller
Results given in the following were obtained by running CEU injection experiments on existing hardware built on an 80C51 microcontroller. CEU targets for this processor are: the 128 bytes of internal RAM, the Special Function Registers, the Program Counter and Instruction registers. As stated before some memory elements potentially sensitive to upsets (UAL registers, control part flip-flops, …) cannot be tested by the CEU upset injection approach.
A program designed to provide worst case conditions in terms of exposing the circuit to the effects of SEUs, was run on the 80C51 microcontroller during CEU injection experiments. Indeed, the selected program, a 6x6 matrix multiplication, with both the operand and result matrixes stored within the 128 bytes of the internal SRAM, occupies most of this memory. As shown in Fig. 2 , the first ten internal memory positions, from 00H to 09H, are used to store the variables of the matrixes multiplication program (basically the matrix dimensions, indexes and addresses). The next positions from 0AH to 051H are used to store the elements of the two operand matrixes, while the results of their multiplication occupy the memory area between addresses 052H and 075H. In addition, when implemented in THESIC daughterboard this application uses directly or indirectly 10 of the 21 special function registers (SFRs), and, obviously, the program counter PC and instruction register (IR). Thus, only 20 bytes (10 SFRs and 10 bytes of internal memory) are not used. Faults injected in them are without any effect on the final program execution result.
We injected 12245 random single CEUs while executing the matrix multiplication program. According to the consequences of injected upsets at the program level execution, the results were classified in the following three types: tolerated errors, result errors and loss of sequence.
The first group, tolerated errors, corresponds to those bit flips injected in memory elements whose content is not relevant for the rest of the program execution when the CEU occurs (for instance a register not used or a register which will be written after the bit flip occurrence, thus "erasing" the fault). Injected CEUs leading to result errors all for which the expected results differ from those obtained for the program (the result matrix in our case) in at least a single bit. Finally, cases where after fault injection we do not get any answer from the processor are classified in the loss of sequence group. The consequences of CEUs belonging to this last malfunction type are unrecoverable, needing a hardware reset to restart program execution. Table I summarizes the experiment results, giving for each error class the corresponding percent, with respect to the total number, of causal CEUs provoking it. We note that practically half of the total number of injected faults caused errors on the results of the multiplication program, while only 2.8% of them caused sequence loss. Furthermore, despite the reduced number of bits of SFRs used in this application (88 bits) compared to those used in the internal memory (944 bits), 44.8% of them resulted in lost of sequence. On the other hand, the result errors are caused mainly by CEUs on the internal memory with only 1.5% of them coming from the SFRs. Finally, if we perform a new CEU injection experiment on the matrix multiplication program, this time with the operand and results matrixes stored in an external SRAM the tolerated errors rise to 96.5 %. This shows the small impact of real SEUs and the corresponding overestimation obtained if error rate is derived from ground tests with static test programs.
To estimate the validity of error distribution obtained by CEU injection, we have performed preliminary radiation experiments. Using the THESIC system, the 80C51 was exposed to radiation from a Cf 252 fission decay source, by the CIRIL equipment developed at ONERA-DESP (Toulouse, France). Results are summarized in Table II . The approach we adopted followed 3 steps: -the underlying cross-section of the 80C51 is determined by running a "static test" (targeting the SFRs and the internal memory). -the measured error rate is determined by running the matrix multiplication program while exposing the circuit to radiation.
-various CEU injection sessions are performed in which the number of injected CEUs is approximatively the same as the number of upsets occuring on the microcontroller for radiation runs. Table II gives the percentage of errors from both radiation and injection experiments, for each of the error types. The good correlation between radiation and injection data, clearly confirms the potential offered by the CEU injection approach to predict the error rate for real applications. Table III gives the measured and predicted error rates derived for the set of ground tests. The accuracy of the prediction is due to both the simplicity of the program exercised under upsets and the possibility offered by the 80C51 microcontroller to access practically the whole sensitive area (access estimated as being approximatively 93%).
B. CEU Injection on a Modem Application Implemented on a 320C50 DSP
One of the main utilizations of the new CEU injection capabilities of THESIC system is thus the evaluation of upset sensitivity of a complex application. A THESIC daugtherboard, developed for ground testing of the Texas 320C50 DSP, was used without any hardware modification for CEU injection experiments. This DSP is included in a space project, the Nanosat project from INTA (Spanish space agency), for telecommunication purposes. Because the final application program, which implemented a modem on the DSP, was available, we used it for CEU injection.
The description of the hardware and software details are beyond the scope of this paper. However, for a better understanding of the experiment conclusions, we briefly describe in this section the 320C50 internal memory organisation, which is the main target area for CEU injection.
The DSP comprises 64 K words (16-bits) of internal memory organized in two main blocks: the program memory and the data memory. All internal registers are mapped in the internal memory, so the determination of the CEU code was quite straightforward. Du to the existence of reserved memory areas in the internal architecture of the DSP, CEUs could not be injected in some targets, such as the Program Counter and 11 Special Registers.
To preform CEU experiments on the modem application we ran the corresponding program on the 320C50 THESIC daughterboard, stimulating it by a 1K bit length signal. An injected CEU was considered as having no effect if the expected signal at the outputs of the modem program was obtained within the correct answer time. As for the 80C51, to cope with CEU injection, we first developed CEU codes corresponding to the unique class of CEU targets: internal memory words. In this case, we explored a slightly different strategy in which one of the CEU parameters (the location given by a memory address and a bit) is determined by the DSP while executing the CEU code. We recall that in the case of the 80C51 presented in previous sections, both CEU parameters were determined by the THESIC motherboard reducing the CEU code to a few bytes. In contrast, the CEU object code for the DSP comprises 274 words for all targets.
We performed numerous sessions of CEU injection while running the modem application on the 320C50 THESIC daughterboard. The graph given in Fig. 3 depicts the behaviour of the modem in the presence of different numbers of randomly injected CEUs. The main conclusions derived from the analysis of results obtained from these experiments are: -a very low number of injected errors provoke deviations at the modem outputs. An average of less than 1% (around 0.93%) was estimated from 33 CEU sessions during which thousands of CEUs were injected. -'exotic' cases were identified proving the need for repeated fault injection sessions to derive relevant figures for error rates. Two significant examples are: no errors on the outputs of the program for a sequence of 496 injected CEUs ; number of errors 6 times higher than the average obtained for a particular session.
Accelerator tests were performed with a Chlorine beam (12.7 Mev/mg/cm2) at the Tandem van de Graaff facility available at IPN (Institut of Nuclear Physics, IPN, Orsay, France). The goal was to determine the underlying SEU cross-section of the 320C50 in order to use it to predict error rates for the modem application. During these tests 336 upsets were detected for a fluence of 19945 Chlorine ions, thus, the measured SEU cross-section was : σ SEU (12.7 Mev/mg/cm 2 ) = 1.73x 10 -2 cm 2 /device (1) Knowing that the modem application occupies about 12% of the internal memory, we can forecast that the number of upsets arising in the sensitive area will be approximatively 8 times less. Among these upsets, we know from CEU injections that only 0.93 % should provoke deviations at the modem program outputs. The resulting figure (eq. 2) constitutes an estimator of the modem error rate (τ SEU ) for exposure to the Chlorine ion. 
To evaluate the accuracy of this estimation, the DSP was exposed to the Chlorine beam while executing the modem program. Measured error rates are presented with the predicted ones in Table IV . Correlation between measured and predicted values is again very good (error less than 5%) if only errors on the modem output are considered. Notice that the rate of sequence loss equals that to error modem results, significantly degrading the accuracy of the estimation.
Indeed, as the DSP architecture includes a hardware stack not accessible by the instruction set, errors on PC and critical control registers could not be injected by the CEU approach. This explains why in this case the global estimation of error rate error is twice that of the one measured, if we consider all the error types. We have investigated a new approach for the injection of upset-like faults in microprocessor-based digital architectures. Bit flips on accessible sensitive areas (registers, memory,…) are injected concurrently with the execution of a program as the consequence of the execution of a program triggered by an asynchronous interrupt. As these bit flips, called CEU (Code Emulated Upsets) are random in location and time, this method can be used, with some limitations, to accurately predict the error rate for complex applications.
The impact of the proposed strategy was evaluated by software fault injection experiments, performed by means of a dedicated system developed at TIMA laboratory. This tester, called THESIC, is a compact and flexible tool, well suited for performing most of the qualification tests (radiation, temperature, EMC) for complex integrated circuits.
Recently introduced THESIC fault injection capabilities were used to study the behaviour with respect to bit flips of two digital architectures, built around an 80C51 microcontroller and a 320C50 Digital Signal Processor. Thousands of bit flips were injected in parallel with the execution of two different programs.
Results were in very good agreement with radiation data, clearly coonfirming one of the main uses of the CEUinjection approach: the prediction of error rate for a given application only from the underlying cross-section and CEU simulation results.
Future work includes performing CEU-injection experiments for various complex processors including the AD 21060 digital signal processor (SHARC), the Motorola 68020 microprocessor and 68332 microprocessor. The goal will be the estimation of error rate for the final flight application. The accuracy of predicted error rates will be evaluated by ground testing the same applications with a wide variety of ions species.
VI. ACNOWLEDGMENTS
Authors would like to thank Sophie Duzellier and Laurent Guibert from ONERA -DESP, Toulouse-(France), for their help in radiations experiments.
