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Abstrakt 
Diplomová práca sa zameriava na klasifikáciu elektronickej pošty. Popisuje základné spôsoby 
filtrovania nevyţiadanej pošty. Následne sa zaoberá bayesovskými klasifikátormi spamu a umelými 
imunitnými systémami. Popisuje existujúce aplikácie a metriky vyhodnocovania výsledkov. Cieľom 
práce je navrhnúť a implementovať algoritmus na filtrovanie spamu. Nakoniec porovnáva získané 








This thesis focuses on the e-mail classification and describes the basic ways of spam filtering. The 
Bayesian spam classifiers and artificial immune systems are analyzed and applied in this thesis. 
Furthermore, existing applications and evaluation metrics are described. The aim of this thesis is to 
design and implement an algorithm for spam filtering. Ultimately, the results are compared with 
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Komunikácia alebo tieţ výmena informácií je neoddeliteľnou súčasťou ţivota kaţdého z nás. Delí sa 
na komunikáciu osobnú, telefonickú, písomnú a elektronickú. Veľmi rozšírená je v dnešnej dobe 
práve elektornická komunikácia (email, IM, VoIP). Jej výhodami sú rýchlosť doručenia správy       
bez ohľadu na vzdialenosť príjmateľa a nízke alebo skoro ţiadne náklady. Masové rozšírenie 
elektronickej komunikácie a jej bezplatnosť vyuţili skupiny ľudí na propagáciu vlastných záujmov. 
Zameriavajú sa hlavne na elektronickú poštu (email), ktorá je nejčastejšie vyuţívanou sluţbou 
elektonickej komunikácie. Takéto obťaţujúce a hromadne rozosielané správy sa nazývajú 
nevyţiadaná pošta alebo tieţ SPAM. Naopak uţitočné správy sa označujú pojmom HAM. Zo štatistík 
spoločností, zaoberajúcich sa bezpečnosťou internetu, vyplýva, ţe minimálne 70 percent všetkých 
emailov je nevyţiadaná pošta. Ručné triedenie správ je preto nepraktické, časovo a tým aj finančne 
náročné. Existuje mnoho spôsobov automatického filtrovania spamu. Kaţdý z nich má svoje výhody 
a nevýhody. Táto práca predstaví najpouţívanejšie z týchto techník. Následne sa bude venovať 
problematike bayesovských filtrov. Jej cieľom je potom navrhnúť a následne implementovať 
efektívny filter s dôrazom na analýzu samotného textu správy. Takto implementovaný algoritmus 
bude pouţitý v demoštračnej aplikácii. Nakoniec získané výsledky porovná s ostatnými pouţívanými 




2 Spamové filtre 
Na začiatok si predstavíme niektoré základné techniky, ktoré sa pouţívajú na detekciu nevyţiadanej 
pošty. Spôsoby na filtovanie spamu sa dajú kategorizovať, podľa toho, ktorú časť správy  na triedenie 
vyuţívajú. Podľa definície formátu emailovej správy (RFC2822), musí obsahovať dve zakladné časti. 
Sú to hlavička, ktorá obsahuje informácie o odosieľateľovi, príjemcoch, predmet atď. Samotný text 
správy potom nachádza v jej tele. V tejto kapitole sa spamové filtre rozdelia do dvoch skupín. 
Detekcia podľa pôvodu správy čerpá informácie len z hlavičky. A detekcia podľa obsahu správy musí 
vyuţívať telo emailu, keďţe ako uţ bolo povedané to obsahuje text správy [1]. 
2.1 Detekcia podľa pôvodu správy 
Asi nejjednoduchší spôsob fitrovania nevyţiadanej pošty. Na rozpoznanie spamu vyuţívajú adresu 
odosieľateľa správy, ktorá je uloţená v hlaviče emailu. Zakladným princípom všetkých niţšie 
popísaných metód je zoznam adries odosielateľov. 
2.1.1 Blacklist 
Nazývaný tieţ „čierna listina“. Hlavne pre jeho jednoduchú implementáciu je veľmi pouţívaný 
spôsob. Zakladá sa na zozname IP alebo emailových adries, ktoré boli uţ v minulosti pouţité na dis-
tribúciu spamu. Ak sa adresa odosielateľa príchodzieho emailu nachádza na zozname je táto správa 
označená ako nevyţiadaná a posunutá na ďaľšie spracovanie. Keď sa adresa na zozmame nenašla, 
správa bola korektne doručená. Napriek dobrým výsledkom má táto technika niekoľko nevýhod. 
Uloţenie celého blacklistu priamo do filtra, je pre svoju veľkosť a potrebu neustálej aktualizácie 
nevhodné, preto musí byť dostupný online. Ak by zoznam nebol aktuálny, prestal by plniť svoju 
funkčnosť, pretoţe spameri v snahe obísť tento filter, neustále menia spoje adresy. Ďaľšou nevýhodou 
je nesprávne zaregistrovanie adresy uţívateľa do čiernej listiny, to sa môţe stať pri podvrhnutí 
podvrhnutí adresy.   
2.1.2 Whitelist 
Obdobne ako blacklist, je to zoznam obsahujúci adresy. Tentokrát sú to, ale adresy odosielateľov, 
ktorých označíme ako spoľahlivých a povoľujeme od nich príjmanie správ. Tento spôsob filtrovania 
správ je veľmi prísny, pretoţe ak sa adresa odosieľateľa nenachádza na whiteliste, správa sa 
automaticky označí jako nevyţiadaná. To znamená, ţe ak pouţívame tento filter, nikdy nemôţeme 
dostať správu od neznámeho odosielateľa. Preto sa biela listina málokedy pouţíva samostatne. 
Väčšinou pracuje v kombinácií s inou technikou a whitelist sa pouţiva iba na zabránenie 




Je to vlastne dynamicky sa meniaci whitelist. Vychádza zo samotného základu nevyţiadanej pošty      
a tým je hromadné rozosielanie. Keďţe účelom spamu je dostať sa k čo najviac uţívateľom, spameri 
sa nezdrţujú opakovaným posielaním správ, ktoré sa nepodarilo doručiť. Potom princíp greylistu je, 
ţe ak prichádza pošta z adresy, ktorá sa ešte nenachádza na zozname, odmietne sa a pošle sa spätne 
chybové hlásenie o zlyhaní doručenia správy. Korektne správajúce sa poštové servery narozdiel       
od spamových hlásenie príjmu a pokusia sa o opätovné odoslanie správy. Na druhý pokus uţ správa 
bude doručená a adresa odosieľateľa sa poznačí do zoznamu.  
 
 
Obr. č. 2.1: Greylist – príklad fungovania 
2.2 Detekcia podľa obsahu správy 
Tieto metódy majú filtrovanie zaloţené na samotnom texte správy, ktorý obsahuje telo emailu. 
Niektoré techniky však vyuţívajú na zlepšenie výsledkov tieţ predmet správy z hlavičky. Prijatú 
poštu klasifikujú podľa slov a fráz obsiahnutých v správe. Existujú zakladné filtre, ktoré potrebujú 
zoznam podozrivých slov a podľa toho poštu roztriedia. Ďaľšou skupinou sú filtre, ktoré sa priebeţne 
učia a na pouţívajú matematické pravidlá (bayesovské filtre) alebo poznatky z biologie (umelé 
imunitné systémy).  
2.2.1 Slovné filtre 
Jednoduché filtre na detekciu podľa obsahu. Nevyţiadaná pošta sú vlastne správy, ktoré propagujú 
určité produkty alebo sluţby (tzv. reklamné ponuky), preto vyuţívajú slová, ktoré sa v beţnej 
komunikácií nepouţívajú. Medzi najčastejšie pouţívanými slovami v spame sú napríklad slová 
FREE, $$$, CASH, BUY alebo VIAGRA. Preto existujú zoznamy slov a ich kombinácií, ktoré sú 
typické pre spam. Tieto zoznamu sú buď dostupné a aktualizované online alebo si ich vytvára sám 
uţívateľ. Ak sa v prijatej správe nachádzajú slová (prípadne frázy) zo zoznamu a filter sa rozhodne, 
ţe ich počet je viac ako určený prah, označí ju ako nevyţiadanú. Zoznam však moţe obsahovať aj 
slová, ktoré sa vyskytujú aj v beţnej komunikácií určitých ľudí (napríklad obchodný zástupca pouţíva 
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slovo „buy“) a správa sa nesprávne klasifikuje. Je preto vhodné, aby spamový filter dokázal určiť, 
ktoré slová sú relevantné a ktoré nie, pre daného konkrétneho uţívateľa. Z daného hľadiska sú preto 
vhodnejšie techniky, ktoré sa dokáţu samy učiť.   
2.2.2 Filtre s učením 
Filtre na detekciu nevyţiadanej pošty, ktoré sa konfigurujú individualne v závislosti na kominikácií 
uţívateľa, vyuţívajú učenie. Tieto filtre sú zloţitejšie a pouţivajú prvky umelej inteligencie. Práca 
filtrov s učením prebieha v dvoch fázach (fáza samotného učenia a fáza klasifikácie). Filter sa musí 
najskôr nakonfigurovať (naučiť čo je spam a čo ham). To má za úlohu fáza učenia. Na vstup filtra sú 
predané uţ správne klasifikované emaily. Čiţe dostane dve mnoţiny správ – nevyţiadané a vyţiadané 
správy (spam a ham). Tieto správy sa rozdelia na jednotlivé tokeny (slová, dvojslová, …). Podľa 
príslušnosti správy do jednej z mnoţín sa kaţdému tokenu mení jeho štatistické ohodnotenie 
(pravdepodobnosť, ţe je spam). Po vyhodnotení oboch mnoţí sú filtre pripravené klasifikovať správy. 
Najčastejšie pouţívaným klasifikátorom je Bayesova veta. Na základe podmienej pravepodobnosti, 
získa ohodnotenie celej správy a rozhodne sa, do ktorej zo skupín zaradí email. Podrobnejšie              
o Bayesovej vete bude hovoriť nasledujúca kapitola. Bayesovské filtre vykazujú stabilne kvalitné 
výsledky. Na vylepšenie výsledkov niektoré filtre vyuţívajú umelé imunitné systémy, ktoré 
neutralizujú chyby, vzniknuté neschopnosťou rýchlej adaptácie bayesovského filtra. 
 
Komplexné systémy na filtrovanie nevyţiadanej pošty pre lepšiu klasifikáciu vyuţívajú kombináciu 
niekoľkých techník. Ďalej okrem vyššie spomenutých metód existuje ešte mnoho iných. Jedna z nich, 
ktorá sa nedá zaradiť do ţiadnej z predchádzajúcich skupín je prevencia pred nevyţiadanou poštou. 
Pozostáva z utajovania svojej emailovej adresy, prípadne s jej zbytočným nezverejňovaním. Ak by aj 
náhodou bolo potrebné vloţiť adresu na verejné miesto, je vhodné zapísať ju v tvare, ktorý nedokáţu 
skripty indentifikovať. Pouţíva sa nahradzovanie znakov „@“ a „.“ ich slovnými pomenovaniami 
„zavináč“  a „bodka“. Metóda prevencie je najúčinejšia metóda zo všetkých veď, ak spamer nevie, 
kam má poslať spam, tak ho tam ani nepošle. 
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3 Bayesovské filtre 
Bayesovské filtre vychádzajú z matematickej vety. Nasledujúca kapitola predstaví teoretický základ 
filtrov, čiţe Bayesovu vetu. Po jej zadefinovaní ukáţe spôsob pouţitia v klasifikácii nevyţiadanej 
pošty. Nakoniec bliţšie popíše rôzne varianty metód pouţívaných v bayesovských fitroch [5], [8]. 
3.1 Bayesova veta 
Bayesova veta je veta teorie pravdepodobnosti. Hovorí o podmienenej pravdepodobnosti a jej 
súvislosťou s opačnou podmienenenou pravdepodobnosťou. Za objaviteľa tejto skutočnosti sa 
pokladá anglický duchovný Thomas Bayes, po ktorom veta nesie aj názov. Formálny zápis vety      
pre dva javy, definuje vzťah 3.1. 
 
       
          
    
 ,                                          (3.1) 
kde A a B sú dva náhodné javy. P(A) a P(B) sú ich pravdepodobnosti. Platí, ţe P(B) > 0. P(A|B) je 
pravdepodobnosť výskytu javu A za predpokladu výskytu javu B. P(B|A) je naopak pravdepodobnosť 
javu B za predpokladu javu A. Potom pre n vzájomne disjuktných javov platí rovnica 3.3. 
 
        
            
                                        
 ,              (3.2) 
 
Kde A1, A2,...,An sú vzyjomne disjuktné javy. Platí, ţe pre všetky i je P(Ai) > 0. Rovnica 3.2 sa dá 
upraviť ešte na vzťah. 
        
            
              
 
   
                                        (3.3) 
3.2 Filtrovanie 
Aby sa na filtorvanie mohla pouţiť Bayesova veta, je potrebné najskôr objasniť samotný postup 
filtovania správ. Ako uţ bolo spomenuté v predchádzajúcej kapitole, filtre zaloţené na bayesovskej 
klasifikácií, sú filtre, ktoré vyuţívajú učenie. Na učenie sa vyuţívajú dve mnoţiny správ. Správy 
nevyţiadané a správy legitímne, čiţe spam a ham. Výsledkom učenia sú pravdepodobnostné 
ohodnotenia výskytu slov v spame alebo hame. Z toho výplýva, ţe správy na vstupe je potrebné 
najskôr rozdeliť na jednotlivé slová. Je zvykom, ţe niektoré slová sa z mnoţiny odstraňujú. Sú to 
napríklad spojky (and, or, …), predloţky, atď. Po spracovaní oboch mnoţín vznikne najskôr tabuľka 
obsahujúca počty výskytu slov v mnoţine správ vyţiadaných alebo legitímnych. Z tejto tabuľky sa 
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potom získa pravdepodobnosť, ţe sa dané slovo nachádza v správe typu spam alebo ham. Vznikne 
nová tzv. tabuľka pravdepodobností výskytu, z ktorou potom prasuje samotný bayesovský 
klasifikátor. Po premenovaní javov v rovnici Bayesovej vety dostaneme vzťah (3.4), z ktorého jasne 
vidieť, ako sa detekujú nevyţiadané správy. 
 
              
                    
                                       
           (3.4) 
Vzťah 3.4 platí pre klasifikáciu správy na základe jedného slova. V praxi sa ale pouţíva klasifikácia 
podľa väčšieho počtu slov, ktoré sa účelovo vyberú z celej mnoţiny (niekoľko tisíc slov). Metód 
výberu alebo tieţ redukcie rozmenosti správy existuje hneď niekoľko. Budú popísané v nasledujúcich 
častiach kapitoly. Pre klasifikáciu správ na základe viacerých slov platí  vzťah 3.5. 
 
           
                 
                                 
                          (3.5) 
Kaţdá správa je reprezentovaná vektorom <x1, x2, ..., xm>, kde x1, x2, ..., xm sú hodnoty atribútov 
X1, X2, ..., Xm. Atribúty poskytujú informácie a určitej vlastnosti. V závislosti na metóde 
bayesovského klasifikátora sa potom volia hodnoty atribútov. Samotné spôsoby bayesovskej 
klasifikácie budú predstavené v časti 3.4 Bayesovské klasifikátory. 
3.3 Redukcia slov 
Redukcia priestoru slov (term space reduction - TSR) je dôleţitý krok pred samotnou klasifikáciou 
z dvoch hľadísk – zníţenie výpočtových nárokov a zvýšenie úspešnosti klasifikácie. Po fáze učenia 
obsahuje tabuľka výskytu slov asi tisíc záznamov (slov). Na prácu z takýmto počtom slov a následný 
výpočet podmienenej pravdepodobnosti sú potrebné isté prostriedky a čas. So správne zvolenou 
metódou sa tento počet za zredukovať na pár desiatok záznamov. Z hľadiska zvýšenia samotnej 
úspešnosti klasifikácie je to dôleţité preto, ţe existujú slová, ktoré sa vyskytovali len malom počte 
správ z mnoţiny určenej na učenie alebo ich počet v jednotlivých mnoţinách (spam a ham) sa veľmi 
nelíšil. V týchto prípadoch môţe nastať, ţe práca so spomenutými slovami skreslí výslednú 
pravdepodobnosť a správa sa nesprávne detekuje. Odstránenie tohto problému má tieţ za úlohu 
redukcia počtu slov.[2,3]  
3.3.1 Frekvencia dokumentov 
Redukcia na základe frekvencie termov v dokumentoch (document frequency - DF) je jednoduchá 
a globálne efektívna metóda redukcie priestoru slov. Sú vybrané slová, ktoré sa vyskytujú 
v najväčšom počte správ z trénovacej mnoţiny. Základným predpokladom je, ţe ojedinelé výrazy 
nemajú vplyv na celovú výkonnosť filtra alebo, ţe nie je podľa nich moţné predikovať kategóriu 
správy (spam a ham). V oboch prípadoch odstránenie vzácne vyskytujúcich sa výrazov zníţi 
rozmernosť priestoru. Zlepšenie presnosti klasifikácie správ môţe nastať aj v prípade, pokiaľ boli 
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odstránené výrazy šum (to znamená ojedinelé zavádzajúce výrazy). Hodnotu DF daného výrazu 
vypočítame ako: 
       
     
   
 ,                                                 (3.6) 
kde tk je výraz alebo tieţ term správy, tk(M) reprezentuje počet správ, ktoré obsahujú daný term 
v trénovacej mnoţine M a              ý   č      á    é          ţ     
3.3.2 DIA asociačný faktor 
DIA asociačný faktor (DIA association factor) termu tk pre triedu príslušnosti ci je pravdepodobnosť 
nájdenia správy danej triedy obsahujúcej príslušný výraz. Vypočíta sa pomocou frekvencie výrazu 
v trénovacej mnoţine M: 
                                                                (3.7) 
3.3.3 Vzájomné informovanie 
Vzájomné informovanie (mutual information - MI) sa nazýva tieţ bodovo vzájomné informovanie. Je 
to kritérium beţne pouţívané v štatistickom jazyku modelovania slovných asociácií a súvisiacich 
aplikácií. Kritérium vzájomnej výmeny informácií popisuje rovnica 3.8. 
 
             
        
          
                                       (3.8) 
Pokial sú výraz tk a trieda ci nezávislé, tak MI(tk, ci) má štandardne hodnotu nula.  
3.3.4 Informačný zisk 
Informačný zisk alebo tieţ „information gain“ (IG) je často pouţivaný pri vyhodnotení vhodnosti 
výrazu v oblasti strojového učenia. Meria počet bitov informácie získaných v predikovanej kategórii 
tak, ţe zistí prítomnosť alebo absenciu výrazu v správe. Je definovaný vzťahom 3.9. 
 
                   
      
               
                                        (3.9) 
Informačný zisk sa niekedy nazýva aj akovzájomné informovanie so zmätkom. Pravdepodobne je to 
preto, ţe informačný zisk je váţený priemer MI(tk,ci) a MI(  k,ci), kde jednotlivými váhami sú P(tk,ci)  
a P(  k,ci). Ďaľšie pomenovanie pre informačný zisk je priemerné vzájomné informovanie. Napriek 
tomu medzi vzájomným informovaním a informačným ziskom existujú dva základné rozdiely. 
Infromačný zisk robí vyuţitie informácie o absencii výrazu, zatiaľ čo vzájomné informovanie tieto 
informácie ignoruje. A druhý rozdiel je, ţe skóre informačného zisku je normalizované pomocou 






χ2  štatistika (χ2  statistic) meria nedostatok nezávislosti medzi daným výrazom a triedou. Jej 
prirodzená hodnota je nula. Tú nadobúda podobne ako pri vzájomnom informovaní v prípade, ţe 
výraz a trieda sú vzájomne nezávislé. Pre term tk a triedu ci sa potom počíta vzťahom 3.10. 
 
       
                                             
 
                        
                          (3.10) 
Výpočet hodnoty má rovnako ako pri vzájomnom informovaní a informačnom zisku kvadratickú 
zloţitosť. Výsledná hodnota je normalizovaná a preto je moţné ju porovnávať naprieč výrazmi       
pre rovnakú kategóriu. 
3.3.6 Relevantnosť skóre 
Metóda relevantného skóre (relevance score - RS) termu zahrňuje vzťah medzi prítomnosťou termu 
v danej triede a zároveň jeho absenciou v triede opačnej (v prípade nevyţiadanej pošty je to spam      
a ham). V rovnici 3.11 definujúcej túto metódu sa vyskytuje konštanta d (damping factor). 
 
             
          
             
                                              (3.11) 
3.3.7 Pomer šancí 
Pomer šancí (odds ratio - OR) vyberá výrazy pre relevantnú spätnú väzbu. Je zaujímavá speciálne 
v prípade Bayesovskej štatistiky a logistickej regresie. Meria pomer medzi šancou, ţe sa termín 
objaví v príslušnom relevantnom dokumente a šancou, ţe sa objaví naopak v dokumente 
nerelevantnom. Umoţňuje nájsť výrazy, ktoré sú beţne obsiahnuté v správach patriacich dourčitej 
kategórie. Tento pomer je daný vzťahom 3.12. Ak má výsledný pomer hodnotu 1, znamená to, ţe 
výraz sa vyskytuje s rovankou pravdepodobnosťou v obidvoch triedach. Ak je väččí ako 1, indikuje 
to, ţe je viac pravdepodobný výskyt termu v triede ci. Naopak pokiaľ je menši ako 1, je šanca, ţe sa 
vyskytuje v danej triede menšia (skôr sa nachádzav doplnkovej triede). Keďţe je to pomer, výsledok 
musí byť kladné čislo vrátane nuly. Ak sa šanca vyskytu termu v danej triede blíţi k nule, takisto sa 
blíţi k nule aj OR.  A ak je isté, ţe sa term v danej triede nachádza, výsledná hodnota sa blíţi           
ku kladnému nekonečnu. 
 
          
                      
                     
                              (3.12) 
3.3.8 GSS koeficient 
Táto metóda (GSS coefficient) predstavuje zjednodušenú metódu χ2  štatistiky. Zo vzťahu 3.13 
vyplýva, ţe čím väčšia je kladná hodnoty, tak tým je silnešia príslušnosť samotného termu do danej 
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triedy. Platí to aj opačne, čím je výsledná hodnota viac v záporných čislach, tým je istejšie, ţe sa 
v danej triede term nachádzať nebude. 
 
                                                            (3.13) 
3.4 Bayesovské klasifikátory 
Bayesovské klasifikátory sú najviac pouţívanými klasifikátormi v systémoch na filtrovanie 
nevyţiadanej pošty, hlavne pre ich jednoduchosť a vysoký výkon. Na začiatok si zadefinujeme 
základné pojmy, ktoré sa budú ďalej spomínať. Pri filtrovaní nevyţiadanej pošty sa pouţívajú dve 
hlavné mnoţiny - mnoţina správ M a mnoţina kategórií C. Pri klasifikácií nevyţiadanej pošty C 
obsahuje iba dva prvky a to spam a ham (C={cs,ch}). Samotné filtrovanie je potom rozbrazenie MxC 
do mnoţiny {True, False}. Hodnota true indikuje, ţe správa je priradená do danej triedy a naopak. 
Toto zobrazenie sa vykonáva po vyhodnotení smaotného Bayesovského kllasifikátora, ktorý vypočíta 
podmienenú pravdepodobnosť s akou sa vyhodnocovaná správa nachádza v danej triede, v našom 
prípade v triede spam. Totáo získaná pravdepodobnosť sa potom porovná so zvoleným prahom, 
rozhodne sa, či áno alebo nie (ak väčšia ako prah, správa sa označí ako spam). Zmenou prahou sa dá 
olplyvniť klasifikácia správ. Ak je prah rovný 0,5, môţe nastať, ţe budú legitímne správy označené 
ako spam, čo je závaţnejší problém ako, keď sa nejaká tá nevyţiadaná pošta prepustí. Preto je 
vhodnejšie zvoliť hodnotu prahu vyššiu (pouţívané hodnoty sú 0,9 alebo 0,999). V nasledujúcom 
texte súbliţšie predstavené spamové filtre vychádzajúce z Bayesovej vety.[2,3,4] 
3.4.1 Základný naivný Bayes 
Je to prvý naivný bayesovský spam filter. Je definovaný nasledovne. Nech S={t1,t2,...,tn} je mnoţina 
výrazov po redukcii slov (TSR). Kaţdá správa m je reprezentovaná ako binárny vektor   =<x1,...,xk>, 
kde xk ukazuje,či term tk je obsiahnutý v m. Pravdepodobnosť výskytu tejto správy v spame je potom 
definovaná vzťahom 3.14.  
 
Kritérium na klasifikáciu správy ako nevyţiadanej je potom určné v 3.15. 
 
           
 
                                                 (3.14) 
       
 
          
        
 
                    
                                      (3.15) 
 
Pravdepodobnosť P       sa vypočíta ako: 
         
        
     
 ,                                      (3.16) 
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kde          je počet správ z tréningovej mnoţiny danej triedy obsahujúcich príslušný term.       je 
celkový početspráv tréningovej mnoţiny danej kategórie. 
3.4.2 Multinomiálny naivný Bayes s frekvenciou 
V tejto metóde (Multinomial Term Frequency Naive Bayes – MN TF NB) reprezentuje kaţdú správu 
mnoţina termov m={t1,...,tn} a kaţdý tk sa tam nachádza toľkokrát, koľkokrát je obsiahnutý v správe. 
V tomto zmysle môţe byť reprezentovaná ako vektor   =<x1,...,xk>, kde xk ukazuje počet výskytu 
termu v správe. Okrem toho môţe byť kaţdá správa danej kategórie interpretovaná ako výber 
nezávislých     temov z S s nahradením a pravdepodobnosťou P       . Pravdepodobnosť celého 
vektoru je multinomiálna rozloţenie (3.17). 
 
                      
        
  
   
 
                              (3.17) 
Kritérium, podľa ktorého sa správa vyhodnotí ako spam je: 
 
              
      
               
   
             
                                      (3.18) 
Pravdepodobnosť P       sa vypočíta ako: 
 
         
        
     
 ,                                           (3.19) 
Kde       je počet všetkých výskytov termu v tréningových správach kategórie a           
 
   . 
3.4.3 Multinomiálny naivný Bayes – Boolean 
Tento spôsob (Multinomial Boolean Naive Bayes – mn Boolean NB) klasifikácie je podobný 
predchádzajúcej metóde, vrátane odhadov pravdepodobnosti termu v danej triede. Hlavný rozdiel je, 
ţe kaţdý atribút je typu Boolean. Zaujímavé je, ţe tieto metódy neberú do úvahy absenciu termu 
v správe. Napriek tomu, ţe táto metóda vyuţíva v sebe menej informácií ako predchádzajúca metóda 
s frekvenciou termu, dosahuje lepší výkon a výsledky.   
3.4.4 Multivariantný Bernoulliho naivný Bayes 
Metóda (Multivariate Bernoulli Naive Bayes) predstavuje kaţdú správu rovnako ako základný naivný 
Bayes, čiţe cez binárny vektor, ktorý ukazuje prítomnosť alebo neprítomnos´t tremov s správe. Kaţdá 
správa je potom vnímaná ako výsledok Bernoulliho pokusov, kde pri Kaţdom z pokusov sa rozhodne, 




           
 
          
               
                     (3.20) 
Kritérium klasifikácie spamu je potom: 
 
       
 
          
               
      
        
 
          
               
                
                   (3.21) 
Pravdepodobnosť výskytu pre jeden term definuje vzťah 3.22. 
 
         
          
       
                                           (3.22) 
3.4.5 Naivný Bayes – Boolean 
Klasifikátor je podobný ako multivariantný Bernoulliho naivný Bayes s rozdielom, ţe neberie          
do úvahy absencie termov s správe. Pravdepodobnosť výskytu správy v danej triede a aj kritérium 
vyhodnocovania je rovnaké ako pri základnom naivnom Bayesovi (3.14 a 3.15). Prevdepodobnosť 
pre samotný jeden term sa počíta ako v predchádzajúcej metóde (3.22). 
3.4.6 Multivariantný Gaussov naivný Bayes 
Metóda (Multivariate Gauss Naive Bayes – MV Gauss NB) pouţíva reálne atribúty za predpokladu, 
ţe kaţdý atribút patrí Gaussovému pravdepodobnostnému rozloţeniu pre kaţdú kategóriu a to je 
g(xk;μk,ci,σk,ci). Pravdepodobnosť pre spravu potom je 3.23. 
 
                           
 
                                        (3.23) 
Zaradenie správy medzi nevyţiadanú poštu sa potm riadi kritériom 3.24. 
 
                      
 
   
                       
 
             
                               (3.24) 
3.4.7 Flexibilný Bayes 
Frexibilný Bayes (Flexible Byes - FB) pracuje podobne ako mulitivariantný Gaussov naivný Bayes. 
Pouţína jednodúche normálové pravdepodobnostné rozloţenie pre kaţdý atribú za kategóriu. 
Pravdepodobnosť správy reprezentuje ako priemer normálového rozloţenia s odlišnými hodnotami 
μk,ci a rovnakými hodnotami σk,ci (3.25). 
 
         
 
     
                  
     
                              (3.25) 
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      je počet rôznych hodnôt, ktoré nadobúda atribút v trénovacej mnoţine danej kategórie. 
Priemerovaním niekoľkých normálových rozdelení môţeme metódu flexibilného Bayesa 
aproximovať na skutoćné rozdelenie hodnôt atribútov oveĺa presnejśie ako pri multivariantnom 





4 Umelé imunitné systémy 
Táto kapitola predstaví imunitné systémy. K pochopeniu umelého imunitného systému je potrebné 
poznať princípy biologických imunitných systémov, z ktorých vychádza. Preto sa začiatok kapitoly 
bude venovať fungovaniu imunitných systémov v biológii. Ďaľšie časti sa zamerajú na aplikáciu 
v umelých systémoch a nakoniec aj na samotné filtrovanie nevyţiadanej pošty pomocou nich. 
4.1 Bilogické imunitné systémy 
Človek má schopnosť preţívať zranenia a liečiť sa z rôznych chorob. Dokáţe odolať neustálemu 
vplyvu vírusov a bakterií. To má za úlohu imunitný systém. Jeho funkciou je automaticky nájsť, 
identifikovať a zničiť nepriateľské prvky v ľudskom tele. Tieto prvky, nazývajú sa tieţ patogény, 
majú schopnosť časom sa vývijať sa a mutovať. Detekcia imunitným systémov je preto 
komplikovaná.  Identifikácia je zloţitý proces, ktorý dokáţe rozpoznať známe patogény, ale aj 
patogény, s ktorými jedinec alebo jeho imunitný systém ešte nikdy neprišiel do kontaktu.  Samotný 
systém sa skladá zo štyroch vrstiev. Prvé dve sú fyzické, ktoré zabraňujú mechanickému prieniku 
patogénov do ľudského tela. Ďaľšie dve sú z pohľadu detekcie nevyţiadanej pošty zaujímavé, sú to 
vrodená a adaptívna imunita (Obr. 4.1). [6,7] 
 
Obr. č. 4.1: Vrodená a adaptívna imunita 
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4.1.1 Vrodená imunita 
Vrodená imunita nie je šecifická a dedí sa od rodičov. Na rozdiel od imunity adaptívnej sa nedokáţe 
prispôsobovať a nemá vplyv na celkový vývoj imunitného systému. Začína plniť svoju úlohu vtedy, 
ak sa patogénu podarí preniknúť cez prvé dve vrsty. Dokáţe cudzorodé látky identifikovať v priebehu 
pár minút a vyvolať reakciu na ich neutralizáciu. Jej funkciu plnia bunky, ktoré obsahujú čidlá 
reagujúce na určité vlastnostia a štuktúry prvkov. Pri rozpoznávaní sa zameriavajú na proteíny, ktoré 
sa beţne v ľudskom tele nenachádzajú. Ak sa patogén nájde, bunky vrodenej imunity, nazývané tieţ 
imunoglobulíny, ho označia a zalarmujú imunitný systém. Takto označené patogény sú pripravené   
na likvidáciu, ktorá je známa pod pojmom fagocytóza. Ide vlastne o pohltenie a následné zničenie 
neţelaného prvku pomocou makrofágov a neutrolitov, ktoré sú do napadnutého miesta privolané. 
Ďalej obsahuje dendritické bunky. Tie po zneškodnení patogénu, prenesú informáciu o jeho 
vlastnostiach do lymfatických uzlín, kde stimulujú bunky adaptívnej imunity a umoţňujú tak rozvoj 
účinnej imunitnej odpovede. 
4.1.2 Adaptívna imunita 
Adaptívna alebo tieţ získaná imunita je špecifická. Jej obranné bunky dokáţu presne určiť typ 
patogénu a adekvátne na to prispôsobia svoju reakciu. Reakcia je pomalšia ako u vrodenej imunite 
a môţe sa pohybovať v rádoch niekoľkých hodín. Adaptívna imunita sa priebehu ţivota jedinca 
neustále vyvýja a zlepšuje. Túto schopnosť jej umoţnuje vytváranie pamäťových buniek. Tie sa 
vyvinú z trénovaných lymfocytov B a T (základných buniek adaptívnej imunity) po potlačení 
infekcie. Z tohto prícípu vychádza očkovanie, kedy sú jedincovi podané oslabené patogény, aby si 
vytvoril protilátky. Reakcia na známu hrozbu je rýchlejšia a efektívnejšia. Kaţdý typ bunky je moţné 
rozpoznať pomocou unikátneho charakteristického vzoru (antigénu). Na tento antigén sa potom 
zameriavajú najdôleţitejšie bunky adaptívnej imunity. Ako uţ bolo pomenuté sú to lymfocyty B a T. 
 
  
Obr.č.4.2: Rozpad lymfocytu B 
 
 Lymfocyt B vzniká a dozrieva v kostnej dreni. Pri neprítomnosti antigénu v organizme 
nastáva dozrievanie a plne fukčné Lymfocyty B. Denná produkcia je niekoľko desiatok miliónov 
nových buniek. Kaţdá z nich obsahuje receptor práve na jeden špecifický antigén. Ale spolu generujú 
milióny kombinácií antigénov. Z takto vytvorených buniek môţe nastať, ţe imunitné bunky 
pokladajú bunky vlastného tela za nepriateľské. Tieto lymfocyty sú odstránené negatívnou selekciou. 
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Spolu s pozitívnou selekciou takto eliminujú asi 90% vzniknutých lymfocytov. Zvyšok sa potom 
dostane do obehu. Ţivotnosť lymfocytu B je pár týţdňov. Ak sa v organizme vyskytne patogén 
s antigénom, na ktorý daný lymfocyt B reaguje, mení sa na bunky syntetizujúce protilátky (Obr. 4.2). 
Jednými z nich sú plazmatické bunky, ktoré majú za úlohu samotnú produkciu protilátok. Ďaľšie sú 
pamäťové B-bunky. Tie uţ majú ţivotnosť aj niekoľko rokov a umoţňujú efektívnejšiu reakciu        
na opakovaný výskyt patogénu s prísl šným antigénom.  
 
 
Obr. č. 4.3: Typy lymfocytu T 
 
 Lymfocyt T rovnako ako B vzniká v kostnej dreni, ale jeho dozrievanie prebieha v detskej 
ţľaze. Rovnako ako lymfocyt B dokáţe vytvárať pamäťové bunky, ale niektoré z nich majú svoju 
typickú funkciu. Rozpoznávame tri typy lymfocytu T (Obr. 4.3), sú to pomocné , cytotoxické 
a regulačné. Pomocné (T-helper) majú pomocnú funkciu pre ostatné imunitné bunky, ako sú 
makrofágy a ďaľšie lymfocyty. Regulačné (T-supressor) plnia funkciu tlmenia imunitných reakcií 
a pomáhajú tak zabrániť vzniku autoimunitných chorôb (reakcia na vlastné bunky). Cytotoxické     
(T-cytotoxic) ničia infikované bunky. Zabíjajú bunky napadnuté vírusmi, ktoré majú schopnosť 
preţívať a mnoţiť sa, aby sa infekcia nešírila ďalej.   
4.2 Vlastnosti 
V návrhu umelých imunitných systémov nájdu svoje uplatnenie nasledujúce vlastnosti, vychádzajúce 
priamo z princípov biologických imunitných systémov.[8] 
4.2.1  Decentralizované riadenie  
Imunitný systém neobsahuje ţiadný centrálny bod, ktorý by systém kontoloval alebo riadil. 
Nefunkčnosť samotného riadiaceho prvku by mohla ovplyvniť správanie celého systému, preto je 
jeho absencia výhodou. V biologických imunitných systémoch je kaţdý prvok zodpovedný za svoju 
funkciu a sú riadené iba vlastnou interakciou. 
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4.2.2 Distribuovaná štruktúra  
Rýchla reakcia imunitného systému je spôsobená, ţe jeho bunky sú rozšírené po celom organizme. 
Pri prenesení tejto vlastnosti na umelé systémy a konkrétne filtrovanie nevyţiadanej pošty, sa dá 
povedať, ţe je vhodné mať niektoré súčasti spamového filtra aj na klientských staniciach a nie len    
na servroch. Taktieţ z hľadiska bezpečnosti je moţné, aby bola pamäť rozloţená po celej štruktúre 
systému. 
4.2.3 Paralená činnosť  
Reakcia na viacerých miestach súčasne. Pri prieniku patogénu do systému, imunitný systém okamţite 
reaguje. Ak behom tejto reakcie nastane ďaľší útok na inom mieste, imunitný systém si s tým dokáţe 
poradiť a paralene zareaguje. V umelých systémoch to znamená súčasné spracovávanie niekoľkých 
signálov. 
4.2.4 Komplexnosť  
Imunitný systém je stavaný, aby bol schopný reagovať na akýkoľvek typ napadnutia a na kto-
romkoľvek mieste (môţe byť napadnutá aj samotná bunka imunitného systému). Na rozpoznanie 
patogénu nie je nutné, aby sa jeho antigén úplne zhodoval s receptorom. Je dôleţité, aby sa imunitné 
systémy vyrovnali s malými zmenami (dve správy sú spam, ale nie sú úplne rovnaké). Je potrebné 
myslieť aj na problém autoimunity, kedy sú vlastné bunky označené ako neţiadúce. V kontexte 
spamových filtroch je to mazanie korektnej pošty. Vznik autoiminuty minimalizujú algoritmy 








4.2.5 Adaptabilita  
Adaptabilita je schopnosť systému prispôsobovať sa. V priebehu ţivotného cyklu sa dokáţe učiť        
a tým efektívne reagovať na nové hrozby. Biologické imunitné systémy majú obmedzenie 
koncentrácie lymfocytov v krvnom riečisku, preto nemajú pamäťové bunky neobmedzenú ţivotnosť. 
Tie zanikajú a vznikajú v závislosti na daných okolnostiach. Existuje istý kompromis medzi dĺţkou 
ich ţivotného cyklu a celkovým počtom prvkov.   
4.3 Algoritmy  
V biologických imunitných systémoch sa často spomínajú tri základné algoritmy. Pomocou týchto 
algoritmov sa modeluje správanie imunitného systému. Sú to pozítívna selekcia, negatívna selekcia   
a klonálny selekčný algoritmus. Aby bolo moţné bliţšie vysvetliť fungovanie jednotlivých 
algoritmov, je potrebné zadefinovať tri mnoţiny. Mnoţina S (SELF) obsahuje prvky, ktoré sú 
súčasťou systému. Z biologického hľadiska sú to bunky samotného jedinca. Ďalej je to mnoţina D, 
ktorá zahrňuje detektory. Tretia mnoţina N (NON-SELF) sa skladá z prvkov, ktoré nepatria             





Obr.č. 4.5: Algoritmus negatívnej selekcie 
     
4.3.1 Pozitívna selekcia 
Algoritmus pozitívnej selekcie sa pouţíva v imunitných systémoch na odstránenie neuţitočných 
lymfocytov, ktoré nemajú vyvinuté ţiadne receptory alebo sú poškodené. Princíp vychádza 
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z dozdrievania lymfocytov T v detskej ţľaze. Lymfocyty, ktoré preţijú pozitívnu selekciu nebudu 
eliminované a môţu sa podieľať na efektiívnej obrane. Vlastný algoritmus je zobrazený na obr. č. 4.4. 
Na začiatku je potrebné nainicializovať mnoţinu kandidátov na detektory. Potom sa medzi porovná 
afinita medzi kaţdým prvkom z mnoţiny S (SELF) a kandidátom. V prípade, ţe kandidát bol schopný 
rozpoznať prvky z vlastnej mnoţiny S, zaradí sa medzi detektory. Ak nazvládol identifikovať ţiaden 
z prvkov, znamená to, ţe je zbytočný a eliminuje sa. 
4.3.2 Negatívna selekcia 
Princíp algorimu negatívnej selekcie je podobný princípu pozitívnej selekcie. Z rozdielom, ţe 
pozitívna selekcia zachováva prvky, ktoré su schopné rozpoznať prvky vlastné a negatívna selekcia 
prvky, ktoré identifikujú prvky z mnoţiny SELF eliminuje. Eliminácia týchto buniek nastáva preto, 
aby nedochádzalo k autoimunite, to je označenie buniek vlastného jedinca bunkami imunitného 
systému a ich následné ničenie. Výsledkom je mnoţina detektorov, ktoré sú schopné naviazať sa len 
na bunky z mnoţiny N (NON-SELF). Samotné fungovanie je na obrázku 4.5. 
4.3.3 Klonálny selekčný algoritmus 
Úlohou klonálneho selekčného algoritmu je vznik novyćh detektorov,ktoré budú schopné reagovať  
na problém. Pouţiva sa v prípade, ţe sa lymfocyty naviaţu na patogén a začnú sa mnoţiť. Vtedy sa  
na novovytvorených lymfocytoch tvoria receptory, ktoré nesú informáciu vytvorenú práve pomocou 
klonálneho selekčného algoritmu. Zaistí sa tým generácia rôznych variácií, ktoré sú schopné 
efektívne rozpoznať aj modifikované patogény a tým zaisťujú účinnú obranu. Samotný algoritnus má 
nasledujúce znenie. V prvom kroku prebehne inicializácia, čiţe sa nahodne vytvorí populácia 
detektorov. Ďaľší krok beţí v cykle aţ do splnenia ukončovacej podmienky. Tou môţe byť 
prekročenie prahovej miery afinity alebo aj určitý počet vykonania cyklu. V cykle sa postupne 
vykonávajú kroky: výber, generovanie, mutácia a vyhodnotenie. Vo výberovom kroku sa z mnoţiny 
vyberú prvky z najvyššou afinitou. Potom prichádza na rad generovanie klonov. Klonuje sa 
spôsobom, ţe čim väčšia afinita prvku, tým viac klonov bude vytvorených. Nasleduje mutácia buniek, 
ktorá naviac upraví bunky z najniţšou afinitou. Bunky, u ktorých bola afinita vysoká, zmutuje len 
minimálne alebo vôbec. Posledným krokom je vyhodnotenie afinity pre kaţdú vytvorenú bunku. Ak 
nebola splnená podmienka ukončenia, vracia sa na začiatok cyklu. V kontexte filtrovania 
nevyţiadanej pošty sa klonálna selekcia pouţíva k vyhladávaniu podobných slov. Často sa stáva, ţe 
s cieľom obísť antispamové filtre sa niektoré typické slová nahradzujú opticky podobnými slovami 
(napr. VIAGRA – V14GR4). A pomocou tohoto algoritmu je moţné tieto slová identifikovať.  
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5 Aplikácie v praxi 
V poslednom čase problém nevyţiadanej pošty stále narastá. Preto je po aplikáciach na jej filtráciu 
stále dopyt. Na trhu existuje mnoho komplexných spamových filtrov, či uţ komerčných alebo voľne 
dostupných. Niektoré z nich sú zastaralé a iné sa zas tešia veľkej obľube a prechádzajú stále ďaľším  
a ďaľším vývojom, a tým sa neustále zlepšujú. V tejto kapitole sa predstavia známe aplikácie a ich 
základné princípy. Keďţe pre potrebu vývoja a testovania nových metód filtrovania pošty sú potrebné 
dáta. Na zistenia reálneho správania filtrov najlepšie poslúţia databázy skutočnej emailovej 
komunikácie. Tieto datasety alebo aj testovacie korpusy sú poskytované od rôznych organizácií. 
Navrhnuté metódy a ich výsledky sa potom merajú a vyhodnocujú. Existuje niekoľko hľadísk, 
z ktorých sa určuje kvalita aplikácie. Metriky potom rozoberie posledná časť. 
5.1 Aplikácie 
Táto časť sa venuje popisu sluţieb a aplikácií na trhu, ktoré sa zameriavajú na filtrovanie 
nevyţiadanej pošty. 
5.1.1 SpamAssassin 
SpamAssassin [11] je multiplatformný nástroj na filtrovanie nevyţiadanej pošty pracujúci nad 
servrom Apache. Je to komplexný filter zaloţený na pravidlách z regulárnych výrazov, Bayesovskom 
filtri a vyuţíva aj vlastný blacklist. Kaţdé pravidlo má definovanú svoju bodovú hodnotu, ktorá sa           
po vyhodnotení pripočíta k celkovému skóre správy. Po prekročení stanoveného prahu sa správa 
označí sko nevyţiadaná. SpamAssassin je filter, v ktorom nájdeme veľké mnoţstvo rôznych metód 
pouţívaných k detekcii spamu, ktorý sa dá uţívateľsky konfigurovať a dopĺňať. Kaţdý si tak môţe 
filter personalizovať, aby dosiahol čo najvyššiu efektivitu.    
5.1.2 Bogofilter 
Tento spamový filter sa zaraďuje do skupiny šatistických filtrov. Okrem šatndardne pouţívaných 
Bayesovskyćh metód, Bogofilter vyuţíva na klasifikáciu aj iné štatistické modely. Pred samotným 
pouţívaním filtra je nutné ho najskôr naučiť, ako pri kaţdom štatistickom filtri. Zaujímavosťou je, ţe 
ku klasifikácií pouţíva všetky slová emailu, vrátanie hlavičky. Sám filter sa potom ešte učí priebeţne 
zo správ, ktoré sám klasifikoval. Problémom môţe byť ak, by niektoré správy klasifikoval nesprávne 
a tým by sa aj nesprávne učil, čo bude maŤ za následok postupne rozľadovanie filtra. Preto je vhodné 
zo začiatku pouţívania Bogofiltra vyuţívať to, ţe poskytuje trojstavové výstupy. Na základe 
zvolených prahov, môţeme definovať, ktoré správy sú isto spam a ham a ktoré budú potrebovať ešte 
uţívateľský zásah (klasifikujú sa ručne). Po dostatočnom naučení vykazuje vysoku úspešnosť 




Úspešnosť spamového filtra sa vyhodnocuje podľa viacerých kritérií. Na začiatok je potrebné 
zadefinovať pojmy True/False positive a True/False negativ. Tabuľka číslo 5.1 znázorňuje, čo 
jednotlivé pojmy znamenajú. Môţu sa vyskytnuť dva typy chybnej klasifikácie. False negativ (FN) 
je, keďfiltre nevyţiadanú poštu neoznaćí a pokladá ju za legitímnu. Je to menej závaţnejší problém. 
Druhým je False positiv (FP), ktorý nastane, ak sa správa legitímna identifikuje ako spam. Tomuto 
problému by sa mali dobré filtre vyhýbať [2]. Tento jav je moţné zmierňovať vhodne zvoleným 
prahom, pre klasifikáciu správy. V literatúre sa spomínajú nasledujúce často volené prahy 0,5, 0,9      
a 0,99. Čím je prah vyšší, tým by malo byť nesprávne klasifikovaných legitímnych správ (FP) menej.  
 
Email           /     Klasifikácia Spam Ham 
Spam True positiv (TP) False negativ (FN) 
Ham False positiv (FP) True negativ (TN) 
 
Tabuľka č. 5.1: True/False positive a True/False negativ 
 
Na základe daných pojmov môţme potom vypočítať nasledujúce veličiny, ktoré sa pouţívajú 
v meraní efektifity filtrov (Cs a Ch sú mnoţiny správ danej triedy):  
 
 Citlivosť na  spam - True positiv rate (Tpr) 
    
    
    
                                                                   (5.1) 
 Blokovanie legitímne pošty - False positiv rate (Fpr) 
    
    
    
                                                                   (5.2) 
 Citlivosť hamu - True negative rate (Tnr) 
    
    
    
                                                                   (5.3) 
 Neklasifikáciu spamu - False negativ rate (Fnr) 
    
    
    
                                                                    (5.4) 
 Presnosť detekcie spamu - Spam precision (Ps)  
   
    
         
                                                                (5.5) 
 Presnosť detekcie hamu - Ham precision (Ph) 
   
    
         
                                                                (5.6) 
 Správnosť klasifikácie - Accuracy (Acc) 
    
         
         




 Chybovosť - Error rate (Err) 
    
         
         
                                                               (5.8) 
 1 - ROCA 
         
   
     
                                                               (5.9) 
 
Existuje aj metóda vyhodnocovania, ktoré berie do úvahy problém False positiv, čiţe predpokladá, ţe 
legitímne správy, ktoré boli nesprávne klasifikované ako nevyţiadané, sú niekoľkokrát drahšie ako 
opačný prípad. Tento pomer určuje zvolená konštanta λ, ktorá je rovná hodnote 1 alebo 9. Vzťah     
na výpočet metódy zhodnocujúcej cenu chyby (total cost ratio - TCR) je 5.9. 
 
    
    
          
                                                           (5.10) 
 
Pre posudzovanie výkonu klasifikátorov sa pouţíva tieţ Matthewsov korelačný koeficient (Matthews 
correlation coeficient - MCC). Meria kvalitu binárnej klasifikácie a poskytuje oveľa viac informácií 
ako TCR. Výsledné hodnoty sú v rozsahu od -1 do 1. Kladná jednotka, značí perfektnú presnosť, 
zaáporná presný opak. Poskytuje vyváţené hodnotenie, ktoré je definované vzťahom 5.10.  
 
    
                   
                                                
                             (5.11) 
 
V prípade, ţe by bolo potrebné zahrnúť do hodnotenia vplyv ceny chyby, je to moţné rovnako ako  
pri TCR pomocou konštatnty, ktorá vynásobí počet nesprávne detekovaných legitímnych správ. 
 
Pomocou predstvavených metrík sa potom budu vyhodnocovať výsledky implementovaného filtra 







6 Návrh filtra 
Cieľom práce je navrhnúť efektívny filter nevyţiadanej pošty so zameraním sa na analýzu samotného 
textu emailovej správy. Tento komplexný problém sa dá rozdeliť na niekoľko dieľčích 
podproblémov. Sú to samotná analýza a parsovanie textu správ, následné učenie a nakoniec 
klasifikácia správy do jednej z dvoch tried (spam a ham) pomocou Bayesovského klasifikátora. 
Výsledkom bude aplikácia, ktorá sa bude snaţiť, čo s navyššou úspešnosťou správne zatriediť správy 
na vstupe. Pre upresnenie fitrovanie nebude vykonávané online. Aplikácia bude určená iba               
na demoštráciu zvolených metód a algoritmov a porovnanie ich efektivity s metódami pouţitými 
v praxi a iných publikáciách. 
6.1 Parsovanie textu 
Zo získaných poznatkov pri študiu filtrov nevyţiadanej pošty vyplýva, ţe text správy sa rozdelí        
na jednotlivé tokeny (slová). Pred samotnou tokenizáciu textu, je dôleţité zamieslieť sa ešte nad ne-
jakým predspracovaním texu. Do úvahy prichádza zjednotenie veľkých a malých písmen, aj keď 
z príkladov z praxe vyplýva, ţe je vhodnejšie ponechať pôvodnú veľkosť písmen a počítať osobitne 
so slovami „BUY“ a „buy“. Ďalej je moţné odstrániť z textu spojky a predloţky. V štádiu 
predspracovania textu sa dajú pomocou vhodne zvolených regulárnych výrazov eliminovať optické 
zmeny niektorých slov typických pre spam. Po predspracovaní príde na rad uţ spomenuté rozdelenie 
textu. Štandardne sa text rozkúskuje na jednotlivé slová, ktore sa potom ďalej vyuţívajú. Takto 
vytvorené tokeny budú ďalej pouţité pri učení a klasifikácií.   
6.2 Učenie 
Vo fáze učenia bude dostávať aplikácia na vstupe dve trénovacie mnoţiny so správami typu spam      
a ham. Kaţdá správa prejde parsovaním a dostaneme samotné tokeny a ich príslušnosť k jednej 
z tried. Zostavia dve tabuľky (spam a ham), v ktorých budú zaznamenané počty správ, ktorých sa ten 
daný token vyskytoval. Na základe týcho tabuliek sa potom podľa vzťahu z pouţitej Bayesovskej 
metódy dopočítajú pravdepodobnosti výskytov jednotlivých tokenov. Pre kaţdý term sa potom ešte 
vypočíta hodnota, ktorá bude pouţitá na redukciou priestoru slov. Tým sa zvýši efektivita a zníţia sa 
nároky  na samotný výpočet, keďţe sa zredukuje počet tokenov niekoľkonásobne. 
 Po preštudovaní zdrojov bude v práci pouţitá metóda, ktorej základom bude Naivný Bayes  
vo verzii Boolean, keďţe preukazuje stabilne dobré výsledky a v kaţdej testovanej variante je medzi 
najlepšími troma [3]. Pravdepodobnosť výskytu termu sa pri učení bude preto počítať podľa vzorca 
6.1 [3]. 
         
          
       
                                             (6.1) 
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Podľa článku o vplyve redukcie počtu tokenov na klasifikáciu spamu [2] je najvhodnejší algoritmus 
pre zvolenú metódu klasifikácie (Naivný Bayes – Boolean) χ2  štatistika (χ2  statistic). To znamená, ţe 
sa bude počítať podľa vzťahu 6.2 [2]. Platí, ţe čím vyššia hodnota χ2, tým má token väčší prínos pre 
klasifikáciu. Vyberať sa preto bude prvých x (zvolená hodnota redukcie) tokenov s najvyššou 
hodnotou.  
 
       
                                             
 
                        
                          (6.2) 
6.3 Klasifikácia  
Na samotnú klasifikáciu sa bude pouţívať Bayesovský klasifikátor. Ako uţ bolo spomenuté výchádza 
z Boolean Naivného Bayesa (kapitola 3.4.5). Samotný vzťah bude upravený podľa článku [12]. To 
znamená, ţe výpočet základného vzťahu na výpočet pravdepodobnosti (skóre), ţe správa obsahujúca 
dané slová je spam, pre Boolean Naivný Bayes (6.3 [3]) bude upravený niţšie popísaným spôsobom. 
Samotná klasifikácia potom je porovnanie získaného skóre zo zvoleným prahom (6.4). Ak je prah 
niţší ako skóre správa je povaţovaná za legitímnu a naopak. 
 
         
             
                        
                                    (6.3) 
                                                          (6.4) 
Pravdepodobnosť výskytu danej správy v poţdadovanej triede (nevyţiadané alebo legitímne správy) 
je daná vzťahom 6.5 [3]. 
           
 
                                               (6.5) 
Úprava bude spočívať v samotnom výpočte pravdepodobnosti (6.4), kde jednotlivým termom budu 
priradené hodnoty, ktoré budú vyjadrovať dôveryhodnosť pravdepobnosti príslušnosti termu k tiede 
vyjadrenej v pomocou 6.1. Získame tým vzťah 6.6. 
 
           
 
                                                (6.6) 
           
 
                                             (6.7) 
          
        
     
 
                                             (6.8) 
Dôveryhodnosť má pre kaţdý term na začiatku hodnotu jedna a postupne sa s učením mení.             
Pri kaţdom pouţití termu v učení je prenásobená zvoleným koeficientom učenia. Ak sa učil             
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pri chybnej klasifikácií spamu, zmení sa dôveryhodnosť termu v spame. Pri chybnej klasifikácií hamu 
sa prenásobí druhá. V algoritme je ale pouţitá iba jedna, ktorá je daná pomerom „spamovej“                   
a „hamovej“ dôvery, preto sa v druhom prípade dôvera koeficientom delí. Pravdepodonosť výskytu 
správy v daných triedach počítame pre spam podľa vzťahu (6.7) a hamu (6.8). 
6.4 Priebeh algoritmu 
Vyššie boli popísané hlavné zloţky metódy filtrovania spamu. Táto časť je zameraná na celkový 
priebeh programu a postupnosť jednotlivých krokov. Celá metóda filtrovania nevyţiadanej pošty 
pomocou analýzy obsahu správ je zaloţená na dvoch samostatných celkoch, ktoré fungujú oddelene. 
 
 






                                                                                    
                                                                          Kompletný 
                                                                          zoznam slov 
                                                                          s údajmi 
 
Obr. č. 6.1: Diagram fázy počiatočného učenia 
 
Jediným spojením medzi fázami je, ţe výstup prvej je jedným zo vstupov druhej fázy. Prvá sa nazýva 
počiatočné učenie. Vytvorí prvotný zoznam slov a ich dopočítaných potrebných údajov, je zobrazená 
na obrázku 6.1. Na vstupe očakáva mnoţinu správ, krorá obsahuje správy typu spam a ham.            
Na výstup potom dáva zoznam jednotlivých slov, obsiahnutých vo vstupných správach, s vypočítanou 
pravdepodobnosťou výskytov jednotlivých slov v danych triedach (P)  a χ2  štatistikou. 
Druhá fáza je uţ samotná klasifikácia správy a s tým spojené ďaľšie činnosti.  Ako vidieť 
z diagramu na obrázku 6.2, algoritmus klasifikácie dostáva na vstupe správu, ktorej sa bude určovať 
príslušnosť do jednej z dvoch tried (spam alebo ham). Ďaľším potrebným vstupom je naučený 
zoznam slov, ktorý dostane z prvej fázy. Tento celý zoznam sa najskôr zredukuje na určený počet 
slov, pre zvýšenie výkonnosti metódy. Nasleduje výpočet ohodnotenia správy a jej klasifikácia. 
Algoritmom určený druh správy sa porovná s jej skutočným zaradením. Ak metóda správu klasifikuje 
nesprávne, vstupný zoznam slov má rezervy a preto je potrebné ho doučiť a aktualizovať. Toto 
doučenie prebehne tak, ţe najskôr sa pre kaţdé slovo upraví dôveryhodnosť podľa spôsobu 
popísaného v predchádzajúcej časti. Samotné učenie sa uţ vykoná známym spôsobom. Pripočítajú sa 
počty výskytov slov, pre kaţdé nachádzajúce sa vo vstupnej správe a prepočítajú sa všetky 
pravdepodobnosti výskytov a hodnoty potrebné na redukciu počtu slov. S takto preučeným 
zoznamom sa správa opäť pokúsi klasifikovať. V prípade, ţe je stále nesprávne zaradená, opakuje sa 






P a χ2 
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Počet opakovaní cyklu môţe byť od jeden do kľudne aj niekoľkotisíc. Výstupm celej tejto fázy je typ 
klasifikovanej správy určený metódou a zároveň aj upravený zoznam slov. Aby bolo moţné reagovať 
na stále nové nevyţiadané správy je veľmi dôleţité postupné doučovanie základného zoznamu slov 
získaného z prvej fázy. Preto sa pri zlej klasifikácií upravuje, kým nie je s určitou presnosťou 
zaradená správne. Tento spôsob umoţní neustále sa adaptovať na nové slová pouţité v nevyţiadaných 
správach a zároveň zabezpečuje presonalizáciu spamového filtra. 
 
 





   
         Určený typ 
         správy (s/h) 
 
 
                                     Zoznam slov 
                                     (doučený) 
 
 















Táto kapitola popisuje implementáciu algoritmu a demonštrčnej aplikácie, ktorá má za úlohu overiť   
a otestovať správnosť navrhnutej metódy. Podmienkou bola spustiteľná aplikácia na operačnom 
systéme Windows. Program bol implementovaný pomocou .Net Frameworku verzie 4.0 a prog-
ramovacieho jazyka C#. Na podporu práce boli pouţité ďaľšie kniţnice. Pre ukladanie dát                
do databáze vyuţíva kniţnicu Devart SQLite. Na vyzualizáciu výsledkov bola zvolená štandardná 
kniţnica Microsoft DynamicDataDisplay. Grafické uţívateľské prostredie je vytvorené vo WPF 
(Windows Presentation Foundation). Celá aplikácia bola vyvýjaná vo vývojovom prostredí MS 
Visual Studio 2013, ktoré je pre prácu s .Net Frameworkom najvhodnejšie. 
7.1 Databáza 
Vytvorená aplikácia obsahuje databázu, ktorá jej slúţi na ukladanie informácií o jednotlivých 
slovách, získaných pri učení.. Keďţe sú uskladnené v databázovom súbore, môţu byť pouţité aj      
po ukončení programu. Je pouţitá databáza SQLite a na jej správu uţ spomenutá kniţnica Devart 
SQLite. Po analýze všetkých poţadovaných údajov bola navrhnutá štruktúra tabuľky databázy. 
Zakladnými stĺpcami sú slovo (Token), počet výskytov v nevyţiadanej a vyţiadanej pošte (SpamNum 
a HamNum) a celkový počet výskytov (Count), čo je súčet predchádzajúcich dvoch. Obsahuje ďalej 
štyri dopočítavané stĺpce. Sú to pravdepodobnosti výskytu slova v spame a hame (RateS a RateH 
počítané podľa vzťahu 6.1 v predchádzajúcej kapitole), dôveryhodnosť daného slova v klasifikácií 
(Confidence) a údaj, podľa ktorého sa bude redukovať počet pouţitých slov (X2). Kompletnú prácu 
s databázou zapuzdruje trieda DatabaseHandler. Implementuje všetky potrebné metódy ako 
vytvorenie, vloţenie a vymazanie riadku ako aj celej tabuľky. Príklad príkazu vytvorenia pouţitej 
tabuľky je:  
CREATE TABLE IF NOT EXISTS Tokens (Token TEXT NOT NULL PRIMARY KEY, 
HamNum INTEGER, SpamNum INTEGER, Count INTEGER, RateH DOUBLE, RateS 
DOUBLE, Confidence DOUBLE, X2 DOUBLE); 
Časť naplnenej tabuľky databázy je na obrázku 7.1. 
 
 




Učenie je jedna z nosných častí metódy filtrovania nevyţiadanej pošty. Celá jeho funkčnosť je ob-
siahnutá v triede Teacher, ktorá je zdedená od základnej triedy BaseHandler (obr. 7.2). 
Súčasťou základnej triedy sú metódy, ktoré sú společné pre učenie a zároveň aj pre testovanie. 
Dôleţitým prvkom je slovník, ktorý zahrňuje štruktúry, ktoré budú následne uloţené do databázy, 
prípadne z nej načítané. Implementuje tieţ metódy na úpravu a následné parsovanie správy. Celý 
princíp spočíva v analýze vlastného textu správy, z ktorej sa odstránia nealfanumerické znaky a slová 
dlhšie ako tridsať a kratšie ako tri znaky. Metódy priamo závislé na navrhnutej metóde klasifikácie sú 
GenerateRateToken a GenerateX2Value. Jedna počíta pravdepodobnosť výskytu slova 
danej triede správ a druhá spočíta χ2  štatistiku. Matematicky sú vyjadrené prechádzajúcej v kapitole 
o návrhu algoritmu, konkrétne rovnicami 6.1 a 6.2. Kompletný proces učenia je potom imple-
mentovaný v metóde Learn. To uţ iba v cykle prechádza jednotlivé správy zo vstupných adresárov 
(spam aj ham), ktoré rozdelí na slová a naplní slovník s počtov výskytov. Následne pomocou vyššie 
spomenutých metód spočíta potrebné dáta. Celý slovník potom naraz v tranzakcii uloţí do databázy, 
čo je niekoľkonásobne rýchlejšie ako ukladanie samostatne po jednom zázname. Takto vzniknutý 
databázový súbor je uloţený na disku a môţe byť viacnásobne pouţitý v testovacej fáze našej 










Klasifikáciu správ má za úlohu testovacia fáza. Tú zabezpečuje trieda Tester, zobrazená na ob-
rázku 7.2. Je tieţ ako trieda Teacher zdedená od základnej triedy BaseHandler. Obsahuje 
navyše další slovník štruktúr tokenov s údajmi. Je to pracovný slovník, kterého počet prvkov je 
zredukovaný a tým reprezentuje redukovaný priestor slov. Metóda fillDictionary zoradí 
zostupne podľa χ2  štatistiky jednotlivé prvky a potom vyberie počet, ktorý je daný vstupným 
parametrom a vloţí do pracovného slovníka. Asi najdôleţitejšou metódou triedy je 
getMessageScore. Implementuje vzťah klasifikátora (rovnica 6.3), a tým získa skóre správy, čo 
nám umoţňuje zaradiť správu do danej triedy (spam alebo ham). Podobne ako pri učení celý priebeh 
testovania riadi metóda Test. Spracováva v cykle postupne všetky správy zo vstupného priečinka. 
 
 
Obr. č. 7.3: Diagram behu pre klasifikáciu a doučovanie 
 
Priebeh klasifikácie jedného emailu je zobrazený na obrázku 7.3. Z databázového súboru na vstupe sa 
podľa hodnôt redukčnej funkcie vyberie daný počet slov (parameter programu). Druhým vstupom je 
samotná správa, tá sa spracuje a jej text sa rozdelí na jednotlivé slová. Následne sa vypočíta 
ohodnotenie správy (skóre) spomenutou metódou getMessageScore. Ak je hodnota väčšia ako 
zvolený prah (parameter), email sa klasifikuje ako spam, v opačnom prípade je pokladaný za poštu 
vyţiadanú. Výsledok sa uloţí pre výpočet štatistky. Ďalej sa naše zaradenie správy porovná              
zo skutočnosťou. Ak je zaradenie správne, proces klasifikácie danej správy sa ukončí. Ak nastalo 
chybné zatriedenie, prichádza na rad proces doučovania databázy a tým metóda LearnInTest. 
Doučovanie prebieha v cykle, aţ kým sa vstupná správa neklasifikuje správne, ale prah s ktorým sa 
nové skóre porovnáva je prísnejší. Je upravený o hodnotu epsilon (E - parameter v aplikácií),             
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v prípade hamu je prah o hodnotu epsilon niţší. V prípade spamu zasa o eplison väčší. Prísnejší prah               
pri doučovaní je z dôvodu, aby existovala rezerva a bolo isté, ţe podobná správa sa nabudúce uţ 
klasifikuje správne. Preučenie začína úpravou dôveryhodnosti o koeficient, ktorý je voliteľný 
v programe. Počiatočná dôveryhodnosť kaţdého slova je jeden. Všetkým slovám vyskytujúcim sa 
v správe sa do databázy pripočíta jednotka v stĺpci HamNum alebo SpamNum podľa toho, ktorým 
typom správy doučujeme. Keďţe sa zmenili počty výskytov slov, je potrebné znovu prepočítať 
pravdepodobnosti výskytov a štatistiku pre redukciu. Vznikla tak čiastočne zlepšená databáza, opäť 
sa vypočíta skóre správy z nových hodnôt a porovná so spomínaným prísnym prahom. Takto sa to 
opakuje pre kaţdú ďaľšiu správu a postupne máme lepšiu a lepšiu vstupnú databázu. Nakonci 
testovacej fázy sa vzniknutá databáza uloţí pod novým názvom, je jednoznačne identifikovaná 
dátumom a časom a pripravená pre znovupouţitie na novom testovaní. 
7.4 Grafické užívateľské rozhranie 
Po popísaní funkčných častí aplikácie nasleduje implementácia grafického uţívateľského rozhrania 
(GUI). To je dôleţité pre jednoduchú správu a ovládanie programu. Je napísané kompletne pomocou 
Windows Presentation Foundation (WPF) v značkovacom jazyku XAML a niektoré časti aj 
v samotnom programovom kóde. Ťaţiskom celého okna je komponenta DockPanel, do ktorej sú  
na jednotlivé časti okna vloţené ďaľšie komponenty. Kompletné okno je zobrazené na obrázku 7.4. 
 
 
Obr. č. 7.4: Návrh grafického uţívateľského rozhrania 
  
Vrchná časť je zameraná na spravovanie vstupných súborov. Obsahuje mrieţku (Grid), do ktorej sú 
zasadené checkboxy, tlačítka a textblocky. Hore v pravej časti sú veľké tlačítka, ktorými sa spúšťa 
samotné trénovanie a testovanie. Ľavú časť dokovacieho panelu tvorí opäť štruktúra niekoľkých 
mrieţok vyplnená prevaţne textboxami a textblockmi. Je to miesto pre nastavenia a výpis aktuálnych 
štatistík. Všetky plniteľné polia sú poprepájané s premennými v programovom kóde a obojsmerne 
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bindované. To znamená, ţe akákoľvek zmena sa okamţite prejaví na obidvoch miestach. Najväčšiu 
časť panelu tvorí miesto pre grafické vyjadrenie vybraných štatistických ukazovateľov. Obsahuje 
skrolovací panel (ScrollViewer), v ktorom budú umiestnené grafy je jednotlivé behy testovania. 
7.5 Výstup 
Samotná aplikácia má za úlohu overiť správnosť a efektivitu navrhnutej metódy fitrovania 
nevyţiadanej pošty. Preto výstupom programu sú rôzne štatistické ukazovatele. V ľavom panely 
aplikácie sú po ukončení behu testovania vloţené vypočítané hodnotý všetkých pouţívaných metrík. 
Podorobnejšie sú popísané v kapitole 5.2. Pod nimi je ešte vloţená tabuľka zobrazujúca absolútny 
počet spamu a hamu, ktoré boli správne a aj neprávne klasifikované. Príklad ukazuje obrázok 7.5.  
 
 
Obr. č. 7.5: Výpis podrobných štatistík 
 
Hlavná časť výstupu ale náleţí strednej časti aplikácie. Tá zobrazuje získané výsledky prevaţne       
vo forme grafov. Grafy sú tvorené pomocou kniţnice DynamicDataDisplay. Metódy na vytvorenie 
jednotlivých grafov sú implementované v triede Graph. Vykreslené grafy je moţné pomocou myši 
posúvať a pribliţovať alebo odďaľovať. Po kaţdom teste klasifikácie sa na konci hlavného okna 
zobrazí StackPanel, obsahujúci všetky potrebné informácie o danom testovacom behu Sú to časti 
3,4 a 5 na obrázku 7.6. V časti označenej číslom 3 sa nachádzajú informácie o vstupnej natrénovanej 
databáze a vstupnom priečinku obsahujúcom správy, ktoré sa klasifikovali. Ďalej obsahuje opis 
nastavení zvolených pred testom. Nakoniec sú tam vypísané dve základné štatistiky ako presnosť 
klasifikácie a Matthewsov korelačný koeficient. Pre prípadné porovnanie ostatných štatistík je znovu 
vloţená tabuĺka s absolútnymi počtami zatriedených správ, z ktorej je moţné dopočítať hodnotu 
kaţdej metriky. Časť 4 zobrazuje graf vývoja nesprávne klasifikovaných správ (false positiv a false 
negativ) v závislosti od celkového počtu klasifikovaných správ (os x – celkový počet správ, os y – 
počet správ). Štatistika je počas behu testovania postupne zaznamenávaná a na konci sa vykrelí. 
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Prínos tohto grafu bude popísaný v kapitole 8. Posledná časť (5) štatistiky jedného behu je graf 
znázorňujúci počet správ s daným skóre (os x – skóre, os y – počet správ). Skóre, kaţdej správy je 
upravené do násobku 0,005, aby bolo moţné získať celkový počet správ, ktoré majú rovnaké alebo 
veľmi podobné ohodnotenie. Graf je potom orezaný zhora na počet hodnôt (20), keďţe väčšina 
ohodnotení tento počet nedosahuje a výsledné znázornenie je potom lepšie čitateľné. Z grafu sa dá 
vyčítať, aká zvoliť najvhodnejšiu hodnotu prahu. V hornej časti hlavného panelu môţu byť zobrazené 
grafy, ktoré nie sú iba pre jeden beh, ale pre niekoľko behov sučasne. Vyjadrujú závislosť klasifikácie 
od zadaných vstupných parametrov. Na pozícii 1 je graf ukazujúci ako je závislá presnosť a MCC    
od počtu slov (tokenov), ktoré budú pouţité pri klasifikácií. Na osi x je redukovaný počet správ 
(parameter Number of features).  Pozíciu 2 zastáva rovnaký graf ako na predchádzajúcej pozícii 
s rozdielom, ţe je to závislosť na hodnote zvoleného prahu (parameter Treshold – na osi x). Výstupy 
sa môţu správať rôzne a sú závislé od parametrov a celkovo postupu práce s aplikáciou. Pouţívanie 
programu a interpretácia jej výsledkov je popisaná a vysvetlená v nasledujúcej časti (7.6).  
 
 
Obr. č. 7.6: Hlavný štatistický panel 
7.6 Použitie 
Vytvorený program je súčasťou tejto práce. Spustiteľný súbor je BayesSpamFilterDP.exe. Na beh 
programu je potrebná inštalácia .NET Frameworku verzie 4.0. Všetky ostatné potrebné kniţnice sú 
ako .dll pribalené k aplikácii. V priečinku so spustiteľným súborom je aj zbierka datasetov. Kaţdý 
dataset obsahuje tri podpriečinky. Sú to samostatná mnoţina hamov (ham), mnoţina spamov (spam)    
a mnoţina pripravená na testovanie zostavená zo správ jedného aj druhého druhu (mix). 
 Samotná aplikácia je potom jednoduchá na ovladanie, ale má niekoľko skrytých moţností, 
ktoré je potrebné popísať. Okno celej aplikácie je vyobrazené na obrázku 7.7. V hornej časti sa 
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nachádzaju základné ovládacie prvky programu. Pod číslom 4 sú tlaćítka, ktorými sa stušta trénovacia 
alebo testovacia fáza. Ak je jedno z tlačítiek neaktívne, je potrebné zvoliť správne vstupné priečinky 
zo správami (číslo 3). Pre zaktívnenie tlačítka na učenie (Start learning) musíme určiť ham a spam 
adresár. Pre tlačítko na testovanie (Start test), je nutné mať testovací adresár a musí predtým 
prebehnúť fáza učenia. Ak nechceme aby sa program učil a uţ máme uloţenú databázu, je moţné 
zaškrtnúť chceckbox a vybrat daný súbor (časť 1). Aplikácia potom predpokladá, ţe fáza učenia uţ 
prebehla a je moţné rovno testovať. Ako uţ bolo v predchádzajúcich kapitolách spomenuté, aplikácia 
sa v priebehu testovacej fáze doučuje a vzniknutú databázu, ktorá je identifikovaná aktuálnym časom, 
uloţí. Táto databáza je potom automaticky pouţitá pri ďaľšom testovaní. Ak chceme túto funkčnosť 
ostrániť, je potrebné odškrtnúť chceckbox, ktorý je na obrázku pod číslom 2.  
 
 
Obr. č. 7.7: Nastavenia a pouţitie aplikácie 
 
 Samotné testovanie môţe beţať v niekoľkých reţimoch. Prvý reţim je, ţe môţeme sledovať 
kompletné nasúčtované štatistiky pre všetky spustené testy, podmienkou je, ţe ţiadne z nastavení 
v časti 5 nemôţe byť zmenené. Je to z dôvodu, ţe nemá zmysel súčtovať štatistiky  pre rôzne prahy, 
redukcie alebo koeficienty. Pri zmene sa štatistika zmaţe a bude sa začínať za od nulovyćh počtov 
správ. Vymazanie štatistík je moţné aj pomocou tlačítka 8 (Delete statistics).  
Druhý je ekvivalent k prvému. V ňom moţné sledovať rôzne výsledky pre testovacie behy 
v závislosti od voliteľných parametrov (obr. 7.8). Parametre sú prah (Treshold) určujúci hranicu,     
od ktorej sa vypočítané skóre správy bude povaţovať za spamové. Parameter zmeny dôveryhodnosti 
(Change confidence) vyjadruje ako sa zmení doveryhodnosť slova pri doučovaní. Epsilon je zmena 
prahu pri kontrole správy vo fáze doučovania. Posledným parametrom ovplyvňujúcim funkčnosť je 
počet slov (Number od features), ktorý vyjadruje počet slov zo vstupnej databázy po redukcii. Ďaľší 
je uţ iba parameter ceny hamu (Ham cost) pouţívaný na výpočet štatistiky TCR, ktorá upltňuje       
pre false positiv väčšiu váhu. Parametre sa môţu ľubovoľne meniť a spúštať testovania. Pre kaţdý 
beh sa pridá na koniec okna štatistický panel. V prípade, ţe je tých panelov veľa a prekáţajú alebo to 
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spomaľuje aplikáciu, tak pomocou tlačítka pod čislom 7 na obrázku 7.7 (Clear main panel) 
odstránime všetky vykreslené grafy. 
 
 
Obr. č. 7.8: Parametre aplikácie 
 
 Tretí reţim umoţňuje sledovať závislosť presnosti klasifikácie na redukcii alebo prahu. Nemá 
dôvod zobrazovať obidva grafy sučasne, pretoţe ak je v grafe presnosť zavislá na redukcii a pritom sa 
zmenil aj prah, bude to skresľovať výsledky. Podobne by sa skresľovali a nedávali by zmysel ak by sa 
testovalo cez niekoľko rôzných testovacích priečinkov. Ak sa to náhodou stane dáta z grafu sa zmaţú 
a začne sa vykreslovať odznovu. Toto testovanie nám umoţňuje sledovať a určíť najlepšíu hodnotu 






V tejto kapitole sú popísané vykonané testy aplikácie. Najskôr sa podrobne definujú všetky mnoţiny 
dát, na ktorých sa bude testovať. Nasleduje porovnanie so štandardnými Naivnými Bayesovskými 
klasifikátormi. Nakoniec sú ešte ukázané ďaľšie zaujímavé veličiny a získané poznatky.   
8.1 Testovacie dáta 
Samotné testovanie aplikácie prebehlo na veľkom a komplexnom datasete. Tým pouţitým datasetom 
je Enron, ktorý obsahuje celkovo cez 30 000 emailových správ, z toho asi polovica správ je 
nevyţiadaná pošta. Je voľne dostupný na odkaze [13]. Uţ na zadanej stránke je rozdelený do šiestich 
samostatných celkov (enron1, enron2, enron3, enron4, enron5, enron6). Kaţdy z celkov obsahuje dve 
mnoţiny správ (spam a ham). Na testovanie je potrebné rozdeliť dané dáta na ďaľšie dve skupiny, 
a to správy pouţívané na učenie a správy, na ktorých sa bude testovať. Toto rozdelenie bolo 
vykonané v pomere 9:1 v prospech dát na učenie databázy. Boli tak vytvorené priečinky so správami 
vyţiadanými, nevyţiadanými (ham a spam) a zmiešaný (mix), určený na testovanie. Celkové počty 
v jednotlivých priečinkoch sú zobrazené v tabuľke 8.1. 
 
Dataset Ham Spam Mix 
Enron1 3305 1350 367+150 
Enron2 3925 1346 436+150 
Enron3 3611 1350 401+150 
Enron4 1350 4050 150+450 
Enron5 1350 3308 150+367 
Enron6 1350 4050 150+450 
 
Obr. č. 8.1: Enron – rozdelenie dát 
8.2 Štandardný klasifikátor 
Táto časť porovnáva výsledky získané našou navrhnutou metódou s výsledkami z článku [2], 
z ktorého sme pri návrhu metódy vychádzali. Ako základ klasifikátora bol zvolený klasifikátor 
popísaný v spomenutom článku. Aj algoritmus na redukciu počtu slov je implenetovaný podľa danej 
štúdie. Testovacie a trénovacie dáta sú pripravené rovnako. Pouţíva sa dataset Enron. Aby 
porovnanie výsledkov bolo moţné, voliteľne parametre boli zvolené rovnako.  Prah (Treshold)       
pre toto testovanie má hodnotu 0,5 a cena hamu je 1 (Ham cost). Ďaľšie parametre typické len        
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pre našu metódu majú hodnoty 0,65 (Change confidence) a 0,2 (Epsilon). Ako aj v článku vyberie sa 
hodnora redukcie s najlepším výsledkom. Na začiatok sa preto pre kaţdý dataset vyhodnotia grafy 
znázorňujúce úspešnosť klasifikácie od hodnoty redukcie slov (Number of features). Vstupná 
databáza, vzniknutá vo fáze učenia má okolo 42 000 záznamov pre kaţdý dataset. Grafy na obrázkoch 
8.2 aţ 8.7 sú vytvorené v aplikácií a sú zobrazené pre hodnoty redukcie od 3 do 42 tisíc. Ukazujú 
hodnoty presnosti (Acc) a MCC. Na ose x je počet slov po redukcii. Z obrázkov je vidieť, ktorá 
redukcia je najlepšia a môţeme pristúpiť k samotnému porovnaniu. 
 
   
Obr. č. 8.2: Enron1 – redukcia 
 
Obr. č. 8.3: Enron2 – redukcia 
 




Obr. č. 8.5: Enron4 – redukcia 
 
 
Obr. č. 8.6: Enron5 – redukcia 
 
 
Obr. č. 8.7: Enron6 – redukcia 
 
   Pri datasete Enron1 je najlepšie redukovať vstupnú databázu na 39 000 slov, čo je niečo málo 
cez 90 percent. Porovnávame sa s metódou, ktorá podľa výsledkov z článku dosahovala pre daný 
dataset najlepšie štatistiky a nemusí to byť nutne metóda, z ktorej sme pri návrhu vychádzali. 
Podrobné výsledky sú zobrazené v tabuľke 8.8. Je vidieť, ţe na tejto mnoţine správ je navrhnutá 
metóda lepšia vo väčšine ukazateľov. Horšie vychádza iba v uspešnosti rozpoznania nevyţidanej 
správy. Naopak, ale iba necelé tri percentá legitímnych správ naša metóda povaţuje za spam, čo je 
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oproti siedmym precentám poznateľne lepší výsledok. A ako uţ bolo spomenuté označenie hamu     
za spam je väčšia chyba ako nezozpoznanie spamu. 
 
Metrika Bern & DIA Metóda DP 
Redukcia na (%) 50 90 
Fpr (%) 7,06 2,99 
Tpr (%) 99,33 91,89 
Tpr(%) & Ps(%) 99,33 & 85,14 99,89 & 92,52 
Tnr(%) & Ph(%) 92,93 & 99,71 97,00 & 96,74 
Acc (%) 94,79 95,54 
TCR 5,556 6,435 
MCC 0,885 0,891 
Obr. č. 8.8: Enron1 – porovnanie 
 
 Pre Enron2 je pri hodnote redukcie niekoľko vrcholov. Prvý je pri hodnote 15 000 a druhý 
začína pri redukcii na 21 000 slov. Berieme do úvahy druhý a aj stabilnejší vrchol. Redukcia je preto 
päťdesiatpercentná. Prehľad je na obrázku 8.9. Opať vychádzame lepšie v rozpoznávaní legitímnych 
správ, tentokrát je hodnota false positív pod jedno percento. Celkovo je navrhnutá metóda 
porovnateľne dobrá s Bernoulliho naivným Bayesom vyuţívajúcim na redukciu pomer šancí. Táto 
metóda bola podľa článku, lepšia od Boolovského naivného Bayesa (MCC = 0,915), takţe z toho 
vychádza je nami pouţitá úprava výsledky zlepšila.  
 
Metrika Bern & OR Metóda DP 
Redukcia na (%) 40 50 
Fpr (%) 2,29 0,92 
Tpr (%) 99,33 95,33 
Tpr(%) & Ps(%) 99,33 & 93,71 95,33 & 97,28 
Tnr(%) & Ph(%) 97,71 & 99,77 99,08 & 98,41 
Acc (%) 98,12 98,12 
TCR 13,636 13,636 
MCC 0,952 0,951 




 Pre zhodnotenie výsledkov tretieho datasetu (Enron3) sme vybrali redukciu na 70 percent 
slov, čo je hodnota 30 000. Ako vidieť (obr. 8.10) prehrali sme v kaţdej meranej štatistike. 
Klasifikátor z článku dosahoval vysoké hodnoty, na ktoré nestačili ani naše tieţ relatívne vysoké. 
 
Metrika Bool & IG Metóda DP 
Redukcia na (%) 60 70 
Fpr (%) 0 0,49 
Tpr (%) 98,67 96,00 
Tpr(%) & Ps(%) 98,67 & 100 96,00 & 98,63 
Tnr(%) & Ph(%) 100 & 99,50 99,50 & 98,12 
Acc (%) 99,64 98,55 
TCR 75,00 18,75 
MCC 0,991 0,963 
Obr. č. 8.10: Enron3 – porovnanie 
  
Na ustálenie sa dobrých štatistík stačí pre Enron4 len dvadsať percent slov zo vstupnej 
databázy (9000). Navrhnutá metóda dosahuje vynikácjúce výsledky (na obrázku 8.11), ale opäť 
nestačí na Bernoulliho naivný Bayes, ktorý je na tomto datasete stopercentný.  
 
Metrika Bern & OR Metóda DP 
Redukcia na (%) 40 20 
Fpr (%) 0 0 
Tpr (%) 100 99,33 
Tpr(%) & Ps(%) 100 & 100 99,33 & 100 
Tnr(%) & Ph(%) 100 & 100 100 & 98,04 
Acc (%) 100 99,50 
TCR Nekonečno 148,667 
MCC 1,00 0,987 
Obr. č. 8.11: Enron4 – porovnanie 
 
 Na obrázku 8.12 sú porovnané namerané štatistiky z datasetu Enron5. Na klasifikáciu posta-
čuje 12 tisíc slov, čo vychádza na asi tridsať percent. Výsledky teraz vychádzajú v náš prospech. 
Výborné je, ţe náš filter rozpoznal správne všetky legitímne správy a tým sa vyvaroval najväčšej 
moţnej chybe (FP). 
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 Poslednou porovnávanou mnoţinou správ je Enron6. Hodnota zvolená hodnota redukcie je 21 
tisíc, čo je 50 percent slov z databázy. Celkovo pre tento dataset vychádza znovu lepšie metóda 
navrhnutá v tejto práci (obr. 8.13). 
 
Metrika Bern & OR Metóda DP 
Redukcia na (%) 50 30 
Fpr (%) 2,67 0 
Tpr (%) 99,46 99,19 
Tpr(%) & Ps(%) 99,46 & 98,92 99,19 & 100 
Tnr(%) & Ph(%) 97,33 & 98,65 100 & 0,98 
Acc (%) 98,84 99,42 
TCR 61,333 122,333 
MCC 0,972 0,986 
Obr. č. 8.12: Enron5 – porovnanie 
 
Metrika Bool & OR Metóda DP 
Redukcia na (%) 60 50 
Fpr (%) 6,00 2,66 
Tpr (%) 98,45 98,00 
Tpr(%) & Ps(%) 98,44 & 98,01 98,00 & 99,01 
Tnr(%) & Ph(%) 94,00 & 98.27 97,33 & 94,19 
Acc (%) 97,33 97,83 
TCR 28,125 34,538 
MCC 0,929 0,943 
Obr. č. 8.13: Enron6 – porovnanie 
  
Po kompletnom porovnaní štatistík našej metódy a najlepšej metódy klasifikácie z článku [2] 
na jednotlivých datasetoch Enronu výchádzame lepšie. Vyhrali sme v pomere 3:2 a v jednom datasete 
(Enron2) vyšli rovnaké výsledky. S výjimkou datasetu Enron3, kde sme odmietli 0,5 percenta 
legitímnych správ a metóda z článku bola stopercentná (odmietla 0 percent), sme boli v tento meranej 
štatistike, ktorá je vysoko hodnotená (chyba FP), vţdy lepší. Dá sa preto povedať, ţe navrhnutá 





8.3 Ďaľšie ukazovatele 
V tejto časti sú popísane ďaľšie získané zaujímavé výsledky. Na začiatku zobrazíme závislosť 
úspešnosti klasifikácie na zvolenej hodnote prahu (Treshold). Na osi x je hodnota prahu a na osi y je 
počet správ, ktoré boli nesprávne klasifikované (FP, FN). Test bol vykonaný nad datasetom Enron1. 
Vstupné parametre boli zvolené nasledovne: zmena dôveryhodnosti – 0,65, epsilon – 0,2 a hodnota 
redukcie je 39 000. Z obrázku 8.14 je vidieť ako sa počet chýb false positív zniţuje so vzrastajúcim 
prahom. Naopak stúpa počet chýb nezachytených spamov (FN). Preto ak je pre nás dôleţitá kaţdá 
legitímna správa je vhodné zvoliť si prah na čo najvyššiu hodnotu. Ak ale nechceme dostávať spamy 
a nevadí ak sa občas stratí ham, prah by mal mať niţšie hodnoty. Najčastešie volené prahy v praxi sú 
0,5, 0,9 a 0,99. 
 
 
Obr. č. 8.14: Enron1 – prah 
 
 Keďţe aplikácia za behu neustále vylepšuje databázu a dovoľuje spušťať ďaľšie a ďaľšie 
testy nad tou istou stále sa zlepšujúcou databázou, môţeme pozorovať priebeh vznikajúcich chýb     
od aktuálneho počtu klasifikovaných správ. Pre daný test bol na učenie zvlolený dataset Enron1. 
 
 





Testovanie prebehlo postupne nad všetkými datasetmi (Enron1 aţ Enron6). Vstupná databáza bola 
vţdy pouţitá z predchádzajúceho testu  (odškrtnutý chceckbox - Use the same first database in next 
test). Hodnota prahu je 0,5, zmena dôveryhodnosti 0,65, epsilon 0,2 a redukcia 21 tisíc. Na obrázku 
8.15 je zobrazený spomínaný priebeh. Na osi x je aktuálny počet klasifikovaných správ a na osi y 
počet chýb. Je vidieť, ţe zo začiatku počet chýb rastie rýchlejšie ako na konci. Dôvodom je postupné 
doučovanie databázy, ktorá sa postupne zlepšuje na vlastných chybách. Tým ďalej je vznik nesprávne 
zatriedených správ menej častý. Ďaľším zaujímavým ukazovateľom je graf počtu správ s daným 
vypočítaným skóre (na obrázku 8.16). Vznikol pri rovnakom teste ako predchádzajúci. Na osi x je 
hodnota skóre a na osi y opäť počet správ v absolútnych číslach. Počet správ jev grafe  orerazný zhora 
na 20 pre lepšiu čitateľnosť, z dôvodu väčšinového výskytu niţších počtov. Záver z tohoto pokusu je, 
ţe skóre správ je sústredené v blízkosti krajných hodnôt 0 a 1. Skóre legitímnych správ by sa malo 
podľa správnosti blíţiť k nule a naopak skóre spamu k hodnote jedna. Problémom je výskyt skóre 
spamu pri nule a skóre hamu pri jednotke. Je to z dôvodu, ţe slová nevyţiadanej správy, ktorá sa 
klasifikuje, neboli doteraz pouţité v ţiadnej z doteraz testovaných správ (ani pri učení) alebo boli 
častejšie pouţité v hame. Naopak skóre hamu blíţiace sa k jednotke ukazuje prítomnosť slov, často sa 
vyskytujúcich v spame.  
 
 
Obr. č. 8.16: Hodnoty skóre správ 
 
 Existuje veľké mnoţstvo rôznych pokusov pri filtrovaní nevyţiadanej pošty. Na štatistiky sa 
dá pozerať z rozličných hľadísk, a tým získať zaujímavé informácie tykajúce sa danej problematiky. 
Keďţe výstupom kaţdého testu v aplikácií je aj tabuľka s absolútnymi počtami správne a nesprávne 






Diplomová práca predstavila problematiku klasifikácie nevyţiadanej pošty. Stručne sú popísané 
základné spôsoby boja proti spamu. Celkovo je práca je zameraná na detekciu pošty so zameraním sa 
na analýzu samotného textu správy, preto boli detailnejšie predstavené metódy Bayesovských 
klasifikátorov. Hlavným cieľom práce ďalej bolo navrhnúť a implementovať efektívny filter 
nevyţiadanej pošty. Návrh filtra vychádzal z uţ overeného a otestovaného algoritmu na klasifikáciu 
správ, ktorý sme upravili podľa ďaľšiej štúdie. Do daného algoritmu sme zakomponovali úpravu, 
ktorá umoţňuje adaptáciu metódy na správy, čo sa v klasifikácii vyskytli prvýkrát. Vrámci práce 
vznikla aj demonštračná aplikácia implementujúca vzniknutú metódu. Výsledky získané pomocou 
testovacích pokusov boli porovnané s ostatnými existujúcimi Bayesovskými klasifikátormi pomocou 
najrôznejších metrík a ukazovateľov. Z porovnania vyplynulo, ţe sme na správnej ceste a navrhnutý 
filtrovací algoritmus dosahuje lepšie výsledky ako štandardné metódy a navyše sa ešte dokáţe učiť    
a zlepšovať na vlastných chybách. Jednou z hlavných výhod našej metódy je nízke percento 
odmietnutých legitímnych správ. Napriek tomu algoritmus stále nie je dokonalý a je čo zlepšovať.  
Do budúcna by bolo moţné popracovať na fáze počiatočného učenia, pretoţe existujú správy, ktoré 
sú jednoznačne zle klasifikované z dôvodu pravdepodobne zlej interpretácie určitých slov. Celkovo, 
ale dosahujeme slušné výsledky, na ktorých je moţné v budúcnosti stavať. V oblasti filtrovania 
nevyţiadanej pošty medzi sebou neustále vzájomne súperia nárhári filtrov a autori spamu. Keďţe sa 
spameri prispôsobujú novým technikám filtrovania, úplné odstránenie nevyţiadanej pošty úplne nie je 
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