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Abstract
We give some new results about diophantine simultaneous inequalities involving one quadratic
form and one linear generalising the Oppenheim conjecture. In the first part we compute
an exact lower asymptotic estimate of the number of integral values taken by such pairs,
by using uniform distribution of unipotents flows. In the second part, we prove an S-adic
version of the Oppenheim type problem for pairs. The proof uses S-adic dynamics and
strong approximation. We also discuss a conjecture due to A. Gorodnik about finding
optimal conditions which ensure density for pairs in dimension greater than three. This
conjecture was partially the motivation of this thesis and is still open at this time.
Introduction
The purpose of this thesis is to address some issues of the theory of Diophantine
inequalities involving one quadratic form and one linear form in light of the theory of
unipotent actions on homogeneous flows. For instance a first problem is to look, given any
ε > 0, whether the system of inequalities given by∣ Q(x) ∣< ε and ∣ L(x) ∣< ε (A)
has integer solutions x ∈ Zn where Q and L are respectively a indefinite nondegenerate
quadratic form and respectively a non zero linear form in n ≥ 3 variables. A positive answer
to this problem is already known for pairs F = (Q,L) satisfiying both nice geometric and
arithmetic conditions. The result is due to S.G. Dani and G.A. Margulis ([DM90]) for the
case n = 3 and to A. Gorodnik for the case n ≥ 4 ([Gor04]). We pursue this study by giving
a proof of a quantitative version of Dani and Margulis’ solution of (A) in dimension three,
more precisely we compute an exact asymptotic lower bound of the number of integral
solutions of (A) lying in growing subsets of R3. The second contribution is a generalisa-
tion of Gordonik’s result to the S-adic setting. The proof requires an interplay between
two mutually complementary methods based on ergodic theory and strong approximation
property.
Historically the case of a single quadratic form has been a great challenge during the
last century in the theory of diophantine approximation. In 1929, Oppenheim conjectured
that given an indefinite nondegenerate quadratic form in n ≥ 31 which is not proportional
to a rational form and for any ε > 0, there exists x ∈ Zn such that
0 <∣ Q(x) ∣< ε
It is easy to see that this statement of the conjecture is equivalent to the density of Q(Zn)
in R. The Oppenheim conjecture remained an open problem for more than fifty years. A
complete solution was finally given by G.A. Margulis in 1986 using ergodic theory. The
first attempts towards a solution to the Oppenheim conjecture relies on geometry of num-
bers to the count lattice points in a large ellipsoid due to Jarn´ık and Walfisz. Using this
1Originally Oppenheim stated the conjecture for n ≥ 5 in analogy of Meyer’s theorem which states that
given a rational indefinite quadratic form in n ≥ 5 variables then m(Q) = inf
x∈Zn,z≠0 ∣Q(x)∣ = 0. The extension
of the conjecture to the case of n ≥ 3 variables is due to Davenport and Heilbronn in 1946.
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method, Chowla proved in 1934, the Oppenheim conjecture for indefinite quadratic forms
in n ≥ 9 variables. Later, by using a modification of Hardy-Littlewood’s Circle method,
Davenport and Heilbronn proved the same result for n ≥ 5 in 1946. The same method
allowed Birch, Davenport and Ridout to prove in 1959 the conjecture for general quadratic
form for n ≥ 21. Some progress has been made by R.C. Baker and Schlickewaei in 1986
by solving the general conjecture for n ≥ 18 with some restrictions on the signature of Q.
This was the best known result before Margulis achieved to give a complete solution of
the Oppenheim conjecture.
In parallel to these developments, a remark made by Raghunathan in the late sev-
enties about orbit closures of unipotent actions on the space of lattices introduced new
insights on the Oppenheim conjecture (this was already formulated in a implicit way in
a paper of Cassels and Swinnerton-Dyer in 1955). This new point of view consists to
exploit a` la Felix Klein the action of the symmetry group SO(Q) of the cone defined by
Q on the homogenous space of lattices in Rn, namely SL(n,R)/SL(n,Z). Therefore in
order to establish the Oppenheim conjecture, we are led to prove that the orbit of Zn
(viewed as a lattice) under the action of SO(Q) is dense in the space of lattices in Rn.
The Raghunathan conjecture states more generally that the closure of an orbit Ux under
any unipotent subgroup U and any point x of a homogeneous space should be an orbit of
the same point under a subgroup L containing U , i.e. Ux = Lx.
The hidden dynamics of unipotent actions becomes more visible if one deals with the
action of a one-parameter unipotent flows u(t)t∈R on the space of lattices in Rn. Indeed
such flows have a polynomial growth property, that is, given any lattice Λ, the function
t ↦ ∥u(t)Λ∥ is a polynomial of degree n. This fundamental property implies that unipo-
tent flows show to satisfy the so-called nondivergence property which means roughly that
orbits do not spend in average most of their life outside compact subsets.
Since the proof of the Oppeheim conjecture reduces to the case n = 3, Margulis showed
using highly nontrivial properties of one-parameter subgroups of SL(3,R) that Raghu-
nathan’s conjecture is true for SO(2,1) acting on SL(3,R)/SL(3,Z)2. Shortly afterwards
in the early nineties, M.Ratner successfully solved the Raghunathan conjecture in full gen-
erality, and thus yields a direct proof of the Oppenheim conjecture. Fortunaltely this was
not the end of the story, and the influence of the theory of unipotent flows is increasing
in various directions. Another example of application in the theory of diophantine ap-
proximation on manifolds is the proof of Sprindzˇuk’s conjecture made by Kleinbock and
Margulis. At the opposite for non-unipotent actions, the famous Littlewood’s conjecture
concerning values of products of linear forms at integral points can be seen as an analog
of the Oppenheim conjecture 3. This conjecture is still open and it is a consequence of
2It is interesting to note that when dealing with dynamical methods working in low dimensions is clearly
advantageous while dealing with Circle methods is definitely not. As it was remarked before the natural
limit for the Circle method is n = 5.
3The Littlewood conjecture (1930) states that for any pair of reals (α,β), we have that
lim infn n∥nα∥∥nβ∥ = 0 where ∥.∥ is the distance to the set of integers, that is,
2
a conjecture of Margulis which is a analog of Raghunathan’s conjecture in the context of
diagonal actions. The best known result is that the set of exception to the Littlewood
conjecture has null Hausdorff dimension (due to Einsiedler, Lindenstrauss and Katok).
The Oppenheim conjecture itself was subject to several generalisations. A first ques-
tion concerns the distribution of the values of Q(Zn) in the real line. Since the proof of the
Oppenheim conjecture uses ergodic techniques, it is natural to expect that uniform distri-
bution property of the values of Q(Zn) is satisfied. This part is known as the quantitative
version of the Oppenheim conjecture and the main contributions are due to Dani, Eskin,
Margulis and Mozes. An Another kind of generalisation concerns the S-adic version of
the Oppenheim conjecture, more precisely one can consider families of quadratic forms(Qs)s∈S over the product of both archimedean and non-archimedean completions instead
of a single real quadratic form. The validity of the S-adic version of the Oppenheim con-
jecture has been proved by Borel and Prasad.
Our contribution is to proceed such similar generalisations to the Oppenheim conjec-
ture for pairs F = (Q,L) which satisfies conditions so that the density set F (Zn) holds.
Let us state the main results obtained in this thesis.
Quantitative Oppenheim conjecture for pairs.
Let 0 ≤ a < b be given. We denote by ∥.∥ the euclidian norm and by Vol the Lebesgue
measure on Rn. Let ν be a continuous positive function on the sphere {x ∈ Rn ∶ ∥x∥ = 1}
and let Ω = {x ∈ Rn ∶ ∥x∥ < ν( x∥x∥)} a star-shaped open set. The quantitative Oppenheim
conjecture amounts to give an estimate of the following quantity
ρa,b(T ) = #{x ∈ Zn ∩ TΩ ∶ a < Q(x) < b}
Vol(x ∈ TΩ ∶ a < Q(x) < b) when T Ð→∞
Equidistribution is satisfied if ρa,b(T )Ð→ 1 when T →∞.
The equidistibution was proved in two steps, Dani-Margulis provided the lower bound
(1993) and Eskin-Margulis-Mozes (1998) provided the upper bound, the second step has
shown to be more intricate than the first one.
Under the hypothesis above, we have the following
• lim infT ρa,b(T ) ⩾ 1
• limT ρa,b(T ) = 1 for signature (p, q) ≠ (3,1) or (2,1).
• limT ρa,b(T )(logT )−k = 1 with k = 2 or 1 when (p, q) = (3,1), resp. (2,1).
inf(x,y,z)∈Z3−{0}x(xα − y)(xβ − z) = 0
.
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As mentioned before Dani-Margulis and Gorodnik were successful in finding sufficient
conditions which guarantee density for pairs (Q,L) respectively for n = 3 and n ≥ 4.
A natural question is to check if the values of pairs at integral points are equidistributed,
more precisely let introduce the following quantity
ρa,b,α(T ) = #{x ∈ Zn ∩ TΩ ∶ a < Q(x) < b, 0 < L(x) < α}
Vol(x ∈ TΩ ∶ a < Q(x) < b, 0 < L(x) < α)
Equidistribution for pairs is satisfied if ρa,b,α(T )Ð→ 1 when T →∞.
Unfortunately the existence of non-generic(4) points in dimension n ≥ 4 does not allow us
to obtain equidistribution in this case. However in dimension 3, the situation is better and
a first step towards uniform distribution would be to obtain an asymptotic lower estimate
for ρa,b,α(T ) in dimension 3. We obtain the following quantitative version for pairs (Q,L)
in dimension 3.
Theorem. Let F = (Q,L) be a pair consisting of a quadratic form Q and a nonzero linear
form L in dimension three satisfying the the following conditions
1. Q is nondegenerate.
2. The cone {Q = 0} intersects tangentially the plane {L = 0}.
3. No linear combination of Q and L2 is rational.
Then for any 0 ⩽ a < b and α > 0, we have
lim inf
T→∞ ρa,b,α(T ) ⩾ 1
S-arithmetic version of Gorodnik’s result.
Let F = (Q,L) be a pair consisting of a quadratic form Q and a nonzero linear form
L in n ≥ 4 variables satisfying the the following conditions Q is nondegenerate and Q∣L=0
is indefinite and no linear combination of Q and L2 is rational. Then it was proved by
Gorodnik that the set F (Zn) is dense in R2. By using S-adic version of Ratner’s orbit
closure theorem we are able to generalises Gorodnik’s result to the S-adic setting. Indeed,
we get with analogous conditions that {(0,0)} is an accumulation point of F (Zn).
Theorem. Let F = (Q,L) be a pair consisting of a quadratic form Q and a nonzero linear
form L with coefficients in kS in dimension n ⩾ 4 satisfying the the following conditions
1. Q is nondegenerate
4A point x ∈ G/Γ is said to be generic if the orbit of x under the stabilizer H of the pair is dense in
G/Γ.
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2. Q∣L=0 is isotropic i.e. {Qs = 0} ∩ {Ls = 0} ≠ {0} for all s ∈ S
3. For each s ∈ S, the forms αsQs + βsL2s are irrational for any αs, βs in ks such that(αs, βs) ≠ (0,0)
Then for any ε > 0, there exists x ∈ OnS − {0} such that∣Qs(x)∣s < ε and ∣Ls(x)∣s < ε for each s ∈ S
We also obtain the same result when we relax the condition (3) by allowing some linear
combination to be rational but we need to add the condition that Q∣L=0 is nondegenerate
so that strong approximation holds for the stabiliser of F .
Theorem. Let Q = (Qs)s∈S be a quadratic form on knS and L = (Ls)s∈S be a linear form
on knS with n ≥ 4. Suppose that the pair F = (Q,L) satisfies the following conditions,
1. Q is nondegenerate
2. Q∣L=0 is nondegenerate and isotropic
3. The quadratic form αQ+βL2 is irrational for any units α,β in kS such that (α,β) ≠(0,0)
Then for any ε > 0, there exists x ∈ OnS − {0} such that
∣Qs(x)∣s < ε and ∣Ls(x)∣s < ε for each s ∈ S
Unfortunately it is not possible to conclude that F (Zn) is dense in k2S due to the fact
that square roots in nonarchimedian fields are not trivial contrary to the archimedean
case.
In Chapter 1, we recall the foundation of the theory of unipotent flows on homogeneous
spaces. In Chapter 2, we give an overview on Oppenheim conjecture by giving some history
of the problem and by explaining the reasons of the success of the dynamical point of view.
In Chapter 3, some generalisations on Oppenheim’s conjecture are explained in detail. A
quantitative Oppenheim type problem for pairs in dimension 3 is proved in Chapter 4.
The S-adic version of Gorodnik’s theorem for pairs in dimension 4 is proved in Chapter
5 by using both dynamics of unipotents actions and strong approximation. In the last
chapter we discuss a conjecture of Gorodnik for pairs which is still open.
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Chapter 1
Dynamics of unipotents flows on
homogeneous spaces
In this chapter we give an overview of the most important results needed in the the-
ory of unipotent flows on homogeneous spaces. The theory of unipotent dynamics was
motivated in part by the Oppenheim conjecture, and one of the main result is the proof
of the Raghunathan conjecture due to M.Ratner. We state all the results in the general
framework of algebraic and Lie groups over any ground field k of characteristic zero. The
homogeneous spaces in question are given either by the space of lattices in Rn or by the
space of lattices in S-adic Lie groups.
1.1 Preliminaries
Instead of looking at G = SL(n,R) as a Lie group, it can be useful to emphasise on the
polynomial feature of the equation det(g) = 1 which characterises G. This point of view
allows one to forget the ground field and to speak intrinsically about the algebraic group
SLn.
1.1.1 Linear algebraic groups
Let n, r be integers with n, r ≥ 1. For any field k of characteristic zero (e.g. C,R,Q,
a finite extension of Qp or a finite product of such groups), we denote by k[x1, . . . , xn],
the ring of polynomial in n variables with coefficients in k. Given any family P1, . . . , Pr of
polynomials in k[x1, . . . , xn], we define the set of zeros of the family to be
Z(P1, . . . , Pr) = {x ∈ kn ∣ Pj(x) = 0 for every 1 ≤ j ≤ r}
Such subsets define the closed subsets of a topology on kn called the Zariski topology.
For any subset A of kn, the Zariski closure of A is the smallest Zariski-closed subset
which contains A, we denote it by cl(A). A subset A of kn is said to be Zariski-dense
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in B if cl(A) = B. The subsets X which are given by a Zariski-closed subset of the form
Z(P1, . . . , Pr) are called the affine varieties. We begin to define the important notion of
(linear) algebraic group.
Denote by K an algebraic closure of k and by Gal(K/k) the absolute Galois group of k,
that is, the group of (field) automorphisms of K which leaves the field k invariant. The
absolute Galois obviously acts on the ring of polynomial with coefficients in K, by acting
on the coefficients.
The group GLn(K) is an open set in Kn2 given by the non-vanishing of the determinant
which is clearly a polynomial in the matrix entries and with coefficients in K.
Definition 1.1.1. A subgroup G of GLn(K) is an algebraic group over K if it is a Zariski-
closed subset given by a family of polynomials P1, . . . , Pr of polynomials with matrix entries
and coefficients in K, i.e.
G = {g = (gk,l) ∈ GLn(K) ∣ Pj(g1,1, . . . , gn,n) = 0 for every 1 ≤ j ≤ r}
Moreover if the coefficient of the Pj’s can be chosen all in k then we say that G is an
algebraic group defined over k.
It is easy to see that a algebraic group G over K is defined over K if and only if Gσ = G
for any σ ∈ Gal(K/k) where Gσ is equal to Z(P σ1 , . . . , P σn ) .
Definition 1.1.2. For any ring A in K, put
GLn(A) ∶= {(ak,l) ∈ GLn(K) ∣ ak,l ∈ A and det(ak,l)−1 ∈ A for every 1 ≤ k, l ≤ n}
Given any algebraic group G, the set G(A) ∶= G ∩GLn(A) is called the set of A-points of
G.
The special linear group and its subgroups
The fundamental algebraic group which will be of constant use is the special linear
group. It can be defined to be the Zariski closed subset associated with the single polyno-
mial P (g) = det(g) − 1 with coefficients in k
SLn∣K ∶= Z(det−1) = {g = (gk,l) ∈ GLn(K) ∣ det(g) = 1}
It is easy to see that since det has rational coefficients that SLn∣K is defined over Q.
The two following example of algebraic subgroups in SLn will be of importance to us:




⎞⎟⎠ of diagonal matrices with determinant one.




⎞⎟⎠ of upper triangular matrices with ones on the diagonal.
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1.1.2 Lie groups and Lie algebras
Definition 1.1.3. A real (resp. complex ) Lie group is a smooth ( resp. complex )
manifold G together with a structure such that both the multiplication map G×G→ G and
the inverse map G→ G are smooth ( resp. holomorphic )
All our Lie groups (otherwise stated) are assumed to be real.
Definition 1.1.4. Let G a Lie group ,then the tangent space at identity Te(G) of G is
called the Lie algebra of G we denote it by Lie(G) or g.
Definition 1.1.5. The adjoint representation Ad:G→ Aut(g) is defined by:
Ad(g)x = d
dt
∣t=0 (g exp(tx)g−1) ∀g ∈ G ∀x ∈ g
Definition 1.1.6. A Lie group G is said to be unimodular if its Haar mesure is both left
and right invariant i.e. ∣ det(Ad(g)) ∣= 1 for all g ∈ G.
Definition 1.1.7. An element g ∈ G is said
. Unipotent or Ad-unipotent if (Adg − Id)k = 0 for k ∈ N ie all the eigenvalues of Adg
equal 1.
. Quasi-unipotent if all the eigenvalues of Adg are of absolute value equal to 1.
. Semisimple if the operator Adg is diagonalizable over C.
Define by induction the ascending series of G by: G1 = G and Gk+1 = [Gk,Gk] where[G,G] is the derived group of G ie the group generated by the commutators [a, b] =
aba−1b−1 of elements of G.
Definition 1.1.8. A Lie group G is said to be solvable if there exists n ∈ N such that
Gn = {e}. The maximal connected solvable normal subgroup R of G is called the radical
of G denoted R(G)
Definition 1.1.9. A connected Lie group G is said to be semisimple if its radical R(G)
is trivial. Moreover if G has no nontrivial proper normal connected subgroups we say that
G is simple.
Every connected semisimple Lie group G can be uniquely decomposed into an almost di-
rect product G = G1...Gn of its normal simple subgroups called the simple factors of G,
that is, Gi and Gj commute and the intersection Gi ∩Gj is discrete if i ≠ j.
For example compact semisimple Lie groups (e.g. SO(n), n ≥ 3) cannot contain a unipotent
one-parameter subgroup. On the contrary noncompact semisimple connected Lie groups
(e.g. SL(n,R) for n ≥ 2) are generated by unipotent one parameter subgroups.
Let G be a connected semisimple Lie group. Then as seen before G is an almost direct
product of its simple factors. G can be written as G = KS where K is the product of all
the compact factors of G and S the noncompact ones.
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Definition 1.1.10. Let G be a connected semisimple Lie group which admits the almost
direct product G = KS as above. Say that G is without compact factors or isotropic if K
is trivial.
If a connected Lie group G is not semisimple, it always possible to factorize it by its radical
whenever the characteristic of the field is of characteristic zero (see [OV91], §4 )
Proposition 1.1.11 (Levi decomposition). Let G be a connected Lie group, R the radical
of G and L ⊂ G a maximal connected semisimple subgroup called a Levi subgroup of G.
Then L ∩ R is discrete and G is generated by L and R. The decomposition G = LR is
called the Levi decomposition of G. Moreover if G is simply connected then G = L ⋉R.
1.1.3 Quadratic forms and Orthogonal groups
Let k be a field of characteristic zero, a quadratic form Q over k in n variables is given
by a homogeneous polynomial of degree two with coefficients in k. Such a quadratic form
can be written
Q(x1, . . . , xn) = ∑
1≤i,j≤naijxixj where aij = aji in k for any 1 ≤ i, j ≤ n
or
Q(x) = xtAx for any x ∈Mn,1(k)
where A = (aij) is a symmetric matrix with respect to the canonical basis of Rn(identified
with Mn,1(k) the set of matrices with coefficients in k with n rows and one column). Then
A is called the matrix associated of Q.
Some definitions and general properties of quadratic forms.
Let Q be a quadratic form over k with associated matrix A, then
Q is said to be nondegenerate if det(A) ≠ 0, if not we say that Q is degenerate.
Q is said to be isotropic if there exists x ∈ kn, x ≠ 0 such that Q(x) = 0, if not we say that
Q is anisotropic.
To each quadratic form Q, we can associate a bilinear symmetric form B ∶ kn × kn → k
with
B(x, y) = 1
2
(Q(x + y) −Q(x) −Q(y))
If V is a vector subspace in kn, the orthogonal of V (w.r.t. B) is the subspace
V  = {x ∈ kn ∶ B(v, x) = 0 for every v ∈ V }
The radical of Q is defined to be equal to
rad(V ) = {x ∈ V ∶ B(v, x) = 0 for every v ∈ V }
It is easy to verify that, Q is nondegenerate if rad(V ) = {0}.
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Equivalent classes and representative sets of quadratic forms
Two quadratic forms Q and Q′ are said to equivalent over k if there exists g ∈ GLn(k)
such that Q(x) = Q′(gx) for every x ∈ kn. In this case, we write Q ≃ Q′. Let k∗2 denote
the set of nonzero squares of k∗, we have the fundamental following result of classification
Proposition 1.1.12 ([Ser73], Chap. IV, §1.6, Theorem 1′). Any quadratic form in n ≥ 2
variables with coefficients in k is equivalent (over k) to
a1x
2
1 + . . . + anx2n
where ai lies in a set of representatives in k
∗/k∗2 (1)
The case when k is a local field (e.g C, R, Qp) is of most importance in number theory. It
is not difficult to verify that the set k∗/k∗2 has respectively representatives given by
⋅ Rep (C∗/C∗2) = {1} and Rep (R∗/R∗2) = {±1}⋅ Rep (Q∗p/Q∗2p ) = {1, p, u, up} where ( up ) = −1 (when p odd) and Rep (Q∗2/Q∗22 ) ={±1,±2,±5,±10} (for a complete discution on squares in Q∗p , see [Ser73], Chap. I, §3.3).
Corollary 1.1.13. Let Q be a quadratic form in n ≥ 2 variables with coefficients in k,
then if
. k = C, then Q ≃ x21 + . . . + x2k , where k is the rank of Q
. k = R, then Q ≃ x21 + . . .+ x2p − x2p+1 + . . .+ x2n where (p, k − p) is the signature of Q and k
the rank of Q
. k = Qp, then Q ≃ a1x21 + . . . + anx2n , where ai ∈ {0,1, p, u, up} with ( up ) = −1 if p ≥ 3
and ai ∈ {0,±1,±2,±5,±10} if p = 2.
In particular if Q is nondegenerate then rank of Q is equal to n, i.e. k = n.
A hyperbolic plane P (w.r.t. Q) in V = kn, is a two-dimensional vector subspace spanned
by two nonzero vectors u, v ∈ kn, say Q(u) = 0. The restriction of Q to P is of the form
Q(x) = x1x2 if one take {u, v, e3, . . . , en} as a basis of kn.
Assume Q be nondegenerate, we denote by i(Q) the isotropic index of Q, that is, the
maximum number of hyperbolic planes w.r.t. Q contained in kn. Therefore if i(Q) = r,
then there exist hyperbolic planes P1, . . . , Pr such that
V ≃ P1 ⊕ . . .⊕ Pr ⊕ Van where the restriction of Q to Van is anisotropic.
We state an important result due to E. Witt,
1It is sometimes denoted by Q ≃ ⟨a1, . . . , an⟩ in literature in order to emphasis the importance of the
field of definition.
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Theorem 1.1.14 (Witt, e.g. see [Ger] Theorem 2.44). Let Q be a nondegenerate quadratic
in V and suppose there exists an isometry ρ ∶ F → F ′ between two subspaces F,F ′ of V .
Then there exists an isometry ρ ∶ V → V such that ρ ∣F = ρ.
Corollary 1.1.15 (Witt decomposition). Let Q be a quadratic form in V , then we get
the decomposition
V ≃ rad(Q)⊕ Vhyp ⊕ Van
where Vhyp is a orthogonal sum of hyperbolic planes and such that Q∣Van is anisotropic.
We come now to the most important geometric object in the study of quadratic forms
Definition 1.1.16. Let Q be a quadratic form over a k-vector space V of dimension n and
SL(V ) be the group of automorphisms on V with determinant equal to one. The subgroup
of SL(V ) consisting of the isometries of Q is called the special orthogonal group of Q, and
is denoted by
SO(Q) = {g ∈ SL(V ) ∣ Q(gx) = Q(x) for every x ∈ V }
We collect some useful and classical properties of orthogonal groups,
Proposition 1.1.17. Let Q be a quadratic form over a k-vector space V of dimension
n ≥ 3, then
1. SO(Q) is a semisimple Lie group if Q is nondegenerate
2. SO(Q) has no compact factors if Q is isotropic
3. SO(Q)○ a connected maximal subgroup of SL(V ) if Q is isotropic
4. SO(Q) acts transitively on the level sets {Q =m}
Proof. For property (1) (see [Kn69], §2.1, example 3). The second assertion is proved
in ([B91] §23.4). The proof of property (3) in the real case generalises to any local field.
Let H = SO(Q)○ and G = SL(n,R). Let L be a closed connected subgroup of G, such
that H ⊆ L ⊆ G. Let h ⊆ l ⊆ g be the correspondent Lie algebras. Then the complex-
ified quotient lC/hC is a subalgebra gC/hC. In particular it is an SO(n,C)-module for
the ad−representation. Since hC consists of skew-symmetric matrices and gC consists of
matrices of trace zero, thus gC/hC consists of symmetric matrices with trace zero. But
since SO(n,C) acts irreducibly on gC/hC we decuce that lC = hC or lC = gC, therefore
L = SL(n,R) or L = SO(Q)○.
We now prove property (4), let x, y ∈ V such that Q(x) = Q(y) =m for some m ∈ k. Denote
by F the vector subspace spanned by x and y. Define the endomorphism ρ ∶ F → F by
ρ(x) = y and if dim(F )= 2, ρ(y) = x. Then ρ preserves Q∣F , hence by Witt’s theorem we
can find an isometry ρ ∶ V → V for Q which extends ρ. If ρ ∉ SO(Q), it suffices to consider
ρ̃ = ρ ○ σ where σ is some isometry for Q of determinant −1 which fixes x.
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Proposition 1.1.18. Let Q be an isotropic nondegenerate quadratic form over V a k-
vector space of dimension n ≥ 3, then if SO(Q) is defined over Q then Q is proportional
with a quadratic form with rational coefficients.
Proof. This follows easily from the fact that if C(Q) = C(Q′), then there exists a nonzero
scalar λ ∈ k such that Q′ = λQ.
1.2 Homogeneous space and lattices
Definition 1.2.1. A homogeneous space X is a differentiable manifold given by the quo-
tient G/H of a connected Lie group G by a closed subgroup H of G.
A homogeneous space is always smooth as a manifold and therefore provides a fertile
ground for the study of dynamical systems.
Any right-invariant Haar measure on G induces a smooth volume measure on G/H which
is called a Haar measure as well. The space G/H is said to be finite volume if the Haar
measure ν on G/H is G-invariant and finite.
Definition 1.2.2. A discrete subgroup Γ of G is said to be a lattice if Γ has finite covolume
in G, i.e. ν(G/Γ) <∞.
Any lattice Γ in G gives rise to a homogeneous space X = G/Γ of finite volume. A basic
example is the d-dimensional torus Td = Rd/Zd, it is clearly compact, hence finite volume
for the Haar measure induced by the Lebesgue measure therefore Zd is a lattice in Rd.
Definition 1.2.3. A lattice Γ in G is said to be uniform if G/Γ is compact.
The question of the existence of uniform lattices is highly non-trivial,
Theorem 1.2.4 (Borel, Theorem C, [B63]). Let G be a connected semisimple Lie group
then G has uniform lattices.
Some lattices can be realised as the integers points of some linear algebraic group over Q,
Theorem 1.2.5 (Borel, Harish-Chandra, [BH62]). Let G be a semisimple Q-algebraic
group then G(Z) is a lattice in G(R).
Since SLd is a semisimple algebraic group defined over Q, we get the following corollary
Corollary 1.2.6. Let d ≥ 2, then SL(d,Z) is a lattice in SL(d,R).
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1.2.1 Mahler’s Compactness Criterion
Bounded subsets of Xd = SL(d,R)/SL(d,Z) can be described using Mahler’s Compact-
ness Criterion. Roughly one can see that arbitrarily large elements for a suitable topology
(see below) in Xd correspond to lattices with arbitrarily small vectors.
By definition of the quotient topology on Xd, a sequence {Λi} of lattice in Rd converges to
some lattice Λ in Rd if and only if there exists a basis (fi,1, ..., fi,d) of {Λi} which converges
to a basis (f1, ..., fd) of Λ. A sequence of lattices {Λi} goes to infinity in Xd if for any
compact subset Θ of Xd there exists some n large enough such that {Λi} move away from
Θ for any i ≥ n. For d ≥ 2, it is not difficult to show that Xd is not compact.
For any lattice Λ in Rd, one denotes by d(Λ) the volume of the torus Rd/Λ. It is given by
the formula d(Λ) = ∣det(f1, ..., fd)∣ where (f1, ..., fd) is any basis of Λ.
Let us state the following result on the topology on the space of lattices in Rd,
Theorem 1.2.7 (Mahler’s Compactness criterion). A subset Θ of Xd is relatively compact
in Xd if and only if there exists constants α,β > 0 such that for all Λ ∈ Θ, one has:
d(Λ) ≤ β and infΛ−{0}∥v∥ ≥ α.
Proof. (see e.g. [PR], Proposition 4.8)
The theorem just says that a set of lattices is relatively compact if and only if their volume
are bounded and they avoid a small ball around the origin.
Siegel summation formula
Denote like above by ν the probability Haar measure on Xd arising from the Haar mea-
sure on G. The interpretation of the elements of Xd as lattices in Rd gives rises to the
following important connection between ν and the Lebesgue measure on Rd.
Let ϕ a function on Rd, denote by ϕ˜ the function on Xd given by ϕ˜(Λ) = ∑
Λ−{0}ϕ(x).
Theorem 1.2.8 ([Sieg]). For any ϕ ∈ L1(Rd) one has ϕ˜(Λ) < ∞ for ν-almost all the






This formula is very useful for counting lattices points inside regions in Rd, indeed if ϕ is
the characteristic function of a subset B of Rd, the integrand in the right-hand side gives
the cardinality of the finite set Λ − {0} ∩B.
1.2.2 Homogeneous actions
Let G be a Lie group and H ⊂ G its closed subgroup. Then G acts transitively by left
translations x ↦ gx on the right homogeneous space G/H, hence H can be viewed as the
isotropy subgroup of some element in G/H.
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Definition 1.2.9. Let F a subgroup of G, the left action x↦ gx of F on G/H is said to
be a homogeneous action and this action is denoted by (G/H,F ).
We assume in the following that G is a connected Lie group and ν(G/H)<∞, a important
case concerns the action of a one-parameter group F ∶= {ϕt ∶ t ∈ R} with ϕt+s = ϕt ○ ϕs.
Definition 1.2.10. If F a one-parameter subgroup F ∶= {ϕt ∶ t ∈ R} of G, then the
homogeneous action (G/H,F ) is called a homogeneous flow.
There is an isomorphism between:{The left F -action on G/H}←→ {The right F -action on H/G}.
Hence it is equivalent to treat the case of right or left actions, for convenience we make
the choice to deal with left actions only.
1.2.3 Ergodic theory of homogeneous flows
Suppose that X = G/H is a homogeneous space and F a Lie subgroup of G which acts
by left translations on X. We denote by µ the Haar measure on X and we say that a
measurable subset A of X is F -invariant if ρb(A) = A for any b ∈ F where ρ ∶ b↦ ρb is the
left translation by b. In the case where F is a one parameter subgroup {ϕt ∶ t ∈ R}, the
F -invariance of A is equivalent to the fact that ϕt(A) = A for every t ∈ R. The definition
can be extended to subsets up to an null measure set.
Definition 1.2.11. The action of F on X is said to be ergodic (with respect to µ ) if
every F -invariant measurable subset A of X is either null or full i.e. either µ(A) = 0 or
µ(X −A) = 0. In this case, we say that the measure µ is a F -invariant ergodic measure
on X.
The orbits of ergodic action have nice topological properties,
Proposition 1.2.12 (see e.g.[Zim84], Prop. 2.1.7 and 2.1.10). Let F a locally compact
group separable which acts on X and measure-preserving. If µ is a F -invariant ergodic
measure then the orbit Fx is dense in supp(µ). Moreover if F is a Lie subgroup of G,
then supp(µ) = Fx.
Proof. We can assume X = supp(µ). Let D a countable dense subset action of X andD the set of all open balls with center points of D and positive rationnal radius. For all
B ∈ D, and g ∈ F let ρg the left translation map by g, the set AB = ∪n∈Zρ−ng (B) is the
set of points x such that the orbit Fx pass by B. This set verifies ρ−1g (AB) = AB. By
ergodicity of the action, µ(AB) = 1 thus A = ∩B∈DAB also verifies µ(A) = 1. The first
statement is proved since the orbits of points of A are dense in X. Since F = F(R) where
F is a R-algebraic group acting on the R-variety X and that the F(R)-orbits in X(R) are
locally closed, the F -ergodic measures on X(R) have their support carried by F(R)-orbits.
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The reason we focus on ergodic measures is that any invariant measure by the flow is a
geometrical combination of ergodic measures (2) (see [EW], §1.4)
Proposition 1.2.13 (Ergodic decomposition). Let φ ∶ (X,B, µ) Ð→ (X,B, µ) be a mea-
sure preserving map of a Borel preserving map. Then there is a Borel probability space(Y,BY , ν) and a measurable map y ↦ µy for which
• µy is a φ-invariant ergodic probability measure on X for almost every y
• µ = ∫Y µydν(y)
Pointwise Ergodic theorem
We state one of the most important result in Ergodic theory known as the pointwise
convergence Ergodic theorem for the following reason:
Theorem 1.2.14 (Birkhoff). Let µ a probability measure which is ergodic with respect to
a flow {φt ∶ t ∈ R} on X. Then almost every ⟨φt⟩-orbit in X is uniformly distributed with







f dµ when n→∞ for a.e. x ∈X
Proof. See e.g. [EW]
1.2.4 Geodesic and horocycle flows
Let us define the hyperbolic plane by H = {z ∈ C∣ Imz > 0} which is know to be of constant
curvature −1 relatively to the Poincare´ metric dx2 + dy2
y2
. The group SL2(R) acts on H
by Mo¨bius transformations:
g.z = az + b
cz + d if g = ( a bc d ) ∈ SL2(R)
This action induces a transitive and isometric action of PSL2(R) on H, the stabilizer of
z = i is K = SO(2) which is compact and H is identified with PSL2(R)/PSO2(R).
Definition 1.2.15. The unit tangent bundle on H is the set defined by:
TH = {(z, v)∣ z ∈H and v is a tangent vector of H at z such that ∣v∣ = Imz}
Thus PSL2(R) acts on TH by:
2The precise statement is that the convex hull of the set of φ-ergodic probability measures on X is
equal to the set of φ-invariant probability measures on X
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g.(z, v) = (g.z, g′(z)v) = (az + b
cz + d, v(cz + d)2 )
This action allows to identify PSL2(R) with TH since the differential action is free and
transitive.
The hyperbolic distance on H is defined by:
d(x, y) = inf {l(γ) ∣ γ ∶ [0,1]→H is C1p , γ(0) = x and γ(1) = y}
where l(γ) = ∫ 1
0
∣γ′(t)∣
Im(γ(t)) dt is the lenght of the curve γ with respect to the Poincare
metric on H.
Proposition 1.2.16. The geodesics of H are the half circles which their center lies on
the real axis and the lines orthogonal to the real axis.
Geodesic flow
Let (z, v) ∈ TH and γ the geodesic through g and of direction v. Let zt the point on
γ being at distance t from z in the direction given by v and let vt the unit tangent vector
of γ at zt in the same direction.
Definition 1.2.17. The one parameter group given by gt(z, v) = (zt, vt) is called the
geodesic flow
Using the identification between TH and PSL2(R), the realization of the geodesic flow has
a very nice algebraic description in terms of matrix multiplication.
Proposition 1.2.18. The geodesic flow on TH correspond to the right multiplication in
PSL2(R) by the matrix at/2 where at = ( et 00 e−t ).
Proof. Using the identification between TH and PSL2(R), for any (z, v) ∈ TH there exists
g ∈ PSL2(R) such that:
g.(z0, v0) = (z, v) where z0 = i and v0 relative to z0
because g acts isometrically ie g preserves geodesics we have
gt(z, v) = gt(g.(z0, v0)) = g.gt)(z0, v0)) = gat/2.(z0, v0)
the last equality is obvious regarding the geodesic determined by z0 and v0.
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Let (z, v) ∈ TH and γ the geodesic associated ie the geodesic in H such that γ(0) = z and
γ′(0) = v. Let Ct the hyperbolic circle of center γ(t) through z and let C∞ the limit when
t → ∞ of Ct called the positive horocycle determined by (z, v). Let zt the unit normal
vector to C∞ which is at distance t from z (following the trigonometric sense) and vt the
unit normal vector to C∞ at zt directed in-ward.
Definition 1.2.19. The one-parameter group ht(z, v) = (zt, vt) is called the horocyclic
flow on TH
The horocycle flow can be define more concretely in the following way: for all (z, v) ∈ TH,
there exists a unique horocycle C∞ (i.e. a circle tangent to the real axis) through z and
having v as a normal (inward) vector, the horocycle flow is just obtain by pushing (z, v)
along C∞ with a distance t.
Using the identification again between TH and PSL2(R), we obtain an analog of the last
proposition for the horocycle flow.
Proposition 1.2.20. The horocycle flow on TH correspond to the right multiplication in
PSL2(R) by the unipotent group U = {ut = ( 1 t0 1 ) ∣ t ∈ R}.
The fact that we can translate the action of the geodesic and horocycle flow in terms
of matrix multiplication make the situation easier to deal with, for instance can deduces
immediately the following relations between the two flows:
Proposition 1.2.21. Let H = {hb = ( 1 0b 1 ) ∣ b ∈ R} the one parameter unipotent group
then we have the fundamental relation of commutation:
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{ usat = atuse−2t
hbat = athbeb2t
Remark. If we put A = {at = ( et 00 e−t ) ∣ t ∈ R} the proposition implies that right U -
orbit on PSL2(R) form the contracting foliation for the right A-action relative to the
left-invariant metric on PSL2(R) since a−tusat = use−2t → Id when t→∞ while H-action
form the expanding foliation since a−thbat = hbe2t diverges when t → ∞. For any left-
invariant metric dG in G we have,
dG(gat, gusat) = dG(gat, gata−tusat) = dG(I, a−tusat) = dG(I, ue−ts)→ 0 as t→ +∞
Ergodicity of geodesic and horocycle flows
A proof of the following theorem relies on the notion Mautner phenomenum (e.g. see
[DWMo], Proposition 3.2.3)
Theorem 1.2.22 (see e.g. [DWMo], Corollary 3.2.4). The geodesic flow ht is ergodic on
SL(2,R)/Γ.
The previous result is due to Hopf but follows from a more general statement,
Theorem 1.2.23 (Moore, [Mo66]). Suppose G is a connected, simple Lie group with finite
center, Γ a lattice in G and {at} a one-parameter subgroup of G such that its closure {at}
is not compact. Then {at} is ergodic on G/Γ (w.r.t. the Haar measure on G/Γ).
Corollary 1.2.24. The horocycle flow ht is ergodic on SL(2,R)/Γ.
Since the horocycle flow is ergodic on X = G/Γ, the pointwise ergodic theorem shows that
almost every orbit of {ht} on X is uniformly distributed w.r.t. the G-invariant probability






G/Γ fdµ as T →∞ for µ-almost every x ∈X
There is a fundamental question which confronts us: Can we replace almost by all in
the previous convergence and more generally can we also replace the horocycle flow by
any one-parameter unipotent subgroup. These are the issues we discuss now in the next
section.
1.3 Ratner’s classification theorems
1.3.1 The Raghunathan conjecture
A representative example of a unipotent flow is given by the horocycle flow on the unit
tangent bundle of a surface of constant curvature −1 and finite area. In 1936, Hedlund
[Hedl] proved that horocycle orbits are either closed or dense, more precisely he proved
that
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Theorem 1.3.1 (Hedlund). If G = SL(2,R), Γ is a lattice in G and U is a unipotent
one-parameter subgroup of G, then every U -orbit on G/Γ is either closed or dense in G/Γ.
In particular if G/Γ is compact then all the U -orbits are dense.
This result was strengthened by Furstenberg in 1972 [Furst72], who proved that under the
same hypothesis, the action of U on the compact space G/Γ is uniquely ergodic, i.e. the
G-invariant probability measure is the only U -invariant probability measure on G/Γ.
The Raghunathan conjecture is a far reaching generalisation of this fact to any homoge-
neous space and unipotent action. The conjecture is mentioned for the first time by Dani
in [Dan81] and it was formulated in two different versions. The first one concerns the orig-
inal version of a conjecture previously raised by Raghunathan in the mid seventies about
the structure of the orbit closure under unipotent actions in homogeneous spaces. The
second one deals with the classification of ergodic measures and is due to Dani himself.
Conjecture 1.3.2 (Raghunathan topological conjecture). Let G be a connected Lie group,
and let Γ be a lattice in G. Let U be an Ad-unipotent subgroup of G. Then for any
x ∈ G/Γ, the closure of Ux is a homogeneous space and there exists a closed connected
subgroup L ∶= L(x) which contains U such that Ux = Lx.
The second conjecture emphasises the classification of U -ergodic measures generalising the
above-mentioned result of Furstenberg to arbitrary connected Lie groups.
Conjecture 1.3.3 (Dani measure classification conjecture). Let G be a connected Lie
group, and let Γ be a discrete subgroup in G. Let U be an Ad-unipotent subgroup of G.
Then any ergodic U -invariant measure µ on G/Γ is algebraic, that is, there exists x ∈ G/Γ
and a subgroup L ⊂ G containing U such that Lx is closed and µ is the L-invariant
probability measure on Lx.
In the same paper [Dan81], Dani proved his conjecture for G reductive and U horospherical
w.r.t. some element a ∈ G (i.e. U = Ua = {g ∈ G ∣ anga−n → e, n→ +∞}) which is maximal.
Later in 1986, Dani proved the Raghunathan conjecture for G reductive and U an arbitrary
horospherical subgroup of G [Dan86a].
The first result on Raghunathan’s conjecture for nonhorospherical subgroups of semisimple
groups was obtained by Dani and Margulis in [DM90]. They proved the conjecture in the
case when G = SL(3,R) and U = {u(t)} is a one-parameter unipotent subgroup of G such
that u(t) − I has rank 2 for all t ≠ 0.
The result of Furstenberg mentioned above implies for the case when G = SL(2,R), Γ is
a uniform lattice and U = {u(t)} is a one-parameter unipotent subgroup of G that every
orbit of {u(t)} on G/Γ is uniformly distributed w.r.t. the G-invariant probability measure,






G/Γ fdµ as T →∞
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Dani and Smilie extended this result to nonuniform lattices Γ in G = SL(2,R) and every
nonperiodic orbit {u(t)} in [DanSm]. Such results had already been proved by Dani
in [Dan82] for Γ = SL(2,Z). In this paper Dani formulated the uniform distribution
conjecture for unipotent flows on SL(n,R)/Γ. This was extended to arbitrary connected
Lie groups and actions of closed subgroups generated by unipotents by Margulis at the
ICM 1990 Kyoto (Japan),
Conjecture 1.3.4 (Dani uniform distribution conjecture). Let G be a connected Lie group
and Γ a lattice in G. Let {u(t)} be a one-parameter unipotent subgroup of G. Then for
any x ∈ G/Γ there exists a closed subgroup of F of G (containing U) such that the orbit
Fx is closed and the trajectory {u(t)x ∶ t ⩾ 0} is uniformly distributed with respect to a
(unique) F -invariant probability measure µx supported on Fx. In other words, for any






G/Γ fdµx when T →∞
1.3.2 Ratner’s results on the Raghunathan conjecture
In a series of papers, M. Ratner made a major breakthrough in the theory of dynamics
on homogeneous spaces by solving in full generality the Dani-Raghunathan conjectures in
all theirs variants. The first result concerns the proof of measure classification version
of Ragunathan’s conjecture which classifies ergodic measures invariant under unipotent
subgroups,
Theorem 1.3.5 (Ratner’s measure classification theorem, [Ratn91a]). Let G be a con-
nected Lie group, and let Γ be a lattice in G. Let U be a connected Lie subgroup of G
generated by one-parameter unipotent groups. Then any ergodic U -invariant measure µ
on G/Γ is algebraic; that is, there exists x ∈ G/Γ and a subgroup L ⊂ G containing U
(and generated by unipotents) such that Lx is closed and µ is the L-invariant probability
measure on Lx.
The general philosophy in the theory of unipotent dynamics is that classifying ergodic
invariant measures is easier than classifying intermediate subgroups, indeed the notion
of entropy is a very useful tool for the classification of ergodic measures which has no
equivalent in the side of the intermediate subgroups. We have the following correspondence
(see proposition 1.2.12)
Ergodic U−invariant measures on G/Γ ↔ Intermediate subgroups U ⊂ L ⊂ G
µ ↔ Lx = supp(µ) with x ∈ G/Γ
Theorem 1.3.6 (Ratner’s orbit closure theorem). Let G be a connected Lie group, and
let Γ be a lattice in G. Let H be a connected Lie subgroup of G generated by one-parameter
unipotent groups. Then for any x ∈ G/Γ there exists a closed connected subgroup P ⊂ H
such that Hx = Lx and Lx admits a L-invariant probability measure.
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The following theorem due to N. Shah gives extra information about the structure of the
intermediate subgroups arising from Ratner’s orbit closure theorem above,
Theorem 1.3.7 ([Sh91], Prop. 3.2). Let G be a semisimple algebraic group defined over
Q and Γ be an arithmetic subgroup of G. Let E be a subgroup of G(R) generated by
unipotent elements and assume that
EΓ = RΓ where R is a closed connected subgroup of G(R)
such that R ∩ Γ has finite covolume in R. Then R = Ẽ(R)○ where Ẽ is the smallest
Q-subgroup of G whose group of real points contains E.
1.4 Uniform distribution of unipotent trajectories
Let G be a connected Lie group and Γ a discrete subgroup of G. Let U be a connected
closed subgroup of G. Ratner’s uniform distribution theorem below says that if Γ is a
lattice of a connected Lie group G and U = {ut} be a unipotent one-parameter subgroup
of G then for any x ∈ G/Γ the {ut}-orbit of x is uniformly distributed in its closure, that







when T Ð→ ∞ and µx is the H-invariant probability measure supported by the orbit
Hx = {utx ∣ t ∈ R}, in particular if {utx ∣ t ∈ R} is dense in G/Γ, that is to say if x is
U -generic, then one can take µx = µ to be the G-invariant probability measure of G/Γ and
the orbit of x is uniformly distributed with respect to µ.
Theorem 1.4.1 (Ratner’s uniform distribution theorem, [Ratn91b]). Let G be a connected
Lie group and Γ a lattice in G. Let {u(t)} be a one-parameter unipotent subgroup of G.
Then for any x ∈ G/Γ there exists a closed subgroup of F of G (containing U) such that the
orbit Fx is closed and the trajectory {u(t)x ∶ t ⩾ 0} is uniformly distributed with respect to
a (unique) F -invariant probability measure µx supported on Fx. In other words, for any






G/Γ fdµx when T →∞
1.4.1 Quantitative nondivergence
The set S(U) of U is defined to be the set of all x ∈ G/Γ such that there exists a
proper closed subgroup H containing U such that Hx is closed and has H-invariant finite
measure. This set is called the singular set for U , we also put G(U) = G/Γ − S(U) the set
of U -generic points. It is clear that for any U -generic point x, the orbit Ux is dense in
G/Γ. Let H the class of all proper closed connected subgroups H of G such that H ∩ Γ
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is a lattice in H and Ad(H ∩Γ) is Zariski dense in Ad(H), where Ad denotes the adjoint
representation of G. The class H is countable ([DM93], Proposition 2.1) and we haveS(U) = ⋃H∈HX(H,U)Γ/Γ where X(H,U) = {g ∈ G∣Ug ⊆ gH} ([DM93], Proposition 2.3).
These notions make sense when U = {u(t)∣t ∈ R} is a one-parameter unipotent subgroup,
in this case one can use the fundamental property shared by unipotent flows that is to
have polynomial growth with respect to the parameter. In the linear context this property
has the following application which has an elementary proof,
Proposition 1.4.2 ([DM93] , Prop 4.2). Let V a finite dimensional real vector space
and let A be an algebraic variety of V . Then for any compact C of A and any ε > 0 there
exists a compact subset D of A such that the following holds: for any neighbourhood Φ of
D in V there exists neighbourhood Φ
′
of C in V such that for any unipotent one-parameter
subgroup {ut} of GL(V ), any v ∈ V −Φ and any T > 0, we have
λ({t ∈ [0, T ] ∣ utv ∈ Φ′}) < ελ({t ∈ [0, T ] ∣ utv ∈ Φ})
If C ⊂D ⊂ V satisfy the property of the proposition, one says that the relative size of the
compact subset C in D does not exceed ε. Now we state the fundamental quantitative
nondivergence property, about the behaviour of unipotent flows near singular sets.
Theorem 1.4.3 ( [DM93], Theorem 1). Let G be a connected Lie group and Γ a discrete
subgroup of G. Let U be a closed connected subgroup of G generated by its unipotent ele-
ments. Let F be a compact subset of G(U). Then for any ε > 0 there exists a neighbourhood
Φ of S(U) such that for any unipotent one-parameter subgroup {ut} of G and any x ∈ F
λ({t ∈ [0, T ] ∣utx ∈ Φ}) ⩽ εT for all T ⩾ 0
In other words, the theorem says that the orbit under any unipotent flow of any U -generic
point x lying in a compact set spends in average most of its life outside a neighbourhood
of the singular set of U .
1.4.2 Linearisation of singular sets
In this section we discuss the breakthrough paper [DM93] which introduced one of the
most important techniques in homogeneous dynamics. The linearisation technique consists
of assigning to each H ∈H a finite dimensional linear representation (%H , VH) of G, a map
ηH = η ∶ G Ð→ VH and an algebraic variety AH of VH such that η−1(AH) = X(H,U).
Hence the singular set of U can be seen as S(U) = ⋃H∈H η−1(AH)Γ/Γ after linearisation.
Using proposition 1.4.2 one can prove the following result about the behaviour of unipotent
flows near singulars set for closed connected subgroups of G generated by its unipotent
elements.
More precisely, let g = Lie(G) and for every H ∈ H with dimension h we associate the
vector space given by VH = ⋀h g and the representation ρH ∶= ⋀h ad ∶ G→ GL(VH).
Let ξ1, . . . , ξh be a basis of subalgebra h ⊂ g of the subgroup H ⊂ G. Then ⋀h h = R.pH
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where p = pH ∶= ξ1 ∧ . . . ∧ ξh ∈ VH . The following map is the main tool of the theory of
linearisation
η = ηH ∶ G → VH
g ↦ ρ(g).pH
Clearly η(H) ⊂ Rp. For any H ∈H, let ΓH = NΓ(H) the normaliser of H in Γ
Lemma 1.4.4 ([DM93], Lemma 3.1). ΓH = {γ ∈ Γ ∶ ρ(γ)p = ±p}
Proof. If ρ(γ)p = ±p for γ ∈ Γ, then Ad(γ) normalises h and hence γ ∈ ΓH . Conversely, if
γ ∈ ΓH then γ normalises the lattice Γ ∩H ⊂ H, and hence the conjuguaison γ ↦ γhγ−1
preserves the bi-invariant Haar measure on H and (up to a sign) the volume form on h.
Lemma 1.4.5 ([DM93], Proposition 3.2). Let H ∈ H and let A = AH ⊂ V the Zariski
closure of the set η(X(H,U)). Then
X(H,U) = η−1(A)
Proof. The inclusion X(H,U) ⊂ η−1(A) comes from the definition. Conversely, let
u = Lie(U) the one-dimensional subspace of g. Then,
g ∈X(H,U)⇐⇒ u ⊂ Ad(g)(h)⇐⇒ η(g) ∧ u = 0⇐⇒ η(g) ∈ A0
where A0 = {v ∈ V ∶ v ∧ u = 0} is Zariski closed and contains A.
Self-intersection points
Definition 1.4.6. Let M be a subset of G. We say that g ∈ M is a point of (H,Γ)-
intersection if there exists an element γ ∈ Γ − ΓH such that gγ ∈M .
g ∈M is not S.I. (self-intersection) ⇐⇒ the map gΓz→ gΓH is injective
We are interested in the self-intersection of the set X(H,U). The normaliser ΓH = NΓ(H)
is contained in X(H,U) and if the equality NΓ(H) =X(H,U) holds then the set X(H,U)
has no (H,Γ)-self-intersection.
Proposition 1.4.7 ([DM93], Proposition 3.3). The set of (H,Γ)-intersection points of
X(H,U) is contained in the union of X(H ′ , U) where H ′ are in H and have dimension
less that h.
Using the aforementioned proposition and induction, one can prove the following funda-
mental result,
Theorem 1.4.8 ([DM93], Theorem 3.4). Let Γ a discrete subgroup of G and let H ∈H.
Then the orbit
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ηH(Γ) = ρH(Γ)p is discrete in VH
From the above theorem it is not difficult to deduce,
Corollary 1.4.9 ([DM93], Corollary 3.5). Let H ∈H, A the Zariski closure of η(X(H,U))
in V and D the compact set in A. Denote by YD the set of (H,Γ)-intersections of η−1(D)
and let K be a compact set in G/Γ − YDΓ. The there exists a neighbourhood φ of D in V
such that η−1(Φ) ∩KΓ has self-intersection.
1.4.3 Proof of Theorem 1.4.3
We present the proof as given in [DM93]. The singular set S(U) is equal to the count-
able unions of σ-compact subsets X(H,U) for H ∈H. Therefore it suffices to construct, for
any ε > 0, x ∈ G(U), H ∈H and any compact sets C ⊂X(H,U), K ⊂ G/Γ, neighbourhood
Ω of the compact set CΓ ⊂ G/Γ such that
(∗) λ{t ∈ [0, T ] ∶ utx ∈ Ω ∩K} ≤ εT for all T ≥ 0
We proceed by induction on h = dim(H), the case of dimension 1 is trivial. Assume h ≥ 2.
We fix an ε > 0, x ∈ G(U), H ∈H, C ⊂X(H,U) and a compact K in G/Γ. By proposition
1.4.7 and by induction hypothesis, there exists a neighbourhood Ω′ of the set YHΓ ⊂ G/Γ
such that
(∗∗) λ{t ∈ [0, T ] ∶ utx ∈ Ω′ ∩K} ≤ εT /2 for all T ≥ 0
At this moment, we introduce the linearisation procedure. Let
V = VH , ρ = ρH , η = ηH and A = AH
We are now in a linear setup, thus proposition 1.4.2 implies that there exists a compact
subset D ⊂ A containing η(C) as a subcompact of relative size at most ε/4. One can write
x = gΓ for some g ∈ G, since η(Γ) is discrete in V by theorem 1.4.8, the set η(gΓ) = ρ(g)η(Γ)
is discrete as well. We have η(gΓ) ∩A = ∅, indeed by proposition 1.4.5
X(H,U) = η−1(A) and gγ ∉X(H,U) for all γ ∈ Γ
In particular there exists a neighbourhood Φ′ = Φ′(D) ⊂ V such that η(gΓ)∩Φ′ = ∅. Let K ′
be a compact set in G such that KΓ′ =K1 =K−Ω′ ⊂ G/Γ. By corollary 1.4.9, there exists a
neighbourhood Φ′′ = Φ′′(D) in V so that the set η−1(Φ′′)∩K ′Γ has no (H,Γ)-intersections.
We put Φ = Φ′ ∩Φ′′. Then there exists a neighbourhood Ψ = Ψ(η(C)) ⊂ Φ ⊂ V so that for
all T ≥ 0
(∗ ∗ ∗) λ{t ∈ [0, T ] ∶ ρ(ut)v ∈ Ψ} < ελ{t ∈ [0, T ] ∶ ρ(ut)v ∈ Φ } for any v ∈ V −Φ
24
The end of the proof consists of showing that Ω = η−1(Ψ)Γ is the required neighbourhood
of CΓ. We fix a T > 0 and for every q ∈ η(Γ) = ρ(Γ)p we define
I(q) = {t ∈ (0, T ) ∶ ρ(utg)q ∈ Φ}
J(q) = {t ∈ (0, T ) ∶ ρ(utg)q ∈ Ψ and utgΓ ∈K1}
I ′(q) = {t ∈ (0, T ) ∶ ∃a ≥ 0 ∶ [t, t + a] ⊂ I(q) and ut+agΓ ∈K1}
Clearly for any q ∈ η(Γ), we have the following inclusions J(q) ⊂ I ′(q) ⊂ I(q).
Concerning I ′, given any q1, q2 ∈ η(Γ) we have either q1 = ±q2 or I ′(q1) ∩ I ′(q2) = ∅. In-
deed if we write q1 = η(γ1) and q2 = η(γ2) then given any t ∈ I ′(q1) ∩ I ′(q2), there exists
a a ≥ 0 such that [t, t + a] ⊂ I(q1) ∩ I(q2) and ut+agΓ ∈ K1 = K ′Γ. We already know that
η−1(Φ) ∩K ′Γ has no (H,Γ)-self-intersections, then γ1ΓH = γ2ΓH and the lemma 1.4.4 we
get that q1 = ρ(γ1)p = ±ρ(γ2)p = ±q2.
Let q ∈ η(Γ) and let (a, b) a connected component of I(q). Thus, ρ(uag)q ∉ Φ and
J(q) ∩ (a, b) ≠ ∅ then I ′(q) contains an interval (a, c), a < c ≤ b, such that J(q) ∩ (a, b) ⊂(a, c]. Hence by applying (∗ ∗ ∗) to v = ρ(uag)q ∈ V −Φ and T = c − a > 0, we obtain
λ(J(q) ∩ (a, b)) ≤ ε
4
λ(I ′(q) ∩ (a, b))
In particular, λ(J(q)) ≤ ε
4
λ(I ′(q)) therefore
λ{t ∈ [0, T ] ∶ utgΓ ∈ Ω ∩K1} = λ( ⋃
q∈η(Γ)J(q)) ≤ ε4 ∑q∈η(Γ)λ(I ′(q)) ≤ εT /2 for all T ≥ 0
The last inequality follows because I ′(q1) ∩ I ′(q2) = ∅ if q1 ≠ ±q2. Hence (∗) follows from
the inequality (∗∗).
Uniform equidistribution theorem
Now we can state the Uniform equidistribution theorem of Dani-Margulis which moti-
vated the introduction of linearisation before, this result provided a uniform version with
respect to x of Ratner’s uniform distribution theorem provided x stays in compact subsets
which avoid a finite number of singular subsets.
Theorem 1.4.10 ([DM93], Prop. 9.4). Let G be a connected Lie group and Γ a lattice
of G. Let µ be the G-invariant probability measure on G/Γ. Let U = {ut} be a unipotent
one-parameter subgroup of G and ϕ be a bounded continuous function on G/Γ. Let K be
a compact subset of G/Γ and let ε > 0 be given. Then there exist finitely many proper
closed subgroups H1,⋯,Hk such that each Hi ∩ Γ is a lattice in Hi and compacts subsets
C1,⋯,Ck of X(H1, U),⋯,X(Hk, U) respectively, for which the following holds: For any








1.5 Topological rigidity of products of real and p-adic Lie
groups
1.5.1 Orbit closure theorem for regular p-adic Lie groups after Ratner
Let k a local field of characteristic zero (i.e. R, C or a finite extension of Qp or
equivalently the fields ks for variable number fields). If G is an algebraic group defined
over k, then the group G(k) of rational points of G is endowed with a structure of Lie
group over k, and the Lie algebra of the Lie group G(k), is the space of rational points
over k of the Lie algebra of G, as an algebraic group, that is:
LieGr(G(k)) = LieAl−Gr(G)(k)
Assumptions. For each place s ∈ S, we are given a Lie group Gs over ks and a closed
subgroup Hs generated by Ad-unipotent one-dimensional subgroups over ks. The product
G of the Gs is then in a natural way a locally compact topological group, and the product
H of the Hs is a closed subgroup of G. We identify Gt(t ∈ S) to the subgroup of G
consisting of the elements gs(s ∈ S) such that gs = 1 for s ≠ t.
Two slight restrictions are imposed on Gs, if s is not archimedean.
1. The kernel of the adjoint representation is the center Z(Gs) of G.
2. The orders of the finite subgroups of Gs are bounded.
If G is the group of rational points of an algebraic group which is connected in the Zariski
topology, the first condition is fullfilled. The condition 2 is always verified if Gs is linear
(see e.g. [B94] §7.3). Ratner introduiced the following notion.
Definition 1.5.1. Let s ∈ S a non-archimedean place, then Gs is said to be Ad-regular if
it satisfies the first condition and regular if it satisfies both conditions.
In particular we see from the remarks above that if G is the group of rational points of
a linear algebraic group which is connected in the Zariski topology defined over ks, it is
regular. This notion was exploited by Ratner to prove in [R93] the following Orbit closure
Theorem valid for any p-adic regular Lie groups which is not necessarily the group of
points of a linear algebraic groups,
Theorem 1.5.2 (Ratner). Let G,H be as before. Let M be a closed subgroup of G
containing H and Γ a discrete subgroup of finite covolume of M . Let x ∈M/Γ. Then M
contains a closed subgroup L such that H.x = L.x and L ∩Mx, where Mx is the stabilizer
of x, has finite covolume in L.
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1.5.2 Rigidity of unipotent orbits in S-adic groups
Now we turn to the generalisation of the Raghunathan conjecture for S-arithmetic
products. For simplicity we consider the problem of the topological of rigidity under
unipotent action within the group S-arithmetic group GS = SLn(kS). Let ΓS be the S-
arithmetic subgroup of GS given by ΓS = SLn(OS). The ring OS is a lattice in kS . Define
ΩS = GS/ΓS , it is the space of free of OS-submodules of knS of maximal rank and deter-
minant one. Then ΩS is the homogeneous space of unimodular lattices in k
n
S , by lattice
we mean a discrete subgroup of GS of finite covolume with respect to the Haar measure.
For every s ∈ S, let Us be a unipotent ks-algebraic subgroup of SLn/ks and denote byU =∏s∈S Us(ks) the associated unipotent subgroup of GS .
We are interested with the left action of U on the homogeneous space ΩS and more
particularly with the closure of such orbits. If x ∈ ΩS it turns out that the closure of the
orbit Ux is also an orbit of x. This result is the generalisation of Ratner’s orbit closure
theorem proven independently by Margulis-Tomanov and Ratner, we state it as it is in
[MT94].
Theorem 1.5.3 ([MT94], Theorem 11.1). Assume that U is generated by its one-dimensi-
onal unipotent subgroups. Then for any x ∈ ΩS, there exists a closed subgroup M =M(x) ⊂
GS containing U such that the closure of the orbit Ux coincides with Mx and Mx admits
a M -invariant probability measure.
The following theorem generalises the quantitative nondivergence property (1.4.3) to the
S-adic case,
Theorem 1.5.4 ([MT94], Theorem 11.6). Let U be a subgroup of GS generated by unipo-
tent kS-algebraic subgroups of GS contained in U . Let F be a compact subset of G(U).
Assume that Γ is a lattice in GS. Then for any ε > 0, there exists a neighbourhood Ω ofS(U) such that for any one-parameter unipotent subgroup {ut} of GS, where t ∈ kv, v ∈ S,
any x ∈ F and any B ≥ 0
σv{t ∈ kv ∣ ∣t∣v < B,utx ∈ Ω} ≤ εB
where σv is the Haar probability in kv.
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Chapter 2
The Oppenheim conjecture on
quadratic forms
2.1 The Oppenheim conjecture
Let Q denote a nondegenerate quadratic form on Rn which is indefinite i.e. Q(x) = 0
for some x ∈ Rn − {0} or equivalently Q(Rn) = R. It may be written
Q(x) = ∑
1≤i,j≤naijxixj (aij = aji ∈ R, det(aij) ≠ 0)
Unless otherwise stated we assume n ≥ 3. We are concerned with the set Q(Zn).
Definition 2.1.1. Q is said to be rational if Q is proportional to a rational quadratic
form that is, if there exists c ∈ R∗ such that Q = c.Q0 for some Q0 quadratic form with
coefficients in Q. If not Q is said to be irrational.
We can assume that Q0 have integral coefficients. Therefore, if Q is rational one has that
Q(Zn) = c.Q0(Zn) ⊂ c.Z is discrete
The Oppenheim conjecture states that, conversely, if Q is irrationnal, then Q(Zn) is not
discrete around the origin. More precisely, consider the three following conditions:
(i) Q is irrational
(ii) Given ε > 0, there exists x ∈ Zn such that 0 < ∣Q(x)∣ < ε.
(ii)′ Given ε > 0, there exists x ∈ Zn such that ∣Q(x)∣ < ε.
The Oppenheim conjecture is that (i)⇒ (ii), the condition (i) leaves open the possibilty
that Q(Zn) accumulates to zero only on one side, but Oppenheim showed (see [Op3]) that
this cannot happen for n ≥ 3 but it can for n = 2. It follows that the condition (ii) implies:
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(iii) Q(Zn) is dense in R
so that the conjectural dichotomy was in fact:
− Q rational ⇔ Q(Zn) is discrete
− Q irrational ⇔ Q(Zn) is dense
Counterexample of the Oppenheim conjecture for n = 2.
Let Q(x, y) = y2 − β2x2 where β is positive irrational quadratic integer such that β2 ∉ Q.
Thus Q is clearly irrational. For any x, y ∈ Z, x, y ≠ 0 there exists c > 0 such that:
∣β − y/x∣ ≥ c
x2
For x ≠ 0, we can write
Q(x, y) = x2(y/x + β)(y/x − β)
We have to prove that ∣Q(x, y)∣ has stricly positive lower bound for x, y ∈ Z not both zero.
This is clear if one of them is equal to zero. So let x, y be both positive. Then ∣y/x+β∣ ≥ β,
hence ∣Q(x, y)∣ ≥ cβ. Thus Q does not assume arbitrarily small values at integer points.
Reduction of the Oppenheim conjecture to dimension 3
The first relevant case to examine for the Oppenheim conjecture is when the dimension is
equal to three. Actually this case is the only we have to check because it suffices to prove
the Oppenheim conjecture for dimension 3.
Lemma 2.1.2. It suffices to prove the Oppenheim conjecture for n = 3
Proof. We proceed by induction. In fact, for n > 3 we select a rational basis v1, . . . , vn ∈ Qn
in Rn such that the restriction of Q to the linear hull L =< v1, . . . , vn−1 > is an indefinite
nondegenerate quadratic form and Q is nontrivial on the the plane < v1, v2 > (we can do
this by reducing Q to principal axes, then perturbing the basis obtain to make it rational).
Assume that the form is rational on the subspace L. We set
Lt =< v1, . . . , vn−1, vn−1 + tvn >
Then for a sufficiently small ∣t∣ < δ, the restriction of Q to Lt is an indefinite nondegenerate
form as well. Assume that for some rational 0 < t < δ the form Q∣Lt is rational. Since
the restriction of Q to L ∩Lt =< v1, . . . , vn−2 > is nontrivial for n > 3, it follows that there
exists α > 0 such that the form αQ has rational coefficients on L and Lt. But then αQ
has rational coefficients on all of Rn . This contradiction shows that the restriction of Q
to some rational hyperplane Lt, t ∈ Q, is a nondegenerate indefinite irrational form, and
one can lower the dimension to n − 1.
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2.2 History of the conjecture
In 1929, Oppenheim stated his conjecture on the values of indefinite irrational quadratic
forms at integer points. This conjecture is the analog of the classical result due to Meyer
for irrational forms. Indeed, given a quadratic form Q in n variables, let us set
m(Q) = inf {∣Q(x)∣ ∶ x ∈ Zn − {0}}
Meyer’s theorem says that if Q is rational and n ≥ 5 then Q represents zero over Z non-
trivially i.e. there exists x ∈ Zn − {0} such that Q(x) = 0 i.e. m(Q) = 0. Therefore the
Oppenheim conjecture is equivalent to the statement that if Q is irrational and n ≥ 5 then
m(Q) = 0.
Later on it was realised that m(Q) should be also equal to 0 under the weaker condition
that n ≥ 3, the formulation of the Oppenheim conjecture in its final form due to Davenport
and Heilbronn who made the conjecture for the particular case of diagonal forms (i.e. given
by Q(x1, .., xn) = λ1x21 + ... + λnx2n). We summarise briefly some of the most important
results of the history of the Oppenheim conjecture. We follow the presentation of Margulis
as in [Mar97], see the same paper for more details.
Chowla’s first result
The first significant result towards the Oppenheim conjecture after those made by
Oppenheim himself was obtained in 1934 by Chowla (see [Ch34]) and concerns indefinite
diagonal forms
Q(x1, ...., xn) = λ1x21 + ... + λnx2r + λr+1x2r+1 + ... + λnx2n
such that n ≥ 9 with all the ratios λi/λj (i ≠ j) are irrational.
The proof uses a theorem of Jarn`ık and Walfisz on the number of integer points lying in
a large ellipsoid. Let Q be a positive definite quadratic form in n variables. Let NQ(X)
be the number of integer solutions of the inequality Q(x) ≤X, in other words the number
of points from the lattice Zn lying in the ellipsoid EQ(X) ∶= {x ∈ Rn ∶ Q(x) ≤X}. Using a
linear change of variables, one can easily see that
Vol(EQ(X)) = CQ.Xn/2 where CQ = pin/2√
DΓ(n2 + 1) with D = disc(Q)> 0.
In 1930, Jarn`ık and Walfisz proved the following result
Theorem 2.2.1 (Jarn`ık-Walfisz). Suppose Q is a positive definite diagonal irrational form
in n ≥ 5 variables then:
NQ(X) = Vol (EQ(X)) + o(Xn/2−1).
It follows from this theorem and the volume estimate of an ellipsoid given before that
for any fixed ε > 0, the asymptotic of the number of integral solutions of the inequalities
X ≤ Q(x) ≤X + ε is given by
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NQ(X + ε) −NQ(X) ∼ εCQn
2
.Xn/2−1 as X →∞.
In particular, the gaps between successive values of Q must tend to 0, that is
NQ(X + ε) −NQ(X) > 0 for any ε > 0 and for any X ≥X0(ε). (2.1)
2.2.1 The Oppenheim conjecture from the analytic point of view
In 1972, Davenport and Heilbronn conjectured in [DavH] that the same result should
be true for general positive definite irrational quadratic form in n ≥ 5 variable, in the same
paper they also got a partial result using the Hardy-Littlewood circle method. Now let us
deduces Chowla result, so let n ≥ 9 and all the ratios λi/λj (i ≠ j) be irrational numbers.
The fact that Q is positive definite encouraged Chowla to make the following remark.
Chowla’s argument: Of nine positive or negative number, at least five must have the
same sign.
Hence we may assume that λ1, .., λ5 are positive and λi < 0 for some i ∈ {6, ..., n}. Applying
equality (2.1) to the positive definite quadratic form Q(x1, .., x5) = λ1x21+ ...+λ5x25, we get
that there exists y ≥X0(ε), y > 0 and integers m1, ...,mn not all equal to zero such that
n∑
r=6λrm2r = −y and y < λ1m21 + ... + λ5m25 ≤ y + ε
This concludes the proof since we found non trivial integer vector m satisfying ∣Q(m)∣ < ε.
The Oppenheim conjecture for diagonal forms for n ≥ 5
The Oppenheim conjecture for diagonal forms in n ≥ 5 variables was proved by Dav-
enport and Heilbronn in 1946, clearly as we already saw before it is enough to prove it for
n = 5. Actually, Davenport and Heilbronn proved a much stronger statement which gives
a quantitative estimate on the distribution of the values of Q at integral points lying in a
box.
Theorem 2.2.2 (Davenport-Heilbronn, [DavH]). Let λ1, .., λ5 real numbers, not all of the
same sign and none of them is zero, such that the ratios λi/λj (i ≠ j) are irrational.
Let Q the diagonal quadratic form given by Q(x1, ...., x5) = λ1x21 + ... + λ5x25.
Then there exists arbitrarily large integers P such that the inequalities
∣Q(x1, ...., x5)∣ < 1 and 1 ≤ xi ≤ P for each i ∈ {1, ..,5}
have more than γP 3 integral solutions where γ = γ(λ1, ..., λ5) > 0.
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The Oppenheim conjecture for general quadratic forms
For general quadratic forms the best result towards the Oppenheim conjecture concerns
the case when n ≥ 21 and are due to Birch, Davenport and Ridout (see [DavR]). In 1986,
Baker and Schlickewei proved a slight generalisation for n ≥ 18 with restrictive signatures.
At this stage, the methods coming from analytic number theory were not sufficient to
prove the Oppenheim conjecture for small number of variables.
2.3 Dynamical interpretation of the Oppenheim conjecture
The turning point for the conjecture occurred in the eighties when M.S. Raghunathan
formulated his conjecture on closures of orbits of unipotent actions in the space of lattices.
In particular a special case, namely Theorem 2.3.1 below, would imply Oppenheim’s con-
jecture. In 1986, using this strategy, Margulis proved the Oppenheim conjecture in full
generality. Let us consider the three following conditions
(i) Q is irrational
(ii) Given ε > 0, there exists x ∈ Zn such that 0 < ∣Q(x)∣ < ε.
(ii)′ Given ε > 0, there exists x ∈ Zn such that ∣Q(x)∣ < ε.
Actually Margulis first proved a weak form of the Oppenheim conjecture, namely the im-
plication (i)⇒ (ii)′ ([Mar86], [Mar89a]). When informed by A.Borel of the fact that the
Oppenheim conjecture was a slightly stronger one, he quickly completed his argument and
finally established the full Oppenheim conjecture in [Mar89b]. The most difficult was to
prove (i) ⇒ (ii)′, following the strategy of Raghunathan it was sufficent for Margulis to
prove the following statement on closures of orbits:
Theorem 2.3.1. Any relatively compact orbit of SO(2,1)○ in SL(3,R)/SL(3,Z) is com-
pact.
This is a particular case of the Raghunathan conjecture which was proved in full generality
by M.Ratner few years after. In the original proof of this theorem made by Margulis, the
key point is to use the dynamics of some one-parameters subgroups of SL(3,R) acting
on the homeogeneous space of lattices, namely SL(3,R)/SL(3,Z). In a certain sense,
Margulis’ proof is elementary since it does not make any use of major results other than
Mahler’s compactness criterion. However the proof is tricky and requires some deep and
technical topological results about one-parameter subgroups of SL(3,R) (see [Mar89a],
[Mar89b]).
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2.3.1 Deduction of the Oppenheim conjecure from Theorem 2.3.1
Let Q a non-degenerate indefinte quadratic form over R3, and S = SO(Q). Let as
usual G = SL(3,R) , Γ = SL(3,R) q(x) = 2x1x3 − x22 and H = SO(q)○. Since the form Q is
indefinte and nondegenerate over R3 there exists g ∈ G such that Q(x) = λq(gx) for some
λ ∈ R. It follows that H = gSg−1 and H is generated by the two unipotent subgroups U1
and UT1 .
Lemma 2.3.2. If Theorem 2.3.1 is true then the Oppenheim conjecture holds.
Proof. To prove the Oppenheim conjecture it suffices to prove that the set q(gZ3) has 0
as an accumulation point provided that the form Q is irrational. Assume the opposite: 0
is an isolated point of the set. Then the orbit Hz is relatively compact in G/Γ where z =
gΓ ∈ G/Γ. Indeed, suppose that hkgΓ→∞ for some sequence (hk) ∈H. Then by Mahler’s
criterion, 0 is a limit point for the family of lattices hkgΓ, k ∈ N. But q(hkgΓ) = q(gx),
and we arrive to a contradiction.
Hence the orbit HgΓ is relatively compact in G/Γ. By the hypothesis, it must be compact.
Then Γ∩g−1Hg is a lattice in g−1Hg which is Zariski dense by Borel’s density theorem. It
follows that g−1Hg is defined over Q. But H = SO(q)○, it implies that q is rational. Indeed
every symmetric matrix B preserved by the subgroup H is proportional to the associated
symmetric matrix C of q since H is generated by the two unipotent subgroups U1 and U
T
1
u1(1)Bu1(1)t = B and u1(1)tBu1(1) = B implies B = µC for some µ ∈ R.
Therefore RC consists of all symmetric matrices preserved by the Q-defined subgroup
g−1Hg. Since the lattice Γ ∩ g−1Hg is Zariski dense, hence RC is determined by a system
of linear equations with integer coefficients. But such a system has a rational solution,
hence for some µ ∈ R the matrix B = µC of Q has all its entries rational. This contradicts
the fact that Q is irrational and the Oppenheim conjecture is proved.
2.3.2 The proof of Oppenheim conjecture using Ratner’s theorem
The proof of the Oppenheim can be easily settled using Ratner’s Orbit closure theorem.
We prove the Oppenheim conjecture using the following version of Ratner’s theorem.
Theorem 2.3.3. Let G be a connected Lie group, and let Γ be a lattice in G. Let H be a
connected Lie subgroup of G generated by one-parameter unipotent groups. Then for any
x ∈ G/Γ there exists a closed connected subgroup H ⊂ L such that Hx = Lx.
In order to apply this theorem let G = SL(n,R) and Γ = SL(n,Z). It follows by Corollary
1.2.6 that Γ is a lattice of G. Let Q be an indefinite nondegenerate irrational quadratic
form over Rn of signature (r, s) with r, s ≥ 1.
There exists g ∈ G such that
Q(x) = λq(gx) for some λ ∈ R and with q(x) = x21 + . . . + x2r − x2r+1 − . . . − x2n.
33
Let H = SO(Q)○ then SO(q)○ = gHg−1, moreover H is generated by unipotents elements
since SO(q) = SO(r, s) is generated by unipotent elements for n = r + s ≥ 3. We can apply
Ratner’s theorem to obtain the existence of a closed connected subgroup L of G which
contains H such that
H.o = L.o
where o is the origin of the space of lattices G/Γ. In other words,
one has HZn = LZn for some closed connected L such that H ⊂ L ⊂ G
At first sight, it seems difficult to classify such intermediate subgroups, but using property(3) of Proposition 1.1.17 yields that H is maximal among all closed connected subgroups
of G, hence L = H or L = G. If L = H, since L ∩ Γ is a lattice in L using Borel’s density
theorem (see e.g. [Furst76]) we get that L is defined over Q. Thus Q is proportional to a
rational form, which leads to a contradiction. Hence L = G and HΓ = G,
Q(Zn) = Q(HΓZn) ⊃ Q(GZn) = Q(Rn − {0}) = R
that is Q(Zn) = R and the Oppenheim conjecture is proved.
2.3.3 The Littlewood conjecture
We introduce here a conjecture due to Littlewood (1930) which can be seen as an ana-
log of the Oppenheim conjecture for cubic forms instead of quadratic forms. In particular,
as the Oppenheim conjecture is deduced from Raghunathan’s conjecture, Littlewood’s
conjecture can be deduced from a dynamical statement which is a conjecture due to Mar-
gulis which is the analog of the Raghunathan conjecture for diagonal actions.
Let a ∈ Rn, denote by pi(a) =∏ni=1 ∣ai∣ and pi+(a) =∏ni=1 ∣ai∣+ with ∣a∣+ = max(1, a).
Let be given an arbitrary y = (α,β) ∈ R2, the conjecture of Littlewood states that
lim infn→+∞ n∥nα∥∥nβ∥ = 0
with ∥.∥ be the distance to the nearest integer. Using the notations above, the Littlewood
conjecture can be written in the following way
(L) For any ε > 0, there exists q ∈ Z − {0} and p ∈ Z2 such that ∣q∣.pi(qy + p) < ε.
Using multiplicative version of Khinchine’s transference principle, we have the equivalent
statement.
(L′) For any ε > 0, there exists q ∈ Z2 − {0} and p ∈ Z such that pi+(q).∣qy + p∣ < ε.
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Dynamical interpretation of the Littlewood’s conjecture
Given any (α,β) ∈ R2, one can define a cubic form with real variables defined by
P (x, y, z) = x(xα + y)(xβ + z)
It is easy to see that the Littlewood’s conjecture is equivalent to the following assertion
(L′′) inf
Z3−{0} ∣P (x, y, z)∣ = 0 for any (α,β) ∈ R2.
In particular, (L′′) was partially proved by Cassels-Swinnerton-Dyer for pairs (α,β) of
cubic irrationals in the same cubic fields. The best result known around the 2000’s was
due to Pollington and Velani [PV].
Recall that Bad∶= {x ∈ [0,1] such that ∃c > 0 with ∥qx∥ > cq for all q ≥ 1}.
Theorem 2.3.4 (Pollington-Velani). Given α ∈Bad there exists a subset G(α) of Bad
with Hausdorff dimension one such that, for any β ∈ G(α), the pair (α,β) satisfies (L).
The best known result toward Littlewood’s conjecture is due to Einsiedler, Katok and
Lindenstrauss and shows that the set of exceptions of (L) is very small.
Theorem 2.3.5 ([EKL06]). The set of pairs (α,β) for which the Littlewood’s conjecture
fails,
Ξ ∶= {(α,β) ∈ R2 ∶ lim infn→+∞ n∥nα∥∥nβ∥ > 0}
has Hausdorff dimension zero.
The analogy with Oppenheim’s conjecture invites us to consider the strategy used by
Margulis. Hence we are naturally led to the study of the stabiliser of P under the action
of SL(3,R). By remarking that P = P0 ○ gα,β, where





it suffices to consider the stabiliser of P0 since the stabiliser of P is the image of the
stabiliser of P0 by the conjugation by gα,β. The stabiliser of P0 is given by the subgroup A
of full diagonal matrices in SL(3,R), for technical reasons it is more convenient to consider
the two-parameter diagonal subgroup given by




⎞⎟⎠ ∶ r, s ∈ R+} ⊂ A.
By applying Mahler’s compactness criterion in the homogeneous space X3 = G/Γ of lattices
in R3, it is not difficult to prove the following equivalence.
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Proposition 2.3.6. The pair (α,β) satisfies (L′′) if and only if the A+-orbit of gα,βΓ is
unbounded in G/Γ. Moreover, for any δ > 0, there is a compact Cδ in X3 so that if
lim infn→+∞ n∥nα∥∥nβ∥ ≥ δ.
Then A+.gα,βΓ ⊂ Cδ.
The analogy with the Oppenheim conjecture ends here, the major issue is that A+ is not
generated by unipotent elements, thus Ratner’s theorem does not apply. The rigidity of
diagonal actions on G/Γ have been conjectured by Margulis.
Conjecture 2.3.7 (Margulis). Let d ≥ 3 and µ be an A-invariant ergodic measure on
Xd. Then there is an intermediate subgroup A ⊂ L ⊂ G such that µ is L-invariant and
supported by a closed L-orbit Lx for some x ∈Xd.
In order to prove Theorem 2.3.5, Einsiedler, Katok and Lindenstrauss proved a particular
case of Margulis’s conjecture involving an additional entropy condition.
Theorem 2.3.8 ([EKL06]). Let µ be an A-invariant ergodic measure on Xd such that
there exists a one parameter subgroup of A acting with positive entropy, then there is an
intermediate subgroup A ⊂ L ⊂ G such that µ is L-invariant and supported by a closed
L-orbit Lx for some x ∈Xd. In particular if d = 3, µ is the Haar measure on X3.
Following the analogy with Ratner’s theorems, Margulis suggested a conjecture about the
orbit closures under the action of the diagonal subgroup A. We state it in the case of
dimension 3 as it is in [Shap11] (see Conjecture 6.1).
Conjecture 2.3.9 (Margulis). For each x ∈X3, one of the following three options occur:
1. Ax is dense
2. Ax is closed
3. Ax is contained in a closed orbit Hx of an intermediate subgroup H in SL(3,R)⋉R3
which contains A, where H could be one the following three subgroup of SL(3,R):
H1 = ⎛⎜⎝










0 ∗ 0∗ 0 ∗
⎞⎟⎠.
U.Shapira exhibited in ([Shap11], Theorem 6.2) a counterexample to this conjecture which
proceeded a previous similar contradiction of the conjecture due to F. Maucourant who
treats the case of the subgroups of A while Shapira deals with the maximal split torus
([Mau10]). In the same paper, Shapira proved that the set of exception of the inhomoge-
neous uniform version of the Littlewood conjecture is of null Lebesgue measure, that is,
for almost any pair (α,β)∀γ, δ ∈ R lim infn→+∞ ∣n∣∥nα − γ∥∥nβ − δ∥ = 0.
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Chapter 3
Some generalisations of the
Oppenheim conjecture
The validity of the different forms of Raghunathan conjecture, namely topological
rigidity, uniform distribution and S-arithmetic version of it, have given rise in parallel to
some extensions of the Oppenheim conjecture.
The first generalisation that we introduce in §4.1.1 concerns the density of the values taken
by pairs F = (Q,L) consisting of one quadratic form and one linear form at integral points.
The first result in this direction deals with pairs in dimension 3 satisfying natural arith-
metic and geometric conditions and is due to S.G. Dani and G.A. Margulis (see Theorem
3.1.1).
For dimension greater than 3, sufficient conditions to guarantee the density of F (Zn) were
given by A. Gorodnik (see Theorem 3.1.3). It is conjectured by A.Gorodnik that one
can relax the geometric condition on the pair in order to obtain optimal conditions which
ensure density (see conjecture 6.1.1).
Historically the first generalisation of the Oppenheim conjecture is due to A.Borel and
G.Prasad who generalised the original proof of Margulis to the S-arithmetic case (see
theorem 3.2.1). The proof rests essentially on the use of strong approximation property
together with tools of geometry of numbers. Later, as soon as Raghunathan conjecture was
proved in fully generality for product of real and p-adic Lie groups, Borel gave a stronger
result which proves density instead of non-discretness around the origin (see Theorem
3.2.2). The advantage of his proof is that it does not require the use of strong approxima-
tion, however it involves technical group-theoretical arguments to eliminate superfluous
contribution of the intermediate subgroups coming from Ratner’s classifcation.
Finally in §3.3, we treat the problem of the distribution of the values of F (Zn) which
are known to be dense in the real line under Oppenheim’s assumptions. The so-called
quantitative Oppenheim conjecture states that the points of F (Zn) are not only dense in
the real line but also equidistributed with respect to Lebesgue measure when the signature
of F is not (2,1).
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These highly nontrivial results have been proved in three steps,
a) The lower bound due to Dani and Margulis (see [DM93], corollary 5)
b) The upper bound due to Eskin, Margulis and Mozes for signatures not equal to (2,1)
or (2,2) (see [EMM98])
c) The case of low signatures due to Eskin, Margulis and Mozes (see [EMM05])
3.1 Oppenheim type problem for pairs (Q,L)
A similar Oppenheim type problem concerns the existence of integral solutions of
simultaneous diophantine inequalities involving one quadratic form and one linear form.
More precisely given a pair (Q,L) and (a, b) ∈ R2 the problem is to find sufficient conditions
which guarantee the existence of an integral vector in x ∈ Zn such that(A) For any ε > 0 one has simultaneously ∣Q(x) − a∣ < ε and ∣L(x) − b∣ < ε.
That is to say that the set {(Q(x), L(x)) ∶ x ∈ Zn} is dense in R2. This problem was
first considered by S.G. Dani and G.Margulis [DM90] for a pair (Q,L) consisting of one
nondegenerate indefinite quadratic form and a nonzero linear form in dimension 3.
Theorem 3.1.1 (Dani-Margulis). Let Q be a non degenerate indefinite quadratic form
and L be a nonzero linear form in real coefficients and in three variables. Suppose that
1. The plane {L = 0} is tangential to the cone {Q = 0}
2. No linear combinaison (with real coefficients) of Q and L2 is rational
Then the set {(Q(x), L(x)) ∶ x ∈ Z3} is dense in R2.
3.1.1 Case when density fails
The geometric condition (1) cannot be replaced by the weaker condition that the in-
tersection of the plane and the cone is nonzero, in other words the condition Q∣L=0 is
indefinite is not sufficient for density to holds in dimension three. Indeed, due to a result
of Kleinbock-Margulis we can measure the size of the set of pairs for which density fails.
Let assume that F = (Q,L) is a pair in three variables such that Q∣L=0 is indefinite,
hence there exists g ∈ SL(3,R) such that Q(x) = Q0(gx) and L(x) = L0(gx) where
Q0(x) = 2x1x3 − x22 and L0(x) = x2 (note that in the case of the assumptions of Theorem
3.1.1 we may have L0(x) = x3 instead). We denote it by (Q,L) = (Qg0, Lg0), this allows us
to translate properties of such pairs into properties of the associated g’s in SL(3,R). We
have the following,
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Theorem 3.1.2 (Dani). There exists g ∈ SL(3,R) and ε > 0 such that the following
conditions are satisfied for the pair (Q,L) = (Qg0, Lg0)
(i) No linear combination (with real coefficients) of Q and L2 is rational.
(ii) There does not exist any nonzero integral vector x ∈ Z3 such that
∣Q(x)∣ < ε and ∣L(x)∣ < ε.
Moreover, the set
E = {g ∈ SL(3,R) such that (i) and (ii) holds for some ε > 0}
has Hausdorff dimension 8, in particular (i)−(ii) are satisfied for uncountably many pairs(Q,L).
The proof of this theorem can be found in ([Dan00], Theorem 7.3), it essentially rests on the
following result due to Kleinbock and Margulis. Let us define the diagonal one-parameter
subgroup of SL(3,R) by
D = {diag(e−t,1, et) ∶ t ∈ R}
and
B = {Λ ∈ SL(3,R)/SL(3,Z) such that D.Λ is bounded }.
It was proved in [KM] that the set of g ∈ SL(3,R) such that gZ3 ∈ B intersects every
nonempty set of SL(3,R) in a set of Hausdorff dimension 8. The proof of Theorem 3.1.2
consists to show that the exception set E is an intersection of some nonempty subset of
SL(3,R) with the previous set.
3.1.2 Density in higher dimension
When the dimension is greater than 3, in contrast with the three dimensional case,
the assumption Q∣L=0 is indefinite is sufficient for density to holds, this result is due to
A.Gorodnik [Gor04]
Theorem 3.1.3 (Gorodnik). Let Q be a non degenerate quadratic form and L be a
nonzero linear form in dimension n ≥ 4. Suppose that
1. Q∣L=0 is indefinite
2. No linear combination (with real coefficients) of Q and L2 is rational
Then the set {(Q(x), L(x)) ∶ x ∈ Zn} is dense in R2, that is, given any (a, b) ∈ R2 and any
ε > 0 there exists an nonzero x ∈ Zn such that
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∣Q(x) − a∣ < ε and ∣L(x) − b∣ < ε.
The proof of this theorem reduces to the case of dimension 4, and it uses a refinement
of Ratner’s Orbit closure theorem due to N.Shah, namely Theorem 1.3.7. The condition(1) is a sufficient condition to ensure that we have {(Q(x), L(x)) ∶ x ∈ Rn} = R2. The
most important obstruction to prove density for pairs is that the identity component of
the stabilizer of a pair (Q,L) is no longer maximal among the connected Lie subgroups
of SL(4,R) in contrast with the case of the isotropy groups SO(3,1)○ or SO(2,2)○. To
overcome this difficulty, Gorodnik considers separately equivalent classes of pair (Q,L)
into two types by the following classification:
Let G = SL(n,R) for any pair (Q,L) there exists a g ∈ G such that for any x ∈ Rn(Q(x), L(x)) = (Q0(gx), L0(gx)) where the pairs (Q0, L0) are given by(Q0(x), L0(x)) = (x21 +⋯ + x2p − x2p+1 −⋯ − x2n, xn) for p = 1,⋯, n or(Q0(x), L0(x)) = (x21 +⋯ + x2p − x2p+1 −⋯ − x2n−2 + xn−1xn, xn) for p = 1,⋯, [n−22 ].
The pairs (Q,L) equivalent to the first (resp.second) pair (Q0, L0) are said to be of
type (I) (resp. type (II) ). We define Qg0(x) = Q0(gx) and Lg0(x) = L0(gx) for any g ∈ G
and x ∈ Rn.
Let be given a pair (Q,L) consisting of a non degenerate quadratic form and a nonzero
linear form. Then there exists g ∈ G such that (Q,L) = (Qg0, Lg0) and the stabilizer of the
pair (Q,L) is defined by the following subgroup of G,
Stab(Q,L) = {h ∈ G∣(Qh, Lh) = (Q,L)}.
Clearly one has Stab(Q,L) = gStab(Q0, L0)g−1 and we are reduced to study the stabi-
lizer of canonical pairs (Q0, L0). The proof of the Theorem 3.1.3 is divided in two parts
following each type and consists of applying Ratner-Shah’s theorems 1.3.7 and to study
the action of Stab(Q0, L0) on the dual space of C4. Despite the non maximality of the
stabilizer, he has able to classify all the complex semisimple Lie algebras in sl(4,C). The
situation for pairs of type (II) is more complicated than with pairs of type (I) since the
dual action of the stabilizer has three irreducible components for the pairs of type (II),
instead of two for the pairs of type (I).
3.2 S-arithmetic Oppenheim conjecture after Borel-Prasad
S -arithmetic setting
Let k be a number field and O the ring of integers of k. For every normalized absolute
value ∣.∣v on k, let kv be the completion of k at v. In the sequel S is a finite set of places of
k containing the set S∞ of the archimedean ones, kS the direct sum of the fields ks(s ∈ S)
and OS the ring of S-integers of k (i.e. of elements x ∈ k such that ∣x∣v ≤ 1 for v ∈ S). For
s non-archimedean, the valuation ring of the local field ks is denoted Os.
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Let F be a quadratic form on knS . Equivalently, F can be viewed as a family (Fs)(s ∈ S),
where Fs is a quadratic form on k
n
s . The form F is non-degenerate if and only if each Fs
is non-degenerate. We say that F is isotropic if each Fs is so, i.e. if there exists for every
s ∈ S an element xs ∈ kns − {0} such that Fs(xs) = 0.
The form F is said to be rational (over k) if there exists a quadratic form Fo on k
n and a
unit c of kS such that F = c.Fo, irrational otherwise.
If we take k = Q and S = S∞, the quadratic forms are real and in this case we know that:
Any real non-degenerate quadratic form is isotropic if and only if it is indefinite.
Following this observation A.Borel and G.Prasad suggested and proved a generalization
of the Oppenheim conjecture in the S-arithmetic setting in [BP92],
Theorem 3.2.1. Let n ≥ 3 and F be an isotropic non-degenerate quadratic form on knS.
Then the following two conditions are equivalent:
(i) F is irrational.
(ii) Given ε > 0 , there exists x ∈ Ons such that 0 < ∣Fs(x)∣v < ε for all s ∈ S.
The proof in [BP92] is modeled on Margulis’s original proof of the Oppenheim conjecture.
Their proof is quite technical, it involves a lot of different methods and relies heavily on
weak and strong approximation property. In contrast with the real case, if F (OnS) accu-
mulates around zero it does not implies density in k2S . This issue is due to the fact that
the quotient k∗s /k∗2s has order 1 or 2 depending on whether s is a real or a complex place
and order 4 or 8 when s is non-archimedean. The density of F (OnS) is characterised by
the following equivalence:
∗ The set F (OnS) is dense in kS if and only if for any ε > 0, and cs ∈ k∗s /k∗2s , there exist
x ∈ OnS such that 0 < ∣Fs(x)∣s < ε and such that Fs(x) ∈ cs for all s ∈ S.
This equivalence has been raised in ([BP92], §6) in order to find a strategy towards density
in the absence of the proof of Raghunathan conjecture in the S-arithmetic case at this
time. It is still on open problem to show density using the equivalence above i.e. without
requiring the use of Ratner’s theorems.
The density of F (OnS) in kS was established in ([B94], §8), using Ratner’s rigidity of
unipotent S-products.
Theorem 3.2.2. Let n ≥ 3 and F be an isotropic non-degenerate quadratic form on knS.
Suppose F is irrational, then F (OnS) is dense in kS.
We will give the proof of Borel and Prasad and we begin by fixing some notations.
Let Gs = SL(n, ks),Hs = SO(Fs) and the associed S- products G = ∏s∈SGs,H = ∏s∈SHs.
Let Gs be SLn viewed as an algebraic group over ks and Hs the algebraic group over ks
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such that H(ks) =Hs.
The proof reduces to the following statement which makes use of Ratner’s Orbit Closure
Theorem for S-products,
Theorem 3.2.3 ([B94],§8). If F is irrational, the orbit H.o is dense in Ω.
The next lemma is useful in order to eliminate irrelevant intermediate subgroups coming
form the possible orbit closures of H.o
Lemma 3.2.4. Let E be a field of characteristic zero, g a simple Lie algebra over E,
σ ≠ 1 an involutive automorphism of g and k the fixed point set of σ. Assume that k
is semi-simple. Then any k-invariant subspace of g containing k is equal to k or g. In
particular, k is a maximal proper subalgebra of g.
Following the notation of [BT73], we let H+s denote the subgroup of Hs generated by
one-dimensional unipotent (hence Ad-unipotent) subgroups.
Proposition 3.2.5. H+s is a closed and open normal subgroup of finite index of Hs.
Proof. We divide the proof in three cases:
- If ks = C, this is immediate, since Hs is semisimple and connected in the usual topology,
and in this case we just have H+s =Hs.
- If ks = R, then H+s is the topological identity component of Hs and has index two.
- If ks be non-archimedean. Let H˜s be the universal covering of Hs, i.e. the spinor group
of Fs and µ ∶ H˜s → Hs the central isogeny. Let H˜s = H˜s(ks). It is known that
H˜s = H˜+s is generated by one-dimensional unipotent subgroups ([BT73], §6.15), that
µ(H˜+s ) = H+s ([BT73], §6.3) and µ(H˜+s ) is a normal open and closed subgroup of
finite index of Hs ([BT73], §3.20), whence our assertion in that case.
We note that H+s is not compact, since it is of finite index in Hs and the latter, being the
orthogonal group of an isotropic form, is not compact. We let hs be the Lie algebra of Hs
and Ns the normalizer of hs in Gs, i.e.
Ns = {g ∈ Gs∣Adg(hs) = hs}
Claim. Ns is also the normalizer of Hs or of H
+
s .
In fact, both groups,viewed as Lie subgroups of Gs, have hs as their Lie algebra, therefore
any element g ∈ Gs normalizing Hs or H+s belongs to Ns. Conversely, since hs is the
space of rational points of the Lie algebra of Hs and is of course Zariski-dense in it, the
automorphism Int(g) ∶ x ↦ gxg−1 of Gs leaves stable Hs , hence g normalizes Hs and
therefore also H+s and the claim is proved.
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Lemma 3.2.6 ([B94],§8). Assume that H+s has finite index in Ns. Let M be a subgroup
of Gs containing H
+
s . Then either M = Gs or M ⊂ Ns.
Proof of the lemma. (i) Since H+s has finite index in Hs, it suffices to show that Hs has
finite index in Ns. The only quadratic forms on k
n
s invariant under Hs are the multiples of
Fs. If x ∈ Ns, then txFsx is invariant under Hs, hence of the form cFs (c ∈ k∗s ). It has the
same determinant as Fs ; hence c
n = 1 , and therefore Ns/Hs is isomorphic to a subgroup
of the group of n-th roots of unity.(ii) Identify Fs to a symmetric, invertible, matrix. Then the map
σ ∶ x↦ Fs.tx−1.F−1s (x ∈ Gs)
is an automorphism of Gs, obviously of order two, and Hs is the fixed point set of σ.
The differential dσ of σ at the origin is an involutive automorphism of gs with fixed point
set hs. The group Gs (resp. Hs ) is simple (resp. semisimple) as an algebraic group;
therefore gs (resp. hs ) is a simple (resp. semisimple) Lie algebra.
By lemma 3.2.4, any hs-invariant subspace of gs containing hs equal to hs or to gs. Now
let M be a subgroup of Gs containing H
+
s but not contained in Ns. We have to show that
M = Gs.
Let g be the subspace generated by the subalgebras Ad(m)(hs), (m ∈M). It is normalized
by M , obviously, and in particular by H+s .
Therefore it is hs-invariant. It is not equal to hs , since M is not in Ns. By the previous
remark, g = gs.
There exists therefore a finite set of elements mi ∈M(1 ≤ i ≤ d) such that gs = ⊕ihi with
hi = Ad(mi)(hs). The Lie algebra hi is the Lie algebra of Hi =mi.H+s .m−1i .
Let Q =H1 × ... ×Hd be the product of the Hi’s and
µ ∶ Q Ð→ Gs (3.1)(h1, .., hd) ↦ h1 . . . hd. (3.2)
It is a morphism of ks-manifolds, whose image is contained in M . The tangent space at
the identity of Q is the direct sum of the hi’s. Therefore the differential dµ of µ at the
identity maps the tangent space to Q onto gs. This implies that µ(Q) contains an open
neighborhood of the identity in Gs (see [Ser92], III, §10.2).
Since it belongs to M , the latter is an open subgroup of Gs. It contains H
+
s , which is not
compact, as noted before, hence is noncompact.
Moreover, it is elementary that Gs = SLn(ks) is generated by the group of unipotent upper
triangular matrices and its conjugates. It then follows from Theorem (T) in [Pra] that
M = Gs.
Proof of the Theorem 3.2.2
Let Γ = SLn(OS). It is viewed as a discrete subgroup of G via the embeddings SLn(k) ↪
SLn(ks). The quotient Ω = G/Γ has finite volume. We let o be the coset Γ in Ω. Let
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H+ be the product of the groups H+s . Since H+s has finite index and is normal, open and
closed in Hs , the same is true for H
+ in H , and it is equivalent to prove that H+.o is
dense in Ω.
By the p-adic version of Ratner’s closure orbit theorem 1.5.2, there exists a closed subgroup
L of G such that L.o is the closure of H+.o and L ∩ Γ has finite covolume in L. Let
Ms = L∩Gs. It is a closed normal subgroup of L which contains H+s . By Lemma 3.2.6, we
have either Ms ⊂ Ns or Ms = Gs. Now let Ps be the projection of L into Gs. It normalizes
Ms and contains it. Assume Ms ⊂ Ns. Then Ad(g)(g ∈ Ps) leaves invariant the Lie algebra
of Ms, which is the same as that of Hs , hence g belongs to Ns. In particular, Ps is closed
and open in Ns. If Ms = Gs , then Ps = Gs. Therefore the product M of the Ms is normal,
closed and open, of finite index in the product P of the Ps , and P is closed. We have of
course M ⊂ L ⊂ P . As a consequence, M is normal, open and closed, of finite index, in L.
Now define Qs by the rule: Qs = Hs if Ms ⊂ Ns , and Qs = Gs if Ms = Gs , and let Q
be the product of the Qs. Then Q ∩ L is open and closed, of finite index, in both L and
Q. Therefore Q ∩ Γ has finite covolume in Q. By Proposition 1.2 in [BP92], there exists
a k-subgroup Q of SLn such that Q(ks) = Qs for every s ∈ S. This shows first of all that
either Qs = Gs for all s ∈ S or Qs = Hs for all s ∈ S. In the first case, L = G and H+.o is
dense. We have to rule out the second one.
In that case H.o is closed, L =H+ and H ∩Γ has finite covolume in H. Moreover Q is the
orthogonal group of a form Fo on kn , and there exists a unit c of kS such that F = c.Fo,
i.e. F is rational over k, contradicting our assumption.
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3.3 Quantitative Oppenheim conjecture
The dynamical nature of the proof of the Oppenheim conjecture leads naturally to
the question of the uniform distribution of the values of indefinite irrational real quadratic
forms at integral points. Let Q be a real irrational indefinite quadratic form in n ⩾ 3
variables, let a < b and let NQ(a,b) denotes the number of integral points v in a ball of
radius T with a < Q(v) < b. The Oppenheim conjecture is equivalent to the statement
NQ(a,b)(T )→∞ when T →∞. The well-known asymptotic∣{v ∈ Zn ∶ ∥v∥ < T}∣ ∼ Vol{v ∈ Rn ∶ ∥v∥ < T} as T →∞




Vol{v ∈ Rn ∶ a < Q(v) < b, ∥v∥ < T} = 1. (3.3)
In fact this estimate is true if one replaces lim by lim inf, this result is due to Dani and
Margulis ([DM93], Corollary 5 (i)) and is known as the lower bound for quantitative
version of the Oppenheim conjecture (see 3.3.1 for more precisions) and Eskin-Margulis-
Mozes for the upper bounds (see [EMM98], [EMM05]). The result obtained are not only
valid for balls BT but more generally for TΩ where Ω = {x ∈ Rn ∶ ∥x∥ < ν( x∥x∥)} a star-
shaped open set with ν a continuous positive function on the sphere {x ∈ Rn ∶ ∥x∥ = 1}.
3.3.1 Lower bounds for quantitative Oppenheim conjecture
We review the method of Dani-Margulis which has been successful to prove that for
any non degenerate indefinite irrational quadratic form Q, for any θ > 0 there exists T0 > 0
such that for all T ⩾ T0
#{x ∈ Zn ∩ TΩ ∶ a < Q(x) < b} ⩾ (1 − θ)Vol(x ∈ TΩ ∶ a < Q(x) < b).
More generally they proved a uniform version with respect to a compact subset of O(p,n)
where O(p,n) is defined to be the set of indefinite quadratic form of signature (p,n − p)
with discriminant ±1. We give the result as it is in ([DM93], Corollary 5 (i)).
Theorem 3.3.1. Let K be a compact subset of O(p,n). For any θ > 0 there exists a
finite subset S such that each Q ∈ S is a scalar multiple of a rational quadratic form and
for any compact subset C of K − S there exists T0 ⩾ 0 such that for all Q ∈ C and T > T0,
#{x ∈ Zn ∩ TΩ ∶ a < Q(x) < b} ⩾ (1 − θ)Vol(x ∈ TΩ ∶ a < Q(x) < b).
The proof of this theorem requires a uniform version of Ratner’s equidistribution (see The-
orem 1.4.10). However for a single quadratic form, this theorem was proved previously by
Dani and Mozes and independently by Ratner but with a positive constant by only using
Ratner’s equidistribution theorem.
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3.3.2 Idea of the proof of Theorem 3.3.1
Let Q0 be the quadratic form defined by
Q0(x) = 2x1xn + x22 +⋯ + x2p − x2p+1 −⋯ − x2n−1 for any x ∈ Rn
with respect to the canonical basis {e1,⋯, en} of Rn. Clearly Q0 ∈ O(p,n), hence for
any Q ∈ O(p,n) one can find g ∈ G such that Q = Qg0. Let H = SO(Q0) the special
orthogonal group of Q0, the quotient H/G is homeomorphic to O(p,n). Hence we can
always parametrize the elements of O(p,n) by elements of G via the correspondence
g ∈ G ↔ Q = Qg0 ∈ O(p,n). Let U be the subgroup of H consisting of all h ∈ H such
that hei = ei for all 1 ⩽ i ⩽ n − 2, hen−1 ∈ span(e1, en−1) and hen ∈ span(e1, en−1, en). It is
straightforward to verify that U is a unipotent one-parameter subgroup in G. Let M be
the subgroup of H leaving invariant the subspace V + = span(e1+en, e2,⋯, ep), the latter is
a maximal subspace on which Q0 is positive. Therefore M ≃ SO(p−1), then it is compact
set equipped with a normalised Haar measure denoted by σ. Now let K be a compact
subset of O(p,n) so that it corresponds to a compact subset K of G such that for any
Q ∈ K there exists a g ∈ IntK such that Q = Qg0 and such that MK =K.
One can find explicitly a finite subset S of K such that any Q ∈ S is a scalar multiple of a
rational form and for any compact subset C of K − S there exists a compact subset C of
K − ∪CiΓ such that any Q ∈ C is of the form Qg0 for some g ∈ C ([DM93], Prop.9.3).
The proof of the theorem relies on the obvious equality, where any B Borel subset of M






v∈gZnψ(utmv)dσ(m)dt = ∫ lTT ∫B ψ̃(utmgΓ)dσ(m)dt. (3.4)
The number NQ(a,b)(T ) can be approximated by the left hand side of (3.4) for suitable
choices for B and ψ. The right hand side of (3.4) can be estimated uniformly using
the following inequality which is an easy consequence of the Uniform Equidistribution
Theorem 1.4.10
Proposition 3.3.2 ([DM93]). Let ϕ be a bounded continuous nonnegative function on
G/Γ and B a Borel subset of M . Let δ > 0 and l > 1 be given. Then there exists a T ′ ⩾ 0
such that for all g ∈ C and T > T ′ we have
1(l − 1)T ∫ lTT ∫B ϕ(utmgΓ)dσ(m)dt ⩾ (1 − δ)σ(B)∫G/Γϕdµ. (3.5)
3.3.3 Method for the counting
Let Q ∈ C as above, hence Q = Qg0 for some g ∈ C. Denote,
NQ,Ω(a, b, T ) = #{x ∈ Zn ∩ TΩ ∶ a < Q(x) < b}.
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By the previous remark we get
NQ,Ω(a, b, T ) = #{x ∈ gZn ∩ T (gΩ) ∶ a < Q0(x) < b}.
Put
Ea,b(T ) = {x ∈ T (gΩ) ∶ a < Q0(x) < b}
or in other words
NQ,Ω(a, b, T ) = #(Ea,b(T ) ∩ gZn).
The strategy consists to cover the domain Ea,b(T ) using a flow-box ∆ w.r.t. U which
plays the role of a fundamental domain for the action of H. One has
χ̃∆(utmgΓ) = ∑
v∈gZn χ∆(utmv) ∶= #{(utm)−1∆ ∩ gZn}
where χ∆ is the characteristic function of ∆ and χ̃∆ its Siegel transform.
Using the property of the flow {ut} and the fact that M acts transitively on the level





for some Borel Bj subsets of M . Consequently the quantity
NQ,Ω(a, b, T ) = #(Ea,b(T ) ∩ gZn)
can be approximated by
1(l − 1)T ∫ lTT ∫B χ̃∆(utmgΓ)dσ(m)dt.
Finally using the inequality (3.5) and Siegel summation formula we obtain the following
1(l − 1)T ∫ lTT ∫Bj χ̃∆(utmgΓ)dσ(m)dt ⩾ (1 − δ)σ(Bj)λ(∆) (3.6)
then taking the sum of the contribution of each of the Bj ’s and comparing the right-hand
side with the volume of the domain, we obtain lower bounds for a single quadratic form.
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Chapter 4
Quantitative lower bounds for
Oppenheim conjecture for pairs
4.1 Quantitative lower bounds for pairs in dimension three
The aim of this chapter is to give a quantitative version of density Theorem 3.1.1 for pairs(Q,L) in the spirit of the proof Dani and Margulis. Let us recall what we mean by this.
Let 0 ⩽ a < b and α > 0 be given. We denote by ∥.∥ the euclidian norm and by Vol or
by λ the Lebesgue measure on Rn. Let ν be a continuous positive function on the sphere{x ∈ Rn ∶ ∥x∥ = 1} and let Ω = {x ∈ Rn ∶ ∥x∥ < ν( x∥x∥)} a star-shaped open set. We are
interested in giving a lower estimate for the following quantity
#{x ∈ Zn ∩ TΩ ∶ a < Q(x) < b, 0 < L(x) < α} when T Ð→∞.
Our main result is to prove that it is possible to find asymptotically exact lower bounds
for pairs (Q,L) under the conditions of Theorem 3.1.1 ([DM90], Corollary 2). Let us
introduce the real and the integers points of the domain,D(a, b,α)(R) = {x ∈ Rn ∶ a < Q(x) < b, 0 < L(x) < α}
and D(a, b,α)(Z) = {x ∈ Zn ∶ a < Q(x) < b, 0 < L(x) < α}.
Since there is no ambiguity one can omit the parameters and simply denote them D(R)
and D(Z) respectively.
The main result of the chapter is the following theorem.
Theorem 4.1.1. Let Q be a non degenerate indefinite quadratic form and L be a nonzero
linear form in real coefficients in three variables. Suppose that the cone {Q = 0} intersects
the plane {L = 0} tangentially and that no linear combinaison of Q and L2 is a rational
form. Let 0 ⩽ a < b and α, θ > 0 be given. Then there exists T0 > 0 such that for any T ⩾ T0,
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#{D(Z) ∩ TΩ} ⩾ (1 − θ) Vol(D(R) ∩ TΩ)
The proof of this theorem is similar to the proof of Dani-Margulis [DM93], this is essentially
due to the fact that the geometry of the problem is similar and also because all the points
corresponding to the pairs in the condition of ([DM90], Corollary 2) are generic. In
dimension 4, the geometry of the problem is also similar but a new issue appears due to
the fact that the stabilizer of the pair (Q,L) is no longer maximal contrary to the case
n = 3. The existence of non-generic points leads to estimates integral along periodic orbits
corresponding to the cusps of the homogeneous space G/Γ (see §6.2).
4.1.1 Remark on the upper bounds in dimension three
The problem of the upper estimate is much more delicate. For a single indefinite quadratic
form in n ≥ 3, it was proved in [EMM98] that for an irrational quadratic form of signature
not equal to (2,2) or (2,1) that we have exact asymptotic :
#{D(Z) ∩ TΩ} ∼ Vol(D(R) ∩ TΩ) as T → +∞.
This result fails for low signatures, in our case i.e. for signature (2,1), there exists irrational
forms for which along a sequence Tj , we get the following upper bound,
#{D(Z) ∩ TjΩ} > c Vol(D(R) ∩ TΩ) log(Tj)1−ε for ε > 0 small enough.
Such irrational forms must be extremely well approximated by split rationals forms (EWAS)
as shown in [EMM05]. An example can be given by the irrational forms Qβ(x) = x21 +x22 −
βx23, with β > 0 an irrational number extremely well approximated by rational numbers.
4.2 Geometry and unipotent dynamics in D(R)
Let (Q,L) be a pair in R3 equipped with the standard basis {e1, e2, e3}. Let (Q0, L0)
be the pair in R3 defined by Q0(x) = 2x1x3 −x22 and L0(x) = x3 with respect to this basis.
If one has (Q,L) = (Qg0, Lg0) for some g ∈ G then D(R) = g−1Eαa,b where
Eαa,b = {x ∈ Rn ∶ a < Q0(x) < b, 0 < L0(x) < α}.
Hence we have #{D(Z) ∩ TΩ} = #{D(R) ∩ TΩ ∩ Z3} = #{Eαa,b ∩ TgΩ ∩ gZ3} and
Vol(D(R) ∩ TΩ) = Vol(Eαa,b ∩ TgΩ) since the Lebesgue measure is G-invariant.
Let S2 denote the unit sphere in R3 for the euclidian norm, for each subset B of S2 let
c(B) denote the cone over B with vertex at 0, namely c(B) = {λx ∣λ ⩾ 0, x ∈ B}. We
denote by S+ the restriction of the unit sphere to the space R3+ = {x ∈ R3 ∣xi ⩾ 0} equipped
with the Riemannian metric induced by the unit sphere and by A(a, b) the annular region
of R3 given by the spherical shells {λx ∣a ⩽ λ ⩽ b, x ∈ S+}.
Recall that Ω = {x ∈ Rn ∶ ∥x∥ < ν( x∥x∥)}, then gΩ = {x ∈ Rn ∶ ∥x∥ < νg( x∥x∥)} where the
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function νg ∶ S+ Ð→ R+ is given by νg(x) = 1∥g−1x∥ν( g−1x∥g−1x∥).
For each d ⩾ 0 let Ed = {x ∈ S+ ∣Q0(x) = d} and let v0 = e1 + e3√
2
, then Q0(v0) = ∥v0∥ = 1.
Let M be the subgroup of SO(Q0) which leaves invariant the axis of the level sets of Q0
namely Rv0, then M ≃ SO(2). Hence M is compact, it also leaves invariant each Ed and it
acts transitively on each of them. We denote by σd the M -invariant probability measure
on Ed for each d ⩾ 0.
4.2.1 Cover of S+
Let fix an arbitrary 0 < ω < 1 and choose subsets B1,⋯,Bk of M in the following way:
Firstly we cover S+ with subsets Φ0,⋯,Φk as follows:
1. ⋃kj=0 Φj = S+ so that Φ1,⋯,Φk are mutually disjoint and ⋃kj=1 Φj contains a neigh-
bourhood of E0
2. Each Φj for 1 ⩽ j ⩽ k is bounded by a piecewise smooth curve which is transverse to
E0 at all points of intersection
3. For each j ∈ {1,⋯, k} and for any x,x′ ∈ Φj we assume that νg(x)
νg(x′) < ω−1.
Transversality condition (2) implies that there exists d0 > 0 and compacts subsets Ψ1,⋯,Ψk
of Φ1,⋯,Φk respectively such that for all 1 ⩽ j ⩽ k and d ∈ [0, d0],
σd(Ψj) > ωσd(Φj). (4.1)
It is clear that there exists β large enough so that for any r ⩾ β,
Eαa,b ∩A(r,∞) ⊆ c( ⋃
0<d⩽d0Ed).
Using inequality (4.1) we deduce that for any r ⩾ β, and for all 1 ⩽ j ⩽ k, κ > 1
λ(Eαa,b ∩A(r, κr) ∩ c(Ψj)) > ωλ(Eαa,b ∩A(r, κr) ∩ c(Φj)). (4.2)
Replacing the initial choice if necessary, we assume that
Φ0 ⊇ ⋃
d⩾d0Ed and that Φ0 ∩E0 = ∅.
Let ε > 0 be such that max1⩽j⩽kd(Φj ,Ψj) < 2ε. We define B1,⋯,Bk subsets of M by
Bj = {m ∈M ∣B(e1, ε) ⊆mΦj)} for each 1 ⩽ j ⩽ k
where the open neighbourhood B(., ε) are taken with respect the metric d induced on S+.
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4.2.2 Unipotent flows on level sets
Let 0 < a < b, 0 < ω < 1 and ε > 0 be given as above. Let I = [√a,√b], then Q0(Iv0) ∈ (a, b),
that is Iv0 ⊆ Ea,b ∩P where Iv0 = {λv0 ∣λ ∈ I} and P = {x ∈ R3 ∣x2 = 0}.
Let U = {ut ∣ t ∈ R} where










Note that {ut} is a unipotent one-parameter subgroup in G which leaves invariant the pair(Q0, L0), that is Q0(utx) = Q0(x) and L0(utx) = L0(x) for all t ∈ R and x ∈ R3. Now let
0 < τ < a/2 and let I(τ) be the τ -neighbourhood of Iv0 in Ea,b ∩P. We define the twisted
box generated by I(τ) under the flow {ut} in R3 of length 2τ to be
∆ = ∆(a, b; τ) = {usv ∣ ∣s∣ ⩽ τ, v ∈ I(τ)}
It is clear that ∆ is a compact neighbourhood of Iv0 in Ea,b ∩A(ωa,ω−1b) transerve to P
and that it does not contains any fixed point of U . Let l > 1 and T > 0, for each 1 ⩽ j ⩽ k
we put
Sj(T ) = ⋃
T⩽t⩽lT ⋃m∈Bj(utm)−1∆.
This following proposition is the analog of Proposition 9.7 ([DM93]) with Eαa,b instead of
Ea,b
Proposition 4.2.1. There exists T0 > 0 such that for all T ⩾ T0, for all l > 1 and for each
1 ⩽ j ⩽ k the set Sj(T ) is contained in
A ((1 − ε)aωT 2/2, l2(1 + ε)ω−1bT 2/2) ∩ c(Φj).
and contains
Eαa,b ∩A ((1 + ε)bT 2/2, l2(1 − ε)aT 2/2) ∩ c(Ψj).
Proof. Suppose w ∈ Iv0, for all t ∈ R we have




⎞⎟⎠ then limtÐ→∞ utw∥utw∥ = e1
Hence there exists T0 > 0 such that for all ∣t∣ ⩾ T0 and for any w ∈ ∆,
utw∥utw∥ ∈ B(e1, ε) and (1 − ε) t22 ∥w∥ ⩽ ∥utw∥ ⩽ (1 + ε) t22 ∥w∥.
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Suppose v ∈ Sj(T ) some T ⩾ T0, we have ∥v∥ = ∥mv∥ = ∥u−tw∥ and by the last inequality
we get (1 − ε)T 2
2
∥w∥ ⩽ ∥u−tw∥ ⩽ (1 + ε)l2T 2
2
∥w∥. Hence we obtain (1 − ε)T 2
2
aω ⩽ ∥v∥ ⩽
(1+ ε)l2T 2
2
bω−1. Moreover, mv∥v∥ = mv∥mv∥ = utw∥utw∥ ∈ B(e1, ε) hence v∥v∥ ∈m−1B(e1, ε) ⊆ Φj ,
that is v ∈ c(Φj).
Suppose also that T0 > 2/√ε and let v ∈ Eαa,b ∩ A((1 + ε)bT 2/2, l2(1 − ε)aT 2/2) ∩ c(Ψj).
Let w ∈ Iv0 be such that Q0(w) = Q0(v). Then ∥v∥ ⩾ (1 + ε)bT 2/2 ⩾ b ⩾ ∥w∥ since ∥u−tw∥
increases continuously to infinity there exists t ⩾ 0 such that ∥u−tw∥ = ∥v∥. Hence there
exists m ∈ M such that u−tw = mv. Since ∥v∥ ⩽ l2(1 − ε)aT 2/2 we have t ⩽ lT . Similarly
t ⩾ T since ∥utw∥2 ⩾ b2(1+(1+t2/2)2) and ∥v∥ ⩾ (1+ε)bT 2/2 using the condition T0 > 2/√ε.
For t ⩾ T , mv∥v∥ = mv∥mv∥ = u−tw∥u−tw∥ ∈ B(e1, ε) and m−1e1 ∈ B( v∥v∥ , ε), since v ∈ c(Ψj) we get
m−1B(e1, ε) = B(m−1e1, ε) ⊆ B( v∥v∥ ,2ε) ⊆ Ψj hence m ∈ Bj .
We have also the following lemma which is Lemma 9.8 in [DM93]
Lemma 4.2.2. Let l > 1, 0 < δ < l − 1 and 0 < a < b such that b/a < (1 + δ) be given. Then
there exists 0 < τ < δ and T0 ⩾ 0 such that following holds: if for T > 0,
E(T ) = {x ∈ R3 ∣utx ∈ ∆(τ) for some t ∈ [T, lT ] }
then for all x ∈ R3 and T ⩾ T0 we have:
1. σ({m ∈M ∣mx ∈ E(T )}) ⩽ l2(1 + 2δ)λ(E(T ))/λ(ME(T ))
2. For each 1 ⩽ j ⩽ k, λ(Sj(T )) ⩽ (1 + δ)σ(Bj)λ(ME(T )).
4.2.3 Cover of Eαa,b ∩ r(gΩ)
The condition (3) at section §4.2.1 allows us to find a finite cover of gΩ in terms of the
Φj ’s, there exists ρ0,⋯, ρk > 0 such that:
k⋃
j=1A(0, ρj) ∩ c(Φj) ⊆ gΩ ⊆ k⋃j=0A(0, ω−1ρj) ∩ c(Φj).
Hence we obtain the following cover of Eαa,b ∩ r(gΩ) for any r ⩾ 0,
k⋃
j=1A(0, rρj) ∩Eαa,b ∩ c(Φj) ⊆ Eαa,b ∩ r(gΩ) ⊆ k⋃j=0A(0, ω−1ρj) ∩Eαa,b ∩ c(Φj).
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One can notice that the right hand-side has a extra term coming with the index j = 0,
this obstruction is superficial because Φ0 is chosen to be disjoint from E0 and in this case
c(Φ0) meets Eαa,b in a bounded volume area. Hence
Eαa,b ∩ c(Φ) ⊆ A(0, ρ′) (4.3)
for some ρ′ large enough. We finally obtain a cover of Eαa,b ∩ r(gΩ) in terms of the Φj ’s
for 1 ⩽ j ⩽ k.
Let us finish this section with the following lemma, concerning the comparison of the
volume of elements of the cover, such as in [DM93] mentioned as formula (9.6).
Lemma 4.2.3. Let l > 1, there exists 0 < ζ < 1 such that for any open subset Φ ⊆ S2 there
exists r0 ⩾ 0 such that for all r ⩾ r0
lλ(Eαa,b∩A(ζ−1r, ζl2r)∩c(Φ) ⩾ λ(Eαa,b∩A(r, l2r)∩c(Φ)) ⩾ l−1λ(Eαa,b∩A(ζr, ζ−1l2r)∩c(Φ)).
4.3 Proof of Theorem 4.1.1
Proof. We follow exactly the same strategy used in ([DM93], Cor. 5 (i)). Let θ > 0 and
l > 1 be such that l−4 > (1 − θ/4). We can assume that b/a < 1 + δ by taking the sum over
intervals of size less than 1 + δ if necessary. Let ζ ∈ (0,1) as in the lemma above and let
0 < ω < 1 be chosen to verify ω6 > max(ζ,1 − θ/4) so that the previous lemma apply for ω
instead of ζ. Choose also δ to be such that 2δ < 1 − ω and δ < l − 1. Let τ > 0 such that
Lemma 4.2.2 holds for l, δ for some T0 and let ∆ = ∆(τ). Let χ = χ∆ be the characteristic
function of ∆ and denote by χ̃ the Siegel transform of χ, that is the function defined in
G/Γ by :
χ̃(gΓ) = ∑
x∈gZ3 χ(x) for any g ∈ G.
Since χ ∈ L1(R3), following Siegel we have χ̃ ∈ L1(G/Γ) and ∫G/Γ χ̃dµ = ∫R3 χdλ. Let ϕ be
a real-valued bounded continuous function on G/Γ such that
0 ⩽ ϕ ⩽ χ̃ and ∫
G/Γϕdµ ⩾ ω∫G/Γ χ̃dµ = ωλ(∆).
Since gΓ is U -generic after theorem 3.1.1 (see [DM90], Corollary 2), we can apply Propo-
sition 3.3.2 to ϕ, there exists T1 ⩾ T0 such that for all 1 ⩽ j ⩽ k and for all T > T1:
1(l − 1)T ∫ lTT ∫Bj ϕ(utmgΓ)dσ(m)dt ⩾ (1 − δ)σ(Bj)∫G/Γϕdµ ⩾ ω2σ(Bj)λ(∆).
We have the following immediate identity coming from the definition
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1(l − 1)T ∫ lTT ∫Bj χ̃∆(utmgΓ)dσ(m)dt = 1(l − 1)T ∫ lTT ∫Bj ∑x∈gZ3 χ(utmx)dσ(m)dt.
Using the previous inequality and the fact that ϕ ⩽ χ̃, we obtain for T ⩾ T1
1(l − 1)T ∫ lTT ∫Bj ∑x∈gZ3 χ(utmx)dσ(m)dt ⩾ ω2σ(Bj)λ(∆). (4.4)
In the other hand, by definition ∆ is constituted by U -orbits of length 2τ , thus
1(l − 1)T ∫ lTT ∫Bj ∑x∈gZ3 χ(utmx)dσ(m)dt ⩽ 2τ(l − 1)T ∫Bj ∑x∈gZ3∩Sj(T )χ(utmx)dσ
⩽ 2τ(l − 1)T ∑x∈gZ3∩Sj(T )σ{m ∈M ∣mx ∈ E(T )}
⩽ 2τ(l − 1)T #(Sj(T ) ∩ gZ3) supx∈Sj(T )σ{m ∈M ∣mx ∈ E(T )}
⩽ l2ω−1#(Sj(T ) ∩ gZ3) 2τ(l − 1)T λ(E(T ))λ(ME(T )) by inequality (1) of Lemma 4.2.2.
Using the fact that λ(E(T )) = 2τ + (l − 1)T
2τ
λ(∆), the last term above is at least
⩽ l2ω−1(1 + 2τ)#(Sj(T ) ∩ gZ3) λ(∆)
λ(ME(T )) for T > max((l − 1)−1, T1).
Comparing with the inequality 4.4, using the fact that τ < δ, we obtain
#(Sj(T ) ∩ gZ3) ⩾ l−2ω4λ(ME(T ))σ(Bj)
and using inequality (2) of Lemma 4.2.2 and the fact that (1 + δ) ⩾ ω we arrive to
#(Sj(T ) ∩ gZ3) ⩾ l−2ω5λ(Sj(T )).
By the double inclusion of Proposition 4.2.1, there exists T2 > T1 + (l − 1)−1 such that for
all T ⩾ T2 and each 1 ⩽ j ⩽ k
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#(Eαa,b ∩A((1 − δ)aωT 2/2, l2(1 + δ)ω−1bT 2/2) ∩ c(Φj) ∩ gZ3)
⩾ #(Sj(T ) ∩ gZ3) ⩾ l−2ω5λ(Sj(T ))
⩾ l−2ω5λ(Eαa,b ∩A((1 + δ)bT 2/2, l2(1 − δ)aT 2/2) ∩ c(Ψj)).
Using inequality (4.2) of the previous section, there exists T3 > T2 such that for all T > T3
the last term above is at least:
l−2ω6λ(Eαa,b ∩A((1 + δ)bT 2/2, l2(1 − δ)aT 2/2) ∩ c(Φj)).
Using the Lemma 4.2.3 and the choice of δ there exists T4 ⩾ T3 such that for all T ⩾ T4,
the last term above is at least:
l−4ω6λ(Eαa,b ∩A((1 − δ)ωaT 2/2, l2(1 + δ)w−2bT 2/2) ∩ c(Φj)).
We decompose A(0, r) for r ⩾ r′ where r′ = l2(1 + δ)w−1bT 24 /2 as follows, we construct a
finite sequence r1,⋯, rp verifying rp < ⋯ < r1 = r and rp ⩽ r′ such that:
Each interval (ri, ri+1) is of the form ((1 − δ)ωaT 2/2, l2(1 + δ)w−1bT 2/2) for T ⩾ T4.
Using the fact that l−4ω6 ⩾ (1 − θ/2), we obtain for all 1 ⩽ i ⩽ p − 1
#(Eαa,b ∩A(ri+1, ri) ∩ c(Φj) ∩ gZ3) ⩾ (1 − θ/2)λ(Eαa,b ∩A(ri+1,w−1ri) ∩ c(Φj)).
By summing for for all 1 ⩽ i ⩽ p − 1
#(Eαa,b ∩A(0, r) ∩ c(Φj) ∩ gZ3) ⩾ (1 − θ/2)λ(Eαa,b ∩A(rp,w−1r) ∩ c(Φj))
⩾ (1 − θ/2)λ(Eαa,b ∩A(r′,w−1r) ∩ c(Φj)).
Using the cover of r(gΩ), we can replace r by rρj for each 1 ⩽ j ⩽ k in the previous
inequality, hence for any r ⩾ max
0⩽j⩽k{r′ρ−1j } we obtain
#(Eαa,b ∩ r(gΩ) ∩ gZ3) ⩾ (1 − θ/2) k∑
j=1λ(Eαa,b ∩A(0, rρj) ∩ c(Φj))
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⩾ (1 − θ/2) k∑
j=1λ(Eαa,b ∩A(r′, ω−1rρj) ∩ c(Φj))
⩾ (1 − θ/2){( k∑
j=0λ(Eαa,b ∩A(r′, ω−1rρj) ∩ c(Φj))) − λ(Eαa,b ∩A(r′, ω−1rρ0) ∩ c(Φ0))}.
Using the hypothesis on Φ0, we saw in Section §4.2.3 that there exists some ρ′ ⩾ r′ such
that Eαa,b ∩ c(Φ0) ⊆ A(0, ρ′), hence the last term above is at least
(1 − θ/2){λ(Eαa,b ∩ r(gΩ)) − λ(Eαa,b ∩A(0, ρ′))}.
Then there exists r0 ⩾ max0⩽j⩽k{r′ρ−1j } such that
λ(Eαa,b ∩A(0, ρ′)) ⩽ θ2λ(Eαa,b ∩ r0(gΩ)).
Finally we obtain that for any r ⩾ r0 we have
#(Eαa,b ∩ r(gΩ) ∩ gZ3) ⩾ (1 − θ)λ(Eαa,b ∩ rΩ))
and using the fact that D(R) = g−1Eαa,b we arrive to
#(D(Z) ∩ rΩ) ⩾ (1 − θ)λ(D(R) ∩ rΩ)).
This finishes the proof of the Theorem.
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Chapter 5
Values of pairs involving one
quadratic form and one linear
form at S-integral points
5.1 Introduction
The aim of this chapter is to give a S-arithmetic generalisation of the result below is due
to A.Gorodnik [Gor04], following the spirit of the proof of Borel and Prasad of Theorem
3.2.1. In dimension 3, the S-arithmetic generalisation of Theorem 3.1.1 is an analogue
of Theorem 3.2.2 where the orthogonal group is replaced by the connected component
stabiliser of the pair. Indeed, the classification of the intermediate subgroups leads to the
only possibility that the stabiliser should be maximal among subgroups of SL(3, kS). In
dimension greater than 3, the situation is more complicated due to the non-maximality
of the stabilizer, however by using topological rigidity of unipotent orbits and a subtile
classification of intermediate subgroups, A.Gorodnik arrives to the following generalistion
of the Oppenheim conjecture for pairs,
Theorem 5.1.1 (Gorodnik). Let F = (Q,L) be a pair of a quadratic form Q and L be a
nonzero linear form in dimension n ≥ 4 satisfying the the following conditions
1. Q is nondegenerate
2. Q∣L=0 is indefinite
3. No linear combination of Q and L2 is rational
Then the set F (Zn) is dense in R2.
The proof of this theorem reduced to the case of the dimension 4. The condition (1) is a
sufficient condition to ensure that we have F (Rn) = R2 and this is a conjecture that this
57
condition can be weakened in order to make it necessary. The most important obstruction
to prove density for pairs is that the identity component of the stabilizer of a pair (Q,L)
is no longer maximal among the connected Lie subgroups of SL(4,R) in contrast with the
case of the isotropy groups SO(3,1)○ or SO(2,2)○.
Let (Q,L) be a pair consisting of a non degenerate quadratic form and a nonzero linear
form there exists g ∈ G such that (Q,L) = (Qg0, Lg0), the stabilizer of the pair (Q,L) is
defined by the following subgroup of G,
Stab(Q,L) = {h ∈ G∣(Qh, Lh) = (Q,L)}
Clearly one has Stab(Q,L) = gStab(Q0, L0)g−1 and we are reduced to study the stabilizer
of canonical pairs (Q0, L0). The pairs such that Q∣L=0 is nondegenerate (resp. degenerate)
are said be of type (I) (resp. II). The proof of the Theorem 5.1.1 is divided in two parts
following each type and consists to apply Ratner’s orbit closure theorem, and to study the
action of Stab(Q0, L0) on the dual space of C4. A remarkable fact is that the density is
proved without showing the density of the orbit closure of the stabilizer in the homoge-
neous space, indeed if the intermediate subgroup has non trivial irreducible components
the orbit of this subgroup is closed in G/Γ. However, we are hopefully able to classify all
the complex semisimple Lie algebras in sl(4,C), and check density case by case using the
constrain on rationality given by the condition (3). The situation for pairs of type (II) is
more complicated than with pairs of type (I) since the dual action of the stabilizer has
three irreducible components for the pairs of type (II), instead of two for the pairs of type
(I).
We are going to show an S-arithmetic generalisation of these results. Our proof is in-
fluenced by the work of Borel-Prasad on the generalised the Oppenheim conjecture for
quadratic forms and by Gorodnik’s proof of Theorem 5.1.1.
5.2 S-arithmetic Oppenheim type problem for pairs
5.2.1 S-arithmetic setting
Let us recall what we mean by S-arithmetic setting by fixing some notations. Let k be
a number field, that is a finite extension of Q and let O be the ring of integers of k. For
every normalised absolute value ∣.∣s on k, let ks be the completion of k at s, we identify s
with the specific absolute value ∣.∣s on ks defined by the formula µ(aΩ) = ∣a∣sµ(Ω), where
µ is any Haar measure on the additive group ks, a ∈ ks and Ω is a measurable subset of ks
of finite measure. We denote by Σk the set of places of k.
In the sequel S is a finite set of Σs which contains the set S∞ of archimedean places1, kS
the direct sum of the fields ks(s ∈ S) and OS the ring of S-integers of k (i.e. of elements
x ∈ k such that ∣x∣s ≤ 1 for s ∉ S). For s non-archimedean, the valuation ring of the local
1Note that if s ∉ S, since S ⊃ S∞ s is necessarily nonarchimedean !
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field ks is defined to be Os = {x ∈ k ∣ ∣x∣s ≤ 1}.
In all the statements of the article, without loss out generality one can replace k by Q but
for sake of completeness we choose to work with number fields.
Let (Q,L) be a pair consisting on one quadratic form and one nonzero linear form on
knS . Equivalently, (Q,L) can be viewed as a family (Qs, Ls)(s ∈ S), where Qs is a quadratic
form on kns and Ls a nonzero linear form on k
n
s . The form Q is non-degenerate if and only
each Qs is non-degenerate. We say that Q is isotropic if each Qs is so, i.e. if there exists
for every s ∈ S an element xs ∈ kns − {0} such that Qs(xs) = 0. For any quadratic form Q,
we denote by rad(Q) (resp. c(Q)) the radical (resp. the isotropy cone) of Q, by definition
Q is nondegenerate (resp. isotropic) if and only if rad(Q) ≠ 0 (resp. c(Q) ≠ 0). The form
Q is said to be rational (over k ) if there exists a quadratic form Qo on k
n and a unit c
of kS such that Q = c.Q0, irrational otherwise. For any s ∈ S let ks denotes an algebraic
closure of ks. If G is a locally compact group, G
○ denotes the connected component of the
identity in G.
5.2.2 Main result
Let F ∶= FS = (Qs, Ls)s∈S be a pair given on knS and let (a, b) ∈ k2S . We are interested
in finding sufficient conditions which guarantees the existence of nontrivial S-integral
solutions x ∈ OnS of the following simultaneous diophantine problem
(AS) For any ε > 0, ∣Qs(x) − as∣s < ε and ∣Ls(x) − bs∣s < ε for each s ∈ S.
Obviously as in the real case, we need to find sufficient conditions on F so that the
set F (OnS) would be dense in k2S . One have to be careful since the condition (AS) is not
equivalent to density (see [BP92], §6).
Our main results give the required conditions for assertion (AS) to hold for (a, b) =(0,0), namely that F (OnS) is not discrete around the origin in k2S . It may be seen as an
S-arithmetic version of Theorem 5.1.1
Theorem 5.2.1. Let F = (Q,L) be a pair consisting of a quadratic form Q and L be a
nonzero linear form with coefficients in kS in dimension n ⩾ 4 satisfying the the following
conditions:
1. Q is nondegenerate
2. Q∣L=0 is isotropic i.e. {Qs = 0} ∩ {Ls = 0} ≠ {0} for all s ∈ S
3. For each s ∈ S, the forms αsQs + βsL2s are irrational for any αs, βs in ks such that(αs, βs) ≠ (0,0)
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then for any ε > 0, there exists x ∈ OnS − {0} such that∣Qs(x)∣s < ε and ∣Ls(x)∣s < ε for each s ∈ S
We also obtain the same result when we relax the condition (3) of the previous theorem
by the following weaker one:
Theorem 5.2.2. Let Q = (Qs)s∈S be a quadratic form on knS and L = (Ls)s∈S be a linear
form on knS with n ≥ 4. Suppose that the pair F = (Q,L) satisfies the following conditions,
1. Q is nondegenerate
2. Q∣L=0 is nondegenerate and isotropic
3. The quadratic form αQ+βL2 is irrational for any units α,β in kS such that (α,β) ≠(0,0)
then for any ε > 0, there exists x ∈ OnS − {0} such that∣Qs(x)∣s < ε and ∣Ls(x)∣s < ε for each s ∈ S
5.2.3 Remarks.(a) These theorems reduce to dimension 4, (see § 5.3). The key is the use of the weak
approximation in kS following the idea of Borel-Prasad ([BP92], Proposition 1.3) and an
argument of Ellenberg-Venkatesh ([EV08], Lemma 2).(b) According to the Lefschetz principle all the results for Lie groups over complex
numbers, are also valid for any algebraically closed field of characteristic zero. The fol-
lowing results are proven for the field of complex numbers in [Gor04], all the proofs are
the same for the algebraic closures of nonarchimedean local fields. It is not difficult to see
applying Ratner’s rigidity, that the density of theorem 5.2.1 holds by using the analog of
the original method of Gorodnik [Gor04] in the S-arithmetic setting.(c) Even if we assume that αQ+βL2 is irrational, it can be possible that αsQs +βsL2s
is rational for some place s, in this case applying Ratner’s rigidity is not relevant anymore.
To carry out this situation we adapt the stategy of Borel and Prasad ([BP92], § 5.6) to
obtain the complete picture. The proof of theorem 5.2.2 (see § 5.6) uses strong approxima-
tion in algebraic groups (see § 5.4.2) and some elementary results of geometry of numbers.
(d) Unfortunately we are not able to show the density of F (OnS) under the conditions
of Theorem 5.2.2 using our method. We are also even unable to show that ∣Qs(x)∣s and∣Ls(x)∣s are both nonzero for any s ∈ S and x ∈ OnS as in the conclusion of Theorem 5.2.1.
We discuss this issue in § 5.6.1.
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(e) One can hope to relax condition (2) by only asking αQ + βL2 to be isotropic as
it is conjectured by Gorodnik (see [Gor04], Conjecture 15]) and still open until now. The
major issue is that reduction to lower dimension fails to hold (see § 5.6.1).
5.3 Weak approximation and reduction to the dimension 4
The number fields satisfy a nice local-global principle called the weak approximation
which can be seen as a refinement of the Chinese remainder theorem.
Theorem 5.3.1. Let S be a finite set of Σk. Let be given αs ∈ ks for each s ∈ S. Then
there exists an α ∈ k which is arbitrarily close to αs for all s ∈ S with respect to the s-adic
topology.
Proof. (See e.g. [L], Theorem 1, p.35)
One can reformulate this theorem as follows: the diagonal embedding k ↪∏s∈S ks is dense,
the product being equipped with the product of the s-adic topologies.
Proposition 5.3.2. Let F = (Q,L) be a pair consisting with a quadratic form Q and a
nonzero linear form L in knS (n ⩾ 5) such that
1. Q is nondegenerate
2. Q∣L=0 is isotropic
3. The quadratic form αQ+βL2 is irrational for any units α,β in kS such that (α,β) ≠(0,0).
Then there exists a k-rational subspace V of kn of codimension 1 such that F∣VS satisfies
the conditions (1)(2)(3), moreover V can be chosen such that Q∣{L=0}∩VS is nondegenerate.
Proof. When s is an archimedean real place, it is proved in ([Gor04], Proposition 4)
that there exists Vs a subspace of k
n of codimension 1 such that Fs∣Vs verifies conditions(1)(2)(3). In the case of archimedean complex places and nonarchimedean places, one
may replace the condition Qs∣Ls=0 of type (I) which only valid for real places by equivalent
condition that Qs∣Ls=0 is nondegenerate which is valid for all s ∈ S. The rest of the proof
is identical to the original proof. Hence for any s ∈ S we may find Vs a subspace of kn of
codimension 1 so that the conditions (1)(2)(3) are satisfied by Fs∣Vs and one can choose
Vs such that Qs∣{Ls=0}∩Vs is nondegenerate.
Assume that n ⩾ 5. For each s ∈ S, it is well known that the orbit of Vs under the orthogonal
group SO(Qs) is open in the Grassmanian variety Gn−1,n(ks) of the hyperplanes in kns for
the analytic topology. This can be seen using the fact that the map
61
SO(Qs)↦ Gn−1,n(ks) given by g ↦ g(Vs) is submersive2
in particular the image contains a neighbourhood of the image of any g after the implicit
function theorem. Moreover by weak approximation we can find a rational subspace in
V ′ of codimension 1 in kn such that V ′ ⊗k ks is arbitrarily close to Vs for all s ∈ S, in
particular they belong to the same open orbit. We have established that Fs∣Vs satisfies
conditions (1) and (2), it is equivalent to say that
rad(Qs) ∩ Vs = {0} and c(Qs∣Ls=0) ∩ Vs ≠ {0}. (∗)
Since the subspace rad(Qs) is invariant under the action of the orthogonal group SO(Qs),
the condition (∗) above is verified by any element of Gn−1,n(ks) which lies in the orbit of
Vs under SO(Qs). In particular, V ′ ⊗k ks satisfies (∗) for each s ∈ S. Hence we obtain a
k-rational subspace V ′ of kn such that F∣VS satisfies the conditions (1)(2). It remains to
prove that F∣VS satisfies the condition (3)3. By weak approximation again, there exists
e ∈ V ′(k) ∩ {L = 0} such that Qs∣Ls=0(es) ≠ 0 for all s ∈ S. Let Q˜ = αQ + βL2 for an
arbitrarily choice of α,β ∈ kS with (α,β) ≠ (0,0). Applying e to it, we have that
Q˜s(es) = αsQs(es) + βsLs(es)2 = αsQs(es) ≠ 0 for any s ∈ S.
Hence multiplying by some unit in kS we may assume that Q˜s(es) = 1 for all s ∈ S. Now
let
V = {V ∈ Gn−1,n(k) ∣e ∈ V (k) and F∣VS satifies conditions (1) (2)}.
It is nonempty because it contains V ′. Suppose that there is no V ∈ V such that
F∣VS satisfies the condition (3). Then Q˜(x) ∈ k for any x ∈ V (k), V ∈ V. For each
s ∈ S , the map x ↦ Q˜s(x) is a regular function on kns and it takes values in k on
the union of V (k), V ∈ V. The latter union is clearly Zariski-dense in kns and it is de-
fined over k. Therefore Q˜s(x) ∈ k for all x ∈ kn and this implies that Q˜s is rational
over k. Since e ∈ V for any V ∈ V and Q˜s(e) = 1 for all s ∈ S, Q˜s(x) is independent
of s for any x ∈ V(k), V ∈ V. This implies that Q˜ is rational, this is a contradic-
tion. Hence there exists some V ∈ V such that F∣VS satisfies the conditions (1)(2)(3).
Corollary 5.3.3. It suffices to prove Theorem 5.2.2 for n = 4.
Proof. It follows from the proposition by descending induction on n.
2i.e. the induced map on tangent space is surjective
3Remark that following the definition being irrational over k for a quadratic form is not equivalent to
be irrational over all the (ks)s∈S !
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5.4 Strong approximation
5.4.1 Adeles and strong approximation for number fields
The set of adeles A of k is the subset of the direct product ∏s∈Σ ks consisting of
those x = (xs) such that x ∈ Os for almost all s ∈ Σf . The set of adeles A is a locally
topological ring with respect to the adele topology given by the base of open sets of the
form ∏s∈S Us ×∏s∉SOs where S ⊂ Σ is finite with S ⊃ S∞ and Us are open subsets of ks
for each s ∈ S. For any subset S ⊂ Σ finite with S ⊃ S∞, the ring of S-integral adeles is
defined by:
A(S) =∏s∈S ks ×∏s∉SOs, thus we can see that A = ⋃
S⊃S∞A(S)
We define also AS to be the image of A onto ∏s∉S ks, clearly A = kS ×AS .
Theorem 5.4.1 (Strong approximation). If S ≠ ∅ the image of k under the diagonal
embedding is dense in AS.
5.4.2 Strong approximation in algebraic groups
Let G be an algebraic group defined over k, we defined the group G(AS) of S-adeles of
G to be the image of G(A) under the natural projection of ∏s∈ΣG(ks) onto ∏s∉SG(ks).
Thus,
G(AS) =∏s∈SG(ks) ×∏s∉SG(Os)
Definition 5.4.2. A k-algebraic group G is said to satisfy the strong approximation prop-
erty relative to S if the image under the diagonal embedding Gk ↪ G(AS) is dense(equivalently
in term of full adelic group G(k)G(kS) is dense in G(A)).
Definition 5.4.3. An isogeny between two algebraic groups G and H defined over k, is a
surjective morphism µ ∶ G→H which has finite kernel. If µ is a k-morphism, we say that
µ is a k-isogeny.
Definition 5.4.4. An algebraic group G is said to be simply connected, if for any connected
H any isogeny µ ∶H → G is an isomorphism.
An important class of algebraic groups which satisfies the strong approximation property
are given by unipotent subgroups (see e.g. [PR], §7.1). Thus, for a connected k-groupG the
Levi decomposition G = LRu(G) implies that it suffices to check the strong approximation
property for reductive groups.
The following theorem is due to V.Platonov, the proof consists to reduce the problem
of strong approximation to the Kesner-Tits conjecture which was also proved by itself in
[Pra].
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Theorem 5.4.5 (Strong approximation). Let G be a reductive k-group and S a set of
places of k. Then G has the strong approximation property with respect to S if and only
if it satisfies the following conditions
1. G is simply connected
2. G has no k-simple compact factors (i.e. G is isotropic)
The proof of this theorem (see e.g. [PR], §7.4) when S ⊃ S∞ is finite relies on the impor-
tant observation that the closure of G(OS) is open in G(AS).
This observation can be generalised to any S-arithmetic subgroup in G(OS). Recall that
an S-arithmetic subgroup Γ is a subgroup of GS which is commensurable with G(OS),
i.e. if Γ ∩G(OS) has finite index both in G(OS) and ΓS (see e.g. [PR], §7.5).
Proposition 5.4.6. If G satisfies condition of the theorem, any S-arithmetic subgroup
Γ in G(OS) is dense open subgroup in G(AS).
For an arbitrary algebraic group G, the strong approximation property should holds for
the universal covering which by definition is simply connected. In general the existence
of such universal cover is not always guaranteed, however for semisimple algebraic groups
the existence is always satisified. 4
Proposition 5.4.7 ([PR], Thm 2.10). For any semisimple k-group G, there exists a
simply connected group G̃ and an isogeny σ ∶ G̃→ G which is defined over k.
Definition 5.4.8. The isogeny σ ∶ G̃→ G is called the universal covering and the pi(G) =
ker(σ) is the fundamental group of G. Moreover if G is k-split, the universal cover is
defined over k.
Theorem 5.4.9 ([PR], Thm 4.1). Let ϕ ∶ GS →HS be a surjective k-morphism of algebraic
groups. If Γ is an S-arithmetic subgroup of GS, then ϕ(ΓS) is an S-arithmetic subgroup
of HS.
Then every k-isogeny send any arithmetic subgroup to another one. In particular universal
coverings do so providing the group is semisimple,
Corollary 5.4.10. Suppose GS is semisimple. If ΓS is an S-arithmetic subgroup of G̃S,
then σ(ΓS) is an S-arithmetic subgroup of GS.
5.5 Stabilizer of pairs (Q,L)
For each s ∈ S, let Gs = SL4(ks), GS =∏s∈S SL4(ks) = SL4(kS).
Let F = (Q,L) be a pair on k4S satisfying the conditions (1)(2)(3) of Theorem 5.2.2.
4The situation is quite different in the category of topological groups, the universal cover always exists,
this is due to the definition of the simple connectedness which is more restrictive in the category of algebraic
groups than in the topological context.
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5.5.1 Stabilizer of a pair over a local field
For every s ∈ S we realize Qs on a four-dimensional quadratic vector space (Ws,Qs) over
ks equipped with the standard basis B = {e1,⋯, e4} . For each s ∈ S, let define Hs the
stabilizer of the pair Fs under the action of Gs, in other words
Hs = {g ∈ Gs ∣ Qs ○ g = Qs , Ls ○ g = Ls}.
Equivalently one can write Hs = {g ∈ SO(Qs) ∣ Ls ○ g = Ls}. Clearly it is a linear algebraic
group defined over ks. Let us define Vs = {Ls = 0}, it is an hyperplane of Ws which in-
duces a quadratic isotropic subspace (Vs,Qs∣Vs) of dimension 3 in Ws. We have two cases
following (Vs,Qs∣Vs) is nondegenerate or not. If s is a real place the first (resp. second)
case corresponds to pairs of type (I)(resp. type (II)) in the terminology of [Gor04].
Case 1. Assume (Vs,Qs∣Vs) is nondegenerate, then one can write the the following decom-
position Ws = Vs⊕V s where the orthogonal complement is a one-dimensional subspace of
Ws. Let v a nonzero vector of Ws such that V

s =< v >. Since V s = {Ls ≠ 0} it is clearly
Hs-invariant, therefore Hs acts by x ↦ λx on the line < v >. The linear form Ls∣V s is
nonzero and is Hs-invariant then Hs acts trivially on the line V

s . Let define w4 = v and
complete to obtain a basis B′ = {w1,⋯,w4} of Ws where < w1,w2 > is an hyperbolic plane
in Vs. Hence we obtain for any x ∈Ws, with respect to the basis B′ = {w1,⋯,w4} that
Qs(x) = x1x2 + a3x23 + a3x24 and Ls(x) = x4 with a3, a4 ∈ k∗s .
Therefore the stabiliser of Fs = (Qs, Ls) is given by
Hs = {( M 00 1 ) ∣ M ∈ SO(Qs∣Ls=0)} ⊆ SL4(ks).
Case 2. Assume now the other case when (Vs,Qs∣Vs) is degenerate, this is equivalent to
say that rk(Qs∣Vs) ⩽ 2 or that the discriminant of Qs∣Vs is zero. Let us write the following
decomposition Ws = Vs ⊕ ksv where v is a nonzero vector of Ws such that Ls(v) ≠ 0. Let
define w4 = v and complete to obtain a basis B′ = {w1,⋯,w4} of Ws where < w1,w2 > is an
hyperbolic plane in Vs. Clearly one has Qs(x) = x1x2 + a3x23 + a4x24 for some a3, a4 ∈ k∗s .
Suppose that Q∣<w3,w4> is anisotropic then Qs∣Vs(x) = x1x2 + a3x23, since it is degenerate it
has zero discriminant, that is, a3 = 0, that is a contradiction. Therefore Ws is the direct
sum of two hyperbolic plane, and with respect to the basis B′ = {w1,⋯,w4} we obtain for
any x ∈Ws,
Qs(x) = x1x2 − x3x4 and Ls(x) = x4.
Now let define Us by the two-parameter unipotent subgroup in SL(4, ks)
Us = {⎛⎜⎜⎜⎝
1 a b ab
0 1 0 b
0 0 1 a
0 0 0 1
⎞⎟⎟⎟⎠ ∣ a, b ∈ ks} ⊆ SL(4, ks).
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By straightforward computation, one can check that Us leaves invariant the pair Fs given
by Qs(x) = x1x2 − x3x4 and Ls(x) = x4 in our case.
5.5.2 Stabilizer of pairs in kS
We F = (Qs, Ls)s∈S be a pair satisfying the conditions of the main theorem. We define
two subsets of S corresponding to places following we are in the case 1 or 2 . Let us define
S1 (resp. S2) to be the set of s ∈ S such that Qs∣Ls=0 is nondegenerate (resp. degenerate).
Thus we have the following partition of S given by S = S1 ∪ S2.
For each s ∈ S1, Hs is isomorphic to SO(Qs∣Ls=0) over ks and since Qs∣Ls=0 is nondegenerate,
Hs is a semisimple Lie subgroup of Gs which is noncompact since Qs∣Ls=0 is isotropic.
Let Hs be the algebraic group defined over ks such that Hs(ks) = Hs. Let H+s be the
subgroup of Hs generated by one-dimensional unipotent subgroups.
Let put
H1 =∏S∈S1 Hs, H+1 =∏S∈S1 H+s and H2 =∏S∈S2 Us.
We also define
HS =H1 ×H2 and H+S =H+1 ×H2.
Therefore HS is an algebraic subgroup of SL4(kS) which leaves invariant the pair F =(Q,L) with respect to the basis B′. Obviously H+2 = H2 thus H+S is generated by one-
dimensional unipotent subgroups.
5.5.3 Proof of the Theorem 5.2.1
Let F be a pair which satisfies the conditions of theorem 5.2.1. Let g ∈ GS the matrix
of the basis B′S in the standard basis of k4S . By definition gHSg−1 leaves invariant the
pair F = (Qs, Ls)s∈S , and H+S is generated by one-dimensional unipotent subgroups. Put
Λ = gOnS , it is clearly a lattice in k4S in other words an element of the homogeneous space
ΩS . Applying theorem 6.1, one obtains
H+SΛ = M̃Λ (5.1)
where M̃ is an algebraic subgroup of GS defined over k such that M̃(ks) contains gsH+s g−1s
(resp. gsUsg
−1
s ) for s ∈ S1(resp. s ∈ S2).
Assume first that S = S∞. Using the equality (1) we can deduce that the set Fs(O4) is
dense in k2s for all s ∈ S∞. Indeed, if s ∈ S1 the density is satisfied after ([Gor04], proposition
10) for pairs of type (I) and if s ∈ S2 the same is proved in ([Gor04], proposition 14) for
pairs of type (II). In particular this proves the theorem when S = S∞.
Now let assume S ≠ S∞ and let be given s ∈ Sf . The set O4 is bounded in k4s , thus for any
neighbourhood U of the origin in k4s one can find an integer as ∈ Os such that as.O4 ⊂ U .
In other words, given any ε > 0 one can find as ∈ Os such that :
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∣Qs(asx)∣s ⩽ ε and ∣Ls(asx)∣s ⩽ ε for all x ∈ O4.
Thus for each s ∈ Sf , we can associate an integer as ∈ Os satisfying the previous inequalities.
By strong approximation one can find a ∈ O such that ∣a∣s = ∣as∣s for all s ∈ Sf . Put∥a∥∞ = maxs∈S∞ ∣a∣s, by the previous case we can find x ∈ O4 such that:∣Qs(x)∣s ⩽ ε/∥a∥2∞ and ∣Ls(x)∣s ⩽ ε/∥a∥∞ for all s ∈ S∞.
We immediately obtain for all s ∈ S∞∣Qs(asx)∣s = ∣as∣2s ∣Qs(x)∣s ⩽ ε and ∣Ls(asx)∣s = ∣as∣s∣Ls(x)∣s ⩽ ε.
Hence given any ε > 0, we get a nonzero element y = a.x ∈ O4S satisfiying the conclusion of
the theorem, i.e.
∣Qs(y)∣s ⩽ ε and ∣Ls(y)∣s ⩽ ε for all s ∈ S.
5.6 Proof of the theorem 5.2.2
Let F = (Q,L) be a pair in knS which satisfies the conditions of theorem 5.2.2 . After
§ 5.3, we know that it suffices to show it for n = 4.
Let assume first that the form αQs + βL2s is irrational for any αs, βs in ks such that(αs, βs) ≠ (0,0) for all s ∈ S, that is to say that F satisfies the conditions of Theorem 5.2.1.
Hence the origin in k2S is an accumulation point in F (O4S) and the conclusion of Theorem
5.2.2 holds in this case.
Now it remains to prove the theorem when some linear combination over ks of Qs and L
2
s
is rational for some s ∈ S. The proof is slight modification due of ([BP92], §4). The only
difference is that we deal with pairs instead of quadratic forms, therefore with stabilisers
which are not given by orthogonal groups in general. However since QL=0 is assumed
to be nondegenerate the stabiliser of a pair is the orthogonal group of QL=0 and strong
approximation holds.
Suppose that there exists v ∈ S and a rational form Q0 on kn such that,
αvQv + βvL2v = λvQ0
for some λv ∈ k∗v and αv, βv in kv such that (αv, βv) ≠ (0,0). Let us choose α,β in kS such
that (α)v = αv and (β)v = βv and set Q˜ = αQ + βL2, then Q˜v = λvQ0. Define the set S′
to be the set of places s ∈ S such that Q˜s = λsQ0 for some λs ∈ k∗s . Obviously v ∈ S′ and
S ≠ S′ since Q˜ is irrational, and one can put T = S − S′.
Let Z0 = {Q0 = L = 0} be the kS-algebraic variety defined by Q0 and L and for each
s ∈ S put Z0,s = Z0 × ks. Let also for each s ∈ S the ks-algebraic variety defined by
Zs = {Qs = Ls = 0}. Obviously Zs characterises the form Qs up to a multiple in k∗s and
Z0,s = Zs for all s ∈ S′ but Z0,t ≠ Zt for any t ∈ T . Since Zt ≠ {0} (Qt∣Lt=0 is isotropic) and
defined over kt, Zt(kt) is Zariski dense in Zt and Z0,t(kt) ≠ Zt(kt) for any t ∈ T .
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We define H0 = SO(Q0) ∩ StabG(L) and let V be the subspace KerL = {L = 0}. By
surjectivity of L we have immediately StabG(L) = V G i.e. H0 = SO(Q0) ∩ V G. Moreover
by construction, for each s ∈ S′ one has λsQ0∣Vs = Q̃s∣Vs = αsQs∣Vs thus H0(ks) = SO(Qs∣Vs)
is noncompact for each s ∈ S′ since Q∣V is isotropic.
For each t ∈ T , suppose Rt is an open subgroup of H0 and let
Xt = {x ∈ k4t −Z0(kt) ∣ rt.x ∈ Zt(kt) for some rt ∈ Rt}.
Clearly Xt is an nonempty open subset of k
4
t defined up to multiple in k
∗
s . The key of the
proof of the theorem lies on the following result of geometry of numbers,
Lemma 5.6.1. Given a polydisc ∆ = ∏s∈S′ ∆s centred in the origin in k4S′, then there
exists an integral vector x ∈ O4S such that xs ∈ ∆s for all s ∈ S′ and xt ∈Xt for all t ∈ T .
In other words we can find an integral vector x with T -component lying in XT and arbi-
trarily small S-components. For sake of completeness, we give a more detailed proof of
the lemma that the one given in ([BP92], §4)
Proof of the lemma. Le be given an arbitrary t ∈ T , since Xt is nonempty and defined up
to a multiple in kt − {0}, we can find a nonzero vector et,1 ∈ Xt such that the blunt line
k∗t .et,1 is still contained in Xt. Let complete et,1 into a basis {et,1, . . . , et,n} of knt , let us
define for any positive real r
Dt,r = {x ∈ kt ∶ ∣x∣t ≤ r}
Bt,r = ⊕2≤j≤nDt,r.et,j
Ct,r = Dt,ret,1 ⊕Bt,r = ⊕1≤j≤nDt,r.et,j
The fact that the line k∗t .et,1 is contained in Xt and the fact that Rt is an open subgroup
of H0 provide two reals a ≥ b > 0 so small that
(i) et,1 +Ct,a is contained in Xt and (Dt,m −Dt,1)et,1 ⊕Bt,a ⊂Xt for any real m > 1
(ii) The sum of any ∣T ∣ − 1 elements of Ct,b is contained in Ct,a.
Now we consider Θ =∏s∈S′ Θs be a bounded polydisc centred on the origin such that the
sum of any 2∣T ∣ elements of Θ is contained in ∆. If we are able to prove the claim (⋆)t
below the proof of the lemma will follows
(⋆)t There exists x(t) ∈ O4S and a real m ≥ 2 such that x(t)s ∈ Θs +Θs, if s ∈ S′,
x(t)t ∈ (Dt,m −Dt,1)et,1 ⊕Bt,b and x(t)t′ ∈ Ct′,b if t′ ∈ T − {t}.
Indeed, assume (⋆)t is fullfilled and let define x =∑
t∈T x(t) ∈ O4S .
For any s ∈ S′, xs =∑
t∈T x(t)s is the sum of 2∣T ∣ elements of Θs hence it is contained in ∆s.
One the other hand, by condition (ii), for any t′ ∈ T
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xt′ =∑
t∈T x(t)t′ = x(t′)t′ + ∑t∈T−t′ x(t)t′ ∈ (Dt,m −Dt,1)et′,1 +Bt′,b +Ct′,a
The fact that Bt′,b ⊂ Bt′,a and the condition (i) imply that xt′ ∈Xt′ , hence x ∈ O4S satisfies
all the condition of the lemma.
It remains to show that (⋆)t for any given t ∈ T which we fix from now. For a positive
real number r, put
Ωr = Θ × (Dt,ret,1 ⊕Bt,b/2). ∏
t′∈T−{t}Ct′,b/2 ⊂ k4S
Recall that each completion ks(s ∈ S) is equipped with a additive Haar measure νs, we
denote by vol the product of the νs (s ∈ S) which gives a Haar measure on k4S . Let µ be the
pullback of the Haar measure on k4S with respect to the natural projection pi ∶ k4S → k4S/O4S .
Also let denote by c the covolume of O4S in k4S , that is, c ∶= µ(k4S/O4S). Since O4S is discrete
in k4S , the set (Ω1+Ω1) ∩ O4S is finite with cardinality, say q ≥ 1. Now the map r ↦ vol(Ωr)
is obviously increasing function on R∗+, thus we may find a real m ≥ 2 such that:
vol(Ωm/2) > (q + 1).c
Therefore,
(q + 1).c < vol(Ωm/2) ≤ ∫
k4S/O4S
⎛⎝∫pi−1∣Ωm/2(y) dvol⎞⎠dµ(y) = ∫k4S/O4S vol(pi−1∣Ωm/2(y))dµ(y) (5.2)
Suppose that all the fibers pi−1∣Ωm/2(y) have less or equal than q + 1 elements, then
∫
k4S/O4S vol(pi−1∣Ωm/2(y))dµ(y) ≤ (q + 1).µ(k4S/O4S) = (q + 1).c
This contradicts inequality (5.2), hence it must exists at least one fiber, say pi−1∣Ωm/2(y),
which contains at least q + 2 elements {y0, y1, . . . , yq+1} in Ωm/2. Clearly one can write
yi = y0 +O4S for 1 ≤ i ≤ q + 1
so that we get q+1 distincts elements in O4S by taking xi ∶= y0−yi for every i = 1, . . . , q+1.
Obviously, since (Ω1 +Ω1) ∩ O4S has q elements, one of the xi’s, say x1, must lie outside
Ω1 +Ω1.
Let define x(t) ∶= x1, then immediately x(t) ∈ O4S . It is easy to check that x(t) satisfies(⋆)t. Indeed, let s ∈ S′, then
x(t)s = y0,s − y1,s ∈ Ωm/2,s +Ωm/2,s = Θs +Θs
At the place t, we have
x(t)t ∈ (Dt,m/2 −Dt,1)et,1 ⊕Bt,b/2 + (Dt,m/2 −Dt,1)et,1 ⊕Bt,b/2 = (Dt,m −Dt,1)et,1 ⊕Bt,b
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On the other hand it is clear that
x(t)t′ ∈ Ct′,b/2 +Ct′,b/2 = Ct′,b if t′ ∈ T − {t}
and the lemma is proved.
Proof of the Theorem. In order to use strong approximation (see §5.4.2) let σ ∶ H̃0 →H0 be
the universal covering of H0, such isogeny exists because H0 is semisimple (Prop. 5.4.7),
indeed this comes from the fact that Q∣V is nondegenerate implies
H0 = {( M 00 1 ) ∣ M ∈ SO(Q∣V )} ≃ SO(Q∣V ) is semisimple.
Let ΛS be the stabilizer of O4S in H0(k), via the diagonal embedding we realize ΛS as a
S-arithmetic subgroup of H0(kS). Let ΛT be the projection of ΛS on H0(kT ). We know
that H0 and H̃0 are both isotropic over ks (s ∈ S′) and it has no compact factors over
ks for s ∈ S′. Hence the strong approximation property applied to H̃0 with respect to S′
yields a set of open subgroups of finite index Rt in H0(kt) for t ∈ T such that the product
RT =∏t∈T Rt is contained in the closure of ΛT .
Indeed, let Λ̃ be an arbitrary S-arithmetic subgroup in H̃0(k), which can be seen as a
discrete subgroup in H̃0(kS). Let denote by Λ̃T its projection on H̃0(kT ). By strong
approximation (Prop. 5.4.6) the closure of Λ̃ is open in AS′ , in particular its projection
Λ̃T is dense in a open subgroup of H0(kT ). Therefore, using corollary 5.4.10 the subgroup
σ(Λ̃T ) is also an arithmetic subgroup which is dense in an open subgroup of H0(kT ).
Hence the subgroup RT ∶= cl(σ(Λ̃T )) ∩ cl(ΛT ) is the good candidate since σ(Λ̃T ) and ΛT
are commensurable as arithmetic subgroups in H0(kT ).
Let ε > 0 arbitrary and choose a polydisc (∆s)s∈S′ in kS′ centred at the origin and small
enough so that the following simultaneous inequalities are satisfied:
For each s ∈ S′, ∣Qs(z)∣s ⩽ ε and ∣Ls(z)∣s ⩽ ε for any z ∈ ∆s.
As above we introduce the set Xt for t ∈ T associated to with RT . By the previous lemma
we get x ∈ O4S such that xs ∈ ∆s for all s ∈ S′ and xt ∈ Xt for all t ∈ T . In one hand for
each t ∈ T there exists rt ∈ Rt such that zt = rtxt ∈ Zt(kt), hence since Rt is open we find
yt ∈ Rtxt close enough to zt which satisfies the following inequalities:
0 < ∣Qt(yt)∣t ⩽ ε/2 and 0 < ∣Lt(yt)∣t ⩽ ε/2 .
Moreover since RT is contained in the closure of ΛT , we can find γ ∈ ΛS such that:
0 < ∣Qt((γx)t)∣t ⩽ ε and 0 < ∣Lt((γx)t)∣t ⩽ ε for each t ∈ T .
It suffices to show that the element γx ∈ O4S satisfies the last inequalities for s ∈ S′.
Since γ ∈ H0, it leaves invariant both Q̃s and Ls for all s ∈ S′ thus it leaves also invariant
Qs for all s ∈ S′. Therefore we get the following inequalities∣Qs((γx)s)∣s ⩽ ε and ∣Ls((γx)s)∣s ⩽ ε for each s ∈ S′.
This finishes the proof.
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5.6.1 Comments and open problems
The problem of null values
The argument used in [BP92] (Theorem A, (iii)) to prove that for any ε > 0, there exists∈ OnS such 0 < ∣Qs(x)∣s < ε does not easily generalise for pairs. In fact, we do not prove that
the x ∈ OnS of theorem 5.2.1 and 5.2.2 satisfies the stronger condition that 0 < ∣Qs(x)∣s < ε
and 0 < ∣Ls(x)∣s < ε for finite places s ∈ Sf .
Towards density
It should be possible to obtain density of F (OnS) for a pair F = (Q,L) over kS under the
assumption of theorem 5.2.1. For this we need a analog of the theorem 1 of [Gor04] for
nonarchimedean field which has no clear reason to fail, a significant difference with the
classical Oppenheim conjecture is that the stabilizer of such pairs is no more maximal.
On the other hand, it seems difficult to prove density of F (OnS) under the assumption of
theorem 5.2.2 when we allow some linear combination of Qs and L
2
s to be a multiple of a
rational form. By the same method we can easily obtain the analog for a pair F = (Q,L)∗ The set F (OnS) is dense in k2S if and only if for any ε > 0, and cs ∈ k∗s /k∗2s , there exist
x ∈ OnS such that 0 < ∣Qs(x)∣s < ε and 0 < ∣Ls(x)∣s < ε with Qs(x) ∈ cs for all s ∈ S.
Proving density for pairs using this way appears to be discouraging from the time it does
not give satisfaction for a single quadratic in the previous remark. However it may be
possible to arrive to density using the strategy of ([B94], §8) and the proof of Theorem
5.1.1.
Open problem
We conclude by mentioning a conjecture of Gorodnik (see [Gor04], Conjecture 15) which
concerns the assumption (2) of Theorem 3.1.3 in the real case. It is conjectured that
the condition (2), that is, Q∣L=0 is isotropic can be replaced by the weaker assumption
that αQ + βL2 is isotropic for any real numbers α,β such that (α,β) ≠ (0,0). With this
assumption we cannot reduce to dimension 4 and we are led to classify an unmanageable
number of intermediate subgroups. It is noteworthy that for the moment it does not exist
any complete proof of the Oppenheim conjecture or neither any of all its variants which




6.1 Gorodnik’s conjecture on density for pairs
The problem of finding optimal conditions which ensure that B(Zn) is dense in R2 for
n ≥ 4 for a given pair B = (Q,L) is still an open problem. The best known answer is given
by Theorem 3.1.3. It is conjectured by A.Gorodnik (see [Gor04], Conjecture 15) that the
assumptions of the theorem could be weakened.
Conjecture 6.1.1 (Gorodnik). Let B = (Q,L) be a pair consisting in one nondegenerate
quadratic and one nonzero linear form in dimension n ≥ 4. Suppose that
1. For every β ∈ R, Q + βL2 is indefinite
2. For every (α,β) ≠ (0,0), with α,β ∈ R, αQ + βL2 is not rational
Then B(Zn) is dense in R2.
The first condition is necessary for density to hold. The main issue is that this condition
contrarily to the condition that Q∣L=0 is indefinite does not allow us to reduce to the four
dimensional case. Hence all the strategy of the proof of Theorem 3.1.3 become needless
regarding the impossibility to classify all the intermediate subgroups in high dimension.
6.2 Lower Bounds for pairs (Q,L) in Dimension n ⩾ 4
A possible method could be to apply the strategy of Dani-Margulis as we did in Theorem
3.3.1 for dimension three, in order to give a asymptotic lower bound of the values of pairs
at integral points. The situation of the dimension n ⩾ 4 is more intricate, the method of
Gorodnik used to show density of {(Q(x), L(x)) ∶ x ∈ Zn} does not consist to show that
x = gΓ is generic for some unipotent action. This classical argument used in the original
deduction of the Oppenheim conjecture fails because the stabiliser of such pairs (Q,L)
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is not maximal. This phenomenon is due to the existence of non-generic points, the setS(H) such points is called the set of singular points with respect to the action of the
stabiliser H for which the H-orbits are not dense in G/Γ.
Let G = SL(n,R), Γ = SL(n,Z), we denote by µ the G-invariant probability of the space
of unimodular lattices G/Γ.
Let (Q,L) a pair satisfying the conditions of Theorem 3.1.3 ([Gor04],Theorem1),
1. Q∣L=0 is indefinite
2. No linear combinaison over R of Q and L2 is rational.
There exists some g ∈ G such that (Q,L) = (Qg0, Lg0) where (Q0, L0) is given for (Q,L) of
type (I) (resp. type (II) ) by
(Q0(x), L0(x)) = (x21 +⋯ + x2p − x2p+1 −⋯ − x2n, xn) for p = 1,⋯, n or(Q0(x), L0(x)) = (x21 +⋯ + x2p − x2p+1 −⋯ − x2n−2 + xn−1xn, xn) for p = 1,⋯, [n−22 ].
Let U = {ut ∣ t ∈ R} defined as in §3.3.2, it is a unipotent one-parameter subgroup of H.
One can apply Ratner theorem’s to obtain a connected Lie subgroup F of G containing
g−1Hg such that {utx ∣ t ∈ R} = Fx where x = gΓ and such that the orbit Fx is supported
by a F -invariant measure µx. Instead of inequality (3.5) we have
1(l − 1)T ∫ lTT ∫Bj χ̃(utmgΓ)dσ(m)dt ⩾ ω2σ(Bj)∫Fxϕdµx
where ϕ ∈ Cc(G/Γ) and ω are taken such that
0 ⩽ ϕ ⩽ χ̃ and ∫
G/Γϕdµx ⩾ ω∫G/Γ χ̃dµx.
Using the same computations of the previous section in the proof of Theorem 4.1.1 we get
the following inequality





Finally following the end of the proof of the Theorem 4.1.1, the adding term propagates
and we get,












The definition of the function Θτ depends on the choice of τ > 0, we fix it such that it
satisfies the condition of lemma 4.2.2. The function Θτ is well defined on G/Γ and its
image lies in [0,1]. This quantity can be seen as the defect of equidistribution of the orbit{utx ∶ t ∈ R} of x in G/Γ.
It is not easy to find a lower bound for Θτ(x) which is independent from τ and x only
using the definition. Moreover it suffices to understand Θτ on its restriction to the set
of singular points S(U), since it is identically equal to 1 on the set of generic pointsG(U) = G/Γ−S(U) (see §1.4.1) by Siegel’s integral formula. The main issue is that S(U)
is a subset of null measure with respect to the Haar measure µ on G/Γ.
6.2.1 Minoration of Θτ(x)
Finding a lower bound for #(D(Z) ∩ rΩ) for large r reduces to find a minoration of
Θτ(x) after inequality (6.1),
#(D(Z) ∩ rΩ) ⩾ (1 − θ)λ(D(R) ∩ rΩ) Θτ(x) for any θ > 0.
The left hand-side is known to be > 0 by density in Theorem 3.1.3. The proof of the
Theorem 3.1.3 can be reduced to the case of the dimension 4, therefore F can be considered
as a subgroup of SL(4,R) which contains g−1Hg where H unipotently generated subgroup
of G which stabilises the pair (Q0, L0). Even in low dimensional cases, classifying all the
intermediate subgroups F seems very complicated. One can also think to work out this
issue using harmonic analysis in L2(G/Γ) since the function χ̃∆ is clearly in L2(G/Γ).
One can try to use Siegel-Eisenstein series associated to χ∆ instead of Siegel transform,
given by:
E∆(s,Λ) = ∑
v∈Λ−{0}χ∆,s(v) for any Λ ∈ G/Γ.
This sum converges for s complex such that Re(s) > n and χ∆,s(v) is taken to be the
Mellin transform of χ∆. Using this series one obtain an other expression for χ̃∆ using
Mellin inversion:
χ̃∆(y) = ∫
Re(s)>nE∆(s, y) ds2ipi for any y ∈ G/Γ.
Hence we obtain the following expression for Θτ
Θτ(x) = 1
λ(∆) ∫Fx∫Re(s)>nE∆(s, y) ds2ipidµx(y)
where x = gΓ given by the condition on the pair (Q,L) = (Qg0, Lg0).
By Fubini’s theorem, we arrive to
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Θτ(x) = 1
λ(∆) ∫Re(s)>n ds2ipi ∫FxE∆(s, y)dµx(y).
Using the analogy with toroidal integral and Hecke’s formula, it would be interesting to




but unfortunately such a formula does not exists for unipotents orbits.
It would be interesting to try to find lower bounds for #(D(Z)∩rΩ) under the conditions
of the conjecture instead of trying to arrive by straightforward methods to density. A
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