Abstract. The communication overhead is a major bottleneck for the execution of a process graph on a parallel computer system. In the case of two processors, the minimization of the communication can be modeled by the graph bisection problem. The spectral lower bound of ¾ Î for the bisection width of a graph is well-known. The bisection width is equal to ¾ Î iff all vertices are incident to ¾ ¾ cut edges in every optimal bisection. We discuss the case for which this fact is not satisfied and present a new method to get tighter lower bounds on the bisection width. This method makes use of the level structure defined by the bisection. Under certain conditions we get a lower bound depending on ¬ ¾ Î with ½ ¾ ¬ ½. We also present examples of graphs for which our new bounds are tight up to a constant factor. As a by-product, we derive new lower bounds for the bisection widths of 3-and 4-regular graphs. We use them to establish tighter lower bounds for the bisection width of 3-and 4-regular Ramanujan graphs.
Introduction
The relation between the second smallest eigenvalue of the Laplacian and the bisection width of a graph has already been discussed in the literature. A bisection of a graph is an equal distribution of the vertices of a graph into two parts. The cut size is the number of crossing edges between the two parts. The bisection width is the minimal cut size of all bisections. Its calculation for arbitrary graphs is NP-complete [8] , even when it is restricted to the class of -regular graphs [3] . The bisection of a graph and, more generally, the partitioning of a graph into several balanced parts have a wide range of applications, especially in the field of parallel computation.
Many different methods of calculating partitions of a graph have been proposed in the past by scientists from different fields like mathematics, computer science or engineering. There are also many software libraries available which include the most efficient graph partitioning approaches. Most heuristics have been used widely on examples in many applications and the partition qualities are satisfying. This is not the case for lower bounds on the bisection width and there are only few approaches that are known. Leighton [11] proposes a lower bound of the bisection width by calculating a routing scheme between all pairs of vertices such that the congestion is minimized. This lower bound is strict for some graphs such as complete graphs, hypercubes, grids or tori. However, for irregularly structured g raph, as they appear in most applications, remains the problem to calculate a routing scheme with a low congestion.
Lower bounds on the bisection width can be derived from algebraic graph theory by relating the bisection problem to an eigenvalue problem. The well known lower bound on the bisection width Û of a graph ´Î µ with Ò Î and second smallest eigenvalue ¾´ µ of the Laplacian is Û ¾´ µ ¡ Ò (1) In theorem 1 we show that the equality holds for (1) iff all vertices are incident to exactly ¾ ¾ cut edges. This is the case for some graphs, e.g. complete graphs, complete bipartite graphs, hypercubes or the Petersen graph. Nevertheless, there is a large gap between this lower bound and the bisection width for most graphs. To give an example, crash or flow simulations can be solved by the Finite Element Method. The mesh used to discretized the object often has a structure similar to a grid. The second smallest eigenvalue of a Ô Ò ¢ Ô Ò grid is ¾ ¾ ¾ ¡ Ó×´ Ô Òµ ¾ Ò. Obviously, the bisection width is Ô Ò. However, the lower bound of equation (1) [4, 6, 14] . The isoperimetric number of a graph
where ´Ë Ëµ is the set of edges which connect vertices of Ë with vertices of Ë. In [6, 14] it is shown that
with maximal degree Ñ Ü´ µ. Additionally, it is ¾ Ç´½ Ò µ for bounded-degree planar graphs and two-dimensional meshes and ¾ Ç´½ Ò ¾ µ for well-shapeddimensional meshes [18] .
If the lower bound of equation (1) is not strict, either all vertices are still incident to cut edges but not to exactly ¾ ¾ of them, or there are vertices which are not incident to any cut edge. We will present a new method to determine an upper bound for ¾ . This method makes use of the level structure of a bisection in which every level consists of all vertices which have the same distance to the cut. This will lead to a generalized lower bound of equation (1) depending on the growth of the sizes of these levels on each side of the cut. Let ÁAE ÁAE be a function. We will introduce the class of Level Structured graphs ÄË´ µ which have a bisection with a cut size of and a level structure such that there are not more than ´ µ edges between vertices of distance to the cut and vertices of distance · ½ to the cut. We show that if the sum
Thus, we established a relation of and ¬ ¾ Ò in the range ½ ¾ ¬ ½. For equation (2) we show that there are graphs from ÄË´ µ for which the bound is tight The techniques used in this proof might be of special interest for some readers since we develop new methods computing asymptotic exact the second smallest eigenvalue of the laplacian for certain weighted paths.
We get an improved relation of the bisection width and ¾ if the growth of the level sizes defined by an optimal bisection is bounded by some function ´ µ. In general, the level structure of an optimal bisection is not known, but there is one notable exception.
If is a graph of maximum degree , then ¾ ÄË´ Û´ µµ with ´ µ ´ ½µ .
Thus, for Ò Û ½, equation (2) Section 2 presents the basic relation of ¾ and the bisection width. In section 3 we show a new relation between ¾ and the cut size of a bisection. In section 4 we demonstrate that there are graphs for which the new bounds are tight up to a constant.
Definitions and Background
A bisection of an undirected graph
In the following we assume that Ò is even. For a bisection , the number of edges between Î ¼ and Î ½ is called the cut size of . The minimum cut size of a bisection is called the bisection width Û´ µ of . For a graph , the Ò ¢ Ò Laplacian matrix Ä´ µ Ð Ú Û is defined as
It is known that all the eigenvalues of Ä´ µ are nonnegative. We denote them by tiplicity is equal to the number of connected components in the graph (see e.g. [17] ).
We consider connected graphs only, so ¾ ¼. Let Ü ´Ü ½ Ü ¾ Ü Ò µ be a non-zero vector. It follows from the Courant-Fisher principle that
Furthermore, the minimum in (3) is attained iff Ü is an eigenvector to ¾ . Using the Lagrange identity, (3) can be rewritten (cf. [7] ) as
Here the minimum runs over all vectors not collinear to´½ ½ ½µ. Now a simple lower bound on Û´ µ can be derived by applying (4) to the Ü-tuple defined by
This leads to
to the well-known lower bound of Û ¾¡Ò , which is strict for some classes of graphs. In the following theorem we completely specify the situation when this bound is attainable. 
New Relations Between ¾ and derived by the Level Structure
As it is shown in theorem 1, the lower bound (1) is tight only if any vertex of is incident to a cut edge. We consider the case where this condition is not satisfied, and show that for such graphs this lower bound can be significantly improved. Therefore, we consider the level structure of a bisection. Each level of vertices consists of all vertices which have the same distance to the cut. In lemma 1 we bound ¾ from above by some expression depending only on the grow function ´ µ. Indeed, the proof of the lemma shows that the worst case occurs if Î ´ ½µ holds for any level . This result will be used in theorem 2 below.
Definition 1 (Level Structure
Proof. We need a non-zero vector Ü with Ü ½ for equation (3), whereas we do only need a non-constant Ü for (4). Consider (4) and choose a vector Ü with entries Ü Ú for Ú ¾ Î defined by (3) and (4) 
The lemma follows by substituting (7) and (8) 
In the following we use some functions with the property described in the theorem. ½´Ò µ Ç´½µ [16] (see also [1, 12] ). There are known construction of infinite families of -regular Ramanujan graphs for any of the form Ô · ½, where Ô is any prime number, and is an arbitrary positive integer (see [5, 12, 13, 15] ). The bounds of theorem 3 are at least as good as the bound of equation (1). For the first two cases, the new bounds are identical to the traditional bound for ¾ ¾. For ¾ ¼ the first case is by a factor of ½¼ and the second case is by a factor of 2 higher than the traditional bound. For ¾ ¼ the third case is by a factor of ¾ higher than equation ( 
Worst Case Graphs
In this section we present examples for which the results of the previous section are asymptotically tight. Firstly, we introduce a new class of edge-weighted graphs. They belong to the class ÄË´ µ with ´ µ ´ · ½µ « . We show that the results of theorem 2 are tight for this graph class if « ½ and tight up to a constant factor if ¼ « ½.
Secondly, we analyze the double-root trees as a more realistic example.
Worst Case Graphs with Edge Weights
The Laplacian of a graph can be generalized for edge weighted graphs where the offdiagonal entries contain the negative values of the corresponding edge weight. 
Ù Ø
In the following we use the separation theorem (see [19] Calculating the bounds for ½´Ü µ and ¾´Ü µ we obtain the result of the theorem.
This theorem provides also results for the graph class « Ð which is a subclass of the graphs considered above.
In the next theorem we consider the case ¼ « ½. 
The Double-Root Trees as Worst Case Graphs
We define the double-root tree Ì Ð as follows. It has a central edge , each vertex of the tree has either degree ½ or , and the distance between and any vertex of degree ½ is Ð ½. Let Ò ¾´ ½µ Ð ½ ¾ denote the number of vertices of Ì Ð and we denote with Ä´Ì Ð µ the Laplacian of Ì Ð .
In this paper we make use of the proof of a lemma in [9] , where a lower and upper bound is given for the second smallest eigenvalue of the double-root tree. In [9] Theorem 6 shows that the bound of equation (10) is asymptotically tight.
