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For a finite poset (X, R) and elements x, y of X, there is a well-established notion of the 
probabihty P(x C y 1 R), namely the proportion of linear extensions of R in which x lies below 
y. We show how to extend this idea to a certain class of infinite posets, and show that 
fundamental correlation inequalities for finite posets hold in the inkrite case. A well-known 
conjecture of Fredman for finite posets is that, if (X, R) is not a chain, there are elements 
x,yofXsuchthat$gP(x<yIR) d 2. We show that this is false in the infinite case. Kahn and 
Saks proved that there are elements x, y of X such that 6 < P(x < y 1 R) < fi. We show that 
this result does hold in the inhnite case, (except hat we do not obtain strict inequalities), and 
is, numerically speaking, close to the best possible result. 
We shall regard a pose rlying set X as a subset of X x X, with the 
convention that x < y iff use the notation x - y if x and y are 
ccmparabie in R, and x 1 y ti risy are not. If * is any of <, >, -, I, and Y, 2 are 
subsets of X, then Y* 2 meaus that. for eve 
denote by c(R) the incomparability graph of 
YEY, ~2, we havey*z. 
, i.e. the graph with vertex s 
and x. y joined by an edge if x 1 y. 
If R and S are posets on X, we say that S is an extension of R if R c S. A linear 
e&!kon of R is an extension of R which is also a total order. _4!ternatively, a 
linear extension of R can be viewed cm X to some totally 
ordered set (Y! <I su& that 2.z < ay w shall use these two 
definitions interchangeably. The set of all linear extensions of R is denoted 
If (X, R) is a finite pose& and s any event, i.e. a subset of A(R), th 
probability of r (conditioned on , written P(T), or P(T 1 R) if w 
specify the poset, is defined as Irl 
the uniform probability measure 
Q), then P(r I R) is equal to P f linear extensions of 
R in which x lies below y. 
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Graham, Yao and Yao [7], Shepp [11,12], and Winkler [14]. NIany of the results 
of these papers will be considered in Section 3, in the context of extending them 
to infinite posets. Another area of study is the so-called “g-5 conjecture”: if 
R) is not a chain, therl: is always a pail x,y of elements of X such that 
P(x < y) 6 $. See papers of Fredman [6], or Kahn and Saks [8]. 
we consider this conjecture in more detail. 
If (X, R) is an infinite poset, we cannot use the above definitions as they stand, 
since jr1 may be infinite. In this paper we show that, for a certain class of infinite 
sets, we can define, for every R in the class and every x, y in X, the conditional 
probability P(x < y 1 R) in such a way that many of the correlation results for 
ets are still valid. owever, we show that there are infinite posets for 
$-$ conjecture 
e detie a subset Y of X to be convex if, whenever x, y are in Y, and 
x<z<y,z is also in Suppose that (Xn)T is an increasing sequence of finite 
convex subsets of X w se union is X. Then, for R in our class, we would like to 
e P(x < y 1 R) to be lim,,, P(x < y 1 (R Ix.)), if the limit exists for every 
Let us see some examples of posets for which such a limit does not exist - First, 
we define (X, R) as follows. Let X = Z W {a}, {a} $ Z, with the standard order on 
H and with a incomparable with E. Then there is certainly no canonical way of 
d P(a<Q) ( . I). 
if we have t, for every x E X, x is incomparable with only finitely many 
l J E X: our req.irements may not be satisfied, as shown by the poset (X, R) which J 
e obtain by defining R Ix” inductively as follows. Let X1 = {a, b 1, with a I b. Let 
X2 = {a, b, c}, with th e only relation being a < c. For n 3 3, we form X, from 
elements in a chain above Xn+ and incomparable with 
is so large that IPn - PnJ < 2-“-l, where Pm = P(a c 
s is possible because, as -00, the proportion of linear 
lx. with the property E th the bottom jXn_2j elements are 
a0 
ii5 
Fig. 2. The poset (X, I?). 
precisely the elements of X,,_, tends to 1 (it suffices to 
and also the conditional probability P, 1 E is equal to 
It is easy to check that P2, +1 < & < 2 < Ph for every 19, and so the sequence (&) 
does not converge. 
The main result of this paper, proved in Section 2, is that, if there exists a 
constant k such that, for every x E X, x is incomparable with at most k other 
elements of X; then the required limit exists. 
Let X be any set, R a poset on X, and k a natural number. We say that R is 
k-thin if, for all x E X, x is incomparable with at most k elemer& of X; i.e_ x has 
degree at most k in s(R). If R is k-thin for some finite k, we say R is thin. If R is 
l-thin and a, b are incomparable elements in (X, R), then Q and 6 are both 
comparable with every other element of X. ence the study of I-thin poscts is 
rather trivial, and, when working with k-thi osets, we may and shall assume 
that k 3 2. 
The aim of this section is to prove that, if R is thin, then the limits mentioned 
in Section 1 do exist azd. arc independent of the sequence (XE) chosen. A more 
precise statement is given later. 
For our purposes, it is often sufficient to assume that the posets have a 
relatively simple structure, namely that e(R), the incomparability graph of 
connected. If (X, R) is a 
(Xi 1 i E I}, where the 
set, and Xi < Xj if d 
independent linear exten 
If we are concerned wit 
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f N is convex, we define 
U(N)={xE~N~x>yforsorney~N}, 
E(N)={x~X\N(x<yforsomeyEN}. 
set of elements above N, and L(N) is the 
) and L(N) are disjoint convex swbsets of X. 
contains a maximal antichain, then U(N) U L(N) = x\N. 
e define the upper edge sf a convex set N to be the set 
E+(N)={xEN(xIyforsomeyEU( 
and the lower edge of N to be 
E-(N) = {x 1 y for some y E L(N)}. 
and E-(N ed not be disjoint. The edge E(N) of N is 
u E_(N). also use, for convenience, the notation 
(U(N)) = E-(U(N)) and EL(N) = E(L(N)) = E+(L(N)). 
Our Grst result gives a bound on the size of the edges of a convex subset in a 
k-thin poset. 
-thin poset on X, with k 3 2, and N is a convex subset of X, 
and y is an element of U(N) with x I y, then x is also 
incomparable with eve ry element z of U(N) such that z <y. (Certainly x cannot 
be greater than an element of U(N), by convexity, and if x c z then also x < y, 
contrary to assumption.) Since x is incomparable with only finitely many 
elements, x is incomparable with some minimal element of U(N). If U(N) has a 
‘nimal element, then clearly I E+(N)1 s k G 2k - 2. So we may assume 
has at least 2 minimal elements. inimal elements are incomparable, 
so each minimal element is incomparable with at most k - 1 elements of N. 
we take any minimal element x of E+(N), and any minimal element y of 
n E+(N) is the union of {z E E+(N) I z Ix} and 
I z 3 x}, since x is minimal in E+(N). Every element of the first set is 
h x, and so this set has at most k - 1 members, since y is 
x and not in the set. also, if 2 E E+(Pi) g NJ then z cannot be 
z cannot be <y since x and y are 
is incomparable with y, and so 
1 members, and IE+(N)I G!k - 2, as 
; tP.e union of two 
e the set consistin 
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(E+(N)1 = INI = 2k - 2. In fact, for the pu 
that there is sorne bound, in te 
ah ’ es of E-(N), 
wish to a measure 
fundamental of 
the form 1 Ax 
events to measurable. 
of events of form 
where (xij) and (yij) elements of X. 
docal event. 
define an event 
If N a subset of we say a subset 
whenever we A E p E and A = p then p 
is local N if, see whether linear extension in r’ need only at its 
on N. 
next theorem these ideas of 
freely in rest of paper. 
shall this result 
. (X, R) irreducible every x X is of finite degree in 
then a subset of A(R) is a local eve,gt if and only if it is local to some finite convex 
set N. 
of. If rc A(R) 3s local to N = {x1 .r3 . . , xp}, then r is the union of some of 
the sets 
where (xi,, . . . , Xi,) runs through pd cmutations of the (xi). ence r is a local 
event. 
Conversely, if r is a local events then to determine whether a linear extension a 
is in F we need only lc& at for x in some finite subset of XP namely the set 
Of eiements appearing as Xij or Yij in our expression fop E 
to (z 1 x < z c y for some x, y E A..}, then certainly F is locai to 
is infinite. The here are elements x, y E 
and {zlx<z<y) is 
connecting x and y in 
between x and y can be co 
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efore stating our main theorem, we need a few more definitions. Let 
n irreducible poset such that every element x of X is of finite degree in 
and let r be a local event, say local to IV, and let D be any finite, convex subset of 
X which contains AL We define &(r) to be the proportion of linear extensions 31 
of (D, R lo) “which are in r”> i.e. such that the extensions of A to X are in F. 
This is of course just our usual probability measure on A(R ID). 
If (X, R) is irreducible and every x E X is of finite degree in c(R), we say that 
(X, R) is amenable if, for every local event r, local to N say, and every increasing 
chain (C,JT of finite convex subsets of X with N c_ C1 and U Cn = X, we have 
that lim,, &(r) exists. 
If this limit does exist for every such sequence (G,), then clearly it is 
independent of the sequence chosen. It is easy to see that an irreducible poset 
(X, R) is amenable if there is an increasing sequence (Xn) of finite convex subsets 
of X whose union is X such that, whenever C and D are finite convex subsets of X 
containing X, and is a local event, then P(r 1 R Ic) - P(T 1 R ID) s ~,(Qdl 
ndeed, if there is such a sequence (Xn), then P(r 118 I=,) forms 
a Cauchy sequence for every (Cm), whereas if (X, R) is amenable then every 
increasing sequence (Cm) of finite convex subsets of X whose union is X will 
.Mke for (Xn). 
f (X, R) is amenable, and r is a local event, we define B(F) = Km,,, &Jr), 
for any chain (Cn) satisfying the conditions above. 
e Every irreducible thin poset is amenable. 
y extending our definitions in an obvious way, we could remove the 
restriction that our poset be irreducible. 
To prove this result, we shall need several preliminary lemmas pertaining to the 
evaluation of (0 assume throughout this discussion that (X, R) is 
irreducible and k-thin’ for some faed k. 
Clearly, if we wish to prove that P&r) converges, for ra local event, then we 
assume that C1 is fairly large. It turns out to be useful to assume that C1 
sttch that Es local to ME(N) and such that there are no x1, 
1 E U(N), Xi I Xi t-1 for i = 1, 2, 3, 4, and x5 E L(N). If a finite 
convex set N satisfies these conditions, we say that N is a large neighbourhood for 
arge neighbourhood N contains at least four “levels”, and 
er and lovver edges of N “independently”. Since 
) is thin, every loca nt has a large neighbourhood, since there are only 
~3 from a finite set D (in c(R)), and the set of 
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it is easy to see that the 
for B+ to be a member 
U(N). Although we shall not use the fact ex 
following two conditions are necessary and s 
B+(N). 
(i) B$’ is an up-s& in N. 
(ii) There is some x E U(N) which is incomparable with every element of 
A similar result holds for 93-( set ubsets B- of E-(N) 
there is a linear extension A of ( with - < max IL(N) < (iI!\ 
importance of these sets is shown by the next lemma, which shows ho-ti to write 
P’(r) as a convex combination of the various probabilities PM~s+Us-I(p3. 
* Let r be a local event, N u large neighbourhood for r, and D a finite 
subset of X containing N. Then 
KG)= x MB+, B-) 
(B+,B-) 
Here, the summation runs ower all B+ E 9+(N) and all B- E W(N), and 
pD(B+, B-) = P,(AB + > min W(N) > 11(N\( -)) > max AL(N) > 
For B+E 3+(N), B- E S(N), u E U(N) and v E L(N), let 
A(B+, B-, u, V) be the event 
LB+ > Au = min M(N) > il(N\(B+ U B-)) > hv = max ilL(N) > kB-. 
The events A(B+, B-, u, v) partition the space /I(R), and by definition of the 
coefficients yD, the sum &,VI P”(A(B+. B-, u, v)) is just pD( 
we show that 
p,(r i A@+, B-9 4 v)) = pN\(B+“B-j(r), (1) 
for every (u, V) such that &(A(B+, B-, u, v)) is non-zero, then we have that 
P,(r) = P,(A(B+, B-, u, v))PD(T 1 A(B+, B-, u, 2;‘)) 
= b(B+i JVL(B+UB-)(O 
as reqJakb 1 ;-ad. So it is sufficient to prove (1) for every (u, V) such that 
P,(A(B+, B-, u, v)) is non-zero. So, let (B+, B-, u, v) be such that 
P,(A(B+, B-, u, u)) > 0. 
en considering probabilities conditioned on we are 
g with a random linear extension h of R which I , v), i.e. 
such that 
+ > ilu = min AU(N) > A(N\\( 
ut this is the same as a random linear exten 
adding to R ID the relations force 
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a poset since P”(A(R+, B’, u, v)) is non-zero.) So Po(r 1 +, B-, u, v)) is the 
probabiiiry that a random hnear extension of R’ lies in r; in other words it is 
‘) n rl/lA(R’)I. The set F =N\ U B-) is a component in 
the linear extensions of R’ can considered to be the 
(A,, AZ, A,) of linear extensions extending IF, R’ ILtF) respective 
ris local to F, and so depends only on A2 
we have: 
(B+, B-, u, v)) = 
IA r7 rl 
I Awl 
IW’ IF) n rl 
= IW’ IdI 
IA@ IF) n rl 
= iA@ IF)! 
= &!r), 
which is the desired result. 0 
y the definitions of 9?+, W, 
so Lemma 4 says that we can write PO(r) as a convex combination of the 
probabilities P M(B+UB-j(r). Pn particular, we have 
min P,,ls+Us-,(r) s P,(T) s max PN\(B+UB-j. 
Since the above inequality Mds for all D, the limiting probability P(r), if it 
exists, must also lie between these bounds. As _N grows, we would hope that the 
bounds improve. !n order to show this, we prove the next result, which shows 
that the coefficients pD(B+, B-) of the previous lemma are bounded away from 0 
by a constant 6 depending only on k. This shows, roughly speaking, that PD(r) 
cannot lie too close to the ends of the range given above. 
rreducibb, thin poset. Let r, IV, and be as in 
a 4. Suppose also that contains EU(N) U EL(N). Then the:e is a comtant 
only on k such that, for every B” E BP(N), B- E S(N), we have 
- be members of W B-(N) respectively. Throughout 
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prepared to change our A. set &c” E+(N;, fi = E&V), I$ = EU(E), . . 
R-1 = EL(&)), and F = &I$. us F is convex, and consists of elements of 
E*(N) U EU(N), together with their neighbours in 
Ei’(N) U W(N) C II(F). Alsa, !q Theorem 1, IFI S 8k - 8. 
a “large lower boundzrv” (3 of N to be equal to E-(N) UEL(N) U 
EL(EL(N)) U EU(E-(IV)& Snce N is a large neighbourhood, Fand 
(If they intersected, say in x3, then, in the best case that X~E 
EU(E-(N)), there would be elements x2 E E+(N) and x1 E U(N) 
and elements x4e E-(N) and x5 E L(N) with x3 1 x4 1 x5, co 
assertion that N is a large neighbourhood.) 
Now let A be any linear extension of first produce another linear 
extension .a, which agrees with A outside F and which has A,@+) > 
min ao(u(hfjj > a&V\B+). 
We first deal with those parts of X for which we can simply set & equal to A. 
For our chosen A, we define sets 
So U* and L* are the “high” and “1 ” portions of the linear extension il. 
see that F0 U Fl c D\(U* U IL*) G F. e deEne A+ = Ax for x an elemen 
(U* u L*). Clearly A,(L*) = {1,2, . . . , IL*I} and ,co(U*) = {~u”\U*l =I- 1, 
. . . , IW 
For thb remaining “middle” portion of X, we must find a way of de 
that it has the desired properties. ut this is straightforward, 
B+(N), and so there is some linear tension vv of the poset (0, 
v’(B+) > min v’(U(N)) > v’(N\B+)., a linear extension v of 
RI DyU*ilL*)P and we define A,,x = IL*1 
linear extension of RI,, with A,,( B+) > min A,( U( 
event is local to E+(N) U EU(N). 
Our linear extension A0 has the desired properties on the upper boundary of 
the poset. We now repeat t en the lower boundary to obtain a linear 
extension AI which Agnes \(F u @I, has AIF = AF, AIG = AC, and 
satisfies RIB+ >min A&J(_N) %i&V’i(B+ U i!3-)) >maxA,L(hr) X%,B”. 
Since IFI, ICI s $k - 8, and all we have d anged A on F and on G, at 
most (8k - 8)i2 linear extensions a give rise to 2 ed linear extension Al. and so 
+ > min AU(N) > a( 
e may take S equal to this 
follows. 0 
Using Lemmas 4 and 5, the proof of 
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whose union is X5 such that L”, ti EL’(C,j ;3 EL(C,J '_t C,+I\E(C,+J. 
(Essentially, CGi: contains “2 more layers” than Cn.) 
Let 
mn = min &J(~+~B-)(~), 
= max &“\(B+“B-)u-jJ 
where the maximum and rt,Xmum are taken over all + E B+(Cnj and all 
B- E a-(C,). 
now that m,<Pc(r)<M,,, for a!1 C 2 C,, and so it is sukient to prove 
-m,-,Q. 
Let A+, A- be any elements of sB+(C,,+,), W(G,+r), respectively. 
Lemma 4 with D = &+,\(A+ UA'), N = C,, we find that 
&“+,\(A+“A-)Vj = x Pc”+&4+“A-)(B+, ~-)&“\(B+“B-)(n 
(B+, B-) 
where the sum is over all B+ E 93’(C,) and all B- E S(C,,). By Lemma 5, 
k”+,\fA+lJA-)(B+9 B-)3 6 for all B+, B-, where S is the constant of Lemma 5. 
ence: 
as desired. Cl 
am,+ti( -m,), and ++M - 
- m,)(l - 26). Therefore Mn - m, 10, 
m the proof that, if (Cn) is any suitable sequence such that 
U EL(C,,)g&+I\E(C,,+I), and P(r)= lim,,, P=,,(r), then 
)I s (1 - 26)“, anG SO the convergence is exponential. 
be local events, all with large neighbourhood C. 
ing C, = C, 0, = C,, U EU(C,)) U 
(Cd, and Cn+l= see by Theorem I that 
lC’+,\C,, 1~ 8k - 8, and so our sequence (whose union is certainly X since (X, R) 
is irreducible) satisfies: 
ICnl e 1sn i;_"(K) - (C)l S (1 - 26)“. 
e shall need to 
) for all local events ff. 
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union is X, we have P&) = c; P&J for eat 
In order to show countable additivity, we shall prove that, if r = UT 4, where 
C r,, l l l 9 are local events, then r is the union of finitely many of the 
are several ways to do this; we take this opportunity to define a natural topology 
0 R), in which A(R) is pact. 
(X, R) be any poset. shall consider A(R) as a subspace of 2@), where 
X2) is the set of all unordered pairs of elements of X. Let < be any total order on 
X. For 3 E 2x(2), we define a relation cs on X by: nc s); if x -=z y and s{~,~) = 0 or if 
Y <x and S{.x,y} = 1. Thus for every pair of distinct elements x, y E X, precisely 
one of x csy, y <,x: holds. So cs is a total or 
x <,y, y es 2 3x e,z. Furthermore, es is a linear e 
total order and, for all x, y E X, (x, y) E R =$x e,y. 
Hence A(R) can be identified with {_s 1 es E A(R)}, and inherits the subspace 
topology from 2x’2’. A subbasis for this topology consists of the sets of the fo 
{h, E A(R) 1 Au e b}, for u, r~ incomparable lements of X. A local event is one 
which can be described by considering juit finitely many incomparable pairs 
(u, v), and hence each local event is an open-closed subset of A(R): 
If s E 2X'2'\A(R), then either there are elements x, y, z in X with x esy e,z es 
x, or there are elements x, y of X with x e,y and (y, x) E R, In either case, we 
can find an open set containing ,s and co ined in 2?A(R). For instance, in the 
first case thisset is is jx<,yC,z<,x}. nce A(R) is a closed subspace of 2x’2’, 
and thus compact. 
Now suppose that r, l& Gj . . . , are local events such that r = lJ7 r;l. Then 
(Q’;” forms an open cover for the compact set r9 and hence there is a finite 
subcover &, , . . . , & say. So if r is a union of disjoint local events 
then all but finitely many of the & are empty and P(r) = zy P(G)* 
countably additive on the space of local events. can extend P to the 
open-closed subsets of 2x42’ by defining P(A) = n A(R)). P is then a 
countably additive set function on these sets, and can be extended to a measure 
on the Lebesgue measurable sets of 2**‘. Hence, by rest 
A(R), we have a measure on the Lebesgue measurable subsets 
those subsets which are the intersection of A( 
subset of 2x’2! Furthermore, this measure is re 
have: 
e ev 
, there is a local eve 
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R) will be a thin poset (not necessarily infinite) and 
easure on the Lebesgue measurable subsets of A( 
the last section. 
e purpose of this section is to show that some of the correlation inequalities 
known for finite posets are also valid in this probability space. 
If A is any partial order on X, *e define S, to be the set of linear extensions of 
which are also linear extensions of 
e proportion of linear extensions of 
is usual for finite result for finite posets 
is any poset on a finite set X, and x, y, z are elements of X, then the 
events .Y < y and x c z are positively correlated. 
(ii) If9 in addition x is in rable with both y and z in R, then the 
correlation is strict, i.e, y)P(x <z) < P(x <y and x CZ). 
The analogue of Theorem d(i) for infinite thin posets follows readily from the 
ndeed, if (C,,) is an increasing sequence of finite convex sets whose 
union is X, ther wc have 
(x C 2) = lim (P&x C y)PC,(x < 2)) 
(x<y andxcz) 
rl--0c 
=P(x<y andxcz). 
arder to show that strict inequality hoids in the infinite case, 
i.e. that an infinite analogue of Theorem 6(ii) holds. shall prove the fo&)wing 
result. 
. Let (X, R) be irreducible and thin, and let x, y, z be pairwise 
le elements of X. Then we have: 
(xcyandxiz). 
ishburn actually proved 
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where 
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CK, = 
n--2\ ( ) - n even. n+2 
t is easily seen that 
Theorem 8 is best possible in the sense that, for every value of n, there is a poset 
of order n with elements x, y, z such that the ratio above is equal to mn. 
The conclusion of Theorem 8 depends on the value of n, and so cannot be used 
as it stands in the infinite case. owever, we can modify r”Jshburn’s proof of 
Theorem 8 so as to oFt~Gn otrlr result. This proof involves two lemmas, which we 
repeat here. For the first, Lemma 10, we supply a much simpler proof using the 
following correlation inequality, due to Shepp [ 111. 
Let (X, R) be a finite poset, with X the disjoint union of 
that X1 f X2 un&- R. Suppose also that A and B both 
of relations of the form x c y . Then FA and rB are positively 
correlated with respect to (X, 
Suppose that (Y Z, R) is a finite poset such that V and Z are both 
(YU z, 2)” The 
) = IA(R I&i, for 
own-sets, then so is 9a ako 
k “y : 
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Let R* be the poset on Y UZ defined by R* = R\(A UB). Then (Y n 
2) 1 (Y A 2) under RX, and so (Y U ZJ R*) satisfies the conditions of Theorem 9 
with X1 = Y n 2, X2 = Y A Z. IIence P(G)P&) 6 P(G n rB). 
It is easy to see that 
Now -1 
ml) = 
No(Y\Z)No(Y n 2) ’ 
N,m -1 
m3) = 
No(Z\Y)No(Y n Z) , and 
No( Y U 2) 
p(G n rB) = No(y\Z)No(Z\Y)No(Y n 2) l 
Therefore 
1 > p(r,)p(rB) NovPw) pmzlr pwZ(! 
- p(G nrB) =h'o(yn z)&(yuz) iY!! IZ]! ’ 
as desired. 0 
For the remainder of this discussion, x, y, z will be fixed, pairwise incom- 
parable elements of X. 
Let N(x) = (w E X I w I x}, and let 9 = sP(X, R, x) denote the set of down-sets 
of N(x). For every YE 9, we define by to be the set of linear extensions A of 
(X, R) such that AY < Ax < I(N(x)\Y). Note that each by is non-empty and 
UyasPAy = A(R). Certainly each h, is local to N(x) Jx, and so measurable. 
Also, by applying Lemma 5, we see that P(A,) > 0 for every YE Sp. 
Fishbum’s econd lemma is essentially the following. 
Oppose X is finite, 1x1 = n. Let Y, Z be members of 9’ such that 
neither r\H nor Z\Y is empty. Then P(A,)P(A& s cu,P(Aynz)P(Ayuz), where 
a,, is as in Theorem 8. 
For the deduction of Lemma 11 from Lemma 10, the reader is referred to [5]. 
Now we suppose that X is infinite. We wish to prove a result similar to Lemma 
11. Cur method is to find a large (but not too large) finite subset of X whose 
behaviour is very similar to that of X itself, and apply Lemma 11. 
By the remark after the proof of Theorem 3, we are guaranteed an increasing 
sequence (Cn) of finite convex sets containing N(x) whose union is X, which has 
the following properties, for every event r local to N(x), and every positive 
integer n: 
(0 Ll s fin, 
(ii) p(r) - pcm(r)l fs (1 - 26)“, 
where ~3, 6 are positive constants depending only on k and the size of N(x), and 
hence ultimately depending only on k. 
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Consider now, for each n, the finite poset (Cn, R I&. Since N(X) is a subset of 
Cn for every II, we have 9’(Cn, R Ic,, x) = .Y’(X, R, x). Therefore, by Lemma 11, 
if Y and 2 are members of 9’ with neither YM nor Z\Y empty, then 
Now P(A,) > 0 for each W E 9, so there is an E > 0 
such that P,(A,) > E for every n 2 N and every W E 9. 
and every Y, Z E 9, 
and a positive integer N 
Hence, for every ~2 N, 
P(AY?P(AZ? &q(AY?pc#@z? ! ( 40 - 26) 
P(AY,z)P(AY,z? - &~@~nz?Pc,,(A~uz~ I- e4 l 
Therefore 
P(AY?P&? 
P(Ayuz)P(Ay~~) S cysn + 
4jn - 26) 
l 4 ’ 
the right-hand side being less than 1 for sufficiently large n. Hence there is some 
constant a0 < 1, depending ultimately on k alone, such that 
To complete the proof of Theorem 7, we need to use the Ahlswede-Daykin 
inequality [I]. 
Theorem Ik Let L be a finite distributive lattice, and let fi, f2, f& fi be fcur 
functions from L to the positive reak satisfying: 
f1(a?fz(b? sf3ta ‘4 b?f4b A b? 
for all a, b E L. Then, for any subsets A, B of L, 
where A v B = {a v b 1 a E A, b E B}, and similarly for A A B, and J(C) = 
CCECfi(C?. 
of of eorem 7. Consider the set 9(X, R, x). This is a finite lattice with the 
operations U and n, since, if Y and Z are both in 9, then so are Y U 2 and 
Y n 2. But it is also a sublattice of the power set of N(x), and so it is distributive. 
Now let cue be a constant, less than I, such that 
P(A,)P(&) s ~oP(A~nz?p(A~uz?, 
for a!!! Y, Z E Sp such that neither Y\Z nor Z\Y is empty. As we have seen, there 
must exist such an cue. 
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we define functions fi, fi, jc3, J on 9 by: 
( Ww) ifyEW,r$W 1 = 
0 otherwise, 
f(W) [ 
Wwl ifzEW,y$W 
2 
= 
0 otherwise, 
b(W) = (;(Aw) 
ify,zEW 
otherwise, 
ify, z $ W 
otherwise. 
Then fi(W)h(V) <f3(W v V)fi,(W A V), for every W, V E 9. Indeed, this 
assertion is trivial unless y E w\V, z E V\ W, in which case it follows immediately 
from the condition for mQ. 
So, by Theorem 12, fi(9&(9) sf3(9)$@‘). But 
and hence 
P(y<x<z)P(z<x<y)eq)P(y,2cx)P(x<y,z) 
< P(y, 2 c x)P(x c y, 2). 
But, exactly as in the finite case, this is easily seen to imply the result, since 
P(xcy)P(xct)-P(xcy,z)=P(ycx<z)P(z<xcy) 
- P(y, z <x)P(x <y, z) 
co. 0 
This final part of the proof is identical to a modification of Fishburn’s proof in 
the finite case, given by Winkler [14]. 
The above proof does replace the cu, in Theorem 8 by a constant cue depending 
on k, but this is nowhere near best possible. It would be of interest o find good 
bounds, in terms of k, for the ratio 
P(y<x<z)P(z~x<y) 
P(y, z <x)P(x c y, z) l 
r the remainder of this section, we consider various extensions of an 
in ao, and Yao [7]. 
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Theorem 13. Suppose that (X, R) is a finite poset, with X the disjoint union of xl 
and X2, and that R Ix, and R Ix, are c.hains. Suppose also that A and B cons&t 
entirely of relations of the form x < y, for x E X1, y E X,. Then r, and ffB are 
positively correlated in A(R). 
Shepp [ll], Kleitrnan and Shearer [9], and Brightwell [3] gave alternative 
proofs of this result. 
Let (X, R) be a thin poset such that X is the disjoint union of X1 and X,, and 
that R Ix, is a chain, for i = 1,2. In this case, as we shall see, A(R) has a natural 
lattice c,tructure. A linear extension A of R is determined uniquely by the set of 
pairs (x, y) with x E X1, y E X2 such that k C hy, since we already know the 
relations between pairs of elements in the same Xi. In this way, we can identify a 
linear extension 3 with a subset of X1 X X2, and the space A(R) with a subset of 
9(X, x X2), the power set of X1 xX2. It is easy to see that, under this 
identification, A(R) is closed under union and intersection, and so A(R) is a 
sublattice of the distributive lattice 9(X1 x X,). A linear extension A is thus 
“below” p in this lattice if, whenever n: E X1, y E X, and k < hy, zve also have 
c4x<PY. 
We note that, if x1, x2, . . . , x,, are in Xi, and yl, y2, . . . , yn are in X2, then the 
eVent{A(kiCAYiji=1,2,..., n) is an up-set in A(R), and is also an open set. 
Thus the following easy result is an extension of Theorem 13 to thin posets. 
Theorem 14. Let A, A be open up-sets in A(R). Then P(T)P(A) s P(r n A). 
Proof. If (X, R) is finite, this is a standard result (see, for instance, [4]). Indeed, 
the assertion follows immediately from the Ahlswede-Daykin ineqdity, 
Theorem 12. Hence, by taking limits in the usual way, we see that the result holds 
for pairs of local events. 
An open up-set r can be written as u G, where each c is of the form 
{nIki<~yi,i=I,...,k; 
hi > IVi, i = 1, . . . , I}, 
for some integers k# 1 and some elements XI, . *. ) x&, ul,. . . , u+X1; 
Yr, l 9 l 9 yk, vl, l l l 9 vi E X1. Since r is an up-set, r must contain the up-set J’k 
generated by each c, which is just the set {A 1 ihi < Ayi, i = 1, . . . , k}. Hence 
r = Uy I’;, where each I’; is a local event and an up-set. So 
and each partial union is a local event and an up-set. Similarly, 
P(A) = )“m P(g AA), 
where each union P(u AL) is a local event an -set. 
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< lim 
N4= 
6 P(T n A), 
as desired. Cl 
Brightwell [3] she-ved that, under the conditions of Theorem 13, A and B are 
strictly positively correlated, provided there are relations (x, y) E A\ R, (u, V) E 
B\R, such that x and u are in the same component of G(R). It is fairly easy to 
adapt he proof in [3] to deduce the analogous results for thin posets. 
Let (X, R) be an irreducible thin poset, with X the disjoint union of 
X1 and X2, and R 1 Xi a chain for i = 1,2. Let A, B be finite non-empty subsets of 
(XI x X2)\R. Then P(T,)P(TB) < P(T, n &). 
4. The &tiiWio~ of valaes of P(x < y) 
For finite posets, the following conjecture isdue to Fredman [6]. 
Coqje 16. For every poset (X, R) that is not a chain, there are elements x,y 
of X such that 3 G P(x < y) G 3. 
So far, all the evidence suggests hat this conjecture istrue. Some progress has 
been made: Linial [lo] proved the conjecture for (X, R) of width 2, and Kahn 
and Saks [8] proved the following weaker esult. 
In this section, we show that this result also holds in the case when (X, R) is an 
infinite thin poset, except hat we lose the strict inequality; but that, in apparent 
contrast to the finite case, the result is almost best possible. 
Let us start with what seems to be an important example, showing that the “$-$ 
conjecture” does not hold for all infinite amenable posets. (It has been brought to 
the author’s attention that this example has been discovered independently b
Trotter.) Consider X = (x, 1 n c H}, and define a poset R on X by setting x, < xm 
em - I (Fig. 3). Emote h R is 2-thin. Clearly P(xFJ <x,+~) is independent 
and so, to find all values (Xi < Xj), it suffices t0 evaluate P(Xo < Xl). 
n = I@0 ,...A”}) for n 23 0. We claim that L( 
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Fig. 3. The poset (X, I?). 
(n + 1)st Fibonacci number. Certainly L(0) = 1, L(1) = 2. So we suppose the 
claim is true for 0 G k < n. We have: 
as desired, since the two summands are just the numbers of linear extensions of 
the posets shown in Figs 4a and b respectively. 
In the same manner, we see that the number of linear extensions of R, in which 
x0 lies below x1 is just L(n - I), and so 
e&o -1) = 
L(n-1) I/3-1 
L(n) +7--=cc* 
Now we work in (X, R). Set p = P(xo < x1) = P(xo > AT+). Certainly 
p = P(xo-*I 
= P(x-,CX,CXl) + P(xo<x-I <Xl) 
= P(X_~CX(-J)P(X()~X~ Ix,l<XO) + P(xo<=-1). 
X n-2 
(a) 
Fig* 4. 
(b) 
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But the conditional probability is clearly just rim+, P,,(AT~ 4 x1 j = ,K So p 
pp+l-p, andso 
1 §+fi 
--0.7236>$. p=2_crr 10 
Hence Conjecture 16 fails in the infinite case, and the constant ff = 0.7273 
Theorem 17 is almost attained. 
r 
of 
of Since Linial [lo] has shown that Conjecture 16 is valid for every finite poset 
width 2 (using an argument which is based on consideration of the maximal 
elements of the poset), th e example above cannot have too much bearing on the 
finite problem. Our second example is a width 3 poset which also fails to satisfy 
the conclusion of Conjecture 16, and as such may be of more interest as regards 
the finite case. 
We define a poset S on X = {x~ 1II E Zj by 
x&qiff 
k<l-1,keven 
k-d-2, kodd. 
(See Fig. 5.) 
We see that S is 4-thin and has width 3. It can be shown that, in (X, S), 
. 
P(x_1 <x1)= 68 l l7 + gvl’z 0 7957 l 
The examples above seem to indicate that no “global” or “averaging” argument 
can be used to prove Conjecture 16, at least for width ~3. 
It seems likely that the poset (X, R) is the “worst” of all amenable posets, and 
indeed we conjecture as follows. 
Fig. 5. The poset (X, S). 
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Conjecture 18. For every amenable poset (X, R), not a chain, there are elements 
x, y of X such that 
5-l/3 5+fi 
-sP(xcy)s-$ 
10 
Let S(w) be the maximum 6 such that, in every finite poset (X, R) of width 
ZVV, there are elements x, y E X such that is < P(x < y) < I- 6. Kahn and Saks 
[8] conjectured that lim,, S(w) = 4. We deGne E(W) in the same way, but for 
infinite amenable posets: E(W) is the maximum E such that, in every amenable 
poset (X, R) of width aw, there are elements x, y E X such that E < P(x c y) c 
i - E. If , as seems likely, (X, S) is the “worst” of all posets of width 33, then 
~(3) would be -0.6894. We also make the following conjecture? which includes 
the conjecture of Kahn and Saks as a special case. 
Conjecture p9. lim,, c(w) = 4. 
We now prove the following result, which is a version of Theorem 17 for thin 
posets. 
Theorem 20. If (X, 41) is thin and not a chain, then there are elements x’, y of X 
such that*sP(xcy)sfi. 
Proof. The proof of this result is essentially the same as Kahn and Saks’s proof of 
Theorem 17. 
Let (X, R) be a k-thin poset, with x, y E X We define a random variable Y(,.+, 
on the space (A(R), CL, P) by: 
Y,,~(A)=~{z~x~~~Araily}(-[{z~X~~y<i2r~jZx}(. 
For any A, precisely one of the two sets is non-empty. Clearly Y~x,y#) = 
-Yty&), for all 1, x, y. Y(x.y) can be viewed as the difference in height between 
x and y. It always takes a finite value and, for every integer n, the event 
“Y&,) = n” is a local event, since it is local to the set containing x, y and all 
elements incomparabfe with one of them. 
Hence the probability qn(X, y) = P(Y&) = n) exists, for every integer n and 
every x, y E X. Note that only finitely many of the q,, are non-zero, for each fixed 
pair (x, y). The expected value h(x, y) of Y&,) is just C&_a nq,(x, y), and we 
also have that P(x < y) = cES1 qn(x, y). 
Kahn and Saks showed that, in the finite case, if the average height difference 
h(x, y) is small (Al), then P(x < y) is also small (#). Their results are 
summarised in the following theorem. 
a sequence of positive real numbers sati&ing: 
(0 q. = 0, 
(ii) ql = q+ 
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. . . 
( 1 111 
( 1 iv 
0 V 
( 1 vi 
( ) vii . . . 
( ) VI11 
forn>O, q,,=O~q,+I=Oandq-,=O~q_,_I=O, 
c;=-00 q?J = 1, 
q2+q-2<41+4-19 
qn s qn-1 + q,,l(n + -1, 0, 11, 
4: 2 qn-lqn+l(n + -LO, 11, 
c 
Qc 
n=-oD nq, e 1, 
then Cisl qn - 11. e JL Furthermore, if (viii) holds strictly, then cE=l q,, < -fz. 
(b) If x, y are incomparable elements of a finite poset (X, R) then the sequence 
(q&, y )) satisfies (i)-(vii). 
(c) If (X, R) is a finite poset, not a chain, there are incomparable elements x, y 
such that 0 < h (x, y ) =C 1, i.e. (q,,(x, y )) sati@es (viii), with strict inequality. 
Cearly the three parts of Theorem 21 can be combined to give Theorem 17. 
As before, by taking limits, we see that Theorem 21(b) also holds for infinite 
thin posets. Thus,in order to prove Theorem 20, all we need to show is that the 
analogue of Theorem 21(c) holds for thin posets. In the finite case, this result is 
trivial and we can get strict inequality. Surprisingly, in the infinite case, we cannot 
find an easy proof of this result. Also, in general, there may not be a pair with 
0 G h(x, y) < 1. (For instance, in both the posets R and S considered earlier, 
h(x,, x,+~) = 1 for all n.) 
22. If (X, R) is thin, there exist incomparable elements x, y of X with 
Osh(x,y)sL ’ 
f. Suppose the claim is false, and let (X, R) be a k-thin poset such that 
Ih(x, y)i > I for every x, y E X. Without loss of generality, (X, R) is irreducible. 
We note that h(x, y) + h(y, z) = h(x, z) for every x, y, z E X, and so X is 
linearly ordered by setting x < y if h(x, y) > 0. Also, we can label the points of X 
by integers uch that X = {x,, 1 n E A} and x,, me x, if n < m, where without loss of 
generality A is either h (if (X, R) is a two-way infinite) or N U (0) (if (X, R) is 
one-way infinite). 
For every integer n, we define 
Yn = -C P(Xm>Xn)+ z P(X,cxn)* 
men m>n 
(All but finitely many terms of these sums are zero.) Thus yn measures how far 
above its “natural” position Xn lies, on average. Without loss of generality y0 2 0. 
Now we take II so large that, for every 1 s 0 and every m 3 n, we have Xm > xl, 
and consider h(x,, xn). On the one hand, we have h(xO, x,) = Cr$! h(xi, x:+1) > 
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CyZ,’ 1 = II. On the other hand, 
h(X,,Xn)= 2 P(Xo<xjsx;,) 
j=-09 
= n + x P(xl > x0) - nf P(xl < x0) 
1<0 r=i 
+ c P(Xm<Xn) - y1 P(xm >x,) 
m%J m=l 
= 
~-I+@O+Kl. 
Hence ym > y. 3 0. 
Repeating the argument, we take no large enough that, if I s II, m 3 no, then 
Xl CXm; and find that ym > yn for every m 3 no. In other words, after no, every 
element is significantly “‘highbE *-” than its natural position. We now show that this rr__ 
is impossible. 
We take any ~1~ 3> no, and consider CzCn,, ym. This is certainly at least 
( 111 - no + 1)~~. But we also have: 
nl 
z ym= 2 i P(Xl<Xm)- 2 2 P(xl>X,) 
m=no m=no l=m m=no I=-00 
min(t8l.l) 
= i C P(Xl<X,)- 2 2 P(Xl>Am) 
l=no m-no I=-= m=max(no,I) 
= 2 2 P(XlCXm)+ 2 i P(XJ<Xm) 
I=nl+l m=no I=no m=ng 
no-1 nl 
- 2 C P(Xl>Xm)- 2 2 P(X/>Xm) 
(=-00 m=no l=no m=l 
= 2 2 P(Xl C X,) - nzl 2 P(Xl > Xm) 
I=n,+l _m=no I=-ar, m=no 
s 2 2 P(X~CXm) 
d=n:+a ?tp~?Q 
s (2k - 2)‘, 
since by Theorem 1 there are 
Hence 
at most (2k - 2)* terms in the final summation. 
I 
m=no 
ym G (2k - 2)‘, 
which, for large n 1, is a contradiction. Cl 
We can now complete the proof of Theorem 20. e have shown that, if (X R) 
is thin, there are elements x, y of X such that (qn(x, y)) satisfies (i)-(viii), and 
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hence by Theorem 21(a) that P(x < y) = Crzl qn(x, y) G *. Similarly P(y < x) G 
fi9 and SO we have the result. Cl 
The author wishes to thank Dr. B. BoBlob& for much help and encouragement 
at all stages of this research and the preparation of this paper. 
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