Results of the 2D and 3D numerical modeling of the Rayleigh-Taylor and the Richtmyer-Meshkov instabilities are presented. The modeling is performed by using the MAH-3 code enabling to solve nonsteady-state 3D gas-dynamic problems. Brief description of the numerical model is given. For the Rayleigh-Taylor instability, the evolution of single-mode interface perturbations is studied both at the linear and nonlinear stages. The case of the Richtmyer-Meshkov instability is considered to investigate the evolution of single-mode perturbations into the turbulent stage. Single-mode perturbation growth rates are compared for the cases of the 2D and 3D modeling. To represent the growth of stochastic perturbations under the Rayleigh-Taylor instability in the calculations, conditions of diagnosing the stage of self-similar turbulent mixing were proposed.
Introduction
An interface between two uids of di erent densities is assumed to exhibit the Rayleigh-Taylor instability (RTI) if the light uid is accelerated into the heavier one. Another type of instability, well-known as the Richtmyer-Meshkov instability (RMI), is generated by shock waves passing through an interface between two gases of di erent densities. Gravitation or pulsed instabilities induce exponential (linear) time growth of small sinusoidal perturbations of the interface. When the amplitude of perturbation is comparable to its wavelength the instability evolves into the nonlinear The work was supported by ISTC Projects #177 and #1495.
stage. Then the ow gets turbulent and the stage of material mixing takes place. In time, the ow gains a self-similar behavior exhibited by the fact that the scales of typical ow structures and the mixing zone width are proportional to each other.
The RTI and RMI studies have been of renewed interest due to a number of important up-to-date problems in various areas of fundamental and applied physics, such as astrophysics, physics of the Earth atmosphere and hydrosphere, and high-energy density physics, speciÿcally inertial conÿnement fusion (ICF).
Theoretical, experimental, and numerical investigations of the RTI and RMI have been addressed in a rich variety of publications (see for e.g., [1, [4] [5] [6] [7] [8] [11] [12] [13] [14] [15] [16] [17] [18] 20, 21, [23] [24] [25] ). Direct numerical simulation is known to be one of the most reliable tools for the investigation of unstable and turbulent ows.
The MAH-3 code [3] is designed for the numerical modeling of nonsteady state 3D gas-dynamic ows of continuous media incorporating several physical components in their boundaries. The media considered are represented by the perfect and nonheat conductive gas. Finite-di erence equations are obtained by approximating mass, momentum, and total-energy conservation laws over the moving volume.
The numerical model employed in the code inherits the results of previous work [2, 19] . One of the basic goals pursued in the process of numerical method development was the implementation of a realistic modeling of strongly-deformed interfaces, as in [9, 10, 22] , that would be valid even at their destruction when the ow gets turbulent. The ows with such interfaces do occur as the RTI or RMI take place.
The present paper illustrates the capabilities of the code as a tool of direct numerical modeling and investigation of the RTI or RMI. The problems addressed are as follows:
• Evolution of small single-mode interface perturbations during the linear and nonlinear stages under the RTI. Comparison of the perturbation growth rate during the nonlinear stage at the 2D and 3D modeling.
• Evolution of stochastic interface perturbations under the RTI in the 3D-case. Diagnosing the stage of self-similar turbulent mixing in the calculations.
• The stall of ow under the RMI into turbulence in the presence of single-mode interface perturbations. Comparison of the 2D and 3D-calculated data.
Brief description of the numerical model
Depending on predeÿned information on the processes taking place in the problem, the system to be modeled is comprised by a number of the simulation domains.
• The simulation domain is represented by a topological parallelepiped. Domain boundaries may constitute either interfaces or the outer borders of the problem itself. These boundaries are modeled as rigid walls, borders of the speciÿed pressure, or the Eulerian borders with the material out ow or in ow.
• Every domain utilizes its own arbitrary hexahedral mesh. In particular, a mesh in the simulation domain may be presented by the Lagrangian mesh, ÿxed or movable Eulerian mesh, or some combination of those along the coordinate directions.
• The ÿnite-di erence scheme of the model is based on the splitting of the computational algorithm into the Lagrangian and Eulerian stages.
• The Lagrangian stage may be done using both the explicit and implicit computational schemes thus enabling to model the ows in the broad range of the Mach numbers. An algorithm to solve implicit ÿnite-di erence equations is powered by an iterative Newton-Yakobi process. The iterative parameter is conditioned by the maximum iteration-error decrease.
• The Eulerian stage utilizes an explicit ÿnite-di erence scheme employing adaptive local algorithms to generate movable Eulerian mesh. Two capabilities to approximate convective ows are also implemented: by using one-sided di erences opposite to the ÿrst-order-accuracy ow and the Lax-Wendro approximation of the second-order-accuracy ow.
• At both stages, ÿnite-di erence equations are obtained by approximating the conservation laws formulated for a curvilinear hexahedron, i.e., the computational schemes employed are the conservative ones regarding the mass, momentum, and total energy.
• The interfaces may represent coordinate surfaces of the integration domain mesh. To model large deformations of interfaces, a triangle marker mesh is employed: the markers control the interface location in time. Since the interfaces may arbitrarily cross the Eulerian mesh, mixed cells containing di erent materials appear. Simulation of mixtures is done by using the conditions of hydrodynamic equilibrium of the components and the velocity vector continuity at the interface. Convective ows in the vicinity of the mixed cells are calculated with regard to the medium ow direction and the material content of the cells. The simulation of large interface deformations by using the method of material mixture concentrations is also possible here.
• Computational algorithms retain the 1D (planar, cylindrical, and spherical) and 2D (planar and cylindrical) ow symmetries. Therefore, the modeling of the 1D and 2D ows may be done using relatively small number of mesh nodes in the directions parallel to the zero component of the velocity vector.
• Using predeÿned information on the processes taking place in the speciÿc problem, the Lagrangian and Eulerian computational schemes (both explicit and implicit) may be combined and various methods to represent interfaces in di erent time intervals may be employed as well. Such an approach enables to identify an optimal way towards the solution of the requested accuracy.
Numerical simulations of Rayleigh-Taylor instability

Simulation of a small single-mode perturbation
The problem is solved numerically in a parallelepiped = [0;
There are two layers of incompressible, nonviscous and nonheat-conducting liquids with di erent densities. In the Cartesian coordinate system (x; y; z), plane z 0 = 0:5H is an interface between layers, where 1 ; 2 ( 1 ¡ 2 ), are densities of liquids in the lower and upper half-spaces, respectively. Gravity ÿeld acceleration g is directed along the negative direction of the z-axis, and the system is in the state of hydrostatic equilibrium. Density drop at the interface was assumed to be = 1:1 and 10 ( 1 = 1 g=cm 3 ), g = 100 cm=ms 2 , H = 80 cm. Boundary conditions: all faces are rigid walls. The initial perturbation at the interface is: z = z 0 + a 0 cos(n x x) cos(n y y), where n x = 2 = x , n y = 2 = y , a 0 = 0:1 cm. = . Dynamics of perturbation evolution at contact boundary for the 3D calculation is given in Fig. 1 . Four stills of the same scale represent the nonlinear stage of perturbation evolution. At the end of nonlinear stage the initial regular perturbation transferred into distinct bubble surrounded by narrow jets and adjacent jet sheet. As is shown in numerous studies, e.g., in [11] , the principal distinctive feature of nonlinear stage of regular perturbations evolution is that the rate of bubble penetration from light liquid into a heavy one reaches constant value. Dimensionless velocity was calculated
is an Atwood number, u + is the velocity of light material penetration into the heavy one. Fig. 2 compares velocities of light-to-heavy penetration for 2D and 3D cases. The velocities were obtained from markers. Di erence in growth of amplitude of 2D and 3D perturbations is displayed at nonlinear stage. 3D perturbations grow faster than 2D. In the calculations for = 10, i.e., A = 0:82, the light liquid velocity reaches a constant value of + ≈ 0:27 for the 2D perturbations and + ≈ 0:41 for the 3D perturbations. One should note that the 2D calculations of Daly [11] yielded the value of + ≈ 0:21. For A = 1, the analytic solution of the problem of bubble levitation in a planar channel [7] gives the estimate of the velocity of light liquid penetration into the heavy one as + ≈ 0:23. In the case of cylindrical tube [8] yields the value of + = 0:32. So, the numerical results obtained with the MAH-3 code agree with these data.
Simulation of random perturbation
We consider two layers of nonviscous, incompressible, and nonheat-conducting materials of different density in the presence of gravitational ÿeld in a 3D area (x; y; z) bounded on six sides with rigid walls. Gravitational acceleration At the initial moment of time density and pressure distribution corresponds to hydrostatic equilibrium. A small-scale random perturbation of the interface with the amplitude a 0 = 0:01 cm was introduced. The initial perturbation contained the whole range of harmonics speciÿed by the resolution of ÿnite-di erence mesh. The run was performed under second-order-accuracy scheme, the number of nodes in each direction being 120.
To describe extension of a turbulent mixing zone after achieving self-similar phase, a square law in the form L=f( )gt 2 was proposed in [5] . The experiments [13] showed that the depth of "bubble" penetration could be described with the dependence L b = Agt 2 , where A is the Atwood number and the constant ≈ 0:06.
It is worth to notice that in the calculations the slope of the L b curve versus S = Agt 2 takes on various values in di erent time intervals. Therefore, it is necessary to select a time interval to specify the parameter. This should be the time interval providing the best ÿt to the up-to-date understanding of self-similar turbulence. For this purpose, it is necessary to analyze the spectral density of turbulent speciÿc kinetic energy.
It means the need to verify if there exists an inertial interval of wave numbers k within which the Kolmogorov-Obukhov law [12, 18] of turbulent kinetic energy distribution E(k) ≈ k −5=3 is valid.
Nine frames in Fig. 3b illustrate dynamics of turbulent speciÿc kinetic energy power spectrum as a function of dimensionless time = t Ag=L. In terms of spectrum, the ow development can be described as follows:
• "relic chaos" -inertia and dissipation have not yet ÿnished selection of perturbations from the initial spectrum with respect to frequency, energy is transferred over the spectrum in both directions: from large to small frequencies and vice versa; • formation of "classical energy spectrum" -spectrum plot takes on a typical shape with an asymmetrical "cap"; • "spectrum degradation" -energy spectrum changes qualitatively and quantitatively.
Time moments = 1:1-1.3 can be referred to the formation of "classical energy spectrum". Fig. 3a shows depth L b of light-to-heavy penetration versus S. Slope = 0:074 is calculated from ÿve points corresponding to = 1:1-1.3. A line with this slope is plotted in Fig. 3a . In Fig. 3c spectra of turbulent speciÿc kinetic energy are plotted for = 1:20, 1.27, 1.34 in comparison to the "ÿve thirds" law. Kolmogorov's self-similarity factor determined within the "inertial interval" from the spectrum averaged over three time moments is equal to −1:62 that coincides with the theoretical value to the accuracy of 3% (Fig. 3d) . Slope evaluation within the time interval corresponding at some extent to existence of the inertial interval has given the value of ≈ 0:074 being in agreement with the experimental data. Values of at the other time intervals are much di erent from the experimental value ≈ 0:06.
Numerical simulation of Richtmyer-Meshkov instability
In this section, we consider the shock wave running from helium to xenon. Mach number is equal to 2.5. The initial pressure at the interface is equal to p 0 = 0:5, adiabatic parameters [6, 17] show that the growth rate of perturbations in the 3D case is higher than that in 2D case at the identical initial amplitudes of perturbation and wavelengths. Fig. 4 gives the amplitude growth as a function of time L(t). The plot clearly shows the out growing perturbation amplitude in the 3D case. The curves, especially that corresponding to 2D case, can be divided into three segments with di erent average slopes: t ≈ 0:01-0:05 ms, t ≈ 0:05-0:08 ms, t ≈ 0:08-0:3 ms. The reason is in qualitatively di erent processes: during the ÿrst time interval a basic vortex structure forms and develops at the top of the spike, during the second time interval the mushrooms grow and secondary vortex structures form, and during the third time interval the mushroom caps impact the bubble base, resulting in the change of the amplitude growth rate. Dynamics of the development of the perturbed interface is shown in Fig. 5 for the 2D case and in Fig. 6 for the 3D one. The basic di erence of the stationary shock wave propagation through the regularly perturbed interface in 3D case is that perturbation has di erent wavelengths in the diagonal and cross sections. This leads to the earlier termination of the shock interaction with the interface in the diagonal section. By the termination of the refraction in the diagonal section at the moment of time t = 0:012 ms vortex platens are formed in the diagonal directions. After formation of the re ected waves and their impact at the cross planes of symmetry at the moment of time t =0:020 ms, vortex crosspieces are formed. At the moment of time t = 0:108 ms the interaction of the waves of the following generations among themselves and with the basic vortex formations results in the start-up of the ÿnal turbulent stage. 
Conclusions
• The code allows simulation of the ows resulting from various types of hydrodynamic instability and turbulent mixing.
• A qualitative agreement is obtained with the known experimental data and results of other numerical studies of the development of 2D and 3D perturbations at RTI and RMI.
• Analysis of dynamics of turbulent speciÿc kinetic energy power spectrum in RTI has shown that there are three phases of turbulent mixing: "relic chaos", "classical energy spectrum" and "spectrum degradation". Without energy spectrum control, determination of slope might give information irrelevant to self-similar turbulence.
• Transition to the 3D simulation in RMI leads to the earlier start of the turbulent ow stage in comparison with the 2D case. The perturbation growth rate is shown to be higher in 3D case than in 2D case at the same initial perturbation amplitudes and the absolute values of the wave vector.
