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We investigate the equal-time (static) quark propagator in Coulomb gauge within the Hamiltonian
approach to QCD. We use a non-Gaussian vacuum wave functional which includes the coupling of
the quarks to the spatial gluons. The expectation value of the QCD Hamiltonian is expressed by the
variational kernels of the vacuum wave functional by using the canonical recursive Dyson–Schwinger
equations (CRDSEs) derived previously. Assuming the Gribov formula for the gluon energy we solve
the CRDSE for the quark propagator in the bare-vertex approximation together with the variational
equations of the quark sector. Within our approximation the quark propagator is fairly insensitive
to the coupling to the spatial gluons and its infrared behaviour is exclusively determined by the
strongly infrared diverging instantaneous colour Coulomb potential.
I. INTRODUCTION
Confinement and the spontaneous breaking of chiral symmetry leading to the dynamical generation of a constituent
quark mass are the most important low-energy phenomena of Quantum Chromodynamics (QCD) at ordinary density
and temperature. Research on this subject has been ongoing for decades (see Refs. [1–7] for some recent reviews) and
various pictures have emerged, like the dual Meißner effect [8, 9], the center vortex scenario [10–14], and the Kugo–
Ojima–Gribov–Zwanziger scenario [15–19]. Furthermore, these pictures are all supported by lattice calculations [20]
and have been shown to be closely related [21–23]. Despite these efforts, a rigorous understanding of these phenomena
is still lacking.
Much progress has been made in recent years using functional continuum methods like Dyson–Schwinger equations
(DSEs) [1, 3, 4], Functional Renormalization Group (FRG) flow equations [2, 5], or variational methods in the
Hamiltonian [18, 19, 24–33] or Lagrange [34, 35] form. The variational approach has, in principle, the advantage
over other continuum methods that it provides a criterium for the improvements of (the variational ansatz and) the
truncations used. However, when one goes beyond Gaussian wave functionals one faces a problem: Wick’s theorem
no longer applies, making a direct evaluation of expectation values in terms of the variational kernels of the vacuum
wave functional impossible. In Refs [26, 29] this problem was elegantly solved using DSE techniques. The upshot
is a set of DSE-like equations (named canonical recursive Dyson–Schwinger equations, CRDSEs) which relate the
various n-point functions of the quark and gluon fields to the variational kernels of the vacuum wave functional. In
the present paper we investigate the CRDSE for the (static) quark propagator.
The organization of the paper is as follows: In Sec. II we give a short summary of the Hamiltonian approach to
QCD in Coulomb gauge developed in Ref. [29]. In Sec. III we discuss the truncation and renormalization scheme of
the quark propagator CRDSE. The numerical input and the results are presented in Sec. IV, and some final remarks
are given in Sec. V. In the Appendix we present the details of the infrared analysis of the relevant CRDSEs.
II. COULOMB GAUGE EQUAL-TIME QUARK PROPAGATOR
In terms of the fermion field operators ψ, ψ† the equal-time quark propagator S is defined by
S(1, 2) :=
1
2
〈[
ψ(1), ψ†(2)
]〉
. (1)
We use here a condensed notation where a single numerical index stands collectively for the spatial coordinate and
the colour and spinor indices. A repeated numerical label [see e.g. Eq. (3) later] implies integration over the spatial
coordinate as well as summation over all discrete indices. Both the factor 1/2 and the commutator on the right-hand
side of Eq. (1) arise from the equal-time limit of the time-dependent propagator; the expectation value 〈. . .〉 is taken
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2in the ground state of the QCD Hamiltonian, which in Coulomb gauge takes the form [36]
H =
1
2
∫
d3xJ−1A E
a
i (x)JAE
a
i (x) +
1
2
∫
d3xBai (x)B
a
i (x)
+
∫
d3xψ†(x)
[−iα ·∇− gα ·A(x) + βm]ψ(x)
+
g2
2
∫
d3xd3y J−1A ρ
a(x) JA F
ab
A (x,y) ρ
b(y).
(2)
Here, Eai = iδ/δA
a
i and B
a
i are the chromoelectric and -magnetic fields, αi and β are the usual Dirac matrices, m is
the bare current quark mass, and A = Aa ta are the (transverse) gauge fields with ta being the hermitian generators
of the su(Nc) algebra. The last term in Eq. (2) is the so-called Coulomb term: it describes the interaction of the
colour charge density
ρa = ψ† taψ − fabcAbi Eci
through the Coulomb kernel
FA(1, 2) = GA(1, 3)G
−1
0 (3, 4)GA(4, 2), (3)
where
G−1A (x,y) =
(−δab∇2x − gfacbAci (x)∂xi )δ(x− y), G0 ≡ GA=0
is the Faddeev–Popov operator of Coulomb gauge. Finally, JA = DetG
−1
A is the corresponding Faddeev–Popov
determinant.
For the fermionic operators ψ, ψ† we use a representation based on coherent states |ξ〉 (see Ref. [29] for details),
where the action of ψ, ψ† onto a fermionic state |Φ〉 reads
〈ξ|ψ(1)|Φ〉 =
(
ξ−(1) +
δ
δξ†+(1)
)
Φ[ξ], 〈ξ|ψ†(1)|Φ〉 =
(
ξ†+(1) +
δ
δξ−(1)
)
Φ[ξ]. (4)
In Eq. (4), Φ[ξ] ≡ 〈ξ|Φ〉 is the coherent-state functional representation of the state |Φ〉, and
ξ(1) = ξ+(1) + ξ−(1), ξ±(1) = Λ±(1, 2)ξ(2)
is a spinor-valued Grassmann field, with
Λ±(1, 2) =
∫
d3p
(2pi)3
eip·(x1−x2)Λ±(p), Λ±(p) =
1
2
± α · p+ βm
2
√
p2 +m2
(5)
being the projectors onto positive/negative energy eigenstates of the free Dirac operator.
Denoting the ground state of the QCD Hamiltonian by Ψ [ξ, A], the vacuum expectation value 〈O〉 of an operator
O depending on both the gauge field A and the fermionic fields ψ†, ψ is given by the functional integral
〈O[A,E, ψ, ψ†]〉 = ∫ Dξ†DξDAJA e−µ Ψ∗[ξ, A]O[A, i δ
δA
, ξ− +
δ
δξ†+
, ξ†+ +
δ
δξ−
]
Ψ [ξ, A], (6)
where
µ = ξ†(1)S0(1, 2) ξ(2)
is the integration measure of the coherent fermion states, which involves the bare quark propagator
S0(1, 2) =
1
2
[
Λ+(1, 2)− Λ−(1, 2)
]
, S0(p) =
α · p+ βm
2
√
p2 +m2
. (7)
The vacuum wave functional Ψ [ξ, A] can be written as
Ψ [ξ, A] ∝ exp
{
−1
2
SA[A]− Sf [ξ, A]
}
, (8)
3where SA defines the vacuum wave functional of the pure Yang–Mills theory, while Sf is the fermionic contribution,
which includes also the coupling of the quarks to the spatial gluons. When all functional derivatives in Eq. (6) are
worked out, expectation values of operators reduce to quantum averages of field functionals with an “action”
S = SA + Sf + S
∗
f + µ. (9)
This formal equivalence between vacuum expectation values in the Hamiltonian approach and functional integrals of
a Euclidean field theory can be exploited to derive exact functional equations similar to Dyson–Schwinger equations
[26, 29]. They differ from the standard DSEs in the sense that they do not connect propagators and vertices with the
ordinary action but rather with the exponent of the vacuum wave functional. To stress the conceptual difference
between the usual DSEs and the equations arising in our approach we named these ‘canonical recursive DSEs’
(CRDSEs).
The vacuum wave functional Eq. (8), and hence the action Eq. (9), is eventually determined by means of the
variational principle: first we choose a suitable Ansatz for the vacuum wave functional, which depends on some
variational kernels whose high-energy behaviour is known from perturbation theory [37–41], unless they are of non-
perturbative origin. Then we evaluate the vacuum expectation value 〈H〉 of the Hamiltonian using the CRDSEs
to relate the n-point functions appearing in 〈H〉 to the variational kernels of the vacuum wave functional. The
resulting vacuum energy is then minimized with respect to the variational kernels. This procedure results in a set of
gacoupledp equations for the variational kernels, which have to be solved together with the CRDSEs. The Ansatz
chosen in Refs. [30, 32, 33] reads
Sf + S
∗
f = ξ
†(1) γ¯(1, 2) ξ(2) + ξ†(1) Γ¯0(1, 2; 3) ξ(2)A(3),
where the biquark kernel
γ¯(1, 2) = Λ+(1, 1
′)K0(1′, 2′) Λ−(2′, 2) + Λ−(1, 1′)K
†
0(1
′, 2′) Λ+(2′, 2) (10)
and the bare quark-gluon vertex
Γ¯0(1, 2; 3) = Λ+(1, 1
′)K(1′, 2′; 3) Λ−(2′, 2) + Λ−(1, 1′)K†(1′, 2′; 3) Λ+(2′, 2) (11)
involve the variational kernels K0 and K, for which we have chosen the form
K0(p) = βs(p), (12)
Kai (p,q;k) = gt
a
[
αi V (p,q) + βαiW (p,q)
]
(2pi)3δ(p+ q+ k). (13)
A more general form for K0 could be chosen, but as shown in Ref. [33] the simple form Eq. (12) already captures
the relevant physics. The variational kernel K [Eq. (13)] contains a leading-order term involving the Dirac matrix αi
and a further contribution proportional to βαi. The latter term, introduced in Ref. [30], turns out to be of purely
non-perturbative nature but is crucial to ensure one-loop renormalizability of the physical quark propagator [33]. In
Refs. [30, 32, 33] the vacuum expectation value of the QCD Hamiltonian was calculated in the chiral limit m = 0
up to including two-loop order, and the minimization with respect to the variational kernels resulted in four coupled
equations for the scalar functions s, V , W , and the gluon energy Ω. The equations for the vector kernels V and W
can be explicitly solved in terms of the scalar kernel s and the gluon energy Ω, yielding1
V (p,q) = − 1 + spsq
Ω(p+ q) + |p| 1−s2p+2spsq1+s2p + |q|
1−s2q+2spsq
1+s2q
, (14a)
V (p,q) = − sp − sq
Ω(p+ q) + |p| 1−s2p−2spsq1+s2p + |q|
1−s2q−2spsq
1+s2q
. (14b)
The scalar kernel sp itself obeys a gap equation (see Sec. III B later). The same is true for the gluon energy Ω. It was
shown in Ref. [30] that the unquenching of the gluon energy by the quarks is negligible. We will therefore use for Ω
the Gribov formula, see Eq. (30) below, which nicely fits the lattice data for the gluon propagator in pure Yang–Mills
theory.
1 Whenever there is no ambiguity, we will write the momentum dependence as a subscript in order to simplify the notation.
4−1 = −1 + −
Figure 1. Diagrammatic representation of the CRDSE (17) for the quark propagator. Full lines and filled dots represent,
respectively, dressed propagators and vertices. The line with an empty square stands for the biquark kernel γ¯ [Eq. (10)]; the
vertex with a square box represents the bare quark-gluon vertex Γ¯0 [Eq. (11)].
= + + −
= + + − + −1
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Figure 2. Possible forms of the CRDSE for the quark-gluon vertex with the bare vertex attached to the external quark (top)
and gluon (bottom) leg. The ellipsis in the bottom figure stands for two-loop diagrams.
As pointed out above, in the CRDSEs the variational kernels occurring in the vacuum wave functional [or, more
exactly, their combinations Eqs. (10) and (11)] play the role of the bare vertices in the Lagrangian approach. We stress,
however, that the word ‘bare’ means here leading-order in a skeleton expansion, and not lowest-order in perturbation
theory. In fact, the scalar kernel sp and the vector kernel W are identically zero in any order perturbation theory.
In terms of the fermionic fields ξ, ξ†, the physical quark propagator Eq. (1) reads
S(1, 2) = 〈ξ(1) ξ†(2)〉 − S0(1, 2) (15)
where S0 is the bare quark propagator Eq. (7). The additional term S0 is a consequence of the chosen coherent-state
representation, Eq. (4), of the fermion field operators.2 The quantity
Q(1, 2) ≡ 〈ξ(1)ξ†(2)〉, (16)
referred to as fermion propagator, obeys the CRDSE [29]
Q−1(1, 2) =
[
2S0(1, 2)
]−1
+ γ¯(1, 2)− Γ¯0(1, 3; 4)Q(3, 3′)D(4, 4′)Γ¯(3′, 2; 4′), (17)
which is diagrammatically represented in Fig. 1. In Eq. (17), S0 is the bare quark propagator Eq. (7),
D(1, 2) = 〈A(1)A(2)〉 (18)
is the gluon propagator, and Γ¯ is the full quark-gluon vertex defined by
〈ξ(1)ξ†(2)A(3)〉 = −Q(1, 1′) Γ¯(1′, 2′; 3′)Q(2′, 2)D(3′, 3). (19)
The full quark-gluon vertex Γ¯ also obeys a CRDSE, whose form is diagrammatically represented in Fig. 2. The leading
term is given by Γ¯0 [Eq. (11)], thus justifying its interpretation as bare quark-gluon vertex.
Assuming a power law behaviour
Q(p)
p→0∼ 1
pδ
, Γ¯(p, p)
p→0∼ 1
pη
(20)
for the vertex and the propagator an IR analysis of the quark propagator CRDSE (17) leads to the condition (see the
Appendix)
δ = min(0, 5− δ − η),
2 Other functional representations, see e.g. Refs. [42, 43], would not give rise to such a contact term; they would, however, make the choice
for the Ansatz of the quark vacuum wave functional much more involved, since one should discriminate after the minimization of the
energy between the positive/negative energy components. The choice Eq. (4) already takes care of the correct filling of the Dirac sea
and is for our calculations much more convenient.
5while the vertex CRDSE truncated to include only the triangle diagrams yields
η = max(−1, 2η + δ − 7, 2η + 2δ − 5).
Combining these two relations results in the following conditions for the IR exponents{
δ = 0
η = −1 or 5 or
{
−2 ≤ δ ≤ 0
η = 5− 2δ
In the case of an IR constant quark propagator, δ = 0, the possible outcomes are η = −1 (i.e. IR suppressed quark-
gluon vertex) and η = 5. In view of the experience from FRG and DSE investigations in Landau gauge [44–57] such a
strongly IR divergent spatial vertex appears quite unlikely. We are confident that the solution with δ = 0 and η = −1
represents the physically realized case. For this solution the full quark-gluon vertex has the same infrared behaviour
as the bare vertex.
III. TRUNCATION SCHEME AND RENORMALIZATION
A. Bare-Vertex Approximation
By global colour invariance the quark propagator has to be colour diagonal. For the inverse quark propagator we
assume the following Dirac structure
Q−1(p) = A(p)α · pˆ+ β B(p). (21)
In principle there might be further Dirac structures proportional to βαi and 1. However, from continuum studies
[58] it is known that the term ∝ βαi cannot arise until two-loop order in perturbation theory. Furthermore, lattice
simulations [59, 60] show no indication for the presence of such a structure. A term proportional to the unity matrix
might well exist in the full (i.e. energy dependent) quark propagator but drops out when performing the energy
integration required to obtain the static propagator. We will therefore stick to the form Eq. (21). With the explicit
form of the biquark kernel Eq. (10) we obtain from the CRDSE (17) in the chiral limit the following system of coupled
equations for the dressing functions A and B of the quark propagator Eq. (21)
Ap = 1− 1
4Nc
∫
d3q
(2pi)3
tr[α · pˆΓ¯mn,a0,i (p,−q;q− p)Q(q)Dij(p− q) Γ¯nm,aj (q,−p;p− q)],
Bp = sp − 1
4Nc
∫
d3q
(2pi)3
tr[βΓ¯mn,a0,i (p,−q;q− p)Q(q)Dij(p− q) Γ¯nm,aj (q,−p;p− q)],
(22)
where the traces are taken over Dirac indices, and
Dij(p) ≡ tij(p)
2Ω(p)
, tij(p) = δij − pipj
p2
is the static gluon propagator Eq. (18), conveniently expressed by the quasi-gluon energy Ω(p).
Equation (22) still involves the full quark-gluon vertex Γ¯ [Eq. (19)]. In the continuum QCD studies in Landau gauge
both in the DSE and in the FRG approaches [44–57] a non-perturbative dressing of the quark-gluon vertex is crucial
to obtain spontaneous breaking of chiral symmetry. In Coulomb gauge the situation is different: chiral symmetry
breaking is already triggered by the instantaneous colour Coulomb potential (see Sec. III B) when the BCS-type wave
functional is used for the quarks, i.e. when the vector kernels V and W in Eq. (13) are put to zero and thus the
coupling of the quarks to the spatial gluons is disregarded. Furthermore, it was shown in Ref. [32] that for reasonable
values of the strong coupling constant the inclusion of the coupling of the quarks to the spatial gluons influences only
the high-momentum behaviour of the scalar kernel. Moreover, as shown above, bare and dressed quark-gluon vertices
have the same IR behaviour. Therefore, in the following we replace the full quark-gluon vertex Γ¯ by the bare one Γ¯0
[Eq. (11)]. We will discuss the quality of this approximation later. After replacing the full vertices in the CRDSE
(22) by bare ones, the Dirac traces can be worked out and the coupled equations (22) for the dressing functions of
the quark propagator reduce to
Ap = 1 +
g2CF
2
∫
d3q
(2pi)3
Aq
Ω(p+ q) ∆q
[
X−(p,q)V 2(p,q) +X+(p,q)W 2(p,q)
]
≡ 1 + IA, (23a)
Bp = sp +
g2CF
2
∫
d3q
(2pi)3
Bq
Ω(p+ q) ∆q
[
X−(p,q)V 2(p,q)−X+(p,q)W 2(p,q)
]
, (23b)
6where CF = (Nc
2 − 1)/(2Nc) is the Casimir eigenvalue in the fundamental representation,
∆p = A
2
p +B
2
p ,
and the factors
X±(p,q) = 1± [pˆ · (p+ q)][qˆ · (p+ q)]
(p+ q)2
arise from the contraction of the trace of Dirac matrices with the transverse projector tij(p).
B. The Biquark Kernel
In principle we should solve the two CRDSEs (23) with the vector kernels V and W [Eq. (14)] together with the
gap equation for the scalar kernel sp derived in Refs. [30, 32, 33]. However, these previous investigations have shown
that the effect of the spatial gluons on the scalar kernel sp is rather small. For physical values of the coupling g, the
scalar kernel is dominated by the strongly IR divergent colour Coulomb potential: in particular the IR behaviour of
sp is exclusively determined by the Coulomb term. Therefore, in the following we assume that the scalar kernel sp
satisfies the gap equation obtained without the coupling to the spatial gluons, which is given by
|p| sp = g
2CF
2
∫
d3q
(2pi)3
F (p− q) sq(1− s
2
p)− pˆ · qˆ sp(1− s2q)
1 + s2q
. (24)
Here, the colour Coulomb potential F (p) is the expectation value of the Coulomb kernel Eq. (3).3 Previous studies
[19, 23, 69, 70] show that in coordinate space the expectation value of FA raises linearly for large distances. In fact,
an IR analysis of the variational equations of the Yang–Mills sector reveals the IR behaviour
g2F (p) =
8piσC
(p2)2
, (25)
where σC is the Coulomb string tension: σC is larger than the Wilson string tension σ by a factor ranging from 2.5
to 4 [71–73], the latter value seemingly being favoured by recent lattice calculations [74]. In the numerical solution of
Eq. (24) we use the IR from Eq. (25) of the Coulomb propagator and set σC ' 4σ, fixing our scale at √σC = 0.88 GeV.
For numerical reasons the gap equation (24) is reformulated in terms of the mass function4 mp
mp =
2psp
1− s2p
⇒ sp =
√
1 + p2/m2p − p/mp, (26)
resulting in
mp =
g2CF
2
∫
d3q
(2pi)3
F (p− q)√
q2 +m2q
[
mq − p · q
p2
mp
]
. (27)
The numerical solution [75] of the gap equation Eq. (27) can be fitted by
mp =
0.19099
√
σC[
1 + 0.95086
(
p/
√
σC
)
1.7648
]2.6632 . (28)
Figure 3 shows the numerical solution of the gap equation (27) together with the fit Eq. (28).
3 When F (p) is replaced by a linearly rising potential or by more general types of four-body instantaneous potentials one recovers the
equations studied in Refs [61–68].
4 Let us stress that the interpretation of mp as ‘mass function’ of the quark propagator is valid only when one ignores the coupling of the
quark field to the spatial gluons and sets Ap = 1 and Bp = sp. When the interaction with the spatial gluons is taken into account, mp
is just a useful auxiliary quantity.
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Figure 3. Numerical solution of the gap equation (27) together with the fit Eq. (28).
C. Renormalization and Chiral Condensate
The equation (23a) for the dressing function Ap is UV divergent. Using a sharp UV cut-off we find
Ap = 1 +
αsCF
4pi
(1 + s2p) ln Λ + finite terms
where αs = g
2/(4pi) is the strong coupling constant. As we have shown in Ref. [33], the occurrence of a momentum-
dependent divergence poses no conceptual problem, since Ap and Bp are the dressing functions of the propagator
Q [Eq. (16)] of the coherent-state fields ξ, ξ† and not of the physical quark propagator S [Eqs. (1) and (15)]. We
renormalize the equation for Ap by subtracting it at an arbitrary scale µ, obtaining
Ap = 1 +
1 + s2p
1 + s2µ
(Aµ − 1) + lim
Λ→∞
[
IA(p,Λ)−
1 + s2p
1 + s2µ
IA(µ,Λ)
]
, (29)
where IA is the loop integral on the right-hand side of Eq. (23a).
Once the results for Ap and Bp are known, the chiral condensate can be evaluated by
〈q¯q〉 = −2Nc
pi2
∫
dp p2
Bp
A2p +B
2
p
.
IV. RESULTS
We have solved the coupled equations (23b) and (29) with the variational kernels V [Eq. (14a)], W [Eq. (14b)] and
sp [Eq. (26)] calculated from the solution Eq. (28) of the gap equation (24). The quasi-gluon energy Ω is parametrized
by the Gribov formula [15, 76]
Ω(p) =
√
p2 +m4A/p
2. (30)
For the Gribov mass mA we have taken the value
m2A =
Nc
pi
σC
resulting from the IR analysis of the gluon gap equation [19]. The results are shown in Fig. 4 in a MOM scheme
with Aµ = 1 for the renormalization scale µ = 2 GeV. The value αs(2 GeV) = 0.30(1) [77] in the MS scheme can
be converted to the MOM value αMOMs (2 GeV) ' 0.44 by means of the three-loop β function [78].5 Figure 4a shows
5 In Ref. [47] the coupling was fixed to αMOMs (2 GeV) = 0.45 by fitting the ghost propagator to the lattice data.
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Figure 4. Dressing functions Ap and Bp of the fermion propagator Eq. (16) renormalized at µ = 2 GeV (left panel) and of the
physical quark propagator Eq. (31) (right panel). The curves labelled ‘no coupling’ refer to the case where the coupling to the
spatial gluons is ignored, iwhich results in Ap = 1 and Bp = sp.
the dressing functions Ap and Bp of the fermion propagator Eq. (16) together with the values Ap = 1 and Bp = sp
which follow when the coupling to the spatial gluons is ignored. The physical quark propagator Eq. (15) becomes in
momentum space
S(p) = Q(p)− S0(p) = Apα · pˆ+Bpβ
A2p +B
2
p
− α · pˆ
2
≡ fα(p)α · pˆ+ fβ(p)β. (31)
with dressing functions
fα(p) =
Ap
A2p +B
2
p
− 1
2
, fβ(p) =
Bp
A2p +B
2
p
,
which are shown in Fig. 4b. The dressing function fα of the αi piece of the propagator develops an anomalous
dimension in the UV, compatible with the perturbative analysis [41].
For the chiral condensate we recover the value (−236 MeV)3. Both the dressing functions of the physical quark
propagator and the chiral condensate differ only little from the values obtained by ignoring the coupling to the spatial
gluons and from the one-loop expansion of Ref. [33].
V. CONCLUSIONS
We have solved numerically the CRDSEs for the quark propagator under the assumptions that i) the scalar kernel
is dominated by the IR diverging colour Coulomb interactions, and ii) that we can replace the full quark-gluon vertex
by the bare one. While we are very confident that the first assumption is reliable, the second one is less under
control. It is well-known from Landau gauge studies [44–57] that a number of Dirac structures beyond the leading
order γµ contribute to the overall strength of the vertex. The quark-gluon vertex in Coulomb gauge is currently under
investigation. It is more involved than its Landau-gauge counterpart: because of the projectors Eq. (5) in Eq. (11),
the bare vertex alone involves five different Dirac structures instead of one. Furthermore, since the Coulomb gauge is
non-covariant the total number of Dirac structures must be nearly doubled, because the temporal and spatial Dirac
matrices must be treated separately. It is very likely that all these further tensor structures appearing in the full
vertex are not as relevant as in Landau gauge; this is because in our approach chiral symmetry breaking is caused by
the Coulomb term and not by the quark-gluon vertex as it is the case in Landau gauge. Keeping only this dominant
contribution could be a useful phenomenological tool for further calculations at finite temperature and density.
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9Appendix A: Infrared Analysis
Suppressing all indices, the fermion propagator CRDSE (17) can be written as
Q−1 =
[
2S0
]−1
+ γ¯ +
∫
Γ¯QΓ¯0D. (A1)
The IR analysis is performed in the usual way by rescaling all momenta by a factor λ, p→ λp and q→ λq, sending
λ → 0, replacing the various Green functions by their assumed IR scaling behaviour [Eq. (20)], and comparing the
powers of λ. The biquark kernel γ¯ [Eqs. (10) and (12)] and the bare quark propagator S0 [Eq. (7)] are IR constant
γ¯ ∼ S0 ∼ λ0
while the bare quark-gluon vertex [Eqs. (11) and (13)] vanishes in the IR because of the IR diverging gluon energy Ω
[Eq. (30)] in the denominator of the vector kernels V and W [Eqs. (14)]
Γ¯0 ∼ λ.
From Eq. (A1) we find with a factor λ3 coming from the momentum integration:
λδ ∼ λ0 + λ3−η−δ+1+1.
For λ→ 0 the smaller exponent dominates, and we obtain
δ = min(0, 5− δ − η).
For the IR analysis of the CRDSE for the quark-gluon vertex we choose the equation with the bare vertex attached
to the external gluon leg (second equation in Fig. 2) and keep only the triangle diagrams. This CRDSE then becomes
Γ¯ = Γ¯0 +
∫
Γ¯QΓ¯0QΓ¯D +
∫
Γ¯QΓ¯D2γ3 (A2)
where γ3 is the three-gluon kernel determined in Ref. [26]. The latter vanishes as λ
2 for λ→ 0. From the CRDSE (A2)
we find
λ−η ∼ λ+ λ3−η−δ+1−δ−η+1 + λ3−η−δ−η+2+2
resulting in
−η = min(1, 5− 2δ − 2η, 7− 2η − δ).
Using the version of the CRDSE with the bare vertex attached to the incoming quark line (first equation in Fig. 2)
forces one to consider also the full three-gluon vertex, which was investigated in Ref. [79]. However, the conclusions
presented at the end of Sec. II remain unaltered.
A possibly strong IR enhancement might come from the quark four-point function (see Fig. 2 bottom). Even if our
vacuum wave functional Eq. (8) does not involve a four-point function, we can nevertheless try to estimate its effect:
if we had such a term in our Ansatz, its leading-order expansion would be of the form
Γ¯0,4q ∼ F + Γ¯0,iΓ¯0,i
where F is the Coulomb propagator Eq. (25). Even with an IR exponent of −4 from the Coulomb propagator the
whole diagram would not change the results of the IR analysis.
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