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RESUMEN 
El género Brassica, compuesto por unas 37 especies repartidas por todo el mundo, es uno 
de los géneros de mayor importancia económica dentro de la familia Brassicaceae. De 
entre todas las especies, Brassica rapa y Brassica oleracea engloban la mayoría de los 
cultivos hortícolas de esta especie. Concretamente, los cultivos pertenecientes a la especie 
B. oleracea, como son el repollo, la coliflor, el brócoli o la berza, presentan una alta 
diversidad morfológica y bioquímica. Asimismo, estos cultivos presentan interesantes 
propiedades nutricionales como son un alto contenido en carotenoides, vitaminas, fibra y 
principalmente glucosinolatos, compuestos ubicuos en el género Brassica con efectos 
beneficiosos tanto para la salud como para la defensa de la planta. 
Las plantas viven continuamente expuestas al ataque de patógenos invasivos, 
como las bacterias, los hongos y los virus, que ponen en riesgo su supervivencia. En el 
caso de las brásicas, la podredumbre negra (black rot), causada por la bacteria 
Xamthomonas campestris pv. campestris (Pammel) Dowson (Xcc), es considerada la 
enfermedad más importante debido a su impacto económico a nivel mundial. Los 
síntomas producidos por esta enfermedad son fácilmente reconocibles ya que producen 
zonas cloróticas amarillas con forma de V en los márgenes de las hojas y ennegrecimiento 
de las venas. De entre las 9 razas de Xcc descritas, la raza 1 y la raza 4 son las más 
habituales y virulentas.  
A pesar de todos los esfuerzos realizados por la comunidad científica, la mayoría 
de los cultivos comerciales de B. oleracea son susceptibles a esta enfermedad y las 
resistencias descritas en la bibliografía son específicas de raza, incompletas y 
cuantitativas, lo que dificulta su transferencia a cultivos comerciales. 
Es sabido que para hacer frente a situaciones adversas causadas por un estrés 
biótico, las plantas han desarrollado diferentes estrategias moleculares diseñadas para 
eliminar o frenar el avance del patógeno o capaces de alertar a las plantas vecinas. Debido 
a la complejidad de estos eventos, es esencial la disponibilidad de tecnologías avanzadas 
capaces de adquirir e integrar toda esa compleja información. En este sentido, las 
tecnologías “ómicas” se han erigido como herramientas muy útiles para monitorizar el 
estado biológico de un organismo, generando una gran cantidad de nueva información 
biológica. Teniendo en cuenta que los cambios moleculares que se producen durante una 
interacción planta-patógeno se producen básicamente a tres niveles, distinguiremos 
principalmente 3 tipos de análisis ‘ómicos’: transcriptómica, proteómica y metabolómica. 
Cada uno de ellos se basa en el análisis de un tipo de compuesto y ofrece una información 
biológica distinta y complementaria a las demás. Por tanto, la utilización combinada de 
estas técnicas permite obtener un conocimiento global de cómo funciona un sistema 
biológico y conocer asociaciones relevantes entre rutas metabólicas para construir 
modelos que describan la dinámica de dicho sistema.  
A pesar del impacto económico de la podredumbre negra y de que no existe 
demasiada información acerca de los mecanismos de respuesta a esta enfermedad, la 
mayoría de estudios “ómicos” realizados en el género Brassica se han centrado 
principalmente en enfermedades causadas por hongos. Por ello, en este trabajo se han 
utilizado diferentes enfoques “ómicos”, transcriptómica, proteómica y metabolómica, con 
el objetivo de analizar la respuesta de B. oleracea a la infección por Xcc, obteniendo una 
visión global de la respuesta de la planta. El análisis se realizó a partir de plantas de una 
línea doble haploide de brócoli denominada “Early Big” (B. oleracea var. italica) control 
e inoculadas con Xcc y recogiendo hojas a distintos días post-inoculación (dpi),  3 y 12 
dpi en el caso de los análisis transcriptómico y proteómico y  1, 2, 3, 6 y 12 dpi en el 
estudio metabolómico. 
Para el análisis transcriptómico, se utilizó una variante del RNA-sequencing 
denominada Massive Analysis of 3′-cDNA Ends (MACE). Los transcriptos 
diferencialmente expresados entre tratamientos y, por tanto,  potencialmente implicados 
en la interacción B. oleracea-Xcc, fueron seleccionados utilizando como criterio un FDR 
(false discovery rate) < 0,05 y un -1 < log2 fold change (FC) > 1. Los transcriptos 
seleccionados fueron posteriormente utilizados para realizar distintos análisis de 
clasificación funcional.  
Se observó que la mayoría de los transcriptos seleccionados fueron inducidos tras 
la infección por Xcc, siendo la respuesta mayor a los 12 días (88 transcriptos en el 
análisis a 3 dpi frente a 978 en el caso de 12 dpi). De todos ellos, solo 27 fueron comunes 
entre los dos dpi. Entre las rutas modificadas a los 3 dpi, se encontraron, entre otras, la 
biosíntesis de fitohormonas, la biosíntesis y degradación de glucosinolatos o la inducción 
de PRs (pathogenesis-related proteins). Sin embargo, no se encontraron genes 
relacionados con estadios tempranos de la infección, como son la percepción de PAMPs 
(pathogen-associated molecular patterns) o la señalización por calcio (Ca+2). 
En el caso de los resultados del análisis a 12 dpi, además de los procesos 
mencionados anteriormente en el análisis a 3 dpi, se desencadenaron otros mecanismos de 
respuesta. En este tiempo, los patrones de expresión de genes involucrados en la 
percepción del patógeno fueron modificados. Entre ellos, se identificaron diversos PPRs 
(pattern recognition receptors) relacionados con el reconocimiento de PAMPs, y NB-
LRRs (nucleotide-binding/leucine rich-repeat proteins), encargados de la percepción de 
efectores de patógeno. Por otro lado, también se detectaron cambios en la expresión de 
genes relacionados con las rutas de señalización por Ca+2 o peróxido de hidrógeno 
(H2O2). Estas moléculas actúan como mensajeros para promover la reprogramación 
transcripcional y así, iniciar la respuesta molecular a la patogénesis. Por tanto, que la 
activación de todos estos mecanismos, clásicamente relacionados con los estadios 
tempranos de infección, se produzca a los 12 dpi, sugiere que existe un retraso en la 
activación de la respuesta, lo cual estaría relacionado con la susceptibilidad de la planta.  
Centrando el foco en aquellos genes involucrados en la ruta de señalización por 
calcio, se observó que diferentes CMLs (calmodulin-like proteins) y algunas de sus 
proteínas diana (calmodulins-binding proteins), como son la CAM-BINDING PROTEIN 
60g (CBP60g) y la proteína SYSTEMIC ACQUIRED RESISTANCE DEFICIENT 1 
(SARD1), modificaron su patrón de expresión después de la infección por Xcc. 
Posteriores análisis de RT-PCR cuantitativa pusieron de manifiesto, por primera vez, la 
implicación de CML30, CML37, CML40, CML43, CML45 y CML47 en procesos de 
patogénesis. Por otro lado, la comparación de la expresión de los genes CBP60g y 
SARD1 en la línea susceptible y en una línea resistente, puso de manifiesto su papel 
durante la resistencia a Xcc. 
En el estudio proteómico y con el fin de analizar los cambios producidos en el 
proteoma de B. oleracea tras la infección por Xcc, se combinó el marcaje de péptidos 
llamado iTRAQ (Isobaric Tags for Relative and Absolute Quantification) con distintos 
métodos de cromatografía líquida y un equipo de espectrometría de masas (MALDI-
TOF/TOF). Aunque existen estudios proteómicos previos sobre la interacción Xcc-B. 
oleracea, éstos están enfocados en investigar los cambios producidos en la bacteria o 
basados en métodos de separación de geles 2D, los cuales entrañan diferentes 
inconvenientes. El uso del marcaje iTRAQ utilizado en este trabajo supera alguno de los 
problemas asociados al uso de geles 2D, ofreciendo una mayor reproducibilidad y una 
mejor cuantificación.  
Para la selección de las proteínas diferencialmente expresadas entre condiciones, 
se consideramó un p-value combinado de ≤ 0,05 y una ratio medio de ≥ 1,2 (o ≤0,8). Tal 
y como sucedió en el análisis transcriptómico, la mayoría de las proteínas seleccionadas 
fueron mayoritariamente inducidas y la respuesta fue mayor en el caso de 12 dpi (26 
proteínas a los 3 dpi frente a las 58 proteínas del análisis a los 12 dpi). Nuevamente, estos 
resultados, sugieren que existe un retraso en la activación de las respuestas frente a la 
enfermedad. 
Los resultados a los 3 dpi revelaron una represión de las proteínas relacionadas 
con procesos como la fotorrespiración, la gluconeogénesis o la fotosíntesis. Este tipo de 
respuesta ha sido previamente observada en otras interacciones planta-patógeno y se 
relacionan con un mecanismo de reorientación de los recursos hacia mecanismos de 
defensa o señalización. Por otro lado, entre las proteínas inducidas en este tiempo se 
encontraron miembros tanto de la ruta de la ubiquitinación como de procesos de síntesis 
de proteínas. Estos resultados indican que se produce una compleja regulación de los 
procesos de síntesis-degradación de proteínas. 
En cuanto a los resultados de 12 dpi, estos indicaron una “re-activación” o 
incluso, una “sobre-activación” de aquellos procesos del metabolismo primario que 
fueron reprimidos durante la respuesta a los 3 dpi. Esto, junto a indicios descritos en otros 
trabajos previos, sugiere la necesidad de mantener un equilibrio entre el metabolismo 
energético y la inducción de los mecanismos de respuesta frente a la patogénesis. 
Asimismo, diferentes proteínas relacionadas con la proteólisis, como son las LTPs (lipid 
transfer protein), fueron fuertemente inhibidas durante la infección. Aunque algunos 
miembros de esta familia han sido relacionados con la resistencia a enfermedades 
fúngicas en plantas, su complejidad genética hace que muchos otros estén implicados en 
otros procesos como son la reproducción o crecimiento de la planta, lo que explicaría 
dichos resultados. Por último, a la vista de los resultados, la homeostasis de especies 
reactivas de oxígeno (ROS) parece jugar también un papel importante durante la 
infección. 
 El análisis metabolómico se llevó a cabo utilizando un sistema de cromatografía 
líquida conectado a un detector QTOF (quadrupole time of flight). La selección de 
metabolitos se realizó utilizando la lista VIP (variable importance in projection) obtenida 
mediante un método estadístico multivariante llamado PLS-DA (partial least-squares-
discriminant analysis). En cuanto la identificación tentativa de metabolitos, la masa 
exacta y el patrón isotópico tanto del ion precursor como de los iones fragmento (en el 
caso de tener dicha información disponible) se compararon con bases de datos de 
compuestos de referencia como son Metlin, KNApSAck o Pubchem, entre otras. El nivel 
de confianza de cada identificación varía en función de la información utilizada para la 
anotación. 
El análisis PLS-DA mostró una buena discriminación entre los dos grupos 
(control e inoculada) en todos los dpi, a excepción del día 1, indicando que la infección 
por Xcc causa cambios importantes en el metabolismo de la planta a partir de 2 dpi. A 
continuación, 50 iones de cada dpi (2, 3, 6 y 12) fueron seleccionados para posteriores 
análisis. En general, y al contrario de lo observado en los análisis transcriptómico y 
proteómico, los metabolitos seleccionados fueron mayoritariamente reprimidos debido a 
la infección. Además, se observó que son pocos los metabolitos compartidos entre las 
respuestas a los distintos dpi. Concretamente, solamente 4 de ellos coincidieron en todos 
los dpi analizados. Asimismo, la mayoría de metabolitos presentaron un comportamiento 
de represión/inducción muy complejo a lo largo de la infección, con picos de inducción y 
picos de represión en función del dpi analizado. Este intrincado comportamiento 
permitiría a las plantas responder a los estímulos de manera específica y flexible. 
La biosíntesis de diferentes miembros de la familia de las cumarinas se vio 
afectada por la infección de Xcc. Este tipo de compuestos han sido relacionados con la 
defensa frente a patógenos en diferentes trabajos. Asimismo, las plantas infectadas 
mostraron cambios en la expresión de los alcaloides, resultado no sorprendente dado que 
este tipo de compuestos juegan un papel esencial en la defensa de la planta frente a 
herbívoros y patógenos. Por otro lado, diferentes compuestos lipídicos como son la 
hexadecanamida y la 2-hexadecenamida o metabolitos relacionados con la familia de los 
esfingolípidos presentaron un comportamiento complejo durante el progreso de la 
infección. Hoy en día los esfingolípidos son reconocidos como compuestos clave en 
procesos esenciales como el crecimiento de la planta o la respuesta a estímulos 
medioambientales. De hecho, recientemente, se han establecido diferentes conexiones 
entre este tipo de compuestos y la muerte celular programada o la respuesta de 
hipersensibilidad.  
Sin embargo, pocos metabolitos seleccionados pudieron identificarse con un nivel 
de confianza suficiente. La identificación de metabolitos sigue siendo uno de los 
principales obstáculos de esta técnica, debido a que la mayoría de metabolitos no están 
todavía anotados en las bases de datos disponibles hasta la fecha.  
En los últimos años, la utilización de las tecnologías “ómicas” ha supuesto un gran 
avance en el conocimiento de procesos tan complejos como es el estudio de la interacción 
planta-patógeno. Sin embargo, el análisis ‘ómico’ individualizado, aunque ofrece una 
valiosísima información, entraña  una serie de limitaciones, como es la pérdida de 
información sobre las interacciones entre los distintos niveles moleculares. 
Al principio, los trabajos de integración multi-ómicos se basaban en el análisis e 
interpretación de los resultados de cada “ómica” obtenidos en paralelo y la construcción 
posterior de una hipótesis conjunta. Posteriormente, se fueron aplicando diferentes 
métodos estadísticos (con sus ventajas y desventajas) con el objetivo de analizar 
conjuntamente las matrices de datos procedentes de cada “ómica”. Uno de los métodos 
más interesantes, y que por ello se ha aplicado en este trabajo, se denomina O2PLS (2-
way orthogonal projections to latent structures). Partiendo de dos matrices “X” e “Y”, 
este método es capaz de modelar la matriz “X” y dividir la variación presente en una parte 
correlacionada con “Y” y en otra no correlacionada, y al tratarse de un método 
“bidireccional”, la matriz “Y” también es modelada del mismo modo. 
Para realizar la integración de diferentes matrices “ómicas”, se utilizaron los datos 
obtenidos en el análisis transcriptómico y metabolómico (3 y 12 dpi). 
Desafortunadamente no se pudo utilizar la matriz obtenida en el estudio proteómico 
debido a la naturaleza de los datos. Para una primera aproximación, se utilizaron las 
matrices completas de cada “ómica” mencionada, mientras que para la selección de las 
variables (transcriptos o metabolitos) más influyentes en el modelo se utilizaron las 
variables destacadas en cada estudio individual. Como el número de réplicas biológicas 
fue mayor en el caso del análisis metabolómico, fue necesario reducir su número. Con el 
fin de mantener la máxima variabilidad presente entre todas las réplicas biológicas, se 
seleccionaron aquellas réplicas más diversas en base al análisis PCA (Principal 
Component Analysis) llevado a cabo previamente en el estudio metabolómico. 
Básicamente, el método O2PLS descompone la variación total del modelo en tres 
estructuras: la variación conjunta de las matrices (joint X-Y variation), la variación única 
de cada matriz (orthogonal variation) y una variación residual que no puede ser explicada 
por el modelo. Cada estructura está, a su vez, formada por otras entidades denominadas 
variables latentes (LV). Por tanto, asumiendo que las LV son las responsables de la 
variación y, por tanto, también de la variación conjunta, sus “loading values” son la base 
para la selección de las variables más influyentes en el modelo. Los umbrales para dichos 
valores se establecieron mediante una estrategia basada en un test de permutaciones. 
En la integración de los datos a los 3 dpi, el modelo O2PLS fue capaz de modelar 
casi el 100% de la variación presente en la matriz de transcriptómica y el 86% de la 
variación en los datos del análisis metabolómico. Asimismo, la mayoría de la variación 
explicada en ambos casos fue considerada variación conjunta, o en otras palabras, la 
mayoría de la variación presente en los datos metabolómicos puede ser explicada por la 
matriz del estudio transcriptómico. Resultados similares fueron obtenidos tras el análisis 
O2PLS a los 12 dpi. 
En cuanto a la selección de las variables más influyentes, se seleccionaron un total 
de 7 transcriptos y 9 metabolitos a los 3 dpi, mientras que a los 12 dpi se obtuvieron 94 
transcriptos y 16 metabolitos. Tal y como sugirieron los análisis individuales, la mayoría 
de los transcriptos seleccionados fueron inducidos tras la infección por Xcc, mientras que 
los metabolitos fueron mayoritariamente reprimidos. Desafortunadamente, y en la línea 
de lo comentado anteriormente, los problemas en la identificación de metabolitos no 
permitieron hacer interpretaciones biológicas más profundas. Por tanto, la integración 
demuestra ser una herramienta interesante y muy útil para obtener una visión conjunta de 
diferentes niveles “ómicos”. Esta estrategia ha permitido la identificación de moléculas 
altamente correlacionadas, añadiendo por tanto, más peso a su posible implicación en la 
respuesta de B. oleracea frente a Xcc. 
En conclusión, este trabajo pone de manifiesto que la infección por Xcc produce 
una serie de cambios en B. oleracea a todos los niveles moleculares y, generalmente, 
estos cambios son más notables en estadios más avanzados de la infección. Además, estos 
cambios resultan de una gran complejidad, ya que aunque el análisis de integración ha 
demostrado que existe una alta correlación entre las respuestas ómicas, los mecanismos o 
rutas coincidentes entre los estudios individuales son escasos. Por tanto, aunque el avance 
en este tipo de técnicas ha sido exponencial en los últimos años, el reto futuro es superar 
algunas de sus limitaciones, como es la disponibilidad de bases de datos completas, tanto 
de metabolitos, como de proteínas o genes de plantas no modelo. Finalmente, Además, el 
puente necesario que debe existir entre la metabolómica y las otras aproximaciones de la 
genética funcional, transcriptómica y proteómica, permitirá en un futuro el desarrollo de 
bases de datos que almacenen, integren, relacionen y permitan establecer relaciones 
causales entre genes, transcritos, proteínas y metabolitos. 
RESUMO 
As plantas viven continuamente expostas ao ataque de patóxenos invasivos, como as 
bacterias, os fungos e os virus, que poñen en risco a súa supervivencia. Para facer fronte a 
esta situación, as plantas desenvolveron diferentes estratexias moleculares deseñadas para 
eliminar ou frear o avance do patóxeno, ou capaces de alertar ás plantas adxacentes. 
Profundar no coñecemento destes mecanismos é esencial para o desenvolvemento de 
variedades resistentes e conseguir unha agricultura máis produtiva. As tecnoloxías 
“ómicas” erixíronse como ferramentas moi útiles para monitorizar o estado biolóxico dun 
organismo, e a súa aplicación para o estudo das interaccións planta-patóxeno está en 
auxe. 
A podremia negra (black rot), causada pola bacteria Xanthomonas campestris pv. 
campestris (Pammel) Dowson (Xcc), é considerada unha das enfermidades máis 
importantes dos cultivos de brásicas debido ao seu impacto económico. A pesar diso, e de 
todos os esforzos realizados pola comunidade científica, a maioría dos cultivos 
comerciais de Brassica oleracea (verza, repolo, coliflor, coles de Bruxelas...) son 
susceptibles a esta enfermidade.  
Neste traballo utilizáronse diferentes enfoques “ómicos” (transcriptómica, 
proteómica e metabolómica) co obxectivo de analizar a resposta de B. oleracea á 
infección por Xcc, obtendo unha visión global da resposta da planta. A análise realizouse 
a partir de follas control e inoculadas con Xcc recollidas a distintos días post- inoculación 
(dpi), dependendo da técnica empregada (1, 2, 3, 6 e 12 días). 
Os resultados da análise transcriptómica sinalaron xenes potencialmente 
implicados na interacción B. oleracea-Xcc. A resposta foi maior aos 12 días, e a pesar do 
que se podería esperar, os xenes relacionados con estadios temperáns da infección, como 
son a percepción de patróns moleculares asociados ao patóxeno (PAMPs) ou sinalización 
por Ca+2, foron identificados só neste tempo. Isto suxire que o atraso na activación da 
resposta está relacionado coa susceptibilidade da planta. Ademais, poñen de manifesto o 
papel de distintos membros da ruta de sinalización do Ca+2 na resposta á patoxénese. 
En canto á análise proteómica, os resultados resaltan a importancia de manter un 
equilibrio entre o metabolismo basal ou enerxético e os procesos relacionados 
directamente coa defensa contra o patóxeno. Este equilibrio podería supoñer a diferenza 
clave entre unha planta susceptible e unha resistente. Procesos como a proteólises ou a 
hemostases de especies reactivas de osíxeno (ROS) parecen xogar un papel importante 
durante a infección. 
Pola súa banda, os resultados do estudo metabolómico poñen o foco sobre rutas 
metabólicas específicas, como as dos alcaloides, as cumarinas ou os esfingolípidos. Con 
todo, a identificación de metabolitos continúa sendo o principal obstáculo desta técnica. 
Por último, utilizouse un método de integración de datos “ómicos” co fin de estudar as 
redes de interacción multi-dimensional activadas en resposta ao ataque de Xcc. Os 
resultados obtidos indicaron que a maioría da variación presente nos datos metabolómicos 
pode ser explicada coa matriz de datos transcriptómicos. Ademais, permitiu a 
identificación de transcritos e metabolitos altamente correlacionados, e que polo tanto, 
están potencialmente implicados na resposta. 
SUMMARY 
Plants are continuously exposed to the attack of pathogens, such as bacteria, fungus or 
virus. To cope with the invaders and ensure their survival, plants have developed different 
molecular strategies designed to kill the pathogen or deter its growth, or molecules with 
the function to alert other plants. Understanding plant`s response mechanisms against 
biotic stresses is of fundamental meaning for the development of resistant crop varieties 
and more productive agriculture. ‘Omics’ technologies have emerged as valuable tools to 
monitoring the biological status of a plant, and among all their applications, the study of 
plant-pathogen interactions is on vogue in plant research.  
 Black rot, caused by the bacterium Xanthomonas campestris pv. campestris
(Pammel) Dowson (Xcc), is considered one of the most serious disease of Brassicaceae
worldwide. In spite of its economic impact and the effort made by the researches, most of 
commercial Brassica oleracea crops (cabbage, kale, Brussels sprouts, cauliflower, and so 
on) are susceptible to this important disease. 
In this work, different ‘omics’ approaches where performed in order to analyze B. 
oleracea response to Xcc infection. To this end, control and infected plants were gathered 
at different days post infection (dpi) depending on the ‘omic’ approach (1, 2, 3, 6 and 12 
days). 
 Transcriptomics analysis results postulated different genes as potentially involved 
in  B. oleracea-Xcc interaction. Plant response was greater at 12 dpi, and contrary to what 
one might expect, genes related with earlier steps of infection, such as the perception of 
pathogen-associated molecular patterns (PAMPs) or calcium (Ca+2)-signaling were 
detected at this dpi. This suggests that a delay on response activation could be related 
with plant susceptibility. Furthermore, results indicated that different members of Ca+2
signaling have an essential role on plant response against Xcc. 
Regarding proteomics analysis, results highlighted the importance of the balance 
between basal metabolism and processes directly related with plant response. Pathways 
such as proteolysis or reactive oxygen species (ROS) homeostasis seem to play an 
important role during Xcc pathogenesis. 
For its part, metabolomic results highlighted specific metabolic pathways such as 
alkaloids, coumarins and sphingolipid pathways. However, metabolite identification 
remains being the major hurdle of this technique.  
Finally, a multi-omics integration method was performed in order to study the 
different multi-dimensional networks activated in response to Xcc infection. The results 
indicated that most of the present variation present in the metabolomics dataset could be 
explained by the transcriptomics data matrix. Also, it allowed the identification of 
transcripts and metabolites highly correlated, and therefore, potentially implicated in the 
response against Xcc. 
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Chapter 1
Introduction
1.1. General aspects of Brassica genus  
The Brassica genus is, in economic terms, one of the most important genera within the 
Brassicaceae family. To get an idea, about 97 million tons of Brassica vegetables were 
produced in 2016 (FAOSTAT, 2016). This genus comprises a diverse group of crops with 
high diversity of phenotypic and genotypic traits and some of them are widely used in 
human diet as an important source of vegetables, condiments and edible oils. However, 
the use of these species is as varied as their forms and products, being also used in 
industry or ornamentation.  
In spite of this genus is composed of 37 species, only six of them have interesting 
agricultural purposes (Gómez-Campo, 1980). The famous U's triangle model, stablished 
by U in 1935, illustrates the genetic relationships among these six important species. 
Briefly, whereas the 3 diploid species are ranged in the vertices, the sides of the triangle 
are occupied by the allotetraploid species (Figure 1.1). The genome composition 
determines sexual self-incompatibility; most of the diploid Brassica species are 
predominantly allogamy, whereas amphidiploid species are essentially autogams.  
Figure 1.1. U's triangle model. Letters refer to genome class. 
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1.1.2. Brassica oleracea species 
Among the six Brassica species with valuable economic impact, B. oleracea, together 
with B. rapa, encloses most of horticultural crops of the genus. B. oleracea is a valuable 
vegetable species that has contributed to human health and nutrition for hundreds of years 
and comprises multiple distinct cultivar groups with diverse morphological (Figure 1.2) 
and phytochemical attributes (El Esawi, 2017). This group of cultivars, called cole crops, 
comprises cultivars such as cabbage (B. oleracea var. capitata), cauliflower (B. oleracea
var. botrytis), Brussels sprouts (B. oleracea var. gemmifera), broccoli (B. oleracea var. 
italica) or kale (B. oleracea var. acephala), among others. 
Figure 1.2. Morphological diversity found in cole crops.
Most B. oleracea crops have interesting nutritional proprieties such as high 
content of protein and carotenoids, wide range of vitamins, fiber and glucosinolates 
(GSLs), whose breakdown products cause their pungent taste and which have particular 
anti-cancer properties different from those in other vegetables (Cartea and Velasco, 2008; 
Francisco et al., 2017). However, the role of these specialized secondary metabolites in 
plants is participation in plant defenses, due to their antibacterial, antifungal and pesticide 
activities, albeit they act as attractant signals for some herbivorous pests (Sotelo et al., 
2015; Santolamazza-Carbone et al., 2016). 
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1.2. Plant stressors
Plants regularly encounter a wide range of environmental conditions that are often 
unfavorable or stressful for their growth and development. These environmental stressors 
are commonly classified as abiotic and biotic (Huber and Bauerle, 2016). Among multiple 
abiotic stressors, drought, salinity, and extreme temperatures are the major environmental 
factors that adversely affect the geographical distribution of plants, productivity and food 
security. All these effects are exacerbated by climate change, which has been predicted to 
result in an increased frequency of extreme weather. Conversely, biotic stress is caused 
by action of other organisms, such as pathogens, pests, weeds or intraspecific competition 
for resources. As occur with abiotic stressors, biotic factors produce yield and quality 
losses in agriculture and their incidence is directly related with environment, varying 
from region to region (Meena et al., 2017). 
1.2.1. Plant pathogens 
A brief definition for plant pathogens is living entities, mostly certain microorganisms 
that can attack plants, obtain nutrients, and cause disease by releasing enzymes, toxins, 
and so on. They are mostly bacteria, viruses, fungi, nematodes, protozoa, and some 
parasitic plants and algae (Figure 1.3). The problems caused by these agents go beyond 
financial losses in agriculture, since they are responsible for hunger, food poisoning and 
extinction of plant species. Generally, plant pathogens can be broadly divided into those 
that kill the host and feed on the contents (necrotrophs), those that require a living host to 
finish their life cycle (biotrophs), and those that can switch from biotroph to necrotroph 
(hemibiotrophs). Whereas viruses are biotrophs, although infection can lead eventually to 
host cell death, bacteria and fungi can adopt either lifestyle (Agrios, 2009). 
Symptoms developed in infected plants are as varied as responsible pathogens: 
necrotic spots on leaves, stems, fruits, and roots, necrotic patches of bark and under-the-
bark tissues of branches and trunks, vascular wilts, mosaics, among many others. The 
severity of these symptoms varies from insignificant to death and depends on the 
compatibility between pathogen and host.   
1. Introduction 
  4 
Figure 1.3. Some of the major groups of plant pathogen in their different morphology and ways of 
multiplication. Reproduced from Agrios, (2009).
1.2.2 Diseases in Brassica crops 
Brassica crops are affected by a series of diseases that reduce their production and 
quality, being one of the main problems associated with these crops. The most important 
diseases affecting these crops are classified as bacterial, fungal, viral or caused by 
nematodes (Table 1.1). The diseases considered as the most important globally due to 
their economically impact are black rot, caused by Xanthomonas campestris pv. 
campestris, clubroot, caused by the fungus Plasmodiophora brassicae, grey rot, whose 
causal agent is Botrytis cinerea (Pers), and last, powdery mildew, produced by Erysiphe 
polygoni (DC.) (Cartea et al., 2010). 
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Table 1.1. Major diseases of Brassica crops and their geographical distributions based on Tewari and 
Mithen, (1999) and Cartea et al., (2010).
Common name Scientific name Distribution
Bacterial
Crown gall Agrobacterium tumefaciens Worldwide
Bacterial soft rot Pseudomonas spp., Erwinia sp. Worldwide
Black rot Xanthomonas campestris pv. campestris Worldwide
Leaf Spot Xanthomonas campestris pv. armoraciae Worldwide
Fungal
White blister Albugo candida Worldwide
Target spot Alternaria brassicae, A. brassicicola Worldwide
Grey rot Botrytis cinerea Worldwide
Powdery mildew Erysiphe spp. Worldwide
Damping off Fusarium oxysporum, Fusarium conglutinans North America, Europe
Blackleg Leptosphaeria maculans Worldwide
Ring spot Mycosphaerella brassicicola Worldwide
Downy mildew Peronospora parasitica, Peronospora brassicae Worldwide
Clubroot Plasmodiophora brassicae Worldwide
White leaf spot Pseudocercosporella capsellae Worldwide
Wirestme Rhizoctonia solani, Phoma lingam Worldwide
White mold Sclerotinia sclerotiorum Worldiwide
Viral Family
Cauliflower mosaic virus Caulimoviridae Temperate regions
Turnip mosaic virus Potyviridae Worldwide
Beet yellows virus Luteoviridae Temperate regions
Turnip yellow mosaic virus Tymoviridae Europe, Australia
Turnip crinckle Tombusviridae Worldwide
Nematode
Cabbage Cyst Heteroderidae Europe, California, Asia
Root-knot nematodes Meloidogynidae Worldwide
Root lesion nematode Pratylenchidae Worldwide
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1.3. Black rot  
Black rot is a systemic vascular disease caused by the bacterium Xanthomonas campestris 
pv. campestris (Pammel) Dowson (Xcc) and is considered to be one of the most 
devastating soilborne disease in Brassica crops worldwide. In spite of B. oleracea is 
economically the most important host of Xcc, the disease also occurs in other brassica 
crops, such as ornamental crucifers and related weed species (Vicente and Holub, 2013). 
Typical disease symptoms include V-shaped chlorotic yellow sectors along the 
margin of leaves with blackened veins (figure 1.3). With the progress of the infection, the 
affected sectors enlarge and become brown, necrotic and papery, covering the whole leaf. 
This disease is especially virulent in warm and humid regions since Xcc growth is 
enhanced by these conditions. However, despites Xcc infection is often latent under low 
temperatures, the bacteria persists in the vascular system until temperature rises (Schaad, 
1982). 
Figure 1.4. (a) Typical black rot V-shaped lesion on a leaf (b) Brown necrotic sectors in broccoli leaf 
around 20 days after inoculation with Xcc race 1. 
1.3.1. General aspects of Xcc 
Xcc is a gram-negative aerobic rod-shaped bacterium that shows a single polar flagellum. 
In culture, this bacterium usually forms yellow, mucoid, glistening colonies (Figure 1.5) 
(Swings and Civetta, 1993). Up to now, Xcc isolates can be classified in 9 different 
physiological races according to the differential reaction caused by the pathogen on 
various Brassica species. Among them, races 1 and 4 are the most aggressive and 
widespread (Fargier and Manceau, 2007).  
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This pathogen is classically classified as seed-borne pathogen, but it can also be 
transmitted in crop debris, crucifer weeds or infested soil. In addition, Xcc can disperse 
short distances via wind, insects, rain, irrigation water and even equipment and workers 
(Schaad and Álvarez, 1993).  
Figure 1.5. (a) Electron microscopy image of a Xcc. Reproduced from Vicente and Holub, (2013). (b) Xcc 
culture growing on potato dextrose agar (PDA). 
The bacteria initially grow epiphytically (on leaf surfaces) and then generally 
infect plants through hydathodes on the leaf margins, when droplets of guttation 
contaminated with bacteria are reabsorbed into the leaf. The bacteria can also enter by 
using wounds caused by machinery, insects, animals or abiotic agents as rain or wind. 
Once inside the plant, Xcc colonizes the vascular system. Though uncommon, some races 
can also infect through stomata and colonize the apoplastic spaces before penetrating the 
vascular tissues (Vicente and Holub, 2013). 
Over the few last decades, significant progresses have been made in deciphering 
molecular basis of Xcc virulence. It was now known that Xcc infection and multiplication 
in host basically relay on virulence factors produced, such as adhesins, degradative 
enzymes, extracellular polysaccharides, lipopolysaccharides and a high diversity of 
effectors. Particularly, type 3 effectors are translocated into the host cells where they 
interfere with host immunity responses by modifying host’s transcription, or facilitating 
pathogen nutrition and virulence (White et al., 2009). 
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1.3.2. Black rot control 
The control of black rot is difficult and relies on following the recommended practices, 
such as crop rotation, weed control and the use of assayed clean seed. Despites these 
practices can provide significant control of the disease, it is not enough, especially in 
those regions where the conditions to Xcc growth are optimal. Undoubtedly, the 
development and use of resistant cultivars have been recognized as the best method for 
disease control. However, this strategy has had only limited success in the case of black 
rot. Different studies have focused on B. oleracea crops and a limited number of source 
of resistances have been identified. Moreover, resistances are usually race-specific, 
incomplete and quantitative, and therefore, difficult to manage and transfer to commercial 
cultivars (Griffiths et al., 2009). 
1.4. Plant immune system 
Since plants are sessile organisms, they require the capacity for quick and precise 
recognition of external stimuli to trigger the appropriate response and ensure their 
survival. That response is regulated by several hydraulic, chemical and electrical signals 
in a complex and still unknown manner. In essence, plant immune system is divided in 
two branches according to the way that pathogen presence is perceived by the plant; 
pathogen-associated molecular patterns (PAMP)-triggered immunity (PTI) and effector-
triggered immunity (ETI). PTI relies on the perception of specific molecular patterns, 
usually epitopes that are conserved among microbes, which are interpreted as danger 
signals. These signals are detected by the plant through cell surface-localized pattern 
recognition receptors (PRRs). For its part, ETI involves intracellular immune receptors 
called NB-LRR proteins, characterized by a nucleotide-binding (NB) and leucine rich 
repeat (LRR) domains. NB-LRR directly or indirectly recognizes virulence effectors 
secreted within host cells by pathogens. PTI and ETI share most of the downstream 
signaling networks, and in general terms, responses triggered by ETI are stronger, 
prolonged and more robust than those activated by PTI (Thomma et al., 2011).  
Plant immune system is generally represented by the zigzag model (Figure 1.6). In 
the first line of defense, PAMPs are recognized by host PRRs, triggering the first branch 
of plant immunity, PTI. To avoid this defense layer, successful pathogen produces 
virulence effectors, which produce a suppression of PTI by modifying host’s transcription
and metabolism. Then, some of these pathogen effectors are specifically detected by plant 
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protein-receptors (NB-LRR), activating ETI, which lead to an amplification of the 
response started by PTI and, usually, a hypersensitive cell death response (HR) at the 
infection site. Natural selection drives pathogen to avoid ETI by diversifying or by 
acquiring new effectors. In turn, selection favors new plant NB-LRR alleles that can 
recognize one of the newly acquired effectors, resulting again in ETI. This coevolution 
proceeds with continuous selection for novel pathogen isolates that overcome ETI and 
new plant genotypes that resurrect ETI (Jones and Dangl, 2006).
The zigzag model, like all models, has a great value in conceptualizing and 
communicating aspects of host-pathogen interactions, but it must not be forgotten that 
plant-pathogen interaction is a very complex and dynamic process that cannot be 
completely represented with a simple static snapshot (Pritchard and Birch, 2014).   
Figure 1.6. Plant immunity zigzag model. Based on Jones and Dangl (2006).
In both PTI and ETI responses, are involved a plethora of complex mechanisms 
produced at different molecular levels. These changes include the modification of gene 
expression, different pathway activation/repression and post-translational modification of 
proteins, which culminate into the accumulation of primary and secondary metabolites 
with distinct role in the plant, such as kill the pathogen or deter its growth, and molecules 
to alert other plants (Gomez-Casati et al., 2016). 
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1.4.1. Plant-pathogen interaction response mechanisms 
Pathogen direct or indirect recognition led to activation of several signaling 
pathways responsible of defense activation. This signaling cascade is an intricate network 
composed mainly by reactive oxygen species (ROS) production, calcium fluxes and 
mitogen-activated protein kinases (MAPKs) activation (Jones and Dangl, 2006). If this 
signaling pathways is not interrupted, the activation of several defensive mechanisms are 
triggered, including phytohormones metabolism, HR, secondary metabolites biosynthesis, 
cell wall strengthening, stomatal closure, and so on. Phytohormones could be considered 
as a systemic signaling pathway, which regulates resistance mechanisms overall plant. 
Whereas the role of the defense hormones during pathogenesis, such as salicylic acid 
(SA), jasmonic acid (JA) and ethylene (ET) are extensively documented, others as 
brassinosteroids (BRS), cytokinins (CK), auxins (AUX), among others, have recently 
emerged as modulators of the plant response during a pathogenesis (Robert-Seilaniantz et 
al., 2011).  
Secondary metabolites are usually accumulated in smaller amount than primary 
metabolites, and their functions during plant immunity are as varied as their chemical 
properties. Typically, secondary metabolites are classified into three main groups 
according their biosynthetic origin: terpenoids, nitrogen-containing compounds, such 
alkaloids or glucosinolates, and phenylpropanoids (phenolic compounds) (Croteau et al., 
2000). Triggering and regulation of all these defensive compounds will depend on plant 
species and the lifestyle of the invading pathogen, or in other words, the plant-pathogen 
interaction.  
1.5. ‘Omic’ technologies
As explained above, plant infection by a pathogenic microbe involves complex and 
dynamic molecular events that directly affect both plant and pathogen metabolism. These 
molecular changes are produced basically at three levels: transcriptome, proteome and 
metabolome. The suffix “-ome” is used to refer to the complete whole of genes (genome), 
messenger RNAs (transcriptome), proteins (proteome) or metabolites (metabolome) of an 
individual (Horgan and Kenny, 2011).  
Due to the complexity of defense events, advanced technologies are required to 
collect and integrate all the information into a unique and complete picture. In this regard, 
‘omic’ technologies provide an opportunity to generate tremendous amounts of new 
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biological information and analyze it jointly (Tenenboim and Brotman, 2016). Related 
with the suffix –ome, term “omics” refers to the collective technologies used to explore 
the roles, relationships, and actions of these -omes. Depending on the kind of compound 
analyzed and the kind of biological information that we want to obtain (Figure 1.7), we 
can mainly distinguish among four different ‘omics’: Genomics, Transcriptomics, 
Proteomics and Metabolomics. Multi-omics approaches could provide large-scale insights 
into complex plant systems that could otherwise be misinterpreted if only one ‘omic’ is 
used (Suravajhala et al., 2016).   
Figure 1.7. The ‘omic’ cascade. Each ‘omic’ offers a kind of information. Reproduced from (Tortosa et al., 
2017) 
1.5.1. Transcriptomics 
A transcriptome is the full range of RNAs expressed by an individual, and contrary to 
genome stability, the transcriptome is not the same along the organism, since it actively 
changes depending on many factors, including stage of development and environmental 
conditions. Transcriptomic approaches offers the genome-wide information of gene 
structure and gene function in order to reveal the molecular mechanisms involved in 
specific biological processes, such pathogenesis, giving some guidance in disease control 
and crop improvement (Kell and Oliver, 2016).  
In spite of organism’s transcriptome is composed of different kind of RNAs 
(including mRNA, tRNA, rRNA and small non-coding RNAs), techniques usually used in 
transcriptomics approaches are mainly focused on the relative or absolute quantification 
of mRNA. The dominant contemporary techniques (from mid-1990s till now) could be 
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divided into two major groups, those based on hybridization and those based on 
amplification. Microarrays and RNA-Seq are the paradigmatic examples of these groups, 
respectively (Lowe et al., 2017). 
1.5.1.1. Microarrays 
DNA microarray platform is based on the immobilization of short nucleotide oligomers 
(probes) in an array, which are used to interrogate the mRNA of a sample (target). 
Transcript abundance is determined by hybridization of the fluorescently labelled 
transcripts to each probe sequence (Miller and Tang, 2009). A general microarray 
workflow is represented in Figure 1.8. 
Figure 1.8. Summary of microarrays workflow. Two samples are compared undergo RNA extraction, 
cDNA production, and differential fluorescent labeling. Hybridization of labeled target to the probe array 
allows fluorescent scanning to provide data for analysis. Adapted from Miller and Tang, (2009). 
Probes should be carefully designed to specifically hybridize with mRNAs, and 
therefore, microarrays technology requires some prior knowledge of the genomic 
sequence of the organisms. For this reason, the use of microarray technology has been 




One of the earliest sequencing-based transcriptomic methods was ‘Serial Analysis of 
Gene Expression’ (SAGE). This method relies on the principle that a short 
oligonucleotide sequence tag (10-20 bp) of mRNA is sufficient to identify the whole 
transcript. However, this technique and its variants were rapidly overtaken by the high-
throughput sequencing of entire transcripts, which provides a more confident 
identification and additional information on transcript structure (Wang et al., 2009).   
 Nowadays, RNA-Seq is considered the most comprehensive high-throughput 
sequencing-based approach for the qualitative and quantitative analysis of entire 
transcriptomes (Shendure and Ji, 2008). A standard RNA-Seq experiment starts with the 
retro-transcription of the extracted RNA into cDNA in order to generate a cDNA library. 
Subsequently, this library is sequenced by using any high-throughput sequencing 
technology and the resulting sequences (“reads”) are mapped and compared to distinct 
databases. More detailed information about RNA-Seq workflow can be found in Figure 
1.9. 
Figure 1.9. General RNA-Seq workflow. Isolated cDNA is converted into a cDNA in order to build a 
cDNA library (three different methods). Resulting cDNAs have adapters attached to their 5’ and 3’ ends, 
essential for sequencing step. ‘NGS is New Generation Sequencing. Reproduced from Simon et al., (2009). 
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Gene expression microarrays have been commercially available for almost 20 
years, though they have been recently overcome by RNA-Seq based technologies. 
Microarrays are effective for identifying the expression of know genes, and will thus miss 
changes in the expression of unidentified genes, providing an incomplete transcriptome 
snapshot. In turn, RNA-Seq offers a more compressive coverage through single-read or 
paired end sequencing and allows a deeper investigation of transcriptome. In spite of all 
advantages that RNA-Seq offers (Table 1.2), researchers were initially reluctant to turn to 
this technology mainly because of its high cost (Lowe et al., 2017). However, cost of 
sequencing has gone down in the last years and other cheaper RNA-Seq variants were 
developed, such as is the case of massive analysis of cDNA ends (MACE).  
Table 1.2. Main differences between RNA-Seq and microarrays. 
MACE is a high-resolution and cost effective RNA-Seq variant based on 
sequencing a single molecule per transcript. Thus, each read obtained after sequencing 
represents one single transcript. This feature offers two main advantages in comparison 
with the classical approaches; MACE requires much lower sequencing depth to identify 
low-level expressed transcripts and solves the problem of the overrepresentation of longer 
transcripts. However, due to mapping is based just on a region up to 800 pb (3’End or 
UTR), identification, though very good, is less reliable than classical RNA-Seq (Genxpro, 
2018) 
Method RNA-Seq Microarray
Input RNA amount Low ~ 1ng total RNA High~ 1μg mRNA
Labour intensity High Low
Prior knowledge None required but useful Reference transcripts required
Quantitation accuracy >90% >90%  
Sequence resolution Can detect SNPs and splice variants Lower
Sensitivity 10−6 10−3






The proteome should be understood as the total set of proteins or gene products present in 
a biological unit and, as occurs with the transcriptome, it changes depending on 
developmental stage and under specific external biotic and abiotic conditions. The 
investigation of living systems at the protein level provides important insights into many 
biological mechanisms due to proteins are the final executors of most biological 
processes, from gene regulation to physiology (González-Fernández et al., 2010). 
 Before talk about proteomic technical approaches, is important to highlight that 
proteins, if compared to nucleic acids, are molecules much more diverse in 
physiochemical propierties, greater in number and have higher dynamic range, which 
entails an added difficulty to work with. Precisely because of protein diversity, there is no 
an universal protocol to capture the whole proteome in just one experiment and therefore, 
it is necessary to optimize the methods according to the research (Bantscheff et al., 2012). 
Overall, a standard workflow of a current proteomic experiment includes most of the 
following steps: sample preparation, protein extraction, protein fragmentation and 
labeling, separation, mass spectrometry (MS) analysis, protein identification and 
quantification. In its beginnings, proteomic research was based on gel-based protein 
separation coupled to MS analysis of the selected spots. Later, the next generation of 
proteomic methodologies moved to gel-free separation techniques, mainly liquid 
chromatography-based technologies, which has crearly demostrated a really good tool for 
sample complexity reduction (González-Fernández et al., 2010). 
1.5.2.1. Gel-based separation methods 
Nowadays, one of the most popular proteomic separation methods is the two-dimensional 
gel electrophoresis (2-DGE), which sorts proteins according to two independent 
properties in two discrete steps. First separation step also called first dimension is the 
Isoelectric focusing (IEF), that separates proteins according to their isoelectric point (pI). 
To this end, sample is placed in a gel with a pH gradient. Then, a elecrtical field is 
applied and each protein migrates to the position in the pH gradient where its net charge 
is zero, or in other words, the position where it reaches its pI. Therefore, a protein with a 
positive net charge will migrate toward the cathode, becoming progressively less 
positively charged as it moves through the pH gradient until it reaches its pI. Similarly, a 
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negative charged protein will migrate toward the anode, becoming less negatively 
charged until it also reaches zero net charge. 
After IEF, protein mixture is separated by SDS-polyacrylamide gel electrophoresis 
(SDS-PAGE) the second dimension, which separates proteins based on their molecular 
weight (Mw). This technique is performed in polyacrylamide gels containing sodium 
dodecyl sulfate (SDS). SDS masks the charge of the proteins, avoiding that electrical 
charge factor influences in the protein separation. As a result of 2-DGE method, a two-
dimensional array is obtained, where each spot corresponds to a single protein species 
(Rabilloud and Lelong, 2011) (Figure 1.10). 
Figure 1.10. Two-dimensional gel electrophoresis (2-DGE) general procedure. Proteins are first separated 
based on their pI (isoelectric point) values and then based on their molecular mass (Mw). 
After 2-DGE, proteins in the gel must be visualized. Traditionally, different visible stains 
were used to this end, including silver nitrate, zinc imidazole or well-known Coomassie 
blue, and so on. However, they all had multiple drawbacks in terms of quantification and 
reproducibility. Two-dimensional difference gel electrophoresis (2D-DIGE), introduced 
by Ünlü et al. (1997), solved this problems in an elegant method. 2D-DIGE is an 
improved 2-DGE that allows comparing spot patterns from two or three samples 
simultaneously on the same gel by using different color fluorescent dyes designed to have 
no effect on the migration of proteins. With the appropriate tools, 2D-DIGE lets spot-
matching much easier, protein quantification more accurate and uses less amount of 
protein sample, if compared to the classic 2-DGE. 
 Nevertheless, these techniques are very labor-intensive, time-consuming and low-
throughput. In addition, is difficult to distinguish the overlapping of proteins with similar 
pI and Mw, which results in multiple proteins in a single spot. Thus, in spite of 2-DGE 
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and its relatives have their own advantages, such as protein visualization or isoforms 
detection, are limited in proteome coverage. In this regard, liquid chromatography 
separation methods were created to overcome the disadvantages of gel-based separation 
methods (Zhan, 2015).  
1.5.2.2. Liquid chromatography separation (LC) 
As previously stated, liquid chromatography (LC)-based methods are superior to gel-
based separation techniques in maximizing the coverage of a proteome. This, together 
with other interesting advantages, such as their high-throughput, high accuracy and high 
sensitivity, makes this method one of the most preferred by researchers.  
In LC, separation occurs based on the interactions of the sample with two phases, 
mobile and stationary. Because there are many stationary/mobile phase combinations, 
molecules can be purified based on characteristics such as size and shape, total charge, 
hydrophobic groups present on the surface, and binding capacity with the stationary phase 
(Coskun, 2016). For applying this method in proteomics, protein extract is often firstly 
subjected to enzymatic cleavage. Then, the obtained peptides are separated usually by a 
multi-dimesional approach, which is a combination of distinct chromatography systems 
(Figure 1.11) (Chen and Pramanik, 2009). 
Figure 1.11. Typical proteomic analysis by using multi-dimensional LC approach 
1. Introduction 
 18 
Among the available systems, reversed-phase chromatography (RP) is still the 
most widely used for sample separation. RP is based on the reversible 
adsorption/desorption of the peptides to a hydrophobic stationary matrix, according to 
their degree of hydrophobicity. 
1.5.2.3. Mass spectrometry (MS) 
Mass spectrometry (MS) is a technique used for the study of compounds features, in this 
case peptides, through analyzing ionized molecules. To this end, ionized peptides are 
separated according to mass-to-charge ratios (m/z) at low pressure in a magnetic field, 
and subsequently detected by a proper device (Burinsky, 2006). Therefore, the data 
obtained offers a bidimensional information; m/z of the different ions detected and a 
parameter related with their abundancy. With the m/z information, it is possible to 
determine the molecular weight (Mw) of each peptide and thus, the molecular formula. 
A mass spectrometer equipment is basically composed by three elements: an ion 
source, mass analyzer, and detector (Figure 1.12). Furthermore, in order to maintain the 
low pressure and avoid the air influence, a vaccum is an essential external component. 
The general workflow starts in the source ion; this component ionizes the sample, 
creating molecular ions and small fragment ions. The resulting ions are transferred to the 
mass analyzer, where a magnetic field will deflect ions according to their m/z, which is 
measured by the detector. Lighter ions (lower m/z) will be deflected before heavier ones 
(higher m/z), allowing to sort them according their m/z before arrive to detector. Results 
are showed as a mass sprectrum where each signal represent an ion with an specific m/z 
and their relative abundance. 
Figure 1.12. Main components of a mass spectrometer and the general workflow of a MS analysis.
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Different ionization procedures have been developed in order to coverage all the 
different kinds of molecules. For example, electron ionization (EI) and chemical 
ionization (CI) are optimal ionization methods for gas-phase molecules, and electrospray 
ionization (ESI) and matrix-assisted laser desorption ionization (MALDI) were designed 
to analyze thermally labile and nonvolatile compounds. Something similar occurs with 
mass analyzer. Considering their strengths and weaknesses, time of flight (TOF), 
quadrupole mass filter (Q), ion trap, Fourier transform ion cyclotron resonance (FT-ICR), 
and orbitrap are the most commonly used mass analyzers. In fact, the trend in 
contemporary biological mass spectrometry is mass analyzer hybridization because 
hybrid configurations possess additional functional capabilities (Calvete, 2014).  
 In order to obtain deeper structural information, an evolved mass spectrometry 
approach called tandem mass spectrometry (MS/MS, MS2) was developed. MS/MS 
spectrometry combines two mass spectrometers in series, capable of multiple rounds of 
MS to carry out fragmentation studies. As occurs in the classical MS approach, the first 
mass analyzer separates ionized molecules according to their m/z. Then, target ion (parent 
or precursor ion) is selected and transferred to the collision chamber, where is fragmented 
in smaller ions, called product ions (Figure 1.13). Finally, product ions are analyzed and, 
as a result, a mass spectrum or fragmentation pattern is created based on precursor and 
product ions.    
Figure 1.13. Sequential steps of MS/MS spectrometry.
Molecules can have same molecular formula or similar m/z, even having different 
chemical properties. Therefore, breaking them into fragments offers essential structural 
information. The fragmentation pattern is unique to a molecule (fingerprint), and 
therefore, can be used as query in mass spectra databases for compound identification. 
However, it is important to note that MS/MS pattern is strongly dependent on ionization 
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method, mass analyzer and instrumental settings, making identification a non-trivial 
process (Gemperline et al., 2016).
1.5.2.4. MALDI-TOF/MS 
One of the most applied MS platforms is MALDI-TOF/MS (figure 1.14). This 
technique is characterized by its high sensitivity (detection of abundances at 
subfemtomole) and its automation and ease of operation. In order to perform a MALDI 
ionization, samples should be mixed with a matrix solution and spotted on a solid surface. 
Then, matrix is excited by a laser beam and this energy is later transferred to the sample. 
This phenomena takes places because the matrix is composed by small organic molecules 
(usually sinapinic acid or 2,5-dihydroxy benzoic acid) with chromophores capable of 
absorb laser energy and transfer it to biomolecules, which are ionized and evaporated into 
gas phase. In this gaseous state, ions are ready to travel to the detector and determine their 
mass (Chang et al., 2007). 
Among mass analyzers available, the TOF analyzer is popular for its high 
resolution, mass accuracy and fast spectral acquisition, that makes its a great choice for 
profiling hundreds of molecules. In this system, ionized molecules are launched to the 
detector through a ‘tube’. The mass of molecules is calculated based on time transcurred 
between the realease of ions and their arrival to detector. Basically, ions with higher m/z 
travell slower through the tube and ions with smaller m/z arrive before to the detector 
(Guilhaus et al., 2000). 
Figure 1.14. General workflow of MALDI-TOF from sample preparation to ion detection. Extracted from 
(Cho et al., 2015).
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1.5.2.5. Protein quantification  
There are few cases that a proteins are either present or absent in a sample, 
normally they vary in abundance in reaction to different situations. Thus, the availability 
of sensitive and accurate methods by using an unbiased approach is crucial to measure 
these abundancy fluctuations in a proper manner. In the beginning, quantification 
methods were developed for 2-DGE approaches. However, as mentioned in section 
1.5.2.1, this strategy presents many limitations, including low reproducibility and 
masking effects over low abundance proteins (Issaq and Veenstra, 2008). Subsequently, 
shotgun proteomics methods involving isotope labeling arose to overcome some of the 
drawbacks of gel-based quantification approaches. Among them, SILAC (stable isotope 
labeling by amino acids in cell culture) and ICAT® (isotope coded affinity tags) are the 
more common methods. SILAC is based in the incorporation of a 'light' and a 'heavy' 
form of a particular amino acid in two different cultures. Proteins with the 'heavy' form of 
the amino acid result in a mass shift of the corresponding peptides, and therefore, will be 
differentially detected by mass spectrometry (Ong et al., 2002). ICAT® strategy is based 
on cysteine specific protein-based labeling, although the conceptual bases are analogue to 
SILAC (Gygi et al., 1999). 
 Isotope labeling approaches imply an increase of data analysis complexity, since 
both “heavy” and “light” versions of each isotope are present on the obtained MS 
spectrum. To reduce this complexity, isobaric tagging methods were later developed. One 
of the most famous method is isobaric tags for relative and absolute quantification 
iTRAQTM (AB Sciex, Foster City, CA, USA), which use tags designed to react with all 
primary amines of peptides. The isobaric nature of these tags implies that same peptide 
from each of samples appears as a single peak in the MS spectrum. 
1.5.2.6. iTRAQTM, isobaric tags for relative and absolute quantification 
As it has been introduced formerly, iTRAQTM tags are isobaric labels that react with 
primary amines of peptides, including the N-terminus and ε-amino group of the lysine 
side-chain. These tags are composed by 3 different parts (Figure 1.15), a unique charged 
reporter group, a peptide reactive group, and a neutral balance group to maintain an 
overall of 305 Da in the 8-plex version (8 different tags). This makes possible to identify 
and quantify proteins from 8 samples within the same experiment, removing 
reproducibility and quantification limitations. 
1. Introduction 
 22 
Figure 1.15. Chemical structure for iTRAQ isobaric tags. Balancer and reporter ions together add up to 305 
Da in the case of 8-plex experiments. Based on Aggarwal and Yadav (2016). 
To maintain a constant weight of 305 Da, balancer group mass range from 184 to 
192, whereas reporter ions mass range runs from 113 to 121. The specific design of 
reporter ions is illustrated on Figure 1.16. It can be noted that reporter ions skip from 119 
to 121, since the phenylalanine immonium ion appears at m/z 120.  
Figure 1.16. Design and he isotope coding in the iTRAQ 8-plex reporter groups (Pierce et al., 2008).
A general proteomics study using iTRAQ labeling starts with an MS/MS 
fragmentation. During MS/MS, the balancer group is lost as a neutral loss and the reporter 
ion is released, producing distinct ions at m/z 113, 115, 116, 117, 118, 119 and 121 
(Aggarwal and Yadav, 2016). The relative intensities of the reporter ions are directly 
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proportional to the relative abundances of each peptide in the samples that are being 
compared. 
1.5.3. Metabolomics 
Similarly to transcriptomics and proteomics concepts, metabolomics can generally be 
defined as the study of global metabolites (small chemical compounds, under 1000 Da) 
present in a system organism under a given set of conditions. The term metabolite 
includes compounds belonging to primary metabolism, which are molecules essential to 
plant’s growth and development, and secondary metabolism, which are diverse chemicals 
with different roles in the plant, such as defense against biotic stresses or communication. 
This ‘omic’ approach implies an advantage in comparison with other ‘omics’ due to 
metabolites are the final downstream product of gene expression and therefore, offers the 
most realistic view of gene function. Nevertheless, the fact that metabolites have a high 
chemical diversity (Kell and Oliver, 2016) and due to their production cannot be deduced 
simply from genetic data, makes metabolomics field more complex than the others. In 
order to obtain high quality metabolomics data, it is essential the availability of 
techniques with high sensitivity and selectivity and capable of detect the entire 
metabolome of a given biological sample, relatively quickly and with low cost. 
Unfortunately, none of the current analytical methods have all these traits, but nuclear 
magnetic resonance (NMR) spectroscopy and MS coupled with a separation method, 
mainly liquid or gas chromatography, are the most applied approaches. 
1.5.3.1. Nuclear Magnetic Resonance (NMR) 
NMR spectroscopy is an analytical method that exploits the magnetic properties of 
certain nuclei in order to determine the molecular structure of chemical compounds. 
Particularly, NMR technique is only applicable to those nuclei that possess spin, such as 
H1 and C13, known as active nuclei. Briefly, when these active nuclei are subjected to an 
external magnetic field, these nuclei absorb energy in determined radio frequencies and 
promote to a higher energy level in order to orient themselves with respect to that external 
field. The absorption energy is characteristic of the type of nucleus, and its frequency 
depends on chemical environment of the nucleus. Subsequently, spins return to their base 
level, emitting the surplus energy at determined wavelength; this phenomenon is called as 
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Resonance. Finally, this energy of resonance is detected by the NMR device and 
‘translated’ to structural information (McMurry, 2012).
In comparison with other techniques, the main advantages of NMR are the high 
reproducibility and the nondestructive feature. In addition, this method does not require 
an extra step of sample preparation, which simplifies analysis. However, in spite of the 
sensitivity of NMR spectroscopy has increased enormously, this remains the main 
drawback of this technique. For its parts, MS-based technologies offer a great 
combination of sensitivity and selectivity, which allows the analysis of secondary 
metabolites where the detection level is of pmol to fmole.  
1.5.3.2. MS for metabolomics 
Due to the high chemical diversity of metabolites, several combinations of ionization 
sources and mass analyzers, including hybrid configurations, are required to address such 
complexity. This methodology diversity encompasses not only MS analysis, but also 
separation methods. In fact, LC-MS, gas-chromatography (GC)-MS and capillary 
electrophoresis (CE)-MS are widely used for metabolomics analysis.  
Choosing a MS device should be based upon the application, coast and 
performance desired. Mass analyzers present different instrument-specific characteristics, 
which have a strong influence on results accuracy (Table 1.3). Table 1.4 shows some of 
these features of the most used mass analyzers in metabolomics. 




The difference between the true m/z and the measured m/z divided by the true 
m/z. Quoted in terms of parts per million, ppm: [(m/z (measured) − 
m/z(theor))/m/z(true)] × 106).
Mass range The range of m/z over which the mass analyzer can operate to record a mass spectrum.
Resolution The m/z of ion divided by the peak width (mostly measured at full-width half-maximum, FWHM).
Resolving power The ability to distinguish two ions with a small difference in m/z.
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Table 1.4. Characteristics of most utilized mass analyzers in metabolomics.  
Analyzer Resolution Mass accuracy
Q Unit-mass ± 0.1
Ion-trap Unit-mass ± 0.1
TOF ≤70000 < 3 ppm
Orbitrap ≤140000 < 1 ppm
FT-ICR ≤400000 < 1 ppm
Interestingly, from the accurate m/z of an ion we can calculate the elemental 
composition of such ion (molecular formula). The number of hits obtained from 
calculation obviously depends on the m/z value (Kind and Fiehn, 2006). A clarifying 
example is showed in Figure 1.17. However, current MS technology is not capable to 
offers the accuracy necessary to reduce the number of candidates to one and other 
strategies are required. In this regard, isotopic pattern measurement should be taking in 
account. 
Figure 1.17. Influence of m/z accuracy during elemental composition calculation.  
One molecule is represented by several peaks in the MS spectrum, which mostly 
correspond to its isotopic pattern. For example, in the nature, 1 out of every 1000 
hydrogen molecules corresponds to a 2H isotope. Thus, we will expect that there will be 
five 2H hydrogen isotopes in 1000 molecules of C4H5NO4. This means that in MS 
spectrum it will appear two peaks, m/z =132.0291 (M), and m/z =133.0291 (M+1) with 
less intensity and proportional to isotope abundancy (Figure 1.18). Taking in account the 
isotope abundancy of all the other elements, isotopic pattern can reveal, for example, the 
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presence (or absence) of Cl, Br, and S from the M+2 ion, or the maximum number of 
carbon atoms in the molecule.    
Figure 1.18. Isotopic pattern of ion m/z = 132.0291 (M). M+1 correspond to same molecule but with one 
2H.
In conclusion, accurate m/z, isotopic pattern and MS/MS fragmentation are 
essential information during metabolite identification. However, the metabolite 
identification in the absence of reference spectral information remains difficult, but it is 
expected that these difficulties could be solved in the future, as the number of identified 
compounds are increasing. 
1.6. ‘Omic’ technologies to study Brassica spp.-pathogen interaction 
In the recent years, Brassica crops have been the object of study of researchers due to 
their economic importance. Among their objectives, the understanding of plant host 
responses to pathogen and resistance mechanisms are in the cutting edge. In this regard, 
the rapid advances in ‘omics’ approaches provided a great opportunity to generate new 
information either at the transcriptomics, proteomics or metabolomics levels. 
Whereas ‘omics’ responses to bacterial or virus pathogens has been extensively 
studied in A. thaliana, ‘omics’ analysis carried out on Brassica spp. are mainly focused 
on fungal diseases. Most of transcriptomics and proteomics studies were focused on 
revealing the defense mechanisms triggered against white mold, clubroot and blackleg, 
three of the most important fungal diseases on Brassica crops (Liu et al., 2005; Yang et 
al., 2007; Marra et al., 2010; Lowe et al., 2014; Verma et al., 2014; Kim et al., 2015). 
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These mechanisms include induction of phytohormone-responsive genes and cell wall 
structure genes, energy metabolism regulation or glucosinolate and phenylpropanoid 
biosynthesis. Regarding metabolomics, much work remains to be done since little is 
known about the influence of different diseases on the metabolome of Brassica spp. 
(Witzel et al., 2015; Francisco et al., 2016).  
Therefore, and in spite of the economic impact of Xcc and the potential of the 
‘omics’ tools to provide a comprehensive picture of cellular physiology, there are few 
previous ‘omics’ studies focused on the analysis of B. oleracea-Xcc interaction. In this 
work we used three different ‘omics’ approaches, transcriptomics, proteomics and 
metabolomics, in order to identify novel genes, proteins and metabolic pathways with an 
important role during Xcc pathogenesis.  
It is clear that important insights can be found in each individual ‘omic’ analysis, 
but not less important is to understand the interactions between them. For this reason, we 
carried out a multi-omics integration approach in order to create a meaningful and 
combined visualization of all these complex data. 
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Chapter 2 
2.1. General objective 
The main objective of this work is to analyze the molecular changes produced at different 
‘omic’ levels (transcriptomics, proteomics and metabolomics) on Brassica oleracea
plants after a Xanthomonas campestris pv. campestris infection. 
2.2. Specific objectives  
 Analysis of gene expression patterns of B. oleracea plants at different post-
infection times.   
 Determination of proteome changes produced in B. oleracea plants at different 
post-infection times. 
 Analysis of induction/repression pattern of the metabolites produced in B. 
oleracea during the infection progression. 
 Integration of multi-omics data in order to determine the multi-dimensional 
interaction network activated during the pathogenesis.  
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Chapter 3 
Transcriptomics response to black rot disease 
Abstract  
The plant immune system is divided into two branches, one based on recognition of 
pathogen molecular patterns (PAMP-triggered immunity) and other that relies on 
pathogenic effectors detection (effector-triggered immunity). Despite each one involves 
different complex mechanisms, both of them lead to transcription reprograming, and thus, 
changes on plant metabolism. In order to study defense mechanisms involved in the 
Brassica oleracea- Xanthomonas campestris pv. campestris interaction, we analyzed the 
plant transcriptome dynamics at 3 and 12 days after inoculation by using Massive 
Analysis of 3′-cDNA Ends. We identified more induced than repressed transcripts at both 
times analyzed, albeit the response was greater at 12 dpi. Also, changes on the expression 
of genes related with early infection stages were only detected at 12 dpi, suggesting that 
timing of defense triggering is crucial to plant survival. Finally, qPCR analyzes in 
susceptible and resistant plants allowed us highlight the potential role of the calcium-
signaling proteins, especially CBP60g and SARD1, in the resistance against Xcc.   
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3.1. Background 
Plant leaves are relatively isolated from the environment by physical barriers (i.e. 
cuticle) that prevent desiccation and the penetration of phyto-pathogens. However, leaf 
metabolism requires gas and water interchanges with the environment that takes place 
trough pores that interrupts this barrier surface. These pores (stomata or hydathodes on 
the leaf margin), together with wounds in the leaf tissue, are the entry point of pathogenic 
bacteria to the intercellular space where they can proliferate. Unlike metazoans, plants 
lack of mobile defender cells and an adaptive innate immune systems, so the plant 
immune system relies on the capacity of individual cells of sensing and responds to the 
pathogen by reprograming the cell metabolism to induce the expression of defensive 
genes (Agrawal, 1998). Jones and Dangl (2006) model the plant cell immune system in a 
zigzag response organized at two different levels. The early basal response or PTI 
(PAMP-triggered immunity) is triggered upon recognition of pathogen molecular patterns 
(PAMPs) in the cell surface and can prevent pathogen colonization of the cell (Tsuda and 
Katagiri, 2010). However, compatible pathogens can overcome this first barrier of the 
immune system, triggering a second level of defense called ETI (effector-triggered 
immunity), mediated by NB-LRR proteins, which occurs mainly intracellularly (Jones 
and Dangl, 2006; Cui et al., 2015). The burst of these mechanisms of defense has been 
also associated with the activation of HR (hypersensitive response) and SAR (Systemic 
Acquired Resistance) (Henry et al., 2013).  
Several studies reveal a high percentage of overlapping networks to PTI and ETI 
phases (Tao et al., 2003; Navarro et al., 2004) to the extent that most authors consider the 
PTI a weak variant of ETI (Thomma et al., 2011). However, Pombo et al. (2014) reported 
that as little as 14% of the transcriptomic changes of tomato plants that respond to the 
attack of Pseudomonas syringae are common between PTI and ETI responses. This 
apparent contradiction could be explained due to the use of different plant-pathogen 
systems. Tsuda and Katagiri (2010) reviewed the plant mechanisms in the response to 
different bacterial PAMPs and effectors concluding that different PAMPs trigger the PTI 
response through common signaling pathways whereas the cellular response to different 
pathogen effectors diverge among microbial types. 
The immune response burst is driven by an extensive transcriptional 
reorganization. Early response to pathogen recognition involves an increase of cytosolic 
secondary messengers to amplify the immune response through the activation of 
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transcription factors. Increase of intercellular Ca+2 levels along with ROS production play 
a pivotal role in this response. Many Ca+2 sensors have been described in land plants that 
perceive changes in cytosolic Ca+2 levels and transduce it into a downstream signaling 
response (Day et al., 2002). Intracellular Ca+2 sensors are represented by three families, 
i.e., calmodulin (CaM) and calmodulin-like proteins (CMLs), Ca+2 dependent protein 
kinases (CPKs) and Ca+2 and calmodulin dependent protein kinases (CCaMK) (Ranty et 
al., 2016). These three families can be grouped into two types, sensor relays (CaM and 
CMLs) and sensor responders (CPKs and CCaMK). Sensor relays function through 
bimolecular interactions, whereas sensor responders function through intramolecular 
interactions (Sanders et al., 2002). However, how plant sensors modulate the plant 
response to different stimulus remains elusive. The specificity of the Ca+2-mediated 
response can be reach at several levels (for review see McAinsh and Pittman (2009), 
which includes space and temporal transcriptional regulation of genes involved in the 
Ca+2 downstream signaling network. 
Xanthomonas campestris pv. campestris (Pammel) Dowson (Xcc) is a vascular 
phyto-pathogen that causes black rot in cruciferous species. Among the 9 races of Xcc, 
the races 1 and 4 are considered the most virulent and widespread. Typical black rot 
symptoms consist on the formation of V-shaped chlorotic yellow lesions with vertices 
towards the middle vein (Vicente and Holub, 2013). After penetration, bacteria spread 
through the xylem vessel until they penetrate to leaf epidermal cells. A real-time imaging 
experiment showed that epidermal cells colonization in Arabidopsis takes place 9 days 
post-inoculation (Akimoto-Tomiyama et al., 2014).  
With the aim of decipher the molecular mechanisms involved in the response to 
bacterial pathogenesis, we investigated the transcriptome dynamics of Brassica oleracea
plants in response to Xcc race 1 infection at 3 and 12 days after inoculation. 
3.2. Experimental 
3.2.1. Plant material  
The doubled haploid broccoli line “Early Big” (B. oleracea var. italica) was used for 
transcriptomic analysis. The Badger Inbred-16 line was subsequently used for further 
investigations. This line presents an incompletely black rot-resistance, which is controlled 
by a quantitative trait loci (QTL) (Parkin et al., 2002). Plants were sown in plastic pots 
containing Sphagnum peat (GRAMOFLOR GmbH & Co, Germany) in a greenhouse with 
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a minimum temperature of 20 ºC during the day and 15 °C during the night, venting at 25
°C and 60% of humidity. 
3.2.2. Inoculation with Xanthomonas campestris pv. campestris
Xcc race 1 strain HRI3811 was provided by Warwick HRI (Wellesbourne, UK). Bacterial 
cultures were grown in screening media 523 (Sigma-Aldrich, St. Louis, MO, United 
States) at 30 °C in a rotary incubator at 100 rpm for 48 h. Bacterial culture was diluted in 
sterile water to reach a final absorbance of 0.5 which corresponds to a concentration of 5 
× 108 cfu/ml. Turbidity of the suspension was measured with a spectrophotometer 
Beckman Coulter DU 62 at a wavelength of 600 nm. Plants at six leaf stage were 
inoculated in the third leaf following the method described by Taylor (2002). Control 
plants were mock-inoculated following the same procedure. Three biological replicates of 
control and inoculated leaves were collected at 3 and 12 days post-inoculation (dpi) in 
liquid nitrogen and conserved at -80 ºC until processing.
3.2.3. RNA isolation, library preparation and sequencing
Individual sample tissues were grounded in liquid nitrogen and total RNA from three 
biological replicates of each time and treatment were extracted using the SpectrumTM
Plant Total RNA kit (Sigma-Aldrich, MO, USA). To remove any traces of genomic 
DNA, the RNA was treated with DNase by following the manufacturer instructions. 
Massive Analysis of 3′-cDNA Ends (MACE) was performed from each sample (GenXPro 
GmbH, Frankfurt am Main, Germany) as described by Zawada et al. (2014). Briefly, 
Poly-adenylated mRNA was isolated from 1 μg of total RNA and cDNA was produced by 
first and second strand synthesis using the SuperScript® III First-Strand Synthesis System 
(Invitrogen, CA, United States ) with modified barcoded poly-T adapters that are 
biotinylated at the 5'-end. After cDNA random-fragmentation, the 3'-ends were captured 
by streptavidin beads and the 5’-ends of ≈ 67 bp long fragments from the 12 barcode 
samples were sequenced (single-read) using an Illumina Hiseq 2000 version 4 chemistry 
(Illumina, Inc., San Diego, CA, USA), with 1 × 125 bps (6 bps are used for a barcode). In 
order to eliminate PCR-based copies from the generated dataset, the GenXPro’s 
“TrueQuant” method was applied. This method identifies and eliminates copies with an 
identical barcode-sequence combination (Yakovlev et al., 2014). 
   3. Transcriptomics    
45 
3.2.4. Transcript annotation and functional analysis
Putative functions were assigned to the resulting transcripts by mapping their in-silico 
translated protein sequences to the UniProtKB/Swiss-Prot, UniProtKB and Ref-Seq 
protein databases using the BlastX algorithm available at NCBI 
(http://www.ncbi.nlm.nih.gov) in hierarchical manner. An e-value of 10−5 was used as a 
threshold for considering them as homologs. Transcripts without homology to these 
sequences were subsequently annotated to the non-redundant nucleotide NCBI database 
(nr) by BLASTN using an e-value of 0.001 as a threshold.  
 Transcripts with a false discovery rate (FDR) < 0.05 and -1 < log2 fold change 
(FC) > 1 were considered to be differentially expressed between control and inoculated 
samples. The functional classification of the differentially expressed genes was performed 
with MapMan 3.6.0RC1 software by using Arabidopsis thaliana homolog genes as input. 
This tool allows the data to be organized according Gene Ontologies (GO) and displayed 
by the user in the context of pre-existing biological knowledge (Blasing et al., 2004). 
Furthermore, the web-tool STRING (v. 10.5) was used in order to study the 
interconnections between the selected genes. This resource, in addition to well-supported 
protein–protein interactions experimentally observed, includes indirect and predicted 
interactions (Szklarczyk et al., 2017). 
3.2.5. Quantitative reverse transcription-PCR (RT-qPCR) validation
To verify the results obtained from MACE and study their role in the defense against Xcc, 
8 of the differentially expressed genes, SARD1 (Systemic acquired resistance deficient 
1), CBP60g (Calmodulin-binding protein 60g), CML30 (Calmodulin-like 30), CML37, 
CML40, CML43, CML45 and CML47 were selected for quantitative reverse 
transcription-PCR (RT-qPCR) analysis. For that, leaves from three biological replicates 
of B. oleracea lines “Early Big” and Badger Inbred-16 were gathered at different 
infection points (1, 2, 3, and 12 dpi). The procedure for RNA extraction was the same 
followed in MACE analysis. One μg of total RNA was reverse transcribed using the 
GoScript™ reverse transcription system and oligo (dT20) (Promega). RT–qPCR was 
performed in a 20 μl reaction with the Fast Start Universe SYBR Green Master (ROX) 
mix (Roche, IN, USA). The glyceraldehyde-3-phosphate- dehydrogenase (GADPH) 
transcript was used as housekeeping gene. RT-qPCRs were carried out on a 7500 Real 
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Time PCR System (Applied Biosystem, Forster City, CA, USA) and primer efficiency 
was calculated using the LingRegPCR software (Ramakers et al., 2003). Three technical 
replicates were performed for each gene. All the primer pairs used are listed in the Table 
3.1. 







CLM43 GACGAGTCCTTTTTCGCAGG  CAACTCCACGGCGGAGATAA
CLM45 GTCCAGAGCTCCGTCAAACA CGTTTCTGAAGTCCCTCGCT
CML47 TCGTCCCAGCTCAGGTAGAA CCTTACCCATCACCTCGCTC
3.3. Results and discussion 
3.3.1. Global changes on B. oleracea transcriptome after Xcc infection 
In order to investigate the long-term transcriptional response of B. oleracea plants 
challenged by Xcc, we used MACE technology, a high-resolution and cost efficient 
RNA-seq variant. An average of 217132 tag sequences were read from each sample and 
77637 out of them were unambiguously annotated to the databases. We identified a 
higher number of induced than repressed transcripts at 3 and 12 dpi, albeit the response 
was greater at 12 dpi. Specifically, 77 and 809 genes were up-regulated at 3 and 12 dpi, 
respectively, whereas 11 and 169 were down-regulated. Among the transcripts 
differentially expressed between conditions, 27 were co-regulated in both harvest times. 
These common genes are involved in the primary defense metabolism, including genes 
involved in jasmonic acid (JA) and salicylic acid (SA) metabolism, pathogenesis-related 
(PR)-proteins production and secondary metabolism activation (such as glucosinolates 
and flavonoids), among others. As expected, these genes respond at 3 dpi, but also remain 
at remarkable levels after 12 dpi. 
Plant immunity system is composed by different phases in which several factors 
collaborate together with the aim of curbing the pathogen progression. This system is 
conventionally divided into two interconnected branches; an earlier step called the 
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microbe-associated molecular patterns (PAMP)-triggered immunity (PTI), and the 
effector-triggered immunity (ETI), a later and amplified response that results in 
hypersensitive cell death response (HR) at the infection site (Jones and Dangl, 2006). 
Bearing this in mind, we analyzed the factors involved in these two defense branches at 
two infection points, 3 dpi and 12 dpi, in order to characterize the plant response during a 
well-stablished compatible pathogenic interaction. 
3.3.2. Altered pathways at the first point of the bacterial infection (3 dpi) 
Based on GO classification, several genes differentially expressed between conditions 
were annotated as involved in biotic stress responses at 3 dpi (Figure 3.1).  
Figure 3.1. Distribution of the differentially expressed transcripts at 3 dpi and involved on biotic stress 
processes by using Mapman (Blasing et al., 2004) software. Green square: downregulated genes; red 
square: upregulated genes.
As expected, genes encoding PR-proteins were activated after Xcc attack. The 
accumulation of these inducible defense proteins has been demonstrated upon both biotic 
and abiotic stress (Sels et al., 2008). Among the 8 PR-protein genes induced, 6 of them 
belong to proteinase inhibitors class (PIs, PR-6) and the other two are plant defensins 
(PR-12). The PR-6 proteins are involved in the reduction of the pathogen ability to 
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complete its replication cycle, whereas the role of PR-12 remains unclear (Agarwal, 
2014).  
In addition to the PR-proteins, biotic elicitors cause a vast array of molecular 
reactions, including the accumulation of plant defensive secondary metabolites. In this 
case, different genes implicated in GSLs production/degradation were up-regulated. Some 
of them are involved in the GSL core structure biosynthesis, such as CYP79B3 and 
CYP79B2, which encode the responsible enzymes of the step from L-tryptophan to 
indole-3-acetaldehyde oxime during the synthesis of glucobrassicin (GBS) and its 
derivatives. Furthermore, one gene encoding a myrosinase-associated protein was 
overexpressed, suggesting that GSL-hydrolysis system was activated. Different authors 
have studied the role of GSLs or their autolytic breakdown products (Isothiocyanates, 
ITCs) in the defense against Xcc (Aires et al., 2009; Sotelo et al., 2015). These works 
showed that different ITCs and GSLs, such as gluconapin, sinigrin or sinalbin, had an 
antibiotic effect against Xcc. However, a possible GBS biocide effect or its relation in the 
Xcc resistance has not been demonstrated.  
It is well known that a proper regulation of these immune responses is essential to 
maintain a correct energy balance in order to reduce the inherent fitness cost of being 
well-defended; that is precisely the main roles of the phytohormones (Denance et al., 
2013). The function of these molecules in the resistance to pathogens is fully described by 
Robert Seilaniantz et al. (2011). Generally, salicylic acid (SA) pathway is related with 
plant defenses against biotrophic pathogen, whereas ethylene (ET) and jasmonic acid (JA) 
are required to fight against necrotrophic pathogens. However, some authors argue that 
pathogens are not often readily classifiable as purely biotrophic or necrotrophic, and the 
antagonistic or synergistic interactions between SA and JA/ET pathways depend on the 
specific pathogen and its lifestyle (Mur et al., 2006; Adie et al., 2007). Our results showed 
an up-regulation of genes related to the biosynthesis of all these phytohormones, which 
reinforce the hypothesis that Xcc is not a total biotrophic or necrotrophic bacterium. 
In spite of the fact that we detected different defense-related responses at this 
infection point, we did not observe an over-expression of genes typically involved in the 
immune system activation, such as responsible factors for direct or indirect pathogen 
perception, or members implicated in cell-to-cell signaling pathways (Nicaise et al., 
2009). This fact could be explained since the line we used in this analysis is a compatible 
host for Xcc infection. Although susceptible hosts possess basal defense mechanisms, this 
response is delayed in comparison with the response of an incompatible host. Generally, 
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this delay is produced by host’s inability to immediately recognize the invader, and 
therefore, produce the proper response (O'Donnell et al., 2003). Thus, 3 dpi could not be 
enough to observe a complete elicited response in our host-pathogen system. 
3.3.3. Transcriptional reprogramming during a long-term response (12 dpi) 
Around 12 days after Xcc colonization, plants exhibited cell death at the infection site 
followed by spreading chlorosis and secondary necrosis in the surrounding uninfected 
tissue. In addition to the processes triggered at 3 dpi, such as secondary metabolism 
activation, hormone signaling or PR-protein production, a broad range of other complex 
mechanisms were activated at 12 dpi (Figure 3.2).  
Figure 3.2. Distribution of the differentially expressed transcripts at 12 dpi and involved on biotic stress 
processes by using Mapman (Blasing et al., 2004) software. Green square: downregulated genes; red 
square: upregulated genes.
It is commonly accepted that to trigger the basal defense mechanisms, plants need 
to detect the pathogen presence or the damage produced as a consequence of pathogen 
activity. Our results showed that B. oleracea activated the transcription of several kinds 
of receptors at 12 dpi. Among the different receptor-like genes overexpressed, around 40 
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of them belong to the receptor-like kinase (RLK) gene family, one of the largest gene 
families encoded by plant genomes (Kemmerling et al., 2011). Most of the members of 
the RLKs act as pattern recognition receptors (PRRs), involved in the recognition of 
PAMPs in the plasma membrane, essential to trigger PTI (Macho and Zipfel, 2014). We 
found PRRs genes with different kinds of ectodomains; the epidermal growth factor 
(EGF)-like domain, lectin and lysine motifs or leucine-rich repeats (LRRs), each of them 
involved in the recognition of specific PAMPs during pathogen invasion. Thus, and in 
spite of Xcc infection was well-stablished and plants presented high level of damage, 
plants were still triggering mechanisms related with pathogen perception, processes 
generally associated to early stages of basal immunity. 
Besides RLKs induction, other related perception mechanisms were activated at 
this infection point. The intracellular nucleotide-binding/leucine-rich-repeat (TIR-NB-
LRR) proteins are involved in the recognition of pathogen effectors or its activity, and 
therefore, the subsequent ETI activation (Narusaka et al., 2013). Surprisingly, whereas the 
NB-LRR at1g72870 gene was significantly overexpressed, NB-LRR at5g18350 was 
repressed at 12 dpi. Therefore, these results indicate a simultaneous induction of factors 
related with the two branches of plant immunity. Despites the conventional zigzag model 
presents MTI and PTI as two well-differentiated branches of plant immunity, recent 
evidences indicate that they have more in common than previously thought. It appears 
that depending on the specific plant-pathogen interaction, PRRs and effector receptors 
can swap its roles and most of defense mechanisms triggered by plant, such as oxidative 
burst, hormonal changes, HR or transcriptional reprogramming, can be produced by both 
kind of response (Nuernberger et al., 2011).  
 The perception of pathogen invasion produces the activation of multifaceted 
intracellular signaling pathways that initiate the defense responses. It is well-known the 
role of hydrogen peroxide (H2O2) as a second messenger; if the organism is subjected to 
increase levels of H2O2, as occurs during a pathogen attack, this signal must be 
propagated in order to trigger the appropriate responses (Passaia and Margis Pinheiro, 
2015). Our results showed that the transcription of different genes encoding redox estate 
related enzymes was modified by Xcc infection, such as, several thioredoxins transferases 
and peroxidases, as class III peroxidases or ascorbate peroxidases. Among them, both 
ascorbate peroxidases genes detected were repressed. Generally, this oxidative burst is 
accompanied by changes on the intracellular environment, as fluxes of Ca+2 (Davies et al., 
2006) which act as a pleiotropic second messenger that trigger numerous physiological 
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processes. In this work, 17 genes encoding calcium-signaling proteins were 
overexpressed. Most of these proteins are calcium sensors, essential factors for Ca+2
transport (Aldon et al., 2016). Members of the two calcium sensor types (sensor relays 
and sensor responders) were up-regulated during the infection progression.  
 It is well-known that pathogen recognition induces changes on Ca+2
concentrations, triggering calcium signaling and transcriptional reprograming. However, 
the way this essential signaling pathway acts remains unclear due to the cellular location 
and the nature of these calcium signals differ across both host species and pathogenesis, 
which probably reflects mechanistically distinct processes (Zipfel and Oldroyd, 2017). 
In order to further investigate calcium signaling on B. oleracea-Xcc compatible 
interaction, we checked the relationship between the calcium-signaling proteins induced 
at 12 dpi by using the web-tool STRING (v10.5) and setting other known calcium sensors 
in Arabidopsis as query (Figure 3.3). 
Figure 3.3. Protein association network built with all induced calcium-signaling proteins and the known 
calcium sensors in Arabidopsis. Bolded names are the differentially expressed genes detected at 12 dpi. 
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Line thickness indicates the strength of data support, which is based in experimental results and co-
expression analysis. 
The protein association network obtained showed a main functional module that 
forms a tightly connected cluster. Most of the calcium-signaling proteins differentially 
expressed between conditions (11 from 17 genes) are the responsible of the formation of 
this major functional module, suggesting that they are part of a same highly connected 
signaling pathway. To confirm MACE results, quantitative reverse transcription-PCR 
(RT-qPCR) was employed to analyze the expression patterns of 10 of these 17 genes. 
This selection was made encompassing member of all known calcium sensor families, as 
well as other proteins directly related with them.  
As shows Figure 3.4, we obtained consistent results for 7 of them, and despites 
only 3 genes presented significant differences between conditions, all of them showed a 
clear tendency.  
Figure 3.4. Relative expression patterns of different calcium-signaling related genes from “Early Big” at 12 
dpi.
 Calmodulin-like proteins (CMLs), which are solely present in plant kingdom, 
display a strong affinity for calcium ions. When the interaction between a Ca+2 ion and 
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one CML is produced, this protein induces conformational changes that triggers its 
association to downstream target proteins (Aldon et al., 2016). CMLs targets include 
protein kinases, metabolic enzymes, transporters and transcription factors. In spite of the 
role of most of them remains unclear, some CMLs are stress responsive. For example, 
CML37 showed dual roles in biotic and abiotic responses due to acts positively in defense 
against herbivores and negatively in the drought stress tolerance (Ranty et al., 2016). For 
its part, CML42 represents both a negative regulator of insect herbivory-induced defense, 
drought induced ABA levels and a positive regulator of UV stress. Therefore, our results 
suggest that the different CMLs presented here could have an important role during Xcc 
pathogenesis, but, as far as we know, no other authors worked with these particular 
CMLs. 
 Since these proteins appear to act as Ca+2 flow transmitters, most of the studies are 
focused on the identification and characterization of their downstream targets (Zhu et al., 
2015). In this work, the expression of 4 genes classified as calmodulins-binding proteins 
changed at 12 dpi. Among them, CAM-BINDING PROTEIN 60g (CBP60g) and 
SYSTEMIC ACQUIRED RESISTANCE DEFICIENT 1 (SARD1) have to be highlighted 
since they are two master transcription factors (TF) of plant immunity. Interestingly, in 
the light of the qPCR results, the expression pattern of these genes is the opposite. 
Despite CBP60g and SARD1 belongs to the same protein family, it has been proved that 
their regulation is different. Whereas CBP60g role necessarily requires from CML 
binding, SARD1 provides a similar role in a Ca+2-independent manner (Truman et al., 
2013). Therefore, strictly speaking, SARD1 should not be considered as a calmodulin-
binding protein, and indicates that CBP60g and SARD1 functions are carried out in 
parallel (Sun et al., 2015). This fact could explain in part their different expression 
patterns during Xcc infection.   
A study performed by Wang et al. (2009) using A. thaliana cbp60g mutants 
showed that this protein contributes to PAMP-triggered SA accumulation, which produce 
the enhancement of the resistance against Pseudomonas syringae. In addition to SA-
dependent defense pathway activation, both CBP60g and SARD1 activate SA-
independent defense mechanisms through the regulation of WRKY70 expression (Sun et 
al., 2015). In fact, in this work we reported an overexpression of WYRK70 at 12 dpi, 
which is a further proof of the action of these TF.  
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3.3.4. Role of SARD1 and CBP60g on Xcc resistance 
In order to further investigate CBP60g and SARD1 roles in the resistance against Xcc 
pathogenesis, we investigated their expression patterns in two different B. oleracea lines, 
one susceptible (“Early Big”, the one used for MACE) and one resistant line (Badger 
Inbred-16), at 1, 2, 3 and 12 dpi (Figure 3.5). The SARD1 qPCR results showed a clearly 
difference between the two analyzed lines. Whereas the susceptible line showed a unique 
overexpression peak at 12 dpi, the expression level in the resistant line was high and 
constant, even showing a slight decrease at 12 dpi. Therefore, it seems that SARD1 
expression is induced too late in the susceptible line, when the pathogen is already spread 
through the whole plant. In addition, Badger Inbred-16 may not need a sharp increase of 
SARD1 expression, since this line presents a higher basal expression level.  
Figure 3.5. Relative expression pattern of SARD1 and CBP60g in two different B. oleracea lines (“Early 
Big” and Badger Inbred-16, susceptible and resistant to Xcc, respectively) at 4 different dpi. FC is 
calculated as inoculated/control. 
 The comparison of CBP60g expression between lines offered a striking image. As 
can be seen in the Figure 3.5, their expression patterns formed a specular image. Whereas 
CBP60g expression was really low during all dpi analyzed in the susceptible line, Badger 
Inbred-16 maintained a constant and higher level of CBP60g expression. So, it appears 
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that susceptible line is not able to activate CBP60g expression or not in enough amount, 
and therefore, this calcium signaling branch cascade is interrupted.  
In light of all these data, both SARD1 and CBP60g are important during defense 
against Xcc, and even their expression time-course could be decisive for plant survival. 
3.4. Conclusions 
The MACE results provided a whole view on the expression variation of genes 
potentially involved in B. oleracea-Xcc interaction. In general, we identified more 
induced than repressed transcripts at both dpi analyzed, albeit the response was greater at 
12 dpi. Also, and contrary to what might be expected, changes on the expression of genes 
related with early infection stages, such as PAMP-perception or ROS burst and Ca+2 flux 
signaling, were only detected at 12 dpi. All these underscore that susceptibility could be 
related with a delay on defense triggering.  
 In addition, the study focused on members of the calcium-signaling pathway 
suggests, for the first time, the possible implication of CML30, CML37, CML40, 
CML43, CML45 and CML47 in the response against a pathogenesis. Furthermore, the 
comparison between susceptible and resistant lines reveals the essential role of CBP60g 
and SARD1 in the resistance against Xcc.   
3.5. Transcriptomic data 
The transcriptomics data can be found in the Gene Expression Omnibus (GEO) repository 
with the accession number GSE107720. To review data, go to the following link and 
enter to token odyhoswkxhilbep into the box. 
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE107720;  
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Chapter 4 
Proteomics response to black rot disease 
Abstract  
The bacterium Xanthomonas campestris pv. campestris (Xcc) is the causal agent of black 
rot, a devastating soilborne disease in Brassica crops worldwide. Understanding plant’s 
response mechanisms to pathogenesis is fundamental for the development of resistant 
crop varieties and more productive agriculture. In this regard, ‘omic’ approaches are 
heralded as valuable technologies. In this work, combining iTRAQ technology with mass 
spectrometry, the proteomes from leaves of Brassica oleracea plants infected with Xcc 
and control plants at two different post-infection times were compared. Stronger 
proteomic changes were obtained at 12 days post-infection in comparison with 3 days. 
The responses observed involved different cell processes, from primary metabolism, such 
as photosynthesis or photorespiration, to other complex processes such as redox 
homeostasis, hormone signaling or defense mechanisms. Most of the proteins 
downregulated in the earlier response were involved in energetic metabolism, whereas 
later response was characterized by a recovery of primary metabolism. Furthermore, our 
results indicated that proteolysis machinery and ROS homeostasis could be key processes 
during this plant-pathogen interaction. Our results provide new insights into molecular 
mechanisms that may be involved in defense responses of B. oleracea to Xcc. 
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4.1. Background 
During their vital cycle, plants are exposed to several unfavorable growing conditions, 
which often cause significant damages or even the plant death. Among these conditions, 
pathogen attack is one of the most destructive stresses that plants have to cope with.  
Productivity and quality of crops are seriously affected by numerous diseases caused by 
bacteria, which pathovars belonging to the Xanthomonas campestris species occupies an 
outstanding place due to their economically impact (Mansfield et al., 2012). One the most 
notable of these pathovars is Xanthomonas campestris pv. campestris (Pammel) Dowson 
(Xcc), the causal agent of black rot of crucifers that affects all cultivated brassicas. The 
symptoms of black rot include the characteristic V-shaped chlorotic lesions originating 
from the leaf margin and blackening of the veins (Williams et al., 2007). 
Crops from Brassica genus are among the 10 most economically important 
vegetables in the global agriculture and markets. This genus includes a variety of 
important crops belonging to Brassica oleracea species, such as broccoli, cabbage, 
cauliflower, kale and Brussels sprouts. As consequence of Xcc infection, the global 
productivity of these crops has always been below its optimal capacity (Lema et al., 
2012). In spite of different studies have been focused in developing B. oleracea black rot-
resistant cultivars, limited number of sources of resistance has been identified, doing its 
control highly complicated (Vicente et al., 2013). Thus, it is necessary to focus our efforts 
toward elucidation of the molecular responses produced in the plant during the 
pathogenesis, in order to obtain better control measures against Xcc and to develop 
breeding programs focusing on the development of resistant cultivars.  
The molecular responses produced in the plant under any stress include
developmental and physiological alterations, which generate important changes on the 
genome, proteome, and metabolome. Since proteins are key regulators of cellular 
processes, investigations into proteome alterations can provide important information on 
how plants cope with stress (Ghosh et al., 2017). In this regard, ‘omic’ approaches are 
heralded as valuable technologies to monitoring the biological status of an organism and 
are being applied in plant science to identify key biomolecules involved in plant stress 
response. In particular, proteomics and bioinformatics approaches are increasingly being 
applied to address biochemical and physiological effects in response to biotic stresses in 
plants. To gain an in-depth understanding of plant defense systems, it is crucial to identify 
the complex signaling cascades and the multiple biochemical pathways activated by the 
                    4. Proteomics   
65 
pathogen. Proteomic approach allows monitoring differences in abundance of proteins 
present at the time of sampling and allows studying the changes implied in the plant-
pathogen interactions (Ahmad et al., 2016). 
To date, different proteomic studies have been performed in order to analyze the 
Xcc-Brassica interaction (Andrade et al., 2008; Akimoto Tomiyama et al., 2014; Villeth 
et al., 2009). These works allowed us to understand essential processes related with the 
disease development and the identification of several factors responsible of Xcc 
virulence, such as the type III secretion system (White et al., 2009). However, all these 
studies were performed with a main focus on the bacterium, leaving into the background 
the analysis of the host response. In the other hand, those few proteomic studies with 
Brassica as a key actor during the Xcc pathogenesis, as the work performed by Villeth et 
al., (2016), used the classical 2D gel-based approach, which have many limitations, such 
as problems with reproducibility and quantification or low abundance proteins 
obscuration (Fuller et al., 2012) (see section 1.5.2.1). Technologies such as Isobaric Tags 
for Relative and Absolute Quantification (iTRAQ) have been developed to overcome the 
problems derived from gel-based approaches. This labelling method makes possible to 
identify and quantify proteins from up to 8 different samples within the same experiment, 
removing reproducibility and quantification limitations. 
In this study, we carried out a proteomic approach by combining iTRAQ labelling, 
liquid chromatography separation and mass spectrometry approach, in order to investigate 
the protein changes occurring in the complete set of proteins—the “proteome”—of B. 
oleracea plants infected with Xcc race 1 at different time infection points.   
4.2. Experimental 
4.2.1. Plant material  
The doubled haploid broccoli line “Early Big” (B. oleracea var. italica) was used in this 
study. Plants were sown in plastic pots containing peat in a greenhouse. Plants at six leaf 
stage were inoculated with Xcc race 1 strain HRI3811, provided by Warwick HRI 
(Wellesbourne, UK). Bacterial cultures were grown in bacterial screening media 523 
(Sigma-Aldrich, Inc. Madrid, Spain) at 30 °C for 48 h and were diluted in sterile water. 
Turbidity of the suspension was measured with a spectrophotometer Beckman Coulter 
DU 62 at a wavelength of 600 nm and the suspension was diluted to reach an absorbance 
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of 0.5, which corresponds with a concentration of 5 ×108 cfu/ml. The third leaf of each 
plant was inoculated following the method described by Taylor et al., (2002). Control 
plants were mock-inoculated following the same procedure to remove the effect of the 
mechanical damage in the plant-response. Inoculated leaves were collected at 3 and 12 
days post-infection (dpi) from control and infected plants, four biological replicates per 
each condition. These infection points were selected according to symptom appearance; 3 
dpi was taken as symptom starting point and around 12 dpi plants already exhibit cell 
death at the infection site followed by spreading chlorosis and secondary necrosis in the 
surrounding uninfected tissue. 
4.2.2. Protein extraction
For protein extraction, fresh leaves were homogenized with a help of a mortar during 10 
min using 18 ml of extraction buffer (TRIS-HCL 50 mM, EDTA 1 mM and KCl 1 M, pH 
7.5) and 50 mg/g of leaf of PVPP. The resulting solutions were centrifuged at 18000 g for 
40 min and filtered to remove any vegetal debris. 
4.2.3. Processing of samples for iTRAQ labeling 
Protein extracts obtained from 16 different samples (2 treatments, 2 dpi and 4 biological 
replicates) were analyzed independently. Five hundred µl of each sample was 
concentrated to a final volume of 100 µl with Amicon ultrafiltration units (3 kDa MWCO, 
Millipore, Billerica, MA, USA) and then cleaned up by acetone precipitation. Protein 
pellets were dried in air and then resuspended in 25 µl Dissolution Buffer. Equal amounts 
of proteins (25 µg) from each sample were reduced, alkylated, and digested with trypsin. 
Then, Isobaric Tag for Relative and Absolute Quantitation (iTRAQ) labeling was 
performed according to the supplier’s instructions (ABSciex, Foster City, CA, USA). Due 
to 8 different iTRAQ tags were available, comparative analysis of a set 16 samples was 
feasible within only two MS run. The samples were labeled as follows: control 1, 113; 
control 2, 114; control 3, 115; control 4, 116; inoculate 1, 117; inoculate 2, 118; inoculate 
3, 119; and inoculate 4, 121. iTRAQ-labeled peptides from same day of analysis (3 and 
12 days) were mixed and desalted using reversed phase columns (Pierce C18 Spin 
Columns, Thermo Fisher Scientific, Rockford, IL, USA) prior to liquid chromatography 
coupled to mass spectrometry (LC-MS) analysis. 
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4.2.4. LC-MS analysis 
The peptide mixtures were firstly separated by off-line reversed-phase liquid 
chromatography (RP-LC) at basic pH (pH=9) to lower its complexity. The separation was 
performed on a HP 1200 system (Agilent Technologies, Santa Clara, CA, USA) 
employing a C18 reversed-phase column (Zorbax extend C18, 100 3 2.1 mm id, 3.5 mm, 
300Å; Agilent). The flow rate used was 0.2 mL/minute and the mobile phases used were 
95:5 water:acetonitrile 10 mM NH4OH (mobile phase C) and 90:10 acetonitrile:water 10 
mM NH4OH (mobile phase D). The LC gradient was the following: 0% D from 0 to 10 
min; 0-60% D from 10 to 50 min; 60-100% D from 50 to 52 min; 100% D from 52 to 58 
min; 100-0% D from 58-60 min; and 0% D from 60 to 80 min. 
The chromatogram was generated using a UV Detector at 214 nm. Several 
fractions were pooled post-collection (FC203B fraction collector, Gilson, Middleton, WI, 
USA) based on the peak intensity of the UV trace. Each fraction were dried in a vacuum 
concentrator and dissolved in 0.1% trifluoroacetic acid (TFA) and 2% acetonitrile; 5 ml 
of this sample were injected onto a capillary trap column (0.5 × 2 mm, Michrom 
Bioresources, Auburn, CA, USA) at a flow rate of 15 µl/min. Peptides were desalted for 
10 minutes and loaded onto a C18 column (Integrafit C18, ProteopepTM II, 75 mmid, 
10.2 cm, 5 mm, 300Å; New Objective, Woburn, MA, USA) at a constant flow rate of 350 
nl/min to perform the separation. Then peptides were separated using linearly increasing 
concentration of acetonitrile in buffer B and eluates were deposited onto an Opti-TOF LC 
MALDI target plate (1,534-spot format; ABSciex, Framingham, MA, USA) with a speed 
of one spot per 15 seconds using the Sun Collect MALDI Spotter/Micro Collector 
(SunChrom Wissenschaftliche Geräte GmbH, Germany). Before spotting, the LC 
microfractions were mixed with MALDI matrix (3 mg/ml a-cyano-4-hydroxycinnamic 
acid in 70% Acetonitrile and 0.1% TFA containing 10 fmol/μl angiotensin as internal 
standard). Peptide-containing LC spots were analyzed in a 4800 MALDI-TOF/TOF 
instrument (ABSciex) with a 200 Hz repetition rate (Nd:YAG laser). MS full-scan spectra 
were acquired from 800 to 4000 m/z. A total of 1,500 laser shots were accumulated for 
each time-of-flight MS spectrum at a fixed laser intensity of 3000 kV. After the screening 
of all LC-MALDI sample positions in MS positive reflector mode, the fragmentation of 
automatically selected precursors was performed to generate fragment ions that provided 
sequence information for the peptide and reporter ions. Tandem MS mode was operated 
with 1 kV of collision energy with CID gas (air) over a range of 60 to -20 m/z of the 
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precursor mass value. The precursor mass window was 200 ppm (full width at half-
maximum) in relative mode. Automated precursor selection was done using a Job-Wide 
interpretation method (up to 12 precursors/fraction, signal-to-noise lower threshold 80) 
with a laser voltage of 4000 kV and 2000 shots/spectrum at medium CID collision energy 
range. A second Job-Wide precursor selection was done excluding those precursors 
previously fragmented and using a lower signal-to-noise threshold of 50, to identify 
peptides coming from low-abundance proteins. Data from both MS/MS acquisitions were 
used for data processing and subsequent protein identification. 
4.2.5. Protein identification and statistical analysis 
Protein identification and quantification were carried out using ProteinPilotTM software 
v.4.0 (ABSciex). Each MS/MS spectrum was searched in the Uniprot/Swissprot database 
for Arabidopsis thaliana and in the UniProtKB/TrEMBL databases for Viridiplantae and 
Brassica (downloaded in 2014). Search parameters within ProteinPilot were set with 
trypsin cleavage specificity; methyl methanethiosulfate (MMTS) modified cysteine as 
fixed modifications; biological modification ‘‘ID focus’’ settings, and a protein minimum 
confidence score of 95%. Thus, the identity of the protein from the analyzed peptide was 
confirmed, and the ratios of the peak areas of iTRAQ reporter ions were used to compare 
the relative abundance of the protein identified in each sample. Only proteins identified 
with at least 95% confidence, or a Prot Score (protein confidence measure) of at least 1.3 
were reported (Fernández et al., 2011). Data were normalized for loading error by bias 
and the background correction was calculated using the Pro GroupTM algorithm 
(ABSciex). The results obtained from ProteinPilotTM were exported to Microsoft Excel 
for further analyses. 
After MS analysis, p-values for each replicate and identified protein were 
obtained. In order to carry out clear statistical analysis, p-values from different replicates 
and same day were combined using Stouffer’s Z score, an established approach for 
combining information from multiple tests of the same null hypothesis (Pascovici et al., 
2015).We considered statistically significant only those changes with a combined p value 
≤ 0.05 and an average ratio ≥ 1.2 (or ≤0.8). In order to perform the further analyzes, we 
use the A. thaliana genes id. Finally, different tools such as DAVID v. 6.8 (Jiao et al., 
2012) and MapMan v. 3.6.0RC1 (Blasing et al., 2004) were used to perform Gene 
Ontology (GO) categories enrichment, pathway and protein-protein interaction analyzes.
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4.3. Results and discussion 
4.3.1. Global changes on the B. oleracea proteome infected by Xcc 
In order to analyze B. oleracea proteomic response against infection, proteomes from 
control and infected plants were compared combining iTRAQ technology and MS (Figure 
4.1). To obtain proteomic information along the infection, we performed these analyzes at 
3 and 12 dpi. After MS analysis, around 350 proteins/ database were found by testing 
results against the specified databases. It is worth mentioning that we tried to identify 
pathogen proteins among the proteomic results by using several bacterial databases, but 
no proteins with bacterial origin were found in this study.
Figure 4.1. Schematic workflow followed in this work. Numbers refer to different iTRAQ tags. This 
schema was followed with 16 samples in two different MALDI-TOF/TOF analyses. 
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Among detected proteins, 26 and 58 proteins from 3 and 12 dpi plants, 
respectively, were found differentially expressed between control and inoculated plants. 
Specifically, 14 proteins were increased and 12 proteins decreased in inoculated plants vs. 
control at 3 dpi (Table 4.1), whereas 35 proteins were increased and 23 decreased in 
inoculated plants vs. control at 12 dpi (Table 4.2).    
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Table 4. 1. Proteins differentially induced at 3 dpi. FC(I/C): the protein abundance ratio (inoculated/control); % cov: percentage of matching 
amino acids from identified peptides divided by the total number of amino acids in the sequence. (*) shared proteins between dpi. 









GO response to bacterium
58* kunitz family trypsin and protease inhibitor protein WSCP1R Q8H0F0 AT1G72290 0.000 2.05 38.2
107 kunitz trypsin inhibitor 1 KTI1 Q39369 AT1G73260 0.008 1.28 38.8
GO cellular protein modification process
70 ubiquitin 7 RUB1/UBQ7 V5M3G8 AT2G35635 0.032 1.26 64.7
62 related to ubiquitin 1 RUB2 P0C031 AT1G31340 0.032 1.26 64.8
GOs related with primary metabolism
1 ribulose bisphosphate carboxylase large chain, chloroplastic rbcL A0A023VST5 ATCG00490 0.014 0.79 89.3
3 ribulose bisphosphate carboxylase (small chain) family protein RBCS1B D6RRB9 AT5G38430 0.002 0.72 77.4
2* rubisco activase RCA P10896 AT2G39730 0.000 0.69 62.7
38 alanine:glyoxylate aminotransferase AGT1/ SGAT Q56YA5 AT2G13360 0.007 0.48 38.9
53* hydroxypyruvate reductase HPR1 Q9C9W5 AT1G68010 0.012 0.34 34.7
11* glyceraldehyde-3-phosphate dehydrogenase C subunit 1 GAPC1 P25858 AT3G04120 0.000 0.75 61.8
135 aldolase-type TIM barrel family protein GOX2 M4EEX7 AT3G14415 0.007 0.75 34.3
18 ATP synthase subunit alpha, chloroplastic atpA P56757 ATCG00120 0.000 0.68 38.5
175 ATPase, V1 complex, subunit B protein VAB2 Q9SZN1 AT4G38510 0.000 0.36 19.6
23 photosystem II subunit O-2 PSBO2 Q9S841 AT3G50820 0.007 1.68 47.4
99 glycine decarboxylase complex H GDCH M4E3B9 AT2G35370 0.044 1.24 47
response to stimulus
3 glyceraldehyde-3-phosphate dehydrogenase B subunit GAPB P25857 AT1G42970 0.008 0.67 67.8
4 phosphoglycerate kinase 1 PGK1 Q9LD57 AT3G12780 0.001 0.68 68.6
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unclassified
75 ribosomal protein L12-A RPL12-A M4E948 AT3G27830 1.5E-06 1.22 40.8
88 ribosomal protein L3 family protein BRA000285 M4C7V7 AT2G43030 0.001 1.23 39.9
unclassified
● glucosinolates degradation/ myrosinase
82* GDSL-like Lipase/Acylhydrolase superfamily protein N/A Q39308 AT1G54020 0.004 1.31 29
● redox state
46* high cyclic electron flow 1 FBP/ HCEF1 P25851 AT3G54050 0.011 0.75 29.7
96 thioredoxin M-type 4 TRX-M4 M4EEN8 AT3G15360 0.013 1.31 43.8
● auxins signalling
245 Coproporphyrinogen III oxidase CPX1/ LIN2 Q9LR75 AT1G03475 0.002 15.62 13
32 chaperonin 20 CPN20 O65282 AT5G20720 0.016 1.82 79.8
● others
58 ribosome recycling factor, chloroplast precursor RRF Q9M1X0 AT3G63190 0.003 1.45 54.9
194 winged-helix DNA-binding transcription factor family protein BRA018301 M4DP61 AT2G30620 0.034 1.27 52.5
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Table 4.2. Proteins differentially induced 12 dpi. FC(I/C): the protein abundance ratio (inoculated/control); % coverage: percentage of 
matching amino acids from identified peptides divided by the total number of amino acids in the sequence. (*) shared proteins between dpi. 







5 Transketolase TKL-1 Q8RWV0 AT3G60750 0.001 2.12 54.3
11* hydroxypyruvate reductase HPR1 M4CJ91 AT1G68010 0.004 1.68 65.5
1 fructose-bisphosphate aldolase 2 FBA2 Q944G9 AT4G38970 0.015 1.66 62.3
20 carbonic anhydrase 1 CA1 M4FDE2 AT3G01500 0.000 1.36 63.5
444 MA3 domain-containing protein - V4KTB4 AT1G22730 0.007 1.27 18
206 phosphoglycerate/bisphosphoglycerate mutase PGM F2E7L1 AT1G78050 0.005 1.26 21.1
411 photosystem II family protein PSB27 R0GS55 AT1G03600 0.042 1.26 16.8
418* glyceraldehyde-3-phosphate dehydrogenase C subunit 1 GAPC1 D0R8V8 AT3G04120 0.009 1.21 36
21 ATP synthase subunit beta atpB P19366 ATCG00480 0.000 1.18 53.8
56 protein containing PDZ domain, a K-box domain, and a TPR region ZKT M4D610 AT1G55480 0.017 0.72 46.3
32 sedoheptulose-bisphosphatase SBPASE P46283 AT3G55800 0.000 0.71 52.2
33 chaperonin 60 beta CPN60B M4EPY7 AT1G55490 0.000 0.55 40.6
2 photosystem II subunit P-1 PSBP1 Q42029 AT1G06680 0.000 0.48 55.5
18* rubisco activase RCA X2C5E1 AT2G39730 0.000 0.23 52.8
19 photosystem II subunit Q-2 PSBQ2 M4EL96 AT4G05180 0.000 0.15 75.2
Biotic stress processes
● signaling
66 plasma-membrane associated cation-binding protein 1 PCAP1 X4Z1A4 AT4G20260 0.003 1.54 70.1
89 general regulatory factor 2 GRF2 Q01525 AT1G78300 0.012 1.67 54.1
                    4. Proteomics
Biotic stress processes
● defense genes
37* kunitz family trypsin and protease inhibitor protein WSCP1 Q7GDB3 AT1G72290 0.000 0.54 67.4
85 pathogenesis-related protein 1 Ypr1/ PR1 Q96344 AT2G09750 0.012 2.29 45.1
● redox state
30* high cyclic electron flow 1 FBP/ HCEF1 Q9ZP29 AT3G54050 0.033 0.74 53.2
146 thioredoxin superfamily protein - A0A067KWB6 AT3G11630 0.017 1.27 49.3
26 thioredoxin superfamily protein PRXQ M4F5K9 AT3G26060 0.000 0.77 70.8
369 thioredoxin F-type 1 TRXF1 M4DY21 AT3G02730 0.021 0.80 25.8
314 pentapeptide repeat-containing protein BRA026982 M4EDX2 AT1G12250 0.037 0.76 19.7
298 cell wall integrity/stress response component BRA031804 M4ESM4 AT5G66090 0.020 0.79 21.6
31 Fe superoxide dismutase 1 FSD1 U3N2Z5 AT4G25100 0.000 0.64 54.3
● proteolysis
112 LTP2, PR-14 like protein LTP2 Q42589 AT2G38530 0.024 0.50 37.3
169 LTP3, PR-14 like protein LTP3 Q9ZSL7 AT5G59320 0.001 0.24 45.5
194 hypothetical protein N/A M4D722 AT1G21500 0.001 0.71 47.1
388 ubiquitin-conjugating enzyme 36 UBC36 R7W7E7 AT1G16890 0.006 1.26 10.4
238 ferredoxin-NADP[+]-oxidoreductase 2 FNR2 M4D6U3 AT1G20020 0.023 1.27 67
83 CLPC homologue 1 CLPC1 M4E1V1 AT5G50920 0.034 1.22 38.2
● glucosinolates degradation/ myrosinase
32* GDSL-like Lipase/Acylhydrolase superfamily protein BnaC06g06760D P93064 AT1G54020 0.000 1.32 51.2
● phenylpropanoids-lignin biosynthesis
430 S-adenosyl-L-methionine-dependent methyltransferases superfamily CCoAOMT1 V4MBF9 AT4G34050 0.003 1.21 20.2
● hormone signaling
188 CP12 domain-containing protein 1 (BRA) CP12-1 M4CJS5 AT2G47400 0.007 0.71 32.3
178 CP12 domain-containing protein 2 (BRA) CP12-2 M4CH16 AT3G62410 0.013 0.51 19.4
323 aldolase-type TIM barrel family protein (AUX) RSR4 I0Z028 AT5G01410 0.029 1.28 25.1
84 Mannose-binding lectin superfamily protein (JA) JR1 M4E064 AT3G16470 0.018 1.34 50.7
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Biotic stress processes
90 dehydrin family protein (GA) ERD14 M4DH02 AT1G76180 0.014 1.38 56.4
219 xyloglucan endotransglucosylase/hydrolase 24 (GA) XTH24 R0GXB3 AT4G30270 0.036 1.26 17
148 uridylyltransferase-like protein (CK) ACR11 M4EB60 AT1G16880 0.006 0.77 36
29 glutamine synthetase 2 (CK) GS2 M4F2U3 AT5G35630 0.000 2.11 49.8
27 peroxisomal NAD-malate dehydrogenase 2 (CK) PMDH2 M4EIK9 AT5G09660 0.001 1.29 54.8
Unclassified
81 ribosomal protein L12-C RPL12-C Q8LBJ7 AT3G27850 0.002 0.60 43.3
191 Ribosomal protein S5/Elongation factor G/III/V family protein LOS1 M4DL98 AT1G56070 0.016 1.58 26.5
58 UbiA prenyltransferase family protein G4 M4CGE0 AT3G51820 0.000 2.59 49
6 Cobalamin-independent synthase family protein MS1 O50008 AT5G17920 0.002 1.61 46.8
408 VIRB2-interacting protein 2 BTI2 B9I788 AT4G11220 0.017 1.52 9.8
76 cyclophilin 38 CYP38 M4FDE4 AT3G01480 0.021 1.27 35.8
304 beta-1,3-glucanase 2 BGL2 Q2VT22 AT3G57260 0.027 1.26 19.3
95 ADP glucose pyrophosphorylase large subunit 1 APL1 M4CDE0 AT5G19220 0.011 1.23 34.5
325 chloroplast beta-amylase CT-BMY M4EBS1 AT4G17090 0.003 1.22 16.6
198 Zinc-binding dehydrogenase family protein BRA006381 M4CQ92 AT5G16990 0.015 1.21 19.2
7 glutamate synthase 1 GLU1 Q9ZNZ7 AT5G04140 0.021 1.14 33.1
13 Oxidoreductase, zinc-binding dehydrogenase family protein AOR Q9ZUC1 AT1G23740 0.000 0.79 68.1
126 Tetratricopeptide repeat -like superfamily protein TPR M4CKY9 AT2G44920 0.006 0.70 58.6
324 - Sb06g016740 C5YGH3 - 0.011 0.76 10.5
21 - atpB P19366 ATCG00480 0.000 1.18 53.8
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Thus, in spite of inoculated plants showed serious damages at 12 dpi even in non-
inoculated tissue, the stronger proteomic changes were triggered at this infection point. 
This phenomenon could be explained since the doubled haploid line used in this work, 
‘Early Big’ is susceptible to Xcc race 1 attack. It is postulated that the main difference 
between resistant and susceptible plants is the timely recognition of the pathogen, and 
therefore, in response activation. Whereas resistant plants are associated with the 
capability of a rapid and effective launching of defense mechanisms, susceptible plants 
exhibit a slower response which is not able to avoid pathogen colonization and spread 
(Yang et al., 1997; O'Donnell et al., 2003). The responses observed involved different cell 
processes, from primary metabolism, such as photosynthesis or photorespiration, to other 
complex processes such as redox homeostasis, hormone signaling or resistance 
mechanisms (Table 4.1). Moreover, the comparison of the 3 and 12 dpi results showed 
that only 6 proteins were shared between dpi. Among them, three proteins showed the 
same behavior at the two times analyzed.  
4.3.2. Early proteomic response  
Plants facing a bacterial infection presented perturbations in multiple pathways, from 
essential mechanisms to more unknown and complex pathways. GO enrichment analysis 
revealed that the differentially present proteins were involved on different biological 
processes. In the case of the down-regulated proteins, they were enriched in nearly 
aspects of plant growth and primary metabolism, such as “photorespiration” (p-value = 
2.5×10-4), “oxidative photosynthetic carbon pathway” (p-value = 4.4×10-3), 
“gluconeogenesis” (p-value = 6.8×10-3) or “glycolytic process” (p-value = 5.1×10-4). 
Particularly, two of the central photosynthetic proteins, ribulose bisphosphate carboxylase 
(rubisco) and rubisco activase, were repressed by Xcc infection. This means a 
reorientation of resources from cellular maintenance, growth and reproduction toward 
defense and signaling pathways. Similar observations have been reported previously in 
other works using different plant-pathogen interaction models (Mitra et al., 2008; Bilgin 
et al., 2010).   
Regarding to the 14 induced proteins, only four of them could be categorized into 
two GO terms, “response to bacterium” (p-value = 1.7×10-2) and “cellular protein 
modification process” (p-value = 2.6×10-2). The proteins classified into the former GO 
term, KTI1 and WSCP1R, are kunitz trypsin inhibitors 1, which belong to the so-called 
pathogenesis-related proteins (PRs) type 6. PRs are apoplastic and ubiquitous proteins 
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present in the plant kingdom. Particularly, PRs type 6, a subclass of serine proteinase 
inhibitors, have the property to bind proteinases and control their activity, and therefore 
could have multiple roles in planta (Sudisha et al., 2012). With regard to their role in 
plant defense, they are also able to interact with proteinases from plant-attacking 
organisms. However, while their effectiveness against fungi, virus or insects have been 
proven, their activity on microbial proteinases has not been studied intensively yet (Sels 
et al., 2008). 
In the second GO term, “cellular protein modification process”, were classified 
two post-translational protein modifier, RUB1 and RUB2, implicated in the ubiquitination 
pathway and therefore, in protein degradation. In contrast, among unclassified up-
regulated proteins, we found two essential structural constituent of ribosomes. These 
results suggest that a complex process of protein synthesis-degradation is activated in the 
first stage of Xcc infection. It is well known that most of plant molecular processes are 
regulated by a balanced synthesis and degradation of proteins that control them. In 
healthy plants, proteolysis is a process commonly associated to plant senescence, 
essential for mobilization of nutrients from old tissues to growing or sinks organs, or in 
other words, to nutrients reallocation (Diaz Mendoza et al., 2016). However, increasing 
evidences have been found in the past decade for the role of proteolysis in plant defense. 
Different studies indicated that ubiquitin machinery can act as negative or positive 
regulators of defense response depending on their substrates, although the insights of its 
role remain to be determined (Delaure et al., 2008). Thus, is not surprising that several 
works reported that pathogens have developed tactics to influence on susceptible host’s 
ubiquitin proteasome system in order to promote their own survival (Dreher et al., 2007). 
Given this scenario, it seems clear that proteolysis machinery were modified because of 
Xcc infection, and probably host and pathogen are “fighting” to control it for their own 
interests.  
4.3.3. Late proteomic response 
As we introduced in previous sections, the expression of more proteins were altered at 12 
dpi in comparison with the earlier response. However, several of the altered pathways 
were shared between the two times analyzed, such as processes related with primary 
metabolism. An important group of the differentially induced proteins at 12 dpi was 
enriched in processes such as “Calvin cycle” (p-value = 2×10-7), “photosynthesis” (p-
value = 3.1×10-5), “fructose 1, 6-bisphosphate metabolic process” (p-value = 1.1×10-2) or 
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“gluconeogenesis” (p-value = 6.2×10-6), among others, in comparison with control plants. 
However, some of the primary metabolism pathways that were diminished during the 
early response presented a normal behavior at 12 dpi, or even an over-activation, in 
comparison with control plants. This behavior is illustrated in the Figure 4.2, which 
shows the distribution of the differentially expressed proteins at 3 and 12 dpi within the 
primary metabolism. So, whereas in the first stages of the disease plant metabolism was 
redirected toward signaling and defense mechanisms at the expense of energetic 
metabolism, during the late response some features from primary metabolism were 
recovered or even enhanced. Villeth et al., 2016 postulated that resistance is correlated 
with the ability of the plant to keep sufficient photosynthesis activity, and therefore to 
have the necessary energy to trigger defense mechanisms. Again, considering that “Early 
Big” is a susceptible line, primary metabolism recovering could be delayed in comparison 
with a resistant line, being too late for plant survival. So, this result reinforces the 
important role of photosynthesis during pathogenesis and supports the idea about the 
main difference between resistant and susceptible plants is based in the timely of 
responses activation, including basal metabolism maintenance. 
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igure 4. 2. Distribution of the differentially expressed proteins involved on  primary metabolism processes 
by using Mapman software. (a) 3 dpi and (b) 12 dpi. Red square: downregulated protein; blue square: 
upregulated protein.
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Other processes were modified during a well-stablished Xcc infection. Among 
them, some are involved in biotic stress mechanisms (Figure 4.3, Table 4.2), such as 
hormone signaling, secondary metabolism activation or redox homeostasis.  
Figure 4.3. Distribution of the differentially expressed proteins at 12 dpi and involved on biotic stress 
processes by using Mapman software. Red square: downregulated protein; blue square: upregulated protein.
As occurred during the earlier response, our results indicated a complex regulation 
of proteolysis. Interestingly, among the proteins classified in “proteolysis” process, we 
found the lipid transfer protein 2 (LTP2) and the lipid transfer protein 3 (LTP3). LTPs 
were named because their ability to transfer various types of lipids between membranes; 
however, some LTPs gene expression was also found to respond to pathogen infection, so 
they were also classified as PR-14 proteins (Sels et al., 2008). In spite of the details of 
TLPs behavior remain unclear, it seems that these proteins have a role during adaptation 
to biotic stress factors (Jung et al., 2003). Different works demonstrated that LTPs are 
able to inhibit the fungal growth in vitro (Safi et al., 2015) and Julke et al.,(2015) showed 
that an overexpression of different LTPs genes led to reduced clubroot susceptibility, a 
disease of Brassicaceae caused by Plasmodiophora brassicae. Surprisingly, our result 
showed a strong downregulation of LTP2 and LTP3 expression at 12 dpi. Genetic 
complexity of LTPs suggests that a specific member of the gene family may be involved 
in a particular biological function, which could explain the downregulation observed. 
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Different works relate LTP2 (Martinez et al., 2017) and 3 (Pagnussat et al., 2015) with 
basal processes, such as plant growth and reproduction, fact that goes in agreement with 
the other results obtained in this work. 
It is well-known that upon recognition of pathogen infection, plants trigger the so-
called oxidative burst, a rapid production of reactive oxygen species (ROS) in the 
apoplast to cope with the invader (Torres et al., 2010). This defense mechanism is usually 
classified as an early plant immune response and is directly related with the 
hypersensitive response (HR). However, the maintenance of ROS homeostasis is crucial 
due to the continuous exposure to high levels of ROS also led to molecular damages in 
the plant, such as protein denaturation or DNA bases oxidation (Belozerskaya et al., 
2007). Different proteomic studies showed an induction of ROS-scavenging proteins, 
such as thioredoxins, superoxide dismutases and glutaredoxin-like proteins, after invasion 
by different plant pathogens in a timely manner (Li et al., 2016; Kim et al., 2013; Kim et 
al., 2014). In this work, the expression of several proteins related with ROS scavenging 
was modified after Xcc infection. Nevertheless, unlike the works mentioned, most of 
them were mostly down-regulated at 12 dpi. Despites this result goes in agreement with 
the level of damages in the whole plant, it is not an expected response after so many days 
of infection. Kang et al., (2012) investigated the expression of ROS scavenging genes in 
alfalfa under drought conditions and reported similar results to ours. They observed a 
strong induction of some ROS-scavenging genes under optimal conditions and a 
downregulation of others, such as thioredoxins, under drought stress. Thus, they 
concluded that ROS-scavenging is very complex process and it cannot be assumed that it 
is always beneficial to increase the expression of ROS scavenging genes during stress, as 
many earlier studies have suggested.    
4.4. Conclusion
In conclusion, the current study represents the most extensive analysis of the 
protein profile of B. oleracea in response to Xcc inoculation. This study underscores the 
importance of an efficient balance between the basal metabolism and other processes, 
such as signaling or defense mechanisms, during B. oleracea-Xcc interaction and 
suggests that this could be the key difference between a susceptible and resistant plant. In 
addition, other processes such as proteolysis or ROS scavenging play a remarkable role 
during pathogenesis. In the future, with the availability of stable and uniform resistant 
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material, it will be interesting to deeply study the processes highlighted here and 
determine which proteins contribute to Xcc pathogenesis response. Our results provide 
new insights into molecular mechanisms that may be involved in defense responses of B. 
oleracea to Xcc. 
4.5. Proteomic data
The mass spectrometry proteomics data have been deposited to the 
ProteomeXchange Consortium via the PRIDE [1] partner repository with the dataset 
identifier PXD009097 (username: reviewer39095@ebi.ac.uk; password: 5DUd0qqc) and 
PXD009098 (username: reviewer55105@ebi.ac.uk; password: ijOOk0KQ).
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Chapter 5 
Metabolomics response to black rot disease 
Abstract 
Metabolomics has emerged as a valuable technology to provide an overview of the 
biological status of an organism exposed to stress conditions. Among all its applications, 
the study toward the understanding of plant-pathogen interactions is on the cutting edge 
of plant research nowadays. The aim of this study was to investigate the dynamic changes 
in the metabolic profile of Brassica oleracea plants during a Xanthomonas campestris pv. 
campestris (Xcc) infection. We carried out untargeted metabolomic analysis from leaves 
collected at 1, 2, 3, 6 and 12 days post-infection using a liquid chromatography–mass 
spectrometry. Results showed that Xcc infection causes dynamic changes in the 
metabolome of B. oleracea. Moreover, induction/repression pattern of the metabolites 
implicated in the response follow a complex dynamics during infection progression, 
indicating a complex temporal response. Specific metabolic pathways as alkaloids, 
coumarins or sphingolipids, are postulated as promising key role candidates in the 
infection response. This work deciphers the changes produced on Brassica crops 
metabolome under the Xcc infection and represents a step forward the understanding of 
B. oleracea-Xcc interaction. 
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5.1. Background 
Plants produce an extensive spectrum of compounds characterized by an enormous 
chemical diversity, resulting in a complex metabolomic network. All this vast array of 
compounds are conventionally divided into two groups, primary and secondary 
metabolism (Verpoorte, 2000). Until recently, it was generally accepted that secondary 
metabolism was not indispensable for an organism to live, but nowadays it is increasingly 
clear that secondary metabolism is essential for an organism to survive as a species in its 
ecosystem (Aharoni and Galili, 2011). Among all mechanisms that secondary metabolism 
is involved in defense against biotic stressors arouses a special interest (Tenenboim and 
Brotman, 2016). Under a pathogen attack, plants have developed different strategies to 
kill the pathogen, limit the damages or to alert neighboring individuals (Gomez Casati et 
al., 2016). These strategies include the modification of gene expression and metabolic 
pathway activation, which could culminate, for example, into the accumulation of toxic 
metabolites. Most of secondary metabolites induced upon pathogen recognition are 
produced only by species belonging to certain phylogenetic clades (Arbona et al., 2016).  
The productivity and quality of crops are seriously affected by pathogen infection, 
which results in substantial economic losses every year worldwide. For this reason, 
during the last decades a great research emphasis has been paid on the plant host 
responses, resistant plant developing and the understanding of mechanisms underlying the 
resistance. Among numerous diseases caused by bacteria, pathovars belonging to the 
Xanthomonas campestris species occupies an outstanding place due to their economically 
impact (Mansfield et al., 2012). Xanthomonas campestris pv. campestris (Pammel) 
Dowson (Xcc) is one of the most important pathovars of this species and is the causal 
agent of black rot, a devastating soilborne disease in Brassica crops worldwide. Xcc 
spreads through vascular tissue and produces blackening of the veins in petioles and 
characteristic V-shaped chlorotic lesions originating from the leaf margin (Williams, 
2007). There are nine races of Xcc, but races 1 and 4 are considered the most virulent and 
widespread races (Vicente et al., 2001).  
Among Brassica crops, those belonging to B oleracea are one of the most 
economically important, representing an important proportion of the daily food supplies 
in many regions of the world. Important efforts to manage black rot in vegetable B. 
oleracea crops have been done in order to provide new combinations of resistance genes 
with durable protection. Different B. oleracea germplasm screening were made 
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identifying new sources of resistance to race 1 and 4 (Mengistu et al., 1993; Griesbach et 
al., 2003; Lema et al., 2012), but resistance is typically incomplete, race-specific and 
difficult to incorporate into hybrid cultivars (Griffiths et al., 2009). Thus, the control of 
black rot in these crops is difficult and relies only by the use of pathogen-free planting 
material and the elimination of other potential inoculum sources (Vicente and Holub, 
2013). Moreover, in spite of black rot impact, few molecular and biochemical 
mechanisms of B. oleracea responses against Xcc have been elucidated (Gu et al., 2008; 
Jiang et al., 2011). 
The identification and annotation of metabolites implicated in highly complex 
mechanisms, as plant-pathogen interaction, is still a major challenge due to the low 
number of metabolites available at compound databases. However, the field of 
metabolomics develops fast thanks to advances in analytical methods and data analysis, 
more and more sensitive and accurate, allowing the analysis of several hundreds of 
compounds in a sample (Tenenboim and Brotman, 2016). Among different analytical 
platforms, nuclear magnetic resonance, gas or liquid chromatography coupled to mass 
spectrometry (GC-MS/LC-MS) and capillary electrophoresis/mass spectrometry are the 
most widely used tools (Jorge et al., 2016). Specifically MS-based techniques, as GC-MS 
and LC-MS, became a fundamental tool to study the biochemical behavior of plants 
exposed to pathogenic stress (Arbona et al., 2016). The key of success of MS-based 
technologies is their unparalleled sensitivity and extensive coverage of many types of 
phytochemicals in high complex samples. Moreover, with the advancement in ionization 
techniques, increasing scan speed, and improvement in terms of instrument sensitivity, 
metabolite coverage of LC-MS can be expanded into greater array of metabolite classes, 
traditionally dominated by GC-MS. 
In this study, LC/MS-based metabolite profiling was used to investigate the 
metabolomic response of B. oleracea infected with Xcc race 1 with the purpose of 
obtaining a global view of metabolic changes that occurs during the disease development. 
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5.2. Experimental  
5.2.1. Plant material and sample preparation 
The doubled haploid broccoli line “Early Big” (B. oleracea var. italica) was used in this 
study. Plants were sown in plastic pots containing Sphagnum peat (GRAMOFLOR 
GmbH & Co, Germany) in a greenhouse with a minimum temperature of 20 °C and 15 °C 
(day and night), venting at 25 °C and relative humidity of 60%. Plants at six leaf stage 
were inoculated with Xcc race 1 strain HRI3811, provided by Warwick HRI 
(Wellesbourne, UK). Bacterial cultures were grown in bacterial screening media 523 
(Sigma-Aldrich, Inc. Madrid, Spain) at 30 °C in a rotary incubator at 100 rpm for 48 h. 
Bacterial cultures were diluted in sterile water. Turbidity of the suspension was measured 
with a spectrophotometer Beckman Coulter DU 62 at a wavelength of 600 nm and the 
suspension was diluted to reach an absorbance of 0.5, which corresponds with a 
concentration of 5 ×108 cfu/ml. The third leaf of each plant was inoculated following the 
method described by Taylor (2002). Control plants were mock-inoculated following the 
same procedure to remove the effect of the mechanical damage in the plant-response. 
Five biological replicates of control and inoculated leaves were collected at 1, 2, 3, 6 and 
12 days post-inoculation (dpi) in liquid nitrogen and conserved at -80 ºC until processing. 
Frozen samples were lyophilized and grounded to a fine powder using an electric mill. 
Extraction was performed from 50 mg of this powder through two steps with 350µl and 
150µl of 80 % aqueous methanol, respectively. Each was composed of an extraction step 
by sonication during 15 min and a second step of centrifugation for 10 min in order to 
remove plant debris (16000 g, at room temperature). The resulting solution was filtered 
through a 0.20 µm micropore PTFE membrane and placed in vials for further analysis. 
5.2.2. LC–QTOF-MS analysis  
A 5 µL of each sample was injected into an ultra-high performance liquid 
chromatography system (Thermo Dionex Ultimate 3000 LC) connected to a quadrupole 
time of flight detector (Bruker Compact™ QTOF-MS) with a heated-electrospray 
ionization source (ESI). Chromatographic separation was performed in a Bruker UHPLC 
Intensity Solo 2 C18 2.1 × 100 mm 1.7 µ pore size column using a binary gradient solvent 
mode consisting of 0.1% formic acid in water (solvent A) and acetonitrile (solvent B). 
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The following gradient was used: 3% B (0–3 min), from 3 to 25% B (3-10 min), from 25 
to 80% B (10-18min), from 80 to 100% B (18–22 min), and to hold 100% B until 24 min. 
The flow rate was established at 0.3 ml/min and column temperature was controlled at 35
°C.
MS data were acquired using an acquisition rate of 2 Hz over the mass range of 50 
-1200 m/z. Both polarities (+/-) ESI mode were used under the following specific 
conditions: gas flow 8 l/min; nebulizer pressure 38 psi; dry gas 7 l/min; dry temperature 
220 °C. Capillary and end plate offset were set to 4500 and 500 V, respectively. To 
monitor the performance of data acquisition, run sequence was started with 3 blanks 
(methanol, the solvent used in sample extraction), and two standard compounds, triphenyl 
phosphate for positive acquisition and chloramphenicol for negative. In addition, every 10 
samples, one blank was performed to ensure instrument drift was minimal.
MS/MS analysis was performed in pooled samples (per day and condition). This 
analysis was operated in a spectra acquisition range from 50 to 1200 m/z and a mass 
resolution of 23000 (FWHM). Ions were targeted based on the previously determined 
accurate mass and RT and fragmented by using different collision energy ramps to cover 
a range from 15 to 50 eV. 
5.2.3. Metabolite selection and identification 
The ProfileAnalysis 2.1 software (Bruker Daltoniks, 2013) was used for peak alignment 
and detection. A window of 30 s and 10 mDa with the “split buckets with multiple 
features” option activated was used to align the peaks. Buckets were generated using the 
molecular features option, which takes into account the retention time, m/z isotopic 
pattern and the charge state of the putative compounds. The generated data set was 
imported into Metaboanalyst (Xia and Wishart, 2016) to perform statistical analyses. In 
order to remove non-informative variables, data was filtered by using interquantile range 
filter (IQR). Moreover, the Pareto variance-scaling was used to remove the offsets and 
adjust the importance of high and low abundance ions to an equal level. The resulting 
three-dimensional matrix (peak indices, samples and variables) was further subjected to 
multivariate data analysis. Principal components analysis (PCA) and Partial least-squares-
discriminant analysis (PLS-DA) were carried out to investigate and visualize the pattern 
of metabolite changes. These analyses were applied to obtain an overview of the complete 
data set and discriminate those variables that are responsible for variation between the 
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groups. PLS-DA model was evaluated through a cross-validation (R2 and Q2 parameters). 
The quality assessment (Q2) and R-squared (R2) statistics provides a qualitative measure 
of consistency between the predicted and original data, or in other words, estimates the 
predictive ability of the model (Worley and Powers, 2013).  
The differential ions from each dpi were selected according to the VIP (Variable 
Importance in Projection) list obtained from PLS-DA analysis; 50 features from each dpi 
VIP list with VIP scores > 2. In many studies, a VIP values >2 is a correct threshold for 
feature selection, but this cut-off depends on the number of variables used (Xia and 
Wishart, 2016). These important features were selected as parent ions for MS/MS and 
identification analysis. For tentative identification, accurate mass data and isotopic pattern 
distributions for the precursor and product ions (if they were available) were studied and 
compared to the spectral data of reference compounds with a mass tolerance of 5 ppm. 
PubChem (Kim et al., 2016), MassBank (Horai et al., 2010), KEGG (Kanehisa et al., 
2016), KNApSAcK (Afendi et al., 2012), Metlin (Smith et al., 2005) and Chemspider 
(Pence, 2010) databases were used. To this end, several tools were used, as MetFrag or 
Formula 3D (Bruker Daltoniks). The identification confidence is different depending on 
the information available during name assignment. In cases where accurate mass and 
isotopic pattern distribution, or accurate mass and MS/MS information were obtained, the 
confidence level is high (level 2, following the Metabolomics Standard Initiative (MSI), 
(Sumner et al., 2007)). Other cases where, in spite of all the information obtained during 
MS analysis, we did not obtain a match on databases or a high number of candidates were 
suggested, no putative name was assigned (level 4, MSI). 
5.3. Results and discussion 
5.3.1. Global metabolic changes after Xcc infection 
Metabolites play a crucial role in plant environmental interactions and may be considered 
as a phenotypic signature of plants. In the present study, we used a LC/MS-based 
technology in order to elucidate the metabolic changes that B. oleracea plants undergo 
when they are challenged with Xcc. All features are represented by a retention time (RT), 
an accurate mass-to-charge ratio (m/z) and a peak intensity value for each replicate and 
time. The observations acquired in both ion modes were analyzed using multivariate 
analysis in order to compare the metabolomic profile between control and infected plants. 
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PCA score plots did not illustrate a good discrimination between the two treatments 
groups at any dpi (Figure 5.1). Therefore, PLS-DA was used for further multivariate 
analysis. The PLS-DA analysis score plots showed a good discrimination between 
infected and control groups (Figure 5.2), with exception of 1 dpi. Generally, the PLS-DA 
model is believed to be reliable when Q2 > 0.5 and R2 > Q2 is obtained after an 
appropriate cross-validation (Triba et al., 2015). In this analysis, a Q2 > 0.55 and R2 > 0.8 
were obtained, indicating a good predictive power.  
Results indicated that Xcc infection causes significant dynamic changes in the 
metabolite balance of B. oleracea plants. PLS-DA analysis revealed that these changes 
started at 48 hours after inoculation and continues until at least 12 dpi. It seems that the 
number of differential ions between treatments at 1 dpi was not enough to produce a 
separation between groups after PLS-DA analysis, and therefore suggests that the analysis 
of the metabolomic response of B. oleracea against this disease must be started from 2 
dpi. Thus, VIP list from 2, 3, 6 and 12 dpi where used to select the features potentially 
involved in the response to infection.  
We discard that these changes were produced due to Xcc contamination for 
different reasons. First, the whole leaf was used for metabolite extraction, so the amount 
of plant material was much higher in comparison with bacterial amount. Also, most of the 
ions from VIP list are present in both control and infected plants but in different 
concentration. And last, in the proteomic analysis, during protein identification, we used 
different bacterial proteome databases in order to check this hypothesis. Identification 
results did not show any match with any bacterial protein.
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Figure 5.1. PCA score plots showing a bad discrimination between the 
infected and control plants groups at different post-infection time points. 
A: 2 dpi; B: 3dpi; C: 6 dpi; D: 12 dpi.
Figure 5.2. PLS-DA score plots showing a clear separation between the 
infected and control plants groups at different post-infection time points. A: 2 
dpi; B: 3dpi; C: 6 dpi; D: 12 dpi.
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5.3.2. Relevant ions follow a dynamic induction/repression pattern 
The responsible ions for discrimination between treatments were selected for 
further analysis. Fifty ions from each dpi were selected according to VIP list obtained 
from PLS-DA analysis. Regarding to induction/ repression pattern of ions selected, the 
early plant response (2 and 3 dpi) was characterized by an increase of 27 and 15 ions and 
a decrease of 23 and 35 ions, respectively. In the case of late response (6 and 12 dpi), 22 
and 14 ions were increased and 28 and 36 ions were decreased, respectively. Therefore, 
only at 2 dpi analysis, more relevant features were induced than repressed. This behavior 
suggests a reallocation of energy and resources from basal plant mechanisms, which 
explains ion repression, to more complex mechanisms (secondary metabolism) in order to 
cope with the onslaught. Other studies propose a different explanation for this behavior; 
plants may remove carbon and nitrogen compounds from the infection site in order to 
starve pathogen (Sun et al., 2014; Chen et al., 2015). However, resources reallocation is 
not directly related with higher resistance because allocation may physiologically 
constrain other essential processes (Kempel et al., 2011). 
In order to analyze the temporal variation in the metabolic response, important 
features from each day were used to build a Venn diagram (Oliveros, 2015). As shown in 
Figure 5.3, there is a clear separation among metabolic responses at the four post-
infection times. In fact, only four ions (m/z = 120.081; m/z = 177.056; m/z= 207.067; 
m/z= 228.234) are shared among all infection stages.  
Figure 5.3. Comparison of the 50 VIP ions from the different post-infection times (dpi) analyzed. 
Moreover, the number of unique ions per day reaches its peak at 12 dpi. Among 
all ions implicated in the early response, 10 are shared between 2 and 3 dpi, and 3 of them 
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(m/z = 132.103; m/z = 147.045 and m/z = 230.249) were also implicated in the response 
at 6 dpi. In the case of the late response, 8 ions are present in both 6 and 12 dpi, having 
three of them (m/z = 274.274; m/z = 639.4 and m/z = 801.478) an important presence also 
at 3 dpi. Some ions are increased during the first step of the infection and repressed at 
next step. Alternatively, others are repressed at the beginning of the infection and induced 
during last dpi analyzed. Only few of them showed a constant behavior over the infection. 
All common ions are reported in Table 5.1. 
Therefore, induction/repression pattern of VIP ions follow a complex dynamics 
during infection progression. Besides this, only four ions have an important presence at 
both early and late responses, indicating a complex temporal response. All these intricate 
behaviors enable plants to respond to their environment in a self-determined and flexible 
manner.  
5.3.3. Metabolic pathways affected by Xcc infection
Top 10 VIP ions at 2, 3, 6 and 12 dpi were further analyzed by MS/MS due to their 
potential role in plant response against Xcc. For identification, we combined accurate 
mass, isotopic pattern and MS/MS information. All this information was compared to 
public available databases with a 5 ppm threshold to assign molecular formula and 
putative name. All relevant information is provided at Tables 5.2 and 5.3.  
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Table 5.1. Metabolites with a significant role on the response of B. oleracea during the Xcc infection progression. Columns labelled as 2, 3, 6 and 12 explain the 
induction/repression patern of the metabolites at the different post-infection times. 
Response m/z (M+H) Rt (min) Formula Putative name Fragmentation (m/z) 2 3 6 12
Global
120.081 3.2 C8H9N Phenethylidene amine 119.073/ 103.054/ 77.038/ 65.038/ 53.038/ 51.023 ↑ ↓ ↑ ↑
177.055 12.7 C10H8O3 Herniarin ↓ ↓ ↓ ↓
207.067 12.3 C11H10O4
Methyl 4-hydroxy-2-oxo-4-phenyl-3-
butenoate 192.042/ 179.070/ 175.039/ 147.044/ 119.049/ 91.054/53.038/ ↓ ↓ ↑ ↓
228.232 20.3 C14H29NO Halaminol A 
172.169/ 158.154/ 144.138/ 130.123/ 116.107/ 111.080/ 102.0913/ 
97.101/ 85.101/ 74.060/ 71.085/ 57.069/ 55.054 ↑ ↑ ↑ ↓
Early 
132.103 1.9 C6H13NO2 Unknown 86.096/ 69.069 ↑ ↓ ↑ =
147.045 7.8 C 9H6O2 Coumarin 119.049013/  91.054173 ↑ ↓ ↑ =
193.051 11.3 C10H8O4 Unknown ↓ ↓ = =
212.238 18.2 C14H29N Unknown ↓ ↑ = =
230.249 16.4 C14H31NO Unknown ↑ ↑ ↑ =
240.270 19.6 C16H33N Unknown ↓ ↑ ↑ =
304.301 18.2 C21H37N 3-Benzyl-2-methyl-2-tridecanamine 212.237/91.054/58.065 ↓ ↑ = =
332.332 19.6 C23H41N 3-Benzyl-2-methyl-2-pentadecanamine 240.267/ 58.065 ↓ ↑ = ↑
509.274 17.1 C23H36N6O7 Unknown 156.038/ 45.034 ↑ ↓ = ↓
537.306 18.2 C29H44O9 Helveticosol 95.085 ↑ ↓ = ↓
Late 
130.065 10.2 C9H7N 3-[(1E)-1-Buten-3-yn-1-yl] pyridine 77.037/ 53.039/ 51.024 = = ↓ ↓
160.076 13.2 C10H9NO Unknown ↑ = ↑ ↓
254.246 20.6 C16H31NO 2-Hexadecenamide
237.221/ 212.201/ 198.185/ 184.169/ 181.159/ 170.154/ 167.143/ 
156.138/ 153.127/ 142.123/ 128.107/ 114.091/ 100.076/ 97.101/ 
86.060/ 72.044/ 57.069/ 55.054
= = ↑ ↓
274.274 16.3 C16H35NO2 N-Palmitoylsphinganine = ↓ ↓ ↓
280.262 21.0 C18H33NO Unknown
263.236/ 245.226/ 224.200/ 221.226/ 212.200/ 207.174/ 198.185/ 
193.158/ 184.169/ 170.153/ 156.138/ 142.123/ 128.107/ 114.091/ 
100.075/ 86.097/ 86.060/ 83.085/ 72.081/ 57.071/ 55.054
= = ↑ ↓
302.244 21.0 C15H31N3O3 Unknown 212.23/ 55.054 = = ↑ ↓
639.400 21.8 C35H59O8P
1-Dodecanoyl-2-(5Z,8Z,11Z,14Z,17Z-
eicosapentaenoyl)-glycero-3-phosphate = ↓ ↓ ↓
801.478 21.2 C38H56N16O4 Unknown 551.277/491.257/333.203/184.069/86.096 = ↓ ↓ ↓
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Table 5.2. Ten VIP features from the early response of B. oleracea infected with Xcc. Columns labelled as 2, 3, 6 and 12 explain the induction/repression patern of the 
metabolites at the different post-infection times. 
dpi VIP m/z (M+H) Rt (min) Formula Putative name Fragmentation (m/z) 2 3 6 12
2
1 332.332 19.6 C23H41N 3-Benzyl-2-methyl-2-pentadecanamine 240.267/ 58.065 ↓ ↑ = ↑
2 228.232 20.3 C14H29NO Halaminol A 172.169/ 158.154/ 144.138/ 130.123/ 116.107/ 111.080/ 102.0913/ 97.101/ 85.101/ 74.060/ 71.085/ 57.069/ 55.054 ↑ ↑ ↑ ↓
3 304.301 18.2 C21H37N 3-Benzyl-2-methyl-2-tridecanamine 212.237/91.054/58.065 ↓ ↑ = =
4 230.249 16.4 C14H31NO Unknown ↑ ↑ ↑ =
5 509.274 17.1 C23H36N6O7 Unknown 156.038/ 45.034 ↑ ↓ = =
6 355.283 21.9 C21H38O4 Unknown 73.046/ 71.085/ 58.077 ↓ = ↓ =
7 212.238 18.2 C14H29N Unknown ↓ ↑ = =
8 120.081 3.2 C8H9N Phenethylidene amine 119.073/ 103.054/ 77.038/ 65.038/ 53.038/ 51.023 ↑ ↓ ↑ ↑
9 141.001 18.4 C6H4O2S Unknown ↓ = = =
10 341.268 21.0 C20H36O4 Unknown 55.054/ 57.069/ 71.085/ 109.101 ↓ = ↓ =
3
1 274.275 16.3 C16H35NO2 N-palmitoylsphinganine = ↓ ↓ ↓
2 332.332 19.6 C23H41N 3-Benzyl-2-methyl-2-pentadecanamine 240.267/ 58.065 ↓ ↑ = ↑
3 304.301 18.3 C21H37N 3-Benzyl-2-methyl-2-tridecanamine 212.237/91.054/58.065 ↓ ↑ = =
4 230.249 16.4 C14H31NO Unknown ↑ ↑ ↑ =
5 191.144 13.1 C13H18O Alpha-[(Z)-2-Hexenyl] benzenemethanol 176.119/ 173.132/ 161.096/ 135.117/ 121.101/ 121.064/ 107.085/ 69.069/ 57.069 = ↓ = ↓
6 147.045 7.7 C9H6O2 Coumarin 119.049013/  91.054173 ↑ ↓ ↑ =
7 212.238 18.3 C14H29N Unknown ↓ ↑ = =
8 228.232 20.3 C14H29NO Halaminol A 172.169/ 158.154/ 144.138/ 130.123/ 116.107/ 111.080/ 102.0913/ 97.101/ 85.101/ 74.060/ 71.085/ 57.069/ 55.054 ↑ ↑ ↑ ↓
9 256.265 21.9 C16H33NO Hexadecanamide 172.169/ 158.154/ 144.138/ 130.123/ 116.107/ 111.080/ 102.091/ 97.101/ 88.075/ 74.060/ 71.085/ 60.044/ 57.069 = ↓ = =
10 207.067 13.8 C11H10O4 Methyl 4-hydroxy-2-oxo-4-phenyl-3-butenoate 192.042/ 179.070/ 175.039/ 147.044/ 119.049/ 91.054/ 53.038/ = ↓ = =
   5. Metabolomics 
Table 5.3. Ten VIP features from the late response of B. oleracea infected with Xcc. Columns labelled as 2, 3, 6 and 12 explain the induction/repression patern of the 
metabolites at the different post-infection times. 
dpi VIP m/z (M+H) Rt (min) Formula Putative name Fragmentation (m/z) 2 3 6 12
6
1 228.232 20.3 C14H30NO Halaminol A 172.169/ 158.154/ 144.138/ 130.123/ 116.107/ 111.080/ 102.0913/ 97.101/ 85.101/ 74.060/ 71.085/ 57.069/ 55.054 ↑ ↑ ↑ ↓
2 230.249 16.4 C14H32NO Unknown ↑ ↑ ↑ =
3 254.246 20.6 C16H32NO 2-Hexadecenamide
237.221/ 219.211/ 212.237/ 212.201/ 198.185/ 184.169/ 181.159/ 
170.190/ 170.154/ 167.143/ 163.148/ 156.138/ 153.127/ 142.123/ 
128.107/ 114.091/ 100.076/ 97.101/ 86.060/ 72.044/ 57.069/ 55.054
= = ↑ ↓
4 355.283 21.9 C21H39O4 Unknown 73.046/ 71.085/ 58.077 ↓ = ↓ =
5 280.261 21.0 C18H34NO Unknown
263.236/ 245.226/ 224.200/ 221.226/ 212.200/ 207.174/ 198.185/ 
193.158/ 184.169/ 170.153/ 156.138/ 142.123/ 128.107/ 114.091/ 
100.075/ 86.097/ 86.060/ 83.085/ 72.081/ 57.071/ 55.054
= = ↑ ↓
6 207.139 9.3 C13H19O2 Plastoquinol-1 189.127/ 174.104/ 149.096/ 135.080/ 123.080/ 113.059/ 95.085/ 85.065/ 71.049/ 69.069/ 57.069/ 55.054/ 53.038 ↓ = ↓ =
7 341.266 21.0 C20H37O4 Unknown 55.054/ 57.069/ 71.085/ 109.101 ↓ = ↓ =
8 274.274 16.3 C16H36NO2 N-palmitoylsphinganine = ↓ ↓ ↓
9 801.478 21.2 C38H57N16O4 Unknown 86.096/ 184.069/ 333.203/ 491.257/ 551.277 = ↓ ↓ ↓
10 399.306 21.9 C23H43O5 Unknown ↓ = ↓ =
12
1 120.081 3.2 C8H10N Phenethylidene amine 119.073/ 103.054/ 77.038/ 65.038/ 53.038/ 51.023 ↑ ↓ ↑ ↑
2 130.065 10.2 C9H8N 3-[(1E)-1-Buten-3-yn-1-yl] pyridine 77.037/ 53.039/ 51.024 = = ↓ ↓
3 274.273 16.3 C16H36NO2 N-palmitoylsphinganine = ↓ ↓ ↓
4 254.247 20.6 C16H32NO 2-Hexadecenamide
237.221/ 219.211/ 212.237/ 212.201/ 198.185/ 184.169/ 181.159/ 
170.190/ 170.154/ 167.143/ 156.138/ 153.127/ 142.123/ 128.107/ 
114.091/ 100.076/ 97.101/ 86.060/ 72.044/ 57.069/ 55.054
= = ↑ ↓
5 146.060 6.6 C9H8NO Isoquinoline N-oxide = = = ↑
6 177.055 12.7 C10H9O3 Herniarin ↓ ↓ ↓ ↓
7 304.300 18.4 C21H38N 3-Benzyl-2-methyl-2-tridecanamine 212.237/91.054/58.065 ↓ ↑ = ↓
8 130.086 1.5 C6H12NO2 Methylproline 84.0444/  84.0808 = = = ↑
9 280.262 21.0 C18H34NO Unknown
263.236/ 245.226/ 224.200/ 221.226/ 212.200/ 207.174/ 198.185/ 
193.158/ 184.169/ 170.153/ 156.138/ 142.123/ 128.107/ 114.091/ 
100.075/ 86.097/ 86.060/ 83.085/ 72.081/ 57.071/ 55.054
= = ↑ ↓
10 639.400 21.8 C35H59O8P 1-Dodecanoyl-2-(5Z,8Z,11Z,14Z,17Z-eicosapentaenoyl)-glycero-3-phosphate = ↓ ↓ ↓
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Based on this information, plants facing Xcc infection showed perturbations in multiple 
pathways, from clearly essential mechanisms to more unknown and complex pathways.  
Coumarin metabolism is affected during Xcc infection, especially during the early 
response (Table 5.1). A methoxycoumarin called Herniarin is decreased in infected plants, 
whereas Coumarin has a complex trend during infection progression, with two over-
expression peaks at 2 and 6 dpi. Coumarins are natural compounds that have attracted 
extensive research interests due to their biological activities, such as defense against 
phytopathogens, response to abiotic stresses, regulation of oxidative stress, and probably, 
as signaling molecules (Bourgaud et al., 2006). In a more recent work from Saleem et al. 
(2010) it was reported that coumarins exhibited strong antibacterial activity especially 
against Gram-negative bacteria, by damaging the cell membrane. In our study, while 
Coumarin exhibited two induction peaks, the coumarin derivative (Herniarin) was 
strongly repressed. This fact contrasts with results from another research where high 
contents of Herniarin were reported as a result of a pathogen attack (Repcak et al., 2013). 
On the one hand, this result could indicate a different response mechanism which 
prioritizes Coumarin synthesis over other coumarin-related compound mentioned. On the 
other hand, this fact could be explained by the identification confidence. While Coumarin 
identification was carried out combining accurate mass, isotopic pattern and MS/MS 
fragments information, Herniarin was assigned only according accurate mass. Thus, 
metabolite assigned as Herniarin needs to be further studied in order to add confidence to 
identification.
In addition, plants showed changes in the metabolism of nitrogen-containing 
compounds, such as Isoquinoline N-oxide (Table 5.3). This metabolite, induced during 
the late response, belongs to a small group of natural bioactive products known as 
isoquinoline alkaloids (Dembitsky et al., 2015). This result is not surprising because this 
class of compounds play an important role in plant defense against herbivores and 
pathogens. More than 200 compounds belonging to this family have shown confirmed 
antimicrobial properties (Dembitsky et al., 2015).
Nowadays, the definition of alkaloids has been expanded, including all 
compounds that can produce pronounced physiological responses and exhibit basicity that 
is attributed to the presence of nitrogen (Kishimoto et al., 2016). In addition to 
Isoquinoline N-oxide, 3-Benzyl-2-methyl-2-pentadecanamine, 3-Benzyl-2-methyl-2-
tridecanamineand and Phenethylidene amine could be classified into this group (Tables 
5.2 and 5.3). Nevertheless, their induction/repression patterns were more complex. Some 
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of them showed different induction and repression peaks along infection, which suggests 
the importance of nitrogen-containing compounds in the responses to Xcc infection. 
Thus, more detailed investigation about these compounds is necessary to elucidate their 
exact role during pathogenesis. 
Two primary fatty acid amides (Hexadecanamide and 2-hexadecenamide) were 
found differentially induced between control and infected plants. Whereas 
Hexadecanamide (Table 2) was repressed at 3 dpi, 2-hexadecenamide (Table 5.3) was 
induced at 6 dpi but decreased at 12 dpi. In spite of the research about the role of these 
compounds is still in its infancy, some works point out their possible implication in 
emerging in early seedling development and in plant-microbe interactions (Teaster et al., 
2007; Kim et al., 2010). Therefore, the complex behavior reported here for these 
compounds is in agreement with their possible implication in a wide range of processes, 
both basal and specialized mechanisms. Following with fatty compounds, we reported a 
fatty alcohol named Halaminol A, which showed a complex dynamics along the infection. 
This metabolite belongs to the sphingolipids family, a once overlooked class of lipids in 
plants, which could act as second messengers with effects on cellular homeostasis 
(Holthuis and van Meer, 2000). Interestingly, another metabolite related with 
Sphingolipids family was identified. Infected plants showed a significant reduction in N-
palmitoylsphinganine (Table 5.1), a ceramides compound class which is a key metabolite 
in the biosynthesis of sphingolipids.
Nowadays, sphingolipid compound-class is recognized as an essential component 
of membrane with a key role in different situations, as plant growth and responses to 
environmental stimuli. Recently, connections between sphingolipids and programmed cell 
death or the related hypersensitive response have been stablished in Arabidopsis
(Luttgeharm et al., 2016). Thus, is not surprising that this compound class has an 
important presence in all analyzed samples. All of this suggests that pronounced changes 
on fatty acid and sphingolipids metabolism are produced under a Xcc infection. 
According to obtained data, an essential plant mechanism such as photosynthesis 
is affected by Xcc infection. Plastoquinol-1 (Table 5.3) is a key role compound involved 
in both electron and proton transport across the thylakoid membrane and facilitates 
electron transfer between the two photosystems (Cramer and Zhang, 2006). This 
metabolite was repressed at both early and late responses, representing a cutback on 
photosynthesis metabolism activity. This photosynthesis activity reduction supports the 
hypothesis of resources reallocation toward defense or signaling pathways. Related 
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results were obtained by Villeth et al. (2016), where photosynthesis proteins were 
decreased in infected plants. Moreover, they found that resistance is correlated with the 
ability of the plant to keep sufficient photosynthesis activity, and therefore have energy 
necessary to trigger defense mechanisms.
Among all unknown compounds (Table 5.1), ion with m/z= 230.249 raises our 
interest due to its constant induction behavior. This metabolite was increased during all 
early response and the first stage of late response. Similarly, ion with m/z= 801.478 
exhibited a constant decrease pattern from 3 dpi until 12 dpi. 
5.4. Conclusion
In conclusion, this study represents a step forward the understanding of B. oleracea-Xcc 
interaction, setting our sights on specific metabolic pathways, as alkaloids, coumarins or 
sphingolipids, with potential implication on plant response. Nevertheless, the path ahead 
remains long and demanding, mainly due to metabolite identification, which remains 
being the major hurdle. 
5.5. Metabolomics data
Metabolomics data have been deposited to the EMBL-EBI MetaboLights database (DOI: 
10.1093/nar/gks1004. PubMed PMID: 23109552) with the identifier MTBLS460.The 
complete dataset can be accessed here: http://www.ebi.ac.uk/metabolights/MTBLS460
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Chapter 6 
Multi-omic data integration 
Abstract  
The understanding of complex biological processes, such as plant-environment 
interactions, requires the integration of complex and multi-source biological information. 
Nowadays, the 2-way orthogonal projections to latent structures (O2PLS) have emerged 
as useful approach for multi-omics data integration, since it allows an easy model 
interpretation and also reliable and robust predictions. In this chapter, O2PLS method was 
performed for the integration of datasets from transcriptomics and metabolomics analysis 
of B. oleracea plants challenged with Xanthomonas campestris pv. campestris at two 
different infection times (3 and 12 days). Our results indicated that most of the variation 
present in the metabolomics dataset could be explained by the transcriptomics dataset at 
both infection times. Furthermore, this method allowed us to identify transcripts and 
metabolites that exhibit strong multivariate correlation patterns, and thus, with potential 
implication in plant response to this pathogen. However, most of metabolites could not be 
identified, hindering further biological interpretations. 
   6. Multi-omics integration 
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6.1. Background 
‘Omics’ technologies have become the new trend in molecular biology. These techniques 
allow the comprehensive measurement of thousands of molecules, such as RNA, proteins, 
and metabolites, by using high-throughput techniques and advanced analytical tools 
(Blankenburg et al., 2009). These methods that have been termed with "-omics" suffix 
(genomics, transcriptomics, proteomics, and metabolomics), allow to monitoring the 
cellular responses of an organism to genetic perturbations or environmental changes 
(Fukushima et al., 2009). In the last years, high-throughput ‘omics’ technologies have 
evolved at a relentless pace. As a result, data generation is becoming cheaper and easier, 
resulting in an increase in the volume of data across the whole spectrum of biology. The 
availability of biological information at different ‘omics’ layers is essential due to single 
omics analysis does not provide enough information to give a deep understanding of a 
biological question (Suravajhala et al., 2016). However, the integration of all these 
complex and disparate information in an efficient way it is still a challenge and implies 
several critical steps. This approach will not only imply powerful software solutions or 
efficient algorithms, but also the choice of the appropriate biological questions and the 
meaningful interpretation of results (Ebrahim et al., 2016). 
Originally, the general approach for multi-omics data integration was to analyze 
and interpret them in parallel, formulate hypotheses independently for each data-matrix 
and finally to draw a consensus theory (Bylesjo et al., 2007). Later, the majority of the 
integration studies were performed by stablishing pairwise univariate correlations 
between variables from different omics-datasets. Nevertheless, this method calculates all 
possible pair-wise correlations between matrices, which directly imply a high risk of 
spurious correlations. Nowadays, multivariate regression methodologies have emerged as 
an interesting tool for removing unnecessary variables, which allow an easier model 
interpretation and more reliable and robust predictions. Methods such as principal 
component regression (PCR) and partial least square (PLS) are common used because 
they allow two-block modelling. However, they present two important drawbacks; only 
one of the two matrices are modelled (XY) and all sources of variation in the modelled 
matrix (X) are mixed together. The orthogonal projections to latent structures (OPLS) 
method overcomes the later disadvantage due to divides the variation of the X-matrix in a 
part that is correlated to the other matrix (Y) and another that is uncorrelated; however, 
again, only one matrix can be modelled (Galindo Prieto et al., 2017). With the aim of 
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addressing this last disadvantage, Trygg (2002) developed an extension of OPLS called 2-
way orthogonal projections to latent structures (O2PLS) capable of modelling both X-
matrix and Y-matrix similarly (X↔Y). 
 The present chapter shows the integration of transcriptomic and metabolomic 
data-sets by using the O2PLS method in order to determine the multi-dimensional 
interaction network activated on Brassica oleracea leaves during the pathogenesis 
produced by Xanthomonas campestris pv. campestris. 
6.2. Experimental 
6.2.1. Multi-omic data
Multi-omic datasets used in this work were already specified in chapters 3 and 5. Briefly, 
the datasets selected are the outcome of transcriptomics and metabolomics response 
characterization of the doubled haploid broccoli line “Early Big” (B. oleracea var. italica) 
challenged with X. campestris pv. campestris (Pammel) Dowson (Xcc). The 
transcriptomics data can be found in the Gene Expression Omnibus (GEO) repository 
with the accession number GSE107720, whereas metabolomics dataset is deposited at the 
EMBL-EBI MetaboLights database with the identifier MTBLS460. Proteomic data was 
not included in this analysis due to its complexity. Whereas in both transcriptomics and 
metabolomics analyses, an absolute value per feature were obtained, proteomic data 
results were expressed in ratios. This way to express data is intrinsic to the use of iTRAQ 
labelling and the Protein Pilot software. 
For a global view, 3 and 12 days post-infection (dpi) data-matrices where used. 
Meanwhile, for selection of the influential variables and, in order to simplify data 
interpretation, only features that were selected as significant on individual 3 and 12 dpi 
transcriptomics and metabolomics analyses were considered. Shortly, transcripts with a 
false discovery rate (FDR) < 0.05 and -1 < log2 fold change (FC) > 1 were selected as the 
most influential features in the individual transcriptomic analysis. In the metabolomics 
analysis, the differential metabolites from each dpi were selected according to the VIP 
(Variable Importance in Projection) list obtained from PLS-DA analysis. Specifically, 50 
features from each dpi with VIP scores > 2 were selected. 
 Due to its high cost, individual transcriptomics analysis were performed by using 
3 biological replicates, whereas individual metabolomics analysis were carried out by 
using 5 biological replicates. In order to homogenize both matrices, we used a selection 
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strategy to ensure that the innate variability existing between all biological samples from 
metabolomics analysis was not underestimated (Bylesjoe et al., 2009). Following this 
strategy, similarities and differences between biological replicates are estimated based on 
the maximum variance projection from principal component analysis (PCA). The 3 most 
diverse biological samples were selected for the further integration analysis. PCA score 
plots can be found on chapter 5 (Figure 5.1). 
6.2.2. O2PLS 
The multivariate regression method called O2PLS was used for data integration. This 
method decomposes the total variation of the model in three structures: joint X-Y 
variation, variation that is unique to each matrix (orthogonal) and residual variation 
(Figure 6.1) (Galindo Prieto et al., 2017). Each of these structures is composed by smaller 
entities referred to as latent variables (LV), which describe independent effects in the 
data. 
Figure 6.1. Overview of the O2PLS method, which separates the predictive variation (join variation) from 
variation that is unique to each data matrix (orthogonal) as well as residual variation or noise. Extracted 
from Bylesjo et al. (2007). 
O2PLS modelling were performed using the OmicPLS package of R (Bouhaddani 
et al., 2016) and data pre-processing was carried out as described by Bylesjo et al. (2007). 
Basically, both matrices were column-wise mean-centered, implying that the mean of 
each variable over all samples is set to zero. Then, metabolomic matrix was column-wise 
scaled to unit variance to ensure that the variances of all variables are equal. To this end, 
each variable over all samples was divided by its standard deviation. Finally, both 
matrices were scaled to a total sum of squares of 1 to give both matrices equal weight. 
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6.2.3. Variable selection 
The O2PLS model assumes that some LV are responsible for X-Y joint variation. 
Thus, the loading values for the joint LV are the basis for the influential variable 
selection. Generally, a high absolute loading value will denote an influential variable. 
However, it is not feasible to stablish beforehand an approximate loading value threshold 
as this is essentially a data-specific property. To this end, a permutation strategy was used 
(Johansson et al., 2003). Both matrices were reshuffled 1000 times so that the original 
correlations are partially or completely eliminated. Subsequently, a new O2PLS model 
was generated for the reordered matrices. Considering a significant level α=0.05 for both 
matrices, the upper and lower α/2 quantiles of the loading values were used as thresholds 
for variable selection. Permutations were performed by using an in-house R script. 
6.3. Results and discussion 
To facilitate understanding, the transcriptomics matrix will be referred to as X and the 
metabolite matrix as Y, throughout. For both 3 and 12 dpi matrices, the O2PLS model 
was built from 1 to 3 joint LV and 1 orthogonal LV per each matrix.  
6.3.1. Integration of the early (3 dpi) response data 
Regarding the early response, the 3 different models built from 1 to 3 joint LV were able 
to model almost 100% of the total variation in X (R2X). Nevertheless, 3 joint LV model 
were necessary in order to maximize the total variation explained in Y (R2Y) (Table 6.1). 
Therefore, the O2PLS model performed with 3 joint LV explained more than 95% of the 
total variation in X (R2X) and approximately 86% of the total variation in Y (R2Y). 
Furthermore, almost 100% of modelled X variation was considered joint variation 
(R2XCorr/ R2X) since it could be explained by the variation in the complementary model. 
Similarly, almost 90% of the modelled Y variation was considered joint variation 
(R2YCorr/ R2Y). Therefore, it seems clear that most of the variation present in the 
metabolomic data could be explained by the transcriptomics dataset. 
   6. Multi-omics integration 
118 
Table 6.1. The modeled variations per joint LV by using 3 dpi transcriptomic (X) and metabolomic (Y) 
response datasets.  
The most relevant variables in the X-Y joint variation were selected according to 
the estimated loading coefficients thresholds for each LV. A total of 7 transcripts and 9 
metabolites were obtained as the most influential variables (Figure 6.2). The transcripts 
selected according to their high influence on the metabolome showed mainly an induction 
pattern after Xcc infection (Table 6.2). These transcripts are associated with essential 
processes during pathogenesis, such as hormone signaling or proteolysis. Surprisingly, 
and in contrast with the transcripts behavior, most of the selected metabolites showed a 
repression pattern (Table 6.3). Most of these metabolites could not be identified, 
hampering to give this a possible explanation.   
Figure 6.2. O2PLS loading plot of features, both transcripts and metabolites from 3 dpi.  
Component R2X R2Y R2XCorr R2YCorr
1 0.93 0.48 0.92 0.27
2 0.95 0.64 0.94 0.51
3 0.96 0.86 0.96 0.75
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Table 6.2. The most influential identified transcripts on 3 dpi O2PLS model. Fold change is calculated as 
log2 (inoculated/control).  
Gene log2FC description
BGLU18 2.66 abscisic acid signalling
LOX2 1.04 jasmonic acid bioshyntesis
ASP 1.40 kunitz tripsin inhibitor
FLP1 -1.71 flowering
BS 2.19 sesquiterpene biosynthetic
AT2G15980 1.80 RNA modification
Table 6.3. The most influential identified metabolites on 3dpi O2PLS model. Rt is the retention time and 
m/z mass-charge ratio.   
Metabolite Formula Rt m/z Pattern
coumarin C 9H7O2 7.70 147.045 ↓
L-isoleucine C6H14NO2 1.84 132.103 ↓
2-phenylethanimine C8H10N 3.18 120.081 ↓
6.3.2. Integration of the late (12 dpi) response data 
Similarly to early response integration analysis, 3 joint LV were necessary to obtain a 
model able to coverage most of the total variation in Y (Table 6.4). The O2PLS model 
performed with 12 dpi data by 3 joint LV explained almost 100% of the total variation in 
X (R2X) and more than 80% of total variation in Y (R2Y). Again, from the total variation 
modelled, almost 100% was considered joint variation in the case of X (R2XCorr/ R2X) and 
more than 80% in Y (R2YCorr/ R2Y). As occurred in the early response integration analysis, 
most of X and Y could be explained with one another.  
Table 6.4. The modeled variations per joint LV by using 12 dpi transcriptomic (X) and metabolomic (Y) 
response datasets.  
Component R2X R2Y R2XCorr R2YCorr
1 0.88 0.38 0.85 0.21
2 0.95 0.67 0.94 0.51
3 0.98 0.81 0.98 0.67
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The most influential variables on 12 dpi integration analysis are composed by 94 
transcripts and 16 metabolites (Figure 6.3), much more than the obtained in the 3 dpi 
integration analysis. This is in agreement with the individual transcriptomics analysis, 
where the response was stronger at 12 dpi in comparison with 3 dpi analysis. In addition, 
as observed in 3 dpi analysis, whereas the selected transcripts were mainly over-
expressed after Xcc infection, most of the influential metabolites showed a repression 
pattern (Tables 6.5 and 6.6). Again, most of the selected metabolites are unknown, since 
identification is the main bottleneck of this ‘omic’ technology. Similar problems were 
encountered by Rodriguez et al. (2018) (in press), since only 3 from the 16 selected 
metabolites were identified by using an UPLC-QTOF instrument. However, other mass 
spectrometry approaches, such as GC-MS, allow the identification of a higher number of 
metabolites because of the availability of compounds libraries. The work of Bylesjo et al. 
(2007) is an example, where almost 30 of 60 metabolites were putatively annotated. 
Figure 6.3. O2PLS loading plot of features, both transcripts and metabolites, from 12 dpi analysis. 
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Table 6.5. The most influential transcripts on 12 dpi O2PLS model. Fold change is calculated as log2
(inoculated/control). 
Gene log2FC gene information Gene log2FC gene information
GLIP3 6.80 lipid catabolism mtnN 1.21 lignin metabolism
SAG12 5.83 senescence SSL9 1.07 biosynthetic process
ALD1 4.84 systemic acquired resistance HTH 1.04 methyltransferase activity
At1g75040 4.04 pathogenesis-related protein At5g59540 4.94 oxidoreductase activity
At2g14610 3.74 pathogenesis-related protein SFH14 3.03 protein transport
TPM-1 3.43 defense response GES 2.69 diterpenoid biosynthesis
CHI 2.18 systemic acquired resistance CYP71B19 2.37 secondary metabolism
BnaC05g19570D 2.01 brassinosteroid biosynthesis KTI1 2.10 response to salicylic acid
WIN1 1.50 defense response TSB1 1.78 indoleacetic acid biosynthesis
BG3 1.30 defense response ASP 1.55 response to salicylic acid
DIR1 1.09 lipid transport BGLU18 1.39 abscisic acid metabolism
At1g04350 1.06 oxidoreductase activity CRT3 1.26 calreticulin 3
PHO1-H5 -1.02 phosphate ion transport CYP83B1 1.12 glucosinolate metabolism
BnaA09g25650D -1.19 - BCA3 1.09 carbon utilization
WRKY70 3.65 defense response Bra015999 -1.06 -
AFP3 3.46 defense response CYP81D1 -1.24 glucosinolate metabolism
BnaA09g19740D 2.69 - LOX2 -1.51 jasmonic acid metabolism
IQM1 2.54 calmodulin-binding protein GA20OX1 -1.63 gibberellin biosynthesis
At5g38780 2.46 signal transduction EDS1B 2.82 lipid metabolism
GLIP1 2.18 systemic acquired resistance PXG3 1.73 caleosin-related protein
CML45 1.62 calcium-binding protein BAK1 1.32 cell surface receptor
NSP5 1.47 glucosinolate catabolism APY5 1.20 ATP binding
MES9 1.19 jasmonic acid metabolism DJ1A 1.13 response to oxidative stress
SIB1 1.17 defense response GLU1 -1.02 photorespiration
CYP81F1 1.03 glucosinolate metabolism ABCB26 -1.04 ATP binding
GSTU13 -1.26 glutathione metabolism At5g42100 -1.07 cell communication
At1g77330 5.91 ethylene biosynthesis HHL1 -1.10 peptide metabolism
GSTF3 3.78 glutathione metabolism XTH6 6.38 cell wall biogenesis
PCR2 3.14 response to oxidative stress VTE3 2.32 plastoquinone biosynthetic
SOBIR1 2.94 cell death CRD1 1.29 photosynthesis
BnaC09g04510D 2.29 lipid metabolism CHLP 1.27 photosynthesis
At1g54020 2.18 lipid catabolism HSP17.6C 1.13 stress response
WAK4 1.32 cell surface receptor RKD2 1.07 DNA binding
MTR_8g021160 1.25 -
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Table 6.6. The most influential identified metabolites on 12 dpi O2PLS model. Rt is the retention time and 
m/z mass charge ratio.
Regarding to selected transcripts, Gene Ontology (GO) enrichment analysis 
distinguished different essential processes during pathogenesis (Figure 6.4). Among them, 
secondary metabolism and both hormone and calcium signaling are specially represented 
in the selection. The potential role of the latter group has been extensively discussed on 
Chapter 3. However, neither CBP60G nor SARD1 genes were present in this selection; 
despite they were emphasized above the others in the individual transcriptomics analysis. 
This could be explained since both CBP60G and SARD1 are transcription factors (TF) 
(Sun et al., 2018). The correlation between the expression of this kind of proteins and that 
of metabolites is really complex and have different order of magnitude. In addition, the 
effect of TF on metabolism would be masked by intermediate processes. This hypothesis 
goes in agreement with the results obtained in this analysis for other TF; whereas in the 
individual transcriptomics analysis 34 TF where upregulated after a well-stablished Xcc 
infection (see Figure 3.2, Chapter 3), only one of them was highlighted after the 
integration analysis (Figure 6.4).  
Metabolite Formula Rt m/z Pattern
3-[(1E)-1-Buten-3-yn-1-yl]pyridine C9H8N 10.0 130.065 ↑
C16 Sphinganine C16H36NO2 16.3 274.273 ↓
7-hydroxycoumarin C10H9O3 12.7 177.055 ↑
3-Benzyl-2-methyl-2-tridecanamine C21H38N 18.4 304.298 ↓
3-Benzyl-2-methyl-2-pentadecanamine C23H42N 19.7 332.329 ↓
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Figure 6.4. Distribution of the differentially expressed transcripts at 12 dpi and involved on biotic stress 
processes by using Mapman (Blasing et al., 2004) software. Green square: downregulated genes; red 
square: upregulated genes.
6.4. Conclusions 
In this work, the O2PLS multivariate regression method was used to integrate data 
structures from transcriptomics and metabolomics analyses, separating the predictive 
variation from systematic sources of variation, which are specific to each data set. This 
method allowed us to identify transcripts and metabolites that exhibit strong multivariate 
correlation patterns, and therefore, potentially involved in the plant response during Xcc 
infection. Unfortunately, most of the influential metabolites selected in this work could 
not be annotated in the individual metabolomics analysis, which entails an obstacle for 
further pathways and molecular functions analysis.  
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Plant defense mechanisms involve a plethora of complex strategies, including physical 
barriers and the production of a wide range of proteins and metabolites designed to detect 
invaders and stop them before they cause extensive damage in the plant. Understanding 
how all mechanisms are triggered is essential in order to develop disease-resistant plant. 
Due to defense mechanisms include a vast array of compounds with diverse chemical 
properties, different approaches are required to detect, quantify and analyze such a 
complex scenario. Technical advances in various analytical instruments, known as 
‘omics’ technologies, have made it possible to comprehensively evaluate cellular 
behavior from a multi-level perspective (genes, transcripts, proteins and metabolites) 
(Fukushima et al., 2014).  
In this work, we analyzed the interaction between Brassica oleracea plants and 
the pathogen Xanthomonas campestris pv. campestris (Xcc) at different post-infection 
times by using three different ‘omics’ approaches, particularly, transcriptomics, 
proteomics and metabolomics. This enabled us to monitoring, from distinct optics, the 
molecular mechanisms produced in the plant during the pathogenesis. Until recently, 
‘omics’ approaches have been performed individually, trying to draw subsequently a 
consensus hypothesis. However, a single omic layer analyzed alone entails gaps regarding 
molecular networks reconstruction. The integration of multi-omics biological information 
by a single analysis tries to solve this problem, since it provides a holistic approach to 
encompass all these complex information in a unique picture (Massart et al., 2015). 
Therefore, and in addition to each individual ‘omics’ analysis, we performed a multi-
omics data integration by using a multivariate regression method called O2PLS. This 
method allows a data-driven approach that statistically infers associations and correlations 
between molecules from the distinct ‘omics’ layers (Yugi et al., 2016).  
As stated on Chapter 6, integration of this disparate information constitutes not 
only a conceptual challenge but a practical hurdle, since it entails several critical steps 
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ranging from correct data pre-processing to more suitable integration method selection 
(Ebrahim et al., 2016). However, even selecting all these steps thoroughly, metabolite 
identification is the main bottleneck that accompanies this kind of approaches. Multi-
omics data integration allowed us identifying transcripts and metabolites with strong 
correlation patterns, however, most of metabolites could be not identified, hindering to 
carry out further biochemical network analysis.  
 In spite of availability of several acquisition methods and many spectral libraries, 
identification of putative metabolites is still the major challenge. Especially in the case of 
LC/MS approaches, spectral data is composed by different adducts (neutral losses, 
isotopes, MS/MS fragmentation, in-source fragments…) which belong to the same 
metabolite (Domingo-Almenara et al., 2018). Also, it should be noted that spectral data 
composition is highly dependent on ionization method, mass analyzer and instrumental 
settings (Gemperline et al., 2016). Therefore, very complex bioinformatics tools and 
time-consuming manual data curation are required to group all those information. Even 
following an impeccable workflow, a MS approach alone cannot offer high confident 
metabolite identification. So, the use of purified standards and other complementary 
techniques, such as nuclear magnetic resonance (NMR) spectroscopy, are necessary to 
confirm metabolite annotation (Santos-Pimenta et al., 2013).
Regarding individual ‘omics’ analyzes, it seems clear that Xcc infection causes 
noticeable biochemical changes at all molecular levels. However, these changes are 
different among ‘omes’ and dpi, since most of the biochemical pathways affected by Xcc 
are different between them. For example, among out of more than 1000 transcripts 
differentially expressed between conditions in the transcriptomic analysis, only 27 were 
co-regulated at both dpi. Similar results were obtained when transcriptomics and 
proteomics data are compared; only 7 genes were shared between those datasets. In the 
case of metabolomics results, this complexity goes beyond that. Whereas transcriptomic 
and proteomics results showed an up-regulation of most of the differential expressed 
features, metabolome response was characterized by a strong down-regulation of most of 
metabolites. This fact indicates that there are several mechanisms that are regulating 
metabolism that we are no able to infer by transcriptomics or proteomics analyzes.  
 One of common points between transcriptome and proteome analyzes is that the 
response was greater at 12 dpi. Furthermore, transcriptomics analysis revealed that 
changes on the expression of genes related with early stages of infection, such as PAMP-
perception or ROS burst and Ca+2 flux signaling, were only detected at 12 dpi. Triggering 
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most of defense mechanisms at this infection point, when plants already presents necrosis 
and chlorosis even in the uninfected tissue, will not ensure plant survival and thus, 
underscores that susceptibility could be related with a delay on defenses activation. As a 
support to this hypothesis, the analysis of SARD1 expression, a master transcription 
factor of plant immunity, in susceptible and resistant line revealed that the time-course 
expression of this gene could be key part of Xcc resistance.  
 Different pathways related with signaling, such as ROS homeostasis and 
phytohormones biosynthesis, were modified after Xcc infection in both transcriptomics 
and proteomics analysis. It is not surprising since these processes are essential to initiate 
downstream immune responses (Vidhyasekaran, 2016). In the case of metabolomics, the 
only metabolite differentially expressed related with signaling mechanisms was 
Halaminol A, a fatty alcohol belonging to the sphingolipids family, which can acts as 
second messengers with effects on cellular homeostasis (Holthuis and van Meer, 2000).
As expected, each individual ‘omic’ analysis reported strong changes on 
secondary metabolism. This fact is more evident in the transcriptomics results, where 
several genes could be classified in different pathways, including phenylpropanoids, 
glucosinolates, alkaloids, and so on. These changes are reflected, though in a complex 
manner, in metabolomics results, since alkaloids, coumarins or sphingolipids pathways 
were differentially regulated after Xcc infection. Their potential implication on defense 
was extensively discussed on Chapter 5. 
 Finally, primary metabolism may play an important role during Xcc pathogenesis. 
As illustrates figure 4.2, first stage of infection is characterized by a reduction of 
energetic metabolism, whereas in the late response some the expression of factors from 
primary metabolism were recovered or even enhanced. This recovery has been related 
with resistance, since energy availability is essential to trigger defense mechanisms 
(Villeth et al., 2016). However, “Early Big”, as a susceptible line, primary metabolism 
recovering could be delayed in comparison with a resistant line, reinforcing the 
hypothesis about the main difference between resistant and susceptible plants is based in 
the timely of responses activation, including basal metabolism recovery. 
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1. All omics studies, including the multi-omics integration approach, indicated that 
Xanthomonas campestris pv. campestris (Xcc) infection causes noticeable biochemical 
changes on Brassica oleracea at all molecular levels. 
2. Generally, changes were greater at 12 days post-inoculation. Whereas in 
transcriptomics and proteomics most of the selected features were induced, selected 
metabolites were mainly downregulated after infection. 
3. Further gene expression studies focused on members of the calcium-signaling pathway 
indicated, for the first time, the possible implication of CML30, CML37, CML40, 
CML43, CML45 and CML47 in the response against a pathogenesis and the essential role 
of CBP60g and SARD1 in the resistance against Xcc. 
4. Proteomics analysis suggested that primary metabolism and processes such as 
proteolysis or ROS scavenging play a remarkable role during pathogenesis. 
5. Metabolomics analysis suggested that specific metabolic pathways, such as alkaloids, 
coumarins or sphingolipids, have a potential implication on plant response. 
6. Most of the variation present in the metabolomic data could be explained by the 
transcriptomics dataset, revealing more similitudes than we could infer from individual 
analyzes. In addition, we identified transcripts and metabolites that exhibit strong 
multivariate correlation patterns and thus, potentially involved in the plant response 
during Xcc infection.
