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Abstract
The amount of Web information is growing rapidly, im-
proving the efficiency and accuracy of Web information re-
trieval is uphill battle. There are two fundamental issues
regarding the effectiveness of Web information gathering:
information mismatch and overload. To tackle these diffi-
cult issues, an integrated information filtering and sophis-
ticated data processing model has been presented in this
paper. In the first phase of the proposed scheme, an infor-
mation filter that based on user search intents was incorpo-
rated in Web search process to quickly filter out irrelevant
data. In the second data processing phase, a pattern taxon-
omy model (PTM) was carried out using the reduced data.
PTM rationalizes the data relevance by applying data min-
ing techniques that involves more rigorous computations.
Several experiments have been conducted and the results
show that more effective and efficient access Web informa-
tion has been achieved using the new scheme.
1. Introduction
In recent years, Web Searching is becoming the most
convenient way of finding information. Traditionally, Web
search engines only deal with the users direct queries. How-
ever, it is quite often that the information seekers are unable
to specify their information needs precisely and accurately
due to the lack of training or unfamiliar with the collection
makeup and retrieval environments. The queries submit-
ted to search engines by Web users are generally very short
containing only several keywords. These short queries are
not able to reflect the Web users underlying search intents.
As the results, it often leads to information overload and in-
formation mismatch problems. If large amount of returned
hits must be go through manually, Web users are likely frus-
trated and they may not get any useful information - it is like
finding a needle in the haystack. Therefore, it is very desir-
able to develop efficient personalized information gathering
systems to meet what users want.
In dealing with Web information overload and mismatch
issues, classical methodologies/techniques from informa-
tion retrieval/filtering (IR/IF) and data mining have been
applied separately with various successes. For example, In-
formation filtering (IF) has been used specifically in deal-
ing with these issues. Information filtering [2] is an infor-
mation access activity similar to information retrieval. IF
has a similar function to IR, but IF systems are commonly
personalized to support long-term, relatively stable, or pe-
riodic goals or desires. In [13], the authors developed a
single agent filtering model which consisted of three main
modules: information representation, information classifi-
cation and user interest profile learning. This work deals
with a single complete information filtering agent operating
in a single user environment. It performs well on relatively
small datasets. In [14], the authors described two multi-
agent information filtering systems: distributed knowledge
approach and distributed functionality approach. These are
extensions of earlier work on single-agent information fil-
tering in order to overcome the limitations of single-agent
centralized information filtering.
Traditional information filtering used the term-based
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user profile. Based on simple term-based user profile, the
threshold of filtering is difficult to define and not very sen-
sitive. High percentage of useful information is filter out,
thus greatly compromise the system effectiveness. There-
fore, one of the key issues in developing an effective filter-
ing system is to construct accurate and comprehensive user
profiles that can describe the user information needs and in-
formation searching intentions.
Web users have different information search intentions.
Their search intentions may be dynamic and uncertain as
well. Some users have a clearly defined idea of what infor-
mation they are seeking for and their search intentions are
very clear and more focus on specific topics. Whereas oth-
ers have only a loosely formed idea of the information they
are searching for and their searching intentions are not well
developed and they have very broad interests. On one hand,
a user may be interested in more focused information and
his/her search goal is to find out accurate information which
relates to the keyword queries. On the other hand, a user
may wish to find more general information and after that
they may find their further information search directions.
Here, Web user search intents will be generalized as speci-
ficity and exhaustivity intent. Specificity (spe) describes
the extent of the pattern (or topic) i.e., users interests have
a narrow and focusing goal or the search boundary is bet-
ter defined, whereas exhaustivity (exh) describes a different
extent of the searching pattern (or topic) i.e., general/wider
scope of user interests. Due to the dynamic and complex na-
ture of Web users, automatically acquiring worthwhile user
profiles was found to be very challenging.
Many text mining methods were developed to achieve
the goal of information filtering including phrase and pat-
tern based techniques. It was assumed that the phrase (or
pattern) based approaches should perform better than term-
based ones because phrase may carry more semantic in-
formation than terms. However, many experimental re-
sults [17] showed that performance of phrased based meth-
ods was lower than expectation, often under-perform term-
based methods. The phrases carry less ambiguous and more
succinct semantic meaning than individual terms. Why
phrase (or patten) based method did not perform better? The
likely reasons we argue are: (1) Phrases have inferior sta-
tistical properties to words; (2) They have low frequency of
occurrence; and (3) There are a large number of redundant
and noisy phrases (or patterns) among them.
In this paper, we propose a new design of web informa-
tion system that includes two phases: filtering and pattern
discovery. The objective of filtering is to quickly filter out
the likely irrelevant data. It is expected that unmatched data
can be greatly reduced after filtering. More sophisticated
data processing can then be carried out on the “cleaned”
data effectively. As a result, Web mining system could be
more efficient to deliver the users with more relevant results.
The main contribution of the research work presented in
this paper is the development of a novel Web information
gathering method which integrates information filtering and
pattern discovery strategies together to delivery more accu-
rate results for the Web users. The remainder of the pa-
per is organized as follows. Section 2 highlight previous
researches in the related area and compare these research
works with ours. The proposed ontology-based user profile
filtering method is presented in Section 3. Data mining pro-
cessing is then illustrated in Section 4. The empirical testing
results are reported in Section 5. The concluding remarks
and future researches are given in Section 6.
2 Related work
Information mismatch and information overload are two
fundamental issues regarding the efficiency of using the
Web data. Agent technology is one of the first solutions to
tackle information overload problems. Software agent can
observe, receive feedbacks or ask users directly how to as-
sist them during the searching and browsing activities [11].
Agent and multi-agent architectures can autonomously co-
ordinate and cooperate in order to reach users’ goal [16, 5].
Unfortunately, agent-based approaches can only show us
the architectures of information gathering systems. They
cannot provide more contributions for finding useful knowl-
edge from data to overcome the fundamental issues. Re-
cently, a few new methods such as [4] have been developed
that combine Information retrieval and Information filtering
with agent system to address information overload issues.
The application of data mining techniques to Web data,
calledWeb mining, is an emerging area inWeb Intelligence.
Currently, a Web mining system can be viewed as the use
of data mining techniques to automatically retrieve, extract,
generalize, and analyst information on the Web [7]. Web
mining can be classified into four categories [7]: Web us-
age mining, Web structure mining, Web content mining and
Web user profile mining. It is believed that Web mining can
bring in a great deal of intelligence for Web searching. For
example, the primitive object of Web usage mining is the
discovery of Web access patterns. With Web usage min-
ing, the user log can be analyzed. Some patterns about user
behavior can be obtained from usage logs and then these
patterns can be turned into a user profile. The user profiles
are then utilized to filter incoming articles for the individual.
The profiles can be constructed using a variety of learning
techniques including the vector space model, genetic algo-
rithm, and the probabilistic model or clustering. Recently,
a number of ontology-based user profiles models have been
developed, e.g., [6, 20].
This proposed method intends to utilize both the speed
advantage of IF and the rigorous natural of data mining pro-
cesses. The integration of IF and data mining process would
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further improve the effectiveness of conventional data min-
ing technique by noise reduction.
3 Ontology-based user profiles
In this project, the user profile is constructed from the
topics of a user’s interest i.e., search intent. The topic in
a particular document comprises the terms which represent
the subjects. By using the ontological approach, the user
profile includes the topic’s semantic relationship. Hence,
this type of user profile is called topic ontology. Syntacti-
cally we assume that the topic ontology is constructed from
primitive objects (e.g., terms). They consist of primitive
classes and compound classes. The primitive classes are
the smallest concepts that cannot be assembled from other
classes. However they may be inherited by derived concepts
or their children. The compound classes are constructed
from a set of primitive classes. Before the detail learning
procedure is introduced, the following definitions are given
first.
3.1 Definitions
Let T = {t1, t2, . . . , tk} be a set of keywords (or terms),
and D be a training set of documents, which consists of a
set of positive documents, D+; and a set of negative doc-
uments, D−, where each document is a set of terms (may
include duplicate terms).
In the phase of filtering, we let D− = ∅ because we
attempt to use a smallest training set for quickly filtering
out the irrelevant information.
A set of terms is referred to as a termset. Given a doc-
ument d (or a paragraph) and a term t, tf(d, t) is defined as
the number of occurrences of t in d. A set of term frequency
pairs, P = {(t, f)|t ∈ T, f = tf(t, d) > 0}, is referred to
as a pattern in this paper.
Let termset(P ) = {t|(t, f) ∈ P} be the termset of P .
In this paper, pattern P1 equals to pattern P2 if and only if
termset(P1) = termset(P2). A pattern is uniquely de-
termined by its termset. Two patterns should be composed
if they have the same termset (or they are in a same cate-
gory). In this paper, we use the composition operation, ⊕,
that defined in [8] to generate new patterns.
Let P1 and P2 be two patterns. P1 ⊕ P2 is called the
composition of P1 and P2 which satisfies:
p1 ⊕ p2 = {(t, f1 + f2)|(t, f1) ∈ p1, (t, f2) ∈ p2} ∪
{(t, f)|t ∈ (termset(p1) ∪ termset(p2))−
(termset(p1) ∩ termset(p2)),
(t, f) ∈ p1 ∪ p2}
Rough association rules(see [9, 10])are applied in the
phase of filtering. A rough association rule has the form
of
< termset, wd >→ positive,
where termset is set of selected terms, and wd is a weight
distribution of these terms in the rule. A rough association
rules can be obtained by using the composition operation
on a set of patterns and then normalizing the corresponding
weights (see [9] or [10]).
Figure 1. Backbone of the Ontology.
3.2 Ontology extraction
In this section, the method which extracts ontology from
training set to represent user profiles is presented. An ex-
ample (see Fig. 1) is used to help describe our ideas.
Example 1: Θ = {pet, shop, city, accommodation} is
a set of primitive objects. There are three relevant docu-
ments (d1, d2, d3) in the training set, which are represented
as a set of keyword-frequency pairs:
d1 = {(dog, 4), (shop, 6)},
d2 = {(cat, 5), (shop, 15)},
d3 = {(pet, 3), (shop, 7), (city, 10)}.
There are “is-a” and “part-of”relations between these ob-
jects. For instance: dog and cat are pets; hotel is-an accom-
modation. Using the inheritance ( is-a or part-of relation),
two compound objects can be obtained: p1 and p2 from d1,
d2 and d3, where, d1 → p1, d2 → p1 and d3 → p2. The
“is-a” and “part-of” relation is used to show the relation
between compound and primitive objects. A document is
irrelevant if its any part-of section does not include any pat-
tern. Fig. 1 illustrates this case.
An identity for each class X is defined to measure the
relationship between classes. An identity of class X is,
id(X) = {Z|Z is a primitive class, and there is a path from
X to Z}, e.g., id(p1) = {pet, shop}. The class X = class
Y if and only if id(X) = id(Y ). The following is the pro-
cedure for an ontology extraction:
Step 1. Lexical entry extraction
• Use tf ∗ idf [15] to get a set of keywords (e.g., we use
150 keywords for each topic) from the training set;
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• Select primitive objects (terms) from the set of key-
words using the existing background knowledge,
where each term is a group of keywords, e.g., term
“pet” may include {pet, dog, cat};
Step 2. Determine patterns
• Discover patterns from all relevant documents in the
training sets using the method [9] or [17];
Step 3. Generate a graph representation as one shown in
Fig. 1.
Let O = {(p1, N1), (p2, N2), . . . , (pn, Nn)} be a set of
compound objects which comes from the discovered pat-
terns, Ω be the set of its classes: primitive or compound,
where pi is a pattern (1 ≤ i ≤ n) and Ni denotes the num-
ber of appearance of the similar objects. For example, in
Fig. 1 there is O = {(p1, 2), (p2, 1)} because of d1 → p1,
d2 → p1 and d3 → p2. A support function can be attained
from O, which satisfies:





where P = {p|(p,N) ∈ O}
Then the following set-valued mapping to describe the
knowledge implied in O can be obtained:
Γ : P → Ω such that
Γ(pi) =
{
X if pi is related to class X
Ωroot otherwise,
(2)
where, Ωroot is the root class in Ω. We call Γ a deploying
mapping of P on Ω. If the users could not get a correspond-
ing class for a pattern, the pattern is indexed by default in
the root class in the ontology (Note: in “is-a” taxonomy we
often use empty sets). This convention makes sense if we
assume that the root class represents the entire collection we
discuss.
Let Θ be the set of primitive objects. We can get an id
mapping from the deploying mapping:
ξ : P → 2Θ − {∅}, such that ξ(pi) = id(Γ(pi)). (3)
At last, we can obtain a probability functions prξ to rep-






p∈{p′ |(p′ ,N)∈O,ξ(p′ )=X} support(p)
|X|
(4)
for all θ ∈ Θ.
The main objective here is to cluster available documents
into three regions based on user intention as described as the
above. Let p be a pattern and o be a new incoming docu-
ment. Our basic assumption is that o should be relevant if
id(p) ⊆ id(o). The set of all objects o in the set of new in-
coming objects such that id(p) ⊆ id(o) is called the cover-
ing set for p and denoted as [p]. The positive region (POS)
is the union of all covering sets for all p ∈ P .
The set of all objects o in the set of new incoming objects
such that ∃p ∈ P ⇒ id(p)∩ id(o) 6= ∅ is called the bound-
ary region (BND). Also, the set of all objects o in the set of
new incoming objects such that ∀p ∈ P ⇒ id(p)∩ id(o) =
∅ is called the negative region (NEG). Given an object o,
the decision rules can be determined naturally as follows:
∃p ∈ P ⇒ id(p) ⊆ id(o) 6= ∅
o ∈ POS
∃p ∈ P ⇒ id(p) ∩ id(o) 6= ∅
o ∈ BND , and
∀p ∈ P ⇒ id(p) ∩ id(o) = ∅
o ∈ NEG .








prξ(t)} for all o ∈ pos. (5)
From the above analysis, we can use
minp∈P {
∑
t∈ξ(p) prξ(t)} as a threshold [7] for nor-
mal information filtering. A very important conclusion
we can draw from the above analysis is that our method
can guarantee the processing of filtering can retrieve all
positive documents (i.e., POS). However, this threshold
is derived without taking into account the documents in
the boundary region (i.e., BND). Therefor, it needs to be
revised to consider all the documents in both positive and
boundary regions. If the original one is called threshold1
then the new one can be defined as follows:
threshold = threshold1 + α (6)
where α is experimental coefficient.
Term frequency is a very useful source in information
filtering. In order to use term frequency, the id mapping ξ
in Equation 3 can be extended to the following mapping β,
which satisfies:
β : P → 2Θ×[0,1] − {∅} such that
∑
(fst,snd)∈β(pi)
snd = 1 and
ξ(pi) = {fst|(fst, snd) ∈ β(pi)} (7)
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β is called a frequency distribution of ξ; or we call <
ξ(p), β(p) >→ positive be a rough association rule.
Using the frequency distribution, we can refine probabil-
ity functions prξ by obtaining another probability functions





for all θ ∈ Θ.
Using the example in Fig. 1 again, we have O =
{(p1, 2), (p2, 1)}, and ξ(p1) = {pet, shop} and ξ(p2)
= {pet, shop, city}. Assume support(p1) = 2/3 and
support(p2) = 1/3, then we have the corresponding fre-
quency distribution β, which satisfies (notice: d1 → p1,
d2 → p1 and d3 → p2):
β(p1) = {(pet, (4 + 5)÷ (4 + 5 + 6 + 15)),
(shop, (6 + 15)÷ (4 + 5 + 6 + 15))}
= {(pet, 0.3), (shop, 0.7)}, and
β(p2) = {(pet, 3÷ (3 + 7 + 10)),
(shop, 7÷ (3 + 7 + 10)),
(city, 10÷ (3 + 7 + 10))}
= {(pet, 0.15), (shop, 0.35), (city, 0.5)}.
The new filtering algorithm first updates
the ontology in Fig. 1 by replacing p1 and p2
with “p1 : {(pet, 0.3), (shop, 0.7)}” and “p2 :
{(pet, 0.15), (shop, 0.35), (city, 0.5)}”, respectively.
It then determines a threshold (see Equation 5 and 6).
It also extracts a set of terms from each new incoming
document. At last it calculates the probability of the
document (see Equation 8) and makes a decision according
to the threshold.
4 Data mining processing
After filtering task carried out, the most irrelevant docu-
ments have been removed from test set. The second stage is
to process the remaining documents with more rigourously
data mining processes by using pattern taxonomy model.
It is not difficult to discover the phrases from documents
when each paragraph is treated as a transaction. The main
issue is how to represent the relations between phrases. One
method is to use a document index graph (DIG) [3], where
each node is a unique word, and each edge is a two adjacent
nodes which appear successive in a document. The draw-
back of this method is that a DIG may index some nonsense
phrases. In this research, sequential patterns [1] is used to
represent phrases. A new concept, which is similar to the
notation of closed sequential patterns [12, 19], is employed
to create a pattern taxonomy model. The following is a brief
description about PTM.
A sequence s =< x1, . . . , xm > (xi ∈ T is a termset)
is an ordered list. A sequence α =< a1, . . . , am > is a
sub-sequence of another sequence β =< b1, . . . , bn >, de-
noted by α ⊆ β, if and only if ∃i1, . . . , im such that 1 ≤ i1
< i2 . . . < im ≤ n and α1 ⊆ βi1 , α2 ⊆ βi2 , . . . , αm ⊆
βim . A sequential pattern s is a very closed sequential
pattern of s′ if s ⊆ s′ and support(s) − support(s′) <
λ× support(s′), where λ is a small positive decimal.
The above definitions can be used to create a pattern tax-
onomy as showed in Fig. 2, where a, b, c, and d are terms,
the arrows are “is-a” relation, e.g., phrase < (a)(b) > is a
sub-sequence of < (a)(b)(c) >.
If the frequency is used to define the support function
for all patterns, then support(< (a)(b) >) ≥ support(<
(a)(b)(c) >). In general, 3 sub-sequence patterns of <
(a)(b)(c) > can be obtained. They are < (a)(b) >,
< (a)(c) > and < (b)(c) >. If patterns have supports
which are very closed to their parents supports then these
patterns are called non-closed patterns. The not very closed
sequential patterns will be removed. e.g.,< (a)(c) > in
Fig. 2 has been pruned.
Figure 2. Pattern taxonomy.
After a pattern taxonomy has been extracted from a train-
ing set, it is utilized to calculate pr(d)which is the relevance
degree of each new incoming document d for a given topic.
The following is the procedure of making decisions to re-
turn relevant document to the user:
1. Find all longest patterns in document d;
e.g., (< (a)(b)(c) >) is a longest pattern
if (< (a)(b)(c)(d) >) does not appear in d.
2. Determine pr(d) according to the taxonomy.
e.g., pr(d) = support(< (a)(b)(c) >) + support(<
(a)(b) >) + support(< (b)(c) >).
5 Experimental evaluation
The standard TREC test collections RCV1 (Reuters Cor-
pus Volume 1) was used to test the effectiveness of the pro-
posed model. RCV1 corpus consists of all and only English
language stories produced by Reuter’s journalists between
August 20, 1996, and August 19, 1997 with total 806,791
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documents. TREC has developed and provided 100 topics
for the filtering track aiming at building a robust filtering
system. The first fifty of these were constructed by human
researchers and the rest by intersecting two Reuters’ topic
categories. Each topic is divided into two sets: training and
test set. Our experiments used the Split of TREC-10/2000.
With this split, the first 6 weeks’ items, 20 August through
30 September 1996, were taken as the training set with total
23,307 documents. The remainder of the collection formed
the test set which includes 783,484 documents.
The document relevant judgments have been given for
each topic. This means that every document is assigned
to be either positive or negative.“Positive” means the doc-
ument is relevant to the assigned topic; otherwise “nega-
tive” will be given to the document. The set of 100 TREC
topics is used to represent the diverse Web user’s informa-
tion needs. The experiments simulated user feedback by
assuming that the user would recognize as relevant the cho-
sen some documents that were officially judged as relevant
from a set of given documents.
RCV1 collection is marked in XML. To avoid bias in ex-
periments, all of the meta-data information in the collection
have been ignored. The documents have been preprocessed
by using the same text processing method before they are
used in all experiments. The tasks of removing stop-words
according to a given stop-words list and stemming term by
applying the Porter Stemming algorithm are conducted.
The F-beta (Fβ) measure and the P/R break-even point
are employed for our experimental performance measures.
Fβ is a version of the Van Rijsbergen measure of retrieval
performance. This measure is a function of Recall (R) and
Precision (P), together with a free parameter beta which de-
termines the relative weighting of recall and precision. It is





The parameter β = 1 is used in our study, which means
that recall and precision is weighed equally.
The P/R break-even point indicates the value at which
precision equals recall. The larger a P/R break-even point
or Fβ-measure score is, the better the system performs.
Our new method was called Filtering-based Web Infor-
mation Gathering (FWIG). It was compared with the base-
line method, namely Pattern Taxonomy Model (PTM) de-
veloped by [18]. PTM is a new approach of informa-
tion gathering. Many up-to-date Web mining techniques
(e.g., sequential association rules, closed-pattern based non-
redundant association rules and rough association rules)
have been intergraded into this method. PTM has been
tested with RCV1 data collection. The results indicate that:
(i) Data mining based methods took longer time for train-
ing; (ii) Closed patterns were better than frequent patterns;
Figure 3. The F-measure for PTM and FWIG.
Figure 4. The break-even point for PTM and
FWIG.
Figure 5. Results of filtering process
(iii) The effectiveness of the data mining based methods is
similar to IF based methods; It was observed that perfor-
mance of PTM can be hindered by: (a) too many noise in
the inputs data (documents); (b) The measures (e.g., support
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and confidence) used for knowledge discovery (data mining
phase) can not be simply used in the phase of leveraging of
discovered knowledge to answer what users want.
The results of the experiments are illustrated in figures
Fig. 3, Fig. 4. They include the average scores of Fβ-
measure, Break-even point. The scores for the all TREC
topics are displayed in three columns, 1 to 50 topics, 51
to 100 topics and all 100 topics. As shown in the figures,
the results of the first 50 topics and the second 50 topics
are both significant. In the first 50 topics, the performances
of FWIG are better than PTM. But in the second 50 top-
ics, the improvement of the new method is more significant.
The possible explanation is that the first 50 topics is con-
structed manually whereas the second 50 topics are deter-
minate by machine learning. The average scores of all 100
topics also demonstrate that FWIG has a considerable im-
provement. The improvement of the new method is mainly
due to the success of irrelevant information removal by the
filtering process. Fig. 5 illustrates this scenario. Hence, the
second stage (Pattern discovery) can work more effectively
with less“noise”.
6 Conclusions
This paper illustrates a new model which integrates the
search intent based filtering and pattern based data mining
technology together to alleviate Web information overload
and mismatch problems. The proposed method has been
evaluated using standard TREC data collection with very
positive results.
Compared with the orthodox data mining method
PTM [17, 18], the experiments based on the new method
demonstrated that the performance of information retrieval
can be significantly improved. The improvement was con-
sistent in all 100 topics experiments. This confirms that the
proposed Web information gathering method that combines
filtering and data mining processes is able to filter out most
irrelevant objects and reduce the chance of generating noisy
patterns hence improve the computational accuracy and ef-
ficiency. In the next step, this project will focus on improv-
ing the search intent-based user profiles models and incor-
porate them into other state-of-the-art IF and data mining
processes for Web information gathering.
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