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QUIVER REPRESENTATIONS IN THE SUPER-CATEGORY AND
GABRIEL’S THEOREM FOR A(n,m)
J. THIND
Abstract. Gabriel’s Theorem, and the work of Bernstein, Gelfand and Ponomarev estab-
lished a connection between the theory of quiver representations and the theory of simple
Lie algebras. Lie superalgebras have been studied from many perspectives, and many re-
sults about Lie algebras have analogues for Lie superalgebras. In this paper, the notion of a
super-representation of a quiver is introduced, as well as the notion of reflection functors for
odd roots. These ideas are then used to give a categorical construction of the root system
A(n,m) by establishing a version of Gabriel’s Theorem and modifying the Bernstein, Gelfand,
Ponomarev construction. This is then used to give a combinatorial description of the root
system A(n,m) where roots correspond to vertices of a canonically defined quiver Γ̂. We
also introduce a graded path algebra, whose category of graded modules is equivalent to the
category of super-representations. This is used to define a graded preprojective algebra.
1. Introduction
Similar to the case of simple Lie algebras, the “classical” simple Lie superalgebras have a classi-
fication by root system (see [Kac]). For Lie superalgebras the root system inherits a Z2 grading,
and the odd roots exhibit different behaviour than the even roots. The notion of Dynkin diagram
exists, but requires some extra care to define. Here the vertices are again simple roots, however
they are coloured according to their parity. Unlike the classical case, the resulting diagram is
dependent on the choice of simple roots. Whereas simple Lie algebras are classified by Dynkin
diagrams, the same Lie superalgebra may have very different Dynkin diagrams, where not only
does the colouring change, but the underlying graph does as well.
However, the root system of type A(n,m) is rather simple, and by ignoring grading, can be
identified with a root system of type An+m−1, independent of the choice of simple roots. In
particular, the underlying graph of the coloured Dynkin diagram is always of type An+m−1.
Gabriel’s Theorem, and the results of Bernstein, Gelfand and Ponomarev (BGP), give a cat-
egorical construction of the root system An+m−1 from the corresponding Dynkin graph Γ via
quiver representations.
Briefly, a quiver is an oriented graph, and a representation of a quiver is the choice of vector spaces
at each vertex and linear maps corresponding to the edges. (For more details, see Section 3.)
Moduli spaces of quiver representations have provided geometric constructions of bases for rep-
resentations of Lie algebras; the canonical bases of Lusztig, and the crystal bases of Kashiwara,
via quiver varieties (see [L], [N1], [N2], [K], [KS]). For Lie superalgebras, crystal bases have
been shown to exist for gl(n,m) in [BKK]. The author is currently working with I. Dimitrov on
geometric constructions of crystal bases for gl(n,m). The motivation for this paper is to set up
an appropriate framework for quiver representations in the super-category.
1
2 J. THIND
This paper introduces the category of super-representations of a quiver, as well as reflection
functors for odd roots. In this category, indecomposable objects can be assigned a parity, and
so we can use this to put a Z2 grading on the Grothendieck group of this category.
The main result (Theorem 5.1) uses the notions of super-representations and reflection functors
to extend Gabriel’s Theorem and the BGP construction to the root system A(n,m), and gives
a combinatorial description of A(n,m) via the Auslander-Reiten quiver similar to [KT]. In par-
ticular, given a positive root α ∈ A(n,m), we construct an indecomposable super-representation
Xα, of dimension α, with the same parity as α. This gives a categorification, and combinatorial
construction, of the root system A(n,m) from any of its coloured Dynkin diagrams.
We begin with a review of the root system A(n,m). After reviewing the relevant basics of quiver
theory, we recall the construction of indecomposable representations by Bernstein, Gelfand and
Ponomarev (see [BGP]). We then introduce the category of super-representations of a quiver,
and reflection functors for these categories. We then state and prove the Main Theorem. Finally,
we introduce a graded version of the path algebra, show that the category of Z2-graded modules
over this algebra is equivalent to the category of super-representations of the quiver, and define a
graded preprojective algebra. The study of this preprojective algebra and its relationship to the
representation theory of the corresponding Lie superalgebra is the subject of on-going research.
A slightly different notion of super-representation of a quiver appeared in [LS], however that
paper contained no details, and to the best of our knowledge, no thorough treatment has appeared
in the literature.
The author would like to thank I. Dimitrov for many helpful discussions.
Remark 1.1. This paper updates a previous version. Aside from correcting some errors, we have
modified our definitions and constructions, and added some new material (graded path algebra).
In the previous version of this paper, we also used a different definition of super-representation
of a quiver. The earlier definition made certain notions easier (such as reflection functors), but
was not compatible with the definition of modules over the graded path algebra.
2. Root Systems of Type A(n,m)
In this section we briefly recall the basics of roots systems of type A(n,m) following the presen-
tation in [Kac].
The root system of a Lie superalgebra has a splitting into even and odd parts coming from the
Z2 grading on the corresponding Lie superalgebra; if we denote by R the root system, then
R = R0 ⊔ R1, where R0, R1 are the even and odd parts respectively. This defines a parity
function p : R→ Z2.
For type A(n,m) the roots are expressed in terms of functionals ǫ1, . . . , ǫn, δ1, . . . , δm. If we
write an element of sl(n,m) as a block matrix X =
(
A B
C D
)
with A − n × n, B −m × n,
C − n×m, D −m×m, then ǫi(X) = Aii, and δi(X) = Dii. The roots and the Z2 grading are
given by R0 = {ǫi − ǫj, δi − δj |i 6= j}, R1 = {±(ǫi − δj)}.
As with the classical case, one can define a polarization into positive and negative parts, and
define sets of simple roots. In the case of A(n,m) the sets of simple roots, up to equivalence, are
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given by two sequences S = {s1 < s2 < · · · }, T = {t1 < t2 < · · · } and a choice of sign. For such
choices, the corresponding set of simple roots is given by ΠS,T = ±{ǫ1 − ǫ2, ǫ2 − ǫ3, . . . , ǫs1 −
δ1, δ1 − δ2, . . . , δt1 − ǫs1+1, . . .}. From Π we construct a Dynkin diagram as in the classical case,
except that we colour the vertices corresponding to the odd simple roots by
⊗
. Denote the
coloured Dynkin diagram by Γcol.
Example 2.1. Consider the case of A(2, 2). The roots are R0 = {±(ǫ1 − ǫ2),±(δ1 − δ2)},
R1 = {±(ǫ1 − δ1),±(ǫ1 − δ2),±(ǫ2 − δ1),±(ǫ2 − δ2)}, and we can take Π = {α1 = ǫ1 − ǫ2, α2 =
ǫ2 − δ1, α3 = δ1 − δ2} as a set simple roots. This gives the following Dynkin diagram.
©
⊗
©
If instead, we chose the set of simple roots Π′ = {α1 = ǫ1 − δ1, α2 = δ1 − ǫ2, α3 = ǫ2 − δ2}, we
obtain the following Dynkin diagram.
⊗ ⊗ ⊗
Note that in either case, the underlying uncoloured diagram is the same (a Dynkin diagram of
type A3).
In the case of classical root systems, there is a group of automorphisms W (Weyl group) acting
simply transitively on the sets of simple roots by reflections. For Lie superalgebras this is not
the case. In particular, the Weyl group does not act simply transitively. However, Serganova
(see [S]) has developed a notion of “Weyl groupoid” which plays the role of the Weyl group.
The “reflections” here are of two types: even reflections, which are honest reflections, and odd
“reflections” which describe how to change from a simple system containing the odd root α to
the simple system containing −α. In general, it is not easy to describe these odd reflections
explicitly. However, for type A(n,m) it is. By analogy with the classical case, we define a
reflection for an odd simple root αi by
sαi(αj) =

−αi if i = j
αi + αj if i− j in Γ
αj otherwise.
This “odd reflection” replaces the odd root αi by its negative, and also changes the colouring of
the neighbouring vertices in the coloured Dynkin diagram. (See [S] for details on odd reflections.)
Note that an even reflection leaves the colouring of the Dynkin diagram fixed.
Example 2.2. In the case of A(2, 2) considered in Example 2.1, the simple system Π′ was
obtained from Π by the odd reflection sα2 .
2.1. Explicit Identification A(n,m) → An+m−1. Express the roots of Ak in terms of ei with
1 ≤ i ≤ k + 1. Then the roots are ei − ej with i 6= j. Define a map A(n,m) → An+m−1 by
ǫi 7→ ei and δi 7→ en+i. For a root α ∈ A(n,m) denote its image in An+m−1 by α¯.
3. Quivers
In this section we review the basics of quiver theory (for more details see [C-B], [BGP], [KT]).
In particular, we recall the notion of quiver representations, Gabriel’s Theorem, BGP reflection
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functors and the construction of indecomposable representations given in [BGP]. We then review
the results of [KT].
3.1. Basics. A quiver
−→
Q is an oriented graph. The vertex set is denoted by Q0 and the arrow
set is denoted by Q1. In what follows a quiver is obtained by orienting a graph Γ. In such a case
the quiver is denoted by
−→
Q = (Γ,Ω) where Ω is an orientation of the graph Γ. There are two
functions s, t : Q1 → Q0, called “source” and “target” respectively, defined on an oriented edge
e : i→ j by s(e) = i and t(e) = j. Let nij denote the number of edges between i and j in Γ.
Fix a field K. A representation of a quiver
−→
Q is a choice of vector space X(i) for every vertex
in Q0 and linear map xe : X(i) → X(j) for every edge e : i → j. A morphism Φ : X → Y of
representations is a collection of linear maps φi : X(i) → Y (i) such that the following diagram
is commutative for every edge e : i→ j.
X(i)
xe //
φi

X(j)
φj

Y (i)
ye // Y (j)
Denote the Abelian category of representations of
−→
Q by Rep(
−→
Q).
For any representation X , define its dimension vector by dim(X) = (dimX(i))i∈Q0 ∈ Z
Q0 .
3.2. Gabriel’s Theorem. The connection between Lie theory and Quiver Theory began with
the results of Gabriel in [G], and the proof of Gabriel’s Theorem given by Bernstein, Gelfand
and Ponomarev in [BGP].
Theorem 3.1. [G]
(1) A quiver (Γ,Ω) has finitely many isomorphism classes of indecomposable representations
if and only if the underlying graph Γ is a Dynkin diagram of type A,D,E.
(2) In this case, there is a bijection between isomorphism classes of indecomposable repre-
sentations and positive roots of the corresponding root system, given by [X ] 7→ dim(X).
Moreover, this bijection induces an isomorphism between K(Rep(Γ,Ω)) and the corre-
sponding root lattice ZQ0 . (Here K denotes the Grothendieck group.)
Remark 3.2. One can extend this to obtain the full root system by considering the 2-periodic
derived category Db(Γ,Ω)/T 2, where Db denotes the bounded derived category, and T denotes
the translation functor. (See [PX2] for more details.)
3.3. BGP Reflection Functors. Let
−→
Γ = (Γ,Ω) be a quiver and let i ∈ Γ0 be a sink (or
source) in the orientation Ω. Define a new orientation siΩ of Γ by reversing all arrows at i.
Hence the sink becomes a source (and the source becomes a sink).
Let i ∈ Γ be a sink (or source) in the orientation Ω and consider the categories Rep(Γ,Ω)
and Rep(Γ, siΩ). Despite the fact that Gabriel’s Theorem establishes a bijection between the
Grothendieck groups of Rep(Γ,Ω) for different choices of Ω, it is not the case that these categories
are equivalent for different choices of Ω.
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However there are nice functors S±i : Rep(Γ,Ω) → Rep(Γ, siΩ) between them. (See [BGP].)
These functors are left (respectively right) exact. Although these functors are not equivalences,
the corresponding derived functors RS+i (respectively LS
−
i ) provides an equivalence of triangu-
lated categories Db(Γ,Ω) → Db(Γ, siΩ). A brief description of these functors is given for the
reader’s convenience.
Let
−→
Γ = (Γ,Ω) and let i be a source for Ω. Define a functor S+i : Rep(Γ,Ω) → Rep(Γ, siΩ) by
setting
S+i X(j) =
{
coker(X(i)→
⊕
i→kX(k)) if i = j
X(j) otherwise.
For an edge e : j → k in Ω let e denote the corresponding edge in siΩ, the map S
+
i (xe) is given
by
S+i (xe) =
{
xe if s(e) 6= i
qe : X(t(e))→ coker(xe) if s(e) = i
where qe is the quotient map X(t(e))→ coker(xe).
Similarly for i a sink, define S−i : Rep(Γ,Ω)→ Rep(Γ, siΩ) by
S−i X(j) =
{
ker(
⊕
i→k X(k)→ X(i)) if i = j
X(j) otherwise.
For an edge e : k → j in Ω let e denote the corresponding edge in siΩ, the map S
−
i (xe) is given
by
S−i (xe) =
{
xe if t(e) 6= i
(ιk, 0) : ker(xe)→ ⊕X(s(e)) if t(e) = i
where ιk is the embedding of ker(xe) into X(s(e)).
These are the well-known “BGP reflection functors” (see [BGP]). Note that the derived functors
RS+i and LS
−
i are inverse to each other. The name reflection functor comes from the action of
these functors on the Grothendieck group. In the setting of Gabriel’s Theorem, the Grothendieck
group of Db(
−→
Γ )/T 2 is isomorphic to the root lattice, indecomposable objects correspond to the
roots and the reflection functors act on the Grothendieck group as the corresponding simple
reflections in the Weyl group of the associated root system.
In [BGP], Bernstein, Gelfand and Ponomarev used these reflection functors to give an alternate
proof of Gabriel’s Theorem from a more Lie theoretic point of view. We will modify this proof,
so we shall briefly explain their construction here.
In the rest of this section we consider only the BGP reflection functors at i ∈ Γ a sink, so we
drop the superscript and write Si for the reflection functor to simplify notation.
Let Γ be of type A,D,E and Ω an orientation of Γ. For each i ∈ Γ denote by Si the simple
representation defined by
Si(j) =
{
K if i = j
0 otherwise.
It is well known that these are the only simple representations (see [C-B] for details).
6 J. THIND
Definition 3.3. Let W denote the Weyl group. A reduced expression w = si1si2 · · · sim for
a word w ∈ W is called adapted to Ω if ik is a sink for the orientation sik−1 · · · si2si1Ω. (In
particular i1 is a sink for Ω.)
Example 3.4. For the A3 quiver (Γ,Ω) given by © ←− © ←− ©, the reduced expression
w0 = s1s2s3s1s2s1 is adapted to Ω.
Let w0 = si1si2 · · · sil be a reduced expression for the longest element, which is adapted to Ω.
Then we can enumerate the positive roots by setting γk = si1si2 · · · sik−1αik , where αik is the
simple root corresponding to vertex ik.
Example 3.5. For the case of A3 considered in the previous example, we get the following
enumeration of the positive roots: γ1 = α1, γ2 = α1 + α2, γ3 = α1 + α2 + α3, γ4 = α2, γ5 =
α2 + α3, γ6 = α3.
Let α be a positive root, and consider the unique expression α = si1si2 · · · sik−1αik . Define an ob-
ject Xα ∈ Rep(Γ,Ω) by setting Xα = Si1Si2 · · ·Sik−1(Sik ), where Sik ∈ Rep(Γ, Sik−1 · · ·Si2Si1Ω)
is the simple object corresponding to vertex ik. Bernstein, Gelfand and Ponomarev showed
that this representation is indecomposable, and that up to isomorphism, these are the only
indecomposables.
Theorem 3.6. [BGP] Let Γ be a Dynkin diagram of type A,D,E, and Ω an orientation of Γ.
Let α ∈ R be a positive root, and Xα the object defined above. Then Xα is indecomposable, and
dim(Xα) = α. Moreover, any indecomposable object is isomorphic to Xα for some α.
3.4. Auslander-Reiten Quiver and Height Functions. Given an A,D,E Dynkin diagram
Γ with Coxeter number h define a quiver Γ̂ by
(3.1) Γ̂ = {(i, n) ⊂ Γ× Z2h | n+ p(i) ≡ 0 mod 2}
where vertex (i, n) is connected to vertex (j, n + 1) for i − j in Γ. The quiver Γ̂ is called the
“periodic Auslander-Reiten quiver,” and can be realised as the Auslander-Reiten quiver of the
category Db(Γ,Ω)/T 2, where Db denotes the bounded derived category and T is the translation
functor.
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Example 3.7. The quiver Γ̂ for the graph A3 is shown below. Recall that Γ̂ is cyclic, so the
arrows leaving the top level are the same as the incoming arrows at the bottom level.
©
©
©
©
©
©
©
©
©
©
©
©
??⑧⑧⑧⑧⑧⑧
__❄❄❄❄❄❄
??⑧⑧⑧⑧⑧⑧
__❄❄❄❄❄❄
??⑧⑧⑧⑧⑧⑧
__❄❄❄❄❄❄
??⑧⑧⑧⑧⑧⑧
__❄❄❄
__❄❄❄
__❄❄❄❄❄❄
??⑧⑧⑧⑧⑧⑧
__❄❄❄❄❄❄
??⑧⑧⑧⑧⑧⑧
__❄❄❄❄❄❄
??⑧⑧⑧⑧⑧⑧
__❄❄❄❄❄❄
??⑧⑧⑧
??⑧⑧⑧
There is a map τ : Γ̂→ Γ̂ defined by τ(i, n) = (i, n+ 2).
A height function h : Γ → Z2h is a function which satisfies the condition that h(i) = h(j) ± 1
for i − j in Γ. Any height function h defines an orientation Ωh of Γ, given by i → j in Ωh if
h(j) = h(i) + 1 and i− j in Γ.
In [KT], a combinatorial construction of R from Γ is given, which realizes R in terms of the
quiver Γ̂. For convenience, we summarize the results of [KT] in Theorem 3.8.
Theorem 3.8. Let Γ be an A,D,E Dynkin diagram, let R denote the corresponding root system
and W its Weyl group. Fix C ∈ W a Coxeter element. Then there is a canonical bijection
Φ : R→ Γ̂ with the following properties:
(1) It identifies the Coxeter element C with the “twist” τ : Γ̂ → Γ̂. Hence the natural
projection map π : Γ̂ → Γ given by π(i, n) = i gives a bijection between orbits of the
Coxeter element and vertices of the Dynkin diagram.
(2) It gives a bijection between simple systems Π compatible with C and height functions
h : Γ→ Γ̂.
(3) For each height function h there is an explicit description of the corresponding posi-
tive roots and negative roots as disjoint connected subquivers of Γ̂, as well as a reduced
expression for the longest element w0 in the Weyl group.
(4) There is a de-symmetrization 〈·, ·〉 of the inner product on R, which is analogous to the
Euler form 〈·, ·〉−→
Γ
in quiver theory. Moreover, under the bijection Φ this form admits an
explicit description in terms of paths in Γ̂.
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4. Super-Representations of a Quiver
In this section we introduce a notion of a “super-representation” of a coloured quiver, and
describe the corresponding category. We then define the analogue of the BGP reflection functors
for the super-category.
For a Z2-coloured graph Γcol with underlying graph Γ, let p : Γcol → Z2 be the parity function,
denote by Γn = {vertices coloured by n} = {i ∈ Γ | p(i) = n}, and write Γcol = Γ0 ∪ Γ1. For a
coloured graph, we can associate a quiver (Γcol,Ω) by orienting the edges.
Definition 4.1. A super-representation X of a coloured quiver (Γcol,Ω) is a choice of finite
dimensional Z2-graded vector space X(i) = X0(i) ⊕ X1(i) for each i ∈ Γcol and homogeneous
linear maps xe : X(s(e)) → X(t(e)) for every edge e, whose degree is given by the formula
deg(xe) = p(s(e)) + p(t(e)).
Definition 4.2. A morphism Φ : X → Y between super-representations of (Γ,Ω) is a collection
of homogeneous linear maps φi : X(i) → Y (i) such that for every edge e : i → j the following
diagram is commutative:
X(i)
xe //
φi

X(j)
φj

Y (i)
ye // Y (j)
Denote the abelian category of super-representations of (Γ,Ω) by SRep(Γ,Ω).
Let P : SVect → SVect be the parity change functor for super vector spaces. It is defined by
P (Kn|m) = Km|n, and if T : Kn|m → Kk|l is given by a block matrix T =
(
A B
C D
)
, then
P (T ) =
(
D C
B A
)
: Km|n → Kl|k.
This induces a parity change functor on SRep(Γ,Ω), which we will also denote by P : SRep(Γ,Ω)→
SRep(Γ,Ω).
Lemma 4.3. For X ∈ SRep(Γ,Ω), P (X) ≃ X.
Proof. By definition of morphisms, we can construct an isomorphism Φ : X → P (X), by setting
φi : X(i)→ PX(i) to be the degree 1 linear map given by parity change K
n|m → Km|n. 
Remark 4.4. Note that in the category of super-vector spaces, morphisms are only the linear
maps of degree 0, so parity change does not give an isomorphism. However, we allow linear maps
of degree 1 as well, so that parity change does give an isomorphism.
Proposition 4.5. Any object X ∈ SRep(Γ,Ω) is of the form X = X ′ ⊕ X ′′, where for every
vertex i the vector spaces X ′(i), X ′′(i) are purely even or odd, and p(X ′(i)) 6= p(X ′′(i)).
In particular, if X is indecomposable, then X = X ′ ⊕O or X = O⊕X ′′.
Proof. If X(i) = Kni|mi , set
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X ′(i) =
{
Kni|0 if p(i) = 0
K0|mi if p(i) = 1
and
X ′′(i) =
{
K0|mi if p(i) = 0
Kni|0 if p(i) = 1.
Define x′e = xe|X′ to be the restriction of xe to X
′. Simarly, define x′′e = xe|X′′ to be the
restriction of xe to X
′′. Note that if e : i→ j, then xe is homogeneous, and deg(xe) = p(i)+p(j),
so these maps are well-defined. 
Remark 4.6. Note that this description allows us to define the “parity” of an indecomposable
object X by setting p(X) =
∑
i p(X(i)). However, Lemma 4.3 implies that this does not define
a well-defined function on isomorphism classes of indecomposables, since X ≃ P (X), but these
objects have opposite parities. It turns out, however, that this definition of parity will still be
useful.
Let Γcol be a coloured graph, with underlying graph Γ.
Define a functor G : Rep(Γ,Ω)→ SRep(Γcol,Ω) as follows:
GX(i) =
{
X(i)⊕O if p(i) = 0
O⊕X(i) if p(i) = 1
and if e : i→ j
Gxe =

(
xe 0
0 0
)
if p(i) = p(j) = 0(
0 0
0 xe
)
if p(i) = p(j) = 1(
0 xe
0 0
)
if p(i) = 0, p(j) = 1(
0 0
xe 0
)
if p(i) = 1, p(j) = 0.
Let F : SRep(Γ,Ω) → Rep(Γ,Ω) be the forgetful functor given by ignoring the Z2 gradings of
the vector spaces X(i).
Proposition 4.7. The functor G is an equivalence of categories, with inverse given by F .
Proof. It follows from Proposition 4.5 and the definition of morphisms in SRep(Γcol,Ω) that
F ◦G(X) = X and G ◦ F (X) ≃ X . 
From this Proposition, we get Part 1 of Gabriel’s Theorem for free (see Theorem 3.1), and a full
description of indecomposable objects. By understanding the indecomposable objects, we can
then use the coloured Dynkin diagram and the ideas from [BGP] and [KT] to get a categorical
construction of the root system A(m,n) similar to the description of A,D,E root systems given
by Gabriel’s Theorem, and a combinatorial description of A(n,m) similar to that in [KT]. In
particular, we extend the construction of [BGP] by introducing reflection functors for SRep, so
that for each root α the indecomposable object Xα has the same parity as α. This can then
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be used to colour the vertices in the Auslander-Reiten quiver Γ̂ so that the bijection R → Γ̂
identifies even and odd roots in A(n,m).
4.1. Reflection Functors in the Super-Category. Recall that for Lie superalgebras the
construction of the coloured Dynkin diagram depends on the choice of simple roots. In general,
not only the colouring, but the underlying graph depends on the choice of simple roots. However,
for type A(n,m) the underlying graph (of type An+m−1) is independent of the choice of simple
roots. When we replace the simple system Π by replacing the odd root αi with −αi, the coloured
Dynkin diagram is obtained by changing the colour of the vertices adjacent to i.
Let (Γcol,Ω) be a coloured quiver. If i ∈ (Γcol,Ω) is a sink or source, define a new quiver
(siΓcol, siΩ) as follows:
• If p(i) = 0, then siΓcol = Γcol, and siΩ is the orientation obtained by reversing all arrows
at i.
• If p(i) = 1, then siΓcol is the coloured graph obtained by changing the colour of all
vertices adjacent to i, and siΩ is the orientation obtained by reversing all arrows at i.
(Compare with Example 2.1.)
Example 4.8. Consider the coloured quiver (Γcol,Ω) =© −→
⊗
←−©, then
(s2Γcol, s2Ω) =
⊗
←−
⊗
−→
⊗
, while (s1Γcol, s1Ω) =©←−
⊗
←−©.
Here we colour vertex i by © if p(i) = 0, and
⊗
if p(i) = 1.
We define reflection functors S˜±i as follows.
Definition 4.9. Let Γcol be a Z2-coloured graph and Ω be an orientation of Γcol. Let d(i, j)
denote the number of edges between i and j in Γcol.
If i ∈ (Γcol,Ω) a sink, define functors S˜
±
i : SRep(Γ,Ω)→ SRep(siΓ, siΩ) as follows:
S˜±i (X)(j) =
{
P p(i) ◦ S±i X(j) if d(i, j) ≤ 1
X(j) if d(i, j) ≥ 2.
For an edge e in Ω with let e denote the corresponding edge in siΩ. (If s(e) 6= i, or t(e) 6= i,
then e = e.) Then the map S˜±i (xe) is given by :
S˜±i (xe) =
{
P p(i) ◦ S±i (xe) if s(e) = i, or if s(e) or t(e) is adjacent to i.
xe otherwise.
where S±i are defined in Section 3, and P is parity change.
Note that if p(i) = 0, then S˜±i = S
±
i .
QUIVER REPRESENTATIONS IN THE SUPER-CATEGORY AND GABRIEL’S THEOREM FOR A(n,m) 11
Example 4.10. For X =
1|0
©←−
1|0
©←−
1|0
©−→
0|0⊗
←−
0|1⊗
, if we apply the reflection functor S˜−4 we
get S˜−4 X =
1|0
©←−
1|0
©←−
0|1⊗
←−
1|1⊗
−→
1|0
©.
The non-zero maps in X are the identity, and the non-zero maps in S˜−4 X are either the identity
or parity change, except the maps leaving vertex 4, which are the obvious inclusions.
5. Main Results
In this section we give our main results. In particular, we show that the construction of inde-
composables given in [BGP] can be extended to A(n,m), using the reflection functors for the
category of super-representations of the quiver (Γcol,Ω).
To begin, recall the identification A(n,m)→ An+m−1 given by forgetting the grading on A(n,m).
Explicitly, this takes ǫi 7→ ei for 1 ≤ i ≤ n, and δi 7→ en+i (see Section 2). For a root α ∈ A(n,m)
consider its image in α¯ ∈ An+m−1.
Choose a set of simple roots Π in A(n,m) and let Γcol denote the corresponding coloured Dynkin
diagram. Choose an orientation Ω for Γcol, and consider the quiver (Γcol,Ω). Consider the longest
element w0 ∈ W for the system An+m−1, and let w0 = si1si2 · · · sil be a reduced expression for
w0 adapted to Ω.
Let α ∈ A(n,m) be a positive root with respect to Π, then we have an expression α¯ =
si1si2 · · · sij−1 α¯ij . In particular, we see that the root α is simple for the simple system sij−1 · · · si2si1Π,
hence the parity of α is determined by the parity of vertex ij in the coloured graph sij−1 · · · si2si1Γcol.
For each vertex i ∈ Γcol and p ∈ Z2 define a simple object S
p
i ∈ SRep(Γcol,Ω) by setting
S
p
i (j) =

K1|0 if i = j and p = 0
K0|1 if i = j and p = 1
0 otherwise.
In particular, p(Spi ) = p.
Now define an object Xα = S˜
−
i1
S˜−i2 · · · S˜
−
ij−1
(S
pj
ij
), where pj = parity of vertex ij in the graph
sij−1 · · · si2si1Γcol.
Recall that for an indecomposable object X , we define the parity of X , by p(X) =
∑
i p(X(i)).
Theorem 5.1. Let α be a positive root for Π, and Γcol denote the coloured Dynkin graph
determined by Π. Then the object Xα defined above is indecomposable, has dimension vector
α, and has the same parity as α. Moreover, any indecomposable representation of dimension α
is isomorphic to Xα.
Proof. The fact that α has the same parity as Xα follows from the fact that the root α is simple
for the system sij−1 · · · si2si1Π, and the definition of Xα. The remaining statements follow by
applying the forgetful functor SRep(Γ,Ω)→ Rep(Γ,Ω) and applying the results from [BGP] (see
Theorem 3.6). 
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Example 5.2. Consider the case of A(2, 2), with Π = {α1 = ǫ1− ǫ2, α2 = ǫ2− δ1, α3 = δ1− δ2}.
Let Ω be the orientation © ←−
⊗
←− ©. The corresponding adapted expression for w0 is
w0 = s1s2s3s1s2s1. Then the representations Xα are given as follows:
Xǫ1−ǫ2 = S
0
1 =
1|0
©←−
0|0⊗
←−
0|0
©
Xǫ1−δ1 = S˜1(
0|0
©−→
0|1⊗
←−
0|0
©) =
1|0
©←−
0|1⊗
←−
0|0
©
Xǫ1−δ2 = S˜1S˜2(
0|0⊗
←−
0|0⊗
−→
0|1⊗
) =
1|0
©←−
0|1⊗
←−
1|0
©
Xǫ2−δ1 = S˜1S˜2S˜3(
0|1⊗
←−
0|0
©←−
0|0⊗
) =
0|0
©←−
0|1⊗
←−
0|0
©
Xǫ2−δ2 = S˜1S˜2S˜3S˜1(
0|0⊗
−→
0|1⊗
←−
0|0⊗
) =
0|0
©←−
0|1⊗
←−
1|0
©
Xδ1−δ2 = S˜1S˜2S˜3S˜1S˜2(
1|0
©←−
0|0⊗
−→
0|0
©) =
0|0
©←−
0|0⊗
←−
1|0
©
Here n|m denotes the super-vector space with an n-dimensional vector space in degree 0, and
an m-dimensional vector space in degree 1. All non-zero maps are given by parity change.
To obtain a construction giving all the roots, we extend this construction by setting X−α =
TXα ∈ D
b(SRep(Γ,Ω))/T 2, where T denotes the translation functor.
Corollary 5.3. Let K be the Grothendieck group of SRep(Γcol,Ω). Then K is isomorphic to the
root lattice of A(n,m) and the Z2 grading on roots is given by the parity of Xα in Theorem 5.1.
In particular, the set of indecomposables, coloured by the parity of the object Xα, gives the root
system.
Corollary 5.4. The bijection R→ Γ̂ given by α 7→ [Xα] gives a combinatorial realisation of the
root system A(n,m) in terms of the Auslander-Reiten quiver Γ̂, where we colour vertices of Γ̂
according to the parity of Xα.
Example 5.5. Again consider the case of A(2, 2). The bijection R→ Γ̂ is given below.
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©
⊗
⊗
⊗
©
⊗
⊗
⊗
©
⊗
©
⊗
ǫ1 − ǫ2
ǫ2 − δ1
δ1 − δ2
δ2 − ǫ1
ǫ1 − δ1
ǫ2 − δ2
δ1 − ǫ1
δ2 − ǫ2
δ2 − δ1
ǫ1 − δ2
ǫ2 − ǫ1
δ1 − ǫ2
??⑧⑧⑧⑧⑧⑧
__❄❄❄❄❄❄
??⑧⑧⑧⑧⑧⑧
__❄❄❄❄❄❄
??⑧⑧⑧⑧⑧⑧
__❄❄❄❄❄❄
??⑧⑧⑧⑧⑧⑧
__❄❄❄
__❄❄❄
__❄❄❄❄❄❄
??⑧⑧⑧⑧⑧⑧
__❄❄❄❄❄❄
??⑧⑧⑧⑧⑧⑧
__❄❄❄❄❄❄
??⑧⑧⑧⑧⑧⑧
__❄❄❄❄❄❄
??⑧⑧⑧
??⑧⑧⑧
Recall that Γ̂ is periodic, so the arrows leaving the top row are the same as the incoming arrows
of the bottom row.
6. Graded Path Algebra of a Coloured Quiver
In this section we show that the path algebra of a Z2-coloured quiver
−→
Q has a natural Z2 grading,
and that the category of Z2-graded modules over this algebra is equivalent to the category of
super-representations of
−→
Q . This gives a generalization of the non-graded case, where modules
over the path algebra are equivalent to quiver representations. Moreover, using this construction,
we can define a Z2-graded preprojective algebra. The study of this preprojective algebra and
its relation to the representation theory of the corresponding Lie superalgebra is the subject of
ongoing research.
We begin by recalling the definition of the path algebra of a quiver
−→
Q .
For any quiver
−→
Q let P (
−→
Q) be the following algebra. As an algebra it is generated by elements
{e}e∈Q1∪{vi}i∈Q0 . Here the elements vi are thought of as “paths of length 0 from i to i”. Viewing
a path as a sequence of edges, the multiplication of basis elements is given by concatenation of
paths.
Definition 6.1. The algebra P (
−→
Q) defined above is called the path algebra of
−→
Q . It is an
associative algebra with unit given by 1 =
∑
i∈Q0
vi.
The algebra P (
−→
Q) is graded by path length and by the source and target of the path. This gives
a decomposition
(6.1) P (
−→
Q) =
⊕
i,j∈Q0 ;k∈N
Pi,j;k
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where Pi,j;k is the space spanned by paths of length k from i to j. (Here an edge has length 1,
and the idempotent corresponding to a vertex has length 0.)
We now define a Z2 grading on P (
−→
Q) in the case that
−→
Q is a coloured quiver.
• For each vertex i ∈ Q0 set p(vi) = 0.
• For each edge e ∈ Q1 set p(e) = p(s(e)) + p(t(e)) ∈ Z2.
• Viewing a path as a sequence of edges, we extend this grading to all paths, by setting
p(einein−1 · · · ei1) =
∑
p(eik).
• We set P (
−→
Q)i = {x ∈ P (
−→
Q)|p(x) = i}.
Since multiplication of paths is given by concatenation, and p(vi) = 0, we see that this grading
is well-defined and m : P (
−→
Q)i ⊗ P (
−→
Q)j → P (
−→
Q)i+j .
Definition 6.2. A super-module M over P (
−→
Q) is a Z2-graded vector space M = M0 ⊕M1,
such that for any edge e, the action e :M →M has degree p(e).
A morphism of modules M → N , is a linear map Φ : M → N , which is compatible with the
action of P (
−→
Q). (i.e. For any path p ∈ P (
−→
Q), Φ(p.x) = p.Φ(x).)
Denote the abelian category of super-modules over P (
−→
Q) by SMod(P (
−→
Q)).
In the case of uncoloured quivers and non-graded modules, there is an equivalence between the
category of modules over the path algebra P (
−→
Q) and the category of representations of
−→
Q . This
equivalence extends to this setting.
Define a functor F : SRep(
−→
Q) → SMod(P (
−→
Q)) as usual, by setting F (X) = ⊕i∈Q0X(i) with
the action of the edge e given by the map xe. Note that the degree of the map xe is the same
as the parity of e ∈ P (
−→
Q), so this is well-defined.
Define a functor G : SMod(P (
−→
Q)) → SRep(
−→
Q) as usual, by setting G(M) = XM where
XM (i) = viM and xe is given by the action of e : vs(e)M → vt(e)M . Again, since p(e) =
p(s(e)) + p(t(e)) we see that xe has the correct degree.
Proposition 6.3. The functors F,G are inverse and provide an equivalence of categories between
SRep(
−→
Q) and SMod(P (
−→
Q)).
Proof. This follows easily from the definitions, and is exactly the same as the classical case. (See
[C-B].) 
We now consider the preprojective algebra of a coloured graph Γcol.
The preprojective algebra of a quiver
−→
Q is defined as follows: Consider the double quiver Q
which has the same vertex set as
−→
Q but for every arrow e : i → j there is an arrow e : j → i.
Choose a function ǫ : Q1 → {±1} so that ǫ(e)+ ǫ(e) = 0. For each vertex i ∈
−→
Q define θi ∈ Pi,i;2
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by
(6.2) θi =
∑
s(e)=i
ǫ(e)ee ∈ Pi,i;2
Definition 6.4. The preprojective algebra Π(Γ) of a graph Γ is defined as P (Γ)/J where J is
the ideal generated by the θi’s. The ideal J is called the “mesh” ideal.
Note that this algebra is independent of the choice of ǫ and depends only on the underlying
graph Γ, not on the orientation Ω. (See [L2] for details.)
If we consider the case of a Z2-coloured graph Γcol, then from the construction above we see
that P (Γcol) has a natural Z2-grading, and the mesh relation (Equation 6.2) is homogeneous of
degree 0. To see this, note that θi is a sum of paths that start and end at i, and hence has
degree 0 in P (Γ). Hence J is a homogeneous ideal of degree 0.
This implies that Π(Γcol) = P (Γcol)/J inherits a Z2 grading from P (Γ).
Remark 6.5. Note that our constructions do not seem to easily extend to non-A-type Lie superal-
gebras. This is related to the issue that for non-A-type Lie superalgebras, not only the colouring
of the Dynkin graph depends on the choice of simple roots, but the underlying graph does as well.
(For example, the D series Lie superalgebras can have both simply-laced and non-simply-laced
diagrams, depending on the simple roots chosen to construct the Dynkin graph.)
References
[BKK] G. Benkart, S.-J. Kang, M. Kashiwara Crystal Bases for the Quantum Superalgebra Uq(gl(m,n)), Journal
of the American Mathematical Society 13 (2000), no. 2, 295-331.
[BGP] J.N. Bernstein, I.M. Gel’fand, V.A. Ponomarev Coxeter Functors and Gabriel’s Theorem, (English Trans-
lation) Russian Math. Surveys, 28 (1973), no. 2, 17–32.
[C-B] W. Crawley-Boevey Lectures on Representations of Quivers, available at
http://www.amsta.leeds.ac.uk/∼pmtwc/quivlecs.pdf.
[G] P. Gabriel, Unzerlegbare Darstellungen I, Manuscripta Math., 6 (1972), 71–103.
[GM] S.I. Gelfand, Yu. I. Manin, Methods of Homological Algebra, Springer-Verlag, Berlin-Heidelbeg-New York,
1996.
[Kac] V.G. Kac, Lie Superalgebras, Advances in Mathematics, 26 (1977), pp. 8–96.
[K] M. Kashiwara, Crystalizing the q-analogue of Universal Enveloping Algebras, Communications in Math-
ematical Physics, 133 (1990), 249-260.
[KS] M. Kashiwara, Y. Saito, Geometric Construction of Crystal Bases, Duke Math Journal 89 (1997), no. 1,
9-36.
[KT] A. Kirillov Jr., J. Thind, Coxeter Elements and Periodic Auslander-Reiten Quiver, Journal of Algebra
323 (2010), 1241-1265.
[LS] D. Leites, I. Shchepochkina, Quivers and Lie Superalgebras, Czechoslovak Journal of Physics 47 (1997),
no. 12, 1221-1229.
[L] G. Lusztig, Canonical Bases Arising from Quantized Enveloping Algebras, J. Amer. Math. Soc., 3 (1990),
no. 2, 447–498.
[L2] G. Lusztig, On Quiver Varities, Advances in Mathematics, 136 (1998), no. 1, 141–182.
[N1] H. Nakajima, Instantons on ALE spaces, Quiver Varieties, and Kac-Moody algebras, Duke Math Journal,
76 (1994) no. 2, 477-524.
[N2] H. Nakajima, Quiver Varieties and Kac-Moody Algebras, Duke Math Journal, 91 (1998), no.3, 515-560.
[PX1] Liangang Peng, Jie Xiao, Root Categories and Simple Lie Algebras, J. Algebra 198 (1997), no. 1, 19–56.
[PX2] L. Peng, J. Xiao, Triangulated Categories and Kac-Moody algebras, Invent. Math. 140 (2000), no.3,
563–603.
[S] V. Serganova Kac-Moody Superalgebras and Integrability, available at
http://math.berkeley.edu/∼serganov/papers/index.html.
16 J. THIND
Department of Mathematics, University of Toronto, Toronto, ON, Canada
E-mail address: jthind@math.utoronto.ca
