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PATTERNS OF NON-RADIAL SOLUTIONS TO COUPLED SEMILINEAR
ELLIPTIC SYSTEMS ON A DISC
ZALMAN BALANOV — EDWARD HOOTON — WIESLAW KRAWCEWICZ — DMITRII RACHINSKII
Abstract. In this paper, we prove the existence of non-radial solutions to the problem −△u =
f(z, u), u|∂D = 0 on the unit disc D := {z ∈ C : |z| < 1} with u(z) ∈ R
k, where f is a sub-linear
continuous function, differentiable with respect to u at zero and satisfying f(eiθz, u) = f(z, u)
for all θ ∈ R, f(z,−u) = −f(z, u). Under the assumption that f respects additional (spacial)
symmetries on Rk, we investigate symmetric properties of the corresponding non-radial solutions.
The abstract result is supported by a numerical example with extra S4-symmetries.
1. Introduction
(a) Subject. It is a classical problem of mathematical physics to determine to which extend the
solutions of elliptic BVPs inherit symmetric properties of the domain on which they are defined.
For instance, the classical fixed membrane eigenvalue problem on a disc D, which is expressed as
an eigenvalue Laplace problem with Dirichlet boundary conditions, admits a simple first eigenvalue
with positive eigenfunction exhibiting full symmetries, while other eigenfunctions are nodal and
demonstrate symmetry breaking. As it was established in [10], there exists a quite large class
of similar nonlinear elliptic equations for which positive solutions exhibit full symmetries. For a
detailed exposition of how symmetric properties of solutions (for nonlinear scalar Laplace equation)
depend on geometric properties of associated energy functionals, we refer to the elegant survey by
T. Weth [17].
In contrast to the scalar case, systems of elliptic BVPs lead to two different settings: variational
and non-variational. In the first case, the existence of non-radial solutions was studied by many
authors, see for example [3, 4, 5, 7, 14] and references therein. In the case of non-variational elliptic
systems, there is a lot of interests in the existence of positive solutions. The standard method is
based on establishing a priori bounds for positive solutions and using the so-called Liouville-type
theorems and/or applying the Krasnoselskii’s fixed-point theorem in a cone, see [8, 9, 15, 16] and
the references therein.
In this paper we are interested in studying the existence of non-radial solutions to the following
non-variational Laplace system on the disc D := {z ∈ C : |z| < 1}:
(1)
{
−△u = f(z, u), u(z) ∈ Rk,
u|∂D = 0,
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where f : D×Rk → Rk is a continuous odd radially symmetric function of sublinear growth, which
is differentiable at zero. To be more precise, we assume that f satisfies the following conditions:
(A1) f(e
iθz, u) = f(z, u) for all z ∈ D, u ∈ Rk and θ ∈ R;
(A2) f(z,−u) = −f(z, u) for all z ∈ D, u ∈ Rk;
(A3) there exists a k × k-matrix A, c > 0 and β > 1 such that
(2) |f(z, u)−Au| ≤ c|u|β for al z ∈ D, u ∈ Rk;
(A4) there exist a, b > 0 and α ∈ (0, 1) such that
(3) |f(z, u)| < a|u|α + b for al z ∈ D, u ∈ Rk.
Observe that conditions (A1) and (A2) imply that system (1) is G := O(2) × Z2-symmetric.
Observe that given an orthogonal G-representation V (here G stands for a compact Lie group)
and an admissibleG-pair (f,Ω) in V (i.e., Ω ⊂ V is an open boundedG-invariant set and f : V → V
a G-equivariant map without zeros on ∂Ω), the Brouwer degree dH := deg(f
H ,ΩH) is well-defined
for any H ≤ G (here ΩH := {x ∈ Ω : hx = x ∀h ∈ H} and fH := f |ΩH ). Then, if for some H , one
has dH 6= 0, the existence of solutions with symmetry at least H to equation f(x) = 0 in Ω, can
be predicted. Although this approach provides a way to determine the existence of solutions in Ω,
and even to distinguish their different orbit types, nevertheless, it comes at a price of elaborate
H-fixed-point space computations which can be a rather challenging task.
(b) Method. Our method is based on the usage of the Brouwer equivariant degree theory (cf.
[2, 1]; see also [3]). To be more explicit, the equivariant degree G-deg(f,Ω) is an element of the
free Z-module A0(G) generated by the conjugacy classes (H) of subgroups H of G with a finite
Weyl group W (H):
(4) G-deg(f,Ω) =
∑
(H)
nH (H), nH ∈ Z,
where the coefficients nH are given by the following recurrence formula
(5) nH =
dH −
∑
(L)>(H) nL n(H,L) |W (L)|
|W (H)| ,
and n(H,L) denotes the number of subgroups L′ in (L) such that H ≤ L′ (see [2]). Also, we use
the notation
(6) coeffH(a) := nH for any a =
∑
(H)
nH(H) ∈ A0(G).
One can immediately recognize a connection between the two collections: {dH} and {nH}, where
H ≤ G and W (H) is finite. As a matter of fact, G-deg(f,Ω) satisfies the standard properties
expected from any topological degree. However, there is one additional functorial property, which
plays a crucial role in computations, namely the multiplicativity property. In fact, A0(G) has
a natural structure of a ring (which is called the Burnside ring of G), where the multiplication
· : A0(G)×A0(G)→ A0(G) is defined on generators by (H) · (K) =
∑
(L)mL (L) with
(7) mL := |(G/H ×G/K)(L)/G|, where W (L) is finite.
The multiplicativity property for two admissible G-pairs (f1,Ω1) and (f2,Ω2) means the following
equality
(8) G-deg(f1 × f2,Ω1 × Ω2) = G-deg(f1,Ω1) ·G-deg(f2,Ω2).
Given a G-equivariant linear isomorphism A : V → V , formula (8) combined with the equivariant
spectral decomposition of A, reduces the computations of G-deg(A,B(V )) to the computation of
the so-called basic degrees degVi , which can be ‘prefabricated’ in advance for any group G (here
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degVi := G-deg(− Id, B(Vi)) with Vi being an irreducible G-representation and B(X) stands for
the unit ball in X).
With an eye towards making our presentation acceptable for non-experts in the equivariant
degree theory, we first obtain the existence result assuming that system (1) respects O(2) × Z2-
symmetries only. To show the full power of the proposed method, we next consider system (1) in
the presence of extra spacial symmetries assuming that Rk is equipped with the structure of Γ-
representation respected by f , in which case, we establish minimal symmetries of the corresponding
non-radial solutions. The obtained abstract result is supported by a numerical example with extra
Γ = S4-symmetries. In this case, the computations of the related BrouwerO(2)×Γ×Z2-equivariant
degrees can be assisted by GAP computer programs (the GAP code is listed in Appendix B).
Observe also that the method can be easily adopted to treat other symmetric domains.
2. Functional Spaces Reformulation and a priori Bounds
Consider the Sobolev spaceH := H20 (D,R
k) equipped with the usual norm ‖u‖ := max{‖Dsu‖L2 :
|s| ≤ 2}, where s = (s1, s2), |s| = s1 + s2, and Dsu = ∂|s|∂s1x∂s2y . Define the linear operator
L : H → L2(D;Rk) by
L u := −△u, u ∈ H .
It is well known that L is an isomorphism, i.e., the inverse operator L−1 is well defined and
bounded.
Choose
(9) q > max{1, 2α}
(for example, it is enough to take q := 2β, cf. assumptions (A3) and (A4)). Denote by j : H →
Lq(D;Rk) the standard Sobolev embedding. Notice that under the assumption (A4), the function
(10) N(v)(z) := f(z, v(z)), z ∈ D
belongs to L2(D,Rk) for any v ∈ Lq(D;Rk). Indeed, consider v ∈ Lq(D;Rk). Then, combining
(9) and (A4) with the Ho¨lder inequality, one has:
‖N(v)‖L2 ≤ a‖ |v|α‖L2 + b
√
π
= a
(∫
D
|v|2α
) 1
2
+ b
√
π
≤ aπ 1−2α/q2
(∫
D
|v| 2αq2α
) 2α
2
q
+ b
√
π
= aπ1/2−α/q‖v‖αLq + b
√
π.(11)
Notice that system (1) is equivalent to the equation
(12) L u = N(ju), u ∈ H ,
which can also be written as
(13) F (u) := u−L−1N(ju) = 0, u ∈ H ,
with a well defined nonlinear operator F : H → H .
We will need the following lemmas.
Lemma 2.1. Let f : D×Rk → Rk be a continuous function satisfying the assumption (A4), then
there exists a constant R > 0 such that ‖u‖H < R for any solution u ∈ H to system (1).
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Proof. Assume that u ∈ H is a solution to (1), which implies that u = L −1N(ju). Combining
this with ‖N(ju)‖L2 ≤ aπ(1−α)/2‖u‖αL2 + b
√
π (cf. (A4)) implies
(14) ‖u‖H ≤ aπ(1−α)/2‖L−1‖L2→H ‖u‖αL2 + b
√
π‖L−1‖L2→H .
Combining (14) with ‖u‖H ≥ ‖u‖L2 yields
(15) ‖u‖L2 ≤ c‖u‖αL2 + d,
where c := aπ(1−α)/2‖L−1‖L2→H , d := b
√
π‖L−1‖L2→H . Then, since 0 < α < 1, there exists
Ro > 0 such that ψ(t) := t− ctα − d > 0 for t ≥ Ro. Consequently, ‖u‖L2 < Ro, and by (14),
‖u‖H ≤ c‖u‖αL2 + d < cRαo + d =: R
is the required constant. 
We also define the linear operator A : H → H , by
A (u)(z) := u−L −1Au(z), u ∈ H , z ∈ D.
Lemma 2.2. Under the assumptions (A3) and (A4), the nonlinear operator F : H → H given
by (13) is a completely continuous field differentiable at 0 ∈ H with DF (0) = A .
Proof. Take q := 2β (cf. conditions (A3), (A4) and (9)). Then, it follows from (11) that the
operator N given by (10) takes Lq(D;Rk) to L2(D;Rk). Combining this with continuity of f and
the classical Krasnoselskii’s theorem (see [12, 13]), one obtains that the operator N is continuous.
Also, by the Rellich-Kondrachov Theorem (see, for instance, [6], Theorem 9.16 and Remark 20, p.
290), H10 (D;R) is compactly embedded into L
q(D;R). This together with continuous embedding
of H20 (D;R) into H
1
0 (D;R) implies a compact embedding of H into L
q(D;R2). Thus, F is a
completely continuous vector field.
Let us show that N : Lq(D;R2) → L2(D;R2) is differentiable at the origin and the derivative
coincides with the operator generated by A. In fact,
1
‖u‖2Lq
∫
D
|f(z, u(z))−Au(z)|2dz ≤ c
2
‖u‖2Lq
∫
D
|u(z)|2βdz
=
c2
‖u‖2Lq
‖u‖qLq = c2‖u‖2(β−1)Lq ,
which implies that
lim
‖u‖Lq→0
‖Nu−Au‖L2
‖u‖Lq ≤ c
2 lim
‖u‖Lq→0
‖u‖β−1Lq = 0.
Combining this with boundedness of the linear operators j and L−1 completes the proof of the
lemma. 
3. Existence Results
By passing to polar coordinates, one can easily compute the spectrum of the operator L (con-
sidered as an unbounded operator in L2(D;Rk). Namely, denote by snm the n-th positive zero of
the Bessel function Jm of the first kind. Define
σ(L ) = {snm : n ∈ N, m = 0, 1, 2, . . .}.
Then, for each eigenvalue snm, the corresponding eigenspace can be described as follows (here we
use the standard polar coordinates (r, θ)):
Enm :=
{
Jm(snmr)
(
cos(mθ)~a+ sin(mθ)~b
)
: ~a, ~b ∈ Rk
}
.
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Put
Hm :=
∞⊕
n=1
Enm and Am := A |Em ,
where the closure is taken in H . It is clear that A (Enm) ⊂ Enm, so Anm := A |Enm : Enm → Enm
and consequently Am : Hm → Hm.
Let us denote by σ(A) the real spectrum of the matrix A and by σ+(A) its positive spectrum.
We make an additional “non-degeneracy” assumption:
(D) For all µ ∈ σ(A) and n ∈ N and m = 0, 1, 2, . . . , we have snm 6= µ.
The assumption (D) implies that A is an isomorphism. Indeed, the real spectrum σ(A ) can be
easily described:
σ(A ) =
∞⋃
m=0
σ(Am) where σ(Am) =
{
1− µ
snm
: µ ∈ σ(A), n ∈ N
}
.
For every µ ∈ σ+(A) and m = 0, 1, 2, 3, . . . , put
(16) nm(µ) := |{(n,m) : n ∈ N, snm < µ}| ,
where |X | stands for the cardinality of the set X . As is well known (see, for example, [18], p. 486),
s1m >
√
m(m+ 2), from which it follows that the numbers nm are non-zero only for finitely many
m = 1, 2, 3 . . . We also put
(17) mm :=
∑
µ∈σ+(A)
nm(µ) ·m(µ),
where m(µ) stands for the algebraic multiplicity of the eigenvalue µ.
Now we can formulate our main existence result.
Theorem 3.1. Under the assumptions (A1)–(A4) and (D), assume that there exists m > 0 such
that mm is odd. Then, system (1) admits a non-radial solution.
Proof. Notice that the group G := O(2)× Z2 acts naturally on the space H :
(18) (h,±1)(u)(z) := ±u(h−1z), (h ∈ O(2), Z2 = {±1}, z ∈ D),
and the nonlinear operator F is G-equivariant. By assumption (D), the linear operator A : H →
H is an isomorphism, and by Lemma 2.2, there exists an ε > 0 such that F is Bε(0)-admissibly
G-equivariantly homotopic to A (here Bε(0) stands for the disc in H of radius ε centered at the
origin). Similarly, by Lemma 2.1 the nonlinear operator F is BR(0)-admissibly G-equivariantly
homotopic to Id. Put, Ω := BR(0) \ Bε(0). Then, by the additivity property of the Brouwer
G-equivariant degree, we have
G-deg(F ,Ω) = G-deg(F , BR(0))−G-deg(F , Bε(0))
= G-deg(Id, BR(0))−G-deg(A , Bε(0)) = (G)−G-deg(A , Bε(0))
= (G)−
∞∏
m=0
G-deg(Am, B(Hm))
= (G)−G-deg(A0, B(E0)) ·
∞∏
m=1
(degV−m)
mm ,(19)
where degV−m := G-deg(− Id, B(V−m)) and V−m stands for the m-th irreducible G-representation.
Notice that G-deg(A0, B(E0)) is equal either to (G) or to (G)− (O(2)) and degV−m = (G)− (Dd2m)
for m ∈ N. It follows directly from the properties of the Burnside ring multiplication that if mm
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is odd, then G-deg(F ,Ω) 6= 0. More precisely, there exists an m′ ∈ N such that m divides m′
and coeffD
d
2m′ (G-deg(A , B(H )) 6= 0 (for more details pertinent to this fact, we refer to Section
4, where a more involved symmetric setting is discussed). Therefore, by the existence property of
the Brouwer equivariant degree, there exists a non-zero solution u to the equation F (u) = 0 such
that Gu ≥ Dd2m′ . Clearly, such a solution u is not a radial solution. 
Let us point out that by applying an appropriate H-fixed point reduction, it is possible to
remove the condition (D) from Theorem 3.1. To be more precise, put
C := {m ∈ Z+ : ∃n∈N ∃µ∈σ(A) such that snm = µ}.
Since A is a Fredholm operator, the set C is finite. Put Hl := Z
d
2l. Then,
H
Hl =
∞⊕
m=1
H(2m−1)l.
Assume that there exists l ∈ N such that
(20) C ∩ {(2m− 1)l : m ∈ N} = ∅.
Then, A Hl := A |EHl : H Hl → H Hl is an isomorphism and we obtain the following theorem.
Theorem 3.2. Under the assumptions (A1)–(A4), let l ∈ N be an integer such that (20) is satisfied.
If there exists m ∈ N such that m(2m−1)l is odd, then system (1) admits a non-radial solution.
Proof. One needs to repeat the same arguments that were presented in the proof of Theorem 3.1.

4. Semilinear Elliptic Systems on a Disc with Additional Symmetries
(a) Symmetrically Interacting Systems. Let us consider a system composed of n-coupled
identical systems of type (1) which we can write as follows:
(21)


−△u1 = f(z, u1) + g1(u1, u),
−△u2 = f(z, u2) + g2(u2, u),
...
−△un = f(z, un) + gn(un, u),
u1|∂D = u2|∂D = · · · = un|∂D = 0,
where f is similar to f in (1), uj(z) ∈ Rs, u = (u1, u2, . . . , un) and the functions gj(uj , u) describe
the interaction between the j-th function uj and other functions. As an example, consider a
configuration of 8 such systems coupled in a cube fashion (see figure below). Then system (21)
can be written as:
(22)


−△u1 = f(z, u1) + g(u2 − u1, u4 − u1, u6 − u1),
−△u2 = f(z, u2) + g(u1 − u2, u3 − u2, u7 − u2)
−△u3 = f(z, u3) + g(u2 − u3, u4 − u3, u8 − u3),
−△u4 = f(z, u4) + g(u3 − u4, u5 − u4, u6 − u4)
−△u5 = f(z, u5) + g(u4 − u5, u6 − u5, u8 − u5)
−△u6 = f(z, u6) + g(u1 − u6, u5 − u6, u7 − u6)
−△u7 = f(z, u7) + g(u2 − u7, u6 − u7, u8 − u7),
−△u8 = f(z, u8) + g(u3 − u8, u5 − u8, u7 − u8),
u1|∂D = u2|∂D = · · · = u8|∂D = 0,
NON-RADIAL SOLUTIONS TO ELLIPTIC SYSTEMS 7
where the continuous function g : Rs × Rs × Rs → Rs is such that g(x1, x2, x3) = g(x2, x3, x1) =
g(x1, x3, x2) for all x1, x2, x3 ∈ Rk and g(0, 0, 0) = 0. We will also assume that g is differentiable
at (0, 0, 0), thus there exists an s× s-matrix B such that
Dg(0, 0, 0)(x1, x2, x3) = B(x1 + x2 + x3), x1, x2, x3 ∈ Rs.
Keeping the exemplary system (22) in mind, assume that Γ is a subgroup of the permutation
group Sk acting on V := R
k by permuting the coordinates of vectors in Rk. Consider system (1)
assuming, in addition to conditions (A1)–(A4), that the following condition is satisfied:
(B1) the function f is Γ-equivariant, i.e. for every γ ∈ Γ and x ∈ V , f(z, γx) = γf(z, x) (for
all z ∈ D).
We are interested in extending Theorems 3.1 and 3.2 to the symmetric setting providing an addi-
tional information on symmetric properties of non-radial solutions.
(b) Equivariant Setting in Functional Spaces. Put G := O(2) × Γ × Z2 and consider the
Hilbert G-representation H := H2o (D;V ), with the O(2) × Z2-action given by (18) and the Γ-
action given by (γu)(z) := γu(z), γ ∈ Γ, z ∈ D, u ∈ H . Then, the operator F given by (13) is
G-equivariant.
Consider the Γ-isotypic decomposition of V
V = V0 ⊕ V1 ⊕ V2 ⊕ · · · ⊕ Vr,
where the Γ-isotypic component Vj is modeled on the irreducible Γ-representation Uj . We also put
(23) mj := dim Vj/dimUj , j ∈ {0, 1, . . . , r}.
To simplify the computations, we introduce an additional condition (cf. condition (A3)):
(B2) For every j ∈ {0, 1, 2, . . . , r}, A|Vj = µj IdVj , for some µj ∈ R.
The G-isotypic decomposition of H can be easily constructed. For every j ∈ {0, 1, 2, . . . , r} and
(n,m) ∈ N× N ∪ {0} we put
E
j
nm :=
{
Jm(snmr)
(
cos(mθ)~a+ sin(mθ)~b
)
: ~a, ~b ∈ Vj
}
,
and
Hm,j :=
∞⊕
n=1
E
j
nm.
Then, we obtain the following G-isotypic decomposition of H :
(24) H =
r⊕
j=0
∞⊕
m=0
Hm,j
(here the G-isotypic component Hm,j is modeled on the irreducible G-representation V−m,j =Wm⊗
U−j , where Wm stands for the m-th irreducible O(2)-representation and U−j is the representation
Uj with the antipodal Z2-action).
In order to formulate and prove one of our main results in the symmetric setting, let us discuss
some additional properties of the basic degrees. To begin with, take ν ∈ N and define the Lie
group homomorphism ψν : O(2)× Γ× Z2 → O(2)× Γ× Z2 by
(25) ψν(e
iθ, γ,±1) = (eiνθ , γ,±1), ψν(eiθκ, γ,±1) = (eiνθκ, γ,±1)
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(sometimes ψν is called a ν-folding homomorphism). This homomorphism induces the Burnside
ring homomorphism Ψν : A0(G)→ A0(G), where for a generator (H) ∈ Φ0(G), one has
(26) Ψν(H) = (Hν), Hν = ψ
−1
ν (H).
In particular, for any j = {0, 1, . . . , r} and m ≥ 0, one has
(27) Ψν
(
degV−m,j
)
= degV−νm,j
.
Remark 4.1. If (H) is a maximal orbit type in H \ {0}, then necessarily one has that (H) is an
orbit type in H0,j \{0} for some j ∈ {1, ..., r}. Hence, in this case, (H) is an orbit type of a radially
symmetric map (by the same token, Φν(H) = (H)). Hence, there do not exist maximal orbit types
in H \ {0} corresponding to a non-radial map. This suggests to consider maximal orbit types in
Hm,j \ {0} with m > 0.
For m > 0, denote by Mm the set of all maximal orbit types (H) in Φ0(G;Hm \ {0}). Clearly,
Ψν(Mm) = Mmν for any ν ∈ N (in particular, Ψν(M1) = Mν). Being motivated by Remark 4.1
and formula (19), and in order to simplify our exposition, consider the isotypic decomposition
(28) H1 := H1,0 ⊕H1,1 ⊕ · · · ⊕H1,r.
Decomposition (28) together with formula (26) (see also (6), (23) and condition (B2)) allow us to
refine formulas (16) and (17) as follows: for a given (H) ∈M1 and ν ∈ N, define
(29) nj(Hν) :=
∣∣∣{n ∈ N : snν < µj , coeffHν (degV−ν,j ) 6= 0}
∣∣∣ ,
and
(30) m(Hν) :=
r∑
j=0
nj(Hν)mj .
We are now in a position to formulate our first main result in the symmetric setting.
Theorem 4.2. Under the assumptions (A1)–(A4), (D), (B1)–(B2), suppose that there exist (H) ∈
M1 and ν > 0 such that m(Hν) is odd (cf. (29)–(30). Put
(31) νo = νo(H) := max{ν′ : m(Hν′) is odd}
(obviously, νo <∞). Then, system (1) admits a non-radial solution u ∈ H such that Gu = Hνor
for some r ∈ N.
Proof. Let Bε(0), BR(0) and Ω be the same as in the proof of Theorem 3.1. Then, F is
Bε(0)-admissibly G-equivariantly homotopic to the isomorphism A and BR(0)-admissibly G-
equivariantly homotopic to Id. Moreover, formula (19) refines to the following one:
G-deg(F ,Ω) = G-deg(F , BR(0))−G-deg(F , Bε(0))
= (G)−
r∏
j=0
∞∏
m=0
∞∏
n=1
G-deg(A jn,m, B(E
j
nm)),(32)
where A jn,m := A |E jnm . Notice that
(33) G-deg(A jn,m, B(E
j
nm)) =
{
(degV−m,j
)mj if snm < µj ,
(G) otherwise.
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Also, for any basic degree degV−m,j
and maximal orbit type (Ho) in V−m,j \ {0}, the recurrence
formula (5) implies
(34) degV−m,j
= (G)− xo(Ho) + c, −xo := (−1)
dimV−Hom,j − 1
|W (Ho)| ,
where c ∈ A(G) satisfies the condition: coeffHo(c) = 0. Then, by (34), one has
(35) xo =


0 if dimV−Hom,j is even;
1 if dimV−Hom,j is odd and |W (Ho)| = 2;
2 if dimV−Hom,j is odd and |W (Ho)| = 1.
To complete the proof of Theorem 4.2, we need the following important
Lemma 4.3. Suppose that (Ho) is a maximal orbit type in V−m,j \ {0} and V−m′,j′ \ {0} and both
V−Hom,j and V−Hom′,j′ are of odd dimension. Then:
(i) coeffHo(deg V−m,j) = coeffHo(degV−m′,j′);
(ii) coeffHo(deg V−m,j · deg V−m′,j′) = 0.
Proof of Lemma 4.3:
(i) Follows immediately from (35).
(ii) Consider the product
deg V−m,j · deg V−m′,j′ =
(
(G)− xo(Ho) + c
) · ((G) − xo(Ho) + c′)
= (G)− 2xo(Ho) + x2o(Ho) · (Ho) + b,
where c, c′, b ∈ A(G) satisfy coeffHo(c) = coeffHo(c′) = coeffHo(b) = 0. Then, by using the
recurrence formula (5), one obtains:
(Ho) · (Ho) = yo(Ho) + d, yo := n(Ho, Ho)
2|W (Ho)|2
|W (Ho)| = |(W (Ho)|,
with coeffHo(d) = 0. Hence,
−2xo(Ho) + x2o(Ho) · (Ho) =
{
−2 + 2 if xo = 1, |W (Ho)| = 2
−4 + 4 if xo = 2, |W (Ho)| = 1
· (Ho) = 0,
and the statement follows.
Completion of the proof of Theorem 4.2. By (32)-(34) (see also (38)), one has:
(36)
r∏
j=0
∞∏
m=0
∞∏
n=1
G-deg(A jn,m, B(E
j
nm)) =
(
(G)− a) · m(Hνo )∏
k=1
(
(G) + xo(Hνo) + ck
)
,
where coeffHνo (ck) = coeff
Hνo (a) = 0. Since m(Hνo) is odd, Lemma 4.3 yields:
m(Hνo )∏
k=1
(
(G) + xo(Hνo) + ck
)
=
m(Hνo )∏
k=2
(
(G) + xo(Hνo) + ck
) · ((G) + xo(Hνo) + c1)
=
(
(G) − a′) · ((G) + xo(Hνo ) + c1),(37)
where coeffHνo (a′) = 0. Combining (32), (36) and (37) with the maximality of (Hνo) yields:
G-deg(F ,Ω) = (G) − ((G)− b) · ((G) + xo(Hνo) + c1)
= xo(Hνo)− b− xo(Hνo) · b − b− b · c1 + c1 = xo(Hνo) + d,
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(here coeffHνo (b) = coeffHνo (d) = 0). Therefore, by the existence property of the Brouwer equi-
variant degree, there exists a non-zero solution u to the equation F (u) = 0 such that Gu ≥ Hνo .
Clearly, such a solution u is not a radial solution. 
Similarly to the non-equivariant case, one can formulate the second main result providing the
existence of non-radial solutions without assuming the condition (D).
Theorem 4.4. Under the assumptions (A1)–(A4), (B1)–(B2), let l ∈ N be an integer such that
(20) is satisfied. Suppose, in addition, that there exist (H) ∈M1 and m > 0 such that m(H(2m−1)l)
is odd (cf. (29)–(30). Put
(38) νo := max{(2m− 1)l : m(H(2m−1)l) is odd}
(obviously, νo <∞). Then, system (1) admits a non-radial solution u ∈ H such that Gu = Hνor
for some r ∈ N.
(c) Example. Assume that Γ = S4 acts on the space V := R
8 by permuting the coordinates of
vectors the same way as the symmetries of a cube permute its vertices. We consider system (1)
for which the map f satisfies conditions (A1)–(A4), (B1), and the matrix A is given by
(39) A =


c d 0 d 0 d 0 0
d c d 0 0 0 d 0
0 d c d 0 0 0 d
d 0 d c d 0 0 0
0 0 0 d c d 0 d
d 0 0 0 d c d 0
0 d 0 0 0 d c d
0 0 d 0 d 0 d c


(the values of c and d will be specified later on). Notice that one has the following table of
characters:
χ () (1, 2) (1, 2)(3, 4) (1, 2, 3) (1, 2, 3, 4)
χ0 1 1 1 1 1
χ1 1 -1 1 1 -1
χ2 2 0 2 -1 0
χ3 3 1 -1 0 -1
χ4 3 -1 -1 0 1
χV 8 0 0 2 0
which implies that
(40) V = U0 ⊕ U1 ⊕ U3 ⊕ U4
(here Uj stands for the irreducible representation corresponding to the character χj). Clearly, (40)
implies condition (B2). One can easily compute the spectrum of A:
σ(A) = {µ0 = c+ 3d, µ1 = c− 3d, µ3 = c+ d, µ4 = c− d}.
Obviously,
dimE(µ0) = dimE(µ1) = 1, and dimE(µ3) = dimE(µ4) = 3
and
E(µ0) = U0, E(µ1) = U1, E(µ3) = U3, E(µ4) = U4.
The numbers snm are shown in the table below:
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n J0(x) J1(x) J2(x) J3(x) J4(x) J5(x)
1 2.4048 3.8317 5.1356 6.3802 7.5883 8.7715
2 5.5201 7.0156 8.4172 9.7610 11.0647 12.3386
3 8.6537 10.1735 11.6198 13.0152 14.3725 15.7002
4 11.7915 13.3237 14.7960 16.2235 17.6160 18.9801
5 14.9309 16.4706 17.9598 19.4094 20.8269 22.2178
Take c = 4 and d = 1, thus µ0 = 7, µ1 = 1, µ3 = 5, µ4 = 3 and condition (D) is satisfied.
Put G := O(2)× S4 × Z2. Then,
G-deg(F ,Ω) = (G) − deg2
V−
0,0
· degV−
1,0
· degV−
2,0
· degV−
3,0
· degV−
0,3
· degV−
1,3
· degV−
0,4
= (G) − degV−
1,0
· degV−
2,0
· degV−
3,0
· degV−
0,3
· degV−
1,3
· degV−
0,4
.
In order to effectively apply Theorem 4.2, we used GAP package EquiDeg to carry on all the related
symbolic computations. We refer to Appendix B for the exact GAP codes that were applied for
this example. In particular, the maximal orbit types in M1 are:
(H1,228) = (D6 ×D6 Dp3), (H1,248) = (D4 ×Z
−
2
D4
Dp4), (H1,286) = (D
D1
2 ×D
d
2
Z2
Dp2),
(H1,334) = (D
D1
2 ×D
z
4
Z2
Dp4), (H1,333) = (D
D1
2 ×D
d
4
Z2
Dp4), (H1,360) = (D
D1
2 ×S4Z2 S
p
4 ),
(H1,359) = (D
D1
2 ×S
−
4
Z2
Sp4 ).
Remark 4.5. (i) For any subgroup S ≤ S4, the symbol Sp stands for S × Z2.
(ii) Given two subgroups H ≤ O(2) and K ≤ Sp4 , we refer to Appendix A, item (a), for the
“amalgamated notation” H R×KL Z.
(iii) We refer to [2] for the explicit description of the (sub)groups S−4 , D
z
k, D
d
k, and Z
−
2 .
Moreover, we have
degV−
1,0
= (G)− (H1,360)
degV−
1,3
= (G)− 2(H1,46)− (H1,83) + 2(H1,108) + 2(H1,126) + 2(H1,129) + 2(H1,204)
+ (H1,212)− 2(H1,228)− 2(H1,248)− (H1,286)− (H1,330)− (H1,334),
where we denote in bold the maximal orbit types from M1. Then, by inspection, one can easily
determine that
(41) m(H1,360) = 1, m(H1,228) = 1, m(H1,248) = 1, m(H1,286) = 1, m(H1,334) = 1.
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Since, the exact degree G-deg(F ,Ω) can be effectively computed using the GAP package, we can
use it to double check the correctness of our conclusions:
G-deg(F ,Ω) = −2(H1,2)− 2(H1,5)− 2(H1,8)− 8(H1,11)− 2(H1,14) + 4(H1,20)
+ 4(H1,21) + 2(H1,25) + 2(H1,41) + 2(H1,46)] + 4(H1,51) + 2(H1,53)
+ 2(H1,57) + 2(H1,59)− 2(H1,77) + 1(H1,83)− (H1,88)− (H1,89) + 2(H1,90)
+ (H1,91))− (H1,92) + 2(H1,98) + 2(H1,102) + 2(H1,103)− (H1,106)
− 2(H1,108)− 2(H1,115)− 2(H1,117)− 2(H1,119)− 2(H1,126)− 2(H1,129)
+ 2(H1,152) + 2(H1,155)− 2(H1,204)− (H1,208)− (H1,212) + (H1,220)
+ (H1,221)− (H1,223) + (H1,224)− 2(H1,227)− 2(H1,228) + (H1,244) + (H1,245)
− (H1,246) + 2(H1,248)− 2(H1,256) + (H1,286)− (H1,292) + (H1,295)
+ (H1,298)− (H1,300)− (H1,301) + (H1,330) + (H1,334)− (H1,360)− (H2,17)
+ (H2,88) + (H2,89) + (H2,106) + (H2,223)− (H2,244)− (H2,245)− (H2,295)
− (H2,298) + (H2,360)− (H3,17) + (H3,88) + (H3,89) + (H3,106) + (H3,223)
− (H3,244)− (H3,245)− (H3,295)− (H3,298) + (H3,360) + (H0,12)− (H0,43)
− (H0,44)− (H0,52)− (H0,90) + (H0,98) + (H0,99) + (H0,110) + (H0,111).
On the other hand, by analyzing the coefficients of G-deg(F ,Ω), one can also deduct the existence
of various symmetric types of radial solutions. More precisely, the maximal orbit types in
r⊕
j=0
H0,j \ {0} with non-zero coefficients in G-deg(F ,Ω) are:
(H0,84) = (O(2)×Dd2), (H0,98) = (O(2)×D3), (H0,99) = (O(2) ×Dz3)
(H0,110) = (O(2)×Dz4), (H0,111) = (O(2)×Dd4).
Combing this with (41) and Theorem 4.2, one obtains the following
Theorem 4.6. Under the assumptions (A1)–(A4), (B1)–(B2) assume that the matrix A is given
by (39) with c = 4 and d = 1. The system (1) admits at least five different orbits of non-radial
solutions u ∈ H with the following orbit types (Gu):
• (DZm6m ×D6 Dp3) for some m ∈ N;
• (DZm4m ×Z
−
2
D4
Dp4) for some m ∈ N;
• (DDm2m ×D
d
2
Z2
Dp2) for some m ∈ N;
• (DDm2m ×D
z
4
Z2
Dp4) for some m ∈ N;
• (DDm2m ×S4Z2 S
p
4 ) for some m ∈ N.
Moreover, the system (1) admits at least four different orbits of radial solutions u ∈ H with the
following orbit types (Gu):
(O(2)×D3), (O(2) ×Dz3), (O(2) ×Dz4), (O(2)×Dd4).
Proof. The statement follows directly from Theorem 4.2. To be more precise, notice that for the
orbit types (H) with H = H1,228, H1,248, H1,286 and H1,334, we have ν = 1 and νo = 1, and
for H = H1,360, we have ν = 1 and νo = 3. On the other hand, for the maximal orbit types
(O(2) × D3), (O(2) × Dz3), (O(2) ×Dz4) and (O(2) ×Dd4), one can conclude the existence of the
related radial solutions to (1) by a direct inspection of the explicit formula for G-deg(F ,Ω), where
it is evident that all these orbit types appear with non-zero coefficients. 
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Appendix A. Equivariant Brouwer Degree Background
(a) Amalgamated Notation. Given two groups G1 and G2, the well-known result of E´. Goursat
(see [11]) provides the following description of a subgroup U ≤ G1 × G2: there exist subgroups
H ≤ G1 and K ≤ G2, a group L, and two epimorphisms ϕ : H → L and ψ : K → L such that
U = {(h, k) ∈ H ×K : ϕ(h) = ψ(k)}.
The widely used notation for U is
(42) U := H ϕ×ψLK,
in which case H ϕ×ψLK is called an amalgamated subgroup of G1 ×G2.
In this paper, we are interested in describing conjugacy classes of U . Therefore, to make
notation (42) simpler and self-contained, it is enough to indicate L, Z = Ker (ϕ) and R = Ker (ψ).
Hence, instead of (42), we use the following notation:
(43) U =: HZ×RLK .
(b) Equivariant Notation. Below G stands for a compact Lie group. For a subgroup H of
G, denote by N(H) the normalizer of H in G and by W (H) = N(H)/H the Weyl group of
H . The symbol (H) stands for the conjugacy class of H in G. Put Φ(G) := {(H) : H ≤ G}.
The set Φ(G) has a natural partial order defined by (H) ≤ (K) iff ∃g ∈ G gHg−1 ≤ K. Put
Φ0(G) := {(H) ∈ Φ(G) : W (H) is finite}.
For a G-space X and x ∈ X , denote by Gx := {g ∈ G : gx = x} the isotropy group of x and call
(Gx) the orbit type of x ∈ X . Put Φ(G, X) := {(H) ∈ Φ0(G) : (H) = (Gx) for some x ∈ X} and
Φ0(G, X) := Φ(G, X) ∩ Φ0(G). For a subgroup H ≤ G, the subspace XH := {x ∈ X : Gx ≥ H} is
called the H-fixed-point subspace of X . If Y is another G-space, then a continuous map f : X → Y
is called equivariant if f(gx) = gf(x) for each x ∈ X and g ∈ G. Let V be a finite-dimensional
G-representation (without loss of generality, orthogonal). Then, V decomposes into a direct sum
(44) V = V0 ⊕ V1 ⊕ · · · ⊕ Vr,
where each component Vi is modeled on the irreducible G-representation Vi, i = 0, 1, 2, . . . , r, that
is, Vi contains all the irreducible subrepresentations of V equivalent to Vi. Decomposition (44) is
called G-isotypic decomposition of V .
(b) Axioms of Equivariant Brouwer Degree. Denote byMG the set of all admissible G-pairs
and let A0(G) stand for the Burnside ring of G (see Introduction, items (a) and (b) respectively).
The following result (cf. [2]) can be considered as an axiomatic definition of the G-equivariant
Brouwer degree.
Theorem A.1. There exists a unique map G- deg :MG → A0(G), which assigns to every admis-
sible G-pair (f,Ω) an element G-deg(f,Ω) ∈ A0(G)
(45) G- deg(f,Ω) =
∑
(H)
nH(H) = nH1(H1) + · · ·+ nHm(Hm),
satisfying the following properties:
(Existence) If G- deg(f,Ω) 6= 0, i.e., nHi 6= 0 for some i in (45), then there exists x ∈ Ω
such that f(x) = 0 and (Gx) ≥ (Hi).
(Additivity) Let Ω1 and Ω2 be two disjoint open G-invariant subsets of Ω such that
f−1(0) ∩Ω ⊂ Ω1 ∪Ω2. Then,
G- deg(f,Ω) = G- deg(f,Ω1) + G- deg(f,Ω2).
14 Z. BALANOV — E. HOOTON — W. KRAWCEWICZ — D. RACHINSKII
(Homotopy) If h : [0, 1]× V → V is an Ω-admissible G-homotopy, then
G- deg(ht,Ω) = constant.
(Normalization) Let Ω be a G-invariant open bounded neighborhood of 0 in V . Then,
G- deg(Id,Ω) = (G).
(Multiplicativity) For any (f1,Ω1), (f2,Ω2) ∈ MG,
G- deg(f1 × f2,Ω1 × Ω2) = G- deg(f1,Ω1) · G- deg(f2,Ω2),
where the multiplication ‘·’ is taken in the Burnside ring A0(G).
(Recurrence Formula) For an admissible G-pair (f,Ω), the G-degree (45) can be com-
puted using the following Recurrence Formula:
(46) nH =
deg(fH ,ΩH)−∑(K)>(H) nK n(H,K) |W (K)|
|W (H)| ,
where |X | stands for the number of elements in the set X and deg(fH ,ΩH) is the Brouwer
degree of the map fH := f |V H on the set ΩH ⊂ V H .
The G-deg(f,Ω) is called the G-equivariant Brouwer degree of f in Ω.
(c) Computation of Brouwer Equivariant Degree. Consider a G-equivariant linear iso-
morphism T : V → V and assume that V has a G-isotypic decomposition (44). Then, by the
Multiplicativity property,
(47) G- deg(T,B(V )) =
r∏
i=0
G- deg(Ti, B(Vi)) =
r∏
i=0
∏
µ∈σ−(T )
(
degVi
)mi(µ)
where Ti = T |Vi , σ−(T ) denotes the real negative spectrum of T (i.e., σ−(T ) = {µ ∈ σ(T ) : µ < 0})
and mi(µ) = dim
(
E(µ)∩ Vi
)
(here E(µ) stands for the generalized eigenspace of T corresponding
to µ). Notice that the basic degrees can be effectively computed from (46):
degVi =
∑
(H)
nH(H),
where
(48) nH =
(−1)dimVHi −∑H<K nK n(H,K) |W (K)|
|W (H)| .
Appendix B. GAP package EquiDeg
In this paper we used the GAP package EquiDeg, developed by Hao-Pin Wu. In order to
generate the amalgamated notation for the subgroups of G we applied in the GAP code the
following abbreviations for the names of subgroups of S4 × Z2: Z1:= Z1, Z2:= Z2, D1z:= Dz1,
D1:= D1, Z2m:= Z
−
2 , Z1p:= Z1 × Z2, Z3:= Z3, Z2p:= Z2 × Z2, V4m:= V −4 , D2:= D2, Z4:=
Z4, V4:= V4, D2z:= D
z
2, Z4d:= Z
d
4, D2d:= D
d
2, D1p:= D1 × Z2, Z3p:= Z3 × Z2, D3:= D3,
D3z:= Dz3, V4p:= V4 × Z2, D4d:= Dd4, Z4p:= Z4 × Z2, D4:= D4, D2p:= D2 × Z2, D4z:= Dz4,
D4hd:= Dd̂4, D3p:= D3 × Z2, A4:= A4, D4p:= D4 × Z2, S4:= S4, A4p:= A4 × Z2, S4m:= S−4 ,
S4p:= S4 × Z2, where we use the same notation as in [2], page 157.
GAP code used in this paper:
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LoadPackage ( "EquiDeg" );
# generate O(2), S4 and Z2
o2 := OrthogonalGroupOverReal( 2 );
s4 := SymmetricGroup ( 4 );
z2 := pCyclicGroup ( 2 );
# generate S4 x Z2
g1 := DirectProduct ( s4 , z2 );
# set names for g1
ccsg1 := ConjugacyClassesSubgroups (g1);
ccsg1_names := [ "Z1", "Z2", "D1z", "D1", "Z2m",
"Z1p", "Z3", "Z2p", "V4m", "D2",
"Z4", "V4", "D2z", "Z4d", "D2d",
"D1p", "Z3p", "D3", "D3z", "V4p",
"D4d", "Z4p", "D4", "D2p", "D4z",
"D4hd ", "D3p", "A4", "D4p", "S4",
"A4p", "S4m", "S4p"];
ListA( ccsg1 , ccsg1_names , SetAbbrv );
# generate the group G=O(2) xS4xZ2
G := DirectProduct ( o2 , g1 );
ccs := ConjugacyClassesSubgroups( G );
# Character Table for S4xZ2
tbl := CharacterTable ( g1 );
Display( tbl );
Display( ConjugacyClasses ( g1 ));
# unit element in AG
u:=- BasicDegree (Irr( G )[0 ,1]);
# Compute basic degrees deg[l,k] for W_l\ times U_k^-
deg10:= BasicDegree ( Irr( G )[1 ,3]);
deg20:= BasicDegree ( Irr( G )[2 ,3]);
deg30:= BasicDegree ( Irr( G )[3 ,3]);
deg03:= BasicDegree ( Irr( G )[0 ,7]);
deg13:= BasicDegree ( Irr( G )[1 ,7]);
deg04:= BasicDegree ( Irr( G )[0 ,8]);
# determining maximal orbit types in M_1
maxorbit10 := MaximalOrbitTypes (Irr( G )[1 ,3]);
maxorbit11 := MaximalOrbitTypes ( Irr( G )[1 ,2]);
maxorbit13 := MaximalOrbitTypes ( Irr( G )[1 ,7]);
maxorbit14 := MaximalOrbitTypes ( Irr( G )[1 ,8]);
M1 := MaximalElements (Union(maxorbit10 ,
maxorbit11 ,maxorbit13 ,maxorbit14 ));
# identifying the maximal orbit types in M_1
IdCCS(M1 [1]); View (M1 [1]);
IdCCS(M1 [2]); View (M1 [2]);
IdCCS(M1 [3]); View (M1 [3]);
# Compute deg of F
deg:=u - deg10*deg20*deg30*deg03*deg13*deg04;
# get amalgamation symbols for the related orbit types , e.g. for H[1 ,131] by
ccs [1 ,131];
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