An algorithm for computing the maximal controlled invariant set and the least restrictive controller for discrete time systems is proposed. We show how for discrete time linear systems the algorithm can be encoded using quanti er elimination and linear programming. It is proved that for a general discrete-time linear system with all sets speci ed by linear inequalities, the problem is semi-decidable. If in addition the system is in canonical controllable form, the input is scalar and unbounded, the disturbance is scalar and bounded and the initial set is a rectangle, then the problem is decidable.
Introduction
The design of controllers is one of the most active research topics in the area of hybrid systems. Problems that have been addressed include hierarchical control 20, 5] , distributed control 18], and optimal control using dynamic programming techniques 4, 3, 25, 21] or extensions of the maximum principle 12]. A substantial research e ort has also been directed towards solving control problems with reachability speci cations, that is designing controllers that guarantee that the state of the system remains in a \good" part of the state space. Such control problems turn out to be very important in applications, and are closely related to the computation of the reachable states of a hybrid system and to the concept of controlled invariance. The proposed solutions extend game theory methods for purely discrete 27, 22] and purely continuous 2, 15] systems to certain classes of hybrid systems: timed automata 17, 14] , rectangular hybrid automata 29] and more general hybrid automata 16, 28] . All of these techniques are concerned with hybrid systems whose continuous state evolves in continuous time, according to di erential equations or di erential inclusions. Unlike conventional continuous dynamical systems, little attention has been devoted systems where the continuous state evolves in discrete time, according to di erence equations. Besides being interesting in their own right, this class of hybrid systems can be used to approximate hybrid systems with di erential equations. Indeed, most of the techniques that have been proposed for reachability computations for general continuous dynamics involve some form of discretization of the continuous space 10, 13, 28], followed by a reachability computation on the resulting discrete time system. In this paper we study the problem of controller synthesis for hybrid systems whose continuous dynamics are given by di erence equations under reachability speci cations. In Section 2, we formulate the problem, introduce the concepts of controlled invariant set and least restrictive controller, and propose an algorithm for computing them. In Section 3 we review some concepts of mathematical logic and show how the algorithm can be implemented by quanti er elimination. This immediately leads to a semi-decidability result for discrete time systems whose continuous dynamics can be encoded in a decidable theory of the reals. In section 4, we implement the proposed algorithm for discrete-time linear systems with all the sets de ned by linear inequalities. The implementation is based on a more e cient method for performing quanti er elimination in the theory of linear constraints using linear programming. We also show that the problem is decidable when the single-input single-disturbance discrete-time linear system is in canonical controllable form, the input is unbounded, and the safe set is a rectangle. Finally, in Section 5, we illustrate the proposed method with some examples.
Discrete Time Systems and Safety Speci cations 2.1 Basic De nitions
Let Y be a countable collection of variables and let Y denote its set of valuations, that is the set of all possible assignments of these variables. We refer to variables whose set of valuations is countable as discrete and to variables whose set of valuations is a subset of a Euclidean space R n as continuous. For a set Y we use Y c to denote the complement of Y, 2 Y to denote the set of all subsets of Y, Y to denote the set of all nite sequences of elements of Y, and Y ! to denote the set of all in nite sequences. Since the dynamical systems we will consider will be time invariant we will use y = fy i]g N i=0 to denote sequences. We use^to denote conjunction, _ to denote disjunction, : to denote negation, 8 to denote the universal quanti er, and 9 to denote the existential quanti er.
The dynamics of a discrete time system are characterized by a reset relation that, given the current value of the state and input, returns the possible next states of the system. More formally:
De nition 1 (Discrete Time System (DTS)) A discrete time system is a collection H = (X; V; Init; f) consisting of a nite collection of state variables, X, a nite collection of input variables, V , a set of initial states, Init X and a reset relation, f : X V ! 2 X .
A DTS naturally characterizes a subset of the set of sequences of X V. De nition 2 (Execution of DTS) A sequence = (x; v) 2 (X V) (X V) ! is said to be an execution of the discrete time system H if x 0] 2 Init, and for all k 0,
To ensure that every nite execution can be extended to an in nite execution we impose the assumption that f(x; v) 6 = ; for all x 2 X, v 2 V; we call such a DTS non-blocking 1 . We denote the set of all executions of H starting at x 0 2 X as E H (x 0 ), and the set of all executions of H by E H . Clearly, E H = S x02Init E H (x 0 ).
Our goal here is to design controllers for DTS. Assume that we are given a plant, modeled as a DTS, and we would like to \steer" it using its input variables, so that its executions satisfy certain properties. We assume that the input variables are partitioned into two classes, V = U D. U are assumed to be control variables, that is variables whose valuations we can specify at will. D, on the other hand, are assumed to be disturbance variables, over whose valuations we have no control (we say they are determined by the environment) and that can potentially disrupt our plans. In this context a controller can be de ned as a feedback map.
De nition 3 (Controller) A controller, C, is a map C : X ! 2 U . A controller is called non-blocking if C(x) 6 = ; for all x 2 X . A controller is called memoryless if for all x; x 0 2 X ending at the same state we have C(x) = C(x 0 ).
The interpretation is that, given the evolution of the plant state up to now, the controller determines the set of allowable controls for the next transition. With this interpretation in mind, we de ne the set of closed loop causal executions as E HC = f(x; u; d) 2 E H j 8k 0; u k] 2 C(x# k )g; where x# k denotes the subsequence of x consisting of its rst k elements. Notice that a memoryless controller can be characterized by a map g : X ! 2 U , and its set of closed loop causal executions is simply E Hg = f(x; u; d) 2 E H j 8k 0; u k] 2 g(x k])g:
Our goal is to use controllers to steer the executions of the plant, so that they satisfy certain desirable properties. In this paper we will restrict our attention to a class of properties known as safety properties: given a set F X, we would like to nd a non-blocking controller that ensures that the state stays in F for ever. We will say that a controller C Proof: The if part is obvious. For the only if part, assume, for the sake of contradiction, that there exists a controller C : X ! 2 U that solves the problem (H; 2F), but there does not exist a memoryless controller that solves the problem. Therefore there must exist two nite executions i = (x i ; u i ; d i ) 2 E HC , i = 1; 2, ending at the same state, x, at times k 1 and k 2 respectively, such that 1 6 = 2 , and C(x 1 ) 6 = C(x 2 ). Moreover, the information about the way in which the state x is reached must be essential for subsequent control decisions. Assume that x is reached via 1 , but we choose to ignore this fact and apply controls after k 1 Many memoryless controllers may be able to solve a particular problem. Controllers that impose less restrictions on the inputs they allow are in a sense better than controllers that impose more restrictions. For example, controllers that impose fewer restrictions allow one more freedom if additional safety speci cations are imposed, or one is asked to optimize the performance of the (safe) closed loop system with respect to other objectives. To quantify this intuitive notion we introduce a partial order on the space of memoryless controllers. We write g 1 g 2 if for all x 2 X,
3 Without loss of generality by Proposition 1.
De nition 5 (Least restrictive controller) A memoryless controller g : X ! 2 U that solves the problem (H; F) is a called least restrictive if it is maximal among the controllers that solve (H; 2F) in the partial order de ned by . Motivated by Theorem 1 we state the controlled invariance problem more formally.
Problem 1 (Controlled Invariance Problem (CIP)) Given a discrete time system H and a set F X compute the maximal controlled invariant subset of F,Ŵ, the least restrictive controller,ĝ, that renders it invariant, and test whether Init Ŵ .
Computation ofŴ andĝ
We rst present a conceptual algorithm for solving CIP for general DTS. Even though there is no straight forward way of implementing this algorithm in the general case, in subsequent sections we show how this can be done for special classes of DTS. Theorem 2Ŵ is the maximal controlled invariant subset of F andĝ is the least restrictive controller that rendersŴ invariant.
Proof: To show thatŴ is controlled invariant we show that it is a xed point of Pre. By de nition Pre(Ŵ ) Ŵ . Conversely, consider x 2Ŵ and assume, for the sake of contradiction that x 6 2 Pre(Ŵ ). Then for all u 2 U there exists d 2 D and x 0 2 f(x; u; d) such that x 0 6 2Ŵ. Therefore, there is an l such that x 0 6 2 W l . Hence x 6 2 Pre(W l ) = W l+1 Ŵ , which is a contradiction. ThereforeŴ Pre(Ŵ ). To implement the controlled invariance algorithm one needs to be able to:
1. encode sets of states, perform intersection and complementation, and test for emptiness, 2. compute the Pre of a set, and 3. guarantee that a xed point is reached after a nite number of iterations.
For classes of DTS for which 1 and 2 are satis ed we say that the CIP is semi-decidable; if all three conditions are satis ed we say that the CIP is decidable. As an example, consider nite state machines, that is the class of DTS for which X, U and D are nite. In this case, one can encode sets of states, perform intersection, complementation, test for emptiness and compute Pre by enumeration (or other more e cient representations). Moreover, by the monotonicity of W l and the fact that X is nite, the algorithm is guaranteed to terminate in a nite number of steps. Therefore, the CIP is decidable for nite state machines. In subsequent sections we show how the computation can be performed for DTS with state and input taking values in Euclidean space and transition relations given by a certain classes of functions of the state and input. Before we can present the details, however, we need to introduce some notation from mathematical logic.
Mathematical Logic and Quanti er Elimination

Languages, Models and Theories
The following discussion is based on 19] . For a more in depth treatment the reader is referred to 9, 8] .
A language L = fR 1 ; : : : ; R n ; f 1 ; : : : ; f m ; c 0 ; : : : ; c l g is a set of symbols separated into relations, R 1 ; : : : ; R n , functions, f 1 ; : : : ; f m , and constants, c 0 ; : : : ; c l . For example, P = f<; +; ?; 0; 1g and R = f<; +; ?; ; 0; 1g are languages with (binary) relation <, (binary) functions +, ? and , and constants 0 and 1. Given a language L and a set of variables fx 1 ; x 2 ; : : : ; v 1 ; v 2 ; : : : g, the terms of the language are inductively de ned. All the variables and all the constants are terms, and if t 1 ; : : : ; t n are terms and f is an n-ary function, f(t 1 ; : : : ; t n ) is also a term. For instance, if a, b and c are positive integer constants and x 1 and x 2 are variables, ax 1 ? bx 2 + c is a term of P and ax An atomic formula of the language is of the form t 1 = t 2 or R(t 1 ; : : : ; t n ), where R is a n-ary relation and t i , i = 1; : : : ; n are terms. For example, ax 1 ? bx 2 + c < 0 is an atomic formula of P and ax . if is a formula and x is a variable, then 9x j is also a formula 6 . 4 Integer constants are generated inductively by repeatedly adding the constant 1 to itself. 5 Disjunction, _ , is interpreted as :(: ^: ). 6 Universal quanti cation, 8x j , is interpreted as :(9x j : ).
Formulas de ned in a language L are called L-formulas. For example, Mx is a P formula, where M 2 Q m n and 2 Q m are constants, and x = (x 1 ; : : : ; x n ) are variables. This becomes clear if we let m ij 2 Q be the i; j element of M and i 2 Q be the i element of and write Mx as 
where A, b, c, M and are constant matrices with rational coe cients and x, u and d are variables.
The occurrence of a variable in a formula is free if it is not within the scope of a quanti er; otherwise it is bound. For example, x is free, and u and d are bound in (1). We often write (x 1 ; : : : ; x n ) to indicate that x 1 ; : : : ; x n are the free variables of formula . A sentence is a formula with no free variables.
A model of a language L consists of a non-empty set S and a semantic interpretation of the relations, functions and constants of L . For instance, (R; <; +; ?; 0; 1) and (R; <; +; ?; ; 0; 1) with the usual interpretation for the symbols are models of P and R respectively. Every sentence of the language is either true or false for a given model. Every formula, (x 1 ; : : : ; x n ), of the language de nes a subset of S n , namely the set of the valuations of x 1 ; : : : ; x n for which the formula is true. Conversely, we say that a set Y S n is de nable in L if there exists a formula in (x 1 ; : : : ; x n ) in L such that Y = f(a 1 ; : : : ; a n ) 2 S n j (a 1 ; : : : ; a n )g Two formulas (x 1 ; : : : ; x n ) and (x 1 ; : : : ; x n ) are equivalent in a model, denoted by , if for every valuation (a 1 ; : : : ; a n ) of (x 1 ; : : : ; x n ), (a 1 ; : : : ; a n ) is true if and only if (a 1 ; : : : ; a n ) is true. Equivalent formulas de ne the same set. Every model de nes a theory, as the set of all sentences which hold in the model. For example, we denote by Lin(R) the theory de ned by the formulas of P which are true over (R; <; +; ?; 0; 1); in other words, Lin(R) is the theory of linear constraints. We denote by OF(R) the theory de ned by the formulas of R which are true over (R; <; +; ?; ; 0; 1); in other words, OF(R) is the theory of the real numbers as an ordered eld.
Quanti er Elimination and Semi-decidability
The terminology introduced above provides a framework for de ning sets of states, by using formulas in an appropriate theory. It also provides a method for performing intersection and complementation of sets, by taking conjunction and negation of the corresponding formulas. One would also like to be able to determine whether a set de nable in the model is empty or not. For some theories, it is possible to determine the sentences that belong to the theory. The Tarski-Seidenberg decision procedure provides a way of doing this for OF(R). It can be shown 26, 24] that OF(R) is decidable, in other words, there exists a computational procedure that after a nite number of steps determines whether a R-sentence belongs to OF(R) or not. The decision procedure is based on quanti er elimination. An algorithm is provided that converts a formula (x 1 ; : : : ; x n ) to an equivalent quanti er free formula (x 1 ; : : : ; x n ). Notice that this provides a method for testing emptiness. A set Y = f(x 1 ; : : : ; x n )j (x 1 ; : : : ; x n )g is empty if and only if the sentence 9x 1 : : : 9x n j (x 1 ; : : : ; x n ) is equivalent to false.
To relate this to the problem at hand, we restrict our attention to CIP which are \de nable" in an appropriate theory. 
is , and the process can be automated using symbolic tools 11], the quanti er elimination procedure is in general hard, both in theory and in practice. For the theory Lin(R) a somewhat more e cient implementation can be derived using techniques from linear algebra and linear programming. The next section shows how quanti er elimination in the theory Lin(R) can be performed more e ciently for the formula (2) used in the controlled invariance algorithm. Notice that LDTS are non-blocking and deterministic, in the sense that for every state x and every input (u; d) there exists a unique next state. Since the sets F, U and D are all convex polygons, and the dynamics f are given by a linear map, the LCIP is de nable in the theory Lin(R), and therefore, according to the discussion in Section 3, is semi-decidable. We assume that the sets F and U can be either bounded or unbounded, but D is bounded 7 .
CIP for Discrete Time Linear Systems
For the LCIP it turns out that, after the l-th iteration, the set W l can be described as fx 2 R m l n j M l x l g, that Thus, in each step of the algorithm, we need to be able to eliminate variables u and d from the inner formulae, intersect the new constraints with the old ones and check if the new set is empty. Notice that not all of the new constraints generated by quanti er elimination may be necessary to de ne the set W l+1 . Also, some of the old constraints may become redundant after adding the new ones. Hence we need to check the redundancy of the constraints when doing the intersection.
Quanti er Elimination
We rst perform quanti er elimination on d over the formula l (x; u) 8d j (Gd > ) _ (Â l The elimination of the 8 quanti er can be done by solving a collections of linear programming problems. Since we have assumed that D is bounded, such an optimization problem is guaranteed to have a solution, and hence ( ) is well de ned. Since ( ) is applied to each row ofĈ l , in the sequel we will use i (Ĉ l ) and (ĉ T i ) interchangeably. Notice that, strictly speaking, ( ) is not part Lin(R), but we use it as a shorthand for the constant obtained by solving the linear programs.
Next, we perform quanti er elimination on u over the formula
We will discuss two methods to eliminate u: the rst is known as Fourier Elimination, and the second, attributed to 
Therefore, the elimination of the 9 quanti er is performed by taking nonnegative linear combinations of all pairs of constraints so as to cancel the quanti ed variable. Note that if all the coe cients of the quanti ed variable are positive (negative), then l is true, and we need not eliminate the remaining variables. Otherwise, after u 1 has been eliminated, we apply the same procedure to the constraints in (4), so as to eliminate u 2 ; : : : ; u nu . Since the procedure is based on nonnegative row operations, it is clear that
where l 2 Qm l (m+mu) is a matrix with nonnegative entries such that l H l = 0,m l is the number of constraints obtained through quanti er elimination,M l 2 Qm l n and~ l 2 Qm l .
Although Fourier Elimination is attractive because of its simplicity, it is quite ine cient. In general, it generates many new constraints, and in the worst case the method is exponential. This di culty can be partially remedied since many of the inequalities are likely to be redundant 7] . An alternative method 6] gives the same result, but computes l in a di erent way. In fact, the rows of l are the extreme points of the set f l 2 R m+mu j l T H l = 0^ l 0g. By extreme points we mean points in the boundary of the rst orthant of R m+mu with m + m u ? rank(H l ) ? 1 components set to zero.
Intersection, Emptiness and Redundancy
The quanti er elimination presented above allows us to compute the set of states that can be forced by u to transition into W l as n x jMx ~ o . To obtain W l+1 this set must be intersected with W l itself. Since both sets are convex the intersection can be carried out by simply appendingM and~ to M l and l respectively. This however is likely to lead to a much larger description than necessary, since many of the new resulting constraints may redundant (implied by other constraints). We propose the following algorithms eliminating the redundant constraints and checking the resulting set for emptiness. The controlled invariance algorithm terminates if the redundancy algorithm concludes that either W l \W l = ; (in which caseŴ = ;), or all the new constraints are redundant (in which case W l = W l+1 =Ŵ) 8 . Otherwise, upon termination of the redundancy algorithm, the process is repeated for W l+1 . An obvious optimization of the code involves terminating both algorithms if, after all new constraints inMx b have been tested, M l+1 and l+1 are still empty.
The proposed implementation shows that for all l the set W l is a convex polygon as claimed. Summarizing:
Theorem 4 The LCIP problem is semi-decidable.
In the next section we study situations where the algorithm is guaranteed to terminate in a nite number of steps. In section 5, we will provide and example which actually converges after an in nite number of iterations.
Decidable Special Cases
We rst summarize some of the observations made so far about situations where the algorithm terminates in a nite number of steps.
Proposition 4 Thus, after one iteration of the algorithm, variables x j ; j = 2 : : : n get restricted, which means that we have to do another iteration. It is straightforward to see that in the l-th iteration (1 l n) W l is de ned by:
W l = This means that after n iterations, the maximal controlled invariant set remains unchanged, and the least restrictive controller is given by the last constraint of equation (7), but with n , n replaced by n?1 n ; n?1 n . This result can be summarized as follows: Lemma 3 Given system (6) with F = 1 ; 1 ] : : : n ; n ] R n , U = R and D = d 1 Note that if at the rst iteration, we compute In this case, the CIP problem is no longer decidable, and the system falls into the more general class of systems described in section 4. We conjecture that the LCIP is decidable in a much more general setting, using a completely di erent algorithm that exploits the stabilizability of the pairs (A; B) and (A; C) and the observability of the pair (A; M).
Experimental Results
The algorithm proposed above was implemented in MATLAB. In this section, we present three examples that were solved using this implementation. The rst two examples are also worked out analytically to validate the MATLAB program.
Example 1
The linear system is de ned by Figure 1 shows the plot obtained by MATLAB. Figure 2 shows the plot obtained by MATLAB for the rst three iterations.
Example 3
Finally, we consider a multi-input multi-disturbance example. The system is de ned by: Table 1 . First, (Ĉ) is determined by solving several LP problems. Next, the constraints on x and u are grouped together for quanti er elimination. After quanti er elimination is performed, several constraints on x remain that must be checked for redundancy. After eliminating the redundant constraints, the remaining constraints are added to the previous set of constraints and the process is repeated. After two iterations, the constraints on x converge, and we nd the maximal controlled invariant set and the least restrictive controller. Number of LP problems for QE on d 6 10 Number of constraints on (x; u) before QE on u 10 We showed that the problem of computing the maximal controlled invariant set and the least restrictive controller for discrete time systems is well posed and proposed a general algorithm for carrying out the computation. We then specialized the algorithm to discrete time linear systems with convex polygonal constraints, and showed how it can be implemented using linear programming. The decidability of the problem was also analyzed, and some simple, but interesting cases were found to be decidable. We are currently working on su cient conditions under which the problem is decidable. So far, it seems that the decidability property is not only dependent on the system itself, but also on the initial set, as shown by Example 2. Another topic of further research, is the application of these algorithm to hybrid discrete time systems, where some states and inputs take values in nite sets, while others in subsets of Euclidean space. It is easy to show how this class of systems is a special case of the more general class of DTS. Therefore, all the conclusions of Sections 2 and 3 directly extend to them. Unfortunately the implementation of the controlled invariance algorithm is more complicated, even in the case where the continuous state evolves according to a linear di erence equation.
