This paper discusses the use of interpretive research to learn about the practicality of entityrelationship modelling in ternary relationship situations. The findings can be compared with previous studies of novice modellers who used the same invented scenario. Previous research excluded the interaction between practitioners that would occur during a modelling session because novices were used to complete tasks in isolation. A team of experienced practitioners are shown to use entity-relationship modelling in a business context of social interaction about design. The interaction proves to be a key part of the modelling process. Practitioners 'talk with the notation' as well as using the notation to draw a diagram. The entity-relationship model constrains the social interaction because the model provides a way of talking about design. The practitioners use the model to talk about a normalized relational data structure in a way that undermines the idea of the entity-relationship model as an independent conceptual model. The findings show that theories from the field of linguistics explain why the model is used in this design-dependent way and suggest that this dependency may be inevitable. When the design conversation is about a normalized relational data structure there is no benefit to the practitioners from using a special notation for ternary relationships. On the contrary, the practitioner's design dependence seems to enable them to expose aspects of a domain that do not make business sense. The wider implication is that interpretive research's role is important in generating insights about the extent to which conceptual modelling is usable by practitioners. Interpretive research highlights the importance of being able to distinguish between ideas about conceptual modelling and ideas about how to apply modelling to practice.
I. INTRODUCTION
This paper discusses the use of interpretive research to learn about the practicality of entityrelationship modelling in ternary relationship situations. Conceptual modelling, generally entityrelationship modelling, is learnt by many Information Systems undergraduates as the basic theory underlying database design. This theory was first outlined over twenty-five years ago [Chen, 1976] and the central ideas about entity-types and relationships are still widely used today. Practitioners use the entity-relationship model to design databases using tools such as Oracle's Designer 6i and Computer Associates' ERwin.
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Practitioners define their own ideas about how to use entity-relationship modelling. The practical definition of business relationships is an example of a practitioner definition ignored by researchers [Hitchman 2002] . A relationship in the ERwin tool, using the IDEF1X standard [IDEF1X 1993] , is considerably different to the Barker [1989] standard for relationships used in the Designer 6i tool. Both ERwin and Designer 6i relationships are very different from the relationships proposed by Chen. Neither of these tools allows the designer to use the fundamental idea that relationships exist between any number of entity-types. Therefore, it should be interesting to find out what happens when entity-relationship modelling is used by practitioners to deal with ternary relationship situations. Asking whether aspects of a particular theory are practical, in the sense of suitable for use in a particular situation is an important question for an applied science.
Section II introduces ternary relationships, why they are important, and why their practicality is doubtful. Section III examines evidence about the use of conceptual modelling in practice. Section IV examines the interpretive research method and assumptions made. Section V examines the findings from the interpretive research. Section VI is a brief conclusion. Appendix I lists the scenario extract used in the research. Appendix II lists the experience of the practitioners. Two accompanying files (Appendices III and IV) present a copy of the transcript of the modelling session with some detailed interpretation notes and a Powerpoint presentation file that replays the diagramming actions of the practitioners.
II. TERNARY RELATIONSHIPS IN THE ENTITY-RELATIONSHIP MODEL.
"Conceptual design has long been recognized as the most crucial phase of the database design process … to obtain a system-independent global view …" [Dey et al. 1999, pp.453-454] .
The idea of 'system-independent' is that conceptual modelling takes place outside of the context of any existing technical solution or particular database management system (DBMS), for example. System-independence is the basis for proposing the entity-relationship model as a conceptual model in it's own right. Batini et al. [1992, p.6] .
"A conceptual model is a language that is used to describe conceptual schemas. … A conceptual schema is a high-level description of the structure of the database, independent of the particular DBMS"
Most authors differentiate the conceptual entity-relationship model from 'logical' models that are implemented by database management system (DBMS) products such as Oracle that partly implements the relational model. The logical model is the way that the users of the DBMS perceive the data structure, it is not the way that the data is stored. Chen [1976, p.10-11] defined the entity-relationship model in terms of "Information concerning entities and relationships which exist in our minds … Let e denote an entity which exists in our minds". These … "conceptual objects in our minds." are represented as an "information structure … in which entities and relationships are represented by data." [Chen 1976, p.10,14] .
Relationships are central to the entity-relationship model and are defined to make the model system-independent. Since the original definition of the model, a relationship was always defined as an association among several entity-types (or an n-ary relationship). The simplest situation is a relationship between two entity-types, a binary relationship. Figure 1 shows a many-to-many binary relationship between a worker and a department. The notation in Figure 1 specifies how to draw the diagram, but also specifies how to 'talk about' the domain. Two-way sentences (TWS) are formed for each relationship and 'say' what the diagram conveys to the reader. The way that a particular notation defines how to talk about the model is called the 'normative language' of the model. This normative language is not defined as a 'standard' part of the entity-relationship model but is in some versions of the notation used by practitioners.
Figure 1. A Binary Relationship
Many-to-many relationships are not the simplest kind of binary relationships and are always decomposed in database design. Figure 2 shows the decomposition of the many-to-many relationship that results in a new entity-type. The two new binary relationships are simpler because they specify one-to-many situations. Details of unique identifiers are also included in Figure 2 . The unique identifier of an assignment is a concatenation of 'department id', 'worker id' and 'start date'. The 'bars' across the relationships indicate identity dependence. This use of identity dependence is again found in some notations used by practitioners but is not part of the 'standard' model. The decomposition in Figure 2 demonstrates a key practical problem with the entity-relationship model. It provides a choice of representing assignment as a relationship or as an entity-type. During design, for example, assignment may be proposed as an entity-type with the assignment relationship never proposed. This choice resulted in some critics of the entity-relationship model arguing that the model is flawed because it is not clear what constitutes its two main components. This unresolved argument dates back at least to Nijssen et al.. [1990] . Wand et al.. [1999] discuss the confusion surrounding the relationship definition, citing examples of the different representations of 'marriage' by different authors. "In short, the theory underlying the nature of and representation of relationships in conceptual modelling is unclear. … In our view, problems arise with relationships in conceptual modelling because their nature and underlying meaning are unclear." [Wand et al. 1999, pp. 495-496] . Current research includes attempts to use an ontology in order to resolve the issue. One way of looking at the issue is to think of the entity-type assignment as 'overloading' the model because an 'assignment' is a different 'sort of thing' compared to a 'worker' or a 'department'. The idea of overloading is that an entity-type is used to represent more than one sort of thing.
When the assignment is considered to be a relationship it is necessary to assign attributes to the relationship (data about the relationship). Figure 3 shows this idea using an adapted Barker notation. This notation is not widely used by data modellers and this is why the Barker notation must be modified to show the idea. This idea of relationships with attributes is central to the entity-relationship model. The basic relationship definition involves any number of entity-types. Users of the systemindependent, conceptual model need to understand how to discover higher order relationships involving more than two entity-types. Relationships with three entity-types, called ternary relationships, are considered in all texts that describe entity-relationship modelling in detail. Figure 4 shows an example that was used several times in empirical research. The example is shown using UML (Universal Modelling Language) because it is not possible to show n-ary relationships in any of the notations commonly used by practitioner data modelers. In UML, a rectangle represents a class (an entity-type in this case) and the diamond symbol represents the ternary relationship. A '0..1' cardinality means 'zero or one', '1..*' means 'one or more' and '1' means 'one only'. This example is the expected answer of the inventors of the scenario in Appendix I. Using UML guidance [OMG 1999, p.3-73] we should use each pair in the ternary relationship and specify the cardinality of the other -"The multiplicity of a role represents the potential number of instance tuples in the association when the other two values are fixed." The UML notation specifies that, for example, a worker called Fred, when in Paris, is assigned to zero or more projects. Similarly, Fred on project Elephant must be in only one city, perhaps Paris. Fred could also be working on project Zebra in Dublin. Project Elephant in Paris is associated with one or more (i.e. must be associated with) Workers. This restriction implies that a project cannot exist unless someone is working on it. In theory any number of entity-types can be connected in this way, so this is the idea of an n-ary relationship. Curiously, UML offers no advice on using more than ternary relationships. The explanation of how to read ternary relationships is not standard. For example, Batini et al. [1992, p.23 and p.33] do not provide the same view of cardinality with regard to a pairing. Instead the cardinality is based on participation in the relationship as a whole. So the cardinality of a city would be zero (or possibly 1) or morea city may be involved many times in the relationship. These different views of cardinality make a fundamental difference to the meaning of the relationship.
The main argument against ternary notation is that their use in data modelling actually undermines the design process [Hitchman 1999] . When practitioners are formally asked (this only happened once) about ternary relationship notation, the notation is perceived as problematic [Hitchman 2000] . The argued lack of practicality results from two causes: Firstly, like the simpler binary many-to-many relationship, during database design the ternary relationship will decompose into a new entity-type. In the example in Figure 4 there would be two new entity-types, another kind of assignment (a worker on a project with particular skills) and yet another assignment (of a worker on a project in a particular city). Practitioners and their tools always used decomposition to deal with this situation; it is not possible to layer n-ary relationships. When both of these ternary relationships decompose into entity-types, problems are obvious to a data designer. For example, details of worker skills are repeated over projects and particular skills may disappear with projects. These problems are due to fourth and fifth normal form issues. Ternary relationships are thought to undermine the modelling process because they discourage the specification of required data, such as worker skills and because the business requirement is not normalized [Hitchman 1999 ].
Secondly, in practice there will always be one or more important interactions between the pairs of entity-types involved (this is also a reflection of normalization). In the example it is important to know a worker's skills, outside of any assignment to a project, otherwise how do we know who to assign with what skills? However, as soon as we obtain a list of worker skills, then it is these skills that will be assigned to a project. More likely we will also need a list of what skills are required on a project to be matched to worker skills. In other words, as soon as one or more of these many-to-many relationships are specified then the ternary relationship disappears.
Ternary relationships enjoy some prominence in the literature compared to higher order relationships that are not specially named. This prominence mirrors the special treatment of ternary relationships in UML. Ternary relationships are important because they represent the idea that the entity-relationship model is a conceptual, system-independent model based on n-ary relationships. One example of a paper describing higher order relationships is Dey et al. [1999] , who define relationships using the same cardinality idea as Batini et al. [1992] . An example n-ary relationship is used involving a patient, doctor, drug and prescription. A prescription has a cardinality of one (for any prescription there can only be one instance), whereas a doctor has a cardinality of zero or more (a particular doctor can be involved any number of times in the relationship This example illustrates three points about the relationship data. Firstly, the difficulty in distinguishing between entity-types and relationships is apparent from the description of these table rows as entities. Entities are otherwise represented by entity-types. Secondly, the data shown is only about the relationships with the entity-types. In a business situation there would also be data such as a start date and time (or timestamp). If the events are not contiguous then an end date and time may be required. A combination of timestamp and the four inherited keys is a candidate unique key for the table. Although there is no evidence from practice to support the claim, it is likely that these relationships will always require data such as event timestamps in a business situation. It is clear from this example that we would want to know when the prescription was issued, for example. Thirdly, the fact that the authors explain the relationship by using a table has a significance that is revealed later in the interpretive findings.
No established example in the literature describes a ternary or higher order relationship, from a real business situation that is sufficient to specify a real business database requirement. A closer examination of the prescription example, above, shows that the timestamp attribute seems to apply to the prescription, that is mandatory and unique. There will only be one 'ternary entity' for The body of empirical research on conceptual modelling is large. Topi and Ramesh [2002] surveyed twenty-seven papers that evaluated some aspect of the usability of conceptual data modelling empirically over a twenty-four year period. Almost all of this research involved laboratory experiments with novices, generally undergraduates. Therefore this research reveals a lot about novice users and how undergraduate students deal with conceptual modelling in laboratory situations. The research is, of course, internally consistent, often using significance testing of statistical results. It is very difficult to know whether these experiments are externally consistent with real world modelling practice [Hitchman 1997 [Hitchman , 1999 . Several research methodology reasons underly this state of affairs. For example, little research was done with experts in a practice situation. It is difficult to know how students and novices working in laboratory experiments can represent the experience and expertise of practitioners working in a real situation.
Specific issues concerning the experimental tasks set make it difficult to relate them to what happens in practice. A good example of this problem is the elegant experiment of Siau et al.
[1996] discussed in Hitchman [1997] . In this experiment, graduate students were asked to decide if a diagram showing that a 'shareholder' may own 'shares' was sensible. Obviously it should make more sense to the graduate students if shareholders must own shares, otherwise they wouldn't be shareholders. However, for people in practice the optional relationship (may own shares) implies a completely different meaning. [Batra and Davis 1992 , Shanks et. al 1993 , Chaiyasut and Shanks 1994 ,Shanks 1997 . These experiments attempted to use differing high level frameworks to understand something about how practitioners work. Even in some of these experiments it is not clear how the experience of the modelers relates to practice. Batra and Davis [1992] used five experts with an unspecified experience of modelling and it is not clear how the expert categorisation was made in relation to practitioners. One expert was a graduate student, one was a full-time university teacher, and two others were part-time university lecturers. Using a high level abstract framework Batra and Davis concluded that the experts focused on a holistic understanding of scenario narratives, using different process models compared to novices (undergraduates). Shanks [1993] found that novices produced simpler models that translated scenario nouns ('literal models') and that were less complete. Experts made more use of generalization. Chaiyasut and Shanks [1994] compared four practioners with novice modellers. The practitioners experience varied, but averaged seven years intensive data modelling experience. The findings showed that, unlike the novices, the practitioners developed a holistic understanding and were able to reuse generic models from previous experience. Shanks [1997] used eighteen expert practitioners with at least four years experience as specialist modellers who had built at least ten conceptual data models. Shanks found that when the experts built a diagram from a narrative the results were more correct, complete, innovative, and flexible than those of novices. These experiments confirm that findings about novices do not apply to experts. In summary, few empirical modelling experiments clearly allow direct generalization to practitioners. Comparison with the Topi and Ramesh's [2002] list shows a lack of practitioner involvement in the research process.
This author concludes that there is no detailed evidence about how practitioners use relationships or, in particular, what happens when practitioners deal with a ternary relationship situation. Previous researchers observed a single modeller drawing a diagram from a written scenario, whereas modelling usually takes place with a group of participants talking through a domain (it is difficult to be precise here since there is no empirical evidence about what practioners actually do). The group discussion that usually takes place in modelling sessions, and is probably central to the method, is excluded from previous experimental studies.
IV. THE RESEARCH METHOD AND ASSUMPTIONS
This interpretive research takes a step towards practice but does not leave the laboratory situation. Therefore, the interpretive method can still be assessed against previously used laboratory research methods. This section shows as much about the method as possible so that future improvements to the method may be made.
A team of three experienced practitioners were videoed modelling an invented scenario previously used several times in student experiments [e.g. Batra et al., 1990 , Shoval and Frumermann, 1994 , Shoval and Frumermann, 1997 , Shoval 1997 , Shoval and Shiran, 1997 ].
An Interpretive Study of How Practitioners Use Entity-Relationship Modeling in a Ternary Relationship Situation by S. Hitchman This paper is restricted to reporting the modelling of just one part of the scenario that involved two ternary relationships in the diagram solution (shown in Figure 4 ) of the researchers. One of the ternary relationship constraints contains a 'one' rule that makes it unusual. This scenario was previously used to show, for example, that students using notations with ternary relationship symbols are more successful in producing the expected answer. The scenario extract is in Appendix I.
General guidance on interpretive case studies is given, for example, by Walsham [1995] , Shanks et al. [1998] and King [1995] . This interpretive study adopts various techniques to fit the situation. The work of Carter et al. [2001] was used to provide guidance on the use of videoing as a technique to elicit knowledge about practitioners. The Carter et al. [2001] technique uses an expert commentary on videoed events and in many ways is similar to this author's own interpretation of the videoed modelling session. The interpretation could be considered to be an expert commentary on what the practitioners did. The author himself has more data modelling experience than any of the practitioners who took part in the experiment, using the measures discussed below. However, the modelling situation was much more constrained than those considered by Carter et al. [2001] , and as often happens with interpretive analysis, the techniques are modified to fit the situation. We offer a direct interpretation of events and do not aim to use any pre-defined theoretical framework.
One aspect of being able to generalize the findings (i.e. will these findings apply to other data modellers) is knowing some detail about the respondents' experience in the ERM method. The questions asked to elicit the three respondent's experience and their responses are shown in Appendix III. One of the respondents is clearly more expert, but all have experience of large models and of using the Barker notation. At the time of the research, all three practitioners worked at the same business site. The researcher was himself involved in working at the site as a data modeller for over six months, so the researcher knew the participants. This knowledge helped to gain an inside view of the way the practitioners worked. For example, the researcher knew that the practitioners did not know either of ternary relationship notation or of UML. The potential disadvantage of the researcher being perceived as having a direct personal stake in research activities was mitigated by the brief that was given to the practitioners. The practitioners were told that a scenario was developed by other researchers and was previously used in laboratory experiments with undergraduate students who were asked to model the domain described using different notations. The researcher was seen to be neutral in that he did not own the scenario task and was seeking to find out how experienced practitioners would model the same scenario. They also understood that no one previously studied practitioners at work on the scenario.
The scenario provides a positivist constraint -the domain is pre-defined and we can share and always know about what sentences the practitioners are trying to make sense of. Thus, we can always compare our own interpretations with those of the modelling team. The advantage of using this scenario is that we can directly compare the performance of the practitioners with both the invented solution of the previous researchers and with the findings made about the students who used the scenario. The drawback of using a scenario is that it represents an artificial modelling situation. Therefore, we are not able to know whether the practitioners would work in the same way with 'real users'. For example, the practitioners may themselves use normative modelling language pro-actively. Fortunately, as will be seen in the analysis, the modelling team themselves provided a clear answer about the relevance of the scenario to a real life situation. The scenario's published answer t can be appraised to see what was in the minds of the inventors. This published answer was shown in Figure 4 and discussed in the UML context. This situation is different to a modelling session with users where the modelled result cannot be checked against an answer. Therefore, using the scenario results in simpler interpretation of the situation.
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An indication of the difficulty in using scenarios to represent 'real' modelling is reflected in the time taken to complete the experimental task compared to practice. English [1999, p.131] briefly describes a data modelling case study that involved 20 domain experts from five management levels and different business areas. This case study involved ten days of data modelling sessions over a five week period. The final model contained 110 entity-types with 512 attributes and consensus definitions. This output averages at 11 entity-types per day -given an eight hour day that's slightly over one entity-type an hour. Later, the model also underwent a substantial validation, walking through 300 information views and then finding one new entity-type and 30 new attributes, and two changed data relationships (which represents a very high level of initial model quality). The average time taken by students to complete the entire research scenario (with the equivalent of around 15 entity-types) was around an hour. The modelling team reported on here took around 33 minutes to model 5 entity-types. Clearly more goes on in a real life modelling session than occurs in transcribing a scenario. The practitioners took considerably longer than the students to try to complete the scenario, which seems counterintuitive as they should be able to use their experience to complete the task quicker.
The video was analysed directly and also by interpreting both a verbal transcription and the actions made in diagramming. A key aim was not to impose a pre-existing framework on the modelling process, but to interpret directly what a team of practitioners do when modelling from a written scenario. To be systematic about analyzing the modelling session, it was transcribed and the transcription was used several times to replay the modelling session so that what happened could be fully understood. To expose the basis for the interpretation two other files are available:
• The transcription is available in Appendix III (there are a few summarized sections) so that the reader can follow the events and the interpretation. This approach is similar to the 'editing' method described by King [1995] . The transcript may be of use to other researchers and may also be useful for teaching undergraduates how modellers work.
• In addition to the verbal transcript, 26 diagramming 'actions' 1 can also be tracked to show the stream of events during the session. It is possible for the reader of the transcript to re-create the diagram from the transcript and all of the diagramming actions can be replayed in the Powerpoint slide presentation in Appendix IV.
This interpretation attempts to uncover what happens when practitioners use entity-relationship modelling, it is not necessarily designed to build any theory or to develop concepts. The interpretation and analysis aim to provide rich insights into specific aspects of modelling.
V. SESSION INTERPRETATION
Much of the detail of the data modelling is left to appendices. Some conceptual modelling researchers will be more interested in the transcript details while others in checking the interpretation against the transcript. The transcript enables to reader to make their own judgments about whether the author's interpretation of events is reasonable. This ability on the part of the reader is an important part of the interpretive method and is similar to exposing the statistical basis of empirical research. This section is a summary of the interpretation and a discussion of the findings. The interpretation is organized into
• normative language,
• social construction and overloading,
• the 'I' symbol for unique key inheritance, 1 Sometimes several particular elements were combined when they occurred in the same action An Interpretive Study of How Practitioners Use Entity-Relationship Modeling in a Ternary Relationship Situation by S. Hitchman
• ternary relationships,
• the validity of the scenario, and
• a discussion of whether the interpretive research was successful.
NORMATIVE LANGUAGE
The way that a particular notation defines how to talk about the model is called the 'normative language' of the model. Hitchman [2002] suggested that normative language would reveal a better understanding of modelling practice. The transcript clearly shows the use of a normative language. Although the practitioners use the Barker notation, the use is very informal. TWS are rarely used in a formal way. The practitioners adapt to the scenario language immediately using "many workers can work on a project", for example. It is not clear whether the informal use of 'can' or 'may be' reflects the use of a scenario or whether it is a reflection of practice. The sentences are related to the diagram but diagramming is done informally. For example, relationships are left partly unspecified. The practitioners are positing simple, short sentences and checking that each sentence makes sense, although they do so in an informal, conversational way. Quite often, after a drawing activity, the practitioners read the diagram to check both that a specified sentence makes sense, and to look for further implications. These simple sentences are often informal statements of part of the relevant TWS. The practitioners are talking through the domain but using the normative language of the model. It is important to make the point that they are not translating from 'everyday English' but the normative language of the model is being used directly to constrain the conversation. This is why the normative language is important. Therefore modelling is based on talking through the domain and is not primarily a 'drawing' activity.
At different times the diagram reflects a version of what was agreed, but does not reflect many of the nuances of the discussion. Figure 5 shows the informality of the diagramming. 'Crow's feet' to specify cardinality and dashed lines to specify optionality are not shown. The diagram mirrors the fluidity of the discussion at this point. The team members take a lot for granted in reading the diagram. This diagram means very little outside of the transcript. Examples are often used to make sense of the situation. Evidence for this conclusion can be seen where the practitioners start to use examples to clarify entity-types and relationships: 
SOCIAL CONSTRUCTION AND OVERLOADING
Overloading is the idea that an entity-type is being used to represent more than one sort of thing. Overloading is a reflection of the lack of agreement about what an entity-type actually represents in a conceptual model. The contention is that an overloaded model is difficult to use. Evidence of normative language sheds light on the issue of overloading entity-types. In the scenario, an assignment is probably the clearest case of something that could appear as an entity-type or as a relationship in the entity-relationship model. On the other hand a worker can only be an entitytype. Fred is a worker and we could all agree that Fred exists and we could go and shake hands with him. On the other hand, an assignment is a more nebulous concept. Searle [1995] , discussing social construction, uses the idea of a 'brute fact' to explain why some concepts seem more solid that others. City is similarly solid (or brutish). We can walk around Paris, for example. Project and Skill are less solid, although we can all talk about a project to design and implement a database (project Elephant) or about a skill called data modelling. Assigning Fred to project Elephant is different again.
To understand the differences in these concepts we need to look outside of conceptual modelling theory [Veres and Hitchman 2002] . It is clear from the transcript that all of the entity-types are socially constructed. Fred may be a brute fact, but a worker type is socially constructed. The linguistic theory of Jackendoff [2002, p.308-309] explains what is really happening and seems to provide a missing theoretical basis for the modelling process: Including tables and rows in the social construction is a reflection of the design context. The practitioners' social construction includes the tables required for a normalized data structure. Consequently, conceptual issues can be resolved by reference to data design, by understanding what tables would be required in a normalized structure. The language of rows and tables is hardly used at all in the transcript, but a designer can recognize that all of the entity-types proposed create a one-to-one mapping with relational tables in a design. In practice, then, the entity-relationship model is being used to design a set of normalized tables.
It is important to stress that this is not some kind of 'implementation specific' modelling that corrupted the entity-relationship model. Rather, the choice of entity-types takes place in the practitioner's context. Assignment, employees, and project-locations are all reality for the practitioners. The important issue is not whether entity-types are different sorts of concepts but whether the entity-types can be talked about in the same way so that everyone understands what is meant. This is consistent with Jackendoff's view of the use of different concepts in linguistics. Language is designed to manipulate different sorts of things on an equal footing, so overloading ceases to be an issue. Therefore the interpretive method reveals the social interaction and a theoretical foundation for understanding the 'overloading' issue that may not be apparent outside the practice situation. Although the situation is based on socially constructed facts this does not imply that the reality is socially constructed [Searle, 1995] . Using Searle's 'X counts as Y in C' explanation of social construction it is easy to see that, for example, a row in a table can count as something real to talk about. The conversation is still conceptual modelling because a row in a table is a construct of the relational model, it is not the physically stored data. However, this use is not system-independent. The practitioners are making sense of many-to-many and higher order relationships by grounding them in normalized table design.
The argument for the relational model (but not the entity-relationship model) always was that it is deliberately based on a well-understood business concept -a table (a relation). The rationale is that business users will be used to dealing with tables, for example that cross reference in the same way that assignment works. Business users will also be familiar with using screens that are views of the underlying data structure. Therefore, from the relational model point of view, it is reasonable to assume that business users will be able to understand an assignment or a 'projectlocation' because within the business context these constructions are normal. This interpretive research does not provide evidence about whether business users are privileged to social constructions involving tables, because no business users were involved in the research. However, it is the social constructions rather than the notation that are revealed as the issue by the interpretive research. The extent of user social construction is an area for further research. Layering might be a reflection of the fact that some of the people from the business who will be involved in requirements specification are not privileged to the social construction of the tables in a relational database.
These findings raise interesting questions in the context of the generally held view that a In a sense, the practitioners have no choice about using their own context to talk through the domain. Indeed, Chen's original definition of entities as 'existing in our minds' emerges as a system-dependent idea when the model is used for data design. Therefore, these findings raise the question of whether the model can be system-independent in practice. Other questions for practice include:
• How can a business user help to specify data design requirements when they do not understand a normalized relational context? Should business users understand this kind of structure anyway, in order to understand business data?
• Is there any advantage in having entity-types that do not represent normalized tables when the object is data design? Are there some conceptual concepts that can be represented by entity-types that are not normalized tables? What would these concepts mean?
• If the entity-type is used to represent social constructions that are not normalized tables, is it a good idea to have a conceptual model where the key component can mean different things to different people? Do we need a completely different sort of model for these different social constructions?
THE 'I' SYMBOL FOR UNIQUE KEY INHERITANCE
The 'I' symbol to indicate an inherited unique identifier component is also strong evidence for the need to examine practice. This use of identifier inheritance seems to be very important. Figure 6 shows the diagram after action 21. After the final action (26) the diagram is the same but the 'I' on the project-assignment relationship is removed and the attribute 'time spent' is added to the entity-type worker skill. It will take the practitioners nearly half as long again to make these changes after action 21. This final (but essentially abandoned) diagram is unlike any model considered in the research literature, or any proposed and expected scenario answer. For example, understanding of 'assignment' is changed when the 'I' is later removed from the projectassignment relationship. This change creates an interesting 'ripple' effect on the meaning of worker skill because of the second inheritance of the worker-city identifier.
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It is worth noting that the IDEF1X notation used by the ERwin tool is predicated on recognizing unique key inheritance through 'identifying' and 'non-identifying' relationships. Therefore, it would be useful to know more about why this notation is used and what effect it has on the modelling process. In this example the removal of the 'I' notation from the project assignment relationship is an attempt to enforce the 'one' constraint between city and worker (because there can only be one unique value for any city-worker combination, say Fred in Paris). However, the perceived interaction between the 'I' notation and a mandatory relationship is unclear in reading the transcript. This area would benefit from further research.
TERNARY RELATIONSHIPS
A considerable amount of time is spent trying to understand 'can be assigned to only one project in a given city'. The underlying reason for this constraint is that although it seems to be a superficially simple idea, it does not 'make sense'. The scenario authors intended the sentence 'A worker can work on many projects, but can be assigned to only one project in a given city' to flag a ternary relationship between worker, project, and city. The practitioners use the previous (first) sentence 'many workers can work on a project', together with 'a worker can work on many projects' to derive a many to many relationship between worker and project before they consider the ternary information. The practitioners decompose to obtain the 'assignment' entity-type. It seems to be difficult for the practitioners to accept that an assignment is based on a project and (one) city. The assignment is to the project, the location is either part of the assignment decision process, or is simply accidental. The practitioners do not think of the location as a core part of the assignment. The name assignment is used for 'project-worker' but no other name is given for worker-skill. Even though worker-skill seems to be an overloading of the entity-type construct it makes no real difference in the conversation. There is no linguistic 'problem'.
Second, a lot of evidence in the transcript shows that the practitioners need to understand some of the binary relationships between the three entity-types involved in the ternary constraint. Some examples are:
"It doesn't say whether a project is wholly within a city" "Working on a project in a given city, you're saying that a project only takes place in a given city and doesn't span cities." "Yes, one project in a given city so does that mean that the worker works in the one city or that the project is in the one city?" "A worker has a number of skills, does that mean a worker used a skill set on a particular project assignment?" "If you are a new employee with seven skills on just one project only using two skills how do you know what the others are?"
To make sense of the situation the practitioners need to understand whether projects span several cities, what skills are owned by workers, and what skills are needed for a project. Once 'assignment' or 'worker skill' are invented, and form a basis for understanding the situation, the need for a ternary relationship disappears.
The third piece of evidence concerns the problem posed by the 'one city' constraint. The practitioners struggle to understand this throughout the session and approach the constraint from various viewpoints. One of the strengths of the modelling process they use is that they will reexamine a disputed issue from several viewpoints in order to thoroughly talk through their ideas.
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For example, what is the business logic in constraining a worker to one project in one city, but assigning them to work on, say, two projects in two different cities? Can a worker be assigned to the same project in two cities? Is this a constraint concerning workers and cities, regardless of project? The 'one' constraint would be unlikely to be embedded in a data structure anyway, being susceptible to business change. This conversation is a reflection of the practitioners' difficulty in viewing location as an integral part of assignment. Location might be a consideration in the decision about assignment, but it is most unlikely that a business would build in a fixed restriction about location. From a data structure point of view, it is difficult for the practitioners to see the problem as other than a worker-project assignment.
A final point to make concerns the advantage of using a simple notation. Suppose that a real life ternary relationship exists, for example outside of the need to understand associated binary relationships. We can see that, in practice, it makes sense to talk about a ternary relationship as an entity-type, like an assignment. When Dey et al. [1999] explained their invented prescription n-ary relationship, they did so through the use of a table. Dey's approach raises the question "why a special notation for this situation?" Therefore, although the scenario builders used a situation that seems to contain 'real' ternary relationships, the practitioners never accept these relationshipships in business terms. Location is something to be considered during the process of assignment, but not something to be embedded in the data structure.
The worker-skill-project ternary relationship is only understandable in the context of several decomposed binary relationships, such as worker-skill and project-skill. One might argue that the practitioners are not used to thinking 'ternary', or that ternary thinking is harder. The biggest problem with this point of view is the lack of evidence that ternary relationships 'exist' in a practical data modelling situation. We did not find any published examples, from a real-life situation, of a ternary notation that specifies a business database requirement. In this context it seems appropriate to interpret the findings as showing that, in a business situation, one does not need to think 'ternary'. The interpretive research cannot 'prove' this point, but does highlight the idea that researchers assume that situations are 'ternary' when they are not viewed that way by practitioners. Ternary relationship notation does not seem to be useful for data modelling, which could explain their lack of use in practice.
THE VALIDITY OF THE SCENARIO.
The normative language used by the practitioners is predicated on the idea that they are generally modelling 'over time' because otherwise some data is lost. The practitioners' key problem throughout the scenario is deciding whether they should sometimes adopt the implied (but not explicitly stated) contrary position that relationships will show just the current situation, a snapshot. A snapshot interpretation would imply that 'a worker may be assigned to one and only one city at the moment and we do not need to know whether they were there in the past'. This interpretation presents a real problem since 'A worker can work on many projects, but can be assigned to only one project in a given city' is definitely counter intuitive if assumed to be over time. One of many examples where the practitioners struggle with the currency of the data specification is:
"No, because they can have several current ones but assignments could now only be current assignments and not assignments over time"
The use of informal language in the scenario, rather than a clear and unambiguous normative language is also a problem. The scenario must be lacking in detail or it is simply a transcription
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Situation by S. Hitchman exercise. On the other hand, removing the detail of the required normative language means that the scenario cannot be interpreted.
Some evidence suggests that practitioners working in a team will respond differently than those working singly since they can check with each other that issues do not make sense. In a laboratory situation, a practitioner working alone would be inclined to attempt to produce the best 'answer' rather than to 'make sense' of the situation because of the laboratory situation. This difference in social organization would also explain why the practitioners spent much longer on the scenario than the previous student subjects. The motivation of the two groups is entirely different, which is one reason why students generally do not act as practitioners.
Most importantly, it is clear that the scenario did not make sense to the practitioners:
"I think the root of the problem is potentially that the brief is wrong … The brief is wrong … It must be wrong" "I would say in the real world you really want to hold skills that are not currently being used because otherwise if you don't know people's skills how can you assign them? This is a sort of chicken and egg. People only have skills when they are assigned as using them but how can they be assigned unless they have them?" "The restriction doesn't make sense …I think we're in agreement that some of the restrictions here seem … bizarre in the real world and difficult to model. Well in the real world what you would do in this situation is you would go talk to the business users and you would get to the bottom of this. You would ask them, you wouldn't just read this brief and try to blindly model, you'd say, we really need to understand exactly what you mean by that."
The researchers who used this scenario made assumptions that do not fit with practice. Creating and selecting a reasonable scenario seems to be a more complex task than assumed. Probably the scenario builders made a positivist assumption that a diagram can mirror a scenario as a representation of the text, whereas the practitioners need to be able to do more. The practitioners must be able to make sense of the scenario, which is an interpretivist issue.
This argument raises questions about how scenario users scored the models developed in laboratory experiments. The score presumably partly reflects the lack of sense that the scenario makes to the readers. Chaiyasut and Shanks [1994] and Shanks [1997] are perhaps the only scenario researchers to try to account for this issue in their research method. In their work, the individual modellers were able to ask questions about the scenario during the experiment.
A final speculative point concerns the reason why this scenario was thought to be valid by the researchers. Could it be the case that ternary thinking led to the creation of a domain that did not make sense?
WAS THE INTERPRETIVE RESEARCH SUCCESSFUL?
Previous researchers imposed various frameworks on their research methods. The lack of a rigorous initial framework in this research method is a potential weakness that means that the findings must be taken in context. However, a direct interpretation successfully showed some rich insights into the use of conceptual modelling. This paper presents the first research to examine how a team of practitioners model a scenario. It produces findings that cast doubt on the An Interpretive Study of How Practitioners Use Entity-Relationship Modeling in a Ternary Relationship Situation by S. Hitchman practicality of conceptual entity-relationship modelling with n-ary relationships. These findings taken in context with other work involving argument and practitioner surveys, for example, make a convincing case, particularly in the absence of relevant conflicting data. Obviously a large body of theory weighs against the work of three practitioners. The research method used can only point to the need for more research, rather than providing definitive proof. This limitation is a basic weakness of the interpretive method. The success of the interpretive research is in learning that theory does not yet account for practice.
The interpretive method finds a situation where the team modelling process is one of discussion and positing sentences. These sentences are constrained by a normative language that makes business sense by conforming to the rules established by the field of linguistics. Practitioners use their method to explore and make sense of a scenario and to expose things that do not seem reasonable. The diagram reflects the normative language and specifies the agreed version of a conversation, much like the minutes of a meeting. The discussion is more important than the diagram.
It was initially useful to use the interpretive method with a constrained scenario because it made the interpretation simpler. The disadvantage of the constrained interpretation is that the findings do not extend to business users. Moving the interpretive method further into the practice domain would mean interpreting a set of real modelling sessions with business users. This approach, howevedr, would raise various practical difficulties, particularly the amount of dialogue that would need to be interpreted. However, the questions raised about social construction by business users would only be accessible in a practice context.
Practitioners' expertise in modelling relationships is different from the conceptual modelling that is taught to undergraduates. The implications for teaching are that students can use interpretive research findings to understand how conceptual modelling is used. The practice of modelling can be studied and understood in its own context. It is important for undergraduates to gain a clear idea of how conceptual modelling theory is applied and when it is useful. Students could learn as much from studying transcripts from practice as they can from completing modelling exercises themselves.
VI CONCLUSION
An interpretive case study was used successfully to learn about the practicality of using entityrelationship modelling in a ternary situation. The findings can be compared with previous studies of novice modellers who used the same scenario. Previous research excluded the interaction between practitioners that would occur during a modelling session because novices were used to complete tasks in isolation. A team of experienced practitioners are shown to use entityrelationship modelling in a business context of social interaction about design. The interaction proves to be a key part of the modelling process. Practitioners 'talk with the notation' as well as using the notation to draw a diagram. The entity-relationship model constrains the social interaction because the model provides a way of talking about design. The practitioners use the model to talk about a normalized relational data structure in a way that undermines the idea of the entity-relationship model as an independent conceptual model. The findings show that theories from the field of linguistics explain why the model is used in this design dependent way and suggest that this dependency may be inevitable. When the design conversation is about a normalized relational data structure practitioners do not benefit from using a special notation for ternary relationships. On the contrary, the practitioner's design dependence seems to enable them to expose aspects of a domain that do not make business sense.
The wider implication is that interpretive research is important in generating insights about the extent to which conceptual modelling is usable by practitioners. Interpretive research highlights the importance of being able to distinguish between ideas about conceptual modelling and ideas about how to apply modelling to practice. 
APPENDIX I. THE SCENARIO PARAGRAPH
The scenario for this transcript is taken from Shoval and Shiran [1997) . A similar scenario was used several times by others [e.g. Batra et al., 1990 , Shoval and Frumermann, 1994 , Shoval and Frumermann, 1997 , Shoval 1997 . The scenario used is an extract from a larger scenario -only the modelling of this part of the scenario is reported in this paper.
Many workers can work on a project. A worker can work on many projects, but can be assigned to only one project in a given city. It is necessary to track the date on which a worker began working on a project in a given city. We are interested in the city name and population for each city. A worker can have many skills (e.g. preparing material requisitions, checking drawings etc.), but he/she may only use a given set of skills on a particular project. A worker uses each skill that he/she posses in at least one project. It is necessary to keep track of the number of hours that a worker uses each skill in a project. Each skill is assigned a number. A short description is required to be stored for each skill. Projects are distinguished by project numbers. It is required to store the estimated cost of each project (in $). 
APPENDIX II. . PRACTITIONER RESPONDENT'S EXPERIENCE

APPENDIX III. MODELLING SESSION TRANSCRIPT
Practitioners spent an hour on the first two paragraphs of the complete scenario before they reached this stage of the scenario. They originally read through the whole scenario at the beginning of the exercise. Time is measured from the point at which the practitioners first directly modelled this third paragraph. Actor 1 is generally drawing on the whiteboard. The transcript follows. Yes, but in terms of the brief I think it's covered, in the real world you wouldn't want to model it that way 3 Well, if you read the first line again "an engineering firm, requires a database to keep track of all employees; their skills, projects and departments" -it doesn't say that we've done you might want to keep track of another project that is due next week, you might have a project next week. So you might assign some workers to it.
22:54 1 There is that particular line in the brief that says he or she may only use a given set of skills on a particular project and that's saying the skills that were used (pointing to worker skill) on the project there's nothing definitional here that they're the only ones that could be used but the fact is that since we are saying that skills are not related to workers and that they only exist at the point of assignment we can't have a structure in there that says you have another skill that … 2,3 No, no 1 Oh, you can. You can because what we are saying there is that potentially, over time at least, I'm not sure, is a person only assigned for one project at once 2 No, they can work on many projects but only once within a city 23:40 1 Right, so we could have another worker here (worker skill) who has a skill that say accountancy, for example, supposing they are an accountant and an architect, they could be an accountant on one project an architect on another (pointing to assignment) and in there (worker skill) we would have one item of this would be them being an accountant on project one and another one with them being an architect on project two. What stops them being an architect on project one Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and full citation on the first page. Copyright for components of this work owned by others than the Association for Information Systems must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, or to redistribute to lists requires prior specific permission and/or fee. Request permission to publish from: AIS Administrative Office, P.O. Box 2712 Atlanta, GA, 30301-2712 Attn: Reprints or via e-mail from ais@gsu.edu city (2) name population (6) project (1, 15) worker (already on the diagram) (3) (3) assignment (4) assignment (4) date (5) # id (7) (8) (8) project location (9) project (9) project location (9) project (9) (10) (10) (11) (11)
# id estimated cost (name) (14)
# id estimated cost (name) (14) (14) (14) # id estimated cost (name) (14) skill (15) worker skill (15) skill (15) worker skill (15) (16) (16) ? (17) skill no (19) description (20) (21) (21) time spent (22) time spent (23) ( 23) time spent (23)
# (24) (25) (25) (25) (26) (26) 
