The generalized Zakharov system couples a dispersive field E (scalar or vectorial) and J nondispersive fields {n j } J j=1 with a propagating speed of 1/ j . In this paper, we extend our one-dimensional time-splitting spectral method (TSSP) for the generalized Zakharov system into higher dimension. A main new idea is to reformulate the multidimensional wave equations for the nondispersive fields into a first order system using a change of variable defined in the Fourier space. The proposed scheme TSSP is unconditionally stable, second order in time and spectrally accurate in space. Moreover, in the subsonic regime, it allows numerical capturing of the subsonic limit without resolving the small parameters j . Numerical examples confirm these properties of this method.
Introduction
This work is aimed at extending the one-dimensional time-splitting spectral method (TSSP), developed in our previous work [17] , for a more general form of the Zakharov system (ZS) in higher dimension: 
In the ZS system, the complex, dispersive field E, either scalar or vectorial, is the varying envelope of a highly oscillatory electric field, and the real, nondispersive field n j is the fluctuation of the plasma ion density of j-th species from its equilibrium state. The parameters α, λ, and µ j are all real numbers. The generalized ZS is a rather universal model to govern the interaction between dispersive and nondispersive waves, not only in plasma physics, but in many other research areas also, such as hydrodynamics [10] and molecular chains [9] .
During the past two decades, many numerical methods have been proposed to solve this kind of systems. For example, Payne et al [20] designed a spectral method for a 1d Zakharov system. Glassey [12] presented an energy-preserving finite difference scheme for the ZS in one dimension, and later proved its convergence in [13] . Chang et al [7, 8] presented a conservative difference scheme for the generalized Zakharov system and proved the convergence of their method.
Motivated by the time-splitting spectral method for the linear and nonlinear Schrödinger equation (see for example [18] ), which was shown to be particularly effective in the semiclassical regime [1, 2] , Bao et al [4] proposed a time-splitting spectral method to solve the generalized one-dimensional Zakharov system. Their method was later extended to the Zakharov system for multi-component plasma [3] . In the subsonic regime, where some j << 1, these methods require mesh size and time step to be the order of j . This constraint was removed, for the first time, in our previous work in [17] , where a different time-splitting spectral method was developed allowing the numerical capturing of the sub-sonic limit with numerical mesh size and time step independent of j . A main ingredient of our method was to first formulate the second order wave equation for the nondispersive field into a first order system, which is then discretized in time by the Crank-Nicolson method, which, amazingly, outperforms the exact time integration in the subsonic regime.
In this paper, this idea is extended into higher space dimension. While we follow the same methodology as in [17] , one needs a change of variable that transform the second order wave equations for n j into a first order system. We introduce this change of variable using the square root of the negative Laplacian, which is defined in the Fourier space. This multidimensional extension inherits all the properties of the one-dimensional scheme, as will be demonstrated by extensive numerical experiments. In particular, in the subsonic regime 0 < << 1, the asymptotic analysis and numerical examples indicate that the scheme converges uniformly with respect to for all the dispersive and nondispersive fields, for any initial data, upon a suitable initial layer fix by an L-stable time discretization.
The organization of this paper is as follows. In section 2, we present the vectorial Zakharov systems for multi-component plasma and give a first order formulation of the second order wave equations for nondispersive waves. In section 3, we present our multidimensional TSSP method, and show asymptotically that it captures the correct subsonic limit numerically without resolving the small parameter j . In section 4, we present some numerical examples to verify the various properties and resolution capacity of the method.
The paper concludes in section 5.
Equivalent Form of the Generalized ZS
Problem (1)-(2) must be supplemented with the initial conditions, say
From equation (2), we have
Without loss of generality, we can assume
Since if
with c some fixed constant, the new unknown functionsẼ = e
satisfy the same equations (1)- (2) as E and n j , while
With the assumption (5), (4) implies
Equation (7) leads to the feasibility of introducing a new unknown function
(8) is defined in the Fourier space bŷ
Hereafter, for any function a defined in R d , we denoteâ as its Fourier transform, i.e.
It is well-known that a can be recovered fromâ by the inverse Fourier transform
Now system (1)-(2) is equivalent to
with initial data 
Remark 2 Thus far, we take the dispersive field E as a vectorial unknown function. When α = 1, equation (1) can be rewritten as
If E has only one component, for example in three dimensions, E = (E, 0, 0), equation (16) is reduced to a scalar one
Then the wave energy is N = R 3 |E| 2 dx and the Hamiltonian is
Numerical Methods
We consider the problem (1)-(2) in a most general form. All the following steps can be followed without any difficulty for some special forms of the generalized ZS, for example, the dispersive field is scalar, or the space dimension is only one.
3.1 A time-splitting spectral method 
with initial data
Now using Fourier transform with respect to spatial variable on (17), we obtain
Here, ⊗ is the tensor product operator. Thus we havê
A simple computation shows that
From equation (18) , it is easy to prove
Thus problem (18)- (20) is equivalent to
The most remarkable gain thus far is that with time splitting technique, we decouple the dispersive field E and nondispersive field n j . Let
We use Crank-Nicolson method to discretize the time derivatives in (25)-(26). In Fourier space, we havê
(24) can be solved as
After n j is solved, we can obtain E m+1 (x) = E(x, t m+1 ) by approximating the integral in (29) with second-order trapezoidal quadrature rule:
Remark 3 We have an alternative to solve problem (25)- (26), i.e. we solve it in Fourier space analytically. That will lead to another numerical scheme, which can be used in many situations. Since its performance in the subsonic regime is inferior to the Crank-Nicolson method (27), (28) (see [17] ), we do not elaborate on this scheme.
Up to now, we have only considered the approximation of time variable. To discretize the spatial derivatives, typically we need to confine our problem on a bounded domain and supplement some boundary conditions. Here we restrict to a cuboid domain with periodic boundary conditions. For other kind boundary conditions, one can consider replacing the Fourier method by a different approach such as the Chebeshev method [6] .
is the cuboid. Let even number M i be the number of grid points in the i-th direction. Denote
as the set of all grid points, and
as the set of all discrete wave numbers. We define the discrete Fourier transform aŝ
a(x) can be recovered by the inverse discrete Fourier transform
Notice that we have used symbolˆto represent both the continuous and discrete Fourier transforms. Now replacing the Fourier transforms with their discrete counterpart, and using Strang splitting idea to have second order accuracy in time, we get the final version of our time-splitting spectral method, which is referred to as TSSP:
TSSP is an unconditionally stable scheme and it conserves the discrete l 2 -norm of E. Besides, it is easy to verify that this scheme is time reversible. Furthermore, if a constant is added to the initial value of the nondispersive field n j , all approximations n Remark 4 Our numerical scheme can be easily generalized to some modified forms of Zakharov system, for example, one can add a damped term in the Schrödinger-type equation (see [4] ) and a dissipative term in the wave equation (see [14] )
The subsonic regime
Formally, when J → 0 + , the multi-component vectorial Zakharov system reduces to the same-type but one-component-less system
where
Here, D is the definition domain. The last equality comes from formula (7) . Notice that for the problem defined on the whole space, one has β J = 0. This convergence is strong in
j=1 , but generally only weak in n J . To obtain a strong convergence, one needs to impose the compatibility condition
for the initial data [21] . If this compatibility condition is not met by the initial data, n J is oscillatory in time (but not in space). If this oscillation is not resolved, generally, only weak convergence can be anticipated [19, 23] .
As was first done in [17] , we now analyze the behavior of TSSP in the subsonic regime.
Without loss of generality, assume j (1 ≤ j ≤ J − 1) fixed, and J → 0. From formula (38), one sees that
Applying this to (42) in TTSP, one sees that TSSP collapses to the TSSP for the reduced system (44), (45). Thus we obtained the numerical convergence for E, n 1 , · · · , n J −1 for any initial data. Namely, one can capture the correct solution of E, n 1 , · · · , n J −1 with ∆x, ∆t fixed, and J → 0! However, the convergence of n J behaves differently. It has to do with the compatibility
formula (49) implies
Thus, if the initial data does not satisfy the compatibility condition (48), such an incompatibility will be preserved at all later time, preventing n 2 from converging to µ|E|
Since the error of n J is mainly caused by the initial incompatibility, as was pointed out in [17] , an L-stable ODE solver [11] can remove this error. Such phenomenon (initial layer discrepancy) has been studied for hyperbolic systems with stiff relaxation terms, see [5, 16] , where L-stable ODE solvers were used to eliminate the error introduced by under-resolution of the initial layer. For the ZS problem, one could either replace the Crank-Nicolson (which is not L-stable) method by a second order L-stable ODE solver, or more simply, use an L-stable scheme (such as the backward Euler method) for the first time step. Here we take the second approach. Since we only use the first-order scheme for one time step, the overall accuracy in time remains second order. Below for completeness we list the full scheme (called TSSP-m)
Numerical examples
In this section, we use numerical examples to verify various properties of TSSP.
Example 1: Accuracy of TSSP. We consider
We confine this problem on a periodical cell Q = [−4, 4] × [−4, 4]. Table 1 and 2 list the relative errors. The "exact" solution is taken to be the numerical solution when sufficiently small spatial step h = 1/32 and time step ∆t = 0.001 are used. From these two tables, we observe that TSSP is really second order in time and spectrally accurate in space.
Example 2: Convergence rate to the subsonic limit of the vectorial Zakharov system.
The test problem is
2 n 2,tt − n 2,xx + µ|E| 
||E|| L 2 (Q)
4.168E −9
1.113E
−13
8.372E
2.448E
−4
3.307E
−8
8.219E
−14
4.914E
8.759E
−5
5.354E
−9
1.317E −13
8.751E
−14 Table 2 : TSSP errors at time t = 1 with ∆t = 0.001.
When → 0, this system converges to (in different sense for different component)
Here, β =
is determined by (47). We let λ = −1 and µ = 1. Table 3 The story is very different when the initial compatibility condition is violated. See Table 4 when ν = 0 = µ. At a first glance, one might imprudently draw a conclusion that problem (53)-(56) still reduces to problem (57)- (59) converges truly in a second order rate from our numerical experience). To make this point more clear, we list the numerical results for a different set of in Table 5 .
Why this happens is easy to explain. In fact, when the initial compatibility condition is violated, n 2 cannot be expected to converge in a strong sense, since it oscillates in time (see Figure 1 ). It only converges in weak− *
Besides, though E still strongly converges to its limitation, this holds in 
6.223E ) and sufficiently small time step ∆t(= 0.00001).
Example 3: Behavior of TSSP in the subsonic regime. The test problem is
0.05 0.025 0.0125 0.00625 0.006 
4.396E
1.989E
−5 Table 4 : Same setting as that in Table 3 except ν = 0.
9.832E
8.888E
4.028E
−6
Table 5: Same setting as that in Table 3 except ν = 0.
0.05 0.025 0.0125 0.00625
2.197E
−2
1.097E
5.482E
−3 Table 6 : Same setting as that in Table 3 except ν = 0. We let ψ(x, t) = e
When → 0, the solution converges to the solution of
where β =
is determined by (47). We use this problem to test the numerical performance of TSSP in the whole regime 0 < < 1. Typically, we choose three values in different scales, 1 = 1, 2 = 10 
6.696E −6
1.672E
5.202E
−6
1.300E
2.370E
5.926E
1.481E
−6
3.698E Tables 10-13 list the errors for 1 and 2 when ν = 0 = µ. We see that generally, we cannot get a convergence for n 2 if the time scale is not small enough compared to .
However, we still get good approximation of E and n 1 . 2.535E
6.646E −6
1.660E
3.559E −5
9.186E
2.458E
5.245E
1.311E
−6
3.261E . ν = µ.
Time
Step ∆t 1/25 1/50 1/100 1/200 1/400
6.385E
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−6
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5.238E
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3.259E −7 . ν = µ.
Time
4.045E
−6
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5.241E −6
1.309E 
2.172E −3
1.060E
−3
1.215E
4.728E
1.241E
6.667E −6
1.647E
1.760E . ν = 0. 
6.345E 8.023E
6.662E −6
1.675E . ν = 0.
Time
6.385E 2.478E
1.663E 
2.095E
5.237E
−6
3.252E −7 . ν = 0. 
2.752E
2.485E
8.030E . TSSP-m is used.
a two-dimensional scalar problem with one ion species
n tt − ∆n + µ∆|E|
The initial conditions are set to be Figure 2 ). We note that this example has been utilized in [3] to demonstrate their numerical behaviour.
Conclusion
A time-splitting spectral scheme TSSP has been proposed for generalized Zakharov system in multi-dimensions. This scheme is unconditionally stable, second order in time and spectral order in space. Asymptotic analysis shows that the method is capable of capturing 
