Designing a Kalman filter requires knowledge about the stochastic part of the system. Thus, disturbances affecting states and measurements should be known. However, in practical application these disturbances are usually unknown. In this contribution a modification of the autocovariance least-square method is presented. This method converts the measurement and process noise covariance estimation problem into a least squares functional, which can be solved with a Landweber iteration to regularize the illposed problem. Then, a tuned Kalman filter gain can be calculated. A simulative evaluation is introduced to prove the method regarding robustness against modeling error and variance of the estimates.
Introduction
State estimation is important in many different fields e.g., control theory, communication theory, and signal processing. The common algorithm for state estimation is the Kalman Filter [5] , an observer based on a stochastic model. Assuming that the deterministic part of the system is known, the Kalman filter requires knowledge about the system's and measurement's noise distribution, which are generally unknown in practical applications. Tuning the observer performance implies choosing the value of process and measurement noise covariances. In practical applications, this tuning can be performed online, and depends on the experience of the user. The measurement noise can be determined prior to operation of the filter [18] . However, the determination of the process noise is more difficult, because usually the system states which are being estimated cannot be physically observed. Thus, empirical values are used.
The Kalman Filter tuning process can be essentially defined as a covariance estimation problem. To fulfill this issue numerous papers and different methods were presented (see [11] and references therein). A new correlation based method for estimating the measurement and process covariances was presented in [10] . In [14] the method was modified to estimate the independent stochastic noise disturbances affecting the states, and their optimal weighting factor. Both methods formulate the covariance estimation as a linear least (LS) squares problem with appropriate constraints resolving it with semi-definite programming [19] . In those contributions if there are fewer sensors than system states, the formulated LS problem is ill-conditioned.
In practical applications the process noise is usually assumed to act on its respective state independently. The same assumption can be considered with the measurement noise. Thus, in this contribution the measurement and process noise covariances are defined as diagonal matrices. These assumptions expand the mathematical space with unique solutions reducing the problem of ill-conditioned LS. Moreover, the resulting LS problem is usually illposed. Hence, an algorithm for the regularization of illposed inverse problems is additionally proposed. This paper is organized as follows. In Section 2, the problem and the sufficient conditions for uniqueness are defined. In Section 3, the projected Landweber iteration with preconditioning method is proposed for solving the LS problem with constrains. The method's performance is demonstrated with simulated results in Section 4. Section 5 completes the paper with conclusions.
Covariance estimation 2.1 Problem definition
Consider the following linear discrete time-invariant statespace model,
where x k , u k and y k are the states, the manipulated input and the measured output of the system at the time t k , respectively. The dimension of the system matrices are
The uncorrelated process w k and measurement v k noise are zero-mean Gaussian white noise processes with covariance matrices defined by The objective is to estimate the process (Q w ) and measurement (R v ) noise covariances and use these to compute an optimized Kalman filter gain. The aim of the following approach is to form a LS problem in the mentioned unknowns.
Assuming that the pair (A d , C) is observable, the states of the system can be estimated with a steady-state Kalman filter and calculated recursively aŝ
where K k is an initial suboptimal Kalman gain, which is computed with initial guesses Q w,0 and R v,0 , and defined as
being P − k the a priori estimate error covariance. This covariance
T is obtained as the solution to the Riccati equation as follows
Considering Eq. 4, it is possible to define the state estimation error as e k ≡ x k −x k , which evolves according to
where I n corresponds to the identity matrix of size n. A general state-space model of the prediction error is given by
whereỹ k can be also written as
It should be noted that, in this formulation the process and measurement noises are correlated and defined as
Assuming that the matrix A is such that the resulting Kalman filter is stable, the mean of the estimation error converges to zero E e k → 0, and the covariances approaches a steady state cov e k , e k → P as k increases. Using the sample autocovariance estimator [8] which can be defined as the expectation between some data and a lagged displaced version by j of itself
and assuming that the data are obtained after the system has reached a steady state, the covariance expectations of the prediction error can be written as
E ỹ k+jỹ
where P is defined by the following implicit equation
It should be noted that, all of the previous matrices are independent of k, which is considered sufficiently large. Thus, the effects of any transience or initial conditions can be neglected.
The autocovariance matrix can be written as
where the number of lags N is a user-defined parameter. In order to write the resulting autocovariance matrix in a more compact form and to state the problem as a linear LS functional, being the process and measurement noise covariances unknown, both, the standard Kronecker product definition, its properties [1] , and the 'vec' operator (denoted s subscript), which stacks the matrix columns to form a column vector are applied to Eq. 18 resulting in
Applying the 'vec' operator to Eq. 16 results in
Substituting Eq. 20 in Eq. 19, the autocovariance matrix can be written as
Considering that in practical applications it is assumed that each of the process disturbances act on their respective state independently, and extending this assumption to the measurement disturbances, Q w and R v can be set as a diagonal matrix as follows
Hence, Q jj and R ii are the variance of the x i state and y i output, respectively. Considering the previous assumptions the autocovariance matrix can be reduced to
where the sub-index s diag denotes the column-wise stacking of the diagonal elements only andD n ∈ R n 2 ×n corresponds to the matrix containing only ones and zeros fulfilling the relationD n (Q w ) s diag = (Q w ) s .
Since that the process is ergodic, the expectation from the given set of data can be approximated [8] as
which is known as the unbiased autocovariance estimator. The unbiased estimated autocovariance matrix C y (N ) can be then analogously defined using Eq. 17. Considering Eq. 25 and the definition of C y (N ), the process (Q w ) and measurement (R v ) covariances estimation can be implemented defining the LS objective
where
The estimates can be obtained as
subject to Q w , R v ≥ 0 .
Uniqueness
The necessary and sufficient conditions for the uniqueness of the process (Q w ) and measurement (R v ) noise covariances are presented in this subsection.
Let define x n = q n r n an element of the null space of Φ resulting
The matrices Ψ and Γ of Eq. 20 can be rewritten as
Since the system is observable, and considering that the covariance lags N > n the number of state variables, the matrix O has full column rank. Considering the definition of Ψ and Γ from Eq. 33, then Eq. 25 can be separated in the following two parts as
Expanding A = A d − A d KC and using the Kronecker product properties, the first term of Eq. 36 can be written as
Then, Eq. 36 results in
which using Eq. 35 reduces to
Since the pair (A d , C) is observable and assuming that A d is non singular, the product (I p ⊗ OA d ) has full column rank and can be neglected. Using Kronecker product properties the product (C ⊗ C) can be expressed as (I n ⊗ C)(C ⊗ I n ) and Eq. 35 can be written as
Substituting Eq. 39 in Eq. 40, this simplifies to
Then, the element q N is a null element of the space described by
Thus, in order to find unique estimates the matrix S should have full column rank.
Projected landweber iteration with preconditioning
When Φ is non-singular, then an explicit solution to the autocovariance estimation iŝ
in which Φ † is widely known as Moore-Penrose pseudoinverse. However, if Φ is ill-posed, the solution is a poor choice and is sensitive to perturbations. Thus, errors inb may be greatly amplified. Consequently, this straightforward solution is likely to fail.
In literature there are many approaches to solve an illposed problem (see [17] and references therein). In this contribution, the Landweber iteration is used. Consider the LS functional from Eq. 27. The gradient can be defined as grad (J(x q,r )) = Φ T (Φx q,r −b). Considering the iteration defined as
and choosing the scalar τ at the k th -iteration to minimize the functional J(τ ) = J x q,r k − τ grad J(x q,r k ) the steep descent method is obtained [13] . However, if τ is fixed fulfilling 0 < τ < 2/||Φ T Φ||, the method is known as the Landweber iteration [9] , which is an appropriate method for solving ill-posed problems and an effective regularization method [17] . With either choice of τ , the initial guess condition x 0 = 0 and assuming that Φ is invertible, it can be demonstrated that the iterates x q,r k converge to x q,r * = Φ −1b when k → ∞ [7] . A detailed analysis of the Landweber method can be found, e.g., in [6] and [7] .
In addition, the Landweber algorithm allows a modification denoted as projected Landweber method which solves inverse problems with specific constraints. In this case, the non-negative constraints Q w , R v ≥ 0 can be included in the solution. The modification can be expressed as
where P C denotes the convex projection onto the set C [4] [7] . Although Landweber scheme is an effective regularization method, this method tends to require many iterations to generate accurate solutions, thereby limiting its practical use. However, the convergence speed can be improved by using preconditioning techniques [12] , resulting in
where D is the preconditioner. There are many possibilities for the choice of D [16] . Though a simple example related to the Tikhonov regularization method is suggested in [15] and results as
being α a positive real parameter. In order to ensure convergence, τ should be modified to 0 < τ < 2/||DΦ T Φ||. An analysis about the selection of α, τ and the convergence is given in [2] .
Simulative evaluation
In this section, the diagonalized autocovariance method with projected Landweber iteration is tested in simulations. Adding well-known process and measurement noises to the system, the method is evaluated regarding robustness against modeling error and variance of the estimates. 
System description
The simulation model corresponds to the multi-axial electromagnetically actuated punch (MEAP) presented in [3] . The MEAP is shown in Fig. 1 and consists of four crosswise arranged electromagnetic actuators sharing one armature. The punching tool is located on the top and connected via rods with the armature. Eight heavy duty spring packs are used to keep the armature in the mid-position and generate additional forces at the upper and lower end of the stroke. The controlled variable is the armature position that is measured with four commercial eddy current sensors located on the side of each electromagnets. In z direction of displacement, the system can be reduced to a single-mass oscillator which consists of an armature mass m z , heavy duty springs with the spring constant c z , velocity proportional dampers b z due to the friction between armature and linear bearings, and the electromagnetic forces F m,z . Due to the high forces and the linear bearings, the Coulomb friction is negligible. The specifications of the MEAP can be found in Table 1 . The discrete-time state-space model defined by Eq. 1, and Eq. 2 where
represents the extended mechanical subsystem of the MEAP. The disturbances forces F dist , which appear in the cutting process, are estimated by introducing a new state. Thus, the three states represented in the equations correspond to the armature position (z), armature speed (ż) and the derivative of the disturbance forces (Ḟ dist ), respectively. Furthermore, the model is discretized with a sample time of 0.1 ms. The system has a high dynamic response and a poor mathematical condition due to the high value of the spring stiffness constant. It should be noted that, on this system there are fewer sensors than system states. Using the formulation presented in [10] and [14] the resulting LS problem is illconditioned.
Simulation and results
The described system is used as the true system in a closedloop feedback control mode. The plant is simulated using the following noise distributions Fig. 2 shows an example of armature position and input force, which corresponds to the controller output. A dataset of N d = 200.000 samples which corresponds to 20 s is generated.
In order to evaluate the robustness of the autocovariance method against modeling errors, two Kalman filters are designed to estimate the states of the system. In a first simulation, the model used for the filter (observer A) is identical with the plant system. However, in a second approach the model has discrepancies of 10 % on the mass and spring values (observer B) w.r.t. the plant system. The initialized Kalman filter gain (KFG i ) are based on only initialized noise covariances Q w,0 and R v,0 . These covariances values are randomly selected. The diagonalized autocovariance method with projected Landweber iteration is used to estimate the process and measurement noise covariances, which are then used to compute a tuned Kalman filter gain (KFG t ). The estimates converge to the true values in approximately 700 iterations. Furthermore, the speed of convergence can be optimized with both parameters τ and α. If the convergence rate is excessively high, the method can become unstable.
To illustrate the mean and variances of the estimates, the simulation is repeated 200 times using different Kalman filter initializations. The noise distribution used in the simulations remained constant. Fig. 4 shows the results. The variance of the results is low and the estimates are around the true values. Fig. 5 presents the eigenvalues of the observers calculated as
where K j corresponds to the Kalman filter gain obtained with the estimated process and measurement covariances of the j th experiment. It should be noted that, the variance shown in Fig. 4 does not affect the filter dynamic considerably. The tuned filters are tested on another set of samples to evaluate their performance. Fig. 6 shows the root-mean square error (RMS) between the true and estimated output defined as
Although the random initializations sometimes have a RMS of more than 10 % w.r.t. the ideal value, the RMS related to the tuned filters are almost the same as the ideal ones. The average improvement between initial and tuned filters is around 9 %. 
Conclusion
In this contribution, a method for Kalman filter tuning is presented. The diagonalized autocovariance method with projected Landweber iteration consists in properly estimating the process and measurement noise covariances of the system from data. The projected Landweber iteration with preconditioning is used to solve the LS problem in order to reduce possible errors that may occur when using the straightforward Moore-Penrose pseudoinverse solution on ill-posed problems. Moreover, the proposed diagonalization of the process and measurement noise covariances matrices expands the mathematical space with unique solutions reducing the cases of ill-conditioned problems presented in previous contributions. The method's performance is demonstrated with simulated results and is evaluated regarding robustness against modeling error and variance of the estimates. The algorithm provides a convergence in less than 700 iterations and a significant improvement in the control's performance as well as the state estimation using the tuned Kalman Filter. The speed of convergence and the low computing requirements allow the algorithm to be implemented online.
