ABSTRACT In this paper, we propose a tighter set-membership filter for some nonlinear dynamic systems by using an analytic method and a boundary sampling technique. The nonlinear dynamic systems can be linearized about the current estimate, then the remainder term is bounded in real time by an optimization ellipsoid, other than a priori remainder bound. For a 2-D radar system and a quadratic system, some regular properties can be derived for the remainder term, which helps us obtain a tighter bounding ellipsoid to cover the remainder. Moreover, the prediction step and the measurement update step are derived based on the recent optimization method and the on-line bounding ellipsoid of the remainder, so that a tighter set-membership filter can be achieved. The numerical examples demonstrate the effectiveness of the proposed filter.
I. INTRODUCTION
Filtering techniques for dynamic systems are widely used in practiced fields such as target tracking, signal processing, automatic control, computer vision [1] - [4] . The Kalman filter is a fundamental tool for solving a broad class of filtering problems with linear dynamic systems. It is well known that the extended Kalman filter (EKF) can be used to handle the nonlinear dynamic systems, which is based on local linear approximation of the nonlinear system with the higher order term ignored. Most recently, [5] proposes a box particle filter to analyze interval data using interval analysis and constraint satisfaction techniques. The advantage of the box particle filter over the standard particle filter is its reduced computational complexity [6] . However, most of Monte Carlo filtering techniques [7] , [8] assume that the probability density functions of the state noise and measurement noise are known.
Actually, when the underlying probabilistic assumptions are not realistic (e.g., the main perturbation may be deterministic), it is more natural to assume that the state noise and measurement noise are unknown but bounded [9] , then [10] proposed set-membership estimation technique. The idea of propagating bounding ellipsoids (or boxes, polytopes, simplexes, parallelotopes, and polytopes) for systems with bounded noises has also been extensively explored, for example, see recent papers [11] - [15] and references therein. Most of these methods concentrate on the linear dynamic systems.
The set-membership filtering for nonlinear dynamic systems is considered to be a difficult problem. Based on ellipsoid-bounded, fuzzy-approximated or Lipschitz-like nonlinearities, several studies have been made [16] - [18] . These studies assume that the ellipsoid bounds, the coefficients of fuzzy-approximation or Lipschitz constants are known before filtering, limiting their use in real-time implementation. For example, for a typical nonlinear dynamic system in a radar, the bounds of the remainder depend on the past estimates, so that they cannot be obtained before filtering. References [19] and [20] develop nonlinear setmembership filters that can estimate the bounding ellipsoid of nonlinearities in real-time, which are called the extended set-membership filter (ESMF) and set-valued nonlinear filter (SVNF), respectively. Actually, if the remainder is bounded by using a tighter ellipsoid and some recent advanced optimization techniques for filtering, we should be able to derive a tighter set-membership filtering for the nonlinear dynamic system.
In order to guarantee the on-line usage of the set membership filter for nonlinear dynamic systems, the nonlinear dynamic systems are linearized about the current estimate, and then the remainder term of the nonlinear function is bounded by an ellipsoid in real time. It can be formulated as the solution of a semi-infinite optimization problem. In general, it is an NP-hard problem, thus we use the randomization method to relax this optimization problem to a semi-definite program (SDP) problem, which can be solved efficiently. For a two-dimensional radar system in target tracking, since some regular properties for the remainder can be analytically derived, the boundary sampling method can be used to reduce the computation complexity. Moreover, for some quadratic nonlinear dynamic systems, we obtain a tight bounding ellipsoid by using the samples on all vertices of a polyhedron. Based on the on-line bounding ellipsoid of the remainder, we can derive a tighter set membership filter by the recent optimization method. Typical numerical examples show that the proposed method performs better than the extended set-membership filter, especially in the situation of the larger noise.
The rest of the paper is organized as follows. Preliminaries are given in Section II. In Section III, the bounding ellipsoid of the remainder set is calculated. In Section IV, the prediction step and the measurement update step of the set-membership filtering for nonlinear dynamic systems are derived, respectively. Examples and conclusions are given in Section V and Section VI, respectively. Some technical proofs are provided in the appendix.
II. PRELIMINARIES A. PROBLEM FORMULATION
We consider the following nonlinear dynamic system
where x k ∈ R n is the state of system at time k; y k ∈ R n 1 is the measurement. f k (x k ) and h k (x k ) are nonlinear functions of x k , w k ∈ R n is the uncertainty of process noises and v k ∈ R n 1 is the uncertainty of measurement noises. They are assumed to be confined to specified ellipsoidal sets
where Q k and R k are the shape matrix of the ellipsoids W k and V k , respectively, which are known symmetric positive-definite matrices. At time k, given that x k belongs to a current bounding ellipsoid:
wherex k is the center of ellipsoid E k ; P k is a known symmetric positive-definite matrix. Moreover, we assume that when the nonlinear functions are linearized, the remainder terms can be bounded by an ellipsoid. Specifically, from classical analysis, the first-order Taylor series expansion of f k aboutx k may be expressed as [20] 
where we define
where [X] s,t denotes the element in the row s and column t of the matrix X. Since x k ∈ E k , according to (3), we have
where f k (u k ) is the high-order remainder. In a similar way, h k can be linearized to
where
∂x |x k is Jacobian matrix and h k (u k ) is the high-order remainder. Assume that f k (u k ) and h k (u k ) can be bounded in an ellipsoid for all ||u k || ≤ 1, respectively, i.e.,
= {x ∈ R n 1 :
where e f k and e h k are the center of the ellipsoids E f k and E h k , respectively; P f k and P h k are the shape matrices of the ellipsoids E f k and E h k respectively. Note that we do not assume that the ellipsoids E f k and E h k are given before filtering, and we will compute these ellipsoids on-line.
Suppose that the initial state x 0 belongs to a given bounding ellipsoid:
wherex 0 is the center of ellipsoid E 0 ; P 0 is the shape matrix of the ellipsoid E 0 which is a known symmetric positive-definite matrix.
The proposed set-membership filter mainly contains two steps: the prediction step and the measurement update step. The goal of prediction step is to determine a bounding ellipsoid E k+1|k based on the measurement y k at time k, i.e, find x k+1|k , P k+1|k such that the state x k+1 belongs to
whenever x k is in E k , the process noise w k and the measurement noise v k are bounded in ellipsoids, i.e.
The robust measurement update step aims to use the measurement y k+1 to determine a bounding ellipsoid E k+1 , i.e, find x k+1 , P k+1 such that the state x k+1 belongs to
whenever x k+1 is in E k+1|k , the measurement noises v k+1 is bounded in ellipsoid, i.e. v k+1 ∈ V k+1 , and the remainders h k+1 (u k+1 ) ∈ E h k+1 . The key point is to determine two tight bounding ellipsoids E f k and E h k in real-time, so that a tighter set membership filter can be implemented on-line.
III. ELLIPSOIDAL REMAINDER BOUNDING
In this section, we discuss the main problem on how to adaptively determine a tighter bounding ellipsoid, which covers the high-order remainders from the optimization point of view.
A. ELLIPSOIDAL REMAINDER BOUNDING BY SAMPLING
By (5)- (6), the high-order remainders are
Obviously, it is a hard problem to cover a remainder by an ellipsoid, because f k and h k are the generally nonlinear functions. The outer bounding ellipsoid for f k (u k ) is not uniquely defined, but it can be optimized by minimizing the size f (P) of the bounding ellipsoid. Thus, the optimization problem for the bounding ellipsoid of f k (u k ) defined in (7) can be written as
, and e f k , P f k are decision variables. Since the optimization problem (12)- (13) has an infinite number of constraints, it is called a semi-infinite optimization problem in [21] . In general, it is a NP-hard problem.
Remark 1: In practice, we want to achieve a state bounding ellipsoid by minimizing its ''size'' at each time, it is a function of the shape matrix P denoted by f (P). If we choose trace function, i.e., f (P) = tr(P), it means the sum of squares of semiaxes lengths of the ellipsoid E. The other common ''size'' of the ellipsoid is logdet(P), which corresponds to the volume of the ellipsoid E.
In order to emphasize the importance of the interested state vector entry, [22] proposes an objective of the ellipsoid E as follows f (P) = ω 1 P 11 + ω 2 P 22 + . . . + ω n P nn (14) where ω i is the weight coefficient with
, and P ii denotes the element in the ith row and the ith column of the matrix
For a general nonlinear dynamic system, it is hard to solve the problem (12)- (13) [23] . It is this reason that the papers [24] , [25] tried to find the particular relaxations of the original optimization problem (12)- (13) . One of the typical methods is based on randomization of the parameter u k . Specifically, in ordet to solve the problem (12)- (13), we may take samples from the boundary and interior-points of the sphere ||u k || ≤ 1, so that we can obtain a finite set of u 1 k , . . . , u N k , then the infinite constraint (13) can be approximated by N constraints based on u 1 k , . . . , u N k . Moreover, by Schur complement, an approximate bounding ellipsoid for f k (u k ) can be derived by solving the following SDP optimization problem:
Although the randomized solution may not be feasible for all ||u k || ≤ 1, [25] used statistical learning techniques to provide an explicit bound on the measure of the set of original constraints that are possibly violated by the randomized solution, and they proved that this measure rapidly decreases to zero as N is increasing. Therefore, the obtained randomized solution of the optimization problem (15)- (16) can be made approximately feasible for the semi-infinite optimization problem (12)- (13) by sampling a sufficient number of constraints. Similarly, the outer bounding ellipsoid for h k (u k ) can be derived by solving 
B. ELLIPSOIDAL REMAINDER BOUNDING BY BOUNDARY SAMPLING
In this subsection, for a typical nonlinear dynamic system in target tracking, we consider that the remainder can be bounded by an ellipsoid via boundary sampling for target tracking. Thus, the new method can reduce the computation complexity efficiently in the bounding step. VOLUME 6, 2018 FIGURE 1. (top) The bounding ellipsoid is derived by covering the solid points of the remainder which are obtained by Monte Carlo sampling; (bottom) The bounding ellipsoid is derived by covering the vertices of the rectangle obtained by interval mathematics [19] .
Let us consider the following nonlinear measurement function of the two-dimensional radar system [26] :
where x is a four-dimensional state variable that includes position and velocity [x, y,ẋ,ẏ] T . Note that h(x) only depends on the first two dimensions x(1) and x(2). We discuss the relationship between the set {||u k || ≤ 1, (19) , and E is a Cholesky factorization of a positive-definite P. If the ellipsoid {x =x + Eu : u ≤ 1} does not intersect with the radial {x : x(1) <= a, x(2) = b}, then the boundary of the remainder set S = {g(u) : u ≤ 1} must belong to the set {g(u) : u = 1}.
Proof: See Appendix B. Moreover, we can also divide S into the corresponding parts,
Fig. 2 shows that the separation area of the circle and their corresponding area of g(u). Three observations can be made as follows:
• The remainder set is the union of two sets.
• The (red) line C 1 is mapped to the point 0.
• The boundary of S belongs to the set {g(u) : u = 1}. 
C. A TIGHT SOLUTION
In this subsection, for some quadratic nonlinear dynamic systems, the semi-infinite optimization problem (12)-(13) may be equivalent to solving an SDP problem via sampling on all vertices of a polyhedron. Thus, we can obtain a tight bounding ellipsoid to cover the remainder.
Let us consider a quadratic nonlinear state equation:
where x k ∈ R n is the state of system at time k, and x i k denoted the ith component of x k ; α i are known parameters, i = 1, . . . , n. Proposition 2: If we let the high-order remainder (20) and E k is a diagonal matrix, then a tight bounding ellipsoid can be derived to cover the high-order remainder f k (u k ) by solving the following optimization problem:
where E ii k is the ith row and the ith column of E k . Proof: See Appendix C. In summary, we can determine the remainder bounding ellipsoid by sampling as follows.
1) For general nonlinear functions, samples may be taken from the sphere ||u k || ≤ 1. 2) For the typical two-dimensional radar system in target tracking, samples may be taken on the boundary of the sphere ||u k || ≤ 1. 3) For some quadratic nonlinear functions, samples only need vertices of a polyhedron.
IV. ELLIPSOIDAL STATE BOUNDING VIA SDP
In this section, we present the prediction step and the measurement step of the set-membership filtering by extending EI Ghaoui and Calafiore's optimization method [13] . The point is that when the nonlinear dynamics are linearized on the current estimate, the uncertainties of the new linearized dynamic system include the uncertain bounding ellipsoids of the remainder terms and the noises.
A. PREDICTION STEP Proposition 3: At time k + 1, based on measurements y k , the bounding ellipsoids of the state and the remainders E k E f k and E h k , a predicted bounding ellipsoid E k+1|k = {x : 
where (8) and (10), respectively. (M 2 N 2 ) , see [27] . With the development of convex optimization, one can also use first-order optimizing algorithm, then the computational complexity may be reduced further [28] .
Remark 6: The objective function (23) is aimed at minimizing the shape matrix of the predicted ellipsoid, and the constraints (24)-(26) ensure that the true state is contained in predicted bounding ellipsoid E k+1|k . Notice that if f (P) = tr(P), the optimization problems (15)-(16), (17)-(18), (23)-(26), (30)-(33) are the SDP problems. The dimension of the constraint matrix (26) is M = 3n + m + 1 and the number of decision variables is N = 7, where n and m are the dimensions of the state and the measurement, respectively. Moreover, if we use a general-purpose primal-dual interiorpoint algorithm to solve it, then the computation complexity of the problem is O

B. MEASUREMENT UPDATE STEP
Similarly, we can derive the measurement update step of the nonlinear filtering.
Proposition 4: At time k +1, based on measurements y k+1 , the predicted bounding ellipsoid E k+1|k and the bounding ellipsoid of the remainder E h k+1 , a bounding ellipsoid 
I ). (36)
Proof: See Appendix E.
C. SAMPLING-BASED ELLIPSOIDAL BOUNDING FILTER ALGORITHM
• Step 1: (Initialization step) Set k = 0 and initial values (x 0 , P 0 ) such that x 0 ∈ E 0 .
• Step 2: (Bounding step) Take samples u 1 k , . . . , u N k from the sphere ||u k || ≤ 1, and then determine two bounding ellipsoids to cover the remainders f k and h k by (15)- (16) and (17)- (18), respectively.
• Step 3: (Prediction step) Optimize the center and shape matrix of the state prediction ellipsoid (x k+1|k , P k+1|k ) such that x k+1|k ∈ E k+1|k by solving the optimization problem (23)- (26).
• Step 4: (Bounding step) Take samples u 1 k+1|k , . . . , u N k+1|k from the sphere ||u k+1|k || ≤ 1, and then determine one bounding ellipsoid to cover the remainder h k+1 by (17)- (18).
•
Step 5: (Measurement update step) Optimize the center and shape matrix of the state estimation ellipsoid (x k+1 , P k+1 ) such that x k+1 ∈ E k+1 by solving the optimization problem (30)-(33).
• Step 6: Set k = k + 1 and go to step 2.
V. NUMERICAL EXAMPLES IN TARGET TRACKING
In this section, we use two examples to compare the performance between the proposed set membership filter and extended set-membership filter (ESMF) [19] , which can also be implemented on-line for target tracking with a nonlinear dynamic system, when the state noises and measurement noises are unknown but bounded. Example 1: We consider a two-dimensional Cartesian coordinate system in target tracking as follows [26] , [29] , [30] :
x is a four-dimensional state variable that includes position and velocity [x, y,ẋ,ẏ] T , and T = 1s is the time sampling interval. The process noise and measurement noise assumed to be confined to specified ellipsoidal sets
The target acceleration σ 2 equals 10. The parameter q is used to control the uncertainty of the measurement noise.
In the example, the target starts at the point (50, 30) with a velocity of (5, 5). The center and the shape matrix of the initial bounding ellipsoid arex 0 = 50 30 5 5
The following simulation results include three parts: the first part is about the size of the remainder bounding ellipsoid, the second part is about the root mean square error (RMSE) of the state estimation, and the third part is about the computation time. They are illustrated and discussed by the number of samples, the time steps and the uncertain parameter q of the measurement noise, respectively. • In Fig. 3 , the size tr(P h k ) and the center x k of the remainder bounding ellipsoid is plotted as a function of the number of samples, respectively. It shows that the size of the bounding ellipsoid can quickly converge to a stable value, which means that the remainder bounding ellipsoid does not change when the number of samples is more than 30. In Fig. 4 , the log size of the remainder bounding ellipsoid is plotted as a function of the time steps with the uncertain parameter q = 0.01. It shows that the size of the new method is much smaller than that of the ESMF, i.e., the new method derives a tighter ellipsoid to cover the remainder. Moreover, we use 30 samples to calculate a remainder bounding ellipsoid on a time step based on solving the optimization problem (17)- (18) . The corresponding bounding ellipsoid is presented in the right of Fig. 4 . It shows that the bounding ellipsoid can cover all points of the remainder set with a very small size. In Fig. 5 , the average size of the remainder bounding ellipsoid through the time step 1 to 20 is plotted as a function of the uncertain parameter q of the measurement noise. The larger q means that the measurement noise is more uncertain. Thus, Fig. 5 shows that when the uncertainty of the measurement noise is increasing, the size of the remainder bounding ellipsoid of ESMF is quickly increasing, however, that of the new method is slowly increasing and relatively stable. • RMSE of the state estimation along the position direction is plotted as a function of the time steps in Fig. 6 . It shows that RMSE of the new method is less than that of ESMF. The reason may be that the new method derives a tighter ellipsoid to cover the remainder, which can be seen in the left of Fig. 4 . Fig. 6 also shows that RMSEs of the proposed filter based on 30 and 40 samples are almost same. The reason may be that the remainder bounding ellipsoid is identical when the number of samples is more than 30. In Fig. 7 , the average RMSE of the state estimation through the time step 1 to 20 is plotted as a function of the uncertain parameter q. It shows that the average RMSE of the state estimation based on the new method is also less than that of ESMF. The larger uncertain parameter q, the better the performance of the new method in terms of ESMF. In summary, Figs. 5-7 indicate that the new method performs much better than ESMF, especially in the situation of the larger noise. • The computation times of the remainder bounding ellipsoid and the proposed state bounding filters are plotted in Fig. 8, respectively . From the left of the Fig. 8 , it shows that the computation time grows linearly with the number of samples, but not exponentially grows. Since the predictive step and measurement update step of the new method are calculated by solving an SDP, the computation time of the new method is greater than that of ESMF, which can be seen in the right of the Fig. 8 , but it may be tolerated and be done in polynomial time. Example 2: Scholte and Campbell [19] apply the ESMF algorithm to a real nonlinear spring-mass-damper system, which is depicted in Fig. 9 . The equation of motion is as follows:ẍ
FIGURE 9. Nonlinear spring-mass-damper system. VOLUME 6, 2018 In fact, the equation (39) is also known as Duffing's equation, and it can be converted to the following discrete-time statespace system
x 1,k and x 2,k indicate the position and velocity of states, respectively. T is the sampling time. In our simulation, the system parameters T = 0.1, Now, compared to ESMF, the advantage of the proposed method is depicted in Figs. 10-11 . Here, Fig. 10 presents the sizes (the trace of the shape matrix) of estimated ellipsoids by using the new method and ESMF, respectively. It shows that the size of the estimated ellipsoid of the new method is much smaller than that of ESMF. The reason may be that the remainder bounding ellipsoid based on convex optimization method is tighter than that of ESMF based on interval mathematics. If we use the center of the estimated ellipsoid as the estimate of the true state, then the mean squared error (MSE) of the estimator can be obtained by the two methods. The MSEs of the two methods are given in Fig. 11 . From Fig. 11 , it can be seen that the MSE of the new method is also smaller than that of ESFM. Therefore, the new method may obtain a tighter estimated ellipsoid and a better estimation for the nonlinear spring-mass-damper system.
VI. CONCLUSION
The tighter on-line set-membership filter has been achieved for quadratic and two-dimensional radar systems. We have presented that the remainder bounding ellipsoid can be obtained by solving an SDP optimization problem in real time. Their computational complexity can be reduced much more by analytic methods and boundary sampling methods. Future work will investigate more practical nonlinear systems with good properties. Then the boundary sampling methods can be used to derive the bound of the remainder. Possible research directions may include multisensor set-membership filter fusion and set-membership sensor selection, etc.
with
holds if there exist τ 1 , . . . , τ p ≥ 0 such that
Lemma 2 (Schur Complements [31] ): Given constant matrices A, B, C, where C = C T and A = A T < 0, then 
Simplifying the determinant of J, : W → V which is differentiable and for all y ∈ W satisfies (ϕ −1 ) (y) = [ϕ (ϕ −1 (y))] −1 .
Thus, det(J)
≥
B. PROOF OF PROPOSITION 1
Since g(u) is a continuous function in S 1 = {||u|| ≤ 1} and S 1 is compact, S = {g(u) : u ≤ 1}is compact [33] . If we denote the interior and the boundary of the set S by S i and S b respectively, then S = S i S b and S i S b = ∅. We need to prove S b ⊂ {g(u) : u = 1}. By definition of the set S 1 , we can divide it into two parts, i.e., S 1 = S 1 1 S 2 1 , where
c, d are defined in Lemma 3. According to the expression of the set S, then, we can divide the set S into the corresponding parts, i.e., S = S 1 S 2 , where S 1 = {g(u) : u ∈ S 1 1 } and
. From the definition of the set S 2 1 , we can see that det(J g ) > 0 with Lemma 3. Using Lemma 5, we can find an open set W ∈ S containing g(u), in other words, z is the interior point of S, i.e., z ∈ S i , thus, S 2 ⊂ S i . According to Lemma 4, we can obtain S b ⊂ S 1 . Moreover, we prove that S 1 = {g(u) : u = 1}. Note that 
where e f k and P f k are decision variables, they are also the center and shape matrix of the bounding ellipsoid, respectively. 
where the set T = {t ∈ R n : 0 ≤ t i ≤ α i (E ii k ) 2 , i = 1, 2, . . . , n} is a polyhedron, which is a convex hull of its vertices C = {t 0 , t 1 , t 2 , . . . , (22) with a finite number of constraints [21] . Therefore, we obtain a tight bounding ellipsoid that covers the high-order remainder f k (u k ) by solving (21)- (22) .
D. PROOF OF PROPOSITION 3
Note that x k ∈ E k is equivalent to x k =x k + E k u k , u k ≤ 1, where E k is a Cholesky factorization of P k . By (1) and (5),
Using (2) and (6), we can get
If we denote
then (56) and (57) can be rewritten as
where k+1|k and k+1|k are denoted by (27) and (28), respectively. Moreover, the condition that x k+1 ∈ E k+1|k whenever I) x k is in E k II) the process and measurement noises w k , v k are bounded in ellipsoidal sets, i.e., w k ∈ W k , v k ∈ V k , which are equivalent to
whenever
w
