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ACHIEVEMENT SETS AND SUM RANGES WITH IDEAL SUPPORTS
JACEK MARCHWICKI
Abstract. We introduce the notion of ideally supported achievement sets for a series of real numbers. We
analize their complexity and topological properties. We compare the notion of ideal achievement sets with the
notion of ideally supported sum range of real series, considered by Filipo´w and Szuca. We complete Filipo´w and
Szuca characterization of ideal sum ranges, [R. Filipo´w, P. Szuca, Rearrangement of conditionally convergent
series on a small set, J. Math. Anal. Appl. 362 (2010), no. 1, 64-71.], and we obtain some generalization of
Riemann’s Theorem.
1. Introduction
By the achievement set of a series
∑∞
n=1 xn we mean the set A(xn) = {
∑
n∈A xn : A ⊂ N}. By SR(xn) =
{
∑∞
n=1 xσ(n) : σ ∈ S∞} we denote the set of all convergent rearrangements
∑∞
n=1 xσ(n) of
∑∞
n=1 xn, that is
the sum range of the series
∑∞
n=1 xn. Kakeya in [13] proved that if a series
∑∞
n=1 xn of reals is absolutely
convergent and contains infinite many non-zero terms, then
• A(xn) is a compact perfect set;
• A(xn) is homeomorphic to the Cantor set for quickly convergent series
∑∞
n=1 xn, that is if |xn| >∑∞
k=n+1 |xk| for every n ∈ N;
• A(xn) is a finite sum of closed intervals, if |xn| ≤
∑∞
k=n+1 |xk| for almost all n ∈ N.
The full topological characterization is due to Guthrie, Nymann and Saenz [9, 21], who showed that the
achievement set of an absolutely summable sequence of reals is one of the following form: a finite set, a finite
union of intervals, a homeomorphic copy of the Cantor set or a Cantorval, which is a set homeomorphic to the
union of the Cantor set and sets which are removed from the unit segment by even steps of the Cantor set
construction. This characterization is not valid for series of complex numbers and for multidimensional series,
see [4].
Theory of achievement sets for absolutely convergent series is equivalent to the that of ranges of finite purely
atomic measures. If µ is finite and purely atomic on a set X , then there is a countable set S = {a1, a2, . . .} such
that µ(S) =
∑∞
n=1 µ({an}) = µ(X), where an is an atom of µ. Let xn = µ({an}), then µ(A) =
∑
n∈E xn, where
E = {n : an ∈ A}. Thus range(µ) = {µ(A) : A is a measurable subset of X} = {
∑
n∈E xn : E ⊂ N} = A(xn).
During last decades many authors have defined ideal versions of important Analysis notions and proved
many remarkable results. Since the convergence is a basic notion in Analysis, most of them deal with ideal
convergence of sequences [2],[17],[22]. The following list of topics and related papers is far from being complete
and it gives only a flavor of these matters: ideal convergence of sequences of functions [1]; ideal convergence of
series [8],[18]; ideal convergence in measure [16],[20]; ideal versions of combinatorial theorems [6]; ideal versions
of the Riemann rearrangement theorem and the Levy-Steinitz theorem [7],[16]; ideal version of the Banach
principle [11].
We define the ideal achievement set in a natural way, namely AI(xn) = {
∑
n∈A xn : A ∈ I}. This is a
subset of A(xn). We study how properties of AI(xn) = {
∑
n∈A xn : A ∈ I} and its possible form depend on
the properties of a given ideal I and a sequence (xn). Note that for a sequence (xn) ∈ ℓ1 and an ideal I ⊇ Fin,
I 6= Fin we have A(xn) = AI(yn), provided (yn) ∈ ℓ1 is defined as follows: ybn = xn for n ∈ N and yk = 0 for
k /∈ B, where B = {bn}∞n=1 is an infinite set from I. If we consider ℓ
∗
1 = {(xn) ∈ ℓ1 : xn 6= 0 for each n ∈ N},
then the theory of ideal achievement sets differs from the theory of standard achievement sets, in particular
for a non-maximal ideal I one can construct a sequence (xn) ∈ ℓ∗1 for which the set AI(xn) is open, see 4.9.
The paper is organized as follows:
In Section 2 we give background definitions and facts, which we use in next sections. In Section 3 we consider
conditionally convergent series and divergent series. We prove the generalization of the Riemann’s Rearange-
ment Theorem and show that ideally supported sum range of any conditionally convergent series is one of the
following: a point, a real line or a set, which contains a halfline and in some particular cases it is exactly a
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closed halfline. We also prove that for any conditionally convergent series
∑∞
n=1 xn there exists an ideal I such
that AI(xn) = R and the stronger condition, defined in Theorem 3.1 (ii) - Filipo´w and Szuca characterization
of ideals for which thesis of Riemann’s Theorem holds - is not satisfied. In Section 4 we study absolutely
convergent series. We give many examples of ideally supported achievement sets with high Borel complexity.
We also show that it can be a set, which is not measurable. Moreover, we prove that for any ideal I ) Fin we
may construct a series
∑∞
n=1 xn such that AI(xn) is equal to A(xn) up to a point and if I is not maximal, then
AI(xn) can be an open set. In Section 5 we show how we can modify AI(xn) to remain symmetry of A(xn).
Section 6 is dedicated to examples, which show inclusions between ideally supported achievement sets and in
Section 7 we give some open problems.
2. Background
We use standard set-theoretic notation, [14]. We say that I ⊂ P (N) is an ideal if for every A,B ∈ I we have
A ∪ B ∈ I and for every A ∈ I and every B ⊂ A we have B ∈ I, moreover N /∈ I. By Fin we denote the set
{A ⊂ N : |A| < ∞} of all finite subsets of N which is clearly an ideal. In the sequel, we will consider ideals
I, which contain Fin, symbolically Fin ⊂ I. Put I(an) = {A ⊂ N :
∑
n∈A an converges}, where
∑∞
n=1 an is a
given divergent series of positive terms; such family of sets forms a so-called summable ideal. We say that an
ideal I is dense if for every set A with |A| = ∞ there exists B ⊂ A such that |B| = ∞ and B ∈ I. An ideal
I is not maximal if there exists an ideal J such that I ( J . Otherwise we say that I is maximal. It is well
known that I is maximal if and only if for each A ⊂ N either A ∈ I or N \A ∈ I. By A+Fin ((kn) +Fin) we
denote the smallest ideal generated by A and Fin (by {kn : n ∈ N} and Fin, respectively).
Let us consider the function f : {0, 1}N → R defined as f(χA) =
∑
n∈A xn, we will call it an associated
function of the series
∑∞
n=1 xn. We equip {0, 1}
N with Tichonov’s topology, that is a topology given by sub-base
{{0, 1}k−1× {i}× {0, 1}N, k ∈ N, i ∈ {0, 1}}. Identifying sets A ⊂ N with their characteristic functions χA, we
may consider on P (N) the topology inherited from {0, 1}N. Therefore we may consider topological properties
of ideals I ⊂ P (N). We say that I is Borel (Fσ , Fσδ, of the Baire property, measurable) provided {χA : A ∈ I}
is Borel (Fσ, etc. respectively) in {0, 1}N. On the real line we consider the natural topology. If (xn) ∈ ℓ1,
then f is continuous. Moreover if f is one-to-one (for example if the series
∑∞
n=1 xn is quickly convergent),
then f is a homeomorphism between {0, 1}N and A(xn). Hence AI(xn) = f(I) and f−1(AI(xn)) = I. Since
homeomorphic pre-images of Borel (Σ0α,Π
0
α) sets are Borel (Σ
0
α,Π
0
α), then the descriptive complexity of A and
f−1(A) is equal provided f is a homeomorphism.
Let µn({0}) = µn({1}) =
1
2 for each n ∈ N. We consider the product measure µ =
∏∞
n=1 µn on {0, 1}
N and
the function f : {0, 1}N ⊃ χA →
∑
n∈A
1
2n . By λ we denote the Lebesgue measure on [0, 1]. Then
• If X ⊂ {0, 1}N is measurable, then f(X) is measurable on [0, 1] and µ(X) = λ(f(X)), i. e. f preserves
Lebesque measure;
• If X is non-measurable, then f(X) is also non-λ-measurable;
• If X is meager, then so is f(X).
We say that F ⊂ P (N) is a filter if for every A,B ∈ F we have A ∩ B ∈ F and for every A ∈ F and every
B ⊃ A we have B ∈ F , moreover ∅ /∈ F . For an ideal I we consider its dual filter FI = {A : N \ A ∈ I}.
We also consider AFI (xn) = {
∑
n∈A xn : A ∈ FI}. It is well-known that if I is an ideal (F is a filter), then
I (F ) has a Baire property if and only if I (F ) is meager. Similarly I (F ) is measurable if and only if I (F )
is null, [23]. From this we easily obtain that maximal ideals neither satisfy Baire property nor are Lebesgue
measurable. Indeed, if I is maximal, then its complement equals to its dual filter FI , which is maximal as well.
If I would have Baire property, then I would be meager. Since χA 7→ χN\A is a homeomorphism of {0, 1}
N,
then FI is also meager, and we reach a contradiction. The argument for measure case is the same – we use the
fact that χA 7→ χN\A preserves the measure µ on {0, 1}
N.
Definition 2.1. We say that φ : P (N)→ [0,∞] is a submeasure iff
• φ(∅) = 0;
• φ(A ∪B) ≤ φ(A) + φ(B) for each A,B ⊂ N;
• φ(A) ≤ φ(B) for each A ⊂ B ⊂ N.
Moreover if φ(A) = limn→∞ φ(A ∩ {1, . . . , n}) for every A ⊂ N then we say that φ is upper-semicontinuous.
There is a nice characterization of Fσ-ideals by Mazur, in terms of submeasures, [19]:
Theorem 2.2 (Mazur). An ideal I is Fσ if and only if there exists upper-semicontinuous submeasure φ :
P (N)→ [0,∞] such that I = Fin(φ) = {A ⊂ N : φ(A) <∞}.
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Using Mazur’s characterization we can simply show that Fin and any summable ideal I(an) are Fσ-ideals.
Indeed, Fin = Fin(φ) for φ(A) = |A| and I(an) = Fin(φ) for φ(A) =
∑
n∈A an. The following result is folklor
but we present its short proof.
Proposition 2.3. Ideal I ⊃ Fin is not a Gδ-set. In particular Fin is not Gδ.
Proof. Note that Fin and FFin are dense in {0, 1}N. The space {0, 1}N is compact, which implies its complete-
ness. Since I ⊃ Fin, we know that I is dense. Suppose that I is Gδ. Since χA → χN\A is a homeomorphism
of {0, 1}N onto itself we obtain that FI is also Gδ and since FI ⊃ FFin we obtain its density. Furthermore
I ∩ FI = ∅, which by Baire’s theorem leads to a contradiction. 
3. Conditionally convergent series of reals
Let
∑∞
n=1 xn be a conditionally convergent series of reals. By the Riemann Theorem we know that SR(xn) =
R and it is also known that A(xn) = R, see [12]. The set AFin(xn) is dense on the real line, because every sum
of the series can be approximated by its partial sums. Since I ⊃ Fin, we get AI(xn) = R.
To our best knowledge this is a first paper in which achievement set is considered with respect to an ideal,
although ideal-sum ranges have been considered before. In [7] Filipo´w and Szuca defined an ideally supported
sum range SRI(xn) = {
∑∞
n=1 xσ(n) : σ ∈ S∞, supp(σ) = {n : σ(n) 6= n} ∈ I} for an ideal I. Filipo´w
and Szuca were interested whether SRI(xn) = R for any conditionally convergent series
∑∞
n=1 xn. They
characterized ideals I with this property, where a crucial role was played by summable ideals. Filipo´w and
Szuca’s characterization reads as follows:
Theorem 3.1. The following assertions are equivalent:
(i) ideal I is not contained in any summable ideal;
(ii) for every conditionally convergent series
∑∞
n=1 xn there exists W ∈ I such that the series
∑
n∈W xn is
conditionally convergent;
(iii) for every conditionally convergent series
∑∞
n=1 xn we have {
∑∞
n=1 xσ(n) : supp(σ) ∈ I} = R.
In our notation (iii) can be written as SRI(xn) = R. From (ii) we immediately obtain AI(xn) = R. However,
the equality AI(xn) = R does not imply (ii) in general, which is shown in the following examples.
Example 3.2. Define x2n−1 =
(−1)n
n
, x2n =
1
2n . Let us consider I = 2N + Fin. Note that the se-
ries
∑∞
n=1 xn is condtionally convergent and for each A ∪ F ∈ I, where A ⊂ 2N and F ∈ Fin, we have∑
n∈A∪F |xn| =
∑
n∈A |xn|+
∑
n∈F\A |xn| ≤ 1+
∑
n∈F\A |xn| <∞, since F ∈ Fin. Hence
∑
n∈A∪F xn is abso-
lutely convergent, so it cannot be conditionally convergent. In particular, it implies that SRI(xn) = {
∑∞
n=1 xn},
since a rearrangement of absolutely convergent series does not change its limit.
On the other hand, for each x ∈ R one can find a finite set G ⊂ 2N − 1 such that x −
∑
n∈G xn = y ∈ [0, 1].
Let B ⊂ 2N be such that y =
∑
n∈B xn. Thus B ∪G ∈ I and x =
∑
n∈B∪G xn. Hence AI(xn) = R.
Example 3.3. Let xn =
(−1)n
n
for n ∈ N and I = I( 1
n
). Then AI(xn) = R. Indeed, fix x > 0. Since x2n → 0
and
∑∞
n=1 x2n = ∞, then there exists F ⊂ 2N such that
∑
n∈F xn = x. Clearly F ∈ I. For x < 0 we take
F ⊂ 2N− 1.
Suppose that there exists W ∈ I such that
∑
n∈W xn is conditionally convergent. Then
∑
n∈W∩2N xn = ∞
and
∑
n∈W∩2N−1 xn = −∞. Hence
∑
n∈W
1
n
=
∑
n∈W |xn| = ∞, which means that W /∈ I. Finally, note
that I is a dense ideal, while that defined in Example 3.2 is not dense. Moreover, I is a summable ideal and
SRI(xn) = {
∑∞
n=1 xn}.
Now we will show that for every conditionally convergent series
∑∞
n=1 xn we can construct ideal I with
AI(xn) = R and Theorem 3.1(ii) is not fulfilled.
Theorem 3.4. Let
∑∞
n=1 xn be a conditionally convergent series. Then for any a, b ∈ R, a < b there exists its
absolutely convergent subsequence
∑∞
n=1 xkn such that A(xkn ) contains the interval [a, b].
Proof. Let x = b− a. Then one can find a sequence of finite sets of indices (Fn)
∞
n=1 such that
(1) maxFn < minFn+1 for every n ∈ N;
(2) for each j ∈ ∪∞n=1Fn we have xj > 0;
(3) yn−12n ≤ yn ≤
3x
2n+1 , where y0 = x, yn =
∑
k∈Fn
xk for each n ∈ N;
Note that by (1) we get that A((xn)n∈∪∞
k=1
Fk) ⊂ A(xn) and by (2) and (3) we obtain that
∑
n∈∪∞
k=1
Fk
xn
is absolutely convergent. Fix y ∈ [0, x]. Then y =
∑∞
n=1 εnyn, where we define (εn)
∞
n=1 inductively in the
following way εn = 1 if y −
∑n−1
k=1 εkyk ≥ yn and εn = 0 otherwise. Hence A((xn)n∈∪∞k=1Fk) ⊃ A(yn) ⊃ [0, x].
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One can find an absolutely convergent subseries
∑∞
n=1 xpn = a with each term not greater than x and such
that (pn) ∩
⋃∞
k=1 Fk = ∅. Hence (kn) = (pn) ∪
⋃∞
k=1 Fk = ∅ satisfies the thesis. 
Corollary 3.5. Let
∑∞
n=1 xn be a conditionally convergent series, then there exists an ideal I such that
AI(xn) = R and the assertion of Theorem 3.1(ii) is not satisfied.
Proof. Let
∑∞
n=1 xkn be an absolutely convergent subsequence such that A(xkn) ⊃ [a, b]. Define I = (kn)+Fin.
Note that
∑
n∈N\(kn)
xn is conditionally convergent, soA((xn)n∈N\(kn)) = R and what is moreAFin((xn)n∈N\(kn)) =
R. Fix x ∈ R. On can find F ⊂ N \ (kn) such that y =
∑
n∈F xn ∈ (x − b, x − a). Since x − y ∈ (a, b) one
can find G ⊂ (kn) such that x − y =
∑
n∈G xn. Thus x =
∑
n∈F∪G xn. Note that F ∪ G ∈ I, so x ∈ AI(xn).
Hence AI(xn) = R. On the other hand for each A ∈ I we have
∑
n∈A |xn| <∞, so the second condition in 3.1
is not satisfied. 
Here we complete the characterization of Filipo´w and Szuca. We show that SRI(xn) can be a singleton, the
whole line or halfline, while SR(xn) can be a singleton or R only.
Proposition 3.6. Let
∑∞
n=1 xn be a divergent series of positive terms such that limn→∞ xn = 0. Then for
any x ≥ 0 there exists σ ∈ S∞ such that
∑∞
n=1(xn − xσ(n)) = x.
Proof. For x = 0 we simply take σ = id. Fix x > 0. One can find k1 ≥ 2 such that
∑k1−1
n=1 xn ≤ x + x1
and
∑k1
n=1 xn > x + x1. Let m be such that for every p > m we have xp <
xk1
k1−1
. Define σ(n) = xm+n for
n ∈ {1, . . . , k1 − 1}, σ(k1) = 1. Hence
x+ xk1 = x+ x1 + xk1 − x1 ≥
k1∑
n=1
xn − x1 >
k1∑
n=1
(xn − xσ(n)) ≥ x+ x1 − x1 − xk1 = x− xk1 .
Assume that we have defined σ(n) for n ∈ {1, . . . , r} for some r ≥ k1. Consider two cases:
(1) if
∑r
n=1(xn − xσ(n)) ≥ x, then let l ∈ N be such that xl = max{xk : k /∈ σ({1, . . . , r})}; we put
σ(r + 1) = l.
(2) if
∑r
n=1(xn − xσ(n)) < x, then denote α = x−
∑r
n=1(xn − xσ(n)) > 0. One can find k2 ≥ 1 such that∑r+k2−1
n=r+1 xn ≤ α and
∑r+k2
n=r+1 xn > α. Put δ =
∑r+k2
n=r+1 xn − α > 0. We put σ(r + 1) = min{n : n /∈
σ({1, . . . , r}), xn < min{
δ
k2
, xr+1, xr+2, . . . , xr+k2}}.
We continue the construction by induction. Note that each of the conditions (1) and (2) will appear infinitely
many times during this construction. Indeed, note that |
∑p
n=1(xn − xσ(n)) − x| ≥ |
∑p+1
n=1(xn − xσ(n))− x| if
in steps p and p+1 the same condition ((1) or (2)) is fulfilled. On the other hand if between steps p and p+1
the condition changes (from (1) to (2) or vice-versa), then |
∑p+1
n=1(xn − xσ(n)) − x| ≤ |xp+1 − xσ(p+1)|. Since
limn→∞ xn = limn→∞ xσ(n) = 0, then
∑∞
n=1(xn − xσ(n)) = x.

Remark 3.7. Proposition 3.6 is a generalization and strengthening of the Riemann Theorem. Let
∑∞
n=1 xn
be a conditionally convergent series with a limit y. To obtain
∑∞
n=1 xσ(n) = x for a given x ∈ R we define σ
as follows: if x < y, then by Proposition 3.6 there exists σ with supp(σ) ⊂ {n : xn > 0} such that
y − x =
∞∑
n=1
(xn − xσ(n)) =
∞∑
n=1
xn −
∞∑
n=1
xσ(n) = y −
∞∑
n=1
xσ(n).
Otherwise we use Proposition 3.6 to find an appropriate σ with supp(σ) ⊂ {n : xn < 0}.
Remark 3.8. Note that if
∑∞
n=1 xn satisfies the assumption of Proposition 3.6 and the terms tend monotonously
to 0, then for any σ ∈ S∞ we have
∑∞
n=1(xn − xσ(n)) ≥ 0. Indeed, since the terms are non-increasing for
every k ∈ N, we have sup{
∑k
n=1 xσ(n) : σ ∈ S∞} =
∑k
n=1 xn. Thus, for every k ∈ N and σ ∈ S∞ we get∑k
n=1 xn −
∑k
n=1 xσ(n) ≥ 0. Hence by Proposition 3.6 we get the equality {
∑∞
n=1(xn − xσ(n)) : σ ∈ S∞} =
[0,∞).
Note that the additional assumption of monotonous convergence to 0 for the terms of series is not just the
case of taking subseries. Indeed the following example shows that there exists a divergent series
∑∞
n=1 xn of
positive terms with limn→∞ xn = 0 such that each of its subseries with non-increasing terms is convergent.
Example 3.9. Let (xn) = (
1
2 ,
1
4 ,
1
3 ,
1
8 ,
1
7 ,
1
6 ,
1
5 ,
1
16 ,
1
15 ,
1
14 ,
1
13 ,
1
12 ,
1
11 ,
1
10 ,
1
9 ,
1
32 , . . .).
Hence
∑∞
n=1 xn =
∑∞
n=1
1
n
= ∞. Moreover for any subseries
∑∞
n=1 xkn of non-increasing terms we have∑∞
n=1 xkn ≤
1
2 +
1
3 +
1
5 +
1
9 +
1
17 + . . . =
∑∞
n=0
1
2n+1 <∞.
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Corollary 3.10. Fix a ≤ 0 . Then there exists a divergent series of positive terms
∑∞
n=1 xn such that
{
∑∞
n=1(xn − xσ(n)) : σ ∈ S∞} = [a,∞).
Proof. We need to construct a series
∑∞
n=1 xn, which satisfies two conditions:
(i) for every σ ∈ S∞ we have
∑∞
n=1(xn − xσ(n)) ≥ a.
(ii) for any x ≥ a there exists σ ∈ S∞ such that
∑∞
n=1(xn − xσ(n)) = x;
Let
∑∞
n=1 yn be a divergent series of positive, non-increasing terms. By Proposition 3.6 let τ ∈ S∞ be such that∑∞
n=1(yn − yτ(n)) = −a. Let us consider
∑∞
n=1 xn with xn = yτ(n) for each n ∈ N. By Remark 3.8 we know
that for any σ ∈ S∞ we have
∑∞
n=1(yn − xσ(n)) ≥ 0, so
∑∞
n=1(xn − xσ(n)) =
∑∞
n=1(xn − yn + yn − xσ(n)) ≥ a.
Hence we obtain (i).
Fix x = a + b for some b ≥ 0. By Proposition 3.6, we can find π ∈ S∞ such that
∑∞
n=1(yn − ypi(n)) = b. Let
σ = τ−1(π). Thus
∑∞
n=1(xn−xσ(n)) =
∑∞
n=1(xn−yn+yn−xτ−1(pi)(n)) =
∑∞
n=1(xn−yn+yn−ypi(n)) = a+ b,
which gives us (ii). 
Proposition 3.11. Let
∑∞
n=1 xn be a divergent series of positive terms such that limn→∞ xn = 0 and let
S = {
∑∞
n=1(xn − xσ(n)) : σ ∈ S∞}. If b ∈ S, then [b,∞) ⊂ S.
Proof. Let b ∈ S, b =
∑∞
n=1(xn − xσ(n)). Fix y ∈ [b,∞) and denote x = y − b ≥ 0. From Proposition 3.6
applied to
∑∞
n=1 xσ(n) one can find τ ∈ S∞ such that
∑∞
n=1(xσ(n) − xτ(σ(n))) = x. Hence
∞∑
n=1
(xn − xτ(σ(n))) =
∞∑
n=1
(xn − xσ(n)) +
∞∑
n=1
(xσ(n) − xτ(σ(n))) = b+ x = y

Proposition 3.12. There exists a divergent series of positive terms
∑∞
n=1 yn such that limn→∞ yn = 0, for
which S = {
∑∞
n=1(yn − yτ(n)) : τ ∈ S∞} = R.
Proof. Let
∑∞
n=1 xn be a divergent series of positive terms such that limn→∞ xn = 0. Let A1 ⊂ N be such
that
∑
n∈A1
xn = ∞ =
∑
n∈N\A1
xn. By Proposition 3.6 let σ1 ∈ S∞ with supp(σ1) = A1 be such that∑∞
n=1(xn − xσ1(n)) = 1. We construct inductively a sequence (Ak) of subsets of N such that Ak+1 ⊂ N \ Ak
and
∑
n∈Ak
xn =∞ =
∑
n∈N\∪kp=1Ap
for each k ∈ N and a sequence (σk) ⊂ S∞ with supp(σk) = Ak such that∑∞
n=1(xn − xσk(n)) =
1
k
for each k ∈ N. Let σ ∈ S∞ be given by σ(n) = σk(n) iff n ∈ Ak and σ(n) = n for
n ∈ N \
⋃∞
k=1 Ak. Define yn = xσ(n). Fix y < 0 such that y = −
∑
k∈A
1
k
for a finite set of indices A. Let us
define τ ∈ S∞ by the formula τ(n) = σ
−1(n) for n ∈
⋃
k∈A Ak and τ(n) = n for n ∈ N \
⋃
k∈AAk. Hence
∞∑
n=1
(yn − yτ(n)) =
∑
n∈
⋃
k∈A
Ak
(yn − yτ(n)) =
∑
k∈A
∑
n∈Ak
(yn − yτ(n)) =
∑
k∈A
∑
n∈Ak
(xσk(n) − xn) = −
∑
k∈A
1
k
= y
Hence S ⊃ {−
∑
n∈A
1
n
: |A| < ∞}. Fix z ∈ R. Then there exists r ∈ N such that z ≥ −
∑r
n=1
1
n
. Since
−
∑r
n=1
1
n
∈ S, by Proposition 3.11, we obtain that z ∈ S. Hence S = R. 
Corollary 3.13. Let
∑∞
n=1 xn be a divergent series of positive terms such that limn→∞ xn = 0. Then the set
S = {
∑∞
n=1(xn − xσ(n)) : σ ∈ S∞} is either R or a halfline, bounded from below.
Proof. Combine Propositions 3.11 and 3.12. 
Theorem 3.14. Let
∑∞
n=1 xn be a conditionally convergent series of reals and I be an ideal. Then:
(1) SRI(xn) = {
∑∞
n=1 xn} if and only if for every A ∈ I we have
∑
n∈A |xn| <∞;
(2) SRI(xn) = R if there exists A ∈ I such that
∑
n∈A x
+
n =
∑
n∈A x
−
n = ∞, where x
+ = max{x, 0},
x− = max{−x, 0} for every x ∈ R;
(3) SRI(xn) ⊃ (−∞,
∑∞
n=1 xn] if there exists A ∈ I such that
∑
n∈A x
+
n = ∞ and for every A ∈ I such
that
∑
n∈A x
+
n =∞ we have
∑
n∈A x
−
n <∞;
(4) SRI(xn) ⊃ [
∑∞
n=1 xn,∞) if there exists B ∈ I such that
∑
n∈B x
−
n =∞ and for every B ∈ I such that∑
n∈B x
−
n =∞ we have
∑
n∈B x
+
n <∞.
Note that for each conditionally convergent series exactly one of the four conditions imposed on the series above
holds. Indeed if (1) holds then neither (2) nor (3) nor (4) hold. If (3) or (4) hold then (2) does not hold and
vice-versa. Moreover if we suppose that (3) and (4) are both satisfied and A ∈ I and B ∈ I are such that∑
n∈A x
+
n =∞ and
∑
n∈B x
−
n =∞, then A ∪B ∈ I and
∑
n∈A∪B x
+
n =
∑
n∈A∪B x
−
n =∞, so (2) holds, which
gives us a contradiction.
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Proof. Proofs of (1) and (2) are obvious.
Let us assume that a conditionally convergent series
∑∞
n=1 xn satisfies (3). Let A ∈ I be such that
∑
n∈A x
+
n =
∞. By simply taking the subset of A we may assume that the series
∑
n∈A x
+
n has positive terms, that is
x+n = xn. Fix y ∈ (−∞,
∑∞
n=1 xn]. We use Proposition 3.6 for x =
∑∞
n=1 xn − y ≥ 0. Let σ be such that∑
n∈A(xn − xσ(n)) = x. Define τ(n) = σ(n) for n ∈ A and τ(n) = n for n ∈ N \ A. Thus
∑∞
n=1 xτ(n) =∑∞
n=1 xn + y −
∑∞
n=1 xn = y.
The proof of (4) is very simillar to (3). 
Remark 3.15. Note that the implication (2) in Theorem 3.14 cannot be reversed. Indeed, by Proposition 3.12
we get that the equality SRI(xn) = R can hold when the assumptions of (3) or (4) are satisfied.
4. Complexity of ideally supported achievement sets
Let us start from presenting the following examples.
Example 4.1. Let xn =
2
3n for n ∈ N and I = Fin. Note that Fin is an Fσ-set, which is not a Gδ-set. Since
f is a homeomorphism, we obtain that also AFin(xn) is an Fσ-set, which is not a Gδ-set. Moreover for any
J ⊃ Fin we know that J is not a Gδ, so AJ(xn) is not a Gδ.
Example 4.2. Let xn =
2
3n for n ∈ N and I = Id. In [10] the authors proved that Id is an Fσδ-set, which is
not a Gδσ-set. Hence AId(xn) is an Fσδ-set, which is not a Gδσ-set.
Theorem 4.3. Let Id be a ideal of statistical density zero. Then AId(
1
2n ) is a null subset of [0, 1] = A(
1
2n ).
Proof. Indeed by the Borel’s Theorem on Normal Numbers the set F = {
∑
n∈B
1
2n : limn→∞
B∩{1,...,n}
n
= 12}
has Lebesgue measure 1, for the proof see [24]. Suppose that there exists x ∈ F ∩ AId(xn). Then there exists
A ∈ Id and B with limn→∞
B∩{1,...,n}
n
= 12 such that x =
∑
n∈A
1
2n =
∑
n∈B
1
2n . Clearly B /∈ Id, so A 6= B.
Observe that almost every point x ∈ [0, 1] has a unique representation by the set E of those indices n, such
that x =
∑
n∈E
1
2n . Hence x =
m
2k for some k ∈ N and m ∈ {1, . . . , 2
k}. It implies that A ⊂ {1, . . . , k + 1},
which gives us the inclusion B ⊃ {k+2, k+3, . . .}. Thus limn→∞
B∩{1,...,n}
n
= 1, which yields a contradiction.
Thus F ∩ AId(xn) = ∅. Since λ(F ) = 1, we get that AId(xn) is null. 
Examples 4.1 and 4.2 recall that if a series’ associated function f is a homeomorphism, then ideal achievement
sets are usually of a high Borel class. Now we will show the opposite of that fact, namely if f is not an injection,
then we can have more regular ideal achievement sets. In particular for I 6= Fin we can obtain that f(I) is a
compact set up to some finite set, see 4.7, and if I is not maximal then f(I) can even be an open set, see 4.9.
We have the following inclusions AFin(xn) ⊂ AI(xn) ⊂ A(xn). Now we will study if these inclusions have
to be strict or not. The simple observation shows that if (xn) ∈ c00 then AFin(xn) = A(xn). Moreover if
infinitely many of terms of our series are equal to zero and {n : xn 6= 0} ∈ I, then AI(xn) = A(xn).
Proposition 4.4. Let I 6= Fin be an ideal and (xn) ∈ ℓ∗1 . Then AFin(xn) is a strict subset of AI(xn).
Proof. Note that AFin(xn) = {
∑
n∈A xn : A ∈ Fin} = {
∑k
n=1 εnxn : (εn)
k
n=1 ∈ {0, 1}
k, k ∈ N} and hence
it is countable. Since (xn) ∈ ℓ
∗
1 then one can find a subsequence (mn)
∞
n=1 ∈ I such that |xmn+1 | <
|xmn |
2
for each n ∈ N. Note that {0, 1}N ∋ (δn) →
∑∞
n=1 δnxmn is one-to-one, so AI(xn) is uncountable. Hence
AFin(xn) 6= AI(xn). 
Proposition 4.5. For every (xn) ∈ ℓ∗1, there exists an ideal I 6= Fin such that AI(xn) is meager and null.
Proof. Let (xn) ∈ ℓ
∗
1. Then for I = B + Fin, where B = {mn : n ∈ N} is defined as in 4.4, we get
that AI(xn) is a subset of an algebraic sum of AFin(xn) and a set which is homeomorphic to the Cantor
set. Since AFin(xn) is countable we get that AI(xn) is meager. Moreover if we take (mn)
∞
n=1 ∈ I with
|xmn+1 | <
|xmn |
3 for each n ∈ N, then by the formula given in [3] we have µ(A(xmn)) = limk→∞ 2
krk. Note
that rk =
∑∞
n=k+1 xmn ≤
∑∞
n=k+1 |xmn | ≤ |xmk+1 |
∑∞
n=0 3
−n ≤ 32 |xm1 |3
−k. Hence µ(A(xmn)) = 0. Thus
µ(AI(xn)) = 0. 
Proposition 4.6. Let I be an ideal and (xn) ∈ ℓ∗1. Then AI(xn) is a strict subset of A(xn).
Proof. Let A = {n : xn > 0}, then N \ A = {n : xn < 0}. Put x =
∑
n∈A xn, y =
∑
n∈N\A xn. Then x, y are
obtained in the unique way presented above and x, y ∈ A(xn). Suppose that x, y ∈ AI(xn). Thus A ∈ I and
N \A ∈ I, which gives us contradiction. 
Note that for a convergent series
∑∞
n=1 xn the set AFin(xn) is a dense, countable subset of A(xn). Hence
AI(xn) is also a dense subset of A(xn) for each I ⊃ Fin.
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Theorem 4.7. Let I be an ideal which is not equal to Fin. Then there exists a sequence (xn) ∈ ℓ∗1 such that
A(xn) \AI(xn) is a singleton.
Proof. Without losing generality assume that x > 0. Let A = {a1 < a2 < . . .} ∈ I and a0 = 0, ai+1 > ai + 1
for i ∈ N0. Define xa2n−1 =
x
2n+1 and xa2n = −
x
2n+1 for n ∈ N. Moreover let xn =
x
2i+2(ai+1−ai−1)
if
n ∈ {ai + 1, . . . , ai+1 − 1} for every i ∈ N0. Note that (xn) ∈ ℓ∗1 and it satisfies the following equalities∑ai+1−1
k=ai+1
xk =
x
2i+2 for every i ∈ N0. By the construction of (xn) we get AI(xn) ⊃ [−
x
2 ,
x
2 ]. Moreover
A(xn) = [−
x
2 , x]. Fix z ∈ (
x
2 , x). Since
∑
n∈N\A xn =
x
2 one can find a finite set D ⊂ N \ A such that
x
2 >
∑
n∈D xn > z −
x
2 > 0. Let E ⊂ A be such that
∑
n∈E xn = z −
∑
n∈D xn. Put F = D ∪ E. Since
D ∈ I and E ∈ I we get that F ∈ I. Note that z =
∑
n∈F xn, so z ∈ AI(xn). Moreover x =
∑
n∈N\(a2n)∞n=1
xn
is obtained in only that way. Since (a2n)
∞
n=1 ⊂ (an)
∞
n=1 and (an)
∞
n=1 ∈ I we get that (a2n)
∞
n=1 ∈ I. Hence
N \ (a2n)∞n=1 /∈ I, so x ∈ A(xn) \AI(xn). 
Remark 4.8. Note that by Proposition 4.6, the point x from Theorem 4.7 has to be either maxA(xn) or
minA(xn). The proof of Theorem 4.7 shows that it is possible to obtain A(xn) \AI(xn) = maxA(xn).
Theorem 4.9. Let I be an ideal which covers and is not equal to Fin. The following assertions are equivalent:
(1) there exists a sequence (xn) ∈ ℓ∗1 such that AI(xn) is open
(2) I is not maximal
Proof. ⇒. Suppose that (xn) ∈ ℓ∗1 is such that AI(xn) is open and I is maximal. Let A = {n : xn > 0}. If
A = ∅ or A = N then 0 ∈ AI(xn) and AI(xn)∩ (0,∞) = ∅ or AI(xn)∩ (−∞, 0) = ∅ respectively. Hence AI(xn)
is not open. Assume that ∅ 6= A 6= N. Then A ∈ I or N \A ∈ I. Without loss of generality assume that A ∈ I
and fix x =
∑
n∈A xn. Then x ∈ AI(xn) and AI(xn) ∩ (x,∞) = ∅, so AI(xn) is not open. If N \ A ∈ I, then
by a simillar reasoning we get that AI(xn) is not open, which gives us contradiction.
⇐. Assume that I is not maximal. Let A ⊂ N be such that A /∈ I and B = N \ A /∈ I. Let C ∈ I \ Fin.
Then A ∩ C is infinite or B ∩ C is infinite. Without loss of generality assume that D = A ∩ C is infinite.
Since D ⊂ C we have D ∈ I and E = A \ C /∈ I. Denote B = {b1 < b2 < . . .}, D = {d1 < d2 < . . .},
E = {e1 < e2 < . . .}. Define xdn =
1
2n , xbn = −
1
2n , xen =
1
2n for every n ∈ N. We have A(xn) = [−1, 2]. Since
D ∈ I we get AI(xn) ⊃ {
∑
n∈F xn : F ⊂ D} = [0, 1]. Fix x ∈ (1, 2). One can find finite subset G of E such
that 1 >
∑
n∈G xn > x − 1. There exists H ⊂ D such that
∑
n∈G xn +
∑
n∈H xn =
∑
n∈G∪H xn = x. Since
H ∈ I and G ∈ I we have G∪H ∈ I, so x ∈ AI(xn). Hence AI(xn) ⊃ (1, 2). In the simillar way we prove that
AI(xn) ⊃ (−1, 0). We get AI(xn) ⊃ (−1, 2). Observe that
∑
n∈W xn = 2 if and only if W = D ∪ E = A /∈ I
and
∑
n∈U xn = −1 if and only if U = B /∈ I. Hence 2 /∈ AI(xn) and −1 /∈ AI(xn), so AI(xn) = (−1, 2). 
A simple modification of the series defined in 4.9 shows that if AI(xn) is an open subset of A(xn), then
AI(xn) does not have to be the interior of A(xn).
Example 4.10. Let I be an ideal, which is not maximal and (xn) be the sequence defined in the second part
of 4.9. Define yn+1 = xn for every n ∈ N and y1 = 3. Then A(yn) = [−1, 5] and AI(yn) = (−1, 2) ∪ (2, 5).
Remark 4.11. Let xn =
1
2n for each n ∈ N and I be maximal. Then AI(xn) is a non-measurable set, which
does not satisfy the Baire property. In particular, it means that AI(xn) is not a Borel set.
The next theorem shows how different the properties of continuous functions are from those of homeomor-
phisms.
Example 4.12. One can construct a continuous function with a domain, which is non-measurable, without
Baire’s property and an open image.
Proof. Let I1 and I2 be maximal ideals on 2N−1 and 2N respectively. Let us define I = {A ⊂ N : A∩2N−1 ∈
I1, A ∩ 2N ∈ I2}. Then : 2N− 1 /∈ I and 2N /∈ I, so I is not maximal. Since {0, 1}N = {0, 1}2N−1 × {0, 1}2N
we may view I as a product I1 × I2. Thus I neither has Baire property (by the Kuratowski–Ulam Theorem
[14, 8.41]) nor is measurable (by the Fubini Theorem). We construct (xn) in the same way as in 4.9. Thus
f : I → R defined as f : {0, 1}N ⊃ χA →
∑
n∈A xn completes the proof. 
We introduce the following definition
Definition 4.13. Let I be an ideal which is not dense and let A be such that |A| = ∞ and for every B ⊂ A,
B ∈ I we have B ∈ Fin. We say that I has supset property if there exists C ⊃ A such that for every D ⊂ C,
D ∈ I we have D ∈ Fin and N \ C ∈ I.
Note that if I 6= Fin, I ⊃ Fin then N \ C /∈ Fin.
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Example 4.14. Let |E| =∞, |N \ E| =∞ and I = E + Fin. We will use the notation of 4.13.
Note that A satisfies the assumptions of 4.13 if and only if A ∩ E ∈ Fin. Hence I is not dense. Put
C = A∩E ∪ (N\E). Then for every D ⊂ C, D ∈ I we have D∩E ∈ Fin and D∩ (N\E) ∈ Fin, so D ∈ Fin.
Note that N \ C ⊂ E, so N \ C ∈ I. Hence I has the supset property.
Theorem 4.15. Let I be an ideal which has the supset property. Assume that C satisfies the assumptions of
4.13. Then there exists (xn) ∈ ℓ∗1 such that A(xn) is an interval and AI(xn) is meager and null.
Proof. Denote C = {c1 < c2 < . . .}, N \ C = {d1 < d2 < . . .}. Define xci =
1
2i , xdi =
2
3i for i ∈ N. Note that
A(xci ) = [0, 1] and A(xdi) is the ternary Cantor set. Hence A(xn) = [0, 2]. Moreover AI(xn) = {
∑
n∈F xn :
F ∈ I} = {
∑
n∈G∪H xn : G ∈ Fin ∩ C,H ⊂ N \ C} = A + B, where A = {
∑k
n=1
εn
2n : (εn) ∈ {0, 1}
k, k ∈ N}
is the set of all dyadic numbers from interval [0, 1) and B is the ternary Cantor set. Hence AI(xn) is a null,
meager and dense subset of [0, 2] as a countable union of nowhere dense, null sets. 
Theorem 4.16. For every ideal I, which is meager and null, the achievement set AI(
1
2n ) is a meager and null
subset of [0, 1] = A( 12n ). In particular the above holds for Borel ideals.
Proof. As we mentioned in the Background Section, the function f(χA) =
∑
n∈A
1
2n , f : {0, 1}
N → [0, 1]
preserves meager and null sets. Since a Borel ideal I is meager and null, so is AI(
1
2n ) = f(I). 
Theorem 4.17. Assume that I is maximal. If A(xn) is nonmeager, then AI(xn) is nonmeager. If λ
∗(A(xn)) >
0 and AI(xn) is measurable, then λ
∗(AI(xn)) > 0, where λ
∗ is the outer Lebesgue measure.
Proof. Let A(xn) be nonmeager. Denote B = [0,
1
2
∑∞
n=1 xn) ∩ AI(xn). If B is nonmeager, then AI(xn) ⊃ B
is also nonmeager. Suppose that B is meager. Since 12
∑∞
n=1 xn is a point of reflection of A(xn), we get that
C = [0, 12
∑∞
n=1 xn) ∩ A(xn) is nonmeager, so C \ B is also nonmeager. Fix x ∈ C \ B. Then x ∈ A(xn) and
x /∈ AI(xn). Thus x =
∑
n∈A xn for some A /∈ I. Hence
∑∞
n=1 xn−x =
∑
n∈N\A xn ∈ AI(xn). We showed that∑∞
n=1 xn − (C \B) ⊂ AI(xn). Note that
∑∞
n=1 xn − (C \B) is nonmeager, so AI(xn) is nonmeager. Observe
that if we replace the properties of the defined sets of being nonmeager and meager with being nonnull and
null, respectively, then the statement also holds. 
Corollary 4.18. Assume that I is maximal and A = {x ∈ A(xn) : x =
∑∞
n=1 εnxn for the unique sequence(εn)}
is comeager in A(xn). Then AI(xn) cannot be comeager in A(xn).
Proof. Suppose that AI(xn) is comeager in A(xn). Then A ∩ AI(xn) is comeager in A(xn). Since B =
A ∩AI(xn)∩ [0,
1
2
∑∞
n=1 xn) is comeager in A(xn) ∩ [0,
1
2
∑∞
n=1 xn) we get (
∑∞
n=1 xn −B)∩AI(xn) is meager.
Note that AI(xn) ∩ (
1
2
∑∞
n=1 xn,
∑∞
n=1 xn) ⊂ ((
∑∞
n=1 xn − B) ∩ AI(xn)) ∪ (N \ A), so AI(xn) is meager in
(12
∑∞
n=1 xn,
∑∞
n=1 xn), which gives a contradiction. 
5. Symmetrization of ideal achievement sets
The achievement set A(xn) is symmetric, while its ideal counterpart AI(xn) lacks symmetry. To fix the
symmetry we add to AI(xn) its filter counterpart AFI (xn). Simply observations shows that if x =
∑
n∈A xn for
some A ∈ I then
∑∞
n=1 xn − x =
∑
n∈N\A xn ∈ AFI (xn) and vice versa. Hence AFI (xn) =
∑∞
n=1 xn −AI(xn).
It is clear that AI(xn) ∩ AFI (xn) and AI(xn) ∪ AFI (xn) are symmetric with a point of reflection
1
2
∑∞
n=1 xn.
Moreover if I is maximal, then AI(xn) ∪ AFI (xn) = A(xn). Moreover if every point of A(xn) is obtained
uniquely, then AI(xn) ∩ AFI (xn) = ∅.
Proposition 5.1. Let I be an ideal. Then AI(xn) ∩ AFI (xn) ⊂ A(xn) \ {maxA(xn),minA(xn)}.
Proof. By Proposition 4.6 we obtain that AI(xn) ⊂ A(xn) \ {maxA(xn)} or AI(xn) ⊂ A(xn) \ {minA(xn)}.
Since AFI (xn) =
∑∞
n=1 xn−AI(xn) we get AFI (xn) ⊂ A(xn)\{minA(xn)} or AFI (xn) ⊂ A(xn)\{maxA(xn)}
respectively. 
Example 5.2. Let (xn) be the sequence defined in the proof of Theorem 4.9, then AI(xn) = [−1, 2] and
AI(xn) = (−1, 2). Hence AFI (xn) = (−1, 2), so AI(xn) ∩ AFI (xn) = A(xn) \ {maxA(xn),minA(xn)}.
Example 5.3. Let (xn) be the sequence defined in the proof of Theorem 4.7, then AI(xn)∩AFI (xn) = A(xn)\
{maxA(xn),minA(xn)} and AI(xn) 6= AFI (xn). Note that AI(xn) ∪ AFI (xn) = A(xn) despite of I does not
need to be maximal.
Now we consider the case when AI(xn) ∩AFI (xn) is a singleton.
Proposition 5.4. Assume that AI(xn) ∩ AFI (xn) = {x}. Then
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(1) x = 12
∑∞
n=1 xn
(2) if x =
∑
n∈A xn =
∑
n∈N\B xn for A,B ∈ I then A = B
(3) if x =
∑
n∈A xn =
∑
n∈B xn for A,B ∈ I then A = B
Proof. (1) Since AFI (xn) =
∑∞
n=1 xn −AI(xn), it is clear that x =
1
2
∑∞
n=1 xn.
(2) Let x =
∑
n∈A xn =
∑
n∈N\B xn for some A,B ∈ I. If there exists k ∈ A ∩ (N \ B), then x −
xk =
∑
n∈A\{k} xn and x − xk =
∑
n∈N\(B∪{k} xn, so x − xk ∈ AI(xn) ∩ AFI (xn), which gives us a
contradiction. Hence A ∩ (N \ B) = ∅. If there exists k /∈ A ∪ (N \ B), then x + xk =
∑
n∈A∪{k} xn
and x + xk =
∑
n∈N\B∪{k} xn, so x + xk ∈ AI(xn) ∩ AFI (xn), which yields a contradiction. Hence
A ∪ (N \B) = N. We proved that N \B is a complement of A, so A = B.
(3) Assume that x =
∑
n∈A xn =
∑
n∈B xn =
∑
n∈N\A xn =
∑
n∈N\B xn and A 6= B. Then
∑
n∈A∪B xn =∑
n∈A xn +
∑
n∈A xn −
∑
n∈A∩B xn =
∑∞
n=1 xn −
∑
n∈A∩B xn. Since
∑
n∈A∩B xn ∈ AI(xn), we get∑
n∈A∪B xn ∈ AFI (xn). Since A∪B ∈ I, by using the same reasoning we obtain
∑
n∈A∩B xn ∈ AFI (xn).
Hence
∑
n∈A∩B xn ∈ AI(xn) ∩ AFI (xn) and
∑
n∈A∪B xn ∈ AI(xn) ∩ AFI (xn). Thus
∑
n∈A∪B xn =∑
n∈A∩B xn = x. Therefore
∑
n∈A\B xn =
∑
n∈B\A xn = 0. Since A 6= B, we know that A \B 6= ∅ or
B \ A 6= ∅. Assume that there exists k ∈ B \ A. Let C = A ∩ B ∪ {k} ∈ I, then
∑
n∈C xn = x + xk.
Let D = (N \ (A ∪B)) ∪ {k} ∈ FI , then
∑
n∈D xn = x+ xk. Hence x+ xk ∈ AI(xn) ∩AFI (xn), which
gives a contradiction. Hence B \A = ∅ and in the same way we prove A \B = ∅. Thus A = B.

Example 5.5. There exists a sequence (xn) such that for each ideal I we have that AI(xn) ∩ AFI (xn) is a
singleton.
Proof. Define x1 = 1, xn+1 =
2
3n for n ∈ N. Note that A(xn) = C ∪ (1+C), where C is the ternary Cantor set.
Let I be an ideal. Since 1 = x1 =
∑∞
n=2 xn, we get 1 ∈ AI(xn) ∩ AFI (xn). Fix x 6= 1. There exists a unique
set A ⊂ N such that x =
∑
n∈A xn. Assume that x ∈ AI(xn) ∩ AFI (xn). Thus A ∈ I and A ∈ FI , which gives
a contradiction. Hence AI(xn) ∩ AFI (xn) = {1}. 
6. Injectivity of the associated function
Here we consider when the equality AI(xn) = AJ(xn) holds for two distinct ideals I 6= J . Let us consider
an instructive example.
Example 6.1. Let x2n−1 =
1
2n , x2n =
1
2n for n ∈ N and I = 2N − 1 + Fin, J = 2N + Fin. Hence
AI(xn) = [0, 2) = AJ(xn). Note that I ∩ J = Fin.
Now let us consider two ideals I, J from which one is bigger that the other, that is I ⊂ J . We ask if
it is possible to obtain AI(xn) = AJ(xn). Note that in Theorem 4.7 we have constructed an ideal I about
which we only assumed that some sequence of indices (an) ∈ I, that is I = (an) + Fin and we obtained that
AI(xn) = A(xn) \ {x} for some x > 0. By Proposition 4.6 we get AJ(xn) = A(xn) \ {x} for any J ⊃ I. The
idea of Theorem 4.7 was to construct for an ideal I the series for which AI(xn) is ”big”. In this chapter we
reverse this dependence, that is we solve the problem when for a series we can find two distinct ideals I, J such
that AI(xn) = AJ (xn). Clearly the series cannot be quickly convergent, since then for I 6= J we always have
AI(xn) 6= AJ(xn).
Theorem 6.2. Let
∑∞
n=1 xn be an absolutely convergent series. Let us consider the following conditions:
(1) f is injective;
(2) for every ideals I 6= J we have AI(xn) 6= AJ (xn);
(3) for every ideals I ( J we have AI(xn) ( AJ (xn).
Then the condition (1) implies (2) and the condition (2) implies (3).
Proof. Proofs of both implications are clear. 
All three conditions look quite simillar, however none of the implications in Theorem 6.2 can be reversed,
which is showed by the following examples.
Example 6.3. Let us consider xn =
1
2n . It is clear that f is not injective, since each dyadic number is obtained
for two sets of indices. Hence the condition (1) from Proposition 6.2 is not satisfied. We will show that the
condition (2) is satisfied. Fix two ideals I 6= J . Let A ∈ J \ I (if J ( I we simply take A ∈ I \ J). It is clear
that A is infinite since it is not an element of ideal I and A is not cofinite since it is an element of ideal J .
Suppose that there exists B ∈ I such that x =
∑
n∈A xn =
∑
n∈B xn. But it is possible only when x is a dyadic
number, so A is finite or cofinite and we get contradiction. Hence x ∈ AJ (xn) \AI(xn), so
∑∞
n=1 xn satisfies
the condition (2) from Proposition 6.2.
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Example 6.4. Let (yn) satisfy the inequality yn > 2
∑∞
k=n+1 yk for each n ∈ N. We define x2n−1 = x2n = yn
for every n ∈ N. Then it is clear that AI(xn) = AJ (xn) for I = 2N− 1 + Fin and J = 2N+ Fin. Hence the
condition (2) from Proposition 6.2 is not satisfied for the series
∑∞
n=1 xn. Now let I ( J . Then there exists
A ∈ J \ I. Since |A| = ∞, we obtain that at least one of the sets A ∩ 2N− 1 or A ∩ 2N is infinite. Moreover
if both A ∩ 2N− 1 and A ∩ 2N are infinite, then at least one of them is not an element of the ideal I. Assume
that E = A ∩ 2N − 1 /∈ I. Fix x =
∑
n∈E xn ∈ AJ (xn). Suppose that AJ (xn) = AI(xn). Hence x ∈ AI(xn),
that is x =
∑
n∈F xn for some F ∈ I. Note that by the definition of (xn) we have x =
∑
n∈E+1 xn, then by
the condition yn > 2
∑∞
k=n+1 yk, we obtain that F ⊂ E ∪ (E + 1) and for every 2n− 1 ∈ E either 2n− 1 ∈ F
or 2n ∈ F . Moreover E \ F ∈ J \ I, so |E \ F | = ∞. Note that (E \ F ) + 1 = (E + 1) ∩ F ∈ I (in particular
if I is shift-invariant, that is B ∈ I if and only if B + 1 ∈ I, then we immediately get the contradiction, since
E \F /∈ I and (E \ F ) + 1 ∈ I). Define G = (E \ F )∪ ((E \F ) + 1), then G ∈ J \ I. Fix y =
∑
n∈G xn. Since
yn > 2
∑∞
k=n+1 yk, then the equality y =
∑
n∈H xn holds if and only if H = G. Hence y ∈ AJ(xn) \ AI(xn).
We proved that the series
∑∞
n=1 xn satisfies the condition (3) from Proposition 6.2.
Intersection of two ideals is also an ideal. The following proposition is connected with such ideal.
Proposition 6.5. Assume that I and J are ideals. Let
∑∞
n=1 xn be a series such that its associated function
f is injective. Then AI∩J(xn) = AI(xn) ∩ AJ (xn).
Proof. It is clear that AI∩J (xn) ⊂ AI(xn) ∩ AJ(xn). Let x ∈ AI(xn) ∩ AJ (xn). Then x =
∑
n∈A xn and
x =
∑
n∈B xn for some A ∈ I, B ∈ J . From the assumption we have A = B, so A ∈ I ∩ J . Hence
x ∈ AI∩J (xn). 
We can strengthen Proposition 6.5 by modifing its assumptions:
Proposition 6.6. Let
∑∞
n=1 xn be an absolutely convergent series. If the associated function f is injective on
W = {0, 1}N \{χA : |A| <∞ or |N\A| <∞}, then for every ideals I, J we have AI∩J(xn) = AI(xn)∩AJ (xn).
Proof. Let take two ideals I, J and fix x ∈ AI(xn) ∩ AJ(xn), that is x =
∑
n∈A xn =
∑
n∈B xn for A ∈ I and
B ∈ J . If A = B, then x ∈ AI∩J (xn). Suppose that A 6= B. Since A,B cannot be cofinite as elements of
ideals, we get A ∈ Fin ⊂ I ∩ J or B ∈ Fin ⊂ I ∩ J . Hence x ∈ AI∩J (xn). 
Example 6.7. Let xn =
1
2n for each n ∈ N. Since
∑∞
n=1 xn satisfies the assumptions of Proposition 6.6, we
obtain AI∩J(xn) = AI(xn) ∩ AJ (xn) for all ideals I, J .
7. Open problems
In Remark 4.11 for a maximal ideal we constructed a sequence for which AI(xn) does not have the Baire
property. In particular it means that AI(xn) is neither a meager nor a comeager set. Other examples lead us
to state the following:
Problem 7.1. Assume that AI(xn) has the Baire property. Is it true that AI(xn) is meager or comeager ?
Section 6 was dedicated to some equalities and inclusions connected with ideally supported achievement set.
We considered the following conditions:
(1) for all ideals I, J we have AI∩J(xn) = AI(xn) ∩ AJ (xn);
(2) for every ideals I 6= J we have AI(xn) 6= AJ (xn);
(3) for every ideals I ( J we have AI(xn) ( AJ (xn).
We showed that if the associated function f of the series
∑∞
n=1 xn is incjective, then all three above conditions
are satisfied. Moreover we presented examples, which show that the above implication cannot be reversed for
all three conditions.
Problem 7.2. Characterize classes of series, which satisfy the above conditions.
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