I. INTRODUCTION
The problem of impulsive noise suppression has been treated only sparingly in the communication literature. Moreover, most of the previous work in this area has been concerned with the minimization of the effect of this interference in digital communication systems [ 1 -5 3 . No detailed treatment of the effect of impulsive noise suppression on analog communication systems is available, though a few practical ad-hoc methods for suppressing the impulsive noise have been proposed . The commonly employed techniques for the suppression of impulsive noise are (a) hard limiting of the received signal [6, 71 and (b) noise blanking reception [81. A comprehensive experimental study of these techniques is available in these references. An analysis of a PLL phase demodulator in the presence of impulsive noise, when the PLL is preceded by a hard limiter has been reported by Ohlson [61 and Mengali [7] . Gosling [8] has proposed the use of noise blanking reception for the demodulation of ,amplitude modulated signals. No treatment of a configuration corresponding to the noise blanking reception of phase modulated signals is available.
In this paper we formulate the problem of optimum reception of an analog message received in the presence of impulsive noise in its complete generality and develop sub-optimum receivers using modern estimation theory techniques. It is proposed that a modified version of the noise blanking receiver is the natural framework for demodulation in the presence of impulsive noise. The detailed structure of the demodulators for the special cases of amplitude and phase modulated signals are derived and their performance reported.
The technique used for the derivation of the receiver structures is based on a state variable formulation of the problem. The use of state variable techniques to study the problems of optimum demodulation of analog signals received through additive and multiplicative noise channels was started by Van Trees [91 and Snyder [10J and continued by Tam et a1 [12J and Prasad and Mahalanabis [131. In this paper we introduce an indication process y(t) to indicate the presence of impulsive noise. As will become evident in the sequel, this allows us to make use of the results obtained for the problem of state estimation with interrupted observations [141 to obtain demodulator structures for the reception of analog signals received after transmission' through channels subject to impulsive noise interference. For convenience and ease of implementation, discrete time forms of the receivers are derived. Extension to the continuous time case can be carried out though not in a straightforward manner [151. A brief summary of the contents of the paper is given below.
An appropriate model for the communication system operating in impulsive noise environment is presented in Section I1 which also considers the formulation of the corresponding demodulation problem. Optimum receiver structures for amplitude and phase modulated signals are considered in Section I11 and Section IV respectively. Results of the simulation of the receivers proposed are presented in Section V. Derivation of the estimator for estimating the signal embedded in impulsive noise is carried out in the appendix. Fig. 1 shows the block diagram of the basic communication system to be considered here. The message process X(t) is an n-dimensional Gauss/Markov process which is assumed to be given by the differential equation,
FORMULATION OF THE PROBLEM
where F is the (nxn) system matrix, u(t) is an rn-vector, zero mean white Gaussian noise process with covariance matrix Q(t), and G is an (nxm) matrix. The output of the modulator is a scalar signal r(t) described by the relationship r(t) = h(X(t);1). The modulated signal after transmission through the channel is additively corrupted by a zero mean white Gaussian noise ~(t) of variance R and the impulsive noise which is represented by the term y(t) u b (t). In this representation, u b (t) is a high power noise process which for the sake of simplicity is assumed to be zero mean white Gaussian with variance R b (t) (%). The process ~(t) is called the indication process and is modeled as an uncorrelated binary sequence taking values 1 or 0 with known a priori probability. The occurrence of impulsive noise in the received signal is then indicated by y(t) taking the particular value 1. It is also assumed here that the processes u(t), u(t) and y(t) are mutually The received signal y(t) is discretized by the sampler which samples the continuous-time signal y(t) at a uniform rate so that the output of the sampler can be written as,
where T is the uniform sampling interval and the notation y(k) is used for the sampled value of y(t) at the k t" sampling instant t k = kT etc. The quantities u(k) and u b (k) are discrete white sequences with variance R and R b (tk) respectively. It is also assumed that y(k) is an uncorrelated binary sequence with (4) The sampled vector process X(k) can be shown to be the solution of the first order Gauss-Markov difference equation. (5) where u(k) is a white noise sequence with covariance and @(k + 1, k) is called the state transition matrix and is given by
The model assumed here for the impulsive noise is admittedly restrictive because of the Gaussian assumption for the noise term u b (t) which is actually non-Gaussian in nature. This has been done to simplify the analysis and therefore the receivers -derived here are sub-optimum for practical situations. Recently, Spaulding and Middleton [5] have proposed a new model for the impulsive noise term u b (t) whose density function is assumed to have a series representation in terms of a weighted sum of several Gaussian density functions, (they have further shown in the appendix in [51 that this can be approximated by just two appropriately weighted Gaussian terms). It is therefore simple to carry over the basic procedure outlined here to include the Spaulding-Middleton model of the impulsive noise.
The communication problem to be considered in the sequel is that of finding a minimum mean-squared error estimate X(k I k) of the message process X(k) from the received signal record:
III. AMPLITUDE MODULATION CASE
In this section we consider the problem of demodulation of double side band (DSB) amplitude modulated (AM) signals received in the presence of impulsive noise which occurs
exp
randomly in time. Such situations are commonly encountered for example, in mobile radio links [ 16J.
We consider the double side band demodulation problem first because of its simplicity and also because the estimation algorithm is exact under the assumption that the conditional probability density function p(X(k) I Y kl ) is Gaussian. In this case, the resulting scalar received signal model is
The resulting nonlinear estimator equations are summarized in Table I . The detailed derivation of the algofiithm is carried out in Appendix A. The demodulator output X(k I k) is given by
where p(1 I k) is the a posteriori probability of having impulsive noise present in the received signal and p(0 I k) its absence. The receiver structure suggested by the above equation is illustrated in Fig. 2 . Note that this receiver differs from the conventional receiver in that it has two branches each weighing the new information or the 'innovation sequence' according to the strength of the noise present in the-observations, as computed by the. a .poSteriori probab.ility computer. The demodulator suggested in [8J then becomes .a special case of this receiver where we arbitrarily set g b (k) = 0 and moreover we are able to perfectly detect the presence or absence of impulsive noise in the received signal. In Section V we present the performance results obtained via digital computer simulation for the case of scalar message model, which will illustrate the usefulness of the demodulator just proposed. 
(27) The estimator equations for this case can be easily obtained by first %xpanding h(X(k); k) by a 2nd order Taylor's series around X(k 1 k-1) [ll] and then following the steps of Appendix A. Without going into any further, details, we summarize the estimation algorithm in Table 11 . This algorithm is an approximate algorithm which is valid only under the assumption that the input SNR is sufficiently high prior to the instant at which the impulsive noise appears. From Table 11 , the output of the phase demodulator is,
The sub-optimum receiver structure as suggested by (22) is shown in Fig. 3 . As is to be expected the receiver is a PLL demodulator but again it has two gain elements. The new information regarding the signal is weighted according to the a posteriori probability of the noise strength. At this stage it is appropriate to mention that simulation studies have shown that it is better to make K b (k) = 0 (which in any case is quite small). The reason for this ad-hoc adjustment can be easily explained by the fact that when impulsive noise is present in the received signal, the input SNR generally drops to below the threshold level, the region in which the estimator structure is no longer valid, and the PLL starts skipping cycles. By substituting K b (k) = 0 during the presence of impulsive noise, we Fig. 3 Phase demodulator structure for reception in impulsive noise tend to neglect the information contained in the observations regarding the message signal. The message signal estimate then more or less depends on the previous estimates of the signal alone. This arrangement obviously results in a simplified receiver structure.
It is interesting to study the behavior of the PL,L demodulator in the presence of impulsive noise after it has achieved steady state. Looking at Eq. (28) (Table 11) for the error covariance, we see that it is coupled to the obse*ations not OAly because of nonlinear modulation (wKch can be neglected under high input SNR conditions) but als6 because the observation model has some uncertainty regarding the presence of impulsive noise. Therefore, in general, it will not be p.ossible to carry out any theoretical analysis beforehand. However, under the following two assumptions an approximate analysis may be carried out:
(i) Since the occurfence .of last noise impulse, the PLL has been operating for a sufficientiy long time to have attained steady state.
(ii) During the presence of impuhive noise no useful information may be derived from the observations regarding the signal.
Under these conditions it is now possible to calculate approximately the maximum time for which the impulsive noise may persist before throwing the PLL out of lock (also called the pull-out time). Let tk be the time instant at which the impulsive noise arrives. Then, 
+N,t)GQ(t)G<t>'(t k + N> t)dt.
(36) Superscript ' denotes transpose. Consider a simple case of stationary scalar message model given in terms of its power spectral density S,(w) which is assumed here to be the first order Butterworth. Therefore,
2aP
(37)
where a is the 3-dB cut off frequency in radiansls and P is the height of the spectrum. where, A = nC 2 /Ra, the input SNR in the 3-dB message bandwidth. The threshold is reached when P(tk +N I t k+ , N ) reaches the value 0.25/P 2 . Making these substitutions in (35) and (36) and solving for the pull-out time T b = (tk+N -tk), we get,
Equation (41) has been plotted in Fig. 4 for T b vs A for different values of the modulation index. As is to be expected, for higher input SNR the PLL demodulator can withstand impulsive noise for longer durations before reaching the threshold. This is because of the lower value of P,, attainable with higher input SNR. Dependence on 0 is explained by the fact that for larger 8, we are introducing a larger non-linearity in the system. This means that threshold phenomena will become prominent at low input SNR.
V. SIMULATION RESULTS
In this section we demonstrate the performance of amplitude and phase demodulators operating in the prbsence of impulsive noise, via digital computer simulations. We consider a scalar message model described by its power spectral density which is assumed to be 1st order Butterworth and is given by (37). The resulting discrete time message model is given by
For the case of amplitude modulation, synchronous demodulation is carried out by sampling the observations At instants tk given by,
This has the additional advantage that observations are now reduced to baseband, and the implementation is simplified. 
where the superscript i denotes the i th sample run and N is the total number of such independent runs. Fig. 6 illustrates the sample error variance P(k/k) and actual mean squared error F(k) for the AM case. Fig. 7 illustrates the signal estimate X(k/k) for the PM case. Fig. 8 shows the corresponding sample error variance P(k/k) and the actual mean-squared error E(k). For the DSB case the error variance rapidly returns to a smaller value after the disappearance of the impulsive noise. But for the PM case, it does not decrease so rapidly. In fact it may keep on increasing for sometime even after the impulsive noise has disappeared, before receding again to a smaller value. This is typical of nonlinear modulation schemes which exhibit threshold phenomena when the input SNR drops to a low value.
VI. CONCLUDING REMARKS
It is shown that convenient forms of demodulators for amplitude and phase modulated signals affected by impulsive noise can be developed on the basis of a state variable model. This requires that the occurrence of the impulsive noise be modeled through a binary variable having finite probability of occurrence of both the states. The results of the simulation study indicate the utility of the proposed receivers.
The basic approach outlined in the present paper can be extended suitably to include the case when the impulsive noise pdf is taken to consist of a weighted Gaussian sum, as suggested in [SI. The estimation algorithms however, for this case will be understandably more complex. Further it should be possible to improve the reception by introducing a time delay [13J. 
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