In this paper, we establish Schur-Weyl reciprocity for the q-analogue of the alternating group.
Introduction
The purpose of this study is to research Schur-Weyl reciprocity for the q-analogue of the alternating group. In our previous paper [10] , we established Schur-Weyl reciprocity between the Hecke algebra H Q(q),r (q) and the quantum super Lie algebra U σ q gl(m, n) . In that paper, we defined the q-permutation representation of H Q(q),r (q), and showed that the image of the q-permutation representation is the centralizer of the image of the vector representation of the quantum super Lie algebra U σ q gl(m, n) on the rth tensor product of a Z 2 -graded (m + n)-dimensional Q(q)-vector space V = V 0 ⊕V 1 . In this paper, we find out the centralizer of the q-analogue of the alternating group as the restriction of the q-permutation representation. When q = 1, Regev has already shown Schur-Weyl reciprocity for the alternating group in [12] . Hence our result is regarded as an extension of Regev's work.
Let q be an indeterminate and K = Q(q). Let (π r , V ⊗r ) be the q-permutation representation of H K,r (q) (definition of the q-permutation representation is at (4.1)) and (ρ r , V ⊗r ) the vector representation of U σ q gl(m, n) (definition of the vector representation is at (4.4)). We have proved in [10] that A q = π r H K,r (q) and B q = ρ r U σ q gl(m, n) are full centralizers of each other, namely:
B q = End Aq V ⊗r and A q = End Bq V ⊗r .
(1.1)
Let R 0 be a commutative domain which includes an invertible element q. We further assume that 2 and q + q −1 are invertible elements of R 0 . Then we can define the q-analogue of the alternating group H 1 R0,r (q) (see Definition 3.1 and Proposition 3.6) in H R0,r (q). In [9] , we defined the q-analogue of the alternating group as a subalgebra of Iwahori-Hecke algebra of type A and obtained defining relations (see Proposition 3.7) for the first time. In this paper, we show that H R0,r (q) is isomorphic to the Z 2 -crossed product which is obtained from the crossed system (H 1 R0,r (q), Z 2 , ψ 0 , α 0 ) (definition of ψ 0 and α 0 are at (3.2) and (3.3) respectively). From this theorem, we immediately obtain that dim K D q = 2 dim K B q . Moreover, we show Schur-Weyl reciprocity for H 1 K,r (q).
Theorem 5.8. End Cq V ⊗r = D q and End Dq V ⊗r = C q hold.
In the general case, the matter is more complicated, but we can find out to some extent if we exchange the base field from K to its algebraic closureK. LetŪ As a corollary, we obtain an anomalous phenomenon for non-super case as follows.
Corollary 6.2. Let n = 0. If m 2 < r, thenĀ q =C q and EndC qV ⊗r = EndĀ qV ⊗r .
The details of the decompositions ofĀ q andC q are described in section 6. We also obtain the similar result to 
Preliminaries
Let R be a commutative ring with 1 and G a group. In this section, we shall review the definition and some properties about G-crossed products. A full account about G-graded algebras and G-crossed products is given in [11] .
Definition 2.1 (G-graded algebra). An R-algebra A is said to be G-graded if there exist a family of R-submodules {A σ |σ∈G} of A indexed by elements of G which satisfies the following two conditions:
Moreover, A is said to be strongly G-graded when (G2) is replaced by the following condition:
We notice that if A = σ∈G A σ is a G-graded algebra, then A 1G (1 G means the identity element of G) is a subalgebra of A and 1 A ∈A 1G .
Definition 2.2 (G-crossed product).
A G-graded R-algebra A = ⊕ σ∈G A σ is said to be a G-crossed product if each A σ has an invertible element.
We notice that a G-crossed product is a strongly G-graded algebra. Indeed, if A is a G-crossed product, then for an invertible element u σ ∈A σ , u −1
Definition 2.3 (crossed system). Let A be an algebra and G a group. Suppose that there exist two maps ψ : G−→ Aut(A), (we denote ψ(σ)(a) by σ a for brevity), and
where A × is the multiplicative group of units of A 1 , which satisfy the relations:
is said to be a crossed system. ψ is called a weak action of G on A, and α is called a ψ-cocycle.
We denote by A ψ α [G] the free left A-module with the basis {u σ |σ∈G} and the following multiplication:
for a 1 , a 2 ∈A, σ, τ ∈G. When G is finite and a strongly G-graded algebra A = σ∈G A σ is finitely generated over R as modules, A is said to have a G-graded Clifford system {A σ |σ∈G} if A satisfies (C1).
(C1) For each σ∈G, there exists an invertible element a σ ∈A such that
It is clear that such a σ is in A σ . An exposition about group graded Clifford systems can be found in [1] , section 11C.
3 The q-analogue of the alternating group and its representation Let (W, S = {s 1 , . . . , s r }) be a Coxeter system of rank r. Let R 0 be a commutative domain with 1, and let q i (i = 1, . . . , r) be any invertible elements of R 0 such that q i = q j if s i is conjugate to s j in W . Further we assume that 2 and q i + q −1 i (i = 1, 2, . . . , r) are invertible elements of R 0 . The Iwahori-Hecke algebra H R0 (W, S) is an R 0 -algebra generated by {T si |s i ∈S} with the defining relations:
where m ij is the order of s i s j in W . We write T i = T si for brevity.
If (W, S) is of type A and of rank r−1, then W is isomorphic to the symmetric group S r . Furthermore, all the elements of S are conjugate to each other, hence we may assume q 1 = · · · = q r−1 = q. The Iwahori-
Hecke algebra H R0,r (q) = H R0 (W, S) of type A has the defining relations:
Letˆbe the Goldman involution. This is an involution on H R0,r (q) defined bŷ
Definition 3.1. We define H ±1 R0,r (q) to be the eigenspaces of H R0,r (q) corresponding to the eigenvalues ±1 ofˆrespectively.
We notice that H 1 R0,r (q) is a subalgebra of H R0,r (q). Let T ′ i (i = 1, 2, . . . , r − 1) be the elements of H R0,r (q) defined by
Then one can immediately checkT
. . , r) generate H R0,r (q) and satisfy the following defining relations:
Proof. From the equations Consider the following sets of monomials:
The following fact is well-known in the theory of the Iwahori-Hecke algebra. 
We derive from this fact that all monomials in T ′ i -normal form also constitute a basis of H R0,r (q).
. This map induces the R 0 -endomorphismf of H R0,r (q).f is an R 0 -isomorphism because the inverseḡ which is induced from the map g from {T
, are linearly independent and constitute a basis of H R0,r (q).
Let E r (respectively O r ) be the set of all monomials in T ′ i -normal form in H R0,r (q) which are products of even (respectively odd) numbers of T ′ i 's. Then the following holds.
Proof. The proof is done by induction on r. It is trivial for r = 2. Let M e . By induction,
! and hence we obtain the following
Now we characterize H 1 R0,r (q) as a q-analogue of the alternating group. 
R0,r (q) is the subalgebra which consists of all the products of even numbers of T
When we suppose that R 0 = C and take a limit q→1, H 1 C,r (1) is isomorphic to the group algebra C[A n ] of the alternating group A n .
Theorem 3.7 ([9]
). H 1 R0,r (q) is isomorphic to the R 0 -algebra which is generated by r − 2 elements X 1 , X 2 , . . . , X r−2 with the defining relations:
An isomorphism is given by
Next, we shall show that H R0,r (q) is a Z 2 -crossed product. Since T ′ i has an inverse as itself, we can readily see from Proposition 3.6 that H 
Let Z 2 = 1, −1 be a multiplicative group. We define two maps ψ 0 and α 0 to be
and
Then we have the following immediately. 
1)-(2.3).
Thus, we obtain a Z 2 -crossed product
, where ψ 0 and α 0 are given by (3.2) and (3.3) respectively.
Proof. Since both H R0,r (q) and H 
From (2.4) and (3.2) and (3.3), we can determine the multiplication law as follows.
where a 1 , a 2 ∈H 1 R0,r (q) and σ, τ ∈Z 2 . Therefore, we get four formulas in H R0,r (q)
which derive the conclusion that ι 0 is an isomorphism of R 0 -algebras.
We denote byK an algebraic closure of a field K. Let q be an indeterminate and K = Q(q). We shall show (split) semisimplicity of H 1K ,r (q) and the branching rule from HK ,r (q) to H 1K ,r (q). The manner of proof given here is credited to K.Uno, who sent me a letter enclosing the outline of this proof. It is well-known that HK ,r (q) is split semisimple and that isomorphism classes of simple left HK ,r (q)-modules are parametrized by Young diagrams of total size n. Let Λ r be the set of all Young diagrams of total size r. Then, provided that {M q,λ |λ ∈ Λ r } is a set of all isomorphism classes of simple left HK ,r (q)-modules and that d λ = degM q,λ , we may write
where each I q,λ is the homogeneous component corresponding to λ. I q,λ is isomorphic to a d λ ×d λ matrix algebra Mat d λ (K) whose entries lie inK. Sinceˆis an involution of HK ,r (q), for each λ∈Λ r there exists µ∈Λ n such thatÎ q,λ = I q,µ . Especially, d λ = d µ follows. Dipper and James defined Specht modules S λ K for Hecke algebras as irreducible submodules of regular modules in [4] , and improved the theory of representations of Hecke algebras in the series of articles such as [4, 5, 6] . In particular, they showed in [6] that if K is a field and H K,r (q) is semisimple, thenŜ
, thus µ = λ ′ follows. We divide into two cases depending on whether λ is self-conjugate or not.
In this case,ˆinduces an involution on
Thereby, the image of the regular representation of H
is isomorphic to I q,λ , so res
(q)-module. If g∈HK ,r (q) satisfiesĝ = g, then the matrix coefficients with respect to the basis
is the same as those with respect to the basisx 1 ,x 2 , . . . ,
Hence we have the isomorphism of simple left H 1K ,r (q)-modules as follows.
res
In this case,ˆinduces an involution on I q,λ ∼ = Mat d λ (K). By Skolem-Noether Theorem, there exists an
Since eigenvalues of P are ±1, We may also assume that
Then we may write
for some submatrices X 1 , X 2 , X 3 , X 4 . Therefore, we obtain
Assuming that 1 appears m times in
We easily see that
Combining this with (3.5) and the fact that dimK H 1K ,r (q) = 1 2 dimK HK ,r (q) (Proposition 3.6), we deduce that m = d λ /2. Thereby,
holds. This means that res
which are mutually non-isomorphic. LetĨ q,λ = X∈I q,λ |X = X andĨ + q,λ (resp.Ĩ − q,λ ) be the homogeneous component corresponding toS
Summarizing our argument, we conclude that H 1K ,r (q) is isomorphic to the direct sum of minimal twosided ideals as follows,
where < denotes the lexicographic order on Λ r ; λ = (λ 1 , λ 2 , . . .) < µ = (µ 1 , µ 2 , . . .) iff λ k < µ k for the smallest k such that λ k =µ k . Consequently we have proved the following result.
Theorem 3.10. Let q be an indeterminate and K = Q(q). 4 Schur-Weyl reciprocity between U σ q gl(m, n) and H K,r (q)
In our previous paper [10] , we defined the q-permutation representation and established Schur-Weyl reciprocity between the quantum superalgebra U σ q gl(m, n) and H K,r (q). Schur-Weyl reciprocity between the general Lie superalgebra gl(m, n) and the symmetric group S r was established in, for example, [3, 13] . In this section, we shall review the q-permutation representation and the vector representation of Let π r be the q-permutation representation of H K,r (q) on the tensor space V ⊗r . π r is given by
where T is the operator on V ⊗V defined by
and Id is the identity operator on V . This representation π r is reduced to the (normal) q-permutation representation of H K,r (q) with n = 0 and to the sign permutation representation of S r with q→1. Let T ′ be the operator defined by
π r is also given by π r (T
Next we shall review quantum superalgebras and their vector representations. Several definitions of quantum superalgebras appear in, for example, [2, 8, 14] . The much complete definition and detailed observations of quantum superalgebras can be found in [14] . In this paper, we obey the manner of definition of U σ q gl(m, n) in [2] . The method of construction of superalgebra depends on [7] basically. Let Π = {α i } i∈I be a set of simple roots with the index set I = {1, . . . , r}. We assume that I is a disjoint union of two subsets I even and I odd . We define a map p : I−→{0, 1} to be such that
Let P be a free Z-module which includes all α i ∈P (i∈I). We assume that a Q-valued symmetric bilinear form on P (·, ·) : P ×P −→Q is defined and that the simple coroots h i ∈P * (i∈I) are given as data. The natural pairing ·, · : P * ×P −→Z between P and P * is assumed to satisfy
if i = j and i∈I even , 0 or 2 if i = j and i∈I odd ,
We denote by Π ∨ = {h i |i∈I} the set of all coroots. Furthermore, for each i∈I we assume that there exists a nonzero integer ℓ i such that ℓ i h i , λ = (α i , λ) for every λ∈P . Then we immediately have the
is said to be a fundamental root data associated to A. Let g = g(Φ) be the contragredient Lie superalgebra obtained from Φ and p. The quantized enveloping algebra U σ q (g) is the unital associative algebra over K = Q(q) with generators q h (h∈P * ), e i , f i (i∈I) and an additional element σ which satisfy the following defining relations:
for h∈P * and i∈I,
where [e i , f j ] means the supercommutator
We assume further conditions:
(Q10) If a∈ i∈I U q (n + )e i U q (n + ) satisfies f i a∈U q (n + )f i for all i∈I, then a = 0, (Q11) If a∈ i∈I U q (n − )f i U q (n − ) satisfies e i a∈U q (n − )e i for all i∈I, then a = 0, where U q (n + ) (respectively U q (n − )) is the subalgebra of U σ q (g) generated by {e i |i∈I} (respectively {f i |i∈I}). U σ q (g) is a Hopf algebra whose comultiplication △ σ , counit ε σ , antipode S σ are as follows.
The quantized enveloping algebra U σ q gl(m, n) is obtained from the fundamental root data as follows.
• I = I even ∪I odd is defined by I even = {1, 2, . . . , m − 1, m + 1, . . . , m + n − 1} and I odd = {m},
• P = ⊕ b∈B Zǫ b , where B = B + ∪B − with B + = {1, . . . , m} and B − = {m + 1, . . . , m + n},
• (·, ·) : P ×P −→Q is the symmetric bilinear form on P defined by
otherwise,
where
The vector representation ρ r on V ⊗r is given by ρ r (x) = ρ ⊗r • △ (r−1) (x) where
inductively. One can readily see that ρ r is of the following form:
for i∈I.
(4.4)
Our precedent works in [10] 
Then, π r HK ,r (q) = A q and ρ r Ū σ q gl(m, n) =B q asK-algebras of operators onV ⊗r = (V ⊗ KK ) ⊗r . We notice that EndB qV ⊗r =Ā q and EndĀ qV ⊗r =B q hold.
Let H(m, n; r) = {λ = (λ 1 , λ 2 , . . .)∈Λ r |λ j ≤n if j > m}. Diagrams of elements of H(m, n; r) are exactly those contained in the (m, n)-hooks. Then the following holds. [12] . The paper [12] showed that if dim V 0 = dim V 1 under the base field C, then the centralizer algebra End Ar V ⊗r has remarkable property; Z 2 -crossed product for End Sr V ⊗r . In this paper, we establish a q-analogue extension of Regev's result. We also show that Schur-Weyl reciprocity is valid even if the base field is Q(q).
We set K = Q(q) in succession, and denote C q = π r H 1 K,r (q) . Let us consider the relation between End Aq V ⊗r and End Cq V ⊗r . Since H 1 K,r (q) H K,r (q), we immediately have
Recall that V is an m + n-dimensional Z 2 -graded vector space over K.
In this section, we analyze the structure of End Cq V ⊗r in case of m = n. We will consider the general case in the next section.
Assume that m = n. Recall that
We define B † q , C q to be the subspaces of End K V ⊗r as follows.
Proof. It is clear that the sum is direct. ⊇ is also obvious. We notice that if f ∈D q , then π r (T
In general, we may write
If f ∈D q , then one can readily see
Hence we have 2
In the same fashion, we also get 2
q . Thus we have proved the reverse inclusion ⊆.
We notice that if V is Z 2 -graded, then End K V is also Z 2 -graded. Namely,
Let ϕ∈ End K V be given by ϕ(v i ) = v 2m−i+1 . Obviously, ϕ∈(End K V ) 1 . Let ϕ ⊗r be the tensor product of ϕ. In general, for homogeneous elements
where u 1 , . . . , u r are homogeneous elements of V . Hence we have
Lemma 5.2. ϕ ⊗r is an isomorphism of K-vector space V ⊗r which satisfies following properties:
where I is the identity operator on V ⊗r .
Proof. For homogeneous elements u 1 , . . . , u r of V , one can readily see that
Hence (ϕ ⊗r ) 2 = (−1) r(r−1)/2 I, and ϕ ⊗r has the inverse (ϕ ⊗r )
To prove the last statement, we check three cases of the definition of π r which has appeared in (4.2).
We notice that it suffice to prove only the case r = 2.
If
In the same manner as case2, we have ϕ
Let Φ be the endomorphism of the vector space End K V ⊗r which is given by:
Then we have the following. 
Especially, we have dim
Hence Φ(f )∈B † q . In the same way, we also obtain Φ(f )∈B q for f ∈B † Let ω be the endomorphism of the algebra End K V ⊗r which is given by:
Indeed, one can easily see that the following.
So, ω is algebraic. Proof. If f ∈B q , then it follows from (5.3) that
Therefore ω(f )∈B q . From (5.2), it follows that
Therefore ω is an automorphism of B q of order 2.
Let H = 1, ω . Then H is a subgroup of Aut(B q ). H is naturally isomorphic to Z 2 = 1, −1 as (multiplicative) groups. We define two maps
and Proof. (2.3) is trivial. Since α(σ, τ ) = ±1, (2.1) may be reduced to σ ( τ a) = (στ ) a, so holds obviously. If σ 1 = 1, then both sides of (2.2) equal α(σ 2 , σ 3 ). In the same manner, if σ 2 = 1 (respectively σ 3 = 1), then 
From (2.4) and (5.4) and (5.5), one can deduce the multiplication law for B q ψ1 α1 [Z 2 ] as follows.
where a 1 , a 2 ∈B q . Therefore, we get four formulas in
which derive the conclusion that f is an isomorphism of K-algebras. q to be the subalgebra of Mat (2m) r , R 1 generated by the set {ρ r (σ), ρ r (q h ), ρ r (e i ), ρ r (f i ), ϕ ⊗r |h∈P * , i∈I}. Similarly by (4.2), we may also define C ′ q to be the one generated by {I (2m) r , (q+q
. . , r−1} where I (2m) r is the identity matrix. Now we shall complete Schur-Weyl reciprocity for the q-analogue of the alternating group, namely, C q = End Dq V ⊗r .
D q =C q is by definition. We shall show C q =D q . The specialization to a nonzero complex number t is a ring homomorphism ϕ t : R 1 −→C with the condition ϕ t (q) = t. C becomes (C, R 1 )-bimodule, with R 1 acting from the right via ϕ t . If t is a transcendental number, we can extend the specialization from R 1 to its quotient field K, namely ϕ t : K−→C. Applying the specialization ϕ t , we obtain the specialized Henceforth, we do not assume m =n and consider the general case. In this case, results can be obtained in the same way as q = 1 case which is used in [12] . Recall Theorem 4.2:
A q = λ∈H(m,n;r)Ā q,λ , (6.1)
where eachĀ q,λ = π r (I q,λ )( ∼ =Iq,λ) is the image of the homogeneous component I q,λ of HK ,r (q) corresponding to λ∈H(m, n; r). In the same manner as [12] , we define H 0 (m, n; r) = {λ∈Λ r |λ, λ ′ ∈H(m, n; r)} and H 1 (m, n; r) = H(m, n; r)\H 0 (m, n; r). Then we obtain the following from (6.1). If λ∈H 0 (m, n; r) and λ > λ ′ , then π r (I q,λ ) ∼ =Iq,λ and π r (I q,λ ′ ) ∼ =Iq,λ′ . Therefore π r (I q,λ ⊕I q,λ ′ ) ∼ =Iq,λ⊕Iq,λ′ , which implies π r (Ĩ q,λ ) ∼ =πr(Iq,λ) ∼ =Iq,λ because I q,λ ∼ =Ĩq,λ⊆Iq,λ⊕Iq,λ ′ .
If λ∈H 0 (m, n; r) and λ = λ ′ , then π r (Ĩ If λ∈H 1 (m, n; r) then π r (I q,λ ) ∼ =Iq,λ and π r (I q,λ ′ ) = {0}. SinceĨ q,λ = X +X∈I q,λ ⊕I q,λ ′ |X∈I q,λ ,
we have π r (X +X) = π r (X) for X +X∈Ĩ q,λ . Thereby π r (Ĩ q,λ ) = π r (I q,λ ) ∼ =Iq,λ follows.
Let us define two-sided ideals ofĀ q and those ofC q as follows. Comparing dimensions of components betweenĀ q andC q , we obtain the following theorem. As a special case, when m = n, we readily see that H 1 (m, n; r) = ∅. Hence bothĀ We denote by W 0 and W 1 direct summands ofV ⊗r which are defined as follows. 
