Let {Ω, {Ft}, F, P} be a filtered probability space satisfying the usual conditions. We consider random processes Xt, t ∈ [0, T ], which satisfy the following condition:
only on p and h. Typical examples of such processes are martingales and processes with the following increment control:
We are interested in estimate of the tail probability of the supremum
for which we will show that a Doob type inequality (see Theorem 1.1) holds for processes satisfying (1) . As an application, we show that with the condition (2) given, the decay of (3) behaves (roughly speaking) in the same manner as the marginal P (|Xt| ≥ λ) .
1 A Doob type maximal inequality This completes the proof.
As an application of Lemma 1.1, we show that a Doob-type inequality holds for processes satisfying the condition (1) . To this end, we shall need the following elementary result. Lemma 1.2. Let Y t , t ∈ [0, T ], be any right continuous random process such that Y t is integrable for each t, and let 0 ≤ s 0 < t 0 ≤ T . Then 1) For any stopping time τ with s 0 ≤ τ ≤ t 0 , it holds that
2) For any λ > 0, it holds that
Proof. 1) By the right continuity of Y t , we may assume that τ takes only countably many values {u k :
where C p,h,θ is a constant which differs from the constant C p,h,θ in Lemma 1.1 by a multiple depending only on p, and δ > 0 is an arbitrary constant.
where q ′ is the conjugate exponent of q. Therefore,
2 Tail decay of the supremum Definition 2.1. The marginals of the process X t are said to have uniform α-exponential decay, if there exist constants α > 0 , C > 0 and D > 0 such that
We shall show that the distributions of the sup t∈[0,T ] |X t | has α-exponential decay, if and only if the marginals of X t have uniform α-exponential decay. It follows from a simple computation that Lemma 2.1. Let X t , t ∈ [0, T ] be a random process satisfying (1), and let q > 0. Then
Theorem 2.1. Let X t , t ∈ [0, T ] be a random process satisfying (1) . Suppose that there exist constants α > 0 , D > 0, and δ 0 ≥ 0 such that
ph , and the constant C p,h,θ is the same as in Lemma
We need to estimate P sup t∈In E X tn F t ≥ λ . If α > p, by Doob's inequality and Lemma 2.1,
If α ≤ p, the above yields that
Moreover, for any q ≥ 2, by a similar argument,
Therefore,
Therefore, by (8), (9) and (10),
Setting N to be the integer part of
Example 2.1. We consider the tail decay of the supremum of a standard fractional Brownian motion B 
For the fractional Brownian motion, one has
, and therefore,
where
For any t ∈ [0, 1] and any λ > 0, one has
with an arbitrary constant θ > 1. Setting p = 2/h, θ = p/(p − 1) gives
where C h is a constant depending only on h. By scaling, we deduce that 
for some constant A < ∞,then for almost all ω ∈ Ω, the series Let H ⊆ [0, T ] × Ω be the set of (t, ω) at which
converges. Then the projection of H on Ω has probability one. We shall show that, under some stronger assumption,
T for almost all ω ∈ Ω. Suppose that h ∈ (0, 1) and that f k (t), k = 1, 2, · · · , be h-Hölder continuous with Hölder constants L k , that is,
Then for a.e. ω ∈ Ω,
And to simplify the notation, we refer to
For any p > 0, by Khintchine's inequality,
, where
Similarly,
By the above, we see that
and
for all p > 0. Put
Then condition (2) is satisfied for any p > 1/h.
We now give an estimate of the tail decay of the marginals X t . For any u ≥ 0, by (11) and Stirling's formula,
where K is a universal constant that might be different from line to line. Since
we obtain that
Now, by Chebyshev's inequality,
Now by Theorem 2.1, we have
where C h , D h are constants depending only on h ∈ (0, 1). Now, for any u
k , and let
Then l(u) → ∞ as u → 1.
To show the a.s. uniform convergence of
, we need to show that
for any λ > 0. Clearly, it suffices to show that
To prove(17), it suffices to show that
We first note that, for 0 ≤ u < v ≤ 1,
In fact, let t
Now, applying (15) to the sequence (a
where C h and D h are constants depending only on h and might vary from line to line. In particular, noting that Y 1 = 0,
Since (21) implies that
for any p > 2. We are now in a position to apply Theorem 2.1 again, and deduce that
Thus, (18) follows readily.
3 An estimate for the up-crossing number of processes with increment controls
We now give an estimate for the up-crossing number of processes X t which satisfies the condition (2).
Lemma 3.1. For any 0 < q ≤ p, 0 < α < h−1/p 1/q−1/p , and any random times τ , σ such that 0 ≤ σ ≤ τ ≤ T , it holds that
, and the constant C p,h,θ is the same as in Lemma 1.1.
Remark. It is noticed that, when q = p, K q,α = 4
Proof. We first note that, by virtue of Lemma 1.1.1 applied to the filtration
for any random times τ and σ with s 0 ≤ σ ≤ τ ≤ t 0 . Now, for any random times τ , σ with 0 ≤ σ ≤ τ ≤ T , define
Then {τ = σ} = r,k A r,k , and the union of sets is disjoint. Therefore,
Since A r,k are mutually disjoint, we have
By the fact that
r=1 A r,k ⊆ |τ − σ| > T 2 −k and Chebyshev's inequality,
By Jensen's inequality,
Therefore, by (25) and (26),
pletes the proof. 
For the up-crossing number U 
for any k ≥ 1. 
, and q and α are any constants satisfying δ h−1/p < q < 1/h and
Proof. By Lemma 3.2 and Lemma 3.1,
Since 0 < δ < 1 − 1 ph , one may choose q < p and then α such that δ h−1/p < q < 1/h and δ 1−q/p < α < h−1/p 1/q−1/p < 1. By (27) and Hölder's inequality, .
It follows from α > 
where the constant K δ is the same as in Proposition 3.1. In particular, U b a < ∞ a.s.
