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I. INTRODUCTION 
The purpose of this paper is to establish the mathematical foundation for 
parameter sensitivity analysis of a class of abstract evolution equations. Our 
results are necessary for the application of gradient methods to parameter 
optimization problems for control systems governed by partial differential 
equations (see [2]). Also, with the results here, some of the methods of parameter 
identification and sensitivity analysis which classically have been applied to 
systems governed by ordinary differential equations (see [4, 63) may be applied 
to a large class of systems governed by partial differential equations. In the 
equations discussed here, the parameters in question appear in bounded terms, 
which usually represent feedback controls in physical dynamical systems. 
Our aim is to investigate the sensitivity vector, which is the derivative of the 
state vector with respect to a parameter, and the sensitivity equation, the solution 
of which is the sensitivity vector. 
II. LINEAR PROBLEMS-SENSITIVITY ANALYSIS FOR SEMIGROUPS 
We will begin by considering equations of the form 
u’(t) = (A + B(a)) u(t), t > 0, 
(1) 
u(O) = ql , 
where u(t) is in Banach space X; A is an unbounded linear operator on X and A 
is closed, densely defined, and generates a strongly continuous semigroup on X, 
B(cr) is a continuously differentiable map from an interval 1, in R into 9(X, X), 
the Banach space of bounded linear operators from X to X. 
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DEFINITION. A function u: [0, 00) -+ X is called a strong solution of (1) 
if u is strongly differentiable1 on [O, CD) and satisfies (1) on [O, 00). 
Under the above hypotheses, (A + B(or)) g enerates a strongly continuous 
semigroup T(t) on X, and if ua E D(A) the unique strong solution of (I) is 
given by 
u(t) = zyt)u, , t > 0 (T(O) -= I). (4 
u,, E D(A) is a sufficient but not necessary condition for the strong solution of (1) 
to be given by (2). Our next step then is to attempt to differentiate, in some sense, 
the semigroup r(t) with respect to the parameter 01. 
THEOREM 1. With the above hypotheses on A and B(a), we have T,(t) = 
(q&i) T(t) E 9(X, X), t >, 0; T,(t) x is continuous in t for x E X, t .:- 0; and 
TJt) x = (a,&~) [T(t) x] = j-” T(t - T) B,(a) T(T) x d7, x E x, (3) 
0 
where B&CL) T= dB(ol)/dol. 
Proof. In [3, pp. 388-3911, it is shown that, if A generates a strongly con- 
tinuous semigroup of bounded linear operators T(t) on X and I3 E 3(X, X), 
then (A -+ B) defined on D(A) generates a strongly continuous semigroup 
S(t) on X and 
S(t) = f h(t), (4) 
n;O 
sow = T(t) 
S,(t) x = St T(t - T) &S,-,(T) x dT. 
0 
(5) 
It is also shown in [3] that 
/ f S,(t) j < M{M /I I3 \!}N PewtIN! , 
n=N 
t 3 0, hi >, 1, (6) 
where 11 T(t)ll < &I&+ and w = w0 + I/ B 11. (The existence of M and w. follows 
from the Hille-Yoshida theorem.) 
We now consider the semigroup T(t) generated by A + B(a) ((1) and (2)). 
1 The strong derivative of u(t) is defined as 
duct) - = u’(t) = Iim u(t + h) - u(t) 
dt h-r0 h ’ 
24 GIBSON AND CLARK 
By making an increment Aar in the parameter (II, we produce a AB(a) given by 
AB(a) = B&x) Aal + O(Aor), where 11 O(Aa)/Aa )/ -+ 0. (7) 
Since AB(cx) E 2(X, X), (A + I?(U) + AB(u)) generates a semigroup s,(t). 
From (4) and (5), we see that 
S,(t) x - T(t) x = s” T(t - 7) AB(ar) T(T) x dT + -f S,(t) x, x EX. (8) 
0 la=2 
From (6) and (7), we see that 
where (1 /Ati) o,(Aa) + 0 as Aar + 0. Therefore, for t > 0 and x E X, 
[S,(t) - T(t)] x = Lt T(t - T) B&t) daft x dT + 02(Ao1) x, 
where 
II WW/A~ I/ - 0, 
and 
(10) 
(~j~ci) [T(t) x] = s’ T(t - 7) B,(a) T(T) x dT. 
0 
(11) 
Since 
IlLs&) - Wlx - (a/W VW4ll d II 02GW II - 11% II, 
we have convergence in the uniform norm topology of 8(X, X) and the definition 
Z’,(t) = all(t)/& is justified. 
We also note that the integrals involved here are Riemann integrals. Clearly, 
(3) is continuous in t. 
With U(t)/& defined as above, we see from (3) that T(t) has as many con- 
tinuous derivatives with respect to ol as does B(d). 
We can now show that, if (1) has a strong solution u(t), then there is a cor- 
responding sensitivity equation which has a strong solution w(t), which is the 
partial derivative of u(t) with respect to the parameter CL The following standard 
theorem will be useful. 
THEOREM 2. Let T(t), t E [0, oo), be a strongly continuous semigroup of 
linear operators on a Banach space X, with generator A, . For f(t) strongly 
continuous on [0, ~0) to X, 
g(t) = Lt T(t - 7) f (7) d7 = 1 T(T) f (t - 7) dT (12) 
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exists and is itself strongly continuous on [0, co) to X. If f (t) is strongly continuously 
dzzerentiable then so is g(t) and 
dg(t)/dt = T(t)f(O) + !‘d T(t - T)~‘(T) dT 
(13) 
= f(t) + A” ff T(t -- 7) f(T) (17. 
“0 
Proof. See [S, p. 215]. 
COROLLARY 3. With the above hypotheses on A and B(a), assume that u(t) 
is continuously di@rentiable with respect to t. Then v(t) = (a/&) u(t) is con- 
tinuously differentiable with respect to t and is the strong solution to 
v’(t) == (A + B(a)) v(t) + B,(4 u(t), t > 0, 
v(0) = 0, 
(‘4) 
where B,(a) = dB(ol)/dol. 
Proof. 
i t 
v(t) = T,(t) q, = T(t - T) B,(a) U(T) dT, from (3). 
0 
If u(t) is continuously differentiable, then so is B,(E) u(t) and, by Theorem 2, 
(dint) It T(t - 7) B,(d) U(T) d7 
” 
= (T + B(cu)) it T(t - 7) B,(a) ~(7) dT + B,(a) u(t). 
COROLLARY 4. With A, B(a), and T(t) as above, for u,, E D(A), 
Proof. Using (A + B(a)) T(t)uO = T(t)(A + B(~))q, , we have 
a - I _d- T(t) uo] = 2 P(t) (A + B(a)) uol aor dt 
= T,(f) (A + B(a)) uo f T(f) B,(a) uo . 
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From (3) and (13), we have 
(d,‘dt) T,(t) ug = T(t) B,(n) zig + St T(t - 7) B,(a) (A + B(a)) T(T)U” dT 
0 
= T(t) R(4 uo + T&j (24 + B(4) uo. 
Next, we will study the forced linear equation 
u’(t) = (A + B(a)) u(t) +f(t), t :.> 0, 
u(0) = uo 
(16) 
where A and B(a) are as before andf E C([O, co), X). If (16) has a strong solution, 
it is unique and is given by 
u(t) = T(t) no + j’ T(t - 7) f(r) dr, t > 0, (17) 
0 
where T(t) is the semigroup generated by (a + B(a)), as above. A close inspec- 
tion of the proof of Theorem 1 reveals that (d~l)-~ [S,(t) - T(t)] converges 
to T,(t) uniformly in t, for t in any bounded interval. Therefore 
THEOREM 5. With. T,(t) us defined in Theorem 1 and f E Cl([O, CX)), X), 
rue have 
= (A + B(a)) lot T,(t - 7) f (7) dT + B(a) jo* T(t - 7) f(7) dT. 
Proof, From (3), we have 
(19) 
T,(f + h) x = T(h) T,(k) s + L’+” T(t + h - s) B&x) T(s) .Y ds. 
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Then 
(1 ‘h) [I 
- I~- k
-n 
7’,(t + h - T)f(T) d7 - Iot 7’,(f - T)f(Tj do] 
7’l(t $- h - T)~(T) dT + (1 h) [T(h) - I] (.’ 7’,(f ~- T).f(Tj do 
- 0 
j1 [(, ,h) ff-r+k 
* 0 ‘0 
T(f -- T - S) B&(&i) T(S)f(Tj ds] dT. PO! 
As h approaches zero, the first term on the right-hand side of (20) approaches 
zero and the third term approaches 
1’ 7’(t .- T - (t - T)) B,(a) T(f - T)f(T) dT = [’ B,(a) T(t ~- ~).f(r) dr. 
- 0 . 0 
Thus. if a limit exists for (20) as h ---f 0, it must be equal to 
(.J + I) f’ ~,(t)f(T) dT + B&(Y) if 7’(t - Tjj(T) t/r. 
- 0 ‘0 
By a change of variable of integration, we can also write 
(1 ‘h) [f’ ’ Tl(t L h - T)~(T) dT - s,” T,(t - T)~(T) dT1 
- I, 
: (1 h) i” T,>(f - T)f(t + 11) d7 + (I/h) [‘ T,(f - 7) [,f(~ + 11) -.t’(~)] dr 
* -h - 0 
--r 7’,(f)j(o) + [’ T,(f - T)f’(T) dT 
‘0 
as /I --f 0. 
Also. we have 
(i’ i.2) [(h/f) j.: T(f - T)f(T) dT] = (a/&) [?.(f)f(O) -+ j.; T(f - T).~‘(T) dT1 
Equation (19) folloas. 
We have shown that, if u(t) is the strong solution of (I 6) with f f Cl([O, ,~JL), 
S), r(t) = (zlj&) u(t) exists for t > 0 and is the strong solution of 
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Also, in this case, we have (d/dt)[a/&) u(t)] = (5/&) [(d/&) u(t)], t 12 0. D’e 
emphasize that v(t) E D(A + B(a)) = D(A). 
In many cases a strong solution to (17) can be shown to exist by requiring 
only f~ C([O, co), X). In these cases we can still show that o(t) = (a/&) u(t) 
satisfies (21). 
THEOREM 6. With A, B(a), T(t) 
-0 sil w - 4f (7) d 
as above, suppose that, for any f E C([O! CO), 
7 is continuous137 d@erentiable with respect to t for f > 0. 
Then we have 
(44 [P/W lot W - ~)f(d T] 
= (A + B(a)) Iot T,(t - 7) f(T) d7 + B,(a) (’ T(t - 7) f (7) d7 
0 
for t > 0 andf E C([O, co), X). 
This result follows from Eq. (33) of the next section with S(t, 7) = S(t - T), 
the semigroup generated by 4, and u(t) = $, T(t - T) f (T) dT. 
III. A NONLINEAR PROBLEM 
In this section we investigate the sensitivity equation for a class of nonlinear 
differential equations, in which the parameter is in the nonlinear, bounded part 
of the equation. The equations to be studied are of the form 
u’(t) = 4t) u(t) + f(t, u(t), 4, o<t<a,(co, 
40) = uo , (22) 
where u(t) E X, A(t) is an unbounded linear operator from X to X for t E 1, = 
(O,M(., .> .,I: Ia x W, ~0) x 4 ~X.HereB(b,u,)=.x~X:Il~--u,ii~b) 
for some b > 0, and 1, is an interval in R. We will assume that, for t ~1~ ,
4(t) is closed and densely defined and A(t) “generates” the linear propagator 
s(t, T)” on X, for 0 < 7 < t < a, and s(t, T) satisfies 
(i) S(f, t) = I, t EI, ; 
(ii) S(t, T) = S(t, s) S(s, T), o<T-<s,(t<U; 
(iii) s(t, 7)x is COntinUOUS in f and T for 0 < 7 < t < a, x E x; (23) 
(iv) for x E D(A(T)), s(t, T)X E D(A(t)) and (d/dt) s(t, T)x = A(t) s(t, T)X, 
o<T<t<a. 
* For a discussion of linear propagators and the solution of (22) see [l, Chaps. III, IV]. 
Much of the work done here follows [l, Section 3.51. 
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It can be shown [I, Sect. 3.51 that, iff(t, u, a) is continuous in t and Lipschitz 
continuous3 in u, there is a unique u(.): I,, --) S which satisfies 
This u(t) is called a mild solution of (22). 
We now require f(., ., .) to have Frechet derivatives ff(., ., .) and f3(., ., .) 
with respect to its second and third arguments, such thatf,(t, u, a) andf,(t, u, a) 
are continuous in t and 01 and Lipschitz continuous3 in u, for (t, U, a) E I,, x 
B(b, uo) x 1, . Under these hypotheses, (24) can be shown to be continuousl! 
differentiable with respect to 01 in the following manner: 
For some 0 < c < a, the solution to (24) can be shown (see [I, pp. 138-1401 
to be 
where 
Define 
z!Jt) ~._ (xh) (z&(t)), 
Since the u,(t) are bounded for 0 < t :g c, with the above hypotheses on fi 
and f2 , I/ zl,(t)l\ S. K, for some Kr > 0 and 0 < t :sG C, n >/ 1. We now use the 
Lipschitz conditions on fi(., ., .) and f2(., ., .). It can be shown, as in the usual 
method of proof of existence of (24), that, for some c > 0, 
By the Principle of Uniform Boundedness, we also have 1’ S(t, T)II < KS for 
3 Weaker requirements are often sufficient. 
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0 < 7 < t < a. Also, since u,,(t) are bounded and f..(., ., .) is continuous, we have 
W-0 
(29) 
(30) 
(31) 
< (mPfli(l - Y)) + (rm-k2/(1 - y)2) + (KP,i(l - y)) -+ 0 as tn 3 cg. 
(32) 
So (v,} is a Cauchy sequence on [0, c’] and converges to VI, and e’(t) satisfies 
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Since au,laa = n, , II, + u and V, + v, we have 
v(t) = au(tyam, 0 < t < c'. 
Since a sequence of the form (25) can be shown to converge to u(t) for t ~1, 
[l, Sect. 51, by replacing 0 by t, in (26), for t, E Ia , and making appropriate 
modifications in the subsequent arguments, v(t) = au(t)/& can be shown to 
exist in an interval containing any t, E (0, u) and satisfy (33). The uniqueness 
of the solution of (29) follows from the uniqueness of the solution of (24). 
In the case of A(t) = A and s(t, 7) = 5?(t - T), i.e., A generates the semi- 
group T(t), if we make the additional requirements that f(t, u, oc), $z(t, u, 01), 
and fs(t, u, a) be continuously differentiable with respect to t and that $a(t, U, a) 
and fs(t, u, a) be continuously FrCchet differentiable with respect to u and ~s E 
D(A), then u(t) (24) and v(t) (33) are the unique strong solutions of (22) and 
v’(t) = Av(t) +f&, u(t), a) v(t) +.fs(t, u(f), ,x). t F,O, 
v(0) = 0, (34) 
respectively, for 0 < t < co. 
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