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Abstract 
This thesis presents the development and application of fluorescence lifetime spectroscopy 
and imaging to the readout of cellular processes using Förster resonant energy transfer 
(FRET). For quantitative solution-based studies, a multidimensional fluorometer was refined 
and applied to characterise two genetically encoded calcium FRET biosensors based on 
Troponin-C, including a fluorescence lifetime-resolved titration study leading to a quantitative 
calibration of their calcium response. A study of their time-resolved fluorescence anisotropy 
was also undertaken to explore the potential to probe molecular conformational changes.   
For the study of signalling processes in live cells, a novel optically sectioning FLIM 
microscope was developed to provide multiplexed fluorescence lifetime readouts of different 
FRET probes in order to facilitate the observation of different components of biological 
signalling networks by realising FLIM interleaved in different spectral channels. 
This PhD project was motivated to study the AMP-activated protein kinase (AMPK) cascade, 
which has a central role in the regulation of the energy level in mammalian cells and is now 
being studied as a potential drug target for type II diabetes. One pathway leading to 
activation of AMPK is triggered by an increase in intracellular calcium level leading to 
activation of calcium-calmodulin dependent protein kinase kinase β (CaMKKβ), an upstream 
activator of AMPK. This was investigated through a novel inter-molecular FRET system 
looking at the direct interaction of AMPK and CaMKKβ. The ultimate goal was to multiplex 
readouts of AMPK activation and intracellular calcium levels, for which new FRET 
biosensors are required.  To this end, work was also undertaken for the design and 
production of novel FRET sensors in the red part of the spectrum, which are desirable for 
multiplexing with the common CFP/YFP–based FRET probes and also for use in in vivo 
imaging applications. 
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Chapter 0 - Thesis overview 
Readouts of cell signalling are invaluable to help understand essential processes in 
biological systems - particularly when they can be implemented in live cells.  This field has 
been significantly expanded by the discovery of the fluorescent protein GFP and by the 
numerous possibilities it initiated. In particular, the development of fusion proteins (between 
fluorescent proteins and a protein of interest) and also the possibility to genetically express 
these proteins gave a particular boost to the application of Förster resonant energy transfer 
(FRET) measurements to address biological questions. For example, readout of calcium 
concentration is now possible by inserting DNA coding for a calcium FRET sensor into cells, 
resulting in the expression of the exogenous protein by the cell.  
Chapter 1 introduces the basic principles of fluorescence and the different methods that can 
be used in order to reveal the location of proteins, their state of activation or changes in their 
conformations. For such applications, FRET provides a wide range of possibilities but also 
presents a number of challenges. These are presented together with the different methods 
developed to address them, including the measurement of fluorescence lifetime.  
The study of two forms of genetically encoded Troponin-C-based calcium sensor is 
presented in Chapter 2. A time-resolved fluorometer approach is applied to study and 
compare the original sensor TN-L15, based on the classic CFP/Citrine FRET pair, and a 
novel sensor, mTFP-TnC-Cit, that takes advantage of the improved fluorescence lifetime 
properties of mTFP1 as a FRET donor. The fluorescence lifetime properties of mTFP1 and 
CFP are presented including a lifetime-resolved titration study of the two sensors. This led to 
a quantitative calibration of the sensors indicating the fraction of molecules involved in the 
energy transfer and the FRET efficiency. This calibration was then applied to measure 
absolute calcium concentrations in live cells.  
The graphical approach of the phasor plot to analyse fluorescence lifetime data is 
investigated in Chapter 3. The time-resolved titration datasets presented in Chapter 2 are 
analysed via a global phasor plot analysis to extract the lifetimes and the fraction of 
molecules involved in the energy transfer. These results are compared to the results 
obtained from the global analysis fitting presented in Chapter 2. The validity and the 
limitations of the phasor plot approach are investigated by Monte-Carlo simulations and 
using time-resolved experimental data obtained from mixtures of Rhodamine dyes.  
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Chapter 4 investigates the limitations of quantitative analysis from time-resolved 
fluorescence anisotropy to probe molecular conformation changes in the Troponin C-based 
calcium FRET sensors, focussing on the experimental challenges and the complexity of the 
data analysis. A thorough study of the contributions to the signal and their time-resolved 
polarized decay models led to the extension of the current model for the analysis of acceptor 
sensitized emission, with a new model that does not require the presence of a rapid 
anisotropy component.  
Having investigated the capabilities and limitations of the quantitative analysis of lifetime-
based readouts for the study of complex biological processes using FRET, Chapter 5 
describes a novel FLIM imaging system developed during this PhD project that enables the 
read-out of multiple biosensors through spectral multiplexing optically sectioned 
fluorescence lifetime imaging. Its capabilities are demonstrated through the observation of 
calcium transients in live cells. In general, multiplexing FRET sensors requires the use of 
spectrally separated FRET pairs. This Chapter also presents preliminary work carried out to 
address this issue by investigating novel FRET sensors in the red part of the spectrum.  
Functional imaging in live cells using FRET biosensors can be applied to a wide range of 
biological applications. This PhD project was intended to investigate the potential of FLIM 
FRET-based readouts to study the regulation of energy metabolism, which led to the 
investigation of the AMP-activated protein kinase (AMPK) pathway. Chapter 6 introduces the 
central role of AMPK in the regulation of the cellular energy level and its potential use as a 
drug target for type II diabetes or obesity. In particular, the activation of AMPK can be 
triggered by an increase in intracellular calcium level via the activation of its upstream kinase 
CaMKKβ.  
An experimental study of a novel inter-molecular FRET sensor to read out the activation of 
AMPK by CaMKKβ is presented in Chapter 7. This new plasmid was based on a single open 
reading frame vector that allows for the expression of multiple proteins (e.g. the different 
subunits of AMPK as well as CaMKKβ). The work presented here investigated the 
expression and activity of both AMPK and CaMKKβ exogenously expressed from this vector. 
Results from live cell ratiometric FRET imaging and time-resolved solution phase 
spectroscopy of this sensor are also presented.  
Chapter 8 summarises all the materials and methods used for the preparation of biological 
samples reported in this thesis from cell culture and transfection to cloning strategies. It also 
presents the experimental conditions and details of the set-up for the various fluorescence 
acquisitions and data analysis carried out throughout this thesis. 
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Finally, Chapter 9 summarises the various results and findings presented in this thesis and 
presents an outlook for this work towards the further development of quantitative time-
resolved FRET analysis and imaging.   
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Chapter 1 - Introduction to fluorescence 
spectroscopy and FRET 
Since its first implementation and commercialization by Carl Zeiss in the early 20’s, the 
fluorescence microscope was essentially used for the localization of biological structures in 
tissues by means of fluorescence staining and the field underwent very few changes for 
almost half a century. In the last decades, fluorescence microscopy has undergone a 
tremendous renaissance thanks to recent developments in CCD camera and solid state 
laser technologies [227]. These advances allowed the development of quantitative 
approaches to microscopy, thereby pushing its capabilities further than mere fluorescence 
localization in cells and tissues. However, the main advances were provided from the 
discovery of a fluorescent protein: the Green Fluorescent Protein (GFP) from the jellyfish 
Aequorea Victoria [182] in 1962, followed by the developments of new variants of  different 
hues [79,151] allowing for the developments of the first genetically-expressed FRET (Förster 
Resonance Energy Transfer) sensor in 1997 called Cameleon [137], a fluorescent indicator 
for calcium.  
This Chapter first introduces the basic concepts of fluorescence and fluorescence 
microscopy and then describes advanced microscopy techniques such as fluorescence 
lifetime microscopy and fluorescence anisotropy. The theory of FRET and how it can be 
measured are then presented.  
1.1 Principle of fluorescence microscopy 
1.1.1 The mechanism of fluorescence 
The optical phenomenon of fluorescence was first reported by Herschel in 1845 [82] from a 
solution of quinine which exhibited “a vivid blue colour under certain incidences of light”, in 
Herschel’s words. The mechanism of fluorescence is nowadays well understood and can be 
described as the process of excitation of an atom or molecule by absorption of a photon and 
its de-excitation by emission of another photon [115].  
The phenomenon is better described by its representation on the Jablonski diagram (Figure 
1-1). The fluorescent substance (commonly called fluorophore) is excited by absorption of an 
excitation photon (represented by the energy hν1) leading to a transition to a higher 
electronic energy state.  
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This usually corresponds to the transition from the ground singlet state to the first excited 
singlet state: S0 → S1. The fluorophore then relaxes (S1 → S0) by emitting another photon 
(energy hν2). Each electronic state (S0 and S1) is subdivided into vibrational (shown as Vn in 
Figure 1-1) and rotational states. 
 
Figure 1-1: Jablonski diagram of the process of fluorescence. S0 and S1 respectively represent the ground 
singlet state and the first excited singlet state. Vn are the vibrational states associated with each electronic states 
Sn.  The longer the arrow the more energetic the corresponding transition. The usual duration of each process is 
shown in brackets. The rotational states are not represented for clarity.  
In order to induce the transition to the excited state, the excitation photon requires a greater 
energy than that separating the ground state to the first excited state (ΔES0 → S1), as shown in 
equation (1.1). 
         →                                     (1.1) 
Where hν1 represents the energy of the exciting photon (with hν = hc/λ, with λ the 
wavelength, c the speed of light and h Planck’s constant) and ΔES0 → S1 is the energy 
difference between S0 and S1.  
The excess of energy of the excitation photon (the difference hν1 - ΔES0 → S1) is transferred 
into the vibrational and rotational states of S1. The fluorophore can therefore be excited by 
different wavelengths (represented by the upwards arrows in Figure 1-1).  
The energy within the vibrational and rotational states of S1 is rapidly dissipated by transfer 
to adjacent molecules (especially, to molecules of water in aqueous medium), bringing the 
fluorophore energy back to the lowest vibrational level of S1. This process is called thermal 
relaxation or vibrational relaxation.  
Due to the variability of the fluorophore environment and the thermal agitation in a population 
of fluorophores, a continuous range of wavelengths can be absorbed, which is called the 
absorption spectrum. 
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The fluorophore then releases its energy by emission of a photon (radiative decay) or by 
non-radiative relaxation in which the excitation energy is usually dissipated as heat 
(vibrations) to the solvent. 
A consequence of the thermal relaxation is that the emitted photon (energy hν2) has always 
a lower energy level (hence, longer wavelength) than the absorbed photon. This 
phenomenon is called the Stokes’ shift, from the name of its first observer [188]. 
                                              (1.2) 
After emission, the final state of the transition can be any of the vibrational or rotational 
states of S0, and similarly to the excitation process, the emission can occur in a range of 
wavelength (represented by the downwards arrows in Figure 1-1), which is called the 
emission spectrum.  
The absorption and emission spectra can be measured experimentally by using a 
spectrofluorometer. Figure 1-2 shows the absorption and emission spectra of the enhanced 
GFP (eGFP), one of the most commonly used fluorescent proteins. 
 
Figure 1-2: Normalised absorption and emission spectra of eGFP. The Stokes shift is clearly seen between 
the absorption and emission maxima. The emission spectrum tends to mirror the absorption spectrum. 
The condition for absorption shown in equation (1.1) defines a cut-off energy value in the 
absorption spectrum, which is visible on Figure 1-2 in the steep drop after 490 nm. 
Moreover, the shape of the curve is directly dependant on the probability of the different 
possible transitions (overlap of the orbital wave-functions). In fact from the ground state S0, 
the most probable transition brings the fluorophore into the lowest level of S1 (no rotational or 
vibrational energy, represented as [S1,V0] in Figure 1-1), this corresponds to the peak 
absorption of the spectra (488 nm for eGFP).  
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Then, the more energy transferred into the rotational and vibrational states the less likely the 
transition to occur. This explains the tail of the absorption spectrum at short wavelengths 
(higher energy).  
The emission spectrum also tends to have a similar shape, and mirror image, to the 
absorption spectrum. This is due to the fact that the vibrational and rotational states 
approximately have the same repartition in S0 and in S1. In other words, the probability of the 
transition [S0, V0] → [S1, V1] is approximately the same as the probability of the transition [S1, 
V0] → [S0, V1] and more generally: 
  ([     ] → [     ])   ([     ] → [     ])                    (1.3) 
Where P represents the probability of transition. 
Another important feature (notably in microscopy) is that the emission spectrum is usually 
independent of the wavelength with which the fluorophore is excited. This is known as 
Kasha’s rule [99] and is a consequence of the thermal relaxation occurring into S1. 
Additionally, when excited, a fluorophore can undergo a transition towards its triplet state 
(typically the first triplet state T1), called intersystem crossing (see Figure 1-3). It leads to the 
emission of a photon by a phenomenon called phosphorescence. 
 
Figure 1-3: Jablonski diagram showing the mechanism of phosphorescence. S0, S1 and T1 are respectively 
the ground singlet state, the first excited singlet state and the first triplet state. The longer the arrow the more 
energetic the corresponding transition. The usual duration of each process is shown in brackets. The rotational 
states are not represented for clarity.  
From the first triplet state T1, the transition to the ground singlet state is forbidden by 
quantum mechanics. Therefore, this first triplet state is very long lived and the 
phosphorescence radiative decay from T1 to S0 may be of order of milliseconds to seconds. 
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1.1.2 Fluorophores 
A fluorophore is a chemical species capable of absorbing and re-emitting a photon through 
the process of fluorescence. Fluorescence microscopy commonly uses excitation light within 
the visible part the spectrum. Therefore, only the fluorophores with an energy gap (ΔES0 → S1) 
corresponding to the energy carried by visible light (λUV < λ < λIR) are considered, as shown 
in equation (1.4).  
 
  
   
<     →  <
  
   
 (1.4) 
However, most of the fluorescent species exhibit a very large gap bringing their excitation 
spectrum within the deep UV. As a consequence, the fluorophores available for fluorescence 
microscopy present a large electronic delocalisation allowing a shorter gap, commonly 
provided by aromatic groups. The chemical structure of two common synthetic fluorescent 
dyes, Cy3 and Cy5, are shown in Figure 1-4. 
 
Figure 1-4: Chemical structure of Cy3 and Cy5. Their absorption (Abs. max) and emission (Em. max) maxima 
are also shown. R: alkyl groups. 
Fluorescent species can also be found in living organism, such as the Green Fluorescent 
Protein (GFP), which was first isolated from the jellyfish Aequorea victoria [182]. All 
fluorescent proteins derived from GFP have a similar structure: a β-barrel formed of eleven 
anti-parallel β-sheets surrounding the chromophore localized on the inside [151], as shown 
in Figure 1-5. Only the chromophore is responsible for its fluorescence properties and is 
composed of three residues (Serine 65, Tyrosine 66 and Glycine 67). The barrel provides 
the rigid structure necessary for the post-translational modifications of the protein 
(maturation of the chromophore) leading to a functional chromophore, as shown in panel (b) 
of Figure 1-5. This maturation corresponds to the cyclisation of the chromophore allowing 
for a large electronic delocalization. 
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Figure 1-5: Structure of GFP and its chromophore. The maturation of the chromophore is obtained from the 
Serine 65, Tyrosine 66 and Glycine 67 residues. The structure of GFP was obtained from the crystal structure 
1EMA and the maturation of GFP chromophore was adapted from http://zeiss-
campus.magnet.fsu.edu/articles/probes/jellyfishfps.html 
The fluorescent properties of a fluorophore are usually described by the emission and 
absorption spectra, the quantum yield (Q), the fluorescence lifetime (τ) and the extinction 
coefficient at the maximum of absorption (ε0).  
The absorption and emission spectra describe the spectral properties of the fluorophore, as 
introduced in the previous section. These spectra are usually insensitive to the environment 
of the fluorophore but, in particular cases, they can provide a way to probe molecular events 
such as protein binding [84].  
The emission efficiency of the fluorophore, (also called quantum yield Q) represents the 
probability of the fluorophore to lose its excitation by fluorescence (radiative decay). It is a 
direct consequence of the existence of the competition between radiative and non-radiative 
decays for the de-excitation of the fluorophore, as defined in equation (1.5). 
  =
  
      
                       (1.5) 
Where kr is the fluorescence emission rate (radiative) and knr is the non-radiative decay rate. 
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The fluorescence lifetime is the average duration the fluorophore remains in the excited state 
(typically of the order of a few nanoseconds) and is defined in equation (1.6). 
  =
1
      
                                (1.6) 
The radiative decay rate (kr) mostly depends on the chemical structure of the fluorophore 
(energy gap and repartition of energy levels) whereas the non-radiative decay rate (knr) is 
usually dependent on the environment of the fluorophore.  
Fluorescence lifetime spectroscopy and fluorescence lifetime imaging (FLIM) use τ as a 
contrast parameter, providing an insight into the direct environment of the fluorophore [191]. 
These methods are presented in more details in section 1.2.  
The extinction coefficient is a property of any absorbing substance. It represents how 
strongly the substance absorbs light at a particular wavelength λ, as defined by Beer-
Lambert law, shown in equation (1.7).  
  ( ) =   10
  ( )   (1.7) 
Where I(L) is the light intensity measured after crossing a thickness L (in cm) of the 
absorbent sample, ε is the molar extinction coefficient (in M-1cm-1) at the wavelength λ and C 
is the concentration of the species (in M).  
The molar extinction coefficient is directly related to the so-called absorption cross section σ 
(expressed in cm2), as shown in equation (1.8). 
  (λ) = 1 000    (10)
 (λ)
  
 (1.8) 
Where NA is the Avogadro constant.  
The photostability of a fluorescent species is also an important factor, especially in 
fluorescence microscopy. An insight of the photostability of a fluorophore can be given by 
the number of excitation-emission cycles that a fluorophore can carry out before its 
irreversible degradation, known as photobleaching. The average number of cycles before 
permanent bleaching depends on the fluorophore and its environment, however it is 
commonly thought to be around 10,000 – 100,000 cycles for common fluorescent proteins. It 
is however very difficult to quantify and compare the photostability of different fluorophores 
due to the variety of methods and possible experimental set-ups. 
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The precise mechanisms of photobleaching remain unclear but are thought to be related to 
chemical reactions leading to a non-fluorescent form of the fluorophore. Reactions with 
molecular oxygen [174] or radicals [44] during the long lived T1 state [121] are thought to be 
involved.  
An excellent and complete review has been published by Giepmans et al. [59] on the use of 
fluorophores for the study of protein function and localization. 
1.1.3 Fluorescence spectroscopy and microscopy 
Fluorescence spectroscopy takes advantage of the Stokes shift to selectively collect the 
fluorescence from the sample by spectral separation, as shown in Figure 1-6. 
 
Figure 1-6: Schematic diagram of a fluorescence spectroscopy system. The sample is excited with a 
spectrally selected light and the fluorescence emission is separated from the excitation light with an emission 
filter. 
In wide-field microscopy systems, a two dimensional plane, within the sample is optically 
conjugated with a two dimensional detector (typically the observer’s retina through the 
eyepiece or a CCD camera), as described in Figure 1-7.  
In order to provide a uniform illumination at the sample plane the light of the source (usually 
a mercury arc-lamp) is shaped with a Köhler configuration. The source is imaged at the back 
focal plane of the microscope objective. The illumination beam at the sample is therefore 
collimated and does not exhibit any structure from the source.  
The dichroic beam-splitter is chosen such that it reflects the light from the excitation 
waveband and transmits that from the emission waveband. 
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Figure 1-7: Schematic structure of a common wide-field fluorescence microscope. The source (typically a 
white fluorescence lamp) is filtered by the excitation filter. The fluorescence signal is separated from 
backscattered light from the sample with the emission filter. At the bottom right corner, absorption and emission 
spectra of the fluorophore are superimposed with the transmission spectra of the dichroic beam-splitter and the 
excitation and emission filters. ExS: Excitation spectrum, ExF: Excitation filter, EmS: Emission spectrum, EmF: 
Emission filter. DBS: dichroic beam-splitter transmission. 
However, with wide-field microscopes, although all the non-fluorescent light is filtered, the 
fluorescence coming from the planes that are out of focus (above and below the focus plane 
within the sample) still reaches the camera. It introduces a bright background on the 
fluorescence image and dramatically decreases the signal to noise ratio and spatial 
resolution. This issue has been overcome by the development of techniques of so-called 
optical sectioning. 
1.1.4 Optical sectioning in fluorescence microscopy 
Optical sectioning microscopes are able to isolate the light originating from the focus plane 
independently of its position into a thick sample. It therefore avoids the need of physically 
sectioning the sample. In fluorescence microscopy, optical sectioning is typically obtained by 
laser scanning confocal microscopes (LSCM) or multiphoton microscopes. 
In confocal microscopes, the excitation beam forms a single excitation point in the sample 
and the fluorescence originating from out-of-focus planes is spatially filtered out by a pinhole 
placed in the plane of the single-point detector plane (typically a photomultiplier) [27].  
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Most of the out-of-focus light is rejected by this system thereby offering an excellent axial 
resolution (~300 nm). In Figure 1-8 panel (a), a diagram of a typical confocal microscope is 
described.  
 
Figure 1-8: Confocal and Nipkow disk microscope. In a confocal microscope (panel (a)), the 2D image is 
reconstructed by raster scanning the sample, as shown by the arrow in the sample plane. With a Nipkow disk 
microscope (panel (b)), as the pinhole disk rotates (~5,000 rpm), the 2D optically sectioned image is directly 
obtained on the CCD camera. BS: Beam-splitter. PMT: Photomultiplier tube.  
In two-photon microscopes, fluorophores are excited by the simultaneous absorption of two 
identical photons [80]. The multiphoton absorption process is non-linear and then requires a 
temporally and spatially high photon density that is usually obtained by a focussed pulsed 
excitation laser. The two-photon absorption (and therefore fluorescence emission) can solely 
occur in this high photon density region of the focus point of the microscope objective. This 
way, the fluorescence emission measured by the instrument only originates from the focal 
volume of the microscope objective, which provides inherent optical sectioning.  
These two techniques share the major drawback of being a point-to-point detection. Thus, 
obtaining a two-dimensional image necessitates the raster scanning of either the sample 
itself (motion-stage) or the beam (laser scanning mirrors), thereby dramatically increasing 
the acquisition time. However, the excellent axial and lateral resolutions achieved with those 
systems offer the possibility of 3D reconstruction of the sample by additionally scanning the 
sample in the axial direction. 
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More recently, systems have been developed to combine optical sectioning and wide-field 
acquisition. The spinning disk system (also called Nipkow disk, shown in panel (b) of Figure 
1-8) provides parallel confocality by using an array of pinholes rotating at a higher rate 
compared to the camera acquisition time (~5,000 rpm) to sweep the entire image and 
construct an optically sectioned image of the sample plane [27].  
Similarly, the multifocus multiphoton microscope (MMM) implementation enables a two-
photon microscope to obtain wide-field images [13] by splitting the excitation beam into an 
array of multiphoton beams. 
1.2 Fluorescence lifetime spectroscopy 
As defined in section 1.1.2, the lifetime of a fluorophore represents the average time (of the 
order of a few nanoseconds for typical fluorescent proteins) that a fluorophore remains in its 
excited state after absorbing an excitation photon. When a sample (a population of 
fluorophores) is excited by a light pulse, the fluorescence intensity follows an exponential 
law, describing the density of probability of emission of the fluorophore. The fluorescence 
lifetime is then given by the characteristic time of this exponential decay, as described by 
Figure 1-9. 
  ( ) =    
 
 
  (1.9) 
 
Figure 1-9: Principle of a time-resolved fluorescence measurement. The sample is excited with a very short 
pulse of light (of the order of a few femtoseconds). The fluorescence intensity from the sample follows an 
exponential decay with a characteristic time given by the sample fluorescence lifetime (of the order of a few 
nanoseconds) as shown in equation (1.9). 
The insensitivity of the fluorescence lifetime to fluorophore concentrations, laser power, 
optical path length or photobleaching makes time-resolved fluorescence measurements very 
attractive for quantitative analysis of inhomogeneous sample.  
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Time-resolved fluorescence measurements can be performed in spectroscopy system as 
well as in microscopy (called fluorescence lifetime imaging microscopy or FLIM) but requires 
specialised equipment due to the nanosecond-range of the fluorescence decay. Additionally, 
a relatively high level of expertise is necessary for lifetime data analysis. 
Two different technologies are commonly used for time-resolved measurements: gated or 
modulated image intensifiers (typically used for wide-field FLIM) or photon counting 
techniques measuring the arrival time of individual photons (typically used in scanning 
microscopes and spectroscopy). 
1.2.1 Wide-field FLIM 
Wide-field FLIM benefits from recent advances in micro-channel plate (MCP) technology to 
achieve ultra-fast optical shutters, called Gated Optical Intensifiers (GOI) [48].  
Micro-channel plates were originally developed for X-ray imaging and night vision systems 
because it allows the amplification of weak optical signals while retaining spatial resolution. 
In fluorescence application, the MCP is placed in the detection arm, in front of the camera. It 
is controlled by high-speed electronics to provide nanosecond-wide optically gated images. 
The structure of the GOI is described in Figure 1-10.  
 
Figure 1-10: Description of Gated Optical Intensifier (GOI). The photocathode voltage can be driven at high 
frequencies (up to several GHz) allowing for the photoelectron (e
-
) to be either blocked or accelerated towards 
the MCP. The MCP voltage (typically 700 V) provides a strong signal amplification by creating an electron beam. 
The phosphor screen then emits photons by phosphorescence. MCP: Micro-channel plate. 
When a photon hits the photocathode, a photoelectron is ejected towards the micro-channel 
plate (MCP). The MCP amplifies the photoelectron from the photocathode, thus creating an 
electron cascade. When hit by the electron beam, the phosphor screen re-emits photons by 
phosphorescence, which is collected by the camera.  
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The high MCP voltage (typically 700V) allows a strong amplification of the electron beam 
whereas the photocathode voltage can be controlled to allow or block the photoelectrons 
from reaching the MCP. Since the photocathode voltage can be controlled at up to several 
GHz, the system can define very short time gates with sharp edges.  
Importantly, the presence of multiple channels in the MCP retains spatial resolution, which 
allows the acquisition of time-gated images. Therefore, placed in front of a CCD camera the 
GOI can act as a very fast shutter, with a sub-nanosecond resolution.  
Therefore, in wide-field FLIM acquisitions, a sample (for instance, cells expressing 
fluorescent proteins) is excited by short laser pulses and a set of time-gated images is 
acquired with different temporal positions of the GOI gate, called delays. A typical wide-field 
FLIM dataset is presented in Figure 1-11 with delays varying from 0 ps to 3,000 ps by steps 
of 500 ps. This approach is referred to as time-domain FLIM (or TD-FLIM) [50]. 
 
Figure 1-11: Typical time-domain FLIM dataset. The time gate defined by the GOI (here 1 ns wide) is shifted 
across the fluorescence decays and time-gated images are acquired for each one of the delays (here from 0 ps 
to 3,000 ps by steps of 500 ps). The images represent two cells exhibiting different fluorescence lifetime in their 
cytosol. The fluorescence signal decays more rapidly for the cell in the right of the image, as shown in the 
fluorescence decay (panel (b)) and on the FLIM image, panel (c). 
From the time-gated images, the fluorescence decay in each pixel is obtained and analysed 
to estimate the fluorescence lifetime in each pixel of the image (see section 1.2.3 for 
analysis of fluorescence lifetime dataset). The results can be shown as a false-colour lifetime 
image (or FLIM image), as shown in panel (c) of Figure 1-11.  
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Another approach is also often taken, called frequency-domain FLIM (or FD-FLIM) [206]. 
Here, the excitation is sinusoidally modulated (typically in the MHz range) and, as a result, 
the fluorescence signal also appears to be sinusoidally modulated with the same frequency 
but is affected by a phase shift and a decrease in modulation depth, as shown in Figure 
1-12. 
 
Figure 1-12: Frequency-domain FLIM. The excitation is sinusoidally modulated with the same frequency 
(typically in the MHz range). The phase shift (Δφ) and the demodulation factor (m) are used to recover the 
lifetime parameter. 
With this approach, a sinusoidal signal with the same frequency as the excitation is applied 
to the GOI which then acts as a heterodyne detector. By shifting the phase of the signal 
applied to the GOI with respect to that of the excitation and acquiring an images at each 
phase step, the phase shift (Δφ) and the demodulation factor (m) can be obtained for each 
pixel of the image. The phase and modulation fluorescence lifetimes (respectively τp and τm) 
can then be calculated using equations (1.10) and (1.11). 
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Where ω is the angular frequency of the modulation. 
Furthermore, these two wide-field FLIM approaches can be combined with optical sectioning 
techniques such as confocal spinning disk [64] or multiphoton microscopy [52]. 
1.2.2 Fluorescence lifetime measurement by photon counting 
With the photon counting approach, called Time Correlated Single Photon Counting (or 
TCSPC), the sample is excited by laser pulses of low intensity such that the arrival time of 
individual photons can be measured [146].  
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By accumulating a large number of photon arrival times (typically several 1,000’s to several 
millions of photons), a histogram of arrival time can be built, representing the probability 
density of fluorescence emission. The architecture of the TCSPC electronics is shown in 
Figure 1-13.  
 
Figure 1-13: Principle and architecture of TCSPC-based fluorescence lifetime measurement. The laser 
pulse and the detection of a photon determine an analogue photon arrival time (TAC) which is converted into 
digital (ADC). In the TAC a ramp of voltage is triggered by the trigger pulse (from the laser) and stopped by the 
photon detection (from the photodetector). This defines a photon arrival time. Hundreds to thousands of arrival 
times build a histogram which reflects the fluorescent decay. 
The constant fraction discriminators (CFD) allow for the generation of an electronic pulse 
representing the excitation event (trigger pulse) and the photon arrival event (on the 
photodetector) with high precision. The time-to-amplitude converter (TAC) is able to convert 
the time difference between the two pulses into an analogue amplitude. The trigger pulse 
and the photon arrival on the photodetector define the “start” and “stop” of the TAC.  
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The amplitude from the TAC is then converted by an analogue-to-digital converter (ADC) 
and stored in the memory of the TCSPC card. Hundreds to thousands of photon arrival times 
are measured and stored and a histogram can be built (panel (b) Figure 1-13). With a 
sufficient number of acquired photons, the histogram well describes the fluorescence decay 
profile of the fluorophore. The single photon sensitivity of the method enables the signal-to-
noise to be shot-noise limited (Poisson statistics). It also provides a high time resolution with 
typically several 100’s to 1,000’s time bins.  
TCSPC is the favoured method used in spectrofluorometers due to its high photon efficiency 
and high temporal resolution. The technique is also commonly applied in imaging with 
scanning microscopes such as confocal and multiphoton microscope. The acquisition times 
are however typically long (minutes) due to the single pixel scanning and the wide-field FLIM 
approaches are often preferred for live cell studies [52]. 
1.2.3 Analysis of time-domain FLIM dataset 
The extraction of the fluorescence lifetime always requires post-acquisition data analysis. 
Some methods such as the rapid lifetime determination (RLD) [168] or the minimal fraction 
of donor (mf(D)) [153] approaches are based on the estimation of the lifetime from 
calculations and do not require important computing time. These approaches optimize the 
speed of the analysis and can even provide real-time analysis. However, they do not provide 
quantitative results. 
Therefore, time-resolved datasets are commonly analysed by either a fitting approach in 
which the parameters of a fluorescence decay model are estimated by minimisation 
methods, or the increasingly popular graphical approach of the phasor plot.  
In fitting approaches, a fluorescence decay model is preliminarily chosen. For single 
exponential decays, equation (1.9) can be used but more complex systems such as cases 
where a mixture of several fluorophores is present or when FRET occurs (as described in 
section 1.5.2) may require the use of a multi-exponential model. The multi-exponential model 
is presented in equation (1.12). 
  ( ) =   ∑   
 
 
  
 
   
 (1.12) 
Where pi is the contribution of the lifetime component τi and ∑   
 
   = 1. 
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However, for a complete model, the instrument response function (IRF) needs to be taken 
into account. The IRF describes the shape of the excitation pulse and the measurement 
method. For wide-field FLIM, the time gate defined by the GOI is used and for TCSPC, the 
shape of the excitation pulse measured under the same conditions is used. 
Fluorescence decay models (Fm(t)) taking into account the IRF (IRF(t)) can be written as 
equation (1.13). 
   ( ) = (  ∑   
 
 
  
 
   
)    ( ) (1.13) 
Where  represents the convolution sign. 
The fitting procedure is usually performed by non-linear least-square minimisation [69,115] in 
which the quality of the fitting is evaluated by the χ2 parameter, described in equation (1.14). 
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 (1.14) 
Where Fd(tk) is the measured data at the time point tk, Fm(tk) is the model at the same time 
point and σd(tk) is the standard deviation of the measured data. 
The statistical model of the noise is generally Poissonian (shot-noise) and therefore the 
standard deviation of the data can be well estimated by the square root of the number of 
photon (equation (1.15)). 
   (  ) = √  (  ) (1.15) 
Therefore, the fluorescence decay can be fitted to the model for each pixel and the FLIM 
image (false-colour lifetime image) is obtained (as shown in Figure 1-11). This method is 
widely used for both wide-field FLIM and TCSPC instrumentation.  
In low photon conditions (which is usually the case in wide-field FLIM), fitting a complex 
model (like a multi-exponential model) may be challenging. In this case, it is sometimes 
found useful to perform global analysis on a FLIM dataset [209]. In this approach, one or 
several parameters of the model (typically the lifetimes τi from the multi-exponential decay 
model) are assumed to be constant across the image and the model parameters can be 
estimated with a better accuracy than with the pixel-by-pixel approach.  
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This method of time-resolved data analysis therefore relies on the choice of a suitable model 
and a computational fitting procedure. The choice of a model leads to preliminary 
assumption on the system that is investigated.  
On the contrary, the phasor plot approach is graphical and does not rely on any model. The 
method transforms the measured fluorescent decay into a set of coordinates G and S using 
equation (1.16) [41].  
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 (1.16) 
Where ω is the angular frequency (linked to the repetition rate of the laser). 
Each decay (each pixel in a FLIM image) is therefore represented by one point of 
coordinates (G,S) on the phasor plot. The phasor plot is shown in Figure 1-14.  
 
Figure 1-14: Phasor plot representation of time-resolved fluorescence data. The universal circle is shown in 
blue. A set of single exponential decays is represented by the black circles. The corresponding lifetimes are also 
shown for a 20 MHz repetition rate laser. 
The graphical assessment is based on the properties of the phasor plot. Pixels of similar 
fluorescence lifetime tend to cluster and any changes in lifetime of a group of pixels are 
observed by a displacement of the cluster in the phasor plot. Additionally, single exponential 
decays (well described by equation (1.9)) appear on the so-called universal circle (shown in 
blue in Figure 1-14). More complex decays (such as multi-exponential decays) appear 
within the universal circle. 
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This approach provides an easy and efficient way to perform lifetime image segmentation. 
Digman et al. [41] suggested that this alternative data analysis can provide as much 
information as a fluorescence decay fitting (contributions in mixed fluorescent populations 
and FRET efficiency) in a more user-friendly graphical representation. 
1.3 Fluorescence anisotropy 
A different approach to fluorescence measurement can also be taken by using polarization 
resolved spectroscopy [119]. This method investigates the processes responsible for the 
depolarization of the fluorescence emission upon excitation with polarized light. This 
depolarization may be due to the existence of distinct absorption and emission dipole 
orientation within the fluorophore or to the rotation of the fluorophore during its emission 
lifetime. This approach therefore allows the probing of the structural and hydrodynamics 
properties of the fluorophore in its environment. 
1.3.1 Theory of fluorescence anisotropy 
In fluorescence anisotropy studies, the sample is illuminated with a vertically polarized light 
so that the fluorophores with a vertical absorption dipole are preferentially excited (excitation 
photoselection) [115]. The fluorescence emission is measured through an analyser at a 
polarization angle θ with respect to the orientation of the excitation polarization. The diagram 
of an anisotropy set-up is shown in Figure 1-15.  
 
Figure 1-15: Polarization-resolved fluorescence spectroscopy. The illumination is vertically polarized thus 
preferentially exciting the fluorophores with a vertical absorption dipole. The fluorescence is then recorded 
through an analyser at a polarization angle θ with respect to the vertical axis. 
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The fluorescence intensity (Iθ) measured at a polarization angle θ can be expressed as 
equation (1.17). 
   =   [1  ( c  
   1) ] (1.17) 
Where r is the anisotropy parameter. 
The anisotropy r describes the depolarization of the fluorophore emission after its excitation 
with polarized light. It is obtained by a set of two measurements: in the parallel channel I‖ = 
I(θ = 0°) = I0(1+2r) and the perpendicular channel I┴ = I(θ = 90°) = I0(1-r), as shown in 
equation (1.18). 
  =  
     
      
 (1.18) 
Where I║ = I0° and I┴ = I90°, respectively vertical and horizontal polarization measurements 
with respect to the polarization of the excitation light. 
The anisotropy is a dimensionless parameter that can theoretically vary from -0.5 (I║ = 0, 
complete rotation of the fluorescence by 90°) to 1 (I┴ = 0, fluorescence polarization aligned 
with that of the excitation).  
According to Soleillet’s rule [183], the anisotropy parameter can be expressed as the product 
of all depolarization factors affecting the fluorescence (equation (1.19)). 
  =∏  
 
 (1.19) 
Where di represent the different depolarization factors affecting the fluorescence. 
Common factors affecting the polarization of the fluorescence emission are the 
photoselection, the angle between the absorption and emission dipole of the fluorophore (α) 
and the average angle by which the fluorophore rotates between the moment it is excited 
and the moment it emits the fluorescence photon (ωrot) (in other words, during its 
fluorescence lifetime). 
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The expression of the anisotropy is shown in equation (1.20) and described by Figure 1-16. 
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) (1.20) 
 
Figure 1-16: Anisotropy and its dependence on the emission and absorption dipole, and rotational 
diffusion of the fluorophore. P(θ) is the probability of excitation of a fluorophore with an absorption dipole at an 
angle θ with respect to the orientation of the excitation polarization. This probability is proportional to cos2θ in 
single photon excitation. α is the angle between the absorption dipole and the emission dipole of the fluorophore. 
ωrot is the average angle the fluorophore rotates by, between the absorption and the emission. dPS is the 
depolarization factor associated with the photoselection process.  
The process of photoselection allows fluorophores with a range of dipole orientations around 
the angle of the excitation polarization to be excited. In single photon excitation, the 
probability of excitation is proportional to cos2θ (where θ is the angle between the absorption 
dipole of the fluorophore and the excitation polarization) and, assuming an isotropic solution 
of fluorophore, dPS can be calculated. 
    =
 
 
 (1.21) 
Therefore, the maximum and minimum values permissible for r (with α = 0 and ωrot = 0) are 
0.4 and -0.2 respectively for single photon excitation. An excellent explanation of the 
photoselection was presented by Lakowicz [115].  
The angle between the absorption and emission dipoles (α) is a property of the fluorophore 
and therefore it is often associated with dPS as shown in equation (1.22). 
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Where r0 is called the fundamental anisotropy, dependant on the fluorophore and the 
excitation method (single photon excitation, here). 
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The depolarization term due to the rotation of the fluorophore is related to the rotational 
diffusion coefficient of the fluorophore (D) and, under the assumption of a spherical rotor, the 
anisotropy can be written as equation (1.23). 
  =
  
1     
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1  
 
 
 
(1.23) 
Where τ is the fluorescence lifetime of the fluorophore and φ its rotational correlation time. 
The rotational correlation time (φ) is then related to the rotational diffusion coefficient which 
describes the volume of the rotating unit (V) in a medium of viscosity μ. 
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1
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 (1.24) 
Where T  is the temperature in kelvins and R the gas constant. 
Therefore, the anisotropy is often used to read out changes in viscosity of the medium or 
changes in the volume of the rotating unit when the fluorophore is bound to a molecule of 
interest. The anisotropy can then probe changes in hydration volume, conformational 
changes or binding / clustering of proteins.  
1.3.2 Measuring fluorescence anisotropy 
In spectrofluorometer, the anisotropy is commonly obtained by measuring the fluorescence 
in both parallel and perpendicular channels consecutively by rotating the analyser from a 
horizontal (perpendicular channel relative to excitation) to a vertical position (parallel 
channel), as described in Figure 1-17. 
 
Figure 1-17: Diagram of a spectrofluorometer set-up for the measurement of fluorescence anisotropy. 
The analyser can be rotated to measure the fluorescence in both paralel and perpendicular channels 
consecutively.  
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However, photodetectors (and monochromators) usually do not have the same responsivity 
(transmissivity for the monochromator) to a parallel and perpendicular polarized light. This 
can be taken into account by adding a correction factor, called G factor. The corrected 
formula for the anisotropy is given by equation (1.25). 
  =  
      
       
 (1.25) 
The G factor can be experimentally measured by exciting a sample of fast rotating dye 
(typically a small synthetic dye, such as the Rhodamine dyes) with a horizontally polarized 
light. This way, from the analyser point of view, the fluorescence emission is isotropic and 
the G factor is obtained from the ratio of the parallel to horizontal intensities.  
It is also possible to cancel the effect of the anisotropy when measuring the fluorescence 
intensity by placing the analyser at the so-called magic angle θMA = 54.7°. 
    =    =                     c  
   1 = 0 
It follows from equation (1.17) that I(θMA) = IMA = I0. 
Anisotropy measurements can be implemented into scanning [14] as well as wide-field 
microscopes [178]. Fluorescence anisotropy imaging (FAIM) has been especially powerful 
for the study of homo-FRET [185] (as will be described further in section 1.5.3), lipid rafts 
formation [208] and was recently implemented for high-content screening of protein 
interactions [132]. 
1.3.3 Time-resolved anisotropy 
The time-resolved approach can also be taken to measure anisotropy. The fluorescence 
decays in the parallel and perpendicular channels (also called polarized decays) can be 
written as equation (1.26). 
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Where pi and τi are respectively the contributions and lifetimes described by the multi-
exponential model in equation (1.12). βi and φi are the initial anisotropies and rotation 
correlation times respectively. r∞ is the limiting anisotropy which accounts for a hindered 
rotation of the probe. 
The time-resolved anisotropy can then be expressed as equation (1.27). 
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 (1.27) 
If the fluorophore behaves like a spherical rotor (single rotational correlation time) without 
hindrance (r∞ = 0) the anisotropy decay can be written as equation (1.28). 
 
 ( ) =    
  
  (1.28) 
Where r0 is the fundamental anisotropy and was defined in equation (1.22).  
Simulations of polarized decays are shown in Figure 1-18 based on fluorescence properties 
of the Rhodamine 6G dye in water. 
 
Figure 1-18: Simulated polarized decays. The simulation was based on Rhodamine 6G (τ = 4 ns, φ = 0.5 ns, 
r0 = 0.4 (e.g. α = 0), r∞ = 0 and G = 1). The IRF was simulated as a Gaussian shape with σ = 50 ps). 
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The analysis of polarized decays is usually performed by global analysis fitting using the 
models described in equation (1.26). In this case, all decays are simultaneously analysed to 
estimate a single set of time-resolved parameters (all pi, τi, βi and φi). 
Additionally, the fluorescence lifetime parameters can be obtained by independently 
measuring and analysing the fluorescence decays at the magic angle IMA(t) and using the 
lifetime parameters obtained for the analysis of I‖(t) and I┴(t). 
However, two situations may occur and require the use of a multi-exponential model to 
describe the time-resolved anisotropy. In this case, equation (1.28) is not valid any longer.  
First, the fluorophore may not behave like a spherical rotor (spheroid for instance) or exhibit 
local flexibility. In this case, a set of βi and φi needs to be estimated for the fluorophore and 
the anisotropy can be obtained by equation (1.27). This method is called non-associative as 
all time-resolved fluorescence parameters (pi and τi) are associated with all anisotropy 
parameters (βi and φi). 
The second situation occurs when a mixture of fluorophore is present in the sample. In this 
case, equation (1.26) is not strictly valid and an associative model is required. The polarized 
decays are then expressed as equation (1.29) (in the particular case of a mixture of two 
fluorophores). 
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Where the first fluorophore is defined by I01, τ1 and r01, φ1 and the second fluorophore by I02, 
τ2 and r02, φ2. 
Measuring the rotational correlation times gives a different insight into the environment and 
behaviour of the fluorophore. Time-resolved anisotropy analysis provides a more dynamic 
approach with looking at the way the fluorophore rotates in the sample. It can reveal a 
number of events such as protein binding, conformational changes or variations in viscosity. 
Time-resolved fluorescence anisotropy imaging (TR-FAIM) was used for the measurement 
of changes in viscosity and GFP in bacteria [191] and the technique was reviewed by Levitt 
et al. [119]. However, the number of studies reported to date remains low, which is likely to 
be due to the complexity of the implementation and data analysis that it involves. 
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1.4 Introduction to FRET 
FRET (Förster Resonance Emission Transfer) is the process of energy transfer that can 
occur between two fluorophores in close proximity (typically within 10 nm). As a nanometre-
scale interaction, FRET provides a unique tool for probing molecular interactions in living 
cells. In fluorescence microscopy, it is widely used to probe protein-ligand binding, protein 
aggregation, translocation to membrane, protein-protein interaction (PPI) or conformational 
change [95]. 
1.4.1 Mechanism and conditions for FRET 
The mechanism of FRET is represented on a Jablonski diagram in Figure 1-19.  
 
Figure 1-19: Jablonski diagram of the energy transfer occurring during FRET. When the donor and 
acceptor fluorophores are in close proximity, the emission of the donor is quenched as its energy is transferred to 
the acceptor, which can in turn emit a photon. The fluorescence emission from an acceptor fluorophore excited 
through FRET is called sensitised emission. 
When far apart, the donor and acceptor fluorophores can emit photons via fluorescence 
when excited by photons with the appropriate energy, as described in panel (a) and (b) of 
Figure 1-19. When in close proximity, the excited donor fluorophore can de-excite by 
transferring its energy to the acceptor, which results in a quenching in the donor emission. 
The acceptor can in turn emit a fluorescence photon (acceptor sensitised emission). 
In the Jablonski diagram shown in Figure 1-19, FRET is represented as the non-radiative 
transfer of energy (no photon is emitted during the energy transfer) from a donor fluorophore 
in its excited state (S1) to an acceptor fluorophore in its ground state (S0) via dipole-dipole 
interactions. 
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The transfer is possible if: (a) the emission spectrum of the donor overlaps with the 
absorption spectrum of the acceptor, (b) if they are properly orientated (in accordance with 
the dipole-dipole coupling mechanism) and (c) if they are in close proximity (typically within 
10 nm). These conditions are central to the applications of FRET in fluorescence microscopy 
and spectroscopy. Figure 1-20 gives a pictorial representation of those different conditions. 
 
Figure 1-20: Conditions for FRET. In panel (a), the spectra represented are those of eGFP (donor) and 
mCherry (acceptor). The overlap between the emission of eGFP and the absorption of mCherry is shown in red. 
In panel (b), when the dipoles are perpendicular to each other, FRET cannot occur. In panel (c), if the distance 
between the two fluorophore is too large (compared to the Förster distance) FRET cannot occur. 
The condition of spectral overlap reflects the description given by the Jablonski diagram in 
Figure 1-19. The energy of the de-excitation transition S1→S0 of the donor fluorophore has to 
match the energy required for the excitation of the acceptor.  
The orientation also plays an important role, in accordance to the classical model of dipole-
dipole interaction in electromagnetism. The emission dipole of the donor is required to be 
reasonably aligned with the absorption dipole of the acceptor as discussed in the following 
section. In the particular case where they are orthogonal, no energy transfer can occur. 
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1.4.2 Förster’s theory of FRET 
In 1948, Theodor Förster [55] elaborated a theory that introduced the formalism to describe 
the FRET interaction. The expression of the FRET decay rate is shown in equation (1.30). 
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Where τD is the donor fluorescence lifetime, r is the distance separating the two fluorophores 
and R0 is the so-called Förster distance, characteristic distance of the interaction. 
The FRET efficiency (E) is defined as the probability of a donor fluorophore in its excited 
state to lose its energy through energy transfer. It can be easily derived from the equations 
(1.30) (FRET decay rate) and (1.6) (fluorescence lifetime). 
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Figure 1-21 shows the FRET efficiency as a function of the donor-acceptor distance r.  
 
Figure 1-21: FRET efficiency as a function of the distance between the two fluorophores (r). The FRET 
efficiency was calculated using equation (1.31). When r = R0, then E = 50%. 
The strong dependence of the FRET efficiency with the distance (inverse of the sixth power) 
can be observed by the steep slope around the Förster distance (R0). The FRET efficiency 
drops from 90% (r = 0.69R0) to 10% (r = 1.44R0) over a distance equal to 0.75 R0. 
In the region between 0.69R0 and 1.44R0, the efficiency is approximately linear and its 
measurement can be used to measure the donor-acceptor distance with nanometre 
accuracy. Because of this, the term “spectroscopic ruler” was coined by Stryer et al. in 
reference to FRET [189].  
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Förster’s theory also gives an expression for R0, the Förster distance [115].  
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Where R0 is given in nanometre, κ2 is the orientation factor, J(λ) is called the overlap integral 
and represents the spectral overlap between the donor emission spectrum and the acceptor 
absorption spectrum expressed in M-1cm3 (wavelength λ expressed in cm), QD is the 
quantum yield of the donor fluorophore and n is the refractive index of the medium. 
If any of the parameters described above (κ2, J(λ) or QD) tend to zero, R0 in turn tends to zero 
and the FRET efficiency becomes null independently of the donor-acceptor distance. 
The overlap integral is given by equation (1.33). 
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Where FD is the emission spectrum of the donor fluorophore, εA is the acceptor extinction 
coefficient and λ is the wavelength. 
The overlap integral plays an important role in the choice of the FRET pair (donor and 
acceptor fluorophores) as it defines how well the two fluorophores can FRET together. 
However, since the emission and absorption spectra are relatively insensitive to the 
experimental conditions, it does not affect the FRET efficiency once the FRET pair is 
chosen. 
Furthermore, if the absorption and emission spectra of a single fluorophore overlap, two 
molecules of the same fluorescence species can FRET with each other. This process, called 
homo-FRET, has shown a number of application in particular in relation to the study of 
agglomeration or oligomerisation of proteins [57] (see section 1.5.3). 
As described in equation (1.34) and Figure 1-22, the orientation factor takes into account 
the three-dimensional orientation of the donor and acceptor fluorophores. The two 
expressions shown in equation (1.34) are strictly equivalent. 
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Figure 1-22: Three-dimensional orientation of the fluorophores and FRET orientation factor. The different 
parameters are defined in Table 1-1. The donor plane and the acceptor plane are defined by r, the donor dipole 
(in blue) and the acceptor dipole (in green). 
Table 1-1 defines the different geometrical parameters in the orientation of the fluorophores.  
r distance separating the centre of the two chromophores 
θA angle between r and the absorption dipole of the acceptor 
θD angle between r and the emission dipole of the donor 
θT angle between the acceptor plane and the donor plane 
θD→A angle between the donor emission dipole and acceptor absorption dipole 
when projected on the same plane 
Table 1-1: Geometrical parameters defining the 3D orientation of the fluorophores.  
The orientation factor can take values ranging from 0 to 4 depending on the geometry. Three 
particular cases are shown in Figure 1-23. 
 
Figure 1-23: Particular orientations of the fluorophores and FRET orientation factor. The minimum 
orientation factor (κ2 = 0) is obtained when the fluorophore are perpendicular to each other. The maximum (κ2 = 
4) is obtained when they are aligned. Note that the case described on the left is not singular, a whole range of 
geometries can lead to κ2 = 0.  
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The estimation of the orientation factor is not trivial as these angles can only be fully 
determined by structural analysis such as X-ray crystallography. Besides, if some degree of 
flexibility is present in the geometry, then the orientation factor will take a range of values 
affecting the FRET efficiency. The effect of a range of orientation on the FRET efficiency still 
largely remains unclear but was recently investigated by Vogel et al. by using simulations 
[214]. The authors suggested that the orientation heterogeneity may explain some 
discrepancies observed in time-resolved FRET studies. Therefore, the orientation factor is 
often presented as a major source of error on distance measurements when using FRET.  
However, in the case where the fluorophores can access all possible relative orientations 
(high flexibility) during the fluorescence lifetime of the donor (fast re-orientation), the 
orientation factor can be averaged over all the geometries, leading to equation (1.35) [47]. 
    
 
 
 (1.35) 
Therefore, although the spatial resolution of usual microscopes is of the order of ~1 μm, the 
observation of FRET provides information of the co-localization at the scale of ~1 nm. 
Measurements of the FRET efficiency can then provide information regarding the distance 
and orientation of proteins of interests when tagged with appropriate fluorophores.  
1.5 Measuring FRET 
FRET is often used to probe protein-protein interactions [25] or to measure intracellular ion 
or second messenger concentration such as Ca2+ [78,137], Cl- [113], pH [51] or small GTP-
ase [139]. Two main approaches can be taken for the design a FRET study: intramolecular 
or intermolecular FRET (Figure 1-24).  
 
Figure 1-24: Intramolecular and intermolecular FRET. For intramolecular FRET, a change in conformation of 
the protein (due for instance to the binding of an ion) brings the two fluorophores in close proximity. For 
intermolecular FRET, when protein A interacts with protein B, the two fluorophores come in contact. 
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With intramolecular FRET, the same protein is tagged with both fluorophores and FRET 
occurs when a conformational change brings the two fluorophore closer together. This 
approach is typically taken for the design of FRET biosensors for ions or small molecules.  
In intermolecular FRET studies (protein interactions or translocations), two different proteins 
are tagged with both fluorophores (donor or acceptor) and FRET occurs when the two 
proteins interact. In this case, it is also important to determine the number of molecules 
involved in FRET in addition to the FRET efficiency. 
Numerous approaches have been developed for FRET measurement [95,155]. Some of the 
most common methods are described in the following section.  
1.5.1 Intensity-based measurement  
Donor quenching measurement (acceptor photobleaching). As introduced in the 
previous section, the fluorescence of the donor fluorophore is quenched through the transfer 
of its energy to the acceptor fluorophore. Therefore, by measuring the donor fluorescence 
intensity in presence (IDA) and absence (ID) of the acceptor, it is possible to calculate the 
FRET efficiency as shown in equation (1.36). 
  = 1  
   
  
 (1.36) 
In practice, a first measurement of the donor fluorescence intensity is acquired with both 
donor and acceptor. Then, the acceptor is selectively photobleached (therefore preventing 
any FRET) and a second intensity measurement is carried out. In microscopy, this method is 
called FRET measurement by acceptor photobleaching and can be extended to a whole 
image, typically in confocal microscopes. The FRET efficiency can be calculated for every 
pixel and displayed on a false-colour image. This method is however very sensitive to donor 
photobleaching and fluctuations in the excitation laser intensity.  
Spectral ratiometric measurement. This approach combines the measurement of the 
donor quenching with that of the acceptor sensitised emission in order to minimise the 
influence of the fluctuation in laser intensity.  
This technique called two-colour FRET typically measures the intensity in two spectral 
channels, one for the donor emission (donor channel) and one for the acceptor sensitized 
emission (acceptor channel), upon excitation of the donor as shown in panel (b) of Figure 
1-25. 
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Figure 1-25: Intensity-based methods for FRET measurement. In panel, (a), the acceptor fluorophore is 
selctively photobleached (APB) by intense laser light. The subsequent measurement of the donor intensity 
recovers the donor emission in absence of FRET. In panel (b), the fluorescence intensity of the donor and 
acceptor are measured in distinct spectral channels. The residual acceptor emission in the absence of FRET 
(No-FRET condition, blue line) may be due to acceptor direct excitation. In panel (c), the emission spectrum of a 
FRET sensor is unmixed. The proportion of emission of donor and acceptor can be obtained using spectral 
unmixing algorithms. 
When FRET occurs, the fluorescence intensity in the acceptor channel increases whereas 
the intensity in the donor channel decreases. By taking the ratio and normalising the 
intensities from the two channels, it is possible to calculate the FRET efficiency and provide 
a FRET image. However, this approach is affected by issues of spectral bleed-through 
between the two channels for the quantitative assessment of the FRET efficiency, leading to 
the necessity of experimental calibration. This was addressed by the implementation of a 
number of techniques, such as the 3-cube method [23].  
Spectral unmixing. This method is merely an extension of the previous one using the whole 
emission spectra of both donor and acceptor. If the emission spectra of the donor and 
acceptor are known then the proportion of each fluorophore can be calculated by the 
spectral unmixing algorithm [234].  
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Spectral unmixing benefits from the information contained in the whole emission spectra but 
necessitates control measurements of the emission spectra of both donor and acceptor at 
known concentrations, which may not always be possible. Quantitative measurement of 
FRET efficiencies was successfully achieved by combining spectral unmixing and acceptor 
photobleaching [70]. 
Therefore, most intensity-based FRET measurements can provide quantitative readouts if 
extensive calibrations are carried out. These calibrations are experimentally challenging to 
obtain, especially when the stoichiometries between the donor and acceptor are unknown. 
Intensity-based methods therefore tend to be used for studies of intramolecular FRET (equal 
stoichiometry of donor and acceptor fluorophores). 
1.5.2 FLIM-FRET 
Donor lifetime. The time-resolved approach is commonly admitted to be the most robust 
approach for FRET measurements, especially for intermolecular FRET where the 
stoichiometry is usually unknown and may vary significantly across samples [155].  
The fluorescence lifetime of the donor in absence of FRET (donor only) τD and in presence 
of the acceptor τDA (when FRET occurs) are given by equations (1.37) and (1.38). 
   =
1
      
 (1.37) 
    =
1
            
 (1.38) 
The FRET efficiency can then easily be derived from equations (1.30) (FRET decay rate) 
and (1.31) (FRET efficiency). 
  = 1  
   
  
 (1.39) 
As FRET offers another pathway of de-excitation for the donor fluorophore (shown in 
equation (1.38)), the fluorescence lifetime of the donor decreases when FRET occurs (see 
Figure 1-26). 
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Figure 1-26: Fluorescence decays of the donor fluorophore in presence and absence of the acceptor. The 
lifetime of the donor shortens upon FRET. Decays were simulated from CFP-like lifetime (τD = 2.6 ns) undergoing 
30% FRET efficiency (E = 0.3), which leads to τDA = 1.6 ns. IRF: instrument response function. 
Therefore, by measuring the fluorescence lifetime of the donor fluorophore, time-resolved 
fluorescence provides a straight-forward readout of the FRET efficiency. FLIM-FRET was 
used for a number of applications [216], and notably for FRET imaging of fluorescent 
proteins in cells that cannot be separated spectrally [73]. 
In the case where the donor fluorophore exhibits a monoexponential decay and has a fixed 
orientation with respect to the acceptor, the resulting fluorescence decay is well described by 
a double-exponential model, also called two-component model, as shown in equation (1.40). 
  ( ) =   [      
  
    (1       ) 
  
  ] (1.40) 
Where pFRET represents the contribution of donor molecules that are involved in the FRET 
interaction. 
The two-component model takes into account the presence of molecules that are not 
involved in the FRET interaction. In particular, it allows the measurement of the FRET 
efficiency by using equation (1.39) and the estimation of the relative fraction of molecules 
involved in the interaction, which is of particular interest in protein-protein interactions. 
Acceptor rise time. When FRET occurs, the acceptor sensitized emission does not result 
from its direct excitation by the short excitation laser pulse. Instead, it occurs by excitation of 
the acceptor fluorophore by the transfer of energy from the donor. The delay between the 
excitation of the donor by the laser pulse and the excitation of the acceptor via FRET (finite 
FRET rate kFRET) leads to the presence of a so-called rise time component (τRT) in the 
fluorescence decay model of the acceptor sensitized emission. 
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The rise time is characterised by its negative contribution (pre-exponential factor), as shown 
in equation (1.41). 
    ( ) =   ( 
  
    
  
   ) (1.41) 
Where ISE(t) is the fluorescence decay model for the acceptor sensitized emission and τRT is 
the rise time component.  
Figure 1-27 shows the difference in the fluorescence decays of the acceptor direct excitation 
(DE) and its sensitized emission (SE). 
 
Figure 1-27: Fluorescence decays from direct excitation and sensitised emission of the acceptor 
fluorophore. The decays were simulated from YFP lifetime taking τA = 3.2 ns and τRT = 1.6 ns. The sensitised 
emission (SE) exhibits a slow rise time to reach the maximum. 
The rise time analysis of the acceptor is also an indicator of the occurrence of FRET. 
Moreover, as presented by Borst et al. [16,116], the rise time is given by the fluorescence 
lifetime of the donor when FRET occurs. 
    =     (1.42) 
Although Borst et al. suggested that the method has the advantage of measuring only the 
molecules involved in FRET, very few studies have quantitatively used the rise time as a 
way to following FRET interactions [116,212]. This approach was investigated in Chapter 4. 
1.5.3 Anisotropy FRET 
FRET can also be measured in both steady-state and time-resolved anisotropy. The steady-
state anisotropy approach to FRET has been well studied and provides a unique tool that 
proved especially powerful for homo-FRET [57].  
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When FRET occurs, a large depolarization in the fluorescence from the acceptor channel 
due to the sensitized emission can be observed. This depolarization is due to the angle 
between the dipoles of the fluorophores as described in Figure 1-28. 
 
Figure 1-28: Large depolarization due to FRET measured in fluorescence anisotropy. The other factors of 
depolarization (see section 1.3) are here neglected for clarity. In the case of hetero-FRET, the main contribution 
in the acceptor channel in the absence of FRET is from the direct excitation of the acceptor at the donor 
excitation wavelength. 
In absence of FRET, the polarization of the fluorescence emission (acceptor channel) is 
largely aligned with the excitation polarization. The only factors of depolarization are the 
angle between the absorption and emission dipoles and the rotation (relatively slow for 
fluorescent proteins due to their large sizes). 
When FRET occurs, the depolarization due to the angle between the donor and acceptor 
induces an additional depolarization which causes a decrease in the anisotropy 
measurement. 
The depolarization term introduced by FRET in the acceptor anisotropy measurement (dFRET) 
is dependent on the angle between the two fluorophores as described in equation (1.43). 
      = (
 c     →  1
 
) (1.43) 
Where the angle between the donor and acceptor fluorophores θD→A was introduced in 
Figure 1-22. 
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In time-resolved anisotropy, FRET is usually observed by the presence of a fast 
depolarization attributed to the energy transfer [119]. In particular, a recent study observed 
the dimerization of Amyloid Precursor Protein (APP) using homo-FRET with eGFP [40].  
TR-FAIM has also been used for measuring cluster sizes [10] or for measuring 
conformational changes [16] in an intramolecular FRET biosensor. The latter application is 
investigated and discussed in Chapter 4. 
1.6 Conclusion 
The development of advanced fluorescence techniques (time-resolved and anisotropy) 
provides a deeper insight into the environment and the structure of the fluorophore. 
Additionally, combined with FRET, they can allow quantitative measurement of protein 
binding, changes in viscosity or ion concentration into complex systems such as live cells. 
Therefore, these approaches represent key techniques for analysis of proteins pathways in 
vitro and in vivo by allowing a spatial and temporal resolution that no other techniques can 
provide.  
Furthermore, the spatial scale of the FRET interaction (1-10 nm) allows the observation of 
interactions and conformational changes at the molecular level, beyond the optical resolution 
of classic confocal microscope. In particular, robust and quantitative approaches to FRET 
such as time-resolved fluorescence constitute powerful tools for measuring the fractions of 
interacting molecules in protein-protein interaction studies. Despite their specific 
instrumentation and the complexity of analysis, the combination of fluorescence techniques 
(such as time-resolved fluorescence anisotropy applied to FRET) allows the accumulation of 
a wealth of information about the biological system at each acquisition, largely beyond the 
mere protein localisation for which fluorescence microscopy was initially invented. 
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Chapter 2 - Study of two Troponin-C based 
Calcium FRET sensors using time-resolved 
fluorescence spectroscopy 
In this Chapter, mTFP1 is first investigated as a replacement for CFP in the calcium FRET 
sensor TN-L15. The sensitivity to calcium of the novel calcium FRET sensor, called mTFP-
TnC-Cit, is also investigated. Finally, a time-resolved calcium titration dataset obtained from 
both TN-L15 and mTFP-TnC-Cit allowed the comparison of the two sensors through a 
quantitative analysis based on global analysis. 
2.1 mTFP1: an alternative to CFP as fluorescent donor for FRET 
sensors 
The TN-L15 calcium FRET sensor developed by Heim et al. [78] uses the Troponin C protein 
as a calcium-binding moiety flanked by two fluorescent proteins: ΔC11CFP (a truncated 
version of CFP with 11 amino-acids on its C terminus removed) and Citrine, an improved 
yellow mutant of YFP [68]. In TN-L15, the Troponin C was truncated by 14 amino-acids at its 
N terminus in order to optimise the energy transfer between the two fluorescent proteins. 
This section presents the results of the comparative study of both ΔC11CFP and the 
Clavularia coral-derived monomeric teal fluorescent protein, mTFP1 [2], with respect to time-
resolved measurements. mTFP1 was identified as an appropriate replacement for CFP 
because it exhibits a better spectral overlap with yellow fluorescent protein than CFP and 
because its fluorescence decay approximates well to a mono-exponential model [33,212]. 
Additionally, the fluorescence lifetime of mTFP1 was shown to be insensitive to 
photobleaching [154]. 
2.1.1 Validation of the cytosol preparation 
All solution phase measurements of fluorescent proteins were carried out using cytosol 
preparations of HEK293T cells expressing the protein of interest. The protocol of cytosol 
preparation is presented in section 8.3.1. Briefly, HEK293T cells were transfected with the 
plasmid coding for the protein of interest (calcium FRET sensors or single fluorescent 
proteins), then, after 48 hours, the cells were mechanically lysed and the cytosolic fraction 
was extracted by ultra-centrifugation.  
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In order to validate the use of cytosol preparation for fluorescent protein samples, the 
fluorescence decay obtained from eGFP cytosol preparation and from purified protein 
(rEGFP protein) were measured using the home-built multidimensional fluorometer 
(described in section 8.3.3) [129]. The fluorescence decays obtained from the two samples 
are shown in Figure 2-1.  
 
Figure 2-1: Fluorescence decays of eGFP obtained from cytosol preparation and from purified proteins. A 
double exponential model was applied to both samples. The samples were excited at 490 nm and the 
fluorescence was measured at 510 nm, at room temperature (22°C). IRF: Instrument response function. Res.: 
residuals. 
Figure 2-1 shows that the fluorescence decays of eGFP in both samples are well fitted with 
a double exponential model (flat residuals). The lifetime results are shown in Table 2-1. 
Sensor p1 τ1 (ns) p2 τ2 (ns) <τ  (ns) χ2 
From cytosol preparation 0.179 ± 0.005 1.55 ± 0.02 0.821 ± 0.005 2.73 ± 0.02 2.60 ± 0.04 1.024 
From purified protein 0.186 ± 0.005  1.56 ± 0.02 0.814 ± 0.005 2.70 ± 0.02 2.56 ± 0.04 1.049 
Table 2-1: Lifetimes of eGFP obtained from cytosol preparation and from purified protein. The average 
lifetime <τ  is calculated as described by equation (2.1). Errors are the 67% confidence interval returned by 
TRFA.  
The average lifetime was calculated using equation (2.1) [115]. 
 〈 〉 =
∑     
  
   
∑     
 
   
 (2.1) 
The results obtained from cytosol preparation and purified protein matched within the errors 
and were in good agreement with previously reported values [57,190,195]. The cytosol 
preparation therefore provides an adequate method for obtaining sample for fluorescent 
proteins, avoiding the need for purification. 
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2.1.2 Fluorescence spectra of CFP and mTFP1  
In order to measure the fluorescence properties of the donor fluorophore of TN-L15 
independently and compare them to mTFP1, a plasmid for the expression of ΔC11CFP was 
created by excising the fluorophore from the TN-L15 plasmid and re-inserting it into 
pcDNA3.1(+) (see section 8.4.2 for details). 
Cytosol preparations of the single fluorophores ΔC11CFP and mTFP1 were used to 
measure their excitation and emission spectra. The results are shown in Figure 2-2. 
 
Figure 2-2: Fluorescence spectra of the ΔC11CFP and Citrine (panel (a)) and mTFP1 and Citrine (panel 
(b)). These spectra were measured using the commercial spectrofluorometer Shimadzu RF-5301PC, at room 
temperature (22°C). The excitation and emission spectra of Citrine are also shown in both panels. 
mTFP1 and ΔC11CFP both provided a good spectral overlap with the Citrine fluorophore. 
Also, mTFP1 exhibited red-shifted excitation and emission spectra compared to ΔC11CFP. 
The maximum excitation and emission of ΔC11CFP was 435 nm and 475 nm, respectively, 
whereas mTFP1 showed a maximum excitation at 470 nm and emission at 490 nm. 
Moreover, mTFP1 did not show the double hump shape in either spectrum, typical of CFP. 
From the spectra of ΔC11CFP, mTFP1 and Citrine, and their respective fluorescent 
properties, the Förster distance can be estimated for both FRET pairs. The results are 
shown in Table 2-2. 
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 ΔC11CFP/Citrine mTFP1/Citrine 
Donor quantum yield 0.40 [111] 0.85 [33] 
Acceptor extinction coefficient 77,000 M-1cm-1 [68] 77,000 M-1cm-1 
Orientation factor 2/3 2/3 
Refractive index 1.33 1.33 
Förster distance 4.8 nm 5.7 nm 
Table 2-2: Förster distance of ΔC11CFP/Citrine and mTFP1/Citrine FRET pairs. The Förster distance was 
calculated using equation (1.32). The values of quantum yield for CFP and mTFP1 and the extinction coefficient 
of Citrine were obtained from the literature. The respective references are shown in the table. An orientation 
factor of 2/3 corresponds to the averaging over all relative orientations, as described in section 1.4.2. 
The higher spectral overlap of mTFP1/Citrine and the higher quantum yield of mTFP1 
compared to CFP results in a longer Förster distance (5.7 nm) for the FRET pair 
mTFP1/Citrine compared to the pair ΔC11CFP/Citrine (4.8 nm). A longer Förster distance 
implies that the energy transfer is more likely to occur over long distances. Specifically, for a 
particular distance between the donor and acceptor fluorophores, the FRET efficiency 
occurring between mTFP1 and Citrine is expected to be higher than between ΔC11CFP and 
Citrine.  
2.1.3 Fluorescence lifetime of CFP and mTFP1  
The fluorescence decays of both fluorescent proteins were also acquired on the home-built 
time-resolved spectrofluorometer. The measured fluorescence decays are shown in Figure 
2-3. Three different models of discrete decay component (single, double and triple 
exponential) were fitted.  
As reported previously [211,231] for ECFP, a minimum of 2 exponential decay components 
was necessary to describe the fluorescence decay of ΔC11CFP, whereas that of mTFP1 
was well described by a single exponential model. The results from the fittings are shown in 
Table 2-3. 
 Model p1 τ1 (ns) p2 τ2 (ns) p3 τ3 (ns) < τ> (ns) χ
2
 
ΔC11CFP 
Single 1 2.11± 0.02 - - - - 2.11 23.733 
Double 0.44 ± 0.01 2.67 ± 0.01 0.56 0.72 ± 0.02 - - 2.17 1.374 
Triple 0.27 ± 0.01 3.01 ± 0.05 0.34 ± 0.01 1.59 ± 0.05 0.40 0.50 ± 0.04 2.19 1.018 
mTFP1 
Single 1 2.75 ± 0.01 - - - - 2.75 1.260 
Double 0.93 ± 0.01 2.81 ± 0.01 0.07 1.3 ± 0.3 - - 2.76 1.006 
Triple 0.87 2.85 ± 0.01 0.12 ± 0.02 1.7 ± 0.2 0.009 ± n/a 2.5 ± 1.9 2.76 1.052 
Table 2-3: Fluorescence decay parameters obtained from the fitting of ΔC11CFP and mTFP1. <τ  is the 
average lifetime calculated from equation (2.1). χ2 is the fitting quality criterion returned by TRFA. Errors are the 
67% confidence intervals returned by the TRFA analysis software. n/a: not available.  
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Figure 2-3: Fluorescence decays of ΔC11CFP and mTFP1 fitted using a single exponential model (panel 
(a)), a double exponential model (panel (b)) and a triple exponential model (panel (c)). The respective 
residuals are shown underneath each panel. ΔC11CFP was excited at 430 nm and its fluorescence was 
measured at 475 nm. mTFP1 was excited at 460 nm and its fluorescence was measured at 490 nm. All 
measurements were carried out at 37°C. IRF: Instrument Response Function. Res.: residuals. 
The fitting criterion for ΔC11CFP was significantly improved by adding a second component 
to the model (from χ2 = 23.733 to χ2 = 1.374). It was further improved (χ2 = 1.018) with a third 
component. Additionally, none of the components was predominant as their contributions 
were approximately equal (p1 = 0.44 and p2 = 0.56 when fitting a double exponential model 
and p1 = 0.27, p2 = 0.34 and p3 = 0.40 when fitting a triple exponential model). 
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However, the average fluorescence lifetime of ΔC11CFP (2.19 ns) was significantly shorter 
than previously published values (Geiger et al. 2.31 ns [58], Kim et al. 2.47 ns [102] and 
Borst et al. 2.71 ns [16]). These results show the significant variability in the reported 
fluorescence lifetime of CFP, presumably due to different conditions of measurements. 
However, the large discrepancy between the results presented here and the literature 
reported for CFP suggests that the difference is at least partly due to the ΔC11 truncation. 
The fluorescence lifetime of the ΔC11 truncated form of CFP was not previously reported.  
For mTFP1, the fluorescence decay was well described by a single exponential model (τ = 
2.75 ns, χ2 = 1.260), in agreement with results obtained in cells by Sun et al. [192,193] and 
using the MUX-FLIM system (see section 5.3.2). However, the addition of a second lifetime 
component to the model led to a small (p2 = 0.07) short component (τ2 = 1.3 ns) and a slight 
improvement of the fitting quality criterion (χ2 = 1.006). This observation is consistent with 
results presented by Visser et al. obtained from purified proteins [212] (τ1 = 0.91 ns, p1 = 
0.09 and τ2 = 2.9 ns, p2 = 0.91). This shorter component represented only a contribution of 
7% in the present study, which explains why a single exponential model fitting described the 
decay appropriately. 
Overall, these results highlighted the complexity of the fluorescence decay of ΔC11CFP, 
which requires a minimum of two lifetime components of approximately equal contributions. 
They also demonstrated that mTFP1 can be reasonably well described by a single 
exponential model.  
The use of a fluorophore with a single exponential decay component has practical 
advantages, in particular with respect to the lifetime changes caused by different 
photobleaching rate of the different lifetime components [204]. 
2.1.4 Influence of the temperature on the fluorescence lifetime 
As reported previously by Villoing et al. [211], the fluorescence lifetime of CFP suffers from a 
large dependence on temperature. This dependence is likely to affect the measurements 
when CFP is used as a FRET donor. The effect of temperature on the fluorescence lifetime 
of mTFP1 has not previously been studied.  
The fluorescence decays of ΔC11CFP and mTFP1 were measured at varying temperature, 
ranging from 20°C to 50°C. The contributions and decay components obtained from fitting a 
triple and double exponential decay to ΔC11CFP and mTFP1 respectively are shown in 
Figure 2-4. 
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Figure 2-4: Temperature dependence of the fluorescence decays of ΔC11CFP (panels (a) and (b)) and 
mTFP1 (panels (c) and (d)). A triple exponential model was used for ΔC11CFP and a double exponential model 
was used for mTFP1. ΔC11CFP was excited at 430 nm and its fluorescence was measured at 475 nm. mTFP1 
was excited at 460 nm and its fluorescence was measured at 490 nm. 
For ΔC11CFP (panels (a) on Figure 2-4), all decay components decreased by ~35% 
between 20°C and 50°C. The contributions (panel (b)) also varied significantly with a large 
decrease in the contribution from the long component (p1 from 0.51 at 20°C to 0.27 at 50°C) 
and a relative increase of the two short components (p2 and p3). This clearly indicates a 
significant dependence of the fluorescence decay of ΔC11CFP with temperature. 
For mTFP1 (panels (c) and (d) on Figure 2-4), the long component decreased by ~17% (τ1 = 
3.03 ns at 20°C and 2.51 ns at 50°C) whereas the short lifetime remained relatively 
constant. Additionally, the contribution of the short component increased with temperature 
but only exceeded 0.1 (10%) above 45°C. 
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Based on the results given in Table 2-3, a 7% contribution (p2 = 0.07) in the short 
component represents only ~3% of the total number of photons in the fluorescence decay 
(given by the fraction f2, calculated from equation (2.2)) at 37°C. mTFP1 is then well 
approximated to a single exponential decay model at 37°C and below. 
   =
    
         
 (2.2) 
The average lifetime of ΔC11CFP and mTFP1 was calculated using equation (2.1), as 
shown in Figure 2-5. 
 
Figure 2-5: Temperature dependence of the average fluorescence lifetime of ΔC11CFP and mTFP1. A 
triple exponential model was used to describe ΔC11CFP fluorescence decays and a double exponential model 
for mTFP1. The average lifetimes were calculated using equation (2.1). The straight lines represent the linear 
regressions leading to a slope of -0.048 ns/°C for ΔC11CFP (R2 = 0.995) and -0.019 ns/°C for mTFP1 (R2 = 
0.985). 
The average lifetime of both ΔC11CFP and mTFP1 varied linearly with temperature in the 
range of temperature considered here (20°C to 50°C). After performing a linear regression 
on these datasets, a slope of -0.048 ns/°C for ΔC11CFP (R2 = 0.995) and -0.019 ns/°C for 
mTFP1 (R2 = 0.985) were obtained. These results are in excellent agreement with previously 
reported temperature dependence of average lifetime of CFP [211]. 
The dependence of the average lifetime of mTFP1 is then 2.5-fold lower than that of 
ΔC11CFP. This can potentially improve the robustness of FRET measurements when 
mTFP1 is used as a donor fluorophore.  
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2.1.5 Influence of the emission wavelength on the fluorescence lifetime  
CFP was also shown to exhibit a large dependence with the wavelength used for the 
fluorescence measurement [211]. The contributions and lifetime components of ΔC11CFP 
and mTFP1 fluorescence decay measured at 37°C at varying emission wavelength are 
shown in Figure 2-6. 
 
Figure 2-6: Wavelength dependence of the fluorescence decays of ΔC11CFP (panels (a) and (b)) and 
mTFP1 (panels (c) and (d)). A triple exponential model was used for ΔC11CFP and a double exponential model 
was used for mTFP1. ΔC11CFP was excited at 430 nm and mTFP1 was excited at 460 nm. All measurements 
were done at 37°C. 
The lifetime components of ΔC11CFP (panel (a)) and mTFP1 (panel (c)) remained constant 
across the range of emission wavelengths considered here but their contributions (panel (b)) 
varied significantly across the emission spectrum.  
The observation of invariant decay components across the spectrum for ΔC11CFP 
supported the theory that the multi-exponential character of CFP is a result of the presence 
of sub-populations in slow conformational equilibrium [176]. 
The contributions of the long component (p1) decreased from 0.33 at 470 nm to 0.25 at 500 
nm, and increased again to 0.31 at 535 nm. The contribution from the shortest component 
(p3) mirrored the changes of p1. 
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For mTFP1, the contributions and the lifetime components remained constant across the 
range of wavelength considered here (480 nm to 535 nm). The average lifetimes of 
ΔC11CFP and mTFP1 as a function of the emission wavelength are shown in Figure 2-7. 
 
Figure 2-7: Emission spectrum and average fluorescence lifetime for ΔC11CFP (panel (a)) and mTFP1 
(panel (b)). A triple exponential model was used for ΔC11CFP and a double exponential model was used for 
mTFP1. ΔC11CFP was excited at 430 nm and mTFP1 was excited at 460 nm. All measurements were done at 
37°C. The average lifetime was calculated using equation (2.1). 
The large changes in contributions shown in Figure 2-6 for ΔC11CFP were also observable 
on the average lifetime with a maximum difference of 120 ps between 470 nm (2.19 ns) and 
500 nm (2.07 ns), representing a maximum change of 5.5%. The average lifetime of mTFP1 
was much more uniform across its emission spectrum, with a maximum difference of 27 ps 
between 480 nm (2.733 ns) and 500 nm (2.761 ns), representing a maximum change of 
~1%.  
Therefore, the fluorescence lifetime of ΔC11CFP exhibited a variability 5.5-fold higher than 
that of mTFP1 across their respective emission spectrum. Furthermore, the maximum 
change for mTFP1 was only 1%. This confers mTFP1 with improved reliability and 
comparability between experimental set-ups and measurement protocols using different 
emission channels. 
The robustness of the fluorescence lifetime of mTFP1 with temperature and emission 
wavelength and the simplicity of its fluorescence decay (single exponential model) makes it 
an excellent blue fluorophore for fluorescence lifetime measurements. Additionally, it has 
already been suggested that Troponin C-based calcium FRET sensors would benefit from a 
donor presenting a mono-exponential fluorescence decay profile for fluorescence lifetime 
readouts [58]. 
Page 75 of 292 
 
2.2 mTFP-TnC-Cit: a novel calcium FRET sensor 
The novel calcium FRET sensor based on Troponin C, named mTFP-TnC-Cit, was created 
from TN-L15, by replacing the ΔC11CFP sequence with that of mTFP1. The cloning strategy 
and the plasmid map are respectively described in sections 8.4.3 and 8.7.1. 
The sensitivity of both sensors to calcium changes was investigated in solution phase using 
calcium buffers and in cell imaging with the calcium ionophore ionomycin [122]. 
2.2.1 Calcium titration and emission spectra 
The sensitivity to calcium of both TN-L15 and mTFP-TnC-Cit was assessed using cytosol 
preparations of the two sensors placed into calcium buffers (calcium calibration #1, 
Invitrogen), prepared at different calcium concentrations ranging from 0.02 µM to 40 µM. The 
emission spectra obtained from photon counting are shown in Figure 2-8.  
The emission spectrum measured with TN-L15 showed two maxima: at 475 nm, attributed to 
the emission of ΔC11CFP and at 530 nm, attributed to the emission of Citrine. The emission 
of ΔC11CFP decreased as the calcium level increased, whereas the emission of Citrine 
increased. The decrease in ΔC11CFP emission can be attributed to the quenching of 
ΔC11CFP emission due to the energy transfer from the donor ΔC11CFP to the acceptor 
Citrine, also resulting in the increase in Citrine emission by sensitized emission. 
 
Figure 2-8: Fluorescence emission spectra of TN-L15 (panel (a)) and mTFP-TnC-Cit (panel (b)) with 
varying concentrations of calcium. Cytosol preparations of the sensors were placed in calcium buffers at 
different calcium concentrations. TN-L15 was excited at 430 nm and mTFP-TnC-Cit at 460 nm. The red arrows 
indicate the increasing calcium concentration. All measurements were done at 37°C. The emission spectra were 
obtained by measuring the time-resolved fluorescence decay at multiple wavelengths across the emission 
spectrum and binning all the time bins together to obtain the intensity measurement. 
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Similar observations were made with mTFP-TnC-Cit (panel (b)), with a maximum at 495 nm 
and at 530 nm, respectively attributed to mTFP1 and Citrine emission. The increase in 
calcium concentration resulted in a decrease in mTFP1 emission and an increase in that of 
Citrine. Similarly to the results obtained with TN-L15, the quenching of mTFP1 emission and 
the increased emission (sensitized emission) of Citrine were attributed to FRET. 
The ratio of acceptor to donor maximum intensity as a function of the calcium concentration 
is shown in Figure 2-9. 
 
Figure 2-9: Titration curve from TN-L15 and mTFP-TnC-Cit using acceptor to donor fluorescence 
emission ratio. FRET is represented here by the acceptor emission over the donor emission (530 nm / 475 nm 
for TN-L15 and 530 nm / 495 nm for mTFP-TnC-Cit). TN-L15 was excited at 430 nm and mTFP-TnC-Cit at 460 
nm. All measurements were done at 37°C. 
The emission ratio increased by 2.1-fold for TN-L15 and 1.5-fold for mTFP-TnC-Cit between 
0.02 µM and 40 µM of calcium concentration. The sigmoid shape of the curves is typical of a 
titration curve. The inflexion point of both curves lie within the 0.5 to 1.5 µM range of calcium 
concentration, which is in good agreement with the value reported by Heim et al. [78] 
(dissociation constant of TN-L15: kD = 1.2 µM). 
Furthermore, the range of calcium concentrations considered here revealed that the 
endpoints 0.02 µM and 40 µM can be considered as calcium free and calcium saturating 
conditions respectively, as the curve flattened in these regions.  
In ratiometric FRET, TN-L15 showed a 40% higher dynamic range compared to mTFP-TnC-
Cit despite a higher Förster distance for the mTFP1/Citrine FRET pair (see section 2.1.2). 
This observation suggests that the distance between the fluorophores in mTFP-TnC-Cit may 
be larger than in TN-L15 when bound to calcium.  
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This would agree with the fact that, unlike ΔC11CFP in TN-L15, the mTFP1 segment 
inserted in mTFP-TnC-Cit was not truncated by the 11 amino-acids, therefore resulting in a 
longer linker between mTFP1 and the Troponin C segment. Additionally, it is possible that 
the orientation between the fluorophores obtained in mTFP-TnC-Cit is less favourable for 
FRET than in TN-L15, thereby leading to a reduction of the actual Förster distance, which 
could also be attributed to the difference in donor fluorophore linker.  
However, it is important to note that the design of TN-L15 took a large effort of optimisation 
in order to maximise the energy transfer. The mTFP-TnC-Cit may also benefit from similar 
cloning optimisation to increase its dynamic range. 
2.2.2 Calcium titration and single exponential lifetime 
FRET can also be measured by fluorescence lifetime analysis. The fluorescence decays of 
TN-L15 (at the donor emission maximum 475 nm) and mTFP-TnC-Cit (at the donor emission 
maximum 490 nm) were acquired at each calcium concentration. The fluorescence decays 
of TN-L15 and mTFP-TnC-Cit and their fitted curves using a single exponential model are 
shown in Figure 2-10. 
 
Figure 2-10: Fluorescence decays and single exponential fitting obtained from TN-L15 (panel (a)) and 
mTFP-TnC-Cit (panel (b)) in 0 µM and 40 µM calcium. The resulting fitting quality criteria (χ2) from the fittings 
are χ2 = 19.307 at 0 µM and χ2 = 27.637 at 40 µM for the TN-L15 sensor. χ2 = 3.249 at 0 µM and χ2 = 6.702 at 40 
µM for mTFP-TnC-Cit. The corresponding fitting residuals are shown below each decay. TN-L15 was excited at 
430 nm and its fluorescence was measured at 475 nm. mTFP-TnC-Cit was excited at 460 nm and its 
fluorescence was measured at 490 nm. All measurements were done at 37°C. Res.: residuals. IRF: Instrument 
response function.  
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The fluorescence lifetime of TN-L15 decreased from 2.36 ns ± 0.03 ns for negligible calcium 
concentration to 1.90 ns ± 0.03 ns at 40 µM. The total lifetime shift was 460 ps (e.g. ~19% of 
the lifetime at 0 µM). mTFP-TnC-Cit underwent a shift of 330 ps from 2.51 ns ± 0.01 ns at 0 
µM to 2.18 ns ± 0.01 ns at 40 µM, representing a ~13% decrease in the lifetime at 0 µM. The 
shortening in lifetime observed with TN-L15 and mTFP-TnC-Cit was attributed to FRET. 
For TN-L15 (panel (a), Figure 2-10), the fitted curves showed a large deviation with the 
measured decays. This was also observed on the residuals (strong features) and the fitting 
criteria (χ2 = 19.307 at 0 µM and χ2 = 27.637 at 40 µM). This large deviation is in agreement 
with the measurements of ΔC11CFP fluorescence decays which exhibited a clear multi-
exponential behaviour (see Table 2-3). 
mTFP-TnC-Cit (panels (b), Figure 2-10) showed a much better agreement with the single 
exponential model than TN-L15, with normalised residuals contained within ±10 (±25 for TN-
L15) and smaller fitting criteria (χ2 = 3.249 at 0 µM and χ2 = 6.702 at 40 µM). However, the 
features in the residuals and the fitting criteria indicated that the single exponential model did 
not describe accurately the fluorescence decay of mTFP-TnC-Cit. This suggests the 
presence of a mixture of calcium-bound and calcium-unbound sensors even at low (0 µM) or 
high (40 µM) concentrations of calcium.  
Figure 2-11 shows the fluorescence lifetime obtained from a single exponential fitting of TN-
L15 and mTFP-TnC-Cit as a function of the calcium concentration. 
 
Figure 2-11: Time-resolved titration curve from TN-L15 and mTFP-TnC-Cit obtained from a single 
exponential model fitting. These curves were obtained from cytosol preparations of HEK293T cells placed in 
calcium buffer mixtures. TN-L15 was excited at 430 nm and its fluorescence was measured at 475 nm. mTFP-
TnC-Cit was excited at 460 nm and its fluorescence was measured at 490 nm. All measurements were done at 
37°C. The errors are the 67% confidence interval given by TRFA fitting software. 
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The lifetime shifts measured for TN-L15 and mTFP-TnC-Cit were comparable. However, 
mTFP-TnC-Cit showed errors 3-fold smaller (see error bars on Figure 2-11) on the single 
exponential lifetimes compared to those of TN-L15, even though approximately the same 
number of photons were acquired in both cases.  
Single exponential fitting is common practice for FLIM experiments when the number of 
photons acquired in each pixel is insufficient to accurately fit a multi-exponential model. 
Therefore, the smaller errors on the estimation of the single exponential lifetime obtained for 
mTFP-TnC-Cit may allow for more reliable measurements in FLIM experiments. 
2.2.3 Live cell FLIM experiment 
The two sensors were also analysed in live cell FLIM experiment using the MUX-FLIM 
system described in Chapter 5. HEK293T cells were transiently transfected with either TN-
L15 or mTFP-TnC-Cit and, 24 hours after transfection, time course FLIM experiments were 
carried out. After the acquisition of a baseline level in calcium-free solution, cells were 
stimulated with 10 mM EDTA and ionomycin. Then, cells were stimulated with 10 mM 
calcium and ionomycin. This protocol was inspired by the method described by Palmer et al. 
for calcium calibration in live cells [156]. The results of 4 different time course acquisitions 
are summarised in Figure 2-12. 
 
Figure 2-12: Fluorescence lifetime imaging of HEK293T cells expressing either TN-L15 or mTFP-TnC-Cit. 
In panels (a) and (b), average fluorescence lifetime (obtained from single exponential model fitting) before EDTA 
exposure, after exposure to 10 mM EDTA / 5 µM ionomycin and after 10 mM Ca
2+
 5 µM ionomycin stimulation (n 
= 4). The cells shown in panels (c) and (d) (false colour lifetime scale merged with the intensity image) are 
representative of the cells observed in the conditions described below each image. All measurements were done 
at 37°C. 
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The fluorescence lifetimes were obtained by fitting a single exponential model to the time-
gated images on a pixel by pixel basis. The average lifetime of the cell was calculated for 
each condition (baseline, EDTA and Ca2+) by averaging over all the pixels. The average and 
standard deviation of the lifetimes in the three conditions over 4 independent time course 
experiments are shown in Figure 2-12 panels (a) for TN-L15 and panel (b) for mTFP-TnC-
Cit.  
The fluorescence lifetime of TN-L15 was not affected by the EDTA/ionomycin exposure 
(baseline: 2060 ps ± 30 ps and after EDTA exposure: 2050 ps ± 40 ps) and the calcium 
stimulation led to a shortening in lifetime of 350 ps (Ca2+: 1700 ps ± 30 ps), as expected 
when FRET occurs. For mTFP-TnC-Cit, the fluorescence lifetime did not vary upon EDTA 
exposure (baseline: 2510 ps ± 50 ps and after exposure to EDTA: 2520 ps ± 50 ps) and a 
shortening of the lifetime of 160 ps was also observed upon calcium stimulation (Ca2+: 2350 
ps ± 90 ps).  
With both sensors, the EDTA/ionomycin stimulation did not change the average lifetime of 
the cell. This suggests that the level of calcium in the cell during the baseline acquisition was 
low compared to the calcium range to which the sensors are sensitive (< 0.1 μM, see Figure 
2-11). 
The FLIM images shown in panels (c) and (d) are the intensity-merged false colour lifetime 
representation of typical cells under the different conditions in this imaging protocol 
(baseline, EDTA/ionomycin stimulation and calcium/ionomycin stimulation). The shift in 
lifetime due to FRET was also observed on the FLIM images with a uniform change in colour 
towards the blue hues (shorter lifetime) across all the pixels. 
However, the fluorescence lifetimes of TN-L15 are inconsistent with those measured from 
the solution phase dataset (2360 ps at low calcium and 1900 ps at high calcium 
concentration). This may be due to the sensitivity of ΔC11CFP to the measurement 
conditions (cytosol preparation compared to cytosol in a live cell, different emission 
wavelength and broader spectral detection channel in the FLIM experiment, different laser 
repetition rate). 
For mTFP-TnC-Cit, the lifetime measured in the baseline and EDTA conditions are in good 
agreement with that observed at low calcium in the cuvette system (2511 ps). However, at 
high calcium concentrations, the lifetime only decreased to 2350 ps, whereas the solution 
phase study showed a lifetime of 2188 ps at 40 μM (saturating level of calcium). Further 
work is required in order to explain this discrepancy. 
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2.3 Quantitative analysis of time-resolved calcium titration 
The fluorescence lifetime obtained from single exponential fitting is a measurement of the 
fluorescence decay originating from a mixture of the calcium bound population and unbound 
population of the sensor. And, each population may have a different lifetime signature due to 
different level of FRET efficiency. These signatures can also be complex due to the 
fluorescence decay of the single fluorophore (up to a triple exponential for ΔC11CFP as 
shown in Table 2-3), resulting in a mixture of complex fluorescence decays containing 
multiple components. Therefore, the single exponential lifetime measurement is sensitive to 
the lifetimes of the calcium bound and unbound sensor as well as the relative concentrations 
of sensors in each of the binding state.  
In order to obtain more quantitative information about the FRET system (lifetimes of the 
different conformation, FRET efficiency, fractions of each conformation), it is necessary to 
implement a different time-resolved data analysis that takes into account the time-resolved 
signature of single fluorophore and the presence of a mixture of populations. Here, the 
quantitative analysis of the time-resolved calcium titration is based on the discrete lifetime 
component model fitted using a global analysis approach.  
2.3.1 Description of the decay models and global analysis 
The analysis of the donor fluorophores presented previously showed that ΔC11CFP and 
mTFP1 can be well described by a double and single exponential model respectively. 
Therefore, taking these models as a good description of the fluorophores in TN-L15 and 
mTFP-TnC-Cit respectively in each conformation (calcium bound or calcium unbound), the 
data obtained from a mixture of the two conformations (namely, any experimental data 
obtained from the calcium FRET sensors) will contain twice as many lifetime components as 
the corresponding single donor fluorophore. 
Then, the model used to describe the time-resolved fluorescence data of TN-L15 (called the 
4-component model) contains 4 lifetime components and is described in equation (2.3). 
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The model used to describe the time-resolved fluorescence data of mTFP-TnC-Cit, the 2-
component model, is described in equation (2.4). 
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In equations (2.3) and (2.4), the parameters pi represent the contributions of the lifetime 
component τi to the fluorescence decay. They are also directly related to the ratio of 
concentrations of the corresponding species (see equation (2.5)). 
   =
  
∑   
 
   
 (2.5) 
Where Ci is the concentration of the fluorescent species indexed as i. N is the total number 
of fluorescent species. 
In equation (2.3), two components (τ1 and τ2) are used to describe TN-L15 in its bound state 
(also referred to as the closed conformation of the sensor) and two others (τ3 and τ4) for its 
unbound state (also referred to as the open conformation of the sensor). Moreover, a 4-
component model was previously reported to describe a FRET system between CFP and 
YFP [135]. 
Similarly, in equation (2.4), the bound state (closed conformation) of mTFP-TnC-Cit is 
represented by τ1 and its unbound state (open conformation) by τ2. 
It is commonly thought that the double exponential decay character of CFP is a result of the 
presence of two sub-populations in slow conformational equilibrium [176], leading to two 
different lifetimes (referred to as the short and long lifetime of CFP). Therefore, the 
contributions introduced in equation (2.3) also represent ratios of concentrations of the sub-
populations of CFP.  
To ensure that the model remains consistent across the titration dataset, the approach of 
global analysis is taken [105]. In this approach, commonly used for the analysis of mixture of 
fluorescent species in solution phase [66], multiple fluorescence decays are simultaneously 
fitted assuming that the fluorescence lifetimes are invariant between these decays and the 
contributions of each lifetime component may vary between decays.  
In fluorescence lifetime imaging, global analysis is often used when the (unknown) lifetime of 
several fluorescent species remains constant across all the pixels of a FLIM image [210]. 
Therefore all pixels are analysed and fitted simultaneously assuming that the lifetimes are 
invariant and the contributions may be different across the image.  
Here, the fitting capabilities of TRFA were exploited to perform global analysis of time-
domain fluorescence lifetime data using the models described in equations (2.3) and (2.4).  
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The fluorescence lifetimes were globally fitted whereas the contributions (the ratio of 
concentrations) were allowed to vary between the different calcium concentrations at which 
the fluorescence decays were acquired. This method allowed the measurement of the ratio 
of concentrations of the calcium bound and unbound sensor (respectively the closed and 
open conformation) at each calcium concentration. 
Additionally, the 4-component model considered for TN-L15 can be refined by considering 
that the slow equilibrium between the sub-populations of ΔC11CFP imposes a constant ratio 
between the concentrations of the two sub-populations. Therefore, the model described in 
equation (2.6), called paired ratio 4-component model, was used. 
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Where r is the ratio of contributions of the long to short components  =  
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. 
This model allows the constraint of the ratio of the two sub-populations. By globally fitting the 
ratio r (making it invariant across the titration dataset), the model takes into account the 
assumption that the ratio of the two contributions remains constant. 
2.3.2 Description of the calcium titration model 
The calcium titration model was derived from the equation of the dissociation constant [37] 
and the total concentration of sensor, presented in equation (2.7). 
 {
[   ] = [   ]  [      
  ]
  =
[    ][   ]
[        ]
 (2.7) 
Where [TnC] is the concentration of the unbound troponin sensor, [TnC · Ca2+] is the 
concentration of the calcium-bound troponin sensor, [TnC]0 is the total concentration of 
troponin sensor, [Ca2+] is the concentration of free calcium and kD is the dissociation 
constant of the calcium sensor. 
Therefore, the ratio of concentrations can be derived as equation (2.8). 
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 (2.8) 
In each of the model presented in section 2.3.1, the ratio of concentrations can be obtained, 
as shown in equation (2.9). 
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Where r is the ratio of contributions of the two sub-populations of CFP, as defined by the 
paired ratio model (equation (2.6)). 
In the 4-component and the paired ratio models, the relative concentration of total bound 
sensor is the sum of the relative concentrations (contributions) of the two sub-populations 
associated to the bound form of the sensor. 
2.3.3 Analysis of the 4-component model of TN-L15 
The 4-component model was first used to describe TN-L15. The four lifetimes were globally 
fitted across the titration dataset and the respective contributions were allowed to vary at 
each calcium concentration. The fluorescence decays of TN-L15 measured at 0 µM and 40 
µM calcium along with their corresponding fitted curves are shown in Figure 2-13 (panel 
(a)). 
 
Figure 2-13: Fluorescence decays of TN-L15 (panel (a)) and mTFP-TnC-Cit (panel (b)) in 0 µM and 40 µM 
calcium and global 4- and 2-component models. The 4-component model was used to describe TN-L15 and 
the 2-component model was used to describe mTFP-TnC-Cit. The fitting quality criteria (χ2) from the global 
fittings are χ2 = 1.128 and χ2 = 1.316 for the TN-L15 and mTFP-TnC-Cit datasets respectively. The corresponding 
residuals are shown below each decay. TN-L15 was excited at 430 nm and its fluorescence was measured at 
475 nm. mTFP-TnC-Cit was excited at 460 nm and its fluorescence was measured at 490 nm. All measurements 
were done at 37°C. Res.: residuals. IRF: instrument response function. 
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The quality of the fitting obtained with the 4-component model showed a significant 
improvement compared to the single exponential fitting shown in Figure 2-10. The fitting 
criterion was dramatically improved (χ2 = 1.128 for the global analysis and χ2 = 19.307 at 0 
µM for the single exponential model). The 2-component model was also applied to TN-L15 
and led to an unacceptable fitting (χ2 = 1.773), which confirmed that 4 components were 
required to describe appropriately TN-L15. 
Therefore, the 4-component model provided a good description of the fluorescence decay of 
TN-L15. The 4 contributions obtained from the global fitting are shown in Figure 2-14 as a 
function the calcium concentration and the fluorescence decay components (lifetimes) are 
shown in Table 2-4. 
Analysis τ1 (ns) τ2 (ns) τ3 (ns) τ4 (ns) χ
2 
4-components 0.240 ± 0.008 1.930 ± 0.009 0.770 ± 0.003 3.13 ± 0.01 1.128 
 Short – closed Long – closed Short – open Long – open - 
Paired ratios 4-components 
r = 1.175± 0.007 
0.241 ± 0.009 1.250 ± 0.006 0.753 ± 0.004 2.86 ± 0.02 1.253 
Table 2-4: Fluorescence lifetimes of TN-L15 obtained from global analysis. Both 4-component and paired 
ratio models are presented here. The errors on the lifetimes were obtained from the 67% confidence interval 
given by TRFA. 
 
Figure 2-14: TN-L15 fluorescence decay contributions obtained from the 4-component global analysis of 
the calcium titration data. The 4-components model without constraints was used. The error bars were 
obtained from the standard deviation of repeats (n = 3). 
The contributions p1 and p2 increased with the calcium concentration, suggesting that they 
are associated with the closed conformation of TN-L15, whereas the contributions p3 and p4 
decreased with an increasing calcium concentration, they were then associated with the 
open conformation. 
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In Table 2-4, the two sub-populations of ΔC11CFP are referred to as the long and short 
components. The bound and unbound states are called respectively closed and open 
conformation. The lifetimes τ3 (0.77 ns) and τ4 (3.13 ns) were associated with the short and 
long lifetime sub-populations of TN-L15 in its open conformation, respectively. And, the 
lifetimes τ1 (0.24 ns) and τ2 (1.93 ns) were respectively associated with the short and long 
lifetime sub-populations of TN-L15 in its closed conformation. 
Therefore, the total contribution from the closed conformation (calcium bound state of the 
sensor) is given by the sum of the contributions associated to the two corresponding sub-
populations e.g. p1 + p2. The total contribution of closed conformation is shown in Figure 
2-15 (blue curve). The relative concentration of closed conformation of TN-L15 varied from 
0.36 at 0.02 µM to 0.56 at 40 µM, representing a 1.6-fold increase.  
 
Figure 2-15: Relative concentration of closed conformation of TN-L15 as a function of calcium 
concentration. Both 4-component and paired ratio models are presented here. The lines represent the fitted 
titration model. 
However, as seen in Figure 2-14, the contributions of the two sub-populations in a single 
conformation (open or closed) varied relative to each other (in other words, the ratio of p2/p1 
and similarly the ratio p4/p3 did not remain constant across the titration dataset using this 
model). This observation is in conflict with what is expected from a slow equilibrium between 
two sub-populations. This observation may be a result of the relatively large number of fitted 
parameters of the global 4-component fitting for each individual decay, and the relative 
uncertainty in doing this. 
 
 
Page 87 of 292 
 
Furthermore, the phasor plot analysis of the TN-L15 dataset showed that the dataset is well 
described by a mixture of 2 (multi-exponential) fluorescence decays (see section 3.2.2). 
Therefore, the paired ratio model (described by equation (2.6)) was applied to the same 
dataset. The ratio r was globally fitted. The lifetimes obtained from this fitting are shown in 
Table 2-4.  
The χ2 parameter obtained with the paired ratio model (χ2 = 1.253) was similar to that 
obtained from the 4-component analysis (χ2 = 1.128), indicating that the dataset is also well 
described by the paired ratio model. The fitted ratio (1.175, representing a 0.54/0.46 ratio of 
long to short component contributions, e.g. 
  
     
=
  
     
= 0.54 ± 0.02 and 
  
     
=
  
     
= 
0.46 ± 0.02) is in good agreement with the results obtained from the double exponential 
model fitting of ΔC11CFP (0.44/0.56 ratio of long to short component contributions, see 
Table 2-3).  
The relative concentration of closed conformation with this model is given by p1(1+r) and is 
also shown in Figure 2-15. With this model, the relative concentration of closed 
conformation varied from 0.14 to 0.59, representing a 4.2-fold increase. 
2.3.4 The 2-component model of mTFP-TnC-Cit 
The analysis of the titration dataset obtained from mTFP-TnC-Cit was carried out using the 
2-component model described by equation (2.4). The lifetimes obtained from the global 
fitting of the 2-component model are shown in Table 2-5. 
Sensor Analysis model τ1 (ns) τ2 (ns) τ3 (ns) τ4 (ns) χ2 
mTFP-TnC-Cit 2-components 1.114± 0.006 2.601± 0.002 - - 1.316 
  closed open - - - 
Table 2-5: Fluorescence lifetimes of mTFP-TnC-Cit obtained from global analysis of the 2-component 
model. The short lifetime (1.114 ns) and the long lifetime (2.601 ns) are respectively attributed to the closed and 
open conformation of the sensor. The errors are the 67% confidence interval given by TRFA. 
The fitting criterion obtained with the global 2-component model was χ2 = 1.316, confirming 
that the dataset is well described by the model. The short lifetime (τ1 = 1.114 ns) and the 
long lifetime (τ2 = 2.601 ns) were respectively attributed to the closed and open conformation 
of the sensor. This is in agreement with the observations that the contribution associated 
with τ1 (p1) increases with the increase in calcium concentration, shown in Figure 2-16. 
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Figure 2-16: Relative concentration of closed conformation of mTFP-TnC-Cit as a function of calcium 
concentration. The relative concentration of closed conformation is given by the contribution p1. The line 
represents the fitted curve obtained from the titration model. 
The relative concentration of closed conformation obtained with mTFP-TnC-Cit varied from 
0.15 to 0.45, representing a 3-fold increase. 
2.3.5 Quantitative analysis and calcium titration model 
The fluorescence lifetimes obtained for the open conformation of TN-L15 (τ3 = 0.77 ns and 
τ4 = 3.13 ns using the 4-component model or τ3 = 0.756 ns and τ4 = 2.86 ns in the case of 
the paired ratio model) were both longer than the lifetime components obtained from the 
double exponential fitting of free ΔC11CFP (0.72 ns and 2.67 ns, see Table 2-3).  
This is in conflict with the expected shortening of the lifetimes due to FRET compared to the 
lifetime of the isolated donor fluorophore. This observation can be explained by the fusion 
with the Troponin C and Citrine proteins at the C- terminus of ΔC11CFP in the sensor, 
affecting the lifetime of the ΔC11CFP fluorophore irrespective of FRET.  
Therefore, the fluorescent lifetimes of ΔC11CFP do not provide an appropriate measurement 
of the donor lifetime in absence of acceptor (τD) necessary for the calculation of the FRET 
efficiency presented in equation (1.39).  
For mTFP-TnC-Cit, the fluorescence lifetime measured for the free mTFP1 (2.75 ns) is 
longer than that observed for the FRET sensor. Therefore, the calculation of the FRET 
efficiency using equation (1.39) for the sensor in both conformations can be reasonably 
made, under the assumption that the lifetime of mTFP1 is not affected by the fusion with 
Troponin C. The FRET efficiencies obtained were EFRET = 5.3% ± 0.1% in the open 
conformation and 59.5% ± 0.2% in the closed conformation. 
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The titration model can be fitted to the relative concentration of closed conformation obtained 
from the global analysis presented here. However, at low calcium concentration, where the 
sensor is expected to be in its open conformation, the fraction attributed to the closed 
conformation was still 13% for the TN-L15 sensor and 15% for mTFP-TnC-Cit. Similarly, not 
all biosensors were in the closed conformation at high calcium concentration (40 µM). The 
titration model needed to be adapted to take these observations into account. The adapted 
calcium titration model is shown in equation (2.10).  
  = (         )
[    ]
   [    ]
      (2.10) 
Where p here represents the relative concentration of the closed conformation, pmin is the 
value at [Ca2+] = 0 μM and pmax is the value when [Ca2+] >> kD. 
The titration model presented in equation (2.10) was fitted to the relative concentrations 
obtained from the analysis of TN-L15 and mTFP-TnC-Cit, using a custom built MATLAB 
routine. The fitted titration curves are shown in Figure 2-15 and Figure 2-16, and the fitted 
parameters are shown in Table 2-6. 
Sensor Analysis model kD (µM) pmin pmax 
TN-L15 4-component 1.1 ± 0.2 0.341 ± 0.006 0.56 ± 0.01 
TN-L15 Paired ratio 1.3 ± 0.1 0.125 ± 0.007 0.601 ± 0.008 
mTFP-TnC-Cit 2-component 0.86 ± 0.05 0.143 ± 0.004 0.457 ± 0.003 
Table 2-6: Fitted parameters obtained from the titration model. The titration model presented in equation 
(2.10) was fitted to the relative concentrations of closed conformation obtained from the global analysis of TN-L15 
and mTFP-TnC-Cit. The errors are the 67% confidence interval returned by MATLAB fitting routine.  
The values of dissociation constants presented in Table 2-6 are in agreement with the value 
reported by Heim et al. [78].  
The dynamic range of the relative concentration of closed conformation can also be 
estimated by the ratio of pmax/pmin. For TN-L15, this ratio was largely increased when the 
paired ratio model was used (pmax/pmin = 4.8) compared to the unconstrained 4-component 
model (pmax/pmin = 1.6). mTFP-TnC-Cit showed a 3.2-fold increase in relative concentration 
of closed sensor (pmax/pmin = 3.2). 
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From the adapted titration model, pmin represents the relative concentration of biosensors 
that is in the closed conformation in absence of calcium. TN-L15 and mTFP-TnC-Cit showed 
a similar pmin (13% for TN-L15 and 14% for mTFP-TnC-Cit). The presence of biosensors in 
their closed conformation in absence of calcium (pmin > 0) could be explained by issues 
during protein folding causing some biosensor molecules to be permanently locked into a 
closed conformation. Also, a dimerization of the sensors in the open conformation leading to 
inter-molecular FRET is a possible explanation.  
Similarly, not all biosensors appeared to be closed at large calcium concentration (pmax < 1). 
This could be explained by the protonation of the Citrine fluorophore at pH = 7.2, bringing it 
into a dark state unable to act as a FRET acceptor, as previously reported [77]. Also, Geiger 
et al. [58] reported 15% of protonated Citrine at pH = 7.2, 23°C. The higher temperature 
used here (37°C) may explain a higher fraction of protonated Citrine.  
However, the possibility of incomplete maturation of the acceptor fluorophore, the presence 
of misfolded non-functional molecules (caused, for instance, by overexpression of the 
fluorescent protein) that are incapable of closing, as already discussed by Padilla-Parra et al. 
[154], or the impact of a distribution of donor-acceptor distances or fluorophore cannot be 
ruled out. 
Additionally, the donor and acceptor fluorophores may present a distribution of donor-
acceptor distances and/or relative dipole orientations making the underlying assumption of a 
unique FRET efficiency for each conformation incorrect, as previously highlighted by Vogel 
et al. [214]. 
2.4 Absolute calcium concentration measurements 
2.4.1 Application to live-cell imaging 
Having determined the values of kD, pmin and pmax, the calcium concentration can be 
calculated from any measurement of the contribution p, using equation (2.11) which is 
directly derived from equation (2.10). 
 [    ] =   
      
      
 (2.11) 
Where p here represents the relative concentration of the bound form of the sensor. 
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The results from the calcium titration model presented in Table 2-6 can be subsequently 
used for the determination of absolute calcium concentration. In particular, it can be 
translated to cell imaging by using FLIM as a way to determine the contribution p of the 
bound form of the sensor.  
For that, HEK293T cells expressing mTFP-TnC-Cit were imaged every 10s using the MUX-
FLIM system described in Chapter 5. Cells were stimulated using 10 μM thapsigargin, an 
inhibitor of SERCA, after 100s. The results are shown in Figure 2-17. 
 
Figure 2-17: Absolute calcium measurement in live HEK293T cells using the calibration obtained from 
solution phase measurements. Cells were stimulated using 10 μM thapsigargin after 100s. The stimulation is 
shown by the red arrow. Panel (a) shows the fluorescence intensity image obtained at t = 0s. The scale bar 
represents 20 μm. In panel (b), the calcium concentration maps were calculated from equation (2.11).  
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In the experiment presented in Figure 2-17, FLIM acquisitions were analysed with a double 
exponential model using FLIMfit. Both lifetimes were fixed to the values obtained from the 
calibration (2.601 ns and 1.114 ns, see Table 2-5) and the contribution p of the calcium-
bound form (linked to the short lifetime) was obtained for every pixel of every image of the 
time course. The average contribution p ranged between ~0.19 to ~0.33 which is compatible 
with the calibration curve shown in Figure 2-16. The calcium concentration at every pixel 
was then calculated using equation (2.11). The maps of calcium concentration are shown in 
panel (b) of Figure 2-17.  
The average calcium concentration of the complete field of view for the time course is shown 
in Figure 2-18. 
 
Figure 2-18: Calcium concentration in HEK293T cells upon thapsigargin stimulation. The calcium 
concentration was calculated from the average calcium concentration obtained from the dataset presented in 
Figure 2-17. Cells were stimulated using 10 μM thapsigargin after 100s. The stimulation is shown by the red 
arrow. The error bars were calculated using the 95% confidence error in the mean of the contribution p and the 
errors on the calibration parameters given in Table 2-6, assuming that all parameters are independent.  
The average calcium concentration was 0.25 ± 0.05 μM at t = 0s and remained stable until 
the stimulation was applied at t = 100s (red arrow). The calcium concentration peaked at 1.3 
± 0.2 μM at 160s after stimulation (t = 270s) and rapidly recovered with an exponential rate 
of ~210s. The calcium concentration measured at t = 600s was 0.31 ± 0.05 μM. 
Since all imaging experiments presented here were carried out at 37°C (identical to the 
temperature used for the determination of the calibration) and that mTFP1 fluorescence 
lifetime is independent of the emission wavelength (the fluorescence of mTFP1 was 
measured between 484 nm to 504 nm using the Semrock 494/20 spectral filter), the 
calibration parameters obtained from the solution phase measurements can be used.  
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The observation that the results obtained here using thapsigargin are compatible with the 
calibration suggests that the discrepancies observed in the live-cell imaging presented in 
section 2.2.3 using ionomycin may be related to additional effects of ionomycin in the cell, 
such as changes in pH or refractive index, influencing the fluorescence lifetime and/or the 
FRET interaction. The very strong effects of ionomycin could be observed by the triggering 
of cell death shortly after stimulation as previously described [60].  
Therefore, FLIM acquisitions using mTFP-TnC-Cit allowed the measurement of calcium 
concentration in living cells with relatively small errors (max. 15%). The calibration obtained 
from solution phase measurements consisted of a set of two lifetimes (τ1 = 1.114 ns and τ2 = 
2.601 ns, see Table 2-5) and three parameters describing the calcium titration model (kD, 
pmin and pmax, see Table 2-6).  
2.4.2 Discussion on absolute calcium measurements 
The equation relating the calcium concentration to the measured contribution p (equation 
(2.11)) is equivalent to that typically used for the determination of free calcium concentration 
using intensity or ratiometric-based measurements with calcium dyes [198], where p is 
replaced by the fluorescence intensity or the measured ratio. In particular, the ratio of YFP 
and CFP intensity was used by Tsien et al. [137] to determine free intracellular calcium 
concentration using the Cameleon sensor. 
However, the in vitro calibration suggested here provides a measurement of the dissociation 
constant and the minimum and maximum of the contribution p. The dissociation constant 
determines the range of calcium concentration to which the sensor is sensitive, whereas pmin 
and pmax give an insight into the biomolecular properties of the sensor. This quantitative 
approach offers a calibration at the molecular level since p is directly related to the relative 
concentrations. The equation using the dissociation constant is therefore valid. This is 
however not the case if the measurement is performed on the average lifetime (based on the 
single exponential model fitting), for which a calibration is needed on every instrument.  
Moreover, the errors introduced when using an inappropriate model such as the single 
exponential lifetime (which is inadequate, due to the presence of a mixture of the bound and 
unbound form) for the translation of an in vitro calibration to the imaging remains unclear. In 
other words, the lifetime determined by single exponential fitting of a decay mixture may 
differ depending on the measurement conditions such as TCSPC or time-gated, or the 
gating strategy.  
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Therefore, a calibration based on the single exponential lifetime requires to be carried out 
using the same instrumentation as that used for the experimental measurements. 
However, whereas the dissociation constant and the lifetimes of the bound and unbound 
forms of the sensor can be directly translated to different systems (providing that the 
fluorophores used are robust with respect to the experimental conditions, such as mTFP1), it 
is more arguable for pmin and pmax, essentially because their origins remain unclear. 
Therefore, it would be useful to investigate the biosensors at the molecular scale and, 
potentially, create more robust and more efficient sensors. For instance, in the case of a 
biosensor for which pmin = 0 and pmax = 1, the fluorescence decays at [Ca2+] ≈ 0 and at [Ca2+] 
>> kD, would be strictly single exponential (provided that the fluorophore is single exponential 
in the first place) and the calibration would only require the estimation of the dissociation 
constant and the two lifetimes (bound and unbound). Therefore, the time-resolved 
measurement would provide a uniquely fast and direct measurement of the calcium 
concentration since the lifetimes can be fixed to those obtained from the calibration. 
Finally, it is important to note that this method (using equation (2.11)) only provides a 
readout of the concentration of the free calcium (unbound). The total calcium concentration 
[Ca2+]0 is given by the sum of the free calcium and the concentration of the bound form of the 
sensor, as shown in equation (2.12). 
 [    ] =   
      
      
  [   ]  (2.12) 
Where [TnC]0 represents the total concentration of sensor (bound and unbound). 
Therefore, the measurement of the total calcium concentration will always require the 
knowledge of the concentration of calcium sensor or dye, making this absolute measurement 
challenging irrespective of the approach taken. 
Even though the free calcium reveals the calcium available in the cellular compartment of 
interest, the total calcium concentration can be an important factor, for example in cases 
where the amount of calcium released from internal storages is relevant. The mere presence 
of the sensor (acting as a calcium chelator) will prevent the determination of the total calcium 
concentration if the total concentration of sensor is unknown.  
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Fluorescence methods such as the Number and Brightness analysis [30,42] can determine 
the local fluorophore concentration but also require extensive calibration of the microscope 
set-up. More generally, it is favourable to use bright fluorophores that do not require high 
level of expression, in the case of genetically expressing sensors, or high loading 
concentration in the case of fluorescent dye. In the case where the concentration of the 
sensor is low compared to the range of calcium concentration measured (typically < 0.1 μM), 
equation (2.11) approximately gives the total calcium concentration. 
2.5 Conclusion and future work 
From this study, the mono-exponential fluorescent protein mTFP1 clearly appeared to be a 
more robust fluorophore than ΔC11CFP. mTFP1 showed no significant change in lifetime 
with emission wavelength and a 2.5-fold reduction in its temperature dependence (-19 
ps/°C) compared to ΔC11CFP (-48 ps/°C).  
The live cell imaging with the calcium FRET sensors highlighted the challenges for 
establishing absolute measurements of lifetime, in particular with TN-L15, in order to obtain 
calibration table for calcium measurements. mTFP-TnC-Cit showed results more compatible 
between the solution phase measurements and live cell imaging. This was attributed to the 
lower sensitivity of mTFP1 lifetime to experimental conditions such as emission wavelength 
or photobleaching, as demonstrated by Padilla-Parra et al. [154]. Furthermore, light-induced 
photophysical processes affecting the fluorophores may induce large artefact in FRET 
measurements. This effect has in particular been reported for CFP [204], attributed to a light-
induced photoconversion of CFP.  
The single exponential lifetime study of the calcium titration (section 2.2.2) suggested a 
better lifetime determination for mTFP-TnC-Cit compared to TN-L15, likely attributable to the 
single exponential behaviour of mTFP1. Overall, mTFP-TnC-Cit appeared to be a more 
robust biosensor than TN-L15 for time-resolved measurements and may improve 
quantitative analysis. 
It would also be useful to further investigate the effect of the ΔC11 truncation of CFP on its 
fluorescence decay and the effect of the fusion with the Troponin C protein. It appeared to 
be a particular issue with CFP, as highlighted by the longer lifetime measured for the 
construct compared to ΔC11CFP alone. The effect of the fusion of a Troponin C-like protein 
was observed by Geiger et al. [58] where the fusion protein TN-XXL ΔcpCit (TN-XXL from 
which the acceptor Citrine was truncated) exhibited a fluorescence lifetime ~100 ps longer 
than that measured for ECFP.  
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In practice, these considerations are important to obtain an adequate measurement of the 
lifetime of the donor fluorophore in absence of the acceptor (τD), necessary to determine the 
FRET efficiency described in equation (1.39). A more appropriate sample for the 
measurement of the donor lifetime in absence of acceptor would be provided by the 
truncation of Citrine in the sensor, the replacement of Citrine with Amber, a non-fluorescent 
protein [109,110], or the introduction of an Amber-like mutation in Citrine [58].  
In general, for quantitative analysis of FRET assays using time-resolved measurements, it is 
necessary to assume an appropriate model a priori. The time-resolved titration study 
presented here allows for the determination of the appropriate models for the molecular 
description of the system. In particular, CFP-based FRET sensors will require the 
determination of a minimum of 4 components (two bound and two unbound forms) whereas 
mTFP1 allows the use of a simpler model where each form of the sensor is described by a 
single fluorescence lifetime.  
Additionally, the translation towards the absolute measurements of intracellular calcium 
requires global image analysis tools that are not available for complex models such as the 
paired ratio 4-component model, making mTFP-TnC-Cit a more practical sensor for 
quantitative measurements.  
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Chapter 3 - Phasor plot analysis of time-
resolved fluorescence spectroscopy data 
The phasor plot analysis is a powerful alternative to iterative decay fitting techniques. It has 
only recently been adapted to time-domain fluorescence lifetime measurement [41] but has 
been understood and analysed in the frequency domain for almost 10 years [26].  
In particular, the development of global analysis for fluorescence decays [105,162] led to the 
development of the formalism for the analysis of mixtures of fluorescence exponential 
decays with the phasor approach [26,71]. However, the method has not been extensively 
used for analysis of in vitro data [187].  
This section introduces the phasor plot approach in details and presents its application to the 
fluorescence decay titration data obtained from the calcium FRET sensors described in 
section 2.3. The limitations of the approach for quantitative analysis are also explored. 
3.1 Global analysis of fluorescence decay component mixtures by 
phasor analysis 
3.1.1 Theory of the phasor analysis 
In the phasor analysis, the fluorescence decay is converted in the (G,S) coordinates using 
equation (3.1), originally shown by Gregorio Weber [220]. 
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Where ω is the angular frequency (linked to the repetition rate of the laser).  
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 (3.2) 
Where R is the repetition rate of the laser, and T  the corresponding period.  
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For a fluorescence decay following the common model of a sum of discrete exponential 
decays (multi-exponential decay model, shown in equation (1.12)), the phasor coordinates 
can be derived using equation (3.1), leading to equation (3.3).  
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 (3.3) 
Where fi represents the fraction of photons contributing to the decay from the i-th component 
and is given by equation (3.4). 
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 (3.4) 
A more elaborate description of the difference between contributions p and fractions of 
photons f  (or simply called fractions) is presented in section 3.1.2.  
A fluorescence decay is then represented in the phasor plot by a point of coordinates (G,S). 
The so-called phase and modulation lifetimes can then be calculated using equations (3.5) 
and (3.6). 
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If the decay is single exponential (N = 1 in equation (3.3)), then its coordinates (G,S) lie on 
the so-called universal circle and τm= τp= τ. A range of single exponential decays with 
different lifetimes is represented in Figure 3-1. 
 
Figure 3-1: Phasor plot representation of single exponential decays. The universal circle is shown with the 
blue line. Each decay is represented by a set of (G,S) coordinates (represented by a black circle). The 
corresponding lifetimes are also shown. A 20 MHz repetition rate laser was used for the example shown here. 
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However, experimental data are always affected by the instrument response function (IRF). 
The IRF is corrected for by measuring a single exponential reference of known lifetime (τref) 
and calculating the corrections to apply to the coordinates to bring the phasor back to its 
expected location on the phasor plot (obtained using equation (3.3)). If the measurement of 
the IRF is used as a reference decay (in which case τref = 0 ns), then the expected phasor 
coordinates of the reference decay are (1,0).  
The corrections obtained from the reference decay correspond to a rotation and a re-scaling 
of the phasor coordinates, given by the angle Φcorr and the scaling factor Mcorr.  
The original (G,S) coordinates can be replaced by polar coordinates.  
 {
 =  c   
 =      
 (3.7) 
And the corrected coordinates (Gc,Sc) can be calculated using equation (3.8).  
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From equation (3.8), it appears clearly that the corrections applied to the phasor coordinates 
are a re-scaling (Mcorr) and rotation (Φcorr). 
In the case of a double exponential decay (N = 2 in equation (3.3)), the (G,S) coordinates lie 
on the straight line joining the two pure components (τ1 and τ2, which lie on the universal 
circle), and the fractions f1 and f2 can be found from the distances d1 and d2, as shown in 
Figure 3-2.  
 
Figure 3-2: Phasor plot representation of a double exponential decay. The double exponential decay (black 
circle) is seen as a mixture of two single exponential decays (τ1 and τ2, red circles). The universal circle is shown 
in blue.  Any mixture of τ1 and τ2 lies on the red straight line at a distance away from τ1 representing the fraction 
f1. 
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The black circle represents the double exponential decay of fluorescence lifetime 
components τ1 and τ2. The single exponential lifetimes, τ1 and τ2, lie on the universal circle 
(shown in blue in Figure 3-2). 
More generally, any mixture of two decays lies on the line joining the phasor coordinates of 
the two pure species, disregarding of whether the pure species are described by a single 
exponential decay. Therefore, if the phasor coordinates of the two species are known, the 
relative fractions of the mixture can be extracted from its phasor coordinates. 
Moreover, if several decays acquired of the same mixture (same two pure species) but in 
different relative fractions are measured, and in the specific case where the fluorescence 
decays of the two pure species are described by a single exponential model, the lifetimes 
and fractions can be extracted by fitting a straight line through the phasor coordinates 
obtained from the dataset. The lifetime of the two pure species are then given by the 
intersection of the straight line with the universal circle. The approach is described in Figure 
3-3. 
 
Figure 3-3: Global phasor analysis of mixtures. The different phasor coordinates (black circles, Mix1 – Mix5) 
originate from the same mixture (species #1 and species #2) but in different fractions (different relative 
concentrations). The mixture line (red line) can be fitted through the 5 dataset (Mix1 – Mix5) and the lifetimes of 
the species #1 and species #2 (τ1 and τ2) can be obtained by calculating the coordinates of the intersection of the 
mixture line with the universal circle (blue line). 
This approach therefore allows the analysis of several dataset simultaneously under the 
assumptions that the dataset is described by varying relative fractions of two single 
exponential lifetime species. It is referred to as global phasor analysis. 
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3.1.2 Fractions and contributions of a fluorescence decay 
The phasor plot analysis uses the concept of fractions of photons contributing to 
fluorescence decay, as described by equation (3.4). This section clarifies the definitions of 
fractions and contributions of a decay and presents the mathematical expressions relating 
them to the concentrations of the different fluorescent species which is central to quantitative 
analysis. 
The number of photons (n) emitted by a fluorescent species is given by 
  =   (   ) (   )   (3.9) 
Where the parameters are defined in Table 3-1. 
n number of photons emitted by the fluorescent species 
N total number of excitation photons illuminating the sample 
ε(λ) molar extinction coefficient 
λex excitation wavelength 
F(λ) emission fluorescence spectra normalised to   ∫  ( )  
  
 
= 1 
λem wavelength at which the fluorescence is measured 
Q quantum yield 
C concentration (mole per unit volume) 
Table 3-1: List of parameters and their definitions for the expression of the number of photons emitted by 
a fluorescent species. The number of photons emitted by a fluorescent species is shown in equation (3.9). 
Therefore the fraction of fluorescence, called f, from a particular fluorescent species 
contributing to the decay can be written as follows: 
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 (3.10) 
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The quantum yield (Q) and the fluorescence lifetime (τ) can also be written as the following: 
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Where kr and knr are respectively the radiative and non-radiative decay rates.  
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Therefore, the fraction can be re-written as follows: 
   =
  (   )  (   )       
  (   )  (   )          (   )  (   )       
 (3.14) 
And therefore, using equation (3.15), the contribution (p) can be written as equation (3.16). 
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 (3.16) 
The contribution and fractions are then directly related to the respective concentrations but 
they also take into account the extinction coefficient, the fluorescence spectra and the 
radiative decay rate of each species. 
In the particular case of FRET, where the two species are for example a bound and unbound 
state of the same donor fluorophore then, the extinction coefficients, the fluorescence 
spectra and the radiative decay rates are the same for the two species and the equations 
simplify to the following: 
   =
    
         
 (3.17) 
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 (3.18) 
In the case of FRET, the contributions are directly related to the ratio of concentrations of the 
bound and unbound state of the fluorescent molecule. 
3.1.3 Phasor analysis of decay component mixtures using Monte-Carlo simulation 
The phasor plot analysis was performed by an in-house analysis tool developed using 
MATLAB (MathWorks, Massachusetts, United States). The protocol of calculation of phasor 
coordinates is described in the Materials and Methods Chapter (see section 8.6.5).  
The implementation for global phasor analysis developed here is also described in section 
8.6.5. Briefly, non-linear least squares fitting was used to determine the lifetimes of the 
intersections of the straight line with the universal circle (τ1 and τ2). The slope and intercept 
of the straight line were then calculated. Finally, the phasor of each mixture was orthogonally 
projected onto the line and the fractions were calculated.  
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The code was tested by generating Monte-Carlo simulations of TCSPC data (see section 
8.6.6 for details of the simulation protocol). The simulated decays were generated in order to 
be as close as possible to those measured with the cuvette system described in section 
8.3.3. Briefly, the simulated repetition rate of the excitation pulses was 20 MHz, the 
simulated background was calculated from the typical afterpulsing level of 1.5%, and the IRF 
used to generate the simulated data was an actual experimental dataset obtained from a 
scatterer (LUDOX) measurement. The TCSPC time range was set to be between 0 and 50 
ns, over 4,096 bins (representing a ~12 ps bin width). 
A mixture of two lifetimes was simulated (τ1 = 2.5 ns and τ2 = 1 ns) with varying fractions (6 
fractions linearly spaced between 0.3 and 0.7). A total number of photons N = 2,000,000 was 
generated for each decay. 
Figure 3-4 shows the fluorescence decays associated with these mixtures along with the 
phasor plot representation. 
 
Figure 3-4: Simulated double exponential fluorescence decays and phasor plot. (a) Fluorescence decays 
simulated (τ1 = 2.5 ns and τ2 = 1 ns) with varying fractions (6 fractions linearly spaced between 0.3 and 0.7). In 
each decay the total number of photon is N = 2,000,000. (b) Close-up of the phasor plot obtained from the 
simulated decays. The red circles represent the position of the pure components τ1 and τ2. In (a), the region of 
the time window that is greyed out was excluded from the analysis. The analysis window was then 5 - 45ns. The 
numbers shown next to the phasors represent the fractions f1,f2. 
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The lifetimes τ1 and τ2 determined using the phasor analysis are given in Table 3-2 along 
with their lower and upper bound obtained from the confidence interval (with a confidence of 
67%). 
Lifetime τ (ns) simulated τ (ns) τlb (ns) /  τub (ns) 
τ1 2.5 2.505 2.495 / 2.516 
τ2 1 1.007 0.998 / 1.016 
Table 3-2: Fluorescence lifetimes of the pure species obtained from the phasor analysis. The superscript 
lb and ub respectively refer to the lower bound and upper bound of the lifetime, obtained from the confidence 
interval given by the least square fitting (confidence 67%). 
In the following, the errors shown for the lifetimes are the average of the errors given by the 
upper and lower bounds, as described in section 8.6.5.  
The fractions were also extracted, as shown in Figure 3-5. 
 
Figure 3-5: Extracted fractions from a single set of simulated mixtures using the phasor analysis. 
Simulated fractions were linearly spaced between 0.3 and 0.7. The blue line represents the simulated fractions. 
The deviation is defined as the extracted fraction minus the simulated fraction. 
The global phasor approach estimates the value of the lifetimes and fractions along with 
their associated errors by using the confidence intervals returned by the fitting of the two 
lifetimes. The estimated errors can then be compared to the standard deviation obtained 
from simulated repeats of the same mixture. 
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Table 3-3 presents the results from 100 simulated repeats of the mixture described 
previously (τ1 = 2.5 ns and τ2 = 1 ns and 6 fractions linearly spaced between 0.3 and 0.7). 
Each simulation estimates the value and error on the lifetimes and the fractions. The 
repeated simulations allow for the calculation of the average (µ) and standard deviation (σ) 
of both the values and the errors on the lifetimes and the fractions returned by the global 
phasor plot analysis. 
Parameters Sim. value  µ(value)  σ(value)  µ(error)  σ(error) 
Lifetime    τ1 = 2.5 ns  2.497 ± 0.010  0.007 ± 0.002 
τ2 = 1 ns  0.999 ± 0.009  0.006 ± 0.002 
Fractions of 
long lifetime 
0.30  0.301 ± 0.005  0.004 ± 0.001 
0.38  0.381 ± 0.005  0.004 ± 0.001 
0.46  0.461 ± 0.004  0.004 ± 0.001 
0.54  0.541 ± 0.004  0.004 ± 0.001 
0.62  0.622 ± 0.004  0.004 ± 0.001 
0.70  0.702 ± 0.005  0.004 ± 0.001 
Table 3-3: Results from repeats of simulated mixtures analysed with the global phasor plot analysis. 
Values and errors are estimated by the global phasor plot method for 100 repeats. The mean (µ) and standard 
deviation (σ) of these two parameters were calculated over the 100 repeats. Sim. value: simulated value. 
The estimated lifetimes and fractions match the simulated value within their standard 
deviation (Simulated value = µ(value) within σ(value)). Also, the errors on the lifetime 
estimated by the global phasor plot method (µ(error)) are slightly underestimated compared 
to the standard deviation obtained from the repeats (σ(value)). However, the order of 
magnitude is definitely acceptable. 
The errors on the fractions estimated by the method are in excellent agreement with the 
standard deviation of the fractions over the repeats. This study validates the method 
developed here for the extraction of quantitative information from a fluorophore mixture 
(lifetimes and fractions of the pure species at each point and the errors on these 
parameters). 
3.1.4 Phasor plot applied to mixtures of Rhodamine dyes 
The in-house phasor analysis can be tested by analysing time-resolved data obtained from 
Rhodamine dyes. Figure 3-6 shows the phasor plot obtained from Rhodamine 6G (green 
line) and Rhodamine B (red line). 
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Figure 3-6: Fluorescence decays and phasors of Rhodamine dyes. (a) Fluorescence decay of Rhodamine 
6G (green) and Rhodamine B (red), both prepared in water at 2 µM. The IRF is shown in blue. (b) Phasor plot 
and phasors obtained from the decays shown in (a). In (a), the region of the time window that is greyed out was 
excluded for the analysis. The analysis window was then 4 - 45ns. The samples were excited at 530 nm and the 
fluorescence was collected at 565 nm. 
On panel (b) of Figure 3-6, the phasors of the two dyes lie on the universal circle, as 
expected from a single exponential dye. Table 3-4 shows the phase and modulation 
lifetimes obtained using the phasor analysis from 5 repeats. The fitted lifetimes obtained 
from TRFA are also shown for comparison. 
 τm (ns) τp (ns) τ (ns) fitted 
Rhodamine B 1.597 ± 0.011 1.595 ± 0.003 1.587 ± 0.003 
Rhodamine 6G 4.008 ± 0.004 4.031 ± 0.002 4.013 ± 0.001 
Table 3-4: Average phase (τp), modulation (τm) and fitted (τ) lifetimes obtained from the fluorescence 
decays (5 repeats) of Rhodamine B and Rhodamine 6G. The fitted lifetimes were obtained with TRFA and the 
average χ2 were 1.052 and 1.025, respectively for Rhodamine B and Rhodamine 6G. The errors shown here are 
the standard deviations from 5 repeats.  
The lifetimes obtained from both methods (fitting and phasor) agree to within 1%. Moreover, 
they are also in good agreement with previously published lifetime results [115,128,147].  
The method developed here can be further tested by analysing experimental data obtained 
from the mixtures of the Rhodamine dyes. For that purpose, mixtures of Rhodamine 6G and 
Rhodamine B were prepared as shown in Table 3-5.  
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 Mix0 Mix1 Mix2 Mix3 Mix4 Mix5 Mix6 
Rhodamine B 0 µM 0.42 µM 0.80 µM 1.14 µM 1.45 µM 1.74 µM 2 µM 
Rhodamine 6G 2 µM 1.58 µM 1.20 µM 0.86 µM 0.55 µM 0.26 µM 0 µM 
Relative concentration  
of Rhodamine B 
0 0.209 0.398 0.569 0.725 0.868 1 
Table 3-5: Concentrations of Rhodamine 6G and Rhodamine B prepared in water for the dye mixture 
analysis. The mixtures #0 and #6 are the two pure species, whereas the mixtures #1-5 are prepared with varying 
concentrations of Rhodamine B and Rhodamine 6G in water, keeping the total concentration of dye to 2 µM. 
The mixtures #1-5 were used for the global phasor analysis. Figure 3-7 shows the 
fluorescence decays and phasor plot obtained from this dataset. 
 
Figure 3-7: Fluorescence decays (a) and phasor plot (b) obtained from a mixture of Rhodamine 6G and 
Rhodamine B. The lifetime associated to the pure Rhodamine 6G and Rhodamine B are shown respectively by 
the red circle τ1 and τ2. In (a), the region of the time window that is greyed out was excluded for the analysis. The 
analysis window was 4 - 45ns. The mixtures were prepared in water. The samples were excited at 530 nm and 
the fluorescence was collected at 565 nm. 
The lifetimes and the fractions of the long lifetime (associated to Rhodamine 6G) obtained 
from 5 repeats are shown in Table 3-6. 
Parameters  µ(value)  σ(value)  µ(error)  σ(error) 
Lifetime  3.954 ± 0.004  0.014 ± 0.002 
 1.615 ± 0.009  0.019 ± 0.003 
Fractions 
of long lifetime 
 0.938 ± 0.001  0.005 ± 0.001 
 0.830 ± 0.002  0.006 ± 0.001 
 0.701 ± 0.004  0.006 ± 0.001 
 0.534 ± 0.003  0.007 ± 0.001 
 0.321 ± 0.004  0.007 ± 0.001 
Table 3-6: Results from 5 repeats of Rhodamine dye mixtures analysed with the phasor plot. Values and 
errors are estimated by the global phasor plot method for each of the 5 repeats. The mean (µ) and standard 
deviation (σ) of these parameters were calculated over the repeats. The 5 repeats were obtained from 5 
consecutive acquisitions of the same sample. The fractions of the long lifetime are associated with Rhodamine 
6G. 
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The lifetimes extracted from the mixtures are not in perfect agreement with the results 
obtained from the pure species (see Table 3-4). The long lifetime (Rhodamine 6G) is 
underestimated (by ~50 ps) and the short lifetime is overestimated (by ~20 ps) compared to 
the measurements obtained from the pure species. 
The global analysis fitting using TRFA (2-component model) was also applied to these 
datasets. The fitted decay curves obtained from the double exponential global analysis fit 
using TRFA are shown in Figure 3-8.  
 
Figure 3-8: Measured and fitted fluorescence decays of two Rhodamine mixtures. The mixtures 
corresponding to the largest (Mix 1) and smallest fractions (Mix 5) of the long lifetime (corresponding to 
Rhodamine 6G) are shown (panel (a)) along with the corresponding residuals (panel (b) and panel (c)). A double 
exponential global analysis was applied to the whole set of mixtures using the TRFA package. 
In Figure 3-8, only the mixtures corresponding to the largest (Mix 1) and smallest fractions 
(Mix 5) of the long lifetime (corresponding to Rhodamine 6G) are shown along with the 
respective residuals. From the fitting approach, the contributions were obtained. The 
fractions can be calculated (see section 3.1.2 for details) as shown in Table 3-7. 
Parameters  µ(value)  σ(value)  µ(error)  σ(error) 
Lifetime  3.948 ± 0.003  0.022 ± 0.0000 
 1.607 ± 0.004  0.009 ± 0.0007 
Fractions 
of long lifetime 
 0.934 ± 0.001  0.006 ± 0.0000 
 0.828 ± 0.001  0.006 ± 0.0002 
 0.700 ± 0.003  0.006 ± 0.0001 
 0.534 ± 0.003  0.006 ± 0.0003 
 0.320 ± 0.002  0.005 ± 0.0003 
Table 3-7: Results from 5 repeats of Rhodamine dye mixtures analysed with global analysis fitting using 
TRFA. Values and errors are estimated by TRFA for the 5 repeats. The mean (µ) and standard deviation (σ) of 
these parameters were calculated over the repeats. The fractions of the long lifetime are associated with 
Rhodamine 6G. 
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For consistency with the phasor plot analysis, the estimation of the errors on the lifetimes 
and fractions were done as follows: the confidence intervals on the lifetimes were estimated 
by TRFA (with a confidence of 67%). Then, both lifetimes were fixed to their respective lower 
bounds and the contributions p were fitted again. The method is repeated using the upper 
bounds of the lifetimes. The two sets of contributions obtained this way represent the lower 
and upper bounds of the contributions. The upper and lower bounds of the fractions f were 
then calculated from the contributions p and lifetimes τ1 and τ2. 
The lifetimes obtained from the TRFA global analysis are in excellent agreement with those 
obtained by phasor analysis. Neither method is in perfect agreement with the values 
obtained from the pure species (Table 3-4). This observation suggests that the bias obtained 
on the lifetimes is not due to the method since two different approaches led to identical 
results. 
From the fraction measurements, it is also possible to estimate the relative concentration of 
the two dyes, given their quantum yield Q, extinction coefficients ε(λ) and fluorescence 
spectra F(λ) (see section 3.1.2 for details). The relative concentration of Rhodamine B in the 
Rhodamine B/6G mixture is given by equation (3.19). 
 
  
      
=
(1     )   (   )   (   )   
     (   )  (   )   (1     )   (   )   (   )   
 (3.19) 
Where CB and C6G are the concentrations of the Rhodamine B and Rhodamine 6G, 
respectively. 
The fluorescence characteristics of Rhodamine B and Rhodamine 6G in water were taken 
from literature as described in Table 3-8. 
 ε0 (cm
-1M-1) Q 
Rhodamine B 87,000 0.31 
Rhodamine 6G 81,000 0.95 
Table 3-8: Fluorescence characteristics of Rhodamine B and Rhodamine 6G in water. The quantum yields 
(Q) were taken from [128]. And the extinction coefficients were taken from [127] and [157], respectively for 
Rhodamine B and Rhodamine 6G.  
The extinction coefficients at the excitation wavelength (ε(λex)) were calculated from the 
extinction coefficient at the absorption maximum (ε0) and the measured excitation and 
emission spectra of Rhodamine 6G and B. 
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Table 3-9 gives the nominal relative concentrations of the Rhodamine B in the mixtures (as 
they were prepared, see Table 3-5) and the relative concentrations obtained from the phasor 
plot and TRFA fitting. 
 Mix1 Mix2 Mix3 Mix4 Mix5 
Nominal 0.209 0.398 0.569 0.725 0.868 
Phasor plot 0.186 ± 0.003 0.413 ± 0.003 0.595 ± 0.005 0.750 ± 0.002 0.879 ± 0.002 
Fitting 0.195 ± 0.003 0.416 ± 0.002 0.596 ± 0.003 0.750 ± 0.002 0.880 ± 0.001 
Table 3-9: Relative concentration of Rhodamine B in the Rhodamine B/6G mixtures. The errors shown here 
were obtained from propagating the error from the decay fraction (f6G), no errors were assumed on the quantum 
yield, the extinction coefficient and the fluorescence emission spectra. 
The measured relative concentrations obtained from the phasor analysis and the fitting are 
in excellent agreement with each other. Moreover, they are in reasonable agreement with 
the nominal ones, considering that no errors were assumed on the quantum yield, the 
extinction coefficient and fluorescence emission spectra. Additionally, the nominal relative 
concentration is also affected by errors due to pipetting, which are not taken into account 
here.  
The method of global phasor analysis developed here can then efficiently lead to the 
estimation of the relative concentrations of two species along with their fluorescence lifetime 
from time-resolved fluorescence data. It also provides estimations of the errors on these 
parameters that are in good agreement with the standard deviation calculated from repeats.  
3.2 Calcium titration analysis by phasor plot 
One exciting application in the context of this thesis is the quantitative study of calcium 
FRET sensors by titration experiments. In the case of FRET, the relative concentrations are 
simply given by the contributions, as shown by equation (3.20) (which can be derived from 
equation (3.19)). 
 
  
     
=
    
(1    )       
=    (3.20) 
In this section, the time-resolved calcium titration datasets presented in section 2.3 are 
analysed with the phasor plot approach. 
Page 111 of 292 
 
3.2.1 Phasor plot analysis of the calcium titration from mTFP-TnC-Cit 
The titration dataset obtained with mTFP-TnC-Cit is analysed using the phasor plot 
approach. The fluorescence decays and the phasor plot are shown in Figure 3-9.  
 
Figure 3-9: Fluorescence decays (a) and phasor plot (b) obtained from the mTFP-TnC-Cit calcium 
titration. The estimated mono-exponential lifetimes of the open and closed conformations of mTFP-TnC-Cit are 
shown by the red circles τ1 and τ2. In (a), the region of the time window that is greyed out was excluded for the 
analysis. The analysis window was 4 - 45ns. 
The instrument response function correction was carried out using the measured scatterer 
IRF with an assumed lifetime of zero. The correction was tested by analysing the 
fluorescence decay of Rhodamine 6G in water acquired on the same day. The modulation 
and phase lifetime obtained for the Rhodamine 6G were τm = 4.012 ns and τp = 4.010 ns. 
This validates the IRF correction, as it brings the mono-exponential dye onto the universal 
circle (τm   τp). The Rhodamine 6G lifetime obtained here is also in good agreement with 
previous measurements (see Table 3-4) and from the literature [115,128,147]. 
Data obtained from cytosol preparation of HEK293T cells expressing mTFP-TnC-Cit were 
analysed using the global phasor plot approach. The lifetimes of mTFP-TnC-Cit in the open 
and closed conformation were obtained and the corresponding fractions calculated. The long 
lifetime (τ1 = 2.79 ns ± 0.01 ns) was attributed to the open conformation and the short 
lifetime (τ2 = 1.43 ns ± 0.02 ns) to the closed conformation. 
Additionally, data obtained from cytosol preparation of HEK293T cells expressing the single 
fluorescent protein mTFP1 were analysed using the phasor plot approach. The lifetimes 
obtained for mTFP1 are τm = 2.796 ns and τp = 2.754 ns, which agrees within 2% with the 
measurement obtained from the single exponential fitting with TRFA (τ = 2.75 ns ± 0.01 ns) 
and the values previously reported [193,212]. 
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The discrepancy between the modulation and phase lifetime of mTFP1 (42 ps) highlights the 
fact that mTFP1 is not perfectly described by a single exponential model, in agreement with 
the results observed from the TRFA fitting approach (see Table 2-3 in section 2.1.3). The 
open form of the sensor therefore does not undergo any FRET as its lifetime is identical to 
that of mTFP1 alone. Equation (1.39) can be used to calculate the FRET efficiency in the 
closed conformation. Using these lifetimes, a FRET efficiency of 49% was obtained.  
The fractions f can also be used to calculate the relative concentrations using equation 
(3.20). The relative concentrations obtained from this method are plotted against the calcium 
concentration in Figure 3-10. 
 
Figure 3-10: Titration curve of mTFP-TnC-Cit obtained from the phasor plot analysis. The relative 
concentration linked to the short lifetime (the closed conformation) is shown here. The titration model from 
equation (2.10) was fitted. The error bars were calculated using the same method as for the decay fractions.  
The titration model fits 3 parameters: pmin, pmax and kD (as shown in equation (2.10)). The 
values obtained from fitting the titration model to mTFP-TnC-Cit dataset with both the global 
TRFA fitting approach and the global phasor approach are shown in Table 3-10. 
Sensor Analysis model kD (µM) pmin pmax 
mTFP-TnC-Cit 
2-component global fitting 0.86 ± 0.05 0.143 ± 0.004 0.457 ± 0.003 
Global phasor plot 0.91 ± 0.07 0.321 ± 0.003 0.599 ± 0.004 
TN-L15 
Paired ratio global fitting 1.3 ± 0.1 0.125 ± 0.007 0.601 ± 0.008 
Global phasor plot 1.6 ± 0.1 0.613 ± 0.002 0.800 ± 0.004 
Table 3-10: Titration model parameters obtained from the global fitting and the global phasor plot 
approach. The titration model presented in equation (2.10) was fitted to the relative concentrations of closed 
conformation obtained from either method. The errors shown here originate from the confidence interval at 67% 
from the least-square fitting using the custom-built MATLAB routine.  
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The dissociation constant obtained here (0.91 μM) is in good agreement with the value 
previously published (1.2 μM) [78], and that obtained from the global TRFA fitting (0.86 μM). 
However, the values of pmin and pmax obtained from the phasor plot analysis were a factor 
~0.16 higher compared to the results obtained from TRFA fitting. This is equivalent to say 
that the titration curve obtained for the phasor analysis was shifted towards higher relative 
concentrations by ~0.16. 
Table 3-11 summarizes the results obtained for the lifetimes from both TRFA fitting and 
global phasor plot analysis for mTFP1, mTFP-TnC-Cit and TN-L15 (which is discussed in 
section 3.2.2). 
 TRFA fitting Phasor plot analysis 
mTFP1 
Single exponential (χ2 = 1.260) 
τ = 2.75 ns ± 0.01 ns 
Modulation lifetime 
τm = 2.796 ns 
Double exponential (χ2 = 1.006) 
<τ  = 2.76 ns 
τ1 = 2.81±0.01 ns, p1 = 0.93±0.01, τ2 = 1.3±0.3 ns, p2 = 0.07±0.01, 
Phase lifetime 
τp = 2.754 ns 
mTFP-TnC-Cit 
Open conformation (χ2 = 1.316) 
τ = 2.601 ns ± 0.002 ns 
Open conformation 
τ = 2.79 ns ± 0.01 ns 
Closed conformation (χ2 = 1.316) 
τ = 1.114 ns ± 0.006 ns 
Closed conformation 
τ = 1.43 ns ± 0.02 ns 
TN-L15 
Open conformation (χ2 = 1.253) 
<τ  = 2.47 ns 
τ4 = 2.86±0.02 ns, p4 = 0.54±0.02, τ3 = 0.753±0.004 ns, p3 = 0.46±0.02 
Open conformation 
τ = 3.16 ns ± 0.02 ns 
Closed conformation (χ2 = 1.253) 
<τ  = 1.11 ns 
τ2 = 1.25±0.006 ns, p2 = 0.54±0.02, τ1 = 0.241±0.009 ns, p1 = 0.46±0.02 
Closed conformation 
τ = 1.14 ns ± 0.02 ns 
Table 3-11: Results of the global fitting using TRFA and global phasor analysis obtained with TN-L15 and 
mTFP-TnC-Cit. The results obtained using TRFA fitting, presented in section 2.3, were obtained using a 2-
component global fitting with mTFP-TnC-Cit and a paired ratio 4-component model for TN-L15. The global 
phasor analysis assumes a double exponential model (equivalent to the 2-component model). <τ  is the average 
lifetime calculated using equation (2.1). 
For mTFP-TnC-Cit, the lifetimes obtained with the phasor plot (2.79 ns and 1.43 ns) were 
~200 ps longer than those obtained with TRFA global fitting (2.601 ns and 1.114 ns).  
However, the average lifetimes (calculated from the lifetimes reported in Table 3-11 and the 
contributions reported in Table 3-10) obtained at low calcium (e.g. when p = pmin) were 
similar for both the global phasor analysis (2.52 ns) and the TRFA fitting (2.50 ns). The same 
observation was made at high calcium (e.g. when p = pmax), where the average lifetime was 
2.20 ns with the global phasor approach and 2.21 ns with the TRFA fitting.  
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Therefore, the higher contributions from the short lifetime (observed on the shifted values of 
pmin and pmax of ~0.16 shown in Table 3-10) compensated for the longer lifetimes (shown in 
Table 3-11) to lead to similar average lifetimes.  
The origin of the discrepancies between the results obtained from the two methods remains 
unclear. It may be a result of the assumptions made on the analysis models, in particular the 
assumption of a single exponential decay for mTFP1. The small second components of 
mTFP1 observed when fitting a double exponential model (τ2 = 1.3 ± 0.3 with p2 = 0.07, 
reported in Table 2-3, also shown in Table 3-11) may explain these differences. Moreover, it 
is likely that the influence of the photon counting noise, the background or the instrument 
response function on the experimental data affect differently the results obtained with the 
two methods.  
3.2.2 Phasor plot analysis of the calcium titration from TN-L15 
The titration dataset obtained from TN-L15 can also be analysed with the phasor plot 
approach. The fluorescence decays and the phasor plot are shown in Figure 3-11. 
 
Figure 3-11: Fluorescence decays (a) and phasor plot (b) obtained from the TN-L15 calcium titration. In 
(b), the lifetimes corresponding to the intersection of the titration line with the universal circle are shown by the 
red circles τ1 and τ2. The universal circle is shown in blue. The mixture line is shown in red. The section 
accessible to I1(t) and I2(t), the two multi-exponential decay components of TN-L15, are shown respectively in 
purple and orange. 
Under the assumption that a 2-component model is appropriate, identically to the case of 
mTFP-TnC-Cit, the lifetimes τ1 and τ2 and the relative concentrations can be extracted. The 
relative concentrations obtained are shown in Figure 3-12. 
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Figure 3-12: Titration curve of TN-L15 obtained from the phasor plot analysis, assuming a 2-component 
model. The relative concentration linked to the short lifetime is shown here. The titration model from equation 
(2.10) was fitted. The error bars were calculated using the same method as for the decay fractions. 
The lifetime results (τ1 = 3.16 ns ± 0.02 ns andτ2 = 1.14 ns ± 0.02 ns, respectively attributed 
to the open and closed conformation of the sensor, as shown in Table 3-11) can be 
compared to the average lifetimes obtained with the paired ratio 4-component model. 
A large discrepancy was obtained between the lifetimes obtained from the phasor approach 
(τ = 3.16 ns) and the average lifetime obtained from the fitting (<τ  = 2.47 ns) for the 
lifetime of the open conformation, whereas the closed conformation led to similar lifetimes (τ 
= 1.14 ns with the phasor analysis and <τ  = 1.11 ns with the fitting).  
The titration model was fitted to these data and led to pmin = 0.613 ± 0.002, pmax = 0.800 ± 
0.004 and kD = 1.6 ± 0.1 µM. These values are also in large disagreement with those 
obtained from the paired ratio fitting model, as shown in Table 3-10. However, the models 
used here are inherently different since a 2-component model is assumed when extracting 
the lifetimes with the global phasor plot analysis. Moreover, the 2-component model was 
shown to describe TN-L15 inadequately, due to the multi-exponential character of 
ΔC11CFP, as demonstrated by the fitting analysis (see Table 2-3 in section 2.1.3). 
Therefore, the lifetimes τ1 and τ2 do not represent the lifetimes of the open and closed 
conformation of TN-L15.  
It is important to note that, contrary to the fitting approach (which returns the fitting criterion 
χ2 as an indication of the quality of the fitting), no metric of analysis quality is returned with 
the phasor plot and the validity of the 2-component model cannot be assessed with this 
approach.  
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However, the points on the phasor plot obtained from the TN-L15 titration lie on a straight 
line. This observation allows to conclude that each decay of the titration can be described by 
a mixture of two decays. These two decays are not necessarily single exponential. The 
general form of the fluorescence decay of TN-L15 is written in equation (3.21). 
  ( ) =     ( )      ( ) (3.21) 
Where q1 and q2 = 1-q1 represent the contributions of the two multi-exponential decays I1(t) 
and I2(t) contributing to the decay of TN-L15. 
The contributions q1 and q2 = 1-q1 are the only parameters changing along the mixture line. 
The decays I1(t) and I2(t) can be written as the multi-exponential decay model, given by 
equation (1.12). The respective phasor point of I1(t) and I2(t) then lie on the mixture line 
outside the region delimited by the titration points. The section of the titration line where the 
phasors of I1(t) and I2(t) are allowed to lie are shown respectively in purple and orange in 
Figure 3-11. 
The global phasor analysis applied to the titration dataset obtained from the calcium FRET 
sensors TN-L15 and mTFP-TnC-Cit has highlighted the limitations of the approach. The 
complex fluorescence decay of TN-L15 significantly limits the conclusions that can be drawn 
from the phasor analysis as the phasor coordinates of the pure species (open and closed 
conformation) cannot be readily determined. 
For mTFP-TnC-Cit, the discrepancies between the results obtained from the global fitting 
with TRFA and the global phasor analysis suggest an underlying difference between the two 
approaches, despite similar assumptions (mixture of two single exponential species).  
The next section therefore looks at the errors associated with the phasor approach in more 
detail. The aim is to identify the possible sources of errors or bias of the global phasor 
approach on the determination of lifetimes and fractions that could explain the discrepancies 
presented here.  
3.3 TCSPC data simulation and phasor analysis 
The work presented in this section investigates the limitations of the phasor plot approach by 
the extensive use of simulations. It aims at understanding the effect of the experimental 
conditions, such as background, data trimming or photon counting noise on the analysis. 
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The simulation method is described in section 8.6.6. The simulation parameters are identical 
to those already described in section 3.1.3. Briefly, the simulated repetition rate of the 
excitation pulses was 20 MHz, the simulated background was calculated from typical 
afterpulsing level of 1.5%, and the IRF used to generate the simulated data was an actual 
experimental data set obtained from a scatterer (LUDOX) measurement. A different IRF was 
simulated for each decay but the large number of photons contained in the IRF (300,000 
photons, ~10,000 photons in the maximum) allows for the IRF to be considered as 
practically noise-free. The TCSPC time range was set to be between 0 and 50 ns, over 
4,096 bins (representing a ~12 ps bin width). 
3.3.1 Effect of the background and data trimming on the phase and modulation 
lifetimes 
In Figure 3-13, 40 different single exponential fluorescence decays were simulated (lifetime 
ranging from 0.02 ns to 20 ns equally spaced on a logarithmic scale) and the phase and 
modulation lifetimes were calculated. The total number of photons generated for each decay 
was N = 3,000,000, corresponding to ~10,000 photons in the decay maximum for a lifetime 
of 2.5 ns. 
 
Figure 3-13: Simulated fluorescence decays (a) and the corresponding phasor plot (b). Fluorescence 
lifetime ranging from 0.02 ns to 20 ns equally spaced in the logarithmic scale. The IRF model was generated from 
a measured IRF. The total number of photons in each decay was N = 3,000,000. In (b) the universal circle is 
shown in blue. 
As expected, the phasor coordinates of these single exponential decays lie on the universal 
circle. The short lifetimes are gathered close to the position (1,0) (where τ = 0 ns), whereas, 
as the lifetimes get longer the coordinates move towards the position (0,0) (where τ = +∞). 
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For each decay, the phase and modulation lifetimes were calculated. The average phase 
and modulation lifetimes from each decay over 10 repeats are shown in Figure 3-14, as a 
function of the simulated lifetime.  
 
Figure 3-14: Average phase (τp) and modulation (τm) lifetimes as a function of the simulated lifetime. The 
averages of the phase and modulation lifetimes were obtained from 10 independent simulations for each lifetime. 
The phase lifetime followed the simulated lifetime closely within the range of simulated 
lifetimes considered here. However, the modulation lifetime remained constant for lifetimes 
shorter than ~200 ps.  
The deviation from the simulated lifetime is also shown in Figure 3-15, along with the 
respective standard deviation (calculated from the 10 repeats). 
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Figure 3-15: Deviation of the phase and modulation lifetimes as a function of the simulated lifetime. The 
deviation is displayed either in picosecond (panels (a) and (b)) or in percentage of the simulated lifetime (panels 
(c) and (d)). The error bars are the standard deviation calculated from 10 repeats.  
The phase lifetime provided an accurate reading of the simulated lifetime even at short 
lifetimes where its deviation is the greatest (but never exceeds ± 6%). 
The same observation could be made for the modulation lifetime for the range 200ps – 20 
ns. However for simulated lifetimes shorter than 200 ps, the modulation lifetime remained 
constant at ~160 ps with a standard deviation of ~60 ps. 
The plateau observed for the modulation lifetime could be attributed to the background due 
to after-pulsing included in the simulation because this plateau disappeared when no 
background was added (i.e. no afterpulsing) during the simulation, as show in Figure 3-16. 
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Figure 3-16: Average phase (τp) and modulation (τm) lifetimes as a function of the simulated lifetime in the 
absence of background. The averages of the phase and modulation lifetimes were obtained from 10 
independent simulations for each lifetime. 
When no background is present in the simulated IRF and decays, both phase and 
modulation lifetimes provided a good estimate of the simulated lifetime in the range of 
lifetime considered here (0.02 ns to 20 ns). 
Additionally to the presence of the background due to afterpulsing, when acquiring TCSPC 
data, the photon count histogram is always affected by the roll-offs on both ends of the 
decay. This effect is a result of the limits set on the TAC (Time-to-Amplitude Converter) 
window of the TCSPC card, such that it excludes the artefacts due to the ADC error 
correction (or dithering, details available in the SPC handbook, 5th edition). 
These roll-off artefacts need to be excluded from the dataset for the analysis, therefore 
reducing the time window available. In order to take into account this reduction of the time 
window the angular frequency has to be adjusted using equation (3.22), as previously 
described [118]. 
  =
  
     
 (3.22) 
Where t1 and t2 are the times at which the time window was trimmed (0 ≤  1 < t2 ≤ T). 
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A typical time window trimming in the experimental conditions observed from the cuvette 
system are a trimming of ~5 ns on either end of the decay. The analysis window is therefore 
reduced to the range 5 ns - 45 ns. 
 
Figure 3-17: Simulated fluorescence decays (a) and the corresponding phasor plot (b) obtained after data 
trimming. Fluorescence lifetime ranging from 0.02 ns to 20 ns equally spaced on a logarithmic scale, with a 
background of 10 photons. The IRF used was from a measured IRF. The total number of photons was N = 
3,000,000. In (a), the region of the time window that is greyed out was excluded for the analysis. The analysis 
window was 5 - 45ns. 
The phasor points showed a significant deviation from the universal circle for long simulated 
lifetimes, directly affecting the phase and modulation lifetimes (see Figure 3-18). 
 
Figure 3-18: Average phase (τp) and modulation (τm) lifetime measured from the phasor plot decays as a 
function of the simulated lifetime when trimming is applied. The averages of the phase and modulation 
lifetimes were obtained from 10 independent simulations for each lifetime. The analysis window was 5 - 45ns. 
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Figure 3-19: Deviation of the phase and modulation lifetimes as a function of the simulated lifetime, when 
trimming is applied. The deviation is displayed either in picosecond (panels (a) and (b)) or in percentage of the 
simulated lifetime (panels (c) and (d)). The error bars are the standard deviation calculated from 10 repeats.  
Figure 3-19 shows a large deviation at long lifetimes (> 6 ns) in both phase and modulation 
lifetime. The phase lifetime was more affected than the modulation lifetime (deviation of 6 ns 
for a simulated lifetime of 20 ns for the phase lifetime whereas the modulation lifetime 
showed a deviation of 1 ns). Additionally, the plateau observed at short lifetime and 
attributed to the presence of background appears at slightly shorter lifetime (~100 ps 
compared to ~200 ps in absence of data trimming).  
For short simulated lifetimes, data trimming essentially excludes regions of the decay 
containing only the background, and therefore improves the signal to noise ratio. However, 
at long simulated lifetimes, the trimming excludes useful data either in the tail of the decay 
(45 – 50 ns) or originating from previous decays (0 – 5 ns), leading to an error in the 
evaluation of the lifetimes. 
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Therefore, the time window trimming is an important factor contributing towards the error in 
the lifetime determination using the phasor plot at long lifetimes (> 6 ns for a T = 50 ns e.g. 
20 MHz laser repetition rate). However, the bias caused by the trimming induces a deviation 
on the phase lifetime that is greater than 10% only when the simulated lifetime is greater 
than 10 ns. 
More generally, with a typical detection window of 0 – 50 ns and a 20 MHz laser, the system 
aims at measuring lifetime in the range of 0.5 ns to 5 ns. This range also includes the 
lifetimes of most common fluorescent proteins, like GFP (2.7 ns) [190] or CFP (2.5 ns) [102]. 
The deviation of the phase and modulation lifetimes in the range of interest (0.5 – 5 ns) is 
displayed in Figure 3-20. 
 
Figure 3-20: Deviation of the phase and modulation lifetimes as a function of the simulated lifetime, when 
trimming is applied. The deviation is displayed either in picosecond (panels (a) and (b)) or in percentage of the 
simulated lifetime (panels (c) and (d)). The error bars are the standard deviation calculated from 10 repeats.  
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For the typical range of lifetimes measured in the experimental conditions described here, 
the calculation of the phase and modulation lifetimes both provide an accurate estimation of 
the simulated lifetime. 
Additionally, the phase lifetime provides an estimation of the simulated lifetime with a better 
overall accuracy (typically < 0.5% compared to ~6% for the modulation lifetime) but is 
affected by a bias at long lifetime (≥ 5 ns). However this bias only represents 0.2% of the 
simulated lifetime at 5 ns.  
The phasor plot therefore provides a straight-forward and reliable analysis tool for TCSPC 
data of single exponential decay species. The limitations in the lifetime estimation become 
apparent at long lifetimes for the phase lifetime (due to the reduction of the analysis window) 
and at short lifetimes on the modulation lifetime (due to any background on the decay). 
3.3.2 Phasor coordinates and photon counting noise 
Several studies took an analytical approach to the effect of photon counting noise on lifetime 
determination, either by the fitting approach [107] or on the determination of the phase and 
modulation lifetimes from frequency domain dataset [118,162]. However, these analyses do 
not assess the effect of the photon counting noise on the calculation of the phasor 
coordinates. The work presented in this section investigates this effect by Monte Carlo 
simulations.  
Single exponential decays were independently simulated 10,000 times. Therefore, in each 
repeat, the lifetime remains the same but the photon counting noise is generated 
independently. Here, a single IRF was generated for all decays in order to completely 
eliminate the effect of the variability due to the random noise on the IRF.  
In Figure 3-21, the spread of the (G,S) coordinates due to the photon counting noise on the 
fluorescence decay is shown for four different lifetimes (0.5, 1, 2 and 4 ns). 
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Figure 3-21: 2D histograms of (G,S) coordinates from 10,000 simulated repeats of a single exponential 
decay. (a) Phasor plot showing with the 4 lifetimes 0.5 ns, 1 ns, 2 ns and 4 ns. (b) - (e) 2D histograms of (G,S) 
coordinates. In each histogram, the aspect ratio of the G and S axis is kept constant. Each decay contains N = 
3,000,000 photons. The analysis window was 5 - 45ns. 
The spread of the (G,S) coordinates is not isotropic for the lifetimes considered here. This 
suggests that G and S are correlated. This is in agreement with the equation (3.1) clearly 
showing that the two coordinates are calculated from the same underlying dataset. 
From the 2D histograms, the parameters of the spread were measured by fitting a 2D 
Gaussian shape using a custom-written MATLAB routine. The position of its centre (Gr,Sr), 
the length of the long and short axis and the rotation were then estimated as shown in Table 
3-12.  
Lifetime (G0,S0) (Gr,Sr) Long Axis Short Axis Rotation 
0.5 ns (0.9939,0.0781) (0.9943,0.0783) 9 x 10-4 5 x 10-4 9.42° 
1 ns (0.9759,0.1533) (0.9760,0.1532) 16 x 10-4 5 x 10-4 17.7° 
2 ns (0.9102,0.2859) (0.9100,0.2861) 29 x 10-4 10 x 10-4 33.9° 
4 ns (0.7170,0.4505) (0.7169,0.4505) 49 x 10-4 23 x 10-4 57.0° 
Table 3-12: Gaussian parameters of the spread on the (G,S) coordinates. (G0,S0): nominal coordinates. The 
parameters of a 2D Gaussian shape were obtained from the 2D Gaussian fitting to the simulated data: the 
coordinates of its centre (Gr,Sr), the lengths of its long axis (Long Axis) a short axis (Short Axis) and the rotation 
with respect to the vertical axis.  
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For all four lifetimes considered here, the centre of the spread (Gr,Sr), as measured by the 2D 
Gaussian fitting, was in good agreement with the nominal coordinates within the errors given 
by the length of the long or short axis. The dispersion (length of short and long axes) 
increased as the lifetime increased. Interestingly, the rotation of the 2D histogram revealed 
that the correlation between G and S changes along the universal circle.  
This analysis suggests that the photon counting noise propagates to affect the calculated 
(G,S) coordinates in a complex and correlative way. 
The spread of the (G,S) coordinates at the two end points of the mixture (double exponential 
decays) was also considered (τ1 = 2.5 ns and τ2 = 1 ns, as previously simulated, see Figure 
3-4) with f1 = 0.3 (f2 = 0.7) and f1 = 0.7 (f2 = 0.3). The 2D histograms of the mixture of two 
lifetimes were generated from 10,000 decays, as shown in Figure 3-22. 
 
Figure 3-22: 2D histograms of the two endpoints mixtures (f1 = 0.3 and f1 = 0.7). Each histogram was 
generated from 10,000 decays of the same mixture (τ1 = 2.5 ns and τ2 = 1 ns). 
The results from the 2D Gaussian fittings are presented in Table 3-13. 
f1 (G0,S0) (Gr,Sr) Long Axis Short Axis Rotation 
0.7 (0.8993,0.2842) (0.8991,0.2841) 2 x 10-4 1 x 10-4 43.4° 
0.3 (0.9431,0.2094) (0.9435,0.2096) 2 x 10-4 1 x 10-4 41.4° 
Table 3-13: Gaussian parameters of the spread of the (G,S) coordinates on the endpoints of the simulated 
mixtures. (G0,S0): nominal coordinates. The parameters of a 2D Gaussian shape were obtained from the 2D 
Gaussian fitting to the simulated data: the coordinates of its centre (Gr,Sr), the lengths of its long axis (Long Axis) 
a short axis (Short Axis) and the rotation with respect to the vertical axis.  
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The 2D histograms showed a strong correlation (Rotation ~45°) between the deviations of G 
and S from the nominal coordinates. This strong correlation is likely to affect the results of 
the global phasor approach when analysing a set of mixtures with varying fractions. 
Furthermore, the correlations are likely to vary with the fractions as highlighted by the results 
presented in Figure 3-21 and Table 3-12.  
The effect of the errors introduced by the noise on the determination of the lifetimes and 
fractions by global phasor plot approach is discussed in the following section. 
3.3.3 Discussion regarding the errors on the global phasor plot analysis  
The study presented in section 3.3.2 on the error on the (G,S) coordinates due to the photon 
counting noise revealed the complexity of error propagation in time-resolved fluorescence 
data analysis. The errors and their correlations are however likely to play a critical role when 
performing a quantitative analysis using the phasor plot for e.g. the global phasor plot 
analysis. 
The methods developed by Verveer et al. [210] or Clayton et al. [26] use a similar least 
square fitting to that presented here. However, unlike the method developed here, they take 
into account an error estimates on the (G,S) coordinates in their minimisation procedure. 
Their method assumes that the errors on the two coordinates of the phasor plot (G,S) are not 
correlated, e.g. that G and S are two independent random variables. It is clearly not the case 
as observed by the error analysis presented previously. Additionally, the two coordinates are 
calculated from the same measured dataset, making them correlated by definition (see 
equation (3.1)).  
In order to improve the reliability of the global phasor plot method, the correlated errors need 
to be taken into account. Specifically, two steps of the method may be affected by these 
errors: first, when the mixture line is fitted through the phasors and, second, when the 
phasors are projected onto the mixture line.  
Least-square fitting can take errors into account by using error weighting on both variables, 
as first presented by Reed, B. C. [167] and later implemented by York et al. [232] for linear 
fitting. However, no method is currently available for dealing with a non-linear least square 
fitting with correlated errors in both variables.  
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Assuming that the mixture line was accurately determined, the phasors are then projected 
onto the line. This is commonly performed by orthogonal projection (as in the method 
presented here). The method of orthogonal projection is presented in panel (a) of Figure 
3-23. This step may be improved by taking into account the angle made by the spread of the 
data caused by the photon counting noise by, for instance, performing the projection along 
the long axis of the spread of the coordinates, as shown in Figure 3-23 panel (b). 
 
Figure 3-23: Projection of the phasor coordinates onto the mixture line. (a) Orthogonal projection, as used 
in the method presented here. (b) Suggested projection taking into account the data spread caused by the 
photon counting noise. The red circles are the intersection of the mixture line with the universal circle (blue line). 
The black circles are the phasor coordinates obtained from the measurements of mixtures. The blue crosses 
represent the projected coordinates of the phasor coordinates onto the mixture line. The blue dashed line 
represents the axis along which the projection is carried out. The coloured oval shape schematically represents 
the spread of the data due to the photon counting noise. 
However, in the absence of estimates of the parameters representing the spread of 
experimental data (long, short axis and rotation), neither the error-weighted non-linear 
square fitting nor the projection along the long axis can even be envisaged. Therefore, the 
non-weighted non-linear least square fitting and orthogonal projections still appear as the 
most appropriate approaches. 
Furthermore, any attempt of calculating analytical forms for the error estimates of the 
globally determined lifetimes will require significant assumptions, regarding the correlation of 
the variables. Additionally, the photon counting noise on the IRF may also contribute 
significantly to the error on the (G,S) coordinates, in particular when the phasor coordinates 
of the IRF is itself affected by bias or large errors.  
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3.4 Conclusion and future work 
The in-house MATLAB routine built here to carry out phasor plot analysis was validated by a 
set of simulations as well as experimental dataset from Rhodamine dyes. The phasor 
approach can be extended to perform global analysis which allowed the determination of the 
lifetimes of the pure species, their relative concentrations and their associated errors from 
the fluorescence decays of mixtures. The estimation of the errors by the phasor analysis was 
shown to be in good agreement with the standard deviation obtained from the repeated 
numerical simulations or the repeatedly acquired experimental dye mixtures. Furthermore, 
the global analysis fitting using TRFA proved to be in excellent agreement with the results 
from the phasor analysis. 
The analysis of the experimental titrations obtained from the calcium FRET sensors mTFP-
TnC-Cit and TN-L15 revealed the limitations of the phasor method. The method is only able 
to extract the lifetimes if the underlying model of the pure species is single exponential. 
Therefore, in the case of TN-L15, the lifetimes and relative concentrations cannot be 
extracted without assuming a 2-component model. However, the phasor approach showed 
that a mixture of two (multi-exponential) decays was a good description for the TN-L15 
titration dataset, confirming that the paired ratio model used for global fitting with TRFA was 
appropriate. 
The results obtained with mTFP-TnC-Cit led to a discrepancy between the TRFA fitting and 
the global phasor plot approach. The origin of this discrepancy was investigated by a set of 
numerical simulations. In particular, it was observed that both phase and modulation 
lifetimes provide good estimates for single exponential species in the range of lifetime 0.5 – 
5 ns under the experimental conditions typically used in the cuvette system (20 MHz 
repetition rate).  
The errors on the determination of the phasor coordinates due to the background and 
photon counting noise were assessed in the particular case of single exponential decays and 
within a simulated mixture dataset. This revealed the complex correlation of the errors on the 
polar coordinates and the challenges in determining analytical estimates of the errors on 
both the global lifetimes and the relative fractions locally determined. The discrepancy 
between the TRFA fitting and the phasor plot analysis may therefore be explained by the 
correlation of the errors on the phasor coordinates, of which no currently available global 
phasor plot analysis method takes account. 
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Additionally, the presence of a small second component in the fluorescence decay of mTFP1 
(shown in Table 2-3 of section 2.1.3) may affect differently the results obtained from the 
global fitting and the global phasor plot methods. This hypothesis is supported by the fact 
that the mixtures of purely single exponential dyes (Rhodamine 6G and B) showed identical 
results from both methods. 
Also, the range of fractions over which the titration spans may also affect the determination 
of the lifetimes of the pure species by global phasor approach. This effect, called leverage 
effect, can easily be visualised on the phasor representation. For instance, the Rhodamine 
mixture dataset (see Figure 3-7) spans over a large range of fractions (fractions of 
Rhodamine 6G, f6G, varying from 0.321 to 0.938, see Table 3-6), having endpoints close to 
the pure species (f6G = 1 or f6G = 0) and is therefore expected to have a small leverage effect. 
On the other hand, the biosensors datasets (see mTFP-TnC-Cit in Figure 3-9 and TN-L15 in 
Figure 3-11) may exhibit a large leverage effect since the phasor points are restricted on a 
small region of the line. This effect remains to be investigated.  
Therefore, in order to fully address the number of issues raised by this study, several factors 
should be investigated, such as the development of a method for determining and taking into 
account the correlation of the errors on the phasor coordinates. The effect of a small second 
lifetime component in the donor fluorescence decay and the range of fractions in the 
titrations may also be investigated by further simulations. Unfortunately, the time constraints 
on this PhD project did not allow these to be addressed.  
Overall, the phasor analysis and, in particular, the global analysis method are both useful for 
the quantitative analysis of titration or mixture data and can provide complementary 
information compared to the fitting approach. However, the phasor approach is more 
restrictive with the models allowed, and is then most useful when monitoring FRET where 
the model of a single exponential species in a FRET and non-FRET state is appropriate. In 
this case, the relative concentrations of the two forms can be simply estimated from the 
fractions and the lifetimes. 
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Chapter 4 - Quantitative time-resolved 
fluorescence anisotropy analysis of calcium 
FRET sensors 
Fluorescence anisotropy offers an additional dimension to the fluorescence measurement 
compared to unpolarized fluorescence spectroscopy, allowing for the exploration of 
properties previously inaccessible such as the structural properties (via the measurement of 
rotational diffusion coefficients) or aggregation state (dimerization for instance) of a protein 
of interest. When combined with FRET, anisotropy measurements can provide a readout of 
protein conformational changes through the measurement of the angular separation 
between the donor and acceptor fluorophores. In particular, the time-resolved approach for 
fluorescence anisotropy offers the capability of describing the anisotropy decay 
measurement at the molecular level which the steady-state approach does not always offer, 
especially when multiple fluorescent sources contribute to the measured fluorescence signal, 
as it is often the case in FRET measurement in the acceptor channel.  
With this approach, the measurement of conformational changes can be carried out in situ 
(cell lysate or even living cells) without the need of disruptive steps such as crystallisation. 
However, the field has not been widely exploited for hetero-FRET studies [16,213] and this 
can be attributed to the complexity of the analysis involved.  
In this Chapter, time-resolved anisotropy spectroscopy is applied to probe conformational 
changes in the Troponin-C based calcium FRET sensor using the method presented by 
Borst et al. [16]. The understanding of the quantitative FRET acceptor anisotropy model is 
then challenged by the introduction of a new model, taking into account the contributions 
from the donor spectral bleedthrough and acceptor direct excitation. 
4.1 Model and results described by Borst et al. 
The methodology developed by Borst et al. [16] allowed the investigation of conformational 
changes in the calcium FRET sensor YC3.60 upon calcium binding. Their method takes 
advantage of time-resolved anisotropy measurements to obtain the initial anisotropy of the 
acceptor sensitized emission.  
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By applying Soleillet’s rule [115,183] to the initial anisotropy of the acceptor sensitized 
emission, called β in equation (4.1), the angle between the donor emission dipole and the 
acceptor absorption dipole can be extracted. 
  =   (
 c     →  1
 
) (4.1) 
Where rA is the initial anisotropy of the acceptor when directly excited and θD→A is the angle 
between the donor emission dipole and the acceptor absorption dipole. 
Borst et al. performed their analysis on the Yellow Cameleon YC3.60 which consists of a 
fusion of ECFP and the circularly permutated Venus linked by calmodulin and a calmodulin 
binding peptide of myosin light chain kinase (M13) [142], showing an apparent dissociation 
constant of 0.25 µM.  
Samples of the purified YC3.60 were prepared in absence of calcium (50 µM EGTA) and 
presence of saturating calcium (50 µM EGTA / 100 µM Ca2+, leading to ~50 µM free calcium 
in large excess compared to the concentration of sensor 100 nM).  
The Venus moiety was directly excited at 492 nm and its time-resolved anisotropy 
fluorescence decay was measured at 557 nm. A single exponential lifetime of 3.1 ns was 
obtained for Venus and the rotational correlation times were 31.2 ns in absence of calcium 
and 50.4 ns in presence of saturating calcium. The shorter rotational correlation time 
obtained in absence of calcium was explained by the local flexibility of the acceptor 
fluorophore in the open form (calcium-free form) leading to the presence of a fast 
depolarization component.  
The fluorescence measured in the acceptor channel (at 557 nm) upon donor excitation at 
400 nm was also acquired. In the unpolarized time-resolved analysis, the fluorescence 
lifetime was fixed to the lifetime obtained for Venus (τA = 3.1 ns) and the rise times (τni) due 
to sensitized emission were fitted. The model used by Borst et al. to describe the 
fluorescence in the acceptor channel upon donor excitation is shown in equation (4.2). 
    ( ) =   (   
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) (4.2) 
Where IMA is the unpolarized fluorescence decay (measured at the magic angle) and pni are 
the negative contributions (pni < 0) of the rise times τni. 
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Two rise times were obtained in absence of calcium (0.38 ns and 1.70 ns, leading to an 
average rise-time of 1.4 ns) and a single rise time of 0.056 ns was obtained in presence of 
calcium.  
The shortening in the rise time in presence of calcium compared to the calcium-free 
condition was attributed to the increase in the FRET efficiency upon calcium binding, 
consistent with the closing of the sensor upon calcium binding (shortening of the distance 
between the fluorophores). 
Further analysis of the time-resolved donor emission showed that the lifetime of the donor 
undergoing FRET (τDA) was in agreement with the rise times obtained in the acceptor 
channel, as described in equation (4.3). 
         (4.3) 
Where τDA is the lifetime of the donor undergoing FRET and τRT is the rise time measured in 
the acceptor channel upon donor excitation. 
The anisotropy decays acquired in the acceptor channel (557 nm) upon donor excitation at 
400 nm were analysed using an associative double exponential anisotropy model (see 
section 1.3.3 for details of associative and non-associative anisotropy decay analysis). The 
long rotational correlation time (φA) was fixed to that obtained upon direct excitation of Venus 
(31.2 ns in absence of calcium or 50.4 ns in presence of saturating calcium) and associated 
to the fixed fluorescence lifetime of Venus (τA = 3.1 ns). The short rotational correlation time 
(φn) was linked to the rise times obtained in the magic angle (unpolarized) fluorescence 
decay analysis (IMA). The anisotropy model that they used to describe the fluorescence in the 
acceptor channel upon donor excitation is shown in equation (4.4). 
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Where rn is the initial anisotropy related to the rotational correlation time φn which is linked to 
the rise time components τni. 
  
Page 134 of 292 
 
Their analysis led to β = 0.08 ± 0.02 in absence of calcium and -0.060 ± 0.003 in presence of 
saturating calcium, therefore obtaining θD→A = 46° in absence of calcium and 62° in presence 
of saturating calcium. Borst et al. acknowledged that the increase in the angle separation 
between donor and acceptor upon calcium binding is counter-intuitive but the increase in the 
FRET efficiency measured upon calcium binding was attributed to a decrease in the distance 
separating the two fluorophores.  
4.2 Applying time-resolved fluorescence anisotropy to Troponin C 
calcium FRET sensors 
The work described in this section uses the method developed by Borst et al. [16] to 
investigate the structural changes occurring in Troponin C sensors (TN-L15 and mTFP-TnC-
Cit) upon calcium binding. Changes in conformation of a Troponin C sensor (TN-XXL) were 
already investigated by SAXS (Small Angle X-ray Scattering) and hydrodynamics studies by 
Geiger et al. [58] who showed that the calcium-free form is elongated and flexible whereas 
the calcium-bound form is more compact and globular, suggesting a change in the angular 
separation between the two fluorophores upon calcium binding. 
4.2.1 Description of the experimental conditions 
Cytosol preparations of HEK293T cells expressing TN-L15 or mTFP-TnC-Cit were used for 
solution phase fluorescence measurements using the home-built spectrofluorometer. The 
samples were placed in calcium-free buffer (10 mM EGTA, Buffer A calcium calibration kit, 
Invitrogen) or in saturating calcium (10 mM Ca2+-EGTA, Buffer B calcium calibration kit, 
Invitrogen). Buffer B provided a buffered saturating level of calcium for the sensors as 
previously observed by titration, shown in Chapter 2. Furthermore, no changes in 
fluorescence signals were observed by further addition of calcium. 
The calcium-free buffer and saturating calcium conditions will be referred to as (-)Ca2+ and 
(+)Ca2+ throughout this Chapter.  
All unpolarized fluorescence decays were measured at the magic angle in order to cancel 
the effect of anisotropy on the fluorescence lifetime determination. The polarized decays 
were measured in the parallel (‖) and perpendicular (┴) polarization channels. All 
measurements were carried out at 37°C. 
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The excitation wavelength of the donor was chosen such that it minimises the direct 
excitation of the acceptor Citrine. Similarly, the emission wavelength of the acceptor was 
chosen such that the contribution from the spectral bleedthrough from the donor emission is 
minimised. This can be visualised graphically on Figure 4-1 which shows the ratio of the 
excitation spectrum of the donor fluorophore (ΔC11CFP for TN-L15 and mTFP1 for mTFP-
TnC-Cit) over that of Citrine, and similarly, the ratio of emission spectrum of Citrine over that 
of the donor. 
 
Figure 4-1: Excitation and emission ratio of the FRET pairs. The excitation ratio (panels (a) and (c)) was 
calculated as the ratio of the excitation spectrum of the donor over that of the acceptor. The emission ratio 
(panels (b) and (d)) was calculated as the ratio of the emission spectrum of the acceptor over that of the donor. 
The ratios were normalised to their maximum. 
The excitation wavelength was chosen to correspond to the maximum of the excitation ratio 
as shown in Figure 4-1 panel (a) and (c), e.g. at 430 nm for TN-L15 and at 440 nm for 
mTFP-TnC-Cit. The emission wavelength, at which the fluorescence of the acceptor was 
measured, was set to 525 nm, where the emission ratio is maximal as shown in panel (b).  
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For mTFP-TnC-Cit (panel (d)), no maximum was observed on the emission ratio. At the 
emission maximum of Citrine (525 nm), the emission ratio was ~2/3 of its value measured at 
~590 nm. However, at 590 nm the emission of Citrine is ~15% of its maximum. The emission 
wavelength of Citrine was measured at 525 nm providing an adequate compromise between 
minimising the donor bleedthrough and keeping a strong overall measured signal from 
Citrine. 
The donor fluorescence was measured at the maximum of its emission spectrum, e.g. 475 
nm and 490 nm for TN-L15 and mTFP-TnC-Cit respectively. No emission from the acceptor 
Citrine is expected at these wavelengths. 
4.2.2 Acceptor direct excitation 
The time-resolved anisotropy of Citrine in both sensors was first measured by directly 
exciting Citrine at 505 nm and measuring its fluorescence at 525 nm. The anisotropy model 
used to describe the acceptor direct excitation fluorescence decay is shown in equation 
(4.5). 
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Where G is the G factor, r0A is the initial anisotropy, τA is the fluorescence lifetime and φA is 
the rotational correlation time of the acceptor. 
Table 4-1 shows the results from the unpolarized fluorescence decays (MA) and anisotropy 
analysis (HV) of the acceptor fluorophore of TN-L15 and mTFP-TnC-Cit.  
 Ex./Em. (-)Ca2+ χ2 (+)Ca2+ χ2 
TN-L15 MA 505 / 525 τA = 3.21 ± 0.02 ns 1.056 τA = 3.24 ± 0.02 ns 1.062 
TN-L15 HV 505 / 525 
r0A = 0.352 ± 0.002 
φA = 13.17 ± 0.06 ns 
1.380 
r0A = 0.353 ± 0.002 
φA = 23.3 ± 0.4 ns 
1.203 
mTFP-TnC-Cit MA 505 / 525 τA = 3.22 ± 0.02 ns 1.081 τA = 3.22 ± 0.02 ns 1.055 
mTFP-TnC-Cit HV 505 / 525 
r0A = 0.351 ± 0.001 
φA = 14.2 ± 0.2 ns 
1.268 
r0A = 0.349 ± 0.002 
φA = 21.8 ± 0.1 ns 
1.262 
Table 4-1: Time-resolved fluorescence and anisotropy results of direct excitation of the acceptor from 
TN-L15 and mTFP-TnC-Cit. The different parameters are described in the equation (4.5). MA: magic angle. HV: 
anisotropy analysis.  
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The polarized decays obtained from TN-L15 and mTFP-TnC-Cit are shown in Figure 4-2. 
 
Figure 4-2: Polarized fluorescence decays obtained from the direct excitation of the acceptor of TN-L15 
and mTFP-TnC-Cit. The labels (-)Ca2+ and (+)Ca2+ respectively refer to the low and high calcium samples. 
Para. represents the decay measured in the parallel channel and fitted to I‖(t). Perp. represents the decay 
measured in the perpendicular channel and fitted to I┴(t).  
Upon calcium binding, the rotational correlation time increased from 13.17 ns to 23.3 ns for 
TN-L15 and from 14.2 ns to 21.8 ns for mTFP-TnC-Cit. An increase in rotational correlation 
time was also observed by Borst et al. with the calcium FRET sensor YC3.60 (φA = 31.2 ns 
in absence of calcium and 50.4 ns in the calcium bound form, see section 4.1). This was 
explained by a higher local flexibility of the acceptor in the calcium-free form. This 
explanation may also apply to the measurements presented here. This is additionally 
supported by SAXS measurements carried out on the Troponin C based calcium FRET 
sensor TN-XXL by Geiger et al. [58], observing a more flexible structure in the calcium-free 
form. 
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The initial anisotropies (r0A) were in good agreement with each other (~0.351). The 
fluorescence lifetimes (τA) were also in good agreement with each other (3.22 ns). These 
observations are consistent with the fact that the acceptor fluorophore Citrine is identical in 
both sensors.  
The initial anisotropy r0 is directly related to the angle between the absorption and emission 
dipole of the fluorophore α as shown in equation (1.22). Therefore, it is possible to calculate 
the angle α using equation (4.6). 
  = c    (√
    1
 
) (4.6) 
On the assumption that the measurements of the initial anisotropy in TN-L15 and mTFP-
TnC-Cit in both buffers are independent measurements of the same physical parameter, the 
average and standard deviation can be calculated from these 4 measurements. The angle 
obtained for αA is 16.6 ± 0.3°. 
This value is higher than that previously reported for the Citrine fluorophore expressed on its 
own (5 ± 5° [77]). Moreover, the fluorescence lifetime of Citrine measured here appears 
shorter that previously reported value (3.61 ns [77]). These discrepancies may be explained 
by the fusion of the Citrine fluorophore to the Troponin C within the sensor.  
4.2.3 Donor emission 
The donor fluorescence emission was also measured for both TN-L15 and mTFP-TnC-Cit. A 
multi-exponential decay model was necessary to describe the unpolarized fluorescence 
decay of the donor for both sensors. Therefore, the anisotropy model described in equation 
(4.7) was used. 
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The results of the fluorescence and anisotropy analysis are presented in Table 4-2. A triple 
exponential model was used to describe the fluorescence of TN-L15 and a double 
exponential model was used for mTFP-TnC-Cit.  
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 Ex./Em. (-)Ca2+ χ2 (+)Ca2+ χ2 
TN-L15 MA 430 / 475 
τ1 = 0.43 ± 0.02 ns p1 = 0.253 ± 0.007 
τ2 = 1.22  ± 0.02 ns p2 = 0.331 ± 0.005 
τ3 = 2.949  ± 0.01 ns p3 = 0.416  ± 0.002 
1.345 
τ1 = 0.302  ± 0.006 ns p1 = 0.368 ± 0.004 
τ2 = 1.06  ± 0.02 ns p2 = 0.355  ± 0.003 
τ3 = 2.68  ± 0.01 ns p3 = 0.277  ± 0.001 
1.056 
TN-L15 HV 430 / 475 
r0D = 0.4 ± 0.002 
φD = 19.4 ± 0.3 ns 
1.403 
r0D = 0.4 ± 0.002 
φD = 26.3 ± 0.6 ns 
1.389 
mTFP-TnC-Cit MA 440 / 490 
τ1 = 0.93 ± 0.02 ns p1 = 0.164 ± 0.004 
τ2 = 2.62 ± 0.01 ns p2 = 0.836 ± 0.004 
1.366 
τ1 = 0.83  ± 0.01 ns p1 = 0.317 ± 0.003 
τ2 = 2.43  ± 0.01 ns p2 = 0.683  ± 0.003 
1.435 
mTFP-TnC-Cit HV 440 / 490 
r0D = 0.395 ± 0.002 
φD = 19.6 ± 0.3 ns 
1.666 
r0D = 0.394 ± 0.002 
φD = 24.7 ± 0.4 ns 
1.722 
Table 4-2: Fluorescence and anisotropy results of the FRET donor of TN-L15 and mTFP-TnC-Cit. The 
different parameters are described in the equation (4.7). MA: magic angle. HV: anisotropy analysis.  
The polarized decays obtained for the donor emission are shown in Figure 4-3. 
 
Figure 4-3: Polarized fluorescence decays obtained from the donor emission of TN-L15 and mTFP-TnC-
Cit. The labels (-)Ca2+ and (+)Ca2+ respectively refer to the low and high calcium samples. Para. represents the 
decay measured in the parallel channel and fitted to I‖(t). Perp. represents the decay measured in the 
perpendicular channel and fitted to I┴(t). 
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Similarly to the analysis performed on the initial anisotropy of Citrine, the angle between the 
absorption and emission dipoles of CFP and mTFP1 within the sensors can be estimated. 
For ΔC11CFP within TN-L15, αD = 0° and for mTFP1 in mTFP-TnC-Cit αD = 5.5 ± 0.4°.  
Consistently with the results obtained from direct excitation of the acceptor, the rotational 
correlation time increased upon addition of calcium (from 19.4 ns to 26.3 ns for TN-L15 and 
19.6 ns to 24.7 ns for mTFP-TnC-Cit). The higher flexibility of the sensor in the calcium-free 
form that was discussed for the acceptor direct excitation in section 4.2.2 can also explain 
the shorter rotational correlation time in this case.  
Moreover, the rotational correlation times measured from the donor emission were longer 
than those measured from the acceptor direct excitation. This suggests that the local 
flexibility of the acceptor may be higher and therefore allow for a faster depolarization.  
4.2.4 Acceptor sensitized emission 
The fluorescence was also measured in the acceptor channel upon donor excitation. 
Consistently with Borst et al., the long fluorescence decay component was fixed to that 
obtained by direct excitation of the FRET acceptor Citrine (τA fixed to 3.24 ns for TN-L15 and 
3.22 ns for mTFP-TnC-Cit, as shown in Table 4-1). The model is presented in equation 
(4.8). 
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Where τA is the fluorescence lifetime of the acceptor obtained in section 4.2.2, pi are the 
positive contributions and pni are the negative contributions.  
The fluorescence decays measured with the magic angle polarization of TN-L15 required a 
total of 3 components whereas that of mTFP-TnC-Cit only required 2 components. 
Furthermore, the decays required the presence of negative pre-exponential factors only in 
high calcium level, e.g. (+)Ca2+ conditions. The results of the fluorescence decay analysis 
are shown in Table 4-3. 
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 Ex./Em. (-)Ca2+ χ2 (+)Ca2+ χ2 
TN-L15 MA pos. 430 / 525 
τA = 3.21 ns  (FIXED) pA = 0.487 
τ1 = 0.81 ± 0.02 ns p1 = 0.204 
τ2 = 3.43 ± 0.02 ns p2 = 0.308 
1.095 τA = 3.24 ns (FIXED) pA = 1 1.118 
TN-L15 MA neg. 430 / 525 -  
τn1 = 0.16 ± 0.01 ns pn1 = -0.141 
τn2 = 2.45 ± 0.04 ns pn2 = -0.171 
 
mTFP-TnC-Cit MA pos. 440 / 525 
τA = 3.22 ns  (FIXED) pA = 0.557 
τ1 = 2.85 ± 0.02 ns p1 = 0.443 
1.312 τA = 3.22 ns (FIXED) pA = 1 1.456 
mTFP-TnC-Cit MA neg. 440 / 525 -  τn1 = 0.20 ± 0.02 ns p1 = -0.099  
Table 4-3: Fluorescence lifetime results of the fluorescence emission of TN-L15 and mTFP-TnC-Cit at 525 
nm upon the donor excitation. MA: magic angle. pos. and neg. respectively represent the components with 
positive and negative contributions. For (+)Ca2+, The negative contributions were normalised to the positive 
contribution. 
The unpolarized fluorescence decays (magic angle) obtained in the acceptor channel in low, 
e.g. (-)Ca2+, and high calcium level, e.g. (+)Ca2+, are shown in Figure 4-4.  
 
Figure 4-4: Fluorescence decays measured in the acceptor channel for TN-L15 and mTFP-TnC-Cit. The 
labels (-)Ca2+ and (+)Ca2+ respectively refer to the low and high calcium samples. These fluorescence decays 
were acquired at the magic angle (unpolarized fluorescence). Panels (b) and (d) show the same decays as in (a) 
and (c) normalised and zoomed onto the region of the decay maximum. In these panels, the intensity is shown 
with a linear scale.  
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In panel (b) and (d), the decays were normalised showing that the maximum of the decay in 
high calcium was delayed compared to that in absence of calcium for both sensors, in 
agreement with the presence of negative contributions. 
For the anisotropy analysis, the model employed by Borst et al. to analyse the fluorescence 
in the acceptor channel was used (as described by equation (4.4)). As no sensitized 
emission (component with negative contributions) were measured in absence of calcium, 
e.g. (-)Ca2+ (see Table 4-3), the anisotropy decay model was only applied to the dataset in 
presence of calcium ((+)Ca2+). 
The model used here is associative and links the long component of the fluorescence decay 
(τA fixed to 3.24 ns for TN-L15 and 3.22 ns for mTFP-TnC-Cit, as shown in Table 4-1) to the 
long component of anisotropy decay (φA fixed to 23.3 ns for TN-L15 and 21.8 ns for mTFP-
TnC-Cit, as shown in Table 4-1).  
The short lifetime components (with negative pre-exponential factors) were linked to the 
second anisotropy component (with parameters rn and φn, as described in equation (4.4)). 
The polarized decays of both TN-L15 and mTFP-TnC-Cit in high calcium conditions (+)Ca2+ 
are shown in Figure 4-5. 
 
Figure 4-5: Polarized decays of TN-L15 and mTFP-TnC-Cit in the acceptor channel in high calcium 
conditions (+)Ca2+. The χ2 values obtained for the global fitting of the polarized decays was 14.245 for TN-L15 
and 29.586 for mTFP-TnC-Cit. Res: Residuals. 
The model used to describe the polarized decays clearly does not describe the datasets 
adequately. The residuals showed a large deviation, especially around the decay maximum 
and the early part of the decay. The corresponding anisotropy decays (obtained from 
measurement and fitting) are shown in Figure 4-6. The experimental anisotropy decays 
(measured) obtained in low calcium conditions ((-)Ca2+) are also shown (blue line).  
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Figure 4-6: Anisotropy decays of TN-L15 and mTFP-TnC-Cit measured in the acceptor channel. The 
anisotropy decays were calculated using  ( ) =
  ( )    ( )
  ( )     ( )
 . The fitted anisotropy decay (Model) was obtained 
from the results of the fitting of the polarized decays as shown in Figure 4-5. As no sensitized emission 
(component with negative contributions) was measured in absence of calcium, e.g. (-)Ca2+, the anisotropy decay 
model was only applied to the dataset in presence of calcium ((+)Ca2+). 
In high calcium level, the experimental anisotropy decays showed a fast depolarization in the 
first ~5 ns after the decay maximum, followed by a slower depolarization rate compatible 
with the tumbling of the molecule (rotational correlation time), consistently with the results 
presented by Borst et al. This fast depolarization is often measured in homo-FRET studies 
[10,195] and is usually attributed to the energy transfer.  
The anisotropy decay obtained from the fitting of the polarized decays (datasets called 
Model (+)Ca2+ in Figure 4-6) also diverged largely from the experimental anisotropy decay 
(called Data (+)Ca2+), in agreement with the large features observed in the residuals shown 
in Figure 4-5. 
The experimental anisotropy decays measured in high calcium conditions (Data (+)Ca2+ in 
Figure 4-6) showed a faster depolarization than in the low calcium conditions (Data (-)Ca2+). 
Also, in low calcium conditions, the experimental anisotropy decays were more accurately 
described by a single exponential anisotropy model (χ2 = 3.201 for TN-L15 and χ2 = 2.578 for 
mTFP-TnC-Cit, to compare to 14.245 for TN-L15 and 29.586 for mTFP-TnC-Cit with the 
associative model in high calcium conditions)  
In high calcium conditions, the anisotropy decays were best described by a non-associative 
double exponential anisotropy model (χ2 = 1.258 for TN-L15 and χ2 = 1.896 for mTFP-TnC-
Cit). For both sensors, this non-associative double exponential anisotropy model led to a 
long rotational correlation time of ~10 ns (in broad agreement with the results in Table 4-1, 
attributed to the global rotation of the sensor) and a short rotational correlation time of ~1 ns.  
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In this case, the short rotational correlation time may be attributed to the local flexibility, or 
more likely to the presence of acceptor direct excitation and donor spectral bleed-through. 
The contributions of these signals to the fluorescence measured in the acceptor channel is 
discussed and investigated in sections 4.3 and 4.4. However, despite fitting appropriately the 
experimental data, the non-associative model does not provide the molecular description 
that is required to extract quantitative information from the fitted parameters.  
Therefore, the observation that the model presented by Borst et al. does not describe 
accurately the dataset obtained experimentally from TN-L15 and mTFP-TnC-Cit challenged 
the understanding and the interpretation of the method. In fact, in the associative model 
used here and previously described by Borst et al., the presence of the donor bleedthrough 
and acceptor direct excitation were not explicitly taken into account. It is nevertheless 
possible to elaborate a time-resolved fluorescence and anisotropy model which provides a 
molecular description of each contribution to the fluorescence measured in the acceptor 
channel upon donor excitation. The quantitative model presented in the following sections 
aims at attributing and associating appropriately the lifetime and decay components to the 
different fluorescent species participating to the fluorescence signal. 
4.3 Quantitative model of time-resolved FRET acceptor sensitized 
anisotropy 
In the acceptor channel, the signal containing the information related to the FRET interaction 
is the sensitized emission of the acceptor. Therefore, in order to measure the fluorescence 
and anisotropy of the acceptor sensitized emission, it is necessary to characterise the other 
sources contributing to the fluorescence signal measured in the acceptor channel upon 
donor excitation.  
First, the relative contributions to the fluorescence signal from the different sources are 
estimated with a fluorescence intensity model. Then, a novel time-resolved fluorescence and 
anisotropy model which takes into account all contributions is presented. 
4.3.1 Contributions to the fluorescence signal in the acceptor channel 
The first aspect that was questioned by the study described in section 4.2 was the origin of 
the fluorescence signal measured in the acceptor channel upon donor excitation.  
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Three sources may contribute to the fluorescence in the acceptor channel under these 
conditions:  
o The direct excitation of the acceptor (DE) 
o The spectral bleed-through from the donor emission (BT) 
o The sensitized emission of the acceptor (SE) 
The contribution to the signal in a particular channel can be estimated by using a 
fluorescence intensity model of absorption / emission of a fluorescence species as described 
in section 3.1.2, however, it was here adapted to take into account the presence of FRET.  
The parameters of the model are presented in Table 4-4.  
n number of photons emitted by the fluorescent species 
N total number of excitation photons illuminating the sample 
ε(λ) molar extinction coefficient in M-1cm-1 
λex excitation wavelength 
F(λ) emission fluorescence spectrum normalised to 1, e.g.  ∫  ( )  
  
 
= 1 
λem wavelength at which the fluorescence is measured 
Q quantum yield 
C concentration of the fluorophore (mole per unit volume) 
p relative concentration of molecules that are in the closed conformation  
E FRET efficiency  
Table 4-4: List of parameters used in the fluorescence intensity model of two species undergoing FRET. 
This model estimates the number of emitted photons n by a particular fluorescent species, taking into account its 
absorption and emission spectra. The absorption spectrum is used to calculate the absorption coefficient at the 
excitation wavelength, given the absorption coefficient at the maximum (ε0). The emission spectrum is used to 
calculate the probability density of emission in the emission waveband. 
In the following descriptions, the subscripts D and A respectively represents the 
corresponding parameters of the donor and acceptor. 
The fluorescence of the donor can be written as the sum of the contributions from the donor 
in the open form (assumed to undergo no FRET for simplicity, with a quantum yield QD) and 
those in the closed form (undergoing FRET with efficiency E, with a quantum yield QF). 
    =    (   )  (   )[  (1   )     ]   (4.9) 
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However, the FRET efficiency and the quantum yields of the two forms can be written as 
following:  
{
  
 
  
   =
  
      
  =
  
            
 =
     
            
 
Where kr is the radiative decay rate, knr is the non-radiative decay rate and kFRET is the rate 
of energy transfer due to FRET. 
Therefore, the quantum yield of the donor species that are in the closed conformation (QF) 
can be re-written as equation (4.10). 
   =   (1   ) (4.10) 
Therefore, leading to equation (4.11). 
    =    (   )  (   )  [1    ]   (4.11) 
The direct excitation of Citrine can be simply written as equation (4.12), assuming that the 
molecules involved in FRET do not affect the total number of available molecules for direct 
excitation (the excitation of acceptor molecules via energy transfer is far from the saturated 
excitation regime). 
    =    (   )  (   )     (4.12) 
Finally, the sensitized emission can be written as equation (4.13). 
    =    (   )        (   ) (4.13) 
Furthermore, an equal stoichiometry between donor and acceptor was also assumed here, 
e.g. CD = CA.  
The contributions of each sources towards the fluorescence intensity measured in the 
acceptor channel can then be estimated by calculating the fraction of photons defined by 
equation (4.14). 
   =
  
           
 (4.14) 
Where i can represent any of the sources (DE, BT or SE). 
Page 147 of 292 
 
The estimated fractions in low and high calcium are shown in Table 4-5, using the relative 
concentrations of closed conformation (p) and FRET efficiencies (E) that were previously 
obtained, as shown in section 2.3.5. 
  (-)Ca2+ (+)Ca2+ 
TN-L15 
E = 0.56 
 p = 0.12 p = 0.60 
DE 0.24 (1.0) 0.14 (1.0) 
BT 0.55 (2.3) 0.23 (1.6) 
SE 0.21 (0.9) 0.63 (4.5) 
mTFP-TnC-Cit 
E = 0.60 
 p = 0.14 p = 0.46 
DE 0.12 (1.4) 0.10 (1.4) 
BT 0.74 (8.5) 0.50 (6.8) 
SE 0.14 (1.7) 0.40 (5.4) 
Table 4-5: Calculated fractions of fluorescence intensity from acceptor direct excitation (DE), donor 
bleedthrough (BT) and acceptor sensitized emission (SE). The fluorescence intensities are defined in 
equations (4.11), (4.12) and (4.13). For this calculation, the following parameters were used: ε0(CFP) = 26,000 
cm
-1
M
-1
, Q0(CFP) = 0.4 [111],ε0(mTFP1) = 64,000 cm
-1
M
-1
, Q0(mTFP1) = 0.85 [33], ε0(Citrine) = 77,000 cm
-1
M
-1
 
and Q0(Citrine) = 0.76 [68], as reported previously. The relative concentrations of molecules in the closed 
conformation (p) and the FRET efficiencies (E) were taken from the results described in section 2.3.5. The values 
shown in parentheses are the ratio of the corresponding intensity to that obtained from the acceptor direct 
excitation of TN-L15. 
In absence of calcium, the fractions from the direct excitation (DE) and the sensitized (SE) 
contribute equally to the total signal from both TN-L15 and mTFP-TnC-Cit. However, the 
bleedthrough (BT) represented a larger fraction of the total intensity for mTFP-TnC-Cit (74% 
against 55% for TN-L15). This can be attributed to the red-shifted spectrum of mTFP1 
compared to CFP and also to its higher quantum yield and absorption coefficient. 
In presence of calcium ((+)Ca2+), the fraction of SE increased to represent ~4 times the level 
of DE for both sensors. However, the donor bleedthrough represented a larger fraction for 
mTFP-TnC-Cit (50%) compared to TN-L15 (23%). 
The values in parentheses in Table 4-5 represent the ratio of the fluorescence intensity 
(number of photons) normalised to that of the acceptor direct excitation of TN-L15, e.g. 
ni/nDE(TN-L15). This allows the comparison of the two sensors with identical concentrations 
and illumination conditions (same excitation power). 
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The red-shifted excitation wavelength used for mTFP-TnC-Cit (440 nm compared to 430 nm 
for TN-L15) caused the direct excitation of Citrine to increase by 40% compared to TN-L15 
(1.0 to 1.4). In presence of calcium ((+)Ca2+), the total intensity originating from the 
sensitized emission is higher for mTFP-TnC-Cit compared to TN-L15 (5.4 compared to 4.5) 
but represented a lower fraction of the total intensity due to the presence of the large donor 
bleedthrough. 
Therefore, mTFP-TnC-Cit provides stronger sensitized emission intensity but the total 
fluorescence signal is largely dominated by the donor bleedthrough. TN-L15 therefore 
appears to be a more appropriate sensor for the analysis of acceptor sensitized emission. 
4.3.2 Derivation of the fluorescence decay models 
The fluorescence decay model of the donor fluorescent species can be derived from 
equation (4.15). 
    
 ( )
  
=    ( )  
 ( )     ( )  
 ( )         
 ( ) (4.15) 
Where   
 ( ) represents the number of donor molecules in the excited state at a the time t 
and, kr(D) and knr(D) are respectively the radiative and non-radiative decay rates of the donor 
fluorophore.  
This equation immediately leads to equation (4.16). 
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Where τDA describes the fluorescence lifetime of the donor fluorophore in presence of FRET 
and was introduced in equation (1.38). 
Similarly, the fluorescence originating from the direct excitation of the acceptor can be 
derived from equation (4.17). 
    
 ( )
  
=    ( )  
 ( )     ( )  
 ( ) (4.17) 
Which leads to equation (4.18). 
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Where τA is the fluorescence lifetime of the acceptor fluorophore (  =
 
  ( )    ( )
). 
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In the case of the acceptor sensitized emission, the fluorescence decay can be derived from 
equation (4.19). 
    (  )
 ( )
  
=    ( )  (  )
 ( )     ( )  (  )
 ( )         
 ( ) (4.19) 
Where   (  )
 ( ) represents the number of acceptor molecules excited via FRET interaction 
and   
 ( ) was obtained in equation (4.16). 
Equation (4.19) can be solved and therefore the fluorescence decay model of the acceptor 
sensitized emission can be obtained, as shown in equation (4.20). 
   (  )
 ( ) =   
 (0) (
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   ) (4.20) 
Where no acceptor molecules excited by FRET interaction are present at t = 0, e.g. 
  (  )
 (0) = 0, and E is the FRET efficiency as defined by equation (1.31). 
This fluorescence decay model of the acceptor sensitized emission was already presented in 
equation (1.41), it highlights that the rise time components equals the donor fluorescence 
lifetime in presence of FRET (τRT = τDA), as long as τDA < τA. 
The sensitized emission also appears to be proportional to the FRET efficiency. Also, the 
fact that the sensitized emission is written as the sum of a rise time and a fluorescence 
decay with equal contribution (but with opposite sign) can be seen as an observation that 
every sensitized acceptor fluorophore contributing to the decay will also contribute equally to 
the rise time, in agreement with the understanding of the molecular photophysics of the 
phenomenon. 
4.3.3 Time-resolved fluorescence model 
The acceptor direct excitation and the donor bleedthrough acquired in the acceptor channel 
upon donor excitation can be simply written as equation (4.21) and (4.22). 
    ( ) =    
  
   (4.21) 
    ( ) =   ∑   
 
 
  
 
   
 (4.22) 
If the fluorescence decay of the donor does not vary with emission wavelength (true for 
mTFP1, as shown in section 2.1.5), then pi and τi are identical to those measured in the 
donor channel (at the emission maximum of the donor).  
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Similarly, if the fluorescence decay of the acceptor is not affected by the excitation 
wavelength, then τA represents the lifetime measured in the acceptor channel upon acceptor 
excitation. 
The acceptor sensitized emission fluorescence model was derived in the previous section 
and can be written in terms of fluorescence intensity, as shown in equation (4.23).  
    ( ) =    
  
      
( 
  
    
  
   ) (4.23) 
This expression leads to the following observation: 
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Therefore, the rise time cannot always be associated with the donor fluorescence lifetime 
and the following relationship has to be taken into account. 
 {
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 (4.25) 
Additionally, equation (4.23) can be re-written as following:  
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Or  
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Therefore, the excitation of the sensitized population of acceptor can be represented by a 
so-called sensitized IRF (sIRF(t)), shown in equation (4.28). 
     ( ) =    ( ) (
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And the sensitized emission fluorescence of the acceptor can be written as following: 
   ( ) =     ( ) (   
  
  ) 
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Therefore, the magic angle (unpolarized) time-resolved model for the fluorescence 
measured in the acceptor channel upon donor excitation can be written as the sum of the 
decays from all sources contributing to the fluorescence signal, as shown in equation (4.29). 
    ( ) =   [    
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   |] (4.29) 
Where pDE, pBT and pSE are the contributions of the acceptor direct excitation, donor 
bleedthrough and acceptor sensitized emission respectively.  
4.3.4 Anisotropy model  
The fluorescence lifetime and anisotropy parameters that describe the polarized 
fluorescence decays and their association are summarized in Table 4-6. For simplicity, the 
donor bleedthrough is assumed to contribute by a single lifetime (τDA), assuming that 100% 
of molecules are in the closed conformation (e.g. p = 1 as defined in Table 4-4) and that the 
donor fluorophore is single exponential, (valid for mTFP1).  
Furthermore, the sensor molecule is assumed to rotate as a spherical rotor and the local 
flexibilities are ignored (single rotational correlation time). 
 Fluorescence model Anisotropy model 
 Lifetime Contribution Rot. corr. time Initial anisotropy 
DE τA pDE φ r0A ≈ 0.4 
BT τDA pBT φ r0D ≈ 0.4 
SE τA, τDA pSE, -pSE φ β 
Table 4-6: Summary of the different parameters in the anisotropy model of the fluorescence signal 
measured in the acceptor channel. This model assumes a homogenous population (p = 1) of fluorescent 
species undergoing a fixed FRET efficiency E. A single exponential model was also assumed for the time-
resolved anisotropy of the donor and acceptor. 
In the model described in Table 4-6, the global rotation of the molecule is assumed to be the 
sole depolarization affecting the anisotropy over time (no local flexibility), and therefore, the 
rotation correlation time of all sources (DE, BT or SE) are identical (here called φ). In other 
words, the molecule rotates at the same pace disregarding of which fluorophore is excited.  
For DE and BT, the initial anisotropies are defined by the angle between the absorption and 
emission dipole of the fluorophore, as defined by equation (1.22). They are then expected to 
be close to 0.4 (for small angle α, true for most fluorescent proteins). 
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On the other hand, the initial anisotropy of the sensitized emission (β) depends on the total 
angular depolarization due to the cumulative effects of the photoselection, the angle 
between the absorption and emission dipole of the donor (αD), the angle between the 
emission dipole of the donor and the absorption dipole of the acceptor (θD→A) and the angle 
between the absorption and emission dipoles of the acceptor (αA), as described in Figure 
4-7. 
 
Figure 4-7: Depolarization of the initial anisotropy from the acceptor sensitized emission. PS: 
photoselection. The excitation polarization is vertical whereas the sensitized emission is largely depolarized by 
the cumulative effects of the photoselection, the angle between the absorption and emission dipole of the donor 
(αD), the angle between the donor emission dipole and the acceptor absorption dipole (θD→A), and the angle 
between the absorption and emission dipole of the acceptor (αA).  
The resulting model for the initial anisotropy of the acceptor sensitized emission can then be 
expressed by Soleillet’s rule, as shown in (4.30). 
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Where dPS is the photoselection factor, dPS = 2/5 = 0.4 for single photon excitation. 
The resulting time-resolved polarized model is a 4-component associative model, as shown 
in equation (4.31). 
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The fluorescence and anisotropy decays were simulated by using parameters compatible 
with the results obtained in section 4.2. The decays are shown in Figure 4-8. 
 
Figure 4-8: Fluorescence and anisotropy decays obtained from simulations of the quantitative anisotropy 
model. The simulations were performed with the following parameters: G = 1, τA = 3.2 ns, τD = 2.75 ns, E = 0.6, 
therefore leading to τDA = 1.1 ns. The contributions were taken according to Table 4-5, (+)Ca2+ mTFP-TnC-Cit. 
The rotational correlation time was φ = 20 ns and r0A = 0.35, r0D = 0.395 and θD→A = 45°, hence β = 0.086. The 
fluorescence components were simulated from equations (4.21), (4.22) and (4.23). The polarized decays   ( ) 
and   ( ) were calculated using equation (4.31). The total fluorescence was simulated from equation (4.29) and 
the total anisotropy decay was calculated using  ( ) =
  ( )    ( )
  ( )     ( )
 . Two regimes of decays are identified here: an 
early regime (first regime) shown by the red shading and an intermediary regime (second regime) shown by the 
blue shading. rL(t) is defined in equation (4.35). 
In Figure 4-8 panel (a), the different components of the fluorescence signal are shown. The 
lifetime of the donor bleedthrough (BT with lifetime τDA = 1.1 ns) is shorter than that of the 
acceptor direct excitation (DE with lifetime τA = 3.2 ns) and therefore decreases more rapidly 
to become negligible at t > 15 ns. The sensitized emission (SE) exhibits a rise time (τRT = τDA 
= 1.1 ns) and a decay lifetime identical to that of the direct excitation (3.2 ns). 
Three regimes can be identified: a first regime (red shading in Figure 4-8) between 0-5 ns 
where BT and the rise time of SE are dominant, a second regime (blue shading) between 5-
15 ns where all three decays are contributing to the signal and a third regime > 15 ns (no 
shading) where the fluorescence decay of the acceptor (from both DE and SE) contribute.  
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In panel (b), all three anisotropies decay at the same rate (φ = 20 ns) but with different initial 
anisotropies (r0A = 0.35, r0D = 0.395 and β = 0.086). The resulting total anisotropy (panel (d)) 
exhibits a large depolarization from ~0.4 to ~0.1 in the first regime. The rate of depolarization 
then decreases in the second and third regime.  
In the first regime (0-5 ns), the contribution of the sensitized emission increases due to its 
rise time. The highly depolarized initial anisotropy of the sensitized emission (β = 0.086) 
causes the total anisotropy to depolarize rapidly. In the third regime (> 15 ns), the total 
anisotropy decays at the rate given by the rotational correlation time (φ = 20 ns). 
From equation (1.18), the total anisotropy can be written as equation (4.32). 
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Contrary to non-associative anisotropy models, the expression of the total anisotropy cannot 
be expressed as a sum of exponential decays because the fluorescence decay carrier (IMA) 
does not cancel out. Therefore, the total anisotropy decay still depends on the different 
fluorescence lifetime components contributing to the fluorescence (IDE, IBT and ISE). 
In the ideal case where no contributions are present from acceptor direct excitation or donor 
bleedthrough (pDE = pBT = 0), then the expression for the total anisotropy simplifies to 
equation (4.33). In this case, the analysis is trivial and the initial anisotropy of the 
experimental anisotropy provides a direct measurement of β. 
  ( ) =   
 
 
  (4.33) 
In the general case, the presence of the fluorescence decay terms in the total anisotropy is 
what results in its complex decay shape, despite the presence of a single rotational 
correlation time for all contributions.  
At t = 0 ns, the only contributions to the fluorescence originate from BT and DE and the 
initial anisotropy is high, composed of a mixture of initial anisotropies of the acceptor (r0A) 
and that of the donor (r0D). The initial total anisotropy (r0T) is given by equation (4.34). In the 
particular case of the simulation presented in Figure 4-8, r0T = 0.392. 
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The total anisotropy rapidly decreased in the first regime of the decay (from 0.392 to <0.15) 
due to the increase in contribution from the sensitized emission. And in the third regime, both 
donor bleedthrough and rise time become negligible and the total anisotropy can be written 
as equation (4.35). 
  ( )    ( ) =
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  (4.35) 
Where    =
           
       
 = 0.113 using the set of parameters from the simulation.  
In the panel (d) of Figure 4-8, the total anisotropy and the model for anisotropy in the third 
regime (rL(t)) are displayed. The total anisotropy decay is well described by rL(t) for t > 10 
ns.  
However, it is important to note that equation (4.35) is only valid under the assumption that 
the donor bleedthrough and the rise time become negligible at long times compared to the 
acceptor emission (e.g., τDA is small compared to τA e.g. at high FRET efficiency). 
However, it is important to note that τDA increases with decreasing FRET efficiency and may 
exceed the fluorescence lifetime of the acceptor fluorophore at low FRET efficiencies. In this 
case, equation (4.35) is no longer valid as the negative contribution of the acceptor 
sensitized emission is then associated with τA as described in equation (4.24). 
4.4 Applying the quantitative model to the calcium FRET sensors 
Because the unpolarized (magic angle) decays measured in the acceptor channel upon 
donor excitation in the absence of calcium did not show the presence of rise time (see Table 
4-3), only the datasets in presence of saturating calcium can be analysed with the 
quantitative model described in section 4.3.  
Additionally, the reliability of complex model fittings, such as that of the quantitative 
anisotropy model considered here, greatly benefits from fixing parameters (lifetime 
components, contributions, rotational correlation times or initial anisotropies) to the values 
obtained from independent measurements by reducing the number of fitted parameters. 
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Therefore, the results obtained from the measurements carried out in the donor channel and 
in the acceptor channel upon direct excitation of the acceptor can be used. The results 
obtained from the measurements in the donor channel (presented in section 4.2.3) can 
describe the donor bleedthrough in the acceptor channel and the results from the direct 
excitation of the acceptor (presented in section 4.2.2) may be used to describe the direct 
excitation of the acceptor at the donor excitation wavelength. 
However, as described in section 2.1.5, the fluorescence lifetime of mTFP1 does not vary 
with the emission wavelength at which its fluorescence is measured whereas the 
fluorescence decay of ΔC11CFP significantly varies across its emission spectrum. Only the 
datasets obtained with mTFP-TnC-Cit in the donor channel can then be used to describe the 
donor bleedthrough measured in the acceptor channel.  
Therefore, for this reason and for simplicity of the model (less decay components are 
required to describe the fluorescence decay of mTFP-TnC-Cit), only the dataset obtained 
from mTFP-TnC-Cit was investigated with the quantitative model.  
4.4.1 Fitting of the magic angle decay 
The fluorescence decay of mTFP-TnC-Cit acquired at the magic angle in high calcium 
conditions was fitted to the model described in equation (4.36). For that, the paired ratio 
model of TRFA was used.  
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Where the lifetime of the acceptor is greater than the donor fluorescence lifetime (τA >τDA) for 
any FRET efficiency (since τA >τD). 
The fluorescence lifetime of the acceptor (τA) was fixed to the value obtained in Table 4-1. 
The lifetime components and the ratio of the two components of the donor bleedthrough 
were fixed to the values obtained in Table 4-2.  
Furthermore, according to the model of acceptor sensitized emission presented in section 
4.3.3, the ratio of contributions of the rise time (pRT) and that of the corresponding 
fluorescence decay (pA) is -1. Therefore, only the rise time component (τRT) and the relative 
contributions (pDE, pBT and pSE) are fitted. The results of the fitting are shown in Table 4-7.  
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 DE BT SE 
Fixed lifetime components τA = 3.22 ns τ1 = 0.83 ns, τ2 = 2.43 ns τA = 3.22 ns 
Fitted lifetime - - τRT = 0.66 ± 0.03 ns 
Fixed contributions - p2/p1 = 2.155 pRT/pA = -1 
Fitted contributions pDE = 0.81 pBT = 0.09 pSE = 0.10 
Fitted fractions fDE = 0.86 fBT = 0.06 fSE = 0.09 
Calculated fractions fDE = 0.10 fBT = 0.50 fSE = 0.40 
Table 4-7: Results of the fitting from the fluorescence emission of mTFP-TnC-Cit at 525 nm upon the 
donor excitation in presence of calcium. The only fitted parameters were the rise time and the contributions of 
each component. The fitting quality parameter obtained here was χ2 = 1.227. The fitted fractions were calculated 
from the fitted contributions according to equation (3.4). The calculated fractions were obtained from the 
fluorescence intensity model described in section 4.3.1 for mTFP-TnC-Cit in (+)Ca2+ condition. 
The quantitative model used here described well the magic angle dataset (χ2 = 1.227) and 
showed even a slight improvement compared to the model used in section 4.2.4 (χ2 = 
1.456). 
The contributions obtained from the fitting (called fitted contributions in Table 4-7) allowed 
for the calculation of the corresponding fractions (called fitted fractions and obtained using 
equation (3.4)). These fractions can be compared to those calculated from the fluorescence 
model described in section 4.3.1 (called calculated fractions). The results obtained from the 
fitting are in large disagreement with what was predicted from the fluorescence model. In 
particular, it showed a much higher fraction from the acceptor direct excitation (0.86) 
compared to predicted (0.10). The rise time obtained here (τRT = 0.66 ns) is however in good 
agreement with the donor fluorescence lifetime in presence of FRET (τ1 = 0.83 ns).  
These observations may be an indication that the values of extinction coefficient and/or 
quantum yield used to estimate the fractions in the fluorescence intensity model were 
erroneous. The possible changes in fluorescence lifetime upon protein fusion discussed in 
Chapter 2 may also lead to differences in extinction coefficient and/or quantum yield of both 
donor and acceptor fluorophores. Therefore, in this case, using the values reported in the 
literature for the single fluorophores (as used to calculate the fractions) would not be 
appropriate. Additionally, the model used to calculate the fractions in section 4.3.1 assumes 
a 1:1 stoichiometry between donor and acceptor. This assumption seems valid in the case of 
intramolecular FRET sensors but potential issues occurring during the local folding of the 
fluorescent proteins may lead to the presence of populations exhibiting only one of the two 
fluorophores in a functional form. This would also significantly affect the results of the 
fluorescence model.  
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4.4.2 Fitting the polarized decays 
The polarized decays of mTFP-TnC-Cit in high calcium were fitted to the model presented in 
equation (4.31). The values of the rotational correlation times and the initial anisotropies 
were fixed to those obtained in sections 4.2.2 and 4.2.3. Only the initial anisotropy of the 
sensitized emission (β) was fitted. The polarized fluorescence decays (Data), the 
corresponding fitted curves (Model) and residuals (Res.) are shown in panel (a) of Figure 
4-9. Panel (b) presents the calculated anisotropy decay resulting from the fitting.  
 
Figure 4-9: Polarized fluorescence decays and anisotropy decay of mTFP-TnC-Cit in the acceptor 
channel in high calcium conditions (+)Ca2+. The χ2 value obtained for the global fitting of the polarized decays 
was 2.896. Res: Residuals. The polarized decays were fitted to the quantitative model shown in equation (4.31). 
The anisotropy decay was calculated using  ( ) =
  ( )    ( )
  ( )     ( )
 . 
The quantitative anisotropy model gives an acceptable description of the polarized 
fluorescence decays (χ2 = 2.896) compared to the results obtained from the associative 
model used in section 4.2.4 (χ2 = 29.586), despite a lower number of fitted parameters. 
Indeed, a single parameter is fitted with the quantitative model (β) whereas the associative 
model used in section 4.2.4 requires the fitting of three parameters (one rotational correlation 
times and two initial anisotropies). Overall, this suggests that the quantitative model gives a 
better description of the polarized decays.  
In addition, the anisotropy decay (panel (b) of Figure 4-9) obtained from the fitting (Model) 
clearly follows the fast depolarization observed in the experimental data (Data) despite the 
absence of a short rotational correlation time in the model. The results of the fitting are 
shown in Table 4-8. 
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 DE BT SE 
Fixed rotational correlation times φA = 21.8 ns φD = 24.7 ns φA = 21.8 ns 
Fitted rotational correlation times - - - 
Fixed initial anisotropy r0A = 0.349 r0D = 0.394 - 
Fitted initial anisotropy - - β = -0.199 
Table 4-8: Results of the fitting from the polarized decays of mTFP-TnC-Cit measured at 525 nm upon the 
donor excitation in presence of calcium using the quantitative model. The global χ2 value obtained for the 
global fitting of the polarized decays was 2.896.  
Despite the model providing an appropriate description of the polarized fluorescence decays, 
the fitted value of initial anisotropy obtained for the sensitized emission (β = -0.199) reached 
the lower limit imposed by the fitting software (-0.2). Furthermore, the software was not able 
to return values for the errors attached to the determination of β. 
A value of β of -0.2 would imply that the fluorophores were orthogonal to each other. This 
result is therefore clearly in disagreement with the observation that FRET occurs between 
the two fluorophores.  
The absence of reliable results obtained from the quantitative model may be explained by 
the assumptions made in order to simplify the model. The main assumption is related to the 
fact that the results obtained in sections 4.2.2 and 4.2.3 ignored the presence of two 
populations of the biosensor (referred to as open and closed conformations in previous 
Chapters) in the determination of the rotational correlation times. A single rotational 
correlation time was associated to the polarized fluorescence as a description of the average 
effect of the anisotropy from the open and closed conformations.  
This assumption was re-iterated in the description of the model by taking p = 1 (as shown in 
Table 4-6). This assumption limits the number of components required for the model to a 
reasonable number. Otherwise, this would lead to at least a doubling of the number of 
rotational correlation time components (and their respective initial anisotropies) in order to 
take into account the presence of the mixture and the local flexibility present in the open 
form, especially.  
Additionally, attempts into fitting multiple anisotropy components in an associative manner to 
the datasets obtained in the donor channel and in the acceptor channel upon direct 
excitation of the acceptor resulted in unreliable results (very large rotational correlation times 
or very small initial anisotropies incompatible with reliable determination of the parameters). 
Therefore, it was not possible to explicitly describe the presence of the two populations. 
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Furthermore, the small fraction of the sensitized emission obtained for mTFP-TnC-Cit may 
prevent the accurate determination of its initial anisotropy with the dataset at hand. This type 
of complex analysis may then benefit from the use of biosensors where the sensitized 
emission is predominant.  
Overall, the accurate determination of the rotational correlation times may require the 
acquisition of polarized fluorescence decays containing a much higher number of photons 
originating from the sensitized emission than those obtained here (better biosensor) as well 
as a much higher total number of photons (longer and finer time-resolved acquisitions). 
Therefore, the datasets at hand and the fitting procedures used here did not allow the use of 
a fully descriptive model due to the complexity of the models required to describe all the 
fluorescent species participating to the signal.  
4.4.3 Discussion on associative and non-associative anisotropy fitting 
In order to quantitatively describe the fluorescence anisotropy of a mixture of fluorescent 
species, the associative approach is required as it provides the appropriate description of the 
system at the molecular level. However, the associative models used to describe the 
polarized fluorescence decays in the acceptor channel are complex, as described in 
equation (4.31) and therefore difficult to analyse reliably.  
The second approach consists in using the non-associative model. This approach does not 
offer an accurate molecular description of the system where several sources contribute to 
the fluorescence signal but does not require the use of complex fitting tools allowing for 
associative model. Here, an accurate description of the magic angle fluorescence decay is 
necessary (IMA) but does not require the exhaustive description of all fluorescence species 
by individual lifetime components.  
If a non-associative model is chosen, the total anisotropy described in equation (4.32) may 
then be fitted by approximating it to a sum of exponential decays, as shown in equation 
(4.37).  
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The determination of    =
           
       
 can allow the estimation of β at the additional 
condition that r0A, pDE and pSE are known. The values of pDE and pSE may be obtained by using 
a quantitative model applied to the unpolarized decay (IMA) as described in equation (4.29). 
This approach however requires all the assumptions for equation (4.35) to be valid at long 
times as described earlier. Additionally, it is important to note that equation (4.37) assumes 
that the early part of the total anisotropy decay (first and second regime as described in 
Figure 4-8) can be described by a sum of exponential decays, which is not analytically true 
(as shown by equation (4.32)). The influence of fitting a sum of exponential decays to this 
complex part of the decay on the determination of r0L is unknown. 
In any case, a quantitative analysis is required (at least of IMA) and therefore every single 
species are required to be described accurately. Furthermore, the presence of a mixture of 
calcium-bound and calcium-free sensors (ignored in section 4.3.4 for simplicity) adds an 
extra level of complexity.  
4.5 Conclusion 
This study clearly highlights the difficulty of reliably fitting time-resolved anisotropy data 
obtained from FRET biosensors. In particular, the associative anisotropy models necessary 
to describe a mixture of species require the determination of the individual lifetime 
components, their contributions and the corresponding rotational correlation times 
associated to each fluorescent species.  
These analyses may require very high quality data (high number of photons and very fine 
time-resolved acquisition) therefore taking the risk of measuring data affected by 
photobleaching or photoconversion due to long laser exposure.  
Also, analysis based on the measurement of the sensitized emission of the acceptor (for 
measurement of FRET efficiency via the evaluation of the rise time or the anisotropy 
analysis for the estimation of the angle between the fluorophores) would hugely benefit from 
the absence (or the presence of only minimal fractions) of acceptor direct excitation and 
donor bleedthrough in the acceptor channel. Therefore, in the future, in order to minimise the 
presence of acceptor direct excitation, a FRET donor with large Stokes shift such as 
mAmetrine [3] may be used. On the other hand, minimising the presence of donor 
bleedthrough can be achieved by using a FRET acceptor with large Stoke shift.  
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Quantitative analysis of conformational changes using time-resolved anisotropy may also 
benefit from the use of organic dyes instead of fluorescent proteins. Small organic 
fluorophores may perturb the action of the protein under investigation less and allow more 
localised conformational changes to be studied through more specific labelling of sites within 
a protein structure. However, these experiments would still need to make use of appropriate 
time-resolved fluorescence anisotropy decay models, such as those studied in this Chapter. 
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Chapter 5 - Development of a spectral 
multiplexing FLIM system for the study of 
multiple FRET processes 
5.1 Introduction to FRET multiplexing  
5.1.1 Motivations for FRET multiplexing 
Cellular signalling is traditionally studied using biochemical assays, including 
immunohistochemical and in vitro assays [88]. However, most biochemical techniques do 
not retain the cell integrity and the measurements are typically obtained from a population of 
cells, therefore losing the cell-to-cell heterogeneity. These techniques also offer very low 
spatial and temporal resolution. As a consequence, the field has hugely benefited from the 
development of both imaging techniques and genetically encoded biosensors, which allow 
the study of live cells at spatial and temporal scales compatible with the study of biological 
processes occurring in the cell.  
In particular, the development of genetically encoded biosensors allowed the investigation of 
a wealth of cellular processes such as protein-protein interactions, second messenger 
dynamics or enzyme activation. FRET also provides a powerful molecular tool for the design 
of biosensors and was already used for a wide range of applications [143,207].  
Furthermore, monitoring simultaneously multiple cellular processes in the same cells with 
high temporal and spatial resolution has the potential to unravel the dynamics and 
interdependence of complex cell signalling processes. For instance, the expression of the 
calcium sensor GCaMP3 and the pH sensor SypHTomato allowed the monitoring of 
neurotransmitter release and presynaptic calcium transient in the same neuronal cells during 
exocytosis [120]. Another approach consists in using multiple FRET pairs for reporting on 
protein activity in parallel with monitoring second messenger as was achieved for the parallel 
monitoring of PKA activity and cAMP dynamics using the AKAR and ICUE FRET biosensors 
in living cells [9]. 
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5.1.2 Previous FRET multiplexing implementations  
The advantages of monitoring multiple cellular processes using FRET come with their set of 
technical challenges. Each cellular process that is monitored requires the presence of two 
fluorophores (a FRET donor and FRET acceptor) with the appropriate spectral properties for 
FRET to occur (see section 1.4). Furthermore, the system must allow each FRET pair to be 
monitored independently. This is sometimes achieved by targeting the FRET probes to 
different compartments of the cell [43,164]. With this approach, the same FRET pair may be 
used for all FRET sensors (for instance CFP/YFP). However, this approach restricts 
significantly the applications to cases where the FRET sensors specifically target to 
particular compartments. 
The second approach uses spectrally distinct FRET pairs that can be independently imaged 
in different spectral channels (orthogonal FRET pairs). This however restricts the choice to 
FRET pairs that can either be selectively excited or selectively measured. This choice is 
further limited by the availability of fluorescent proteins with appropriate fluorescent 
properties for imaging, especially in the red part of the visible spectrum. Additionally, 
measuring multiple FRET pairs requires the use of additional equipment beyond the 
standard two-colour FRET imaging.  
Various techniques were however implemented for the multiplexing of FRET probes (as 
previously reviewed [38,221]). For instance, the parallel imaging of cAMP and PKA signalling 
in cells was achieved by interleaving ratiometric FRET measurements using dual two-colour 
imaging [9]. Grant et al. [65], on the other hand, monitored the activation of small Ras GTP-
ase in parallel with the intracellular calcium level using the calcium FRET sensor Cameleon 
by using two detection arms: a two-colour imaging system for ratiometric FRET for the 
calcium imaging, and a wide-field time-gated system (FLIM) for measuring the activation of 
the Ras GTP-ase. A brief summary of the techniques and fluorophores commonly used for 
FRET multiplexing is shown in Table 5-1. 
 
 
 
 
 
Page 165 of 292 
 
 Description Method Fluorophores Ref. 
(1) 
PKA activity / cAMP 
accumulation 
Dual two-colour 
ratiometric FRET 
Cerulean-mCherry / 
mVenus-mCherry 
[9] 
(2) 
Activation of initiator and 
effector caspases 
Dual two-colour 
ratiometric FRET 
CFP-DsRed and YFP-
DsRed 
[100] 
(3) 
Src and MT1-MMP 
activation 
Dual two-colour 
ratiometric FRET 
CFP-YFP / mOrange2-
mCherry 
[152] 
(4) 
Different probes for 
Caspase-3 activity 
Dual two-colour 
ratiometric FRET 
mTFP1-Citrine / 
mAmetrine-tdTomato 
[3] 
(5) 
Imaging of cAMP and 
cGMP 
Single excitation and 
dual spectral unmixing 
CFP-YFP / Sapphire-RFP [145] 
(6) 
Activation of two Ras 
isoforms 
FLIM-FRET / FLIM-
FRET 
CFP- tHcRed / YFP- 
tHcRed 
[161] 
(7) 
Ras GTP-ase activity / 
Calcium level 
Two-colour ratiometric 
FRET / FLIM-FRET 
ECFP-Venus / TagRFP-
mPlum 
[65] 
Table 5-1: Common techniques and fluorophores used for FRET multiplexing. This table is not exhaustive 
and the multiplexing approach has already been recently reviewed ([21,38,143,221] and elsewhere). 
A single common acceptor (examples (1), (2) and (6) in Table 5-1) or a single excitation line 
may be used (example (5) in Table 5-1). However, these methods commonly suffer from 
large spectral bleedthrough between spectral channels (donor channels and acceptor 
channels) which can be solved by complex spectral unmixing methods.  
In order to minimise the spectral bleedthrough, fluorophores with large Stoke shift (example 
(4) in Table 5-1) or further red-shifted FRET pairs were also used (example (3) and (7) in 
Table 5-1). However, the availability of red-shifted fluorescent proteins remains limited and 
no red FRET pair has been well established for multiplexing with the typical CFP/YFP pair 
[180].  
As previously reported (examples (6) and (7) in Table 5-1), using FLIM for the monitoring of 
multiple FRET has several advantages over two-colour FRET imaging. In particular, FLIM 
only requires the measurements of the fluorescence in the donor channel, therefore 
tolerating large spectral bleedthrough in acceptor channels without measurements artefact. 
This allows the use of FRET pairs with larger spectral overlap, also beneficial to the FRET 
efficiency (as discussed in section 1.4). FLIM also allows the use of non-fluorescent 
acceptors, such as the dark variants of YFP [56,140], which therefore leaves more spectral 
range available.  
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However, the expression of multiple biosensors in a single cell is a challenge that is common 
to all approaches. It is usually achieved by using cell lines that are compatible with high co-
transfection efficiency with typical transfection techniques (such as HEK293 or HeLa cells) or 
by DNA micro-injection. Despite high transfection efficiency, the expression level and the 
brightness of the different fluorophores are likely to vary significantly and the imaging system 
must be able to compensate for this variability (flexibility in the excitation line, laser intensity). 
The aim of this project was to develop a fast optical sectioning microscope with real-time 
multiplexing capabilities by interleaving FLIM acquisition in different spectral channels. A 
further requirement of the imaging system was the flexibility to adapt to a wide range of 
biological applications (time course, 3D reconstruction, large range of emission filters and 
large flexibility in the excitation intensity and spectrum). Such system would allow the study 
of several interactions in the same pathways or the interdependences between separate 
pathways. This system, called MUX-FLIM (MUltipleXing Fluorescence Lifetime IMaging), 
would give dynamic and spatial information, complementary to biochemical assays and 
would take advantage of the powerful approach of FLIM for the measurement of FRET 
interactions in several spectral channels in parallel. 
5.2 Description and characterisation of the MUX-FLIM system 
The MUX-FLIM system combines the cutting-edge technology in fast optical sectioning and 
fluorescence lifetime imaging (FLIM), with the aim to provide optimal multiplexed FRET 
imaging in live cells. 
5.2.1 General description of the system 
A picture of the MUX-FLIM system is shown in Figure 5-1. 
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Figure 5-1: Picture of the MUX-FLIM system. The IX81 Olympus microscope was mounted with a temperature 
and CO2-controlled incubator stage. The spinning disk and the detection arm were attached to the left-hand port 
of the microscope.  
A general diagram of the system is presented in Figure 5-2. It describes its main 
components. 
 
Figure 5-2: Diagram of the MUX-FLIM system. Laser paths are represented by green arrows and the 
fluorescence is represented by red arrows. Electronic connections are shown as doubled lines. The description of 
the components is shown in the box on the right. 
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The Olympus IX81 microscope body is fitted with a CSU-X spinning disk unit (Yokogawa, 
Japan). The two filter wheels controlled by the CSU-X are used for spectral selection of the 
excitation beam (EXFW) and in the detection arm (EMFW) for the spectral selection of the 
fluorescence signal. 
In the excitation path, two lasers are combined by a multiplexing dichroic mirror (MDM). The 
mode-locked Ti:Sapphire laser (Tsunami, Spectra-Physics, United States) is frequency 
doubled and can then provide the excitation wavelength range of 350 nm to 440 nm, with a 
repetition rate of 80 MHz. The SC400-4 laser (Fianium, United Kingdom) delivers a white 
light laser beam pulsed at 40 MHz by super-continuum generation through a non-linear 
photonic crystal fibre, providing the 450 nm to 1000 nm wavelength range. The combined 
beams are then spectrally selected by the excitation filter wheel (EXFW). The laser power 
can also be adjusted by the neutral density filter wheel (NDFW). 
The fluctuations of the excitation laser power can be monitored using a slow photodiode 
SPD (DET100A, Thorlabs, Germany). A power measurement can be made at each time-
gated camera acquisition in order to detect power fluctuations at the scale of the FLIM 
acquisition. 
The excitation beam is coupled into a single-mode optical fibre (OzOptics, USA) connected 
to the input port of the CSU-X unit. The dichroic mirror (DM) of the CSU-X unit and the 
emission filter wheel (EMFW) provide the spectral selection necessary to the measurement 
of the fluorescence from the sample (CS) placed on the microscope stage.  
The detection arm is composed of a first optical relay (OR1) forming an image of the sample 
onto the photocathode plane of the gated imager (HRI, Kentech, United Kingdom). The 
second optical relay (OR2) conjugates the amplified and time-gated fluorescence image of 
the sample from the phosphor screen of the HRI onto the 12-bit cooled CCD camera (Orca 
ER, Hamamatsu, Japan). The two fast photodiodes FPD1 and FPD2 (DET10A, Thorlabs, 
Germany) in the excitation path provide electronic signals at the repetition rate of each laser. 
These signals are used for the triggering of the HRI.  
5.2.2 Nipkow disk for fast optical sectioning 
In microscopy, rejection of out-of-focus light is critical to achieve high spatial resolution 
localisation or 3D imaging. The Nipkow disk system, originally developed in 1884 by Paul 
Nipkow for mechanical television, was first implemented in microscopy in 1968 [160] for out-
of-focus light rejection.  
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Later on, the development of microlenses made it one of the fastest systems available for 
optical sectioning [199]. It was also demonstrated that the Nipkow disk system shows a 
higher performance than laser scanning systems when comparing the signal-to-noise ratio 
on the image and the fluorophore photobleaching [217]. Therefore, the spinning disk is 
attractive for the imaging of living cells compared to LSCM (laser scanning confocal 
microscopes).  
The MUX-FLIM system uses the commercial CSU-X spinning disk unit (Yokogawa, Japan) 
for ultra-fast sectioning and high optical transmission. The optical diagram of the CSU-X unit 
is described in Figure 5-3. 
 
Figure 5-3: CSU-X Nipkow disk system from Yokogawa. This figure was taken from http://zeiss-
campus.magnet.fsu.edu/tutorials/spinningdisk/yokogawa/index.html. 
The Nipkow disk is constituted of a set of pinholes acting as confocal systems in parallel. As 
it rotates, the confocal beams sweep the image in order to form a complete 2D optically 
sectioned image of the sample plane. The microlens disk, rotating synchronously with the 
pinhole disk, improves the light transmission of the system by focussing the excitation beam 
onto the pinholes. 
However, the efficiency of the excitation beam transmission still remains a major drawback 
for Nipkow disk systems. Using common sets of excitation filters and dichroic mirrors, the 
transmission of the system was obtained by measuring the power at the output of the fibre 
and at the entrance of the left-hand port of the microscope. The results are shown in Table 
5-2. 
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Fluorophore Excitation filter Dichroic mirror % transmission 
CFP 434/17 T488 3.6 % 
GFP 483/32 T488 3.1 % 
YFP 510/20 R442/514/647 5.4 % 
mCherry 564/24 T473/561 6.7 % 
Table 5-2: Transmission of the excitation path of the CSU-X unit. The transmission was measured at 
excitation wavelengths for the imaging of common fluorescent proteins. The excitation filters and dichroic mirrors 
were all obtained from Semrock. These measurements include the losses introduced by the disks but also the 
overlap between the excitation filter and the dichroic mirror transmission. 
The transmission of the system in the excitation path does not exceed ~7% and increases 
with the excitation wavelength. The CSU-X unit therefore requires the use of powerful lasers 
to compensate for the low transmission efficiency. Typically, the imaging of cells expressing 
fluorescent proteins of genetically-encoded biosensors required ~10 mW at the input of the 
single-mode fibre, leading to a maximum average illumination level of ~2 W/cm2 with the 60x 
microscope objective (assuming 50% fibre coupling efficiency and an illuminated field of 
view of 100 µm x 100 µm). 
The sectioning strength of the Nipkow disk can be estimated by simulation (see section 8.6.7 
for more details). Figure 5-4 shows the normalised intensity transmitted through an 
individual pinhole as a function of the distance from the focal plane of the microscope 
objective calculated from simulations using 3 different microscope objective types. 
 
Figure 5-4: Simulated normalised intensity transmitted through an individual pinhole as a function of the 
distance from the focal plane of the objective. The simulations were performed using the properties of the 
pinhole array of the Yokogawa CSU-X1 unit, e.g. 50 µm pinhole diameter and 253 µm pinhole spacing. A 
wavelength of 510 nm was used for the calculation. NA: numerical aperture. 
Figure 5-4 shows that the optical sectioning of the CSU-X unit improves significantly 
between the 40x 0.85 NA and the 60x 1.35 NA objectives.  
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The increase in the magnification and the NA between the 60x 1.35 NA and the 100x 1.4 NA 
led to a further improvement in the sectioning. Additionally, the normalised intensity reached 
a pedestal (> 0) at distances far away from the focal plane for all 3 objectives (simulations 
across a larger range of distance showed that the 40x objective also reached a pedestal 
level). This background level can be attributed to the cross-talk between adjacent pinholes of 
the fluorescence originating from the out-of-focus planes.  
Table 5-3 shows the sectioning strength obtained with the different objectives, 40x, 60x and 
100x (calculated from the FWHM, full width half maximum, of the intensity shown in Figure 
5-4), the relative background level and the size of the point spread function (PSF) in both the 
image and the pinhole plane. The effective pinhole size in Airy units is also shown. 
 40x 60x 100x 
Description PlanApo 0.85 NA PlanSApo 1.35 NA UPlanSApo 1.4 NA 
Sectioning strength 2.62 µm ± 0.01 µm 0.86 µm ± 0.01 µm 0.54 µm ± 0.01 µm 
Relative background 5% 4% 9% 
PSFs 0.73 μm 0.46 μm 0.44 μm 
PSFp 29.3 μm 27.7 μm 44.4 μm 
Effective pinhole size (Airy units) 1.71 1.81 1.13 
Table 5-3: Sectioning strength, relative background and point spread function (PSF). All objectives were 
purchased from Olympus. The sectioning strength was calculated from the FWHM of the axial intensity shown in 
Figure 5-4. The simulations were performed using the properties of the pinhole array of the Yokogawa CSU-X1 
unit, e.g. 50 µm pinhole diameter and 253 µm pinhole spacing. The point spread functions in the sample plane 
(PSFs) and in the pinhole disk plane (PSFp) were calculated from equation (5.1) and (5.2) respectively. A 
wavelength of 510 nm was used for the calculation. 
The diameter of the point spread function in the sample plane (PSFs) (defined as the distance 
between the first zeros of the Airy function) can be calculated from the numerical aperture of 
the microscope objective, as shown in equation (5.1). 
     =
1    
  
 (5.1) 
Where λ is the wavelength and NA is the numerical aperture of the microscope objective. 
In the plane of the pinhole disk, the size of the point spread function (PSFp) can be estimated 
by the magnification of the objective (M) and PSFs, as described in equation (5.2). 
     =  
1    
  
=        (5.2) 
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The optical sectioning of the 100x objective is the highest (0.54 μm) but is however affected 
by the highest relative background. This can be explained by the size of its PSF in the 
pinhole disk plane (PSFp ≈ pinhole size) leading to a small effective pinhole size (1.13 in Airy 
units). Part of the PSF at the focal plane (z = 0 μm in Figure 5-4) is rejected by the pinhole in 
order to provide optimal sectioning, at the expense of the total intensity therefore bringing 
the relative background to a higher level.  
For the 40x and 60x objective the PSF is totally transmitted through the pinhole (effective 
pinhole size in Airy units of 1.71 and 1.81 respectively) and the relative background are very 
similar. Furthermore, the values of background are also consistent with its expected value 
given by the fill-factor of the pinhole disk (~4%). 
The optical sectioning with the 100x 1.4 NA objective was also measured on a thin layer 
(100 nm) of fluorescent polymer deposited on a cover slip [64]. The results of the optical 
sectioning measurement are shown in Figure 5-5. 
 
Figure 5-5: Sectioning strength of the CSU-X unit measured using the 100x 1.4 NA objective. The sample 
used here was a thin (100nm) layer of fluorescent polymer deposited on a cover slip. The polymer was excited 
with the Semrock 510/20 excitation filter and its fluorescence was collected at 585 nm (Semrock 585/40 filter). 
The fitting takes into account the thickness of the layer (see section 8.2.4). The FWHM was 0.92 µm and 
background ~15%. 
The optical sectioning obtained from the experimental measurement was 0.92 µm FWHM 
and a background of ~15% which is in good agreement with previous experimental 
measurements obtained by Grant et al. [64] for a similar microscope objective. These 
experimental results are however worse than the optimal resolution given by the simulations 
(shown Table 5-3). This is likely to be due to aberrations from the microscope objective. 
Also, Yokogawa only reports a sectioning strength of 1.2 μm for a 100x 1.3 NA objective 
(http://www.yokogawa.com/scanner/Features/features4.htm). 
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Overall, the sectioning strength and relative background of the 60x 1.35 NA objective offers 
a good compromise compared to the 40x 0.85 NA (low sectioning strength) and the 100x 1.4 
NA (high relative background) and was therefore chosen for most of the live cell imaging 
presented in this thesis. 
5.2.3 High-rate gated imager for time-resolved fluorescence measurements 
The high-rate gated imager (HRI, Kentech, United Kingdom) acts like an ultrafast shutter 
with a time-gate width adjustable from 100 ps to 1 ns and with low jitter (typically < 20ps 
RMS). Placed in the detection arm, it allows the measurement of time-resolved fluorescence 
for all pixels in the image in parallel by taking advantage of the micro-channel plate (MCP) 
technology, described in section 1.2.1. 
The high-rate imager from Kentech uses a photocathode type S20, typically providing ~50 
mA/W and a standard P43 phosphor screen emitting at 545 nm. Importantly, the HRI also 
retains spatial resolution thanks to the multiple channels in the MCP (15 lp/mm e.g. a 
resolution of 33.3 µm) and was used at high voltage, typically a MCP voltage of 700V, 
providing a high amplification of the signal. 
The emission wavelength of the phosphor screen is well matched to the maximum efficiency 
of the Orca ER CCD camera (typically ~70% at 550 nm) used in the MUX-FLIM system. 
The gated signal on the photocathode voltage is triggered from the signal obtained from the 
fast photodiodes placed in the excitation path, at the frequency of the laser. The phase 
difference between the signal on the photocathode and the signal from the excitation pulse 
is controlled by the delay generator (DG) and defines the position of the gate in time. This 
delay is varied to scan the time gate across the fluorescence decay.  
While the camera integration remains typically in the 0.1-1s range, the HRI relays the 
fluorescence image to the camera only when the gate is “open”. Therefore, typically, for a 1 
ns gate width, a 40 MHz laser repetition rate and a 1s camera integration time, the camera 
accumulates light only during 40 ms (40 million pulses x 1 ns), also called the time-gated 
integration time. 
The time-gate integration time (tTG) can then be defined by equation (5.3). 
    =     (5.3) 
Where R is the repetition rate of the laser, w is the gate width and t the camera integration 
time. 
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For a fixed camera integration time, the measured signal can then be maximised by using 
the widest gate achievable by the HRI (e.g. 1 ns for the particular device used) and a high 
repetition rate. However, the time between two consecutive laser pulses needs to be 
sufficiently long to allow the fluorescence from a previous pulse to decay. 
In order for the fluorescence to decay to less than 1% of its maximum the minimum time 
required is 5 times the fluorescence lifetime. Therefore, the rule to avoid incomplete decay is 
given by equation (5.4). 
  <
1
  
 (5.4) 
Where τ is the fluorescence lifetime.  
Typically, for a lifetime of 2.5 ns the repetition rate should not exceed 80 MHz (12.5 ns 
period). Figure 5-6 shows the incomplete decays when measuring a 4 ns fluorescence 
lifetime decay with a repetition rate of 40 MHz or 80 MHz. 
 
Figure 5-6: Incomplete fluorescence decays and laser repetition rate. The acquisition of a fluorescence 
decay of lifetime τ = 4 ns is shown in green. At 80 MHz, the incomplete decays are shown as dashed lines. The 
excitation pulses are shown in blue. 
However, the choice of the repetition rate is often decided by the availability of high power 
pulsed lasers. Nevertheless, the fitting tools used to analyse time-gated data (FLIMfit) can 
take into account the possibility of incomplete decays by including the contribution from 
previous decays at a given repetition rate.  
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Another limitation of the gated imager is that the photocathode voltage is not instantly 
applied uniformly across the MCP. The voltage first increases at the edges and propagates 
to the centre of the MCP. This results in a time shift of the gate across the MCP with a 
circular symmetry with respect to the centre of the MCP. This artefact, called irising effect, 
can be observed by measuring a uniform solution of a short lifetime dye.  
The FLIMfit software used for the analysis of time-resolved data allows the estimation of the 
time shift caused by HRI irising for every pixel of the camera. The shift map and gate shape 
obtained from a solution of 20 µM of the short lifetime fluorescent dye Erythrosin B in water 
are shown in Figure 5-7.  
 
Figure 5-7: Gate shape and shift map obtained from a short lifetime dye dataset. The time-gate was 
measured by finely sampling the fluorescence decay of a 20 µM solution of Erythrosin B in water (every 25 ps 
across 3 ns). The shift map is shown as a false colour scale image ranging from +25 ps (red) to -200 ps (blue). 
The shift map showed a circular symmetry with respect to the top right area of the image suggesting that the part 
of the HRI that is imaged on the CCD camera is not the centre of the MCP. 
For the fitting analysis, the gate shape measured with a short lifetime dye (using the same 
spectral filter sets as when acquiring the sample fluorescence) is used to take into account 
the instrument response function (IRF) by reference reconvolution (for Erythrosin B, a 
reference lifetime of 120 ps was used). At each pixel, the IRF is shifted in time (according to 
the shift map) in order to take the irising effect into account. 
The HRI technology was previously characterised [133] and the signal to noise ratio (SNR) 
was shown to be shot noise-like with a typical conversion of 14 DN / photon for typical set-
ups and high MCP voltage (700 V). This value, however, will depend on the efficiency of the 
HRI at the emission wavelength chosen for a specific experiment. 
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Typically, the gating strategy for FLIM acquisitions (positions in time of the time gates) was 
based on a gate spacing that was equally spaced in intensity (ESI). Figure 5-8 shows a 
graphical representation of the gating strategies based on equal spacing in time (EST, panel 
(a)) and equal spacing in intensity (ESI, panel (b)), using the example of a lifetime of τ = 2 
ns. 
 
Figure 5-8: Gate spacing and fluorescence lifetime. Fluorescence decay with a lifetime of 2 ns and a set of 5 
gates either equally spaced in time (EST, panel (a)) or in intensity (ESI, panel (b)) are shown here.  
The ESI strategy is more photon efficient than the EST for the same time gate span (e.g. for 
the same positions of the first and last gate) as more gates are localised in the early part of 
the decay where the signal is higher. Furthermore, the ESI strategy provides a more robust 
gating strategy for lifetimes undergoing a shortening in lifetime (such as when FRET occurs) 
as it limits the decrease in total intensity (sum of all gated intensities). For instance, for a set 
of 9 gates, a shortening of lifetime of 25% introduces a decrease in the total intensity of 18% 
with EST strategy whereas the ESI strategy only introduces a decrease of 13%.  
However, no studies have described the design of optimal gating strategies for complex 
decay profiles such as multi-exponential decays. Therefore, the effect of the gating strategy 
on the determination of the lifetime remains unclear and maximising the photon efficiency 
may not necessarily provide the smallest variance on the estimate of the lifetime from the 
fitting.  
Determining the variance on the estimates of the fitted parameters for different gating 
strategies is a complex statistics challenge and could not be investigated here. It is however 
commonly accepted that the acquisition of higher signals would provide better estimation of 
the lifetime components during the fitting. 
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5.2.4 Triggering signals and power measurement control 
The general diagram of the electronic network controlling the MUX-FLIM system is shown in 
Figure 5-9.  
 
Figure 5-9: Diagram showing the electronic system to control the MUX-FLIM. The electronic network 
controls both the triggering and the power measurement. DI: Digital input, DO: digital output, AI: analog input. 
The USB-6008 (National Instruments) triggers the power measurement from the slow photodiode (SPD) with the 
camera trigger signal in order to synchronise both events. The USB-6008 also controls the switcher (SW) with a 
TTL signal (DO). The DG control is performed via RS232 port.  In panel (b), the HRI triggering signal is 
processed (amplified and filtered) and delayed. This signal is used by the HRI to trigger the opening of the time 
gate. A low pass (LP) and high pass (HP) filter was used: LP 48MHz and HP at 27.5MHz for the Fianium 40 MHz 
repetition rate and LP at 81MHz and HP at 41MHz for the Tsunami 80 MHz. 
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The signals from the two fast photodiodes (FPD1 and FPD2) provide the triggering signal for 
the HRI. The signals from the two lasers are first amplified (high-speed amplifier, HSA-X-2-
40, gain 40 dB, Laser Components, Germany) and then filtered using a set of low and high-
pass filters (MiniCircuit, United States) in order to provide reliable sinusoidal signals at the 
laser repetition rate frequencies to the delay generator (HDG), as shown in panel (b).  
The delay generator, combining a slow delay generator (Kentech, United Kingdom) and a 
fast delay generator (HDG800, Kentech, United Kingdom), applies a computer-controlled 
delay to the triggering signal with respect to the laser pulse. The slow delay generator 
applies a coarse delay in order to compensate for the time shift between different spectral 
channels and the fast delay generator is used to rapidly scan the delays for the FLIM 
acquisition. The delayed signal at the output of the delay generator is used by the HRI to 
trigger the opening of the time gate. Therefore, the position in time of the time gate is 
controlled by the delay applied by the delay generator. 
The signal originating from the laser used for imaging is selected by an electronic switcher 
(ZX80-DR230+, MiniCircuit). The switcher is controlled by the TTL signal (digital output) of 
the USB-controlled data acquisition board (USB-6008, National Instruments, USA). 
For the power measurement, the camera trigger signal originating from camera control board 
is also used to trigger the power measurement from the slow photodiode (SPD) through the 
USB-6008 acquisition board. The USB-6008 uses the digital input received from the camera 
trigger signal to initiate the power measurement from its analog input port (12-bit, 10 kS/s). 
Therefore, both camera acquisition and power measurement are synchronised in order to 
obtain a power measurement for each time gated acquisition and assess the laser power 
fluctuations at the scale of the FLIM acquisition.  
5.2.5 Lateral resolution and field of view 
The lateral resolution and the corresponding field of view size are shown in Figure 5-10. The 
lateral resolution is limited by the size of the point spread function (PSF) of the microscope 
objective. The field of view is limited by the effective area of the camera.  
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Figure 5-10: Lateral resolution and field of view (FOV) of the MUX-FLIM detection arm. The lateral 
resolution is limited by the size of the point spread function achieved by the microscope objective. The field of 
view is limited by the effective area of the camera. The lateral resolution was calculated using λ = 475 nm in 
equation (5.1). 
In order to match the resolution of the HRI (15 lp/mm e.g. a resolution of 33.3 μm) to that of 
the Orca ER camera with a 4x4 binning (4x4 pixel size: 25.8 µm with an image size of 336 x 
256 pixels), an optical relay of 0.7x magnification is used between the HRI and the camera 
(Nikon SLR lenses 50mm f/1.8 and 35mm f/2). In order to achieve a higher magnification 
with the 60x objective, the two relays do not compensate each other’s magnification and the 
total magnification of the system using the 60x objective is 84x.  
Therefore, when using the 60x 1.35 NA objective, the lateral resolution is 0.43 µm, the axial 
resolution is 0.86 µm and the field of view is 103.2 µm x 78.6 µm in the sample plane, 
imaged on a 336 x 256 pixel camera. The time-gating technology is typically used with a 1 
ns gate width (< 20 ps jitter) that can be shifted by steps of 25 ps, providing parallel FLIM 
acquisition in all pixels. The irising and incomplete decays are taken into account thoroughly 
in the lifetime analysis using the fitting tool FLIMfit. In these conditions, a typical acquisition 
with 10 gates, a 40 MHz laser and 0.5 s camera integration time (tTG = 20 ms) takes 5 s.  
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5.2.6 MUX-FLIM live cell imaging 
In order to test the capabilities of the MUX-FLIM system for the reliable measurement of 
fluorescence lifetimes in different spectral channels, a time-course FLIM acquisition was 
carried out using both lasers to excite two different calcium probes. For that, HEK293T cells 
were transfected with the genetically-expressed FRET biosensor TN-L15 and loaded with 
the fluorescent calcium dye GFP-certifiedTM FluoForteTM prior to imaging. TN-L15 was 
excited with the Tsunami laser (80 MHz) doubled to 435 nm and FluoForte was excited with 
the Fianium (40 MHz) at 565 nm. The fluorescence from FluoForte was measured using a 
594LP spectral filter in order to minimise the spectral bleedthrough from Citrine.  
Both probes are directly sensitive to calcium and therefore reveal the same physiological 
event (e.g. a change in intracellular calcium level). Cells were then imaged in a time course 
fashion, taking a FLIM acquisition every 30s in both the blue channel (TN-L15) and the red 
channel (FluoForte), and then exposed to a solution containing 10 μM of the calcium 
ionophore ionomycin and 10 mM CaCl2 at 100s after the beginning of the imaging. Figure 
5-11 shows the cells at the first (t = 0s) and the last frame (t = 480s) of the time-course 
acquisition. The FLIM acquisition took 5 s in each channel. 
 
Figure 5-11: HEK293T cells transfected with TN-L15 and loaded with FluoForte at the beginning (t = 0s) 
and the end (t = 480s) of the FLIM time course acquisition. The cells were stimulated with 10 μM ionomycin 
and 10 mM CaCl2 at 100s after beginning imaging. The red rectangle shown here represents the cytosolic region 
of interest used to show the changes in lifetime over time (see Figure 5-12). The scale bar represents 20 μm. 
TN-L15 was not present in the nucleus and FluoForte loaded relatively homogenously 
throughout the cytosol with a small accumulation in the nucleus. The intensity measured in 
the FluoForte channel underwent a 9-fold increase in intensity upon calcium stimulation, 
which was attributed to the increased quantum yield of the calcium-bound form of the dye. 
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The formation of vesicles in the cytosol was a consequence of ionomycin exposure and high 
calcium concentration. Their origins remain unclear and further work is required to 
understand their formation. 
The FLIM images (false colour lifetime map) obtained from the analysis are shown in Figure 
5-12, panel (a) and (b). The average lifetime over all pixels of the region of interest (red 
square shown in Figure 5-11) is shown in panel (c). 
 
Figure 5-12: Time course FLIM acquisition of HEK293T expressing TN-L15 and loaded with FluoForte. (a) 
FLIM images obtained from TN-L15 (blue channel). (b) FLIM images obtained from FluoForte (red channel). (c) 
Fluorescence lifetime of TN-L15 and FluoForte in the cytosolic region of interest shown in Figure 5-11. The red 
arrow marks the time at which the stimulation was applied (10 μM ionomycin / 10 mM CaCl2). The error bars 
displayed are the 95% confidence on the standard error of the mean within the region of interest considered here. 
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Each FLIM acquisition was analysed by pixel-by-pixel single exponential fitting, IRF 
reconvolution and image segmentation using the in-house fitting software FLIMfit. 
The fluorescence lifetime of both TN-L15 and FluoForte responded to calcium stimulation. 
TN-L15 exhibited a decrease in lifetime due to FRET, whereas the lifetime of FluoForte 
increased, attributed to the increase in quantum yield of the calcium-bound form of 
FluoForte. 
This dataset shows the fast multiplexing of FLIM acquisitions obtained from a genetically-
expressed calcium FRET sensor (TN-L15) and a calcium sensitive fluorescent dye (GFP-
certified FluoForte), using two different spectral channels and two different lasers (at 
different repetition rate). Both channels showed a lifetime contrast upon calcium stimulation 
with ionomycin.  
5.3 Towards FLIM-FRET multiplexing in live cells  
As described earlier, FRET imaging enables the measurement of functional cellular events. 
Additionally, in living cells, it is commonly performed by the use of genetically-expressed 
fusion proteins containing FPs (fluorescent proteins). Multiplexing functional imaging 
therefore requires the availability of spectrally different genetically expressing FRET pairs. 
In the blue region of the spectrum, FRET pairs with good spectral overlap and fluorescent 
donor fluorophore with single exponential decay are readily available such as mTFP1/Citrine 
(described in Chapter 2) or mTurquoise/cp173Venus (described in Chapter 7). However, 
robust FRET pairs in the red part of the spectrum with minimal spectral bleedthrough with 
the blue FRET pair still remain to be identified.  
In the following section, the creation of a calcium FRET biosensor using red fluorescent 
proteins, called RedTnC, is presented. This study highlights the challenges linked to the 
design of FRET biosensor. Also, the red FRET sensor was tested in multiplexing FRET 
imaging with mTFP-TnC-Cit, revealing the limitations of the practical use of RedTnC.  
5.3.1 RedTnC: a red-shifted calcium FRET sensor 
In previous FRET multiplexing work,  the FRET pairs ECFP/Venus (Cameleon calcium 
FRET sensor) and TagRFP/mPlum (reporting on small Ras GTP-ase activation) have been 
demonstrated [65]. More recently, TagRFP-T was derived from TagRFP by a single mutation 
S158T in an assay developed for optimising the photostability of fluorescent proteins [177].  
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mPlum is a far-red fluorescent protein obtained by directed mutagenesis [218] and has a low 
quantum yield (Q = 0.1) and is often considered as a dark acceptor. Figure 5-13 shows the 
excitation and emission spectra of mTFP1, Citrine, TagRFP-T and mPlum. 
 
Figure 5-13: Fluorescence excitation and emission spectra of mTFP1, Citrine, TagRFP-T and mPlum. 
TagRFP-T and mPlum constitute a spectrally red-shifted FRET pair that can be used for multiplexing with 
mTFP1/Citrine FRET pair. The areas greyed out represent the spectral filters used for excitation and emission of 
mTFP1 and TagRFP-T in the time course FRET multiplexing experiment. 
The fluorescence decays of cytosol preparations of TagRFP-T and mPlum were also 
measured in the cuvette system, as shown in Figure 5-14.  
 
Figure 5-14: Fluorescence decays of TagRFP-T (a) and mPlum (b). A double exponential model was used to 
describe TagRFP-T decay and a single exponential model was used for mPlum. TagRFP-T was excited at 555 
nm and its fluorescence measured at 585 nm. mPlum was excited at 588 nm and its emission was measured at 
645 nm. The time scale used to display the fluorescence decay of mPlum is shorter than that used for TagRFP-T. 
Res.: Residuals. 
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The results of the fitting are show in Table 5-4. 
 
p1 τ1 (ns) p2 τ2 (ns) < τ  (ns) χ2 
TagRFP-T 0.803 ± 0.004 2.55± 0.01 0.197 ± 0.001 0.947 ± 0.02 2.42 1.188 
mPlum 1 0.972 ± 0.004 - - 0.972 1.039 
Table 5-4: Fluorescence lifetimes of TagRFP-T and mPlum. A double exponential model and a single 
exponential model were respectively applied to TagRFP-T and mPlum fluorescence decays. The results 
presented here were obtained from the fitting of measured fluorescence decays acquired from cytosol 
preparations. <τ  represents the average lifetime as described by equation (2.1). 
A red calcium FRET sensor based on the Troponin C protein was created by replacing the 
CFP/Citrine FRET pair of TN-L15 by TagRFP-T and mPlum as FRET donor and acceptor 
respectively. The DNA map of this red calcium sensor, called RedTnC, is shown in section 
8.7.1. The fluorescence decays of cytosol preparation of RedTnC in absence of calcium (500 
μM of EDTA) and presence of saturating calcium (500 μM of CaCl2) were measured, as 
shown in Figure 5-15. 
 
Figure 5-15: Fluorescence decays of RedTnC measured on the cuvette system. Cytosol preparations from 
HEK293T cells expressing RedTnC were used. Fluorescence decays were measured in absence of calcium (500 
μM EDTA) and presence of saturating CaCl2 (500 μM). RedTnC was excited at 555 nm and its fluorescence was 
measured at 585 nm. A 585/40 Semrock spectral filter was used. A global 4-component model was applied to 
both datasets. 
These two dataset were globally analysed with a 4-component model as described and used 
in section 2.3 for TN-L15 (equation (2.6)). The ratio of the long and short components was 
fixed to 4.08 as obtained for TagRFP-T alone (see Table 5-4). The results of the global 4-
component model are shown in Table 5-5.  
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p1 τ1 (ns) τ2 (ns) p3 τ3 (ns) τ4 (ns) < τ  (ns) χ2 
(-)Ca2+ 0.004 0.220 1.193 0.996 0.797 2.523 2.397 1.191 
(+)Ca2+ 0.222 0.220 1.193 0.778 0.797 2.523 2.255 1.120 
Table 5-5: Results from the global analysis of RedTnC fluorescence decays in absence of calcium (-)Ca2+ 
and in presence of saturating calcium (+)Ca2+. The two datasets were globally analysed with a paired ratio 4-
component model as described in section 2.3 for TN-L15, see equation (2.6). The ratio r was fixed to the value 
obtained for TagRFP-T on its own (r = 4.08). All 4 lifetimes were globally analysed. The global χ2 parameter was 
1.155. 
The lifetimes τ4 and τ3 (respectively long and short components) were attributed to the two 
lifetimes of TagRFP-T in the open form of the sensor and τ2 and τ1 (respectively long and 
short components) were attributed to the closed form of the sensor. All the lifetimes obtained 
with this model were shorter than those obtained for TagRFP-T alone (see Table 5-4). Since 
τ4 > τ2 and τ3 > τ1 the sensor undergoes FRET in the open form with low efficiency and in 
the closed form with higher efficiency, as expected from a Troponin C based FRET 
biosensor. 
The fraction of the closed form varied from a negligible fraction (0.4%) in absence of calcium 
to 22.2% in high calcium and the average lifetime decreased from 2.397 ns to 2.255 ns, 
therefore with a lifetime shift of ~140 ps. 
Because the lifetime shift is small (6%), a large set of modifications was carried out on the 
sensor, in an attempt to maximise the lifetime shift. For this, three different linkers with 
varying flexibility between the Troponin segment and mPlum were tested (GGG, GGSGG 
and GGSGGS). Additionally, similarly to the approach used in the creation of TN-L15 [78], a 
set of 11 systematic deletions of amino-acids located in the random coil at the C terminus of 
TagRFP-T were carried out. All variants of the sensor were expressed in cells and the 
lifetime shift was assessed using the cuvette system under identical experimental conditions.  
However, despite the systematic approaches taken here, these modifications did not lead to 
any increase in the lifetime shift. In some cases, a decrease in the lifetime shift was also 
observed. These results highlighted the challenges in the design of FRET biosensors. In 
particular, the lack of rational and efficient design for the optimisation of FRET sensors leads 
to the trial and error (or screening) approach, which is highly time-consuming.  
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5.3.2 Multiplexing calcium FRET sensors in live cells 
HEK293T cells were co-transfected with mTFP-TnC-Cit and RedTnC. Cells were imaged 
every 10s in both channels. After 10 acquisitions (100s), cells were stimulated with 10 μM 
thapsigargin (SERCA inhibitor, see Figure 7-9 for more details of the thapsigargin-induced 
calcium transient). Figure 5-16 shows typical HEK293T cells expressing both sensors as 
well as examples of single pixel decay. 
 
Figure 5-16: Fluorescence intensity images of HEK293T cells co-expressing mTFP-TnC-Cit and RedTnC 
and single pixel fluorescence decays. In panels (a) and (b), the fluorescence intensity images of mTFP-TnC-
Cit were obtained by summing the time-gated images of the FLIM acquisition at t = 0s of the time-course 
multiplexing FLIM dataset. Panel (c) and (d) show the fluorescence decays of a single pixel (shown by the blue 
cross on panels (a) and (b)) in the mTFP-TnC-Cit and RedTnC channel along with their respective single 
exponential fitting and residuals. Res.: residuals. The IRF was normalised to the maximum of the data. The scale 
bar represents 20 μm. 
The spectral filters used for the FRET multiplexing experiment are shown in Figure 5-13. 
Imaging of cells expressing only one of the sensors and imaged in identical conditions as the 
co-transfected ones showed that no bleedthrough was measured in the other channel. 
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The images shown in panels (a) and (b) of Figure 5-16 are the integrated fluorescence 
intensity images of HEK293T cells co-expressing mTFP-TnC-Cit and RedTnC. Neither 
mTFP-TnC-Cit nor RedTnC were present in the nucleus. The panels (c) and (d) show a 
single pixel fluorescence decay taken in the cytosol of one of the cells (shown as the blue 
cross in panels (a) and (b)). A set of 10 time gated images at different delays was acquired 
in each channel. Each data point represents the intensity readout of the camera on this 
particular pixel at a single time-gated image.  
The delays were set such that one time-gated image was acquired in the rising edge (first 
data point), one at the maximum of the decay and the remaining 8 were equally spaced in 
intensity for a pre-determined lifetime (see section 8.2.3). 
Figure 5-17 shows the FLIM images obtained from the time-course multiplexing FLIM 
dataset measured in mTFP-TnC-Cit and RedTnC channels. In the mTFP-TnC-Cit channel, 
the lifetime of the cell shortened as indicated by the shift of the FLIM images towards the 
blue (shorter lifetime). The high temporal resolution (10s) allows the observation that the 
shift in lifetime occurred ~30s after applying the thapsigargin, likely due to the diffusion of the 
compound to the cells observed here. Also, the cell at the bottom of the image appeared to 
be stimulated one frame earlier than the cell on the top, suggesting a gradient of 
thapsigargin advancing from the bottom of the image to the top, therefore reaching the 
bottom cell earlier. The fluorescence lifetime of mTFP-TnC-Cit increased again ~200s after 
stimulation as indicated by another colour shift of the FLIM images towards the yellow hues. 
In the RedTnC channel, the FLIM images shifted towards the blue hues (shorter lifetimes) in 
a gradual fashion and continuous, apparently unaffected by the stimulation. This observation 
suggests that the fluorescence lifetime shift of RedTnC is likely to be due to photobleaching 
and that no lifetime shift can be attributed to the calcium stimulation.  
Figure 5-18 shows the average lifetime over the whole field of view as a function of time for 
several FLIM multiplexing datasets. The dataset shown in Figure 5-17 is represented by the 
curves called mTFP-TnC-Cit (TH) and RedTnC (TH). The other curves are various controls 
as described in the caption of Figure 5-18.  
The fluorescence lifetime of mTFP-TnC-Cit (mTFP-TnC-Cit (TH), panel (a)) underwent a 
rapid decrease in lifetime of 250 ps from 2400 ps (at 100s) to 2150 ps (at 250s) and then 
recovered more slowly. The lifetime did not recover completely to the level of the 
unstimulated photobleaching control (mTFP-TnC-Cit (PB)).  
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Figure 5-17: Time-course multiplexing FLIM of mTFP-TnC-Cit and RedTnC. FLIM images obtained from 
mTFP-TnC-Cit (panel (a)) and from RedTnC (panel (b)). The thapsigargin stimulation (10 μM) is applied between 
the frame 90s and the frame 100s and is shown by the red arrow. A single exponential lifetime was fitted to the 
FLIM dataset on a pixel-wise basis. The lifetime false colour scale is shown on the right (lifetime in ps). 
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Figure 5-18: Fluorescence lifetime of mTFP-TnC-Cit and RedTnC from the multiplexing dataset and 
controls. The fluorescence lifetime was obtained by averaging over whole field of view for each dataset. mTFP-
TnC-Cit (TH) and RedTnC (TH) were obtained from the multiplexing FLIM dataset shown in Figure 5-17. The 
photobleaching controls (mTFP-TnC-Cit (PB) and RedTnC (PB)) were obtained in the same imaging conditions 
as the dataset undergoing the stimulation but the thapsigargin stimulation was not applied. Bleaching and 
stimulation controls on the donor fluorophores (mTFP1 and TagRFP-T respectively for mTFP-TnC-Cit and 
RedTnC) shown here were also obtained under the same imaging conditions, undergoing the thapsigargin 
stimulation (TH) or not (PB). The thapsigargin stimulation (10 μM) is applied between the frame 90s and the 
frame 100s and is shown by the red arrow. The error bars are the 95% confidence interval on the standard error 
of the mean. 
The lifetime of RedTnC (RedTnC (TH), panel (b)), initially at 1300 ps decreased in a fashion 
similar to that observed when no stimulation was applied (photobleaching control dataset 
called RedTnC (PB)). No significant shift in lifetime was observed after stimulation and the 
shift in lifetime was attributed to photobleaching of the TagRFP-T. These observations are in 
agreement with what was observed with the FLIM images in Figure 5-17.  
HEK293T cells expressing only the donor fluorophore (mTFP1 or TagRFP-T) were imaged 
under the same conditions as with the respective calcium biosensors. Time course FLIM 
acquisitions were carried out with (red lines, (TH)) and without thapsigargin stimulation (blue 
lines, PB). For both mTFP1 and TagRFP-T, the thapsigargin stimulation (mTFP1 (TH) and 
TagRFP-T (TH)) had no measurable effect and the fluorescence lifetime varied similarly to 
the photobleaching controls (mTFP1 (PB) and TagRFP-T (PB)). 
As a conclusion, mTFP-TnC-Cit responded to the calcium stimulation with a large decrease 
in lifetime in agreement with previous lifetime measurements (see section 2.2.2 and 2.4.1). 
However, RedTnC did not exhibit any measurable lifetime shift attributable to the calcium 
stimulation.  
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One possible explanation is that the lifetime shift that may occur is small compared to the 
smallest measurable lifetime shift in the experimental conditions described here (95% 
confidence standard error on the mean of about ±10 ps). In fact, the lifetime shift measured 
in solution phase was only of ~140 ps for a large calcium concentration change (from ~0 μM 
to ~500 μM) and, under similar imaging and stimulation conditions, the calcium 
concentration change was estimated to be from 0.25 μM to 1.3 μM using mTFP-TnC-Cit as a 
calcium concentration reporter (see section 2.4.1). Therefore, the lifetime shift may be 
significantly smaller than ~140 ps and may require the acquisition of a larger number of 
photons to be measurable in these imaging conditions. 
Furthermore, the fluorescence lifetime measured in the RedTnC channel (~1.3 ns, at t = 0s) 
was significantly shorter than that measured in solution phase (~2.4 ns, see Table 5-5). This 
observation may be explained by a dependence of the fluorescence lifetime of TagRFP-T 
with temperature (room temperature for solution phase measurement compared to 37°C for 
the imaging) or other experimental conditions such as emission wavelength.  
Additionally, the large and far-red spectral filter used to acquire TagRFP-T fluorescence 
emission (RedTnC channel, Semrock filter 620/52) may allow a large bleedthrough from 
mPlum fluorescence emission, initially thought to be negligible due to the low quantum yield 
of mPlum (Q = 0.1). Since mPlum exhibits a short lifetime (0.972 ns), such bleedthrough 
would reduce significantly the lifetime obtained from the single exponential model fitting in 
the RedTnC channel. However, in order for the bleedthrough from mPlum emission to lead 
to an average lifetime of 1.3 ns, its contribution would need to be ~90% (calculated using the 
lifetime shown in Table 5-4 and Table 5-5). 
Another explanation can be that the dissociation constant of RedTnC to calcium may be 
significantly different from that of TN-L15 (or that of mTFP-TnC-Cit), rendering the red 
sensor insensitive to the calcium changes from thapsigargin stimulation. This, however, 
seems unlikely as the Troponin C segment was not modified in the RedTnC sensor. 
5.3.3 Photobleaching and time course FLIM 
In order to estimate the extent of the photobleaching on the fluorescence lifetime of mTFP1 
and TagRFP-T expressed separately or within the biosensors, a linear regression was 
applied to the photobleaching controls shown in Figure 5-18 (datasets marked as (PB)) and 
the respective slopes were obtained.  
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The photobleaching control obtained from mTFP-TnC-Cit (mTFP-TnC-Cit (PB)) gave a slope 
of 5.9 ps/min (± 0.2 ps/min) whereas the slope of mTFP1 was -4.8 ps/min (± 0.2 ps/min). For 
RedTnC and TagRFP-T the slopes obtained from linear regression were -20.9 ps/min (± 0.6 
ps/min) and -46.2 ps/min (± 0.6 ps/min) respectively.  
The negative slope measured for mTFP1 can be explained by a preferential bleaching of its 
long lifetime component. The shortening of the lifetime is however extremely small (~0.2% / 
min). The positive slope observed with mTFP-TnC-Cit may be due to a gradual bleaching of 
the acceptor fluorophore Citrine, leading to a reduction of the fraction of molecules involved 
in FRET. RedTnC and TagRFP-T exhibited a large decrease in lifetime (both ~2% / min), 10-
fold higher than that of mTFP1.  
In Figure 5-19, panels (a) and (b) show the normalised fluorescence intensity and the 
fluorescence lifetime of mTFP1 and TagRFP-T as a function of time obtained from the time-
course FLIM acquisition. The intensity-merged FLIM images of the frames obtained at t = 0s 
and t = 600s are shown in panels (c) and (d).  
 
Figure 5-19: Time course FLIM of HEK293T cells expressing mTFP1 or TagRFP-T. In panels (a) and (b), the 
normalised intensity and fluorescence lifetime are shown as a function of time. The error bars were obtained from 
the 95% confidence interval on the standard error of the mean. In panels (c) and (d), the FLIM images of the cells 
expressing mTFP1 (c) or TagRFP-T (d) at t = 0s and t = 600s were merged with their intensity images. Cells 
expressing mTFP1 were excited at 445 nm with ~1 W/cm
2
 and cells expressing TagRFP-T were excited at 565 
nm with ~2 W/cm
2
. 
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For mTFP1, the fluorescence intensity dropped by less than 10% over the duration of the 
time-course experiment (10 min) and the lifetime linearly decreased with a slope of 5.9 
ps/min.  
The fluorescence intensity of TagRFP-T first increased by 60% over 250s and then 
decreased back to 140% of the initial intensity after 10 min of imaging, whereas the lifetime 
linearly decreased from 2200 ps to 1780 ps across the 10 min. This behaviour of TagRFP-T 
fluorescence intensity with exposure to excitation light was previously observed [36] with 
wide-field illumination (100 W/cm2). 
Additionally, the effect of photobleaching on the fluorescence lifetime of TagRFP-T was 
affected by the level of expression of TagRFP-T in the cells. In panel (d) of Figure 5-19, 
FLIM images were merged with the intensity images in order to reveal both the intensity and 
the fluorescence lifetime of each cell. The brightest cells were subject to a greater decrease 
in lifetime upon illumination than the dimmer ones. 
These observations highlight the complexity of the light-induced photophysical processes of 
TagRFP-T, and, therefore, TagRFP-T appears to be suboptimal for multiplexing FRET 
imaging under the conditions of illumination of this study.  
5.3.4 Global analysis of time course FLIM dataset  
The time course FLIM dataset measured in the mTFP-TnC-Cit channel (presented in Figure 
5-17) can be analysed by global fitting across the whole dataset using FLIMfit. A two-
component model was fitted across pixels and time course frames. The global analysis 
allows the reliable fitting of two components despite the low number of photons in the single 
pixel decays. The two-component model is described in equation (2.4). 
The lifetimes obtained from the global analysis were τ1 = 2.74 ns and τ2 = 1.07 ns, which are 
in good agreement with the results obtained from the global analysis in solution phase (see 
Table 2-5). The long component (2.74 ns) was attributed to the open conformation of mTFP-
TnC-Cit and the short one to its closed form. It was then possible to estimate the FRET 
efficiency in the closed form, e.g. E ≈ 60%.  
The contributions of each of the two conformations of the sensor (open and closed) were 
then obtained at each pixel of each frame of the time course. The contribution of the closed 
conformation (p2) is shown as a false colour scale image in panel (b) of Figure 5-20. The 
average contribution of closed conformation over all pixels of each frame of the time course 
is also shown in panel (a) of Figure 5-20. 
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Figure 5-20: Contribution of closed conformation obtained from global analysis of mTFP-TnC-Cit. The 
cells were stimulated with thapsigargin (10 μM) between the frame 90s and the frame 100s (shown by the red 
arrow). These results were obtained from the global fitting of a two-component model across the whole FLIM 
dataset. 
The global analysis of the time course FLIM acquisition allowed the quantitative readout of 
the FRET interaction. The MUX-FLIM system therefore offers the capabilities of high 
temporal and spatial resolution for functional imaging and, joined with FLIMfit analysis tool, 
can reveal interactions at the molecular level. 
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However, in order to benefit optimally from the capabilities of the system, a thorough study in 
the design of efficient FRET probes is required. In particular, the use of robust and 
monoexponential fluorescent donors is critical. 
5.3.5 Considering another red FRET pair 
The live cell and solution phase observations of both RedTnC sensor and TagRFP-T alone 
highlighted the suboptimal fluorescence properties of RedTnC, especially when considering 
the effects of photobleaching on its fluorescence lifetime.  
The pair of fluorescent proteins mKate2 / iRFP can also be considered for FRET as their 
spectra are compatible with FRET multiplexing with mTFP1 / Citrine, as shown in Figure 
5-21.  
 
Figure 5-21: Fluorescence excitation and emission spectrum of mTFP1, Citrine, mKate2 and iRFP. mKate2 
and iRFP provide a spectrally shifted FRET pair that can be used for multiplexing with mTFP1/Citrine FRET pair.  
mKate2 is a brighter and faster maturating version of mKate obtained from random 
mutagenesis [181]. iRFP is a near infra-red fluorescent protein and was derived from IFP1.4 
[53]. Figure 5-21 shows the large spectral overlap between the emission spectrum of 
mKate2 and the excitation spectrum of iRFP, therefore fulfilling the spectral conditions for 
FRET to occur. The fluorescence decays of mKate2 and iRFP were also acquired from 
cytosol preparations, as shown in Figure 5-22. 
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Figure 5-22: Fluorescence decays of mKate2 (a) and iRFP (b). A single exponential model was used to 
describe both mKate2 and iRFP. mKate2 was excited at 590 nm and its fluorescence measured at 630 nm. iRFP 
was excited at 690 nm and its emission was measured 720 nm. The time scale used to display the fluorescence 
decay of iRFP is shorter than that of mKate2. Res. Residuals. 
Both mKate2 and iRFP were well described by a single exponential model. The single 
exponential fitting led to a lifetime of 2.521 ns ± 0.005 ns (χ2 = 1.166) for mKate2 and 0.670 
ns ± 0.006 ns (χ2 = 1.333) for iRFP. These results are also shown in Table 5-6. 
A tandem protein with a short linker (GGSGGS) joining mKate2 and iRFP, called mK-iR, was 
created. Its DNA map and sequence are presented in section 8.7.2). Figure 5-23 shows the 
fluorescence decays of mK-iR measured at both 630 nm (emission maximum of mKate2) 
and 710 nm (emission maximum of iRFP), upon excitation at 590 nm. A double exponential 
model was used to describe the decay at 630 nm and a triple exponential model with one 
negative component was used to describe the decay at 710 nm. 
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Figure 5-23: Fluorescence decays of mK-iR measured at 630 nm and 710 nm. A double exponential model 
was used to describe the decay at 630 nm and a triple exponential model with one negative component was used 
to describe the decay at 710 nm. The samples were excited at 590 nm. 
The results are shown in Table 5-6. 
 
p1 τ1 (ns) p2 τ2 (ns) pn τn (ns) < τ  (ns) χ2 
mK-iR 630 nm 0.296 0.647 0.704 2.474 - - 2.293 1.214 
mK-iR 710 nm 0.665 0.987 0.335 2.496 -0.329 0.220 - 1.022 
mKate2 1 2.521 - - - - 2.521 1.166 
iRFP 1 0.670 - - - - 0.670 1.333 
Table 5-6: Fluorescence lifetime results from the fitting of mK-iR measured at 630 nm and 710 nm. <τ  
represents the average lifetime as described by equation (2.1). In the iRFP channel (710 nm), the fluorescence 
originates from a mixture of emission from mKate2, directly excited iRFP and sensitized emission from iRFP. In 
this case, calculating the average lifetime is not applicable. The contributions were normalised to the sum of the 
positive contributions.  
The average fluorescence lifetime of mK-iR at 630 nm (2.293 ns) is shorter than that of 
mKate2 alone (2.521 ns, lifetime shift of ~230 ps), suggesting that FRET occurs. 
However, the long decay component (2.474 ns) may be attributed to mKate2 and the short 
decay component (0.647 ns) to a bleedthrough of iRFP fluorescence emission at 630 nm, 
considering that the components are in good agreement with the lifetimes obtained for 
mKate2 and iRFP alone (also shown in Table 5-6). Although iRFP can be significantly 
excited by the 590 nm excitation, the emission spectrum of iRFP shown in Figure 5-21 
suggests that it is unlikely that iRFP emission would be significant at 630 nm.  
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In order to confirm the presence of FRET, the fluorescence decay of mK-iR was measured 
at 710 nm and fitted with a 3-component model, allowing one contribution to be negative, 
therefore testing for the presence of iRFP sensitized emission.  
This model described well the decay with a negative contribution representing ~33% of the 
sum of the positive contributions. Additional fitting showed that the fluorescence decay was 
not appropriately fitted without the negative contribution, for instance, if the third contribution 
was not allowed to be negative (3-component model χ2 = 1.849), or if the negative 
contribution was removed from the model (2-component model χ2 = 1.833). In particular, the 
rising edge of the model decay showed a large deviation from the experimental decay 
observable in the residuals in both of these cases. 
Therefore, the pair mKate2 / iRFP may be an appropriate alternative to TagRFP-T / mPlum 
since FRET can occur between the two fluorophores. However, the lifetime shift observed 
here is relatively small (~230 ps) considering that the linker is short and flexible, and should 
allow a maximal FRET efficiency and a maximal fraction of molecule undergoing FRET. The 
relatively slow maturation of iRFP [53] or the relative orientation of the two fluorophore in 
mK-iR may also be an issue. Further work is necessary to fully understand the extent to 
which mKate2 and iRFP form an appropriate red-shifted FRET pair. 
5.4 Conclusion 
The imaging system developed and characterised here allows for the fast imaging of multiple 
processes in live cells using FRET probes. This was demonstrated here, first by measuring 
changes in calcium level in live cells using TN-L15 and the red-shifted calcium dye GFP-
certified FluoForte. Quantitative measurements of multiple FRET processes in live cells with 
high temporal and spatial resolution are also achievable, providing the availability of the 
appropriate analysis tools and FRET probes as demonstrated with the imaging of mTFP-
TnC-Cit. The calcium FRET sensor mTFP-TnC-Cit was imaged in parallel with the red-
shifted calcium FRET sensor RedTnC. Although mTFP-TnC-Cit allowed for a complete 
quantitative analysis thanks to the mono-exponential decay of mTFP1, the dynamic range of 
RedTnC and the inadequate photophysical properties of TagRFP-T made the observations 
of calcium level changes in the red channel challenging. 
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The time gating technology offers the advantages of fluorescence lifetime measurements for 
the fast and robust measurement of FRET and, joined with the FLIMfit analysis tools 
developed in the Photonics lab allow for quantitative readout. Therefore, one critical 
limitation highlighted by this study is in the design and use of complementary FRET pairs for 
spectral multiplexing. In particular, no red-shifted pairs compatible with the multiplexing with 
the common CFP/YFP FRET pair (or mTFP1/Citrine) have been established, likely due to 
photophysical properties of the red fluorescent proteins currently available.  
The novel FRET pair mKate2/iRFP was however suggested and briefly investigated by 
creating a short linker fusion protein between mKate2 and iRFP, called mK-iR. mK-iR 
showed a decrease in fluorescence lifetime of ~240 ps compared to mKate2 alone. 
Additionally, the presence of sensitized iRFP emission was confirmed at the emission 
maximum of iRFP (710 nm).  
The creation of a novel red-shifted FRET pair would significantly benefit the community of 
FRET imaging groups. In fact, the availability of red fluorescent proteins is limited [180] and 
most red FRET pairs in the literature are based on mOrange/mCherry [152], which does not 
provide a strict spectral separation with the blue CFP/YFP pair, or TagRFP/mPlum, which 
poses significant photobleaching issues. mKate2 was only previously used as a FRET 
acceptor with FRET donor such as Citrine [141] or LSSmOrange (Large Stoke Shift 
mOrange) [179]. Therefore, using mKate2 as a FRET donor would shift the spectral range 
significantly towards the red, therefore freeing spectral space for blue or even green FRET 
pairs.  
Further work is required to fully characterise this novel FRET pair, but mKate2 appears like a 
good alternative to TagRFP-T with its large spectral overlap with iRFP and its single 
exponential fluorescence decay. New variants of mKate were recently created with a large 
Stoke shift, called LSS-mKate1 and LSS-mKate2 allowing two-colour imaging with GFP or 
CFP with a single excitation wavelength [163], therefore proving that mKate2 is seen as a 
good candidate for spectral multiplexing. 
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Chapter 6 - Introduction to the AMPK pathway 
In the living cell, ATP (Adenosine triphosphate) plays a central role for most biological 
processes because its hydrolysis is highly exergonic and can be coupled with 
thermodynamically unfavourable reactions, such as DNA or protein synthesis, biosynthesis 
or muscle contraction. The hydrolysis of ATP releases the free energy that is contained in 
the chemical bond with its phosphate groups and can then lead to the formation of ADP 
(Adenosine diphosphate) or AMP (Adenosine monophosphate) as shown in equation (6.1). 
 
   →                   
 =   0     /    
   →                    
 =         /    
(6.1) 
Where ΔG0 is the free energy of the hydrolysis reaction, Pi is a phosphate group and PPi is a 
pyrophosphate group. 
Therefore, ATP acts as a major short-term energy storage system (via creation of chemical 
bonds with its phosphate groups) and allows rapid and efficient transfer of energy from the 
energy-producing systems (such as the Citric acid cycle in the mitochondria, which produces 
ATP molecules) to the energy-consuming processes (such as biomolecule synthesis, which 
uses ATP molecules).  
The ratio of concentration of ADP (or AMP) over that of ATP is then seen as an indicator of 
the energy level in the cell and therefore needs to be carefully controlled in order to keep a 
fully functional metabolism. For instance, the energy from nutrients is released when ATP is 
depleted (by glucose oxidation, for example), or is stored when the energy is in excess 
(glucose storage in the form of glycogen). Any failure in the regulation of this ratio may lead 
to metabolic disorders such as diabetes [233] or cardiomyopathies [15]. 
Additionally, any changes in ADP/ATP ratio are transferred into the AMP/ATP ratio via the 
interconversion of ADP into AMP and ATP by the adenylate kinase enzyme, as shown in 
equation (6.2). 
                           0   /    (6.2) 
This interconversion highlights the importance of AMP as an indicator of the energy level in 
the cell. As a consequence, it was argued by Atkinson et al. that the AMP/ATP ratio is a 
more sensitive indicator of the energy level within the cell than the ADP/ATP ratio [166].  
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The first experimental observations of a kinase central to the regulation of lipid metabolism 
led to the discovery of the AMP-activated protein kinase (AMPK). It was initially named 
HMG-CoA reductase kinase [12] or acetyl-CoA carboxylase (ACC) kinase [117] after the 
names of the enzymes involved in the lipid metabolism that it is capable of inhibiting. It was 
first named AMP-activated protein kinase in 1988 by Hardie et al. after its original 
physiological activator, AMP [72]. Numerous studies since then have shown that AMPK acts 
as a cellular energy level gauge [98]. 
6.1 AMP-activated protein kinase 
Homologues of AMPK are found in all eukaryotic organisms, from unicellular to mammalian 
organisms investigated to date. Studies on its yeast homolog, the Sucrose Non-Fermenting 
kinase (SNF1), from Saccharomyces Cerevisiae demonstrated its role in gene transcription 
regulation in response to glucose deprivation [22]. The conservation of the enzyme through 
evolution is a sign of its importance in regulating the energy balance at the cellular level.  
6.1.1 Structure of AMPK 
AMPK is composed of 3 subunits: the catalytic subunit (α subunit) and 2 regulatory subunits 
(β and γ) [186] and several isoforms have been identified in mammals (α1, α2, β1, β2, γ1, γ2 
and γ3) [19]. The crystal structure of the truncated protein was recently revealed by X-ray 
crystallography [229] and the cartoon representation of AMPK obtained from the crystal 
structure 2Y94 is shown in Figure 6-1.  
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Figure 6-1: Schematic representation of α, β and γ subunits of AMPK. The different domains are shown in 
panel (a) and the structure of AMPK is shown in panel (b), based on the 2Y94 crystal structure of AMPK [229]. 
The crystal structure was obtained from rat α1, human β2 (truncated down to the α and γ binding domains shown 
as β-CTD in panel (a)) and rat γ1. In panel (b), Staurosporine is shown within the activation loop of the α subunit 
with the ball and stick representation. The N-terminal of the α subunit (α-N) is also shown in panel (b). CTD: C-
terminal domain. NTD: N-terminal domain. GBD: glycogen binding domain. CBS: cystathionine β-synthase 
domain. The 2Y94 crystal structure was rendered using Jmol viewer. 
The γ subunit is composed of 4 cystathionine β-synthase (CBS) domains. They are arranged 
in pairs to form 2 Bateman domains [11]. Each Bateman domain can potentially bind two 
molecules of AXP (AMP, ADP or ATP) [175] but only three AXP binding sites are observed 
in AMPK. Figure 6-2 shows the structure of the AMPK γ subunit.  
One AXP binding site is bound to an AMP molecule and never exchanges (shown as non-
exchangeable in Figure 6-2, site 4) and the other two sites (exchangeable, site 1 and site 3) 
are responsible for the sensitivity of AMPK for the AMP/ATP or ADP/ATP ratio [228]. 
The α subunit contains a typical serine / threonine kinase in its N-terminal region (see panel 
(a) in Figure 6-1). The phosphorylation of the Threonine 172 (Thr-172) residue,  located 
within the activation loop, is required for the activation of AMPK [74]. The C-terminal 
sequence of the α subunit corresponds to its binding domain to the other subunits. The α 
hook was shown to bind to the γ subunit in presence of AMP or ADP and it is thought to 
participate to the protection of Thr-172 against dephosphorylation [229] (see section 6.2.1). 
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Figure 6-2: Structure of the AMPK γ subunit. The cartoon representation of the AMPK γ subunit was obtained 
from the crystal structure 2V8Q [228]. The AMP molecules are shown with the ball and stick representation. The 
2V8Q crystal structure was rendered using Jmol viewer. 
The β subunit is thought to mainly have a scaffolding role between the α and γ subunits 
[224] because only its C-terminal region is necessary to form a functional AMPK complex 
[93]. The N-terminal region may be involved in glycogen binding [89] and protein localization 
(targeting to the membrane) [219]. Studies also suggested that the glycogen binding domain 
(GBD) of the β subunit may be involved in the inhibition of AMPK by glycogen [39,223].  
6.1.2 AMPK and regulation of ATP level 
The general scheme of the regulatory role of AMPK is presented in Figure 6-3. Upon 
depletion of the ATP level (hypoxia, glucose deprivation etc.), AMPK is activated and in turn 
stimulates the production of ATP (from the metabolism of nutrients) and inhibits the energy-
consuming processes such as biosynthesis. In particular, the acute action of AMPK on lipid 
and glucose metabolism allows for a rapid recovery of the ATP upon energy depletion, 
occurring for instance in muscle cells during contraction.  
The phosphorylation activity of AMPK can potentially target the hydroxyl group of serine and 
threonine residues. AMPK plays a key role in signalling amplification by taking part in 
multiple phosphorylation cascades at the metabolic and transcriptional level. The multiple 
targets of AMPK in lipid and glucose metabolism are shown in Figure 6-4. 
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Figure 6-3: Role of AMPK in the regulation of the energy level in the cell. The blue arrows represent an 
inhibitory effect (also represented with the (-) sign) and the red arrows represent an activating effect (also 
represented with the (+) sign). AMPK is represented by its 3 subunits α, β and γ. 
 
Figure 6-4: Regulation of the ATP level via the glucose and lipid metabolism upon AMPK activation. The 
coloured signs show the different points of action of AMPK, blue (-) represents an inhibitory action and red (+) 
represents an activating action. The enzyme names are shown in italic. GGPase: Glycogen Phosphatase, GS: 
Glycogen Synthase. GPAT: Glycerol 3-Phosphate AcylTransferase, TAG: Tri-Acyl Glycerol, MCD: Malonyl-CoA 
Decarboxylase, HSL: Hormone Sensitive Lipase. ACC: Acetyl-CoA carboxylase. 
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When AMPK is activated, the production of acetyl-CoA from fatty acids is increased via an 
increased fatty acid uptake and β-oxidation. On carbohydrate metabolism, AMPK increases 
transport of glucose into the cell and inhibits its use for glycogen synthesis. The resulting 
effect is an increased production of acetyl-CoA through both fatty acyl-CoA (from lipid 
metabolism) and pyruvate (from glucose metabolism). Acetyl-CoA can then be used by the 
citric acid cycle to produce ATP within the mitochondria (respiration). This is accompanied 
with an inhibition of the pathways using acetyl-CoA for synthetic purposes. Overall, AMPK 
activation results in a channelling of the use of acetyl-CoA towards ATP production. 
AMPK activation therefore increases the production of ATP by directly phosphorylating 
metabolic enzymes involved in biosynthesis and nutriment oxidation.  
6.1.3 Complementary effects of AMPK in the cell 
AMPK also acts at the transcriptional level and then provides a longer-lived effect than the 
acute regulation of the biosynthesis and nutrient oxidation. 
For instance, it was suggested that gluconeogenesis (generation of glucose from non-
carbohydrate carbon substrates) may be down regulated by AMPK via the inhibition of the 
expression of phosphoenolpyruvate carboxykinase enzyme (PEPCK) which is involved in 
the transformation of pyruvate into glucose [124]. Similarly, fatty acid synthase (FAS, an 
enzymatic complex that plays an essential role in the fatty acid biosynthesis using acetyl-
CoA and malonyl-CoA as precursors) undergoes decreased expression upon AMPK 
activation [5]. Gluconeogenesis and fatty acid synthesis are highly ATP-consuming and, 
therefore, their inhibition by AMPK when the ATP level is depleted supports the model of 
AMPK as an energy regulator in metabolic stress. 
AMPK also plays a role at the level of cell proliferation by inducing a cell-cycle arrest under 
glucose starvation [97]. Cell growth is also affected, firstly by the inhibition of lipid synthesis 
mentioned previously but also by switching off protein synthesis [87]. These processes all 
involve transcriptional regulation. 
The overall effect of AMPK activation on transcription is a stimulation of the ATP-producing 
pathways (catabolism) associated with an inhibition of the ATP-consuming processes 
(anabolism), providing an efficient homeostasis system for the cellular energy level, as was 
presented in Figure 6-3.  
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The multiplicity of the AMPK pathway is shown in Figure 6-5, where the effects of AMPK on 
metabolism, transcription or signalling are presented.  
 
Figure 6-5: AMPK signalling pathway. The regulators of AMPK (CaMKKβ and LKB1) are presented here along 
with the various targets of AMPK in the cell. This image was obtained from https://www.cellsignal.com 
Figure 6-5 also introduces the main actors in the regulation of AMPK activity including in 
particular its two major upstream kinases: LKB1 and the Ca2+/calmodulin-dependant protein 
kinase kinase β (CaMKKβ). 
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6.2 Regulation of AMPK 
The molecular identification of the agents responsible of AMPK phosphorylation (called 
AMPK kinases or AMPKK) has remained elusive for many years until breakthrough studies 
on its yeast homolog SNF1. Similarly to AMPK, SNF1 is activated by phosphorylation and its 
phosphorylation site (Threonine 210) is strictly equivalent to Thr-172 in AMPK. The 
conservation of the function of these enzymes through evolution suggested a conservation 
of their upstream kinases.  
In particular, studies on the yeast Saccharomyces Cerevisiae led to the identification of three 
kinases responsible for the activation of SNF1: Tos3, Sak1 (previously called Pak1) and 
Elm1 [86]. Amino acid sequence screening of databases revealed that their most closely 
related mammalian kinases are the members of the Ca2+/calmodulin-dependant protein 
kinase kinase (CaMKK) family and the protein kinase LKB1 (Liver Kinase B1).  
6.2.1 Regulation by LKB1 
LKB1 was originally discovered as the defective enzyme in the Peutz-Jeghers syndrome, an 
inherited predisposition to human cancer [81,96], and was mainly known as a tumour 
suppressor. The identification of LKB1 as an upstream kinase of AMPK [225] also reported 
AMP as an important element of AMPK activation. The current model of LKB1 activation of 
AMPK [20] is presented in Figure 6-6.  
 
Figure 6-6: Activation of AMPK by LKB1 and CaMKKβ. An increase in intra-cellular calcium activates 
CaMKKβ. The binding of AMP or ADP to the γ subunit induces the inhibition of the dephosphorylation by PP2C 
(phosphatase 2C). CD: catalytic domain. (P): phosphate group. 
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LKB1 is constitutively active [123] once bound to its two accessory subunits: sterile-20-
related adaptor (STRAD) and mouse-protein-25 (MO25) [75] and activates AMPK by 
phosphorylation of the Thr-172 residue. The return to an inactive form for AMPK is achieved 
by dephosphorylation with PP2C (protein phosphatase 2C) [32]. In low cellular energy levels 
(high AMP/ATP or ADP/ATP ratios), the binding of AMP (or ADP) to the γ subunit of AMPK 
displaces the equilibrium towards the activated form of AMPK by inhibiting the 
dephosphorylation of Thr-172 by PP2C.  
Although the effect on dephosphorylation occurs with both ADP and AMP, AMP is also able 
to allosterically activate AMPK providing a supplementary increase in its activity compared to 
the phosphorylated AMP-free form (top right in Figure 6-6). However, the activation of 
AMPK obtained via phosphorylation of Thr-172 corresponds to a 1000-fold increase in 
activity and the allosteric activation observed upon binding of AMP on the γ subunit only 
represents up to 5-fold activation [194]. Additionally, the binding of AMP or ADP is thought to 
promote the phosphorylation of the Thr-172 residue of AMPK when the β subunit is 
myristoylated [148,149].  
It was originally thought that the effects of AMP on inhibition of dephosphorylation and 
allosteric activation were mediated by binding of AMP to the same site within the γ subunit 
[173] but a recent study showed that the two exchangeable AMP binding sites of the γ 
subunit are not identical and one can be associated with the allosteric activation (site 1) and 
the other with the inhibition of dephosphorylation (site 3) by binding with the α hook [229]. 
6.2.2 Regulation by CaMKKβ 
The β isoform of the Ca2+/calmodulin kinase kinase (CaMKKβ) was also shown to be an 
upstream kinase of AMPK [76,226]. A fully active form of CaMKKβ can be obtained by an 
increase in the intracellular calcium level, which in turn induces the activation of AMPK, as 
shown in Figure 6-6. The activation of AMPK by CaMKKβ is also achieved by 
phosphorylation of the Thr-172 residue located on the α subunit of AMPK. 
The domains of CaMKKβ [165] and the crystal structure of its kinase domain (crystallised 
with its inhibitor STO-609 [202]) are shown in Figure 6-7. 
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Figure 6-7: Schematic representation of CaMKKβ. The different domains are shown in panel (a) and the 
structure of the kinase domain based on the 2ZV2 crystal structure is shown in panel (b). The protein was 
crystallised with STO-609, an inhibitor of CaMKKβ [112], as shown with the ball and stick representation. AID: 
auto-inhibitory domain. CaM: Ca
2+
/calmodulin. NTD: N-terminal domain. CTD: C-terminal domain. The 2ZV2 
crystal structure was rendered using Jmol viewer. 
The overlapping auto-inhibitory (AID) and calmodulin-binding domains of CaMKKβ are 
similar to those found in other members of the CaMK family and leads to the auto-inhibition 
of CaMKKβ kinase activity in absence of Ca2+/calmodulin.  
The mechanisms regulating the kinase activity of CaMKKβ are not fully understood. 
However, several pathways linked to the activity of CaMKKβ have been identified, as shown 
in Figure 6-8.  
 
Figure 6-8: CaMKKβ pathway. CaM: Calmodulin. VDCC: Voltage-dependant calcium channel. The grey region 
of CaMKKβ (AID/CBD) represents the auto-inhibitory and calmodulin-binding domain. The blue region (RD) 
represents the regulatory domain. 
The role of CaMKKβ is very versatile in the cell but it is especially known to activate other 
proteins of the CaMK family such as CaMKI and CaMKIV by phosphorylation of residues in 
their respective activation loop, similarly to AMPK.  
Page 209 of 292 
 
The major regulatory event of the CaMKKβ activity is the binding of Ca2+/calmodulin 
(Ca2+/CaM) to the CaM binding domain which relieves its auto-inhibition, resulting in a fully 
active kinase. This activation can be obtained, for instance, by a release of calcium from the 
endoplasmic reticulum via the IP3-mediated calcium channel or via opening of the voltage-
dependant calcium channels (VDCC) as it occurs during smooth muscle cell contraction 
[184]. This activation is reversible so a decrease in calcium level induces a loss of CaMKKβ 
activity. 
Additionally, CaMKKβ exhibits activity in the absence of Ca2+/calmodulin binding [6], called 
autonomous activity. This autonomous activity is regulated by several phosphorylation sites 
located in the N-terminal domain (NTD) [201], (called regulatory domain, RD in Figure 6-8). 
The phosphorylation of these sites by CDK5 (cyclin-dependent kinase 5) and GSK3 
(glycogen synthase kinase 3) decreases the autonomous activity and stabilises CaMKKβ. 
The activity obtained when these sites are dephosphorylated is thought to be due to auto- or 
cross-phosphorylation of the Threonine 482 residue (Thr-482) [203], located in the AID/CaM 
binding domain. This form of activity eventually leads to the degradation of CaMKKβ.  
However, despite the presence of the CaMKKβ autonomous activity for substrates like 
CaMKI and CaMKIV, studies have shown that the activation of AMPK by CaMKKβ requires 
the binding of Ca2+/calmodulin to CaMKKβ [90].  
The interaction of CaMKKβ with AMPK has also been investigated by immunoprecipitation, 
which showed the formation of a stable complex between AMPK and CaMKKβ [7], by 
association through their respective kinase domains [67]. Although, the formation of such a 
stable complex has been disputed [54]. 
Therefore, the Ca2+-dependent activation pathway of AMPK by CaMKKβ constitutes an 
efficient way of counteracting the high ATP consumption occurring during intense cell activity 
such as muscle contraction.  
6.3 Systemic role of AMPK and drug therapy 
6.3.1 Systemic role 
Evidence that AMPK plays a role in energy regulation at the level of the whole organism as 
well as at a cellular level was brought to light by studies on the hypothalamus [8], which is 
known to play a key role in food intake and body adiposity in response to hormonal signals.  
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This study showed that an increase in food intake can be obtained by AMPK activation in the 
hypothalamus, either via hormone injections (ghrelin) or direct pharmacological activation of 
AMPK using AICAR (5-amino-4-imidazole carboxamide riboside, a pharmacological activator 
of AMPK). By controlling the appetite, AMPK therefore appears as a potential target for anti-
obesity drugs.  
The regulation of AMPK by hormones such as leptin [136] and adiponectin [230] has also 
been studied and support the importance of AMPK at the scale of the organism, and notably 
in the food intake process. The effect of some hormones and cytokines are shown in Figure 
6-9. 
 
Figure 6-9: Hormone and cytokine regulation of AMPK. CB: Catabolism, AB: Anabolism. (+) and (-) 
respectively represent an activating and an inhibitory action. 
Furthermore, AMPK is thought to be involved in the beneficial effects of dietary restriction 
(also known as calorie restriction) on longevity [18], notably in relation to the effects of 
resveratrol [24]. 
The fact that AMPK has now been shown to have a place into the hormonal system 
(reviewed by [106]) and, more generally, at the scale of the animal emphasizes the fact that 
energy homeostasis involves mechanisms at different scales and demonstrates the 
importance of understanding the regulation of AMPK at different levels of complexity. 
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6.3.2 AMPK as a drug target 
AMPK takes a central place within regulation of energy homeostasis, both at the cellular 
level and the whole body level. Its molecular signalling scheme is based on signal 
amplification by targeting various metabolic enzymes as well as transcriptional enzymes.  
Such a key role implies that any dysfunction leads to metabolic disorders, such as the Wolff-
Parkinson-White syndrome (glycogen storage disease) which is related to mutations in the 
γ2 subunit of AMPK [15].  
Therefore, AMPK is widely investigated as a target for drugs against obesity or type II 
diabetes. Type II diabetics suffer from reduced glucose uptake into peripheral tissues and 
increased gluconeogenesis in the liver. It is associated with an increase in glucose, lipid and 
insulin plasmatic concentrations. Metformin, one of the most widely used anti-diabetic drugs 
(currently prescribed to over 120 million people in the world), exhibits an indirect activation of 
AMPK in the liver and muscle [233] by inhibition of ATP synthesis in the mitochondria, 
suggesting that metformin may exert some of its beneficial effects through AMPK.  
Also, activation of AMPK by AMP agonists, such as 5-aminoimidazole-4-carboximide 
ribonucleoside (AICAR) [29] or A-769662 [28], have shown a decrease in the effects of type 
II diabetes by inducing an increase in glucose uptake [17], a decreased gluconeogenesis 
and a decrease of plasma glucose level, therefore providing an apparent enhancement in 
insulin sensitivity [91].  
6.4 Conclusion 
As a consequence, the direct activation of AMPK appears to be a potential target in the 
treatment of type II diabetes, in particular as a replacement or complement to metformin. 
The potential roles recently discovered in the diet- and/or aging-related metabolism also 
makes the investigation of the AMPK pathway an exciting field for the medical research 
community. However, the design of strategies of investigation or, further downstream, the 
design of efficient and specific drugs acting on the regulation of AMPK activity require a 
thorough understanding of its activation processes. 
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Chapter 7 - An intermolecular FRET approach 
to measuring the AMPK / CaMKKβ interaction 
AMPK plays a central role in the regulation of the energy level into the cell. Therefore 
unravelling the mechanisms of its activation, in particular through the calcium-dependant 
CaMKKβ pathway, is crucial to the understanding of its potential as a drug target. A number 
of biochemical studies [76,90,226] showed a direct activation of AMPK by CaMKKβ through 
the phosphorylation of the Thr-172 residue of the α subunit of AMPK. Additionally, co-
immunoprecipitation studies [7,67] reported the formation of a stable complex between 
AMPK and CaMKKβ.  
However, no work has been carried out in living cells in order to provide dynamic information 
about the interaction. Also, because AMPK and CaMKKβ come into close contact during the 
phosphorylation event, FRET appears to be an appropriate method to probe this interaction.  
This study aims at investigating the spatio-temporal characteristics of the AMPK/CaMKKβ 
interaction in living cells upon CaMKKβ activation, using an intermolecular FRET approach 
between fluorescently tagged AMPK and CaMKKβ.  
7.1 AMPK-2A-CaM: a novel vector for intermolecular FRET 
The vectors developed here, named AMPK-2A-CaM, were designed to probe the activation 
of AMPK by CaMKKβ using intermolecular FRET. The apparent self-cleaving properties of 
the 2A-like peptides [197] were used to encode for all 3 subunits of AMPK as well as the 
CaMKKβ on a single vector for mammalian expression. 
7.1.1 Multiple protein expression by self-cleaving 2A-like peptides 
A polycistronic vector allows the synthesis of several proteins from a single DNA sequence. 
The expression of multiple proteins may occur through the synthesis of multiple transcripts 
(multiple mRNAs) or a single transcript (multiple proteins from a single mRNA), as shown in 
Figure 7-1. 
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Figure 7-1: Protein expression of monocistronic and polycistronic vectors in eukaryotic cells. (a) 
Expression of a protein from a monocistronic gene, the DNA is expressed as a single type of mRNA transcript 
and a single protein is synthesised. (b) Polycistronic vector based on multiple transcripts. The DNA is transcribed 
into several mRNAs, each leading to the synthesis of an individual protein. (c) Polycistronic vector based on a 
single transcript. The single molecule of mRNA is translated into several proteins by translational or post-
translational modifications. 
The development of a polycistronic vector has long been seen as an alternative to co-
transfection (the insertion of two different vectors in the cell) [34], as it allows the expression 
of several proteins of interest in the same cell from a single DNA vector (single transfection), 
thereby ensuring that each transfected cell will express all proteins of interest. However, one 
of the major drawbacks of polycistronic vectors is their size. They can often exceed 10,000 
base pairs (bp), potentially impeding the cloning of these vectors or their transfection into 
host cells.  
Several approaches have been developed to produce polycistronic vectors, for example by 
introducing multiple internal promoters, bidirectional promoters [4], internal ribosome entry 
sites (IRES) [85,131], self-processing peptides (such as the foot-and-mouse disease virus 
2A) [35,197] or proteolytic cleavable sites [34]. The bidirectional promoters only allow for the 
expression of 2 proteins, although in equimolar amount. The IRES and multiple promoter 
approaches can lead to large differences in the level of expression between the different 
proteins [138], and the insertion of a proteolytic cleavable site requires the joint expression of 
the corresponding protease.  
Among these techniques only the 2A peptides offer an equimolar expression of more than 2 
different proteins [196]. This is particularly useful since the formation of stable protein 
complexes generally requires the equimolar co-expression of the different proteins involved 
in the complex [101].  
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The original 2A peptide, consisting of 19 amino-acids [170], was discovered in the foot-and-
mouth disease virus (FMDV) 2A and it was originally thought that the cleavage required the 
expression of a viral protease. However, the expression of the peptide in a foreign organism 
led to the observation of its self-cleaving capacity [171] and was then named the self-
cleavable 2A peptide. The sequence of the FMDV 2A peptide is shown in Figure 7-2. 
 
Figure 7-2: General scheme of the 2A peptide self-cleavage. (a) Amino-acid sequence of the FMDV 2A 
peptide. The apparent cleavage occurs between the glycine and the proline. The amino-acids that are conserved 
across species are shown in red. (b) Co-expression of two proteins using the FMDV 2A peptide. The protein 1 is 
flanked by the remaining sequence of the 2A peptide at its C-terminus whereas the N-terminus of the protein 2 
starts with the proline of the 2A peptide. ORF: open reading frame. 
It was reported that the 2A sequence induces the process of ribosomal skipping, during 
which the peptide bond between the glycine and the proline is not formed, therefore 
releasing the upstream peptide from the ribosome [46]. The resulting effect is an apparent 
cleavage of the polypeptide, as shown in Figure 7-3. 
 
Figure 7-3: Process of ribosomal skipping. The peptide bond between the glycine (Gly) and the proline (Pro) 
is not formed and the upstream peptide is released from the ribosome. The following protein then starts from the 
proline. This figure was modified from http://viralzone.expasy.org/all_by_protein/914.html.  
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7.1.2 Description of the AMPK-2A-CaM vectors 
The intermolecular FRET approach requires the expression of the AMPK complex (α, β and 
γ subunits) and CaMKKβ tagged respectively with a donor and an acceptor fluorophore. The 
α subunit of the AMPK (which contains the Thr-172 residue, phosphorylated by CaMKKβ) 
was tagged with eGFP at its N-terminus and CaMKKβ was tagged with mCherry at its N-
terminus. The pair of fluorescent proteins eGFP / mCherry has successfully been used for 
FRET experiment in previous studies [134,154,204]. Additionally, it is commonly thought that 
the introduction of genetically encoded fluorescent protein at either the C- or N- terminus of 
the protein is the least likely to disrupt folding or activity. A flexible linker 
(GGSGGGGSGGGSS) was used between the protein of interest and the fluorescent 
proteins, as previously reported [196].  
The 2A peptide approach appears to be an ideal solution for the expression of the 
exogenous AMPK as it provides an equimolar stoichiometry between the 3 subunits of 
AMPK. Following the design of Szymczak et al. [196], three different “2A like” peptides (F2A, 
T2A and E2A) were introduced, separating the 3 subunits of AMPK and CaMKKβ. Also, in 
order to maximise the cleavage efficiency a GSG linker was also introduced at the N-
terminus of each “2A like” sequence [196]. The DNA map of the vector is described in 
Figure 7-4. 
 
Figure 7-4: Map of the gAMPK-2A-CaM vector. The ORF (Open Reading Frame) was inserted into 
pcDNA3.1(+) between NheI and XbaI restriction sites. The grey segments represent the flexible linker 
(GGSGGGGSGGGSS) between the fluorescent protein and the protein of interest. The human forms of AMPK 
and CaMKKβ were used. 
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The sizes of the coding sequences and the expected molecular weights of the corresponding 
proteins are shown in Table 7-1. 
gAMPK-2A-CaM DNA size (bp) Expected protein MW (kDa) 
β1-F2A 888 33.08 
γ1-T2A 1,065 39.87 
eGFP-α1-E2A 2,481 93.04 
mCherry-CaMKKβ 2,523 92.68 
pcDNA3.1(+) NheI/XbaI 5,332 - 
Table 7-1: Size of the different inserts within the gAMPK-2A-CaM vector and molecular weights of the 
corresponding proteins. bp: base pair. MW: molecular weight. 
The introduction of two KpnI restriction sites allowed the creation of the mCherry-CaMKKβ 
vector by single digestion and religation. The resulting vector, called gAMPK-2A, only 
expresses the 3 subunits of AMPK, with the α1 subunit tagged with the fluorescent donor 
eGFP.  
Moreover, the presence of the unique EcoRV restriction site upstream of the E2A sequence 
allows the insertion of the E2A-mCherry-CaMKKβ segment into pcDNA3.1(+) between 
EcoRV and XbaI. Therefore, the vector expressing mCherry-CaMKKβ solely was also easily 
obtained from the original gAMPK-2A-CaM vector. 
However, the fluorescent pair eGFP / mCherry does not leave room in the visible spectrum 
for spectral multiplexing with common red fluorophores. Therefore, a blue version of the 
vector, called bAMPK-2A-CaM, was created utilising mTurquoise [61] and the circularly 
permutated version of the Venus fluorophore (cp173Venus [142]) as FRET donor and 
acceptor fluorophore respectively. This FRET pair was previously used in a FRET biosensor 
for cAMP [104] and in a probe for G protein activation [1]. The sizes of DNA sequence and 
corresponding protein molecular weights of bAMPK-2A-CaM are shown in Table 7-2. 
bAMPK-2A-CaM DNA size (bp) Expected protein MW (kDa) 
β1-F2A 888 33.08 
γ1-T2A 1,065 39.87 
mTurquoise-α1-E2A 2,448 91.76 
cp173Venus-CaMKKβ 2,556 93.48 
pcDNA3.1(+) NheI/XbaI 5,332 - 
Table 7-2: Size of the different inserts within the bAMPK-2A-CaM vector and molecular weights of the 
corresponding proteins. bp: base pair. MW: molecular weight. 
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7.2 Expression and fluorescence imaging of AMPK-2A-CaM 
7.2.1 Assessment of the protein expression by Western blotting  
Cytosol preparation of HEK293T cells transfected with gAMPK-2A-CaM was assessed by 
Western blotting using a set of six different antibodies. The results are shown in Figure 7-5.   
 
Figure 7-5: Cytosol preparation of gAMPK-2A-CaM assessed by Western blotting. In (a) and (b), eGFP and 
mCherry samples were obtained from cytosol preparations of HEK293T cells expressing the single fluorophores. 
In (c), the sample that was run on the last lane is the purified CaMKKβ containing a GST tag (expected size ~90 
kDa). In (d), the α1β1γ1 sample is the purified AMPK complex (rat α1, human β1 and rat γ1). The antibody used for 
assessing the blots is specified at the bottom of each panel. 
In panels (a) and (b), single bands were revealed at the expected molecular weight (~27 
kDa) for single fluorophores (eGFP and mCherry), confirming the specificity of the antibodies 
used. The gAMPK-2A-CaM sample revealed a single band when exposed to JL-8 or 1C51 
antibody, respectively corresponding to the eGFP-α1-E2A and mCherry-CaMKKβ (both 
expected at ~93 kDa, see Table 7-1). 
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On panel (c), the presence of CaMKKβ at the same molecular weight as the mCherry band 
detected by the 1C51 antibody confirmed the presence of mCherry-CaMKKβ.  
In panel (d), the γ1 subunit of the purified AMPK (expected size ~35 kDa) appeared clearly in 
the blot for any amount of loaded protein in the range 200 to 50 ng. The expected size of the 
γ1 subunit expressed from gAMPK-2A-CaM (γ1–T2A) is 40 kDa (see Table 7-1) and 
therefore it appeared at an apparent higher molecular weight than the γ1 from the purified 
complex.  
In panel (e), the SIP2 antibody (anti β1) revealed two bands, one at ~35 kDa and one above 
70 kDa. The ~35 kDa band can be attributed to the β1–F2A (expected ~33 kDa) and the > 70 
kDa band may represent the uncleaved β1–F2A–γ1–T2A (expected ~73 kDa).  
As shown in panel (f), the 2A antibody, which recognizes the conserved sequence of the 2A 
peptides, revealed 3 bands. The large band at ~35 kDa can be attributed to an overlap of 
β1–F2A and γ1–T2A, whereas the highest molecular weight band (~100 kDa) can be 
attributed to eGFP-α1-E2A. Here again, a ~70 kDa band was present and this can also be 
explained by the presence of uncleaved β1–F2A–γ1–T2A. The blots obtained from SIP2 and 
2A antibodies both suggested a lower cleavage efficiency of the F2A peptide, compared to 
the other two 2A peptides. This is in agreement with the work from Kim et al. who observed 
a lower cleavage efficiency of the F2A segment compared to E2A and T2A in cells [103].  
However, the absence of a band between 35 kDa and 55 kDa in the blot shown in panel (f) 
(antibody against the 2A peptides) did not agree with the assumption that the band obtained 
with the RS4 (anti-γ1) represents the γ1–T2A.  
Overal, with the exception of the γ1–T2A subunit, the expression of all expected proteins can 
be confirmed. The predominant form of the γ1–T2A may then be the uncleaved product β1–
F2A–γ1–T2A. This is discussed further in section 7.5. 
A cytosol preparation obtained from untransfected HEK293T cells was additionally assessed 
using the whole set of primary antibodies, described in Figure 7-5 and no significant bands 
were detected. This suggests that the > 70 kDa band is not a result of an unspecific binding 
of the antibody. 
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Figure 7-6 shows the western blots obtained for the blue version of the vector, bAMPK-2A-
CaM. 
 
Figure 7-6: Cytosol preparations of bAMPK-2A-CaM and bAMPK-2A assessed by Western blotting. In (a) 
and (b), eGFP sample was obtained from cytosol preparation of HEK293T cells expressing the single 
fluorophore. In (c), the sample that was run on the last lane is the purified CaMKKβ containing a GST tag 
(expected size ~90 kDa). In (d), the α1β1γ1 sample is the purified AMPK complex (rat α1, human β1 and rat γ1). 
The antibody used for assessing the blots is specified at the bottom of each panel. 
The JL-8 antibody revealed the presence of the mTurquoise-α1-E2A as observed with 
bAMPK-2A (panel (a), second column). However, it was not possible to confidently confirm 
the presence of cp173Venus-CaMKKβ from this particular blot. In fact, despite the high 
similarity of the sequences between the yellow and cyan forms of the fluorescent proteins, 
the circular permutation of cp173Venus may reduce significantly or even completely abolish 
the affinity of the monoclonal antibody JL-8 for the cp173Venus. 
Panel (b) confirmed the presence of the cp173Venus-CaMKKβ at the expected molecular 
size. Also, as expected, CaMKKβ is absent in the bAMPK-2A sample. The SIP2 antibody 
revealed a clear band above 35 kDa corresponding to β1-F2A. The molecular weight 
appeared slightly higher than expected (33 kDa), however, β1 is known to run anomalously 
(Dr. David Carmena, internal communication).  
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In panel (e), the presence of β1-F2A was confirmed but the band may also indicate the 
presence of γ1-T2A. A larger band around 95 kDa could be attributed to mTurquoise-α1-E2A. 
It is unclear why this band ran at a slightly different molecular weight than the bAMPK-2A 
sample. 
The RS4 antibody (panel (c)) detected two faint bands at the expected sizes for γ1-T2A. The 
other faint band located between 70 and 95 kDa was also observed with the SIP2 antibody. 
These observations suggest the presence of an uncleaved β1-F2A-γ1-T2A product (expected 
size 73 kDa). In this case again, the presence of γ1-T2A could not be confirmed and the data 
suggested that the uncleaved β1-F2A- γ1-T2A product may be the only significant form of the 
γ subunit. 
However, the activity of AMPK was maintained despite the absence of the γ subunit (see 
section 7.3.1 for details of the results obtained from activity assays of AMPK).  
7.2.2 Immunoprecipitation of AMPK 
HEK293T cells were transfected with either gAMPK-2A-CaM or bAMPK-2A-CaM and, two 
days after transfection, cells were exposed to ionomycin (10 µM, 5 min) and then lysed. The 
lysates were immunoprecipitated (IP) with the anti-β1 antibody (SIP2) and assessed by 
Western blotting. 
 
Figure 7-7: IP and lysates, assessed by Western blotting using the anti-CaMKKβ antibody (8B5). The 
samples were obtained from cells transfected with gAMPK-2A-CaM (panel (a)) or bAMPK-2A-CaM (panel (b)). 
Immunoprecipitation was carried out with the anti-β1 antibody SIP2 on the lysates. The sample that was run in 
lane #4 is 200 ng of CaMKKβ containing a GST tag. Lysate (Unt.):  cell lysate from untransfected cells. 
The western blots carried out against CaMKKβ showed no CaMKKβ protein in the 
immunoprecipitated samples. It was then not possible to co-immunoprecipitate CaMKKβ 
with AMPK using the standard immunoprecipitation protocol. 
Page 222 of 292 
 
This is in agreement with previous experiments in the Cellular Stress group laboratory 
performed on tissue extract (Jess Zhao, internal communication) but remains in conflict with 
previously published work [7,67]. However, it is important to note that other groups were not 
able to replicate their results [54]. 
Because the SIP2 antibody recognizes the β1 subunit of AMPK, the presence of the antibody 
is unlikely to interfere with the formation of the AMPK / CaMKKβ complex. However, the 
fluorescent protein tags may affect the stability of the complex. The formation of the complex 
was assessed further by time-resolved spectroscopy (see section 7.4). 
7.2.3 Fluorescence imaging of the sensors 
The expression of the fluorescent proteins from the AMPK-2A-CaM vectors in cells was 
confirmed using a Leica SP5 confocal microscope, as shown in Figure 7-8. 
 
Figure 7-8: Confocal images of HEK293T cells expressing gAMPK-2A-CaM (panel (a)) or bAMPK-2A-CaM 
(panel (b)). Scale bar: 40 µm. gAMPK-2A-CaM: excitation with 488 nm and eGFP emission was recorded in the 
500-560 nm channel. bAMPK-2A-CaM: excitation with 458 nm and mTurquoise emission was recorded in the 
465-500 nm channel.  
In order to fully activate CaMKKβ in the cells, the intracellular calcium level was  increased 
by exposure to thapsigargin, a sarco/endoplasmic reticulum Ca2+-ATPase (SERCA) inhibitor 
[92,200]. By inhibiting SERCA, thapsigargin induces a leakage of calcium from the 
endoplasmic reticulum (ER) stores. The depletion of this storage then activates the 
capacitative calcium entry (CCE) from the plasma membrane calcium channels [215]. The 
increase in intracellular calcium upon thapsigargin exposure is described in Figure 7-9. 
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Figure 7-9: Mechanism of calcium release from the endoplasmic reticulum (ER) and opening of the 
plasma membrane calcium channels by thapsigargin. Thapsigargin inhibits the sarco/endoplasmic reticulum 
Ca
2+
-ATPase (SERCA), resulting in a leakage of calcium storage in the ER, to the cytosol. The depletion of the 
calcium storage and the consequent increase of the cytosolic Ca
2+ 
activate the plasma membrane calcium 
channels which allow the extracellular calcium to enter the cell, further increasing the calcium level in the cytosol. 
HEK293T and HeLa cells were transfected with either gAMPK-2A-CaM or bAMPK-2A-CaM. 
FRET was measured using the ratiometric approach on a Leica SP5 confocal microscope. 
The two spectral channels corresponding to the donor and acceptor fluorophores were 
acquired simultaneously over time. After acquiring the baseline level of FRET, cells were 
stimulated using 10 µM thapsigargin.  
The results from these time-course ratiometric FRET experiments are shown in Figure 7-10. 
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Figure 7-10: Ratiometric FRET time-course of HeLa cells expressing gAMPK-2A-CaM (panels (a) and (b)) 
or bAMPK-2A-CaM (panels (c) and (d)). The arrow represents the time point where the stimulation was applied 
(thapsigargin 10 µM). Scale bar: 40 µm. gAMPK-2A-CaM: excitation 488 nm, emission eGFP channel 500-560 
nm, mCherry channel 565-650 nm. bAMPK-2A-CaM: excitation 458 nm, mTurquoise channel 465-500 nm, 
cp173Venus channel 505-555 nm. 
The ratio of the two channels remained constant across the time-course in all observed 
HeLa cells transfected with either gAMPK-2A-CaM (n = 9) or bAMPK-2A-CaM (n = 16). 
Identical results were observed when using HEK293T cells (n = 17 for gAMPK-2A-CaM and 
n = 25 for bAMPK-2A-CaM). These data were obtained from 14 different cover slips and 4 
different transfections. 
In order to test the possibility of a failure of thapsigargin to induce calcium transient, HeLa 
cells were loaded with the fluorescent calcium indicator Fluo-4-AM. Cells were imaged by 
confocal microscopy (Leica SP5) and, after 60s, were exposed to thapsigargin. The results 
of this time-course fluorescence imaging of Fluo-4-AM upon thapsigargin stimulation is 
shown in Figure 7-11. 
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Figure 7-11: Calcium stimulation with thapsigargin in HeLa cells loaded with Fluo-4-AM. Panel (a): 
Confocal image of HeLa cells after thapsigargin stimulation, the different regions of interest (ROI) are shown 
using different colours. The arrow indicates the thapsigargin stimulation (10µM). Scale bar: 40 µm. Excitation: 
488 nm, emission 500-550 nm. The fluorescence intensity was normalised to its level before stimulation. 
The fluorescence intensity from Fluo-4 increased 3-fold in less than 60s upon exposure to 10 
µM thapsigargin. Also, the intracellular calcium concentration showed two peaks after 
thapsigargin exposure. The first rapid increase can be attributed to the fast release of the 
calcium stored in the ER (~40s after stimulation) whereas the second peak (~150s after 
stimulation) can be attributed to the opening of the plasma membrane store-operated Ca2+ 
channel.  
Furthermore, the calcium increase was detected in most cells (> 90%), and cells did not 
exhibit any signs of toxicity during exposure to thapsigargin. The use of thapsigargin then 
constitutes a robust and efficient method of increasing the intracellular calcium level and, 
therefore, the results presented in Figure 7-10 could not be explained by a failure of the 
calcium stimulation. 
Therefore, the interaction between AMPK tagged with eGFP (or mTurquoise) and CaMKKβ 
tagged with mCherry (or respectively cp173Venus) could not be observed by ratiometric 
FRET upon increase in cytosolic calcium using thapsigargin. This observation was replicated 
in a cell line expressing LKB1 (HEK293T) and a cell line lacking the expression of LKB1 
(HeLa), therefore ruling out an effect from the endogenous LKB1 on the phosphorylation 
level of AMPK.  
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A set of reasons could be proposed in order to explain these experimental results: 
 AMPK is already in an active state (e.g. phosphorylated) from the beginning of the 
experimental procedure, therefore preventing any further interaction with CaMKKβ. 
This may be due to a basal level of activity of CaMKKβ prior to stimulation. This was 
assessed by activity assay (see section 7.3). 
 The interaction has a slow dynamics. Therefore, the proportion of interacting 
molecules at any given time is small compared to those not interacting. The changes 
in fluorescence signals therefore cannot be detected with the set-up used here. 
 The interaction has a very fast dynamics and the time resolution of the measurement 
does not allow the observation of the phenomenon.  
 During the interaction between AMPK and CaMKKβ, the fluorophores adopt a 
conformation that is not favourable for energy transfer (fluorophores are too far apart 
or the dipoles of the donor and acceptor are close to orthogonal), despite the use of 
flexible linkers already successfully used in previous FRET experiment [196]. 
 One or several components necessary to the interaction is limiting (such as 
calmodulin, as suggested previously [158]), therefore preventing the interaction. 
In particular, absolute measurements of donor fluorescence lifetime can be used to infer 
absolute FRET efficiency and potentially assess the presence of a AMPK/CaMKKβ complex.  
The following sections describe results of experiments aimed at testing these hypotheses by 
measurement of kinase activity and fluorescence spectroscopy.  
7.3 Activity assays of the kinases 
7.3.1 AMPK activity 
The activity of AMPK expressed from the vectors AMPK-2A-CaM was assessed by using the 
SAMS peptide assay [222].  This assay measures the incorporation of radioactive phosphate 
groups from hot ATP into a peptide (the SAMS peptide), which acts as a specific substrate of 
AMPK. Cell lysates were prepared from HEK293T cells that were, either non-transfected, or 
transfected with one of the AMPK-2A-CaM (or AMPK-2A) plasmids.  
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In each case, cells were either not treated (NT) or treated with ionomycin (IO) (5µM for 5min) 
before harvesting. AMPK was immunoprecipitated using the SIP2 antibody (anti-AMPK β1 
antibody) and its activity was measured by SAMS assay. 
 
Figure 7-12: AMPK activity. Cell lysates from non-transfected HEK293T cells (Not transf.), expressing AMPK-
2A or AMPK-2A-CaM were immunoprecipitated with SIP2 (anti-AMPK β1 antibody) and AMPK activity was 
measured with the SAMS assay. NT: no treatment, IO: ionomycin treatment (5 min). The error bars represent the 
standard deviations calculated from three different immunoprecipitations.  
In panel (a) of Figure 7-12, a significant increase in activity was obtained from cell lysate 
expressing the exogenous AMPK (gAMPK-2A or gAMPK-2A-CaM) compared to 
untransfected cells (Not transf.). The same observation could be made for bAMPK-2A-CaM 
(panel (b)). This confirmed that the AMPK protein expressed by AMPK-2A and AMPK-2A-
CaM was functional.  
The increase in activity observed with ionomycin treatment (full activation of CaMKKβ) from 
the AMPK-2A samples (IO compared to NT, both panels) was small compared to the 
increase observed in presence of exogenous CaMKKβ (AMPK-2A compared to AMPK-2A-
CaM, both panels). This observation suggests that the amount (or the activity) of the 
endogenous CaMKKβ (in the AMPK-2A-CaM sample) was not sufficient to activate the 
exogenous AMPK (expressed from the transfected plasmids) to a level similar to that 
observed with the exogenous CaMKKβ. 
In the samples where the exogenous CaMKKβ was present (AMPK-2A-CaM samples), a 
large increase of activity was obtained compared to the samples expressing AMPK only 
(AMPK-2A), suggesting a significant activation of the exogenous AMPK by the exogenous 
CaMKKβ.  
 
Page 228 of 292 
 
This was observed with or without the ionomycin treatment and the treatment did not further 
increase its activity (IO compared to NT in AMPK-2A-CaM samples). The unpaired Student 
t-test applied to the NT and IO samples of AMPK-2A-CaM showed no significant difference 
(p = 0.2091 for gAMPK-2A-CaM and p = 0.1220 for bAMPK-2A-CaM). 
The results from the activity assays presented here showed that the exogenous CaMKKβ 
exhibited activity without activation with calcium, leading to a high level of activity of AMPK 
similar to that observed after calcium activation. This would imply that the level of activity of 
the exogenous CaMKKβ before ionomycin stimulation was sufficient to activate the AMPK. 
7.3.2 CaMKKβ activity 
Cell lysates were prepared from HEK293T cells and immunoprecipitated with an in-house 
polyclonal anti-CaMKKβ antibody. Prior harvesting, a set of cells were also treated with 
ionomycin (10 µM, 5 min). 
Immunoprecipitated samples were prepared in duplicates and one set was treated with 
Ca2+/calmodulin, the other was not treated. The activity of CaMKKβ was measured indirectly 
by SAMS peptide assay after incubation with purified AMPK. The results are shown in 
Figure 7-13. 
 
Figure 7-13: CaMKKβ activity from immunoprecipitated cell lysate. (a) Non-transfected cells and (b) cells 
expressing either gAMPK-2A-CaM or bAMPK-2A-CaM. Lysates were incubated with purified AMPK in absence 
(marked as -) or in presence of Ca
2+
/calmodulin (marked as +). NT: no preliminary treatment, IO: ionomycin 
treatment (10 μM / 5 min). 
This activity assay showed that the exogenous CaMKKβ can significantly phosphorylate 
AMPK and therefore retained its kinase activity in presence of the fluorescent protein tag on 
its N terminus. 
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The preliminary treatment (NT or IO) did not affect the activity measurement. It is likely that 
the immunoprecipitation step removed CaMKKβ activators (Ca2+/calmodulin) from the 
ionomycin-treated sample (IO), bringing its activity back to its basal level, observed in the 
non-treated sample (NT). 
CaMKKβ was clearly active despite the absence of Ca2+/calmodulin. This was also observed 
in the laboratory on brain extract (Jess Zhao, internal communication) or if CaMKKβ was 
overexpressing in E. Coli (where calmodulin is not endogenously expressed, Dr. David 
Carmena, internal communication). This autonomous activity of CaMKKβ was also 
previously reported [6,201] for the substrate of CaMKKβ belonging to the CaMK family 
(CaMKI and CaMKIV) but the phosphorylation of AMPK by CaMKKβ was thought to require 
Ca2+/calmodulin.  
The presence of Ca2+/calmodulin (samples marked as + in Figure 7-13) induces a ~10-fold 
increase in CaMKKβ activity, in all samples (non-transfected as well as transfected).  
In order to validate and further investigate the activity of CaMKKβ, the vector expressing the 
acceptor only from bAMPK-2A-CaM (cp173Venus-CaMKKβ) was expressed in HEK293T 
cells and lysates were prepared. cp173Venus-CaMKKβ was immunoprecipitated with the 
anti-CaMKKβ antibody and activity was measured by SAMS assay.  
 
Figure 7-14: cp173Venus-CaMKKβ activity from cell lysates. Lysates were either non-treated (-), calcium 
treated (Ca
2+
) or calcium/calmodulin treated (Ca
2+
/calmodulin).  
The activity of CaMKKβ increased 2-fold when treated with calcium and another 10-fold if 
calmodulin was added. The presence of calmodulin is then critical to the activation of 
CaMKKβ by calcium. 
The basal level of activity of CaMKKβ expressed by AMPK-2A-CaM (~10% of its maximal 
activity in saturating Ca2+/calmodulin) may be sufficient to activate most AMPK in the 
sample. In this case, any further activation of CaMKKβ would not lead to any further 
interaction as the phosphorylated form of AMPK would already be predominant.  
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Therefore, these observations provided a potential explanation for the absence of 
measurable interactions in the live cell imaging experiments described in section 7.2.3. 
Additionally, these experimental observations are in good agreement with the current 
understanding of CaMKKβ activity regarding the need of calmodulin to obtain a fully 
activated CaMKKβ [165]. The presence of calmodulin at a similar level as that of the 
exogenous CaMKKβ is therefore essential to obtain a large proportion of activated form. 
This suggests that calmodulin is likely to be a limiting factor for the activation of the 
exogenous CaMKKβ by sole intracellular calcium increase.  
7.4 Fluorescence spectroscopy of the AMPK-2A-CaM constructs 
The cell imaging experiments presented in section 7.2.3 showed no changes in FRET 
between the fluorescently tagged AMPK and CaMKKβ, upon increase in intracellular 
calcium. Despite previous work observing the formation of a CaMKKβ / AMPK complex upon 
activation of CaMKKβ [7,67], the results of the co-immunoprecipitation experiments 
described in section 7.2.2 showed that the complex formed between the fluorescently tagged 
AMPK and CaMKKβ could not withstand the conditions of the protocol of 
immunoprecipitation used here. Additionally, the activity assays emphasized the importance 
of the calmodulin in the full activation of CaMKKβ. Taken together, these results indicate that 
the dynamic range of the CaMKKβ activation by intracellular calcium increase is likely to be 
limited by the amount of the calmodulin available. Additionally, the autonomous activity of 
CaMKKβ may reduce the amount of unphosphorylated AMPK complex available for the 
interaction. 
The effect of the level of calmodulin and / or Mg2+/ATP in the cell is extremely difficult to 
control in cell imaging. In order to increase the amount of calmodulin in the cell, an additional 
vector expressing calmodulin can be transfected into the cell. However, solution phase 
measurements (in particular time-resolved spectroscopy) offer here a much better control of 
the different experimental conditions and provide a complementary approach to that of the 
imaging. 
7.4.1 Excitation and emission spectra 
Fluorescence spectra from cytosol preparations were measured using a commercial 
spectrofluorometer. The cytosol preparations were prepared from HEK293T cells expressing 
either of the two AMPK-2A-CaM vectors, or the donor only version AMPK-2A. 
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Figure 7-15: Fluorescence spectra of gAMPK-2A-CaM (panel (a)) and bAMPK-2A-CaM (panel (b)). g2A: 
gAMPK-2A. b2A: gAMPK-2A. b2AC: gAMPK-2A-CaM. Emission spectra of gAMPK-2A and gAMPK-2A-CaM 
were obtained by exciting at 450 nm. Emission spectra of bAMPK-2A and bAMPK-2A-CaM were obtained by 
exciting at 400 nm. All measurements were made at room temperature.  
The fluorescence spectra shown in Figure 7-15 confirmed the expression of both donor and 
acceptor fluorophores. The spectra of the donor fluorophore (eGFP for gAMPK-2A-CaM or 
mTurquoise for bAMPK-2A-CaM) obtained from cytosol preparations expressing only the 
donor (AMPK-2A) or both donor and acceptor (AMPK-2A-CaM) showed an almost complete 
overlap. The emission spectrum of bAMPK-2A-CaM was, however, slightly higher than that 
of bAMPK-2A, between 500 nm and 550 nm. This additional fluorescence was attributed to 
the direct excitation of cp173Venus at 400 nm, as observed in its excitation spectrum (green 
line, panel (b)). This reveals the absence of sensitized emission from the acceptor, and, 
therefore, no FRET was measurable in the cytosol preparation in these conditions. 
7.4.2 Fluorescence lifetime spectroscopy experiments 
A sustained level of interaction is necessary here as time-resolved spectroscopy 
measurements may take up to several minutes and the FRET readout is directly related to 
the fraction of AMPK molecule being phosphorylated at a given time (the number of AMPK / 
CaMKKβ complex formed). However, as the AMPK accumulates in its phosphorylated form 
(AMPK-(P)), the rate of interaction (and therefore the FRET readout) is expected to 
decrease.  
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It is therefore important to take into account the rate of de-phosphorylation (AMPK-(P) into 
the non-phosphorylated form (simply called AMPK)) in order to be able to observe a 
sustained high level of interaction. The FRET readout is then maximal when the AMPK is 
predominantly in its de-phosphorylated form (maximum reaction rate).  
The protein phosphatase 2Cα (PP2Cα) was shown to dephosphorylate AMPK [32] and is 
now commonly used to dephosphorylate AMPK in in vitro assays [172]. More generally, any 
compound capable of affecting the activity of CaMKKβ or PP2Cα would in turn influence the 
level of interaction. By maximising the rate of the reactive cycle described in Figure 7-16, it 
is possible to maximise the FRET read-out. 
 
Figure 7-16: Reactive cycle determining the rate of interaction between AMPK and CaMKKβ and its major 
known effectors. AMPK-(P) represents the phosphorylated form of AMPK. Ca
2+
/calmodulin or a higher 
concentration of PP2Cα participate towards an increase in the reactive rate of the cycle (green arrows), whereas 
phosphatase inhibitors, Ca
2+
 chelators (for example EDTA) or STO609 contribute to a decrease of the rate of 
interaction (red arrows). 
In Figure 7-16, the green arrows describe the factors capable of increasing the cyclic rate, 
either by increasing the rate of phosphorylation (Ca2+/calmodulin) or increasing the rate of 
de-phosphorylation (higher concentration of PP2Cα). The red arrows represent the factors 
reducing the interaction by inactivating CaMKKβ (Ca2+ chelator, STO609 [202]) or by 
blocking the de-phosphorylation (phosphatase inhibitor). 
Time-resolved fluorescence spectroscopy experiments were carried out on cytosol 
preparation of HEK293T cells expressing either of the two AMPK-2A-CaM vectors. The 
different samples conditions are described in Table 7-3. 
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# ATP MgCl2 CaCl2 CaM PP2Cα STO609 EDTA 
0 - - - - - - - 
1 1mM 1mM - - - - - 
2 1mM 1mM 1mM - - - - 
3 1mM 1mM 1mM 1mM - - - 
4 1mM 2mM - - 1mM - - 
5 1mM 2mM 1mM 1mM 1mM - - 
6 1mM 1mM - - - 10µM - 
7 1mM 1mM - - - - 2mM 
Table 7-3: Experimental conditions used for the time-resolved spectroscopy of the AMPK-2A-CaM. 
Experimental conditions #0-1: basal levels, #2-5: activators of the interaction, #6-7: inhibitors of the interaction. 
CaM: calmodulin. 
Conditions #0-1 provide the appropriate controls. The conditions #2-3 test the presence of 
calmodulin in the sample and maximise the activity of CaMKKβ. The conditions #4-5 
maximise the cyclic rate by activating CaMKKβ and adding PP2Cα in large amount. The 
conditions #6-7 are negative controls, expected to abolish any interaction (no FRET). 
The FRET controls for this lifetime-based readout were obtained by measuring the 
fluorescence lifetime of the donor fluorophore in absence of the acceptor (cytosol 
preparations of AMPK-2A), as shown in Figure 7-17. 
 
Figure 7-17: Fluorescence decay of eGFP (panel (a)) and mTurquoise (panel (b)) measured respectively 
from cytosol preparations of gAMPK-2A and bAMPK-2A. A single exponential decay model was fitted using 
TRFA. gAMPK-2A (2.425 ns, χ2 = 2.100) and bAMPK-2A (3.594 ns, χ2 = 1.225). Res.: residuals from the fit.  
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Table 7-4 shows the results of the fluorescence decay fitting obtained with eGFP and 
mTurquoise fused to AMPK. The fluorescence decay of eGFP was fitted to both a single and 
double exponential model. 
 τ1 (ns) τ2 (ns) p1 p2 <τ  (ns) χ2 
gAMPK-2A (single exp.) 2.425 - 1 - 2.425 2.100 
gAMPK-2A (double exp. ) 2.581 1.303 0.79 0.21 2.430 1.167 
bAMPK-2A 3.594 - 1 - 3.594 1.225 
Table 7-4: Results from the fitting of the fluorescence decay of gAMPK-2A and bAMPK-2A. Both single and 
double exponential model were applied to eGFP (gAMPK-2A) and a single exponential model was used for 
mTurquoise (bAMPK-2A). <τ> represents the average lifetime as defined by equation (2.1). 
The fluorescence decay of eGFP was better described by a double exponential decay (χ2 is 
improved from 2.100 to 1.167) but the lifetime obtained from the single exponential model 
described accurately the average lifetime obtained with the double exponential fitting. These 
values are in good agreement with those reported in the literature [83,94,159]. Also, 
mTurquoise was well fitted with a single exponential model leading to a lifetime of 3.594 ns 
(χ2 = 1.225), in good agreement with the literature [62].  
The fluorescence decays of gAMPK-2A-CaM and bAMPK-2A-CaM were also measured in 
the different conditions described by Table 7-3. The results of bAMPK-2A-CaM are shown in 
Figure 7-18. 
 
Figure 7-18: Fluorescence lifetime of bAMPK-2A and bAMPK-2A-CaM in the different experimental 
conditions described by Table 7-3. The sample #6 was fitted to a triple exponential model and is not shown 
here. Error bars are obtained by 67% confidence interval given by the fitting software. 
The fluorescence lifetime of mTurquoise in the AMPK vector (bAMPK-2A #0) has a lifetime 
of 3.59 ns ± 0.02 ns and was unaffected by the presence of MgCl2/ATP (bAMPK-2A #1).  
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In the samples where the acceptor fluorophore was present (bAMPK-2A-CaM #1-5 & #7), 
the lifetime of mTurquoise did not exhibit any shortening and was in agreement with the 
lifetime obtained in absence of acceptor, suggesting that no energy transfer occur between 
the fluorophores. 
The sample #6 exhibited an anomalous decay best fitted with a triple exponential model, 
which can be explained by the fact that STO609 is fluorescent in the spectral range where 
mTurquoise was measured.  
The fluorescence emission and excitation spectra of STO609 were analysed using the 
commercial Shimadzu RF-5301PC spectrofluorometer. The fluorescence decay was 
measured with the home-built time-resolved spectrofluorometer and fitted using the TRFA 
software. The emission and excitation spectra are shown in Figure 7-19 panel (a), along 
with its fluorescence decay, panel (b).  
 
Figure 7-19: Fluorescence properties of STO609. (a) Emission spectra (excitation 430 nm) and excitation 
spectra (emission 570 nm) of STO609. (b) Fluorescence decay and fitted curve (single exponential) leading to a 
lifetime of 0.879ns (χ
2
=1.217). The excitation maximum of STO609 was 390 nm and its emission maximum was 
535 nm. STO-609 was prepared with a concentration of 10 μM in membrane resuspension buffer. 
The fluorescence lifetime obtained for b2AC in conditions #1 and #6, as well as that of 
STO609 are shown in Table 7-5. 
 τ1 (ns) τ2 (ns) τ3 (ns) p1 p2 p3 < τ  χ2 
b2AC #1 3.600 - - 1 - - 3.600 1.155 
b2AC #6 0.750 3.175 5.99 0.295 0.522 0.183 4.032 1.062 
STO609 0.879 - - 1 - - 0.879 1.217 
Table 7-5: Fluorescence decay components of bAMPK-2A-CaM. b2AC: bAMPK-2A-CaM. In conditions #1 
(b2AC #1) and #6 (b2AC #6), as well as STO609 in conditions #1. The average lifetime <τ  was calculated as 
defined by equation (2.1). 
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The short component obtained for sample #6 (0.750 ns) could be attributed to STO609 
(fluorescence lifetime 0.879 ns). The two longer lifetimes originate from a mixture of the 
fluorescence decay from mTurquoise and an anomalously long lifetime component the origin 
of which is unclear. 
Similar results were obtained with the green version gAMPK-2A-CaM, as shown in Figure 
7-20. 
 
Figure 7-20: Fluorescence lifetime of gAMPK-2A and gAMPK-2A-CaM. Conditions #0, 4 and 5 are shown 
here. Error bars were obtained by an accurate estimation of the 67% confidence interval given by the fitting 
software. 
The time-resolved fluorescence spectroscopy experiments described showed that no FRET 
was measurable between the fluorescently tagged AMPK and CaMKKβ in solution phase in 
conditions designed to maximise the interactions.  
7.5 Discussion 
For the two vectors (gAMPK-2A-CaM and bAMPK-2A-CaM) designed for the monitoring of 
AMPK activation by its upstream kinase CaMKKβ, the expression of the AMPK γ subunit 
was thought to be expressed as an uncleaved product with the AMPK β subunit (β1-F2A-γ1-
T2A). However, the presence of the individual β1 subunit (in addition to the uncleaved 
product β1-F2A-γ1-T2A) implies that the individual γ1 was also expressed but subunits 
subsequently degraded. 
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Anderson et al. [7] speculated a model of AMPK activation by CaMKKβ in which the 
CaMKKβ replaces the AMPK γ subunit and stabilizes the AMPKαβ complex. With this 
model, CaMKKβ, which is largely overexpressed in the present study, would have then 
displaced the AMPK γ subunit, which therefore would have been more likely to be degraded, 
which is in agreement with the observations obtained from Western blotting. Testing for the 
expression of the AMPK γ subunit in cells transfected with AMPK-2A (no exogenous 
CaMKKβ) vectors would address further this hypothesis. Further work could also consist in 
replacing the F2A peptide, for instance, by a P2A peptide with high cleavage efficiency [103]. 
However, despite the absence of an equimolar stoichiometry between the AMPK subunits, 
the AMPK protein showed to be functional by activity assays and, importantly could be 
phosphorylated by the exogenous CaMKKβ. Therefore, and because the fluorescent tag of 
AMPK is placed on the α subunit (where the Thr-172 residue is located), the issues linked to 
the subunit stoichiometry are not expected to affect the occurrence of FRET upon CaMKKβ 
activation.  
In addition, the activity assays carried out in this study confirmed that the exogenous 
CaMKKβ was functional and could be efficiently activated by Ca2+/calmodulin. However, the 
expression of the vectors (gAMPK-2A-CaM using eGFP/mCherry or bAMPK-2A-CaM using 
mTurquoise/cp173Venus as FRET pair) did not show a measurable ratiometric FRET 
contrast upon activation of CaMKKβ by calcium in live cells. Western blotting and 
spectroscopy confirmed the expression of the fluorescent proteins in fusion to their expected 
partner (eGFP, or mTurquoise tagged to AMPK α, and mCherry, or cp173Venus tagged to 
CaMKKβ).  
The autonomous activity of CaMKKβ and the effect of calmodulin as a limiting factor in the 
cell were considered as potential factors limiting the dynamic range of the interaction. These 
hypotheses were investigated by time-resolved spectroscopy on solution phase (cytosol 
preparation of cells expressing the vectors) by providing optimal conditions for CaMKKβ 
activation and a sustained interaction (presence of the phosphatase PP2Cα). These 
experiments were unsuccessful in providing a measurable fluorescence lifetime change, the 
sign of the energy transfer between the fluorophores. However, in time-resolved 
spectroscopy approaches, a sustained level of interaction is necessary to allow a reliable 
measurement of fluorescence decay (measurements may take up to ~60s). Therefore, the 
technique provides a measurement of the steady-state level of interaction and this loss of 
temporal resolution may contribute towards explaining these observations.  
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In addition, CaMKKβ could not be co-immunoprecipitated with AMPK (using an anti AMPK 
β1 antibody), suggesting that the complex formed by CaMKKβ and AMPK cannot withstand 
the standard immunoprecipitation conditions. The strength of the complex formed by the 
fluorescently tagged AMPK and CaMKKβ can potentially be assessed by changing the 
stringency of the conditions of immunoprecipitation. Additionally, it is possible that the SIP2 
antibody (directed against the β1 subunit of AMPK) may disrupt the stability of the complex. 
Immunoprecipitation with an antibody against the α subunit of AMPK could be tested, as 
used by Anderson et al. [7]. 
The autonomous activity of CaMKKβ also appeared to be a central issue in this study. 
Therefore, the co-expression of AMPK and CaMKKβ may cause the high level of AMPK 
activation observed in absence of calcium stimulation. This issue could be addressed by 
using a mutant version of CaMKKβ increasing significantly the Ca2+/calmodulin-dependant 
activity of CaMKKβ, achievable by deletion of the regulatory segment on its N-terminal [201] 
or mutation of the autophosphorylation site in the autoinhibitory region [203]. The effect of 
insufficient endogenous calmodulin in live-cell imaging may also be overcome by allowing for 
its overexpression, for example by inserting a calmodulin-coding gene separated by a further 
2A peptide in the same vector.  
Alternatively, the endogenous AMPK and CaMKKβ may be edited to be expressed as a 
fusion protein with the appropriate fluorescent proteins. Techniques like the Zinc Finger 
Nuclease (ZFN) [49,125], now commercially available, allow for endogenous level of 
expression of fusion proteins. 
7.6 Conclusion 
Overall, this study showed that the applications of the AMPK-2A-CaM constructs for FRET 
imaging and in particular in the study of the dynamics of the interaction between AMPK and 
CaMKKβ in the living cell are clearly limited. However, the creation of vectors containing all 
AMPK subunits using the 2A peptide and expressed on a single open reading frame is novel 
and may find application in imaging (localisation of AMPK) as well as in biochemical assays.  
However, no other published study has attempted to monitor the phosphorylation event of a 
kinase using intermolecular FRET. Various approaches have been taken for the study of 
phosphorylation using FRET [126] but one efficient strategy uses the intramolecular FRET 
approach using biosensors containing a substrate of the kinase of interest on a folding 
backbone [45,205]. A general design scheme was even proposed by Komatsu et al. [108].  
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An intermolecular FRET approach was also successfully achieved for the study of the EGF 
receptor [150] but, here again, using a protein binding site and a substrate to the kinase of 
interest. Alternatively, other studies used fluorescently tagged antibodies designed against 
the phosphorylated form of the protein of interest to allow the formation of a strong complex, 
providing a steady FRET measurement [144,169]. These approaches do not allow the 
monitoring of the interaction of a kinase and its biological substrate but rather the level of 
kinase activity.  
The novelty of this work inevitably unravelled the challenges linked to both the methods and 
the complexity of the biological system and therefore pushes to refine the approaches for the 
understanding of the interaction.   
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Chapter 8 - Materials and methods 
8.1 Cell culture and transfection 
8.1.1 Cell culture 
HEK293T and HeLa cells were grown in Dulbecco’s modified Eagle medium (DMEM), 4.5 
g/L glucose, supplemented with 10% FBS (foetal bovine serum) and antibiotics (50 U/mL 
penicillin, 50 µg/mL streptomycin). The cultures were grown in an incubator maintained at 
37°C and 5% CO2 and routinely tested for presence of Mycoplasama. 
36 hours before imaging, cells were detached using Trypsin (Gibco). 200,000 cells were 
then plated on poly-L-lysine-treated 35 mm glass-bottom dishes (SPL life science), in full 
growth medium. 24 hours before imaging, cells were transfected using either PEI 
(polyethylenimine) for HEK293T cells or Lipofectamine 2000 for HeLa cells. Poly-L-lysine 
was purchased from Sigma. 
8.1.2 PEI transfection 
HEK293T cells were transfected with PEI (polyethylenimine, Sigma). Cells were washed with 
PBS (phosphate buffered saline solution) and 1mL of Opti-MEM (Invitrogen) at 37°C was 
added in each 35 mm dish. For each dish, 1 µg of DNA and 2.5 µL of PEI were diluted in 
34.5 µL of Opti-MEM. The solution was vortexed and left at room temperature for 20 min, 
before addition to the dish. Cells were left with the transfecting reagent for 6-7 hours, then 
washed with PBS and placed back in full growth medium, until imaging. 
8.1.3 Lipofectamine 2000 transfection 
HeLa cells were transfected with Lipofectamine 2000 (Invitrogen). Cells were washed with 
PBS and 1 mL of Opti-MEM at 37°C was added in each 35 mm dish. For each dish, 1 µg of 
DNA was diluted in 70 µL of Opti-MEM and 3 µL of Lipofectamine 2000 was diluted in 70 µL 
of Opti-MEM. The two solutions were mixed gently and left at room temperature for 5 min. 
The two solutions were then mixed together and left at room temperature for 25 min, before 
addition to the dish. Cells were left with the transfection reagent for 5-6 hours, then washed 
with PBS and placed back in full growth medium, until imaging. 
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8.2 Imaging 
8.2.1 Imaging solution 
Cells were imaged in physiological solution, containing 10 mM HEPES (4-(2-hydroxyethyl)-1-
piperazineethanesulfonic acid) at pH = 7.4. The composition of the physiological solution for 
HEK293T cells and HeLa cells is shown in Table 8-1. 
 NaCl KCl MgCl2 CaCl2 HEPES D-glucose 
HEK293T 130 mM 5 mM 0.5 mM 2 mM 10 mM 1 g/L 
HeLa 140 mM 5 mM 0.5 mM 1.3 mM 10 mM 1 g/L 
Table 8-1: Composition of the physiological solutions for HEK293T and HeLa cells. These were used as 
imaging solutions. 
Before imaging, cells were washed with physiological solution and 1 mL of physiological 
solution was added to the 35 mm dish for imaging. 
Before use, the physiological solution was equilibrated at the temperature at which the 
experiment was performed (either room temperature for experiments on the Leica SP5 or 
37°C for experiments on the wide-field MUX system). 
8.2.2 Leica SP5 confocal imaging  
Imaging of Fluo-4 (Invitrogen) in HeLa cells, presented in section 7.2.3, was carried out on a 
Leica SP5 confocal microscope, with a 40x immersion oil objective (HCX PL Apo 1.25 NA), 
at room temperature. The excitation wavelength was 488 nm and the fluorescence was 
recorded in the 500-550 nm channel. 
Imaging of HeLa and KEK293T cells expressing either gAMPK-2A-CaM or bAMPK-2A-CaM 
was also performed on a Leica SP5 confocal, using a 20x or 40 x objective (HCX PL Apo 
40x/1.25 NA and HC PL APO 20x/0.70 NA), at room temperature. gAMPK-2A-CaM was 
excited at 488 nm and measured in the 500-560 nm channel (eGFP) and 565-650 nm 
channel (mCherry). bAMPK-2A-CaM was excited at 458 nm and measured in the 465-500 
nm channel (mTurquoise) and the 505-555 nm channel (cp173Venus). 
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For the time-course experiments, the images in the two spectral channels were acquired 
simultaneously every 2s and the calcium release was obtained by using thapsigargin 
(Sigma-Aldrich). The stock solution was prepared at 1 mM in DMSO (dimethyl sulfoxide). 
Immediately before the experiment, thapsigargin was diluted down to 20 µM in physiological 
solution. 
The stimulation was obtained by adding 1 mL of the 20 µM thapsigargin solution to the 1mL 
of physiological solution covering the cells in the 35 mm dish from the beginning of the 
experiment. The final concentration of thapsigargin obtained here was therefore 10 µM. 
8.2.3 Wide-field MUX-FLIM imaging 
On the MUX-FLIM imaging system, all spectral filters were all obtained from Semrock and 
described with the following notation: central wavelength/band-width, e.g. a 482/35 filter 
represents a spectral filter centred around 482 nm with a total band-width or 35 nm (17.5 nm 
on either side of 482 nm). 
For the comparison of the TN-L15 and mTFP-TnC-Cit sensors using FLIM, HEK293T cells 
were transfected with either TN-L15 or mTFP-TnC-Cit and the imaging was carried out on 
the MUX-FLIM system (see section 2.2.3), with a 40x microscope objective (Olympus 
PlanApo 0.85 NA) at 37°C. TN-L15 was excited at 435 nm obtained after doubling of 870 nm 
from the tuneable ultrafast Mai-Tai laser. The emission was collected using a bandpass 
Semrock 482/35 spectral filter. mTFP-TnC-Cit was excited using the Fianium (SC-400-4) 
laser and a Semrock 445/45 spectral filter. Its emission was recorded with the Semrock 
494/20 emission filter. Cells were imaged in calcium-free physiological solution and the 
calcium calibration using ionomycin (Invitrogen) and EDTA (Sigma-Aldrich) was used, as 
reported by Palmer et al. [156]. Briefly, a baseline level was acquired for 200s, then, EDTA 
and ionomycin were added (10 mM EDTA, 5 µM ionomycin). Cells were imaged for another 
400s, then washed with physiological solution before adding ionomycin and CaCl2 (10 mM 
CaCl2, 5 µM ionomycin) and imaged for 400s. A FLIM image was acquired every 20s. 
Each frame of the time-course was fitted independently on a pixel-wise basis, after applying 
the appropriate intensity threshold. The average over all pixels in the cells was calculated 
leading to a single lifetime value for each frame of the time course. Then, the averages over 
all frames of each of the time-course were calculated (baseline, EDTA, Ca2+). The means 
and standard deviations of these 3 lifetimes were calculated over the repeats (n = 4). 
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The stock solution of ionomycin was prepared in DMSO at 10 mM. Immediately before 
imaging, the ionomycin was diluted to 10 µM in pre-warmed physiological solution. The 
stimulations were obtained by adding 1 mL of the 2x solution to 1mL of physiological 
solution. 
For the multiplexed imaging of TN-L15 and GFP-certifiedTM FluoForteTM (Enzo Life Sciences, 
with maximum excitation at ~530 nm and maximum emission at ~555 nm), HEK293T cells 
were first transfected with TN-L15 and then loaded with FluoForte prior to imaging. Cells 
were incubated with 10 μM FluoForte and 10 μM probenecid (Sigma) in HBSS (Gibco) with 
BSA (bovine serum albumin, Sigma) for 1h in the incubator. They were then thoroughly 
washed with PBS and placed immediately into physiological solution for imaging.  
TN-L15 was excited at 435 nm using a frequency doubled Ti:Sapphire laser (Tsunami, 
Spectra-Physics, UK) that was further filtered using a Semrock filter 434/17. Its emission 
was collected through a Semrock 482/35 spectral filter. FluoForte was excited with the 
Fianium laser (Semrock 565/24) and collected through a long pass filter Semrock 594LP. 
Cells were imaged with the PlanSApo 1.35 NA 60x Olympus objective at room temperature. 
Cells were imaged every 30s for 90s, and then stimulated by adding ionomycin and CaCl2 
(10 mM CaCl2 / 10 µM ionomycin). 
For the multiplexed imaging of mTFP-TnC-Cit and RedTnC, HEK293T cells were co-
transfected (1 µg of each DNA) 24 hours before imaging. The imaging was performed with 
the 60x objective (Olympus PlanSApo 1.35 NA) of the wide-field MUX-FLIM microscope. 
The microscope is fitted with an incubator enclosure which was set at 37°C. mTFP-TnC-Cit 
was excited with the Fianium laser (filtered with a Semrock 445/45 filter) and collected 
through a Semrock 494/20 filter. RedTnC was excited with the Fianium (filtered with a 
Semrock 565/24 filter) and the emission was detected through a Semrock 620/52 spectral 
filter. Cells were imaged every 10s. After 100s, cells were stimulated with thapsigargin 10 
µM. 
For FLIM data acquisition, the positions of the gates were determined by taking a finely 
temporally sampled FLIM acquisition of a typical sample (typically every 200 ps) and 
determining the average lifetime by binning all pixels and fitting a single exponential decay to 
the data points after the maximum. The average lifetime was then used to determine the 
positions of the gates for an equal spacing in intensity (ESI, as described in section 5.2.3).  
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A minimum of 9 gates are then necessary to reach 10% of the maximum in the last gate 
(also representing ~   τ). A total of 10 gates was typically used by adding an extra gate in 
the rising edge of the decay (set at 500 ps before the maximum for 1 ns gate width). 
8.2.4 Optical sectioning measurement 
The optical sectioning of the MUX-FLIM system was measured using a 100 nm thick layer of 
fluorescent polymer spin-coated on a cover slip [63]. The fluorescent polymer was excited 
with the supercontinuum source spectrally filtered with the 510/20 Semrock filter and its 
fluorescence was collected through a Semrock 585/40 filter. 
The camera was placed directly at the output of the CSU-X unit and an image was acquired 
at varying axial position with steps of 10 nm (using the motorised Olympus IX81 Z-stepper). 
The intensity of all pixels in a 50 x 50 pixels square at the centre of the field of view was 
summed at each axial position. A background image was treated similarly and the 
background value obtained this way was subtracted from the dataset. 
The sectioning data was fitted by assuming that the axial point spread function (PSF) is well 
described by a single Gaussian function given by the equation (8.1). 
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 (8.1) 
Where z is the distance in the axial direction, z0 is the position of the maximum and σ is the 
width of the Gaussian shape. 
The measurement was performed on a uniform fluorescent sheet of thickness 2a given by 
the top hat function H(z) described in equation (8.2). 
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Therefore the axial intensity can be described by the following equations 
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Which can be calculated using the integral of the Gaussian function erf. The model that was 
fitted to the sectioning data can then be written as equation (8.3). 
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This model was fitted to the data by taking into account the thickness of the layer (100 nm, 
therefore a = 50 nm) and that the data is affected by the presence of a background level. 
With this model, the FWHM (full width half maximum) is given by equation (8.4). 
     =  √    ( )  (8.4) 
8.3 Solution phase measurements 
All solution phase measurements were carried out in quartz cuvettes (Hellma Analytics). 
8.3.1 Cytosol preparation 
The protocol of cytosol preparations was previously described [114,134] and is here 
presented in Figure 8-1. 
 
Figure 8-1: Protocol for cytosol preparation. SN: supernatant. LB: lysis buffer. MRB: membrane resuspension 
buffer. 
Briefly, cytosol preparations were made from transfected HEK293T cells. 48 hours after 
transfection, cells were detached with Trypsin, and homogenised (using Ultra-Turrax, IKA) in 
lysis buffer. 
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The compositions of the lysis and membrane resuspension buffers are shown in Table 8-2. 
 TrisCl Mannitol EDTA Protease inhibitor cocktail 
Lysis buffer 50 mM 50 mM 100 µM 1 tablet / 50 mL 
Membrane resuspension buffer 50 mM 300 mM - 1 tablet / 50 mL 
Table 8-2: Composition of lysis and membrane resuspension buffer. pH was adjusted to 7.6. The protease 
inhibitor cocktail (cOmplete) was purchased from Roche. 
The debris from the homogenisation were spun down (500g, 10min at 4°C) and the 
supernatant was stratified on membrane resuspension buffer before ultra-centrifugation 
(40,000 rpm, 45 min, at 4°C). The supernatant obtained from ultracentrifugation was then 
further concentrated by centrifugation (3,000 rpm) on spin column (Vivaspin 6 from Sartorius 
Vivascience) with a cut-off of 30 kDa for FRET sensors or 10 kDa for single fluorophores.  
8.3.2 Commercial spectrofluorometer 
Measurements of excitation and emission spectra were performed on a commercial 
Shimadzu RF-5301PC spectrofluorometer, at room temperature. 
8.3.3 Multidimensional spectrofluorometer: the Cuvette system 
Time- and polarization-resolved solution phase measurements were carried out using an in-
house multidimensional spectrofluorometer [129]. This system combines a TCSPC detection 
system (Becker & Hickl, SPC 730) with a scanning monochromator and automated 
polarizers. For excitation, a supercontinuum source (Fianium, SPC400-2PP) can be tuned to 
the optimum excitation wavelength. The instrument response function (IRF) was obtained 
from a colloidal silica suspension (LUDOX SM-30, Aldrich).  
Unpolarized fluorescence decays were obtained by exciting the sample with a vertically 
polarized beam, and the fluorescence was measured at the magic angle polarization [115]. 
The temperature of the solution was controlled by using a cuvette holder connected to a 
temperature-controlled water bath (Grant, LTD6G & LTD6/20). 
8.3.4 Sample preparation 
Purified eGFP solution (rEGFP protein) was purchased from BD Clontech. It was diluted in 
membrane resuspension buffer to 10 µM before use. 
Page 248 of 292 
 
mTFP1 and ΔC11CFP were prepared from cytosol preparation diluted 1:10 in Component A 
of the calcium calibration kit #1 (Invitrogen). 
The calcium FRET sensors were prepared from cytosol preparation diluted 1:10 in a mixture 
of Component A and Component B of the calcium calibration kit #1.  
For a particular free calcium concentration, the volume fractions of components A and B 
from calcium calibration kit #1 (Invitrogen) were calculated using the complete mathematical 
description of the dissociation constant model, as shown in equation (8.5). 
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 (8.5) 
Where kD(EGTA) is the dissociation constant of EGTA, [Ca2+], [EGTA] and [EGTA · Ca2+] are 
respectively the concentrations of free calcium ion, calcium-free EGTA and calcium-bound 
EGTA. [EGTA]0 and [Ca2+]0 are respectively the total concentration of EGTA and calcium 
disregarding their status of binding. 
For the analysis of mixture of Rhodamine dyes, stock solutions of Rhodamine B and 
Rhodamine 6G were prepared at 2 µM in fresh Milli-Q water. The mixtures were prepared 
from mixing volumes from the stock solutions in different proportions, therefore keeping the 
total dye concentrations to 2 µM.  
8.4 Cloning methods 
All DNA plasmids were amplified by transformation into XL10 gold ultra-competent (Agilent 
Technologies) or JM109 competent cells (Promega), followed by purification using a DNA 
purification kit (QIAprep Spin Miniprep or Maxiprep Kit, Qiagen), following the manufacturer’s 
protocol. 
8.4.1 Plasmids 
eGFP (enhanced green fluorescent protein) was expressed from pEGFP-C1 (Clontech). 
mTFP1 was obtained from Allele Biotechnology (pmTFP1-N vector). The calcium sensor TN-
L15, cloned into the mammalian vector pcDNA3 was a generous gift from Dr. O. Griesbeck 
(LMU, Munich, Germany) [78]. The pcDNA3.1(+) vector was obtained from Dr. S. Raguz 
(MRC, CSC). 
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The plasmid for TagRFP-T was obtained upon request from the laboratory of Dr. Roger 
Tsien (University of California, San Diego, USA). The plasmid pmPlum expressing the 
fluorescent protein mPlum was purchased from Clontech. The plasmid for mKate2 was 
purchased from Evrogen (pmKate2-C). 
The sequence of the plasmid expressing iRFP was designed from the amino-acid sequence 
used and presented by Filonov et al. [53], by converting it into the nucleotide sequence using 
the codons with the highest frequencies in the human codon usage database. It was 
synthetized (Genscript) and cloned into pcDNA3.1(+) between HindIII and KpnI restriction 
sites. 
8.4.2 Cloning of ΔC11CFP 
ΔC11CFP was cloned using the TN-L15 plasmid as a template for PCR reaction. The 
forward primer (GATCGGATCCATGGTGAGCAAGGGC, BamH1 restriction site underlined) 
aligns with 15 base pairs of TN-L15.  
The reverse primer (GATCGAATTCTTAGGCGGCGGTCACG, EcoR1 restriction site 
underlined) introduced the ocre STOP codon (shown in red) at the end of the ΔC11CFP 
open reading frame followed by an EcoR1 restriction site. The digested fragment was then 
re-introduced into pcDNA3.1(+).  
8.4.3 Cloning of mTFP-TnC-Cit 
mTFP-TnC-Cit was obtained by substituting the ΔC11CFP sequence for the mTFP1 
sequence. To achieve this, mTFP1 was first amplified by PCR using a forward primer 
(AGACTGGATCCTCGAATTCG, BamH1 restriction site underlined) introducing a BamH1 
restriction site before the start codon of mTFP1, and a reverse primer 
(TCTGCATGCCCTTGTACAGC, SphI restriction site underlined) introducing a SphI 
restriction site before the STOP codon of mTFP1.  
The TN-L15 plasmid was digested with BamH1 and EcoR1 in order to obtain the TN-L15 
insert and the pcDNA3 backbone. The TN-L15 insert was further digested with SphI in order 
to obtain the TnC-Cit insert. The TnC-Cit insert, the mTFP1 insert (containing the BamH1 
and EcoR1 restriction sites) and the pcDNA3 backbone were ligated. 
At each step of the cloning of mTFP-TnC-Cit, the DNA was run on a 1% agarose gel. DNA 
bands were purified using a gel purification kit (Qiagen). 
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8.4.4 Cloning of RedTnC 
RedTnC was obtained by replacing CFP and Citrine of TN-L15 by TagRFP-T and mPlum 
respectively. The BamH1 and SphI restriction sites were respectively introduced at the 5’ 
and the 3’ end of TagRFP-T open reading frame by PCR (forward primer 
CGGATCCCATGGTGTCTAAG, BamH1 restriction site underlined, and reverse primer 
AGCATGCGCTTGTACAGC, SphI restriction site underline). The PCR product was then 
cloned into a TOPO Blunt vector. 
Similarly, the open reading frame of mPlum was amplified by PCR, introducing the restriction 
sites Sac1 and EcoR1 (forward primer AAGGAGCTCATGGAGGGCTCC, Sac1 restriction 
site underlined and reverse primer TTGGAATTCTAGAGTCGCGGC, EcoR1 restriction site 
underlined). The PCR product was then cloned into a TOPO Blunt vector.  
The Troponin C insert and the pCDNA3 backbone were obtained by digestion of TN-L15 
with SphI/Sac1 and BamH1/EcoR1 respectively. The TOPO Blunt vector containing 
TagRFP-T open reading frame was digested with BamH1/SphI to obtain the TagRFP-T 
insert. The TOPO Blunt vector containing mPlum open reading frame was digested with 
Sac1/EcoR1 to obtain the mPlum insert. The TagRFP-T, mPlum and Troponin C inserts 
were then ligated with the pcDNA3 backbone. 
8.5 Expression and activity assays 
8.5.1 Cell lysates 
Cell lysates were obtained from transfected HEK293T cells. The day before transfection, ~2 
million cells were plated on 10 cm diameter cell culture-treated dish. Cells were then 
transfected with 17 µg of DNA per 10 cm diameter dish and 43.5 µL of PEI, as described 
previously (see section 8.1.2). 48 hours after transfection, cells were lysed using 500 µL of 
the lysis buffer (50 mM HEPES, pH = 7.5, 50 mM NaFl, 5 mM NaPP, 1 mM EDTA 10% (v/v) 
glycerol, 1 mM DTT, 4 µg/mL trypsin inhibitor, 0.1 mM PMSF and 157 µg/mL benzamidine), 
scraped immediately from the dish and aliquoted. Insoluble material was removed by 
discarding the pellet after centrifugation at 10,000 g for 10 min at 4°C. In some cases, prior 
to the lysis, cells were treated with ionomycin 1 µM for 5 min in full growth medium. 
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8.5.2 Immunoprecipitation 
The immunoprecipitation was carried out using resin protein A (Sigma). Protein A was 
washed and equilibrated in HBA buffer (50 mM HEPES pH = 7.5, 50 mM NaF, 5 mM NaPP, 
1 mM EDTA and 10% glycerol). Then, 20 µL (bed volume) of pre-washed resin were added 
to ~100 µg of total protein, and topped up with 130 µL of HBA supplemented with protease 
inhibitor tablet (cOmplete, Roche) and DTT 1:5,000. The appropriate antibody was then 
added. The slurry was shaken at 4°C for 3-4 hours. The resin was then washed three times 
in HBA buffer by spinning (8,000 rpm, 1 min, 4°C), and supernatant was discarded.  
8.5.3 Activity assays 
The AMPK specific activity was assessed by measuring the level of phosphorylation of the 
SAMS peptide HMRSAMSGLHLVKRR [31] after incorporation of radio-labelled ATP ([32P]γ-
ATP). The SAMS peptide was synthesized by the peptide synthesis group (MRC, Clinical 
Sciences Centre, Hammersmith Hospital). Samples were assayed in 25 μL volumes in the 
presence of 50 mM HEPES, pH = 7.5, 200 μM SAMS peptide, 200 μM ATP, [32P]γ-ATP, and 
5 mM MgCl2 for 15 min at 37°C, shaking.  
After incubation, 20 µL of the reaction was spotted on P-81 phosphocellulose filter paper 
(Whatmann). The filter papers were then extensively washed with 1% (v/v) ortophosphoric 
acid and placed into scintillation vials. The 32P incorporation was measured by scintillation 
counting (Beckman LS60000SC). The specific activity of the hot ATP was measured by 
spotting 1 nmol of hot ATP on P-81 phosphocellulose paper on the same day. 
The activity (in moles of 32P incorporated into SAMS peptide per minute per total mass of 
protein loaded) was then calculated from the specific activity of the hot ATP and the 
appropriate blank measurements. 
8.5.4 SDS-PAGE 
SDS-PAGE was performed using MiniProtean II minigel electrophoresis system (BioRad). 
Gels were freshly prepared on the day of the experiment. Resolving and stacking gels 
contained 10% and 5% acrylamide/bis-acrylamide (National Diagnostics), respectively. The 
polymerisation reaction was catalysed by adding 10% APS (ammonium persulphate, Sigma, 
1:1,000 volume) and TEMED (tetramethylethylenediamine, Sigma, 1:2,500 volume).  
 
Page 252 of 292 
 
Samples were denatured at 100°C for 5 min in 4x Laemmli buffer (180 mM TrisCl pH = 6.8, 
40% glycerol, 4% sodium dodecyl sulphate (SDS), 4% beta-mercaptoethanol, 0.04% 
bromophenol blue). They were loaded into the gel and run at 130 V for 90 min using MOPS 
buffer (Invitrogen) and then transferred to a membrane for Western blot analysis. 
8.5.5 Western blot 
Samples were resolved by SDS-PAGE and electro-transferred to polyvinlidene difluoride 
(Perkin Elmer) membrane using the Mini Trans Blot system (BioRad) in CAPS buffer 
(Sigma). The transfer was run at 70 V for 3-4 hours at 4°C in order to avoid overheating. 
After transfer, the membrane was blocked in TBS (Tris buffered saline solution) buffer 
containing 5% skim milk powder (Oxoid) and 0.05 % Tween 20 (BDH Prolabo) for 1 hour at 
room temperature. The membrane was then incubated in the same blocking buffer with the 
primary antibody for 12-16 hours (overnight) at 4°C. 
NAME ANTI RAISED IN DILUTION REFERENCE 
1C51 mCherry mouse 1/1,000 AbCaM 
RS4 AMPK γ1 rabbit 1/1,000 in-house 
JL-8 GFP mouse 1/1,000 BD Biosciences 
8B5 CaMKKβ mouse 1/1,000 in-house 
SIP2 AMPK β1 rabbit 1/10,000 in-house 
2A 2A peptide rabbit 1/1,000 Millipore 
Table 8-3: List of primary antibodies used for the Western blot analysis of the AMPK-2A-CaM plasmids. 
SIP2 is a rabbit polyclonal antibody raised against GST fusion β1. RS4 is a rabbit polyclonal antibody raised 
against GST fusion γ1. 8B5 is a mouse monoclonal antibody raised against untagged CaMKKβ. 
The membrane was then washed with TBS buffer containing 0.05 % Tween 20 and then 
incubated with the appropriate secondary anti-mouse or anti-rabbit antibody (LI-COR 
IRDye® Infrared Dye secondary antibody) with a dilution of 1/10,000 for 1 h at room 
temperature. The signal was visualised using Odyssey Infrared Imager (Li-Cor 
Biotechnology). 
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8.6 Data analysis and simulations 
8.6.1 Calcium titration model 
The calcium titration model was derived from the equation of the dissociation constant and 
the total concentration of sensor, presented in equation (8.6). 
 {
[   ] = [   ]  [      
  ]
  =
[    ][   ]
[        ]
 (8.6) 
Where [TnC] is the concentration of the unbound Troponin C sensor, [TnC · Ca2+] is the 
concentration of the calcium-bound Troponin C sensor, [TnC]0 is the total concentration of 
Troponin C sensor, [Ca2+] is the concentration of free calcium and kD is the dissociation 
constant of the calcium sensor. 
The concentration of free calcium [Ca2+] was adjusted by the calcium calibration buffer 
(calcium calibration kit #1, Invitrogen) and was assumed to be unaffected by the presence of 
the calcium sensor. This assumption is reasonable considering that the buffers (EGTA/Ca2+) 
from the calcium calibration kit #1 were present in much higher concentration (mM range) 
compared to that of the sensor (µM range).  
The titration model, describing the relative concentration of the calcium-bound form of the 
Troponin C sensor (noted as p in equation (8.7)) as a function of the calcium concentration 
can easily be derived from equation (8.6). 
  =
[        ]
[   ] 
=
[    ]
   [    ]
 (8.7) 
The calcium titration was adapted in order to fit experimental data where the relative 
concentrations did not vary from 0 to 1. 
  = (         )
[    ]
   [    ]
      (8.8) 
Where p here represents the relative concentration of the closed conformation of the 
biosensor, pmin is the value at [Ca2+] = 0 μM and pmax is the value when [Ca2+] >> kD. 
The titration model was fitted to the experimental data by non-linear least square fitting using 
a custom-written MATLAB routine. The titration parameters (kD, pmin and pmax) were then 
obtained along with their errors based on the 67% confidence interval bounds.  
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When fitting the experimental results obtained from TRFA fitting to the titration model 
described by equation (8.8), it was necessary to define the relative weightings of the data 
points. For the data points at [Ca2+] = 0 µM and [Ca2+] = 40 µM, the standard deviation of the 
parameter p obtained from the experimental repeats was used. For all other concentrations, 
a linear interpolation between the measured standard deviation at the two endpoints was 
used. 
8.6.2 TCSPC data analysis from solution phase sample 
TCSPC data obtained from the cuvette system were analysed using the discrete sum of 
exponential models described in equation (8.9) using TRFA Data processor Advanced 1.4 
(SSTC). 
  ( ) =   ∑   
 
 
  
 
   
 (8.9) 
Where τi and pi respectively represent the lifetime and the contribution of the i-th 
component. 
The software estimates the parameters of the chosen model using non-linear least square 
fitting [69,130] by minimising the fitting criterion (χ2) shown in equation (8.10).  
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Where Fk and is the value of the measured fluorescence signal at the time bin k, and Fthk is 
the theoretical fluorescence signal obtained from the model. n is the total number of time 
bins analysed and m is the number of fitted parameters.  
The theoretical fluorescence signal is given by equation (8.11). 
    ( ) = [   (   )      ]  ( )    (8.11) 
Where IRF(t) is the normalised instrument response function obtained from the 
measurement of LUDOX,   is the time shift between the measured IRF and the measured 
fluorescence decay, BIRF is the IRF background, I(t) is the model as defined by equation 
(8.9), and B is the background level of the fluorescence decay. 
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For each decay, the background level B was measured in the constant region before the 
rising edge (by averaging over ~200 bins) and then fixed during the fitting. The instrument 
response function (IRF) was measured from a suspension of LUDOX at the excitation 
wavelength. The time shift between the IRF and the fluorescence decay ( ) and the IRF 
background (BIRF) were fitted by the software. No scattered light was measured in the 
fluorescence decay. 
Uncertainties on the fluorescence decay parameters were calculated using the confidence 
intervals calculated by the TRFA fitting software. It provides an analysis of the 67% 
confidence interval using an exhaustive search method. 
The 2- and 4-component model are particular cases of model using discrete sum of 
exponentials with N = 2 and N = 4, respectively.  
The paired ratio model enables the fitting of the ratio of contributions rather than 
contributions themselves, as shown in equation (8.12). 
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Where    =
  
  
  and    =
  
  
.  
In the paired ratio model used in section 2.3, the ratio r21 and r43 were linked and globally 
fitted such that r21 = r43 = r and remained invariant across the titration dataset. 
8.6.3 Time-resolved anisotropy analysis  
The time-resolved anisotropy dataset were analysed using the direct global fitting of the 
perpendicular and parallel polarization dataset with the full polarized decay model, described 
in equation (8.13), using TRFA. 
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Where θ is the polarization angle of the polariser in the emission path (θ = 0° for parallel 
polarization and θ = 90° for perpendicular polarization). r∞ is the residual anisotropy, and βk 
is the initial anisotropy of the component k. The parameters Tik are used for the associative 
model. 
TRFA fitting software allows associative and non-associative anisotropy model between the 
fluorescence lifetime components and the rotational correlation times by setting the 
parameters Tik to 0 or 1 depending on the association.  
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The fluorescence decays components (pi, τi) were obtained from the dataset acquired at the 
magic angle and then fixed for the perpendicular and parallel datasets. r∞ was fixed to zero 
(no hindered motion).  
The expressions of the parallel I‖(t) and perpendicular I┴(t) polarized decays were then 
respectively fitted to equations (8.14). 
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 (8.14) 
Where all parameters were globally fitted and the G factor (G) was fixed to the experimental 
values measured using Rhodamine 6G in water.  
The G factor (G) was measured by acquiring the fluorescence decays of Rhodamine 6G (2 
µM in water) in both polarization channels upon excitation with a horizontally polarized laser 
beam. The photons in each decay were added to obtain the measured fluorescence intensity 
in each channel and the G factor was calculated as shown in equation (8.15). 
  =
   
   
 (8.15) 
Where Ivh is the sum of all photons in the parallel channel and Ihh is the sum of all photons in 
the perpendicular channel, both acquired upon excitation with a horizontally polarized laser 
beam. 
8.6.4 Analysis of time-gated FLIM data 
The analysis of the time-gated FLIM data was performed using the in-house MATLAB based 
analysis software FLIMfit, developed by Sean Warren (Photonics group, Imperial College). 
The software use the non-linear least square-fitting, minimising the χ2 parameter described 
in equation (8.10).  
The image background was obtained by acquiring a sequence of images (typically 30 
images) with the same experimental conditions (camera integration time, HRI settings etc.) 
but with the laser switched off. The frames were then averaged and the background image 
obtained this way was subtracted from each time-gated image.  
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The IRF (instrument response function) was taken into account by reference re-convolution 
[115]. A solution of short lifetime dye was placed into a 35 mm glass-bottom dish and its 
fluorescence decay was acquired with the same spectral filter sets as the sample but with 
the highest possible time resolution (25 ps). 
In order to take into account the effect of the HRI irising, a shift map was built from this 
dataset. First, a region of the image across which the shift is thought to be constant (typically 
the image of the centre of the HRI) was selected to estimate the shape of the gate 
(convolved with the fluorescence decay of the short lifetime dye). The gate shape was 
assumed to be identical across the image and only affected by a time shift. Then, by 
maximising the cross-correlation of the shape with the decay in each pixel, a time shift was 
obtained for each pixel, creating the shift map. Therefore, the gate shape and the shift map 
could be used to provide a reference of known lifetime for each pixel. The incomplete decays 
were also taken into account by the fitting software. 
For imaging in the blue channel (imaging of TN-L15 or mTFP-TnC-Cit), a measurement of 
DASPI (Radiant Dye laser) at 20 µM in water (reference lifetime 130 ps) or Auramine O 
(Sigma-Aldrich) at 20 µM in water (reference lifetime 60 ps) was used. For imaging in the red 
channel (imaging of RedTnC or FluoForte), a solution of Erythrosin B (Sigma-Aldrich) at 20 
µM in water (reference lifetime 180 ps) was used. 
The intensity images were obtained by adding all time gated images from the same FLIM 
acquisition together at each frame of time course. The cells or regions of interest were 
isolated from the background either by intensity thresholding, image segmentation or manual 
selection.  
8.6.5 Phasor plot analysis 
The phasor plot analysis of the solution phase TCSPC data was performed using a custom 
written MATLAB routine.  
The calculation of the phasor plot from TCSPC data follows this sequence: 
 The background level was removed by averaging over the flat region of the decay, 
located before the rising edge (typically over ~200 bins) 
  ( ) =   ( )    (8.16) 
Where I(i) represents the decay after background removal and Im(i) is the decay measured. 
B is the background calculated from averaging the region before the rising edge. 
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 The data were trimmed appropriately to (t1,t2), where t1 = t(i1) and t2 = t(i2), at the 
bin indices i1 and i2. And the angular frequency was adapted accordingly. 
  =
  
     
 (8.17) 
Note that, when no trimming is applied, t1 = 0 and t2 = T and  =
  
 
. 
 The phasor coordinates of the decay were calculated using equation (8.18). 
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Where i represents the index of the TCSPC bin, i1 and i2 are the indices of t1 and t2, 
respectively.  
 The phasor coordinate of the reference decay (Gref,Sref) is similarly calculated using 
equation (8.18). The theoretical coordinates (Gth,Sth) of the reference can be 
calculated with equation (3.3). The coordinate of any decay has to be corrected to 
take into account the effect of the IRF. The corrected coordinates (Gc,Sc) are 
described by equation (8.19). 
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Since the IRF is used as a reference, the reference lifetime is zero and therefore its 
theoretical phasor coordinates are Gth = 1, Sth = 0. The equation can then be simplified and 
equation (8.20) is obtained. 
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) (8.20) 
The coordinates (Gc,Sc) were then displayed on the phasor plot and used for the calculation 
the phase and modulation lifetimes. 
The method used in this study to obtain the lifetimes and fractions from mixture data is 
based on the fitting of the two lifetimes corresponding to the intersections of the straight line 
(mixture line) with the universal circle.  
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The respective equations of the straight line joining the two purely single exponential 
components (equation (8.21)) and that of the universal circle (equation (8.22)) are shown 
below. 
  =  (     )     (     ) (8.21) 
   =      (8.22) 
Where  (τ1 τ2) and b(τ1 τ2) are respectively the slope and intercept of the straight line, both 
functions of the lifetimes τ1 and τ2. 
The solution to this set of equations leads to two solutions representing the two intersections 
of the straight line with the universal circle. These two points are represented by the 
coordinates (G1,S1) and (G2,S2). These coordinates can also be expressed as their 
corresponding lifetimes (respectively τ1 and τ2) using equation (3.3), leading to equation 
(8.23), also previously described by Clayton et al. [26]: 
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By using a non-linear least square fitting routine using MATLAB, the two lifetimes were fitted 
along with their confidence intervals. The confidence interval, returning the lower and upper 
bound of the lifetimes, was calculated with a confidence of 67%. The error on the lifetime 
was then reported as calculated from equation (8.24). 
  
      
 
 (8.24) 
Where τlb and τub are respectively the lower bound and upper bound the lifetime. 
The fractions were obtained by calculating the position of the orthogonal projections of the 
phasor points onto the fitted line (mixture line) and then calculating the distances separating 
the orthogonal projections and the pure species on the plot, as described by Figure 3-2.  
The errors on the fractions were estimated by assuming that the errors on the slope and 
intercept are anti-correlated. This can be easily visualised graphically on Figure 8-2. 
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Figure 8-2: Graphical representation of the model of error propagation from the confidence interval of the 
lifetime τ1 and τ2.The superscript ub and lb respectively refer to the upper bound and the lower bound obtained 
from the confidence interval of the lifetimes. 
The fractions obtained by orthogonal projection onto the line joining τ1ub and τ2ub or τ1lb and 
τ2lb give an estimate of the upper and lower bounds on the fractions due to the errors on the 
lifetimes.  
8.6.6 Description of the photon counting simulation 
TCSPC data were simulated by generating arrival times of single photons. The exponential 
decay model was used to describe the probability density of emission of the photon. 
Similarly, the excitation time was calculated using the model IRF as the probability density of 
excitation of the photon. Figure 8-3 describes the method developed in MATLAB to compute 
the photon arrival time histogram. 
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Figure 8-3: Scheme of the photon counting simulation. PRNG: Pseudo-random number generator. N : total 
number of photons generated for the decay. x1(i) and x2(i) are the pseudo-random number generated for the 
calculation of the arrival time of the photon i.   
The probability density of emission and excitation of a photon are respectively given by the 
fluorescence decay model and the IRF model. The cumulative probability densities were 
calculated from the probability densities. Two numbers x1(i) and x2(i) were generated by 
pseudo-random number generator (PRNG) from the uniform distribution between 0 and 1 
using the MATLAB function rand. These numbers were used to obtain the corresponding 
emission time and excitation time (respectively tem and tex shown in Figure 8-3). The total 
arrival time is the sum of the two (tarr = tem + tex). Once a total of N arrival times are 
generated (corresponding to N photons), they were binned to form a histogram of arrival 
times. The IRF was simulated by fixing the emission time (tem) to zero.  
The background level (B) was determined from the afterpulsing level set for the simulation 
(Pap), the total number of photons (N) and the number of time bins (nbins) as shown in 
equation (8.25). 
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 (8.25) 
Typically nbins = 4,096, N = 3,000,000 and Pap = 1.5%, therefore B = 10. 
The background was simulated by generating an array of randomly distributed values using 
the MATLAB function poissrnd with a distribution parameter given by the background level B, 
which was then added to the arrival time histogram. 
8.6.7 Computation of the Nipkow disk sectioning strength 
An in-house MATLAB code, written by Dr. Stephane Oddos, was used to perform numerical 
computations of the image formation of a uniform fluorescent sheet in the sample plane 
through a Nipkow disk system, using the Fourier optics theory. A range of defocus is then 
applied and the laterally-integrated intensity was calculated for each defocus, leading to the 
axial intensity profile. The sectioning strength was then calculated by taking the full width half 
maximum (FWHM) of the axial intensity profile. The errors on the FWHM were given by the 
spatial sampling in the axial direction (z). The Nipkow disk system was simulated as a 7x7 
array of equally spaced pinholes, as shown in Figure 8-4. 
 
Figure 8-4: CSU-X Nipkow disk transmittance used for the computation of its sectioning strength. A 7x7 
array of equally spaced pinholes was used. 
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8.7 DNA maps 
8.7.1 Map of mTFP-TnC-Cit & RedTnC 
Scheme of mTFP-TnC-Cit: 
BamH1 – mTFP1 – SphI – TnC – Citrine – EcoR1 
DNA sequence of mTFP-TnC-Cit: 
GGATCCTCGAATTCGGTACCTCAAGCTTGCGGCCGCCTCGAGGCCACCATGGTGAGCAAGGGCGAGGAGACCACAATGGGCGTAATCAAGCCCGACATGAAGATCAA
GCTGAAGATGGAGGGCAACGTGAATGGCCACGCCTTCGTGATCGAGGGCGAGGGCGAGGGCAAGCCCTACGACGGCACCAACACCATCAACCTGGAGGTGAAGGAGG
GAGCCCCCCTGCCCTTCTCCTACGACATTCTGACCACCGCGTTCGCCTACGGCAACAGGGCCTTCACCAAGTACCCCGACGACATCCCCAACTACTTCAAGCAGTCC
TTCCCCGAGGGCTACTCTTGGGAGCGCACCATGACCTTCGAGGACAAGGGCATCGTGAAGGTGAAGTCCGACATCTCCATGGAGGAGGACTCCTTCATCTACGAGAT
ACACCTCAAGGGCGAGAACTTCCCCCCCAACGGCCCCGTGATGCAGAAGAAGACCACCGGCTGGGACGCCTCCACCGAGAGGATGTACGTGCGCGACGGCGTGCTGA
AGGGCGACGTCAAGCACAAGCTGCTGCTGGAGGGCGGCGGCCACCACCGCGTTGACTTCAAGACCATCTACAGGGCCAAGAAGGCGGTGAAGCTGCCCGACTATCAC
TTTGTGGACCACCGCATCGAGATCCTGAACCACGACAAGGACTACAACAAGGTGACCGTTTACGAGAGCGCCGTGGCCCGCAACTCCACCGACGGCATGGACGAGCT
GTACAAGGGCATGCTCAGCGAGGAGATGATTGCTGAGTTCAAAGCTGCCTTTGACATGTTTGATGCGGACGGTGGTGGGGACATCAGCACCAAGGAGTTGGGCACGG
TGATGAGGATGCTGGGCCAGAACCCCACCAAAGAGGAGCTGGATGCCATCATCGAGGAGGTGGACGAGGATGGCAGCGGCACCATCGACTTCGAGGAGTTCCTGGTG
ATGATGGTGCGCCAGATGAAAGAGGACGCCAAGGGCAAGTCTGAGGAGGAGCTGGCCAACTGCTTCCGCATCTTCGACAAGAACGCTGATGGGTTCATCGACATCGA
GGAGCTGGGTGAGATTCTCAGGGCCACTGGGGAGCACGTCATCGAGGAGGACATAGAAGACCTCATGAAGGATTCAGACAAGAACAATGACGGCCGCATTGACTTCG
ATGAGTTCCTGAAGATGATGGAGGGTGTGCAGGAGCTCATGGTGAGCAAGGGCGAGGAGCTGTTCACCGGGGTGGTGCCCATCCTGGTCGAGCTGGACGGCGACGTA
AACGGCCACAAGTTCAGCGTGTCCGGCGAGGGCGAGGGCGATGCCACCTACGGCAAGCTGACCCTGAAGTTCATCTGCACCACCGGCAAGCTGCCCGTGCCCTGGCC
CACCCTCGTGACCACCTTCGGCTACGGCCTGATGTGCTTCGCCCGCTACCCCGACCACATGCGCCAGCACGACTTCTTCAAGTCCGCCATGCCCGAAGGCTACGTCC
AGGAGCGCACCATCTTCTTCAAGGACGACGGCAACTACAAGACCCGCGCCGAGGTGAAGTTCGAGGGCGACACCCTGGTGAACCGCATCGAGCTGAAGGGCATCGAC
TTCAAGGAGGACGGCAACATCCTGGGGCACAAGCTGGAGTACAACTACAACAGCCACAACGTCTATATCATGGCCGACAAGCAGAAGAACGGCATCAAGGCCAACTT
CAAGATCCGCCACAACATCGAGGACGGCAGCGTGCAGCTCGCCGACCACTACCAGCAGAACACCCCCATCGGCGACGGCCCCGTGCTGCTGCCCGACAACCACTACC
TGAGCTACCAGTCCGCCCTGAGCAAAGACCCCAACGAGAAGCGCGATCACATGGTCCTGCTGGAGTTCGTGACCGCCGCCGGGATCACTCTCGGCATGGACGAGCTG
TACAAGTAA 
 
Scheme of RedTnC: 
BamH1 – TagRFP-T – SphI – TnC – Sac1 – mPlum – EcoR1 
 
8.7.2 Map of mK-iR 
Scheme of mK-iR: 
BamH1 – KS – mKate2 – SphI – GGSGGS linker – Sac1 – iRFP – EcoR1 
KS: Kozak sequence. 
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DNA sequence of mK-iR: 
GGATCCGCCGCCACCATGGTGAGCGAGCTGATTAAGGAGAACATGCACATGAAGCTGTACATGGAGGGCACCGTGAACAACCACCACTTCAAGTGCACATCCGAGGG
CGAAGGCAAGCCCTACGAGGGCACCCAGACCATGAGAATCAAGGCGGTCGAGGGCGGCCCTCTCCCCTTCGCCTTCGACATCCTGGCTACCAGCTTCATGTACGGCA
GCAAAACCTTCATCAACCACACCCAGGGCATCCCCGACTTCTTTAAGCAGTCCTTCCCCGAGGGCTTCACATGGGAGAGAGTCACCACATACGAAGACGGGGGCGTG
CTGACCGCTACCCAGGACACCAGCCTCCAGGACGGCTGCCTCATCTACAACGTCAAGATCAGAGGGGTGAACTTCCCATCCAACGGCCCTGTGATGCAGAAGAAAAC
ACTCGGCTGGGAGGCCTCCACCGAGACCCTGTACCCCGCTGACGGCGGCCTGGAAGGCAGAGCCGACATGGCCCTGAAGCTCGTGGGCGGGGGCCACCTGATCTGCA
ACTTGAAGACCACATACAGATCCAAGAAACCCGCTAAGAACCTCAAGATGCCCGGCGTCTACTATGTGGACAGAAGACTGGAAAGAATCAAGGAGGCCGACAAAGAG
ACCTACGTCGAGCAGCACGAGGTGGCTGTGGCCAGATACTGCGACCTCCCTAGCAAACTGGGGCACAGAGCATGCGGAGGATCAGGAGGATCAGAGCTCATGGCTGA
AGGCAGCGTCGCCAGGCAGCCTGACCTCCTCACCTGCGACGATGAGCCGATCCATATCCCCGGTGCCATCCAACCGCATGGACTGCTGCTCGCCCTCGCCGCCGACA
TGACGATCGTTGCCGGCAGCGACAACCTTCCCGAACTCACCGGACTGGCGATCGGCGCCCTGATCGGCCGCTCTGCGGCCGATGTCTTCGACTCGGAGACGCACAAC
CGTCTGACGATCGCCTTGGCCGAGCCCGGGGCGGCCGTCGGAGCACCGATCACCGTCGGCTTCACGATGCGAAAGGACGCAGGCTTCATCGGCTCCTGGCATCGCCA
TGATCAGCTCATCTTCCTCGAACTGGAGCCTCCCCAGCGGGACGTCGCCGAGCCGCAGGCGTTCTTCCGCCGCACCAACAGCGCCATCCGCCGCCTGCAGGCCGCCG
AAACCTTGGAAAGCGCCTGCGCCGCCGCGGCGCAAGAGGTGCGGAAGATTACCGGCTTCGATCGGGTGATGATCTATCGCTTCGCCTCCGACTTCAGCGGCGAAGTG
ATCGCAGAGGATCGGTGCGCCGAGGTCGAGTCAAAGCTAGGCCTGCACTACCCTGCCTCAACCGTGCCGGCGCAGGCCCGTCGGCTCTATACCATCAACCCGGTACG
GATCATTCCCGATATCAATTATCGGCCGGTGCCGGTCACCCCAGACCTCAATCCGGTCACCGGGCGGCCGATTGATCTTAGCTTCGCCATCCTGCGCAGCGTCTCGC
CCGTCCATCTGGAGTTTATGCGCAACATCGGAATGCACGGCACGATGTCGATCTCGATTTTGCGCGGCGAGCGACTGTGGGGATTGATCGTCTGCCATCACCGAACA
CCGTACTACGTCGATCTCGATGGCCGCCAAGCCTGCGAGCTAGTCGCCCAGGTTCTGGCCTGGCAGATCGGCGTGATGGAAGAGTGAGGCGGCTCCGAATTC 
8.7.3 Maps of the AMPK-2A-CaM plasmids 
The plasmids for gAMPK-2A-CaM and bAMPK-2A-CaM were synthetized by Genscript. A 
complete description of the design strategy was presented in section 7.1.2. 
Scheme of the gAMPK-2A-CaM: 
NheI – KS: GCCGCCACC – Beta1 – AflII – GSG – F2A – Gamma1 – NotI – GSG – T2A – 
eGFP – GGSGGGGSGGGSS linker - Alpha1 – KpnI – GSG –E2A – mCherry – 
GGSGGGGSGGGSS linker – CaMKKβ – KpnI – XbaI (contains STOP) 
 
DNA sequence of gAMPK-2A-CaM: 
GCTAGCGCCGCCACCATGGGCAATACCAGCAGTGAGAGGGCGGCGCTGGAGCGGCATGCTGGCCATAAGACGCCCCGGAGGGACAGCTCGGGGGGCACCAAGGACGG
GGACAGGCCCAAGATCCTGATGGACAGCCCCGAAGACGCCGACCTCTTCCACTCCGAGGAAATCAAGGCACCAGAGAAGGAGGAATTCCTGGCCTGGCAGCATGATC
TGGAAGTGAATGATAAAGCTCCCGCCCAGGCTCGGCCAACGGTGTTTCGATGGACGGGGGGCGGAAAGGAAGTTTACTTATCTGGGTCCTTCAACAACTGGAGTAAA
CTTCCCCTCACCAGAAGCCACAATAACTTTGTAGCCATCCTGGATCTGCCGGAAGGAGAGCATCAGTACAAGTTCTTTGTGGATGGTCAGTGGACGCACGACCCTTC
CGAGCCCATAGTAACCAGCCAGCTTGGCACAGTTAACAACATAATTCAAGTGAAGAAAACTGACTTTGAGGTATTTGATGCTTTAATGGTGGATTCCCAAAAGTGCT
CCGATGTGTCTGAGCTGTCCAGTTCTCCCCCAGGACCCTACCATCAGGAGCCCTACGTCTGCAAACCCGAAGAGCGCTTTCGGGCACCCCCTATTCTCCCCCCACAT
CTCCTCCAGGTCATCCTGAACAAGGACACGGGGATTTCCTGTGATCCAGCTTTGCTTCCTGAGCCCAATCACGTCATGCTGAACCACCTATACGCGCTGTCTATCAA
GGATGGAGTGATGGTGCTCAGCGCAACCCACCGGTACAAGAAGAAGTACGTCACCACCTTGTTATACAAGCCCATACTTAAGGGAAGCGGAGTGAAACAGACTTTGA
ATTTTGACCTTCTCAAGTTGGCGGGAGACGTGGAGTCCAACCCAGGGCCCATGGAGACGGTCATTTCTTCAGATAGCTCCCCAGCTGTGGAAAATGAGCATCCTCAA
GAGACCCCAGAATCCAACAATAGCGTGTATACTTCCTTCATGAAGTCTCATCGCTGCTATGACCTGATTCCCACAAGCTCCAAATTGGTTGTATTTGATACGTCCCT
GCAGGTGAAGAAAGCTTTTTTTGCTTTGGTGACTAACGGTGTACGAGCTGCCCCTTTATGGGATAGTAAGAAGCAAAGTTTTGTGGGCATGCTGACCATCACTGATT
TCATCAATATCCTGCACCGCTACTATAAATCAGCCTTGGTACAGATCTATGAGCTAGAAGAACACAAGATAGAAACTTGGAGAGAGGTGTATCTCCAGGACTCCTTT
AAACCGCTTGTCTGCATTTCTCCTAATGCCAGCTTGTTTGATGCTGTCTCTTCATTAATTCGGAACAAGATCCACAGGCTGCCAGTTATTGACCCAGAATCAGGCAA
TACTTTGTACATCCTCACCCACAAGCGCATTCTGAAGTTCCTCAAATTGTTTATCACTGAGTTCCCCAAGCCAGAGTTCATGTCCAAGTCTCTGGAAGAGCTACAGA
TTGGCACCTATGCCAATATTGCTATGGTTCGCACTACCACCCCCGTCTATGTGGCTCTGGGGATTTTTGTACAGCATCGAGTCTCAGCCCTGCCAGTGGTGGATGAG
AAGGGGCGTGTGGTGGACATCTACTCCAAGTTTGATGTTATCAATCTGGCAGCAGAAAAGACCTACAACAACCTAGATGTATCTGTGACTAAAGCCTTGCAACATCG
ATCACATTACTTTGAGGGTGTTCTCAAGTGCTACCTGCATGAGACTCTGGAGACCATCATCAACAGGCTAGTGGAAGCAGAGGTTCACCGACTTGTAGTGGTGGATG
AAAATGATGTGGTCAAGGGAATTGTATCACTGTCTGACATCCTGCAGGCCCTGGTGCTCACAGGTGGAGAGAAGAAGCCCGGCGGCCGCGGAAGCGGAGAGGGCAGA
GGAAGTCTGCTAACATGCGGTGACGTCGAGGAGAATCCTGGCCCAATGGTGAGCAAGGGCGAGGAGCTGTTCACCGGGGTGGTGCCCATCCTGGTCGAGCTGGACGG
CGACGTAAACGGCCACAAGTTCAGCGTGTCCGGCGAGGGCGAGGGCGATGCCACCTACGGCAAGCTGACCCTGAAGTTCATCTGCACCACCGGCAAGCTGCCCGTGC
CCTGGCCCACCCTCGTGACCACCCTGACCTACGGCGTGCAGTGCTTCAGCCGCTACCCCGACCACATGAAGCAGCACGACTTCTTCAAGTCCGCCATGCCCGAAGGC
TACGTCCAGGAGCGCACCATCTTCTTCAAGGACGACGGCAACTACAAGACCCGCGCCGAGGTGAAGTTCGAGGGCGACACCCTGGTGAACCGCATCGAGCTGAAGGG
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CATCGACTTCAAGGAGGACGGCAACATCCTGGGGCACAAGCTGGAGTACAACTACAACAGCCACAACGTCTATATCATGGCCGACAAGCAGAAGAACGGCATCAAGG
TGAACTTCAAGATCCGCCACAACATCGAGGACGGCAGCGTGCAGCTCGCCGACCACTACCAGCAGAACACCCCCATCGGCGACGGCCCCGTGCTGCTGCCCGACAAC
CACTACCTGAGCACCCAGTCCGCCCTGAGCAAAGACCCCAACGAGAAGCGCGATCACATGGTCCTGCTGGAGTTCGTGACCGCCGCCGGGATCACTCTCGGCATGGA
CGAGCTGTACAAGGGAGGTAGTGGAGGAGGAGGTAGTGGAGGAGGTAGTAGTATGGCGACAGCCGAGAAGCAGAAACACGACGGGCGGGTGAAGATCGGCCACTACA
TTCTGGGTGACACGCTGGGGGTCGGCACCTTCGGCAAAGTGAAGGTTGGCAAACATGAATTGACTGGGCATAAAGTAGCTGTGAAGATACTCAATCGACAGAAGATT
CGGAGCCTTGATGTGGTAGGAAAAATCCGCAGAGAAATTCAGAACCTCAAGCTTTTCAGGCATCCTCATATAATTAAACTGTACCAGGTCATCAGTACACCATCTGA
TATTTTCATGGTGATGGAATATGTCTCAGGAGGAGAGCTATTTGATTATATCTGTAAGAATGGAAGGCTGGATGAAAAAGAAAGTCGGCGTCTGTTCCAACAGATCC
TTTCTGGTGTGGATTATTGTCACAGGCATATGGTGGTCCATAGAGATTTGAAACCTGAAAATGTCCTGCTTGATGCACACATGAATGCAAAGATAGCTGATTTTGGT
CTTTCAAACATGATGTCAGATGGTGAATTTTTAAGAACAAGTTGTGGCTCACCCAACTATGCTGCACCAGAAGTAATTTCAGGAAGATTGTATGCAGGCCCAGAGGT
AGATATATGGAGCAGTGGGGTTATTCTCTATGCTTTATTATGTGGAACCCTTCCATTTGATGATGACCATGTGCCAACTCTTTTTAAGAAGATATGTGATGGGATCT
TCTATACCCCTCAATATTTAAATCCTTCTGTGATTAGCCTTTTGAAACATATGCTGCAGGTGGATCCCATGAAGAGGGCCACAATCAAAGATATCAGGGAACATGAA
TGGTTTAAACAGGACCTTCCAAAATATCTCTTTCCTGAGGATCCATCATATAGTTCAACCATGATTGATGATGAAGCCTTAAAAGAAGTATGTGAAAAGTTTGAGTG
CTCAGAAGAGGAAGTTCTCAGCTGTCTTTACAACAGAAATCACCAGGATCCTTTGGCAGTTGCCTACCATCTCATAATAGATAACAGGAGAATAATGAATGAAGCCA
AAGATTTCTATTTGGCGACAAGCCCACCTGATTCTTTTCTTGATGATCATCACCTGACTCGGCCCCATCCTGAAAGAGTACCATTCTTGGTTGCTGAAACACCAAGG
GCACGCCATACCCTTGATGAATTAAATCCACAGAAATCCAAACACCAAGGTGTAAGGAAAGCAAAATGGCATTTAGGAATTAGAAGTCAAAGTCGACCAAATGATAT
TATGGCAGAAGTATGTAGAGCAATCAAACAATTGGATTATGAATGGAAGGTTGTAAACCCATATTATTTGCGTGTACGAAGGAAGAATCCTGTGACAAGCACTTACT
CCAAAATGAGTCTACAGTTATACCAAGTGGATAGTAGAACTTATCTACTGGATTTCCGTAGTATTGATGATGAAATTACAGAAGCCAAATCAGGGACTGCTACTCCA
CAGAGATCGGGATCAGTTAGCAACTATCGATCTTGCCAAAGGAGTGATTCAGATGCTGAGGCTCAAGGAAAATCCTCAGAAGTTTCTCTTACCTCATCTGTGACCTC
ACTTGACTCTTCTCCTGTTGACCTAACTCCAAGACCTGGAAGTCACACAATAGAATTTTTTGAGATGTGTGCAAATCTAATTAAAATTCTTGCACAAGGTACCGGAA
GCGGACAATGTACTAACTACGCTTTGTTGAAACTCGCTGGCGATGTTGAAAGTAACCCCGGTCCTATGGTGAGCAAGGGCGAGGAGGATAACATGGCCATCATCAAG
GAGTTCATGCGCTTCAAGGTGCACATGGAGGGCTCCGTGAACGGCCACGAGTTCGAGATCGAGGGCGAGGGCGAGGGCCGCCCCTACGAGGGCACCCAGACCGCCAA
GCTGAAGGTGACCAAGGGTGGCCCCCTGCCCTTCGCCTGGGACATCCTGTCCCCTCAGTTCATGTACGGCTCCAAGGCCTACGTGAAGCACCCCGCCGACATCCCCG
ACTACTTGAAGCTGTCCTTCCCCGAGGGCTTCAAGTGGGAGCGCGTGATGAACTTCGAGGACGGCGGCGTGGTGACCGTGACCCAGGACTCCTCCCTGCAGGACGGC
GAGTTCATCTACAAGGTGAAGCTGCGCGGCACCAACTTCCCCTCCGACGGCCCCGTAATGCAGAAGAAGACCATGGGCTGGGAGGCCTCCTCCGAGCGGATGTACCC
CGAGGACGGCGCCCTGAAGGGCGAGATCAAGCAGAGGCTGAAGCTGAAGGACGGCGGCCACTACGACGCTGAGGTCAAGACCACCTACAAGGCCAAGAAGCCCGTGC
AGCTGCCCGGCGCCTACAACGTCAACATCAAGTTGGACATCACCTCCCACAACGAGGACTACACCATCGTGGAACAGTACGAACGCGCCGAGGGCCGCCACTCCACC
GGCGGCATGGACGAGCTGTACAAGGGAGGTAGTGGAGGAGGAGGTAGTGGAGGAGGTAGTAGTATGTCATCATGTGTCTCTAGCCAGCCCAGCAGCAACCGGGCCGC
CCCCCAGGATGAGCTGGGGGGCAGGGGCAGCAGCAGCAGCGAAAGCCAGAAGCCCTGTGAGGCCCTGCGGGGCCTCTCATCCTTGAGCATCCACCTGGGCATGGAGT
CCTTCATTGTGGTCACCGAGTGTGAGCCGGGCTGTGCTGTGGACCTCGGCTTGGCGCGGGACCGGCCCCTGGAGGCCGATGGCCAAGAGGTCCCCCTTGACACCTCC
GGGTCCCAGGCCCGGCCCCACCTCTCCGGTCGCAAGCTGTCTCTGCAAGAGCGGTCCCAGGGTGGGCTGGCAGCCGGTGGCAGCCTGGACATGAACGGACGCTGCAT
CTGCCCGTCCCTGCCCTACTCACCCGTCAGCTCCCCGCAGTCCTCGCCTCGGCTGCCCCGGCGGCCGACAGTGGAGTCTCACCACGTCTCCATCACGGGTATGCAGG
ACTGTGTGCAGCTGAATCAGTATACCCTGAAGGATGAAATTGGAAAGGGCTCCTATGGTGTCGTCAAGTTGGCCTACAATGAAAATGACAATACCTACTATGCAATG
AAGGTGCTGTCCAAAAAGAAGCTGATCCGGCAGGCCGGCTTTCCACGTCGCCCTCCACCCCGAGGCACCCGGCCAGCTCCTGGAGGCTGCATCCAGCCCAGGGGCCC
CATTGAGCAGGTGTACCAGGAAATTGCCATCCTCAAGAAGCTGGACCACCCCAATGTGGTGAAGCTGGTGGAGGTCCTGGATGACCCCAATGAGGACCATCTGTACA
TGGTGTTCGAACTGGTCAACCAAGGGCCCGTGATGGAAGTGCCCACCCTCAAACCACTCTCTGAAGACCAGGCCCGTTTCTACTTCCAGGATCTGATCAAAGGCATC
GAGTACTTACACTACCAGAAGATCATCCACCGTGACATCAAACCTTCCAACCTCCTGGTCGGAGAAGATGGGCACATCAAGATCGCTGACTTTGGTGTGAGCAATGA
ATTCAAGGGCAGTGACGCGCTCCTCTCCAACACCGTGGGCACGCCCGCCTTCATGGCACCCGAGTCGCTCTCTGAGACCCGCAAGATCTTCTCTGGGAAGGCCTTGG
ATGTTTGGGCCATGGGTGTGACACTATACTGCTTTGTCTTTGGCCAGTGCCCATTCATGGACGAGCGGATCATGTGTTTACACAGTAAGATCAAGAGTCAGGCCCTG
GAATTTCCAGACCAGCCCGACATAGCTGAGGACTTGAAGGACCTGATCACCCGTATGCTGGACAAGAACCCCGAGTCGAGGATCGTGGTGCCGGAAATCAAGCTGCA
CCCCTGGGTCACGAGGCATGGGGCGGAGCCGTTGCCGTCGGAGGATGAGAACTGCACGCTGGTCGAAGTGACTGAAGAGGAGGTCGAGAACTCAGTCAAACACATTC
CCAGCTTGGCAACCGTGATCCTGGTGAAGACCATGATACGTAAACGCTCCTTTGGGAACCCATTCGAGGGCAGCCGGCGGGAGGAACGCTCACTGTCAGCGCCTGGA
AACTTGCTCACCAAAAAACCAACCAGGGAATGTGAGTCCCTGTCTGAGCTCAAGGAAGCAAGGCAGCGAAGACAACCTCCAGGGCACCGACCCGCCCCCCGTGGGGG
AGGAGGAAGTGCTCTTGTGAGAGGCAGTCCCTGCGTGGAAAGTTGCTGGGCCCCCGCCCCCGGCTCCCCCGCACGCATGCATCCACTGCGGCCGGAGGAGGCCATGG
AGCCCGAGGGTACCGTCTAGA 
 
Scheme of bAMPK-2A-CaM: 
NheI – KS: GCCGCCACC – Beta1 – AflII – GSG – F2A – Gamma1 – NotI – GSG –T2A – 
mTurquoiseΔC11 – GGSGGGGSGGGSS linker  -  Alpha1 – KpnI – GSG –E2A – cp173Venus – 
GGSGGGGSGGGSS linker – CaMKKβ – KpnI – XbaI (contains STOP) 
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DNA sequence of bAMPK-2A-CaM: 
GCTAGCGCCGCCACCATGGGCAATACCAGCAGTGAGAGGGCGGCGCTGGAGCGGCATGCTGGCCATAAGACGCCCCGGAGGGACAGCTCGGGGGGCACCAAGGACGG
GGACAGGCCCAAGATCCTGATGGACAGCCCCGAAGACGCCGACCTCTTCCACTCCGAGGAAATCAAGGCACCAGAGAAGGAGGAATTCCTGGCCTGGCAGCATGATC
TGGAAGTGAATGATAAAGCTCCCGCCCAGGCTCGGCCAACGGTGTTTCGATGGACGGGGGGCGGAAAGGAAGTTTACTTATCTGGGTCCTTCAACAACTGGAGTAAA
CTTCCCCTCACCAGAAGCCACAATAACTTTGTAGCCATCCTGGATCTGCCGGAAGGAGAGCATCAGTACAAGTTCTTTGTGGATGGTCAGTGGACGCACGACCCTTC
CGAGCCCATAGTAACCAGCCAGCTTGGCACAGTTAACAACATAATTCAAGTGAAGAAAACTGACTTTGAGGTATTTGATGCTTTAATGGTGGATTCCCAAAAGTGCT
CCGATGTGTCTGAGCTGTCCAGTTCTCCCCCAGGACCCTACCATCAGGAGCCCTACGTCTGCAAACCCGAAGAGCGCTTTCGGGCACCCCCTATTCTCCCCCCACAT
CTCCTCCAGGTCATCCTGAACAAGGACACGGGGATTTCCTGTGATCCAGCTTTGCTTCCTGAGCCCAATCACGTCATGCTGAACCACCTATACGCGCTGTCTATCAA
GGATGGAGTGATGGTGCTCAGCGCAACCCACCGGTACAAGAAGAAGTACGTCACCACCTTGTTATACAAGCCCATACTTAAGGGAAGCGGAGTGAAACAGACTTTGA
ATTTTGACCTTCTCAAGTTGGCGGGAGACGTGGAGTCCAACCCAGGGCCCATGGAGACGGTCATTTCTTCAGATAGCTCCCCAGCTGTGGAAAATGAGCATCCTCAA
GAGACCCCAGAATCCAACAATAGCGTGTATACTTCCTTCATGAAGTCTCATCGCTGCTATGACCTGATTCCCACAAGCTCCAAATTGGTTGTATTTGATACGTCCCT
GCAGGTGAAGAAAGCTTTTTTTGCTTTGGTGACTAACGGTGTACGAGCTGCCCCTTTATGGGATAGTAAGAAGCAAAGTTTTGTGGGCATGCTGACCATCACTGATT
TCATCAATATCCTGCACCGCTACTATAAATCAGCCTTGGTACAGATCTATGAGCTAGAAGAACACAAGATAGAAACTTGGAGAGAGGTGTATCTCCAGGACTCCTTT
AAACCGCTTGTCTGCATTTCTCCTAATGCCAGCTTGTTTGATGCTGTCTCTTCATTAATTCGGAACAAGATCCACAGGCTGCCAGTTATTGACCCAGAATCAGGCAA
TACTTTGTACATCCTCACCCACAAGCGCATTCTGAAGTTCCTCAAATTGTTTATCACTGAGTTCCCCAAGCCAGAGTTCATGTCCAAGTCTCTGGAAGAGCTACAGA
TTGGCACCTATGCCAATATTGCTATGGTTCGCACTACCACCCCCGTCTATGTGGCTCTGGGGATTTTTGTACAGCATCGAGTCTCAGCCCTGCCAGTGGTGGATGAG
AAGGGGCGTGTGGTGGACATCTACTCCAAGTTTGATGTTATCAATCTGGCAGCAGAAAAGACCTACAACAACCTAGATGTATCTGTGACTAAAGCCTTGCAACATCG
ATCACATTACTTTGAGGGTGTTCTCAAGTGCTACCTGCATGAGACTCTGGAGACCATCATCAACAGGCTAGTGGAAGCAGAGGTTCACCGACTTGTAGTGGTGGATG
AAAATGATGTGGTCAAGGGAATTGTATCACTGTCTGACATCCTGCAGGCCCTGGTGCTCACAGGTGGAGAGAAGAAGCCCGGCGGCCGCGGAAGCGGAGAGGGCAGA
GGAAGTCTGCTAACATGCGGTGACGTCGAGGAGAATCCTGGCCCAATGGTGAGCAAGGGCGAGGAGCTGTTCACCGGGGTGGTGCCCATCCTGGTCGAGCTGGACGG
CGACGTAAACGGCCACAAGTTCAGCGTGTCCGGCGAGGGCGAGGGCGATGCCACCTACGGCAAGCTGACCCTGAAGTTCATCTGCACCACCGGCAAGCTGCCCGTGC
CCTGGCCCACCCTCGTGACCACCCTGTCCTGGGGCGTGCAGTGCTTCGCCCGCTACCCCGACCACATGAAGCAGCACGACTTCTTCAAGTCCGCCATGCCCGAAGGC
TACGTCCAGGAGCGCACCATCTTCTTCAAGGACGACGGCAACTACAAGACCCGCGCCGAGGTGAAGTTCGAGGGCGACACCCTGGTGAACCGCATCGAGCTGAAGGG
CATCGACTTCAAGGAGGACGGCAACATCCTGGGGCACAAGCTGGAGTACAACTACATCAGCGACAACGTCTATATCACCGCCGACAAGCAGAAGAACGGCATCAAGG
CCAACTTCAAGATCCGCCACAACATCGAGGACGGCGGCGTGCAGCTCGCCGACCACTACCAGCAGAACACCCCCATCGGCGACGGCCCCGTGCTGCTGCCCGACAAC
CACTACCTGAGCACCCAGTCCAAGCTGAGCAAAGACCCCAACGAGAAGCGCGATCACATGGTCCTGCTGGAGTTCGTGACCGCCGCCGGAGGTAGTGGAGGAGGAGG
TAGTGGAGGAGGTAGTAGTATGGCGACAGCCGAGAAGCAGAAACACGACGGGCGGGTGAAGATCGGCCACTACATTCTGGGTGACACGCTGGGGGTCGGCACCTTCG
GCAAAGTGAAGGTTGGCAAACATGAATTGACTGGGCATAAAGTAGCTGTGAAGATACTCAATCGACAGAAGATTCGGAGCCTTGATGTGGTAGGAAAAATCCGCAGA
GAAATTCAGAACCTCAAGCTTTTCAGGCATCCTCATATAATTAAACTGTACCAGGTCATCAGTACACCATCTGATATTTTCATGGTGATGGAATATGTCTCAGGAGG
AGAGCTATTTGATTATATCTGTAAGAATGGAAGGCTGGATGAAAAAGAAAGTCGGCGTCTGTTCCAACAGATCCTTTCTGGTGTGGATTATTGTCACAGGCATATGG
TGGTCCATAGAGATTTGAAACCTGAAAATGTCCTGCTTGATGCACACATGAATGCAAAGATAGCTGATTTTGGTCTTTCAAACATGATGTCAGATGGTGAATTTTTA
AGAACAAGTTGTGGCTCACCCAACTATGCTGCACCAGAAGTAATTTCAGGAAGATTGTATGCAGGCCCAGAGGTAGATATATGGAGCAGTGGGGTTATTCTCTATGC
TTTATTATGTGGAACCCTTCCATTTGATGATGACCATGTGCCAACTCTTTTTAAGAAGATATGTGATGGGATCTTCTATACCCCTCAATATTTAAATCCTTCTGTGA
TTAGCCTTTTGAAACATATGCTGCAGGTGGATCCCATGAAGAGGGCCACAATCAAAGATATCAGGGAACATGAATGGTTTAAACAGGACCTTCCAAAATATCTCTTT
CCTGAGGATCCATCATATAGTTCAACCATGATTGATGATGAAGCCTTAAAAGAAGTATGTGAAAAGTTTGAGTGCTCAGAAGAGGAAGTTCTCAGCTGTCTTTACAA
CAGAAATCACCAGGATCCTTTGGCAGTTGCCTACCATCTCATAATAGATAACAGGAGAATAATGAATGAAGCCAAAGATTTCTATTTGGCGACAAGCCCACCTGATT
CTTTTCTTGATGATCATCACCTGACTCGGCCCCATCCTGAAAGAGTACCATTCTTGGTTGCTGAAACACCAAGGGCACGCCATACCCTTGATGAATTAAATCCACAG
AAATCCAAACACCAAGGTGTAAGGAAAGCAAAATGGCATTTAGGAATTAGAAGTCAAAGTCGACCAAATGATATTATGGCAGAAGTATGTAGAGCAATCAAACAATT
GGATTATGAATGGAAGGTTGTAAACCCATATTATTTGCGTGTACGAAGGAAGAATCCTGTGACAAGCACTTACTCCAAAATGAGTCTACAGTTATACCAAGTGGATA
GTAGAACTTATCTACTGGATTTCCGTAGTATTGATGATGAAATTACAGAAGCCAAATCAGGGACTGCTACTCCACAGAGATCGGGATCAGTTAGCAACTATCGATCT
TGCCAAAGGAGTGATTCAGATGCTGAGGCTCAAGGAAAATCCTCAGAAGTTTCTCTTACCTCATCTGTGACCTCACTTGACTCTTCTCCTGTTGACCTAACTCCAAG
ACCTGGAAGTCACACAATAGAATTTTTTGAGATGTGTGCAAATCTAATTAAAATTCTTGCACAAGGTACCGGAAGCGGACAATGTACTAACTACGCTTTGTTGAAAC
TCGCTGGCGATGTTGAAAGTAACCCCGGTCCTGAGCTCATGGACGGCGGCGTGCAGCTCGCCGACCACTACCAGCAGAACACCCCCATCGGCGACGGCCCCGTGCTG
CTGCCCGACAACCACTACCTGAGCTACCAGTCCGCCCTGAGCAAAGACCCCAACGAGAAGCGCGATCACATGGTCCTGCTGGAGTTCGTGACCGCCGCCGGGATCAC
TCTCGGCATGGACGAGCTGTACAAGGGTGGCAGCGGTGGCATGGTGAGCAAGGGCGAGGAGCTGTTCACCGGGGTGGTGCCCATCCTGGTCGAGCTGGACGGCGACG
TAAACGGCCACAAGTTCAGCGTGTCCGGCGAGGGCGAGGGCGATGCCACCTACGGCAAGCTGACCCTGAAGCTGATCTGCACCACCGGCAAGCTGCCCGTGCCCTGG
CCCACCCTCGTGACCACCCTGGGCTACGGCCTGCAGTGCTTCGCCCGCTACCCCGACCACATGAAGCAGCACGACTTCTTCAAGTCCGCCATGCCCGAAGGCTACGT
CCAGGAGCGCACCATCTTCTTCAAGGACGACGGCAACTACAAGACCCGCGCCGAGGTGAAGTTCGAGGGCGACACCCTGGTGAACCGCATCGAGCTGAAGGGCATCG
ACTTCAAGGAGGACGGCAACATCCTGGGGCACAAGCTGGAGTACAACTACAACAGCCACAACGTCTATATCACCGCCGACAAGCAGAAGAACGGCATCAAGGCCAAC
TTCAAGATCCGCCACAACATCGAGGGAGGTAGTGGAGGAGGAGGTAGTGGAGGAGGTAGTAGTATGTCATCATGTGTCTCTAGCCAGCCCAGCAGCAACCGGGCCGC
CCCCCAGGATGAGCTGGGGGGCAGGGGCAGCAGCAGCAGCGAAAGCCAGAAGCCCTGTGAGGCCCTGCGGGGCCTCTCATCCTTGAGCATCCACCTGGGCATGGAGT
CCTTCATTGTGGTCACCGAGTGTGAGCCGGGCTGTGCTGTGGACCTCGGCTTGGCGCGGGACCGGCCCCTGGAGGCCGATGGCCAAGAGGTCCCCCTTGACACCTCC
GGGTCCCAGGCCCGGCCCCACCTCTCCGGTCGCAAGCTGTCTCTGCAAGAGCGGTCCCAGGGTGGGCTGGCAGCCGGTGGCAGCCTGGACATGAACGGACGCTGCAT
CTGCCCGTCCCTGCCCTACTCACCCGTCAGCTCCCCGCAGTCCTCGCCTCGGCTGCCCCGGCGGCCGACAGTGGAGTCTCACCACGTCTCCATCACGGGTATGCAGG
ACTGTGTGCAGCTGAATCAGTATACCCTGAAGGATGAAATTGGAAAGGGCTCCTATGGTGTCGTCAAGTTGGCCTACAATGAAAATGACAATACCTACTATGCAATG
AAGGTGCTGTCCAAAAAGAAGCTGATCCGGCAGGCCGGCTTTCCACGTCGCCCTCCACCCCGAGGCACCCGGCCAGCTCCTGGAGGCTGCATCCAGCCCAGGGGCCC
CATTGAGCAGGTGTACCAGGAAATTGCCATCCTCAAGAAGCTGGACCACCCCAATGTGGTGAAGCTGGTGGAGGTCCTGGATGACCCCAATGAGGACCATCTGTACA
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TGGTGTTCGAACTGGTCAACCAAGGGCCCGTGATGGAAGTGCCCACCCTCAAACCACTCTCTGAAGACCAGGCCCGTTTCTACTTCCAGGATCTGATCAAAGGCATC
GAGTACTTACACTACCAGAAGATCATCCACCGTGACATCAAACCTTCCAACCTCCTGGTCGGAGAAGATGGGCACATCAAGATCGCTGACTTTGGTGTGAGCAATGA
ATTCAAGGGCAGTGACGCGCTCCTCTCCAACACCGTGGGCACGCCCGCCTTCATGGCACCCGAGTCGCTCTCTGAGACCCGCAAGATCTTCTCTGGGAAGGCCTTGG
ATGTTTGGGCCATGGGTGTGACACTATACTGCTTTGTCTTTGGCCAGTGCCCATTCATGGACGAGCGGATCATGTGTTTACACAGTAAGATCAAGAGTCAGGCCCTG
GAATTTCCAGACCAGCCCGACATAGCTGAGGACTTGAAGGACCTGATCACCCGTATGCTGGACAAGAACCCCGAGTCGAGGATCGTGGTGCCGGAAATCAAGCTGCA
CCCCTGGGTCACGAGGCATGGGGCGGAGCCGTTGCCGTCGGAGGATGAGAACTGCACGCTGGTCGAAGTGACTGAAGAGGAGGTCGAGAACTCAGTCAAACACATTC
CCAGCTTGGCAACCGTGATCCTGGTGAAGACCATGATACGTAAACGCTCCTTTGGGAACCCATTCGAGGGCAGCCGGCGGGAGGAACGCTCACTGTCAGCGCCTGGA
AACTTGCTCACCAAAAAACCAACCAGGGAATGTGAGTCCCTGTCTGAGCTCAAGGAAGCAAGGCAGCGAAGACAACCTCCAGGGCACCGACCCGCCCCCCGTGGGGG
AGGAGGAAGTGCTCTTGTGAGAGGCAGTCCCTGCGTGGAAAGTTGCTGGGCCCCCGCCCCCGGCTCCCCCGCACGCATGCATCCACTGCGGCCGGAGGAGGCCATGG
AGCCCGAGGGTACCGTCTAGA 
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Chapter 9 - Conclusion and future work 
9.1 Summary of the findings 
FRET (Förster resonance energy transfer) provides a unique tool for the study of cell 
signalling. With the development of genetically-expressed FRET biosensors taking 
advantage of the ever-growing palette of fluorescent proteins available, cell signalling is now 
studied in living cells dynamically and, increasingly, quantitatively. The advances in 
fluorescence techniques such as fluorescence lifetime and anisotropy allow the observation 
of molecular processes from which quantitative model can be built. In particular, lifetime-
based readouts of FRET can provide insights into the photophysical and molecular 
processes underlying cell biology.   
Advanced techniques for analysis of fluorescence lifetime data, such as global analysis or 
phasor plot, are now increasingly extended to fluorescence lifetime imaging, complementing 
the well-established pixel-wise nonlinear fitting to discrete exponential models. These 
approaches can provide a better understanding of the information contained in fluorescence 
lifetime datasets and can address the challenges introduced by the need for faster data 
acquisitions that limit the achievable signal-to-noise ratio. The work presented in this thesis 
investigated several aspects of quantitative fluorescence lifetime-based readouts of FRET 
sensors.  
In Chapter 2, a two-component fluorescence decay model (accounting for a mixture of donor 
fluorophores reporting high or low FRET efficiency) was applied to a calcium titration 
experiment investigating the novel calcium FRET sensor, mTFP-TnC-Cit. This novel sensor 
was created from the Troponin-C based FRET sensor TN-L15 [78], in order to provide better 
fluorescence lifetime properties by replacing the donor fluorophore CFP (known to exhibit a 
complex fluorescence decay) within TN-L15 by the mono-exponential fluorophore mTFP1. 
The time-resolved fluorescence properties of mTFP1 and ΔC11CFP (the truncated form of 
CFP present in TN-L15) were investigated and mTFP1 proved to be more robust with 
respect to temperature and emission wavelength as well as being well described by a mono-
exponential decay. In addition, mTFP1 fluorescence lifetime showed a greater stability with 
respect to photobleaching as observed in imaging and previously reported [154].  
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The globally analysed two-component model described well the fluorescence decay dataset 
obtained from the calcium titration of mTFP-TnC-Cit, therefore providing a direct readout of 
the FRET efficiency in the calcium-bound and calcium-free forms of the biosensor as well as 
the titration curve (relative concentration of calcium-bound form vs. calcium concentration).  
The two-component model did not accurately describe the fluorescence decay dataset 
obtained from the calcium titration of TN-L15 and, therefore, it was extended to a four-
component model (two lifetime components for each form of the biosensor), which provided 
a better fit to the titration dataset. When the model was refined to take into account the slow 
equilibrium between the two forms of CFP fluorophore (which is responsible for the double-
exponential characteristics of CFP fluorescence decay) by using the so-called paired-ratio 
four-component model, the results were in good agreement with the understanding of the 
titration.  
The respective models used for mTFP-TnC-Cit and TN-L15 were further validated by 
analysis of the titration dataset using the phasor plot in Chapter 3. The phasor coordinates of 
each of the titration datasets were distributed close to a straight line, indicating that the 
datasets represented varying mixtures of two fluorescence decays.  The phasor plot analysis 
was further investigated by developing a global analysis approach for the estimation of the 
parameters of the straight line joining the phasor coordinates to determine the lifetimes of 
the calcium-bound and calcium-free forms as well as their relative concentrations. Using this 
approach, mTFP-TnC-Cit was more straightforward to interpret than TN-L15, for which the 
complex fluorescence decay profile of the CFP donor limited the quantitative analysis of the 
sensor. The results obtained from mTFP-TnC-Cit using the global phasor plot were, 
however, in disagreement with those obtained from the two-component global fitting 
approach. The reliability of the custom-built MATLAB routine written for the global phasor 
plot analysis was validated by a set of simulated TCSPC dataset simulations based on the 
Monte-Carlo method and an experimental Rhodamine dye mixtures dataset, and the 
discrepancies were attributed partly to the current lack of appropriate analysis to describe 
the noise propagation for the global phasor plot method and partly to the presence of a small 
(<10%) second lifetime component within mTFP1 decay that remains unaccounted for either 
in the global two-component fitting model or the global phasor plot method.  
The titration curve obtained from the global two-component fitting was analysed using a 
calcium titration model to investigate the potential of a lifetime-based in vitro calibration for 
absolute calcium concentration.  
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This analysis led to the conclusion that a significant fraction of biosensors remain in the 
closed form at negligible calcium concentration and that a high concentration of calcium 
does not lead to 100% of sensor in the calcium-bound form, thereby limiting the dynamic 
range of the sensors. The calibration was therefore based on five parameters (the lifetimes 
of the calcium-bound and calcium-free biosensor, the relative fractions of biosensor at 
negligible and saturating calcium levels and the dissociation constant) and was used to 
measure the calcium transient produced by the SERCA inhibitor thapsigargin in living cells.  
In Chapter 4, the extent to which time-resolved fluorescence decay data can provide 
information on molecular structure in proteins was studied by investigating the time-resolved 
anisotropy method developed by Borst et al. [16] to probe conformational changes in mTFP-
TnC-Cit and TN-L15 upon calcium binding. In agreement with the results of Borst et al. 
performed on YC4.0 (Yellow Cameleon), an increase in the rotational correlation times was 
measured upon calcium binding for both sensors upon direct excitation of donor or the 
acceptor, indicating a more flexible open structure in the calcium-free form and a more 
compact closed form when calcium is bound. The fundamental anisotropies (r0) were 
obtained and gave an estimation of the angle separating the absorption and emission 
dipoles of CFP, Citrine and mTFP1. However, the model used by Borst et al. to describe the 
fluorescence measured in the acceptor channel upon donor excitation (containing the 
acceptor sensitized emission) did not provide a good description of the dataset obtained for 
mTFP-TnC-Cit or TN-L15. This disagreement was attributed to the large contributions from 
donor spectral bleed-through and acceptor direct excitation in the experimental conditions 
used here, which the model from Borst et al. does not explicitly take into account.   
These observations led to the development of a new time-resolved anisotropy model giving 
a complete molecular description of the polarization-resolved fluorescence decay data in the 
acceptor channel. In particular, this model explained the fast depolarization component 
typically measured in anisotropy FRET studies without the presence of a short rotational 
correlation time. In this new model, the rapid decrease in total anisotropy is obtained by the 
increase in the signal contribution from the acceptor sensitized emission (due to its rise time 
component) which is associated with a largely depolarized anisotropy (low initial anisotropy 
due to the angle separating donor and acceptor fluorophores). Additionally, the new 
formalism for the fluorescence decay of the acceptor sensitized emission allows the 
generalization of the concept of rise time.  
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This time-resolved anisotropy model offered an adequate description of the polarized 
fluorescence decays acquired from mTFP-TnC-Cit at saturating calcium levels. However, 
this analysis highlighted the limitations of such complex models as it was not possible to 
reliably estimate the initial anisotropy associated with the acceptor sensitized emission. 
These limitations were attributed to the large contribution from the direct excitation of the 
acceptor and the presence of biosensors not involved in the FRET interactions.  
Overall, the work presented in Chapters 2, 3 and 4 contributed to further the understanding 
of time-resolved fluorescence data from FRET biosensors based on quantitative analysis of 
solution phase measurements. Additionally, the application to quantitative calcium imaging in 
live cells using FLIM was demonstrated with mTFP-TnC-Cit. The potential for monitoring 
calcium and other signalling molecules in live cells motivated the development of a fast 
multiplexed FLIM microscope system capable of imaging fluorescence lifetime in different 
spectral channels for the parallel monitoring of multiple FRET sensors. Such a system can 
provide spatial and temporal readout of different points in molecular pathway in the cell, 
thereby allowing for the dynamic correlation of events that is typically not achievable with 
standard biochemistry assays. This new instrument, described in Chapter 5 and referred to 
here as the MUX-FLIM system, combined optical sectioning capability (Nipkow disk) with 
ultra-fast lasers (pulsed super-continuum fibre laser and frequency doubled Ti:Sapphire 
laser) and fast time-resolved imaging (gated optical intensifier, GOI). It provided important 
flexibility in laser excitation wavelength and power between the two lasers and efficiently 
accommodated the appropriate electronic signals necessary for lifetime measurements. In 
particular, the capability of this instrument was demonstrated in a live cell time-course 
multiplexed FLIM experiment where intracellular calcium levels were imaged using two 
calcium sensors in parallel (TN-L15 and the fluorescent dye GFP-certified FluoForte).  
The use of genetically-encoded sensors for the study of biological pathways is attractive 
because of the wealth of processes that biosensors based on fusion proteins can probe as 
well as their applications in in vivo analysis. Therefore, in order to allow multiplexing of two 
genetically-encoded FRET sensors using the MUX-FLIM system, the red-shifted FRET pair 
TagRFP-T/mPlum was investigated for the creation of a novel red calcium FRET sensor, 
RedTnC, based on the same protein frame as TN-L15, which would be suitable for spectral 
multiplexing with mTFP-TnC-Cit. The multiplexing of these two FRET sensors was tested by 
carrying out time-course FLIM imaging experiment but RedTnC exhibited a prohibitively 
small lifetime dynamic range upon calcium binding. Variations of this sensor were 
investigated through extensive optimization attempts of the linker length and systematic 
deletions, however, with no success in improving the lifetime shift.  
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In addition, the use of TagRFP-T as a donor fluorophore proved to be sub-optimal for 
imaging because of undesirable photophysical properties (photobleaching and 
photoconversion). In contrast, mTFP-TnC-Cit exhibited a robust readout of the calcium 
transient. The mKate2/iRFP FRET pair was suggested as an alternative red-shifted FRET 
pair for multiplexing with typical CFP/YFP FRET pairs (in particular mTFP1/Citrine) but there 
was no time to investigate this further. This work highlighted the ongoing lack of a reliable 
FRET donor/acceptor pair for efficient spectral multiplexing with established (and novel) blue 
FRET pairs and underlined the challenges in the design of robust FRET sensors.  
To investigate the potential of FLIM FRET-based readouts to study the AMP-activated 
protein kinase (AMPK) pathway, the design of an inter-molecular FRET sensor for the 
activation of AMPK by its upstream kinase CaMKKβ, a member of the Ca2+/calmodulin 
activated protein kinase family, was undertaken. Significant effort was directed towards the 
development and expression of a plasmid called AMPK-2A-CaM, which, based on the self-
cleaving 2A peptide technology, allowed the expression of all three subunits of AMPK (GFP-
tagged α1, β1 and γ1) and mCherry-tagged CaMKKβ from a single open reading frame. With 
the exception of the γ1 subunit, the expression in mammalian cells of all individual proteins 
was confirmed by Western blots assays. The kinase activity of both exogenous AMPK and 
CaMKKβ (e.g. expressed from the AMPK-2A-CaM plasmid) was also validated by an in vitro 
SAMS peptide assay. This validated the approach of polycistronic plasmids for the 
expression of inter-molecular FRET partners.  
However, this success was mitigated by the absence of contrast in ratiometric FRET imaging 
in live cells expressing AMPK-2A-CaM upon calcium stimulation (activation of CaMKK). 
Complementary time-resolved fluorescence assays in solution phase ruled out calmodulin as 
a limiting factor that may prevent the interaction between the exogenous AMPK CaMKKβ in 
live cells. The introduction of the AMPK phosphatase PP2Cα to increase the turn-over of the 
phosphorylation of AMPK by CaMKKβ did not improve the fluorescence lifetime readout of 
the interaction. These observations suggest that the interaction between AMPK and 
CaMKKβ genetically-expressed by AMPK-2A-CaM may not be through the formation of a 
stable protein complex, as previously reported, but rather as a transient phosphorylation 
event that may not be observable by the means used here.  
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Furthermore, the autonomous activity of CaMKKβ observed during the activity assays (and 
previously reported for the other substrates of CaMKKβ, CaMKI and CaMKIV, but not for 
AMPK) may also limit the availability of AMPK in the un-phosphorylated form at the start of 
the experiment, due to the level of expression achieved in mammalian expressing vectors 
using strong constitutive promoters, such as pcDNA3.1.  
Therefore, the use of over-expressing polycistronic plasmids for the FRET study may 
significantly interfere with the function under investigation.  
9.2 Future work and conclusion 
The work presented in this thesis may be advanced in several directions but several 
challenges need to be addressed. In particular, an important issue for quantitative FRET 
analysis that arose here concerns the control samples necessary for the estimation of FRET 
efficiency (e.g. the “donor only” sample for the measurement of τD), as highlighted for the 
analysis of the lifetime of ΔC11CFP (truncated version of CFP present in the calcium FRET 
TN-L15). The truncation and/or fusion to another protein of the donor fluorescent protein 
may affect its fluorescence decay, therefore, the use of the lifetime data measured from the 
single fluorophore may not be appropriate to use as the donor in absence of FRET. A 
thorough study of the fluorescence decays of CFP and mTFP1 fused to polypeptides of 
varying lengths and amino-acid compositions could reveal their dependence with protein 
fusion to a first approximation. However, the fusion protein would be different for each FRET 
biosensor and the use of non-absorbing mutant of YFP, such as Amber, as a replacement 
for the acceptor fluorophore in the same biosensor would be the most appropriate control, as 
previously reported [58]. 
For future FRET sensors, a purely single exponential fluorescent protein such as 
mTurquoise could provide another alternative to CFP in a calcium sensor based on TN-L15. 
By using mTurquoise as the FRET donor, the two-component model could be further tested 
and the discrepancies between the global fitting method and the global phasor plot may be 
addressed to confirm whether they are due to the presence of an additional second small 
lifetime component in mTFP1 fluorescence decay. Conversely, if the mTurquoise-based 
FRET biosensor still resulted in the same discrepancies between the two analysis methods, 
this would suggest that at least one of the two methods could be affected by a bias in the 
analysis procedure that is yet to be identified. These experimental studies could be 
completed by further simulations similar to those presented in Chapter 3.  
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The global phasor approach would also benefit from further analytical studies aiming at 
providing estimates of the correlations of the errors on the phasor coordinates obtained in 
experimental dataset affected by Poisson noise.  
The validity of the quantitative anisotropy model presented in Chapter 4 could be 
investigated by applying it to a dataset where the fluorescence measured in the acceptor 
channel upon donor excitation is affected with low donor spectral bleedthrough and low 
direct excitation of the acceptor. This would require the creation of a fusion protein using two 
fluorescent proteins with large Stokes shift as donor and acceptor fluorophores and low 
flexibility within the structure of the biomolecule (allowing for a single spatial conformation of 
the FRET pair).  
FRET analysis based on the acceptor rise time could be generalised by validating the model 
for the acceptor sensitized emission and the estimation of the angle between the fluorophore 
dipoles via time-resolved anisotropy could then be validated by structural analysis (X-ray 
crystallography or NMR).  
For imaging of multiple signalling processes using the MUX-FLIM system, it would be very 
useful to identify a reliable FRET pair in the red part of the spectrum. The FRET pair 
mKate2/iRFP introduced in Chapter 5 would benefit from further investigation to test the 
stability of these fluorophores in imaging systems and to confirm the properties of the 
fluorescence decay of mKate2 under laser illumination. The further development of new 
fluorophores in the red and IR part of the spectrum could allow the creation of new 
combinations of FRET pairs.  
To improve the performance of the time-gated FLIM technology, taking advantage of the 
availability of software such as FLIMfit, capable of performing fast global fitting procedures of 
complex fluorescence decay profiles across large datasets (and compensating for 
experimental artefacts like irising in the GOI and background fluorescence), there is scope to 
develop more optimal gating strategies for time-gated FLIM acquisitions. This may require 
both analytical studies and simulations to provide a new approach for the positioning of the 
gates, minimising the errors on the estimates of non-linear parameters such as the lifetime 
components and also for the contribution parameters (important for quantitative analysis of 
protein-protein interactions). 
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The progress in the analysis methods and the technological developments, to which this 
PhD project has aimed to contribute, highlights the need for rational and systematic design 
of improved FRET biosensors, as indicated by the results on the AMPK-2A-CaM plasmid 
presented in Chapter 7. Such rational design could enable fast and reliable investigation of 
biological pathways. The use of the 2A peptides for the expression of intermolecular FRET 
biosensors offers a good alternative to multiple co-transfections but requires further 
investigations in the level of expression allowed by the each type of 2A peptide (P2A, T2A 
and E2A, in particular).  
Nevertheless, quantitative analysis of molecular events such as those occurring in biological 
pathways is now accessible using fluorescence spectroscopy and imaging techniques based 
on FRET. However, even though its principles are relatively well understood, the 
measurement of FRET still presents a number of challenges, notably linked to the 
photophysical processes of the fluorophores, the need for appropriate controls and the 
effects of dynamic interactions.  Uncertainties in the 3-D configurations of the FRET 
fluorophores within a biomolecule or complex of interest can also lead to errors in 
interpretation, as recently highlighted by Vogel et al. [214].  
Furthermore, the use of FRET in living cells would benefit from the development of less 
disruptive tagging techniques than the insertion of large fluorescent proteins within over-
expressing plasmids. In particular, genome knock-in methods combined with the use of 
small molecular fluorescent tags are extremely attractive in order to follow endogenous 
protein functions and interactions at various biological scales. 
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