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Abstract
We study the inhomogeneous 8-vertex model (or equivalently the XYZ Heisenberg spin-
1/2 chain) with all kinds of integrable quasi-periodic boundary conditions: periodic, σx-
twisted, σy-twisted or σz-twisted. We show that in all these cases but the periodic one with
an even number of sites N, the transfer matrix of the model is related, by the vertex-IRF
transformation, to the transfer matrix of the dynamical 6-vertex model with antiperiodic
boundary conditions, which we have recently solved by means of Sklyanin’s Separation of
Variables (SOV) approach. We show moreover that, in all the twisted cases, the vertex-IRF
transformation is bijective. This allows us to completely characterize, from our previous
results on the antiperiodic dynamical 6-vertex model, the twisted 8-vertex transfer matrix
spectrum (proving that it is simple) and eigenstates. We also consider the periodic case for
N odd. In this case we can define two independent vertex-IRF transformations, both not
bijective, and by using them we show that the 8-vertex transfer matrix spectrum is doubly
degenerate, and that it can, as well as the corresponding eigenstates, also be completely
characterized in terms of the spectrum and eigenstates of the dynamical 6-vertex antiperiodic
transfer matrix. In all these cases we can adapt to the 8-vertex case the reformulations of the
dynamical 6-vertex transfer matrix spectrum and eigenstates that had been obtained by T -
Q functional equations, where the Q-functions are elliptic polynomials with twist-dependent
quasi-periods. Such reformulations enables one to characterize the 8-vertex transfer matrix
spectrum by the solutions of some Bethe-type equations, and to rewrite the corresponding
eigenstates as the multiple action of some operators on a pseudo-vacuum state, in a similar
way as in the algebraic Bethe ansatz framework.
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1 Introduction
The 8-vertex model is a two-dimensional model of statistical physics which generalizes the
exactly solvable 6-vertex model, with two additional allowed configurations around a vertex
[66, 26, 2, 9]. It is related to the completely anisotropic XYZ Heisenberg spin chain [3], a
natural generalization of the XXZ spin chain. It is still exactly solvable in the sense that its
associated R-matrix (i.e. the matrix of its local Boltzmann weights) satisfies the Yang-Baxter
equation, and that the transfer matrices of the model form a one-parameter commuting family
of operators. However, the charge through a vertex being not conserved, standard techniques
such as Bethe ansatz cannot directly be applied. In a nowadays famous paper [5], Baxter
managed to characterize the eigenvalues of the (periodic) transfer matrix by introducing a new
object, the so-called Q-operator, whose eigenvalues satisfy, together with the transfer matrix
eigenvalues, a functional relation (the functional T -Q relation). This new method nevertheless
did not enabled him to obtain the eigenvectors. The latter were constructed one year later
[6] by explicitly mapping the 8-vertex model onto a model of IRF (interaction-round-faces)
type, the so-called “8-vertex” solid-on-solid (SOS) model (sometimes also called dynamical 6-
vertex model or ABF model), which is solvable by Bethe ansatz. The relation between these
two models is provided by the vertex-IRF transformation, which corresponds to a generalized
gauge transformation between the R-matrices, and which can be extended to the corresponding
monodromy matrices and hence to the (periodic) transfer matrices and their eigenvectors.
Baxter’s famous solution to the 8-vertex model has been at the origin of a long series of
works [4, 38, 7, 8, 67, 42, 43, 46, 45, 10, 22, 11, 15, 23, 21, 24, 13]. Let us mention for instance
the reformulation of this solution in the framework of the Quantum Inverse Scattering Method
(QISM) and of algebraic Bethe ansatz (ABA) [67, 29], some further study on the properties
of the Q-operator or of the functional T -Q equation [21, 24, 13, 25] and of the Bethe roots
[42, 43, 10, 13], the investigation of the algebraic structures (quantum groups) underlying the
integrability of the model and its relation to the SOS model [62, 31, 32, 36, 16], and some
attempts to study the correlation functions [38, 37, 46, 45, 61, 15].
It is however important to underline that Baxter’s solution of the (finite-size) 8-vertex/XYZ
model [6] only applies to the diagonalization of transfer matrices constructed on a lattice with
an even number of sites N. This strong restriction comes from the fact that the vertex-IRF
transformation has been used to relate the 8-vertex model with periodic boundary conditions to
the SOS model with the same type of (i.e. periodic) boundary conditions. It actually happens
that the space of states of the exactly solvable SOS model with periodic boundary conditions
is zero-dimensional when N is odd, at least for general values of the crossing parameter of the
model (in the root of unity case a few eigenstates can be constructed in that way, but they are
nevertheless not sufficient to account for the whole 8-vertex space of states). Therefore, in spite
of more than 40 years of works on the subject, a complete description of the 8-vertex/XYZ
transfer matrix spectrum and eigenstates for N odd is still missing3.
The present paper aims at filling this gap. As first shown in [53], it happens that the
transfer matrix of the periodic 8-vertex/XYZ model with N odd can be related, by means of a
vertex-IRF transformation, to the transfer matrix of the SOS model with antiperiodic boundary
conditions. A remarkable feature of this SOS antiperiodic model is that the dimension of the
space of states is exactly 2N, i.e. is equal to the dimension of the space of states of the 8-
vertex model, which is far from being the case when periodic boundary conditions are applied
(even when N is even). This antiperiodic SOS model can be solved by means of Sklyanin’s
3Some analytic study of some solutions to the functional T -Q equation in the case of N odd could nevertheless
be performed at special values of the crossing parameter, see for instance [23, 12, 14].
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quantum version of the Separation of Variables (SOV) approach [63, 64, 65], as recently shown
in [28, 53, 47]. In fact, such a relation between the 8-vertex/XYZ transfer matrix and some
appropriate version of the antiperiodic SOS transfer matrix also holds when the XYZ spin
chain is subjected, for even or odd lattice size N, to an integrable boundary twist by some Pauli
matrix σα (α = x, y or z). We hence also consider here these twisted cases. By studying the
properties of the vertex-IRF transformation when acting on the corresponding space of states,
we show that, in the periodic case for N odd, as well as in the twisted cases with N even or
odd, we are able to completely determine the 8-vertex transfer matrix spectrum and eigenstates
by using the SOV characterization obtained in the antiperiodic SOS case [53, 47]. We hence
obtain, as usual in the SOV framework, a complete description of the spectrum and eigenstates
in terms of solutions of a set of discrete versions of Baxter’s T -Q equations at the inhomogeneity
parameters of the model. The results of [47] enable us moreover to rewrite this characterization
in terms of particular classes of solutions of some functional versions of Baxter’s T -Q equation
in which the Q-functions are elliptic polynomials with quasi-periods depending on the boundary
twist, i.e. in terms of the solutions of Bethe-type equations for the roots of these Q-functions.
In this framework the eigenstates can be obtained, quite similarly as in ABA, from the multiple
action of some operator on a given pseudo-vacuum state, a picture that is more convenient than
the initial SOV one for the consideration of the homogeneous and thermodynamic limits of the
model.
The article is organized as follows. In Section 2 we recall the definition of the 8-vertex model
in the QISM framework and its relation to the SOS (or dynamical 6-vertex) model by means
of the vertex-IRF transformation. In Section 3 we show that the action on the space of states
of the twisted 8-vertex transfer matrix is related to the action of the antiperiodic SOS transfer
matrix, and that the vertex-IRF transformation which provides this relation is invertible in the
case of a non-trivial twist. This enables us in Section 4 to completely determine the spectrum
and eigenstates of the transfer matrix of the inhomogeneous 8-vertex/XYZ model in all the
twisted cases, by using the SOV diagonalization of the antiperiodic SOS transfer matrix of [47].
We also discuss in this section the rewriting of this characterization in terms of the solutions of
Baxter’s (homogeneous) functional T -Q equation using the ansatz proposed in [47]: this ansatz,
which is proven to be complete at least in the case of N even, enables us to obtain the transfer
matrix eigenvalues in terms of the solutions of some Bethe-type equations, and the eigenstates
as multiple action of some operator on a particular pseudo-vacuum state. Then, in Section 5,
we consider the periodic case with N odd. In that case, the vertex-IRF transformation relating
the action on the space of states of the periodic 8-vertex transfer matrix to the corresponding
action of the antiperiodic SOS transfer matrix is no longer bijective, and therefore we use
two versions of this vertex-IRF transformation to completely determine the periodic 8-vertex
transfer matrix spectrum and eigenstates from the antiperiodic SOS ones. In that case an ansatz
for the solutions of Baxter’s (homogeneous) T -Q functional equation can still be proposed [47]
so as to rewrite the discrete SOV characterization of the eigenvalues and eigenstates in terms
of solutions of Bethe-type equations, but the completeness of this ansatz remains to be proven.
Two appendices complete this paper. In Appendix A, we briefly recall the results of [47]
concerning the SOV solution of the antiperiodic dynamical 6-vertex model. In Appendix B we
present an alternative reformulation of the 8-vertex transfer matrix spectrum and eigenstates
in terms of the elliptic polynomial solutions of some inhomogeneous version of Baxter’s T -Q
equation, which also enables us to characterize the eigenstates in terms of solutions of some
Bethe-type equations (although with some inhomogeneous term), and to obtain the eigenstates
in some ABA-type form. On the basis of the results of [47], such a reformulation is complete
for all the 8-vertex transfer matrices studied in this paper.
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2 The 8-vertex model and its relation to the dynamical 6-vertex
model
In this section, we recall the definition of the 8-vertex model in the framework of the quantum
inverse scattering method, as well as its relation to the dynamical 6-vertex model by means of
Baxter’s vertex-IRF transformation [6, 29].
2.1 The 8-vertex model in the QISM framework
In the QISM framework, the 8-vertex model is associated to an elliptic R-matrix R(8V)(λ) ∈
End(C2 ⊗ C2) of the form
R(8V)(λ) =

a(λ) 0 0 d(λ)
0 b(λ) c(λ) 0
0 c(λ) b(λ) 0
d(λ) 0 0 a(λ)
 , (2.1)
where a(λ), b(λ), c(λ), d(λ), which parametrize the local Boltzmann weights of the model, are
the following functions of the spectral parameter λ:
a(λ) =
2θ4(η|2ω) θ1(λ+ η|2ω) θ4(λ|2ω)
θ2(0|ω) θ4(0|2ω)
, b(λ) =
2θ4(η|2ω) θ1(λ|2ω) θ4(λ+ η|2ω)
θ2(0|ω) θ4(0|2ω)
, (2.2)
c(λ) =
2θ1(η|2ω) θ4(λ|2ω) θ4(λ+ η|2ω)
θ2(0|ω) θ4(0|2ω)
, d(λ) =
2θ1(η|2ω) θ1(λ+ η|2ω) θ1(λ|2ω)
θ2(0|ω) θ4(0|2ω)
. (2.3)
Here η ∈ C is a generic complex parameter which corresponds to the crossing parameter of the
model. The functions θj(λ|kω), j = 1, 2, 3, 4, k = 1, 2, denote the usual theta functions [34]
with quasi-periods π and kπω (ℑω > 0). In the following, we may simplify the notations for
the theta functions with imaginary quasi-period πω and write θj(λ) ≡ θj(λ|ω).
The R-matrix (2.1) satisfies the Yang-Baxter equation on C2 ⊗ C2 ⊗ C2,
R
(8V)
12 (λ12)R
(8V)
13 (λ13)R
(8V)
23 (λ23) = R
(8V)
23 (λ23)R
(8V)
13 (λ13)R
(8V)
12 (λ12), (2.4)
as well as the following unitary and crossing symmetry relations on C2 ⊗ C2:
R
(8V)
21 (−λ)R
(8V)
12 (λ) = θ1(−λ+ η|ω) θ1(λ+ η|ω) Id12, (2.5)
R
(8V)
12 (λ)σ
y
1
[
R
(8V)
12 (λ− η)
]t1σy1 = θ1(λ+ η|ω) θ1(λ− η|ω) Id12. (2.6)
Moreover, by using the quasi-periodicity properties of the theta functions, it is simple to show
that the 8-vertex R-matrix (2.1) also satisfies the identities
R
(8V)
12 (λ+ π) = −σ
z
1 R
(8V)
12 (λ)σ
z
1 , (2.7)
R
(8V)
12 (λ+ πω) = −e
−i(2λ+πω+η) σx1 R
(8V)
12 (λ)σ
x
1 . (2.8)
As usual, the indices label the spaces of the tensor product on which the corresponding operator
acts. σα, α ∈ {x, y, z}, stand for the Pauli matrices. We have also used the shorthand notation
λij ≡ λi − λj,
The monodromy matrix M
(8V)
0 (λ) ≡ M
(8V)
0,1...N(λ; ξ1, . . . , ξN) ∈ End(V0 ⊗ V1 ⊗ . . . ⊗ VN) of an
inhomogenous model of size N with space of states VN = V1 ⊗ V2 . . . ⊗ VN ≃ (C
2)⊗N is defined
as the following ordered product of R-matrices:
M
(8V)
0 (λ) = R
(8V)
0N (λ− ξN) · · ·R
(8V)
02 (λ− ξ2)R
(8V)
01 (λ− ξ1). (2.9)
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Here V0 ≃ C
2 denotes the auxiliary space, Vn ≃ C
2 the local space at site n, and ξn ∈ C
is the nth inhomogeneity parameter. In this paper we shall suppose that the inhomogeneity
parameters are generic, or at least that they satisfy the following conditions
ξj +
η
2
/∈ πZ+ πωZ, (2.10)
∀ǫ ∈ {−1, 0, 1}, ξa − ξb + ǫη /∈ πZ+ πωZ if a 6= b. (2.11)
The monodromy matrix (2.9) can be represented as a 2× 2 matrix on the auxiliary space V0,
M
(8V)
0 (λ) =
(
A(8V)(λ) B(8V)(λ)
C(8V)(λ) D(8V)(λ)
)
[0]
, (2.12)
and its operator entries A(8V)(λ), B(8V)(λ), C(8V)(λ), D(8V)(λ) satisfy the Yang-Baxter commu-
tation relations following from the quadratic relation on V0 ⊗ V0′ ⊗ VN
R
(8V)
00′ (λ12)M
(8V)
0 (λ1)M
(8V)
0′ (λ2) = M
(8V)
0′ (λ2)M
(8V)
0 (λ1)R
(8V)
00′ (λ12). (2.13)
The purpose of this paper is to explain how to characterize the spectrum and construct the
complete set of eigenstates of the transfer matrix of the model with particular quasi-periodic
boundary conditions. From (2.13) and from the fact that, for α ∈ {z, x, y}, the R-matrix (2.1)
satisfies the discrete symmetry property [R(λ), σα ⊗ σα] = 0, it is easy to see that the transfer
matrices
T
(8V)
(x,y)(λ) = tr
[
M
(8V)
(x,y)(λ)
]
, (2.14)
where
M
(8V)
(x,y)(λ) = K
(x,y)M(8V)(λ), with K(x,y) = (σx)y (σz)x, (2.15)
define, for each choice of (x, y) ∈ {0, 1}2, a one-parameter family of commuting operators:[
T
(8V)
(x,y)(λ),T
(8V)
(x,y)(µ)
]
= 0, λ, µ ∈ C. (2.16)
The different cases,
T
(8V)
(0,0)(λ) = A
(8V)(λ) + D(8V)(λ), (2.17)
T
(8V)
(1,0)(λ) = A
(8V)(λ)− D(8V)(λ), (2.18)
T
(8V)
(0,1)(λ) = B
(8V)(λ) + C(8V)(λ), (2.19)
T
(8V)
(1,1)(λ) = B
(8V)(λ)− C(8V)(λ), (2.20)
correspond here to different types of quasi-periodic boundary conditions for the model, that
we call respectively periodic, σz-twisted, antiperiodic (or σx-twisted), and twisted antiperiodic
(proportional to σy-twisted) boundary conditions. The logarithmic derivative of the transfer
matrix gives, in the homogeneous limit, the Hamiltonian of the XYZ spin-1/2 Heisenberg chain,
∂ logT
(8V)
(x,y)(λ)
∂λ
∣∣∣∣ λ=0
ξn=0
= HXYZ =
1
2
N∑
n=1
{
Jxσ
x
nσ
x
n+1 + Jyσ
y
nσ
y
n+1 + Jzσ
z
nσ
z
n+1
}
+
1
2
J0, (2.21)
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with the corresponding quasi-periodic boundary conditions:
σαN+1 = K
(x,y)
1 σ
α
1
(
K
(x,y)
1
)−1
for any α = x, y, z. (2.22)
Here
Jx =
θ′1(0|2ω)
θ1(0|2ω)
[
θ4(η|2ω)
θ1(η|2ω)
+
θ1(η|2ω)
θ4(η|2ω)
]
, Jz =
θ′1(η|2ω)
θ1(η|2ω)
−
θ′4(η|2ω)
θ4(η|2ω)
, (2.23)
Jy =
θ′1(0|2ω)
θ1(0|2ω)
[
θ4(η|2ω)
θ1(η|2ω)
−
θ1(η|2ω)
θ4(η|2ω)
]
, J0 =
θ′1(η|2ω)
θ1(η|2ω)
+
θ′4(η|2ω)
θ4(η|2ω)
. (2.24)
Before closing this subsection, we finally recall two important properties issued from the
study of the 8-vertex Yang-Baxter algebra:
• the inversion relation for the monodromy matrix (2.9):
M
(8V)
0 (λ) · σ
y
0
[
M
(8V)
0 (λ− η)
]t0σy0 = detqM(8V)(λ), (2.25)
where detqM
(8V)(λ) is the so-called quantum determinant, which is a central element of
the 8-vertex Yang-Baxter algebra:
detqM
(8V)(λ) = a(λ)d(λ− η)
= A(8V)(λ)D(8V)(λ− η)− B(8V)(λ)C(8V)(λ− η)
= D(8V)(λ)A(8V)(λ− η)− C(8V)(λ)B(8V)(λ− η), (2.26)
with
a(λ) ≡
N∏
n=1
θ(λ− ξn + η|ω), d(λ) ≡ a(λ− η); (2.27)
• the solution of the quantum inverse problem [41, 51, 39] which enables one to express
any elementary local operator Xn ∈ End(Vn) at site n in terms of the entries of the
monodromy matrix (2.9) or of its inverse as
Xn =
n−1∏
k=1
T
(8V)
(0,0)(ξk) · tr0
[
M
(8V)
0 (ξn)X0
]
·
n∏
k=1
[
T
(8V)
(0,0)(ξk)
]−1
, (2.28)
=
n∏
k=1
T
(8V)
(0,0)(ξk) ·
tr0
[
σy0 M
(8V)
0 (ξn − η)
t0 σy0 X0
]
detq M(8V)(ξn)
·
n−1∏
k=1
[
T
(8V)
(0,0)(ξk)
]−1
. (2.29)
2.2 Elementary properties of the 8-vertex transfer matrices
The QISM algebraic framework presented in the last subsection enables one to obtain without
further study some properties of the quasi-periodic transfer matrices (2.14) that we gather in
the next proposition.
Proposition 2.1. The quasi-periodic 8-vertex transfer matrices (2.14) satisfy the quasi-periodicity
properties
T
(8V)
(x,y)(λ+ π) = (−1)
N+y T
(8V)
(x,y)(λ), (2.30)
T
(8V)
(x,y)(λ+ πω) = (−e
−2iλ−iπω)N e2i[
∑N
k=1 ξk−
N
2
η+xπ
2
] T
(8V)
(x,y)(λ). (2.31)
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They moreover satisfy the following identities when evaluated at the inhomogeneity parameters:
T
(8V)
(x,y)(ξn)T
(8V)
(x,y)(ξn − η) = (−1)
x+y detqM
(8V)(ξn), n ∈ {1, . . . ,N}, (2.32)
N∏
n=1
T
(8V)
(x,y)(ξn) =
N∏
n=1
a(ξn)
N∏
n=1
K(x,y)n . (2.33)
Proof. The quasi-periodicity properties (2.7)-(2.8) of the 8-vertex R-matrix lead to the following
identities for the (x, y)-twisted monodromy matrix (2.15):
M
(8V)
(x,y)(λ+ π) = (−1)
N+yσz0 M
(8V)
(x,y)(λ)σ
z
0 , (2.34)
M
(8V)
(x,y)(λ+ πω) = (−1)
N+x e−i(2λ+πω+η)N e2i
∑N
k=1 ξk σx0 M
(8V)
(x,y)(λ)σ
x
0 . (2.35)
The quasi-periodicity properties (2.30) and (2.31) of the (x, y)-twisted 8-vertex transfer matrix
then follow by means of the cyclicity of the trace.
From the reconstruction formulae of local operators (2.28)-(2.29), it is easy to prove [39, 53]
the annihilation identities
A(8V)(ξn)A
(8V)(ξn − η) = D
(8V)(ξn)D
(8V)(ξn − η) = 0, (2.36)
B(8V)(ξn)B
(8V)(ξn − η) = C
(8V)(ξn)C
(8V)(ξn − η) = 0, (2.37)
as well as the exchange identities
A(8V)(ξn)D
(8V)(ξn − η) = −C
(8V)(ξn)B
(8V)(ξn − η), (2.38)
D(8V)(ξn)A
(8V)(ξn − η) = −B
(8V)(ξn)C
(8V)(ξn − η). (2.39)
By using the annihilation identities (2.36)-(2.37) we get
T
(8V)
(x,y)(ξn)T
(8V)
(x,y)(ξn − η) = (−1)
y
[
A(8V)(ξn)D
(8V)(ξn − η) +D
(8V)(ξn)A
(8V)(ξn − η)
]
, (2.40)
for (x, y) = (0, 0) , (1, 0), and
T
(8V)
(x,y)(ξn)T
(8V)
(x,y)(ξn − η) = (−1)
x
[
B(8V)(ξn)C
(8V)(ξn − η) + C
(8V)(ξn)B
(8V)(ξn − η)
]
, (2.41)
for (x, y) = (0, 1) , (1, 1). These relations lead to the so-called inversion formula (2.32) for the
transfer matrix once we use the exchange relations (2.38)-(2.39).
Finally, the identities (2.33) are also a trivial consequence of the reconstruction formula for
the local operators K
(x,y)
n once we recall that the product of periodic transfer matrices evaluated
at the inhomogeneity parameters along the chain is just the product of all a(ξn).
As noticed in [53] for the periodic case, one can use the above properties to get a preliminary
description of the transfer matrix spectrum. Indeed, the relations (2.30)-(2.31) imply that all
eigenvalues t(λ) of T
(8V)
(x,y)(λ) should satisfy the quasi-periodicity properties
t(λ+ π) = (−1)N+y t(λ), (2.42)
t(λ+ πω) = (−e−2iλ−iπω)N e2i[
∑N
k=1 ξk−
N
2
η+xπ
2
] t(λ), (2.43)
as well as the following identities when evaluated at the inhomogeneity parameters:
t(ξn) t(ξn − η) = (−1)
x+y
a(ξn)d(ξn − η), ∀n ∈ {1, . . . ,N}, (2.44)
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N∏
n=1
t(ξn) = (±1)
x+y+xy
N∏
n=1
a(ξn). (2.45)
Let us mention here that, after the paper [53], an ansatz based on a systematic use of this
kind of identities was proposed to describe the spectrum of several integrable model, by some
modified Baxter’s type functional equation (see [17] for the periodic 8-vertex model). However,
it is important to stress that the above properties are only necessary conditions that have to
be satisfied by the transfer matrix eigenvalues, but that, without further information about the
nature of the spectrum, they are a priori not sufficient to ensure its complete characterization:
we do not know at this stage whether all the solutions to (2.42)-(2.45) are indeed transfer matrix
eigenvalues.
Hence, to proceed further, we shall use Baxter’s vertex-IRF transformation [6] to relate the
8-vertex model to the SOS (or dynamical 6-vertex) one. In this context we shall be able to
explicitly construct, in the twisted case or in the periodic case with N odd, the transfer matrix
eigenstates by SOV. This essential step will notably allow us to select the true eigenvalues
among the solutions to (2.42)-(2.45) as those for which we can construct nonzero eigenstates.
2.3 Vertex-IRF transformation from 8-vertex to dynamical 6-vertex model
Although the form of the 8-vertex R-matrix (2.1) does not a priori allow for the direct resolution
of the model by Bethe ansatz, Baxter nevertheless managed to construct the eigenstates of
the periodic 8-vertex transfer matrix with an even number of sites by relating them to the
eigenstates of the transfer matrix of another model of statistical physics of solid-on-solid (SOS)
type [6]. This SOS model, also sometimes called ABF [1] or dynamical 6-vertex model, describes
interactions of a height variable around the faces of a two-dimensional square lattice. It is
directly solvable by Bethe ansatz and its variants has been widely studied (see for instance
[19, 44, 58, 59, 18, 29, 60, 57, 48, 49, 50]). The relation between the two models is provided by
a generalized gauge transformation connecting their respective R-matrices, called vertex-IRF
transformation, and which can be written in the following form:
R
(8V)
12 (λ12)S1(λ1|t)S2(λ2|t+ ησ
z
1) = S2(λ2|t)S1(λ1|t+ ησ
z
2)R12(λ12|t). (2.46)
Here t is an additional parameter called dynamical parameter. In the language of the SOS
model, it corresponds to the value of the height variable at a particular site of the model.
The R-matrix R(λ|t) of the SOS (or dynamical 6-vertex) model depends on both the spectral
and dynamical parameters and satisfies a modified version of the Yang-Baxter relation called
dynamical Yang-Baxter equation [33, 27]:
R12(λ12|t+ησ
z
3)R13(λ13|t)R23(λ23|t+ησ
z
1) = R23(λ23|t)R13(λ13|t+ησ
z
2)R12(λ12|t). (2.47)
In this paper we consider the following solution of (2.47):
R(λ|t) =

a(λ) 0 0 0
0 eiyη b(λ|t) eiyλ c(λ|t) 0
0 e−iyλ c(λ| − t) e−iyη b(λ| − t) 0
0 0 0 a(λ)
 , (2.48)
with y ∈ {0, 1} and
a(λ) = θ(λ+ η), b(λ|t) =
θ(λ) θ(t+ η)
θ(t)
, c(λ|t) =
θ(η) θ(t+ λ)
θ(t)
. (2.49)
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The dynamical gauge transformation (2.46) between (2.1) and (2.48) is provided by the following
2× 2 numerical matrix,
S(λ|t) = eiy
t
2
(
e−iy
λ
2 θ2(−λ+ t|2ω) e
iy λ
2 θ2(λ+ t|2ω)
e−iy
λ
2 θ3(−λ+ t|2ω) e
iy λ
2 θ3(λ+ t|2ω)
)
, (2.50)
which also depends on both the spectral and dynamical parameters.
The vertex-IRF transformation (2.46) can be extended to a relation between the correspond-
ing monodromy matrices:
M
(8V)
0 (λ)S0(λ|t)Sq(t+ ησ
z
0) = Sq(t)S0(λ|t+ ηS)M0(λ|t), (2.51)
where S is the total z-component of the spin,
S =
N∑
j=1
σzj , (2.52)
and where Sq(t) ≡ Sq(ξ1, . . . , ξN|t), with q ≡ 1 2 . . .N, is defined as
Sq(t) = S1(ξ1|t)S2(ξ2|t+ ησ
z
1) . . . SN(ξN|t+ η
N−1∑
a=1
σza). (2.53)
In (2.51), M0(λ|t) denotes the (periodic) dynamical 6-vertex monodromy matrix, defined on
V0 ⊗ VN as
M0(λ|t) ≡ R0N(λ− ξN|t+ η
N−1∑
a=1
σza) · · ·R02(λ− ξ2|t+ ησ
z
1)R01(λ− ξ1|t)
≡
(
A(λ|t) B(λ|t)
C(λ|t) D(λ|t)
)
[0]
. (2.54)
The latter satisfies, together with (2.48), a dynamical quadratic relation of the form
R00′(λ00′ |t+ ηS)M0(λ0|t)M0′(λ0′ |t+ ησ
z
0) = M0′(λ0′ |t)M0(λ0|t+ ησ
z
0′)R00′(λ00′ |t). (2.55)
The algebraic Bethe ansatz for the dynamical 6-vertex model with periodic boundary condi-
tions has been formulated in [29] from the representation theory of the elliptic quantum group
studied in [30]. The study of the antiperiodic model in the framework of the quantum sepa-
ration of variables approach has been performed in [28, 53, 47]. In particular, in [47], slightly
different variants of the antiperiodic model have been considered, depending on different global
shifts of the dynamical parameter t. We shall use here the results of [47] to explicitly construct,
by means of the vertex-IRF transformation, the eigenvectors and eigenvalues of the 8-vertex
transfer matrices (2.14) in the quasi-periodic cases with (x, y) 6= (0, 0) and N even or odd, and
in the periodic case with (x, y) = (0, 0) and N odd.
3 Vertex-IRF transformation and quasi-periodic transfer ma-
trices in left and right representation spaces
The search for a convenient gauge transformation of the 8-vertex monodromy matrix simplifying
the analysis of the 8-vertex transfer matrix spectrum has naturally led to the introduction of
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the dynamical parameter t. The space of states of the gauge transformed model (the dynamical
6-vertex model) hence corresponds to a representation space of the dynamical Yang-Baxter
algebra. In this section, we describe this dynamical-spin representation space and show that, in
certain conditions, the vertex-IRF transformation defines an isomorphism between a particular
subspace of this dynamical-spin space and the 2N-dimensional pure spin space of states of the
8-vertex model. This enables us to completely characterize the action on this space of states of
the quasi-periodic 8-vertex transfer matrices (2.14) for (x, y) 6= (0, 0) in terms of the action of
the transfer matrix of the dynamical 6-vertex model with antiperiodic boundary conditions.
3.1 Dynamical-spin and pure spin representation spaces
As described in [53, 47], it is convenient, so as to simplify the commutation relations issued
from (2.55), to extend our spin operator algebra by introducing some dynamical operators τ
and T±τ which commute with the spin operators and which satisfy the commutation relations
T±τ τ = (τ ± η)T
±
τ , (3.1)
and to define a new monodromy matrix incorporating these dynamical operators as
M0(λ) ≡ M0(λ|τ)T
σz0
τ ≡
(
A(λ) B(λ)
C(λ) D(λ)
)
[0]
. (3.2)
The advantage of this formulation is that the operator entries of (3.2) satisfy simpler commu-
tation relations than the operators entries of (2.54), given by the quadratic relation
R00′(λ00′ |τ + ηS)M0(λ0)M0′(λ0′) =M0′(λ0′)M0(λ0)R00′(λ00′ |τ). (3.3)
It also satisfies the following inversion formula:
M0(λ) · σ
y
0 M0(λ− η)
t0 σy0 = e
−iyηS θ(τ)
θ(τ + ηS)
detqM(λ), (3.4)
in terms of the quantum determinant detqM(λ) = a(λ)d(λ− η).
The operator entries of (3.2) are then though of as acting on some dynamical-spin space
D(6VD),N ≡ VN ⊗ D, where D is an infinite-dimensional representation space of the dynamical
operator algebra (3.1) with left (covectors) and right (vectors) τ -eigenbasis respectively defined
as
〈t(a)| ≡ 〈t(0)|T−aτ , |t(a)〉 ≡ T
a
τ |t(0)〉, ∀a ∈ Z, (3.5)
such that
〈t(a)|τ = t(a)〈t(a)|, τ |t(a)〉 = t(a)|t(a)〉, t(a) ≡ −ηa+ t0, ∀a ∈ Z, (3.6)
with the normalization 〈t(a)|t(b)〉 = δa,b, ∀a, b ∈ Z. In this paper, as in [47], we fix the value of
the global shift t0 to be, in terms of N, y, and of some additional parameter x ∈ {0, 1},
t0 = −
η
2
N+ x
π
2
+ y
π
2
ω, (3.7)
with the condition (x, y) 6= (0, 0) if N is even, and we denote the corresponding left and right
representation spaces4 as DL/R ≡ D
L/R
(x,y),N. A σ
z
n-eigenbasis in the local spin space V
L/R
n ,
n ∈ {1, . . . ,N}, is given by the states 〈n, hn| (resp. |n, hn〉), hn ∈ {0, 1}, such that
〈n, hn|σ
z
n = (1− 2hn) 〈n, hn|, resp. σ
z
n |n, hn〉 = (1− 2hn) |n, hn〉, (3.8)
4As in [47], we may denote by a subscript R the representation spaces for the dynamical and spin operators
(i.e. for instance DR(6VD),N ≡ D(6VD),N, V
R
N ≡ VN, . . .), and by a subscript L their restricted dual spaces that we
shall call left representation spaces.
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with 〈n, hn|n, h
′
n〉 = δhn,h′n . Hence a natural basis of D
L
(6VD),N (respectively of D
R
(6VD),N) is
provided by the vectors
(⊗Nn=1〈n, hn|)⊗ 〈t(a)|, resp. (⊗
N
n=1|n, hn〉)⊗ |t(a)〉, (3.9)
obtained by tensoring common eigenstates of the commuting operators τ and σzn, 1 ≤ n ≤ N,
with the following scalar product:
(
⊗Nn=1 |n, hn〉 ⊗ |t(a)〉,⊗
N
n=1|n, h
′
n〉 ⊗ |t(a
′)〉
)
= δa,a′
N∏
n=1
δhn,h′n . (3.10)
Let us define the operator
Sτ ≡ ηS+ 2τ ∈ End(D(6VD),N). (3.11)
For each r ∈ Z, we denote with D¯
(r,L/R)
(6VD),N the 2
N-dimensional left and right linear eigenspaces
of Sτ corresponding to the eigenvalue 2rη + xπ + yπω, which are respectively generated by the
vectors(
⊗Nn=1 〈n, hn|
)
⊗ 〈tr,h|, h ≡ (h1, . . . , hN) ∈ {0, 1}
N, (3.12)(
⊗Nn=1 |n, hn〉
)
⊗ |tr,h〉, h ≡ (h1, . . . , hN) ∈ {0, 1}
N, (3.13)
where
tr,h = −
η
2
sh + x
π
2
+ y
π
2
ω + rη = t0 +
N∑
k=1
hk + rη, with sh =
N∑
k=1
(1− 2hk). (3.14)
We recall that
Proposition 3.1. For each r ∈ Z, the 2N-dimensional vector space D¯
(r,L/R)
(6VD),N
is invariant under
the action of the operators A(λ|τ), D(λ|τ), B(λ), C(λ).
In particular, D¯
(r=0)
(6VD),N corresponds to the physical space of states of the SOS model with
antiperiodic boundary conditions, as studied in [53, 47]. We recall here that the definition of
this model depends on the values of the two parameters x, y ∈ {0, 1} appearing in the R-matrix
(2.48) and in the global shift (3.7) of the dynamical parameter, hence we may sometimes call
it the (x, y)-dynamical 6-vertex model.
We also define the following homomorphism PL/R from the representation space D
L/R
(6VD),N
of the dynamical Yang-Baxter algebra to the pure spin space of states V
L/R
N of the XYZ model
by its action on the basis vectors (3.9):
PR :
(
⊗Nn=1 |n, hn〉
)
⊗ |t(a)〉 7→
(
⊗Nn=1 |n, hn〉
)
, (3.15)
PL :
(
⊗Nn=1 〈n, hn|
)
⊗ 〈t(a)| 7→
(
⊗Nn=1 〈n, hn|
)
. (3.16)
By definition, we have that, for each 〈v | ∈ DL(6VD),N, respectively |v 〉 ∈ D
R
(6VD),N,
PL
(
〈v |T±τ
)
= PL
(
〈v |
)
, resp. PR
(
T±τ |v 〉
)
= PR
(
|v 〉
)
. (3.17)
Moreover, for each r ∈ Z, the restriction P(r,L/R) of PL/R to the subspace D¯
(r,L/R)
(6VD),N of D
L/R
(6VD),N
defines an isomorphism from D¯
(r,L/R)
(6VD),N to V
L/R
N , and its action on any vector 〈v | ∈ D¯
(r,L)
(6VD),N,
respectively |v 〉 ∈ D¯
(r,R)
(6VD),N, is given by
P(r,L)(〈v |) = 〈v |
(
N∑
a=0
| tr,0 + ηa 〉
)
, resp. P(r,R)(|v 〉) =
(
N∑
a=0
〈 tr,0 + ηa |
)
|v 〉. (3.18)
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In particular, the dynamical-spin space of states D¯
(0,L/R)
(6VD),N of the dynamical 6-vertex model with
antiperiodic boundary conditions is isomorphic, by means of the above mapping, to the pure
spin quantum space of states V
L/R
N of the XYZ model. This is a clear advantage with respect
to the study of the periodic XYZ model by means of its relation to the periodic dynamical
6-vertex model, since the latter has a space of states which has not the same dimension as the
space of states of the former.
Remark 3.1. In the following, we shall simply, in accordance with the definition (3.15)-(3.16),
use the following notation: for any |v 〉 ∈ D
(r,R)
(6VD),N, respectively 〈v | ∈ D
(r,L)
(6VD),N,
P(r,R)
(
|v 〉
)
= P(r) |v 〉, resp. P(r,L)
(
〈v |
)
= 〈v |
[
P(r)
]−1
. (3.19)
3.2 The vertex-IRF transformation as an isomorphism of vector spaces
We shall now prove that, for (x, y) 6= (0, 0), the vertex-IRF transformation (2.53) that relates
the monodromy matrices of the 8-vertex and (x, y)-dynamical 6-vertex models is bijective. More
precisely,
Proposition 3.2. Let r ∈ Z. On any vector of |v 〉 ∈ D¯
(r,R)
(6VD),N, one has
PR
(
Sq(τ)|v 〉
)
= S(r)P(r) |v 〉, (3.20)
where the action of the operator S(r) ∈ End(VN) is defined on the local spin basis vectors of VN
as
S(r)
( N
⊗
n=1
|n, hn 〉
)
= Sq(tr,h)
N
⊗
n=1
|n, hn 〉, (3.21)
where Sq(tr,h) stands for the operator (2.53) evaluated at the value (3.14).
When (x, y) 6= (0, 0), S(r) is an automorphism of VN.
Remark 3.2. Note that, even if not explicitly underlined, this operator S(r) depends on the
values of x and y through the definition (2.50) of S(λ|t) and the value (3.14) of tr,h.
Proof. It is enough to consider the action on the generic elements (3.13) of the dynamical-spin
basis of D¯
(r,R)
(6VD),N to prove the formula (3.20) and the characterization (3.21).
Let us now define, for j ∈ {1, . . . , N}, the operators S(r,j) ∈ End(VN) by their action on the
generic basis elements ⊗Nn=1|n, hn〉:
S(r,j)
( N
⊗
n=1
|n, hn 〉
)
≡ Sj
(
ξj
∣∣∣tr,h + η j−1∑
n=1
σzn
)
Sj+1
(
ξj+1
∣∣∣tr,h + η j∑
n=1
σzn
)
. . .
. . . SN
(
ξN
∣∣∣tr,h + η N−1∑
n=1
σzn
)( N
⊗
n=1
|n, hn 〉
)
, (3.22)
and S(r,N+1) ≡ Id. By definition, we have that S(r) = S(r,1), and we want to show by induction
on j that, for (x, y) 6= 0 and for all j ∈ {1, . . . ,N+ 1}, S(r,j) is an isomorphism.
It is clearly the case for S(r,N+1) = Id. Let us therefore assume that, for some j ∈ {1, . . . ,N},
S(r,j+1) is an isomorphism. Note that, by definition, S(r,j+1) acts trivially on V1 ⊗ . . . ⊗ Vj, so
that we can write
S(r,j+1)
( N
⊗
n=1
|n, hn 〉
)
=
( j
⊗
n=1
|n, hn 〉
)
⊗ | [hj+1, . . . , hN]S(r,j+1) 〉, (3.23)
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where, by hypothesis, the vectors | [hj+1, . . . , hN]S(r,j+1) 〉 form, for (hj+1, . . . , hN) ∈ {0, 1}
N−j , a
basis of Vj+1 ⊗ . . .⊗ VN (and 〈 [hj+1, . . . , hN]S(r,j+1) | will denote the elements of its dual basis).
Then the action of S(r,j) on the local spin basis vectors of VN is given as
S(r,j)
( N
⊗
n=1
|n, hn 〉
)
=
( j−1
⊗
n=1
|n, hn 〉
)
⊗
[
Sj
(
ξj
∣∣∣tr,h + η j−1∑
n=1
(1− 2hn)
)
| j, hj 〉
]
⊗ | [hj+1, . . . , hN]S(r,j+1) 〉
=
( j−1
⊗
n=1
|n, hn 〉
)
⊗
ei y2 (tˆ (j)r,h− η2−ξj) θ2(tˆ (j)r,h − η2 − ξj |2ω) ei y2 (tˆ (j)r,h+ η2+ξj) θ2(tˆ (j)r,h + η2 + ξj|2ω)
ei
y
2
(tˆ
(j)
r,h
− η
2
−ξj) θ3(tˆ
(j)
r,h −
η
2 − ξj |2ω) e
i y
2
(tˆ
(j)
r,h
+ η
2
+ξj) θ3(tˆ
(j)
r,h +
η
2 + ξj|2ω)

[j]
| j, hj 〉
⊗ | [hj+1, . . . , hN]S(r,j+1) 〉,
where we have defined
tˆ
(j)
r,h ≡
η
2
j−1∑
k=1
(1− 2hk) +
η
2
N∑
k=j+1
(2hk − 1) + x
π
2
+ y
π
2
ω + rη. (3.24)
Note that, for generic η (i.e. incommensurable to π and πω) and (x, y) 6= (0, 0), tˆ
(j)
r,h /∈ πZ+πωZ.
Since
det
ei y2 (tˆ (j)r,h− η2−ξj) θ2(tˆ (j)r,h − η2 − ξj|2ω) ei y2 (tˆ (j)r,h+ η2+ξj) θ2(tˆ (j)r,h + η2 + ξj|2ω)
ei
y
2
(tˆ
(j)
r,h
− η
2
−ξj) θ3(tˆ
(j)
r,h −
η
2 − ξj|2ω) e
i y
2
(tˆ
(j)
r,h
+ η
2
+ξj) θ3(tˆ
(j)
r,h +
η
2 + ξj|2ω)

= eiytˆ
(j)
r,h θ(ξj + η/2) θ(tˆ
(j)
r,h) 6= 0, (3.25)
for generic η and (x, y) 6= (0, 0), then S(r,j) is also an isomorphism. Indeed, let us consider the
equation, for some vector |v 〉 ∈ VN,
S(r,j) |v 〉 = 0, with |v 〉 =
∑
h∈{0,1}N
ch
( N
⊗
n=1
|n, hn 〉
)
. (3.26)
It reduces to an equation in the j-th local quantum space when we consider the following matrix
elements, for any (k1, . . . , kj−1, kj+1, . . . kN) ∈ {0, 1}
N−1,
0 =
(
j−1
⊗
n=1
〈n, kn | ⊗ 〈 [kj+1, . . . , kN]S(r,j+1) |
)
S(r,j) |v 〉
=
1∑
hj=0
c(k1,...,kj−1,hj ,kj+1,...,kN)
×
ei y2 (tˆ (j)r,k− η2−ξj) θ2(tˆ (j)r,k − η2 − ξj|2ω) ei y2 (tˆ (j)r,k+ η2+ξj) θ2(tˆ (j)r,k + η2 + ξj|2ω)
ei
y
2
(tˆ
(j)
r,k
− η
2
−ξj) θ3(tˆ
(j)
r,k −
η
2 − ξj|2ω) e
i y
2
(tˆ
(j)
r,k
+ η
2
+ξj) θ3(tˆ
(j)
r,k +
η
2 + ξj|2ω)

[j]
| j, hj 〉,
which, from the condition (3.25), can be satisfied if and only if
c(k1,...,kj−1,0,kj+1,...,kN) = c(k1,...,kj−1,1,kj+1,...,kN) = 0. (3.27)
Being (k1, . . . , kj−1, kj+1, . . . kN) ∈ {0, 1}
N−1 completely arbitrary, the statement follows.
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3.3 The relation between the quasi-periodic 8-vertex and the antiperiodic
dynamical 6-vertex transfer matrices
Using the vertex-IRF transformation (3.20), it is possible to relate the (x, y)-twisted 8-vertex
transfer matrix (2.14) to the transfer matrix
T (λ) = B(λ) + C(λ) (3.28)
of the antiperiodic dynamical 6-vertex model defined on the dynamical-spin space of states
D¯
(0)
(6VD),N with the same choice of (x, y). More precisely, we have the following result.
Proposition 3.3. The (x, y)-twisted 8-vertex transfer matrix (2.14), combined with the vertex-
IRF transformation, has the following action on the states |v 〉 of D¯
(0,R)
(6VD),N,
T
(8V)
(x,y)(λ)Sq(τ) |v 〉 = (−1)
x ixy
[
Sq(τ − η)C(λ|τ − η) + Sq(τ + η)B(λ|τ + η)
]
|v 〉, (3.29)
which can be rewritten in terms of the action of the transfer matrix (3.28) of the antiperiodic
(x, y)-dynamical 6-vertex model as
T
(8V)
(x,y)(λ)S
(0) P(0) |v 〉 = (−1)x ixy S(0)P(0) T (λ) |v 〉. (3.30)
Since the vertex-IRF transformation is an isomorphism of vector spaces when (x, y) 6= (0, 0),
the relation (3.30) can in that case be formulated directly at the operator level, as stated in the
following corollary.
Corollary 3.1. When (x, y) 6= (0, 0), the (x, y)-twisted 8-vertex transfer matrix (2.14) can be
expressed in terms of the antiperiodic (x, y)-dynamical 6-vertex transfer matrix (3.28) as
T
(8V)
(x,y)(λ) = (−1)
x ixy S(0)P(0) T (λ)
[
P(0)
]−1 [
S(0)
]−1
. (3.31)
It may be convenient, here and in the following, to define, through the isomorphism P(0),
some analogs of the dynamical Yang-Baxter operators which act on the pure spin space VN, in
particular
B(6VD)(λ) = P(0) B(λ)
[
P(0)
]−1
, C(6VD)(λ) = P(0) C(λ)
[
P(0)
]−1
, (3.32)
T
(6VD)
(λ) = B(6VD)(λ) + C(6VD)(λ). (3.33)
The relation (3.31) for (x, y) 6= (0, 0) can therefore simply be rewritten as
T
(8V)
(x,y)(λ) = (−1)
x ixy S(0) T
(6VD)
(λ)
[
S(0)
]−1
. (3.34)
Remark 3.3. The action of the quasi-periodic 8-vertex transfer matrix to the left, i.e. the
analog of (3.29)-(3.30) on the states 〈v | of D¯
(0,L)
(6VD),N, follows directly from (3.31) in the case
(x, y) 6= (0, 0).
We now turn to the proof of Proposition 3.3, for which we use the following Lemma:
Lemma 3.1. For any vector |v 〉 ∈ D¯
(0,R)
(6VD),N, one has
PR
(
Sq(τ − η)C(λ|τ − η) |v 〉
)
= S(0)P(0) C(λ) |v 〉, (3.35)
PR
(
Sq(τ + η)B(λ|τ + η) |v 〉
)
= S(0)P(0) B(λ) |v 〉. (3.36)
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Proof. We recall that, if |v 〉 ∈ D¯
(0,R)
(6VD),N, then C(λ)|v 〉 ∈ D¯
(0,R)
(6VD),N, so that, from (3.20),
S(0)P(0) C(λ) |v 〉 = PR
(
Sq(τ) C(λ) |v 〉
)
= PR
(
Sq(τ)C(λ|τ)T
+
τ |v 〉
)
= PR
(
Sq(τ − η)C(λ|τ − η) |v 〉
)
, (3.37)
where we have used successively (3.1) and (3.17). (3.36) can be proven similarly.
Proof of Proposition 3.3. Let us show (3.29), which is a generalization to the (x, y)-case of
Lemma 3.3 of [53]. To prove (3.29), we rewrite, similarly as in [53], the gauge transformation
(2.51) under the following equivalent form:
S0(λ+ η|τ)Sq(τ + ησ
z
0)
(
D(λ|τ + η) −B(λ|τ + η)
−C(λ|τ − η) A(λ|τ − η)
)
[0]
eiyηS
θ(τ + ηS)
θ(τ)
=
(
D(8V)(λ) −B(8V)(λ)
−C(8V)(λ) A(8V)(λ)
)
[0]
Sq(τ)S0(λ + η|τ + ηS), (3.38)
where we have used the inversion formulas (2.25) and (3.4) for the 8-vertex and dynamical
6-vertex monodromy matrices. By means of the relation, for x, y ∈ {0, 1},
S(λ| − τ + xπ + yπω) = (−1)x ixy (σz)x (σx)y S(−λ|τ)
= (−1)x ixy (σz)x (σx)y S(λ|τ)σx, (3.39)
we can rewrite (3.38) as
S0(λ+ η| − τ + xπ + yπω)Sq(τ − ησ
z
0)
(
−C(λ|τ − η) A(λ|τ − η)
D(λ|τ + η) −B(λ|τ + η)
)
[0]
eiyηS
θ(τ + ηS)
θ(τ)
= ixy (−1)x (σz0)
x (σx0 )
y
(
D(8V)(λ) −B(8V)(λ)
−C(8V)(λ) A(8V)(λ)
)
[0]
Sq(τ)S0(λ+ η|τ + ηS). (3.40)
Let us now show that S0(λ+ η|τ + ηS) is an invertible matrix in the auxiliary space when
acting on any state of D¯
(0,R)
(6VD),N. All that we need to observe is that the following identity holds:
S0(λ+ η|τ + ηS)
[(
⊗Nn=1 |n, hn〉
)
⊗ |t0,h〉
]
= ei
y
2
(xπ+yπω−t0,h)
[(
⊗Nn=1 |n, hn〉
)
⊗ |t0,h〉
]
×
(
e−iy
λ+η
2 θ2(−λ− η − t0,h + xπ + yπω|2ω) e
iy λ+η
2 θ2(λ+ η − t0,h + xπ + yπω|2ω)
e−iy
λ+η
2 θ3(−λ− η − t0,h + xπ + yπω|2ω) e
iy λ+η
2 θ3(λ+ η − t0,h + xπ + yπω|2ω)
)
[0]
,
and that the last matrix has a non-zero determinant θ(λ + η) θ(−t0,h + xπ + yπω) for any
h ∈ {0, 1}N provided that λ+ η /∈ πZ+ πωZ.
Multiplying both sides of (3.40) from the right by [S0(λ+ η|τ + ηS)]
−1 and taking the trace
on the auxiliary space 0, we obtain
tr0
{
S0(λ+ η| − τ + xπ + yπω)Sq(τ − ησ
z
0)
(
−C(λ|τ − η) A(λ|τ − η)
D(λ|τ + η) −B(λ|τ + η)
)
[0]
eiyηS
×
θ(τ + ηS)
θ(τ)
[S0(λ+ η|τ + ηS)]
−1
}
= (−1)y ixy T
(8V)
(x,y)(λ)Sq(τ). (3.41)
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The claim (3.29) follows by passing S0(λ+ η| − τ + xπ + yπω) to the right in the trace and by
recalling that D¯
(0,R)
(6VD),N is an eigenspace of ηS+ 2τ associated with the eigenvalue xπ + yπω.
(3.30) is then obtained by applying PR on both members of (3.29), and by using (3.20),
(3.35) and (3.36).
Note that the relation between the action to the right of the 8-vertex and SOS transfer
matrices of Proposition 3.3 can be easily extended to a relation between the action of more
general matrix elements. Indeed, defining the coefficients sα,βi,j (λ|τ) and s˜
α,β
i,j (λ|τ), i, j, α, β ∈
{+,−} (which can easily be explicitly computed) by
S(λ|t)−1Eij S(λ|t) =
∑
α,β∈{+,−}
sα,βi,j (λ|τ)E
αβ , (3.42)
S(λ|t)Eij S(λ|t)−1 =
∑
α,β∈{+,−}
s˜α,βi,j (λ|τ)E
αβ , (3.43)
so that ∑
α,β∈{+,−}
si,jα,β(λ|τ) s˜
α,β
k,ℓ (λ|τ) =
∑
α,β∈{+,−}
s˜i,jα,β(λ|τ) s
α,β
k,ℓ (λ|τ) = δi,k δj,ℓ, (3.44)
it is easy to show that the elements of the (x, y)-twisted inverse monodromy matrix combined
with the vertex-IRF transformation have the following action on the states |v 〉 of D¯
(0,R)
(6VD),N:[
M
(8V)
(x,y)(λ)
−1
]
kj
Sq(τ) |v 〉 = (−i)
xy(−1)x
∑
α,β∈{+,−}
sα,βj,k (λ|τ)Sq(τ + ηβ)
[
M¯(λ|τ)−1
]
βα
|v 〉, (3.45)
or equivalently
Sq(τ + ηk)
[
M¯(λ|τ)−1
]
kj
|v 〉 = ixy(−1)x
∑
α,β∈{+,−}
s˜α,βj,k (λ|τ)
[
M
(8V)
(x,y)(λ)
−1
]
βα
Sq(τ) |v 〉. (3.46)
Note that these relations can be rewritten in terms of the matrix elements of M¯(λ|τ) and/or
M
(8V)
(x,y)(λ) (instead of their inverse) by using (3.4) and/or (2.25).
4 Spectral problem for the quasi-periodic 8-vertex transfer ma-
trices
From Proposition 3.3 or Corollary 3.1 and the fact that S(0)P(0) defines, for (x, y) 6= (0, 0), an
isomorphism from D¯
(0)
(6VD),N to VN, the spectral problem for the quasi-periodic 8-vertex transfer
matrix (2.14) with (x, y) 6= (0, 0) is completely equivalent to the spectral problem for the
transfer matrix (3.28) of the antiperiodic (x, y)-dynamical 6-vertex model. This property can
be formulated as follows.
Theorem 4.1. Let (x, y) 6= (0, 0). If
|Ψ
(6VD)
t¯
〉 ∈ D¯
(0,R)
(6VD),N, respectively 〈Ψ
(6VD)
t¯
| ∈ D¯
(0,L)
(6VD),N, (4.1)
is a right (resp. left) eigenvector of the antiperiodic (x, y)-dynamical 6-vertex transfer matrix
T (λ) (3.28) with eigenvalue t¯(λ), then
S(0)P(0) |Ψ
(6VD)
t¯
〉 ∈ VRN , resp. 〈Ψ
(6VD)
t¯
|
[
P(0)
]−1 [
S(0)
]−1
∈ VLN, (4.2)
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is a right (resp. left) eigenvector of the quasi-periodic 8-vertex transfer matrix T
(8V)
(x,y)(λ) (2.14)
with eigenvalue
t
(8V)
(x,y)(λ) ≡ (−1)
x ixy t¯(λ), (4.3)
and conversely.
4.1 Complete spectrum and eigenstate construction of the 8-vertex quasi-
periodic transfer matrices
The complete description of the spectrum and eigenstates of the transfer matrices (2.14) hence
follows directly from Theorem 4.1 and from the complete description of the spectrum and eigen-
states of the antiperiodic dynamical 6-vertex transfer matrix (3.28) which has been obtained in
[47] by means of Sklyanin’s quantum Separation of Variable approach [64, 65] (see Appendix A
for a briery summary of the SOV study of [47]). Notably, the 8-vertex transfer matrix eigen-
states can be defined in a self-contained way from the image on VN of the SOV-basis of D¯
(0)
(6VD),N
of [47] by the isomorphism P(0).
Concretely let us define, for each N-tuple h ≡ (h1, . . . , hN) ∈ {0, 1}
N, the following states in
V
L
N and V
R
N respectively:
〈h | ≡ 〈h |
[
P(0)
]−1
= 〈h | t0,h 〉, resp. |h 〉 ≡ P
(0) |h 〉 = 〈 t0,h |h 〉, (4.4)
where 〈h | and |h 〉 stand for the states (A.2) and (A.3) respectively. Then, under the condition
(2.11) on the inhomogeneity parameters, the states (4.4) define a basis of VLN and V
R
N respec-
tively. Note that these states can equivalently be defined by multiple action of the operators
(3.32)
〈h | = 〈0 |
N∏
n=1
(
C(6VD)(ξn)
d(ξn − η)
)hn
, |h 〉 =
N∏
n=1
(
C(6VD)(ξn − η)
d(ξn − η)
)(1−hn)
|1 〉, (4.5)
on the following reference states
〈0 | ≡
1
n
(
⊗Nn=1 〈n, hn = 0|
)
, |1 〉 ≡
1
n
(
⊗Nn=1 |n, hn = 1〉
)
. (4.6)
The action of the operators B(6VD)(λ) and C(6VD)(λ) on this basis can immediately be deduced
from the action (A.7)-(A.10) of the operators B(λ) and C(λ) on the corresponding basis of
D¯
(0,R/L)
(6VD),N. Moreover,
〈h |k 〉 = δh,k
e−iyη
∑N
j=1 hj
detN
[
Θ(h)
] , (4.7)
where Θ(h) is the matrix (A.5). Hence these states define a decomposition of the identity on
VN:
I ≡
∑
h∈{0,1}N
det
N
[
Θ(h)
]
|h 〉 〈h |. (4.8)
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Theorem 4.2. Let (x, y) 6= (0, 0). For any fixed N-tuple of inhomogeneities (ξ1, . . . , ξN) ∈
C
N satisfying (2.10)-(2.11), the spectrum Σ
(8V)
(x,y) of the quasi-periodic 8-vertex transfer matrix
T
(8V)
(x,y)(λ) (2.14) is simple and coincides with the set of functions of the form
t(λ) ≡
N∑
a=1
eiy(ξa−λ)
θ(t0,0 − λ+ ξa)
θ(t0,0)
∏
b6=a
θ(λ− ξb)
θ(ξa − ξb)
t(ξa),
(
t(ξ1), . . . , t(ξN)
)
∈ CN, (4.9)
which satisfy the discrete system of equations (2.44).
The right T
(8V)
(x,y)(λ)-eigenstate |Ψ
(8V)
t 〉 ∈ V
R
N and the left T
(8V)
(x,y)(λ)-eigenstate 〈Ψ
(8V)
t | ∈ V
R
N
associated with the eigenvalue t(λ) ∈ Σ
(8V)
(x,y) are respectively given by
|Ψ
(8V)
t 〉 =
∑
h∈{0,1}N
N∏
a=1
[
eiyηha
(
ax,y(ξa)
d(ξa − η)
)ha
q
(ha)
t,a
]
det
N
[
Θ(h)
]
S(0)|h 〉, (4.10)
〈Ψ
(8V)
t | =
∑
h∈{0,1}N
N∏
a=1
[
eiyηha q
(ha)
t,a
]
det
N
[
Θ(h)
]
〈h |
[
S(0)
]−1
, (4.11)
where ax,y(λ) = (−1)
x+y+xy
a(λ), and where the coefficients q
(ha)
t¯,a are (up to an overall normal-
ization) characterized by
q
(1)
t,a
q
(0)
t,a
= (−1)x ixy
d(ξa − η)
t(ξa − η)
= (−1)y ixy
t(ξa)
a(ξa)
. (4.12)
It is interesting to remark that the 8-vertex eigenstates (4.10) and (4.11) have a complete
separated form on the basis of VRN given by the states S
(0)|h 〉, h ∈ {0, 1}N, and on the basis of
V
L
N given by the states 〈h |
[
S(0)
]−1
, h ∈ {0, 1}N, respectively. In other words, they belong to
the class of states (that we shall call separate states) which can be written under the following
form,
|α 〉 =
∑
h∈{0,1}N
N∏
a=1
[
eiyηha
(
ax,y(ξa)
d(ξa − η)
)ha
α(ξa − ηha)
]
det
N
[
Θ(h)
]
S(0)|h 〉, (4.13)
〈β | =
∑
h∈{0,1}N
N∏
a=1
[
eiyηha β(ξa − ηha)
]
det
N
[
Θ(h)
]
〈h |
[
S(0)
]−1
, (4.14)
in terms of any function α or β on the discrete set Ξ ≡ {ξj , ξj − η}1≤j≤N. It follows from
(4.7) that the state 〈h |
[
S(0)
]−1
is proportional to the dual state of S(0)|h 〉. Hence the scalar
product of any separate states of the form (4.13)-(4.14) (and in particular of two eigenstates
|Ψ
(8V)
t 〉 and 〈Ψ
(8V)
t′ | if one sets α(ξa − ηha) = q
(ha)
t,a and β(ξa − ηha) = q
(ha)
t′,a ), can be expressed
as a simple determinant, in a form which is quite general for the models solved by SOV (see for
instance [54, 40]):
〈β |α 〉 = det
1≤j,k≤N
[
1∑
h=0
(
eiyη
ax,y(ξj)
d(ξj − η)
)h
α(ξj − hη)β(ξj − hη)ϑk−1(ξj − hη − ξ¯0)
]
, (4.15)
in terms of the functions ϑk(λ) (A.6) and the constant ξ¯0 (A.5). Note that, contrary to what
happens in the periodic case with N even for which the existence of a compact determinant rep-
resentation for the scalar products of the 8-vertex Bethe states is still an open problem, the effect
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of the vertex-IRF transformation is here completely trivial. In fact, the expression (4.15) just
coincides with the scalar product of two arbitrary separate states in the antiperiodic dynamical
6-vertex model [47].
4.2 Characterization of the spectrum and eigenstates through the solutions
of a functional T -Q equation
Theorem 4.2 provides a complete description of the quasi-periodic 8-vertex transfer matrix
spectrum and eigenstates, which is however not so convenient for the consideration of the
thermodynamic and even the homogeneous limits of the model. To this aim it would be desirable
to reformulate this characterization in terms of Bethe-type equations i.e., in terms of some
particular classes of solutions of a functional T -Q equation of Baxter’s type [9], as it has already
been done in the context of several other models solved by SOV [56, 52, 35, 55, 40].
In fact, this problem has already been considered in [47] in the case of the antiperiodic
dynamical 6-vertex model. There we have discussed the existence of two different possible
reformulations.
On the one hand, it has been proven that the SOV discrete characterization of the an-
tiperiodic dynamical 6-vertex transfer matrix spectrum and eigenstates could be equivalently
reformulated in terms of a particular class of solutions of some functional T -Q equation with
an extra inhomogeneous term (see Appendix B of [47]). This reformulation can of course be
translated to the quasi-periodic 8-vertex case5, and provides an equivalent complete description
of the transfer matrix spectrum and eigenstates, the former in terms of solutions of Bethe-type
equations with an extra inhomogeneous term, and the latter in terms of the multiple action
of some operator evaluated at the Bethe roots on a convenient pseudo-vacuum state (see Ap-
pendix B for more details). This reformulation which, except from the extra terms in the Bethe
equations, presents many similarities with ABA (in particular from the way the eigenstates
can be constructed), allows for an easier consideration of the homogeneous limit of the model.
However, its efficiency for the consideration of the thermodynamic limit is still not so clear due
to the difficulties arising from the presence of the inhomogeneous term in the Bethe equations.
On the other hand, we have also studied in [47] the possibility to characterize, in a probably
more efficient way for the consideration of the thermodynamic limit, the antiperiodic dynamical
6-vertex spectrum and eigenstates in terms of solutions of the usual T -Q equation (i.e. without
extra inhomogeneous term), hence leading to a reformulation in terms of solutions of usual
Bethe-type equations. This problem is in principle slightly more delicate, since we have to
identify the functional form of the solutions and to show the completeness of this description.
An ansatz has been proposed in [47] concerning the functional form of the solutions, i.e. the
form of the Bethe equations. The completeness of this ansatz has been proven in the case of a
model with an even number of sites. We can therefore use this result to formulate directly the
following theorem:
Theorem 4.3. Let (x, y) 6= (0, 0) and let us suppose that the inhomogeneity parameters of the
model satisfy (2.10)-(2.11). Then we have the following properties:
1. Let t(λ) be an entire function such that
(a) there exists a function Q(λ) such that t(λ) and Q(λ) satisfy the functional equation
t(λ)Q(λ) = (−1)y (−i)xy a(λ)Q(λ− η) + (−1)x ixy d(λ)Q(λ + η), (4.16)
5Note that in the case of the 8-vertex model with periodic or open boundary conditions similar types of
inhomogeneous T -Q equations had been previously proposed in [17] to describe the spectrum only, however
without proof of completeness.
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(b) this function Q(λ) is such that, for each n ∈ {1, . . . ,N}, there exists (αn, βn) ∈ {0, 1}
2
such that
(
Q(ξn + αnπ + βnπω), Q(ξn + αnπ + βnπω − η)
)
6= (0, 0),
(c) t(λ) satisfies the quasi-periodicity properties (2.42)-(2.43).
Then t(λ) is an eigenvalue of the (x, y)-twisted 8-vertex transfer matrix (2.14). The cor-
responding one-dimensional eigenspace is generated by the following vectors, which are
proportional to each others:
|Ψ
(α,β)
t 〉 =
∑
h∈{0,1}N
N∏
a=1
[(
eiyηax,y(ξa)
d(ξa − η)
)ha
e
i[αa
πy
η
+βa(N+
πx
η
)](ξa−ηha)
]
×
N∏
a=1
Q(ξa − ηha + αaπ + βaπω) det
N
[
Θ(h)
]
S(0)|h 〉. (4.17)
2. Let t(λ) be an eigenvalue of the (x, y)-twisted 8-vertex transfer matrix (2.14). Then, if N
is even, there exists a unique function Q(λ) of the form
Q(λ) =
N∏
j=1
θX(λ− λj), (4.18)
for some set of roots λ1, . . . , λN ∈ C, such that t(λ) and Q(λ) satisfy the homogeneous
functional equation (4.16). This function Q(λ) is such that, for each n ∈ {1, . . . ,N},(
Q(ξn−η), Q(ξn−η+π), Q(ξn−η+πω)
)
6= (0, 0, 0). In (4.18), the notation θX(λ) stands
for the function
θX(λ) =

θ1
(
λ
2
∣∣ ω
2
)
if (x, y) = (0, 1),
θ1(λ|2ω) if (x, y) = (1, 0),
ei
λ
2 θ1
(
λ
2
∣∣∣ω) θ1(λ+π+πω2 ∣∣∣ω) if (x, y) = (1, 1). (4.19)
Hence Theorem 4.3 provides, at least in the even N case, an alternative description of the
spectrum and eigenstates of T
(8V)
(x,y)
(λ) in terms of solutions of a system of Bethe equations.
These Bethe equations are written as the entireness condition for a function t(λ) defined by
the relation (4.16) in terms of a function Q(λ) of the form (4.18)-(4.19), i.e. as a system of
equations for the roots λj, j = 1, . . . ,N, of the function Q(λ) (4.18)-(4.19).
Moreover, it is still possible to rewrite the corresponding eigenstates in a form more similar
to what we have in the ABA framework, i.e. by multiple action, on a given pseudo-vacuum
state, of a product of operators evaluated at the Bethe roots. Indeed, it has first been shown in
[20] in the case of the non-compact quantum SL(2,R) spin chain that the SOV representation
of the transfer matrix eigenstates associated with a polynomial Q-function admits a rewriting
in the ABA form. The arguments of [20] can easily be adapted to other quantum integrable
models solved by SOV provided the correspondingQ-functions still admit some (possibly model-
dependent) generalized polynomial form. This is the case here, and we can define some adequate
pseudo-vacuum states and represent the eigenstates by a product of diagonal operators in the
SOV basis evaluated at the Bethe roots λj , similarly as what has been done in [47] for the
antiperiodic dynamical 6-vertex model. However, a crucial difference with usual ABA (and
with respect to what is obtained when considering the simpler XXX model [40]) is that the
operators which we use here to generate the eigenstates are not directly some of the generators
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of the Yang-Baxter algebra. This is due to the fact that the Q-function has not the same
functional form as the usual functions of the model.
Concretely, for each N-tuple β = (β1, . . . , βN) ∈ {0, 1}
N, we define an operator Dβ(λ) by its
diagonal action in the SOV basis (4.4) as
Dβ(λ) |h 〉 =
N∏
n=1
{[
cX e
iπ(x+y−xy)hn
N
+iδy=0(λ−ξ
(hn)
n )
]βn
θX
(
λ− ξ(hn)n + βnπX
)}
|h 〉, (4.20)
where
c−1X =

θ4(0|ω) if x = 0,
i
2 e
−iπω
2 θ2(0|ω) if y = 0,
1
2 e
−iπω
2 θ2(0|ω) θ3(0|ω) θ4(0|ω) if x = y,
(4.21)
πX = (1− δy=0)π + δy=0 πω. (4.22)
Let us remark that, for each β ∈ {0, 1}N, the operator
D¯(λ) = e
iπ(x+y−xy)(S−N)
2N Dβ(λ)D1−β(λ), (4.23)
where 1− β stands for the N-tuple (1 − β1, . . . , 1 − βN), does not depend on β and has the
following simple diagonal form on the SOV basis (4.4):
D¯(λ) |h 〉 =
N∏
n=1
θ(λ− ξ(hn)n ) |h 〉. (4.24)
Let us also define the following right |Ω 〉 and left 〈Ω | pseudo-vacuum states as the simplest
separate states of the form (4.13) and (4.14) associated with the function with constant value
1 on the discrete set Ξ ≡ {ξj , ξj − η}1≤j≤N:
|Ω 〉 =
∑
h∈{0,1}N
N∏
a=1
(
eiyη ax,y(ξa)
d(ξa − η)
)ha
det
N
[
Θ(0,h)
]
S(0)|h 〉, (4.25)
〈Ω | =
∑
h∈{0,1}N
N∏
a=1
eiyhaη det
N
[
Θ(0,h)
]
〈h |
[
S(0)
]−1
. (4.26)
Then one can use our ansatz of [47] to formulate the following proposition which, when N is
even, is just a corollary of Theorem 4.3:
Proposition 4.1. Let the condition (2.11) be satisfied and let us denote with ΣBAE the set
of different (up to the real quasi-period of θX) Bethe roots Λ = {λ1, . . . , λN} defined by the
requirements
1. there exists h ∈ {0, 1} such that the following function
t(λ) ≡ (−1)y (−i)xy eih(1−y)η a(λ)
Q(λ− η)
Q(λ)
+(−1)x ixy e−ih(1−y)η d(λ)
Q(λ+ η)
Q(λ)
, (4.27)
is entire and satisfies the quasi-periodicity properties (2.42)-(2.43),
2. there exists a N-tuple β ∈ {0, 1}N such that Q(ξn + βnπX) 6= 0, ∀n ∈ {1, . . . ,N},
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where Q(λ) is defined in terms of Λ by (4.18). Then for any Λ ∈ ΣBAE the entire function
(4.27) belong to the spectrum Σ
(8V)
(x,y) of the (x, y)-twisted transfer matrix T
(8V)
(x,y)(λ) (2.14) and the
corresponding one-dimensional right and left eigenspaces are the one-dimensional subspaces of
V
R/L
N spanned by all vectors of the type
|ΨΛ,β 〉 =
N∏
j=1
Dβ(λj) |Ω 〉, respectively 〈ΨΛ,β | = 〈Ω |
N∏
j=1
Dβ(λj), (4.28)
for any N-tuple β ∈ {0, 1}N satisfying 2. In (4.28), the operators Dβ(λ) are defined as in (4.20),
and the pseudo-vacuum states |Ω 〉 and 〈Ω | are the simplest separate states (4.25) and (4.26).
If moreover N is even, then we can fix h = 0, and by (4.27) and (4.18) is defined a one-to-one
correspondence between the sets ΣBAE and Σ
(8V)
(x,y), i.e. the Bethe ansatz equations are complete.
5 The periodic case with an odd number of sites
The previous study does not directly apply to the periodic case (x, y) = (0, 0) with N odd. In
that case, the relations (3.29)-(3.30) still hold but, since S(0) has a non-zero kernel, these rela-
tions are a priori not sufficient to completely determine the 8-vertex transfer matrix spectrum
and eigenstates in terms of the dynamical 6-vertex ones. We shall see here that it is never-
theless possible to completely characterize the periodic 8-vertex transfer matrix spectrum and
eigenstates.
The idea is to define another endomorphism Sˆ(0) of VN as
Sˆ(0) = S(0) Γz, with Γz = ⊗
N
n=1σ
z
n. (5.1)
It is indeed easy to see that, since both R-matrices (2.1) and (2.48) commute with σz ⊗ σz,
the periodic 8-vertex transfer matrix and the antiperiodic dynamical 6-vertex transfer matrix
respectively commutes and anti-commutes with Γz:
Γz T
(8V)
(0,0)(λ) Γz = T
(8V)
(0,0)(λ), (5.2)
Γz T (λ) Γz = −T (λ). (5.3)
This implies the following additional relation, which can be deduced from (3.30) for any state
|v 〉 of D¯
(0,R)
(6VD),N:
T
(8V)
(0,0)(λ) Sˆ
(0)P(0) |v 〉 = −Sˆ(0)P(0) T (λ) |v 〉. (5.4)
In the following we clarify our interest in the introduction of this second gauge transformation.
To this aim, let us start by some preliminary considerations about the spectrum of T (λ) and
of T
(8V)
(0,0)(λ).
Lemma 5.1. The spectrum Σ(6VD) of the antiperiodic dynamical 6-vertex transfer matrix T (λ)
in D¯
(0)
(6VD),N can be decomposed as the union
Σ(6VD) = Σ
(6VD)
+ ∪ Σ
(6VD)
− (5.5)
of two disjoint subsets Σ
(6VD)
+ and Σ
(6VD)
− of the same cardinality 2
N−1, where
Σ
(6VD)
+ =
{
t¯+(λ) ∈ Σ
(6VD)
∣∣∣∣∣
N∏
n=1
t¯+(ξn) =
N∏
n=1
a(ξn)
}
(5.6)
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and
Σ
(6VD)
− =
{
t¯−(λ) = −t¯+(λ)
∣∣∣ t¯+(λ) ∈ Σ(6VD)+ } . (5.7)
Let |Ψ
(6VD)
t¯+
〉 be the unique (up to normalization) T (λ)-eigenvector with eigenvalue t¯+(λ) ∈
Σ
(6VD)
+ , then Γz |Ψt¯+ 〉 is the unique (up to normalization) T (λ)-eigenvector with eigenvalue
t¯−(λ) = −t¯+(λ) ∈ Σ
(6VD)
− .
In the following, we shall also denote by Σ
(6VD)
+ the subspace of D¯
(0)
(6VD),N spanned by all
the T (λ)-eigenvectors with eigenvalue t¯+(λ) ∈ Σ
(6VD)
+ , and by Σ
(6VD)
− the subspace of D¯
(0)
(6VD),N
spanned by all the T (λ)-eigenvectors with eigenvalue t¯−(λ) ∈ Σ
(6VD)
− . It follows from the
previous considerations that D¯
(0)
(6VD),N = Σ
(6VD)
+ ⊕Σ
(6VD)
− .
Proof. It is obvious, from the characterization (A.14)-(A.15) of the T (λ)-spectrum Σ(6VD) that
t¯(λ) ∈ Σ(6VD) if and only if −t¯(λ) ∈ Σ(6VD). We moreover recall the formula (5.10) of [47],
which in the present antiperiodic case reads
N∏
a=1
T (ξa) =
N∏
a=1
a(ξa)
N∏
a=1
{
Tσ
z
a
τ σ
x
a
}
, (5.8)
from which it follows that any T (λ)-eigenvalue t¯(λ) should satisfy the identity
N∏
a=1
t¯(ξa) = ±
N∏
a=1
a(ξa). (5.9)
The partitioning of the spectrum in terms of the two subsets Σ
(6VD)
+ and Σ
(6VD)
− as defined
above hence follows. The relation between the corresponding + and − eigenstates is then a
consequence of the symmetry property (5.3).
Lemma 5.2. The spectrum Σ
(8V)
(0,0) of the periodic 8-vertex transfer matrix T
(8V)
(0,0)(λ) in VN for
N odd is such that
Σ
(8V)
(0,0) ∩ Σ
(6VD)
− = ∅, (5.10)
where Σ
(6VD)
− is defined as in Lemma 5.1.
Proof. This follows from the fact that any t(λ) ∈ Σ
(8V)
(0,0) satisfies the relation
N∏
a=1
t(ξa) =
N∏
a=1
a(ξa), (5.11)
which is the analog for the periodic 8-vertex transfer matrix of formula (5.10) of [47].
Lemma 5.3. For N odd, the kernels kerS(0) and ker Sˆ(0) of the operators S(0) and Sˆ(0) are the
2N−1 dimensional linear subspaces of VN respectively characterized by
kerS(0) =
{
P(0) |Ψ
(6VD)
t¯−
〉
∣∣∣ |Ψ(6VD)t¯− 〉 ∈ Σ(6VD)− } (5.12)
ker Sˆ(0) =
{
P(0) |Ψ
(6VD)
t¯+
〉
∣∣∣ |Ψ(6VD)t¯+ 〉 ∈ Σ(6VD)+ } (5.13)
i.e., ker(S(0)P(0)) = Σ
(6VD)
− and ker(Sˆ
(0)P(0)) = Σ
(6VD)
+ .
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Proof. The identity (5.10), together with the relations (3.30) and (5.4), imply that, for any
|Ψ
(6VD)
t¯−
〉 ∈ Σ
(6VD)
− and any |Ψ
(6VD)
t¯+
〉 ∈ Σ
(6VD)
+ ,
S(0)P(0) |Ψ
(6VD)
t¯−
〉 = 0, Sˆ(0)P(0) |Ψ
(6VD)
t¯+
〉 = 0, (5.14)
so that Σ
(6VD)
− ⊂ ker(S
(0)P(0)) and Σ
(6VD)
+ ⊂ ker(Sˆ
(0)P(0)). It therefore remains to prove that
kerS(0) ∩ ker Sˆ(0) = {0}.
To this aim, let us consider the explicit form of the operators S(0) and Sˆ(0) when acting on
the local spin basis of VN. It is easy to see, from (3.21) and the definition (5.1) of Sˆ
(0), that
S(0)
( N
⊗
n=1
|n, hn 〉
)
=
N
⊗
n=1
[
Sn
(
ξn +
η
2
∣∣∣ tˆ(n)0,h) |n, hn 〉] , (5.15)
Sˆ(0)
( N
⊗
n=1
|n, hn 〉
)
=
N
⊗
n=1
[
Sˆn
(
ξn +
η
2
∣∣∣ tˆ(n)0,h) |n, hn 〉] , (5.16)
where tˆ
(n)
0,h is given by (3.24) in the case x = y = r = 0, where S(λ|t) is the 2× 2 matrix (2.50)
(with here y = 0), and where
Sˆ(λ|t) = S(λ|t)σz =
(
θ2(−λ+ t|2ω) −θ2(λ+ t|2ω)
θ3(−λ+ t|2ω) −θ3(λ+ t|2ω)
)
. (5.17)
Let us define, for each n ∈ {1, . . . ,N}, the following linear subspaces of VN:
K
±
n = Vnˆ[0] ⊗ V
±
n , (5.18)
where V ±n is the one-dimensional linear subspace of Vn spanned by the vector (|n, 0 〉 ± |n, 1 〉),
whereas Vnˆ[0] is the linear subspace of Vnˆ ≡ ⊗j 6=nVj which cancels the action of the operator
S+−nˆ ≡
∑n−1
k=1 σ
z
k −
∑N
k=n+1 σ
z
k :
Vnˆ[0] =
{
|v 〉 ∈ Vnˆ
∣∣ S+−nˆ |v 〉 = 0} . (5.19)
It is clear from the quasi-tensor form of the action (5.15)-(5.16) that
kerS(0) = K−1 +K
−
2 + · · ·+K
−
N , ker Sˆ
(0) = K+1 +K
+
2 + · · ·+K
+
N . (5.20)
This can for instance easily be shown by induction, considering partial operators such as (3.22).
Note moreover that these sums are in fact direct sums, since any state of the form (|n, 0 〉 ±
|n, 1 〉) ⊗ |v 〉, for |v 〉 ∈ Vnˆ,mˆ ≡ ⊗j 6=m,nVj , m 6= n, is not an eigenstate of S
+−
mˆ . For the same
reason, one has K+n ∩ K
−
m = {0} if n 6= m. Finally, it is clear that K
+
n ∩ K
−
n = {0}, so that
kerS(0) ∩ ker Sˆ(0) = {0}, which proves the equality in (5.12) and (5.13).
Hence we arrive at the following result:
Theorem 5.1. The spectrum of the periodic 8-vertex transfer matrix T
(8V)
(0,0)(λ) for N odd is
Σ
(8V)
(0,0) = Σ
(6VD)
+ , (5.21)
where Σ
(6VD)
+ is the ‘+’ part (5.6) of the antiperiodic dynamical 6-vertex transfer matrix spectrum
Σ(6VD). Each of the 2N−1 T
(8V)
(0,0)(λ)-eigenvalues t(λ) ∈ Σ
(8V)
(0,0) = Σ
(6VD)
+ is doubly degenerated,
with two linearly independent T
(8V)
(0,0)(λ)-eigenvectors given by
|Ψ+t 〉 = S
(0)P(0) |Ψ
(6VD)
t 〉, (5.22)
|Ψ−t 〉 =
{
Γx |Ψ
+
t 〉 if |Ψ
+
t 〉 is a Γz-eigenstate,
Γz |Ψ
+
t 〉 otherwise,
(5.23)
where |Ψ
(6VD)
t 〉 denotes the T (λ)-eigenvector with eigenvalue t(λ), and where Γx = ⊗
N
n=1σ
x
n.
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Proof. From (3.30) and (5.4) one obtains that, for each T (λ)-eigenvector |Ψ
(6VD)
t 〉 ∈ Σ
(6VD)
+
with T (λ)-eigenvalue t(λ) ∈ Σ
(6VD)
+ ,
T
(8V)
(0,0)(λ)S
(0)P(0)|Ψ
(6VD)
t 〉 = S
(0)P(0) T (λ) |Ψ
(6VD)
t 〉 = t(λ) S
(0)P(0)|Ψ
(6VD)
t 〉.
From Lemma 5.3, P(0)|Ψ
(6VD)
t 〉 /∈ kerS
(0) so that |Ψ+t 〉 (5.22) is a nonzero eigenvector of
T
(8V)
(0,0)(λ) associated with the eigenvalue t(λ). As both Γz and Γx commute with T
(8V)
(0,0)(λ) then
|Ψ−t 〉 (5.23) is clearly also a nonzero eigenvector of T
(8V)
(0,0)(λ) with eigenvalue t(λ). Let us observe
now that the statement |Ψ+t 〉 is not a Γz-eigenvector is just equivalent to say that |Ψ
+
t 〉 and
Γz |Ψ
+
t 〉 are two linearly independent states. Instead if |Ψ
+
t 〉 is a Γz-eigenvector then also
Γx |Ψ
+
t 〉 is a Γz-eigenvector but with opposite eigenvalue. These observations just show that in
all possible cases |Ψ±t 〉 (5.22)-(5.23) are two independent T
(8V)
(0,0)(λ)-eigenvectors associated with
the same eigenvalue t(λ). Hence we have constructed in that way a family of 2 × 2N−1 = 2N
linearly independent eigenvectors of T
(8V)
(0,0)(λ), so that we have a complete description.
Theorem 5.1 allows us in particular to define an invertible linear operator G on VN by the
following action on the eigenbasis (5.22)-(5.23) of T
(8V)
(0,0)(λ):
G |Ψ±t 〉 ≡ |Ψ
∓
t 〉, ∀ t ∈ Σ
(8V)
(0,0), (5.24)
so that we can define a modified version S¯(0) = GS(0) Γz of the vertex-IRF transformation.
This enables us to formulate the following lemma:
Lemma 5.4. Let (x, y) = (0, 0) and N be odd. Then the periodic 8-vertex transfer matrix is
related to the analog (3.33) on VN of the antiperiodic dynamical 6-vertex transfer matrix by
T
(8V)
(0,0)(λ)S
(±) = S(∓) T
(6VD)
(λ) (5.25)
where S(±) are invertible endomorphisms on VN defined by
S(±) = S(0) ± S¯(0). (5.26)
Proof. It follows from the previous study that the periodic 8-vertex transfer matrix is related
to the transfer matrix (3.33) by the two following identities:
T
(8V)
(0,0)(λ)S
(0) = S(0) T
(6VD)
(λ), T
(8V)
(0,0)(λ) S¯
(0) = −S¯(0) T
(6VD)
(λ). (5.27)
Taking their sum and difference we therefore get (5.25). It remains to prove that S(±) are
invertible. In order to do so we observe that, for any t¯ǫ(λ) ∈ Σ
(6VD)
ǫ , ǫ ∈ {+,−}, we have by
definition
S(±)P(0) |Ψ
(6VD)
t¯ǫ
〉 =
1 + ǫ
2
S(0)P(0) |Ψ
(6VD)
t¯+
〉 ±
1− ǫ
2
S¯(0)P(0) |Ψ
(6VD)
t¯−
〉 (5.28)
=
1 + ǫ
2
|Ψ+t 〉 ±
1− ǫ
2
|Ψ−t 〉 = (±1)
1−ǫ
2 |Ψǫt 〉, (5.29)
where |Ψ±t 〉 are the T
(8V)
(0,0)
(λ)-eigenstates (5.22)-(5.23) associated with the eigenvalue t(λ) =
ǫ¯tǫ(λ). So both S
(+) and S(−) are invertible as they transform the eigenbasis of T
(6VD)
(λ) into
that of T
(8V)
(0,0)(λ).
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This result enables us to use the SOV construction [53, 47] for the antiperiodic dynamical
6-vertex model to explicitly construct the periodic 8-vertex transfer matrix eigenstates and to
characterize its spectrum. As in Section 4.1, the eigenstates can be defined in a self-contained
way in terms of the basis (4.4) of VN.
Theorem 5.2. Let N be odd. For any fixed N-tuple of inhomogeneities (ξ1, . . . , ξN) ∈ C
N
satisfying (2.10)-(2.11), the spectrum Σ
(8V)
(0,0) of the periodic 8-vertex transfer matrix T
(8V)
(0,0)(λ)
(2.14) is doubly degenerated and coincides with the set of functions of the form
t(λ) ≡
N∑
a=1
θ(t0,0 − λ+ ξa)
θ(t0,0)
∏
b6=a
θ(λ− ξb)
θ(ξa − ξb)
t(ξa), (5.30)
which satisfy the discrete system of equations
t(ξa) t(ξa − η) = a(ξa)d(ξa − η), ∀a ∈ {1, . . . ,N}, (5.31)
and the condition
N∏
n=1
t(ξn) =
N∏
n=1
a(ξn). (5.32)
A basis of the T
(8V)
(0,0)(λ)-eigenspace associated with the eigenvalue t(λ) ∈ Σ
(8V)
(0,0) is provided by the
two vectors |Ψ+t 〉 and |Ψ
−
t 〉 in VN defined by
|Ψǫt 〉 = (±1)
1−ǫ
2
∑
h∈{0,1}N
N∏
a=1
[(
ǫ
a(ξa)
d(ξa − η)
)ha
q
(ha)
t,a
]
det
N
[
Θ(h)
]
S(±)|h 〉, (5.33)
〈Ψǫt | = (±1)
1−ǫ
2
∑
h∈{0,1}N
N∏
a=1
(
ǫha q
(ha)
t,a
)
det
N
[
Θ(h)
]
〈h |
[
S(±)
]−1
, (5.34)
where ǫ = +,− and the coefficients q
(ha)
t,a are (up to an overall normalization) characterized by
q
(1)
t,a
q
(0)
t,a
=
d(ξa − η)
t(ξa − η)
=
t(ξa)
a(ξa)
. (5.35)
Once again, one can use the results of [47] to reformulate the characterization of Theorem 5.2
in terms of solutions of functional T -Q equations i.e., in terms of solutions of Bethe-type equa-
tions. It is for example possible to use the reformulation in terms of the solutions of the
functional T -Q equations with an extra inhomogeneous terms which was shown to provide a
complete description of the dynamical 6-vertex spectrum and eigenstates, as described in Ap-
pendix B of [47]. This reformulation allows one to rewrite the transfer matrix eigenstates in a
form similar to ABA (see Appendix B), and to deal with the homogeneous limit. However, as
already mentioned in Section 4.2, it is for the moment not so obvious whether one can efficiently
analyze the thermodynamic limit of the corresponding Bethe-type equations. Alternatively we
can use, thanks to the gauge transformations, the ansatz proposed in [47] for the solutions of
the homogeneous T -Q functional equation. This ansatz consists in looking for the solutions of
Baxter’s homogeneous T -Q functional equation within particular classes of elliptic polynomials
with different quasi-periods compatible with those of the transfer matrix and of the other co-
efficients of the T -Q equation (see [47] for details), i.e. in postulating some particular form of
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the Bethe equations and of the SOV eigenstates. In other words, it enables us a priori to write
some kind of ABA-type expressions for the transfer matrix spectrum and eigenstates, similarly
as what as been done in Proposition 4.1 in the twisted case. However, until now, the complete-
ness of this “algebraic Bethe-type” ansatz has been proven for even N only, and therefore it
is still an open question whether it provides a good characterization of the periodic 8-vertex
transfer matrix spectrum and eigenstates in the present odd N case. We nevertheless expect
that the restriction to the case of even N is purely technical (the proof of the completeness
happens to be simpler in that case, see [47]), and we forecast to come back to this completeness
problem for odd N in a further publication.
6 Conclusion
In this paper we have studied the finite-size 8-vertex (or XYZ) model for different types of
integrable quasi-periodic boundary conditions which are not solved by Bethe ansatz: with a
twist by σα, α = x, y, z, or without twist (periodic case) but, in the latter case, for a model
with an odd number of sites only. In all these cases, we have shown the relation, by means of the
vertex-IRF transformation, with the dynamical 6-vertex model (also called SOS model) with
certain types of antiperiodic boundary conditions, a model solvable by Sklyanin’s Separation of
Variables approach.
We have shown that the vertex-IRF transformation relating these two models is bijective
in all the twisted cases, so that we can directly use the known SOV description [47] of the
antiperiodic dynamical 6-vertex transfer matrix spectrum and eigenstates to characterized the
spectrum and eigenstates of the 8-vertex twisted transfer matrix. We have therefore obtained
a complete description of this spectrum, which in that case is simple, and of the corresponding
eigenstates, which can be constructed by means of a SOV basis, in terms of solutions of a
discrete system of equations involving the inhomogeneity parameters of the model. Still using
the known results for the antiperiodic dynamical 6-vertex model [47], we have reformulated this
characterization in terms of solutions of some homogeneous functional T -Q equation of Baxter’s
type, i.e. in terms of solutions of a system of Bethe-type equations, at least in the case of N
even.
In the periodic case with an odd number of sites, the vertex-IRF transformation is not bi-
jective and the spectrum of the 8-vertex transfer matrix is not simple. This case was partially
studied in [53]. In the present paper, we have considered two variants of the vertex-IRF trans-
formation with non-intersecting kernels from which we were able to completely describe the
8-vertex transfer matrix spectrum and eigenstates. We have shown that the spectrum is doubly
degenerated and coincides with half of the spectrum of the corresponding antiperiodic dynam-
ical 6-vertex transfer matrix. To each of the eigenvalues correspond two linearly independent
eigenstates which can be obtained from the antiperiodic dynamical 6-vertex transfer matrix
ones by means of one or the other variants of the vertex-IRF transformation. As in the twisted
case, these eigenstates can be constructed by means of the dynamical 6-vertex SOV basis, in
terms of solutions of a system of discrete equations involving the inhomogeneity parameters of
the model. It would be interesting to be able to also prove in that case (odd number of sites)
the equivalence of this characterization with a formulation in terms of solutions of Bethe-type
equations: an ansatz has been made in [47], but the completeness of this ansatz has for the
moment not been proven in the case of a system with an odd number of sites.
To conclude, let us briefly mention the question of the computation of the finite-size form
factors and of the correlation functions of the model, which is a difficult problem due to the
combinatorial complexity of the vertex-IRF transformation. A natural strategy to compute the
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finite-size form factors would be to use the solution of the quantum inverse problem (2.28)-
(2.29) (which can easily be adapted to any twisted case following the lines presented in [47])
so as to express the action of the local operators on the twisted 8-vertex eigenstates in terms
of the action of the corresponding elements of the twisted 8-vertex monodromy matrix or of its
inverse. The latter can then be related to the action of the elements of the dynamical 6-vertex
monodromy matrix using the relations (3.45)-(3.46). However, these relations involve a dressing
of the off-diagonal dynamical 6-vertex matrix elements by a non-trivial action of the vertex-IRF
transformation on the whole space of states, which makes it difficult the obtention of generic
and compact formulas for the corresponding form factors. We plan to consider this challenging
problem in a future work.
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A Diagonalization of the antiperiodic dynamical 6-vertex trans-
fer matrix by SOV
The (x, y)-dynamical 6-vertex model with antiperiodic boundary condition has been studied in
[47] by means of Sklyanin’s quantum separation of variable approach [64, 65]. For complete-
ness, we briefly recall in this appendix some of the results of [47] that we use in the present
article concerning the SOV characterization of the corresponding transfer matrix eigenvalues
and eigenstates.
In the subspace D¯
(0,L/R)
(6VD),N of D
L/R
(6VD),N, we define the following left and right reference states:
〈0 | ≡
1
n
(
⊗Nn=1 〈n, hn = 0|
)
⊗ 〈t0,0|, |1 〉 ≡
1
n
(
⊗Nn=1 |n, hn = 1〉
)
⊗ |t0,1〉, (A.1)
where we have used the notations 0 ≡ (h1 = 0, . . . , hN = 0) and 1 ≡ (h1 = 1, . . . , hN = 1),
and where n is a conveniently chosen normalization constant. Then, for each N-tuple h ≡
(h1, . . . , hN) ∈ {0, 1}
N, we construct a state 〈h | ∈ D¯
(0,L)
(6VD),N and a state |h 〉 ∈ D¯
(0,R)
(6VD),N as
6
〈h | ≡ 〈0 |
N∏
n=1
(
C(ξn)
d(ξn − η)
)hn
, (A.2)
|h 〉 ≡
N∏
n=1
(
C(ξn − η)
d(ξn − η)
)(1−hn)
|1 〉. (A.3)
Under the hypothesis (2.11) on the inhomogeneity parameters ξ1, . . . , ξN ∈ C of the model, it
has been proven in [47] that the set of vectors (A.2) (respectively (A.3)) defines a SOV basis of
D¯
(0,L/R)
(6VD),N
for the operator entries of the antiperiodic dynamical 6-vertex monodromy matrix (see
6We slightly simplify here the notations with respect to [47]: the states (A.2) and (A.3) are respectively
denoted 〈 0,h | and |h, 0 〉 in [47].
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Theorem 3.1 and Theorem 3.2 of [47]). These two basis are orthogonal, and the normalization
constant n can be chosen in such a way that, ∀h,k ∈ {0, 1}N,
〈h |k 〉 = δh,k
e−iyη
∑N
j=1 hj
detN
[
Θ(h)
] , (A.4)
in terms of the N× N matrices Θ(h) of elements
[
Θ(h)
]
ij
= ϑj−1(ξi − hiη − ξ¯0), with ξ¯0 =
1
N
(
N∑
k=1
ξk + t0,0
)
, (A.5)
and where the functions ϑj are defined as
ϑj(λ) =
∑
n∈Z
eiπNω(n+
1
2
− j
N
)2+2iN(n+ 1
2
− j
N
)(λ−π
2
), 0 ≤ j ≤ N− 1. (A.6)
Moreover, on this basis, the action of the operators B(λ) and C(λ) have been explicitly
computed in a quasi-local way:
〈h | C(λ) =
N∑
a=1
eiy(ξ
(ha)
a −λ)
θ(t0,h − λ+ ξ
(ha)
a )
θ(t0,h)
∏
b6=a
θ(λ− ξ
(hb)
b )
θ(ξ
(ha)
a − ξ
(hb)
b )
d(ξ(1−ha)a ) 〈T
+
a h | , (A.7)
〈h | B(λ) =
N∑
a=1
eiy(ξ
(ha)
a −λ)
θ(t0,h − λ+ ξ
(ha)
a )
θ(t0,h)
∏
b6=a
θ(λ− ξ
(hb)
b )
θ(ξ
(ha)
a − ξ
(hb)
b )
ax,y(ξ
(1−ha)
a ) 〈T
−
a h | ,
(A.8)
and
C(λ) |h 〉 =
N∑
a=1
eiy(ξ
(ha)
a −λ)
θ(t0,h − λ+ ξ
(ha)
a )
θ(t0,h)
∏
b6=a
θ(λ− ξ
(hb)
b )
θ(ξ
(ha)
a − ξ
(hb)
b )
d(ξ(ha)a ) |T
−
a h 〉 , (A.9)
B(λ) |h 〉 =
N∑
a=1
eiy(ξ
(ha)
a −λ)
θ(t0,h − λ+ ξ
(ha)
a )
θ(t0,h)
∏
b6=a
θ(λ− ξ
(hb)
b )
θ(ξ
(ha)
a − ξ
(hb)
b )
ax,y(ξ
(ha)
a ) |T
+
a h 〉 ,
(A.10)
with the notations
ξ(ha)a = ξa − ηha, (A.11)
T±a (h1, . . . , hN) = (h1, . . . , ha ± 1, . . . , hN), (A.12)
ax,y(λ) = (−1)
x+y+xy
a(λ). (A.13)
Finally, we recall Theorem 4.1 of [47]:
Theorem A.1 ([47]). The antiperiodic dynamical 6-vertex transfer matrix T (λ) (3.28) defines
a one-parameter family of commuting operators on D¯
(0,L/R)
(6VD),N. For any fixed N-tuple of inhomo-
geneities (ξ1, . . . , ξN) ∈ C
N satisfying (2.11), the spectrum Σ(6VD) of T (λ) in D¯
(0,L/R)
(6VD),N
is simple
and coincides with the set of functions of the form
t¯(λ) =
N∑
a=1
eiy(ξa−λ)
θ(t0,0 − λ+ ξa)
θ(t0,0)
∏
b6=a
θ(λ− ξb)
θ(ξa − ξb)
t¯(ξa),
(¯
t(ξ1), . . . , t¯(ξN)
)
∈ CN, (A.14)
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which satisfy the discrete system of equations
t¯(ξa) t¯(ξa − η) = (−1)
x+y+xy
a(ξa)d(ξa − η), ∀a ∈ {1, . . . ,N}. (A.15)
The right T (λ)-eigenstate |Ψ
(6VD)
t¯ 〉 ∈ D¯
(0,R)
(6VD),N and the left T (λ)-eigenstate 〈Ψ
(6VD)
t¯ | ∈ D¯
(0,L)
(6VD),N
associated with the eigenvalue t¯(λ) ∈ Σ(6VD) are respectively given by
|Ψ
(6VD)
t¯
〉 =
∑
h∈{0,1}N
N∏
a=1
[
eiyηha
(
ax,y(ξa)
d(ξa − η)
)ha
q
(ha)
t¯,a
]
det
N
[
Θ(h)
]
|h 〉, (A.16)
〈Ψ
(6VD)
t¯
| =
∑
h∈{0,1}N
N∏
a=1
[
eiyηha q
(ha)
t¯,a
]
det
N
[
Θ(h)
]
〈h |, (A.17)
where the coefficients q
(ha)
t¯,a are (up to an overall normalization) characterized by
q
(1)
t¯,a
q
(0)
t¯,a
=
d(ξa − η)
t¯(ξa − η)
= (−1)x+y+xy
t¯(ξa)
a(ξa)
. (A.18)
B Complete characterization of the spectrum and eigenstates
through the solutions of an inhomogeneous T -Q equation
In this appendix, we transpose to the quasi-periodic 8-vertex model the characterization of
the antiperiodic dynamical 6-vertex transfer matrix spectrum and eigenstates that has been
obtained in [47] through the solutions of an inhomogeneous T -Q equation. This leads to a com-
plete description of the spectrum in terms of Bethe-type equations with an extra inhomogeneous
term, and of the eigenstates in terms of the multiple action of the operator D¯(λ) (4.24) evaluated
at the Bethe roots on some pseudo-vacuum state, a representation which deeply resembles —
except for the inhomogeneous term of the Bethe equations — what is usually obtained through
ABA.
As explained in [47], the idea is to obtained a continuous version of the discrete SOV
characterization of the spectrum and eigenstates in the form of a T -Q equation which admits
Q-solutions of the same functional form as the usual functions a(λ), d(λ) and the transfer
matrix eigenvalues t(λ) of the model, i.e. such that
Q(λ) =
M∏
j=1
θ(λ− λj), M ∈ N, λ1, . . . , λN ∈ C. (B.1)
This can be done by considering the solutions of an adequately modified version of (4.16),
t(λ)Q(λ) = (−1)y (−i)xy f(λ)a(λ)Q(λ− η) + (−1)x ixy
d(λ)
f(λ+ η)
Q(λ+ η)
− a(λ)d(λ)F (λ), (B.2)
with in particular a possible inhomogeneous term vanishing at the inhomogeneity and shifted
inhomogeneity parameters ξj − ηhj , j ∈ {1, . . . ,N}, hj ∈ {0, 1}. Note that the introduction of
the function f(λ) is necessary so as to impose that all the terms in (B.2) with the choice (B.1)
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have the same quasi-periodicity properties. A somewhat minimal choice of f(λ) when M = N
in (B.1) is given by
f(λ) ≡ f (β)µ (λ) = β
−1e−iyλ
θ(λ− µ)
θ(λ− µ+ t0)
, (B.3)
where β, µ are two arbitrary fixed complex parameters (β ∈ C \ R and µ − ξj, µ − ξj − η, µ −
t0 − ξj , µ− t0 − ξj + η /∈ πZ+ πωZ, ∀ j ∈ {1, . . . ,N}). With such a choice, the inhomogeneous
term in (B.2) which is given by a function F (λ) ≡ F
(β)
µ,Q(λ) which depends on β, µ and Q(λ) as
F
(β)
µ,Q(λ) =
β−1 (−1)y (−i)xy e−iyλ θ(t0)
θ(t0 + αQ −
∑
k ξk + Nη)
Q(µ− η − t0)
d(µ− t0)
θ(λ− µ− αQ +
∑
k ξk − Nη)
θ(λ− µ+ t0)
+
(−1)x iyxβ eiy(λ+η) θ(t0)
θ(yπω − t0 − αQ +
∑
k ξk − Nη)
Q(µ)
a(µ− η)
θ(λ− µ+ η + yπω − t0 − αQ +
∑
k ξk − Nη)
θ(λ− µ+ η)
,
(B.4)
with αQ ≡
∑N
j=1 λj being the norm of the theta function Q(λ) of order N. Then, as it follows
from the study of [47] and from the correspondence established in the present paper between
the antiperiodic SOS transfer matrix eigenstates and the 8-vertex (x, y)-twisted ones, the de-
scription of the 8-vertex transfer matrix spectrum and eigenstates that we obtain through the
consideration of this equation is complete. One of the advantages of this description is that it
provides an ABA-type representation for the eigenstates, as stated below.
Indeed, let us introduce the following right and left pseudo-vacuum states,
|Ωf 〉 =
∑
h∈{0,1}N
N∏
a=1
(
eiyη ax,y(ξa)
d(ξa − η)
f(ξa)
)ha
det
N
[
Θ(0,h)
]
S(0)|h 〉, (B.5)
〈Ωf | =
∑
h∈{0,1}N
N∏
a=1
(
eiyη f(ξa)
)ha
det
N
[
Θ(0,h)
]
〈h |
[
S(0)
]−1
. (B.6)
Theorem B.1. Let us suppose that the inhomogeneity parameters ξ1, . . . , ξN satisfy (2.10)-
(2.11) and that η ∈ C \ R. Then, if (x, y) 6= (0, 0), the spectrum Σ
(8V)
(x,y) of the (x, y)-twisted
transfer matrix T
(8V)
(x,y)(λ) is given by the set of entire functions t(λ) for which there exists a
function Q(λ) of the form (B.1) with M = N satisfying (Q(ξj), Q(ξj − η)) 6= (0, 0), 1 ≤ j ≤ N,
and such that t(λ) and Q(λ) satisfy the inhomogeneous functional equation (B.2) with (B.3)
and (B.4). Moreover, the one-dimensional right and left eigenspaces in V
R/L
N corresponding to
t(λ) ∈ Σ
(8V)
(x,y) are respectively spanned by the vectors
|ΨΛ 〉 =
N∏
a=1
D¯(λa)|Ωf 〉, 〈ΨΛ | = 〈Ωf |
N∏
a=1
D¯(λa), (B.7)
where D¯(λa) has been defined in (4.24) and where Λ ≡ {λ1, . . . , λN} is the set of zeros of Q(λ).
Theorem B.1 applies only to twisted 8-vertex transfer matrices, i.e. the case of N odd and
periodic chain is not described above. However, this can be done just using Theorem 5.1 or
Theorem 5.2 and the result of Appendix B of [47] (which applies also to the x = y = 0 case).
To this aim, we define two different pseudo-vacuum states |Ωǫf 〉 (or 〈Ω
ǫ
f |) for ǫ = +,− as
|Ωǫf 〉 =
∑
h∈{0,1}N
N∏
a=1
(
ǫa(ξa)
d(ξa − η)
f(ξa)
)ha
det
N
[
Θ(0,h)
]
S(+)|h 〉, (B.8)
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〈Ωǫf | =
∑
h∈{0,1}N
N∏
a=1
(
ǫ f(ξa)
)ha
det
N
[
Θ(0,h)
]
〈h |
[
S(+)
]−1
. (B.9)
Theorem B.2. Let us suppose that the inhomogeneity parameters ξ1, . . . , ξN satisfy (2.10)-
(2.11) and that η ∈ C \ R. Then, the spectrum Σ
(8V)
(0,0) of the periodic 8-vertex transfer matrix
T
(8V)
(0,0)(λ) (2.14) for N odd is given by the set of entire functions t(λ) satisfying the condition
(5.32) and for which there exists a function Q(λ) of the form (B.1) with M = N such that
(Q(ξj), Q(ξj − η)) 6= (0, 0), 1 ≤ j ≤ N, and such that t(λ) and Q(λ) satisfy the inhomogeneous
functional equation (B.2) with (B.3) and (B.4). A basis of the eigenspace associated with the
eigenvalue t(λ) ∈ Σ
(8V)
(0,0) is then provided by the two vectors
|ΨǫΛ 〉 =
N∏
a=1
D¯(λa)|Ω
ǫ
f 〉, 〈Ψ
ǫ
Λ | = 〈Ω
ǫ
f |
N∏
a=1
D¯(λa), ǫ = +,−, (B.10)
where D¯(λa) has been defined in (4.24) and where Λ ≡ {λ1, . . . , λN} is the set of zeros of Q(λ).
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