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ABSTRACT
We present highlights from a large set of simulations of a hot Jupiter atmosphere, nominally based on HD 209458b, aimed at exploring
both the evolution of the deep atmosphere, and the acceleration of the zonal flow or jet. We find the occurrence of a super-rotating
equatorial jet is robust to changes in various parameters, and over long timescales, even in the absence of strong inner or bottom
boundary drag. This jet is diminished in one simulation only, where we strongly force the deep atmosphere equator–to–pole tempera-
ture gradient over long timescales. Finally, although the eddy momentum fluxes in our atmosphere show similarities with the proposed
mechanism for accelerating jets on tidally-locked planets, the picture appears more complex. We present tentative evidence for a jet
driven by a combination of eddy momentum transport and mean flow.
Key words. Hydrodynamics – Planets and satellites: atmospheres – Methods: numerical
1. Introduction
Three-dimensional (3D) general circulation models (GCMs)
have become established tools used both to interpret current ob-
servations of exoplanets, and to predict those to be made by fu-
ture instruments (see Kataria et al. 2016; Lee et al. 2016, for
recent examples). Given the complex, non–linear and interact-
ing physical mechanisms acting within a planetary atmosphere,
combined with the incomplete nature of our observational access
to exoplanets, GCMs are likely to become increasingly impor-
tant in this field.
Currently, the most observationally constrained exoplanets
are a subset termed hot Jupiters, being Jovian in size and orbit-
ing close to their parent star (see discussion and review in Baraffe
et al. 2010). Radial velocity and transit measurements provide
estimates of the masses and radii of these planets, and numerous
subsequent studies have inferred further atmospheric character-
istics such as chemical compositions, temperature structures and
even wind speeds (Kreidberg et al. 2015; Vidal-Madjar et al.
2011; Louden & Wheatley 2015). The recent work of Sing et al.
(2016) has also begun to classify these objects spectrally, as has
been done for stars. The proximity of hot Jupiters to their par-
ent star suggests that tidal forces are likely to rapidly evolve hot
Jupiters into a tidally-locked state, with permanent day and night
hemispheres (Baraffe et al. 2010). Therefore, although much
progress has been made (and much more can yet be made) using
1D models, 3D models are required to truly unpick the observa-
tions, and extract robust physical meaning.
? E-mail: nathan@astro.ex.ac.uk
Several GCMs (or similar models) with varying levels of so-
phistication have been applied to hot Jupiters (see for example
Cooper & Showman 2005; Cho et al. 2008; Menou & Rauscher
2009; Rauscher & Menou 2010; Heng et al. 2011; Dobbs-Dixon
& Agol 2013; Parmentier et al. 2013; Showman et al. 2015;
Helling et al. 2016; Kataria et al. 2016; Lee et al. 2016), includ-
ing our own adaptation of the Met Office GCM termed the Uni-
fied Model (UM) (Mayne et al. 2014a,b; Amundsen et al. 2014;
Helling et al. 2016; Amundsen et al. 2016, 2017; Boutle et al.
2017). However, much of the progress has been driven by ap-
plication of a single GCM, the SPARC/MITgcm. In fact, a sig-
nificant number of subsequent, detailed analyses of hot Jupiter
atmospheres have been performed using output, or derivatives of
the pioneering work of Showman et al. (2009). Studies based on
the SPARC/MITgcm include exploring the presence of TiO/VO,
advection driven non–equilibrium chemistry and changes in the
dynamics over a range of hot Jupiters (Parmentier et al. 2013;
Agúndez et al. 2014; Kataria et al. 2016). Despite this progress
lessons learned from the Earth and solar system communities tell
us that GCM results can be particularly model-dependent (e.g.
Lebonnois et al. 2011). Simple model intercomparisons have
been done (Heng et al. 2011), and efforts have also started to
compare more complex models (Helling et al. 2016). In Amund-
sen et al. (2016) we presented simulations of HD 209458b using
our own adapted GCM which is of commensurate sophistica-
tion to that of Showman et al. (2009). Amundsen et al. (2016)
present qualitative and quantitative differences between their re-
sults and those of Showman et al. (2009), emphasising the need
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for further intercomparison of both the GCMs themselves and
post-processing tools1.
Previous results from GCM simulations of hot Jupiters hint
at possible initial condition sensitivity, if extensive damping is
not used at the bottom boundary (Liu & Showman 2013; Cho
et al. 2015), which could be caused by the deep, radiatively un-
forced atmosphere (hereafter the ‘deep’ atmosphere refers to the
region where the pressure is in excess of 106 Pa or 10 bar) dy-
namically evolving similarly to the oceans of Earth (Mayne et al.
2014a). Amundsen et al. (2016) also note an evolution of the
deep atmosphere temperature–pressure profile in their simula-
tions of HD 209458b. We have recently explored the evolution
of the deep atmosphere using a 2D model assuming a steady state
solution, the results of which will be discussed in an upcoming
publication (Tremblin, et al., submitted).
Despite the possible uncertainties, several features are qual-
itatively, yet robustly reproduced, across most of the GCMs ap-
plied to hot Jupiters, in particular the occurrence of a super-
rotating equatorial jet (coherent zonal flow). This jet is seem-
ingly confirmed by observations of a shift in the brightest part
of a hot Jupiter atmosphere away from the substellar point, ob-
served via phase curves and suggested to be caused by wind-
driven advection (Knutson et al. 2007; Zellem et al. 2014) by a
super-rotating equatorial jet. Although, simulations suggest the
cause is more subtle than this and that the initial temperature
structure is setup by fast moving waves driven by the irradia-
tion, subsequently acting to accelerate the jet itself (Showman &
Polvani 2011).
Although jets are commonplace amongst Solar system ob-
jects, and simple 2D arguments can be used to characterise their
likely breadth in latitude (see reviews by Showman et al. 2008,
2011), analytical description of the mechanisms which acceler-
ate the jet by the convergence of prograde momentum (or pump-
ing), is much more challenging. The difficulty is that the diag-
nosis of such mechanisms requires an understanding of the in-
teractions of the mean flow with eddies or perturbations. De-
spite this difficulty the mechanism for the acceleration and sup-
port of Earth’s mid–latitude jets is relatively well understood.
The result comes directly from the conservation of wave activity
(Vallis 2006). Atmospheric Rossby waves, or vortices, excited
by baroclinic instability at mid–latitudes, travel towards the pole
(or equator). The characteristics of the Rossby wave dispersion
relation lead to the transport of eastward (or positive) angular
momentum into the excitation location and westward (negative)
angular momentum into the dissipation site, which in the case of
Earth is at low latitudes and at high latitudes. The total angular
momentum in the system is conserved, and this is why Earth’s
mid–latitude jets are coupled to the circumpolar and equatorial
retrograde flow (Vallis 2006). This effect can be diagnosed by
exploring the Eliassen-Palm flux, a vector quantity represent-
ing the relative strengths of the eddy heat and momentum fluxes
(Eliassen & Palm 1960, 1961; Vallis 2006).
Showman & Polvani (2010) explore the mechanism for gen-
erating super-rotating flows at the equator, extending the 2D ana-
lytical results of Matsuno (1966) (representing positive and neg-
ative heating on opposing hemispheres) and Gill (1980) (rep-
resenting positive and zero forcing on opposing hemispheres).
Showman & Polvani (2010) performed tests using a simple
shallow–water model, simulating superrotation at Earth’s trop-
ics and with the addition of momentum exchange between the
1 We are working on a more direct comparison between the UM and
SPARC/MITgcm, but such comparisons are difficult for models as com-
plex as GCMs.
upper, ‘active’ atmosphere and lower, ‘quiescent’ atmosphere
super-rotating flows were accelerated. This indicates strongly
that the mechanism which exchanges angular momentum verti-
cally in an atmosphere is critical, in balance with the horizontal
interactions, to the generation of a super-rotating jet at the equa-
tor, or in other words the process is truly a 3D one. As discussed
by Showman & Polvani (2011), however, an Earth–like mecha-
nism is unlikely to operate in the atmospheres of hot Jupiters (see
discussion in Showman & Polvani 2011). Showman & Polvani
(2011) develop an alternative theory, still involving mean flow–
eddy interaction, but reliant upon planetary scale, equatorially
trapped, standing Rossby and Kelvin waves (which are responses
to the large scale forcing as explained in Showman & Polvani
2011). This mechanism, as for the previous more Earth-like case,
relies on a balance between the vertical and meridional eddy mo-
mentum fluxes in the atmosphere, with angular momentum be-
ing extracted from a deep atmosphere reservoir (Showman &
Polvani 2011). Showman & Polvani (2011) suggest that the jet
in their simulations of HD 209458b, is accelerated in the first
few tens of days (all references within this work to days refer to
Earth days i.e. 86 400 seconds) and reaches an equilibrium where
the acceleration terms balance to zero at the equator. The equa-
tions and simulations of Showman & Polvani (2011) are, how-
ever, based on the primitive equations of motion (a simplified
version of the equations of motion for an atmosphere, see Mayne
et al. 2014a, for a full discussion in relation to hot Jupiters), in-
corporating the assumption of vertical hydrostatic equilibrium,
a shallow atmosphere and constant gravity. Further testing of
this mechanism has been performed using results from a more
dynamically complete model by Tsai et al. (2014). Tsai et al.
(2014) adopt the β-plane approximation and investigate the mo-
mentum fluxes in 3D, in an assumed steady state. In the β-plane
approximation the Coriolis force is taken to vary linearly with
latitude, φ (actual variation is ∝ cos φ). Tsai et al. (2014) found a
picture consistent with the ideas of Showman & Polvani (2011).
In this work we explore the dynamical form and acceleration
of the super-rotating equatorial jet within various simulations
based nominally on HD 209458b. A key feature of this study is
that our model is a non-hydrostatic, deep atmosphere model, and
we do not invoke a drag at the bottom boundary. The layout of
this paper is as follows: in Section 2 we detail the model used and
the simulations we have performed, referring to previous works
for the details. Section 3 then details our results. Firstly, in Sec-
tion 3.1 we present the morphology of the dominant, zonal ad-
vection over long simulation timescales, at various levels of ap-
proximation to the dynamical equations, treatments of the heat-
ing and treatment of the deep atmosphere thermal profile. Our
results reveal a robust recurrence of the equatorial super-rotating
jet. Then in Section 3.2 we explore the evolution of the deep,
high pressure atmosphere, highlighting the gradual evolution of
the kinetic energy and the fact that it has not reached a steady
state in any of our simulations. In order to test the effect of this on
the flows in the upper atmosphere (i.e. at low pressures), we per-
form a simple limiting numerical experiment, strongly forcing
the deep atmosphere over long timescales, revealing an eventual
weakening of the super rotating equatorial jet. Finally, in Section
3.3 we explore the acceleration and maintenance of the zonal
flows. Section 3.3.1 presents the initial response (from rest) of
the simulated atmosphere to the heating, featuring similar eddy
patterns as observed in Matsuno (1966); Gill (1980); Showman
& Polvani (2011); Tsai et al. (2014). Then, in Section 3.3.2 gra-
dients of the momentum fluxes in the simulated atmospheres are
used to reveal the mechanisms maintaining the zonal flows. We
find similarities between momentum transport, and the previous
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work of Showman & Polvani (2011) and Tsai et al. (2014) but
highlight additional complexities which merit further study be-
yond the scope of this work (Debras et al., in prep). In particu-
lar, the mean flow contributions to the momentum transport are
non-negligible. Our conclusions are stated in Section 4. Finally,
the Appendix contains extended detail of the flow structure (Ap-
pendix A), results from a ‘shallow-hot Jupiter’ test (Appendix
B), the derivation of the eddy-mean flow interaction equation
(Appendix C) and plots of additional terms within this equation
for our simulations (Appendix D).
2. Model setup
Results from this work are from simulations using the basic se-
tups of Mayne et al. (2014a) and Amundsen et al. (2016), which
are differentiated by the treatment of heating/cooling and we re-
fer to these papers for the basic numerical details. In Mayne
et al. (2014a), the basic equations solved by the UM are in-
troduced and results from simulations including a simple New-
tonian relaxation, or radiative forcing scheme are presented,
where the temperature is simply relaxed to a pre-calculated ra-
diative equilibrium profile (hereafter termed TF simulations re-
ferring to ‘Temperature Forced’). This work also defines the var-
ious levels of simplification to the dynamical equations termed
‘primitive’, ‘shallow’, ‘deep’ and ‘full’ in order of the most
simplified to the most complete. Essentially, the most approx-
imated equations are the ‘’primitive’, assuming vertical hydro-
static equilibrium, gravity constant with height and a shallow–
atmosphere. The ‘shallow’ equations are formed by relaxing the
hydrostatic approximation, and the ‘deep’ by further relaxing
the shallow–atmosphere approximation. Finally, the ‘full’ equa-
tions invoke none of these approximations. (see Mayne et al.
2014a, for details). Amundsen et al. (2016) features models us-
ing only the ‘full’ equations but incorporating a two-stream, dual
band, correlated-k radiative transfer scheme, which has previ-
ously been tested in Amundsen et al. (2014, 2017), alongside
minor updates in the treatment of diffusion and minor parame-
ter changes (hereafter termed RT, referring to ‘Radiative Trans-
fer’, simulation). The model uses SI units, and these are adopted
throughout this work.
Although TF simulations are computationally much cheaper
than their RT counterparts allowing us to reach extensive total
integration times, they have several key disadvantages. As TF
simulations linearly relax the temperature to a prescribed pro-
file, they lack the inclusion of atmospheric interactions (i.e. ther-
mal emission and absorption), and do not model the non–linear
response of the atmosphere to significant levels of heating and
cooling both of which are captured in the RT simulations. Ad-
ditionally, the TF setups rely on initial calculation of equilib-
rium profiles, often from simple and physically incomplete 1D
models, further reducing their accuracy and also flexibility. Our
results exhibit clear differences between the TF and RT simula-
tions (see Section 3), some elements of which will be caused by
such issues.
2.1. Damping
Of particular note is the treatment of damping in the model. In
a physical fluid eddies and turbulence will act to cascade energy
to smaller scales, and ultimately convert kinetic energy into ther-
mal energy (see discussion in Li & Goodman 2010). Hot Jupiter
GCM simulations do not correctly capture such small scale tur-
bulence. Additionally, physical processes which are not explic-
itly modelled can also lead to further dissipation, for example
magnetic braking in hot Jupiters (Menou 2012). Explicit damp-
ing is often applied to account for these effects. However, we
currently have no way of constraining the strength of the dis-
sipation (Li & Goodman 2010; Heng et al. 2011), except per-
haps by matching simulated offsets in hot Jupiter hotspots from
the substellar point with observed phase curve offsets, although
processes not explicitly modeled complicate this (Zellem et al.
2014). Therefore, such damping and dissipation parametrisation
are primarily used to achieve numerical stability in a physically
plausible way, but are not robustly constrained. In particular the
low pressure atmosphere, near the outer boundary is sensitive to
perturbations which grow as they travel from higher pressure re-
gions, and become unstable. For the inner, high pressure, bound-
ary dissipation from the numerical scheme (i.e. discretisation) is
more significant, and the fluid more stable. However, as the pres-
sure (and therefore density) increases exponentially with depth
into the hot Jupiter atmosphere, the angular momentum for a
given flow rate will increase. Therefore, even very slow fluid
flows at the inner boundary can significantly affect the angular
momentum budget (Mayne et al. 2014a), and minor inaccura-
cies of the numerical solver can drastically affect the simulated
dynamical structure (Cho et al. 2015).
In our model we include several forms of artificial dissipa-
tion. Firstly, as detailed in Mayne et al. (2014a) and updated in
Amundsen et al. (2016) we include an explicit diffusion of the
zonal flow (only). However, we incorrectly reported the coef-
ficient for this scheme previously, in Amundsen et al. (2016),
stating a single coefficient for the zonal diffusion operator (
Kλ ∼ 0.16). Actually, due to simplification in the routine per-
forming the diffusion several terms are implicitly included in the
resulting applied diffusion coefficient, K′λ, such that it is given
by
K′λ =
∆tKλ
(r2 cos2 φ(∆λ)2)
.
(1)
Where ∆t and ∆λ are the timestep and longitudinal grid spacing,
respectively 2. We also include a vertical ‘sponge layer’ as de-
tailed in Mayne et al. (2014a) to damp vertical velocities close
to the outer, low pressure boundary, and represent vertical waves
propagating out of our modelled domain. For this work, to al-
low us more flexibility, we have also included a vector lapla-
cian damping (to mimic an explicit viscosity) in the momentum
equation. The vector Laplacian of the vector wind field is calcu-
lated, ∇2(u) ≡ ∇ (∇ · u)−∇× (∇ × u). The resulting components
of this provide additional terms to equations (1), (2) and (3) of
Mayne et al. (2014a), governing the u, v and w wind compo-
nents, which are in the longitude (λ), latitude (φ) and vertical
directions (r), respectively. A separate multiplicative coefficient
is then prescribed for the horizontal and vertical directions as νλ,φ
ρ
and νr
ρ
, respectively, where ρ is the density.
In effect the diffusion and vector Laplacian schemes apply
the same, physical equation, but differ via their calculation of the
coefficient. In practice neither of these schemes operate on the
vertical component of velocity. Given our spatial resolution (∼
105 & ∼ 106 m in the vertical and horizontal directions, respec-
tively), and maximum windspeeds (∼ 102, ∼ 103 ms−1, in the
vertical and horizontal directions, respectively), the vertical flow
2 In practice the diffusion is set using a characteristic e–folding
timescale, Kλ = 0.25
(
1 − e −1tK
)
, where tK is the set number of simu-
lation timesteps.
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is much more accurately resolved. However, the vector laplacian
scheme is applied to both the zonal and meridional directions,
whereas the diffusion scheme is only applied in the zonal direc-
tion (see discussion in Amundsen et al. 2016). Given typical sim-
ulation parameters (∆t ∼ 120 s, r ∼ 108 m, ∆λ ∼ 0.04 radians,
see Table 1) and densities throughout our domain which range
from ∼1 to 2×10−7 kg m−3, K′λ ∼ 8×10
−12Kλ
cos2 φ and the applied vector
laplacian coefficient, ν′λ,φ ∼ (10−7 → 1) νλ,φ. Therefore, the max-
imum applied diffusion coefficient (at the equator) is typically
between 12 and five orders of magnitude smaller than the vector
laplacian, for the same input value. The spatial variation of the
coefficient also leads to the two schemes behaving differently.
For the vector laplacian, the variation of the coefficient with
density effectively means this process mimics kinematic visoc-
ity and will act most strongly on the horizontal wind in the up-
per, low pressure regions of the atmosphere. However, the diffu-
sion coefficient varies strongly with latitude such that it reduces
towards the pole, meaning this scheme effectively acts to sup-
press grid–scale noise in the dominant zonal flow. In Appendix
B, we demonstrate the effect of varying the ‘strength’ of the dif-
fusion on a shallow–hot Jupiter test case (introduced by Menou
& Rauscher 2009). It is important to reiterate that although gen-
erally physically motivated, these damping/dissipation mecha-
nisms are poorly constrained for hot Jupiters, and are primarily
used to achieve numerical stability.
Additional horizontal damping at the inner or high pressure
boundary is also often employed (see discussion in Cho et al.
2015). This ‘bottom drag’ is employed similar to the Rayleigh
friction schemes used to model the frictional damping of the
Earth’s surface on horizontal winds, and is motivated by the po-
tential for magnetic drag in the deep atmosphere, (Rogers &
Komacek 2014). However, the strength of this drag, and verti-
cal profile are very poorly constrained, and it is not clear if a
Rayleigh type drag is appropriate at all. Of course, when employ-
ing such a bottom drag GCM simulations are much more robust
to conservation of total angular momentum, and less sensitive to
initial conditions (Liu & Showman 2013; Cho et al. 2015). In
this work we do not include a bottom drag damping as we are, in
part, interested in the evolution of the deep atmosphere, and its
interaction with the lower pressure regions.
2.2. Model variations
In Table 1 we state the main parameters for both the TF and
RT simulations. These differ slightly as the TF simulations were
setup to match the work of Heng et al. (2011) and the RT sim-
ulations to be compared with Showman et al. (2009) but these
differences are unlikely to affect our main conclusions. We have
run a large set of simulations to explore various scenarios, but
only directly report results here for a subset. We have also per-
formed additional simulations of the ‘shallow-hot Jupiter’ setup
of Menou & Rauscher (2009), the results of which are discussed
in Appendix B. Table 2 details the elapsed simulation time, pa-
rameters adjusted from the default (shown in Table 1), dynamical
equation set (following the nomenclature of Mayne et al. 2014a)
and the ‘short name’ adopted throughout this manuscript.
Only a single RT simulation is included as the TF simula-
tions allow greater, direct, control of the heating and run signif-
icantly faster. Although TF simulations are less physically accu-
rate than their RT counterparts (see discussion in Showman et al.
2009; Amundsen et al. 2016), they have still proved useful in the
study of hot Jupiter (and other) atmospheres. Recent examples of
the use of TF simulations include exploration of the efficiency of
dynamical redistribution of heat (Komacek & Showman 2016)
and the dependence on the atmospheric flow on bulk composi-
tion (Zhang & Showman 2017). For the RT simulation we do not
include TiO and VO formation as evidence for its presence has
only been suggested for Wasp-121b (Evans et al. 2016) so far,
and not HD 209458B.
Our TF simulations have been evolved for much longer than
those of Mayne et al. (2014a), allowing us to explore the long
term evolution for simulations adopting various levels of simpli-
fication to the dynamical equations (e.g., Std Prim & Std Full)3.
The profiles for the heating in the TF simulations are those of
Mayne et al. (2014a), which are adjusted from Heng et al. (2011)
which, in turn, are based on those of Iro et al. (2005). The ra-
diative timescale is an (approximately) exponentially increasing
function of pressure, ranging from ∼ 103 − 108 over pressures of
∼ 102 − 106 Pa, and is infinite for pressures of 106 Pa or higher.
As discussed in Mayne et al. (2014a) evolution of the deep
atmosphere is very gradual and is likely to require extremely
long simulation integrations to reach a steady state. Mayne et al.
(2014a) note a gradual increase in the difference between the
equatorial temperature and that of the pole for the deep atmo-
sphere. In several of their simulations the poles are warmed, and
the equator cooled, which given the absence of forcing for the
standard models can only be caused by compression/expansion
or advection potentially by material lifting over the hotspot and
falling towards the poles. A similar temperature evolution of the
deep atmosphere can be seen in the RT simulations of Amundsen
et al. (2016), Figure 7. However, for the models where the initial
profile is hotter, presented in Amundsen et al. (2016), the latitu-
dinal temperature gradient is reduced. This behaviour hints that
the 3D model is evolving to a hotter equilibrium state than the
one with which it is initialised, however this is beyond the scope
of this work, where we are more interested in the effects of differ-
ent scenarios for the unconstrained deep atmosphere, and will be
discussed in an upcoming publication (Tremblin, et al., submit-
ted). Therefore, we have simply performed a numerical experi-
ment to explore the limits of this effect, and determine whether
it will be significant for the flows in the upper atmosphere. In
the simulation Deep ∆Teq→pole we impose an additional, latitu-
dinal temperature gradient in the deep atmosphere using a con-
stant radiative timescale given as the value at 106 Pa (10 bar). For
this setup although the equilibrium temperature is increased by
(1 000.0 K) sin2(φ) (where φ is latitude) the final temperature dif-
ference between the equator and pole will be much less as this
must first compensate for the existing contrast enforced by the
original equations of ∼ −500 K (Heng et al. 2011; Mayne et al.
2014a). We have also run a simulation with the bottom bound-
ary at 106 Pa to explore the effect of omitting the deep region
entirely (Reduced pmax). It is important to note that these sim-
ulation setups are explorative and performed to investigate the
interaction of the deep and low pressure atmosphere. We are un-
likely to obtain observational constraints on the state of the deep
atmosphere of hot Jupiters in the near future and so are forced to
make choices regarding how to model this region.
All of our models are initialised with zero winds, and in solid
body rotation with a hydrostatically balanced atmosphere. The
initial temperature pressure profile used is either a midway pro-
file between the hottest and coldest profiles for the TF simula-
tions, or a globally averaged radiative equilibrium profile for the
RT simulations (for further details refer to Mayne et al. 2014a;
Amundsen et al. 2016), unless otherwise stated.
3 Note we have also performed simulations using the “shallow” and
“deep” versions.
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Table 1: Value of the standard parameters for the temperature forced (TF) and radiative transfer (RT) simulations.
Quantity TF RT
Horizontal resolution 144λ, 90φ
Vertical resolution, Nz 66
Dynamical Timestep (s) 1200 30
Radiative Timestep (s) - 150
Initial inner boundary pressure, pmax (Pascals, Pa) 220 × 105 200 × 105
Rotation rate, Ω (s−1) 2.06 × 10−5
Radius, Rp (m) 9.44 × 107 9.0 × 107
Radius to outer boundary, Rtop (m) 1.1 × 107 9.0 × 106
Surface gravity, gp (ms−2) 9.42 10.79
Specific heat capacity (constant pressure), cp (Jkg−1K−1) 14 308.4 13 000.0
Ideal gas constant, R (Jkg−1K−1)(1) 4593 3556.8
Diffusion setting, Kλ (see Section 2.1 for applied coefficient, K′λ) 0.158
Horizontal vector laplacian damping coefficient, νλ,φ 0.1 0.0
Vertical vector laplacian damping coefficient, νr 0.0
Vertical, ‘sponge’, damping coefficient Rw 0.15
Temperature characterising intrinsic luminosity of the planet (K), Tint - 100
Table 2: Details, alongside short names, of the key simulations used in this work (a more extensive set of simulations were performed,
but we only highlight those where results are directly used in this work). The heating/cooling scheme (temperature forced, TF, or
radiative transfer, RT), total elapsed simulation time (rounded down to the nearest 100 days), variables or settings which are different
from the standard models (see Table 1 for the basic parameters), and the sophistication of the dynamical equations is shown (see
Mayne et al. 2014a, for definition). The time sampling in all cases was ten days, with an additional run outputting at 1 day performed
only over the first 100 days for each simulation. p is the pressure, τrad the radiative timescale and Teq the equilibrium temperature.
Short Name Heating/Cooling Length (Earth days) Adjusted parameters Equation set
Std Prim TF 10 200 Rw = 0.20 “Primitive”
Std Full TF 13 300 - “Full”
Std RT RT 1 600 - “Full”
Reduced pmax TF 15 400 pmax = 106 Pa, Rw = 0.20 “Full”
Deep ∆Teq→pole TF 10 800 p > 106Pa:
τrad(p) = τrad(106Pa) “Full”
Teq = Teq + 1 000.0 sin2(φ)
3. Results
In this section we present results for the dynamical state of our
simulated atmospheres. In Section 3.1 we demonstrate that the
occurrence of a super rotating equatorial jet is robust in our sim-
ulations, and present the flow regime for some examples. In Sec-
tion 3.2 we demonstrate that the deep atmosphere is still evolv-
ing in our simulations, and show that this effect may disrupt the
flow regime in the upper atmosphere, but only if strongly forced
over long timescales. Finally, in Section 3.3 we present the mean
flow and eddy interaction, demonstrating that the jet in our sim-
ulations is driven by a mix of eddy and mean flow momentum
transport.
3.1. Zonal flow
Figure 1 shows the zonal and temporally averaged (mean) zonal
wind, where red is prograde and blue is retrograde for the TF
simulations where the completeness of the dynamical equa-
tions solved is varied (Std Prim and Std Full, left and right
columns, respectively), at two different epochs (200–1 200 &
9 000–10 000 days as the top and bottom rows, respectively).
It is clear that the jet evolves over the period of about 10 000
Earth days (∼3 000 rotation periods). The breadth, in latitude,
and depth range, as well as the peak prograde velocity all in-
crease. Additionally, the morphology of the jet changes with the
level of assumptions used in the dynamical equations. For the
more simplified case the jet is generally slower and covers a nar-
rower range of pressures, whilst being slightly broader in lati-
tude4. The difference found when moving from ‘full’ to ‘primi-
tive’ is similar to what one might expect when reducing the rota-
tion rate. However, despite these changes it is clear that, broadly
and qualitatively speaking, the same jet structure is apparent; a
prograde equatorial jet of a few kms−1 flanked by retrograde jets,
covering a broad range of pressures down to about 106 Pa.
Figure 2 shows the results for the zonal flow for the Std
RT simulation, in the same format as Figure 1, but for 600-
1 600 days. However, the Std RT simulation bottom boundary
is placed at lower pressures, and this combined with the subse-
quent evolution means the highest available pressure is slightly
lower than that of the Std Prim or Std Full cases. Additionally,
the much shorter total elapsed simulation time, compared to the
TF simulations, means that the deeper atmosphere is likely to
still be evolving. In fact, as we demonstrate in Section 3.2, and
present in Figure 9, the kinetic energy of the atmosphere appears
to still be evolving at pressure higher than ∼ 106 Pa. As dis-
cussed in Showman et al. (2009) and Amundsen et al. (2016),
moving from a temperature forcing to more complete radiative
transfer scheme alters the simulated dynamics of the atmosphere.
For the RT simulation the jet is slower and maintains a broader
latitude profile at lower pressures when compared to the most
4 Results from the simulations of intermediate complexity (i.e. ‘shal-
low’ and ‘deep’ are consistent with this trend.
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(a) Std Prim: 200-1 200 days (b) Std Full: 200-1 200 days
(c) Std Prim: 9 000-10 000 days (d) Std Full: 9 000-10 000 days
Fig. 1: Figure showing the zonal and temporal mean of the zonal wind (ms−1) as a function of latitude (φ◦ ) and pressure
(log10(p [Pa])), for the Std Prim and Std Full simulations (see Table 2 for explanation of simulation names), left and right columns,
respectively. The temporal averaging periods are 200–1 200 and 9 000–10 000 days, shown as the top, and bottom rows, respectively.
comparable standard TF simulation (from simulations not pre-
sented here a similar result is found when reducing the gravity,
or slowing the rotation speed of the planet). However, the qual-
itative result is still consistent with that of the Std Prim and Std
Full simulations.
The set of results presented here, alongside further simula-
tions (not presented), show broad qualitative agreement and are
consistent with previously published results (e.g. Showman et al.
2009; Heng et al. 2011; Dobbs-Dixon & Agol 2013), in that all
produce a prograde equatorial jet. However, it is also clear that
various parameter choices can affect the flow, and create differ-
ences which can be seen even in a relatively coarse measure such
as the zonally and temporally averaged zonal wind plots
Figures 3 and 4 show the temperature (colour scale and con-
tours) and horizontal wind (vector arrows) structure, after 1 200
and 10 000 days respectively. The flow is depicted on the two
highest pressure isobaric surfaces as used in Heng et al. (2011)
and subsequently Mayne et al. (2014a), namely 4.69×105Pa,
and 21.9×105 Pa, as the top and bottom rows, respectively. The
corresponding Figures for the lower pressure surfaces (213 and
21 600 Pa) are presented in Appendix A (and reveal little varia-
tion across time, or simulation setup). After 10 000 days the Std
Prim simulation has a smooth, and relatively time invariant struc-
ture dominated by the homogenisation of temperature around the
equator. However, the Std Full simulation, whilst still support-
ing a similar equatorial flow maintains vortices at 4.69×105Pa,
and a more complex flow structure at 21.9×105 Pa. For the Std
Full simulation the deepest isobaric slice shows time evolution,
even after 10 000 days, as demonstrated by Figure 5, where this
isobaric surface is shown at two further times, 8 000 and 13 000
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(a) Std RT: 600-1 600 days
Fig. 2: Figure showing the zonal and temporal mean of the zonal
wind (ms−1) for the Std RT simulation (see Table 2 for expla-
nation of simulation names) as a function of latitude (φ
◦
) and
pressure (log10(p [Pa])). The temporal averaging periods of 600–
1 600 days was chosen as the latest time available. Note the re-
duced extent in pressure range due to lower achieved pressures at
the base of the simulated atmosphere, compared to the Std Prim
and Std Full simulations.
days. The behaviour in this region is purely dynamical, driven by
both circulations and adiabatic compressions/expansions from
the upper atmosphere since the forcing timescale is infinite be-
low 106 Pa (Heng et al. 2011; Mayne et al. 2014a). The deepest
layer of the Std Full simulation, 21.9×105 Pa after 10 000 days
shows some asymmetry about the equator (see Figure 4). How-
ever, this is due to fluctuations of the still evolving fluid, as can
be seen in Figure 5.
Figure 6, shows the same information as Figure 3, but for
the Std RT simulation, after 1 600 days. Again the lower pres-
sure surfaces are shown, and discussed in Appendix A. The Std
RT ‘snapshots’ have been taken at the latest simulation time,
1 600 days, to capture the atmosphere in its most evolved state,
as opposed to matching the 1 200 days of the first ‘snapshot’ of
the Std Prim and Std Full simulations. The main differences be-
tween the thermodynamic and dynamical structure between RT
and TF simulations have been discussed in the previous works
of Showman et al. (2009) and Amundsen et al. (2016). Here we
note that the deep atmosphere in this case is qualitatively differ-
ent to the TF simulations. In particular, the slice at 21.9×105 Pa
shows an equator to pole temperature gradient of ∼ +300 K. As
discussed in Amundsen et al. (2016) and Section 2.2 this may
also be due to the 3D model adjusting from an incorrect, or in-
consistent initial profile to a steady state (discussed further in,
Tremblin et al., submitted).
3.2. Deep atmosphere evolution
As discussed in the previous section, as well as Mayne et al.
(2014a) and Amundsen et al. (2016), the dynamical (and ther-
modynamic) state of the deep atmosphere is slowly evolving
throughout the simulations (even out to several thousand rota-
tion periods). Additionally, although the flows in upper, lower
pressure atmosphere are broadly consistent across our simula-
tions, as one would expect due to the strong forcing, the flows
do vary for the deeper, higher pressure regions. Clearly, the evo-
lutionary timescale for the deep atmosphere is likely to be very
long. The thermal timescale, τth, can be estimated using (see for
example Geroux et al. 2016),
τth ∼
CpT∆m
L
, (2)
where ∆m is the mass in the layer, and L the luminosity (es-
timated from L = 4pir2σT 4int, where σ is the Stefan-Boltzmann
constant). Assuming a characteristic temperature of ∼ 100 K, the
timescale is ∼ 104 years, at pressures of 107 Pa. As the pressure,
and therefore density, increase exponentially moving to higher
pressures, this timescale will also increase exponentially (as the
mass is linearly dependent on the density). Therefore, we have
performed two numerical experiments to explore the possible
impact of the deep atmosphere on the lower pressure regions
accessible to observations, by artificially forcing, or omitting the
deep regions entirely.
As demonstrated by Showman & Polvani (2011) equatorial
superrotation can be achieved, in the context of a tidally-locked
hot Jupiters, by the liberation of angular momentum from a deep
atmosphere ‘reservoir’. Additionally, Mayne et al. (2014a) high-
light an evolution in the equator-to-pole temperature difference
of the high pressure atmosphere, in their simulations. Therefore,
we have performed simulations omitting the radiatively inactive
deep atmosphere, termed Reduced pmax, or enforcing a strong
equator-to-pole temperature gradient, termed Deep ∆Teq→pole.
Figure 7 shows the zonal flow, in the same format as Figure 1,
for the Deep ∆Teq→pole and Reduced pmax (note the y-axis only
extends to pressures of ∼ 106 Pa or 10 bar) simulations, as the
left and right columns, respectively. Interestingly, the absence
of the deep atmosphere section does not disrupt the formation
of a prograde equatorial jet. However, for the simulation forc-
ing the equator-to-pole temperature gradient after 10 000 days
the jet has significantly slowed and covers a much smaller re-
gion in both pressure and latitude. The angular momentum is
balanced in this model by the prograde jets around the poles at
high pressures, which are much faster than in the Std Full case
(see Figure 1). Almost all of the simulations we have performed
conserve angular momentum to better than ∼5% over periods of
around 10,000 Earth days (most are better than 1%). The few
exceptions include the simulation with the bottom boundary at
106 Pa (10 bar) where the angular momentum almost doubles,
and all are discussed later in this section.
Figure 8 shows the isobaric slices for the same pressures,
and in the same format as Figure 4, but for the Deep ∆Teq→pole
simulation. The lower pressure slices are again presented in Ap-
pendix A, as Figure A.4. The corresponding figures for the Re-
duced pmax are omitted as for the available pressures the results
closely match those of the Std Full simulation in terms of mor-
phology. For the Deep ∆Teq→pole simulation the flow is strongly
retrograde at mid to high latitudes, with a weak equatorial pro-
grade flow, and subsequently weaker homogenisation of the tem-
perature about the equator compared to the standard simulations
(compare the 21 600 Pa slice from Figures A.2 and A.4, as well
as the 4.69×105 Pa slice from Figures 4 and 8). Deeper in the
atmosphere a temperature difference of ∼ +300 K is achieved
between the equator and the pole, similar to that seen in the Std
RT model (compare Figures 8 and 6), and we see an extension
of the retrograde flow.
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(a) Std Prim: 4.69×105 Pa, 1 200 days (b) Std Full: 4.69×105 Pa, 1 200 days
(c) Std Prim: 21.9×105 Pa, 1 200 days (d) Std Full: 21.9×105 Pa, 1 200 days
Fig. 3: Figure showing temperature (K, contours) and horizontal wind velocity (ms−1, vector arrows, note: the number of arrows has
been reduced from the simulation resolution in order to aid interpretation) at isobaric surfaces (against latitude, φ
◦
and longitude, λ
◦
)
of 4.69×105 and 21.9×105 Pa (top and bottom rows, respectively) after 1 200 days for the Std Prim and Std Full simulations as the
left and right columns, respectively (see Table 2 for explanation of simulation names). The maximum magnitudes of the horizontal
velocities are ∼150, ∼200, ∼10 & 3 ms−1 for the top left, top right, bottom left & bottom right panels, respectively.
To explore the evolution of the deep atmosphere in our sim-
ulations, Figure 9 shows the logarithm of the total kinetic energy
(log10(KE [J]), including the atmospheric mass) as a function of
time and pressure for the Std Prim, Std Full, Deep ∆Teq→pole
and Std RT simulations as the top left, top right, bottom left
and bottom right panels, respectively, following the figure pre-
sented previously in Rauscher & Menou (2010). Note that the
Std RT simulation only extends to 1 600 days, whereas the oth-
ers are presented to 10 000 days. It is clear that the upper or
lower pressure atmosphere accelerates very rapidly, with the KE
growing rapidly and then reaches an almost steady value. The
deeper atmosphere seems to evolve much more slowly in the Std
Prim case than that of the Std Full simulation (although both are
clearly far from completing their evolution after 10 000 days).
The deep atmosphere of the Std RT simulation also appears to
evolve very gradually, but of course the total simulation time
here is much shorter. Mayne et al. (2014a) concluded that the
deep atmosphere had quickly finished evolving in a simulation
assuming a ‘shallow’ atmosphere (i.e. similar to our Std Prim
case, but the assumption of vertical hydrostatic balance is re-
laxed), using the deep atmosphere equator to pole temperature
contrast. However, Figure 9 actually shows that this might just
be caused by an evolution which is much slower than the Std
Full case. Additionally, it is clear that the KE peaks at around 1-
10 bar, 1–10 × 105 Pa except for the case of the Deep ∆Teq→pole,
where the energy budget is dominated by the material at higher
pressures, as one might expect given the flow morphology. Al-
though this experiment of artificially forcing the deep atmo-
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(a) Std Prim: 4.69×105 Pa, 10 000 days (b) Std Full: 4.69×105 Pa, 10 000 days
(c) Std Prim: 21.9×105 Pa, 10 000 days (d) Std Full: 21.9×105 Pa, 10 000 days
Fig. 4: As Figure 3 but after 10,000 days. The maximum magnitudes of the horizontal velocities are ∼70, ∼180, ∼30 & 3 ms−1 for
the top left, top right, bottom left & bottom right panels, respectively.
sphere is somewhat arbitrary, it does illustrate the possible ef-
fects of deep atmosphere flows on the upper atmosphere. The
final critical point is that the evolution of the deep atmosphere
appears to require very lengthy elapsed simulation times, using
Figure 9 as a guide. Therefore, it is quite likely that the final
solutions presented by GCMs after current published simulation
times may well be dependent on the initial state of the deep at-
mosphere, both dynamically, and thermodynamically (see dis-
cussion in Mayne et al. 2014a; Amundsen et al. 2016). However,
it must be noted, our artificial forcing of the deep atmospheres
thermodynamic state is quite strong (adopting the timescale as-
sumed for 106 Pa), and over 10 000 days has still not completely
destroyed the prograde equatorial jet.
For the simulations presented in Figure 9 the total KE is still
increasing towards the end of the simulation time, as one might
expect given the increase in the deep atmosphere component. As
the pressure, and therefore density, increases exponentially as
one moves closer to the inner simulation boundary, a significant
KE contribution can be achieved with very slow velocities. Gen-
erally, the maximum zonal velocity (umax) is used to determine
a quasi-steady state in the literature for hot Jupiter simulations.
Figure 10, left panel, shows umax as a function of time for the
Std Full, Std Prim, Deep ∆Teq→pole and Reduced pmax simula-
tions. As Figure 10 shows, the fact that the KE has not equili-
brated is not detected in the maximum zonal velocity, with all
of these simulations appearing to reach a quasi-steady solution.
This is, of course driven by the fact that the deep atmosphere ve-
locities are much slower than those in the upper, low pressure,
regions. This suggests that assuming a steady state based on the
maximum zonal velocity will not apply to the high pressure at-
mosphere.
The deep atmosphere also represents a huge reservoir of ax-
ial angular momentum (AAM), which can be used to acceler-
ate zonal flows. Updrafts of material can effectively convert sig-
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(a) Std Full: 21.9×105 Pa, 8 000 days (b) Std Full: 21.9×105 Pa, 13 000 days
Fig. 5: Figure showing deep atmosphere isobaric slice, for the Std Full simulation, at a pressure of 21.9×105 Pa after 8 000 and
13 000 days, left and right panels, respectively. The temperature (K, contours) and horizontal winds (ms−1, vector arrows) are still
evolving (see Table 2 for explanation of simulation names). The maximum magnitudes of the horizontal velocities are ∼2 & 8 ms−1
for the left & right panels, respectively.
(a) Std RT: 4.69×105 Pa, 1 600 days (b) Std RT: 21.9×105 Pa, 1 600 days
Fig. 6: As for Figure 3 but for the Std RT simulation after 1 600 days. The maximum magnitudes of the horizontal velocities are
∼16 & 4 ms−1 for the left & right panels, respectively.
nificant amounts of planetary angular momentum (simply due
to the solid body rotation of the atmosphere) into atmospheric
angular momentum (from the winds) (see discussion in Mayne
et al. 2014a), as the total (i.e. the sum of the planetary and at-
mospheric components) is conserved. Additionally, as with the
KE even very small velocities in the high pressure regions can
make significant contributions to the total AAM budget. The
right panel of Figure 10 shows the total normalised AAM, rel-
ative to the initial value, for the same simulations presented
in the left panel of Figure 10, namely the Std Full, Std Prim,
Deep ∆Teq→pole and Reduced pmax simulations. The Reduced
pmax shows a near doubling of AAM in the first ∼4 000 days. The
Std Prim and Deep ∆Teq→pole simulations both gain around 15%
AAM after about 10 000 days, which is still a reasonable level of
accuracy for such low resolution simulations run over such long
periods. All of our remaining simulations conserve AAM to bet-
ter than 5%, and in many cases 1%, and the Std Full model is
presented as indicative of this. If angular momentum conserva-
tion issues were dominated solely by the fast dynamics in the up-
per atmosphere, one would expect the Reduced pmax simulation
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(a) Deep ∆Teq→pole: 9 000-10 000 days (b) Reduced pmax: 9 000-10 000 days
Fig. 7: Figure showing the zonal and temporally (9 000–10 000 days) averaged zonal wind (ms−1) as a function of latitude (φ◦ )
and pressure (log10(p [Pa])), in the same format as Figure 1, for simulations exploring the treatment of the deep atmosphere. The
∆Teq→pole and Reduced pmax (see Table 2 for explanation of simulation names) simulations are shown as the left and right columns,
respectively. Note, of course, the Reduced pmax simulation only extends to a pressure ∼ 106 Pa (10 bar).
(a) Deep ∆Teq→pole Full: 4.69×105 Pa, 10 000 days (b) Deep ∆Teq→pole: 21.9×105 Pa, 10 000 days
Fig. 8: As for Figure 4 but for the Deep ∆Teq→pole simulation (see Table 2 for explanation of simulation names). The maximum
magnitudes of the horizontal velocities are ∼70 & 40 ms−1 for the left & right panels, respectively.
to show much poorer absolute AAM conservation. This is as this
simulation does not include the vast AAM contribution from the
deep atmosphere. The absolute change in AAM for the Reduced
pmax simulation is ∼ 13.5 × 1032kg ms−1 (from an initial total
AAM of ∼ 15.4×1032kg ms−1), whereas the absolute change for
the Std Full simulation is a factor ∼5 lower, ∼ 2.6× 1032kg ms−1
(from an initial total AAM of ∼ 33.9 × 1033kg ms−1) indicating
that indeed the inaccuracies in the AAM conservation are domi-
nated by the fast winds in the low pressure atmosphere. However,
Cho et al. (2015) noted significant changes in AAM using mod-
els without bottom boundary drag, implying that velocities close
to the bottom boundary lead to numerical losses. Here we do
not employ a bottom boundary drag, and allow our deep atmo-
sphere to slowly accelerate. For our Reduced pmax simulations
fast winds are accelerated much closer to the bottom, or inner,
boundary than in the other simulations. We are still investigating
the reasons for this issue.
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(a) Std Prim: KE (b) Std Full: KE
(c) Deep ∆Teq→pole: KE (d) Std RT: KE
Fig. 9: Figure showing the logarithm of the kinetic energy (log10(KE [J])) as a function of pressure and time for the Std Prim, Std
Full, Deep ∆Teq→pole and ST RT simulations (note the Std RT simulation has only run for ∼1 600 days as opposed to ∼10 000 days
in the other cases) as the top left, top right, bottom left and bottom right panels, respectively.
3.3. Jet pumping
Two of the main mechanisms for accelerating jets in planetary
atmospheres are either the exchange of momentum via mean
flows, or the convergence of momentum from the creation and
destruction of eddies (see Showman et al. 2013, for a review
in the terrestrial planet case). For hot Jupiter atmospheres the
expected large scale of the atmospheric eddies (i.e. Rossby ra-
dius of deformation), and zonally asymmetric forcing (i.e. day
and night side) led Showman & Polvani (2011) to propose an
eddy momentum acceleration mechanism for the jets relying on
the interaction of standing Kelvin and Rossby waves. Tsai et al.
(2014) explored the validity of this mechanism in their simula-
tions by presenting, in 3D adopting the β-plane (where the Cori-
olis force is simplified as varying linearly with latitude, instead
of ∝ cos φ), the eddy momentum fluxes as a function of pres-
sure and a proxy for latitude. The simulations, and analysis of
Showman & Polvani (2011) are performed in a pressure–based
(hydrostatic) framework. Although in previous sections we have
interpolated our prognostic variables onto pressure surfaces, the
eddy momentum fluxes can not easily be translated in such a
fashion. This is as the terms involve gradients, in the height–
based framework, at constant r in the longitude, λ, direction,
which cancel to zero when zonally averaged. Simply interpo-
lating the variables onto pressure surfaces invalidates this step,
and the terms no longer vanish, introducing extra terms into the
eddy–mean interaction equation. The derivation of this equation
is explicitly stated in Appendix C, and this point highlighted.
Therefore, to analyse the transport of momentum in the atmo-
sphere we shift to using height, z, as a vertical coordinate. The
simulations of Tsai et al. (2014), however, are performed using a
height–based model, and the results interpolated onto a pressure
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(a) umax (b) AAM/AAM(t=0)
Fig. 10: Figures showing the total normalised axial angular momentum (AAM) (kg ms−1) and maximum zonal velocity (umax, ms−1)
for several simulations as the left, and right panels, respectively. The solid line shows the Std Full, the dotted line the Std Prim, the
dashed line the Deep ∆Teq→pole and the dashed-dotted line the Reduced pmax simulations (see Table 2 for explanation of simulation
names). In terms of AAM conservation the Std Full simulation is representative of our simulation set, and the remaining three
included simulations (Std Prim, Deep ∆Teq→pole and Reduced pmax) the only examples where AAM conservation is much poorer.
Note the total simulation times of the individual runs (i.e. Std Prim, Std Full, Deep ∆Teq→pole and Reduced pmax) are different.
grid, meaning they have omitted the extra contributions to the
equation derived from the, resulting non–zero, zonally averaged
vertical gradient terms.
3.3.1. Initial Response from Rest
Firstly, Figure 11 presents the evolution of the zonally summed
linear zonal momentum (ρu) for the Std Full and Std RT simu-
lations, as the left and right columns, respectively. The top, mid-
dle and bottom rows show the zonal momentum after 1, 10 and
1 000 days, respectively.
Figure 11 shows a broadly similar evolution in the zonal mo-
mentum of the Std Full and Std RT simulations, when account-
ing for the vertical offset. Each model covers a slightly different
pressure range, meaning the height axis will represent slightly
different pressure regimes. The initial acceleration occurs very
rapidly, as suggested by Showman & Polvani (2011), with a
jet structure appearing in the first day. After around 10 days
the acceleration of the flows in the low pressure, radiatively
forced regions is largely complete for the Std TF simulation,
with slow evolution out to 1 000 days. After 1 day the acceler-
ation is broader and more localised to low pressures, for the Std
RT simulation, however this may well simply be representative
of transient evolution from slightly different initial conditions.
The Std RT simulation also undergoes slower acceleration over
the first 10 days. The later stages are broadly similar, but the Std
RT presents a smoother jet profile. For the Std Full simulation,
Figure 12 shows the same data as Figure 11 but after 10 000 days,
near the end of our simulation. The overall structure of the zonal
momentum has not dramatically changed, from 1 000 days, how-
ever the zonal momentum both in the jet (prograde), and at very
high pressures (retrograde), has significantly increased.
3.3.2. Pseudo–Steady State Eddy Momentum Transport
For the rest of this section we focus on the eddy, and mean flow
interaction in our Std Full and Std RT simulations. The work
of Showman & Polvani (2011) built on the analytical solutions
of Matsuno (1966) and Gill (1980). Matsuno (1966) and Gill
(1980) studied the linear response (steady state) of an atmo-
sphere at rest, in 2D, to non-axisymmetric heating as present in
tidally-locked planets. Matsuno (1966), however, included a pos-
itive and negative heating, on opposing ‘hemispheres’, whereas
Gill (1980) considered only the positive forcing, analogous to
the “day side” heating. These differences yield a subtly different
solution. In order to compare the structure of the perturbations
in our eddies with the previous work of Showman & Polvani
(2011), Matsuno (1966) and Gill (1980), we decompose the flow
into a zonally–averaged mean flow and a perturbation from this
mean. For example, u→ u + u′, where u is the zonally averaged
zonal velocity. Note, these perturbations are departures from a
zonal mean, not from a temporal mean flow.
Firstly, we explore the linear response of the atmosphere,
from its initial rest state, to the forcing, after the first day. The
work of Showman & Polvani (2011) incorporates simulations
on a vertical pressure grid, whereas our model adopts height as
the vertical coordinate (see discussion in Hardiman et al. 2010).
Therefore, we interpolate our prognostic variables onto pressure
surfaces to aid comparison of the eddy structures. However, for
the divergence of the eddy momentum fluxes, discussed earlier
in this section, such a transformation is much more complex so
we retain our native height–based coordinate system.
Figure 13 shows the temperature and horizontal wind veloc-
ity (top row) alongside their eddy components (bottom row), as
the contours and vectors, respectively, for the Std Full and Std
RT simulation after 1 day (left and right columns, respectively),
on the 30 mbar 3 000 Pa isobaric surface (approximately the in-
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(a) Std Full: Σλ
(
ρu
)
, 1 day (b) Std RT: Σλ
(
ρu
)
, 1 day
(c) Std Full: Σλ
(
ρu
)
, 10 days (d) Std RT: Σλ
(
ρu
)
, 10 days
(e) Std Full: Σλ
(
ρu
)
, 1 000 days (f) Std RT: Σλ
(
ρu
)
, 1 000 days
Fig. 11: Figure showing the zonally summed linear zonal momentum (contours, kgm−3ms−1), as a function of latitude (φ) and
height (z, m). of the Std Full and Std RT simulations, as the left and right columns, respectively (see Table 2 for explanation of
simulation names). Red is positive or prograde and blue negative or retrograde. The quantities are zonally summed and presented at
instantaneous times of 1, 10 and 1 000 days as the top, middle and bottom rows, respectively.
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(a) Std Full: Σλ
(
ρu
)
, 10 000 days
Fig. 12: Figure showing the same data as Figure 11, but for the
Std Full simulation (see Table 2 for explanation of simulation
names) only, and after 10 000 days.
frared photosphere, Showman & Polvani 2011). Figure 13 shows
a similar picture for both the Std Full and Std RT simulations.
Vortices, as presented in Showman & Polvani (2011) are seen ei-
ther side of the equator, both to the west and east of the hot spot,
with perturbations tilting westward, and thereby driving momen-
tum to the equator (Vallis 2006; Showman & Polvani 2011). The
pattern is apparent even after 1 day which is much faster than the
advective timescale for a ∼kms−1 wind traversing a planet with
a radius of ∼108m. This indicates, as discussed in Showman &
Polvani (2011) that fast waves rapidly setup the perturbation pat-
tern which in turn accelerates the zonal flow. However, as we are
starting from an unphysical, rest state, it is not clear that this ac-
tivity is relevant to the study of hot Jupiters. The perturbations
also show similar features around the equator, where peaks and
troughs in the zonal velocity can be seen, corresponding to the
equatorially trapped Kelvin or Rossby waves previously identi-
fied (Matsuno 1966; Gill 1980; Showman & Polvani 2011)5.
Figure 13 shows that the linear response of our simulations,
under the radiative forcing, is similar to previous results (e.g.
Showman & Polvani 2011). However, given that our simulations
are accelerating from a non-physical initial condition, it is not
clear what relevance this has to real hot Jupiter atmospheres.
Therefore, we now move to diagnosing the divergence of the
eddy momentum fluxes, which tracks the transport of momen-
tum by eddies in the simulated atmospheres. As discussed in
Section 3.2 the deeper layers of our atmosphere are still evolv-
ing, therefore, we restrict this analysis to upper, low pressures
regions. Diagnosing the momentum fluxes in the atmosphere is
done using the eddy-mean flow interaction equation (see for ex-
ample Hardiman et al. 2010). Showman & Polvani (2011) ex-
plore the meridional and vertical eddy terms of this equation in
its primitive hydrostatic form. For our purposes, Hardiman et al.
(2010) derive the same equation in height–based coordinates for
5 Note Matsuno (1966); Gill (1980) plot pressure perturbations,
whereas we plot temperature perturbations. However, we have checked
density perturbations from our simulations, and the patterns match those
in the temperature structure.
our “Full” equation system. The derivation, and different forms
of this equation are included in Appendix C, but for the simula-
tions we analyse here we adopt (see Equation C.20)
(ρ u),t = − (ρv u cos
2 φ),φ
r cos2 φ
− (ρwur
3),r
r3
(3)
+2Ωρv sin φ − 2Ωρw cos φ
−(ρ′u′),t −
[
(ρv)′u′ cos2 φ
]
,φ
r cos2 φ
−
[
(ρw)′u′r3
]
,r
r3
+
ρGλ,
where r is radial position andGλ represents body forces acting in
the zonal direction. The subscript preceded by a comma denotes
a partial derivative, e.g,. (X),r → ∂X∂r . As mentioned previously
in this section we present results in our height–based system, as
conversion to a pressure–based framework results in much more
complex terms in the eddy–mean flow interaction equation.
In the mechanisms proposed by Showman & Polvani (2011)
the main balance, over the equator, is between the merid-
ional (−
[
(ρv)′u′ cos2 φ
]
,φ
r cos2 φ ) and vertical (−
[
(ρw)′u′r3
]
,r
r3 ) eddy momentum
transport terms i.e. those containing v′ and w′ (and gradients
in the latitudinal, φ and the vertical, r, directions, respectively).
The remaining important terms can be classified as mean flow
terms involving the zonal velocity paired with either the merid-
ional or vertical flow (− (ρv u cos2 φ),φr cos2 φ , − (ρwur
3),r
r3 ), or the mean Cori-
olis terms derived from the contributions of the Coriolis terms
of the momentum equations (+2Ωρv sin φ, −2Ωρw cos φ). Tsai
et al. (2014) test the presence in their simulations, of the pro-
posed pumping mechanism of Showman & Polvani (2011) in the
context of the β-plane where the Coriolis parameter is assumed
to vary linearly with latitude (as opposed to ∝ cos φ). Tsai et al.
(2014) present figures of the meridional and vertical eddy mo-
mentum transport (strictly the divergence of the eddy momen-
tum fluxes), supporting an eddy–driven jet, although they do not
present contributions from mean flow terms.
Figure 14 shows the divergence of the eddy momentum
fluxes for the Std Full and Std RT simulations, as the left and
right columns, respectively, after 1 000 days. The latitudinal gra-
dient in the meridional eddy momentum flux, the vertical gra-
dient in the vertical eddy momentum flux, and their sum, are
shown as the top, middle and bottom rows, respectively. This fig-
ure, and subsequently similar figures are truncated to the upper
atmosphere i.e. z > 2 × 106 m to aid interpretation6.
Figure 14 reveals some similarities in the momentum trans-
port due to eddies, in our Std Full simulation, to those presented
in Tsai et al. (2014). These structures are broadly consistent with
the mechanism proposed by Showman & Polvani (2011), as the
eddy momentum transport largely acts to bring prograde mo-
mentum into the jet region, however at around 4 × 106 m, over
the equator, a significant transport of retrograde momentum is
present. The vertical term (middle left panel), shows predomi-
nantly prograde momentum being transport from lower altitudes
(from below 5 × 106 m) to the upper atmosphere and retrograde
momentum at lower altitudes. The sum of these two terms, of
the Std Full simulation, after 1 000 days, does not demonstrate
6 Contributions from transient perturbations, within these instanta-
neous plots, from the deeper regions (which have much higher densi-
ties, and therefore, momentum fluxes) can significantly alter the range
of the plotted data. As discussed in Section 3.2, the deep atmosphere is
still evolving there is not yet a mean flow, meaning the analysis we are
performing is not meaningful in this region.
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(a) Std Full: T, u, v at 3 000 Pa, 1 day (b) Std RT: T, u, v at 3 000 Pa, 1 day
(c) Std Full: T′, u′, v′ at 3 000 Pa, 1 day (d) Std RT: T′, u′, v′ at 3 000 Pa, 1 day
Fig. 13: Figure showing isobaric slices at 30 mbar, 3 000 Pa, of temperature (K, colour scale) and horizontal wind (ms−1, vectors),
and their eddy components as the top and bottom rows, respectively. The left and right columns show results from the Std Full and
Std RT simulation (see Table 2 for explanation of simulation names), respectively. Features similar to that of Matsuno (1966) and
Gill (1980) are apparent. The maximum magnitudes of the horizontal velocities (& eddy components) are ∼4 300, ∼1 400, ∼4 200
& 1 400 ms−1 for the top left, top right, bottom left & bottom right panels, respectively.
clear balance between them (bottom left panel) and residual eddy
momentum transport is present of the same order of the terms
themselves. These patterns are steady in time, albeit gradually
decreasing in magnitude (see Figure D.1 in Appendix D). In-
terestingly, eddy momentum transport after 1 000 days is very
different in the Std RT case (right column of Figure 14), com-
pared to the Std Full simulation. The balance between the merid-
ional and vertical component is closer, i.e. the magnitude of
the summed momentum transports (bottom right) is much lower
than the Std Full counterpart. The vertical term is the opposite
to that shown for the Std Full simulation, as prograde momen-
tum is transported into regions below an altitude of 4 × 106 m.
Additionally, the meridional component is transporting prograde
eddy momentum in the flanks of the jet (φ = ±20◦ ).
Figure 15 presents the mean flow contributions for the Std
Full and Std RT simulations, as the left and right columns, re-
spectively, after 1 000 days. The top, middle and bottom rows
show the mean meridional (− (ρv u cos2 φ),φr cos2 φ ) term, mean vertical
(− (ρwur3),rr3 ) term, and their sum, respectively.
Figure 15 shows that the mean flow contributions are some-
what balanced throughout much of the atmosphere, but show
a localised peak contribution in the sum over the equator at
4×106 m, at ∼ 2×106 m for the Std Full and Std RT simulations,
respectively. These contributions are larger in magnitude than
those provided by the divergence of the eddy momentum fluxes
(compare with Figure 14), indicating a jet maintained by a mix
of eddy momentum transport and the mean flow. The contribu-
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(a) Std Full:Σλ −
( [
(ρv)′u′ cos2 φ
]
,φ
r cos2 φ
)
, 1 000 days (b) Std RT: Σλ −
( [
(ρv)′u′ cos2 φ
]
,φ
r cos2 φ
)
, 1 000 days
(c) Std Full:Σλ −
( [
(ρw)′u′r3
]
,r
r3
)
, 1 000 days (d) Std RT: Σλ−
( [
(ρw)′u′r3
]
,r
r3
)
, 1 000 days
(e) Std Full: Σλ −
( [
(ρv)′u′ cos2 φ
]
,φ
r cos2 φ +
[
(ρw)′u′r3
]
,r
r3
)
, 1 000 days (f) Std RT: Σλ −
( [
(ρv)′u′ cos2 φ
]
,φ
r cos2 φ +
[
(ρw)′u′r3
]
,r
r3
)
, 1 000 days
Fig. 14: Figure showing latitudinal gradient in the meridional eddy momentum flux, the vertical gradient in the vertical eddy
momentum flux, and their sum (as a function of latitude, φ and height, z), are shown as the top, middle and bottom rows, respectively
(see text & Appendix C for details), after 1 000 days. The left and right columns then show data for the Std Full and Std RT
simulation, respectively (see Table 2 for explanation of simulation names). Article number, page 17 of 26
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(a) Std Full:Σλ − (ρv u cos
2 φ),φ
r cos2 φ , 1 000 days (b) Std RT:Σλ −
(ρv u cos2 φ),φ
r cos2 φ , 1 000 days
(c) Std Full:Σλ − (ρwur
3),r
r3 , 1 000 days (d) Std RT:Σλ −
(ρwur3),r
r3 , 1 000 days
(e) Std Full:Σλ −
(
(ρv u cos2 φ),φ
r cos2 φ +
(ρwur3),r
r3
)
, 1 000 days (f) Std RT:Σλ −
(
(ρv u cos2 φ),φ
r cos2 φ +
(ρwur3),r
r3
)
, 1 000 days
Fig. 15: Figure showing the latitudinal gradient of the meridional mean flow momentum flux, the vertical gradient of the vertical
mean flow momentum flux and their sum, as the top, middle and bottom panels, respectively. The data are in the same format as
Figure 14, showing the Std Full and Std RT simulations, as the left and right columns respectively, after 1 000 days.
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tions from the remaining terms, deriving from the Coriolis terms
of the momentum equations (2Ωρv sin φ and −2Ωρw cos φ) con-
tribute an order of magnitude lower momentum transport within
the atmosphere (see Appendix D). Therefore, our results suggest
that the jet driving mechanism, in our simulations, may actually
be a combination of eddy and mean flow momentum transport.
4. Conclusions
In this study we have presented a set of simulations, nominally
based on HD 209458b, aimed at investigating the robustness of
the atmospheric dynamical morphology. These simulations have
been designed to explore the dependence of the atmospheric
flows on various assumptions made in standard models, primar-
ily the state of the deeper, higher pressure atmosphere which is
inaccessible to observations. We have presented the atmospheric
dynamical structure found in this simulation set and for a subset,
explored the eddy-mean interaction revealing momentum trans-
port in the atmospheres.
Our results have shown that the super-rotating equatorial jet,
found as a solution for hot Jupiter atmospheres from several
models (see for example Cooper & Showman 2005; Menou &
Rauscher 2009; Rauscher & Menou 2010; Heng et al. 2011;
Dobbs-Dixon & Agol 2013; Parmentier et al. 2013; Showman
et al. 2015; Helling et al. 2016; Kataria et al. 2016; Lee et al.
2016), is robust in our setup. Our model does not include a drag
or friction at the bottom boundary potentially responsible for re-
moving some of the dependence on initial conditions (see Liu
& Showman 2013; Cho et al. 2015). Only when artificially forc-
ing the deep atmosphere over long timescales do we find the jet
is significantly slowed, and reduced in latitudinal breadth. How-
ever, caution must still be exercised when interpreting results of
simulations of hot Jupiters as, although the quantitative dynami-
cal structures across our simulation set are consistent (apart from
extreme cases where we strongly force the deep atmosphere over
long timescales), the quantitative results are not. This variation
in the dynamical structure, between our simulations (and indeed
over time during the simulation) will in turn alter the thermo-
dynamic profile of the atmosphere (this latter point warrants a
more detailed follow-up study which we are engaged in, com-
paring results from the SPARC/MITgcm and the UM).
For simulations adopting a simplified radiative transfer
scheme, our results show attributes of the proposed mecha-
nism of Showman & Polvani (2011), however, the structure of
the eddy momentum transport is complex, and there is a non-
negligible contribution from the mean flow terms. Although the
broad jet structure is similar between the Full and the RT simu-
lations, we find very different patterns for the eddy momentum
transport between these two simulations, suggesting indeed that
the eddy momentum transport may not be the unique (or even
the main) driver for the jet. Essentially, we find evidence for a
jet driven by both contributions from eddies and mean flow in-
teraction. A full investigation of the nature of the jet acceleration
is beyond the scope of this work. However, we are performing a
follow up study aimed at exploring the full, 3D solution to the
standing linear problem studied by Showman & Polvani (2011)
and Tsai et al. (2014) including an accurate representation of the
heating rate (Debras et al., in prep).
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Appendix A: Atmospheric flow structure
Figures A.1 and A.2 show the same information as Figures 3
and 4, shown in Section 3.1 but for the lower pressure surfaces
at 213 and 21 600 Pa (as the top and bottom rows, respectively),
after 1 200 and 10 000 days, respectively. These Figures reveal a
broadly similar flow structure between the two times, and regard-
less of the completeness of the dynamical equations. This is to
be expected given the strong radiative forcing at these pressures.
Figure A.3 presents the results for the Std RT simulation,
matching those presented in Figure A.1, but after 1 600 days (the
end of this simulation). Revealing differences similar to those
previously discussed in Showman et al. (2009) and Amundsen
et al. (2016).
Figure A.4 presents the results for the ∆Teq→pole simulation,
matching those presented in Figure A.2. These slices reveal sev-
eral differences when compared with those presented in Fig-
ure A.2. The lowest pressure slices, 213 Pa, show the diverging
flow centred closer to 180◦, and a sharper day–night temperature
structure in the ∆Teq→pole, as opposed to the Std Full simulation.
For the 21 600 Pa surface, the equatorial zonal flow is not uni-
formly prograde for the ∆Teq→pole simulation, as also seen in the
zonal and temporal mean of the zonal wind, Figure 7.
Appendix B: Shallow-hot Jupiter
Mayne et al. (2014a) performed the Shallow-hot Jupiter (SHJ)
test of Menou & Rauscher (2009), and compared to the results
of Menou & Rauscher (2009) and Heng et al. (2011). Our sim-
ulations largely matched previous works except that the super
rotating equatorial jet did not intersect the bottom, or inner,
boundary. We assumed this to be caused by the difference in
using a pressure-based (as is the case for Menou & Rauscher
2009; Heng et al. 2011), or height-based model (the UM). How-
ever, the SHJ simulation has now been performed by Mendonça
et al. (2016) using a height-based approach who were able to
match the previous simulations, and obtain a jet intersecting the
high pressure boundary. Therefore, we have revisited the SHJ
test, and investigated this discrepancy further. Figure B.1 shows
the zonally and temporally averaged, from 200-1 200 days, zonal
wind, in the same format as Figure 1 but for the SHJ case (see
Mayne et al. 2014a, for details of the setup etc.). The left and
right panels of Figure B.1 show simulations applying ‘stronger’
(Kλ ∼ 0.158, K′λ . 1.2 × 10−12) and ‘weaker’ (Kλ ∼ 2.6 × 10−03,
K′λ . 2.0 × 10−14) diffusion, respectively. See Section 2.1 for
explanation of how the diffusion coefficient is set (Kλ) and sub-
sequently applied (K′λ). Figure B.1 shows that the super rotat-
ing equatorial jet intersects the bottom boundary when using the
larger diffusion coefficient, and therefore ‘stronger’ diffusion.
The jet speeds are significantly slower when applying ‘weaker’
diffusion. This is counter–intuitive, and demonstrates clearly that
not only the maximum wind/jet velocity, but also the shape of
the atmospheric flow can be altered by the choice of diffusion
settings (see also discussion in Heng et al. 2011; Li & Goodman
2010). We are currently exploring this effect further, which is
likely caused by the diffusion altering the eddy transport in the
atmosphere.
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(a) Std Prim: 213 Pa, 1 200 days (b) Std Full: 213 Pa, 1 200 days
(c) Std Prim: 21 600 Pa, 1 200 days (d) Std Full: 21 600 Pa, 1 200 days
Fig. A.1: Figure showing the same informations as Figure 3 but at pressures of 213 & 21 600 Pa (top and bottom rows, respectively)
after 1 200 days for the Std Prim and Std Full simulations as the left and right columns, respectively (see Table 2 for explanation of
simulation names). The maximum magnitudes of the horizontal velocities are ∼7 000, ∼6 500, ∼1 000 & 1 100 ms−1 for the top left,
top right, bottom left & bottom right panels, respectively.
Appendix C: Derivation of the eddy mean
interaction equation
Starting with the ‘full’ or ‘deep’ equations as defined in (see
Mayne et al. 2014a). The derivation for the eddy–mean inter-
action equation, in height coordinates, is as follows: the zonal
momentum equation is
Du
Dt
=
− uw
r
+
uv
r
tan φ + 2Ωv sin φ − 2Ωw cos φ
− 1
r cos φ
1
ρ
∂p
∂λ
+Gλ (C.1)
Du
Dt
=
∂u
∂t
+ u.∇u, (C.2)
where DDt is the material derivative. The mass continuity equation
is
∂ρ
∂t
+ ∇. (ρu) = 0. (C.3)
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(a) Std Prim: 213 Pa, 10 000 days (b) Std Full: 213 Pa, 10 000 days
(c) Std Prim: 21 600 Pa, 10 000 days (d) Std Full: 21 600 Pa, 10 000 days
Fig. A.2: As Figure A.1 but after 10,000 days. The maximum magnitudes of the horizontal velocities are ∼7 000, ∼6 600, ∼600 &
1 000 ms−1 for the top left, top right, bottom left & bottom right panels, respectively.
Multiplying the momentum equation (Eqn C.1) by ρ, and adding
to the mass continuity equation (Eqn C.3) multiplied by u, to the
right hand side (which is equal to zero), gives
ρ
Du
Dt
= ρ
∂u
∂t
+ ρu.∇u + u
[
∂ρ
∂t
+ ∇. (ρu)] . (C.4)
Using the product rule,
∂
(
ρu
)
∂t
= ρ
∂u
∂t
+ u
∂ρ
∂t
(C.5)
∇. (ρuu) = ρu.∇u + u∇. (ρu) .
Therefore, Eqn C.4 becomes,
ρ
Du
Dt
=
∂
(
ρu
)
∂t
+ ∇. (ρuu) . (C.6)
As,
∇. (XY) =
1
r cos φ
∂ (XYλ)
∂λ
+
1
r cos φ
∂
(
XYφ cos φ
)
∂φ
+
1
r2
∂
(
r2XYr
)
∂r
, (C.7)
Eqn C.6 can be expanded as,
ρ
Du
Dt
=
∂
(
ρu
)
∂t
+
1
r cos φ
∂
(
ρu2
)
∂λ
+
1
r cos φ
∂
(
ρuv cos φ
)
∂φ
+
1
r2
∂
(
r2ρuw
)
∂r
(C.8)
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(a) Std RT: 213 Pa, 1 600 days (b) Std RT: 21 600 Pa, 1 600 days
Fig. A.3: As for Figure A.1 but for the Std RT simulation (see Table 2 for explanation of simulation names). The time sampled is
close to the end of the simulations, 1 600 days. The maximum magnitudes of the horizontal velocities are ∼2 800, & 300 ms−1 for
the left & right panels, respectively.
(a) Deep ∆Teq→pole Full: 213 Pa, 10 000 days (b) Deep ∆Teq→pole Full: 21 600 Pa, 10 000 days
Fig. A.4: As for Figure A.2 but for the Deep ∆Teq→pole simulation (see Table 2 for explanation of simulation names). The maximum
magnitudes of the horizontal velocities are ∼6 400 & 2 000 ms−1 for the left & right panels, respectively.
i.e. X = ρu, and Y = u = (u, v,w). Using the momentum equa-
tion (Eqn C.1),
ρ
Du
Dt
=
− ρuw
r
+
ρuv
r
tan φ + 2Ωρv sin φ − 2Ωρw cos φ
− 1
r cos φ
∂p
∂λ
+ ρGλ, (C.9)
i.e. multiply Eqn C.1 by ρ. Therefore, combining Eqns C.8 and
C.9, to eliminate ρDuDt yields,
∂
(
ρu
)
∂t
+
1
r cos φ
∂
(
ρu2
)
∂λ
+
1
r cos φ
∂
(
ρuv cos φ
)
∂φ
+
1
r2
∂
(
r2ρuw
)
∂r
=
− ρuw
r
+
ρuv
r
tan φ + 2Ωρv sin φ − 2Ωρw cos φ
− 1
r cos φ
∂p
∂λ
+ ρGλ. (C.10)
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(a) SHJ, Kλ ∼ 0.158, K′λ . 1.2 × 10−12: 200-1 200 days (b) SHJ, Kλ ∼ 2.6 × 10−3, K′λ . 2.0 × 10−14: 200-1 200 days
Fig. B.1: Figure showing the zonal and temporal (200–1 200 days) mean of the zonal wind (ms−1) for the SHJ simulations in the
same format as Figure 1, but against a vertical axis of σ (where σ = p/p0 and p0 = 105 Pa in this case). The left and right panels
show simulations using larger, and smaller diffusion coefficients, respectively (see text and Section 2.1 for explanation).
Rearranging by collecting all terms involving v and w on one
side yields,
∂
(
ρu
)
∂t
+
1
r cos φ
∂
(
ρu2
)
∂λ
+
1
r cos φ
∂p
∂λ
− ρGλ =
− 1
r cos φ
∂
(
ρuv cos φ
)
∂φ
+
ρuv
r
tan φ + 2Ωρv sin φ
− 1
r2
∂
(
r2ρuw
)
∂r
− ρuw
r
− 2Ωρw cos φ. (C.11)
Now we combine two of the uw and uv terms. Starting with the
uv, expand the tan φ,
− 1
r cos φ
∂
(
ρuv cos φ
)
∂φ
+
ρuv
r
tan φ =
− 1
r cos φ
∂
(
ρuv cos φ
)
∂φ
+
ρuv sin φ
r cos φ
, (C.12)
rearranging and then multiplying the fractions by cos φcos φ , we can
transform the uw terms from Eqn C.12 to
− 1
r cos φ
∂
(
ρuv cos φ
)
∂φ
+
ρuv sin φ
r cos φ
=
− 1
r cos φ
∂
(
ρuv cos φ
)
∂φ
− ρuv
r cos φ
∂
(
cos φ
)
∂φ
=
− cos φ
r cos2 φ
∂
(
ρuv cos φ
)
∂φ
− ρuv cos φ
r cos2 φ
∂
(
cos φ
)
∂φ
. (C.13)
This can then be compressed using the inverse product rule, i.e.
∂
((
ρuv cos φ
) (
cos φ
))
to yield,
− cos φ
r cos2 φ
∂
(
ρuv cos φ
)
∂φ
− ρuv cos φ
r cos2 φ
∂
(
cos φ
)
∂φ
=
− 1
r cos2 φ
∂
(
ρuv cos2 φ
)
∂φ
. (C.14)
For the uw terms from Eqn C.11, multiplying the first by rr and
the second by r
2
r2
∂r
∂r yields
− 1
r2
∂
(
r2ρuw
)
∂r
− ρuw
r
=
− r
rr2
∂
(
r2ρuw
)
∂r
− r
2ρuw
r2r
∂r
∂r
, (C.15)
which again can be compressed using the inverse product rule,
∂
((
r2ρwu
)
(r)
)
,
− r
rr2
∂
(
r2ρuw
)
∂r
− r
2ρuw
r2r
∂r
∂r
=
− 1
r3
∂
(
ρuwr3
)
∂r
. (C.16)
Now, Eqns C.14 and C.16 can be substituted into Eqn C.11 to
yield,
∂
(
ρu
)
∂t
+
1
r cos φ
∂
(
ρu2
)
∂λ
+
1
r cos φ
∂p
∂λ
− ρGλ =
− 1
r cos2 φ
∂
(
ρuv cos2 φ
)
∂φ
+ 2Ωρv sin φ
− 1
r3
∂
(
ρuwr3
)
∂r
− 2Ωρw cos φ. (C.17)
We can now apply a zonal average to this equation, meaning that
∂
∂λ
terms become zero. Critically, this only applies if a zonal av-
erage is performed along surfaces of equal r, as the derivatives
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are performed at constant r (see discussion in Section 3.3),
∂
(
ρu
)
∂t
− ρGλ =
− 1
r cos2 φ
∂
(
ρuv cos2 φ
)
∂φ
+ 2Ωρv sin φ
− 1
r3
∂
(
ρuwr3
)
∂r
− 2Ωρw cos φ. (C.18)
Then the wind terms involving the zonal wind, u only, can be
decomposed into a mean and perturbation using u = u+ u′, ρu =
ρ u + ρ′u′, ρuv = ρv u +
(
ρv
)′ u′ and ρuw = ρwu + (ρw)′ u′,
yielding,
∂
(
ρ u
)
∂t
+
∂
(
ρ′u′
)
∂t
− ρGλ =
− 1
r cos2 φ
∂
(
ρv u cos2 φ
)
∂φ
− 1
r cos2 φ
∂
((
ρv
)′ u′ cos2 φ)
∂φ
+
2Ωρv sin φ
− 1
r3
∂
(
ρwur3
)
∂r
− 1
r3
∂
((
ρw
)′ u′r3)
∂r
− 2Ωρw cos φ. (C.19)
Finally, rearranging this equation so that the mean terms are on
the left and the perturbation terms on the right yields
∂
(
ρ u
)
∂t
+
1
r cos2 φ
∂
(
ρv u cos2 φ
)
∂φ
+
1
r3
∂
(
ρwur3
)
∂r
− 2Ωρv sin φ + 2Ωρw cos φ − ρGλ =
−
∂
(
ρ′u′
)
∂t
− 1
r cos2 φ
∂
((
ρv
)′ u′ cos2 φ)
∂φ
− 1
r3
∂
((
ρw
)′ u′r3)
∂r
.
(C.20)
which matches that given as Eqn (6) in Hardiman et al. (2010).
Next in the ‘shallow’ or ‘primitive’ cases (see Mayne et al.
2014a).
The zonal momentum equation is
Du
Dt
=
uv
Rp
tan φ + 2Ωv sin φ − 1
Rp cos φ
1
ρ
∂P
∂λ
+Gλ (C.21)
where r → Rp, uwr → 0 and w cos φ → 0. Similarly, Eqn C.7
becomes,
∇. (XY) =
1
Rp cos φ
∂ (XYλ)
∂λ
+
1
Rp cos φ
∂
(
XYφ cos φ
)
∂φ
+
1
R2p
∂
(
R2pXYr
)
∂z
,
(C.22)
where r → z in the derivative.
Therefore, the key steps of combining the uv and uw terms,
using Eqns C.14 and C.16 are simplified greatly. For the uw there
is only one term (as uwr has been removed), and for the uv terms
the process is exactly the same, just replacing r with Rp. There-
fore, this yields,
∂
(
ρ u
)
∂t
+
1
Rp cos2 φ
∂
(
ρv u cos2 φ
)
∂φ
+
1
R2p
∂
(
ρwuR2p
)
∂z
− 2Ωρv sin φ =
−
∂
(
ρ′u′
)
∂t
− 1
Rp cos2 φ
∂
((
ρv
)′ u′ cos2 φ)
∂φ
− 1
R2p
∂
((
ρw
)′ u′R2p)
∂z
+ ρGλ, (C.23)
which can clearly be simplified further, but we leave in this form
to provide comparison with Eqn C.20.
Appendix D: Eddy mean interaction terms
In Section 3.3.2, Figure 14 the latitudinal gradient of the merid-
ional and the vertical gradient of the vertical eddy momentum
fluxes, are presented after 1 000 days for the Std Full and Std RT
simulations. Figure D.1 presents the same data as the left column
of Figure 14, i.e. the Std Full simulation, but after 10 000 days.
Here, the lowest plotted height has been increased, to avoid the
presence of fluctuations in the deep atmosphere dominating the
plot (as discussed in Section 3.3.2). The structures are very sim-
ilar, to the earlier time, albeit slight reduced in magnitude.
The remaining terms in the eddy-mean interaction equation,
aside from those in Figures 14 and 15 in Section 3.3.2, are
the mean flow Coriolis terms (see Section 3.3.2). The mean
Coriolis terms, in the meridional (+2Ωρv sin φ) and vertical
(−2Ωρw cos φ), as well as their sum, are shown as the top, middle
and bottom rows of Figure D.2 in the same format as Figure 14.
The Std Full and Std RT simulations are shown as the left and
right columns, respectively, after 1 000 days. Figure D.2 shows
that the remaining Coriolis terms have a significantly reduced
contribution over the eddy and mean flow momentum flux trans-
port, in the region of the jet (i.e. aside from fluctuations in the
low altitude atmosphere).
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(a) Std Full:Σλ + 2Ωρv sin φ, 1 000 days (b) Std RT:Σλ + 2Ωρv sin φ, 1 000 days
(c) Std Full:Σλ − 2Ωρw cos φ, 1 000 days (d) Std RT:Σλ − 2Ωρw cos φ, 1 000 days
(e) Std Full:Σλ +
(
2Ωρv sin φ − 2Ωρw cos φ), 1 000 days (f) Std RT:Σλ + (2Ωρv sin φ − 2Ωρw cos φ), 1 000 days
Fig. D.2: Figure showing the meridional and vertical Coriolis terms (see Section 3.3.2), and their sum, as the top, middle and bottom
panels, respectively. The data are in the same format as Figure 14, showing the Std Full and Std RT simulations, as the left and right
columns respectively, after 1 000 days.
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