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Abstract
One aspect of the Langlands program for linear groups is lifting of charac-
ters, which relates virtual representations on a group G with those on an
endoscopic group for G. The goal of this paper is to extend this theory to
nonlinear two-fold covers of real groups in the simply laced case. Suppose G˜
is a two-fold cover of a real reductive group G. The main result is that there
is an operation, denoted Lift
eG
G, taking a stable virtual character of G to 0 or
a virtual genuine character of G˜, and Lift
eG
G(Θπ) may be explicitly computed
if π is a stable sum of standard modules.
1 Introduction
The Langlands program is concerned with representation theory and auto-
morphic forms of algebraic (linear) groups. Suppose G˜ is a nonlinear group,
for example the metaplectic group Mp(2n), the nontrivial twofold cover of
Sp(2n). It is well known that such groups play an important role in auto-
morphic forms, although they don’t fit into the formalism of the Langlands
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program. The goal of this paper and of [3] is to extend some of the results
of the Langlands program to certain nonlinear groups.
Let G be the real points of a connected reductive algebraic group. Char-
acters of admissible representations of G have been studied extensively, and
the theory is reasonably complete. In particular if π is a discrete series rep-
resentation the character Θπ of π is known explicitly [14]. The formula for
Θπ implicitly comes from the theory of transfer and endoscopy, originating
in work of Shelstad and Langlands on the trace formula and automorphic
forms. We would like to extend the theory of transfer of characters to non-
linear groups.
Suppose G˜ is a nonlinear two-fold cover of G, i.e. G˜ can not be realized as
a subgroup of GL(n,C). Examples include the metaplectic groupMp(2n,R),
the unique connected two-fold cover of Sp(2n,R), and the twofold cover of
GL(n,R) of [18], [19]. There is substantial evidence that character theory
for genuine representations of G˜ (those which do not factor to G) may be
reduced to that of a linear group.
The case of GL(n) over any local field of characteristic zero has been
studied by Kazhdan, Patterson and Flicker ([9], [8], [20]). The general phi-
losophy is spelled out in [21]. Some discussion of how to extend these ideas
to general groups is given in [5], and this is carried out for G = Sp(2n,R) in
[4].
Here is an outline of the approach. For now suppose G is the F-points of a
connected, reductive algebraic group defined over a local field of characteristic
0, and G˜ is a nonlinear two-fold cover of G. Identify the kernel of the covering
map p : G˜ → G with ±1. We would like to relate genuine characters of G˜
to characters of G. By character we mean the character of a representation,
viewed as a function on the regular semisimple elements.
The theory of endoscopy for G relates characters of G to characters of
endoscopic groups of smaller semisimple rank. A key part of the theory is a
relationship between semisimple conjugacy classes in G and H .
Our theory is modelled on this, with G˜ in place of G, and G playing
the role of H . We define a relation on conjugacy classes as follows. For
g ∈ G define ψ(g) = s(g)2 where s(g) ∈ G˜ satisfies p(g˜) = g. Then ψ(g)
is independent of the choice of s(g), and this induces a map from conjugacy
classes of G to those of G˜. This idea goes back to [9].
Now suppose π is an admissible representation of G, with character Θπ
viewed as a function on the (strongly) regular semisimple elements G′ of G
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(see Section 3). For g˜ ∈ G˜′ define
(1.1) ψ∗(Θπ)(g˜) =
∑
{h∈G |ψ(h)=eg}
Θπ(h).
This is a conjugation invariant function on G˜′. One can ask whether it is the
character of a genuine representation π˜ of G˜. More generally it may be a vir-
tual character, i.e. the character of a finite sum of irreducible representations
with (possibly negative) integral coefficients.
Although this definition is too naive for several reasons, we describe a
basic property of characters which suggest it is at least a good first approx-
imation. Suppose H is a Cartan subgroup of G, with inverse image H˜ in
G˜. Then H˜ is not necessarily abelian, and we let Z(H˜) be its center. The
fact that H˜ is not abelian is a major reason why the representation theory
of G˜ at least appears to be more complicated than that of G. However, at
least as far as character theory goes, the situation is actually very simple: the
character Θeπ of an admissible genuine representation of G˜ satisfies Θeπ(g˜) = 0
for g˜ 6∈ Z(H˜) (Lemma 9.3). It is easy to see that ψ(H) ⊂ Z(H˜), of finite
index, so at least from this point of view (1.1) is similar to the character of
a genuine representation of G˜.
An obvious shortcoming of(1.1) is that it is not necessarily the case that
ψ∗(Θπ)(−g˜) = −ψ∗(Θπ)(g˜), an obvious requirement if ψ∗(Θπ) is to be the
character of a genuine representation. It would be better to define φ(h) = h2,
sum over h satisfying φ(h) = p(g˜), and modify the definition by some genuine
function µ of G˜:
(1.2) φ∗(Θπ)(g˜) =
∑
{h∈G |φ(h)=p(eg)}
µ(g˜)Θπ(h).
We then need to choose µ appropriately.
There are also some Weyl denominators to take into account. Suppose
Φ+ is a set of positive roots of H in G. For h ∈ H one version of the Weyl
denominator is |D(h)| 12 = |∏α∈Φ+(1 − α−1(h))||eρ(h)| (cf. (5.1)). This is
independent of Φ+ and is well defined. The character of any representation
has a particular form when muliplied by |D(h)| 12 ; for the left hand side of
(1.1) to have a chance of having this form we should multiply each term on
the right by the quotient of Weyl denominators |D(h)| 12/|D(g˜)| 12 .
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Putting these two considerations together we look for a function ∆ on
G′ × G˜′ satisfying the following conditions:
(1.3)
∆(h, g˜) = 0 unless p(g˜) = φ(h)
|∆(h, g˜)| = |D(h)| 12/|D(g˜)| 12
∆(xhx−1, x˜g˜x˜−1) = ∆(h, g˜) (x˜ ∈ G˜, x = p(g˜))
∆(h,−g˜) = −∆(h, g˜).
Given such a function we define
(1.4) Lift
eG
G(Θπ)(g˜) =
∑
{h∈G |φ(h)=p(eg)}
∆(h, g˜)Θπ(h).
Now Lift
eG
G(Θπ) is a conjugation invariant, genuine function on G˜, and is a
reasonable candidate for the character of a virtual representation. The latter
condition amounts to further conditions on ∆. If this holds, one can define
Lift
eG
G(π) to be the virtual representation of G˜ whose character is equal to
Lift
eG
G(Θπ): ΘLift eGG(π)
= Lift
eG
G(Θπ).
For a version of this for covering groups of GL(n) see [20].
Formula (1.3) is analogous with the main character identity in the theory
of endoscopy. For example see [25]. In that setting ∆ is a transfer factor, and
by analogy we use the same terminology here. As in the theory of endoscopy,
correctly defining transfer factors is a difficult part of the theory.
We now discuss another less obvious consideration which arises. Recall
Θπ is conjugation invariant: Θπ(g) = Θπ(g
′) if g, g′ ∈ G′ and g′ = xgx−1 for
some x ∈ G. Following Langlands and Shelstad we say π and Θπ are stable
if the following stronger condition holds: Θπ(g) = Θπ(g
′) if g, g′ ∈ G′ and
g′ = xgx−1 for some x ∈ G(F).
For GL(n) every conjugation invariant function is automatically stable,
so stability plays no role in [8], [9] and [20].
For guidance we consider the case of G = Sp(2n,R), G˜ = Mp(2n,R),
as discussed in [4]. Let G′ = SO(n + 1, n). In this case the map φ above
is replaced by a bijection between (strongly) regular semisimple conjugacy
classes in G and G′. Suppose π is a stable representation of G′. The main
result of [4] is that, for appropriate definition of the transfer factor ∆, if we
define
(1.5) Lift
eG
G′(Θπ)(g˜) = ∆(h, g˜)Θπ(h) (φ(h) = p(g˜))
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then Lift
eG
G′(Θπ) is the character of a genuine virtual representation of G˜.
This suggests we should relate characters of G˜ with stable characters of
real forms of the dual group G∨(C). We expect the general theory to have this
form. In this paper we restrict ourselves to simply laced groups. This avoids
a number of technical complications, and the distinction between G(C) and
G∨(C) is less critical. We may now state a special case of the main result.
Theorem 1.6 (Theorem 19.1 and Corollary 19.11) Suppose G(C) is a
connected, reductive, simply laced complex group, with real points G. We
assume the derived group of G(C) is acceptable. Suppose G˜ is a admissible
cover of G (cf. Section 2 and Definition 3.3). Then we can define the transfer
factor∆(h, g˜), satisfying (1.3), such that for all stable admissible representa-
tions π of G,
(1.7) Lift
eG
G(Θπ)(g˜) =
∑
{h∈G |φ(h)=p(eg)}
∆(h, g˜)Θπ(h)
is the character of a genuine virtual representation π˜ of G˜, or 0. We say π˜
is the lift of π, and write π˜ = Lift
eG
G(π).
If π is a stable sum of standard modules we compute Lift
eG
G(π) explicitly.
We note that unlike the case of Mp(2n,R), the role of stability is very
subtle in the simply laced case. It appears in the proof of Theorem 14.1; see
Remark 14.32.
Theorem 1.6 is formally similar to transfer in the setting of endoscopic
groups. For example see [25, Lemma 4.2.4]. More precisely Lift
eG
G is analogous
to the simplest case of endoscopy: transfer from the quasisplit form Gqs of G
toG [24]. As we will see below it is often possible to obtain a single irreducible
representation of G˜ as a lift, and there is no natural notion of stability for
G˜. This suggests that in the simply laced case this is the only notion of
lifting which is needed. We note that there is a useful notion of stability
for Mp(2n,R) [4], and David Renard has defined a family of “endoscopic
groups” for Mp(2n,R) and proved lifting results for them [23]. We believe
this is the only situation in which this is either necessary or possible. We
plan to return to the two root length case in another paper.
Example 1.8 Let G = SL(2,R) and let G˜ be the unique non-trivial two
folder cover of G. Let B be a Borel subgroup of G and write B = AN with
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A ≃ R×. For δ = ±1 and ν ∈ C define a character χ of R× by χ(−1) = δ
and χ(x) = xν for x ∈ R+. Let π(δ, ν) be the corresponding principal series
representation of G, i.e. IndGAN(χ⊗ 1) (normalized induction).
Now let A˜ be the inverse image of A in G˜. Then A˜ ≃ R× ∪ iR×. We may
identify the inverse image of N with N , and let B˜ = A˜N . For ǫ ∈ ±1 and
γ ∈ C define χ˜(i) = ǫi and χ˜(x) = xγ for x ∈ R+. Let π˜(ǫ, γ) be the genuine
principal series representation Ind
eG
eB
(χ˜⊗ 1) of G˜.
Let π = π(δ, ν). It is easy to see that Lift
eG
G(Θπ) = 0 if δ = −1. If
δ = 1 then by an easy calculation (see Section 11), using the transfer factor
of Section 5 we see
(1.9) Lift
eG
G(π(1, ν)) = π˜(1, ν/2)⊕ π˜(−1, ν/2).
Note that the image of φ restricted to A is A0, and the character of this Lift
is 0 on p−1(−A0) = iR×.
This example illustrates several features. In this example computing
Lift
eG
G(π) essentially reduces to computing Lift
eA
A(χ). This is a special case
of the general situation.
Note that π˜(±1, ν/2) have different central characters (the center of G˜
is Z˜(G) ≃ Z/4Z), so Lift eGG(π(1, ν)) does not have a central character. Also
note that this character is supported on A˜0, which is a proper subgroup of
Z(A˜).
A hint that Theorem 1.6 is not the best result possible is seen by consid-
ering the preceding example from another point of view. View SL(2,R) as
Sp(2,R), and apply [4]. In this case G′ = SO(2, 1). There are two principal
series representations π(±1, ν) of SO(2, 1) analogous to those described for
SL(2,R). Writing Lift for the lifting of [4] we see
(1.10) LiftMp(2,R)SO(2,1) (π(±1, ν)) = π˜(±1, ν).
See [4, Proposition 15.10]. Thus we may obtain each principal series repre-
sentation π˜(±1, ν) of S˜L(2,R), rather than just their sum as in (1.9).
Note that SO(2, 1) is isomorphic to PSL(2,R), the real points of PSL(2,C)
(also denoted PGL(2,R)). This is the real form of the adjoint group, and
suggests it should be possible to generalize lifting of (1.5) to allow G to be
replaced with a real form of a quotient of G(C) (without changing G˜). We
revisit the previous example from this point of view.
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Example 1.11 Let G(C) = SL(2,C) and
G(C) = PSL(2,C) = SL(2,C)/± I.
Let G = SL(2,R) and let G = PSL(2,R) be the real points of G(C). Recall
G ≃ PGL(2,R) ≃ SO(2, 1).
We define an orbit correspondence between G and G as follows. For
g ∈ G choose an inverse image s(g) of g in G(C), and let φ(g) = s(g)2. This
is independent of the choice of s(g), and φ(g) ∈ SL(2,R).
Let A(C) = {diag(z, 1/z)} ⊂ G(C), and let A(C) be its image in G(C).
Then A(C) and A(C) are defined over R, and let A = A(R), A = A(R). Both
A and A are isomorphic to R×. Note that while the map A(C) → A(C) is
surjective, the restriction A(R)→ A(R) is not.
Write diag(z, 1
z
) for the image of diag(z, 1
z
) in A(C). Let g = diag(x, 1
x
) ⊂
A with x ∈ R×. Then φ(g) = diag(x2, 1
x2
) ∈ A0. However suppose y ∈ R×
and let g = diag(iy, 1
iy
) ∈ A. Then φ(g) = diag(−y2,− 1
y2
). Therefore (unlike
in Example 1.8) φ maps A onto A.
This suggests that if we develop a similar lifting theory from G to G˜, then
the lift of a principal series representation will have support on all of A˜. In
fact this is the case: we can define Lift
eG
G
. We recover (1.10) from this point
of view (the difference between ν and ν/2 on the right hand side is an issue
of normalization):
(1.12) Lift
eG
G(π(±1, ν)) = π˜(±1, ν/2).
Motivated by this example, we generalize (1.5) as follows. Let G(C) be
our given complex group, with real points G and nonlinear cover G˜. Suppose
C ⊂ Z(G) is a two group and let G(C) = G(C)/C, with real points G. For
g ∈ G define φ(g) = s(g)2 where s(g) is an inverse image of g in G(C).
The fact that C is a two-group implies φ(g) ∈ G, and this is independent
of the choice of s(g). It is not necessarily the case that φ induces a map on
conjugacy classes; however it does define a map on stable conjugacy classes,
which is consistent with our application.
We need to make several technical assumptions on C (Definition 3.14);
C = 1 is allowed. Under these assumptions we can define the transfer factor
∆(h, g˜) on G
′× G˜ and define the lift Lift eG
G
(π) of a stable representation of G
as in (1.5). See Definition 9.10.
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Now suppose H is a Cartan subgroup of G, with inverse image H˜ in G˜
and corresponding subgroup H ⊂ G. Our assumptions on C imply φ(H) ⊂
p(Z(H˜)), which is necessary to have a meaningful theory. As in the preceding
examples, if this image is large then Lift
eG
G(π) will have fewer terms in its sum.
This is desirable; it would be nice to have only one term in the sum. Taking
C larger makes this image larger, so we would like to take C as large as
possible. An optimal choice would be to choose C so that φ(H) = p(Z(H˜))
for all Cartan subgroups, in which case each Lift would consist of a single
term. This is not possible in general. See Example 3.16.
The proofs follow the same general outline as those of [4]. A hard part
of the theory is the definition of transfer factors. Once transfer factors and
lifting are defined we first show that the lift of a stable invariant eigendistri-
bution is an invariant eigendistribution. This requires checking that lifting
respects the Hirai matching conditions, and it is here that stability plays a
crucial role. Once this is done it is fairly easy to compute the lift of a stable
sum of discrete series representations. It is also straightforward to prove that
lifting commutes with parabolic induction. This enables us to compute the
lift of any stable sum of standard modules. In principal, giving the Kazhdan-
Lusztig-Vogan polynomials for G and G˜, we may then compute the Lift of
any stable virtual representation of G.
Here is an outline of the contents of the paper.
In Section 2 we make some basic definitions and establish some notation.
Admissible triples (G˜, G,G) are defined in Section 3. Such a set consists of
a nonlinear group G˜, a linear group G, and the real form G of a quotient
of G(C), satisfying certain assumptions. Section 3 also contains a discussion
of some basic structural facts about Cartan subgroups, and defines the or-
bit correspondence φ. Section 4 recalls some standard facts about Cartan
subgroups and Cayley transforms, and generalizes them to nonlinear groups.
Cayley transforms are an important tool in the theory.
The basic, and most important case, that of the real points of a semisim-
ple, simply connected complex group, is discussed in Section 5. The transfer
factors are canonical in this case, have a simple form, and this case provides
guidance for the general theory. We recommmend the reader restrict to this
case the first time through.
Sections 6 and 7 are technically the most difficult. Section 6 defines cer-
tain characters of Cartan subgroups and their application to transfer factors.
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Transfer factors are defined in Section 7. Some constants associated to Car-
tan subgroups are defined and studied in Section 8.
With transfer factors in place we define lifting and study its basic prop-
erties in Section 9. The case of tori, which is both a good example and an
important special case, is discussed in Section 10. Minimal principal series
of split groups are covered in Section 11, and discrete series on the compact
Cartan in Section 12. Section 13 summarizes some material about invariant
eigendistributions which we will need. Some details of an extension of Hirai’s
results which we need are in the Appendix (Section 20); this is work of the
second author.
In Section 14 we use the results of Section 13 to prove that the lift of a
stable invariant eigendistribution in an invariant eigendistribution.
We prove that lifting commutes with parabolic induction in Section 15.
Modified character data appropriate to our setting is defined in Section 16.
This is a (mild) modification of character data and the Langlands classifica-
tion due to Vogan [26]. Formal lifting of (modified) character data is defined
in Section 17. This essentially comes down to lifting applied to a Cartan
subgroup.
We compute the lifting of stable discrete series representations in Section
18, and of general standard modules in Section 19.
These results are closely related to duality of representations, also known
as Vogan duality, introduced in [27]. Duality for nonlinear covers of simply
laced groups is discussed in a paper by Peter Trapa and the first author [3].
These two results grew up together, and we thank Peter Trapa for many
helpful discussions.
2 Some Notation
A simple root system is said to be simply laced if all roots have the same
length, and an arbitrary root system is simply laced if this holds for each
simple factor. More succinctly a root system is simply laced if whenever α, β
are non-proportional roots then 〈α, β∨〉 = 0,±1. We adopt the convention
that in this case all roots are long.
We say a root system is oddly laced if whenever α, β are non-proportional
roots then 〈α, β∨〉 = 0 or is odd. Thus oddly laced is shorthand for each simple
factor is simply laced or of type G2. We also adopt the convention that in
type G2 all roots are long. The reason for these conventions is Lemma 3.2.
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The main results in this paper hold for oddly laced groups, although (with
the general case in mind) we will only make this assumption when necessary.
Suppose G(C) is a connected, reductive complex Lie group. Let Gad(C)
be the adjoint group. If G(C) is defined over R let G be its real points, and
let Gad be the real points of Gad(C). Write int(g) for the action of Gad(C)
on G(C), or Gad on G.
Let Gd(C) be the derived group of G(C), and let Gd be the derived group
of G. Note that by (2.8)(b) Gd is the identity component of the real points
of Gd(C).
We denote real Lie algebras by Gothic letters h, g, t, . . . , and their com-
plexifications by h(C), g(C), t(C), . . . . We write σ for the action of the non-
trivial element of the Galois group on g(C) and G(C), so g = g(C)σ and
G(R) = G(C)σ.
Fix a Cartan involution θ of G(C), i.e. K = Gθ is a maximal compact
subgroup of G. Unless otherwise noted all Cartan subgroups of G or G(C)
are assumed to be θ-stable. Let H be a (θ-stable) Cartan subgroup of G,
with complexification H(C). Write h = t ⊕ a as usual, and H = TA with
T = H ∩K and A = exp(a). Let Φ = Φ(G,H) be the root system of H(C)
in G(C). Let W (G,H) = NormG(H)/H ; this is the real Weyl group. It
is a subgroup of the absolute Weyl group W = W (G(C), H(C)) which is
isomorphic to the Weyl group of Φ. The Cartan involution θ acts on W , and
W (G,H) ⊂W θ.
Note σ(α) = −θ(α) for all α ∈ Φ. Roots are classified as real, imaginary,
complex, or compact as in [26]. Write Φ = Φr ∪ Φi ∪ Φcx accordingly; note
that Φr and Φi are root systems. We also have the decomposition of Φi =
Φi,c ∪ Φi,n into compact and noncompact roots; Φi,c is a root system. If Φ+
is a set of positive roots, write Φ+r = Φ
+ ∩ Φr, and Φ+i ,Φ+cx similarly. Let
ρ = ρ(Φ+) = 1
2
∑
α∈Φ+ α as usual, and define ρr, ρi and ρcx similarly, so
ρ = ρr + ρi + ρcx.
We say G(C) is acceptable if ρ exponentiates to a character of H(C).
An important role is played by certain sets of positive roots:
Definition 2.1 A set Φ+ of positive roots is said to be special if σ(Φ+cx) =
Φ+cx, or equivalently σ(α) > 0 for all positive non-imaginary roots.
Let
(2.2) Γ(H) = exp(ia) ∩H = {exp(iX) |X ∈ a, exp(2iX) = 1}.
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An important role is played by a certain character of Γ(H). Let S be a set
of complex roots such that the set of all complex roots is {±α,±σα |α ∈ S}.
Define
(2.3) ζcx(G,H)(h) =
∏
S
eα(h) (h ∈ Γ(H)).
If G,H are understood we let ζcx = ζcx(G,H). It is elementary to see that
ζcx is independent of the choice of S, factors to Gad, and for all h ∈ Γ(H)
satisfies
ζcx(h) = ζcx(wh) (w ∈ W (G,H))(2.4)(a)
ζcx(h) = e
ρcx(h) = eρ−ρr(h)(2.4)(b)
for any special set of positive roots. For (b) note that if Φ+ is a special set
of positive roots and S ⊂ Φ+cx is as above, then for X ∈ a(C)
(2.5) ρcx(X) = (ρ− ρr)(X) =
∑
α∈S
α(X),
and it follows that eρcx(exp(X)) = eρ−ρr(exp(X)) = eρcx(X) is a well-defined
character of A(C).
For α ∈ Φr let mα = α∨(−1) = exp(πiα∨) and define
(2.6) Γr(H) = 〈mα |α ∈ Φr〉 ⊂ Γ(H) ∩G0d.
It is well known that
(2.7) H = Γ(H)H0, H ∩G0 = Γr(H)H0.
It is also well known that if Hs is a maximally split Cartan subgroup of G
then
(2.8)(a) G = HsG
0,
and this implies
(2.8)(b) Gd = G
0
d.
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3 Admissible Triples
Fix G as in Section 2 and suppose p : G˜→ G is a two-fold cover. We identify
the kernel of p with ±1.
If H is a subgroup of G we let H˜ = p−1(H). Let Z(H˜) be the center of H˜
and let Z0(H) = p(Z(H˜)). It is immediate that Z(H˜) = p
−1(Z0(H)), so to
describe Z(H˜) it is enough to describe Z0(H). In particular Z0(G) ⊂ Z(G)
plays an important role; it is immediate that Z0(G) = Z(G) if G is connected
(cf. (4.4)).
Suppose H is a Cartan subgroup of G. Typically H˜ is not abelian and
Z0(H) plays an important role. It is easy to see
(3.1) H0 ⊂ Z0(H) ⊂ H.
Fix a real or imaginary root α. Associated to α is the root subgroup Mα,
which is locally isomorphic to SL(2,R) or SU(2). As in [3, Definition 3.2]
we say α is metaplectic if p−1(Mα) is a nonlinear group. If Mα is compact
it has no such cover, nor does SL(2,R)/ ± 1, so if α is metaplectic then
Mα ≃ SL(2,R) and α is either real or noncompact imaginary.
Let m˜α be an inverse image of mα in G˜. It is easy to see that m˜α has
order 4 if α is metaplectic, and 1 or 2 otherwise. For the next Lemma see [6]
or [3, Lemma 3.3].
Lemma 3.2 Assume G(C) is simple and simply connected and that G˜ is
nonlinear. Fix a Cartan subgroup H of G. Then a real or imaginary root α of
H(C) in G(C) is metaplectic if and only if α is long and is real or noncompact
imaginary. Furthermore G admits a nonlinear cover if and only if there is a
Cartan subgroup H with a long real or long noncompact imaginary root. If
this condition holds the nonlinear two-fold cover is unique up to isomorphism.
It is enough to check this condition on a fundamental or maximally split
Cartan subgroup. If G is oddly laced it is enough to check this condition on
any Cartan subgroup.
Definition 3.3 We say that p : G˜ → G is an admissible two-fold cover if
for every θ-stable Cartan subgroup H, every long real or long noncompact
imaginary root is metaplectic.
Equivalently G˜ is admissible if and only if G˜i is nonlinear for every simple
factor Gi of G which admits such a cover.
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See [3, Definition 3.4]).
Example 3.4 Let G = U(1, 1). This has three non-trivial two-fold covers,
described by their restriction to T ≃ U(1), the diagonal maximal compact
subgroup. The cover of T is a connected torus T˜ , and is best described by
its character lattice. Write the character lattice X∗(T ) as Z2 in the usual
coordinates. The three covers are given by X∗(T˜ ) = 1
2
Z ⊕ Z, Z ⊕ 1
2
Z, or
Z2 ∪ (Z+ 1
2
)2.
The derived group is SU(1, 1) ≃ SL(2,R), which has a unique non-
trivial two-fold cover. The first two covers of U(1, 1) restrict non-trivially
to SU(1, 1), and are therefore admissible. The third one is trivial when
restricted to SU(1, 1) (it is the
√
det cover), and is not admissible.
As discussed in the Introduction we are going to lift characters from a
real form of a quotient of G(C). We need to impose some conditions on this
quotient. This will take up the remainder of this section.
Suppose C is a finite subgroup of Z(G). Then G(C) = G(C)/C is defined
over R, and let G be its real points. Write p : G(C)→ G(C) for the projection
map. Let Orb(G) be the conjugacy classes of G. If g, g′ ∈ G are conjugate
by G(C) we say g, g′ are stably conjugate, and let Orbst(G) be the set of
stable conjugacy classes. (This is a naive definition, which agrees with the
usual one for strongly regular semisimple elements.) Similar notation applies
to other groups.
For g ∈ G let O(G, g) be the conjugacy class of g, and Ost(G, g) =
{xgx−1 | x ∈ G(C), xgx−1 ∈ G} the stable conjugacy class. Similar notation
applies to other groups.
Definition 3.5 Assume C is a two-group. For h ∈ G let φ(h) = s(h)2 where
s : G(C)→ G(C) is any section.
Lemma 3.6 The map φ is well defined, and satisfies:
1. φ(G) ⊂ G and φ(G0) ⊂ G0,
2. φ induces a map Orb(G
0
)→ Orb(G0),
3. φ induces a map Orbst(G)→ Orbst(G).
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Proof. Since C is a two-group it is immediate that φ(h) is independent of
the choice of s.
Suppose h ∈ G, g ∈ G(C), and p(g) = h. Then p(σ(g)) = σ(p(g)) = p(g),
so σ(g) = zg for some z ∈ C. Since C is a two-group σ(g)2 = g2, so
φ(h) = g2 ∈ G. Furthermore since p : G0 → G0 is surjective the second
assertion in (1) is clear.
Define
(3.7) φ(O(G0, g)) = O(G0, φ(g)) (g ∈ G0).
If x ∈ G0 choose y ∈ G0 with p(y) = x. Then φ(xgx−1) = yφ(g)y−1 so this
is well defined, proving (2). Similarly define
(3.8) φ(Ost(G, g)) = Ost(G, φ(g)) (g ∈ G).
Suppose x ∈ G(C) and xgx−1 ∈ G. Choose y ∈ G(C) with p(y) = x. Then
φ(xgx−1) = yφ(g)y−1, so again φ is well-defined. 
It is worth noting that φ does not define a map Orb(G) → Orb(G).
Suppose we try to define φ(O(G, g)) = O(G, φ(g)) as in (3.7). For this to
be well defined we need to know that for x ∈ G, φ(xgx−1) is G-conjugate
to φ(g). This is true if x ∈ p(G), but not in general. (By (3) φ(g) is stably
conjugate to φ(xgx−1)).
Example 3.9 Let G = SL(2,R) and G = PSL(2,R) ≃ SO(2, 1) (cf. Ex-
ample 1.11). Let t(θ) = diag(t′(θ), 1) ∈ SO(2, 1) (with the appropriate form)
where t′(θ) =
(
cos(θ) sin(θ)
− sin(θ) cos(θ)
)
∈ SL(2,R). Then just as in Example 1.11
φ(t(θ)) = t′(θ). However while t(θ) is conjugate to t(−θ), t′(θ) is not con-
jugate to t′(−θ) (for generic θ). Therefore the map φ(O(SO(2, 1), t(θ)) =
O(SL(2,R), t′(θ)) is not well defined.
We assume throughout this paper that C is a two-group (and therefore
finite).
Now fix a Cartan subgroup H of G, and let H(C) = H(C)/C ⊂ G(C),
with real points H . We define φ : H(C)→ H(C) by the same formula as in
Definition 3.5. Equivalently, if we write exp : h(C) → H(C), exp : h(C) →
H(C), then for X ∈ h(C), φ(exp(X)) = exp(2X). It is immediate that
(3.10) α(φ(h)) = α(h)2 (for all α ∈ Φ).
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Lemma 3.11 The homomorphism φ : H(C) → H(C) has the following
properties.
1. φ(wh) = wφ(h) for all w ∈ W (Φ), h ∈ H(C),
2. φ(H
0
) = H0 ,
3. φ(h) = 1 for all h ∈ Γr(H),
4. φ(H ∩G0) = H0 ,
5. φ(Γ(H)) = Γ(H) ∩ C,
6. φ(H) = (Γ(H) ∩ C)H0.
Proof. The first two are clear from the definition. For (3) note that
φ(exp(πiα∨)) = exp(2πiα∨) = 1 for all α ∈ Φr. Then (4) follows since
H ∩G0 = Γr(H)H0 (cf. 2.7).
Let h = exp(iX) ∈ Γ(H) where X ∈ a with exp(2iX) = 1. Now φ(h) =
exp(2iX) ∈ exp(ia). But p(φ(h)) = exp(2iX) = 1 so that φ(h) ∈ C ∩
exp(ia) ⊂ Γ(H)∩C. Conversely, let zG = exp(iY ) ∈ C ∩ Γ(H) where Y ∈ a
with exp(2iY ) = 1. Since zG ∈ C, p(zG) = exp(iY ) = 1. Let z = exp(iY/2).
Then z ∈ Γ(H) and φ(z) = zG. Finally (6) follows since H = Γ(H)H0. 
It is a standard fact that the character of an irreducible genuine repre-
sentation of G˜, considered as a function on the regular semisimple elements,
vanishes off of Z(H˜) (Lemma 9.3). Our character identities involve the image
of φ in H , so we would like to know that φ(H) ⊂ Z0(H), with image as large
as possible.
Recall C ⊂ Z(G). We first show that we may as well assume C ⊂ Z0(G).
Let Hs be a maximally split Cartan subgroup of G, and assume φ(Hs) ⊂
Z0(Hs). Let Cs = Γ(Hs) ∩ C so that by Lemma 3.11 CsH0s = φ(Hs) ⊂
Z0(Hs). Therefore C˜s centralizes H˜s, and by (4.3) C˜s centralizes G˜0. There-
fore C˜s centralizes H˜sG˜0 which equals G˜ by (2.8)(a). Therefore Cs ⊂ Z0(G).
Now for a general Cartan subgroup H = TA, there is a maximally split
Cartan Hs = TsAs so that A ⊂ As. Then Γ(H) ⊂ Γ(Hs), so that φ(H) =
(C ∩Γ(H))H0 = (Cs ∩Γ(H))H0. That is, if we use Cs in place of C we have
the same images φ(H) for every Cartan subgroup H . Thus we may as well
assume that C ⊂ Z0(G).
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Lemma 3.12 Assume that C ⊂ Z0(G). Then for every Cartan subgroup
φ(Γ(H)) ⊂ Z0(G) and φ(H) ⊂ Z0(H). Furthermore φ(Z(G)) ⊂ Z0(G).
Proof. The first part follows from the above discussion. Let Hs be a max-
imally split Cartan subgroup with roots Φ. Let z ∈ Z(G) ⊂ Hs, z˜ ∈ Z(H˜s)
such that p(z˜) = φ(z). Then for every α ∈ Φ,
α(z˜) = α(φ(z)) = α(z)2 = 1
by (3.10). Thus z˜ ∈ Cent eG(G˜0) ∩ Z(H˜s) = Z(G˜) as above. 
To reiterate, so far we have assumed C is a (finite) subgroup of Z0(G),
and z2 = 1 for all z ∈ C. For the definition of transfer factors we need to
impose a further technical condition on C.
Suppose χ˜ is a genuine character of Z(G˜). Then χ˜2 factors to a character
of Z0(G). Suppose z ∈ Z0(G) has order 2 and p(z˜) = z. Then z˜ has order 2
or 4 and χ˜2(z) = 1 or −1 accordingly, independent of χ˜. Assume that Gd(C)
is acceptable.
Let
(3.13) ζ2(z) = χ˜
2(z)eρ(z) z ∈ Z0(G) ∩Gd, z2 = 1.
This is well defined since Gd is acceptable, and is independent of the
choices of χ˜, H and Φ+.
Definition 3.14 An admissible triple is a set (G˜, G,G) where:
1. G is the set of real points of a connected reductive complex Lie group
G(C) such that the derived group Gd(C) is acceptable, with oddly laced
root system i.e. each simple factor is simply laced or G2 (cf. Section
2).
2. p : G˜→ G is an admissible two-fold cover (Definition 3.3).
3. G is the set of real points of G(C) = G(C)/C where C is a finite
subgroup of Z(G) satisfying the following conditions:
(a) c2 = 1 for all c ∈ C,
(b) C ⊂ Z0(G) = p(Z(G˜)),
(c) ζ2(z) = 1 for all z ∈ C ∩Gd (cf. 3.13).
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For example if G˜ and G satisfy (1) and (2) then (G˜, G,G) is an admissible
triple.
More generally, suppose G˜ and G satisfy conditions (1) and (2). Then
(G˜, G,G) is an admissible triple for G(C) = G(C)/C for any subgroup C
satisfying conditions (3)(a-c). We may take C = 1; by Lemma 3.11(6) taking
C bigger makes φ(H) ⊂ Z0(H) bigger, and in general, we get the best lifting
results when we take C as large as possible. However, even if we take C as
large as possible for G, it may not be the maximal choice for Levi subgroups
of G. Thus we do not specify C beyond the requirements of Definition 3.14.
Assume that (G˜, G,G) is an admissible triple. Let H = TA be a Cartan
subgroup of G. Let M = CentG(A) be a cuspidal Levi subgroup. Then
M˜ ⊂ G˜ and M = CentG(A) ⊂ G are also cuspidal Levi subgroups. We will
show in Section 15 that (M˜,M,M) is also an admissible triple. Thus our
constructions are compatible with parabolic induction.
The following lemma, which is an immediate consequence of (6.21) is
useful for producing admissible triples.
Lemma 3.15 Let H be a maximally split Cartan subgroup of G. Then
ζ2(c) = 1 for all c ∈ Z0(G) ∩ Γr(H).
Lemma 3.16 Suppose that G(C) is simple and simply connected, and let H
be a maximally split Cartan subgroup of G. Then we can choose C so that
φ(H) = Z0(H) except when G = SU(n, n) where n is even, G = Spin(p, q)
where p and q are even with p > q ≥ 2 or when G = Spin∗(2n) where n ≡ 0
mod 4.
Proof.
Clearly if Z0(H) is connected we can take C = {1}. We will prove in (4.4)
and Proposition 4.7 that Z0(H) = Z0(G)H
0 = Z(G)H0 since G is connected.
But since H = Γr(H)H
0 where Γr(H) is a two group, it is easy to see that
Z(G)H0 = Ze(G)H
0 where Ze(G) is the group of elements in Z(G) with even
order. Thus Z0(H) is connected when Ze(G) = {1}. This will be the case
for all real forms when Φ is of type A2n, E6, E8, or G2. Thus we may as well
assume that Φ is type A2n−1, Dn, or E7. In these cases Ze(G) = Z(G). We
may also assume that G is a real form such that Z0(H) = Z(G)H
0 is not
connected. In particular, we can assume that G is not compact or complex.
Suppose that Z(G) ⊂ Γr(H). Then Z(G) is a two-group, and by Lemma
3.15 we can take C = Z(G), giving us φ(H) = Z(G)H0 = Z0(H) as desired.
This will always be the case if G is the split real form.
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Suppose that Φ is of type A2n−1. Then G is split or H is connected
unless G = SU(n, n). In this case Z0(H) = H has two components. Now
Z(G) =< z > is cyclic of order 2n and z0 = z
n ∈ Γr(H) is the unique element
of order two. Thus the biggest C we can take is C = {1, z0}. When n is odd,
z0 6∈ H0 so that φ(H) = CH0 = H , but when n is even, z0 ∈ H0 so that
φ(H) = CH0 = H0 is a proper subgroup of Z0(H).
Suppose that Φ is of type Dn. Let G = Spin(p, q) with p ≥ q. Then G is
split or H is connected unless p > q ≥ 2. If p, q are odd, then Z(G) = Z2 ⊂
Γr(H). If p, q are even, then Z(G) = {1, z0, z1, z0z1} where z0 ∈ Γr(H), but
z1 6∈ Γ(H). Thus the biggest C we can take is C = {1, z0}. But z1 6∈ CH0
so that CH0 is a proper subgroup of Z0(H).
Let G = Spin∗(2n). If n is odd H is connected, so assume n = 2k. Then
Z(G) = {1, z0, z1, z0z1} as above where z1 ∈ Γr(H), but z0 6∈ Γ(H) so the
biggest C we can take is C = {1, z1}. If k is even, then z0 6∈ CH0 while
z0 ∈ CH0 when k is odd.
Finally, if Φ = E7, then either G is split or Z0(H) is connected. 
Example 3.17 Let H = TA be a maximally split Cartan subgroup of G.
By Lemma 3.16 it is not always possible to pick C satisfying the conditions
of Definition 3.14 such that φ(H) = Z0(H). Let M = CentG(A). Here we
show it is possible to pick a finite central subgroup CM of M satisfying the
conditions of Definition 3.14 for M such that φ(H) = Z0(H) where φ is
defined using M(C) = M(C)/CM .
Recall H = Γ(H)H0, so H˜ = Γ˜(H)H˜0 and Z(H˜) = Z(Γ˜(H))H˜0. Then
Z0(H) = Z0(Γ(H))H
0, and since Γ(H) is a two-group there exists CM ⊂
Z0(Γ(H)) such that CM ∩H0 = {1} and Z0(H) = CMH0. We have to show
CM satisfies the conditions of Definition 3.14(3). Condition (a) is obvious,
and sinceM = HM0 = Γ(H)H0M0 it follows easily that Z0(Γ(H)) ⊂ Z0(M),
which is (b). Finally CM ∩Md ⊂ CM ∩H0 = {1}, giving (c).
4 Cartan Subgroups and Cayley Transforms
We need some structural facts about Cartan subgroups. We first define
commutators on G with respect to an admissible cover G˜.
Assume for the moment that Gd(C) is simply connected and τ is an
automorphism of G. Then τ stabilizes Gd = G
0
d (cf. (2.8)(b)) and by Lemma
3.2 it lifts uniquely to an automorphism τ˜ of the (unique) admissible cover
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G˜d of Gd. Suppose g ∈ Gd and τ(g) = g. Choose an inverse image g˜ of g and
set
(4.1) {τ, g} = τ˜ (g˜)g˜−1.
Then p({τ, g}) = 1 so {τ, g} = ±1. It is independent of the choice of g˜.
We now drop the assumption thatGd(C) is simply connected, but suppose
that G˜ is an admissible cover of G. Suppose g, h are commuting elements of
G. Choose inverse images g˜, h˜ of g, h in G˜ and define
(4.2) {g, h} = g˜h˜g˜−1h˜−1.
Since p(g˜h˜g˜−1h˜−1) = ghg−1h−1 = 1, {g, h} = ±1, independent of the choices.
We say {g, h} is the commutator of g, h (with respect to the cover G˜). It is
continuous in each factor so
(4.3) {Z(G), G0} = 1.
Note that this implies
(4.4) Z(G˜) = Z˜(G) if G is connected.
In general we only have Z(G˜) ⊂ Z˜(G), for example if G is a torus and G˜ is
nonabelian.
Suppose α ∈ Φ(G,H) is a long real root. Let Mα be as in Section 3.
By Lemma 3.2 α is metaplectic, and by the discussion at the beginning of
Section 3, Mα ≃ SL(2,R). Let τ be an automorphism of Gd satisfying
τ(H ∩ Gd) = H ∩ Gd and τ(α) = α. Then τ(Mα) = Mα, so for g ∈ Mα
define {τ, g} by (4.1) applied to Mα . Let Tα ≃ S1 be a τ -stable compact
Cartan subgroup of Mα. Then for all t ∈ Tα, τ(t) = t or t−1. Recall
mα = α
∨(−1) ∈ Z(Mα).
For the next result we do not need to assume G is oddly laced.
Proposition 4.5 Suppose α is a long real root. Then
(4.6)(a) {τ,mα} =
{
1 τ(t) = t for all t ∈ Tα
−1 τ(t) = t−1 for all t ∈ Tα
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For all h ∈ H,
(4.6)(b) {h,mα} = sgn(α(h)).
If β ∈ Φr(G,H) then
(4.6)(c) {mα, mβ} = (−1)〈α,β∨〉.
Proof. We can compute τ(mα) by working in Tα. If τ acts trivially on Tα
then the same holds for the action of τ˜ on T˜α and {τ,mα} = 1. Suppose
τ(t) = t−1 for all t ∈ Tα. Then τ˜(t˜) = t˜−1 for all t˜ ∈ T˜α. Let m˜α be an
inverse image of mα in T˜α. Then {τ,mα} = m˜−2α . Since α is metaplectic m˜α
has order 4 (see Section 3) and m˜−2α = −1. This gives (a).
It is a standard fact (essentially a calculation in GL(2,R)) that for all
h ∈ H, t ∈ Tα, hth−1 = tsgn(α(h). This proves (b), and (c) follows from this
and the identity α(mβ) = (−1)〈α,β∨〉. 
The following result is of fundamental importance, and does not hold in
the two root length case (for example for Sp(2n,R)).
Proposition 4.7 Assume G is oddly laced. Then
(4.8) Z(H˜) = Z(G˜)H˜0
We first prove
Lemma 4.9 In the setting of the Proposition we have
(4.10) Z(H˜) ⊂ Z˜(G)H˜0.
Proof. It is enough to show if h ∈ H and {h,mα} = 1 for all real roots
α then h ∈ Z(G)H0. (This is where the oddly laced condition appears:
otherwise we only have this identity for the long real roots.) By (4.6)(b) it
is enough to show
(4.11) α(h) > 0 for all α ∈ Φr(G,H) implies h ∈ Z(G)H0
This is a straightforward calculation using roots and weights. Choose a basis
of the root lattice of the form
α1, . . . , αm, αm+1, . . . , αm+n, αm+n+1, . . . αm+n+2r
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where αi is real for 1 ≤ i ≤ m, imaginary for m + 1 ≤ i ≤ m + n, and
θαm+n+2i−1 = −αm+n+2i for all 1 ≤ i ≤ r. It is a basic fact about lattices
that such a basis exists. Let λ∨1 , . . . , λ
∨
m+n+2r be the dual basis of coweights.
For each i choose xi ∈ C so that exi = αi(h). If i ≤ m we may assume
xi ∈ R since αi(h) > 0. We may also assume xm+n+2i = xm+n+2i−1 for all
1 ≤ i ≤ r. Let X = ∑i xiλ∨i , h1 = exp(X). It follows easily that X ∈ h,
h1 ∈ H0, and α(h) = α(h1) for all roots α. Let z = hh−11 ; this is contained
in G, and also Z(G(C)), since α(z) = 1 for all roots α. Therefore z ∈ Z(G),
and h = zh1 ∈ Z(G)H0. 
Proof of the Proposition. The statement is equivalent to
(4.12) Z0(H) = Z0(G)H
0.
It is enough to show Z0(H) ⊂ Z0(G)H0 (the reverse inclusion is obvious). We
first prove this assuming H is a maximally split Cartan subgroup. Suppose
h ∈ Z0(H). By the Lemma h = zy with z ∈ Z(G), y ∈ H0. Then y ∈ Z0(H),
so z = hy−1 ∈ Z0(H). It is enough to show z ∈ Z0(G). We have {z, g} = 1
for all g ∈ H , and also for g ∈ G0 by (4.3). Since H is maximally split
G = HG0, so z ∈ Z0(G).
The general case will be proved after Lemma 4.25, using Cayley trans-
forms. 
Suppose H is a Cartan subgroup and α is a real or noncompact imaginary
root. We define the Cayley transform Hα of H with respect to α as in [22,
§11.15]; also see [26, Proposition 8.3.4 and 8.3.8]. Then Hα has a noncompact
imaginary or real root β, and the Cayley transform of Hα with respect to β
is H .
In order to emphasize the symmetry of the situation we change notation
and let Hα = TαAα be a Cartan subgroup with a real root α. Then we let
Hβ = TβAβ be its Cayley transform, with noncompact imaginary root β.
Define Zα ∈ p and Zβ ∈ k as in [26, Proposition 8.3.4 and 8.3.8], and let
Bα = exp(RZα) ≃ R+ ⊂ Hα, and Bβ = exp(RZβ) ≃ S1 ⊂ Hβ. It follows
easily from [26, 8.3.4 and 8.3.13] that we have
(Hα ∩Hβ)Bα ⊂ Hα index 1 or 2(4.13)(a)
(Hα ∩Hβ)Bβ = Hβ.(4.13)(b)
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The root α takes positive real values on (Hα ∩Hβ)Bα. We say α is type I if
inclusion (a) is an equality. Otherwise α is of type II, in which case Hα is
generated by the left hand side and an element t satisfying α(t) = −1.
We say β is type I if sβ 6∈ W (G,Hβ), and type II otherwise. Then α, β
are both of type I or both of type II.
There is an element g ∈ Gad(C) so that if c = Ad(g), c∗ = Ad∗(g) then
c centralizes hα(C) ∩ hβ(C)(4.14)(a)
c(hβ(C)) = hα(C)(4.14)(b)
c∗(α) = β.(4.14)(c)
Note that any c satisfying (a) and (b) satisfies c∗(α) = ±β.
Definition 4.15 Suppose χα is a character of Hα, and χβ is a character of
Hβ. We say χα is a Cayley transform of χβ, and vice-versa, if
χα(h) = χβ(h) (h ∈ Hα ∩Hβ)(4.16)(a)
Ad∗(c)(dχα) = dχβ.(4.16)(b)
where c ∈ Gad(C) satisfies (4.14)(a-c).
Here is a convenient alternative characterization of Cayley transforms,
which does not refer to the element c. The proof is elementary.
Lemma 4.17 In the setting of the Definition, χα is a Cayley transform of
χβ, and vice versa, if and only if (4.16)(a) holds, and
(4.18) 〈dχα, α∨〉 = 〈dχβ, β∨〉.
Remark 4.19 In the definition of Cayley transform we are allowed to re-
place α and β with their negatives. This does not affect the Cartan sub-
groups. Suppose χβ is the Cayley transform of χα with respect to {α, β}.
Then the Cayley transform of χα with respect to {α,−β} is sβ(χβ), as is
clear from the preceding Lemma. Similar commments apply to α.
Lemma 4.20 Fix α and β.
(1) Fix a character χα of Hα. There is a Cayley transform χβ of χα if and
only if
(4.21) 〈dχα, α∨〉 ∈ Z
22
and
(4.22) χα(mα) = (−1)〈dχα,α∨〉.
Assume these hold. Then the Cayley transform of χα is given by (4.16)(a)
and
(4.23) χβ(exp(xZβ)) = e
i〈dχ,α∨〉x.
(2) Fix a character χβ of Hβ. There are one or two choices of Cayley trans-
form χα of χβ, given as follows. Define χα restricted to (Hα ∩ Hβ)Bα by
(4.16)(a), and
(4.24) χα(exp(xZα)) = e
〈dχβ ,β
∨〉x.
If β is of type I this defines the character χα of Hα. If β is of type II define
χ±α to be the two extensions of χα to Hα.
Sketch of proof. This is elementary from the identities [26, 8.3.4 and
8.3.13]. See [26, Lemma 8.3.7 and 8.3.15], where the setting is a regular
character and the construction differs from this one by a ρ-shift. For this
reason the proof of the Lemma is in fact much easier than those in [26]. 
We now consider Cayley transforms for G˜ in the oddly laced case. The
analogue of (4.13) is:
Lemma 4.25 Assume G is oddly laced and G˜ is an admissible cover of G.
Then
(Z(H˜α) ∩ Z(H˜β))B˜β = Z(H˜β)(4.26)(a)
(Z(H˜α) ∩ Z(H˜β))B˜α = Z(H˜α)(4.26)(b)
Proof. We first prove (a). We have to show
(4.27) (Z0(Hα) ∩ Z0(Hβ))Bβ = Z0(Hβ).
Since Bβ is connected, Bβ ⊂ H0β ⊂ Z0(Hβ), and the inclusion ⊂ is clear. For
the opposite inclusion suppose g ∈ Z0(Hβ). By (4.13) write g = hb with
h ∈ Hα ∩ Hβ, b ∈ Bβ. Then h = gb−1 ∈ Z0(Hβ) since both g and b are in
Z0(Hβ). It is enough to show h ∈ Z0(Hα).
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Note that {h, x} = 1 for x ∈ Hα ∩ Hβ (since h ∈ Z0(Hβ)). Since Bα
is connected Bα ⊂ H0α ⊂ Z0(Hα), and therefore {h, x} = 1 for x ∈ Bα.
Therefore {h, x} = 1 for x ∈ (Hα ∩Hβ)Bα. If α is type I the right hand side
is Hα and we are done. Otherwise choose t satisfying α(t) = −1, so that Hα
is generated by (Hα ∩Hβ)Bα and t.
It is enough to show {h, t} = 1. If this is not the case replace h with hmα
and b with bmα (note thatmα ∈ Hα∩Hβ and Bβ). By (4.6)(b) {mα, t} = −1,
so {hmα, t} = 1.
For (b) the inclusion ⊂ is immediate since Bα is connected. On the other
hand suppose g ∈ Hα but g 6∈ (Hα∩Hβ)Bα. Then α(g) < 0, and by (4.6)(b)
{mα, g} = −1, so g 6∈ Z0(Hα). This proves the reverse inclusion. 
We may now complete the proof of Proposition 4.7.
Proof. We have already shown this for the most split Cartan subgroup.
By repeated use of the Cayley transform it is enough to show that in the
previous setting
(4.28) Z(H˜α) = Z(G˜)H˜
0
α ⇒ Z(H˜β) = Z(G˜)H˜0β
By the Lemma we have
(4.29)
Z(H˜β) = (Z(H˜α) ∩ Z(H˜β))B˜β
= (Z(G˜)H˜0α ∩ Z(H˜β))B˜β
= Z(G˜)(H˜0α ∩ Z(H˜β))B˜β
= Z(G˜)H˜0β
For the last equality we have used that (H0α ∩ Hβ)Bβ ⊂ H0β, which implies
(H˜0α ∩ Z(H˜β))B˜β ⊂ H˜0β. 
We now define Cayley transforms for genuine characters as in Definition
4.15, using Z(H˜α), Z(H˜β), and Lemma 4.25 in place of (4.13).
Definition 4.30 Assume G is oddly laced and G˜ is an admissible cover of
G. Fix α, β, H˜α and H˜β. Suppose χ˜α is a genuine character of Z(H˜α), and
χ˜β is a genuine character of Z(H˜β). We say χ˜α is a Cayley transform of χ˜β,
and vice-versa, if
χ˜α(h) = χ˜β(h) (h ∈ Z(H˜α) ∩ Z(H˜β))(4.31)(a)
Ad∗(c)(dχ˜α) = dχ˜β.(4.31)(b)
where c ∈ Gad(C) satisfies (4.14)(a-c).
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Unlike in the linear case this defines χ˜β uniquely, since (4.26)(a) is an
equality, rather than the containment of 4.13(a)).
The analogue of Lemma 4.17 follows easily from Proposition 4.7.
Lemma 4.32 In the setting of the Definition χ˜α and χ˜β are each others
Cayley transforms if and only if
dχ˜α(X) = dχ˜β(X) (X ∈ hα ∩ hβ),(4.33)(a)
χ˜α(z) = χ˜β(z) (z ∈ Z(G˜))(4.33)(b)
〈dχ˜α, α∨〉 = 〈dχ˜β, β∨〉.(4.33)(c)
The analogue of Lemma 4.20 is:
Lemma 4.34 Suppose we are in the setting of Definition 4.30.
(1) Suppose χ˜α is a genuine character of Z(H˜α). If α is type II, then the
Cayley transform χ˜β of χ˜α exists if and only if
(4.35)(a) 〈dχ˜α, α∨〉 ∈ Z+ 1
2
.
Assume this holds. Then χ˜β is given by (4.31)(a) and
(4.35)(b) χ˜β(e˜xp(xZβ)) = e
〈deχα,α∨〉ix.
If α is type I let m˜β = e˜xp(πZβ) ∈ Z(H˜α)∩Z(H˜β). Note that χ˜β(m˜β) = ±i.
Then the Cayley transform χ˜β of χ˜α exists if and only if (4.35)(a) and
(4.35)(c) eiπ〈deχα,α
∨〉 = χ˜(m˜β).
In this case it is given by (4.31)(a) and (4.35)(b).
(2) Suppose χ˜β is a genuine character of Z(H˜β). Then there is a unique
Cayley transform χ˜α of χ˜β given by (4.31)(a) and
(4.35)(d) χ˜α(e˜xp(xZα)) = e
〈deχβ ,β
∨〉x.
Proof. For (1) it is immediate from the definition that χ˜β is defined by
(4.31)(a) and (4.35)(b). If α is type II then Z(H˜α) ∩ Z(H˜β) ∩ B˜β = 1, and
there is no further condition. If α is type I then m˜β ∈ Z(H˜α) ∩Z(H˜β) ∩ B˜β ,
which gives condition (4.35)(c). Case (2) is similar, and easier. 
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5 Transfer Factors: Special Case
Let (G˜, G,G) be an admissible triple as in Definition 3.3. The basic idea
of transfer factors is simple when G = G is connected and semisimple (for
example take G(C) = G(C) semisimple and simply connected). We discuss
this case, before turning to the general case in the next two sections. We
start with some general notation before specializing to the case at hand.
Suppose h = t⊕a is a Cartan subalgebra of g, with corresponding Cartan
subgroups H˜,H and H of G˜, G and G, respectively. Let H˜ ′, H ′, H
′
be the
regular elements of these groups.
Let Φ+ be a set of positive roots of H in G. For h ∈ H ′ define
∆0(h,Φ+) =
∏
α∈Φ+
(1− e−α(h))(5.1)(a)
ǫr(h,Φ
+) = sign
∏
α∈Φ+r
(1− e−α(h))(5.1)(b)
∆1(h,Φ+) = ǫr(h,Φ
+)∆0(h,Φ+)(5.1)(c)
Let D(h) be the coefficient of trank G in Det(t+ 1−Ad(h)), and let n be
the number of positive roots. It is easy to see that
(−1)nD(h) = ∆0(h)2e2ρ(h)(5.1)(d)
|D(h)| 12 = |∆0(h)||eρ(h)|(5.1)(e)
where the final term is shorthand for |e2ρ(h)| 12 . It is evident these expressions
are independent of the choice of Φ+.
If G(C) is acceptable define
(5.1)(f) ∆(h,Φ+) = eρ(h)∆0(Φ+, h),
in which case
(5.1)(g) |D(h)| 12 = |∆(h,Φ+)|,
independent of the choice of Φ+.
The same definitions apply to G˜ (by pulling back from G) and to G.
Definition 5.2 Let
(5.3)(a) X(G, G˜) = {(h, g˜) ∈ G× G˜ | φ(h) = p(g˜)}.
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and
(5.3)(b) X(H, H˜) = X(G, G˜) ∩H × H˜.
For g˜ ∈ G˜ let
(5.3)(c) X(G, g˜) = {h ∈ G | φ(h) = p(g˜)} = {h ∈ G | (h, g˜) ∈ X(G, G˜)}.
and define X(H, g˜) similarly.
Let X ′(G, G˜), X ′(H, H˜) be the subsets consisting of regular semisimple
elements. With G playing the role of G we have φ(h) = h2 and
(5.4) X(H, H˜) = {(h, g˜) ∈ H × H˜ | p(g˜) = h2}.
For (h, g˜) ∈ X(H, H˜), choose h˜ satisfying p(h˜) = h and define
(5.5) τ(h, g˜) = h˜2g˜−1.
This is clearly independent of the choice of h˜, and τ(h, g˜) = ±1 since p(h˜2g˜−1) =
h2p(g˜−1) = 1.
Now suppose G = G is semisimple and connected. Recall (Definition
3.14) we always assume Gd(C) is acceptable. Since G = Gd, ∆ is defined,
and for (h, g˜) ∈ X(H, H˜) it is natural to consider
(5.6)
∆(h,Φ+)
∆(g˜,Φ+)
Γ0(h, g˜)
for some factor Γ0(h, g˜). See the Introduction. Note that the quotient is
independent of the choice of Φ+. We want Γ0 to be a genuine function of g˜,
i.e. Γ0(h,±g˜) = ±Γ0(h, g˜). We also want Γ0(h, g˜) to have small finite order
for all h, g˜.
Considerations of harmonic analysis make it natural to include the ǫr
terms (cf. 5.1(c)) and instead define
(5.7) ∆(h, g˜) =
∆(h,Φ+)ǫr(h,Φ
+)
∆(g,Φ+)ǫr(g,Φ+)
Γ0(h, g˜)
with Γ0(h, g˜) to be determined. Now the quotient depends on the choice of
Φ+r .
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Fix (h, g˜) ∈ X(H, H˜). The simplest genuine function on X(H, H˜) is τ
(5.5). Motivated by the case of GL(n) (see the Introduction) it is natural to
use this on H0:
(5.8) Γ0(h, g˜) = τ(h, g˜) = h˜
2g˜−1 = ±1 (h ∈ H0).
Here is another way to think of this term. Let χ˜ be a genuine character of
H˜0. Then χ˜2 factors to a character of H0: for h ∈ H0 define χ˜2(h) = χ˜(h˜2)
where p(h˜) = h. Then it is easy to see that
(5.9) Γ0(h, g˜) =
χ˜(g˜)
χ˜2(h)
(h ∈ H0).
This suggests a way to define Γ0(h, g˜) for all h; choose a character χ0 of
H restricting to χ˜2 on H0, and define:
(5.10) Γ0(h, g˜) =
χ˜(g˜)
χ0(h)
for all (h, g˜) ∈ X(H, H˜).
Recall since G is connected by (2.7) H = Γr(H)H
0. A basic property of
χ˜ is the following (cf. 6.21):
(5.11) χ˜2(t) = eρr(t) t ∈ Γr(H) ∩H0
where ρr = ρ(Φ
+
r ). Note that e
ρr only depends on the positive real roots,
and its restriction to H0 is independent of all choices, since any two differ by
a sum of real roots, which is necessarily trivial on Γr(H) ∩H0.
Therefore we can define χ0 by
(5.12) χ0(h) =
{
χ˜2(h) h ∈ H0
eρr(h) h ∈ Γr(H).
Note that χ0 depends on the choice of Φ
+, although its restriction to Γr(H)∩
H0 does not. Defining Γ0(h, g˜) by (5.10), we see:
Lemma 5.13 Fix a set of positive roots Φ+, and let ρr = ρ(Φ
+
r ). There is a
unique function Γ0 on X(H, H˜) satisfying
(5.14)
Γ0(h, g˜) = τ(h, g˜) (h ∈ H0)
Γ0(th, g˜) = e
−ρr(t)Γ0(h, g˜) (t ∈ Γr(H), h ∈ H).
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Example 5.15 Let G = SL(2,R) and let H be the diagonal Cartan sub-
group, which we identify with R×. If p(x˜) = x and ǫ = ±1 then (x, x˜2ǫ) ∈
X(H, H˜) and
(5.16) Γ0(x, x˜
2ǫ) = sgn(x)ǫ,
independent of Φ+.
While this is a natural extension of Γ0(h, g˜) from H
0 to H , the compelling
evidence that it is the correct definition amounts to the matching conditions
involving different Cartan subgroups. See Lemma 6.37.
Definition 5.17 Assume G = G is connected and semisimple. Fix a set of
positive roots Φ+. For (h, g˜) ∈ X(H, H˜) define the transfer factor
(5.18) ∆(h, g˜) =
∆(h,Φ+)ǫr(h,Φ
+)
∆(g,Φ+)ǫr(g,Φ+)
.Γ0(h, g˜)
While Γ0(h, g˜) depends on a choice of Φ
+ (actually only Φ+r ), the transfer
factor itself is independent of this choice:
Lemma 5.19 ∆(h, g˜) is independent of the choice of Φ+.
Proof. Write h = th0 with t ∈ Γr(H), h0 ∈ H0. By (5.14)
(5.20) ∆(h, g˜) =
∆(h,Φ+)
∆(g,Φ+)
ǫr(h,Φ
+)
ǫr(g˜,Φ+)
eρr(Φ
+)(t)τ(h0, g˜)
Let Φ+r (h0) = {α ∈ Φr | eα(h0) > 1}. By (7.6)(d) this gives
(5.21) ∆(h, g˜) =
∆(h,Φ+)
∆(g˜,Φ+)
eρ(Φ
+
r (h0))(t)τ(h0, g˜)
which is obviously independent of Φ+. 
Lemma 5.22 For all (h, g˜) ∈ X(G, G˜) we have
(5.23) ∆(h, g˜) = c(h, g˜)
|D(h)| 12
|D(g˜)| 12
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and
(5.24) ∆(h, g˜) = c′(h, g˜)
∆(h,Φ+)
∆(g˜,Φ+)
where c(h, g˜)4 = c′(h, g˜)2 = 1.
Suppose x˜ ∈ G˜ and let x = p(x˜). Then
(5.25) ∆(xhx−1, x˜g˜x˜−1) = ∆(h, g˜).
This is immediate.
In the next section we will drop the assumption that G is acceptable, in
which case ∆(h,Φ+) and ∆(g˜,Φ+) are not necessarily well defined. With
this in mind we rewrite (5.18) as follows:
(5.26)
∆(h, g˜) =
∆(h,Φ+)ǫr(h,Φ
+)
∆(g˜,Φ+)ǫr(g˜,Φ+)
χ˜(g˜)
χ0(h)
=
∆0(Φ+, h)ǫr(h,Φ
+)
∆0(Φ+, g˜)ǫr(g˜,Φ+)
χ˜(g˜)eρ(h)
χ0(h)eρ(g˜)
=
∆1(Φ+, h)
∆1(Φ+, g˜)
χ˜(g˜)
(χ0eρ)(h)
since p(g˜) = h2. Let χ = χ0e
ρ and assume Φ+ is special (Definition 2.1).
Then by (2.4)(b) and (5.12) for h ∈ Γr(H) we have
(5.27) χ(h) = eρr(h)eρ(h) = ζcx(h).
Thus χ is defined by
(5.28)(a) χ(h) =
{
(χ˜2eρ)(h) h ∈ H0
ζcx(h) h ∈ Γr(H).
Define
(5.28)(b) Γ(h, g˜) = χ˜(g˜)/χ(h),
and then (still assuming G = G is connected and semisimple)
(5.28)(c) ∆(h, g˜) =
∆1(Φ+, h)
∆1(Φ+, g˜)
Γ(h, g˜).
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This has the advantage that the quotient is defined in general and this
is the starting point of the definition of transfer factors. There are several
issues in extending it to the general case. First of all eρ is only defined on
H0d (recall Gd is acceptable), so (5.28) only defines χ, and hence Γ and ∆,
on Γr(H)H
0
d = H ∩ G0d (cf. (2.7)). This may be a proper subgroup of H .
Furthermore if G 6= G then some additional modification is required. We
take up these issues in the next two sections.
6 Characters of Cartan Subgroups.
Let (G˜, G,G) be an admissible triple. In the previous section we defined the
factor Γ(h, g˜) (5.28)(b) if G = G is connected and semisimple. In this section
we consider the general case, which we use in the subsequent section to define
transfer factors in general.
Suppose H is a Cartan subgroup of G and let Φ+ be a set of positive
roots. Suppose χ˜ is a genuine character of Z(H˜). Since Gd(C) is acceptable
ρ exponentiates to a character of (H∩Gd)0, and χ˜2eρ is defined on (H∩Gd)0.
Let H be the corresponding Cartan subgroup of G and set Hd = H ∩ Gd.
We now use property (3c) of Definition 3.14, which says that χ˜2eρ factors to
H
0
d. The canonical character ζcx of Γ(H) was defined in Section 2.
We use (5.28) as our starting point.
Definition 6.1 Let H be a Cartan subgroup of G. Choose
1. a special set of positive roots Φ+ (Definition 2.1)
2. a genuine character χ˜ of Z(H˜),
3. a character χ of H.
Assume these satisfy:
χ(h) = (χ˜2eρ)(h), (h ∈ H0d)(6.2)(a)
χ(h) = ζcx(h) (h ∈ Γr(H)).(6.2)(b)
Fix (Φ+, χ˜, χ) satisfying these conditions. Suppose (h, g˜) ∈ X(H, H˜) (cf.
(5.3)(b)). Then we define
(6.3) Γ(χ˜, χ)(h, g˜) =
χ˜(g˜)
χ(h)
.
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Let
S(H,Φ+) = {(χ˜, χ)} satisfying (6.2)(a) and (b)},(6.4)(a)
T (H,Φ+) = {Γ(χ˜, χ) | (χ˜, χ) ∈ S(H,Φ+)}(6.4)(b)
S(H) = ∪Φ+S(H,Φ+)(6.4)(c)
T (H) = ∪Φ+T (H,Φ+).(6.4)(d)
(The unions are over special sets of positive roots).
Example 6.5 Let G = G = SL(2,R) and let H be the diagonal Cartan
subgroup, which we identify with R×. Let Φ+ = {α} where α(x) = x2. If
p(x˜) = x and ǫ = ±1 then a short calculation gives
(6.6) Γ(x, x˜2ǫ) = x−1ǫ.
This only depends on Φ+; the other choice of Φ+ gives xǫ. Compare Example
5.15.
We begin with some elementary properties. Fix H , (χ˜, χ) as above and
let Γ = Γ(χ˜, χ). First of all we obtain a character λ of Z0(H).
Lemma 6.7 Let λ = (χ˜2/χ), viewed as a character of Z0(H), i.e. λ(h) =
χ˜2(h˜)/χ(p(h)) where p(h˜) = h. Then
(6.8)(a) λ(h) = e−ρ(h) (h ∈ Z0(H) ∩Gd).
Also let
(6.8)(b) µ = −dλ− ρ = dχ− 2dχ˜− ρ.
Then µ|hd = 0 and we identify it with an element of z(C)∗; as such it is the
negative of the differential of λ|Z(G)0.
Furthermore for all (h, g˜) ∈ X(H, H˜)
(6.8)(c) Γ(h, g˜)2 = λ(φ(h)).
In particular if h ∈ Gd then Γ(h, g˜)2 = e−2ρ(h).
Proof. If h ∈ H0d then by 6.2(b) χ(p(h)) = (χ˜2eρ)(h). The same identity
holds for h ∈ Γr(H) ∩ Z0(H) by (6.21). In both cases we conclude λ(h) =
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χ˜2(h)/χ(p(h)) = e−ρ(h). This holds on Γr(H)H
0
d ∩ Z0(H), which equals
Z0(H) ∩Gd by (2.7). This gives (a).
For (b), if (h, g˜) ∈ X(H, H˜) then Γ(h, g˜)2 = χ˜2(g˜)/χ(h2). Since p(g˜) =
φ(h) and p(φ(h)) = h2 this equals χ˜2(φ(h))/χ(φ(h)) = λ(φ(h)). The final
equality follows from (a) and (b) and the fact that p(φ(h)) = h2. 
Recall (5.5) for (h, g˜) ∈ X(H, H˜), τ(h, g˜) = h˜2g˜−1 = ±1.
Lemma 6.9 Suppose (h, g˜) ∈ X(H, H˜).
(1) Assume h ∈ p(Z0(H)), and choose y ∈ Z0(H) satisfying p(y) = h. Then
with λ as in (6.36)(c),
(6.10) Γ(h, g˜) = λ(y)τ(y, g˜).
(2) If h ∈ Gd write h = th0 with t ∈ Γr(H), h0 ∈ H0d, and choose y0 ∈ H0
satisfying p(y0) = h0. Then
(6.11) Γ(h, g˜) = ζcx(t)e
−ρ(y0)τ(y0, g˜),
and this is independent of all choices except that of Φ+.
(3) In general write h = th0 with t ∈ Γ(H) and h0 ∈ H0 (2.7). Write
g˜ = γ˜g˜0 where p(γ˜) = φ(t) and p(g˜0) = φ(h0). Finally choose y0 ∈ H0
satisfying p(y0) = h0. Then
(6.12) Γ(h, g˜) =
χ˜(γ˜)
χ(t)
λ(y0)τ(y0, g˜0).
Note that χ˜(γ˜)4 = 1 and χ(t)2 = 1.
Proof. For (1) choose y˜ ∈ p−1(y) and write g˜ = y˜2τ(y, g˜) (cf. 5.5). Then
Γ(h, g˜) = χ˜(y˜2)τ(y, g˜)/χ(h) = (χ˜2(y)/χ(p(y)))τ(y, g˜) = λ(y)τ(y, g˜). Part
(2) follows from this, (6.2)(b) and (6.8)(a). Part (3) is similar, noting that
Γ(h, g˜) = Γ(t, γ˜)Γ(h0, g˜0). 
Example 6.13 Let G = G = GL(n,R) and suppose H is the diagonal
(split) Cartan subgroup. For simplicity we assume n is even, in which case
Z0(H) = H
0. Note that Γ(H) = {diag(ǫ1, . . . , ǫn)} with ǫi = ±1, and Γr(H)
is the subset of Γ(H) of elements of determinant 1. If h ∈ H write h = th0
with t ∈ Γ(H) and h ∈ H0. Let Φ+ be any (necessarily special) set of positive
roots.
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The cover Z(H˜) → Z0(H) splits; let χ˜ be the unique, genuine quadratic
character of Z(H˜). Note that ρ exponentiates to H0, and we can define
χ(th0) = e
ρ(h0). Then (χ˜, χ) ∈ S(H,Φ+) and by (6.12) we have
(6.14) Γ(h, g˜) = e−ρ(h0)τ(h0, g˜).
Given χ˜, the only other allowed choice of χ and Γ is obtained by multi-
plying by ν(det(h)) for ν a character of R× (see Lemma 6.19).
Lemma 6.15 Fix a special set of positive roots Φ+.
(1) Suppose ν is a character of Z0(H) and (χ˜, χ) ∈ S(H,Φ+). Then (χ˜(ν ◦
p), χ(ν ◦ φ)) ∈ S(H,Φ+) and
(6.16) Γ(χ˜(ν ◦ p), χ(ν ◦ φ)) = Γ(χ˜, χ).
(2) Suppose Φ+1 is another special set of positive roots. There exists a char-
acter τ of H such that for all (χ˜, χ) ∈ S(H,Φ+), (χ˜, χτ) ∈ S(H,Φ+1 ), and
(6.17) Γ(χ˜, χ)(g˜, h) = Γ(χ˜, χτ)(g˜, h)
for all (h, g˜) ∈ X(H, H˜) satisfying h ∈ Γ(H)Z(G).
Proof. The first part is straightforward. For the second define τ(h) =
eρ(Φ
+
1 )−ρ(Φ
+)(h) for h ∈ H0d, and τ(h) = 1 for h ∈ Γ(H)Z(G). It is easy to see
that the fact that both Φ+ and Φ+1 are special implies e
ρ(Φ+1 )−ρ(Φ
+)(h) = 1 for
all h ∈ Γ(H)Z(G) ∩H0d, so τ is well defined. It follows easily that it has the
desired properties. 
There is a natural action of the characters of G on T (H,Φ+): if ψ is a
one-dimensional representation of G define
(6.18) ψ · Γ(χ˜, χ) = Γ(χ˜, χψ|H).
Lemma 6.19 The space T (H,Φ+) is non-empty, and the action of the group
of characters of G on T (H,Φ+) is transitive. If H is maximally split it is
simply transitive.
Proof. Fix any genuine character χ˜ of Z(H˜). For existence it is enough to
show that for any special set of positive roots,
(6.20) ζcx(h) = e
ρχ˜2(h) h ∈ Γr(H) ∩H0d.
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Note that p−1(H
0
d) ⊂ p−1(H0) = H0C ⊂ H0Z0(G) = Z0(H) by 3.14(3b))
and Proposition 4.7. Pulling back to G it is therefore enough to show
(6.21) ζcx(h) = e
ρχ˜2(h) h ∈ Γr(H) ∩ Z0(H).
Lemma 6.22 χ˜2(h) = eρr(h) for all h ∈ Z0(H) ∩ Γr(H).
Proof. Fix h ∈ Z0(H) ∩ Γr(H). By (2.6) write h =
∏n
i=1mi where
{α1, . . . , αn} is a subset of the simple roots for Φ+r , and mi = mαi . Then
eρr(h) = (−1)n.
For each i choose an inverse image m˜i of mi in H˜ . By Lemma 3.2 and
the discussion preceding it m˜2i = −1 for all i. Assume for the moment that
m˜i, m˜j commute for all i, j. Then
(6.23)
χ˜2(h) = χ˜([m˜1 . . . m˜n]
2)
= χ˜(m˜21 . . . m˜
2
n)
= χ˜((−1)n) = (−1)n
since χ˜ is genuine, proving the result.
Thus it is enough to show the m˜i commute. Using the commutator no-
tation of Section 4, the fact that {mi, h} = 1 implies by (4.6)(c) that, for
each i, αi is not orthogonal to an even number of other αj . Consider the
subdiagram of the Dynkin diagram of Φr consisting of the αi (1 ≤ i ≤ n):
every node is adjacent to an even number of other nodes. This implies the
nodes are all orthogonal, and the m˜i commute. 
Therefore
(6.24) χ˜2eρ(h) = eρr(h)eρr+ρcx+ρi(h) = eρcx(h)
since e2ρr(h) = eρi(h) = 1. This equals ζcx(h) by (2.4)(b).
Now suppose Γ1,Γ2 ∈ T (H,Φ+). If h ∈ H then ψ0(h) = Γ1(h, g˜)/Γ2(h, g˜)
is independent of the choice of g˜ so that (h, g˜) ∈ X(H, H˜), and is a character
of H. By (6.9) ψ0(h) = 1 for h ∈ Gd.
We have a surjection
(6.25) Hom(G/Gd,C)→ Hom(H/Hd,C)
dual to the injection H/Hd →֒ G/Gd, which is an isomorphism if H is maxi-
mally split. If we choose any preimage ψ of ψ0 in (6.25) then it is easy to see
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that Γ1 = ψΓ2. It follows that characters of G act transitively on T (H,Φ+),
and this action is simply transitive if H is maximally split. 
We now need to choose elements of T (H,Φ+) consistently for all H . We
do this by reducing to the most split Cartan subgroup. For this we need a
Lemma.
Lemma 6.26 Suppose (χ˜, χ) ∈ S(H,Φ+). Then
(6.27) χ(h) = χ(wh) (w ∈ W (G,H), h ∈ Γ(H)Z(G)).
Proof. We need to show χ(g(wg)−1) = 1 for g ∈ Γ(H). This is obvious
if w ∈ W (Φi). If w ∈ W (Φr) then g(wg)−1 ∈ Γr(H). Then χ(g(wg)−1) =
ζcx(g(wg)
−1) = 1 by (6.2)(b) and (2.4)(a).
By [27, Proposition 3.12] W (G(C), H(C))θ, which contains W (G,H), is
generated byW (Φi),W (Φr) and elements of the form sαsθα where 〈α, θα∨〉 =
0 and sαsθαΦ
+
r = Φ
+
r . So it is enough to show χ(g(wg)
−1) = 1 for w of this
form.
Write g = expπiX with X ∈ a. Since g2 = 1, α(X) ∈ Z. Then
(6.28) g(wg)−1 = expπiα(X)(α∨ + θα∨) ∈ Γ(H) ∩H0d
Let ρ = ρ(Φ+). Then
(6.29)
χ((wg)g−1) = (χ˜2eρ)(g(wg)−1) (by (6.2)(a))
= (−1)α(X)〈2deχ,α∨+θα∨〉eρ−w−1ρ(g)
By [3, Lemma 6.11] 〈dχ˜, α∨ + θα∨〉 ∈ Z. The fact that Φ+ is special and
wΦ+r = Φ
+
r implies ρ − w−1ρ is a sum of imaginary roots and terms β − θβ
with β complex. Therefore ew
−1ρ−ρ(g) = 1. 
Fix a maximally split Cartan subgroup Hs = TsAs of G and (χ˜s, χs) ∈
S(Hs).
Suppose H is a Cartan subgroup, and write H = TA as usual. There
exists x ∈ G such that xAx−1 ⊂ As, and therefore xΓ(H)x−1 ⊂ Γ(Hs).
Suppose (h, g˜) ∈ X(H, H˜) where h ∈ Γ(H)Z(G). By Lemmas 3.11(5) and
3.12 φ(h) ∈ Z0(G) so g˜ ∈ Z(G˜) ⊂ Z(H˜s). Therefore (xhx−1, g˜) ∈ X(Hs, H˜s).
Define
(6.30) Γs(h, g˜) = Γ(χ˜s, χs)(xhx
−1, g˜).
By the Lemma this is independent of the choice of x.
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Proposition 6.31 Fix a maximally split Cartan subgroup Hs and (χ˜s, χs) ∈
S(Hs). Suppose H is a Cartan subgroup, χ˜ is a genuine character of Z(H˜),
and Φ+ is a special set of positive roots for H. Then there exists a unique
character χ of H such that (χ˜, χ) ∈ S(H,Φ+) and
(6.32) Γ(χ˜, χ)(h, g˜) = Γs(h, g˜)
for all (h, g˜) ∈ X(H, H˜) with h ∈ Γ(H)Z(G).
Explicitly (6.32) is
(6.33)
χ˜(g˜)
χ(h)
=
χ˜s(g˜)
χs(xhx−1)
or alternatively
(6.34) χ(h) = (χ˜/χ˜s)(φ(h))χs(xhx
−1).
Before giving the proof of the Proposition we give the main definition of
this section.
Definition 6.35 Fix a split Cartan subgroup Hs and (χ˜s, χs) ∈ S(Hs). Sup-
pose H is a Cartan subgroup and Φ+ is a special set of positive roots.
(1) Let S(H,Φ+, χ˜s, χs) be the set of pairs (χ˜, χ) ∈ S(H,Φ+) satisfying
(6.32).
(2) Suppose χ˜ is any genuine character of H˜. Choose χ so that (χ˜, χ) ∈
S(H,Φ+, χ˜s, χs) and let
(6.36)(a) Γ(H,Φ+) = Γ(χ˜, χ) ∈ T (H,Φ+).
Also define
(6.36)(b) λ(H,Φ+) = χ˜2/χ ∈ Ẑ0(H)
and
(6.36)(c) µ = −dλ− ρ = dχ− 2dχ˜− ρ ∈ z(C)∗
(cf. Lemma 6.7). If it is necessary to indicate the dependence on (χ˜s, χs) we
write Γ(χ˜s, χs, H,Φ
+), λ(χ˜s, χs, H,Φ
+) and µ(χ˜s, χs).
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It follows easily from Lemma 6.15 that Γ(H,Φ+) and λ(H,Φ+) are indepen-
dent of the choice of χ˜. It is also easy to see that µ = dχs − 2dχ˜s restricted
to z(C)∗, and is therefore independent of the choice of (H,Φ+).
We now prove Proposition 6.31. Using Cayley transforms (Section 4)
we will reduce to the following Lemma. Suppose Hα is a Cartan subgroup,
with real root α, and Hβ is the Cayley transform of Hα, with noncompact
imaginary root β. See the discussion preceding (4.13). Fix c ∈ Aut(g)
satisfying (4.14)(a-c).
Lemma 6.37 Suppose Φ+α is a special set of positive roots for Hα and (χ˜α, χα) ∈
S(Hα,Φ+α ). Suppose Φ+β is a special set of positive roots for Hβ, and χ˜β is a
genuine character of Z(H˜β). Then there exists a unique character χβ of Hβ
such that (χ˜β, χβ) ∈ S(Hβ,Φ+β ) and
(6.38) Γ(χ˜α, χα)(h, g˜) = Γ(χ˜β, χβ)(h, g˜)
for all (h, g˜) ∈ X(Hβ, H˜β) satisfying h ∈ Γ(Hβ)Z(G).
In addition assume c∗(Φ+α ) = Φ
+
β . Then (6.38) holds for all h ∈ Hα∩Hβ.
Proof. To avoid runaway notation let H = Hβ for a moment. The character
χβ is determined on Γ(H)Z(G) by (6.38) and on H
0
d by (6.2)(a). Since
H
0 ⊂ Z(G)H0d, by (2.7) H = Γ(H)Z(G)H0d, and uniqueness is immediate.
For existence, by Lemma 6.15 it is enough to prove this for a single
choice of Φ+α and Φ
+
β . It is not hard to see we can choose Φ
+
α special so that
Φ+β = c
∗(Φ+α ) is also special. This implies α is simple for Φ
+
r (cf. Lemma
14.17).
Fix χ˜β. By 6.15(1) we may choose χ˜α arbitrarily, so by Lemma 4.34
choose χ˜α to be the Cayley transform of χ˜β. Since χ˜β is genuine and β
is a noncompact imaginary root, 〈dχ˜β, β∨〉 ∈ Z + 12 by [3, Lemma 6.11].
Therefore 〈dχ˜α, α∨〉 = 〈dχ˜β, β∨〉 ∈ Z + 12 . Let χα be any character of Hα
with (χ˜α, χα) ∈ S(Hα,Φ+α ). Then
(6.39) χα(mα) = ζcx(mα) = (−1)〈ρ−ρr ,α∨〉 = −(−1)〈ρ,α∨〉
since α is simple for Φ+r . Furthermore
(6.40) 〈dχα, α∨〉 = 〈2dχ˜α + ρ, α∨〉 ∈ 2Z+ 1 + 〈ρ, α∨〉.
Thus χα satisfies the conditions of Lemma 4.20. Let χβ be the (unique)
Cayley transform of χα.
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It is enough to show (χ˜β, χβ) ∈ S(Hβ,Φ+β ), for then it is obvious from the
definition of Cayley transforms that (6.38) holds for all h ∈ Hα ∩Hβ.
We have
(6.41)
dχβ = Ad
∗(c)(dχα)
= Ad∗(c)(2dχ˜α + ρ(Φ
+
α ))
= 2dχ˜β + ρ(Φ
+
β )
by the choice of Φ+α and Φ
+
β . This verifies (6.2)(a).
We now verify (6.2)(b). Suppose γ is a real root of Hβ. Then mγ ∈
Hα ∩Hβ, and χβ(mγ) = χα(mγ) = ζcx(G,Hα)(mγ), by (6.2)(b) for (χ˜α, χα).
We want to show this equals ζcx(G,Hβ)(mγ), i.e.
(6.42) ζcx(G,Hα)(mγ) = ζcx(G,Hβ)(mγ).
If the simple factor containing α, β is of type G2 an explicit calculation
shows that both sides are 1, so assume G is simply laced.
The root γ˜ = Ad∗(c−1)(γ) of Hα is also real, and 〈γ˜, α∨〉 = 0. Suppose
δ is a complex root of Hα with 〈δ, γ˜∨〉 6= 0. Then the corresponding root
of Hβ is also complex. Conversely, suppose δ is a complex root of Hβ with
〈δ, γ∨〉 6= 0. Then the corresponding root δ˜ of Hα is complex unless sβδ = σδ,
in which case it is real. In this case, let δ′ = sγδ. It is another complex root
of Hβ with δ˜
′ real. Since 〈δ, γ∨〉 6= 0, δ′ 6= δ, and since γ is real, δ′ 6= σδ.
Since δ 6= ±γ, δ′ 6= −δ. Suppose δ′ = −σδ = −sβδ. Then
(6.43) 2δ = 〈δ, γ∨〉γ + 〈δ, β∨〉β.
This cannot happen since in the simply laced case, two orthogonal roots have
no other roots in their (real) span.
Therefore both δ and sγ(δ) contribute to ζcx(G,Hβ)(mγ), and their total
contribution is δ(mγ)(sγδ)(mγ) = δ(mγ)δ(mγ) = 1.
It follows that the terms in ζcx(G,Hα) and ζcx(G,Hβ) are the same, with
the exception of those just discussed, which are 1. 
Remark 6.44 Note that Γ(χ˜α, χα)(mα, 1) = χα(mα) and Γ(χ˜β, χβ)(mα, 1) =
χβ(mα). As in the proof of the Lemma χβ(mα) = −(−1)〈ρ,α∨〉. The equality
of the Lemma then implies χα(mα) = ζcx(mα). This motivates condition
(6.2)(b).
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Proof of the Proposition. This is now straightforward. IfH is maximally
split there is nothing to prove. If H is obtained from Hs by a series of Cayley
transforms we conclude the result by a repeated application of Lemma 6.37.
It is easy to check that if the conditions of the Proposition hold for a Cartan
subgroup H , they hold for every G-conjugate of H . Up to conjugacy every
Cartan subgroup is conjugate to one obtained by a series of Cayley transforms
from Hs, and the result follows. 
For later use we note a consequence of the last part of the proof of Lemma
6.37.
Lemma 6.45 Suppose H1 = T1A1 and H2 = T2A2 are Cartan subgroups
with A1 ⊂ A2. Suppose α ∈ Φr(G,H1).
(1)
ζcx(G,H1)(mα) = ζcx(G,H2)(mα).
(2) Let M1 = CentG(A1) and suppose α ∈ Φr(M1, H2). Then
ζcx(G,H2)(mα) = ζcx(M1, H2)(mα).
Proof. The first equality follows from a repeated application of (6.42). The
second is similar. Choose a set S of complex roots such that
(6.46) {β ∈ Φcx(G,H2)\Φcx(M1, H2) | 〈β, α∨〉 6= 0} = {±β,±σβ | β ∈ S}.
If β ∈ S then sαβ is also complex, is not contained in Φ(M1, H2), and is not
equal to ±β,±σβ Then S is can be written as a union over pairs {β, sαβ}
and the result follows as in the proof of (6.42). 
The dependence of Γ(H,Φ+) on Φ+ follows easily from Lemma 6.15(2)
and its proof.
Lemma 6.47 Suppose Φ+1 ,Φ
+
2 are special sets of positive roots for H. Let
(h, g˜) ∈ X(H, H˜), and write h = γh0 with γ ∈ Γ(H) and h0 ∈ H0. Then
(6.48) Γ(H,Φ+1 )(h, g˜) = Γ(H,Φ
+
2 )(h, g˜)e
ρ(Φ+2 )−ρ(Φ
+
1 )(h0).
The factors Γ(H,Φ+) are conjugation invariant in the following sense.
Lemma 6.49 Suppose Φ+ is a special set of positive roots forH, and (h, g˜) ∈
X(H, H˜). Fix x˜ ∈ G˜ and let x = p(p(x˜)) ∈ G. Let H1 = xHx−1 and
Φ+1 = Ad(x)Φ
+. Then
(6.50) Γ(H1,Φ
+
1 )(xhx
−1, x˜g˜x˜−1) = Γ(H,Φ+)(h, g˜)
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Proof. Choose (χ˜, χ) ∈ S(H,Φ+, χ˜s, χs). Let χ˜1 = x˜χ˜x˜−1 and χ1 = xχx−1.
It is clearly enough to show (χ˜1, χ1) ∈ S(H1,Φ+1 , χ˜s, χs). Condition (6.2)(b)
is immediate, and for all h ∈ (H1 ∩Gd)0
χ1(h) = χ(x
−1tx) = χ˜2eρ(Φ
+)(x−1tx) = χ˜21e
ρ(Φ+1 )(h)
so (6.2)(a) holds as well.
Assume γ ∈ Γ(H1)Z(G) and choose y satisfying yΓ(H)y−1 ⊂ Γ(Hs). By
(6.34)
(6.51)
χ1(γ) = χ(x
−1γx) = (χ˜/χ˜s)(φ(x
−1γx))χs(yx
−1γxy−1)
= (χ˜1/χ˜s)(φ(γ))χs((yx
−1)γ(yx−1)−1).
This proves (6.34) holds for (χ˜1, χ1). 
We summarize the important properties of Γ(H,Φ+), reformulating them
slightly.
Proposition 6.52 Fix a split Cartan subgroup, a special set Φ+s of positive
roots, and (χ˜s, χs) ∈ S(Hs,Φ+s ). Suppose H is any Cartan subgroup, Φ+ is
special, and (h, g˜) ∈ X(H, H˜).
(1)
(6.53)(a) Γ(H,Φ+)(h, g˜) = e−ρ(y)τ(y, g˜) (h ∈ H0d).
(2) Suppose x˜ ∈ G˜, x = p(p(x˜)). Then
(6.53)(b) Γ(xHx−1,Ad(x)Φ+)(xhx−1, x˜g˜x˜−1) = Γ(H,Φ+)(h, g˜)
(3) Suppose (i = 1, 2) (hi, g˜i) ∈ X(H, H˜). Then
(6.53)(c) Γ(H,Φ+)(h1h2, g˜1g˜2) = Γ(H,Φ
+)(h1, g˜1)Γ(H,Φ
+)(h2, g˜2).
(4) For i = 1, 2 let Hi be a Cartan subgroup and Φ
+
i a special set of positive
roots for Hi. Assume (h, g˜) ∈ X(H i, H˜i) for i = 1, 2. Choose c ∈ Gad(C)
satisfying Ad(c)h2 = h1, Ad(c)|h1∩h2 = 1, and Ad∗(c)(Φ+1 ) = Φ+2 . Then
(6.53)(d) Γ(H1,Φ
+
1 )(h, g˜) = Γ(H2,Φ
+
2 )(h, g˜).
Conditions (1,2,4) and Condition (3) for h1 ∈ Γ(H)Z(G), g˜1 ∈ Z(G˜)
uniquely determine the functions Γ(H,Φ+), given the restriction of Γ(Hs,Φ
+
s )
to (Γ(Hs)Z(G)× Z(G˜)) ∩X(Hs, H˜s).
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7 Transfer Factors
We now define transfer factors for a general admissible triple (G˜, G,G), gen-
eralizing Definition 5.17.
Definition 7.1 A set of lifting data for (G˜, G,G) is a pair (χ˜s, χs) ∈ S(Hs)
for some maximally split Cartan subgroup Hs of G.
The transfer factor ∆
eG
G
associated to (χ˜s, χs) is the function on X
′(G, G˜)
(Definition 5.2) defined as follows.
Suppose (h, g˜) ∈ X ′(G, G˜). Let H = CentG(p(g˜)); this is a Cartan sub-
group of G. Choose a special set of positive roots Φ+ for H. Recall Γ(H,Φ+)
is given by Definition 6.35, and ∆1 is given in (5.1)(c). Define the transfer
factors
(7.2) ∆
eG
G
(h, g˜) =
∆1(Φ+, h)
∆1(Φ+, g˜)
Γ(H,Φ+)(h, g˜).
Proposition 7.3 ∆
eG
G
is well defined, i.e. independent of the choice of Φ+.
Proof. We have to show that ∆
1(Φ+,h)
∆1(Φ+,eg)
and Γ(H,Φ+) satisfy inverse trans-
formation properties with respect to Φ+.
Suppose (h, g˜) ∈ X ′(H, H˜). By (2.7) write h = γh0 with γ ∈ Γ(H) and
h0 ∈ H0. Suppose Φ+1 ,Φ+2 are two choices of special positive roots. By
Lemma 6.47
(7.4)(a) Γ(H,Φ+1 )(h, g˜) = Γ(H,Φ
+
2 )(h, g˜)e
ρ(Φ+2 )−ρ(Φ
+
1 )(h0).
By the definition of ∆
eG
G
it is enough to prove
(7.4)(b)
∆1(Φ+1 , h)
∆1(Φ+1 , g˜)
=
∆1(Φ+2 , h)
∆1(Φ+2 , g˜)
eρ(Φ
+
1 )−ρ(Φ
+
2 )(h0).
Every term factors to G, so we can replace g˜ with p(p(g˜)) = p(φ(h)) = h2.
This reduces us to showing
(7.5)
∆1(Φ+1 , h)
∆1(Φ+1 , h
2)
=
∆1(Φ+2 , h)
∆1(Φ+2 , h
2)
eρ(Φ
+
1 )−ρ(Φ
+
2 )(h0).
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We first compute for any set of positive roots Φ+:
(7.6)(a)
ǫr(h,Φ
+)
ǫr(h2,Φ+)
= sgn
∏
α∈Φ+r
(1− e−α(h))∏
α∈Φ+r
(1− e−α(h2))
= sgn
∏
α∈Φ+r
(1 + e−α(γ)e−α(h0))
A given term is positive unless eα(γ) = −1 and eα(h0) < 1. Let
(7.6)(b) Φ+r (h) = {α ∈ Φr | eα(h0) > 1}.
Then
(7.6)(c)
ǫr(h,Φ
+)
ǫr(h2,Φ+)
=
∏
α∈Φ+r ∩(−Φ
+
r (h))
eα(γ) = eρr(Φ
+)−ρ(Φ+r (h))(γ).
Letting Φ+r,j = Φ
+
j ∩ Φr we have
(7.6)(d)
ǫr(h,Φ
+
1 )
ǫr(h2,Φ
+
1 )
= eρ(Φ
+
r,1)−ρ(Φ
+
r,2)(γ)
ǫr(h,Φ
+
2 )
ǫr(h2,Φ
+
2 )
.
Now consider the ∆0 term of (5.1)(c). Write Φ+1 = wΦ
+
2 for some w ∈
W (Φ), so that
(7.6)(e)
∆0(Φ+1 , h)
∆0(Φ+1 , h
2)
=
ǫ(w)eρ(Φ
+
2 )−ρ(Φ
+
1 )(h)∆0(Φ+2 , h)
ǫ(w)eρ(Φ
+
2 )−ρ(Φ
+
1 )(h2)∆0(Φ+2 , h
2)
= eρ(Φ
+
1 )−ρ(Φ
+
2 )(h)
∆0(Φ+2 , h)
∆0(Φ+2 , h
2)
since ρ(Φ+1 )− ρ(Φ+2 ) is a sum of roots.
Now
(7.6)(f)
eρ(Φ
+
r,1)−ρ(Φ
+
r,2)(γ)eρ(Φ
+
1 )−ρ(Φ
+
2 )(h)
= eρ(Φ
+
r,1)−ρ(Φ
+
r,2)−ρ(Φ
+
2 )+ρ(Φ
+
1 )(γ)e−ρ(Φ
+
2 )+ρ(Φ
+
1 )(h0)
= eρ(Φ
+
1 )−ρ(Φ
+
2 )(h0)
since γ has order 2 and (by (2.4)(b))
(7.6)(g) eρ(Φ
+
1 )−ρ(Φ
+
r,1)(γ) = ζcx(G,H)(γ) = e
ρ(Φ+2 )−ρ(Φ
+
r,2)(γ).
Multiplying (c) and (e), and using (f) shows (7.5), and completes the proof.

Here are some elementary properties of transfer factors.
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Lemma 7.7 Suppose (h, g˜) ∈ X(H, H˜). Fix a special set of positive roots
Φ+ of H, and let ρ = ρ(Φ+), λ = λ(H,Φ+) (cf. 6.36)(b). Let g = p(g˜). Then
(7.8)(a) ∆(h, g˜)2 =
D(h)
D(g)
e2ρ(h)λ(φ(h)).
Write h = th0 with t ∈ Γ(H)Z(G) and h0 ∈ H0d. Then
(7.8)(b) ∆(h, g˜)2 =
D(h)
D(g)
e2ρ(t)λ(φ(t)).
In particular
(7.8)(c) ∆(h, g˜) = c(h, g˜)λ(φ(t))
1
2
|D(h)| 12
|D(g˜)| 12
where c(h, g˜)4 = 1. Finally if λ is unitary then
(7.8)(d) |∆(h, g˜)| = |D(h)|
1
2
|D(g˜)| 12 .
Proof. The main point is that
(7.9)
[
∆0(Φ+, h)ǫr(h,Φ
+)
∆0(Φ+, g˜)ǫr(g˜,Φ+)
]2
=
∆0(Φ+, h)2e2ρ(h)
∆0(Φ+, g˜)2e2ρ(g˜)
e2ρ(g˜)
e2ρ(h)
=
D(h)
D(g˜)
e2ρ(h),
the last equality follows from (5.1)(d) and the fact p(p(g˜)) = h2. Then
(7.8)(a) and (7.8)(b) follow from (6.36)(c), and (c) and (d) are elementary
consequences of this. 
Remark 7.10 Recall µ ∈ z(C)∗ is given in Definition 6.35. If µ = 0
(i.e. λ|Z(G)0 = 1) then in (7.8)(c) λ(φ(t))2 = 1, and ∆(h, g˜) differs from
|D(h)/D(g)| 12 by a fourth root of unity. By varying our choice of lifting
data (χ˜s, χs) we are free to choose the restriction of µ to Z(G)
0, up to
the constraints (6.8)(a). For simplicity assume G = G. It is easy to see
we can take this restriction to be trivial if and only if eρ(z) = 1 for all
z ∈ Z(G)0 ∩H0d = Z(G)0 ∩ Z(Gd). This is equivalent to: ρ exponentiates to
a character of H0. By the right hand side of the equality this is independent
of the Cartan, and we say G is real-admissible if it holds.
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This condition is empty unless Z(G) contains a compact torus, and it is
weaker than admissibility. For example GL(2,C) is not admissible; GL(2,R)
is real-admissible, and U(1, 1) is not.
In any event we can always choose the restriction of λ to Z0(G) to be
unitary, so that (7.8)(d) holds.
Example 7.11 Let G = U(1, 1) (see Example 3.4). Then G is not real-
admissible, since −I ∈ Z(G)0 and eρ(−I) = −1. Let T be the compact
diagonal Cartan subgroup, and write X∗(T ) = Z2 in the usual coordinates.
Let G˜ be an admissible cover of G. Recall (cf. Example 3.4) X∗(T˜ ) = 1
2
Z⊕Z
or Z⊕ 1
2
Z.
Suppose χ˜ = (x, y) ∈ X∗(T˜ ) and χ = (a, b) ∈ X∗(T ). Then (6.2)(a) holds
if and only if a− 2x− 1
2
= b− 2y + 1
2
, in which case
(7.12) µ = (a− 2x− 1
2
, a− 2x− 1
2
) ∈ z(C)∗.
Since a, 2x ∈ Z we cannot choose µ to be 0.
The transfer factors satisfy the following invariance property with respect
to conjugation by G˜.
Lemma 7.13 Suppose (h, g˜) ∈ X ′(H, H˜). Fix x˜ ∈ G˜ and let x = p(p(x˜)) ∈
G. Then
(7.14) ∆
eG
G
(xhx−1, x˜g˜x˜−1) = ∆
eG
G
(h, g˜).
Follows easily from Lemma 6.49.
From Lemma 6.19 we see:
Lemma 7.15 The group of characters of G acts simply transitively on the
set of transfer factors.
More precisely suppose for i = 1, 2 (χ˜is, χ
i
s) ∈ S(Hs), and let ∆ eGG(χis, χ˜is)
denote the corresponding transfer factors. Then there is a character ψ : G→
C× so that for all (h, g˜) ∈ X ′(G, G˜)
(7.16) ∆
eG
G
(χ1s, χ˜
1
s)(h, g˜) = ψ(h)∆
eG
G
(χ2s, χ˜
2
s)(h, g˜)
Conversely, suppose that ψ : G → C× is a character and (χ˜1s, χ1s) ∈ S(Hs).
Then there exists (χ˜2s, χ
2
s) ∈ S(Hs) such that (7.16) is satisfied.
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Suppose (h, g˜) ∈ X(H, H˜) and eρ(h) is defined. This happens, for exam-
ple, if G is admissible, or if Gd is admissible and h ∈ Gd. Then
(7.17)
∆1(Φ+, h)ǫr(h,Φ
+)
∆1(Φ+, g˜)ǫr(g˜,Φ+)
=
∆(h,Φ+)ǫr(h,Φ
+)
∆(g˜,Φ+)ǫr(g˜,Φ+)
eρ(h).
Together with (6.9) this gives simpler formulas for the transfer factor in some
situations. For example (5.20) holds for (h, g˜) if Gd is acceptable and h ∈ Gd.
Example 7.18 Let G = G = GL(n,R) and let H be the diagonal split
Cartan subgroup of G. Choose (χ˜, χ) as in Example 6.13, and use other
notation as in that Example. Suppose (h, g˜) ∈ X ′(H, H˜) and write h =
th0 ∈ Γ(H)H0. An easy calculation gives
(7.19) ∆1(Φ+, h)eρ(h0) = |D(h)| 12 .
From this and (6.14) we compute
(7.20) ∆(h, g˜) =
|D(h)| 12
|D(g˜)| 12 τ(h0, g˜).
This agrees with the transfer factors of [19].
Lemma 7.21 Let H be a Cartan subgroup of G. Suppose (h, g˜) ∈ X ′(H, H˜).
Also suppose z ∈ Z(G), z˜ ∈ Z(G˜) and (z, z˜) ∈ X(H, H˜). Then (zh, z˜g˜) ∈
X ′(H, H˜) and
(7.22) ∆
eG
G
(zh, z˜g˜) = χ˜s(z˜)/χs(z)∆
eG
G
(g˜, h).
Proof. Let Φ+ be a special set of positive roots and choose (χ˜, χ) ∈
S(H,Φ+, χ˜s, χs). Since z and z˜ are central
∆1(Φ+, zh) = ∆1(Φ+, h), ∆1(˜˜g,Φ+) = ∆1(Φ+, g˜).
Furthermore
(7.23) Γ(H,Φ+)(zh, z˜g˜) = Γ(H,Φ+)(z, z˜)Γ(H,Φ+)(h, g˜)
and Γ(H,Φ+)(z, z˜) = χ˜s(z˜)/χs(z) by (6.33). Inserting this into the definition
of ∆
eG
G
gives the result. 
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8 Some Constants
We need to take care of some constants. Fix an admissible triple (G˜, G,G).
Suppose H is a Cartan subgroup of G, with corresponding Cartan subgroups
H˜ of G˜ and H of G. Let φH be the restriction of φ to H. Define
Definition 8.1
(8.2)
c(H) = |Ker(φH)||H˜/Z(H˜)|−
1
2 |Z(H˜)/p−1(φ(H))|−1
= |Ker(φH)||H/Z0(H)|−
1
2 |Z0(H)/φ(H)|−1
Fix a maximally split Cartan subgroup Hs of G, and define
(8.3) c = c(Hs), C(H) = c(H)/c(Hs).
If it is necessary to specify G we write cG(H), cG = cG(Hs) and CG(H) =
cG(H)/cG(Hs).
Let H2 = {h ∈ H | h2 = 1} and H02 = H0 ∩ H2. Note that |H02 | =
2dim(H∩K). Let Hs, Hf be maximally split and fundamental Cartan sub-
groups, respectively.
Proposition 8.4
(1) cG(H) = |H02 ||H/Z0(H)|
1
2 .
(2) cG(H) = cG(H)
|Γ(H)∩C|
|C|
.
(3) c(H) and C(H) are integers, and are powers of 2.
(4) c = c(Hs) ≤ c(H) ≤ c(Hf).
(5) 1 ≤ C(H) ≤ C(Hf)
Proof.
By definition we have
(8.5)
cG(H) = |Ker(φH)||H/Z0(H)|−
1
2 |Z0(H)/φ(H)|−1
= |Ker(φH)||H/Z0(H)|−
1
2 |H/φ(H)|−1|H/Z0(H)|
= |Ker(φH)||H/Z0(H)|
1
2 |H/φ(H)|−1.
If G = G then Ker(φH) = H2, φ(H) = H
0, and
(8.6) cG(H) = |H2||H/Z0(H)| 12 |H/H0|−1.
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It is easy to see H ≃ H0 ×H/H0, and H/H0 is a two-group, which implies
|H2| = |H02 ||H/H0|. Therefore cG(H) = |H02 ||H/Z0(H)|
1
2 , which is (1).
By (1) and (8.5)
(8.7)(a)
cG(H)/cG(H) =
|Ker(φH)||Z0(H)/φ(H)|−1
|H2||Z0(H)/H0|−1 =
|Ker(φH)||φ(H)/H0|
|H2|
Recall (Lemma 3.11) φ(H) = (Γ(H) ∩ C)H0. The composition of maps
H
φ
H→ φH(H)→ φH(H)/H0 gives an exact sequence
(8.7)(b) 1→ Ker(φH)
Ker(φH) ∩H
0 →
H
H
0 →
φH(H)
H0
→ 1
Solving the resulting identity for |φH(H)/H0|, inserting in (8.7)(a) and
cancelling terms gives
(8.7)(c) cG(H)/cG(H) = |H/H
0||Ker(φH) ∩H
0|/|H2|.
It is easy to see that Ker(φH) ∩ H
0
= H02/C ∩ H0, so the right hand side
equals
(8.7)(d)
|H/H0|
|H2/H02 ||C ∩H0|
On the other hand there is an exact sequence
(8.7)(e) 1→ C
C ∩H0 →
H
H0
→ H
H
0 → Γ(H) ∩ C → 1.
The map to Γ(H) ∩ C is given by h → y−1σ(y) where y ∈ H(C) satisfies
p(y) = h. This gives
(8.7)(f)
|H/H0|
|H/H0| =
|Γ(H) ∩ C||C ∩H0|
|C| .
Using the fact that H/H0 ≃ H2/H02 and plugging this into (8.7)(d) gives (2).
We will see in Lemma 10.8 that |H/Z0(H)| 12 is an integer. Further,
H/Z0(H) is a quotient of H/H
0, which is a two group, so by (1) cG(H)
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is an integer and a power of 2. The general case of (3) follows from (1) and
(2) if we can show
(8.8) |H02 ||Γ(H) ∩ C|/|C| ∈ Z.
To see this note that C ⊂ Γ(H)H02 . For g ∈ C write g = γh accordingly, and
define ψ(γh) = h(H02 ∩ C). This is a well defined homomorphism from C to
H02/H
0
2 ∩C. It factors to an inclusion C/C ∩Γ(H) →֒ H02/H02 ∩C, and (8.8)
follows from this. This proves (3) for cG(H).
It is enough to prove (4); assertion (3) for CG(H) and (5) follow easily.
For this we use Cayley transforms. Suppose Hα, Hβ are as in Section 4. It is
enough to show
(8.9) cG(Hα) ≤ cG(Hβ).
First assume G = G. Write Hα = TαAα, Hβ = TβAβ. Then dim(Tβ) =
dim(Tα) + 1, and by part (1) of the Lemma it is enough to show
(8.10) |Hα/Z0(Hα)| 12 ≤ 2|Hβ/Z0(Hβ)| 12 .
If α is of type II choose t ∈ Hα satisfying α(t) = −1; otherwise let t = 1.
By (4.13) write Hα = 〈(Hα ∩Hβ)Bα, t〉. By (4.26)(a)
(8.11)
Hα
Z0(Hα)
≃ 〈(Hα ∩Hβ)Bα, t〉
[Z0(Hα) ∩ Z0(Hβ)]Bα
≃ 〈Hα ∩Hβ, t〉
[Z0(Hα) ∩ Z0(Hβ)][〈Hα ∩Hβ, t〉 ∩ Bα]
≃ 〈Hα ∩Hβ, t〉
Z0(Hα) ∩ Z0(Hβ)
since 〈Hα ∩Hβ, t〉 ∩ Bα ⊂ 〈Hβ, t〉 ∩Bα = 1. Similarly
(8.12)
Hβ
Z0(Hβ)
≃ (Hα ∩Hβ)Bβ
[Z0(Hα) ∩ Z0(Hβ)]Bβ
≃ Hα ∩Hβ
[Z0(Hα) ∩ Z0(Hβ)][Hα ∩Hβ ∩Bβ ]
≃ Hα ∩Hβ〈Z0(Hα) ∩ Z0(Hβ), mα〉
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We have mα ∈ H0β ⊂ Z0(Hβ). By (4.6)(b) mα ∈ Z0(Hα) if and only if α is
of type I. By (8.11) and (8.12) we see |Hα/Z0(Hα)| = τ |Hβ/Z0(Hβ)| where
τ = 1 (resp. 4) if α is of type I (resp. II). This proves (8.10).
Now supppose G is not equal to G. By (2) of the Lemma
(8.13)
cG(Hα)
cG(Hβ)
=
cG(Hα)
cG(Hβ)
|Γ(Hα) ∩ C|
|Γ(Hβ) ∩ C|
We need to show the right hand side is ≤ 1.
By the preceding argument the first quotient on the right hand side is
equal to 1 if α is of type II for Hα, or
1
2
otherwise. It is clear that Γ(Hβ) ⊂
Γ(Hα) of index 1 or 2, so Γ(Hβ) ∩ C is of index 1 or 2 in Γ(Hα) ∩ C. We
need to show that if α is of type II for Hα then Γ(Hα) ∩ C = Γ(Hβ) ∩ C.
By the assumption on α we can choose t ∈ Γ(Hα) such that α(t) =
−1. Since α(g) = 1 for all g ∈ Γ(Hβ), t 6∈ Γ(Hβ), so Γ(Hα) = 〈Γ(Hβ), t〉.
Therefore α(g) = −1 for all g ∈ Γ(Hβ)t, so Γ(Hα) ∩ C = Γ(Hβ) ∩ C.

In fact we have shown that
(8.14)
cG(Hα)
cG(Hβ)
=
{
1 α type II for Hα
1 or 1
2
α type I for Hα
(Only 1/2 occurs in the second case if C = 1). This implies that for any
Cartan subgroup H
(8.15) CG(H) ≤ 2r(Hs)−r(H)
where r(∗) denotes split rank.
Example 8.16 If G = GL(n,R) every real root α is of type II, so cG(H) is
independent of H and CG(H) = 1 for all H . See [19].
On the other hand if G = G = U(p, q) then every real root is of type I,
and equality holds in (8.15).
9 Lifting: Definition and Basic Properties
Assume that (G˜, G,G) is an admissible triple. In this section we define lifting
from G to G˜ and derive some of its basic properties. Fix lifting data (χ˜s, χs)
with corresponding transfer factors ∆
eG
G
(Definition 7.1).
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Recall (Section 3) O(G, g) is the conjugacy class of g ∈ G, and
(9.1) Ost(G, g) = {xgx−1 | x ∈ G(C)} ∩G
is the stable orbit. We also have O(G, g) and Ost(G, g), and the map (Lemma
3.6(3)) φ : Orbst(G)→ Orbst(G).
Definition 9.2 Suppose g˜ is a strongly regular semisimple element of G˜. Let
H˜ = p−1(CentG(p(g˜))). We say g˜ and O(G˜, g˜) are relevant if g˜ ∈ Z(H˜).
The reason for this terminology is:
Lemma 9.3 ([2], Proposition 2.7) Let π˜ be a genuine admissible repre-
sentation of G˜. Suppose g˜ is a strongly regular semisimple element which is
not relevant. Then Θeπ(g˜) = 0.
This is elementary, and goes back to GL(2) [9].
Here are a few basic properties about orbits.
Lemma 9.4 Suppose g˜ is a semisimple element of G˜. Then
1. p(O(G˜, g˜)) = O(G, p(g˜))
2. p−1(O(G, p(g˜))) = O(G˜, g˜) ∪O(G˜,−g˜)
3. Suppose g˜ is relevant and strongly regular. Then O(G˜, g˜) 6= O(G˜,−g˜).
Proof. Part (1) and (2) are routine. For (3) suppose not. Then x˜g˜x˜−1 = −g˜
for some x˜ ∈ G˜. Let H = CentG(p(g˜)). Then p(x˜)p(g˜)p(x˜−1) = p(g˜), so
p(x˜) ∈ H . But then x˜g˜x˜−1 = g˜ since g˜ ∈ Z(H˜) and x˜ ∈ H˜. 
Lemma 9.5 Suppose Ost ∈ Orbst(G) and write φ(Ost) = Ost(G, g) for some
g ∈ G. Assume g is strongly regular. Then there is a unique h ∈ Ost such
that φ(h) = g. Furthermore h ∈ H and is also strongly regular.
Proof. By definition there are h′ ∈ Ost and g′ ∈ Ost(G, g) such that φ(h′) =
g′. Let x ∈ G(C) such that g′ = xgx−1. Since g, g′ ∈ G we have σ(x)−1x ∈
CentG(C)(g) = H(C). Let y = p(x) ∈ G(C) and h = y−1h′y. Since g =
φ(h) = s(h)2, s(h) ∈ CentG(C)(g) = H(C). But σ(y)−1y ∈ H(C) so σ(h) = h
and h ∈ H ∩ Ost with φ(h) = g.
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Suppose r ∈ CentG(C)(h), and choose a preimage s of r in G(C). Then
g = φ(h) = φ(rhr−1) = sφ(h)s−1 = sgs−1 so that s ∈ H(C). Thus r ∈ H(C),
so that h is also strongly regular.
Suppose that h1 ∈ Ost with φ(h1) = g. Then there is u ∈ G(C) with
uhu−1 = h1. Choose a preimage v of u in G(C). Then g = φ(h1) =
φ(uhu−1) = vφ(h)v−1 = vgv−1. Thus v ∈ H(C). Now u ∈ H(C) so h1 = h.

Remark 9.6 Note that Lemma 9.5 implies the following. LetOst ∈ Orbst(G)
and Ost ∈ Orbst(G) with φ(Ost) = Ost. If Ost is strongly regular and
semisimple, then so is Ost, and the restriction of φ to Ost gives a bijection
between Ost and Ost. Further, for any g ∈ Ost ∩H ,
(9.7) {Ost | φ(Ost) = Ost} = {Orbst(G, h) | h ∈ H, φ(h) = g}.
Definition 9.8 Suppose O˜ ∈ Orb(G˜) and Ost ∈ Orbst(G) are strongly regu-
lar and semisimple. Let p(O˜)st be the stable orbit for G containing p(O˜).
Define ∆
eG
G
(Ost, O˜) = 0 unless φ(Ost) = p(O˜)st.
Suppose φ(Ost) = p(O˜)st. Choose g˜ ∈ O˜. By Lemma 9.5 there is a unique
h ∈ Ost with φ(h) = p(g˜). Define
(9.9) ∆
eG
G
(Ost, O˜) = ∆ eG
G
(h, g˜).
By Lemma 7.13 this is independent of the choice of g˜.
Recall a virtual character π of G is said to be stable if the function θπ
representing its character is constant on the stable orbit Ost(G, g) for all
strongly regular semisimple elements g.
Definition 9.10 Suppose Θ is a stable virtual character of G. Then Θ(Ost)
is defined for any strongly regular semisimple orbit Ost ∈ Orbst(G). Suppose
O˜ ∈ Orb(G˜) is strongly regular and semisimple. Recall c = cG is given by
Definition 8.1.
Define
(9.11)(a) Lift
eG
G
(Θ)(O˜) = c−1
∑
{O
st
∈Orbst(G)}
∆
eG
G
(Ost, O˜)Θ(Ost).
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This is a finite sum, over
(9.11)(b) {Ost | φ(Ost) = p(O˜)st}.
Thus Lift
eG
GΘ is a genuine class function defined on the set of strongly
regular semisimple orbits in G˜. The following lemma follows easily from (9.7)
and the fact that φ restricted to H is a homomorphism. Recall X(H, g˜) is
given by Definition 5.2.
Lemma 9.12 Suppose g˜ is a strongly regular semisimple element. Let H =
CentG(p(g˜)) and H = p(H). Then
(9.13) Lift
eG
G
(Θ)(g˜) = c−1
∑
{h∈X(H,eg)}
∆
eG
G
(h, g˜)Θ(h).
In particular Lift
eG
G(Θ)(g˜) = 0 unless p(g˜) is in the image of φ. Assume this
holds, and choose h satisfying φ(h) = p(g˜). Then
(9.14) Lift
eG
G(Θ)(g˜) = c
−1
∑
{t∈H |φ(t)=1}
∆
eG
G
(th, g˜)Θ(th).
Remark 9.15 Formula (9.13) can be used to extend Lift
eG
G(Θ) to a genuine
class function on all regular (not just strongly regular) semisimple elements.
We derive some elementary properties of lifting. Recall the definitions of
(5.1).
Lemma 9.16 Lift
eG
G
(Θ) is supported on Z(G˜)G˜0d.
Proof. Let H be a Cartan subgroup of G. Then H = Z(G)Γ(H)H
0
d, so that
φ(H) ⊂ Z0(G)H0d . Thus p−1φ(H) ⊂ Z(G˜)G˜0d. 
Define Z1(G) = {z ∈ Z(G) : φ(z) = 1}.
Lemma 9.17 Let Θ be a stable character of G with central character ζ.
Then Lift
eG
G(Θ) ≡ 0 unless ζ(z) = χs(z) for all z ∈ Z1(G).
Proof. Fix a Cartan subgroup H , g˜ ∈ H˜ ′, and z ∈ Z1(G). Then
{h ∈ H | φ(h) = p(g˜)} = {zh | h ∈ H, φ(h) = p(g˜)}.
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Further, for all h ∈ H such that φ(h) = p˜(g˜),
∆
eG
G
(g˜, zh) = χs(z
−1)∆
eG
G
(g˜, h)
by Lemma 7.21 applied to h, g˜, z, and z˜ = 1. We have
Lift
eG
G
(Θ)(g˜) = c−1
∑
X(H,eg)
∆
eG
G
(g˜, zh)Θ(zh) = c−1ζ(z)χs(z
−1)Lift
eG
G
(Θ)(g˜).

Fix a character ζ of Z(G) satisfying ζ(z) = χs(z) for all z ∈ Z1(G). For
z˜ ∈ S˜ = p−1φ(Z(G)) define
(9.18) ζ˜(z˜) = χ˜s(z˜)(ζχ
−1
s )(z)
where z ∈ Z(G), φ(z) = p(z˜). This is independent of the choice of z, and is
a genuine character of S˜.
Lemma 9.19 Let Θ be a stable character of G with central character ζ such
that ζ(z) = χs(z) for all z ∈ Z1(G). Then for all g˜ ∈ G˜, z˜ ∈ S˜,
Lift
eG
G
(Θ)(z˜g˜) = ζ˜(z˜)Lift
eG
G
(Θ)(g˜).
Proof. Fix a Cartan subgroup H of G, g˜ ∈ H˜ ′ and z˜ ∈ S˜. Choose z ∈ Z(G)
such that φ(z) = p(z˜). Then
{h ∈ H | (h, z˜g˜) ∈ X(H, H˜)} = {zh | h ∈ H, (h, g˜) ∈ X(H, H˜)}.
Thus by Lemma 7.21,
Lift
eG
G
(Θ)(z˜g˜) = c−1
∑
X(H,eg)
∆
eG
G
(z˜g˜, zh)(Θ(zh)
= (χ˜s(z˜)/χs(z))ζ(z)Lift
eG
G
(Θ)(g˜) = ζ˜(z˜)Lift
eG
G
Θ)(g˜).

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10 Lifting for Tori
We give some details of lifting for tori. This illustrates some of the basic
principles, and plays an important role in lifting for general reductive groups.
Let G(C) be an algebraic torus, with real points G. Let p : G˜ → G be
any two-fold cover; any such cover is necessarily admissible (Definition 3.3).
Let C be a subgroup of p(Z(G˜)) consisting of elements of order 2, and let
G = G(C)/C, with real points G. Then (G˜, G,G) is an admissible triple.
Since G is a torus, G = H = Hs is a maximally split Cartan subgroup.
Let Xg(Z(G˜)) denote the genuine characters of Z(G˜) and let X(G) denote
the characters of G. Since gd = 0 condition (6.2) is empty, so (χ˜, χ) ⊂ S(G)
for all χ˜ ∈ Xg(Z(G˜)), χ ∈ X(G).
The transfer factor ∆
eG
G
of Definition 7.1 is then given by
∆
eG
G
(h, g˜) = χ˜(g˜)χ(h)−1 ((h, g˜) ∈ X(G, G˜)).
Let
(10.1) S˜ = {g˜ ∈ G˜ | p(g˜) ∈ φ(G)} = {g˜ |X(G, g˜) 6= ∅}.
If ψ ∈ X(G) then
(10.2) Lift
eG
G
(ψ)(g˜) = c−1χ˜(g˜)
∑
h∈X(G,eg)
χ−1(h)ψ(h),
with c ∈ Z given by Definition 8.1. In particular Lift eGG(ψ)(g˜) = 0 for g˜ 6∈ S˜.
Suppose g˜ ∈ S˜ and fix h ∈ X(G, g˜). Then
(10.3) Lift
eG
G
ψ(g˜) = c−1χ˜(g˜)χ−1(h)ψ(h)
∑
{t∈G |φ(t)=1}
χ−1(t)ψ(t).
Thus Lift
eG
Gψ = 0 unless χ(t) = ψ(t) for all t ∈ Ker(φ). Assume this holds.
For g˜ ∈ S˜ choose h ∈ X(G, g˜) and define
(10.4) ψ˜0(g˜) = χ˜(g˜)ψ(h)χ(h)
−1.
This is independent of the choice of h ∈ X(G, g˜), so ψ˜0 is a well defined
genuine character of S˜, and it follows immediately that
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(10.5) Lift
eG
G
(ψ)(g˜) =
{
0 g˜ 6∈ S˜
c−1|Ker(φ)|ψ˜0(g˜) g˜ ∈ S˜.
It follows easily from the induced character formula that
(10.6) Lift
eG
G(ψ) = c
−1|Ker(φ)||G˜/S˜|−1 Ind eGeS (ψ˜0).
By induction by stages we have
(10.7) Ind
eG
eS
(ψ˜0) = Ind
eG
Z( eG)
Ind
Z( eG)
eS
(ψ˜0)
In order to identify this as a sum of characters of G˜, we use the following
elementary result.
Lemma 10.8 ([1], Proposition 2.2) Let ψ˜ ∈ Xg(Z(G˜)). Then there is a
unique irreducible genuine representation τ˜ = τ˜ (ψ˜) of G˜ such that τ˜ |Z( eG) is a
multiple of ψ˜. The map ψ˜ → τ˜ (ψ˜) is a bijection between Xg(Z(G˜)) and the
set of equivalence classes of irreducible genuine representations of G˜, and
Ind
eG
Z( eG)
ψ˜ = |G˜/Z(G˜)| 12 τ˜(ψ˜).
The dimension of τ˜(ψ˜) is |G˜/Z(G˜)| 12 ; in particular this is an integer.
Let
(10.9) Xg(Z(G˜), ψ˜0) = {ψ˜ ∈ Xg(Z(G˜)) | ψ˜|eS = ψ˜0}.
By Frobenius reciprocity we have
(10.10) Lift
eG
G
(ψ) = c−1|Ker(φ)||G˜/S˜|−1|G˜/Z(G˜)| 12
∑
eψ∈Xg(Z( eG), eψ0)
Θ
eτ( eψ).
By (8.2) the term in front of the sum is equal to 1 (of course we defined c
precisely to make this hold).
We summarize these results. As defined, Lift
eG
G
(ψ) is a class function on
G˜, which by (10.10)) the character of a representation. We identify Lift
eG
G(ψ)
with this representation.
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Proposition 10.11 Fix χ˜ ∈ Xg(Z(G˜)) and χ ∈ X(G), and use them to
define Lift
eG
G. Fix ψ ∈ X(G). Then Lift
eG
G(ψ) 6= 0 if and only if χ(t) = ψ(t) for
all t ∈ Ker(φ). Assume this holds. Define ψ˜0 as in (10.4) and Xg(Z(G˜), ψ˜0)
as in (10.9). Then
(10.12) Lift
eG
G
(ψ) =
∑
eψ∈Xg(Z( eG), eψ0)
τ˜ (ψ˜).
This is an identity of genuine representations of G˜; the right hand side is the
direct sum of |p(Z(G˜))/φ(G)| irreducible representations. The differentials
satisfy
(10.13) dψ˜ =
1
2
(dψ − dµ)
where dµ = dχ− 2dχ˜ ∈ g(C)∗ as in (6.36)(c).
In particular assume C is chosen so that φ(G) = p(Z(G˜)). Then Xg(Z(G˜), ψ˜0)
consists of the single character ψ˜0, and
(10.14) Lift
eG
G
(ψ) = τ˜(ψ˜0).
If it is necessary to indicate the dependence of Lift
eG
G on χ˜ and χ we will
write
(10.15) Lift
eG
G
(χ˜, χ, ψ) = Lift
eG
G
(ψ).
Corollary 10.16 Fix (χ˜, χ) as above, and let ψ˜ be a genuine character of
Z(G˜). Then there is a unique character ψ of G such that τ˜(ψ˜) occurs in
Lift
eG
G(χ˜, χ, ψ). It is given by
(10.17) ψ(h) = χ(h)(ψ˜χ˜−1)(φ(h)) (h ∈ G).
Example 10.18 Let G(C) be an algebraic torus with connected real points
G and let G˜ be a two-fold cover. Then G˜ = Z(G˜) is also abelian. We may
as well take G = G. Let χ˜ be any genuine character of G˜, and let χ = χ˜2.
Suppose ψ ∈ X(G). Using Proposition 10.11 Lift eGG(ψ) 6= 0 if and only if
(10.4) gives a well-defined genuine character ψ˜ of G˜. It is easy to see that in
this case ψ˜ is the unique genuine character with ψ = ψ˜2.
Therefore, with this choice of (χ˜, χ), Lift
eG
G(ψ) 6= 0 if and only if ψ has a
genuine square root ψ˜ on G˜, in which case Lift
eG
G(ψ) = ψ˜.
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11 Example: Minimal Principal Series of Split
Groups
Now assume (G˜, G,G) is an admissible triple where G is split. Let Hs be a
split Cartan subgroup of G, let Φ denote the roots of Hs, and letW = W (Φ).
Fix a set of positive roots Φ+ and choose (χ˜s, χs) ∈ S(G,Hs,Φ+) (cf. 6.4).
Let ρ = ρ(Φ+) and define ∆
eG
G
as in Definition 7.1 accordingly.
Corresponding to each character ψ of Hs is a principal series representa-
tion π(ψ) of G. Its character Θπ(ψ) is supported on the conjugates of Hs and
satisfies
(11.1) Θπ(ψ)(h) = |DG(h)|−
1
2
∑
w∈W
ψ(wh) (h ∈ H ′s).
We wish to compute Lift
eG
G
(π(ψ)). Using (9.13) it is clear that Lift
eG
G
(Θπ(ψ))(g˜) =
0 unless g˜ is conjugate to an element of H˜s.
Suppose g˜ ∈ H˜ ′s. Then by (9.13)
(11.2) Lift
eG
G(Θπ(ψ))(g˜) = c
−1
∑
h∈X(Hs,eg)
∆
eG
G
(h, g˜)||DG(h)|−
1
2
∑
w∈W
ψ(wh).
Suppose h ∈ X(Hs, g˜). From the definitions we have
(11.3) ∆
eG
G
(h, g˜)|DG(h)|−
1
2 = |D eG(g˜)|−
1
2 |eρ(h)|χ˜s(g˜)χ−1s (h).
If w ∈ W then wh ∈ X(Hs, wg˜) and by Lemma 7.13 we have
(11.4) ∆
eG
G
(h, g˜)|DG(h)|−
1
2 = ∆
eG
G
(wh,wg˜)|DG(wh)|−
1
2 .
Therefore Lift
eG
G(Θπ(ψ))(g˜) =
(11.5) c−1
∑
w∈W
|D eG(wg˜)|−
1
2 χ˜s(wg˜)
∑
h∈X(Hs,eg)
|eρ(wh)|χ−1s (wh)ψ(wh).
Since χ˜s ∈ Xg(Z(H˜s)) and χs|e−ρ| ∈ X(Hs), we can use the pair (χ˜s, χs|e−ρ|)
to define Lift
eHs
Hs
as in §10. By Proposition 10.11 and a short calculation, we
can write
(11.6) Lift
eG
G(Θπ(ψ)(g˜) = |D eG(g˜)|−
1
2
∑
w∈W
Lift
eHs
Hs
(ψ))(wg˜).
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By Proposition 10.11 the lift is non-zero if and only if
(11.7) ψ(h) = |e−ρ(h)|χs(h) (h ∈ Hs, φ(h) = 1).
If h = mα then by (6.2)(b) the right hand side is trivial (ζcx = 1 since there
are no complex roots). Therefore Lift
eG
G
= 0 independent of the choice of
transfer factors unless ψ(mα) = 1 for all α ∈ Φ.
Assume (11.7) holds. We apply Proposition 10.11 to the summands of
(11.6). Let S˜ = p−1(φ(Hs)) ⊂ Z(H˜s) and let n = |Z(H˜s)/S˜| 12 . Define a
character of S˜:
(11.8) ψ˜0(g˜) = χ˜s(g˜)ψ(h)χs(h)
−1|eρ(h)|
where φ(h) = p(g˜). Write
(11.9) {ψ˜ ∈ Xg(Z(H˜s)) | ψ˜|eS = ψ˜0} = {ψ˜1, . . . , ψ˜n}.
By Proposition 10.11
(11.10) Lift
eHs
Hs
(ψ) =
n∑
i=1
π(τ˜ (ψ˜i))
and plugging this into (11.6) gives
(11.11) Lift
eG
G(Θπ(ψ))(g˜) = |D eG(g˜)|−
1
2
n∑
i=1
∑
w∈W
Θ
eτ( eψi)
(wg˜).
It is straightforward to identify the right hand side of (11.11) with a sum of
principal series characters.
Suppose τ˜ is an irreducible genuine representation of H˜s. Associated to
τ˜ is a genuine principal series representation π(τ˜) of G˜; see Section 16 for
details. Then Θπ(eτ ) is supported on the conjugates of Z(H˜s), and for g˜ ∈ H˜ ′s
we have
(11.12) Θπ(eτ)(g˜) = |D eG(g˜)|−
1
2
∑
w∈W
Tr(τ˜ (wg˜)).
Write τ˜ = τ˜ (ψ˜) for ψ˜ a genuine character of Z(H˜s) as in Lemma 10.8, and
let π(ψ˜) = π(τ˜ (ψ˜)). Comparing (11.11) and (11.12) we obtain the following
result. Let µ = µ(χ˜s, χs) = dχs − 2dχ˜s − ρ ∈ z(C)∗ (Definition 6.35).
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Proposition 11.13 Fix (χ˜s, χs) ∈ S(Hs) for (G˜, G,G), and use this to de-
fine Lift
eG
G. Define Lift
eHs
Hs
using (χ˜s, χs|e−ρ|) ∈ S(Hs) for (H˜s, Hs, Hs). Sup-
pose ψ ∈ X(Hs). Then Lift eGG(π(ψ)) = 0 unless (11.7) holds, so assume this
is the case. Define µ, S˜, n = |Z(H˜s)/S˜| and {ψ˜1, . . . , ψ˜n} as above. Then
(11.14) Lift
eG
G(π(ψ)) =
n∑
i=1
π(ψ˜i).
Each term in the sum has infinitesimal character 1
2
(dψ − µ).
Conversely, for ψ˜ ∈ Xg(Z(H˜s)) define
(11.15) ψ(h) = |e−ρ(h)|χs(h)(ψ˜χ˜−1s )(φ(h)) (h ∈ H).
Then Θπ( eψ) occurs in Lift
eG
G
(π(ψ)).
Remark 11.16 Note that H˜0s ⊂ S˜ ⊂ Z(H˜s) = Z(G˜)H˜0s . This implies
dψ˜i =
1
2
(dψ−µ) (independent of i) and that the restrictions of the ψ˜i to Z(G˜)
are distinct. Therefore the principal series representations π(ψ˜i) occuring in
(11.14) have distinct central characters, and are a fortiori not isomorphic.
Example 11.17 Suppose G(C) is simple and simply connected. In this
case lifting is canonical (cf. Section 5) and µ = 0. Also Z(G˜) = Z˜(G) and
|Z(H˜s)/H˜0s | = |Z(G)|. In fact |Z(G)| = 4 (in type D2n), 2 (in type A2n+1,
D2n+1 or E7) or 1 otherwise. See [1, Table I].
Suppose G = G. Then S˜ = H˜0s and n = |Z(G)|. By (11.7) Lift eGG(π(ψ)) 6=
0 if and only if π(ψ) is spherical. Thus the lift of the spherical principal series
representation with infinitesimal character λ is the sum of the n genuine
principal series representations of G˜ with infinitesimal character λ/2.
On the other hand suppose C = Z(G); this is allowed by Lemma 3.15.
Then S˜ = Z(H˜), and the lift consists of a single principal series.
Example 11.18 We specialize the preceding example. Suppose G = G =
SL(2,R). Write Hs ≃ R× and suppose ψν(x) = |x|ν . Then H˜s ≃ R× ∪ iR×.
Suppose ψ˜±ν (x) = |x|ν and ψ˜±ν (i) = ±i. Then
(11.19) Lift
eG
G(π(ψν)) = π(ψ˜
+
ν/2) + π(ψ˜
−
ν/2).
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Note that Z(G˜) = {±1,±i} and ψ±ν have different central characters. Also
note that the character of π(ψ˜+ν ) + π(ψ˜
−
ν ) vanishes on iR
×. In this case
φ(Hs) = H
0
s .
Now take G = PSL(2,R) ≃ SO(2, 1). Then (see Example 1.11) φ :
Hs → Hs is an isomorphism. By (11.7) the lift of any principal series of G
is non-zero. With the obvious notation we have
(11.20) Lift
eG
G(π(ψ
±
ν )) = π(ψ˜
±
ν/2).
12 Example: Discrete Series on the Compact
Cartan
Suppose G = G is connected, semisimple, acceptable, and equal rank. We
assume also that G˜ is connected. Let H be a compact Cartan subgroup of G.
We compute the character formula for the lift of discrete series representation
restricted to H˜ .
The group H is connected. Suppose λ ∈ h(C)∗ satisfies 〈λ, α∨〉 ∈ Z6=0 for
all roots α. Associated to λ is a stable sum of discrete series, πst(λ) of G,
whose character Θπst(λ) satisfies
(12.1) Θπst(λ)(h) = (−1)q∆(Φ+, h)−1
∑
w∈W
ǫ(w)ewλ(h) (h ∈ H ′).
Here Φ+ = Φ+(λ) = {α | 〈λ, α∨〉 > 0} and q = 1
2
dim(G/K).
Suppose (h, g˜) ∈ X(H, H˜). By Definition 5.17 (see (5.20)) the transfer
factors are canonical, and given by
(12.2) ∆(h, g˜) =
∆(h,Φ+)
∆(g˜,Φ+)
τ(h, g˜).
By (12.1) and (9.13) we have:
(12.3)
Lift
eG
G(Θπst(λ))(g˜) = c
−1(−1)q∆(g˜,Φ+)−1
∑
W
ǫ(w)
∑
h∈X(H,eg)
ewλ(h)τ(h, g˜).
Define Lift
eH
H using lifting data (χ˜, χ˜
2) as in Example 10.18. Then the
inner sum is equal to c(H)Lift
eH
H(e
wλ)(g˜). By Definition 8.1 C(H) = c(H)/c,
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so
(12.4) Lift
eG
G(Θπst(λ))(g˜) = C(H)(−1)q∆(g˜,Φ+)−1
∑
W
ǫ(w)Lift
eH
H(e
wλ)(g˜).
By Example 10.18 Lift
eH
H(e
wλ) 6= 0 if and only if ewλ/2 is a genuine charac-
ter of H˜ . LetW# be the set of w ∈ W for which this holds. Assume W# 6= ∅.
By replacing λ with wλ we may assume 1 ∈ W#. Then
(12.5) W# = {w ∈ W |wλ
2
− λ
2
∈ X∗(H)}
where X∗(H) is the character lattice of H . From Lemma 3.2 it is clear that
(12.6) W (G,H) = {w ∈ W |wλ
2
− λ
2
∈ R} ⊂ W#.
where R is the root lattice. A short calculation gives
(12.7) Lift
eG
G(Θπst(λ))(g˜) =
C(H)
∑
w∈W (G,H)\W#
(−1)q∆(g˜,Φ+(wλ))−1
∑
v∈W (G,H)
ǫ(v)evwλ/2(g˜).
For each w ∈ W# the summand is the formula for the character of
π(wλ/2), the genuine discrete series representation of G˜ with Harish-Chandra
parameter wλ/2. Therefore
(12.8) Lift
eG
G(Θπst(λ))(g˜) = C(H)
∑
w∈W (G,H)\W#
Θπ(wλ/2)(g˜) (g˜ ∈ H˜ ′).
Since formulas for discrete series characters are more complicated on non-
compact Cartan subgroups, we will not directly compute Lift
eG
G(Θπst(λ))(g˜) for
g˜ in an arbitrary Cartan subgroup. In Section 14 we will use results of Hirai
and Harish-Chandra to show that the lift of a stable, supertempered eigendis-
tribution on G is a supertempered eigendistribution on G˜. Thus both sides
of (12.8) are supertempered eigendistributions. Now a theorem of Harish-
Chandra that says if two supertempered eigendistributions on G˜ agree on
the compact Cartan subgroup, they are equal. This allows us to conclude
that (12.8) is valid for all g˜ ∈ G˜′. See Section 18.
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Remark 12.9 If w ∈ W (G,H)\W# then w λ2 − λ2 ∈ X∗(H)/R ≃ ̂Z(G(C)).
Since G is of equal rank Z(G(C)) = Z(G). Therefore π(wλ/2) and π(λ/2)
have distinct central characters, and the terms in (12.8) are a fortiori not
isomorphic. Compare Remark 11.16.
Example 12.10 Let G = Spin(2p, 2q), and write λ = (a1, . . . , ap; b1, . . . , bq)
in the usual coordinates. Then the lift is non-zero if and only if all ai are even,
and all bi are odd, or vice-versa. If p 6= q then the sum is a singleton, and
Lift
eG
G(π(λ)) = C(H)π(λ/2). If p = q then the sum consists of two elements,
λ/2 and λ′/2 = 1
2
(b1, . . . , bp; a1, . . . , ap).
Example 12.11 Suppose G is compact, so G˜ ≃ G×Z/2Z (which is admis-
sible, but not connected). Then π(λ) is the finite dimensional representation
with infinitesimal character λ. The calculation of Lift
eG
G(π(λ)) is the same
as above, except that Lift
eH
H(e
wλ) 6= 0 if and only if ewλ/2 is a character of
H , in which the genuine square root of ewλ is ewλ/2 ⊗ sgn. In this case
W = W (G,H) = W# so the sum on the right hand side of (12.8) has one
element. Thus
(12.12) Lift
eG
G(π(λ)) = π(λ/2)⊗ sgn
if λ/2 ∈ X∗(H), or is 0 otherwise.
Also see Example 18.26.
13 Invariant Eigendistributions
In this section we review results of Hirai and Harish-Chandra on invariant
eigendistributions. In the next section we apply these results to study lifting
from G to G˜.
Througout this section we assume G is a group in Harish-Chandra’s class
(see the Appendix). This holds for the groups (G˜, G,G) in an admissible
triple (see the beginning of Section (14)). Let H be a Cartan subgroup of
G. Recall H ′ is the set of regular elements of H and suppose F : H ′ → C is
differentiable. Corresponding to X ∈ h is the differential operator
(13.1) DXF (h) =
d
dt
∣∣∣∣
t=0
F (hexp(tX)) (h ∈ H ′).
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Fix a set of positive roots Φ+, with corresponding ρ = ρ(Φ+). Then we also
define
(13.2) DρXF (h) =
d
dt
∣∣∣∣
t=0
e<ρ,tX>F (hexp(tX)) (h ∈ H ′).
The map DX → DρX =< ρ,X > +DX can be extended to an automorphism
D → Dρ of S(h(C)).
Let ν be a character of the center Z of the universal enveloping algebra
of g(C). Using the Harish-Chandra homomorphism we identify ν with a
character of I(h(C)) = S(h(C))W .
We say F : H ′ → C satisfies condition (C1, Φ+, ν ) if F is real analytic
on H ′ and
(C1,Φ+, ν) DρF (h) = ν(D)F (h) (h ∈ H ′, D ∈ I(h(C))).
Let H ′(R) = {h ∈ H | eα(h) 6= 1, α ∈ Φr}. We say F satisfies condition (C2)
if
(C2) F extends to a real analytic function on H ′(R).
Let G′ be the set of regular semisimple elements of G, and suppose Θ is
a class function on G′. With ∆1(Φ+, h) defined as in (5.1) let
(13.3) Ψ(H,Φ+, h) = ∆1(Φ+, h)Θ(h) (h ∈ H ′).
Assume Ψ(H,Φ+) satisfies (C1, Φ+, ν ) and (C2).
Let α be a simple root of Φ+r . Let J be the corresponding Cayley trans-
form of H as in Section 4. Choose c ∈ Aut(g(C)) satisfing (4.14)(a) and
(b), and let β = c∗(α) be the imaginary root of J corresponding to α. Let
Φ+J = c
∗Φ+ and ρJ = ρ(Φ
+
J ). Let H(α) be the set of h ∈ H such that
eα(h) = 1, but eγ(h) 6= 1 for all γ 6= ±α.
Fix h ∈ H(α). Then hexp(tα∨) ∈ H ′ for 0 6= t sufficiently small, and
there are well-defined one-sided limits
(13.4) Dρ,±α∨ Ψ(H,Φ
+, h) = lim
t→0±
Dρα∨Ψ(H,Φ
+, hexp(tα∨)).
Note that iβ∨ ∈ j and h ∈ J ′(R). Thus DρJβ∨ = −iDρJiβ∨ is defined as in (13.2),
and DρJβ∨Ψ(J,Φ
+
J , h) is defined. We say Ψ(H,Φ
+) satisfies condition (C3) if
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(C3) [Dρ,+α∨ −Dρ,−α∨ ]Ψ(H,Φ+, h) = 2DρJβ∨Ψ(J,Φ+J , h) (h ∈ H(α)).
The following theorem was proved by Hirai [15], [17] assuming two extra
conditions (see the Appendix) which may fail to hold in our situation. In
the Appendix we extend Hirai’s theorem to a class of reductive groups that
includes Harish-Chandra’s class.
Theorem 13.5 (cf. Theorem 20.23) Let Θ be a class function on G′ and
let ν be a character of Z. Then Θ is an invariant eigendistribution with
infinitesimal character ν if and only for every Cartan subgroup H of G and
every real root α of H, there is a choice of positive roots Φ+ such that α is
simple for Φ+r and the function Ψ(H,Φ
+) satisfies conditions (C1, Φ+, ν),
(C2) , and (C3).
Moreover, suppose Θ is an invariant eigendistribution. Then Ψ(H,Φ+)
satisfies (C1, Φ+, ν) and (C2) for every choice of Φ+, and satisfies (C3) for
every choice of Φ+ such that α is simple for Φ+r .
We now review some results of Harish-Chandra. Write G = Kexp(p)
where K is a maximal compact subgroup and g = k ⊕ p is the Cartan de-
composition. Let ‖ · ‖G be a Euclidean norm on p and define
(13.6) τG(kexpX) = ‖X‖, k ∈ K,X ∈ p.
Let Θ be an invariant eigendistribution on G. Then by §12 of [11], Θ is
tempered if and only if for each Cartan subgroup H of G there are numbers
C, r ≥ 0, so that
(13.7) |D(h)| 12 |Θ(h)| ≤ C(1 + τG(h))r, h ∈ H ′,
(see 5.1 for the definition of |D(h)| 12 ).
Let z be the center of g. As in [11] we can decompose G = 0GZp where
0G has Lie algebra [g, g] ⊕ (z ∩ k) and Zp = exp(z ∩ p). Let Θ be an in-
variant eigendistribution on G. We say Θ is relatively tempered (relatively
supertempered) on G if its restriction to 0G is tempered (supertempered) on
0G. By §4 of [12], Θ is supertempered on 0G if and only if for every Cartan
subgroup 0H of 0G and every r ≥ 0,
(13.8) sup
g∈0H′
|D(h)| 12 |Θ(h)|(1 + τG(h))r <∞.
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We will also use the following result from §4 of [12].
Theorem 13.9 [12] Assume that G has a relatively compact Cartan sub-
group B and let Θ be a relatively supertempered invariant eigendistribution
such that Θ(b) = 0, b ∈ B′. Then Θ = 0.
14 Lifting of Invariant Eigendistributions
We now return to the context of lifting. Suppose (G˜, G,G) is an admissible
triple. We note that each of the groups G˜, G, and G are in Harish-Chandra’s
class (see the Appendix). For G and G this is immediate. For G˜ note
that Cent eG(G˜
0) = Z˜(G) by (4.3). Therefore Ad(G˜) ≃ Ad(G), so G˜ also
satisfies Condition A of the Appendix, and the remaining conditions are
easy. Therefore the results of Section 13 apply.
Fix a maximally split Cartan subgroup Hs of G and lifting data (χ˜s, χs) ∈
S(Hs) as in Definition 7.1. Recall µ ∈ z(C)∗ is given by (6.36)(c). Let Θ be a
stable invariant eigendistribution on G. Define Θ˜ = Lift
eG
GΘ as in Definition
9.10; Θ˜ is a genuine class function on G˜′.
Theorem 14.1 Let Θ be a stable invariant eigendistribution on G with in-
finitesimal character ν. Then Lift
eG
GΘ is an invariant eigendistribution on G˜
with infinitesimal character (ν − µ)/2.
We apply Theorem 13.5. We need to show that conditions (C1-3) hold.
Let H be a Cartan subgroup of G, and let Φ+ be a choice of positive
roots. Define
(14.2)(a) Ψ(H,Φ+, h) = ∆1(Φ+, h)Θ(h) (h ∈ H ′),
(14.2)(b) Ψ(H˜,Φ+, g˜) = ∆1(Φ+, g˜)Θ˜(g˜) (g˜ ∈ H˜ ′).
The second part of Theorem 13.5 says:
Lemma 14.3 Ψ(H,Φ+) satisfies conditions (C1, Φ+, ν) and (C2) for every
choice of Φ+. Let α ∈ Φ+r . Then Ψ(H,Φ+) satisfies condition (C3) for any
choice of Φ+ such that α is a simple root for Φ+r .
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We now verify conditions (C1)-(C3) for Ψ(H˜,Φ+). We begin with (C1).
Note that µ defines a character of I(h(C)) = S(h(C))W and also by the
Harish-Chandra homomorphism a character of Z. Assume Φ+ is a special set
of positive roots.
Proposition 14.4 For all D ∈ I(h(C)) and g˜ ∈ H˜ ′,
DρΨ(H˜,Φ+, g˜) = ((ν − µ)/2)(D)Ψ(H˜,Φ+, g˜).
In other words Ψ(H˜,Φ+) satisfies condition (C1,Φ+,(ν − µ)/2).
Since H˜,H and Φ+ are fixed we write Ψ˜(g˜) = Ψ(H˜,Φ+, g˜) and Ψ(h) =
Ψ(H,Φ+, h). Let Γ = Γ(H,Φ+) (Definition 6.35). Thus for (h, g˜) ∈ X(H, H˜),
Γ(h, g˜) = χ˜(g˜)χ−1(h) where (χ˜, χ) ∈ S(H,Φ+, χ˜s, χs).
Lemma 14.5 For all g˜ ∈ H˜,X ∈ h such that g˜e˜xpX ∈ H˜ ′,
Ψ˜(g˜e˜xpX) = c−1
∑
h∈X(H,eg)
Γ(h, g˜)e−<ρ+µ,X/2>Ψ(hexp(X/2)).
Proof. Let g˜ ∈ H˜ ′. Recall the definition of X(H, g˜) (5.3)(c). From the
definitions it is clear that
Ψ˜(g˜) = c−1
∑
h∈X(H,eg)
Γ(h, g˜)Ψ(h).
Fix g˜ ∈ H˜,X ∈ h such that g˜e˜xpX ∈ H˜ ′. Then φ(exp(X/2)) = e˜xpX so
X(H, g˜e˜xpX) = {hexp(X/2) : h ∈ X(H, g˜)}.
Thus
Ψ˜(g˜e˜xpX) =
∑
h∈X(H,eg)
Γ(h, g˜)Γ(exp(X/2), e˜xpX)Ψ(hexp(X/2).
But
Γ(exp(X/2), e˜xpX) = e<2deχ−dχ,X/2> = e−<ρ+µ,X/2>
by (6.36)(c). 
Proof of Proposition 14.4.
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It follows from Lemmas 14.3 and 14.5 that Ψ˜ is real analytic on H˜ ′.
Suppose X ∈ h and t ∈ R. Using Lemma 14.5 we have
e<ρ,tX>Ψ˜(g˜e˜xptX) = c−1
∑
h∈X(H,eg)
Γ(h, g˜)e<ρ−µ,tX/2>Ψ(hexp(tX/2)).
Thus
DρXΨ˜(g˜) = c
−1
∑
h∈X(H,eg)
Γ(h, g˜)(DρX/2− < µ,X/2 >)Ψ(h).
First assume X ∈ z. Then DX/2 ∈ I(h(C)), so DρX/2Ψ(h) = ν(X/2)Ψ(h)
by Lemma 14.3. Thus
DρXΨ˜(g˜) = c
−1
∑
h∈X(H,eg)
Γ(h, g˜) < ν−µ,X/2 > Ψ(h) = ((ν −µ)/2)(DX)Ψ˜(g˜).
By induction we see that
(14.6) DρΨ˜(g˜) = ((ν − µ)/2)(D)Ψ˜(g˜) for all D ∈ S(z(C)).
Now suppose X ∈ hd. Then < µ,X >= 0, so
(14.7) DρXΨ˜(g˜) =
1
2c
∑
h∈X(H,eg)
Γ(h, g˜)DρXΨ(h).
Now suppose Y ∈ hd, replace g˜ with g˜e˜xp(tY ), and multiply both sides
by e〈ρ,tY 〉. The right hand side is
(14.8) e〈ρ,tY 〉
1
2c
∑
h∈X(H,eg)
Γ(hexp(tY/2), g˜e˜xp(tY ))DρXΨ(hexp(tY/2)).
As in the proof of Lemma 14.5 we can write
Γ(hexp(tY/2), g˜e˜xp(tY )) = Γ(h, g˜)e〈−ρ,tY/2〉
and we see
(14.9)
e〈ρ,tY 〉DρXΨ˜(g˜e˜xp(tY )) =
1
2c
∑
h∈X(H,eg)
Γ(h, g˜)e〈ρ,tY/2〉DρXΨ(hexp(tY/2)).
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Taking the derivative and evaluating at t = 0 we see
(14.10) DρYD
ρ
XΨ˜(g˜) =
1
4c
∑
h∈X(H,eg)
Γ(h, g˜)DρYD
ρ
XΨ(h).
By induction we conclude that for D ∈ I(hd(C)), homogeneous of degree k,
we have
(14.11)
DρΨ˜(g˜) =
1
2kc
∑
h∈X(H,eg)
Γ(h, g˜)DρΨ(h)
=
1
2kc
ν(D)
∑
h∈X(H,eg)
Γ(h, g˜)Ψ(h)
= (ν/2)(D)Ψ˜(g˜)
= ((ν − µ)/2)(D)Ψ˜(g˜).
The last equality comes from the fact that µ(D) = 0.
We have I(h(C)) = I(hd(C))S(z(C)), and the result follows from (14.11)
and (14.6). 
We now consider condition (C2). We continue to write Ψ˜(g˜) = Ψ(H˜,Φ+, g˜)
and Ψ(h) = Ψ(H,Φ+, h). Recall
(14.12) H˜ ′(R) = {g˜ ∈ H˜ | eα(g˜) 6= 1, α ∈ Φr}.
Proposition 14.13 Ψ˜ extends to a real analytic function on H˜ ′(R), i.e. Ψ˜
satisfies condition (C2).
Proof. Since the restriction of Θ˜ to H˜ is supported on Z(G˜)H˜0, Ψ˜ is also
supported on Z(G˜)H˜0. Fix t˜ ∈ Z(G˜)T˜ 0. If Φ+r is a set of positive roots of
Φr let
(14.14) C(Φ+r ) = {X ∈ a |α(X) > 0 for all α ∈ Φ+r }.
Then the connected components of t˜H˜0∩H˜ ′(R) are of the form t˜T˜ 0e˜xp(C(Φ+r )).
Fix h ∈ X(H, t˜). Note that for all α ∈ Φr, e2α(h) = eα(t˜) = 1, so
that eα(h) = ±1. Let Φr(h) = {α ∈ Φr | eα(h) = 1}. Then the connected
components of hH
0∩H ′(R) have the form hT 0exp(C(Φ+r (h))) with C(Φ+r (h))
defined as in (14.14).
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Given Φ+r , let Φ
+
r (h) = Φ
+
r ∩ Φr(h). If X ∈ t + C(Φ+r ) then X/2 ∈ t +
C(Φ+r (h)). Thus X → e<−ρ−µ,X/2>Ψ(hexp(X/2)) extends to a real analytic
function on t + C(Φ+r ). Therefore
(14.15) X →
∑
h∈X(H,et)
Γ(h, t˜)e<−ρ−µ,X/2>Ψ(hexp(X/2))
extends to a real analytic function on t + C(Φ+r ).
By Lemma 14.5, for all X ∈ h such that t˜expX ∈ H˜ ′,
(14.16) Ψ˜(t˜expX) = c−1
∑
h∈X(H,et)
Γ(h, t˜)e<−ρ−µ,X/2>Ψ(hexp(X/2)).
By (14.15) there is an open neighborhood U of t˜ in t˜T˜ 0 such that Ψ˜ extends
to be real analytic on U e˜xp(C(Φ+r )). 
We now turn to condition (C3). Fix α ∈ Φr and let J be the Cayley
transform of H as in Section 4. Choose c ∈ Aut(g(C)) satisfying (4.14)(a)
and (b), and let β = c∗(α).
Lemma 14.17 Assume that Φ+ is a special set of positive roots, α ∈ Φ+,
and that Φ+J = c
∗Φ+ is also special. Then α is a simple root for Φ+r .
Proof. A basic property of Cayley transforms is that for any root γ of H ,
σ(c∗γ) = c∗(sασγ). Suppose γ ∈ Φ+r , γ 6= α. Then
(14.18) σ(c∗γ) = c∗(sαγ).
If 〈γ, α∨〉 = 0 then sα(γ) = γ ∈ Φ+r . If 〈γ, α∨〉 6= 0 then c∗γ ∈ Φ+J , and by
(14.18) c∗γ is complex. Since Φ+J is special σ(c
∗γ) ∈ Φ+J , and so by (14.18)
again sαγ ∈ Φ+r . Therefore sαγ ∈ Φ+r for all α 6= γ ∈ Φ+r , so α is simple for
Φ+r . 
Proposition 14.19 Suppose Φ+ is a special set of positive roots for H, such
that Φ+J is a special set of positive roots for J . Let g˜ ∈ H˜(α). Then
[Dρ,+α∨ −Dρ,−α∨ ]Ψ(H˜,Φ+, g˜) = 2DρJβ∨Ψ(J˜ ,Φ+J , g˜).
That is Ψ(H˜,Φ+) satisfies condition (C3).
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Proof. Define Γ(H,Φ+) and Γ(J,Φ+J ) as in Definition 6.35.
By (14.7) we have
[Dρ,+α∨ −Dρ,−α∨ ]Ψ(H˜,Φ+, g˜) =
1
2c
∑
h∈X(H,eg)
Γ(H,Φ+, h, g˜)[Dρ,+α∨ −Dρ,−α∨ ]Ψ(H,Φ+, h).
If h ∈ X(H, g˜) then for all γ ∈ Φ by (3.10) we have e2γ(h) = eγ(g˜). Thus
eα(h) = ±1 and eγ(h) 6= ±1 for all γ 6= ±α. Thus X(H, g˜) = X(H, g˜, α)+ ∪
X(H, g˜, α)− where
(14.20) X(H, g˜, α)± = {h ∈ X(H, g˜) : eα(h) = ±1}.
Suppose that h ∈ X(H, g˜, α)−. Then h is regular so that
(14.21) Dρ,+α∨ Ψ(H,Φ
+, h) = Dρ,−α∨ Ψ(H,Φ
+, h) (h ∈ X(H, g˜, α)−).
On the other hand if h ∈ X(H, g˜, α)+, since Ψ(H,Φ+) satisfies (C3),
(14.22) [Dρ,+α∨ −Dρ,−α∨ ]Ψ(H,Φ+, h) = 2DρJβ∨Ψ(J,Φ+J , h)
where β = c∗α. Therefore
(14.23)(a)
[Dρ,+α∨ −Dρ,−α∨ ]Ψ(H˜,Φ+, g˜) = c−1
∑
h∈X(H,eg,α)+
Γ(H,Φ+, h, g˜)DρJβ∨Ψ(J,Φ
+
J , h).
On the other hand, by (14.7) applied to J˜
(14.23)(b) 2DρJβ∨Ψ(J˜ ,Φ
+
J , g˜) = c
−1
∑
b∈X(J,eg)
Γ(J,Φ+J , b, g˜)D
ρJ
β∨Ψ(J,Φ
+
J , b).
Write X(J, g˜) = X(J, g˜, β)+ ∪X(J, g˜, β)− as above, so we have
(14.23)(c)
2DρJβ∨Ψ(J˜ ,Φ
+
J , g˜) = c
−1
∑
b∈X(J,eg,β)+
Γ(J,Φ+J , b, g˜)D
ρJ
β∨Ψ(J,Φ
+
J , b)
+ c−1
∑
b∈X(J,eg,β)−
Γ(J,Φ+J , b, g˜)D
ρJ
β∨Ψ(J,Φ
+
J , b)
Suppose h ∈ X(J, g˜, β)+. Then h ∈ H, so h ∈ X(H, g˜, α)+, and
X(J, g˜, β)+ = X(H, g˜, α)+. Also by Lemma 6.37 Γ(H,Φ
+, h, g˜) = Γ(J,Φ+J , h, g˜).
Therefore
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(14.23)(d)
2DρJβ∨Ψ(J˜ ,Φ
+
J , g˜) = c
−1
∑
b∈X(H,eg,α)+
Γ(H,Φ+, b, g˜)DρJβ∨Ψ(J,Φ
+
J , b)
+ c−1
∑
b∈X(J,eg,β)−
Γ(J,Φ+J , b, g˜)D
ρJ
β∨Ψ(J,Φ
+
J , b)
It is enough to show the second sum on the right hand side is 0, for then the
result follows from (14.23)(a) and (14.23)(d). We restate this as:
Lemma 14.24 Suppose α is an imaginary noncompact root and g˜ ∈ H˜(α).
Then
(14.25)
∑
h∈X(H,eg,α)−
Γ(h, g˜)Dρα∨Ψ(H,Φ
+, h) = 0.
Proof. Since H and Φ+ are fixed let Ψ(h) = Ψ(H,Φ+, h). Let w be the
reflection in α and suppose h ∈ H ′. Since α is imaginary ǫR(Φ+, wh) =
ǫR(Φ
+, h), and since Θ is stable Θ(wh) = Θ(h). Furthermore since ǫ(w) =
−1,
∆0(Φ+, wh) = −eρ−wρ(h)∆0(Φ+, h).
Thus
Ψ(wh) = −eρ−wρ(h)Ψ(h).
Now assume h ∈ X(g˜, α)−, so eα(h) = −1. Then
(14.26) wh = hexp(πiα∨).
Therefore φ(wh) = p(g˜) and eα(wh) = −1, so wh ∈ X(g˜, α)−. Also, for all
t ∈ R,
(14.27) e<ρ,itα
∨>Ψ((wh)exp(itα∨)) = −eρ−wρ(h)e<ρ,−itα∨>Ψ(hexp(−itα∨)).
It follows from this and the definitions that
(14.28) Dρα∨Ψ(wh) = e
ρ−wρ(h)Dρα∨Ψ(h).
From (14.26) we have eρ−wρ(h) = (−1)〈ρ,α∨〉 and
(14.29) Γ(wh, g˜) =
χ˜(g˜)
χ(wh)
=
χ˜(g˜)
χ(h)χ(exp(πiα∨))
= Γ(h, g˜)(−1)〈dχ,α∨〉,
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where (χ˜, χ) ∈ S(H,Φ+, χ˜s, χs). Thus
(14.30) Γ(wh, g˜)Dρα∨Ψ(H,wh) = (−1)<dχ+ρ,α
∨>Γ(h, g˜)Dρα∨Ψ(H, h).
By (6.2)
〈dχ+ ρ, α∨〉 = 〈2dχ˜+ 2ρ, α∨〉 ≡ 〈2dχ˜, α∨〉 (mod 2).
By [3, Section 7] 〈2dχ˜, α∨〉 = 1 (mod 2). Therefore
(14.31) Γ(wh, g˜)Dρα∨Ψ(H,wh) = −Γ(h, g˜)Dρα∨Ψ(H, h).
Therefore if wh 6= h then the two terms cancel, and if wh = h, Dρα∨Ψ(h) = 0.

This completes the proof of Proposition 14.19. 
Theorem 14.1 follows from Theorem 13.5, Propositions 14.4, 14.13 and
14.19.
Remark 14.32 The only place that stability is used in the proof of Theorem
14.1 is in the proof of Lemma 14.24.
It is easy to see that lifting preserves the property of being relatively
tempered and supertempered, and (provided µ ∈ iz∗) tempered.
Proposition 14.33 Let Θ be a stable invariant eigendistribution on G.
1. If Θ is relatively tempered then Lift
eG
GΘ is relatively tempered.
2. If Θ is relatively supertempered then Lift
eG
G
Θ is relatively supertempered.
3. Assume µ ∈ iz∗. If Θ is tempered then Lift eG
G
Θ is tempered.
Proof. Since G and G˜ have the same Lie algebra, we can use the same
Euclidean norm ‖ · ‖ on p to define both τH and τ eG.
Assume Θ is tempered and µ ∈ iz∗. Let h be a Cartan subalgebra of g.
Fix g˜ ∈ H˜ ′ and write g˜ = t˜expX where t˜ ∈ T˜ ′, X ∈ a. Then τ eG(g˜) = ‖X‖.
Further, for any h ∈ H such that φ(h) = p(g˜), we have h = texpX/2 where
t ∈ T with φ(t) = p(t˜). Thus τH(h) = ‖X/2‖ = τ eG(g˜)/2.
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Now, using (7.8)(d) and (13.7) applied to G, there are C, r ≥ 0 such that
|D(g˜)| 12 |Θ˜(g˜)| ≤ c−1
∑
h∈X(Heg)
|D(g˜)| 12 |∆ eG
G
(h, g˜)||Θ(h)|
= c−1
∑
h∈X(Heg)
|D(h)| 12 |Θ(h)| ≤ c−1[H1]C(1 + τ eG(g˜)/2)r,
where H1 = {h ∈ H : φ(h) = 1}. Thus there is a constant C ′ such that
|D(g˜)| 12 |Θ˜(g˜)| ≤ C ′(1 + τ eG(g˜))r
for all g˜ ∈ H˜ ′. Now Θ˜ is tempered using (13.7) applied to G˜. This proves
(3).
Part (1) is similar, using the fact that by (7.8)(c) |D(g˜)| 12 |∆ eG
G
(h, g˜)| =
|D(h)| 12 for any choice of (χ˜s, χs) provided g˜ ∈ 0G˜. Part (2) is also similar,
using (13.8) in place of (13.7). 
15 Cuspidal Levi Subgroups
Let (G˜, G,G) be an admissible triple, and fix a cuspidal Levi subgroup M of
G. Let M˜ = p−1(M), and M = p(M). These are cuspidal Levi subgroups of
G˜ and G respectively.
Proposition 15.1 (M˜,M,M) is an admissible triple (Definition 3.14).
Proof. It is well known that M is the set of real points of the connected
reductive complex group M(C) and that Md(C) is acceptable, and it is clear
that every simple factor of M(C) is oddly laced. Let ΦM be the set of roots
of H(C) in M(C) where H = TA is a relatively compact Cartan subgroup
of M . Since G˜ is an admissible cover of G, every noncompact root in ΦM is
metaplectic. Thus p : M˜ → M is also an admissible cover. Further, M is
the set of real points of M(C) = M(C)/C, where C ⊂ Z0(G) ⊂ Z0(M) with
c2 = 1 for all c ∈ C. This leaves only condition 3(c) of Definition 3.14.
Let Φ+ be a special set of positive roots forH in G and let Φ+M = Φ
+∩ΦM .
Let ρ = ρ(Φ+) and ρM = ρ(Φ
+
M). Then ρ−ρM is zero on t. But C∩M0d ⊂ T 0,
so that eρ(c) = eρM (c) for all c ∈ C ∩M0d . Thus if χ˜ is a genuine character
of Z(M˜), then χ˜2(c)eρM (c) = χ˜2(c)eρ(c) = 1 for all c ∈ C ∩M0d . 
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Suppose H is an arbitrary Cartan subgroup of M . Let Φ and ΦM be the
sets of roots of H(C) in G(C) and M(C), respectively. Let Φ+ be a special
set of positive roots of Φ, and let Φ+M = Φ
+ ∩ ΦM . This is a special set of
positive roots of ΦM . Suppose χ is a character of H . Define
(15.2) χM(h) = |eρM−ρ(h)|χ(h) (h ∈ H).
To be precise we are writing |eρM−ρ(h)| for |e2ρM−2ρ(h)| 12 . Note that Φi ⊂ ΦM ,
so 2ρM −2ρ is a sum of real and complex roots; since Φ+ is special this takes
real values on h. Therefore ρM − ρ exponentiates to H0, and
(15.3) |eρM−ρ(h)| = eρM−ρ(h) (h ∈ H0).
In particular let Hs be a maximally split Cartan subgroup of M . This
is also a maximally split Cartan subgroup of G. Let Φ+s be a special set of
positive roots for Hs(C) in G(C). Let ΦM,s be the roots of Hs(C) in M(C),
and let Φ+M,s = Φ
+
s ∩ ΦM,s.
Lemma 15.4 Fix (χ˜s, χs) ∈ S(Hs,Φ+s ).
(1) Let χ
M,s
= (χs)M (cf. 15.2). Then (χ˜s, χM,s) ∈ S(Hs,Φ+M,s).
(2) Let H be any Cartan subgroup ofM and suppose (χ˜, χ) ∈ S(H,Φ+, χ˜s, χs).
Then (χ˜, χM) ∈ S(H,Φ+M , χ˜s, χM,s).
(3) Let µ = µ(χ˜s, χs) and µM = µ(χ˜s, χM,s) (defined with respect to M).
Then µ = µM .
Proof. Fix h ∈ (Hs ∩Md)0. By (15.3) χM,s(h) = χs(h)eρM−ρ(h). On the
other hand since (Hs ∩ Md)0 ⊂ (Hs ∩ Gd)0, by (6.2)(a) we have χs(h) =
(χ˜2eρ)(h). Therefore
(15.5) χM,s(h) = χs(h)e
ρM−ρ(h) = (χ˜2eρ)(h)eρM−ρ(h) = (χ˜2se
ρM )(h).
Therefore (6.2)(a) holds.
Next let Γr(G,H) (resp. Γr(M,H)) be the group Γr(H) with respect
to the group G (resp. M) (cf. (2.6)). Then Γr(M,H) ⊂ Γr(G,H). Fix
h ∈ Γr(M,H). Then |eρM−ρ(h)| = 1, and by Lemma 6.45
(15.6) χM,s(h) = χs(h) = ζcx(G,H)(h) = ζcx(M,H)(h).
This verifies condition (6.2)(b), and proves (1).
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Now consider (2). Let χ0 be the character of H such that (χ˜, χ0) ∈
S(H,Φ+M , χ˜s, χM,s) (cf. Proposition 6.31 and Definition 6.35). We need to
show χ0 = χM . We may assume A ⊂ As. Recall H = Γ(H)Z(G)H0d. First
assume h ∈ Γ(H)Z(G) ⊂ Γ(Hs)Z(G). Then |eρM−ρ(h)| = |eρM,s−ρs(h)| = 1,
so χM(h) = χ(h) and χM,s(h) = χs(h). Therefore
(15.7)
χ0(h) = (χ˜/χ˜s)(φ(h))χM,s(h) (by (6.34))
= (χ˜/χ˜s)(φ(h))χs(h)
= χ(h) (by (6.34))
= χM(h).
Now suppose h = (H ∩Md)0 ⊂ H0d. Then χ(h) = (χ˜2eρ)(h), and
(15.8) χ0(h) = (χ˜
2eρM )(h) = (χe−ρeρM )(h) = χM(h).
Next let X ∈ hd ∩ zM where zM is the center of m. Write h = expX .
Then:
(15.9)
χ0(h) = (χ˜/χ˜s)(φ(h))χM,s(h)
= (χ˜/χ˜s)(φ(h))χs(h)e
ρM,s−ρs(h)
= (χ˜/χ˜s)(φ(h))(χ˜
2
se
ρs)(h)eρM,s−ρs(h)
= (χ˜/χ˜s)(exp2X)(χ˜
2
s)(expX)e
<ρs,X>e<ρM,s−ρs,X>
But (χ˜/χ˜s)(exp2X) = (χ˜/χ˜s)
2(expX). Also < ρM,s, X >=< ρM , X >= 0
since X ∈ zM . Therefore
(15.10)
χ0(h) = χ˜
2(expX)
= χ(h)e−<ρ,X> (by (6.2)(a))
= χ(h)e<ρM−ρ,X> = χM (h).
The result follows from the fact that H
0
d = exp(hd ∩ zM)(H ∩Md)0.
For the final assertion µ = dχs − 2dχ˜s− ρ and µM = dχM,s− 2dχ˜s − ρM ,
and the result follows immediately from (15.2). 
Now fix lifting data (χ˜s, χs) for G (Definition 7.1.) By Part (1) of the
Lemma (χ˜s, χM,s) is lifting data for (M˜,M,M), and we use it to define
transfer factors ∆
fM
M
and Lift
fM
M . The remainder of this section is devoted to
proving that with these choices, lifting commutes with parabolic induction.
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Suppose (h, g˜) ∈ X(H, H˜). We need to compare the transfer factors
defined for G and for M . Recall
∆
eG
G
(h, g˜) =
ǫr(h,Φ
+)∆0(Φ+, h)χ˜(g˜)
ǫr(g˜,Φ+)∆0(Φ+, g˜)χ(h)
(15.11)(a)
∆
fM
M
(h, g˜) =
ǫr(h,Φ
+
M )∆
0(Φ+M , h)χ˜(g˜)
ǫr(g˜,Φ
+
M)∆
0(Φ+M , g˜)χM(h)
.(15.11)(b)
Lemma 15.12 Suppose (h, g˜) ∈ X ′(H, H˜). Then
(15.13) ∆
eG
G
(h, g˜)
|D eG(g˜)|
1
2
|DG(h)|
1
2
= ∆
fM
M
(h, g˜)
|DfM(g˜)|
1
2
|DM(h)|
1
2
.
Proof. We first expand the left hand side, using (15.11)(a) and (5.1)(d) for
the |D| 12 terms. Let Φ+ be a special set of positive roots. The result is
(15.14)
ǫr(h,Φ
+)∆0(Φ+, h)|∆0(Φ+, g˜)||eρ(g˜)|χ˜(g˜)
ǫr(g˜,Φ+)∆0(Φ+, g˜)|∆0(Φ+, h)||eρ(h)|χ(h) .
Write Φ+r ,Φ
+
i and Φ
+
cx for the real, complex and imaginary roots in Φ
+,
respectively. Then with the obvious notation
(15.15) ∆0(h,Φ+) = ∆0(h,Φ+r )∆
0(h,Φ+cx)∆
0(h,Φ+i ).
Then
(15.16)
ǫr(h,Φ
+)∆0(Φ+r , h) = |∆0(Φ+r , h)|
∆0(Φ+cx, h) = |∆0(Φ+cx, h)|
Therefore
(15.17)
ǫr(h,Φ
+)∆0(Φ+, h)|∆0(Φ+, g˜)|
ǫr(g˜,Φ+)∆0(Φ+, g˜)|∆0(Φ+, h)| =
∆0(Φ+i , h)|∆0(Φ+i , g˜)|
∆0(Φ+i , g˜)|∆0(h˜,Φ+i )|
.
A similar argument applies to the right hand side of (15.13). Since Φi = ΦM,i
and the right hand side of (15.17) only depends on the imaginary roots, we
conclude
(15.18)
ǫr(h,Φ
+)∆0(Φ+, h)|∆0(Φ+, g˜)|
ǫr(g˜,Φ+)∆0(Φ+, g˜)|∆0(Φ+, h)| =
ǫr(h,Φ
+
M)∆
0(Φ+M , h)|∆0(Φ+M , g˜)|
ǫr(g˜,Φ
+
M)∆
0(Φ+M , g˜)|∆0(Φ+M , h)|
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It remains to show
(15.19)
|eρ(g˜)|χ˜(g˜)
|eρ(h)|χ(h) =
|eρM (g˜)|χ˜(g˜)
|eρM (h)|χM(h) .
Recall χM(h) = χ(h)|eρM−ρ(h)|. Inserting this it suffices to show
(15.20) |eρ−ρM (g˜)| = |eρ−ρM (h)|2.
which follows from the fact that |e2ρ−2ρM (h)| = |eρ−ρM (φ(h))| = |eρ−ρM (g˜)|.

We can rewrite the Lemma in terms of orbits.
Lemma 15.21 Suppose O˜fM ∈ Orb(M˜) and OstM ∈ Orbst(M) are strongly
regular and semisimple, and satisfy φ(Ost
M
) = p(O˜fM)st.
Let O˜ eG be the unique G˜-orbit containing O˜fM and let OstG be the unique
stable G-orbit containing Ost
M
. Then φ(Ost
G
) = p(O˜ eG)st, and
∆
eG
G
(Ost
G
, O eG)
|D eG(O eG)|
1
2
|DG(OstG)|
1
2
= ∆
fM
M
(Ost
M
,OfM)
|DfM(OfM )|
1
2
|DM(OstM )|
1
2
.
Lemma 15.22 Suppose O eG ∈ Orb(G˜) is strongly regular and OstM ∈ Orbst(M).
Let Ost
G
be the unique stable orbit of G containing Ost
M
. Then
(15.23) φ(Ost
G
) = p(O eG)st ⇔ φ(OstM) = p(OfM)st
for some M˜ -orbit OfM ⊂ O eG. Furthermore, if O eG is relevant, then OfM is
unique.
O eG

OfM? _oo_ _ _ _ _

p(O eG)st p(OfM )st? _oo_ _ _
Ost
G
φ
OO
Ost
M
?
_oo
φ
OO
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Proof. Choose h ∈ M , g˜ ∈ G˜ so that Ost
M
= Ost(M,h) and O eG = O(G˜, g˜).
Then Ost
G
= Ost(G, h). Let h = φ(h) and g = p(g˜). Note that p(O eG) =
O(G, g) and φ(Ost
M
) = Ost(M,h).
Except for the final statement the result does not involve G˜ or M˜ , and
says
(15.24) Ost(G, h) = Ost(G, g)⇔ Ost(M,h) = Ost(M, y)
for some y ∈ O(G, g) ∩M . The implication ⇐ is obvious: y ∈ O(G, g) and
y ∈ Ost(M,h) implies Ost(G, g) = Ost(G, y) = Ost(G, h).
Suppose Ost(G, h) = Ost(G, g). By [24, Section 2]
(15.25) Ost(G, h)/G ≃ Ost(M,h)/M.
More precisely if Ost(M,h) = ∪iO(M,hi) with hi ∈ M , then Ost(G, h) =
∪iO(G, hi). Therefore O(G, g) = O(G, hi) for some hi ∈ M . Take y = hi.
This proves the implication ⇒.
Assume that g˜ is relevant. By the preceding paragaraph clearly Ost(M,h)
contains a unique M-orbit of the form O(M, y) with y G-conjugate to G.
Choose y˜ ∈ p−1(y) so that y˜ is G˜-conjugate to g˜, i.e. O(M˜, y˜) ⊂ O eG. It is
clear that φ(Ost
M
) = p(O(M˜, y˜))st, and the only other choice is O(M˜,−y˜). By
Lemma 9.4(3), since y˜ is relevant, y˜ is not G˜-conjugate to −y˜, so O(M˜,−y˜)
is not contained in O eG. 
We continue to work with our given Levi subgroups M˜ and M . Let MN
and M˜N˜ be parabolic subgroups of G and G˜ with Levi components M and
M˜ respectively. Let ΘM be a stable character ofM and let ΘfM be a character
of M˜ . Then the induced characters are independent of the choices of N and
N˜ so by abuse of notation we write
(15.26) IndG
M
(ΘM) = Ind
G
MN
(ΘM ⊗ 1), Ind eGfM(ΘfM) = Ind
eG
fM eN
(ΘfM ⊗ 1).
Theorem 15.27 Let ΘM be a stable character of M . Then
(15.28) Ind
eG
fM
(Lift
fM
M
(ΘM)) = Lift
eG
G
(IndG
M
(ΘM)).
Proof. Suppose O eG ∈ Orb(G˜) is strongly regular and semisimple. Let
Res
eG
fM
O eG = {OfM | OfM ⊂ O eG}. Then for any character ΘfM of M˜ , the induced
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character is given by (for example see [13])
(15.29) Ind
eG
fM
(ΘfM)(O eG) = |D eG(O eG)|−
1
2
∑
OfM∈Res
eG
fM
(O eG)
|DfM(OfM)|
1
2ΘfM(OfM).
Therefore by (9.11)
(15.30)
Ind
eG
fM
(Lift
fM
M
(ΘM))(O eG) =
∑
OfM
|DfM(OfM)|
1
2
|D eG(O eG)|
1
2
Lift
fM
M
(ΘM)(OfM)
= c−1
M
∑
OfM
∑
Ost
M
|DfM(OfM)|
1
2
|D eG(O eG)|
1
2
∆
fM
M
(Ost
M
,OfM)ΘM(OstM).
The double sum is over
(15.31) {(OfM ,OstM) | OfM ∈ Res
eG
fM
(O eG), φ(OstM) = p(OfM)st}
Similarly, supposeOst
G
∈ Orbst(G) is a semisimple orbit and let ResG
M
(Ost
G
) =
{Ost
M
| Ost
M
⊂ Ost
G
}. It is well known that IndGM(ΘM) is stable, and its has
character formula
(15.32) IndGM(ΘM)(OstG) = |DG(OstG)|−
1
2
∑
Ost
M
∈ResG
M
(Ost
G
)
|DM(OstM)|
1
2ΘM(OstM ).
This follows from the previous induced character formula and (15.25). There-
fore
(15.33)
Lift
eG
G(Ind
G
M(ΘM)(O eG) = c−1G
∑
Ost
G
∆
eG
G
(Ost
G
,O eG)IndGM(ΘM))(OstG)
= c−1
G
∑
Ost
G
∑
Ost
M
|DM(OstM)|
1
2
|DG(OstG)|
1
2
∆
eG
G
(Ost
G
,O eG)ΘM(OstM).
In this case the double sum is over
(15.34) {(Ost
G
,Ost
M
) | φ(Ost
G
) = p(O eG)st,OstM ∈ ResGM(OstG)}
Suppose that O eG is not relevant. Then (15.33) is zero since there are no
orbits Ost
G
satisfying φ(Ost
G
) = p(O eG)st. Then for all OfM ∈ Res
eG
fM
(O eG), OfM
is not relevant, so (15.30) is also zero.
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Assume O eG is relevant. Since a maximally split Cartan subgroup Hs of
M is also one for G, cM = cG. By Lemma 15.22 both sums are over the same
set of orbits Ost
M
. For each such orbit, the equality of the corresponding terms
is then given by Lemma 15.21. 
By Theorem 15.27, we see that to understand lifting of standard represen-
tations of G, it suffices to understand lifting of discrete series representations
of its cuspidal Levi subgroups.
16 Modified Character Data
We describe data which parametrizes L-packets for G, and also data for
irreducible representations of G˜. These are provided by character data of
Vogan. For G see [26, Definition 6.6.1], and for G˜ see [28, Section 2]. For
our purposes it is convenient to use a modified version of this data.
First let G be the real points of a connected, complex reductive group.
Following [26, Definition 6.6.1] we define a regular character ofG to be a triple
γ = (H,Γ, λ) consisting of a θ-stable Cartan subgroup H of G, a character
Γ of H , and an element λ ∈ h(C)∗. We assume 〈λ, α∨〉 ∈ R× for all α ∈ Φi.
Define Φ+i = {α ∈ Φi | 〈λ, α∨〉 > 0} and let Φ+i,c = Φi ∩ Φi,c (cf. Section 2).
Define ρi =
1
2
∑
Φ+i
α and ρi,c =
1
2
∑
Φ+i,c
α. We assume
(16.1) dΓ = λ+ ρi − 2ρi,c.
Write H = TA and let M = CentG(A) as usual. Let P be any parabolic
subgroup containing M . Associated to γ = (H,Γ, λ) is a relative discrete
series representation πM = πM(γ) of M , and a standard module πG(γ) =
π(γ) = IndGP (πM).
The central character of πM (γ) (respectively π(γ)) is Γ|Z(M) (resp. Γ|Z(G)).
The Harish-Chandra parameter of πM(γ) is λ, and the infinitesimal character
of πM(γ) and π(γ) is λ.
The definition of character data is designed to make the lowest K-types
of π(γ) evident. For example if H is a compact Cartan subgroup then Γ is
the highest weight of a lowest K-type of π(γ). We are interested in char-
acter formulas, so our needs are somewhat different. We modify this data
appropriately.
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Definition 16.2 A modified regular character for G is a triple γ = (H,Γ, λ)
where H is a θ-stable Cartan subgroup of G, Γ is a character of H, and
λ ∈ h(C)∗. We assume
(16.4) 〈λ, α∨〉 ∈ R× for all α ∈ Φi.
Let Φ+i (λ) = {α ∈ Φi | 〈λ, α∨〉 > 0} and ρi(λ) = 12
∑
α∈Φ+i (λ)
α. We assume
(16.5) dΓ = λ− ρi(λ).
Let CD(G) be the set of modified regular characters. If H is fixed let
CD(G,H) be the set of modified regular characters (H,Γ, λ). If H is given
we write (Γ, λ) = (H,Γ, λ).
Write H = TA and let M = CentG(A). Note that Φi is the set of roots of
h(C) in m(C). Since the definition of modified regular characters only refers
to the imaginary roots, CD(G,H) = CD(M,H).
Associated to γ is a relative discrete series representation πM (γ), with
Harish-Chandra parameter λ and central character Γ|Z(M). Let ΘM(γ) be
the character of πM (γ). Then for h ∈ H ′,
(16.6)
ΘM(γ)(h) = (−1)qM∆0(Φ+i (λ), h)−1
∑
w∈W (M,H)
ǫ(w)ewρi(λ)−ρi(λ)(h)Γ(w−1h)
where qM =
1
2
dim(Md/K ∩Md) and ∆0 is given by (5.1).
Let P = MN be any parabolic subgroup containingM , and define π(γ) =
πG(γ) = Ind
G
P (πM(γ)). Since we are interested only in characters the choice
of P is not important. Let ΘG(γ) be the character of πG(γ):
(16.7) ΘG(γ) = Ind
G
P (ΘM(γ)).
Suppose γ = (H,Γ, λ) is a modified character. Note that (with the ob-
vious notation) 2ρi(λ)− 2ρi,c(λ) is a sum of roots, so e2ρi(λ)−2ρi,c(λ) is a well
defined character of H(C), and by restriction of H . This character is trivial
on Z(M). It follows easily that (H,Γe2ρi(λ)−2ρi,c(λ), λ) is a regular character
in the sense of Vogan, and defines the same relative discrete series represen-
tation of M and standard representation of G. This construction is clearly
a bijection between modified character data and character data in the sense
of Vogan.
There is a natural action of G on CD(G) by conjugation. The preceding
bijection is G-equivariant. By [26] or [28, Theorem 2.9] we conclude:
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Lemma 16.8 Suppose γ, γ′ ∈ CD(G). Then ΘG(γ) = ΘG(γ′) if and only if
γ = gγ′ for some g ∈ G.
We don’t obtain every irreducible representation of G this way, since
we don’t allow “limit” characters, but this won’t matter since we are only
interested in stable virtual characters. Note that Wi = W (Φi) acts on H
and this induces an action on CD(G,H): w(H,Γ, λ) = (H,wΓ, wλ) where
wΓ(h) = Γ(w−1h). Note that πG(wγ) and πG(γ) have the same infinitesimal
and central character.
Definition 16.9 Suppose γ = (H,Γ, λ) is a modified regular character. Let
(16.10) πstM(γ) =
∑
w∈W (M,H)\Wi
πM(wγ).
and
(16.11) πstG(γ) =
∑
w∈W (M,H)\Wi
πG(wγ).
Let ΘstM(γ) and Θ
st
G(γ) be the characters of π
st
M(γ) and π
st
G(γ), respectively.
The character formula for ΘstM(γ) onH is the same as (16.6) withW (M,H)
replaced by Wi.
Lemma 16.12 ([24], Lemma 5.2) Fix γ ∈ CD(G,H). Then ΘstM(γ) and
ΘstG(γ) are stable characters.
Suppose Θ is a stable virtual character of G. Then there exist γ1, . . . , γn ∈
CD(G) and integers a1, . . . , an so that Θ =
∑
aiΘ
G,st(γi).
Stable characters were defined before Definition 9.10. While the second
part of the lemma is not stated in [24] it follows easily from the proof. See
Definition 18.9 and Lemmas 18.10 and 18.11 of [7].
Now let G˜ be an admissible cover of G. The definition of regular character
extends naturally to G˜. See [11, Section 27] and [28, Section 2]. In this setting
Γ is an irreducible representation of H˜, or (by Lemma 10.8) a character of
Z(H˜).
Definition 16.13 A genuine modified regular character of G˜ is a triple
(H˜, Γ˜, λ). Here H˜ is a Cartan subgroup of G˜, Γ˜ is a genuine one-dimensional
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representation of Z(H˜), and λ ∈ h(C)∗. As in Definition 16.2. we require
〈λ, α∨〉 ∈ R× for all α ∈ Φi, and dΓ˜ = λ − ρi(λ). Let CDg(G˜) be the set
of genuine modified regular characters of G˜, and CDg(G˜, H˜) the subset with
given Cartan subgroup H˜.
Let H = TA be the image of H˜ in G, M = CentG(A), and M˜ = p
−1(M).
Associated to γ = (H˜, Γ˜, λ) is a relative discrete series representation πfM (γ)
of M˜ . The formula for the character ΘfM(γ) is (cf. 16.6)
(16.14)
ΘfM(γ)(h) = (−1)qM∆0(Φ+i (λ), h)−1
∑
w∈W (fM, eH)
ǫ(w)ewρi(λ)−ρi(λ)(h)Tr(τ˜ (Γ˜)(w−1h))
for h ∈ H˜ ′. Here τ˜(Γ˜) is the irreducible representation of H˜ associated to Γ˜
by Lemma 10.8.
As before we also associate to γ the standard module π eG(γ) for G˜ induced
from πfM(γ). The central character of πfM(γ) is the restriction of Γ˜ to the
center of M˜ , and similarly for π eG(γ).
Lemma 16.15 Suppose γ, γ′ ∈ CDg(G˜). Then π eG(γ) ≃ π eG(γ′) if and only
if γ′ = gγ for some g ∈ G˜. Every irreducible genuine representation of G˜ is
isomorphic to π eG(γ) for some γ ∈ CDg(G˜).
Proof.
The first statement is a special case of [28, Theorem 2.9].
The second statement amounts to the fact that M˜ has no genuine limits
of (relative) discrete series. This is because every irreducible genuine rep-
resentation of G˜ is of the form π eG(γ) where γ is final limit data as in [28,
Definition 2.4]. For final limit data we allow 〈λ, α∨〉 = 0 if α is a noncompact
imaginary root. But if Γ˜ is genuine, then by [3, Lemma 6.11] 〈dΓ˜, α∨〉 ∈ Z+ 1
2
for all noncompact imaginary roots. This also holds for λ, so 〈λ, α∨〉 6= 0 for
all noncompact imaginary roots. Therefore every genuine final limit data for
G˜ is in fact regular. 
There is no natural definition of stable distribution for G˜, and we do not
define analogues of πstG(γ) and π
st
G(γ) for G˜.
We will make frequent use of formal sums of modified regular characters
(for example in Lemma 16.12). So if γi ∈ CD(G) and ai ∈ Z (i ≤ n) we
define ΘG(
∑
i aiγi) =
∑
i aiΘG(γi), and similar notation applies to G˜.
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17 Formal Lifting of Modified Character Data
Fix an admissible triple (G˜, G,G). Choose a maximally split Cartan sub-
group Hs of G, and (χ˜s, χs) ∈ S(Hs). This data determines transfer factors
for G and G˜ (Section 7) and Lift
eG
G
is defined (Section 9). Let µ = µ(χ˜s, χs) ∈
z∗ as in (6.36)(c).
Suppose H is a θ-stable Cartan subgroup of G and γ = (H,Γ, λ) ∈
CD(G,H) (Definition 16.2). We define the lift of γ to CDg(G˜, H˜). We first
choose transfer factors for lifting from H to H˜. These differ from the obvious
choice by a ρ-shift.
Write H = TA and let M = CentG(A) as usual. Choose an arbitrary
genuine character χ˜ of Z(H˜) and a special set Φ+ of positive roots of H in
G. We assume
(17.1) Φ+ ∩ Φi = {α ∈ Φi | 〈λ, α∨〉 > 0}.
Let χ0 be the character ofH so that (χ˜, χ0) ∈ S(H,Φ+, χ˜s, χs) (Definition
6.35). Define
(17.2) χ = |eρi−ρ|χ0.
Let φH be φ restricted to H , and use it to define
(17.3) Lift
eH
H
(Γ) = Lift
eH
H
(χ˜, χ,Γ)
(cf. 10.15).
Lemma 17.4 χ is independent of the choice of special positive roots Φ+
satisfying (17.1), and Lift
eH
H is independent of the choice of χ˜.
Proof. This follows from Lemmas 6.15 and 6.47. 
Definition 17.5 If Γ|Ker(φH ) 6= χ|Ker(φH ) then Lift eHH(Γ) = 0, and we define
Lift
eG
G(γ) = ∅ and Θ eG(Lift
eG
G(γ)) = 0.
Otherwise write
(17.6) Lift
eH
H
(Γ) =
n∑
i=1
τ˜ (Γ˜i)
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where τ˜(Γ˜i) is given by Lemma 10.8, n = |p(Z(H˜))/φ(H)|, and each Γ˜i
is a genuine one-dimensional representation of Z(H˜). For 1 ≤ i ≤ n let
γ˜i = (H˜, Γ˜i,
1
2
(λ− µ)); this is a genuine regular character of G˜. Define
(17.7) Lift
eG
G(γ) = {γ˜1, . . . , γ˜n}.
and
(17.8) Θ eG(Lift
eG
G(γ)) =
n∑
i=1
Θ eG(γ˜i).
It is important to keep in mind that Lift
eH
H
depends on χ, and therefore
on λ and γ (cf. Lemma 17.4).
The next Lemma follows from the definitions.
Lemma 17.9 Let g˜ ∈ G˜ and define g = p(p(g˜)) ∈ G. Then Lift eG
G
(gγ) =
g˜Lift
eG
G(γ).
The following Lemma is an easy consequence of Lemma 17.4 and Corol-
lary 10.16.
Lemma 17.10 Fix γ˜ = (H˜, Γ˜, λ) ∈ CDg(G˜). Then there is a unique γ ∈
CD(G) such that γ˜ occurs in Lift
eG
G(γ). It is given by γ = (H,Γ, 2λ+µ) where
Γ is the unique character of H such that τ˜(Γ˜) occurs in Lift
eH
H(Γ) (cf. Corol-
lary 10.16).
The reason for the shift (17.2) in the definition of Lift
eH
H is that it makes
the next Lemma hold. Fix a cuspidal Levi subgroup M of G. Recall (Section
15) (M˜,M,M) is an admissible triple, where M˜ = p−1(M) and M = p(M),
and Lift
fM
M was defined in Section 15 (following Lemma 15.4).
Lemma 17.11
(17.12) Ind
eG
fM
(ΘfM(Lift
fM
M(γ))) = Θ eG(Lift
eG
G(γ)).
Proof. Fix a genuine character χ˜ of Z(H˜).
Let χ0 be the unique character of H so that (χ˜, χ0) ∈ S(H,Φ+, χ˜s, χs)
and set χ1 = χ0|eρi−ρ|. Let µ = µ(χ˜s, χs) = dχ0 − 2dχ˜ − ρ(Φ+). Then
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the right hand side is the sum of terms Ind
eG
fM
(ΘfM(H˜, Γ˜,
1
2
(λ − µ)) where
Γ˜ ∈ Lift eHH(χ˜, χ1,Γ).
On the other hand let χ2 be the unique character of H so that (χ˜, χ2) ∈
S(H,Φ+M , χ˜s, χM,s). Let µM = µ(χ˜s, χM,s) = dχ2 − 2dχ˜ − ρ(Φ+i ). Then (cf.
Lemma 15.4) the left hand side is the sum of terms Ind
eG
fM
(ΘfM(H˜, Γ˜,
1
2
(λ −
µM))) where Γ˜ ∈ Lift eHH(χ˜, χ2,Γ).
It is enough to show χ1 = χ2, i.e. (χ˜, χ0) ∈ S(H,Φ+, χ˜s, χs) implies
(χ˜, χ0|eρi−ρ|) ∈ S(H,Φ+M , χ˜s, χM,s). This is Lemma 15.4(2). 
Corollary 17.13 Suppose γ˜ = (H˜, Γ˜, λ˜) ∈ CDg(G˜, H˜). Then there is a
character Γ of H such that γ = (H,Γ, 2λ˜ + µ) ∈ CD(G,H), and γ˜ is a
summand of Lift
eG
G(γ).
Proof. This follows easily from Corollary 10.16: take Γ(h) = χ(h)(Γ˜/χ˜−1)(φ(h)).
We leave the details to the reader. 
Given γ = (H,Γ, λ) ∈ CD(G,H) it is helpful to know when Lift eGG(γ) is
non-zero for some choice of lifting data.
Lemma 17.14 We can choose lifting data so that Lift
eG
G(γ) 6= 0 if and only
if
(17.15) Γ(h) =
{
(χ˜2eρ)(h) h ∈ Ker(φH) ∩H0d,
ζcx(h) h ∈ Γr(H).
Here, as usual, χ˜ is any genuine character of H˜, and ρ is defined with respect
to a special set of positive roots (Definition 2.1).
Proof. Fix lifting data (χs, χ˜s), and let χ0 be the character of H such that
(χ˜, χ0) ∈ S(H,Φ+, χ˜s, χs). Then the lift is non-zero if Γ(h) = |eρi−ρ(h)|χ0(h)
for all h ∈ Ker(φH). It is easy to see |eρi−ρ(h)| = 1 for all h ∈ Ker(φH), so
the condition is
(17.16)(a) Γ(h) = χ0(h) (h ∈ Ker(φH)).
Using (6.2) the condition in (17.15) is equivalent to
(17.16)(b) Γ(h) = χ0(h) (h ∈ Gd ∩Ker(φH)).
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This condition is obviously necessary; we need to show it is sufficient.
Let λ be a character of H satisfying
λ(h) = 1 (h ∈ H ∩Gd)(17.16)(c)
λ(h) = Γ(h)χ−10 (h) (h ∈ Ker(φH)).(17.16)(d)
This is possible since H∩Gd∩Ker(φH) = Gd∩Ker(φH), and Γχ−10 = 1 on this
group by (b). Then λ extends uniquely to a one dimensional representation
ofHGd, and then (possibly not uniquely) to a one dimensional representation
ψ of G.
The result follows from Lemma 7.15: the lift is non-zero if we replace
∆
eG
G
(χs, χ˜s) with ψ∆
eG
G
(χs, χ˜s). 
18 Lifting Stable Discrete Series
Assume that (G˜, G,G) is an admissible triple. Fix lifting data (χ˜s, χs) (Def-
inition 7.1). This data determines choices of transfer factors for G and G˜
(Section 6) and Lift
eG
G
is defined (Section 7). We assume for this section only
that G has a relatively compact Cartan subgroup H , i.e. such that H ∩Gd is
compact, and hence G˜, G, and G have relative discrete series representations.
We consider lifting of the relative discrete series from G to G˜. See Section
12 for the case when G = G is connected and semisimple.
Fix a relatively compact Cartan subgroup H of G with roots Φ. Since H
is relatively compact Φ = Φi. Fix γ = (H,Γ, λ) ∈ CD(G,H), and let ΘstG(γ)
be the associated stable discrete series character as in Section 16. We want
to compute Lift
eG
G
(Θst
G
(γ)).
Define Lift
eH
H
(Γ) and Lift
eG
G
(γ) = (H˜,Lift
eH
H
(Γ), 1
2
(λ − µ)) as in Definition
17.5. In this case by (17.3)
(18.1) Lift
eH
H
(Γ) = Lift
eH
H
(χ˜, χ,Γ)
where (χ˜, χ) ∈ S(H,Φ+(λ), χ˜s, χs) (since Φ = Φi, Φ+ is uniquely determined
and χ = χ0). Fix (χ˜, χ) ∈ S(H,Φ+(λ), χ˜s, χs).
Let W = W (Φ) = Wi. For w ∈ W let wγ = (H,wΓ, wλ). Then
Lift
eH
H(wγ) = (H˜,Lift
eH
H(wΓ),
1
2
w(λ − µ)) is defined. It is important to keep
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in mind that the lifting used in defining Lift
eH
H(wΓ) depends on w: by the
preceding discussion
(18.2) Lift
eH
H
(wΓ) = Lift
eH
H
(χ˜w, χw, wΓ)
where (χ˜w, χw) ∈ S(H,Φ+(wλ), χ˜s, χs). One possibility is to take
(18.3) (χ˜w, χw) = (χ˜, χe
wρ−ρ).
To see this, write h = γh0 where γ ∈ Γ(H) and h0 ∈ H0. By Lemma 6.47 we
can take χ˜w = χ˜ and χw(h) = χ(h)e
wρ−ρ(h0). Since H is relatively compact
Γ(H) ⊂ Z(G), so ewρ−ρ(h0) = ewρ−ρ(h).
We will also use the fact that if x ∈ W (G˜, H˜), y ∈ W then
(18.4) Lift
eH
H
(xyΓ)(h˜) = Lift
eH
H
(yΓ)(x−1h˜),
or more explicitly
(18.5) Lift
eH
H
(χ˜xy, χxy, xyΓ)(h˜) = Lift
eH
H
(χ˜y, χy, yΓ)(x
−1h˜).
This follows from the fact we can take (χ˜y, χy) as in (18.3) and (χ˜xy, χxy) =
(xχ˜y, xχy). Then
(18.6) Lift
eH
H(χ˜xy, χxy, xyΓ)(h˜) = Lift
eH
H(xχ˜y, xχy, xyΓ)(h˜)
and it follows immediately from the definitions that this equals
(18.7) Lift
eH
H(χ˜y, χy, yΓ)(x
−1h˜).
Proposition 18.8 Let γ ∈ CD(G,H). Then
(18.9) Lift
eG
G(Θ
st
G
(γ)) = CG(H)
∑
w∈W (G,H)\W
Θ eG(Lift
eG
G(wγ)).
Proof. Let Θ = Θst
G
(γ). By (16.6)
(18.10) Θ(h) = (−1)q∆0(Φ+, h)−1
∑
w∈W
ǫ(w)ewρ−ρ(h)Γ(w−1h) (h ∈ H ′)
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where q = qG. Fix a strongly regular element h˜ ∈ H˜ . Since H has no real
roots we have
∆
eG
G
(h, h˜) =
∆0(Φ+, h)χ˜(h˜)
∆0(Φ+, h˜)χ(h)
(h ∈ X(H, h˜)).
By definition of lifting we have Lift
eG
G
(Θ)(h˜) =
(18.11) c−1(−1)q∆0(Φ+, h˜)−1
∑
w∈W
ǫ(w)χ˜(h˜)
∑
h∈X(H,eh)
χ(h)−1ewρ−ρ(h)wΓ(h).
If h ∈ X(H, h˜) then ewρ−ρ(h˜) = e2wρ−2ρ(h), so ewρ−ρ(h) = ewρ−ρ(h˜)eρ−wρ(h).
Therefore
(18.12)
Lift
eG
G(Θ)(h˜) = c
−1(−1)q∆0(Φ+, h˜)−1
∑
w∈W
ǫ(w)ewρ−ρ(h˜)×
χ˜(h˜)
∑
h∈X(H,eh)
χ(h)−1eρ−wρ(h)wΓ(h).
By 10.2
(18.13) χ˜(h˜)
∑
h∈X(H,eh)
χ(h)−1eρ−wρ(h)wΓ(h) = c(H)Lift
eH
H(χ˜, χe
wρ−ρ, wΓ)(h˜).
By (18.3) Lift
eH
H(χ˜, χe
wρ−ρ, wΓ) = Lift
eH
H(wΓ). Recalling CG(H) = C(H) =
c(H)/c this gives
(18.14)
Lift
eG
G(Θ)(h˜) = C(H)(−1)q∆0(h˜,Φ+)−1
∑
w∈W
ǫ(w)ewρ−ρ(h˜)Lift
eH
H(wΓ)(h˜)
Write the sum as
(18.15)
∑
y∈W ( eG, eH)\W
ǫ(y)eyρ−ρ(h˜)
∑
x∈W ( eG, eH)
ǫ(x)exyρ−yρ(h˜)Lift
eH
H(xyΓ)(h˜).
By (18.5)
(18.16) Lift
eH
H(xyΓ)(h˜) = Lift
eH
H(yΓ)(x
−1h˜).
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Also, for all y ∈ W we have
(18.17) ∆0(h˜,Φ+)−1ǫ(y)eyρ−ρ = ∆0(h˜, yΦ+)−1.
This gives
(18.18)
Lift
eG
G(Θ)(h˜) = C(H)(−1)q
∑
y∈W ( eG, eH)\W
∆0(yΦ+, h˜)−1×
∑
x∈W ( eG, eH)
ǫ(x)exyρ−yρ(h˜)Lift
eH
H(yΓ)(x
−1h˜).
By Proposition 10.11 Lift
eH
H(yΓ) = 0 unless y ∈ W (γ) where
(18.19) W (γ) = {w ∈ W |χ(h) = eρ−wρ(h)wΓ(h) for all h ∈ Ker(φH)}.
Fix y ∈ W (γ) and define
(18.20) Γ˜y(h˜) = χ˜(h˜)χ
−1(h)eρ−yρ(h)yΓ(h) (h ∈ X(H, h˜)).
Then by Proposition 10.11
(18.21) Lift
eH
H(yΓ)(h˜) =
∑
eΓ∈Xg( eH,eΓy)
Tr(τ˜(Γ˜)(h˜)) (h˜ ∈ H˜).
Thus
(18.22)
∑
x∈W ( eG, eH)
ǫ(x)exyρ−yρ(h˜)Lift
eH
H(yΓ)(x
−1h˜)
=
∑
eΓ∈Xg( eH,eΓy)
∑
x∈W ( eG, eH)
ǫ(x)exyρ−yρ(h˜)Tr(τ˜(Γ˜)(x−1h˜)).
But for each Γ˜ ∈ Xg(H˜, Γ˜y) by (16.14) we have
(18.23)
(−1)q∆0(yΦ+, h˜)−1
∑
x∈W ( eG, eH)
ǫ(x)exyρ−yρ(h˜)Tr(τ˜(Γ˜)(x−1h˜)) = Θ eG(γ˜)(h˜)
where γ˜ = (H˜, Γ˜, (yλ−µ)/2) is the corresponding element of Lift eG
G
(yγ). Thus
(18.24) Lift
eG
G
(Θ)(h˜) = C(H)
∑
y∈W ( eG, eH)\W (γ)
∑
eγ∈Lift
eG
G
(yγ)
Θ eG(γ˜)(h˜).
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In other words for every strongly regular element h˜ ∈ H˜ we have
(18.25) Lift
eG
G(Θ)(h˜) = C(H)
∑
w∈W (G,H)\W
Θ eG(Lift
eG
G(wγ))(h˜).
Since Θ is a stable discrete series character of G with Harish-Chandra
parameter λ, it is a stable invariant eigendistribution with infinitesimal char-
acter λ and is relatively supertempered. Thus by Theorems 10.32 and 10.35
Lift
eG
G
(Θ) is an invariant eigendistribution on G˜ with infinitesimal character
(λ−µ)/2 and is relatively supertempered. Now each Θ eG(Lift
eG
G(wγ)), w ∈ W ,
is either zero or is a sum of discrete series characters which all have infinitesi-
mal character (λ−µ)/2, and hence is also a relatively supertempered invariant
eigendistribution on G˜ with infinitesimal character (λ− µ)/2. Thus (18.25)
holds for all g˜ ∈ G˜′ by Harish-Chandra’s Theorem 13.9. 
Not all of the terms in (18.9) are non-zero. For a precise description of
which ones are non-zero see Proposition 19.15.
Example 18.26 Let G = SL(2,R). A discrete series representation of G˜
or G is determined by its Harish-Chandra parameter λ ∈ t∗(C) where T is
a compact Cartan subgroup of G. Write πstG(λ) for the corresponding stable
sum of discrete series of G, and π eG(λ) for a discrete series representation of
G˜. Let P = Z〈ρ〉 be the weight lattice. We compute C(T ) = 2, and then
(18.27) Lift
eG
G(π
st
G(λ)) =
{
2π eG(λ/2) + 2π eG(−λ/2) λ ∈ 2P + ρ
0 otherwise
In the usual coordinates the lift is non-zero if and only if λ is an odd integer,
in which case ±λ/2 ∈ Z+ 1
2
.
If G = PSL(2,R) ≃ SO(2, 1) the result is the similar, except that C(T ) =
1.
19 Lifting Standard Representations
Fix an admissible triple (G˜, G,G) and lifting data (χ˜s, χs) for G˜.
Suppose Θst
G
is a stable virtual character of G. Recall (Lemma 16.12) that
Θst
G
is a sum of standard characters. Therefore, assuming we can write Θst
G
as
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a sum of standard modules, it is enough to compute the lifting of an arbitrary
standard character. This is the main result of this section (Theorem 19.1).
We recall some constructions from Section 16. Suppose γ is modified
character data for G (Definition 16.2), with associated stable standard char-
acter Θst
G
(γ). Write γ = (H,Γ, λ) and letM be the corresponding Levi factor
of G. Recall γ is also character data for M , so the stable relative discrete
series character Θst
M
(γ) is defined, and Θst
G
(γ) = IndGM(Θ
st
M
(γ)). (As in the
previous section we write IndG
M
instead of IndG
MN
).
Recall (Section 16) Lift
eG
G(γ) is a set of modified character data for G˜.
Recall Wi =W (Φi) acts on CD(G,H).
Theorem 19.1
(19.2) Lift
eG
G
(Θst
G
(γ)) = CG(H)
∑
w∈W (M,H)\Wi
Θ eG(Lift
eG
G
(wγ)).
Explicitly for w ∈ Wi define Lift eGG(wγ) by Definition 17.5, and define γ˜(w, i) ∈
CDg(G˜) by:
(19.3) Lift
eG
G(wγ) =
nw∑
i=1
γ˜(w, i)
(if the lift is empty take nw = 0). Then
(19.4) Lift
eG
G(Θ
st
G
(γ)) = CG(H)
∑
w∈W (M,H)\Wi
nw∑
i=1
Θ eG(γ˜(w, i)).
Proof. This is merely a question of assembling the pieces. Write
∑
w for
the sum over W (M,H)\Wi. Then
(19.5)
Lift
eG
G(Θ
st
G
(γ)) = Lift
eG
G(Ind
G
M(Θ
st
M
(γ))) ((16.7) and Definition (16.9)
= Ind
eG
fM
(Lift
fM
M(Θ
st
M
(γ))) (Theorem 15.27)
= CG(H)Ind
eG
fM
(
∑
w
ΘfM(Lift
fM
M(wγ)) (Proposition 18.8)
= CG(H)
∑
w
Θ eG(Lift
eG
G
(wγ)) (Lemma 17.11).
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It is important to know that the terms in the sum (19.4) are distinct.
Proposition 19.6 In the sum (19.4), π eG(γ˜(w, i)) ≃ π eG(γ˜(w′, i′)) if and only
if W (M,H)w = W (M,H)w′ and i = i′.
Proof. Suppose for i = 1, 2, wi ∈ Wi, and γ˜i occurs in Lift eGG(wiγ). We
may as well assume w1 = 1, and write γ˜1 = (H˜, Γ˜1,
1
2
(λ − µ)) ∈ Lift eG
G
(γ),
γ˜2 = (H˜, Γ˜2,
1
2
(wλ− µ)) ∈ Lift eG
G
(wγ) for some w ∈ Wi. We want to show
(19.7) (H˜, Γ˜2,
1
2
(wλ− µ) = g(H˜, Γ˜1, 1
2
(λ− µ))
for some g ∈ G˜ implies w = 1 and Γ˜1 = Γ˜2. Since g normalizes H˜ let u be
the image of p(p(g)) in W (G,H) and set v = w−1u. Both w and u are in
W θ, the elements of W fixed by θ, so v ∈ W θ. Also uλ = wλ, so vλ = λ and
therefore vΦ+i (λ) = Φ
+
i (λ).
We now apply [27, Propositions 3.12 and 4.16]. By Proposition 3.12(c)
v ∈ W θ, vΦ+i (λ) = Φ+i (λ) implies v ∈ W q, the Weyl group of the roots
perpendicular to ρi. Then by Proposition 4.16(a) v ∈ W q ⊂ W (G,H).
Therefore w = uv−1 ∈ W (G,H). But w ∈ Wi so w ∈ W (G,H) ∩ Wi =
W (M,H).
Since we are summing over cosets of W (M,H) we may as well assume
w = 1. Therefore γ˜1 = (H˜, Γ˜1,
1
2
(λ − µ)), γ˜2 = (H˜, Γ˜2, 12(λ − µ)). Since
these are both contained in Lift
eG
G(γ), Γ˜1 and Γ˜2 agree on H˜
0. Since they are
conjugate by g ∈ G˜ they agree on Z(G˜). Since H˜ = Z(G˜)H˜0 (Proposition
4.7) this proves they are equal, proving the Lemma. 
Corollary 19.8 In the setting of the Theorem, let {γ˜1, . . . , γ˜n} be the set of
constituents of Lift
eG
G(wγ) as w runs over Wi, considered without multiplicity.
Then
(19.9) Lift
eG
G(π
st
G
(γ)) = CG(H)
n∑
i=1
π eG(γ˜i).
Remark 19.10 It is a remarkable fact that not only are the constituents
of (19.4) distinct, they have distinct central characters. See Remarks 11.16
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and 12.9. As in [5] one can use this, together with Fourier inversion on Z(G˜)
to obtain a character formula for Θ
eG(γ˜(w, i)). Since this uses a number of
structural results not needed elsewhere we omit the proof.
Corollary 19.11 Suppose π is an admissible virtual representation of G and
Θπ is stable. Then Lift
eG
G(Θπ) is the character of a genuine virtual represen-
tation of G˜, or 0. If π is tempered and µ(χ˜, χs) ∈ iz then so is Lift eGG(Θπ).
Every genuine standard module for G˜ occurs in some Lift.
Lemma 19.12 Fix γ˜ ∈ CDg(G˜). Define γ ∈ CD(G) as in Lemma 17.10, so
that γ˜ occurs in Lift
eG
G
(γ). Then Θ eG(γ˜) occurs in Lift
eG
G
(Θst
G
(γ)). Conversely,
suppose Θ eG(γ˜) occurs in Lift
eG
G
(Θst
G
(γ′)) for some γ′ ∈ CD(G). Then Θst
G
(γ) =
Θst
G
(γ′).
Proof. The first statement is an immediate consequence of Theorem 19.1.
Now suppose that γ′ ∈ CD(G) such that Θ eG(γ˜) occurs in Lift
eG
G(Θ
st
G
(γ′)).
Then Θ eG(γ˜) = Θ eG(γ˜
′) where γ˜′ occurs in Lift
eG
G(wγ
′) for some w ∈ W ′i ,
the imaginary Weyl group for the Cartan subgroup associated to γ′. Since
Θ eG(γ˜) = Θ eG(γ˜
′), by Lemma 16.15 there is g˜ ∈ G˜ such that γ˜ = g˜γ˜′. De-
fine g = p(p(g˜)). Then by Lemma 17.9 γ˜ = g˜γ˜′ occurs in g˜Lift
eG
G(wγ
′) =
Lift
eG
G
(gwγ′). But by Lemma 17.10, this implies that γ = gwγ′. Hence
Θst
G
(γ) = Θst
G
(γ′). 
We now make the sum (19.4) more explicit. Assume Lift
eG
G(Θ
st
G
(γ)) 6= 0.
Then Lift
eG
G(wγ) 6= ∅ for some w ∈ Wi. and after replacing γ with wγ we
assume w = 1. We may then describe the set of w ∈ Wi such that Lift eGG(wγ)
is non-empty. See (12.5) for a special case.
Fix γ = (H,Γ, λ) ∈ CD(G) and suppose Lift eG
G
(πst
G
(γ)) 6= 0. Without loss
of generality we may assume Lift
eG
G
(γ) 6= 0. Then each component of Lift eG
G
(γ)
is of the form (H˜, Γ˜, 1
2
(λ−µ)). In particular 1
2
(λ−µ)−ρi(λ) is the differential
of a genuine character of H˜.
Let
(19.13)(a) L = {X ∈ h | exp(X) ∈ Γ(H) ∩ C ∩H0}.
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Note that Γ(H)∩C ∩H0 is a finite central subgroup, and L is a lattice. Let
(19.13)(b) W# = {w ∈ Wi | exp((wλ/2− λ/2)(X)) = 1 for all X ∈ L}.
Here is an alternative description of W# in terms of M = CentG(A). Let
P ∨M be the weight lattice of the derived group of M , and
(19.13)(c) L′ = {γ∨ ∈ P ∨M | exp(2πiγ∨) ∈ Γ(H) ∩ C ∩H0}.
Note that XM∗ ⊂ L′ ⊂ P ∨M where XM∗ = X∗(T (C) ∩Md(C)). Then
(19.13)(d) W# = {w ∈ Wi | 〈wλ/2− λ/2, γ∨〉 ∈ Z for all γ∨ ∈ L′}.
Suppose α ∈ Φi. By [3, Lemma 6.11]) and the fact that 12(λ− µ)− ρi(λ)
is the differential of a genuine character of H˜, we conclude 〈λ/2, α∨〉 ∈ Z or
Z + 1
2
depending on whether α is compact or noncompact. It follows that
W# ⊂ NormWi(Φi,c), and it is easy to see W (M,H) ⊂W#, so we have:
(19.14) W (Φi,c) ⊂W (M,H) ⊂W# ⊂ NormWi(Φi,c)
Compare [27, Proposition 4.16(d)].
Frequently Γ(H) ∩ C ∩ H0 = 1, so L is the kernel of exp restricted to h
and L′ = XM∗ .
Proposition 19.15 Fix γ ∈ CD(G) and suppose Lift eG
G
(γ) 6= 0. With W#
as in (19.13) we have
(19.16) Lift
eG
G(Θ
st
G
(γ)) = CG(H)
∑
w∈W (M,H)\W#
∑
eγ∈Lift
eG
G
(wγ)
Θ eG(γ˜).
There are |W (M,H)\W#||Z0(H)/φ(H)| terms in the sum.
For example suppose γ is a discrete series parameter for G = SL(2,R),
and G = SL(2,R) or PSL(2,R). Then φ(H) = Z0(H) = H , W (G,H) = 1
and W# = Z/2Z. See Example 18.26.
Proof. Fix w ∈ Wi. It is enough to show Lift eGG(wγ) 6= 0 if and only if
w ∈ W#, and by Lemma 17.11 this is equivalent to LiftfMM(wγ) 6= 0.
By assumption Lift
eH
H(χ˜, χ,Γ) 6= ∅ where (χ˜, χ) ∈ S(H,Φ+, χ˜s, χs). By
Proposition 10.11 Γ(h) = χ(h) for all h ∈ Ker(φH) where φH is the re-
striction of φ to H . Then wγ = (H,wΓ, wλ), and (cf. 18.3) Lift
eH
H(wΓ) =
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Lift(χ˜, χw, wΓ) where χw(h) = e
wρ−ρ(h)χ(h). Thus Lift
eG
G(wγ) 6= 0 if and
only if wΓ(h) = ewρ−ρ(h)χ(h) for all h ∈ Ker(φH). But wΓ(h) = Γ(w−1h) =
χ(w−1h), so the condition is
(19.17)(a) χ((w−1h)h−1) = ewρ−ρ(h) for all h ∈ Ker(φH).
Write H = Z(M)(H ∩Md)0, and h = zh0 accordingly. Since z ∈ Z(M) and
w ∈ Wi = W (M(C), H(C)), (w−1h)h−1 ∈ (H ∩Md)0. By (6.2)(a) we can
write condition (a) as
(19.17)(b) (χ˜2eρ)((w−1h)h−1) = ewρ−ρ(h) for all h ∈ Ker(φH).
Let H(C)2 = {h ∈ H(C) | h2 = 1}. Then Ker(φH) = p(H(C)2) ∩ H , so we
can we can replace Ker(φH) with H(C)2 ∩ p−1(H) on the right hand side of
(b), which then becomes equivalent to
(19.17)(c) χ˜2((w−1h)h−1) = 1 for all h ∈ H(C)2 ∩ p−1(H).
We claim this is equivalent to
(19.17)(d) χ˜2((w−1h)h−1) = 1 for all h ∈ H0, h2 ∈ Γ(H) ∩ C.
If h is in the set in (c), write h = ta with t ∈ exp(t(C)) and a ∈ exp(a(C)) =
A(C). Then t is in the set in (d), and t = ha−1 with a ∈ A(C). Conversely
for h as in (d), suppose h2 = exp(iX) ∈ Γ(H) with X ∈ a (cf. 2.2) and let
a = exp(iX/2) ∈ A(C). Then x = ha satisfies the condition in (c). The
claim follows since Wi acts trivially on A(C).
For h in the set in (d) write h = exp(X/2) for X ∈ h. As in the discussion
preceding the Proposition choose χ˜ to be a genuine character of Z(H˜) with
differential 1
2
(λ− µ)− ρi. Then since µ ∈ z(C)∗
(19.18)
χ˜2((w−1h)h−1) = exp((λ− µ− 2ρi)(w−1X/2−X/2))
= exp(wλ/2− λ/2)(X)exp((2ρi − w2ρi)(X/2))
= exp(wλ/2− λ/2)(X)
The last equality follows from exp((2ρi−wρi)(X/2)) = exp((ρi−wρi)(X)) =
1 since exp(X) = h2 ∈ Γ(H) ∩ C ⊂ Z(G). This gives (19.13)(b). The
alternative description ofW# is fairly standard. The kernel of the exponential
map restricted to h is contained in t, and now everything is taking place in
M , and in fact in Md. 
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At least if φ(H) = Z0(H) the right hand side of (19.16), which is a sum
over W (M,H)\W♯, is a reasonable candidate for an L-packet for G˜. Unlike
the linear case the terms in this sum have different central characters; this
also happens for Mp(2n,R) [4]. However W# may depend on G, so this sum
is not canonical. We also note that there is no obvious notion of stability for
genuine virtual characters of G˜. Therefore the precise definition of L-packet
for G˜ remains to be determined.
20 Appendix
In this section we extend Hirai’s Theorem on invariant eigendistributions to
a class of groups containing all reductive groups of Harish-Chandra’s class.
We first give some definitions from [17]. Let G be a reductive Lie group
with real Lie algebra g. Let gd(C) be the derived algebra of the complex Lie
algebra g(C). Let G∗(C) be the connected complex adjoint group of gd(C).
Definition 20.1 G satisfies condition A if the image of G under the adjoint
map Ad is contained in G∗(C).
Recall [26] G is of Harish-Chandra’s class if G has finitely many connected
components, Z(Gd) is finite, and condition A holds.
The kernel of Ad is CentG(G
0), so let Ad(G) = G/CentG(G
0). Since
Z(G) ⊂ CentG(G0) there is a natural map p : G/Z(G)→ Ad(G).
Definition 20.2 G satisfies condition B if it satisfies condition A and there
is connected, complex group G1(C) with adjoint group G∗(C) and an injective
homomorphism φ making the following diagram commute:
G/Z(G)
φ //
p

G1(C)
Ad

Ad(G)
Ad // G∗(C)
For example G satisfies condition B if it satisfies condition A and Z(G) =
CentG(G
0) (take G1(C) = G∗(C)). Note that GL(2,R) satisfies condition
B, but any admissible two-fold cover of GL(2,R) (cf. Section 3) satisfies
condition A (and is of Harish-Chandra’s class) but not condition B. The
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failure of nonlinear groups to satisfy condition B requires us to extend Hirai’s
results.
Recall a connected complex Lie group is acceptable if ρ (one-half the sum
of the positive roots) exponentiates to a character of a Cartan subgroup
(cf. Section 2).
Definition 20.3 G is acceptable if it satisfies condition A and there is an
acceptable, connected, complex group G1(C) with adjoint group G∗(C) and a
homomorphism φ making the following diagram commute:
G
φ //
p

G1(C)
Ad

Ad(G)
Ad // G∗(C)
This definition of acceptability for disconnected groups is very strong. For
example, GL(2,R) is not an acceptable group (there is no nontrivial homo-
morphism from GL(2,R) to SL(2,C)), even though its identity component
is acceptable.
Hirai’s Theorem gives necessary and sufficient conditions for a class func-
tion on G′ to be an invariant eigendistribution when G satisfies condition B
and is acceptable. That the conditions are necessary requires only condition
A and acceptability, and is a fairly straightforward extension of results of
Harish-Chandra [10]. Hirai’s main contribution is to show that the condi-
tions are sufficient, and for this he requires condition B.
Let G be a reductive Lie group satisfying condition A. Then the algebra
of all left and right invariant differential operators on G is equal to the
center Z of the universal envelopping algebra. In [16] Hirai showed how to
extend the results of Harish-Chandra to show that when Θ is a G0-invariant
eigendistribution for the action of Z, then Θ is given by integration against a
locally integrable function on G which we also call Θ. Further, Θ is analytic
on G′, the set of regular semisimple elements, and is a G0-invariant function,
that is Θ(xgx−1) = Θ(g), x ∈ G0, g ∈ G′.
We assume for the remainder of this appendix that G is a reductive Lie
group satisfying condition A and use the notation of Section 13.
Definition 20.4 Let ν be a character of Z and let Θ be a G0-invariant func-
tion on G′. We say Θ ∈ IE(ν) if Θ is the analytic function on G′ cor-
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responding to a G0-invariant eigendistribution with infinitesimal character
ν.
Let Θ be a G0-invariant function on G′. Let H be a Cartan subgroup of
G, Φ+ a choice of positive roots, and use the notation of Section 9. Define
(20.5)
Ψ0(H,Φ+, h) = ∆0(Φ+, h)Θ(h), Ψ(H,Φ+, h) = ǫr(Φ
+, h)Ψ0(H,Φ+, h).
Suppose that G is acceptable with φ : G → G1(C) satisfying the condi-
tions of Definition 20.3. Let ρ = ρ(Φ+) and write ξρ(h) = e
ρ(φ(h)), h ∈ H .
For h ∈ H ′ define
(20.6)
Ψ0ρ(H,Φ
+, h) = ξρ(h)Ψ
0(H,Φ+, h), Ψρ(H,Φ
+, h) = ξρ(h)Ψ(H,Φ
+, h).
The functions Ψ0ρ(H,Φ
+) and Ψρ(H,Φ
+) are the ones used by Hirai to state
his conditions. They can only be defined for acceptable groups. We first
restate Hirai’s conditions in terms of the functions Ψ0(H,Φ+) and Ψ(H,Φ+)
which can be defined without the assumption of acceptability.
For X ∈ h, define DX and DρX as in (13.1) and (13.2). The following
lemma follows easily from the definitions.
Lemma 20.7 Assume that G is acceptable. Let F ∈ C∞(H ′) and define
Fρ(h) = ξρ(h)F (h), h ∈ H ′. Then
DFρ(h) = ξρ(h)D
ρF (h), h ∈ H ′, D ∈ S(h(C)).
Let F : H ′ → C, and let ν be a character of Z. Define conditions (C1,
Φ+, ν) and (C2) as in Section 13. In the case that G is acceptable, we say F
satisfies condition (CA1, ν) if it satisfies (C1, Φ+, ν) with Dρ replaced by D.
Lemma 20.8 1. If Ψ(H,Φ+) satisfies condition (C1, Φ+, ν) for one choice
of positive roots, then Ψ(H,Φ+) satisfies condition (C1, Φ+, ν) for any
choice of positive roots.
2. Assume that G is acceptable. Then Ψρ(H,Φ
+) satisfies condition (CA1,
ν) if and only if Ψ(H,Φ+) satisfies condition (C1, Φ+, ν).
Proof. (1) Let Φ+ be any choice of positive roots. Since ǫr(Φ
+, h) is lo-
cally constant on H ′, Ψ(H,Φ+) satisfies condition (C1, Φ+, ν) if and only if
Ψ0(H,Φ+) satisfies condition (C1, Φ+, ν). Let w ∈ W (Φ) so that wΦ+ is an-
other choice of positive roots for Φ with ρ(wΦ+) = wρ. Then ∆0(wΦ+, h) =
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ǫ(w)eρ−wρ(h)∆0(Φ+, h), h ∈ H , where ǫ(w) = ±1 is the determinant of w.
Thus
(20.9) Ψ0(H,wΦ+, h) = ǫ(w)eρ−wρ(h)Ψ0(H,Φ+, h), h ∈ H ′.
Thus for any X ∈ h, h ∈ H ′,
DwρX Ψ
0(H,wΦ+, h) = ǫ(w)eρ−wρ(h)DρXΨ
0(H,Φ+, h).
Thus Ψ0(H,wΦ+) satisfies condition (C1, wΦ+, ν) if and only if Ψ0(H,Φ+)
satisfies condition (C1, Φ+, ν).
(2) follows from Lemma 20.7 and the fact that ξρ(h) and ξ
−1
ρ (h) are both
real analytic on H . 
The proof of the following lemma is similar to that of Lemma 20.8 since
ǫr(Φ
+, h) is constant on each connected component of H ′(R).
Lemma 20.10 1. If Ψ(H,Φ+) satisfies condition (C2) for one choice of
positive roots, then Ψ(H,Φ+) satisfies condition (C2) for every choice
of positive roots.
2. Assume that G is acceptable. Then Ψρ(H,Φ
+) satisfies condition (C2)
if and only if Ψ(H,Φ+) satisfies condition (C2).
Let α ∈ Φ+r and define J,Φ+J = cΦ+, H(α), and β = c∗(α) as in Section
13. Let h ∈ H(α) and assume that Ψ(H,Φ+) satisfies condition (C1, Φ+, ν)
and (C2). Then Dρ,±αˇ Ψ(H,Φ
+, h) are defined as in (13.4). There are also
well-defined limits
(20.11) DραˇΨ
0(H,Φ+, h) = lim
s→0
DραˇΨ
0(H,Φ+, hexp(sαˇ)).
and when G is acceptable
(20.12) DαˇΨ
0
ρ(H,Φ
+, h) = lim
s→0
DαˇΨ
0
ρ(H, hexp(sαˇ)).
Further, h ∈ J ′(R), so that DρJ
βˇ
Ψ0(J,Φ+J , h) and D
ρJ
βˇ
Ψ(J,Φ+J , h) are defined,
and when G is acceptable, DβˇΨ
0
ρJ
(J,Φ+J , h) is defined.
Define
(20.13) ǫαr (Φ
+, h) = sign
∏
γ∈Φ+r ,γ 6=α
(1− e−γ(h)), h ∈ H(α).
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Lemma 20.14 For all h ∈ H(α),
Dρ,±αˇ Ψ(H,Φ
+, h) = ±ǫαr (Φ+, h)DραˇΨ0(H,Φ+, h);
DρJ
βˇ
Ψ(J,Φ+J , h) = ǫr(Φ
+
J , h)D
ρJ
βˇ
Ψ0(J,Φ+J , h).
Proof. Fix h ∈ H(α). The first equation holds because for all small s 6= 0,
ǫr(Φ
+, hexp(sαˇ)) = ǫαr (Φ
+, h)sign(s).
The second equation holds because h ∈ J ′(R) so that ǫr(Φ+J , h) is constant
in a neighborhood of h. 
Lemma 20.15 Assume that Φ+ is a choice of positive roots such that α is
a simple root for Φ+r . Then ǫ
α
r (Φ
+, h) = ǫr(Φ
+
J , h) for all h ∈ H(α).
Proof. Fix h ∈ H(α). Write Φ+r \{α} = Φ1 ∪ Φ2 where
Φ1 = {γ ∈ Φ+r :< γ, αˇ >= 0}
and Φ2 is its complement in Φ
+
r \{α}. Then the positive real roots in ΦJ are
given by Φ+r,J = c
∗Φ1. Thus
ǫr(Φ
+
J , h) = sign
∏
γ∈Φ1
(1− e−c∗γ(h)) = sign
∏
γ∈Φ1
(1− e−γ(h))
since ec
∗γ(h) = eγ(h) for all γ ∈ Φ, h ∈ H(α). Thus
ǫαr (Φ
+, h) = ǫr(Φ
+
J , h)sign
∏
γ∈Φ2
(1− e−γ(h)).
Let γ ∈ Φ2. Then since α is simple for Φ+r , γ 6= α, and < γ, αˇ > 6= 0,
sαγ ∈ Φ2, sαγ 6= γ. But e−sαγ(h) = e−γ(h). Thus
sign
∏
γ∈Φ2
(1− e−γ(h)) = 1.

Consider the following conditions.
(20.16) DαˇΨ
0
ρ(H,Φ
+, h) = DβˇΨ
0
ρJ
(J,Φ+J , h), h ∈ H(α).
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(20.17) DραˇΨ
0(H,Φ+, h) = DρJ
βˇ
Ψ0(J,Φ+J , h), h ∈ H(α).
Condition (20.16) is the condition used by Hirai in [16] for acceptable groups,
and (20.17) is the analogous condition for not necessarily acceptable groups.
It is useful for our applications in Section 14 to replace (20.17) by condition
(C3) of Section 13. The following lemma clarifies the relationship between
these conditions.
Lemma 20.18 1. If Ψ0(H,Φ+) satisfies (20.17) for one choice of positive
roots, then Ψ0(H,Φ+) satisfies (20.17) for every choice of positive roots.
2. Let Φ+ be a choice of positive roots such that α is simple for Φ+r . Then
Ψ0(H,Φ+) satisfies (20.17) if and only if Ψ(H,Φ+) satisfies condition
(C3).
3. Assume that G is acceptable. Then Ψ0ρ(H,Φ
+) satisfies (20.16) if and
only if Ψ0(H,Φ+) satisfies (20.17).
Proof. Let h ∈ H(α) and let Φ+ be any choice of positive roots.
(1) Let w ∈ W (Φ). Then wJ = c∗w(c∗)−1 ∈ W (ΦJ), c∗wΦ+ = wJΦ+J and
wJρJ = ρ(wJΦ
+
J ). Further,
Dwραˇ Ψ
0(H,wΦ+, h) = ǫ(w)eρ−wρ(h)DραˇΨ
0(H,Φ+, h);
DwJρJ
βˇ
Ψ0(J, wJΦ
+
J , h) = ǫ(wJ)e
ρJ−wJρJ (h)DρJ
βˇ
Ψ0(J,Φ+J , h).
But ǫ(w) = ǫ(wJ) and e
ρJ−wJρJ (h) = ec
∗(ρ−wρ)(h) = eρ−wρ(h). Thus Ψ0(H,wΦ+)
satisfies (20.17) when Ψ0(H,Φ+) does.
(2) follows from combining Lemmas 20.14 and 20.15.
(3) Using Lemma 20.7 we have
DαˇΨ
0
ρ(H,Φ
+, h) = ξρ(h)D
ρ
αˇΨ
0(H,Φ+, h);
DβˇΨ
0
ρJ
(J,Φ+J , h) = ξρJ (h)D
ρJ
βˇ
Ψ0(J,Φ+J , h).
Recall that ξρ, ξρJ are defined using a homomorphism φ : G → G1(C). Let
H1(C) and J1(C) be the Cartan subgroups of G1(C) with Lie algebras h(C)
and j(C). Then we can pick a representative of the Cayley transform c ∈
G1(C) with cH1(C)c−1 = J1(C) and chc−1 = h for all h ∈ H1(C) ∩ J1(C).
Then for h ∈ H(α),
ξρJ (h) = e
ρJ (φ(h)) = ec
∗ρ(φ(h)) = eρ(cφ(h)c−1) = eρ(φ(h)) = ξρ(h),
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since φ(h) ∈ H1(C) ∩ J1(C). Thus Ψ0ρ(H,Φ+) satisfies (20.16) if and only if
Ψ0(H,Φ+) satisfies (20.17). 
Definition 20.19 Θ satisfies condition C(ν) if for every Cartan subgroup H
of G and choice of positive roots Φ+, Ψ(H,Φ+) satisfies conditions (C1,Φ+, ν)
and (C2), and Ψ0(H,Φ+) satisfies (20.17) for all α ∈ Φ+r .
Hirai’s necessary and sufficient conditions are (CA1, ν), (C2), and (20.16).
Using Lemmas 20.8, 20.10, and 20.18, when G is acceptable, Θ satisfies C(ν)
if and only if Θ satisfies Hirai’s conditions. Thus we can state Hirai’s Theorem
as follows.
Theorem 20.20 (Hirai, [17]) Let G be a reductive Lie group that satisfies
condition B and is acceptable. Let Θ be a G0-invariant function on G′ and
let ν be a character of Z. Then Θ ∈ IE(ν) if and only if Θ satisfies C(ν).
Remark 20.21 Suppose that Θ is a G-invariant function on G′. If Θ ∈
IE(ν), then the corresponding eigendistribution is G-invariant. Thus Θ cor-
responds to a G-invariant eigendistribution if and only if Θ satisfies C(ν).
Remark 20.22 In Hirai’s statement of Theorem 20.20 in §11 of [17], he
starts with the functions Ψρ(H,Φ
+) (which he calls κj) on each of a set of
representatives Hj of G0-conjugacy classes of Cartan subgroups. He then
gives an extra condition that he calls ǫ-symmetric which guarantees that
they can be patched together to give a G0-invariant function on G′ which is
our Θ. We don’t use this condition since we assume from the beginning that
we have a G0-invariant function on G′.
We will prove the following extension of Hirai’s Theorem.
Theorem 20.23 Let G be a reductive Lie group which satisfies condition A.
Let Θ be a G0-invariant function on G′ and let ν be a character of Z. Then
Θ ∈ IE(ν) if and only if Θ satisfies C(ν).
We will prove Theorem 20.23 by making a number of reductions and then
applying Hirai’s theorem. A number of routine lemmas are stated without
proof.
Let G be a reductive Lie group which satisfies condition A. Let Θ be a G0-
invariant function on G′ and let ν be a character of Z. Since G is a Lie group,
G has at most countably many connected components. Write G = ∪ixiG0,
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and let Θi = Θχi where χi is the characteristic function of xiG
0. Then each
Θi is a G
0-invariant function on G′ which is supported on xiG
0.
Lemma 20.24 Θ ∈ IE(ν) if and only if Θi ∈ IE(ν) for all i. Further, Θ
satisfies C(ν) if and only if Θi satisfies C(ν) for all i.
Lemma 20.25 Each connected component of G has a representative x such
that x2 ∈ CG(G0) and < x > ∩CG(G0)G0 ⊂ CG(G0) where < x > denotes
the cyclic subgroup generated by x.
Proof. Let G∗(C) denote the connected complex adjoint group with Lie
algebra gd(C). Since G satisfies condition A there is a homomorphism p :
G → G∗(C) with kernel CG(G0) such that Ad p(g) = Ad g, g ∈ G. In fact,
p(G) ⊂ G∗(R), the real points of G∗(C). Fix x ∈ G. Then p(xG0) is a
connected component of G∗(R). If p(xG0) = (G∗)0, then xG0 ⊂ CG(G0)G0
so we can pick our representative x ∈ CG(G0). Otherwise, p(xG0) = t(G∗)0
where t2 = 1 and t 6∈ (G∗)0. We can pick our representative x so that
p(x) = t. Then x 6∈ CG(G0)G0, but p(x2) = 1 so x2 ∈ CG(G0). Thus
< x > ∩CG(G0)G0 =< x2 >⊂ CG(G0). 
First Reduction. Because of Lemmas 20.24 and 20.25 we may as well
assume that Θ is supported on xG0 where x ∈ G such that x2 ∈ CG(G0) and
< x > ∩CG(G0)G0 ⊂ CG(G0).
Fix x ∈ G such that x2 ∈ CG(G0) and < x > ∩CG(G0)G0 ⊂ CG(G0).
Define τ : G0 → G0 by τ(g) = xgx−1, g ∈ G0. Since x2 ∈ CG(G0) we have
τ 2 = 1. Let Gτ =< τ > ⋉G
0 be the semidirect product of < τ >= {1, τ}
and G0. That is, if x ∈ CG(G0), then τ = 1 and Gτ = G0. Otherwise
Gτ = G
0 ∪ τG0 has two connected components.
Define φ : xG0 → τG0 by φ(xg) = τg, g ∈ G0. Then φ is a diffeomorphism
with Ad(xg) = Ad(φ(xg)) for all g ∈ G0 and φ(hxgh−1) = hφ(xg)h−1 for all
h, g ∈ G0. Thus there is a bijection between G0-invariant functions Θ on G′
which are supported on xG0 and G0-invariant functions Θτ on G
′
τ which are
supported on τG0 given by Θ(xg) = Θτ (φ(xg)), g ∈ G0.
Lemma 20.26 Let Θ be a G0-invariant function on G′ which is supported
on xG0, and let Θτ be the corresponding G
0-invariant function on G′τ which
is supported on τG0. Then Θ ∈ IE(ν) as a function on G′ if and only if
Θτ ∈ IE(ν) as a function on G′τ . Further, Θ satisfies C(ν) if and only if Θτ
satisfies C(ν).
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Lemma 20.27 CGτ (G
0) = Z(G0).
Proof. Clearly CGτ (G
0) ∩ G0 = Z(G0). Suppose there is g ∈ G0 such that
τg ∈ CGτ (G0). Then τ ∈ CGτ (G0)G0 so that x ∈< x > ∩CG(G0)G0 ⊂
CG(G
0) and τ = 1. Thus τG0 ∩ CGτ (G0) = ∅ unless τG0 = G0. In any case
we have CGτ (G
0) = CGτ (G
0) ∩G0 = Z(G0). 
Second Reduction. Because of Lemma 20.26 we may as well replace G
by Gτ . Thus we assume there is x ∈ G with x2 = 1 and G =< x > ⋉G0.
Moreover, because of Lemma 20.27 we have CG(G
0) = Z(G0). We continue
to write τ(g) = xgx−1, g ∈ G0.
Let C be a closed discrete subgroup of Z(G0) such that τ(C) = C. Then
C is a normal subgroup of G. Define G1 = G/C and x1 = xC. Then
G01 = G
0/C, x21 = 1, and G1 =< x1 > ⋉G
0
1.
Suppose that Θ1 is a G
0
1-invariant function on G1. Then Θ1 lifts to a
G0-invariant function Θ on G′
Lemma 20.28 Θ ∈ IE(ν) if and only if Θ1 ∈ IE(ν). Further, Θ satisfies
C(ν) if and only if Θ1 satisfies C(ν).
Lemma 20.29 Let C = {τ(z)z−1 : z ∈ Z(G0)}. Then C is a closed discrete
subgroup of Z(G0) with τ(C) = C. Define G1 = G/C. Then Z(G1) =
CG1(G
0
1) = Z(G
0
1).
Proof. Define ψ : Z(G0) → Z(G0) by ψ(z) = τ(z)z−1. Then ψ is a
homomorphism so that C = φ(Z(G0)) is a subgroup of Z(G0). Write
g = gd ⊕ z where gd = [g, g] and z is the center of g. Then Z(G0) = Z(G0d)Z
where Z = expz. Now Z(G0d) is a closed discrete subgroup of Z(G
0) and
τ(z) = z for all z ∈ Z. Thus C = {τ(z)z−1 : z ∈ Z(G0d)} ⊂ Z(G0d) and
so is a closed discrete subgroup of Z(G0). Further, since τ 2 = 1, we have
τ(ψ(z)) = ψ(z−1) ∈ C for all z ∈ Z(G0). Thus τ(C) = C.
Write p : G → G1 = G/C for the projection. Then Z(G01) = p(Z(G0)).
Let z ∈ Z(G0). Then τ(z)z−1 ∈ C so that p(x)p(z)p(x)−1 = p(τ(z)) = p(z).
Thus p(z) ∈ Z(G1). Thus Z(G01) ⊂ Z(G1) ⊂ CG1(G01). Conversely, let
g ∈ G and suppose that p(g) ∈ CG1(G01). Then Ad g = Ad p(g) = 1 so
that g ∈ CG(G0) = Z(G0) by Lemma 20.27. Thus p(g) ∈ Z(G01). Thus
CG1(G
0
1) ⊂ Z(G01). 
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Lemma 20.30 Define C as in Lemma 20.29. Let Θ be a G0-invariant func-
tion on G′ which is supported on xG0. Then
Θ(gc) = Θ(g), g ∈ G′, c ∈ C.
That is, Θ factors to a G01-invariant function Θ1 on G
′
1 supported on x1G
0
1.
Proof. Since Θ is supported on xG0 and C ⊂ G0, the result is true if
g 6∈ xG0. Let g ∈ G0 with xg ∈ G′ and let c ∈ C. Then there is z ∈ Z(G0)
such that c = τ(z)z−1 = xzx−1z−1 = x−1zxz−1. Since Θ is G0-invariant and
x−1zx ∈ Z(G0) we have
Θ(xg) = Θ(zxgz−1) = Θ(xx−1zxgz−1) = Θ(xgx−1zxz−1) = Θ(xgc).

Third Reduction. By Lemmas 20.28 and 20.30 we may as well assume
that G = G1. But by Lemma 20.29 we have Z(G1) = CG1(G
0
1) = Z(G
0
1).
That is, we can assume that Z(G) = CG(G
0) = Z(G0) and there is x ∈ G
with x2 = 1 and G =< x > ⋉G0.
The following Lemma completes the proof of Theorem 20.23.
Lemma 20.31 Let G be a reductive Lie group satisfying condition A. As-
sume that Z(G) = CG(G
0) = Z(G0) and there is x ∈ G with x2 = 1 and
G =< x > ⋉G0. Let Θ be a G0-invariant function on G′ and let ν be a
character of Z. Then Θ ∈ IE(ν) if and only if Θ satisfies C(ν).
Proof. Write g = gd⊕ z as in Lemma 20.29. Then G0 = G0dZ where G0d and
Z are the connected subgroups of G corresponding to gd and z respectively.
Since G0d is a connected semisimple Lie group there is a connected finite
central extension p1 : G1 → G0d such that G1 is acceptable. That is, there is
a connected acceptable complex Lie group G2(C) with Lie algebra gd(C) such
that the inclusion map of gd ⊂ gd(C) lifts to a homomorphism φ1 : G1 →
G2(C). Let K = ker p1 ∩ ker φ1 ⊂ Z(G1) and define G1 = G1/K. Then p1
and φ1 both factor to G1, so that we have p1 : G1 → G0d and φ1 : G1 → G2(C).
Thus G1 is also an acceptable cover of G
0
d. Thus we may as well assume that
ker p1 ∩ ker φ1 = {1}.
Since G satisfies condition A and G2(C) is a complex Lie group with
Lie algebra gd(C) there is x2 ∈ G2(C) such that Ad x = Ad x2. Then
Ad x22 = Ad x
2 = 1 so that x22 ∈ Z(G2(C)). Thus x2 has finite order. Let
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p2 : G˜1 → G1 be the simply connected cover of G1. Then there is a unique
automorphism τ of G˜1 such that
τ(e˜xpX) = e˜xp(Ad xX) = e˜xp(Ad x2X), X ∈ g.
It satisfies τ 2 = 1, and
p1p2τ(g˜) = xp1p2(g˜)x
−1, φ1p2τ(g˜) = x2φ1p2(g˜)x
−1
2 , g˜ ∈ G˜1.
Suppose that g˜ ∈ ker p2. Then
p1p2τ(g˜) = xp1p2(g˜)x
−1 = 1, φ1p2τ(g˜) = x2φ1p2(g˜)x
−1
2 = 1.
Thus p2τ(g˜) ∈ ker p1∩ker φ1 = {1}, so that τ(g˜) ∈ ker p2. Thus τ descends
to give a well-defined automorphism τ : G1 → G1 satisfying τ 2 = 1 and
(20.32) p1(τ(g1)) = xp1(g1)x
−1, φ1(τ(g1)) = x2φ1(g1)x
−1
2 , g1 ∈ G1.
Assume that z1 ∈ Z(G1). Then p1(z1) ∈ Z(G0d) ⊂ Z(G0) = Z(G) by as-
sumption. Further, Ad(φ1(z1)) = Ad z1 = 1. This implies that φ1(z1) ∈
Z(G2(C)) since G2(C) is connected. Thus p1(τ(z1)) = xp1(z1)x
−1 = p1(z1)
and φ1(τ(z1)) = x2φ1(z1)x
−1
2 = φ1(z1). Thus τ(z1)z
−1
1 ∈ ker p1 ∩ ker φ1 =
{1}. That is, τ(z1) = z1 for all z1 ∈ Z(G1).
Let m = 2m2 where m2 is the order of x2 and write Zm for the additive
group of integers mod m. Let G˜ = {(z, k, g) : z ∈ Z, k ∈ Zm, g ∈ G1}. For
z1, z2 ∈ Z, k, q ∈ Zm, g1, g2 ∈ G1, define the product
(20.33) (z1, k, g1)(z2, q, g2) = (z1z2, k + q, τ
−q(g1)g2).
Thus G˜ is the direct product of Z with the semidirect product of Zm and G1
where k ∈ Zm acts on G1 by τk. G˜0 is isomorphic to the direct product of Z
and G1 and so G˜ is a reductive Lie group with Lie algebra g. We calculate
that
(20.34) (z, k, g)(z2, q, g2)(z, k, g)
−1 = (z2, q, τ
k(τ−q(g)g2g
−1)).
Thus Ad(z, k, g) = Ad(xkp1(g)) so that G˜ satisfies condition A. We will show
that
(20.35) Z(G˜) = C eG(G˜
0) = {(z, k, g) : z ∈ Z, xk = 1, g ∈ Z(G1)}.
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Using (20.34) and the fact that τ(g) = g for all g ∈ Z(G1), it is clear that
{(z, k, g) : z ∈ Z, xk = 1, g ∈ Z(G1)} ⊂ Z(G˜) ⊂ C eG(G˜0). Suppose that
(z, k, g) ∈ C eG(G˜0). Then Ad(xkp1(g)) = Ad(z, k, g) = 1, so that xkp1(g) ∈
CG(G
0) = Z(G) = Z(G0) by assumption. Thus xk ∈< x > ∩G0 = {1}.
Thus xk = 1 and p1(g) ∈ Z(G) ∩ G0d = Z(G0d) so that g ∈ Z(G1). Thus
C eG(G˜
0) ⊂ {(z, k, g) : z ∈ Z, xk = 1, g ∈ Z(G1)} ⊂ Z(G˜). This shows that G˜
satisfies condition B.
Define φ : G˜ → G2(C) by φ(z, k, g) = xk2φ1(g). It is well-defined because
m is a multiple of the order of x2. It is easy to show it is a homomorphism
using (20.32). It is a continuous homomorphism which induces canonically
the natural injection of Ad(G˜) into Ad (G2(C)). Thus G˜ is acceptable.
Define p : G˜ → G by p(z, k, g) = zxkp1(g). The mapping is well-defined
since m is even, and it satisfies Ad p(z, k, g) = Ad(z, k, g). It is easy to
show that it is homomorphism using (20.32), and it is clearly surjective. Let
(z, k, g) ∈ ker p so that zxkp1(g) = 1. Then Ad(z, k, g) = Adp(z, k, g) = 1 so
that (z, k, g) ∈ C eG(G˜0) = Z(G˜). Thus ker p ⊂ Z(G˜). Further, using (20.35)
we have Z(G˜)0 = {(z, 0, 1) : z ∈ Z}. Thus the identity component of ker p is
contained in Z(G˜)0 ∩ ker p = {(1, 0, 1)} so that ker p is a discrete subgroup
of Z(G˜).
Let Θ be a G0-invariant function on G′ and let ν be a character of Z.
Lift Θ to a G˜0-invariant function Θ˜ on G˜′. Then Θ ∈ IE(ν) if and only
if Θ˜ ∈ IE(ν) and Θ satisfies C(ν) if and only if Θ˜ satisfies C(ν). But G˜
is acceptable and satisfies condition B. Thus Θ˜ ∈ IE(ν) if and only if Θ˜
satisfies C(ν) by Theorem 20.20. 
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