The label placement problem is one of the most important problems in geographic information systems, cartography, graph drawing, and graphical interface design. In this paper, we considered the label size maximization problem for points with axes-parallel rectangular labels that correspond to character strings and have different widths based on the number of characters. We propose an algorithm for computing the optimum size for the label size maximization problem in the 2-position model and a polynomial time algorithm for the problem in the 4-position model. Our algorithm cannot obtain the maximum value in the 4-position model because the label size maximization problem in the 4-position model is NP-hard. However, our algorithm is efficient in practice, as shown by computational experiments. Further, computational results for JR trains, subways and major private railroads in Tokyo are presented. key words: label placement problem, node label placement, label size maximization, rectangular label
Introduction
The automatic placement of text or symbol labels corresponding to graphical features in two dimensional maps is important in several areas such as geographic information systems, graph drawing, cartography, etc. In maps, labels (or names) of regions, rivers, stations, etc., are placed in appropriate positions so that the corresponding features in the maps can be understood. The exact positioning of such labels is important for the readability of a map. The problem of placing such labels is referred to as the map labeling problem and has been studied extensively [5] - [11] .
Cities on small-scale maps are shown as points with the name of the city written alongside. Typically, it is assumed that a point label can be seen as an axis-parallel rectangle, which is the bounding box of the text. The problem of placing a label at a point is referred to as the NLP (Node Label Placement) problem. We can consider many types of candidate positions near the point for placement of its label.
The more general problems of map labeling include edge labeling (roads, rivers) and area labeling (countries, lakes). The problem of placing labels for edges is referred † † The author is with Hitachi System & Services, Ltd., Tokyo, 108-8250 Japan.
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a) E-mail: imai@ise.chuo-u.ac.jp DOI: 10.1093/ietfec/e89-a. 4.1035 to as the ELP (Edge Label Placement) problem [1] , [7] , [12] .
The label for an edge may be placed at any location along the edge; in this respect, there is greater freedom than in the NLP problem. The label placement problem for areas can be regarded as a polygon containment problem in computational geometry. In [4] , we presented polynomial time algorithms for polygon containment problems, and we can use these algorithms for area labeling.
The map label placement problem involves deciding the locations of the labels such that the following two basic requirements are satisfied. A label should be placed at the point to which it belongs, and no two labels should overlap. Many algorithms for label placement problems attempt to place each label in the best possible position, and these problems have been the focus of considerable research (for example, [5] , [10] , [11] ). Given the basic requirements, an algorithm may attempt to either label as many points as possible or determine the largest possible font size such that all points can be labeled. Maximizing the number of labels is termed as the label number maximization problem, and maximizing the size of the labels is termed as the label size maximization problem. In general, both problems are NPhard.
In this paper, we consider the label size maximization problem for labeling points with rectangular labels, and present polynomial time algorithms for the problems. We also give some experimental results.
Label Size Maximization
Fixed position and slider models are commonly used in the NLP problem. We consider the rectangles enclosing the labels and identify each label with the corresponding rectangle. We restrict ourselves to the label placement problem for NLP in fixed position models. Here, each label has a finite number of candidate positions on the boundary of the rectangle. Usually, the four corner points of the rectangle are chosen, and these are termed label candidates. Wagner studied the problem of labeling a set of n points such that each point is assigned an axis-aligned labeling rectangle; each rectangle is placed so that one of its corners is at the position of the point; all rectangles have the same size; and the size of the rectangles is maximized in the 4-position model. They proved that this problem is NP-hard and that, unless P=NP, no polynomial-time approximation algorithm can achieve better than 1/2 of optimum size. Moreover, they gave a 0.5-approximation algorithm for the problem.
Rectangular Node Label
In the label size maximization problem, all labels have been considered to be squares or rectangles of the same size [2] . However, the number of characters in a label for different labels is usually different in maps. Therefore, this paper considers the labels as rectangles with different sizes.
Given the point set P = {p 1 , p 2 · · · , p n } in the plane (n ≥ 5), let k i be the number of characters corresponding to the label of p i . Let the size of one character be σ × σ. Therefore, the size of a label with k characters is σ × kσ. In the 4-position model, each label of a point p has four label candidates σp (ν) (ν = 1, · · · , 4) (see Fig. 1 ). σp (ν) denotes location and the size of the label. For example, σp (1) is in the upper right quadrant of p and the size is σ × kσ. We desire to maximize σ subject to the basic requirements.
We divide the label candidates σp (ν) (ν = 1, · · · , 4) of a point p into three types for a fixed current size σ (See Fig. 2 ):
is not σ-dead and has a nonempty intersection with σq (µ) , where
is termed σ-alive.
We develop an algorithm for the label maximization problem for rectangular labels with different widths by modifying the Algorithm AS4a in [2] . However, the definition of σ-dead is slightly different from that in [2] . According to their definition, a 0.5-approximation algorithm in the 4-position model can be obtained. However, the optimum value of σ in the 2-position model cannot be found. From our definition, we obtain the optimum value in the 2-position model. However, in the 4-position model, the approximation ratio is unknown. We will show in Sect. 3 that in many experiments, our algorithm gives values of σ that are greater or equal to the values given by AS4a in [2] .
Local Maximum Size σ (ν) i
First, we desire to compute the local maximum size σ for each point p i . We can calculate the local maximum σ (ν) i with a non-σ-dead candidate for p i in the following manner. We explain by considering the case of ν = 1. Let S
Otherwise, there is a p j ∈ S (1) i such that there is no point in S
(1)
i . In this case, the configuration of S (1) i is either one of the two figures in Fig. 3 . 
2-Position Model
If the size of each label is given, there arises the problem of deciding whether there is a solution without overlap. In the fixed position model, the decision problem is NP-complete if there are m (m ≥ 3) label candidates for each label. However, in the 2-position model, we can solve the problem in polynomial time.
σ-Decision Problem
In the 2-position model, each point has two label candidates-σp (l) and σp (m) (l, m ∈ {1, 2, 3, 4}, l m). We want to decide whether we can place labels for all the points without overlap. Therefore, the required basic conditions are as follows: (1) we have to place each label at one of the two label candidates and (2) all rectangular labels are pairwise disjoint. This problem, which is referred to as the σ-decision problem, can be reduced to 2-SAT in the following manner.
We consider the points to be Boolean variables and denote the two label positions associated with p i by x i and x i . Fig. 4(a) , we construct two clauses, (x 1 ∧ x 2 ) = (x 1 ∨x 2 ) and (x 2 ∧ x 3 ) = (x 2 ∨x 3 ). These two clauses show that we cannot placex 1 and x 2 (x 2 and x 3 ) simultaneously in a valid label placement. The set of these clauses construct an instance of 2-SAT, it can be verified whether there exists a satisfying truth assignment for the set of clauses. If there is such an assignment, we place each label of p i at x i (x i ) for x i assigned true (false) value. It is clear that a satisfying truth assignment of 2-SAT yields a valid (non-overlapping) label placement for the σ-decision problem and vice versa (Fig. 4(b) ).
In general, an algorithm for solving 2-SAT in O(m + n) time, where n is the number of Boolean variables and m is the number of clauses. However, there is an algorithm that exploits the geometric structure of this problem and can be solve in O(n log 2 n) time [3] . Therefore, we can solve the decision problem in the 2-position model for fixed σ in polynomial time.
Label Size Maximization
In this section, we describe a method to solve the label size maximization in the 2-position model in polynomial time. We abbreviate this problem in the 2-position model as LSMR2. We will present the outline of our algorithm; the details will be described hereinafter. We assume that each label of p is placed at σp (l) or σp (m) .
[Algorithm for LSMR2]
Step 1: Sort the point set P in the ascending order corresponding to the x-coordinate.
Step 2: Obtain the maximum size σ Step 3: Enumerate all pairs of label candidates that are σ max -pending with respect to each other.
Step 4: Enumerate σs that have at least one σ-pending pair. We can compute such σ by using the pairs obtained in Step 3. Let Σ be the set of such σ.
Step 5: Choose a σ ∈ Σ by a binary search, and solve the σ-decision problem. Output the maximum value of σ ∈ Σ for which we can solve the σ-decision problem.
We give a detailed description of each step in our algorithm. In Step 2, we use the maximum σ i (ν = l, m), then it is easy to compute σ max .
Step 2 takes O(n 2 ) time. In Step 3, we want to enumerate σ max -pending pairs. First, we delete all σ max -dead candidates and σ max -alive candidates among two candidates for each point p i . The remaining candidates are σ max -pending. Therefore, the subsequent step is enumerating remaining candidate pairs. In the worst case, the number of σ max -pending pairs are O(n 2 ). In Step 4, we enumerate all σ with σ-pending pairs. First, let Σ = {σ (i) In the case of (s, t) = (1, 1), (4, 4) :
In the case of (s, t) = (1, 4), (4, 1):
In the case of (s, t) = (2, 3), (3, 2) :
It must be noted that there are no other cases because x i ≤ x j . The above values are substituted in Σ. The number of elements in Σ is O(n 2 ). In Step 5, we first choose a σ ∈ Σ by a binary search and delete σ-dead candidates. At this time, there is a minimum of one σ-alive candidate at p i ; we place the label of p i at one of these σ-alive candidates and delete the others. Let P be the set of those points whose label positions are decided. In such a case, it is not necessary to consider any point in P . For some points in P − P , some label candidates might become σ-alive newly. In such cases, we can place the label for the points and add the points to P . For any point p ∈ P−P , there exist a minimum of two label candidates associated with p; these candidates are σ-pending. The algorithm for σ-decision problem can decide whether it is possible to place labels satisfy the conditions at all the points.
In
Step 4, we can enumerate all candidate values of the maximum value σ, and σ-decision problem can be solved in the 2-position model. Therefore, our algorithm yields the optimum value σ opt . In Step 5, the algorithm solves σ-decision problem O(log n) times and each σ-decision problem can be solved in O(n log 2 n) time. Therefore, Step 5 takes O(n log 3 n) time in a theoretical sense. In the worst case, Step 2 takes O(n 2 ) time and this algorithm for LSMR2 takes O(n 2 ) time in total. However, in practical cases, Step 2 can be performed in almost linear time.
4-Position Model
In the 4-position model, there are four label candidates for each point. When we choose two label positions from four positions σp (ν) (ν = 1, 2, 3, 4), there are six possible combinations of choosing two positions from four, and we obtain six σ-decision problems from the 4-position model. Using the algorithm for LSMR2, six optimum values σ lm opt (l, m ∈ {1, 2, 3, 4}) for the σ-decision problems can be computed. Let σ opt be the maximum value among the six optimum values. We assume that σ opt is attained when we choose the labels from {σp (s) , σp (t) }. Therefore, σ opt = σ st opt . Our algorithm for LSMR4 is fairly similar to that for LSMR2.
[Algorithm for LSMR4]
Step 2: Obtain the maximum size σ 
Step 3: Enumerate all pairs of label candidates that are σ max -pending with respect to one another.
Step 4: Enumerate all values of σ such that there is a minimum of one σ-pending pair. Let Σ be the set of such σ. The following values are contained in Σ together with the values in LSMR2.
(v) In the case of (s, t) = (1, 2), (4, 3):
We explain the difference between algorithms for LSMR2 and LSMR4. In Step 5, we enumerate the point in P − P that has only σ-pending labels. When there exist more than two candidates at a point p ∈ P − P , we have to choose two candidates in order to use the algorithm for the σ-decision problem. If label candidates, σp (s) and σp (t) , are contained in remaining σ-pending label candidates at p, we choose σp (s) and σp (t) . When four label candidates are remaining, these label candidates can be selected. We consider the case that the number of remaining label candidates is three and either one of the two label candidates, σp (s) and σp (t) , is remaining. We assume that the three remaining candidates are σp (s) , σp (u) and σp (v) (u, v t). There are two methods of choosing two label candidates from these three candidates: (i) σp (u) is chosen, and (ii) σp (v) is chosen. We choose two candidates from the remaining candidates for all points in P−P in this manner. If there is a point having three remaining candidates, we solve the σ-decision problem twice. Thr computation time of our algorithm for LSMR4 is the same as that for LSMR2.
Experimentation
We experiment in random and digital map data using the algorithm for LSMR4. The computations are performed by IBM ThinkPad T42p with Pentium4.
Experimental Results for Random Data
First, we provide the experimental results for random points with square labels in order to draw a comparison with the existing algorithm. The existing algorithm provides a solution, that is guaranteed to be at least half as large as the optimum value, in O(n log n) time. Our experimental conditions are as follows:
(i) All points are in the grid 1000 × 1000.
(ii) Labels can be placed partially outside the 1000 × 1000 area. (iii) We conduct experiments for n points, where n = 50, 100, 150. We compute the solution 100 times for each n.
This experimental result is shown in Fig. 5 . The horizontal and vertical axes represent the label size obtained by the existing 0.5-approximation algorithm and that by our algorithm, respectively. The figure shows that in most cases, our algorithm yields a bigger size than the 0.5-approximation algorithm In some cases, the values of our algorithm are double values given by 0.5-approximation algorithm, which are the optimum values.
Next, we present experimentations for rectangular labels. We set the following condition in our experimental conditions.
(iv) For each label, the number of characters in the label is randomly chosen from 1 to 5.
In Fig. 6 , the horizontal and vertical axes represent the optimum label size in the 2-position model and that given by our algorithm, respectively. In the 4-position model, we can place labels that are larger in size than those in the 2-position model; this is not remarkable. However, algorithms that can do this have not been written so far. Therefore, our algorithm is found to be useful for label placement problems. Figure 7 shows the best possible placement of 100 labels in the 2-position model, and Fig. 8 shows the results of the placement of the same 100 labels in the 4-position. For random data in the 100, 000 × 100, 000 grid, we perform 100 times and determine the average value. Figure 9 shows the results and that LSMR4 with 10000 points can be solved within one second. Therefore, our algorithm is efficient for large-sized random data.
Experimental Results for Digital Map Data
In this section, we show that our algorithm is useful for prac- tical problems. With this aim, we enlarge the size of experimentation and apply our method to GIS data. The input data are 409 points corresponding to stations of JR, subways and major private railroads in Tokyo 23 wards, obtained from Mapple10000 published by Shobunsha. The computing of the label placement for this data can be performed in a fraction of a second. The computational results are shown in Fig. 10 ; Fig. 11 is a part of Fig. 10 . Figure 11 shows that our algorithm obtains almost the optimum size.
Conclusion
In this paper, we considered the label size maximization problem for labeling points with axes-parallel rectangular labels that correspond to character strings and have different widths based on the number of characters. We present the algorithm for computing the optimum size for the label size maximization problem in the 2-position model and the polynomial time algorithm for the problem in the 4-position model. In the 4-position model, the problem is NP-hard and our algorithm does not have an approximation ratio. However, our algorithm yields better solutions than the 0.5-approximation algorithm given by Formann and Wagner for equally sized labels. Moreover, by experiments for the digital map data in GIS, we show that our algorithm is practically efficient.
In maps, the scale size changes depending on the purpose of the map, and the appropriate label size should be decided before changing the scale size. Otherwise, labels overlap and are unreadable, or the label size is too small. Therefore, the algorithm proposed in this paper can be used in a real time map visualization system. 
