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Os principais objetos de nossos estudos neste trabalho são as Álgebras 
Simétricas e de Rees de certos ideais monomiais de um anel de polinômios 
a n variáveis sobre um corpo. Mais precisamente, (~staremos principalmente 
interessados em detennh1ar quando tais álgebras de um ideal são isomorfas, 
isto é, quando tal ideal é de tipo linear. 
A determinação de classes de ideais que sejam de tlpo linear tem sido 
um problema constantemente abordado em Algebra Comutativa, desde o 
trabalho de Micalí [81, onde encontramos o primeiro exemplo de tais id€'ais: 
os gerados por seqüências regulares. 
Através do uso de bases de Grôhner, muitas questões sobre ideais em 
anéis de polinômios podem ser reduzidas a questões a repeito de ideais mono-
miais que, a princípio, são mais fáceis de Sf' trabalhar. Em particular, quanto 
à questão de S(~T de tipo linear, podemos citar que, em [3], Conca, Herzog e 
Valia demonstraram que para um ideal equihomogêneo (isto é, gerado por 
polinômios homogêneos de mesmo grau) num anel de polinômios ser de tipo 
linear basta que seu ideal inicial o seja. Assim nos parece claro que tal resul-
tado evidencia uma motivação para a procura de classes de ideais monom.iais 
que sejam, ou não, de tipo linear. 
Uma outra evidência de motivação para o estudo do problema de um 
ideal monomial ser de tipo linear ou não, está no fato que o ideal de definição 
da álgebra simétrica associada a ele ser binomial . E o estudo dos ideais 
binomiais tem aparecido com freqüência na literatura, já que eles apare<:em 
de maneira natural no estudo das variedades tóricas (variedades definidas 
por ideais binomiais primos). 
Em trabalhos recentes de Conca, De Negri, Villarreal e outros, tem-
se estudado ideais monomiais associados a grafos. Por exemplo, em [14], 
Villarreal dá uma fórmula para a dimensão da álgebra simétrica do ideal 
monomial gerado por caminhos de comprimento dois em um g,Tafo conexo. 
LE'llbramos que a dimensão de tal álgebra pode, entre outras coisas, de-
ddlr se tal ideal não é de tipo linear. O principal resultado apresentado no 
capítulo 2 deste trabalho é urna generalização deste resultado. 
Um outro re.sultado nesta direção foi apresentado por Conca e De Ncgri 
em [2] , onde provam que dado um grafo que é uma árvore, o ideal mono-
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mial gerado pelos caminhos de comprim<.>nto k é de tipo linear. No capítulo 
3 tomamos um grafo quf' é um ciclo de comprimento n e para 1 .::; k :5 n 
çonsíderamos o ideal monomial gerado pelos caminhos de comprimento k 
( o qual chamamos de ideal (n, k)- cíclico ) e, na última parte, carac-
terizamos dE" uma maneira quase completa os pares (n,k) tais que o ideal 
(n, k)- cíclico é de tipo linear. 
Um resumo do conteúdo deste trabalho é: 
No capitulo 1 apresentamos fatos gerais da teoria utilizados nos demais 
capítulos, bem como fixamos a notação. 
No segundo capítulo temos um adequação da teoria geral de grafos para 
o caso qu-e estudamos, demonstramos uma generalização do resultado co-
nhecido de Villarreal [14] sobre a dimem;ão de KruU da Álgebra Simétrica 
de ideais associados a grafos, em termos do número de vértices, arestas 
e con1ponentes eonexas do mesmo e, também, apresentamos uma demons 
tração que obtivemos para a dimensão de S (I) quando I é o ideal gf'rado 
por todos os k~produtos. 
Compõem o terceiro capítulo, os resultados que obtivemos para ideais 
cíclicos. Inicialmente, usando a fórmula da dimensão de Sirnis e Vasconcelos 
mostratnt)S que dim S(J) = n + 1 = dimJ?.,(I). A partir daí apresentamos 
o resultado da investigação que fizemos sobre para que pares (n,k) o ideal 




Neste capítulo apresentaremos as definições e alguns resultados gera1s 
da teoria que utilizaremos no desenvolvimento do trabalho. 
No que segue, a menos d<) menção explícita em contrário, R denotará 
anel ÇOUmtativo com identidade e dimA a dimensão de Krull de A. 
1.1 Definições e Resultados Preliminares 
Definição 1.1 Dados R e B um R-módulo, a álgebra .simétrica de E, que 
denotaremos por SR(E) ( ou .simplesmente S(E)) é o quociente da álgebra 
tensorial TR(E) pelo ideal {x@y ~ y@x, x,y E E), isto é, 
Tal álgebra pode, ainda, ser vista como uma R-álgebra SR(E) junta-
mente com um homomorfismo de R-módulos 1r: E ----lo SR(E) satisfazendo 
a seguinte propriedadE' universal: dados uma R-álgebra comutativa B E' um 
homomorfismo de R-módulos !f! :·E ~ B, existe um ÚlÚCo homomorf-ismo 
de R-álgeb:ras rP: SR(E)--+ B tal que cj>or. = r.p, on seja, tal que o diagrama 
a seguir seja comutativo 
Por exemplo, se E é um R-módulo livre de posto n, SR(E) é o anel dt' 
polinômios R !TJ,., . , T7t]. 
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Mais geralmente, quando E é dado por uma apresentação 
sua álgebra simétrica € o quociente do anel de polinômios R [T1,, , _, Tn] pelo 
ideal Q gerado pelas l~formas /j = a1jT1 + ... + anjTn, j = 1, ... , m. Neste 
caso dizemos que Q é o ideal de definição da álg<:"bra simétrica d10> E. 
Também, dado J, id~·al d<> R [T1, ..• , Tn] gerado por l-formas, R!TJ:;-··7;.,] 
é a álgebra simétrica de algum R-módulo. 
Definição 1.2 Dados R e I C R um ideal, chama-se álgebra de Rees de 1 
a R-álgebra graduada n(I) := R[JT] c::: R El7 IT E& I2T2 E& .... 
Existe um R-homomorfismo natural 'f': 1 ------+ R(l), dado por :p (x) = 
xT, e, portanto, um homomorfismo de R-álgebras cp: SR(l) ------+ 'R(I), que 
é, obviamente, sobrejetor. Se I= (x1, ... , x 11 ) o homomorfismo 1> pode ser 
descrito concretamente da seguinte forma: 
Seja o ------+ zl ------+ R'" ~ I ..........., O, com (3 (ei) = Xi- Então (3 induz 
uma sobrejeção de R [T] =R !T1 , ... , Tn] sobre S(J), cujo núcleo é o ideal 
n 
Q determinado por zl' .isto é, Q é gerado pelas formas lineares L riTi tais 
:i=l 
n 
que L riXi = O. 
i=l 
Também, a álgebra de Rees de I é a imagem homomórfica de R [T] dada 
por 1i ~------> xíT. O núcleo deste homomorfismo é o ideal Qoc gerado por 
todas as formas f (T1, .... Tn) tais que f(xl, .. - ,xn) =O. 
Temos, obviamente, Q C Q 00 e, mais, o núcleo do homomorfismo de .R-álgebr~s 4>: SR(l) _.... .R(J) é o ideal A~ t~. 
Definição 1.3 Com as notações adota.das anteriormente, um ideal I de R 
é díto de tipo linea,r se A= O, ou seJa, se r/> for iujetora. 
Observação 1.4 Em. !8], Micali most-rou q·u.e ~ é o Bubmódulo de torsão 
de 8R(I}. Assim, no caso em que R é um domínio, dizer que o ideal I é 
de tipo linear é o rnesmo que afirmar que o ideal de definição da. álgebr-a. 
simétrica de 1 é primo, já qv.e, neste caso, a álgebra de Rees é um domínio. 
Os exemplos mais simples de ideais de tipo lin~ar são os gerados por 
R~seqüências regulares e podem ser encontrados no trabalho de Micali [ [8] 
TheorE>me 1 , chap 1]. 
Outro exemplo é dado pelos ideais gerados por d-seqüências. As d-
St'qÜências, introduzidas por C. Huneke em 1980, sào uma generalizaç_~ão 
natural do conceito d(• R-seqüênda no sentido do Teorema L6 a seguir. 
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Definição 1.5 Seja~= {x1 , ... ,xn} uma seqüéncia de elementos de R 
gerando o ideal I. Então ;r é chamada urna d-seqiiência se: 
(i) !f é y.m. sistema mínima! de gentdores de I. 
(ii) (xJ, ... ,xt):(x;+l-xk)=(xl,···•xi):xkparai=O, ... ,n-1 e 
k 2:·i+L 
Teorema 1.6 [[13], Theorem 2.3.2 ]"Todo ideal gerado por urna d-seqiiCncia 
é de tipo linem·'·. 
1.2 A dimensão de Krull da Álgebra Simétrica 
de um R-módulo. 
A dimensão de Krull da álgebra simétrica S(E) do R-n1óduJo E está 
conectada com o invariante b(E) de um módulo E introduzido por Forster 
nos anos 60. Este ínvadante limita o número de geradores de R -módulos 
finitamente gerados quando R é rJOetherlano com dimensão de Krull finita; 
{ 
. R b(E) o~ sup d>m p + pp(E), P E 8pecR}, 
onde Jlp(E) denota o númem mínimo de geradores do Rp-módulo Ep. 
Em 1986, Huneke e Rossi obtiveram que a dimensão da álgebra simétrica 
de mn R-módulo é a sua cota de Forster, no caso em que R= tj-, onde A é 
um anel noetheriano universalmente catenárío com dimensão de Krull finita, 
mais prcci:>amente: 
Teorema 1.7 [j7], Theorem 2.6 J Sey'arn E urn R-módulo finíta.rnente ge-
mdo e R um domínio noelheriano universa.lrnente catenária, com dimensão 
de Krult finita. Então, dim S (E) é sua cota de Forster: 
R 
dimKnúiS'(E) = sup{dim p + Jlp(E}, P E Spe(• R}. 
Ainda em [7], pag. 201, há uma ressalva dos autores em que citam quP 
\V. Vasconcelos c M. Külh mostraram a eles como remover a hipótese de R 
ser o quociente de um domínio noetherlano universalmente ca.tenário com 
dimE'nsão de Krull finita. Em (10], Theorem 1.1.1, temos uma demonstração 
do teorema anterior para o caso de R ser um domínio noet-heriano, portanto, 
sob hipóteses menos restritivas. 
Em [13] temos a dimE'!lsão dP Krull da álgebra de Rees dP um ideal I. 
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Teorema 1.8 [!13]l Theorem 1.2.4 J Sejam R anel noetheriano e I um ideal 
de R. Par·a cada ideal primo P de R seja c(P) = 1 se I não está conl'ido 
em P e c(P) =O, caso contrário. Então d1:mR[It] "'" st~p {dim~ + c(P) }· 
Em part.intlar, dimR[It]::; dimR + 1, e a igualdade vale quando I cont-ém 
elementos reg1t.lares. 
Uma aplicação do Teorema 1. 7 foi dada por H. Villarreal em [14], con~ 
forme pode ser visto a seguir; 
Definição 1.9 Dado um grafo O com co11junto de vértices F= {vJ, ... , vn} 
e conjunto de arestas A(G), definimos o ideal associ.ado a G como sendo o 
ideal!= J(G) de F[X1 , ... ,Xn] (F corpo e uma variável para mda vértice) 
gerado pelos monómios XiXj tais que {vi,vj} E A(Q). 
Teorema 1.10 [[14], Theorem 3.6] Sejam G um grafo corn n vértices e q 
arpstas e I:=- J(G). Se G é conexo, então a dimen .. '>ão de Kntll de S(I) é o 
sup{n + l,q}. 
Conforme pode ser visto em [13], por exE>mplo, no caso de um R-módulo 
E finitamente apresentado por o: : Rm --;o R 11 , onde R é domínio noetheri-
ano, podemos expressar a dimensão d(~ I\rull de S(E) em termos das alturas 
dos ideais determinantais da matriz de o:. 
Definição 1.11 Seja a a matriz com entradas em R cujus colunas definem 
um R-módulo E. Para cada inteiro k, dizemos que o: ( ou E) sat.isfaz a 
condirão :Fk se: 
ht(ft{a)),;:::ranka-t+-1+k, 1::;t::;Tanko-, 
onde J 1(o:} denota o ideal gerado pelos t xi-menores de a. 
Se a é uma matriz m xn de rank ·mo, u.sando a condição .F o de r..p, definimos 
a função 
d' ([l,mol nZ) ~ Z 
da .seguinte forrna,: 
{ 
mo-t+l-ht(It(a)), d(t) "' o 
se F0 não vale em t 
caso contrário 
A partir da função d podemos d<'finir para um R-módulo E finlt.ameil1k 
apresentado por a: Rm -+R"\ d(E) = supt,{d(t)}, e então obter a seguinte 
fórmula para a dimE>nsão de S(E); 
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Teorema 1.12 [[10], Theorern 1.1.3] Corn a notação dos 1>arágrajos an-
terion:s, ,.;eja R um domínio catenária equidirnensional e E urn R-módulo 
fi:nitarnente gerado. Então 
b(E) ~ bo(E) + d(E) 
onde bo(E) := dim R+ rank E. 
1.3 Módulos com apresentação linear. 
As álgebras simétricas dt.> módulos definidos sobre um anel de polinômios 
por rnatri.zes com entradas lineares têm propriedades únicas. Alguns dos 
ideais que estudamos no terceiro capítulo pertencem a esta classe. Assim 
vejamos algumas destas propriedades. 
Conforme já vimos, se E é um R-módulo com uma apresentação 
Rm ~ Rn--+ E--+ O, 
as equações de sua álgebra simétrica S(E) são f= [!1 ... fm] = [71_ ... Tn]a. 
No caso em qU(~ R"'~ F[X1, ... ,Xn], ü pode ser vista como a matriz 
jacobiana de f= [fl, ... ,Jn] com relação às variáveis T 1s. Se, ainda, as 
entradas da matriz a são lineares, podemos escrever f= X· B(a) onde 
B(a) é a matriz jacohiana de f com relação a X. 
Por abuso de linguagem diremos que B(a) define o dual jacobiano de E, 
mesmo nos casos em que as entradas de a não são formas lineares. 
Sob certas circunstâncias é possível dizermos mais a respeito da matriz B. 
Proposição 1.13 [[J3j, Proposition L5.3] Seja E nm módv.lo sobTe R;;;;-
"'~ F[X 11 ... , Xd] com apresent-ação hnear a = (a.ij)nxd cuja.s linhas são 
sizígi.as d-as ·variáveis X1, ... , Xd. Então B é uma matr'iz anti-simétrica. 
Mais ainda, 
Proposição 1.14 1[13], Proposition 1.5.5 J Sejam R anel local noetheriano, 
x = (x 1, •.. , xn) uma R~ seqüência regular e E um R-módulo com urna 
apresentação 
Rd --+ Rn ~ E --------1- O 
tal que a .xt = O. Se escre~•emos S = R [T] = R[1\, ... , 1~], então exíste 1tma 
motriz anti-sírnétrica Bdxd, sobre S com entradas linearl'.s na8 varirfveis em 
T t.al que 
T·a=.x·B. 
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Como, também, os ideais quf' estudamos no capítulo três t-em dimensão 
projetiva dois, vejamos alguns resultados nesta direção. 
f~ relatívarnentt~ fácil caracterizar quando as álgebras simétrkas sã.o 
"almost complete int.ersedion1': 
Proposição 1.15 [[13], Proposition 3.4.1] Seja R um anel noetheriano lo-
cal e E um R-módulo finitamente gerado. Suponha que E tem dímt11são 
projetiva finita ou R é um nnel dorn{nio jato1-iaL Então S(E} é "almost 
complete inter8ection" BC e somente BC E tem mna re.solução projetiva do 
tipo: 
rb O---+ R ---+ Rm--+ Rn.............,. E --------+ O (*). 
Se, para a resolução (*) considerarmos o ideal h (ri'), temos relações 
entre ele e o ideal Q de definição de S(E), conforme [13]: 
Proposição 1.16 [[13], Proposition 3.4.2 ] Seja E um mód·ulo com uma 
resol1tção como(*) e satísfazendo .'F1 . Então h(~;J) também .~atis.faz F1. 
Proposição 1.17 Nas condições das proposições 1.15 e L16, se Q, o idea,l 
de definição da álgebr-a siméf1-ica de E, é "alrnost complete intersectíon'' e 
um. ideal prímo então a altura de h('!/;) é ímpar. 
Para os módulos com segundo número dt~ Betti igual a um, há que se 
destacar mais dois resultados, 
Com as mesmas notru;ões anteriores, seja g= (gl, ... , 9d) o ideal gerado 
pelos (d ~ 1)-Pfaffianos de B. 
Teorema 1.18 !]13] Theorern 7.5. 1 ] Seja E um. mód·ulo definido sobre um. 
anel local regular (R, rn) de dímensão ímpar, com dim proj Ep ::;: 1 para 
todo P ç;i m, f32(E) = J e p(E) -""" dím R+ rank E~ L 
(a) Se E satisfaz .'Fo, então S(E) é Cohen-Macaulay de típo 2, 
(b) Se E satisfaz :F1 , então E é de tipo línear. Mais ainda, (xhg1 )S(E) é 
o módulo canôn-ico de S(E). 
Teorema 1.19[!13] Theorem 7.5.4 J Scjo.mQ ~ R[T] ~- R[T1 , ••• ,7;,]. 
Q ~ •· E~ E@qQ e D •• Sn(E)@qQ •• (xB.~f(B)' Seja (R,m) 
um anel1·egular local de dünensiio par e E urn R~rnódulo tal q1Le f:l2(E) = 
1, dim proj Ep::; 1 par-a todo P Cf- rn e fl(E) ""' dim R+ rank E~ 1. 
{a) Se E satisfaz'Fo, ent-â:o D é Gorenstein. 
(b) Se E satisfaz F1, então D é a álgebra de Rees de E. 
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Capítulo 2 
Sobre a Dimensão de Krull 
de S (I) para alguns ideais 
• • monomiais 
Nest{' capítulo apresentaremos uma generalização do resultado de R 
Víllarreal [14j para a dimensão de Krull da álgebra simétrica do ideal de um 
grafo conexo, ~-', também, usando a mesma t&:nica, mna demonstração da 
dimensão de Krull da álgebra simétrica do ideal de F[X 1, ... , XnL gerado 
por todos os monômios de grau k, livres de quadrados. 
Na primeira parte fixaremos a notação e apresentaremos algumas adapta-
ções de resultados gerais da teoria de grafos para o caso em que estamos tra-
balhando. Também, apresentaremos o resultado que nos dá a dimensão de 
Krull da álgebra simétrica do ideal de um grafo C em funs:ão do número de 
vértices, arestas e componentes con<~xas que são árvores, mais precisan1ente: 
Se G é um (n,q,m)-,qmfo, onde n é o número de vàtices, q o número de 
arestas e m o número de componentes conexas de G, com r das m compo-
nentes conexa.s sendo ár'vores, então 
dimS{l)=:max {n+l,q-1-r}. 
Finalizaremos o capítulo, apresentando a demonstração que obtivemos 
para a dimensào de Krull da álgebra simétrica do ideal gerado por todos os 
rnonórnios de grau k, livres de quadrados em F[X 1 , ... , XnJ. 
Comec:emos fixando a notação e aprE>.sentando as adaptações dos reml-
tados gerais da troria de grafos: 
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Dado um grafo G, F(G} e A(G) denotarão, respectivam~?nie, o conjunto 
de vértices e arestas dP G. 
Neste trabalho, grafo denotarão sempre grafos simples e sem laços. 
Definição 2.1 Da.do um grafo C, dizemos que o gmfo H é um subgmfo de 
C se V(H) C V(G} e A(H} C A(G). Além disso, díremos que o subgrafo lf 
é obtido de G pela retírada de algum ·vért-íce Vi se V(H) C V(G) ~{vi} e as 
are8tas de H são as arestas de G que niio contem {vi}. 
Com esta definição, se G é o grafo definido sobre {u1, u2, u3, u.ú tal que 
A(G) = { {~q, uz}, { t(J, -u3}, {u2, u3}, { u3, u4} }. Se H é o subgrafo de G ob-
tido pela retirada de 113, A( H)= {{ul,-u.z}}. Se, ainda, H1 ~o subg:rafo 
obtido pela retirada de t(l, A(HJ) = { { u2, u3}, { 11.3, 114} }. 
Diremos que c C V ( G) é um caminho ligando dois vértices v e v de G se 
c= { u = 1lJ' U2, ... , Uk = v ; { 11j,, tl.f.;-1} E A( G), Vi =-'-' 1' ... , k - 1 }. 
lhn grafo G será dito ser conexo se quaisquer dois de seus vértices são 
lígados por algum caminho. 
A dislância entre dois vértices que estão ligados por algum caminho é 
o mínimo dos comprimentos dos caminhos que os une. Observamos que o 
comprimento de um caminho c é lei ~ 1. 
Diremos que um vértice v tem grau de incidência d se a cardinalidade do 
conjunto {{v,x}: {v,x} E A( C)} for d. 
Um vértice v será chamado ponto de separação de G se o número de 
component-es conexas do subgrafo de G, obtido pela retirada do vértice v 
for maior que o ntÍmero de componentes conexas de G. 
Exemplo 2.2 Considerando G cuja. representação geométrica é 
"' • '" • '" •
,., 
• 
temos que v3 é o seu único ponto de separação. 
Proposição 2.3 Sendo G ,grafo cone.ro e v E V(G) são equivalen.les: 
(i) Existem w e 1t em F( G) \ {v} tais qv.e v pertence a todo caminho ligando 
·u e w. 
( ii) Existe uma partição {U, W} de \.-'(G) \{v} tal que, se-u EU, w E W 
e c é um carnínho ligando v e w e n/ ão v E c. 
Além disw_, se v é um ponto de separação de G valem (i) e ( ii ). 
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Demonstração: (ii) :.~.:=}(i) é obvia 
(i) =*(ii) Sejam u e w E I'(G) \{v} tais que v pertence a todo caminho 
ligando u e w. Nesta situação podem ocorrer: 
{ a ) ao retirarmos o vértice v de G não déinimos um subgrafo ( no sentido 
que fixamos) ou seja, v E {x,y}, 'r:/ {x,y} E A(G). Neste caso, tornando 
U =. {u} e W = V(G) \ {u,v} segue-se o resultado. 
( b ) ao retirarmos o vértice v de G obtemos um subgrafo não conexo H. 
Tomando U como sendo o conjunto de vértices de uma componente conexa 
de H e W = V(G) \ (U U {v}) segue-se o resultado. 
A última implicação seguE--se do fato que se v é um ponto de separação de G, 
o número d(~ componentes conexa'l do subgrafo lJ de G, obtido pela retirada 
do vértice v, é maior que o número df' componentes conexas de G e também, 
neste caso, tomando U o conjunto de vértices de uma componente conexa 
do subgrafo e W ""'· V(G) \ (U U {v}) segue-s€' o resultado. • 
Proposição 2.4 'Todo grafo C, (n, q)-conexo (n ~ 3} tem pelo menos um 
vértice tal que o sub,qrafo H de G, obtido com a S'!La remoção ainda é conexo 
e j\'(H)I ~ 1\'(G)I ~ 1 ~ n ~L 
Demonstração: Sejam u e v dois vértices a uma distância máxima em C. 
Se v fosse um ponto de separação de G, pela proposição anterior, existiria 
urna partição {U, W} de V(G) tal que u EU e para w E W, v pertence a 
todo camjnho ligando u e w. Mas, então, d( u, w) > d( v, u) (contradição!!). 
Portanto, v não é um ponto de separação de G. Mais, se existisse t E V( G) 
tal qu€' {t, v} fosse o único elemento de A(G) com t pertencente a ele, 
teríamos d(t,1.<) > d(v,'u) (contradição!!). 
Logo, retirando v o subgrafo obtido ainda é conexo e IV (l:l )I ·= jV ( G)j-1. • 
Proposição 2.5 Se G é nm (n,q) -grafo conexo, então q ~ n -1. 
Demonstração: ( por indução sobre 11 }. 
O resultado é evidente para n ::'~ 2. 
Supondo que o mesmo seja válido para todo (n 1,qt)- grafo conexo eom 
n 1 < n, ('OJisideremos G um (n,q)- grafo conexo com v o vértice de G 
como na proposição anterior, isto é, tal que o subgrafo H de G, obtido com 
a remoção de v é conexo e I V(H) I= I V(G) l-1. 
Sendo jF(H)I "-"' n1 ""-" n- 1 e A(Jl) = q1, H é um (nl,ql)-grafo eonexo. 
Por hip6tese de indução temos Ql 2 n1 -1, assim, q ?: q1 + 1 ?: n1 = n- 1. • 
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Proposição 2.6 Seja G um (n, q)-grafo conexo com q = n - L Então, 
existe vértice em V(G) com grau de incídênd.a exatamente 1. 
Demonstração: ( por indução sobre n ) 
Sf' n ;;:;..: 2 o resultado é óbvio. 
Seja G um (n, n- 1)-grafo conexo com n ;:::: 3. 
Se nenhum dos vértices de G tem grau de incidêncía igual a 1, conside-re 
v E F(G) tal que o subgrafo H de G obtido pela sua remoção ainda seja 
conexo e n1 = jV(H)I- 1 (existe por 2.4 ). Portanto, temos n1 "'' n- L 
Seja do grau de incidênda de v ( no grafo G ). Se q1 = IA(H)I temos 
q1 = q- d. Agora, pela proposição anterior, q1 ;:::: n 1 - L Mas, então, 
q - qdd2:(nl-l)+d2:(n-1)-1+d~ 
(n- l)+(d-1) 2:n-1 ~q. 
Portanto, d- l = O ou seja d = 1. Assim1 G possui um vértice cujo grau de 
incidência é exatamente 1. • 
2.1 Dimensão de Krull de S(I) onde I é o ideal 
das arestas de um grafo G. 
No qu-e segue usaremos a seguinte notação: se G é um grafo, 1 = I(G) 
denotará o ideal das arestas de G, mais explicitamente, se jV(G)I = n e R= 
F [X1, ... , X,], onde .1" é um corpo então 1 = (XiXj: {vi, vJ} E A(G)) C R. 
Ao final desta secção apresentaremos uma generalização do resultado de 
R. Villarreal [14] para a dimensão de Krnll da álgebra simétrica de!. 
Como é conhecido ( Huneke-Rossi [7] e SinUs-Vasconcelos [lO] ). sendo 
E um R-módulo, onde R é um anel noetherlano, 
dim SR(E) = sup {dim R+ pp(E)} 
PESpccR P 
pp(B) dE'nota o número mínimo de geradores d(~ .Ep como Rp-módulo. 
Se P E Spec R é tal que P $.V {I), então f.IP( I)= 1 e como dim ~ s; 
:::; dim R, segue-se que 
. R 
dun p + f.Ip(J) :$; n+ L 
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Como P[XJ, ... ,Xn] é um domínio, se P = (0), dim ~-l-}lp(I) =- n4- 1. 
Assim, para I ideal de um grafo G, 
R 
dim 8(1) = sup{dim p + pp(J): P =O ou P ;;:;> J, P E Sp(~cR}. 
Para chegarmos à dimensão de Krull de S( 1 ), resta-nos analisar o que 
ocorre com os primos que contém I. 







( 1 ) 
{x,,x,~P}, 
{Xj; 3Xi E Bp I XiXj E 1} e 
(x,x, E I I (X,, Xk) nCp ~ 0) 
tem-se: 
- (X,' 3X, E Bp I x,x, E J) ~ Cp (2) 
(:?__) Também, Yq -= {X1Xk E I: {X1,Xk} nCQ = 0} -
-- {X,X,Elo{X!,Xk}nCpoo0) Yp 
Assim, para Q :J P :::.>I com Bp = Bq, temos, 
Cp ~, Cq e Yp ~ Yq. (3) 
Lema 2.7 Sejam G um (n,q)-grafo e 1=-l(G). Se Pé um ideal pr·i11w de R 0 "" 
-::c:::: F[X1, ... , Xn] contendo I, tem-se pp(I) = jCpj + jYpl, onde Cp e Yp 
são os definidos ant.eriormente. 
Demonstração: Antes da demonstração propriamente dita, observemos 
que pp( 1 ) :::;: jCpj + IYPI· onde Cp, Yp são os definidos anteriormente. 
Aliás, basta demonstrarmos a igualdade para o caso em que P é gt>rado por 
variáveis, uma vez qU(' se Q ::J P e Bp = Bq então Cq = Cp e Yq = Yp. 
(><) • Agora, sab(.'-Se que lq ""' (Cp, Yq)R.q portanto, se a 1gualdade vale para P 
gerado por variáveis, temos: 
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De onde 'egue-'e que "Q( I)~ [Cq[ + [Yq[ ~ [Cp[ + [Yp[ =~ "p(I). 
Vejamos, então, que a igualdade vale para P gerado por variáveis. 
Obviamente, lp = (Cp, Yp)Rp, restando-nos mostrar que Cp U YP é um 
sistema minlmal de geradores de 1 p. 
Para tanto considt"remos Cp = {XI, ... , X r}, (a menos de reordenação dos 
índices) e Dp = {Xk E P: XkXl E Yppara algum Xl} 
Observamos que se XkXt E Yp então {Xk,XI} n Cp = rj>, ou seja, Xb 
X 1 f/:_ Cp e portanto Xk, Xt f/_ Bp, ou ainda, Xk,Xl E P. 
Como Cp n Dp = .P, podemos considerar Dp = {Xr+l, ... ,Xt} para algum 
t. ~ n. 
Temos então, P = ( Cp, Dp) já que 
(i) CpUDpCPe 
( ii) {X}\ [Cp U JJp[•= Bp. 
Assim, podemos considerar P = (X 1, ... ,X t)-
Para mostrarmos que CpUYp é conjunto mínimo de geradores de lp bas--
ta termos 
c 
LaiXt+ L bklXkXl=yEPlp com a~s e bk,1s emRp, 
i=-1 XkX1EYp 
se, e somente se a.~s e b~1 s E P Rp. Tal fato obviamente ocorre uma vez 
que {X 1, ... , Xt} é seqüência regular e gera P Rp 
Com isso, demonstramos que Cp U Yp é um sisitêma minimal de g(.•radores 
de lp. Assim, 
uma vez que a união é disjunta. • 
Como consequência lm(-><iiat-a deste lema temos: 
Lema 2.8 Seja G um (n,q)-gro.fo com m componentes conexas G1., ... , Gm 
e I :::c T(G). Se Vj denota o conjunto das variáveis correspondentes aos 
vért'ices daj-ésima componente conexa Gj, j = l, ... ,m, 
Rj = F jl'j-]. Sejam. P E SpecR, R= F[X1, .. ,X,1], P :=J I e 
Pj = P n Rj , j = 1, ... , m, então 
m 
pp(I) ~ LI'P,(I;). 
j=l 
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denol arem os 
li= InRj, 
o 
Dernonstr-ação: Obviamente, Bp =U Bj, com Bj = .BpnFj, j ::-.::- 1, ... , m., 
ou seja., Bj = {Xk E ~j : Xk f/_ Pj}, J -- l, ... ,m. Assim, 
o 
Cp -· U Cj onde C'j ~- Cp n l·j, J l, ... ,m, ou ainda. 
Cj = {Xk E Vj: 3.\-i E Bj com XiXk E lj}-
m 
Logo, jCpj ~·L IC;I (1) 
j=J 
m 
Yp cc {X;X, E I, {X;,Xk} nCp ~ <'} ,, U YJ 





jc,l + IYJI 
jo~l 
e 
j = l, ... ,m. 
rn m m m 
pp(I) ~ jCpj + jYpj ~L ICJI + LIYil ~L (ICJI + IYJI) '' LPP,(Jj). 
j=l j=l j=l j=l 
• 
Proposição 2.9 Se.Jam C urn {n,q)-grafo conexo com q = n -1 {n 2: 2), 
R= F!X] = F[XJ, ... ,Xn] e I"'"~ 1(0). Então existe P E Spec R com 
. R ( ) dm1~+fll"J =-n p 
Demonstração: ( por indução sobre n.) 
Se n =·- 2, I= (X1Xz). Tomando P =- (X1) teremos o resultado. 
Seja n 2:: 3. Como estamos considerando q =- n - 1 e G conexo. existe um 
vértice de G com grau de incidência exatamente um, tal que o subgrafo de 
G obtido pela sua remot,~fw ainda é conexo. Podemos supor que este vértice 
seja o assodado à variável Xn e mais. que o únko gerador de 1 para o qual 
Xn constribui seja Xn-lXn. 
N('stas condiçõPs. cous.iderando R' '"'c F [X 1, ... , X n-l] P I' = 1 n H', teremos: 
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i c:---:; (/, X n-1X n)R e, 1' ""' I( G'), onde(;' é o subgrafo (n~ 1, rt~2)~conexo, 
obtido de G pela remoção do VÍ'rtic.ecorrespondcnte à variável Xn. 
I I R' Por hipÓt(!SC de indução, existe P E Spcc R com dlm p' + p p' (I) ~"' n ~ 1. 
Agora, podemos ter: 
( i ) Xn-1 1{:. p' e, neste caso, tomando P =- (r', Xn.) kremos pp(I) =-
o:c_- flp'(I') + 1 e, então 
R R 1 I 
dim P + pp(I) =· dim p' + Jlp' (I)+ 1 = (n ~ 1) + 1 :::-co n. 
' ' ( ii) Xn-l E P eXn-1 1{:. Cp' """' {XJ: 3Xi E {XJ, ... ,Xn-1}\P': XiXj E I}. 
Também neste caso, considerando P =· (P', Xn) teremos, 
d. R d' R' ( ) ( ') Hn---= 1n1~, e f-lp' I '=-Pp' 1 +1. p p 
Logo, dim P, + pp(J) = dim ~~ + !-lp'(I') + 1 = n ~ 1 + 1 = n. 
( m )Xn-1 E r' ncp'· 
Tomando P = P'R, teremos: 
de ondf' segue-se, 
' 
d. R d' R 1n1~ = Jm~+ 1 p p' 1 
dirn R + f-lp(J) = n. p 
Em qualquer caso, existe P E SpccR com dim ~-+ Jlp(l) ;:-.: n. • 
A seguir apresentaremos um ]ema cuja demonstra~~ã.o aparece em R. 
Víl1area1 [14] e que utilizaremos no que segue: 
Lema 2.10 Seja C um (n,q)~,qrafo conexo. Com a8 mesmas notações ado-
tadas anteriormente temos: 
a )se q;::: n, dim ~ + pp(J) s_ q, l;fP E Spec R, P =:>I. 
b) se q = n- 1 então dim ~ + pp(I) S q + 1. 
Teorema 2.11 Sejam G um (n,q,m)-gr•nfo, f,_--,J(G) C R=F[Xl, ... ,XnJ, 
su]Jondo que r· das m componentes conexas são árvores, f-em-se 
dimS(l) = ma:~~{n ·+ ], J.J-(1) +r}. 
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Demonstração: Como antes, consideremos Vj conjunto das variáveis asso-
ciadas aos vértices que pertencem à j-ésima componente conexa de G, Rj = 





e n = LnJ. 
j=l 
Se denotarmos d.im ~ + Jlp(J) por bp, sabemos que 
dlm8(1) = max {n + 1, snp {bp, P E SpecR, P :>I, gerado por variáveis}}. 
Assim, para obtermos o resultado, basta mostrar quP 
sup { bp : P E Spec R, P :> I, gerado por variáveis} = Jl(I) + r. 
Como R = F !X 1, ... , Xn] e P é gerado por variáveis temos que, se ht P = .s, 
então dim 'lt =- n ~ s, e também) 
"' R· L . J = dim-p j=l J (!) 
Ainda, admitindo-se que as componentes cm1exas que são árvores são as r-
primeiras, tem-se dim ~ + f1P_
1 
(Ij) ::; qj, para todo j, j E {r + 1, ... , m }. 
Pela pmposição 2.9, para cada j = 1, ... r, tcxiste Pj E Spec Rj tal que 
ljCPje 
R 
dim__l_+fiP-{lj)=nj,'Vj= 1, ... ,r. Pj J 
Considerando Q '"-~ (P1, ... , Pr, Vr"""l' .. . , Vm) temos: 
.Q :> 1 (obviamt?nte), e 
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r m, r m 
L.>j + I: qj ~ I: (qj + 1) + I: qj 
J=l J=r+l J=l J=r+l 
(~Qj) +rc~~p(IHr. 
Portanto, dim 8(1) 2:: max{n -+ 1, JJ(l) +r}. (*) 
Mas, para todo P gerado por variáveis, 
R dim~-J-J-Ip(I) ;;;-..c p 
c m 
< L (qj + 1) + L qj ~ q +r·~ ~(I)+ r. (**) 
De(*) e{**) segue-se: dimS(I) = max{n + 1, 1u(J) +r} • 
2.2 A dimensão de Krull de S(I) para I o ideal 
gerado por todos os k-produtos. 
No que segue, apresentaremos uma dE:'monstração de quE' a dimensão de 
Krull da álgebra simétrica de ideais gerados por todos os k produtos, isto 
é, todos os monômios de grau i..; livres de- quadrados, a n variáveis é n + 1, 
baseada na mesma idéia da demonstração de Vil1arreal, para ideais de gTafos 
conexos. 
Proposição 2.12 Seja 1 C F[X 11 ..• , X 11] ideal gerado por todos os monó-
rnios de grau k, 1 S k < n, livres de quadrados. Então, 
d'im 8(!) = max{n + l,p(J)}. 
Demonstração: Observamos, inicialmente, que Jl(J) -- (~). Sendo 
R= F[X1, ... ,X11] e sabendo qUC' 
dim Sn(l) "'"' Sltp { dim ~ +- pp(I), P E SpecR}, 
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temos, em P =- (0), 
dim 
R 
P + Jtp(J) = n + 1 
dim R + MP(J) ~ !'(i) ~ (n). p k 
Assim, claramente, 
Para obtermos a desigualdade contrária, observamos inicialmente qw." basta 
considerarmos P E Spec R tal que P :) I, caso contrário 
. R 
dnn .P + Jlp(l) ::; n + L 
Se tomarmos P E Spec R gerado por variáveis e tal que P -::;J 1 
se Bp = {Xj: Xj tf;_ .P}, tem-se IBPI =r< k pois, se r?_ k, f-lp(I) =- 1, 
uma vez que teremos mE 1 com suppm = {Xj: Xj dividem} C Bp e, 
assim, dim ~ + Jtp(I) :5 n + l. 
Ses = k-reCp ~= {xi~ · ... ·Xis: Xi1 # Xik, X i] rf:_ Bp, j, k, l = 1, ... , s}, 
temos ]p = (Cp)Rp. 
De fato, supondo Bp -::-..:: {xn,Xn-l,···,Xn-(r-1)} em um k-produto, 
livre de qnadrados, a n variáveis, m ::o~ X il · ... · Xik, então. 
l(suppm n Bp) U(supJ!In n P) = k. 
Agora, se lsupp m n Pl =- t, digamos, supp m n P = {Xi 1 , ••• , Xit}, clara-
mente, s :S t, e assim, 
Considerando M = Xil · ... ·X i~· X 11 • ••• • Xn-(r-1)> temos que M é urn 
k-produto livre de quadrados a n varíáveis e, portanto, um gerador de 1. 
Se r.pp: R -> Rp é a inclusão canônica, rpp(M) E Cp, e mais rpp(M) 
divide r.pp(m), de onde podemos concluir que r.pp(m) E (Cp). 
Também, se Q E Spec R e Q ::.> P -:) I é tal que Bp '""' BQ, teremos 
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CQ =.: { Xil · ... · X i~ : Xi1 f X ik' Xi1 ft BQ, j, k, l = 1, ... , $} :::::. Cp e, con-
sequentemente, ~q(I) S: [Cq[ '' [Cp[. 
Assim, basta demonstrar que jBpj + jCpj ::; G), onde P :J I é gerado 
por variáveis e jBpj = r < k. No entanto, nestas condições I Cp 1-~·" (~-=~)­
Também, 
~ + + ... + + ' (") (" ~ !) (" ~ 2) ( n ~ r ) (" ~ r) k k k~l k~(r~l) k~r 
de ondP segue-se que 
r+ (" ~ '') S: (" ~ 1) + (" ·- 2) + ... + ( n ~r ) + (" ~ ') ~ ("), k-r k k-1 k-(n-r) k-T k 
ou seja, [Bp[ + [Cp[ S: (k). 
Portanto, 
R 
dim p + ~p(l) S: p(I). 
Assim, dím S(J)::; sup{n-+ l,p.(l)} (H). 
De (l) e (Il) ternos , então, que dim S(I) = sup {n + 1, J.IU)} . e 
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Capítulo 3 
' A Algebra Simétrica de um 
Ideal (n, k )-Cíclico 
Conforme vimos no capítulo 1, Teorema 1.12., Simis e Vasconcelos de-
monstraram que a dimensão de Krull de um R-módulo E, finitamente apre-
sentado, pode ser obtida em termos das alturas dos ideais determinantais 
da matriz de uma apresentação de E, quando R é um domínio noetheriano. 
Usando este resultado, demonstraremos, na primeira parte deste capítulo, 
quedimS(l) = n+-1, para ocaso emqueJ C F!XI,··· ,Xn] (F corpo} é um 
ideal (n, k)-dclico. Para tanto, inicialmente, obteremos uma apresentação 
do ideal (n, k)-dclico, para k;?: [~]e, também, concluiremos como deve ser 
a parte linear da matriz de uma apresentação do mesmo para k S [?t]. 
A seguir, demonstrawmos que todo ideal (n, k)-cídico de F!X 1,.~., Xn] 
satisfaz a condição :Fo, e mais, para k 2: [~], satifaz, tambf>m., FJ. 
Vsando estes fatos e o Teorema 1.1.3 de !J O], chegaremos ao principal 
resultado da secção que nos dá a dimensâo da Álgebra Simétrica de ideais 
( n, k )~cíclicos. 
Como esta dimensão coincide com a dimensão da Álgebra de R.ees de I 
e existe epimorfismo canônico </J: S(I)--+ R( I), pergunta-se para que pares 
(n, k) temos que o ideal (n, k-)-cíclico I em F!X 1, •.. , Xn] é de tipo linear. 
Em !J4], Teorema 3.4. R Villarreal caracterizou, completamente, os 
grafos cujos ideais associados são de tipo linear. Como para k = 2 o ideal 
(n, k)-cídico é o :ideal associado a um grafo que é um c-ido, usando o resul~ 
tado citado anteriormente, concluímos que I será de tipo linear se, e somente 
se, o comprimento do ciclo for impar. 
Também, usando 7.5.1 e 7.5.4 de [13], teremos que se k = n- 2, I será 
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de tipo linear se, e somente se. k for ímpar. 
Na segunda part.f' do capítulo, apresentamos um estudo de mais alguns 
casos, a saber: St' mdc(n,k) =r :f- l, [n1l] :S k :S n ~ l e k = n2l· Em tais 
ca::;os) concluiremos que I é de tipo linear somente quando k = n - 1, ou, 
com n ímpar, k =· n- 2 on k = 1121 • Em iodos os demais casos citados os 
ideais {n, k )-cíclicos não são de tipo linear. 
No que segue R:= F(X1 , ••• ,X11] denotará o anel de polinômios nas 
variilveis X 1 , ••• , X 11 , definido sobre o corpo F; 1 o ideal (n, k)-dclico em 
R; [n] parte inteira de n ; '=n congruência módulo n e oB índices das wuiâ.veL<; 
S(;rão sPmpre considerados módulo n. 
Definição 3.1 Diremosq·ueoideall CR=F[X1, ... ,Xn] é(n,k)-cíclico, 
1 S k :S n, se I for gerado pelos monômios Mfs, onde i = 1, ... , n, e 
k 
Mi = fi Xi+t' 
1'=1 
Observação 3.2 Se, na definição anterim·, k in então p(I) =- n. 
Observação 3.3 O ideal (n, k)-cíclico definído em 3.1. é o ideal de cami-
nhos de comprimento k nnm grafo G que é urn ciclo corn n vértices, segundo 
a definição de Conca. e DeNegri em /2}. 
Conforme é conhecido na literatura, vide [4], por exemplo, se I C R é 
um ideal (n, k)-cíclico e f3 : Rn ---!- 1 é tal que f]( e,) ~"' Mi, te-mos que 
ker {3 é gerado pelos a-;j, onde a-;j "--"" ';P · Cj- -![p · ei para l :S i ::; :í ::; n e 
'1J '3 
d;j ~co mdc{Mi, A1j}. 
Seja N o submódulo de R 11 gerado por {a-;(i+l)' 1 :Si :S n}. 
Lema 3.4 Com as notações dos parágrafos anteriores, temos Uij E N, 
se i e j sà'o tr.âs q·ue s1.tpp(Mi.) n sv.pp(Mj) #- Çí. 
Demonstração: Observamos, inicialmente, que dado um ii1teiro a, 1 ::; a ::; 
n e definindo-se o F-homorfismo '-Pa: R---!- R por !f'a(Xi) = Xi+a teremos quE> 
'P<r é um automorfismo. Usando 'Pa também para denotar o F-isomorfismo 
de Rn definido por 
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claramente teremos Y"a(Uij) = u{i+a)(j+a) e) portanto, Y"a(A.} = N. 
Assim, para que tenhamos O"ij E N basta mostrarmos que O"J{J-i+l) E N, 




Os resultados possíveis para supp(M1) n su,pp(Mj) f- 0 são: 
supp(M1) nsupp(MJ) "'~ {XJ+l, ... , X1+d 
.supp(M1) n 'upp(Mj) ~ {X2, ... ,Xj+k) 
suf~p(MI) n supp(Mj) = {X2, ... , Xj+b Xj+l, ... , XFk}· 
Como supp(Ml) n supp(Mj) nos dá o supp(dlJ), os d 11 correspondentes 
a estes resultados são: 
1) d1j = xJ+l · ... · xl+k 
2) 
3) 
dlj ::...-.= Xz · ... · Xi+k 
d1J "'"' x2 · ... · xh·k · xJ+l · ... - x 1·-l-k· 
Facilmente se demonstra (por indução sobre j-r, se 1 :::; r ~ j) que 
Assim, se valer (1), 
O"lj = X2 · ... · XJ · eJ- Xk+Z · ... · XJ..,..k · e 1 ~)O mod(N}. 
Também, para d1j :::::: X 2 · ... · X J+h sendo u e t os inteiros tais que 
1 $ u, t :$_ k~ j + k =n 1 + u e j + t =n 2, 
Se ocorrer (3), também aqui existem u f' t, inteiTOs, 1 $ u, t $ k, <~om 
j +- k :=11 1 + u, 1 + k =.:n j +- t e 1 + u < j + L e então, 
O]j = Xu+2· ... · Xj ·Cj -Xj+t+l · ... · Xn · X1·q. 
Tamhém por induç.ão sobre r, fadlmente se dt'monstra que 
St'ndoj+k ='nl+v., Xu":·2· ..• <Y.j·Cj = Xn-·J· ... ·Xr+n-k Cr..:.._n-k mod(N), 
tomando r c.o:= n + L Também, se 1 + k =n j +- t, 
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Assirn, usando (**), temos: 
Xu+2 · ... · Xj · C.J- Xj+t+l · ... · Xn · X1 · e1 :=O mod(N). 
Portanto, se supp(M1)nsupp(MJ) f (/J temos fflj E A', como queríamos 
demonstrar. • 
Lema 3.5 Com a notação do lema arderioT, se supp(Mi) n supp(Mj) =· 0 
e 21.: = n ou 2k = n- 1, ainda asBim ffi.j E N. 
Demonstração: Observe que, neste caso, tomando i =· 1 tt.•remos 
Cm.no XT · ... · Xj · ej 
se j = k + 1, temos 
XnA· · ... · Xj+k · er-1 rnod(NL 
= xk+Z · ... · Xzk+l · c.zk+I- xk+Z · ... · Xzk+l · e1 -
O mod(N) 
Também, O'J(k+2) c:::;: 'P(k-I·J)(ffJ.(l+k)), onde (/)(k+l) denota o homomorfismo 
definído na demonstração de 3.4. para a = k + 1. 
Portanto, w n = 2k + 1 e j = k + 2, ainda assim teremos qij E N. • 
Proposição 3.6 Sejam I C R= F[X1, ... ,X11 ] o ideal (n,k)-cíclico e 
k. 2:: [~·1- Então a matriz da apresentação de 1 índ'azida por ~'J, 
8: (R)n-+ I: f3(e?) ""~ Mi é a seguinte 
-Xk+2 o o x, 
x, -x~>+3 o () 
o X3 ( **) 
-Xk+n o 
o o x.l -Xk+l nxn 
Demonstração: Se k 2:: [~_] estamos nas condições dos lemas anteriores 
e yortanto IYij E N, pam todo 1 :;; í :;; n. Logo {a-i(i+l) : 1 :;; i ::; n} 
gera ket (3, ou seja ker {3 ""' ;,\'. • 
28 
Observação 3. 7 Se k ::; [ n2l J , ainda assim as sigízias ui(i+l) gerar·ão uma 
parte das sizígias de I. Neste caso, no entanto, haverão, também, sizígias 
qw? não pertençam ao ideal gerado por aqu.ela.s ou seja, podemos ter entradas 
nào lineares na matriz da apresentação de]. Se, a= ( rLij )nxm denota a ma-
triz da apresentação de I induzida pm· [3, então Q terá uma submatriz com 
entrada.s líneare.s que pode ser tomada como a matriz dada em(**). Neste 
caso, rept·esent.aremoB a= (aij )nxm por a= la :, ] com a = (aij )nxn a ma-
triz com entradas lineares{**) e')' a mat.riz (bij)nx(m-n) cujas nlfradas não 
.são lineares. ObseTvc que se supp(ll-1i)nsupp(Mj) =- 0 e au não pertence ao 
submódvlo de Rn gerado 11elas sizígiaB <Tt(i+l) então o gmu dos monômios 
envoh1ido8 será k. 
3.1 A Dimensão de Krull da Álgebra Simétrica 
do Ideal Cíclico de Grau k em F[X1, ... ,X,]. 
Nesi.a parte manteremos a notação fixada anteriormente, a menos de 
menção explícita em contrário, isto é, R = F[X 1,- .. , Xn] denotará o anel 
dos po)jnõmios nas variáveis X 1, ... , X 11 definido sobre o corpo F, I C R = 
k 
F[XJ, ... , Xn] o ideal (n, k)~cíclico, k, 1 :$ k :$ n, Mi = fi Xi+·v' os indices 
V-=1 
das variáveis serão considerados módulo n, I t (o-) denotará o ideal gerado 
pelos t x t~menores da matriz a e ft o ideal contido em R = F [X 1 , ... , Xn] 
gerado por todos os rnonômios de grau t, livres de quadrados. 
Conforme 1.1.3. de [10], a dimensão da álgebra simétrica de um R-
módulo finitamente gerado E, quando R. é um domínio catená.rio equidimen-
sional é dada por 
dim S(E) ~ bo(E) + d(E) 
onde bo cc dim R + 1, d(E) ~ 'np{d(t)} e d ' ([1, rank n[ n Z) ~ Z é 
defimda pord(t) = .. , { 1·anka- t+ 1 ~ ht(lt(cx)), se não valE' .'Fo O, easo contrano 
Como R= F[Xl, ... ,X7l] é um domínio catenário equidimensional e 
sab0mos, pela observação 3. 7, que a matriz de uma apres1õ'nta<;.~ào de I é 
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o= (a1j)11xm onde 0= [a:'Yj com 1 parte com entradas não lineares E' 
-xk-t-2 o o Xl 
x, 
-Xk+3 o o 




temos condições de determinar a dimensão de Krull da Álgebra Simétrica 
dt> J, para 1 C R ideal (n,k)-dclico, usando 1.1.3 de [10]. 
Verifiquemos que I satisfaz a condição :Fo. 
Lema 3.8 Seja I C F(X1, ... , Xn] o ídeal (n, k)-ciclico. Se Q é a ma-
triz da apresenta.çào de I indnzida por f3 : Rn -+ I, /3 (ei) c-:::: Mi então, 
n- 1 :::; 1·ank a:::; Tl. 
Demonstração: Observe, inídalnwnte, que 1·ank a:::; miu{rn,n} =..~ n(*)-
-Xk-t-2 o o x1 
x2 -xk+:~ o o 
Agora, se n = o temos, 
o o -Xk-J-1 
nxn 
obviameDte, quE> det n ~=-O. 
Considerando cq a sub matriz de o: obtida pela E'limirJação das 1° linha 
e 1° coluna, fmtão deta1 -j- O. Como a 1 é uma submatriz (n -1) x (n- J) 
de a, com determinantl.' não nulo. r·ankü:?: n- 1(**). 
De(*) e(**) segue que n- 1 :::; ra.nk Q:::; rL • 
Observdção 3.9 Com as notações adotadas no lema [3.8] se temos, aindfJ., 
que k 2: r 2-J entà:o rank o::_~ n - 1. 
Para mostrarmos quE' o ideal (n,k)~cídico satisfaz Fo, consideremos o 
seguinte: 
Lema 3.10 Sejam I C R"~ F[XJ, ... , Xn] o ideal (n, k)-ciclico e O a apre-
.sentação de 1 ind1Lzida por j3 R 11 ---;- I, f](e-d - Mi Então 
ht Ut (O)) 2: n- t + 1, para todo 1., l :::; t::;; nmk Z~-
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Demonstr-ação: Seja o a suhmatriz df' Q cujas ('ntradas são lineares: 
Podemos supor, t. :S: n- 1, pois se f--""· rank Q :::~; n a afirmação é óbvia. 
Também, podemos nos restringir à matriz o:. Observe que se a E {1, ... , n}, 
tomando o R-isomorfismo <Pa, definido na prova do lema 3.4., temos que 
-1 ' ~-
'f'-a ""' :Pa e, se a """ o: o :pa, en ao, 
-Xk-t--a-t--2 () 
Xa+2 -Xk+a-t--3 










Assim, por resultado c<mhecido de Álgebra Linear, lt(n) ::c::: ft(a 1), 
l:Si:Sn-1. 
Logo, para todo a, Xa--\2 · ... · Xa--t-n pertence a In-l(o) e, também, 
qualque-r i--subproduto de Xa-t-2 · ... · Xa+n está em Ir(a), 1::::; t-:::; n- L 
Seja ft o ideal de R= F[X1 , •.• ,X11 j gerado por todos os monômios de 
grau t que são livres de quadrados. lt pode ser visto como o id(•al das n~ 
faces do complexo simplicial 6. cujas facetas são os suportes dos monômios 
dt~ grau t- ], livres de quadrados em R= F[Xl,---,Xn]. }: fato conhe-cido 
na. literatura (vidf' [1], por exemplo) que os primos minimais df' lt são dados 
por X \F o11de :F denota uma faceta de 6.. 
Assim, para qualquer P ideal primo minimal de h tem-se 
ht-(P)=n-(t~l)=n-t-t-1, ouseJa. 
ht(Jt) "' n- (I -1) (J) 
Agora, I,( a)::> J, logo, ht(I,(o)) ~ ht(It) '' n- (I.- l). • 
l1sando estes últimos lemas podemos conduir que: 
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Proposição 3.11 Seja 1 C R= F[Xl,---,Xn] ideal (n,k)-cíclico. Entiio 
1 satisfaz a condição :Fo. A1ais, M k ~ [~] então I satisfaz, também, :F1. 
Demonstração: Sabemos que a condição :Fo vale se, considerando a a 
matriz de uma apresentação de 1, ht(lt(Ci) 2 rank (O)- t + 1, para todo t, 
1 :s; t :5 rauk a. 
Se O é a matriz da apresentação induzida por t3: R11 __. I, f3 (ei) ;;;;:, Ah 
pelo lema 3.8, n- 1 :5 rank õ: ~ n e então, 
n-t$rank0-t-t 1:5n-t-·tl.(*) 
Agora, usando(*) e 3.10, temos que ht(It (a);;:: n- (t- 1) 2 rank Q-
-t. + 1, ou seja, 1 satisfaz .'F0• 
St· k ;::: [ ~] , vale a igualdade rank a~--:::- n - 1 e, então, 
rankQ- t + 2 .'S (n- 1)- t + 2 = n- t + l.'S ht(It(If)). 
Portanto, vale, tam1)ém, :F1. • 
Com esta proposi~·.ão e 1.1.3 de [lO] podemos toneluir o seguinte: 
Teorema 3.12 Seja I C R= F(X 1, ... , Xn] um ideal (n, k)-cíclico. Então, 
a dimensão de Krnll da Álgebra Simétrica de I é n +L 
Demonstração: Sendo R = F[X 1, ... , Xn] um domínio catenária equidi-
meusional e I, R-módulo finitamente gerado, estamos nas hipóteRes de 1. L3 
em [10]. Então, dimS(J) .o bo(I) + d(J). 
Conforme vimos na última proposição, 1 _satisfaz .'Fo, de onde segue--se 
que d(I) _:c_·c O. Logo, dimS(l} = bo(J) = n-+- 1. • 
3.2 Para que pares (n, k) tem-se R(I) ~ S(I)? 
Conforme é conhec-ido na literatura a dimensão da Álgebra de Rees d(' 
um id0al em .F[X1, ... , X 11 ] é n-+ L Sabemos, também, que existe e:pimorfismo 
canônico q; da álgebra simétrica sobrP a álgebra de Rees. 
Considerando o último teorema é natural perguntarmof> se <:fJ é nm iso-
morfismo, ou melhor, para que pares ( n, k ), 4> é um isomorfismo. 
Observamos que, conforme vimos no capítulo 1, isto equivale a decidir se 
o ideal dE' definição da Álgebra Simétrica é prim(). Mais predsamente, nos 
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casos em que k ?' [~] equivalt' a decidir se os ideais gerados pelos binômios 
X i· 1;-- Xi.+i., ·Ti-l com i= l, ... ,n em R= F[Xl, ... ,X11 ] são primos. De 
imediato podemos dizer que S(' k = n - 1 então I é de tipo linear uma vez 
que o ideal de definição da álgebra simétrica neste caso é o mesmo que o de 
(X 1, ••• , X 11 ) e (X 1, .•• , Xn) é urna R-sequência. 
No qu(• segue, apresentamos resposta a t->sta pergunta, em mais alguns 
casos: 
Q "'"' (X i· Ti- Xi+k ·11:-1,1. =: 1, ... , n) C R[T], R= F[X] é primo se: 
1) k = 2 e n P ímpar 
2) k "'"' n - 2 e n é ímpar 
3) k CC n- 1 
4) k = !!·;;1 com n ímpar 
Agora, se [~~-l] < k :5 n- 3 ou mdc(n, k) ~"' ·r i 1, eJltão Q não é um 
ideal primo. 
Antes de passarmos à discussão de cada um destes casos vejamos um 
pouco mais a re.<;peito da apresentação dos ideais (n, k )-cíclicos. 
Conforme já vimos, dado um R-módulo E com uma apresentação 
o ideal de defulição de sua álgebra simétrica é dado por Q = !h, . .. , fml = 
T ·a onde T = [Tl ... Tn]-
Como, no caso, R é o anel de polinôrrtios F[X] = F!X1, ... ,X11 ] e as 
entradas de a sM l-formas lineares nas variáveis x:s, podemos escrever, 
também, Q = X· B onde B = (bij)nxm é a matriz jacobiana dual dr~ c~:. 
Observamos que, neste caso, as entradas de B são l-formas lineares nas 
variáveis Tjs. 
Pela proposi~:ão L5.3, de [13], se um R-módulo, R= F!X1, ... , Xn] tem 
apresent-ação linear a, de ordem n x n cujas linhas são sizígias de X 1 , ••• , X 11 
então B é uma matriz anti-simétrica, o que ocorre nas condições que estamos 
trabalhando. 
Quando (R,m) é anel regular local com dimensão d :2:: 3, um caso{:-
particularmente interessante: se tivermos uma resolução minimal de E da 
forma 
ondP as entradas de 1,f• formam uma R-seqüffida. 
Veremos, no que segue, que este é o caso do ideal (n, k)-cídico, se k ==--
n- 2. 
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Teorema 3.13 Seja 1 C R FjX1, ... ,Xn] ideal (n,k)~cíclico 
n- 1 ;:::_ k 2: [~], n ;:::_ 4. Então, O~......., R ~ Rn~ R 11 _......., 1 ...........,. O é uma 
resolução livre de 1, onde as entradas de '1}1 geram o ideal (n, n ~ k~ 1 )~ dclico 
e n é dad<L pela matriz 
ObsHvamos, inkialmente, que qualquer ideal primo contendo o ideal 
(n, k)~cíd.ico tem altura maior ou igual a dois, já que cada variável divide 
exatamente k geradores e, sendo k s; n ~ 1, todo ideal primo contendo 1 
deverá ter pelo menos duas variáveis distintas. Mais, se k 2: [ ~] então 
2( n ~ k- 1) s; n. Logo todo primo contendo o ideal 1 (n, n- k- 1) -c.íclioo 
tem pelo menos três variávels distintas. Segue-se da que, nas hipóteses 
consideradas, o ideal (n, n- k -1)-ddico tem altura maior ou igual a três. 
Agora, conforme já vimos, {3 o o: = O. 
Também, facilmente se verifica que o: o 1/J = O, e j3 é obviamente sobreje-
tora. 
,, Q 
Assim, O ...........,. R ...........,. Rn.........,. R 11 ...........,. 1 ...........,. O é um complexo de 
R-módulos livres, satisfazendo ainda: 
a) rank(Rn) ""' t·ank'!j! + rankü = n; 
b)Jn·of Il('l/!) 2.: 2, pro f h(u) 2:: 1 e pro f h(/3) 2.: L 
Agora., usando o eritélio de aeidicidade dado em !4], 11worem 20.9. 
segue-se que O --r R ..:!'..., .nn~ R 11 ...........,. I -: O é uma resolu~·ão livre de 
1. 11 
Proposição3.14 Sendo I o idea1 (n,k)-dclico em R'"" F'!XJ, ... ,Xn], 
com[~]:::::;; k S n~2, a resolução lívre obtida no teorema anterior· é mirârn.aL 
Demonstração: Sem perda da generalidade, já que I C (X1, ... , Xn) pode--
mos consíderar R= FjXI. .. . , Xn](x1, .. ,X") e, assim estaremos no caso de 
anel noetheriano local. 
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Obviamente, a(Rn) Ç (Xl,---,Xn)Rn e1j;(R'f!) Ç (XJ, ... ,Xn)Rn, de 
onde segue-se que ( **) é uma resolução minimal de I Rm- 8 
ConseqüÊ-ncia imediata desta proposição é que, quando k = n - 2, a 
resolução minimal de I é da forma O -+ R ~ Rn ~ Rn ....., 1 -+ O, onde 
as entradas de 1./' formam uma R~seqiiência. 
Agora, tais hipóteses são equivalentes a dizer que o 2° número de Betti, 
/J2(J), é um e que dím JWOj lp :::; 1 para todo P Çj m. Também, já vimos 
que o ideal cíclico de grau k?:: [~J satisfaz :F1• 
Logo, se n fo.r ímpar e k "'"" n- 2 estamos nas hipóteses de 7.5.1 de !13]. 
Assim, podemos conclui.r que, nesü~ caso, 1 é de tipo linear. Mais ainda, 
S(I) É' Cohen-MacauJay. 
Já, s€' n for par, tomando B a dual jacobiana de a conforme explic-
itada no capítulo 1 ej S(~ de ac·ordo com [13] definimos Q =-·: (P}tB)) e 
D = SR(l)@Q = (x·B,Wf(B))' então pelo Teorema 7.5.4, tarnbêm d(' ]13], 
segue-se que D é a Algebra de Recs de I. Assim, se k = n- 2 com n par, I 
não é de tipo linear. 
Com o exposto, acabamos de demonstrar o seguinte resultado. 
Proposição 3.15 Seja 1 C R= F[X 1, ••• ,X7d ideal (n,k)-cíclico, com 
k = n ~ 2. 1 será de tipo linear se, e $Omente se, n for ímpar. Mais ainda, 
caBo n seja ímpar, S(J) Cohen-Macaulay e se n for par a álgebra de Ree8 
de 1 é D = SR(I) Q9 Q c-co (x·B,~J(B)) · 
Cm caso que pode ser naturalmente derivado a partir desta proposição 
{> o caso k :::: n2·l com n ímpar. Para tanto, consideremos o seguinte; 
Lema 3.16 Considere k, 1 S k ::; n, com mde(k, n) = ] e seja l (1 ::; l S n) 
tal que lk =:n 1. Denotando n - l por 11 e F [X, T] por R, temos que o 
R-automorfismo h ; R -+ R, definido por 6 (X i) = Til' e 6 (Ti) = Xil' 
satisfaz: 8(Q~.-) =.o Q[, onde Qk =(X i ·Ti- Xi+k · 1i-1, í = l, ... ,n)R e 
Ql "-"" (Xj · Tj- Xj+-J · Tj-I,.i = 1, ... , n) R 
Demonstração: Obviamente 6 é um isomorfismo de- anéis e mais, 
ó (X i· Ti- Xi+k ·Ti-l) TiJ' · Xil' · -T(i-+k)l' · X(i-1)1' 
~ Xi(n-1) ·1i(n-l)- X(i-l)(n-l) ·1(i.+k)(n-l) 
X n-il · 1'n-il - X n-il+l · Tn-il-kl 
Xn-il · Tn-il- X (n-il)-{n-l) · Tn-il-1 
Xn-il ·1'-n-il- _\"(n-il)+l · T(n-il)-l 
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que f. um elt'mento de Qf. • 
Observação 3.17 Quando k :2:: [~J, ternos que Qk é o ideal de definição 
da Álgebra Simétrica do ideal (n,k)-cíclico. Se, ta.rnbérn, l :2:: [~],teremos 
que Q/ é o ideal de definição da Álgebra Sim.étricn do idea.l (n, l)-cíelico. 
Neste caso fj induz um isomor[/.Smo entre as Álgebras Simétricas. 
Corolário 3.18 Se k = n::;-1 com n ímpar, entiio o ideal (n, k)-cídico é de 
tipo linea.r·. Além disso, sua álgebra simét.ric:a é Cohen-Maca.ulay. 
Demonstração: Se k = r1; 1 com n ímpar, então l ~"' n- 2. Daí, como em 
ambos os casos {a i( i+ l)' i o-.:::: 1, ... , n} é um conjunto de geradores do ideal 
de definição da álgebra simétrica, segue-se que o ideal {n, k)-cíclico, onde 
k = n;l e n ímpar será de tipo linear. • 
O lema 3.16 nos permlte, aindo, decidir mais alguns casos, onde lk :::::n 1 
e l, k :2:: [~],conhecendo-se o resultado para k ou para L 
No que segue consideraremos a ordem monomial lexicográfica nc·versa 
definida à partir da ordem Xn > ... > X1 > Tn > ... > T1 sobre as 
variáveis. Desta forma, o termo líder de 9i = Xi+l · Ti+l- Xi+k+l ·Ti é 
Xi+l-Ti+l e o de Un = Xk+l' Tn ~ X1· T1 é Xk+l. Tn 
Proposição 3.19 Seja I C F[X1, ... ,Xn] ideal (n,k)-cíclico com 
mdc( n, k) =-~ r ·f: L ,Então I não é de tipo línea.r-. 
Demonstração: S(da X = X 1 · ••• ·X n· Assim, 
x ~ ~ (x, ..... xk). (x,." .... · x,,) · ... · (x<~-lJk+l · ... · x<;c1,), 
X~=' (X2 · ... ·X k+J)·(X;,.-;-2 · ... · Xzk+I)· .. . · ( X(:;·-l)k~-2 ·. · .· Xn ·X 1) 
Então, 
A"" 1~. ·1k · ... ·1(~·-J)k ~ 11 ·1/..·-r-1 · ... ·1(:;--lJk+l ·--. · T(Ij:)k 
é uma rdat,~ão da álgebra de HtX'S. 
Obserw qm.~ tk :=:: sk + 1 com O S t $ (~ - 1) e O $ s ::; (~ - 1) , se, e 
somente se, (t ~ s)k = 1 (rnod n). Mas, lsso equiY'ã.le a k ser invertível em 
Z,., o que não ocorre. 
Obviamente, sendo A um polinômio sem variáveis X i, não pertence ao 
ideal de de.iinição da álgebra simétrica de J. • 
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Proposição 0.1 Sejam 91 := Xi+l · 7i+l - X1+l+k ·Ti, í = 1, ... , n- 1 
egn :=Xk+l·T,,-X1·T1 os geradore-s deQ C F[XJ, ... ,X11 ,TJ,···:TnJ, 
ideal de definição da álgebra símétrica do ideal!, (n. k)-cíclico onde k 2: 
[7]. Sejam, também, R 1 =F[X1 , ..• Xn,TJ, ... Tn-J], 
Q' = (g,,,,, ,Yn~z) R'+ (X,, T,) R'+ (X, ·Tn~l) R', 
G = {91,,, ,9n~2,XJTJ) e N = {N E (y,,,, ,9n~Ú +(X,' Tn~I(R' ,N é 
monômio e 3 j,2::; j ~ n com X.i+k · Tj_ 1IN}. Então G uN, contém uma 
baBe de Grõbner de Qf 
Demonstração: Soja B = G U {Xk · Tn-J }, um conjunt.o de geradores de 
Q1• Observamos que, se f= Yi, h= Y.i ou se f, h E N então S(f,g) E (N). 
Agora, se f E N e h = /Jj temos in (f) = f e in(h) = X.7+ 1 · ~i+l. Assim, 
podem owrrer mdc:(in(f), in(h)) = 1, X.7+1, Ti+l: ou X.i+l · ~i+l· 
Se mdc(f, in( h)) = 1, não há o que fay,er. 
Se mdc(f,in(h)) = X.i+l ent.ão 
s (f, h) = S(f, g;) T;+J! ~ ,f+, '(Xj+I 'Tj+I ~ Xy+k+I 'T;) = 
= X,·+k+l . T,· . f E N. 
. ·~ 
Analogamente, se mdc(J,in(h)) = 'lj+l, S(J,h) =Xj+k+1 ·Tj'fj~ 1 EN. 
Também, se rrulc(rin(h)) = XH 1 ·T:i+l, 
• 
No que segue con."liderarernos a ba..'le de Grõbner B contida em G UN. 
Teorema 0.2 Sejam I C R= F[X1, •. ,, Xn] ideal (n, k)~cíclico, cmn mdc(n, k) = 
1 e [~} < k :5 n ~ 3. Então Q, o ideal de definíção da álgebra sírnétrica de 
I, não é primo< 
Demonstração: Consideremos 
9í Xi+l'Ti+l-XJ+J+k'Ti í=1, ... ,n-1 c 
Yn Xk+l · Tn- X1 · T1 os geradores de Q. 
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Definindo hi por h1 = S(gn, 9n-1 ), E', para i > 1, hi 




h i= II XU' 1'~-i- X1 · 
w=k-(i-1) ( " ) II X, . T1 v=n-i-+ 1 
Se f.(n- k) > k + 1. onde t é o quociente da divisão e-udiana de n por 
(n- k ), isto é, n "'" t(n- k} +a com 1 S a < n- k, tt>mos n-a "'-- t-(n- k) e 
k- a"~ (t,- l)(n- k). Assim, 
m1 "'- X(t-2)(n-k)+l · ( rr Xw) Tt(n-k) · T(t-l)(n-k)-
w=(t-J)(n-k)-+-2 
Enquanto s Si -1, definimos, ms = S(ms-J 1 9(t-s+l)(n-k))- Assim, 
rns ;o; X (!-s)(n-k)-H' ( 
k'J ) ( t ) rr X tl' II Tv(n-k) -
tv'"'·(t-l)(n-k)·i·2 l'=t-(s-1) 
( 
t-1 ) TI. 1'~v(11-k)+ l · 
tv"'-t--(s-J) 
Como (t- s)(n -k) +] =n t(n-k) + 8k-+ 1, tomaHdo s = t-1, temos, 
ffi(t-J) ~- Xn-k+1. c_uJI.-k)+2 x,) . (ú Tq(n-k))-
-X 1 · c··n~k) Xt(n-k)+w) · T, · (!!, 1:.C(n-k)+1) . 
38 
Agora, se S -;:;-.:: S (9n-k, mt-1) , temos que S = X 1 · U, onde 
( 
k+l ) 
U ~ li Xw · 
w=-(t-l)(n-k)+2 
(
n-t(n-k) ) (t-l ) 
- !!
1 
Xt(n-k)+w · g Tq(11-k)+l · T1-
Como 2 ~ (t-l)(n-k)+2 _::; k+l ~ n el~ q ~f_< n, temos 
(n - k) <; q (n - k) <; t (n - k) < n. 
Logo, Tn não divide nenhum dos termos de U . 
Assim, seU pertencesse a Q devería pertencer aQ' e, portanto, existiria 
h E G U}/ com in( h) I in(U). 
Mas, X1T1 jin(U) se, e só se, (t-1)(n-k)+2 ~q(n-k) :Sk-+1 para 
algum q, 2 $ q :5 t. 
No ~mianto, se k + 1 = (t -l(n- k) + w Ü:'mos 
w ~n (k+l)-(t-l)(n-k)=cn-(n-k)+l-(1.-l)(n-k)=c, 
=n n-t(n-k)+1=nn-i(n-k)+1=na+1 
onde a é o resto da divisão euclidiana de n por 11 - k. 
Assim, k + 1 = (t- 1)(n- k) +a+ 1, 1 :5 a< n- k. 
Logo, X i Ti I inH se, e somente se existe q, 2 $ q :5 t com (t-l)(n- k) < 
< (t- l)(n- k) + 2 <; q(n- k) <: (t- l)(n- k) +a+ 1 < t(n- k), o que, 
de fato, não ocorre. 
Vejamos, agora, como proceder se t.(n- k) = k +L 
Como antes, tomamos hJ = S(gn, Yn-l) e, para ~i : 1 < z < b, (Olll 
b =n n- t(n- k)- 1 e definhnos h i= S(hi-1, 9n-1)- Nestas condições, 
k-b+l=n(t-1)(n-k)+2 e n-b~--l=nt(n-k)--t-2 
ASsim, 
. 1\. 
Tomarldo H1 ;...-o; S(h.b,9(t-l)(n-k)+J) E' Hj = 8(Hj-l,9(t~·j)(n--k)+1) para 
j tal que j + 1 ::; t, 
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-X 1 · (jt, X") · 1i · T(t-1)(n-k)+2 · ... · T(n-k)+2· 
I.kmbn'nldo que Br~-k = X11-k+l · Tr1-k·d- X 1·1;·1-J,-, t ? 2 e considerando 
A-~ S(Ht-l,9n-d- teremos, 
-X1 · Xn-k+l · ( fi X~~) · T1 · T(t-l)(n-k)-+-2 · ... · T(n-k)+2· 
vock+3 
Agom, se D = -Jt, D obviamente é um elemento de Q,x,· Como :T~1 
não divide nenhum dos termos de D, se D pertencesse a Q, D pertenceria a 
Q'. Porém, considerando a base de Grõbuer de Q' que pode ser obtida pela 
proposição 3.20 temos que D pertence a Q1 se, e só se, existe i = 1, ... , n- 1 
tal que X i. Ti j in(D} ou Xj+k ·1}-1 I in(D) para algum j = 2, ... ' n. 
Mas. X i I in(JJ) se, e só se, i ;:;;-: 2 ou i = (t -1) (:n - k) + w com 3 ::;: w ::;: 
:S: n- k. 
Portanto, (t- l)(n- k) + 3::; (t -- 1) (n- k) + w :5 t(n- k). 
Também, Ti I in(D) se-, e só se, i =--" n- k ou i = q(n- k) + 1 com 
q == 2, ... 'f .. - l. 
Já que t- 2::2 e n- k < (t~1)(n-k) + 1 < (t·-1)(n-k) + 3::; 
<: (t-l)(n-k) + w <: t(n-k) < t(n-k) + 1, q(n-k) + 1 f 
I (1--l)(n- k) +tv, para todo w,3:::; ·w:::; 11- k e todo q=- 2, ... ,t. 
Segue-se, daí, que XíTi não divide in(D). 
Mais, Xj+k · Tj-1 I in(D) se, e só se, j- 1 ·= q(n- k) + 1 para algum q, 
2 :S q :5 t, ou j- 1 -=n n- k. Mas, daí, j + k:::: (q- l)(n- k)-+ 2 < n. 
Assim, 2 < (n- k) --j- 2 :5 (q- l)(n- k) + 2 :5 (t.- l)(n- k) +- 2 < 
< (t-1)(n-k)+3. 
Logo, não ocorre Xj-•-kTj-l l·in(D) para j:::: q(n- k) + 1 com 2:::; q S t. 
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Resta~ nos analisar se j- 1 ;::::; 01 n- k. Mas, entfhl, j-+- k :::=,1 1. Portanto, 
também neste caso não temos Xj+k · TJ·-1 I ín(D). 
Pelo exposto, temos que D lf:. Q1 e, então, D 1:. Q. • 
Resumindo os resultados anteriores, se I C R= F[X1, ... , Xn] é o ideal 
cíclico de grau k, temos: 
(l) se k = n- 1, I é de tipo lirw-ar 
(2) se n é ímpar e k ::::. n- 2 ou k = '\J1 então I i.> de tipo linear 
(3) se mdc{k,n) = 1' -1- 1 então I não é de tipo linear 
(4) se mdc(k, n) ~co 1 e [~] < k _$ n- 3 então I não é de tipo linear. 
Conforme observamos anteriormente, se I é o ideal cíclico de grau k, com 
k < ~'ainda assim CTi(i+l) gerarão part.P das sizígias de I (aquelas para as 
quais supp(li.Ji} n supp(Mj) "f 0). Se a é a matriz da apresentação de 1, 
Q = [o::'")] onde a é a submatriz com entradas lineares (~ 1 é uma submat.riz 
cujas €lltradas são os lvJfs. 
Assim, se Q é o íd~:,al de definição da álgebra simétrica do ideal cíclico 
de grau k, Q = (Q 1,Qk}, onde Q 1 denota os geradores correspondente a n 
e Qk os gt'l"adores correspondentes a 7· Portanto, todo elemento de Q que 
tenha grau um nas variáveis Xj8 deve pertencer a QJR. 
Com estas observações estamos aptos a analisar o que o<:orre se k < [~], 
mdc(n, k) = 1, e l é tal que lk =n 1, [~] < l ~ n. 
Proposição 3.22 Seja 1 C R= F[X1, ... , Xn] ideal cíclico de grau k, com 
mdc(n, k) '-""' 1 e k < ~-Se l é tal IJ1U! lk =n) e 1 $l < ~, enlão I nà"o é de 
tipo tinem·. 
Para demonstrá-la, utilizaremos o lema a segun cuja demonstração é 
auHloga a da proposição 3.20. 
Lema 3.23 Sejam 9i :;;o;-c Xi+l · Ti-i-1 ~ Xi+l+k ·Ti, i"'"·' l, ... ,n- 1, 
9n := Xk-1· 'I~- X1· Tt, R 1 ~" R!T:h---,7;1] e Q 11 = (g2, ... ,gn~1)R' + 
{Xk+"l 1~1 , X2 · T2}R'. Seja.m., também1 G ::::: {92, ... , Yn-J., XzTú e 
Nc·c.. {N E (g2,····9n-l)+ (Xk+l·1~1 }R 1 IN m.onômio e 3j,2 ~j 5 n 
com xk+.i4-l. Tj I A'}. Então, s (f, h) E G u N' para todo par(!, h) de 
GUl{. 
Vejamos, el.ltào, a demonstração da proposição 3.22: 
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Demonstração: Sejam, como antes, 9i :'""' X1n · 1i--rl ~ Xi-+l+k ·li, 
í ""' 1, ... , n - l, Yn ;;ce; X k-i-1 · Tn - X 1 • 1] e definamos h i recursivamente 
por: h1 ~"' S(gn, gk), h2 ~- S(hJ. g2k), ... , hs ::::: S(hs-1, Ysk)-
Como lk -=n 1 segue-se 
h(l-1) = Xz · Tn -lk · ... · T(l-l)k- X1 · T1 · Tk-t-1 · .. - · T(l-l)k+l· 
Então, S (hl-1, g1) = T1A, onde A 6 dado por 
C ' ' !' " , X'' A t Q -,orno 1-1 e- mear nas vanave1s j•~ t.emos que se per em·esse a E'lltao 
B E Q1R . Também, T1 não divide os termos de A, então, se A E Q 1R, 
A E Qn. l'das. daí, 
2 + k =n bk com 1 $ b :::;_ (l- 1), ou 
(j-+1-=n2 011 J:=r,mk+l) com 1$rn$l-J. 
Vejamos: st' 2 -=n (b- J)k com O:::; b- 1 :::;_ l- 2, b- 1""" 2l. 
Já que I < ~ nos dá 21 < n ten-'mos b = 21 + 1 ( absurdo!). 
Também de .i+ 1 =n 2 segue-se j =~- 1 e T1 não divide in( A). 
Se j :;-;; 1, como J s; m < l- 1, segue-se 1 :S m k :S (l - l)k :S n. 
Daí, j = mk -+ 1 ;;::: 2, donde podf'mos concluir que- Xj--;--k--1 ·1j não divide 
in(A) em qualquer caso. 
Logo, s-e I é (n,k)-cíclico, mdc(n,k) = 1 e lk = 1 com k <~e l < ~' 
1 não é de tipo linear. • 
Para completar o estudo dos ideais ciclicos falta analisar um único caso, 
a saber, mdc(n, k) "-'~ 1, lk -=n 1 e k < ~com~< l < n 
Nt·sü,s casos há fortes indícios de que os ide<:Üs cíclicos sejam de tipo 
linear. Testes realizados usando o Software Macauhy apontam para isso. 
Tarnhém. se n é ímpar e k = 2, estamos no caso de ideais de grafos e o 
resultado e cm1beddo em )14]. Além disso, se k ~- n-;;- 1 o coro1ti.rio :3.18 nos 
dá qu(' o idt,al c-íclico tamhém é df> tipo linear, neste caso. 
Cmn estes n•sultados, usando ainda o C'orolário 1.4.2 de !13], temos que, 
nos casos estudados. a algebra simPtriea do id('a1 (n, k)-cídico só é C()hen~ 




Anéis de Cohen-Macaulay 
Seja AI Ull'l R~ módulo. Dizemos que x E R um elemf'nl.o M-regular se 
xz ~":: O nos dá z = O para todo z E M, ou seja, se x não for um divisor de 
zero sobre M. 
Definição A.l. Uma sequência xo:o.-:o x1, ... , xn de elementos de R é cha-
mada de sequência M~regnlar, ou simpleBmente M-seq1Lêntia se Xi for um 
elemento ( JvJ ).M -r-egular para i = 1, ... , n e Af.1 i O. Xlo···~>l XJY 
Sejam, agora, R um anel noetheriano, M um R-módulo finitamente ge-
rado e I um ideal de R com I A1 i- M. Se x = x 1, ... , x 11 é uma M-sequênda 
com x-; E!, então a sequência (xl) C (x1,x2) C ... C (x1, ... ,xn) é estrita-
mente crescente. Sendo R noetheriano, esta sequência pode ser t->Síendida a 
uma M -sequência maximal em J. Mas temos o seguínte resultado a respeito 
dP sequE-nelas maximais: 
Teorema A.2. St')am R anel no_ethe1·iano, Af R-módulo finitamente 
gerado e J um ideal de R com IM -# M. Então, todas as M-sequências 
maximaíb em I possuem o mesmo comprimento n dado por 
Com este resultado faz sentido a seguinte de-finíção: 
Definição A.3. Sejam R anelnoetheriano, M um R-mOdulo finitamente 
gera.do e I um ideal de R ta1 que 1M i M. então o r:omprimenf-o comum de 
todas as M-sequénda.B rnaxim.ais e I é chamado de f.-profmulidade e denotado 
porprofJ(./\1). Caso I!vr=~M dizemos gueprofJ(M) é infinita. 
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Uma situação espedal que ocorr(;' com freq_ui'ncia é a Sl:'guinte: 
Definição A.4. Sejam (R, m) um. anel local e noetheriano eM i: O 11m 
R-módulo finitamente gerado. Então pTofm(M) é chamado símpleBm.ente 
de ]Jrofundidade de Me é denotado JlO'r pro f (M). 
As M -sequ(>tw-ias e profundidade são objetos algéhrims importantes. 
V ma proprk>dade interessante pode ser vista em [1], 1.2.12: 
Proposição A.5. Sl?jam (R, m) um anel local noethe1"ia.rw e M f O 
um R-módulo finitamente gerado. Então toda M-sequéncia faz Jmrte de urn 
tdstema de parámetroA de M. Em pa·rticular1 
pro f (M) :::; dim M 
Recordamos qut' uma sequência :q, ... , x 8 de ei~?mentos de R é um sis-
tema de parâmetros de M se sé o menor inteiro tal que svp (cx1 , .. ~!.,~)M) = 
= {rn} e dim M = dim ((o~Á.1)), onde s11p N :=o {P E Spec RINP f· 0}, 
para um R-módulo N qualquer. 
Definição A.6. Seja {R,m} um anel noetheriarw local. Um R-módulo 
finitamente gerado M de Cohen-Macaulay se pro f (.M) = dim M. Se R for 
um Módulo de Cohen-Ma.caulay sobre si rrwsmo, dizemos que é um anel de 
Cohen-Maca.ulay. Maís gemlmente, se R for um anel noetheriarw então um 
R-mód·u.lo M é de Cohen-Macaulay se Mm for Cohen-Macaulay paro. todo 
ideal max-imal rn de R em sup M. Como no caso local, R é um anel de 
Cohen-Macaulay se o for como R-módulo. 
Anel de Stanley-Reisner 
Definição A.7. Seja V 1m1 conjunto finito. Um complexo simplicial D. 
sobre F é uma famüia de subconjuntos de V tal que: 
{a} {v} E 6 para todo v E V, 
(b) se H E 6 e G Ç H, então G E .6.. 
Os elementos de V são chamados vértices de 6. Os elementos dt: L 
sào chamados faces e as faces que são maximais em relaçào à inclusâo sào 
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chamadas facetas. Observe que 1> é uma face de qualquer complexo simplidal 
l' um complexo simplicia] é determinado por suas fa<~eias. 
Definição A.8. A dimensão de uma face H de um comple:.w .simpli-
cíal 6 é 
dim H = IH I - 1. 
A dimensão de D. é dim. 6 '"' m.ax {dirn H: H E D.}. A dimensão da fan~ 
$ é definida como .sendo -1. 
Definição A.9. Seja F um anel e D. um complexo simplicial sobre F-=-
= { 1!}, ... , vn}. O anel de Stanley-Rei.."'ner assocíado a 6. com relação a F é 
a F-álgebra F[Dj :""'- F[X1J~-,Xn], onde 1!;:,. é o ideal gerado pelos monôrn:ios 
X a 1 · ..• ·X ap tais que { va, ... , vap} f/:_ !::... 
Apesar da definição de anel de St.anley-Reisner ser feita sobre um anel 
qualquer, os casos mais importantes ocorrem quando F é um corpo. 
Observa1nos que 1 L:. é gerado por monômlos livres de quadrados. Tam-
" bém, se 1 "" (XJ, ... ,Xn)~ for um ideal gerado por monômios livres de 
quadrados, então F\X1 'j .. ,X,] '0! Pl.6.] para algum complexo simplida.J !::... 
A dimensão de um complexo símplicial pode ser facilmente determinada 
a partir de suas facetas: 
Seja b. um complexo sirnplidal e F um corpo. Então It:::. = UPu, onde 
a intersecção é tomada sobre todas as facetas H de b. e PH denota o ideal 
(primo) gerado por todos os X i tais que Vj i H. Em particular, 
Proposição A.lO. [!lL Corolário 3.6.6] Se D. é um complexo sirnpli-
âal vale dirn F[D..] = dim .6. + 1. 
Bases de Grõbner 
l\'o que segue R denotará o anel de polinômios F[X 1, ..• , X n] onde F é 
um corpo. Além disso, a menos de menção explícita em contrário L denotará 
um módulo livTe finitamente gerado com ba.'W {e i}. 
Definição A.ll. Da.do a= (a1, ... , an) E Nn, um monôrnío de R é nrn 
elemento da forma xa = xr·) · ... ·X~", e um termo de R é ·urn rnônornio 
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rrt1J.liiplicado JIOT um escalar. Um ideal gerado por monômios será chamado 
um ideal rn.onomiaL 
Definição A.12. Um rnonônio em L é 1Lm elemento da forma m co:: 
xa. Ci para algum i. Neste caso diremos que m en·volve o elemento básico 
Definição A.l3. Um s·ubmódulo rnonomial de L é um submó&ulo gerado 
po1· rnonôm.ios de L 
Observação A.14. Todo submódulo rnonom1:al M de L pode ser t;scrito 
da seguinte forma 
com.Ij ideal gerado pelos monómiotJ m tais que rn · C-j EM. 
Definição A.15. Um termo em. L é um monômío multiplicado por mn 
escalar. 
Observação A.16. Como os monômioB formam uma base para o l~spaço 
vetm'ial L, todo elemento f de L pode ser expresso de maneira ·única como 
uma soma finita de termos envolvendo monômios distintos, que são cha.ma-
dos os monômío$ de f. 
Observação A.17. Todas as definições anteriores dependem de uma 
base escolhida { ei} para L. Sempre q'ae possfoel, suprimiremos a. base { e1} 
de nossa notação e falarerno8 de L como 11m módulo livre com base, 
Definição A.18. Seja L um R-módulo livre com base. Urna ordem 
rnonomiaJ $obre L é uma ordem total > .sobre os rn.onômios de L tais q1te 
se m 1 e m2 $ão monômios de L e n i- 1 é um monómio em R então 
m1 > m2 implica em nm1 > nm2. 
Lembnmdo quf' estamos supondo L finitamente gerado, a segunda das 
desigualdades acima tem uma conseqüência extremamente útil: 
Lema A.19. [41,Lemma 15.2 Seja L um R-módulo com base. Toda 
ordem monomial sobre L é Artiniana, isto tf .• todo subconJunto nào t~azw 
pos81ti urn menor elemento. 
Podemos cstE>nder a noção de onkm monomial aos termos da seguinte 
forma: 
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Definição A.20. Se '11m e vn são t-ermos de R com u,v E F\{0} e 
rn, n monôrnios com m > 11 { reBJWctivarnente m 2': n), diremos que um > 
-vn ( respectit,amente um, 2: vn). Note que não temos uma ordem po.1·âal 
sobre Ob ter·mos já que para todo u # 11 temos um 2: mn e 1,m 2:: um. 
Definição A.21. Se> é uma ordem monorn-ial definida sobre L, então 
para todo f E L definimos o termo inicial de f, denoüdo por in> {f), como 
sendo o maior ter·mo de f com relação à ordem > e, se M C L é um 
submódnlo, definimos inAM) como sendo o submódulo monomial ,gerado 
pelo.~ elementos in>(!) pam todo f EM. 
Observação A.22. Quando não houver perigo de confusão escreven> 
mos 
simplesment.e in no lugar de in>. 
Observação A.23. Observe q1te se p E R , f E L c denotamos por n 
o (único) 1-eTrno de p tal qv.e n in(!) é o maior, então in(pf) = n in (f). 
Teorema A.24. [ [4], ThE'orem 15.3 ~ Maca.ulay] Sejam L um R~ 
módulo hvre com base,, e A1 um subrnódulo de L. Para toda ordem mono-
mial > sobre L, o conjunl:o B de todo,., os monôrnio8 qu.e nào pertencem a 
in>(M) for-ma uma base para F/M. 
Definição A.25. Sejam L um R -módulo livre com base e arriem mono-
mial > . Seja M um submódulo de L Um subconjunto finito H de L é 
charnado uma. base de GrObner J!f.LTa M, eom relação à ordem >, se H gem 
M e in>AJ é gerado po1· {in (f): f E li}. 
Observamos que, em geral, um conjunto de geradores IL'io é uma base d(' 
Grübner. 
Exemplo A.26, Considere I o idf'.al gerodo pelos monômios fl = 
X 1 X:;~ -+ X2X4 e h-= X1X4 + X2X3 ern F[X 1, X2, X3, X4]. Com relação 
a ordem lexi.cográfim, definida a partir da seg~tinf.e ordem sobre aB variá~'eis 
X"1 ::; X2 5 X;l::; X4, tern-.~e in{JJ) o-c-. X1X:1 e in(/2) =.- XrX4. O polinômio 
g "'' X4 · f1 - X0 · f2 E 1 10 seu termo líder é X2 ·X§. No enl.ant.o X :<X]~ 
(XJ · X4, X1 · X3) e, portanto, {h, !2} não é ·urna basc de Gri5bneT com 
rela_çii.o a ordem. lexicográfica. 
Proposição A.27. Sejam R= F[X1 , .•. ,X 11 ] e L um R-módulo li-vre 
com ba.H' c ordem rnonomial > _ Se f, Yl, .. ,, !Jt E L então existem h, ... , ft 
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t 
1 ""'L ti- 9i + !' 
i=l 
com f' E L, nenhum dos monômios de f' pertence a (in(gl), ... ,in(gt)) e 
iu(f} 2:: in(fi · Yi) pm·a todo i= 1, ... , t. 
Observação A.28. Por conveniência, nas condições da proposição an-
1-erior, 
t 
f"" L, !i. 9i +f' 
1=1 
satisfazendo as condições dn proposição é chamada expressão padrão ;>ara f 
em /.ermos dos g:s e/ é dwmoAo resto de f com. relação a 91, ... , g1. Para 
obté-lo temos a 8eguinte versão algorümica da últ-ima proposiçii.o: 
Teorema A.28. ( Algoritmo da divisão ) Seja L um R -rnódu/o li.t•n: 
com baBe e uma oTdem rrwnomial fixa. Se f, 91, ... , 9t E L entii.o podemos 
produzir a expressão padrão pam f com relação aos g~s 
definindo os índi.ces s11 e os termos mv ind·utivamenfe da seguínte forma: 
tendo escolhido sr, ... ,sp e ml,---,mp, se 
p 
1; := f - L m1, · 9s,. f. O 
'U=-1 
e m é o maior' termo de f~ que é divi.s-ível por algum ín'(gi), escolhemos 
Sp-+l=i 
m 
mv, 1 ""' in.(g1), 
E8sc pTO(:esso ü;r-múw quando 1; =O O'U nenh1tm in(gi) dú}ide um termo de 
J;: o rest.o f' é, enttio, o último 1; produzído. 
Observação A.29. ObHenw que nào temos , neces8ar·iamente urna. 
1Í'rrico. expressão padrão para Mna da.da f em termos dos g;s. Alguma.s vezes, 
entret.a.nta, é útil termos um algorítrno da divisão determinado e podemos 
.fozé-lo especifú:ando {por exemplo) que a cada passo tomamos rn o maior 
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termo de f; qtu é di1•isível por alg'um in(gi) e sp_1, 1 o menor índ-i.ce para o 
q'll.a.l tal di'l!isão é poss{veL Desta forma o a.lgorílmo da diriBão nos dá um 
expressão padriio única. 
O algoritmo da divisão nos dá nma forma de obter bases de Gràbner c 
sizígias, como veremos a seguir; 
Sejam R'""' F[X1, ... , XnJ, L um R-módulo livre com base {ei} e ordem 
morwmíal >,Mo R- submódulo de L gerado pelos elementos 91, ... ,g1 
de L e 
;,o(q) -= 9i· 
Para cada par de índices ·i,j tal que in(gi) e ín(gj) envolvem o mesmo ele-
mento básko de L, definimos 
e S!."J a 
Lema A.30. ( das sizígias ) Com as notaç-ões do parágrafo anter-ior, 
kertp é gerado pelos CTj)· 
Agora, para cada par i, j escolhemos a expressão padrão 
para 1nji · g;- m-ij · 9j com rehv;:âo a 9h ... , 9t- htJ assim obtido é chamado 
o resto d\' m ji · 9í - m'i.i · Yj eorn relação a 91· ... , 9t· Para in(gi) e -in(gj) 
envolvendo eknwnt.os básicOs distintos de L, indicaremos hij =O. 
Com esta notação temos: 
Teorema A.31. (Critério de Huchbcrger) Os elementos 91, ... , 9t. for-
ma.m vma base de Griibner- se, e somente se hij ~"'O Para todo i e j. 
D(~sle t('(lrerna temos um método efetivo para obter bases de GrObn0r e 
sizíglas. o chamado 
Algoritmo de Buchberger 
Com a mesma notação anterior, suponha qne M é com sub-módulo de 
L, f' sejam g1 , •.. ,gt EM um conjunto de gPradores de M. Obtenha os 
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rE>St.Os hij· s~ todo hij =o então 91. ... 'Yt forma uma base de Grõbner para 
M. Se algum hij i O, então troque 91, ... , Yt por 91, ... , gt, hij e repita o 
proçesso. Como o submódulo gerado por in(gl), ... , in(gt), in(hij) contém, 
estritamente, o sub módulo gerado por in(91), ... , ín(g1) est<• processo deve 
tenrdnar após um número finito de passos. 
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