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Preface
Since old times, people took a look to the sky and wondered what lies above their
heads. Many cultures inspired their believes and religions on the mysteries that
surrounded the stars, but it wasn’t until 5000 BC that some civilizations started
to notice some patterns on the orbits of the celestial bodies, and they began to use
this knowledge to make calendars or constellation maps.
Although the origins of astronomy are old, it took so many years for it to advance
due to the contributions of Copernicus, who proposed the heliocentric model, Jo-
hannes Kepler, who formulated the very well known laws of planetary motion or
Galileo Galilei, who made use of the telescope to discover many things that were
currently unknown, such as the existence of craters on the moon or rings around
Saturn.
From this point on, astronomy has taken huge leaps due to the advances in technol-
ogy and all mathematical fields, and although we understood many things of the
universe and the physical laws that govern it, there is still so much to discover.
This curiosity that we all have for the universe that surrounds us added to the
fact that I wanted to apply the mathematical knowledge that I acquired during my
studies into something less abstract and more tangible is what motivated me to
work in this project, which helped me to understand a little bit more the secrets
that lie beneath the stars.
Abstract
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MSC2000: 85-02-99
In this work we present a model used to fit the orbit of Janus and Epimetheus, two
co-orbital satellites of Saturn. This study has already been done in [1] using the planar
RTBP as their model, but here we present an improvement of this model by taking Saturn’s
oblateness into account. The main issue with the orbit found in [1] was its stability, as
it was close to being an unstable orbit. The aim of this work is to see if the model with
oblateness can provide an orbit that fits Janus and Epimetheus but improves stability
with respect to the standard model.
This work is structured as follows: in Chapter 1 we present a brief introduction to the two-
body problem, which provides us enough astronomical background to jump to Chapter 2,
where we present the model with Saturn’s oblateness and study its properties. Finally, in
Chapter 3 we describe a method to find suitable orbits and we use the model we developed
to explore such orbits.
In the last part of Chapter 3, we find an orbit that fits the observations made on Janus
and Epimetheus and it greately improves the stability of the orbit found on the non-oblate
model, thus concluding that the oblate model helps improving the stability of these orbits.
Most images found in this work have been generated with Matlab or Geogebra, although
some of them have been taken from the internet and edited to fit this work. It also has
been necessary some Matlab programming to perform numerical approximations of the
orbits, being Runge-Kutta 78 and Newton’s method the most used tools in this work.
Bear in mind that is a qualitative study, which means that we are not aiming for precise
results. Instead, we look for orbits that approximate Janus’ and Epimetheus’ behaviour
and check their stability in both oblate and non-oblate models.
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Chapter 1
The two-body problem
In this chapter, we will study the two-body problem, that is, we will study how two
bodies move only under the gravity force. This problem, although already solved
and deeply studied, will serve as an introduction to the three-body problem.
1. Historical background
Since the beginning of times, humans have looked to the sky and wondered what
secrets lie there. So many theories had been made about what the sky was and
how the universe was configured, but it wasn’t until the 17th century that a solid
theory of planetary motion was made. Since the time of Aristotle, it was thought
that planets moved in a combination of circular paths, as that was thought to be
the only perfect and natural motion that heavenly bodies could have. However,
that was about to change when Johann Kepler (1571-1630), using the data and
observations made by Tycho Brahe (1546-1601), found three laws that described
the planetary motion:
• Kepler’s First law: the orbit of each planet is an ellipse, with the sun at a
focus.
• Kepler’s Second law: the line joining the planet to the sun sweeps out equal
areas in equal times.
• Kepler’s Third law: the square of the period of a planet is proportional to
the cube of its mean distance from the sun.
Although Kepler’s laws were a huge progress, they still were only a description of
how planets move, but it still remained to find an explanation on why this happened.
It was Isaac Newton (1643-1727) who, encouraged by his colleague Edmund Halley
(1656-1742), published in 1687 The Mathematical Principles of Natural Philosophy,
which contained the well-known Newton’s laws:
• Newton’s First law: every body continues in its state of rest or uniform
motion in a straight line unless it is compelled to change that state by forces
impressed upon it.
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• Newton’s Second law: the rate of change of momentum is proportional to
the force impressed and is in the same direction as that force.
• Newton’s Third law: to every action there is always opposed an equal
reaction.
Newton’s second law can be written, when the mass m is constant, as:
∑
F = mr¨
where
∑
F is the vector sum of all forces acting on the body of mass m and r¨
is its acceleration measured relative to an inertial reference, which will be defined
later on. Besides enunciating these three laws, Newton also formulated the law of
gravity by stating that two bodies attract each other with a force proportional to
the square of the distance between them. Mathematically, it can be expressed as:
F12 = −Gm1m2
r122
r12
r12
where F12 is the force exerted on the body of mass m2 due to the body of mass
m1, r12 is the vector from m1 to m2 and r12 = |r12|. G is the universal gravita-
tional constant, which has an approximate value of 6.6738×10−11 Nm2/kg2 (in the
international system units).
Using these two equations, we will define the equation of motion for two bodies and
study all of its solutions, which we will see that can only be a conic section, that
is a circle, an ellipse, a parabola or an hyperbola. We will also see the constants
of this motion and introduce some basic definitions related to astronomy. We will
also use numerical methods to integrate the equation and make a plot to illustrate
its solutions.
2. Equation of motion for two bodies
When working on the two-body problem, it is very useful to make two assumptions
to simplify it. First of all, we will assume that all bodies are spherically symmetric,
which allows us to treat them as though their masses were concentrated at their
centers. Secondly, we will also assume that the only forces acting on the system
consisting of the two bodies are only the gravitational forces that exert each other,
which act along the line joining its centers.
Before we start deducing the equation, we need to introduce the concept of inertial
frame of reference. When we describe the motion of a body, we describe it relative
to something else, which may be another body, an observer or a set of coordinates;
this is what we call a frame of reference. It is very important to choose an adequate
frame of reference because if we have, for example, a body where no forces are
being exerted on, in some systems of coordinates the body would move in strange
and complicated paths. That’s why it is important to choose an inertial frame
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of reference, which is an unaccelerated and nonrotating frame of reference that
satisfies all Newton’s laws.
Lets assume we have an inertial frame of reference (X ′, Y ′, Z ′) and two bodies with
masses m1 and m2 and positions r1 and r2 respectively. Define also r = r1−r2 and
r = |r|. We can apply Newton’s gravitational law because it is an inertial frame of
reference, so we get:

m1r¨1 = −Gm1m2
r2
r
r
m2r¨2 =
Gm1m2
r2
r
r
If we simplify the masses and subtract these two equations, we obtain the equation
that describes the position of the body m1 relative to the position of the body m2:
(1) r¨ = − µ
r3
r
where µ = G(m1 + m2) is what we call the gravitational parameter. In some
occasions, the mass of one of the bodies will be much less than the mass of the
other one, like when we study the movement of a satellite orbiting a planet. In that
case, we can take M = m2 as the mass of the central body and m = m1 as the
mass of the orbiting and make the simplification µ ≈ GM .
3. Constants of motion
Along the motion of the two bodies, there are two important magnitudes that
remain constant, which are the mechanical energy and the angular momentum. We
will now find these magnitudes, prove that that they remain constant along the
motion and extract all the conclusion that we can get from them.
First of all, recall that if r is the position of a body, then v = r˙ is its velocity and
a = r¨ is its acceleration. Now, if we dot multiply equation (1) by r˙:
r˙r¨ + r˙
µ
r3
r = 0
r˙r¨ +
µ
r3
r˙r = 0
d
dt
(
v2
2
+ c1
)
+
d
dt
(
−µ
r
+ c2
)
= 0
d
dt
(
v2
2
+ c− µ
r
)
= 0
We will define the mechanical energy E = v2/2 + c − µ/r, which is a constant
magnitude along the motion. We will also define Ek = v
2/2 as the kinetic energy
of the system per unit of mass and Ep = −µ/r + c as the potential energy of the
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system per unit of mass. Notice that during these calculations the constants c1,
c2 and c = c1 + c2 appeared. This constant is used to set the zero reference for
potential energy. In order to simplify, we will choose the zero reference for potential
energy to be at infinity, so that c = 0. Then:
(2) E =
v2
2
− µ
r
If we now cross multiply equation (1) by r, we obtain:
r × r¨ + r × µ
r3
r = 0
r × r¨ = 0
d
dt
(r × r˙) = 0
Hence, we found another constant of motion which we will refer as angular momen-
tum:
(3) h = r × v
We will also define the flight-path angle φ as the angle satisfying:
(4) h = rv cosφ
Notice that since h is the cross product of r and v, then it must be always per-
pendicular to the plane containing r and v. However, we have just proved that h
remains constant along the motion, and that means that the motion of the system
is contained in a plane, which we will refer as the orbital plane.
4. Integration of the equation of motion
If we cross product (1) by (3) and use some properties of the scalar and cross
product, we obtain:
h× r¨ = −h× µ
r3
r
r¨ × h = µ
r3
h× r
r¨ × h = µ
r
v − µr˙
r2
r
d
dt
(r˙ × h) = µ d
dt
(r
r
)
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Integrating both sides and dot multiplying by r, we finally obtain:
r · (r˙ × h) = r ·
(
µ
r
r
+B
)
h2 = µr + rB cos ν
r =
h2/µ
1 + (B/µ) cos ν
(5)
where B is constant vector due to integration and ν is the angle between the vectors
B and r. Notice that this equation will describe the size and the shape of the orbits,
but it will not tell us how the bodies move around these orbits. This will be done
later, in further sections. First of all, we need to study this equation, which we will
refer as the trajectory equation.
The first thing to notice is that equation (5) can be related to the equation of a
conic section, which is a set of points which its absolute distance from a given point
called focus and a give line called directrix is constant. It can be easily proven that
the equation of a conic section written in polar coordinates, with the origin located
at a focus and where the polar angle, ν, is the angle between r and the point of
the conic nearest from that focus, takes the form:
(6) r =
p
1 + e cos ν
where p is a constant of the conic and e is the eccentricity of the conic, which is a
parameter that determines the type of conic section. For e = 0 we have a circle, for
e ∈ (0, 1) we have an ellipse, for e = 1 we have a parabola and for e > 1 we have
an hyperbola. This is illustrated in Figure 1.
Before we study the trajectories, we need first to understand some concepts from
conic sections. Notice that because of their symmetry, conic sections have two
focus. However, in the case of the circle, both focus are the same, and in the case
of the parabola, one of the focus lie an infinite distance from the other. Now we
must introduce the following parameters:
• Latus rectum (2p): length of the chord parallel to the directrix and passing
through one of the focus.
• Semi-latus rectum (p): half the latus rectum.
• Major axis (2a): length of the chord passing through both focus.
• Semi-major axis (a): half the major axis.
• Semi-focal distance (c): half the distance between the two focus.
• Periapsis and apoapsis: the extreme end-points of the major axis. The one
closest to the primer focus is called periapsis and the other one apoapsis. No-
tice that for a circle, these points are not uniquely defined, and for a parabola
or an hyperbola, the apoapsis has no physical meaning.
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Fig. 1. the conic sections
Using the definition of a conic section given previously, it is easy to check that the
following relations are satisfied for any conic section but a parabola (because of one
focus lying at infinite):
e =
c
a
(7)
p = a(1− e2)(8)
Using this, we can calculate the distance from the prime focus to the periapsis and
apoapsis (when it exists) by plugging ν = 0 and ν = pi respectively, because given
how we defined everything, the periapsis is located at ν = 0 and the apoapsis at
ν = pi.
rp =
p
1 + e
= a(1− e)(9)
ra =
p
1− e = a(1 + e)(10)
Comparing equations (5) and (6), we can see that p = h2/µ, which combined with
(8) gives h2 = µa(1− e2). Also, given that the position r and the velocity v make
an angle of pi/2 degrees on the periapsis and the apoapsis, using the definition of
h seen on (3) we have that h = rpvp = rava. Hence, the mechanical energy E seen
on (2) on the periapsis point is:
E =
vp
2
2
− µ
r
=
h2
2rp2
− µ
rp
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Using now the expression for rp found in (9) and the expression we found for h
2,
after some calculations:
(11) E = − µ
2a
Since we have just seen that h determines p and E determines a, we can find an
expression for e that only depends on these two constants using (8):
(12) e =
√
1− p
a
=
√
1 +
2Eh2
µ2
This equations shows that when E < 0, e is less than 1, so we have an ellipse
(which includes the case of the circle); that when E = 0, e is exactly 1, so we have
a parabola; and that when E > 0, e is more than 1, so we have an hyperbola.
However, if h = 0, although it may seem that we have a parabola, what we really
have is a degenerate conic, which becomes a line.
Before we continue, lets summarize everything we learned so far in this section:
• The mechanical energy E of the orbiting body remains constant as it moves
along its orbit. As E is the sum of the potential and kinetic energy, that means
there is an exchange between them in order to keep E in constant. From their
definition, this means that as the orbiting body gains distance from the central
body (r increases), it must slow down (v decreases), while if it gets closer to
the central body (r decreases), then it must speed up (v increases).
• The angular momentum h of the orbiting body remains constant as it moves
along its orbit. This means that the orbits are contained in a fixed plane
called the orbital plane. Writing, h = rv cosφ, this also means that as r and
v change along the orbit, the angle φ, which we will refer as the flight-path
angle, must change so that h keeps constant.
• The only possible trajectories for an orbiting body in the two-body problem
are conic sections, which can be either an ellipse (it includes the circle case),
a parabola or an hyperbola. The prime focus of the conic must be located at
the center of the central body.
• The eccentricity e is a parameter that determines what kind of conic section
will be the orbit. It can be expressed in terms of E and h, and the following
table summarizes this result:
E < 0 E = 0 E > 0
h = 0 Line (deg. conic) Line (deg. conic) Line (deg. conic)
h 6= 0 e < 1 (ellipse or circle) e = 1 (parabola) e > 1 (hyperbola)
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5. Properties of the orbits
Now that we have some insight on how the trajectories of the orbiting body on the
two-body problem must be, it is time to analyze each of the possible orbits and see
what properties they have.
5.1. The elliptical orbit. Since ellipses are closed curves, an elliptical orbit will
keep repeating the same path over an over, which means that it follows a periodic
orbit. The time it takes to return to the initial point is called the period of the
orbit. We want to find an expression for the period of an elliptical orbit Te.
We can define the minor axis of an ellipse (2b) as its width on the center. At both
ends of the minor axis, this distance from both focus must be equal. Since the sum
of the distances from a point of the ellipse to its focus must be constant and equal
to 2a, this concludes in the following geometrical property:
(13) a2 = b2 + c2
Using basic physics, we can see that the horizontal component of the velocity of the
orbiting body can be expressed both as v cosφ and rν˙, where φ is the flight-path
angle defined in (4) and ν is the angle found in (5). Using now equation (4), we
can express h as:
h = rv cosφ
h = r2
dν
dt
dt =
r2
h
dν
Now, recall from elementary calculus that the differential element of area obtained
with a radius vector that moves through an angle dν is dA = dνr2/2. Using this
we obtain Kepler’s second law (equal areas are swept out by the radius vector in
equal time intervals):
dt =
2
h
dA
Bearing in mind that the area swept during a whole period is the area of the entire
ellipse, which can be expressed as Ae = 2piab, we obtain:
Te =
2piab
h
Finally, using equations (13), (7) and (8), we can check that b =
√
ap. Since h can
be expressed as h =
√
νp, we conclude that the period of an elliptic orbit is:
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Te =
2pi√
µ
a3/2
Notice that this expression depends only on the size of the major axis, and it also
proves Kepler’s third law (the square of the period is proportional to the cube of
the mean distance).
Bear in mind that the circle is a particular case of the ellipse. Hence, repeating the
same arguments, we can also find the period of a circular orbit:
Tc =
2pi√
µ
r3/2c
where rc is the radius of the circle, because in a circle the major axis is equal to
the diameter, so the semi-major axis is equal to the radius.
We may also ask ourselves when the circular orbit occurs, that is, given a distance
from the central body rc, what velocity vc, which we will refer as circular speed,
do we have to give to the orbiting body in order to have a circular orbit? The first
thing to bear in mind is that the direction must be perpendicular to the line joining
the two bodies, as otherwise the trajectory can’t be a circle. Hence, we only need to
find the modulus vc. From equations (2) and (11), and using that the semi-major
axis a is the radius rc,
E =
v2
2
− µ
r
= − µ
2a
vc
2
2
− µ
rc
= − µ
2rc
vc =
√
µ
rc
This expression shows that the farthest the orbiting body is from the central body,
the less speed is needed to achieve the circular orbit.
5.2. The parabolic orbit. In physical terms, it may be hard to understand how is
it possible for an orbiting body to follow a parabolic orbit. If the gravitational field
of the central body extends to infinity, why doesn’t the orbiting body eventually
’fall back’ to it? The answer is that even though the gravitational field extends
to infinity, it decreases with distance very fast (recall equation (1)), so that with
a finite amount of kinetic energy the orbiting body can overcome the gravitational
force from the central body and follow an orbit that gets it infinitely far from the
central body with its speed approaching 0. Our aim is to find the amount of speed
that the orbiting body needs to do this, which we will refer as the escape speed ve.
Consider the mechanical energy from equation (2). As it remains constant along
the orbit, it will be the same on the starting point (re, ve) and on the final point
(r∞, v∞). Using that r∞ =∞ and v∞ = 0, we obtain ve:
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ve
2
2
− µ
re
=
v∞2
2
− µ
r∞
ve =
√
2µ
r
This expression also shows that the farthest the orbiting body is from the central
body, the less speed is needed to escape its gravitational field.
5.3. The hyperbolic orbit. We have seen in the parabolic orbit that we can give
the orbiting body a certain velocity ve so it barely escapes the gravitational field of
the central body, which means that it reaches infinity with its velocity approaching
zero. However, if we give it more speed than ve, the we would expect that it reaches
infinity with a finite value 0 < v∞ <∞, which we will call hyperbolic excess speed.
We want to find which velocity vh is needed to achieve this.
Once again, using equation (2) we can equal the mechanical energy on the initial
point (rh, vh) and on the infinity point (r∞, v∞), so that we obtain:
vh
2
2
− µ
rh
=
v∞2
2
− µ
r∞
vh
2 = ve
2 + v∞2
Of course, if we set v∞ = 0, we obtain vh = ve, which is consistent with the previous
result.
Chapter 2
The model of motion for Saturn,
Janus and Epimetheus: the RTBP
with oblateness
In this chapter we will present the model we chose for Janus, Epimetheus and
Saturn and study all of its properties, ranging from its symmetry and equilibrium
points to its relation to the classical restricted three-body problem.
1. Modeling the oblateness
In the three-body problem, we consider three masses m1, m2 and m3 mutually
interacting due to gravitational force. In the planar restricted three-body problem,
two additional assumptions are made: one the one hand, one of the masses, for
example m3, it is considered to be small enough to disregard its influence on the
motion of m1 and m2, which are assumed to be in circular orbits around their
center of mass; on the other hand, it is also assumed that the three masses lie in
the same plane.
The main difference between the model we present in this work and the classical
restricted three-body problem is that in this model one of the masses -the one
corresponding to Saturn- will not be considered as a perfect sphere but as an oblate
spheroid, which essentially means that its equatorial axis will have a different length
than its polar axis. This will modify the forces masses will apply to each other.
In order to model the oblateness, we will use the same idea used in [2] and [3],
which essentially consists in taking the expansion of the potential energy in terms
of the moments of inertia and then truncate it to have an approximation of the
oblateness.
Recall Newton’s second law for the motion of a body, mr¨ = −mf(r)rr , where
f(r) = ∂φ∂r , being φ(r) the potential energy. Taking the expansion mentioned above,
we have that the expression for the potential energy generated by a body with
oblateness is:
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φ(r) = −Gm
r
[
1 +
1
2
J
(
R
r
)2
+ ...
]
where m is the mass with body with oblateness, r is the distance to the body with
oblateness and J =
R2−Rp2
5R2 , being R its equatorial radius and Rp its polar radius.
Hence, we have:
f(r) =
∂φ
∂r
=
Gm
r2
[
1 +
3
2
J
(
R
r
)2]
Now lets consider the case of two bodies m0 and m1 such as m0 is an oblate body
but m1 is not, and let r0 and r1 be their positions in a plane. Let also r = r1−r0.
Applying Newton’s second law, we have:
m1r¨1 = F0→1 = −m1
[
Gm
r2
(
1 +
3
2
J
(
R
r
)2)]
r
r
m0r¨0 = F1→0 = m1
[
Gm
r2
(
1 +
3
2
J
(
R
r
)2)]
r
r
Notice that here we made the assumption that F0→1 = −F1→0. This isn’t nec-
essarily true, but in order to make a simple model without many physical details
we will take this approximation as an hypothesis. Bear in mind that in this work
we do not intend to have precise results, it is a qualitative study to see if a certain
motion is possible, so we can take this kind of approximations.
Using these equations, we obtain:
(14) r¨ = r¨1 − r¨0 = −G(m0 +m1)
r2
(
1 +
3
2
J
(
R
r
)2)
r
r
= F (r)r
If we now take r = (x˜, y˜)
T
= z˜, we can perform a coordinates rotation through
complex variable to z = (x, y)
T
, so we get:
z˜ = eint
∗
˙˜z = ineint
∗
z + eint
∗
z˙
¨˜z = −n2eint∗z + 2ineint∗ z˙ + eint∗ z¨(15)
Combining (14) with the complex notation and (15), we finally obtain:
F (r)z = −n2z + 2inz˙ + z¨
Since we are performing a rotation, r = |z˜| = |z|. In coordinates, we finally get:
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
x¨− 2ny˙ = n2x− G(m0 +m1)
r3
(
1 +
3
2
J
(
R
r
)2)
x
y¨ + 2nx˙ = n2y − G(m0 +m1)
r3
(
1 +
3
2
J
(
R
r
)2)
y
If we transform these equations into a first order system by setting the coordinates
y1 = x, y2 = y, y3 = x˙ and y4 = y˙, we obtain:

y˙1 = y3
y˙2 = y4
y˙3 = 2ny4 + n
2y1 − G(m0 +m1)
r3
(
1 +
3
2
J
(
R
r
)2)
y1
y˙4 = −2ny3 + n2y2 − G(m0 +m1)
r3
(
1 +
3
2
J
(
R
r
)2)
y2
Now we want to find the equilibrium points of this last system. Notice that we
require y1
2 + y2
2 6= 0 as we want both masses not be in the same location. Hence,
either y1 or y2 must be different from 0, and so in order to find an equilibrium point
we must impose:
n2 =
G(m0 +m1)
r3
(
1 +
3
2
J
(
R
r
)2)
As a curiosity, notice that if we now set J = 0 we obtain Kepler’s third law, which
we have already seen in Chapter 1.
The conclusion we achieve is that for a fixed r, we can find an angular velocity n
which depends only on the oblateness of the body m0 such that we have a fixed
point on this system, which becomes a circumference on the original system if we
reverse the coordinates change. This is what we wanted to check, as now we can
guarantee that there exists a situation where both masses m0 and m1 are in a
circular motion respect their center of masses. Although we already knew this was
true for two bodies without oblateness, we had to confirm that it was also true for
our model.
Now it is time to introduce the third body which will have an infinitesimal mass m2
such that it doesn’t affect the motion of the other two. As stated, we will consider
m0 and m1 in a circular motion with angular velocity n respect their center of
masses, which we will take as the origin of our coordinate system. The notation we
will use is the following: r0 and r1 for their position, r0 = |r0| and r1 = |r1| for
their distance to the origin and (X0, Y0) and (X1, Y1) for their coordinates on the
plane. We will also denote D = r0 + r1.
From imposing that the center of masses lays in the origin, we obtain two relation-
ships between our variables:
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m0r0 +m1r1
m0 +m1
= 0 =⇒
{
r0 =
m1
m0+m1
D
r1 =
m0
m0+m1
D
As we did on the two-body case, we now have to use Newton’s second law and see
which forces are applied to the mass m2:
F0→2 = −Gm0m2
D0
2
[
1 +
3
2
J
(
R
D0
)2]
(X −X0, Y − Y0)
D0
F1→2 = −Gm1m2
D1
2
(X −X1, Y − Y1)
D1
being (X,Y) the coordinates of the mass m2 on the plane and D0 and D1 the
distance from the third body to the other two.
Adding forces, we obtain the equations of movement in sidereal coordinates:
(16)

d2X
dt∗2
d2Y
dt∗2
 =

−G
[
m0(X −X0)
D0
3
(
1 +
3
2
J
(
R
D0
)2)
+
m1(X −X1)
D1
3
]
−G
[
m0(Y − Y0)
D0
3
(
1 +
3
2
J
(
R
D0
)2)
+
m1(Y − Y1)
D1
3
]

Following the same steps we did in the two-body case, we will perform a change to
synodical coordinates in order to keep both bodies m0 and m1 fixed in the plane.
Hence, we will introduce new coordinates (x¯, y¯) such that:
(
X
Y
)
=
(
cos (nt∗) − sin (nt∗)
sin (nt∗) cos (nt∗)
)(
x¯
y¯
)
Deriving two times, we end up obtaining:
(17)
(
X¨
Y¨
)
=
(
cos (nt∗) − sin (nt∗)
sin (nt∗) cos (nt∗)
)(
¨¯x− 2n ˙¯y − n2x¯
¨¯y + 2n ˙¯x− n2y¯
)
Notice now that with this change of coordinates, (X0, Y0) becomes (r0, 0) and
(X1, Y1) becomes (−r1, 0) (it can easily be checked). Using this, we can see that:

X −X0 = cos (nt∗)(x¯− r0)− sin (nt∗)y¯
Y − Y0 = sin (nt∗)(x¯− r0) + cos (nt∗)y¯
X −X1 = cos (nt∗)(x¯+ r1)− sin (nt∗)y¯
Y − Y1 = sin (nt∗)(x¯+ r1) + cos (nt∗)y¯
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Using these equalities we can easily check that D0 = D¯0 and D1 = D¯1, and if we
substitute all of this in (16) and name R the rotation matrix we obtain:
(18)
X¨
Y¨
 = R

−Gm0
D¯0
3 (x¯− r0)
(
1 +
3
2
J
(
R
D¯0
)2)
− Gm1
D¯1
3 (x¯+ r1)
−Gm0
D¯0
3 (y¯ − 0)
(
1 +
3
2
J
(
R
D¯0
)2)
− Gm1
D¯1
3 (y¯ − 0)

If we now combine (17) and (18), we finally obtain the equations of movement in
synodical coordinates:
(19)

¨¯x− 2n ˙¯y − n2x¯ = −Gm0
D¯0
3 (x¯− r0)
(
1 +
3
2
J
(
R
D¯0
)2)
− Gm1
D¯1
3 (x¯+ r1)
¨¯y + 2n ˙¯x− n2y¯ = −Gm0
D¯0
3 (y¯ − 0)
(
1 +
3
2
J
(
R
D¯0
)2)
− Gm1
D¯1
3 (y¯ − 0)
Now that we are working with coordinates such as m0 and m1 are fixed, the next
step is to adimensionalize the equations, so that the equations look nice and are
easier to work with.
Let x = x¯D , y =
y¯
D , µ0 =
m0
m0+m1
and µ0 =
m0
m0+m1
, so that r0 = µ1D and r1 = µ0D.
Let also d0 =
D¯0
D and d1 =
D¯1
D .
We will make a change on the time too, t = nt∗, so that x˙(t∗) = nx˙(t), y˙(t∗) = ny˙(t),
x¨(t∗) = n2x¨(t) and y¨(t∗) = n2y¨(t).
Applying all these changes on (19) yields:

x¨− 2y˙ = x− G(m0 +m1)
n2D3
{
µ0(x− µ1)
d0
3
[
1 +
3
2
J
(
R
d0D
)2]
+
µ1(x+ µ0)
d1
3
}
y¨ + 2x˙ = y − G(m0 +m1)
n2D3
{
µ0y
d0
3
[
1 +
3
2
J
(
R
d0D
)2]
+
µ1y
d1
3
}
If we now take suitable units such that D = r0 + r1 = 1 and m0 +m1 = 1, rename
µ1 = µ so that µ2 = 1− µ and then we define the parameter γ = 32J R
2
D2 , we finally
obtain the dimensionless equations of movement in synodical coordinates:
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(20)

x¨− 2y˙ = x− 1
1 + γ
{
(1− µ)(x− µ)
d0
3
[
1 +
γ
d0
2
]
+
µ(x− µ+ 1)
d1
3
}
y¨ + 2x˙ = y − 1
1 + γ
{
(1− µ)y
d0
3
[
1 +
γ
d0
2
]
+
µy
d1
3
}
where d0 =
√
(x− µ)2 + y2 and d0 =
√
(x− µ+ 1)2 + y2.
There is another way to express these equations. If we define:
(21) Ω(x, y) =
1
2
(x2 + y2) +
1
1 + γ
[
1− µ
d0
(
1 +
γ
3d0
2
)
+
µ
d1
]
+
1
2
µ(1− µ)
then the equations on (20) become:

x¨− 2y˙ = ∂Ω
∂x
y¨ + 2x˙ =
∂Ω
∂y
Remark: The above system is a Hamiltonian system. We can see this the following
way: let (21) be written as Ω(x, y) = 12 (x
2+y2)+Ψ(x, y), and consider the following
change of variables: x1 = x, x2 = y, y1 = x˙− y and y2 = y˙ + x. If we apply these
changes, we will have:

x˙1 = x2 + y1 = Hy1
x˙2 = y2 − x1 = Hy2
y˙1 = y2 +
∂Ψ
∂x1
= −Hx1
y˙2 = −y1 + ∂Ψ
∂x2
= −Hx2
being H(x1, x2, y1, y2) our Hamiltonian function:
H(x1, x2, y1, y2) =
1
2
(y1
2 + y2
2) + x2y1 − x1y2 −Ψ(x1, x2)
2. Properties of the model
The main properties about our equations that we will use is the existence of a
conserved quantity, the existence of a symmetry under a certain change of variables
and its relationship with the classical three-body problem.
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As we can see in Szebehely [9], in the classical restricted three-body problem there
is a conserved quantity C known as Jacobi’s integral. In our model there’s also a
conserved quantity, which has the following expression:
(22) C = 2Ω(x, y)− (x˙2 + y˙2)
By conserved quantity we mean that dCdt = 0. It can be seen just by doing simple
algebra but the calculations are extensive and boring so we will not include them
in this work as they don’t add any value.
Before we talk about the symmetry, first of all we need to turn the equations (20)
into a first order system. By setting x0 = x, x1 = x˙, x2 = y and x3 = y˙, we have:
(23)

x˙0 = x1
x˙1 = 2x3 + x0 − 1
1 + γ
{
(1− µ)(x0 − µ)
d0
3
[
1 +
γ
d0
2
]
+
µ(x0 − µ+ 1)
d1
3
}
x˙2 = x3
x˙3 = −2x1 + x2 − 1
1 + γ
{
(1− µ)x2
d0
3
[
1 +
γ
d0
2
]
+
µx2
d1
3
}
In these equations there is a symmetry: (x0, x1, x2, x3, t)→ (x0,−x1,−x2, x3,−t).
We are going to prove that the equations remain the same if we apple these changes.
On the right hand side of the system we only have to make substitutions, and after
doing that we can easily see that only on the first and forth equations we obtain a
change of sign, while on the second and third the same equations remain the same.
As for the left hand side, we will put the explicit algebra as it involves derivatives
and it can be more confusing:

x˙0 =
∂x0
∂t
→ ∂x0
∂(−t) = −
∂x0
∂t
x˙1 =
∂x1
∂t
→ ∂ − x1
∂(−t) =
∂x1
∂t
x˙2 =
∂x2
∂t
→ ∂ − x2
∂(−t) =
∂x2
∂t
x˙3 =
∂x3
∂t
→ ∂x3
∂(−t) = −
∂x3
∂t
As before, only the first and fourth equations have changed sign, while the other
two remained the same. Hence, all the sign changes cancel and all four equation
remain invariant, proving the symmetry.
Finally, it is worth noting that the equations we are going to work with (23) depend
on two parameters, µ and γ. If we recall the definition on µ, we can see that it
only involved the masses m0 and m1, and for this reason we are going to refer it
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as the mass parameter. As for γ, it depends on the constant J that measures the
oblateness of the body m0, and so we will refer it as the oblateness parameter.
Note also that by setting γ = 0, that is, by saying that the body m0 is not oblate,
our equations become the ones from the classical circular restricted three-body
problem, which we can find in Szebehely [9].
3. The libration points
Now that we have developed the system of equations that we are going to work
with and covered its main properties we are going to use, the next step is to find
its libration points. In the classical restricted three-body problem there are five
of them, three of them laying on the line connecting the masses m0 and m1 and
the other two forming equilateral triangles with m0 and m1. In our model we will
also have five libration points, three of them also laying in the line connecting the
main bodies. However, as we are going to see, the other two will no longer form
equilateral triangles with them.
Before we start looking for them, lets check that after performing the rotation
of coordinates and adimensionalizing the system, the position of m0 became the
fixed point (µ, 0) and the position of m1 became the fixed point (µ − 1, 0). In
sidereal coordinates the position of m0 and m1 were (r0 cosnt
∗, r0 sinnt∗) and
(−r1 cosnt∗,−r1 sinnt∗). Hence, after performing the rotation described in the
previous section, the positions became (r0, 0) and (−r1, 0) in synodical coordinates.
Finally, if we recall that after adimensionalizing the system µ = µ1 =
m1
m0+m1
= m1
and that r0 = µ1D = µ1, we obtain that the position of m0 becomes (µ, 0). With
analogous reasoning, the position of m1 becomes (µ− 1, 0).
3.1. The libration points L1, L2 and L3. With that in mind, we will begin by
finding the three points that lay on the line connecting m0 and m1, which we will
refer as collinear points. There are three possible cases, either they lie on the left of
m1, between m1 and m0 or on the right of m1. We are going to examine all three
of them. Bear in mind that these point will lie on the x-axis, so their y-coordinate
will be 0.
Imposing that the point is an equilibrium point in (23), we will have:

x˙0 = x1 = 0
x˙1 = 2x3 + x0 − 1
1 + γ
{
(1− µ)(x0 − µ)
d0
3
[
1 +
γ
d0
2
]
+
µ(x0 − µ+ 1)
d1
3
}
= 0
x˙2 = x3 = 0
x˙3 = −2x1 + x2 − 1
1 + γ
{
(1− µ)x2
d0
3
[
1 +
γ
d0
2
]
+
µx2
d1
3
}
= 0
We have immediately that x1 = 0 and x3 = 0 (the variables which correspond to
x˙ and y˙). As mentioned above, we will also have x2 = 0, as the point lies on the
x-axis. Hence, the condition for the point to be a libration point will be:
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Fig. 1. Position of L1 point
(24) (1 + γ)x0 −
[
(1− µ)(x0 − µ)
d0
3
(
1 +
γ
d0
2
)
+
µ(x0 − µ+ 1)
d1
3
]
= 0
We will start with the first case, the libration point lying on the left of m1, which
we will refer as the libration point L1. This is shown on Figure 1. If we set the
coordinates of L1 to be (x, 0), then we will have (with ξ > 0) :

d0 = µ− x = 1 + ξ
d1 = µ− 1− x = ξ
x = µ− 1− ξ
With this renaming of variables, condition (24) for L1 becomes after simplifying:
(25) (1 + γ) (µ− 1− ξ) + (1− µ)
(ξ + 1)2
(
1 +
γ
(ξ + 1)2
)
+
µ
ξ2
= 0
Now lets examine the second case, where the libration point which we will refer as
L2 lies between m0 and m1. This is shown on Figure 2. If we set the coordinates
of L2 to be (x, 0), then we will have (withξ > 0):

d0 = µ− x = 1− ξ
d1 = 1− µ+ x = ξ
x = ξ + µ− 1
With this renaming of variables, condition (24) for L2 becomes after simplifying:
(26) (1 + γ) (ξ + µ− 1) + (1− µ)
(ξ − 1)2
(
1 +
γ
(ξ − 1)2
)
− µ
ξ2
= 0
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Fig. 2. Position of L2 point
Fig. 3. Position of L3 point
Finally lets examine the third case, where the libration point which we will refer as
L3 lies on the right of m0. This is shown on Figure 3. If we set the coordinates of
L3 to be (x, 0), then we will have (withξ > 0):

d0 = x− µ = ξ
d1 = 1 + x− µ = 1 + ξ
x = µ+ ξ
With this renaming of variables, condition (24) for L3 becomes after simplifying:
(27) (1 + γ) (ξ + µ)− (1− µ)
ξ2
(
1 +
γ
ξ2
)
− µ
(ξ + 1)2
= 0
Notice that all the conditions (25), (26) and (27) lead to a 5th degree polynomial,
which are hard to deal with directly. What we are going to do is, for a fixed
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Fig. 4. On the x axis, different values of γ ranging from 0 to 5;
on the y-axis, the x-coordinate of the point L1 for different mass
parameters (µ = 3.5×10−9 in blue, µ = 10−6 in red, µ = 10−3 in
green and µ = 0.25 in black
parameter of mass µ, use a simple iterative method like Newton’s method in order
to find the ξ from the conditions, and hence finding the x-coordinate of the point.
In Figures (4), (5) and (6) we show the effect of the oblateness on the x-coordinate
of L1, L2 and L3 for different mass parameters.
3.2. The libration points L4 and L5. The next step is to find the other two
points that do not lie on the x-axis. This means that if we now impose equations
(23) to be an equilibrium point, we will no longer have x2 = 0, so we can divide by
x2. Now if we want the point to be a libration point, the two following conditions
must be satisfied:
(28)

x0 − 1
1 + γ
[
(1− µ)(x0 − µ)
d0
3
(
1 +
γ
d0
2
)
+
µ(x0 − µ+ 1)
d1
3
]
= 0
1− 1
1 + γ
{
(1− µ)
d0
3
[
1 +
γ
d0
2
]
+
µ
d1
3
}
= 0
We can decompose the first equation of (28) as:
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Fig. 5. On the x axis, different values of γ ranging from 0 to 5;
on the y-axis, the x-coordinate of the point L2 for different mass
parameters (µ = 3.5×10−9 in blue, µ = 10−6 in red, µ = 10−3 in
green and µ = 0.25 in black
Fig. 6. On the x axis, different values of γ ranging from 0 to 5;
on the y-axis, the x-coordinate of the point L3 for different mass
parameters (µ = 3.5×10−9 in blue, µ = 10−6 in red, µ = 10−3 in
green and µ = 0.25 in black
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x0
[
1− 1
1 + γ
[
(1− µ)
d0
3
(
1 +
γ
d0
2
)
+
µ
d1
3
]]
︸ ︷︷ ︸
(∗)
+
1
1 + γ
[
(1− µ)µ
d0
3
(
1 +
γ
d0
2
)
− µ(1− µ)
d1
3
]
︸ ︷︷ ︸
(∗∗)
The term (*) is equal to 0 as it is the second equation of (28). This means that the
second term (**) will also be equal to 0, and simplifying it we obtain:
(29)
µ
d1
3 =
µ
d0
3 +
γµ
d0
5
Plugging this on (*) and multiplying by (1 + γ) yields to the following equation:
(1 + γ)− (1− µ)
d0
3 −
γ(1− µ)
d0
5 −
µ
d0
3 −
γµ
d0
5 = 0
which after some algebraic manipulation becomes the polynomial:
(1 + γ)d0
5 − d02 − γ = 0
Clearly, d0 = 1 is a solution to this polynomial. If we apply Ruffini’s rule:
(d0 − 1)
(
(1 + γ)d0
4 + (1 + γ)d0
3 + (1 + γ)d0
2 + γd0 + γ
)
= 0
Notice that in the 4th degree polynomial that we obtained all the coefficients are
positive, so it cannot have any solution d0 > 0 As in our system we require d0 > 0,
the only possible solution for d0 is d0 = 1. Plugging this into (29) solves for d1:
d0 = 1d1 = 3√ 1
1 + γ
On the other side, by the definition of d0 and d1 we have:
{
d0
2 = (x0 − µ)2 + x22
d1
2 = (x0 − µ+ 1)2 + x22
⇒
x0 = −
1
2
(
d0
2 − d12 − 2µ+ 1
)
x2 = ±
√
d1
2 − (x0 − µ+ 1)2
Substituting the values we found for d0 and d1, we finally find the coordinates of
L4 (+ sign) and L5 (- sign):
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Fig. 7. A plot of the equilibrium points for a fixed value of µ =
0.25 and different values of γ (γ = 0 in black, γ = 1 in blue and
γ = 5 in green). The primaries are the filled black dots.
(30)

x0 = µ− 1 + 1
2
(
1
1 + γ
) 2
3
x2 = ± 1
2(1 + γ)
2
3
√(
2(1 + γ)
1
3 + 1
)(
2(1 + γ)
1
3 − 1
)
In figure (7) we can see the equilibrium points for a fixed µ and different values
of γ. We can observe that in the case of γ = 0 the equilibrium points L4 and L5
make equilateral triangles with the primaries, but this property does not satisfy
with different values of γ.
It is also worth mentioning that due to the fact that for L4 and L5 we have d0 = 1,
these two equilibrium points will also lay on the circumference centered at (µ, 0)
with radius 1. Figure (8) illustrates this.
3.3. Studying the stability of the libration points. Now that we found all
libration points, we will proceed to study their stability. Before anything, we need
the following theorem:
Theorem 2.1 (Linearization and stability of the linear system). Let f : Rn → Rn
be C1 and x0 ∈ Rn be a fixed point of x˙ = f(x) (so that f(x0) = 0). Let A = Df(x0)
be the linearization of f and λ1, ... , λn be its eigenvalues. Then x0 is:
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Fig. 8. A plot of the libration points L4 and L5 for a fixed value
of µ and different values of γ. This shows that they lie on the
circumference centered at (µ, 0) with radius 1.
i) asymptotically stable if
<(λi) < 0 for all i = 1...n
ii) unstable if
<(λi) > 0 for some i
The first thing we have to do is calculate Df for our equations. If we rewrite
equations (23) in terms of the function Ω (21), we get:

x˙0
x˙1
x˙2
x˙3
 =

x1
2x3 +
∂Ω
∂x0
x3
−2x1 + ∂Ω
∂x2
 = f(x0, x1, x2, x3)
Thus, we will have:
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Df =

0 1 0 0
∂2Ω
∂x02
0
∂2Ω
∂x0x2
2
0 0 0 1
∂2Ω
∂x0x2
−2 ∂
2Ω
∂x22
0

First of all we will study the stability of L1, L2 and L3. This means that in these
three points we will have x2 = 0. This allows us to simplify our matrix, due to:
∂Ω
∂x2
= x2
{
1− 1
1 + γ
[
1− µ
d0
3
(
1 +
γ
d0
2
)
+
µ
d1
3
]}
This means that:
∂2Ω
∂x2x0
∣∣∣∣∣
x2=0
= x2
{
1− 1
1 + γ
[
1− µ
d0
3
(
1 +
γ
d0
2
)
+
µ
d1
3
]}
x0
∣∣∣∣∣
x2=0
= 0
We will also have
∂2Ω
∂x0x2
∣∣∣
x2=0
= 0, because both crossed derivatives are the same.
Now that we can simplify our matrix, the next step is calculating the eigenvalues
of Df for L1, L2 and L3. Thus, we need to calculate det(Df − λI):
∣∣∣∣∣∣∣∣∣∣∣
−λ 1 0 0
∂2Ω
∂x02
−λ 0 2
0 0 −λ 1
0 −2 ∂
2Ω
∂x22
−λ
∣∣∣∣∣∣∣∣∣∣∣
= −λ
∣∣∣∣∣∣∣∣
−λ 0 2
0 −λ 1
−2 ∂
2Ω
∂x22
−λ
∣∣∣∣∣∣∣∣−
∣∣∣∣∣∣∣∣∣∣
∂2Ω
∂x02
0 2
0 −λ 1
0
∂2Ω
∂x22
−λ
∣∣∣∣∣∣∣∣∣∣
= −λ
(
−λ3 − 4λ+ λ ∂
2Ω
∂x22
)
−
(
λ2
∂2Ω
∂x02
− ∂
2Ω
∂x02
∂2Ω
∂x22
)
= λ4 + λ2
(
4− ∂
2Ω
∂x22
− ∂
2Ω
∂x02
)
+
∂2Ω
∂x02
∂2Ω
∂x22
= λ4 + 2β1λ
2 − β2
with β1 = 2− Ωx0x0 + Ωx2x2
2
and β2 = −Ωx0x0Ωx2x2 .
It can be seen after some analysis that β2 > 0. Thus,
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λ = ±
√
−β1 ±
√
β1
2 + β2
As β2 > 0, we can conclude that there exists an eigenvalue with positive real part,
and by the previous theorem this means that L1, L2 and L3 are unstable for all
values of µ ∈ (0, 12 ] and γ ≥ 0.
For L4 and L5 we cannot use the same simplification as before, but we have closed
of expressions of its coordinates (30). The idea would be to plug these expressions
to Df , calculate its eigenvalues and then discuss the stability of the points in terms
of µ and γ. However, the second derivatives of Ω are very large expressions and
plugging (30) into them leads to very complicated expressions, so it isn’t worth
studying the stability of L4 and L5 for all values of µ and γ. What we are going
to do is to study their stability for the values of µ and γ that define our problem
when studying Saturn, Janus and Epimetheus.
Despite not studying the general case for all µ and γ, we will discuss the stability
of L4 and L5 for the case with no oblateness, γ = 0.
First of all, we will calculate the general expressions for the second derivatives of
Ω, which are the following:
∂2Ω
∂x02
=
(
1− 1
1 + γ
(
1− µ
d0
3
(
1 +
γ
d0
2
)
+
µ
d1
3
))
+ x0
[
− 1
1 + γ
(
−31− µ
d0
5 (x0 − µ)− 5
γ(1− µ)
d0
7 (x0 − µ)− 3
µ
d1
5 (x0 − µ+ 1)
)]
+
(1− µ)µ
1 + γ
[
− 3
d0
5 (x0 − µ)− γ
5
d0
7 (x0 − µ) + 3
3
d1
5 (x0 − µ+ 1)
]
∂2Ω
∂x0x2
=
∂2Ω
∂x2x0
=
= x2
[
− 1
1 + γ
(
−31− µ
d0
5 (x0 − µ)− 5
γ(1− µ)
d0
7 (x0 − µ)− 3
µ
d1
5 (x0 − µ+ 1)
)]
∂2Ω
∂x22
=
(
1− 1
1 + γ
(
1− µ
d0
3
(
1 +
γ
d0
2
)
+
µ
d1
3
))
+ x2
[
− 1
1 + γ
(
−31− µ
d0
5 x2 − 5
γ(1− µ)
d0
7 x2 − 3
µ
d1
5x2
)]
Now, from (30), we have that the coordinates of L4 and L5 in the case γ = 0 are:
28 2. THE MODEL OF MOTION WITH OBLATENESS

x0 = µ− 1
2
x1 = 0
x2 = ±
√
3
2
x3 = 0
→
{
d0 = 1
d1 = 1
Substituting these in the expressions we just found yields:

∂2Ω
∂x02
(L4,5) =
3
4
∂2Ω
∂x0x2
(L4,5) = ±3
√
3
2
(
µ− 1
2
)
∂2Ω
∂x2x0
(L4,5) = ±3
√
3
2
(
µ− 1
2
)
∂2Ω
∂x22
(L4,5) =
9
4
If we now calculate the determinant in these points, we obtain:
∣∣∣∣∣∣∣∣∣∣∣∣
−λ 1 0 0
3
4
−λ ±3
√
3
2
(
µ− 1
2
)
2
0 0 −λ 1
±3
√
3
2
(
µ− 1
2
)
−2 9
4
−λ
∣∣∣∣∣∣∣∣∣∣∣∣
= λ4 + λ2 +
27
4
µ (1− µ) = 0
Solving the polynomial, we get:
λ2 =
1
2
(
−1±
√
1− 27µ (1− µ)
)
=
1
2
(
−1±
√
f(µ)
)
We now need to study the sign of f(µ) for µ ∈ (0, 12 ]. This is done with much more
detail in [9], but essentially we have:
f(µ) = 1− 27µ (1− µ) =

> 0 if 0 < µ < µ0
= 0 if µ = µ0
< 0 if µ0 < µ <
1
2
where µ0 =
1
2
[
1−
√
69
9
]
= 0, 0385208... is called Gascheau’s value.
We will also have that for µ ∈ (0, 12 ], f(µ) < 1.
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Before we continue, we will also need the following corollary, seen in [5]:
Corollary 2.1.1. Consider the system x˙ = f(x), and let x0 be a fixed point of
this system. If all the eigenvalues of A = Df(x0) are simple and have no real part,
then x0 is linearly stable.
Back to the stability, we will have three possible cases:
• If 0 < µ < µ0 then we obtain four different pure imaginary eigenvalues, so we
can use the previous corollary to determine that in this case both L4 and L5
will be linearly stable.
• If µ = µ0 then we have λ = ± i√2 , that is, two double pure imaginary eigen-
values. Our theorem cannot be used in this particular case, but it is shown in
Szebehely [9] that L4 and L5 will be unstable.
• If µ0 < µ < 12 , then we will have four complex eigenvalues with non-zero real
part: λ, −λ, λ¯ and −λ¯. At least one of them will have positive real part, so
in this case L4 and L5 will also be unstable.

Chapter 3
Applying the model
In this chapter we will apply the model we developed and studied in Chapter 2
to Saturn, Janus and Epimetheus. We will explain what happens with these two
satellites and we will try to use our model in order to give a justification of their
orbits.
1. Motivation
Saturn is known for having many families of rings and satellites surrounding it,
but there are two particular satellites, Janus and Epimetheus, whose orbits look
strange. They are called co-orbital moons because their orbits are very close to
each other, but they run at different orbital speeds. In fact, their orbits differ by
only 50 kilometers while the diameters of Janus and Epimetheus are 180 and 120
kilometers respectively. At first sight, it may seems that due to them moving at
different orbital speeds their collision is unavoidable but instead, when one of them
is close to catch the other one, they swap their orbits and orbital speeds and so
they do not crash, see Figure (1).
Fig. 1. A representation of Janus and Epimetheus swapping their orbits
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Janus was discovered by Audouin Dollfus on December 15, 1966. Three days later,
Richard Walker made a similar observation and he thought that it was the same
moon discovered by Dollfus, as at that time astronomers believed that there was
only one moon on that orbit. However, twelve years later, in October 1978, Stephen
M. Larson and John W. Fountain thought that the observations made during 1966
were better explained if one considered two different satellites sharing very similar
orbits. This was later confirmed by Voyager I in 1980, and in 1983 they were both
officially registered as Janus and Epimetheus.
What happens with these satellites is the following: assume that Janus is laying on
the external orbit and Epimetheus is laying on the internal one. Using Kepler’s third
law, we know that Epimetheus will have a shorter orbital period and hence a bigger
orbit speed. This means that eventually, Epimetheus will catch Janus. However, as
both satellites get closer, their gravitational force becomes more relevant and they
pull each other, causing Janus to fall down to the internal orbit and Epimetheus
to rise to the external one. Now it will be Janus the one with higher orbital speed,
and as it is still ahead of Epimetheus, they will start separating once again, until
eventually Janus will catch Epimetheus from behind and the process will begin
again, repeating over and over every 4 years.
A possible explanation for this phenomenon is that Janus and Epimetheus are two
parts of an old moon that split up as they both show ancient craters on their
surface, which also suggests that this splitting happened early in the life of Saturn.
The motivation for this work is to fit these kind of orbits using a mathematical
model. This has been done in the past by J. Llibre and M. Olle´ [1] using the
classical RTBP as a model. In this work, we will use a more refined model we take
into account Saturn’s oblateness, and see which results we obtain.
Before anything, it is necessary to show what happens with Janus and Epimetheus
orbits if we perform a rotation of its coordinates in order to understand what we
are looking for in this work.
Lets assume that the internal orbit has an orbital speed ω+  and that the external
orbit has an orbital speed ω − , being ω,  > 0. Thus, the satellite on the internal
orbit will go faster than the one on the external orbit. Also lets assume that
Epimetheus is lying on the internal orbit and Janus on the external one, both
moving counterclockwise. If we now perform a clockwise rotation of angular velocity
ω, what will happen is the following, which is illustrated in Figure (2): the satellite
on the internal orbit, as it has an orbital speed bigger than the angular velocity
of the rotation, it will keep moving counterclockwise, while the satellite on the
internal orbit will start moving clockwise. They will keep this way until the orbit
swap happens: then, as they switch orbits, they will also start moving the opposite
way as they did before.
On the previous situation, we assumed that Saturn was in the origin of coordinates,
but what happens if we assume that the origin corresponds with the center of masses
of Janus and Saturn? If we do so, after performing a suitable rotation we will have
Janus and Saturn as fixed points on the plane, while Epimetheus will keep moving
following a horseshoe orbit as described before.
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Fig. 2. The orbits of Janus (red) and Epimetheus (blue) in rotat-
ing coordinates. A: Janus lies on the external orbit, so it moves
counterclockwise; Epimetheus lies on the internal one, so it moves
clockwise. B: The satellites swap their orbits. C: Now Janus lies
on the internal orbit and so it starts moving clockwise; on the con-
trary, Epimetheus rises to the external orbit and hence it moves
counterclockwise. D. Another orbital swap happens, changing the
direction of both satellites again.
In summary, the objective of this work is to find a suitable horseshoe orbit using
the model developed on Chapter 2 that approximates the orbits that follow Janus
and Epimetheus in reality. This means that we have to find an orbit such that the
distance between both internal and external orbits is approximately 50 kilometers,
that the swap happens every 4 years, etc. In J. Llibre and M. Olle´ [1] such orbit
was found, but although the orbit was shown to be stable, it was very close to
be unstable. Hence, the aim of this work is to check if by refining the model -
considering Saturn’s oblateness- we obtain a more stable orbit that the one found
by J. Llibre and M. Olle´.
2. Theorems and theoretical results
Before we start looking for our orbit, first of all we will put all the theorems and
theoretical results that we are going to use to find it.
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In all the theorems and lemmas we will assume all necessary hypothesis -like the
regularity of a certain function- required for them to be true in order to save tedious
notation and focus on the results and their applications.
2.1. The Poincare´ map. We will start introducing the concept of a Poincare´
map. Consider the system x˙ = f(x), with x, f(x) ∈ Rn. Now lets consider
the sections Σ1 and Σ2 of dimension n − 1, defined by g1(x) = 0 and g2(x) = 0
respectively, which we will assume transversal to the flow of the system. The
Poincare´ map P is defined as the application sending a point x1 ∈ Σ1 to the point
x2 ∈ Σ2 such that x2 is the first time the orbit starting at x1 intersects with Σ2,
that is:
P : Σ1 → Σ2
x1 → P (x1) = x2 = φ (t(x1), x1))
where φ (t(x1), x1)) is the solution of the system that starts at x1 at time t = 0
after t(x1) units of time. This way, g2 (φ (t(x1), x1))) = 0.
The reason of introducing this concept is that we can study the solutions of a system
and their stability by studying its Poincare´ map, iterating the point that describes
an orbit. Notice that we can also have Σ1 = Σ2, as we will have in our work.
Now lets calculate the derivative of a Poincare´ map. We will have:
∂P
∂x1
= f(x1)
∂t
∂x1
+
∂φ
∂x1
(t(x1), x1)
Lets carefully examine all the terms that appear in this equation. We can easily
calculate f(x1), as we know f and x1. Now, in order to calculate the term
∂t
∂x1
,
remember that g2(x2) = g2 (φ (t(x1), x1))) = 0. Deriving, we obtain:
Dg(x2)
(
f(x2)
∂t
∂x1
+
∂φ
∂x1
)
= 0
If we isolate the term we want to obtain:
∂t
∂x1
= − 1〈5g2(x2), f(x2)〉Dg2(x2)
∂φ
∂x1
Notice that 〈5g2(x2), f(x2)〉 6= 0 as we have assumed that the section Σ2 was
transversal to the flow of the system.
So far, we have:
∂P
∂x1
= − f(x1)〈5g2(x2), f(x2)〉Dg2(x2)
∂φ
∂x1
+
∂φ
∂x1
(t(x1), x1)
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The only term that we still haven’t examined is ∂φ∂x1 (t(x1), x1). We can obtain it
by integrating the variational equations of the system, which are the next concept
that we are going to introduce.
2.2. The variational equations. Consider the system x˙ = f(t, x) and the initial
conditions (t0, x0) and let A(t) = Dxf(t, φ (t, (t0, x0))) and Y (t) = Dx0φ (t, (t0, x0)),
where φ (t, (t0, x0)) is the solution to the system when it starts at x0 at time t = t0
after t units of time. Then, we have:
Theorem 3.1 (First order variational equation with respect to x0). With the pre-
vious definitions of A(t) and Y (t), we have:
{
Y ′(t) = A(t)Y (t)
Y (t0) = I
being I the identity matrix.
As we know f we can numerically calculate A(t), so we can integrate this equation
to find Y (t), which is the ∂φ∂x1 (t(x1), x1) term that we needed to calculate before.
2.3. Linear systems with periodic coefficients. Lets consider the following
system: x˙ = A(t)x, with x ∈ Rn and A(t) a T -periodic nxn matrix, which means
that A(t+ T ) = A(t). Then we have:
Theorem 3.2 (Floquet’s theorem). Let ϕ(t) be a fundamental matrix of the system
x˙ = A(t)x, which means that its columns are n linearly independent solutions of
the system. Then, ψ(t) = ϕ(t + T ) it is also a fundamental matrix of the system.
In addition, any fundamental matrix can be written as:
ϕ(t) = G(t)eBt
where G(t) is a T -periodic matrix and B is a constant matrix.
Consider the fundamental matrix ϕ(t) such that ϕ(0) = I. Then, we will define the
monodromy matrix of the system as C = ϕ(T ). Using the above theorem, we can
write ϕ(t) = G(t)eBt for some T -periodic matrix G and some constant matrix B.
It is immediate to check that with these conditions, we have C = ϕ(T ) = eBT . The
eigenvalues of the monodromy matrix C are called the characteristic multipliers of
the system, while the eigenvalues of B are called the characteristic exponents of the
system. Thus, we have the following relationship: if λ is a characteristic exponent,
then eλT is a characteristic multiplier.
In general, the solutions of a periodic linear system like the one mentioned above
are not periodic. The next lemma tells us when are we going to have them:
Lemma 3.2.1. Following the previous notation, Λ ∈ C is a characteristic exponent
of the system if and only if there exists a non-trivial solution of the system eλtp(t),
with p(t+T ) = p(t). In particular, we will have that there exists a periodic solution
of period T (2T ) if and only if we have the characteristic multiplier 1 (−1).
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Proof. Lets start with the right implication, so lets assume that eλtp(t) is a solu-
tion of our system. Then, there exists x0 6= 0 such that:
(31) eλtp(t) = G(t)eBtx0
If we now take this equality on t = t+ T :
eλ(t+T )p((t+ T )) = G((t+ T ))eB(t+T )x0
⇔ eλteλT p(t) = P (t)eBteBTx0
(32)
Multiplying (31) by eλT we obtain:
(33) eλtp(t)eλT = G(t)eBtx0e
λT
If we combine (32) and (33):
G(t)eBteλTx0 = G(t)e
BteBTx0
⇔ G(t)eBt [eBT − eλT I]x0 = 0
⇔ det [eBT − eλT I] = 0
Hence, λ is a characteristic exponent of the system.
Now lets prove the left implication, so lets assume that λ is an eigenvalue of B,
that is, det
[
eBT − eλT I] = 0. Then, we can choose x0 6= 0 such that:
(
eBT − eλT I)x0 = 0⇔ eBtx0 = eλtx0
for any t. Hence, we have that:
G(t)eBtx0 = G(t)x0e
λt = p(t)eλt
is a solution of the system, where p(t) = G(t)x0 is T-periodic.
If we set λ = 0 (which corresponds with the characteristic multiplier 1), then we
will have the solution p(t)eλt = p(t), which is T-periodic.
If we set λ = piiT (which corresponds with the characteristic multiplier -1), then we
will have the solution q(t) = p(t)e
pii
T t, which is 2T-periodic.
uunionsq
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2.4. The characteristic multipliers. Now lets go back to our original system
x˙ = f(x), and assume that we have a T -periodic solution p(t) = φ(t, x0). If we now
take the variational equations on this solution, we have the following system with
periodic coefficients:

d
dt
Dx0φ (t, x0) = Dxf(φ (t, x0))Dx0φ (t, x0)
Dx0φ (0, x0) = I
We can apply lemma (3.2.1) to this system in order to find the eigenvalues of the
monodromy matrix C = Dx0φ (T, x0). But first we need to examine if this system
has any periodic solution, so we can use the following lemma:
Lemma 3.2.2. Given the system x˙ = f(x), with x ∈ Rn and f an analytic function,
if we take a T -periodic solution of this system p(t) and calculate its derivative p˙(t)
we will have that p˙(t) is a T -periodic solution of the system with periodic coefficients
Z˙ = Dxf(p(t))Z
Proof. As p(t) is a solution of the original system, we have that p˙(t) = f(p(t)).
If we now derive this equality, we obtain:
d
dt
p˙(t) = Dxf(p(t))p˙(t)
And thus p˙(t) is a T -periodic solution of Z˙ = Dxf(p(t))Z.
uunionsq
Applying lemmas (3.2.1) and (3.2.2) to our monodromy matrix C, we can guarantee
that as it has a T -periodic solution, one of its characteristic multipliers will be 1.
We will also need to use later on the following lemma:
Lemma 3.2.3. Consider the system x˙ = f(x) with x ∈ Rn and let G(x) be a
first integral of the system, that is, G(x1(t), ..., xn(t)) = G(x01, ..., x0n), where
x0 = (x01, ..., x0n) is a initial condition. Let also x(t, x0) be a T -periodic solu-
tion. Then, we have that 1 is an eigenvalue of the monodromy matrix C, and thus
a characteristic multiplier of the system.
Proof. We have that:
∂G
∂x0j
∣∣∣∣∣
x(t,x0)
=
n∑
k=1
 ∂G
∂xk
∣∣∣∣∣
x(t,x0)
∂xk(t, x0)
∂x0j

Setting t = 0 and t = T , we obtain:
38 3. APPLYING THE MODEL

∂G
∂x0j
∣∣∣∣∣
x(0,x0)
=
n∑
k=1
(
∂G
∂xk
∣∣∣∣∣
x0
δjk
)
∂G
∂x0j
∣∣∣∣∣
x(T,x0)
=
n∑
k=1
(
∂G
∂xk
∣∣∣∣∣
x0
∂xk(T, x0)
∂x0j
)
As both terms are equal, we obtain:
(
∂G
∂x1
, ...,
∂G
∂xn
∣∣∣∣∣
x0
)
C =
(
∂G
∂x1
, ...,
∂G
∂xn
∣∣∣∣∣
x0
)
I
Hence, we have that there exists a vector v such that vTC = vT , which means that
CT v = v and so we can conclude that 1 is a eigenvalue of CT , which implies that
1 is also an eigenvalue of C.
uunionsq
We will also make use of the following theorem:
Theorem 3.3. Consider the system x˙ = f(x) with x ∈ Rn and let φ(t, x0) be a
T -periodic orbit of this system. Let C be its associated monodromy matrix. If the
system is Hamiltonian then C is a symplectic matrix, which implies that if λ is an
eigenvalue of C, then λ−1, λ¯ and λ¯−1 are also eigenvalues of C.
2.5. Stability of periodic orbits. Assuming the same conditions and notation
as before, we can consider a T -periodic orbit of our system as a fixed point of the
diffeomorphism F = φ(T, x0). Hence, in order to study the stability of the orbit,
we need to calculate the eigenvalues of Dx0F = Dx0φ(T, x0), which is precisely the
monodromy matrix C we have been talking about.
At this point, lets focus on the system that concerns us, that is, the Hamilton-
ian system x˙ = f(x), with x ∈ R4. We have proven using lemmas (3.2.1) and
(3.2.2) that two of the eigenvalues of C are 1, that is, Spec(C) = {1, 1, λ1, λ2}.
Finally, using theorem (3.3), as we have a Hamiltonian system we can conclude
that Spec(C) = {1, 1, λ, 1λ} for some value of λ ∈ R, λ 6= 0.
If we now calculate the characteristic polynomial, we have:
pc(s) = (s− 1)2 (s− λ)
(
s− 1
λ
)
= (s− 1)2
s2 −
(
λ+
1
λ
)
︸ ︷︷ ︸
k
s+ 1

where k is the stability parameter that depends on λ. Thus,
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λ,
1
λ
=
k ±√k2 − 4
2
Hence, we need to differentiate between the values of k:
• If k ∈ (−2, 2), then we will have an stable orbit, as all the eigenvalues will
have module 1.
• If k = −2 or k = 2, then we will have a critical orbit.
• If k 6∈ [−2, 2], then one eigenvalue will have module < 1 and the other will
have module > 1, so we will have an unstable orbit.
Notice that as Spec(C) = {1, 1, λ, 1λ}, we will have that tr(C) = 2 + λ+ 1λ = 2 + k.
Hence, we can calculate the stability parameter with the formula k = tr(C)− 2.
Instead of calculating the stability parameter using the trace of C, we will instead
calculate it using the following theorem, which is shown and proven in [10]:
Theorem 3.4. With the same notations as usual, let Dx0φ(t, x0) = 4(x0, t). This
way, the monodrmy matrix C can be expressed as C = 4(x0, T ). Then we have the
following equality:
C = 4(x0, T ) = L4−1 (x0, T/2)L4 (x0, T/2)
where:
L =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1

Remark: this theorem requires the system to have a particular symmetry, which
is precisely the one we showed for our model in Chapter 2.
3. Finding the orbit
First of all, we need to find the values of the mass parameter µ and the oblateness
parameter γ that define our problem. In order to respect the original orbit found
by J. Llibre and M. Olle´ [1] and being able to compare results, we will take the
same mass parameter that they used in their article, µ = 3.5× 10−9.
As for the oblateness parameter γ, we have the following data:
• Equatorial radius of Saturn (in km): R = 60268
• Polar radius of Satun (in km): Rp = 54364
• Distance between Saturn and Janus (in km): D = 151472
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Hence, we have:
J =
R2 −Rp2
5R2
= 0.037265
And so we obtain the following γ:
γ =
3
2
J
R2
D2
= 0.00885
Now that we have our problem defined, we can calculate all the equilibrium points
using the expressions we already found (25), (26), (27) and (30). We will also
calculate their Jacobi constant using (22):
L1 = (−1, 001047968522885, 0, 0, 0)
L2 = (−0.998952766757153, 0, 0, 0)
L3 = (1.000000001467660, 0, 0, 0)
L4 = (−0.502928410022093, 0, 0.864328069006295, 0)
L5 = (−0.502928410022093, 0,−0.864328069006295, 0)
C1 = C(L1) = 2.988313436072940
C2 = C(L2) = 2.988313440765908
C3 = C(L3) = 2.988303520912202
C4 = C(L4) = 2.988303513881409
C5 = C(L5) = 2.988303513881409
We can also check the stability of these points by calculating the eigenvalues of Df
applied to all of them, as we described in Chapter 2. These are the results:
Spec(L1) = {±2.515817632722265,±2.073812894738629i}
Spec(L2) = {±2.520938353470183,±2.076913887093990i}
Spec(L3) = {±0.000097046628019,±0.991188820098262i}
Spec(L4) = {±0.991188804759019i,±0.000155675136918i}
Spec(L5) = {±0.991188804759019i,±0.991188820098262i}
This shows that L1, L2 and L3 are unstable, while L4 and L5 are stable.
3.1. Hill’s regions. Remember the Jacobi constant we defined before (22), it can
be written as the following expression:
2Ω(x, y)− C = (x˙2 + y˙2) ≥ 0
This means that for a fixed C, the motion is forbidden in the points (x, y) of the
plane where 2Ω(x, y)−C < 0. Hence, we will look for the zvc (zero velocity curves)
defined by the equation 2Ω(x, y) − C = 0 for different values of C in order to see
the regions of the plane (Hill’s regions) where the motion is possible.
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Fig. 3. Different regions described by the zvc for µ = 3.5 × 10−3
and γ = 0.00885. The motion is forbidden in the filled areas. On
the top left, C > C2; on the top right, C ∈ (C1, C2); in the bottom
left, C ∈ (C3, C1); in the bottom right, C < C3
Notice that C2 > C1 > C3 > C4 = C5. We will plot the zvc for values of C ranging
between these values and examine which region is more suitable for finding our
orbit. For the sake of showing better the shape of these regions, we will choose a
bigger µ than the one that defines our problem. The results for µ = 3.5× 10−3 and
different values of C are shown in figure (3)
As we can see, the suitable region to find horseshoe periodic orbits is the one
described by a value of C ∈ (C3, C1), as this region has already a horseshoe shape.
Hence, we need to fix a value of C ∈ (C3, C1) and calculate the intersections between
the zvc that describes our region and the x-axis. This way, we will obtain the range
of x where our motion is possible and so we will obtain the range of x where we are
going to look for our orbit.
For example, if we keep working with µ = 3.5×10−3, for C = 12 (C1 +C3) we obtain
the results we can appreciate on figure (4).
3.2. Method for finding periodic horseshoe orbits. Now that we know, for a
fixed C, where the motion is possible, the method to find horseshoe periodic orbits
is very simple. We will start at xo, which is the outside crossing of the zvc with the
x-axis, and increase its value with a little increment, for example 4x = 1× 10−7.
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Fig. 4. The zvc for µ = 3.5× 10−3, γ = 0.00885 and C = 12 (C1 +
C3). The intersections with the x-axis, which are coloured in red,
are xi = 0.891288704266687 and xo = 1.120560826656973
With just the value of the x-coordinate, we can calculate the four coordinates of
the initial point. As it starts on the x-axis, we know that y = 0. In addition, given
that we assume the orbit to make orthogonal crossings with the x-axis, we will have
x˙ = 0. Hence, the only coordinate left is y˙, which can be calculated using our first
integral (22) because we have fixed C. We will have:
p =
(
x, 0, 0,−
√
2Ω(x, 0)− C
)
Notice that on the expression of the y-coordinate velocity we have chosen the minus
sign for the square root. This is because given the way we are looking for the orbit,
we want it to starting moving down from the starting point.
What we are going to do is integrate the equations of motion with this point until
we cross the x-axis again, which will be a point of the form p¯ = (x¯, x¯′, 0, y¯′). Then
we will keep incrementing the x and calculating the first crossing with the x-axis.
Eventually, we will notice a change in the sign of x¯′.
Then, we will pick the two points where the change of sign happened and compute
the orbit of the point between the other two and study its sign. If we keep doing
this process, we will eventually find an orbit with an orthogonal crossing the first
time it intersects the x-axis, and so it will be a suitable orbit for us.
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The reason we are only computing half orbit is due to the symmetry mentioned in
Chapter 2, which guarantees us that the upper half of the orbit will be symmetric
to the lower half we find by integrating the equations of motion. This is also the
reason we look for orthogonal crossings with the x-axis.
3.3. Stability of the orbits. In order to study the stability of these orbits, we
will consider {y = 0} as our Poincare´ section. Then, we can integrate the vari-
ational equations along with the equations of motion until the first crossing with
the Poincare´ section is reached, so we will obtain the monodromy matrix on the
semi-period. Thus, using (3.4), we will be able to determine the stability of our
orbit and see if it improves with respect to the one found in [1].
We can check this with a little example. For the sake of illustrating the theorem,
lets consider the problem defined by µ = 9.53875× 10−4 and γ = 0.
If we consider the point p = (1.001005021494284, 0, 0,−0.001215976572734674),
and calculate its orbit, we can see that it follows a periodic orbit with period
T = 6.277954078877794. If we calculate the monodromy matrix on the period and
on the semi-period, we obtain:
MT/2(p) =

7.0154 0.0105 −0.0052 4.0056
0.0429 −0.9909 −0.0034 0.0214
−18.8376 −4.0104 1.0093 −9.4138
−12.0234 −0.0157 0.0079 −7.0091

MT (p) =

1.1981 0.0212 −0.0106 0.0990
0.0404 1.0001 −0.0001 0.0202
−38.0944 −0.0990 1.0496 −19.0371
−0.2970 −0.0318 0.0159 0.8516

With a quick calculation using mathematical software like Matlab, we can check
that the relationship MT (p) = LMT/2
−1(p)LMT/2(p) described in theorem (3.4) is
satisfied.
Also, we can calculate the stability parameter k = tr(MT (p)) − 2 = 2.0994, so in
that case we would have that the orbit is close to being stable but it happens to be
unstable.
4. Conclusions
In [1] we are given the x-coordinate of the initial point of an orbit that fits the
behaviour of Janus and Epimetheus, but sadly we lack the Jacobi constant C that
we need to calculate the y˙-coordinate of the initial point.
In order to solve this problem, we explored through some values of C ∈ (C3, C1)
and explored the different orbits until we found one that is very similar to the one
found in [1]. Notice that there are infinite horseshoes which means that finding the
exact same orbit is almost impossible, so we are satisfied with an approximation.
44 3. APPLYING THE MODEL
Fig. 5. Non-oblate model. On the x-axis, different values of
C ∈ (C3, C1); on the y-axis, the x-velocity coordinate on the first
crossing of the orbit defined by that C with the x-axis
Figure (5) shows a plot of the x-velocity coordinate on the first crossing of the orbit
defined by the given initial point x0 and a value of C ∈ (C3, C1) with the x-axis.
This is very useful to find an orbit that has an x-velocity 0, which means that the
first crossing is orthogonal and hence is a suitable orbit.
In the article, the found orbit started at x0 = 1.0002979809 and it first crossed the
x-axis at xT/2 = 0.9996731232, which after reverting the change of variables leads
to a separation between Janus’ and Epimetheus’ orbits of 47.32 km, which fits the
observations that say that their orbital distance is about 50 km. In addition, it
gave T/2 = 1465.3 days, which also approximates well the orbit exchange of Janus
and Epimetheus, that takes place about once every 4 years (1460 days).
We found a similar orbit by setting C = 3.000000080794668, which leads to an orbit
that has the same x0 but the first crossing with the x-axis (which is orthogonal
as we need) takes place at xT/2 = 0.999702129523118, which leads to an orbital
separation of 45.13 km, and we also have T/2 = 1458.7 days. Figure (6) shows the
plot of this orbit, zooming in the important parts.
As for the stability of this orbit, we found using the results described through the
previous chapter that the stability parameter is k = 1.9974. As k ∈ (−2, 2), we
can conclude that the orbit is stable, but not by much. Our aim is to find an orbit
in the model with oblateness that also fits Janus and Epimetheus observations and
see if this stability parameter improves, that is, see if by taking Saturn’s oblateness
in consideration, we can find an orbit that is more stable that the one we found.
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Fig. 6. The selected orbit for the non-oblate model that we are
going to use in order to have a reference to compare with the orbit
found in the oblate model
For the sake of comparing the orbits in the oblate and non-oblate orbit, we will
take the same x0 used in in the non-oblate model for the oblate one. This way, we
will only need to explore through the possible values of C and find a suitable orbit.
For example, a quick exploration on the values of C allows us to find the orbit
defined by x0 = 1.0002979809 and C = 2.988303591768463. In this case we have
xT/2 = 0.999679019467826, which gives an orbital distance of 46.88 km, and a
semi-period T/2 = 1470.62 days. This orbit, which fits the observations of Janus
and Epimetheus, has a stability parameter k = 1.9848. It improves the stability of
the non-oblate model by a little bit, but not enough to be relevant.
We could keep on searching horseshoe orbits forever, as there is an infinite number
of them. However, after some extensive exploration, we found a suitable orbit for
C = 2.988303592679118. In this case xT/2 = 0.999690999898199, which implies
an orbital separation of 45.9703 km, and T/2 = 1461.3 days. Hence, the orbit
fits Janus and Epimetheus. In addition, the stability parameter we obtain is k =
0.1751, which means that we found a very big improvement on the stability of the
orbit. Figure (7) shows a plot of the x-velocity on the first crossing with the x-axis
for different orbits corresponding to some values of C. We used this plot to find
the orbit that has improved stability, which is shown in Figure (8).
In conclusion, by taking into account Saturn’s oblateness, we have been able to find
an orbit that fits Janus’ and Epimetheus’ behaviour that improves the stability with
respect to the non-oblate model.
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Fig. 7. Oblate model. On the x-axis, different values of C ∈
(C3, C1); on the y-axis, the x-velocity coordinate on the first cross-
ing of the orbit defined by that C with the x-axis
Fig. 8. The selected orbit for the oblate model that fits Janus and
Epimetheus and greatly improves stability
Bear in mind that this work is a qualitative study to check if there is an orbit
fitting Janus and Epimetheus. The oblate model we used could still be improved
by considering the orbits in three dimensions or taking other astronomical features
into account, perhaps leading to more precise results.
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