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DIFFERENTIAL CALCULUS ON THE SPACE OF COUNTABLE LABELLED
GRAPHS
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STANFORD UNIVERSITY
Abstract. The study of very large graphs is becoming increasingly prominent in modern-day
mathematics. In this paper we develop a rigorous foundation for studying the space of finite labelled
graphs and their limits. These limiting objects are naturally countable graphs, and the completed
graph space G (V ) is identified with the 2-adic integers as well as the Cantor set. The goal of this
paper is to develop a model for differentiation on graph space in the spirit of the Newton-Leibnitz
calculus. To this end, we first study the space of all finite labelled graphs and their limiting objects,
and establish analogues of left-convergence, homomorphism densities, a Counting Lemma, and a
large family of topologically equivalent metrics on labelled graph space. We then establish results
akin to the First and Second Derivative Tests for real-valued functions on countable graphs, and
completely classify the permutation automorphisms of graph space that preserve its topological and
differential structures.
1. Introduction
Large amounts of modern data comes in the form of networks/graphs, as compared to standard
discrete or continuous data that lives on the integers or the real line respectively. Thus, subjects like
Erdo¨s-Re´nyi random graphs, finite (large) graphs and their limits have a vast number of applications
- to social networks (e.g., friendship graph), the internet (and world-wide web), ecological and
biological networks (such as the human brain), resistance networks and chip design among others. In
recent times, these areas have become the subject of a large body of literature. An important feature
of these networks is that they are always changing (increasing) with respect to time. Additional
vertices and edges are being added to the network, which makes the study of large graphs and their
limits - in a unified setting - a necessary and important subject.
There are several significant strides that have been made in the literature. Prominent among
them is the comprehensive, unifying theory developed by Borgs, Chayes, Lova´sz, Sos, Szegedy,
Vesztergombi, and several others. In this (unlabelled) theory the space of graphons was introduced
and studied; see e.g. [BCLSV, LS1] as well as the comprehensive monograph [Lo] (and the references
therein) for more on graphons. These are symmetric measurable functions : [0, 1]2 → [0, 1]. It is
shown that the space of weak equivalence classes of graphons is a compact path connected metric
space, and the notion of graph limits (of “dense unlabelled graphs”) coincides with that of limits
in this metric. There is a large body of work on related subjects such as random graphs, subgraph
sampling, parameter testing, and other topics.
Some of the future challenges of applying the theory of graphons to real-world networks involve
labelling and density issues. First, graphs in real-life network data are usually labelled, and one
often needs to distinguish between vertices as each vertex has a specific meaning (for instance in a
person-to-person network). A second reason is that in real-world situations the underlying graphs
are often sparse. Hence results on limits of dense graph sequences may not be as applicable. There
has been tremendous activity on extending results from dense graph limit theory to various sparse
settings, including bounded degree graphs, sparse graphs without dense spots, locally rooted trees,
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graphings, and very recently, an Lp-theory of sparse graphs. See [BJR, BR, BCCZ1, BCCZ2, Lo],
and the references therein.
In this paper, we focus on the first motivation: namely, to study finite labelled graphs and their
limits. A necessary first step in studying such notions is to develop a suitable framework in which
to study all finite labelled graphs at once. One way to proceed is to construct a space containing
the countable set of all finite graphs, and then to study the topology of this space, as it pertains to
the limits of finite graphs. Having done so, our next step is to develop a framework for studying
functions on this space. For instance, it is of immense interest to be able to maximize real-valued
functions on graphs. This requires developing a comprehensive theory of differential calculus on
graphs. In particular, can a version of the First Derivative Test be formulated and proved for
real-valued functions on graphs? At present, such a theory does not exist in the labelled setting.
Hence a framework that allows the space of graphs to be treated as a continuum, armed with a
graph calculus, could have tremendous benefits and was one of the main motivations of this paper.
The study of limits of finite labelled graphs is also interesting in that one encounters several
parallel results to the development of the theory of graphons. For instance, the notion of left-
convergence of a labelled graph sequence can be made precise in terms of “homomorphism indica-
tors”. There exists a large family of topologically equivalent metrics which metrizes the topology
of left-convergence. We also formulate analogues of the Counting Lemma, the Inverse Counting
Lemma, and a Weak Regularity Lemma for labelled graphs. Moreover, we show a representa-
tion theorem wherein limits of left-convergent sequences of finite labelled graphs are graphs with
countably many vertices. The space of graphs and their limits is shown to be a compact metric
space.
At the same time there are several key differences between the labelled theory and the graphon
setting. The fundamental difference is that one no longer quotients out by permutation automor-
phisms (or the group of measure-preserving bijections on [0, 1]) in the labelled setting. Thus, adding
additional nodes (but no edges) changes the underlying graphon; but in our setting, for labelled
graphs the underlying vertex set is already fixed - i.e., non-isolated nodes come with additional
“ghost vertices” in the fixed vertex set. There are also other distinctions. For instance, countable
labelled graphs form a compact and totally disconnected group, whereas the space of graphons is
path-connected and has no natural group structure on it. Moreover, limits of sparse graphs in the
dense theory are always zero (under the cut metric) while in the labelled setting we treat sparse
and dense labelled graphs on an equal footing. The limit of a sparse graph sequence can even be an
infinite graph. Finally, we add that in joint work [DGKR] with Diao and Guillot, we have initiated
the study of differential calculus in the graphon setting as well; yet there are significant distinctions
between that work and the present paper, owing to the two different topological structures.
Organization. We briefly outline the organization of the paper. In Section 2 we introduce the
space of graphs G (V ) on a countable labelled vertex set V , and develop initial results in topology
and analysis for G (V ). We also introduce and study homomorphism indicators, which parallel
homomorphism densities in the graphon setting including through a Counting Lemma and left-
convergence. We then develop a theory of Newton-Leibnitz differentiation on G (V ) in Section 3,
and prove various results including a version of the First Derivative Test. We also completely
classify the effect of permutation automorphisms on the topological and differential structure of
G (V ). Finally, in Section 4 we initiate the study of an interesting summary statistic for countable
graphs: the limiting edge density.
2. The space of countable labelled graphs: topology and homomorphism
indicators
Consider an arbitrary vertex set V . Let G (V ) denote the space of all labelled graphs with
vertices in the (labelled) set V , and no self-loops or repeated edges between vertices (but possibly
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isolated vertices). Let G0(V ) and G1(V ) denote the sets of graphs on V which have finitely many
edges and co-finitely many edges respectively, and define G ′(V ) := G (V ) \ (G0(V ) ∪ G1(V )). Also
denote by KV the complete graph on V . Throughout this paper, when the vertex set V is specified
we will identify a graph G = (V,E) with its set of edges E ⊂ KV ; thus, all graphs in G (V ) are
subsets of KV . In other words, every graph with labelled vertex set V is associated with a function
G : KV → {0, 1}, or equivalently, with a symmetric function fG : V × V → {0, 1} which is zero on
the diagonal. Note that this is parallel to the unlabelled setting, in which every finite simple graph
G is associated with a graphon, i.e., a symmetric step-function fG : [0, 1] × [0, 1] → [0, 1] which is
zero on the diagonal.
Under some abuse of notation, we also write G (V ) = P(KV ) = (Z/2Z)KV , which is a commuta-
tive unital Z/2Z-algebra. On the level of subsets of KV , the pointwise addition and multiplication
in (Z/2Z)KV correspond to taking the symmetric difference and intersection, respectively. In other
words, if Gi = (V,Ei) are graphs in G (V ) for i = 1, 2, then the algebra operations are as follows:
G1 ±G2 := (V,E1∆E2), G1 ·G2 := (V,E1 ∩ E2), 1G (V ) := KV , 0 ·G1 := 0, 1 ·G1 := G1,
where 0 = 0G (V ) := (V, ∅) is the disconnected/empty graph on V .
2.1. Graph convergence. We introduce the following notion of convergence on G (V ).
Definition 2.1. A sequence of graphs Gn ∈ G (V ) is said to converge to a graph G ∈ G (V ) if for
every edge e ∈ KV , the indicator sequence 1e∈Gn converges to 1e∈G.
Note that this notion of graph convergence induces precisely the product topology on G (V ) =
(Z/2Z)KV . Thus the following properties of graph convergence in G (V ) are standard.
Lemma 2.2. Fix a labelled set V , and identify each G ∈ G (V ) with its set of edges.
(1) If a sequence Gn in G (V ) is convergent, then the limit is unique.
(2) If Gn ⊂ Gn+1 (or Gn ⊃ Gn+1) for all n, then lim
n→∞
Gn =
⋃
n∈N
Gn (respectively,
⋂
n∈N
Gn).
(3) If Gn → G and G′n → G′ in G (V ) as n→∞, then Gn+G′n → G+G′ and Gn ·G′n → G ·G′.
(Here, + := ∆ and · := ∩, as above.)
(4) Gn converges (to G) if and only if for all finite subsets E0 ⊂ KV , the sets E0 ∩ Gn are
eventually constant (and their limit equals E0 ∩G).
Note that if Gn is an increasing sequence of graphs, then ordinary intuition suggests that the
limit should be their union (i.e., the union of their edge sets); and similarly, the limit of a decreasing
sequence should naturally be their common intersection. This is made precise by Lemma 2.2. In
turn, the lemma helps summarize the topological properties of graph space G (V ):
Proposition 2.3. For any set V , G (V ) is a totally disconnected, compact, abelian, topological
Z/2Z-algebra. The notion of graph limits above, agrees with the same notion in this (Hausdorff)
topology. The sets G0(V ) and G1(V ) are always dense in G (V ) (so G (V ) is separable if V is
countable). Moreover, G (V ) is perfect if and only if V is infinite.
Since G (V ) is not connected, we remark that the Intermediate Value Theorem does not hold for
G (V ). For the same reason, the notion of convex functions does not make sense on G (V ).
Proof. Note that G (V ) = (Z/2Z)KV , and Z/2Z = {0, 1} is a compact, discrete abelian group. By
Lemma 2.2(3), the algebra operations are continuous with respect to the notion of convergence
above; but this is precisely the same as coordinatewise convergence, so the operations are all
continuous with respect to the product topology. Most of the remaining assertions are standard.
Finally, we claim that (co)finite graphs are dense in G (V ). To show the claim, use the standard
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subbase of open sets for the product topology. Thus, given any open neighborhood U of a graph
G ∈ G (V ), there exist n ∈ N and edges e1, . . . , en ∈ KV such that the open cylinder
{G′ ∈ G (V ) : 1ei∈G′ = 1ei∈G ∀1 ≤ i ≤ n}
is contained in U . Now define
G0 := G ∩ {e1, . . . , en}, G1 := G0
∐
(KV \ {e1, . . . , en}).
Then Gi ∈ Gi(V ) for i = 0, 1. This shows that every open neighborhood U of any G ∈ G (V )
contains at least one finite graph G0 and co-finite graph G1. The claim immediately follows. 
Remark 2.4. Note that the above notion of convergence resembles that of left-convergence for
graphons. This is made more precise in Section 2.3 by introducing “homomorphism indicators”,
which are analogues in the labelled setting of homomorphism densities. Homomorphism indicators
turn out to be continuous on graph space and to satisfy a Stone-Weierstrass type result; additionally,
they lead naturally to a notion of left-convergence in the labelled setting.
2.2. Metrics on graph space. Some natural questions that now arise are if the aforementioned
topology on graph space G (V ) is metrizable, or for which vertex sets V does every sequence of
graphs possess a convergent subsequence. The following result answers these questions.
Proposition 2.5. If V is countable, then every sequence {Gn : n ∈ N} in G (V ) has a convergent
subsequence (with the above definition). If V has cardinality at least that of the continuum, then
this statement is false. In particular, the product topology here is not metrizable.
If the product topology is metrizable when V is countable (as it is not when |V | ≥ |R|), then
the first assertion above is a consequence of the fact that compactness is equivalent to sequential
compactness. We show below that this is indeed the case.
Proof. If V is countable, then G (V ) is a countable product of sequentially compact spaces Z/2Z =
{0, 1} and is thus sequentially compact. On the other hand, suppose |V | ≥ |R|; then V is infinite,
so |V | = |KV |. Moreover, by assumption there exists an injection π : P(N) →֒ KV from the set of
all subsets of N to the set of all edges in KV , since |P(N)| = |R| ≤ |V | = |KV |. Now consider the
sequence of graphs Gn ∈ G (V ), where Gn consists of the edges
Gn = {eπ(I) : I ⊂ N, n ∈ I} ⊂ KV .
We claim that {Gn : n ∈ N} has no convergent subsequence. To show the claim, given {Gnk : k ∈ N}
with n1 < n2 < . . . , define I := {n2k : k ∈ N}. Then 1epi(I)∈Gnk = 0, 1, 0, 1, . . . , which is not
eventually constant.
Finally, if there exists a metric on G (V ) when |V | ≥ |R| such that the induced topology is the
product topology, then G (V ) would be compact, hence sequentially compact, which is false. 
Henceforth we focus on the case when V is countable. In this case, we say that graphs G ∈ G (V )
are countable graphs. Such graphs form the focus of the present paper because by Lemma 2.2,
the set of countable graphs agrees exactly with the set of limits of sequences of finite graphs (i.e.,
graphs with finitely many edges).
Similar to the graphon case, we now discuss how to metrize graph convergence in G (V ) for
countable V .
Definition 2.6. Suppose V is countable. Define ℓ1+(KV ) to be the set of all maps ϕ : KV → (0,∞)
such that
∑
e∈KV
ϕ(e) is finite. Given ϕ ∈ ℓ1+(KV ), define dϕ : G (V )× G (V )→ R via:
dϕ(G1, G2) =
∑
e∈G1∆G2
ϕ(e).
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Recall [AKM] that when G1, G2 are finite, the edit distance or Hamming distance is defined to be
the cardinality |G1∆G2|. Since the graphs in the space of interest G (V ) are countable, it is natural
to work with weighted variants of the Hamming distance. This explains the decision to work with
the functions in ℓ+1 (KV ). Now the following result follows from standard arguments.
Proposition 2.7. Suppose V is countable. Then for all ϕ ∈ ℓ1+(KV ) the maps dϕ are translation-
invariant metrics which metrize the product topology on G (V ).
In particular, all metrics dϕ are topologically equivalent on G (V ). Note also that in defining and
studying the metrics dϕ, we do not use any ordering on the vertices or the edges of KV , either
explicitly or implicitly. This is because all of the metrics are topologically equivalent, so that the
actual choice of labelling on the graphs in G (V ) does not affect the underlying topology on G (V ).
In fact there is a larger family of metrics on graph space which are topologically equivalent; see
Proposition 3.18 below.
Remark 2.8. We add for completeness that in the present paper we do not consider graphs with
self-loops; however, our model of graph space G (V ) can easily be amended to consider such graphs,
by using the countable edge set of KV , the complete graph on V that also includes self-loops. Then
all of the results in this paper also hold in the new model of graph space G (V ) = 2K(V ) as well,
since it is once again a compact metric group (isomorphic to G (V )).
2.3. Homomorphism indicators. In the analysis of unlabelled graphs and their limits, homo-
morphism densities play a fundamental and important role. In particular, homomorphism densities
provide a characterization of convergence of graph sequences called left convergence. We now in-
troduce an analogous family of functions in the labelled setting and show how it can be used to
characterize graph convergence. We also prove other results for this family, parallel to results for
hom-densities in the graphon literature.
Definition 2.9. Given labelled graphs H,G ∈ G (V ) on an arbitrary labelled vertex set V , define
the injective homomorphism indicator t′inj(H,G) to be the indicator of the event that H occurs as a
subgraph of G. Similarly define the induced homomorphism indicator t′ind(H,G) to be the indicator
of the event that H occurs as an induced subgraph of G.
A sequence of countable graphs Gn ∈ G (V ) is said to left converge (to a graph G ∈ G (V )) if the
corresponding sequences of injective homomorphism indicators t′inj(H,Gn) converges (to t
′
inj(H,G))
for all finite graphs H ∈ G0(V ).
One can similarly define a notion of graph limits using the induced homomorphism indicators.
It is now natural to ask if graph convergence can be encoded using either of these families of
homomorphism indicators. The following result provides a positive answer to the question.
Lemma 2.10 (Inclusion-exclusion and left-convergence). Given any labelled vertex set V and a
finite graph H ∈ G0(V ), the induced and injective homomorphism indicators from H are related as
follows:
t′inj(H,G) =
∑
H⊂H′⊂KV (H)
t′ind(H
′, G), t′ind(H,G) =
∑
H⊂H′⊂KV (H)
(−1)|E(H′\H)|t′inj(H ′, G),
(2.11)
for all G ∈ G (V ). (Here V (H) denotes the non-isolated nodes of H.) Moreover, the topologies
induced by left-convergence and by the convergence of the induced homomorphism indicators, both
coincide with the Hausdorff product topology on G (V ).
Furthermore, for any left-convergent sequence of graphs on an arbitrary labelled vertex set V ,
there exists a (unique) limiting object in G (V ).
Consequently, a sequence of countable graphs is left-convergent if and only if it is a Cauchy sequence
in the dϕ metric for any ϕ ∈ ℓ1+(KV ).
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Proof. We first show Equation (2.11). Define H ′G := G∩KV (H) for G ∈ G (V ). Then t′ind(H ′, G) =
δH′,H′
G
for all H ⊂ H ′ ⊂ KV (H). The first equality in Equation (2.11) now follows, and from it the
second equality is deduced by Mo¨bius inversion in the poset of subgraphs of KV (H).
In particular, it follows from Equation (2.11) that the topologies induced by the two families
of homomorphism indicators coincide. Now if H is the graph with precisely one edge e, then
t′(e,G) = 1e∈G. More generally, for any finite graph H ∈ G0(V ),
t′inj(H,G) =
∏
e∈H
t′inj(e,G) =
∏
e∈H
1e∈G, t
′
ind(H,G) =
∏
e∈H
1e∈G
∏
e∈KV (H)\H
1e/∈G. (2.12)
It follows that the topology of left convergence agrees with coordinate-wise convergence, i.e., with
the product topology. To show the final assertion, define the limiting object to have e ∈ KV as an
edge if and only if the indicator sequence 1e∈Gn is eventually 1. 
We now prove certain fundamental properties of homomorphism indicators. We term the follow-
ing result as the Counting Lemma for countable labelled graphs, given its similarity to the Counting
Lemma for graphons [Lo], which says that homomorphism densities are Lipschitz functions with
respect to the cut-norm.
Theorem 2.13 (Counting Lemma for labelled graphs). Suppose V is any set, and I0, I1 ⊂ KV are
disjoint. Let fI0,I1 : G (V ) → {0, 1} be the indicator of the event that the edges in I0 are not in a
graph, while the edges in I1 are. Then the following are equivalent:
(1) fI0,I1 is locally constant.
(2) fI0,I1 is continuous.
(3) I0
∐
I1 is finite.
If V is countable and ϕ ∈ ℓ1+(KV ) induces the translation-invariant metric dϕ on G (V ), then the
above conditions are also equivalent to:
(4) fI0,I1 : (G (V ), dϕ)→ R is Lipschitz (for any ϕ).
In this case fI0,I1 has “best” possible Lipschitz constant equal to 1/mine∈I0
∐
I1 ϕ(e).
In particular, the Counting Lemma holds for all induced and injective homomorphism indicators.
Proof. That (3) =⇒ (1) follows by considering the product topology, and (1) =⇒ (2) because
the cylinder open sets in the product topology of G (V ) are also closed. We now assume that
I0
∐
I1 is infinite and show that (2) fails. Suppose I1 is infinite (the proof is similar for I0 infinite).
Then I1 contains a countable set I
′
1 : {(vin , vjn) : n ∈ N} for some vertices vin 6= vjn . Define
Gn := (KV \ (I0
∐
I ′1))
∐{(vi1 , vj1), . . . , (vin , vjn)} for all n. Then it is clear that Gn → KV \ I0.
However, fI0,I1(Gn) = 0 for all n while fI0,I1(KV \ I0) = 1. Therefore fI0,I1 is not continuous at
KV \ I0 and (2) fails to hold. This proves that (1)–(3) are equivalent for any labelled vertex set V .
Now suppose V is countable. Then clearly (4) =⇒ (2). Conversely suppose (3) holds, and
G,G′ ∈ G (V ). Then |fI0,I1(G) − fI0,I1(G′)| is either 0 or 1, so to show that fI0,I1 is Lipschitz we
only need to consider the pairs of graphs G,G′ for which the above difference is 1. But this implies
that at least one of the indicators {1e∈H : e ∈ I0
∐
I1} attains distinct values for H = G,G′.
In particular, G∆G′ has nonempty intersection with the finite subset I0
∐
I1 of KV . Now set
cI := mine∈I ϕ(e) for all I ⊂ KV . Then dϕ(G,G′) ≥ cI0 ∐ I1 , whence
|fI0,I1(G)− fI0,I1(G′)| = 1 ≤
1
cI0
∐
I1
dϕ(G,G
′).
The same inequality clearly holds if |fI0,I1(G)−fI0,I1(G′)| = 0, which proves (4) as desired. Finally,
that 1/cI0
∐
I1 is the best possible Lipschitz constant follows by considering G = ∅ and G′ = {e′},
where e′ is any edge which minimizes ϕ over I0
∐
I1. 
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Remark 2.14. Note that one can also formulate a variant of the Inverse Counting Lemma for
countable labelled graphs; however, this is obvious for G (V ). This variant states that if for two
graphs G1, G2 ∈ G (V ) the difference of the homomorphism indicators |t′(e,G1)−t′(e,G2)| is smaller
than 1 for all edges e ∈ KV , then G1 = G2. One can use either induced or injective homomorphism
indicators in this case, because they agree on all finite graphs which are complete.
We end this part with two further properties that are satisfied by the homomorphism indicators
in the labelled setting (as also by the hom-densities in the unlabelled setting).
Proposition 2.15 (Stone-Weierstrass; Lagrange Interpolation). Suppose V is any labelled vertex
set. The linear span of homomorphism indicators of all finite graphs is dense in the space of
continuous real-valued functions on G (V ).
Moreover, given graphs G1, · · · , Gk ∈ G (V ) and arbitrary real numbers a1, · · · , ak, there exists a
finite set of finite graphs H1, . . . ,Hm ∈ G0(V ) and constants ci ∈ R such that
∑m
i=1 cit
′(Hi, Gj) = aj
for all 1 ≤ j ≤ k.
Note that both assertions involve the linear span of all homomorphism indicators of finite graphs
{t′(H,−) : H ∈ G0(V )}; thus, the result holds for both the injective and induced homomorphism
indicators, by Equation (2.11).
Proof. The first part follows from the usual Stone-Weierstrass Theorem since the homomorphism
indicator of the “empty graph” is the constant function 1, and the aforementioned linear span is
indeed a subalgebra that separates points (e.g., if e ∈ G∆G′ then t′ind(e,−) = t′inj(e,−) separates
G and G′). For the second part, it suffices to demonstrate the existence of such graphs Hi and
constants ci such that a1 = 1 and a2 = · · · = ak = 0. To see why this holds, given any 1 < j,
choose an edge ej ∈ G1∆Gj. Then
k∏
j=2
(1ej∈G1t
′(ej ,−) + 1ej∈Gj(1− t′(ej ,−)))
satisfies the given requirements. 
3. Differential calculus on countable graphs
We now come to the main goal of this paper: to establish a theory of differential calculus on
graph space G (V ), and to prove results in Newton-Leibnitz calculus such as an analogue of the
First Derivative Test, on G (V ). We remark that a theory of differential calculus on graphon space
was recently established in a parallel paper [DGKR] for unlabelled graphs. Developing a calculus
on labelled graph space G (V ) also naturally follows in the progression of results developed, from
topology, to analysis of graph space, to a deeper study of functions defined on G (V ). In particular,
akin to an application of differential calculus on the real line, one would like to ask: given a “score
function” on graph space, is it possible to maximize or minimize it? We now propose a mechanism
to answer this question using a formalism akin to the usual Newton-Leibnitz theory on R.
3.1. A special family of metrics on graph space. The goal of this subsection is to identify
a large subset of graph space with a more familiar topological model. To this end, we introduce
and study a special family ‖.‖ψ,a of metrics on countable graph space G (V ). This family of metrics
is important for several reasons: (i) it helps find a more familiar model for G (V ), (ii) it plays a
crucial role in the theory of differential calculus developed in the present paper, and (iii) it will also
be crucially used in a subsequent paper [KR] in developing integration and probability theory on
G (V ).
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Definition 3.1. Given a countable labelled vertex set V and a bijection ψ : KV → N, a > 1, and
a graph G = (V,E), define
‖G‖ψ,a :=
∑
e∈E
a−ψ(e), En(ψ) := {e ∈ KV : ψ(e) ≤ n}.
Also denote by D2 the set of dyadic rationals, i.e., rational numbers with a finite binary expansion.
Note that ‖−‖ψ,a is precisely the map dϕa(0,−), where ϕa ∈ ℓ1+(KV ) is defined via: ϕa(G) :=∑
e∈G a
−ψ(e). Thus it too metrizes the product topology on G (V ), for all a > 1.
We now study basic properties of the family ‖.‖ψ,a of metrics on graph space. The first observa-
tion is that the metric ‖.‖ψ,a satisfies an analogue of the Weak Regularity Lemma. More precisely,
a countable graph can be “ǫ-approximated” by a finite graph with O(log ǫ−1) edges. The proof is
straightforward and hence omitted.
Lemma 3.2 (Weak Regularity Lemma for labelled graphs). Fix a > 1 and ǫ > 0. Given G ∈
G (V ), there exists a graph G0 ∈ G0(V ) with at most 1 − log(ǫ(a − 1))/ log(a) edges, such that
‖G−G0‖ψ,a < ǫ.
This result is akin to the well-known Weak Regularity Lemma for unlabelled graphs shown by
Frieze and Kannan [FK], where one needs a graph with ∼ 240ǫ−2 edges to approximate a weighted
graph with ∼ ǫ−1 edges. In the labelled setting, the edges in G0 can be chosen independently
of G ∈ G (V ). Note that given G or ‖G‖ψ,2, it is easy to approximate G as closely as desired:
truncating the binary expansion of G at, say, the Nth place yields precisely G∩EN (ψ). Moreover,
observing only the edges - or interactions - between “previously identified key nodes” is a linear
time process, and one which reduces to computations in finite graph theory.
We now state some further properties of the family of metrics ‖.‖ψ,a for a > 1. For example,
the uniqueness (outside a countable set) of writing a number in binary notation implies a similar
property for ‖.‖ψ,2 : G (V )→ [0, 1].
Proposition 3.3. Suppose ψ : KV → N is an injection.
(1) If ‖.‖ψ,a : G (V ) → [0, ‖KV ‖ψ,a] is surjective, then 1 < a ≤ 2. The converse holds if ψ is a
bijection.
(2) If a > 2, then ‖.‖ψ,a is injective on G (V ). The converse holds if ψ is a bijection. More
precisely, if a ≤ 2, ψ is a bijection, and G ∈ G0(V ) is finite and nonempty, then there exists
G′ 6= G such that ‖G‖ψ,a = ‖G′‖ψ,a.
(3) Suppose ψ is a bijection and a = 2. Then ‖.‖ψ,2 : G (V ) → [0, 1] is a surjection such that
every preimage has size at most two. More precisely, for all finite nonempty graphs G such
that ψ(G) = {n1 < · · · < nk} ⊂ N,
‖G‖ψ,2 =
∥∥∥ψ−1 ({n1, . . . , nk−1}∐{nk + 1, nk + 2, . . . })∥∥∥
ψ,2
,
and ‖.‖ψ,2 is a bijection onto [0, 1] outside finite graphs - i.e., on G (V ) \G0(V ) - as well as
outside co-finite graphs.
(4) If a ≥ 2 and ψ is a bijection, then the map ‖.‖ψ,a : KV → [0, 1] is order-preserving with
respect to the lexicographic order on KV (arranged according to ψ
−1(1), ψ−1(2), . . . ).
Remark 3.4. If a ∈ (2,∞) then the ‖.‖ψ,a-weak norm is injective but not surjective, while at
a = 2, it is injective except on the countable set of finite and co-finite graphs. If a ∈ (1, 2) then
‖.‖ψ,a is surjective from G (V ) onto an interval, but not injective. How “non-injective” does ‖.‖ψ,a
get in this case? The following result asserts that for all but countably many algebraic numbers a,
the answer is: on an uncountable set. As the result is not relevant to the main focus of the paper,
its proof is omitted.
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Proposition 3.5. Suppose φ := (1 +
√
5)/2 is the golden ratio, and either a ∈ (1, φ], or a ∈ (φ, 2)
is transcendental. Also assume that ψ : KV → N is a bijection, and G ∈ G0(V ) is finite. Then
there exist uncountably many graphs G′ ⊃ G such that ‖G′‖ψ,a = ‖G′′‖ψ,a for some G′′ 6= G′ also
containing G.
Proposition 3.5 is also related to interval-filling sequences; see [DJK1, DJK2] for more on these.
Moreover, the phase transition occurring at 2, as discussed in Remark 3.4, is crucially used later in
this section.
It is now possible to state and prove the main result of this subsection. The result asserts that
the maps ‖.‖ψ,a help identify more familiar models for graph space G (V ).
Proposition 3.6. Fix a countable set V and a bijection ψ : KV → N. Define G ′(V ) ⊂ G (V ) to
be the subset of countable graphs on V , which are neither finite nor cofinite. Then for each a > 2,
the map ‖.‖ψ,a is a homeomorphism from G (V ) onto its image in R (which is the Cantor set for
a = 3). The same holds for a = 2, when restricted to the dense subset G ′(V ) but not to any domain
strictly containing G ′(V ).
Proof. First suppose a > 2. By the closed map lemma, the bijection ‖.‖ψ,a : G (V ) → R is
continuous and closed, hence a homeomorphism. That the image is the Cantor set for a = 3 is also
easily shown, e.g. by results in [Cam].
Now suppose a = 2. (Note that the closed map lemma does not apply to G (V ) since ‖.‖ψ,2 is
not a bijection on G (V ).) Then ‖.‖ψ,2 : G ′(V )→ [0, 1] is continuous and a bijection. We now show
that (‖.‖ψ,2)−1 : [0, 1] \D2 → G ′(V ) is also continuous. Suppose ‖Gn‖ψ,2 → ‖G‖ψ,2 in [0, 1] \D2. In
other words the “binary expansions” of Gn converge to that of G. But then for all k, the kth digit
of the binary expansion - which corresponds to 1ψ−1(k)∈Gn is eventually equal to the kth digit of G,
since ‖.‖ψ,2 is a bijection on G ′(V ). This shows that Gn → G in the product topology (in G ′(V )).
Finally, to show that G ′(V ) is maximal for the property of ‖.‖ψ,2 being a homeomorphism,
suppose G ∈ G0(V ). We will construct a sequence of graphs Gn ∈ G ′(V ) such that ‖Gn‖ψ,2 →
‖G‖ψ,2 but Gn 6→ G. Indeed, fix any partition of N \ {1, . . . ,max(ψ(G))} into two infinite subsets
S = {mn : n ∈ N} and T , and define
Gn := ψ
−1(T )
∐
{ψ−1(m1), . . . , ψ−1(mn)}
∐
G \ {ψ−1(max(ψ(G)))}.
Then Gn ∈ G ′(V ) satisfies the desired assertions, showing that ‖.‖ψ,2 is not a homeomorphism
on any set containing G ′(V ) ∪ {G}, for any finite graph G ∈ G0(V ). The proof is similar for
G ∈ G1(V ). 
3.2. Newton-Leibnitz differential calculus on graph space. We now provide a novel approach
to developing differential calculus on labelled graph space. To do so, we propose a model that allows
us to transport differentiation on R to G (V ). Using Proposition 3.6 (in a manner explained below),
we first define the derivative on graph space G (V ).
Definition 3.7 (Derivative of a function at a graph). Suppose V is countable, with fixed bijection
ψ : KV → N. Now given f : G (V )→ R, define its derivative at a graph G 6= 0,KV to be:
f ′(G) := lim
G1→G, G1∈G ′(V )
f(G1)− f(G)
‖G1‖ψ,2 − ‖G‖ψ,2
,
if this limit exists.
Remark 3.8. This version of the derivative is a natural candidate to work with, as it transports
the topological structure of [0, 1] into graph space. There is a further parallel to the usual derivative
in one-variable calculus:
f ′(x) = lim
y→x
f(y)− f(x)
y − x .
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Observe that if y > x or y < x, then the denominator in the right-hand limit is positive or
negative respectively. When defining the derivative f ′(G) above, the same holds for G1 6= G in the
lexicographic order on G (V ), by using Proposition 3.3(4). We remark also that f ′(G) also equals
the limit lim
G1→G, G1∈G ′(V )
f(G1)− f(G)
‖G1 \G‖ψ,2 − ‖G \G1‖ψ,2
.
We are now able to state and prove a version of the First and Second Derivative Tests on labelled
graph space.
Theorem 3.9 (First and Second Derivative Tests). Suppose f : G (V )→ R is locally maximized at
G0 ∈ G (V ), with G0 6= 0,KV . Then G0 is a critical point of f - i.e., f ′(G0) is zero if it exists.
Suppose instead that f is twice differentiable at a critical point G0 6= 0,KV , and also continuous
in a neighborhood of G0. If f
′′(G0) < 0, then G0 is a local maximum for f .
Proof. Given U ⊂ R and g : U→ R, define the U-derivative of g at x0 ∈ U to be
DUg(x0) := lim
x∈U, x→x0
g(x)− g(x0)
x− x0 ,
if this (two-sided) limit exists. This definition is weaker than the usual notion of the derivative,
which is the special case U = R. However, it also satisfies the standard properties of differentiation
(for real-valued functions), such as the product, quotient, and chain rules. In particular, if x0 is a
local maximum and an interior point of U, then we can adopt the proof of the usual First Derivative
Test to taking limits as x→ x0, x ∈ U. We conclude that DUg(x0) = 0 at local extreme points x0
which are interior points of U.
Now fix U := [0, 1] \ D2, and suppose f ′(G0) exists. Then observe that f is continuous at G0.
Let x0 := ‖G0‖ψ,2, and consider the function g : ([0, 1] \D2)∪ {x0} → R, given by g(x) := f(G0) if
x = x0, and f((‖.‖ψ,2)−1(x)) otherwise. IfG0 is either finite or co-finite, then restrict to a sufficiently
small neighborhood of G0; this shows that if G1 → G0 with G1 ∈ G ′(V ), then g(‖G1‖ψ,2)→ g(x0).
Now since f ′(G0) exists, so does D
Ug(x0) by Proposition 3.6. Moreover, f
′(G0) = D
Ug(x0) = 0 by
the above analysis, since G0 is a local maximum for f .
This proves the First Derivative Test; we now show the Second Derivative Test. Suppose G0 6=
0,KV is a critical point and f
′′(G0) < 0. As above, this implies that D
UDUg(x0) < 0. Now adopt
the proof of the Second Derivative Test to taking limits as x→ x0, x ∈ U = [0, 1] \D2. Thus x0 is
a local maximum for g on ([0, 1]\D2)∪{x0}, whence G0 is a local maximum for f on G ′(V )∪{G0}.
We are now done since f is continuous near G0. 
It is also not hard to show that the derivative in graph space satisfies the usual product, quotient,
and chain rules. We write down two of these results; the proofs are as in one-variable calculus.
Lemma 3.10 (Product and Chain Rules). Suppose f, g : G (V ) → R are differentiable at G 6=
0,KV , and h : R → R is differentiable at f(G). Then f · g and h ◦ f are differentiable at G, and
moreover,
(f · g)′(G) = f(G)g′(G) + f ′(G)g(G), (h ◦ f)′(G) = h′(f(G))f ′(G).
We have thus seen that the derivative in graph space satisfies several well-known properties in the
one-variable theory on R. We now show that it does not always satisfy a “translation-invariance”
property.
Proposition 3.11. Suppose f : G (V ) → R is differentiable at G 6= 0,KV . For each G0 ∈
G0(V )∪G1(V ), the function g(G) := f(G+G0) is differentiable at G−G0, and g′(G−G0) = ±f ′(G).
However, g′(G−G0) does not exist if G0 ∈ G ′(V ) and f ′(G) 6= 0.
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Proof. If G0 ∈ G0(V ) ∪ G1(V ) then it is not hard to see that for all G ∈ G (V ) and G1 sufficiently
close to G, ‖G1 +G0‖ψ,2 − ‖G+G0‖ψ,2 = ±(‖G1‖ψ,2 − ‖G‖ψ,2), with the choice of sign equal to
+ or − depending on if G0 ∈ G0(V ) or G1(V ). It follows that g′(G−G0) = g′(G0 −G) = ±f ′(G).
(This is akin to saying that if g(x) = f(1± x) for x ∈ R, then g′(0) = ±f ′(1).)
Now suppose G0 ∈ G ′(V ). Fix G ∈ G (V ) and partition KV into four components:
A1 := G \G0, A2 := G ∩G0, A3 := G0 \G, A4 := KV \ (G ∪G0).
We now define a graph G′ ∈ G (V ) to be admissible (with respect to G,G0) if whenever Aj is
infinite for 1 ≤ j ≤ 4, the sets G′∩Aj and Aj \G′ are also infinite. Then the following properties of
admissible graphs are not hard to show: (a) such graphs always exist; (b) if a graph G′ is admissible
then so is G′ ∩ψ−1([n,∞)) for all n ∈ N; and (c) if G′ is admissible then G′, G+G′, G−G0+G′ ∈
G ′(V ). The last property can be shown by considering the cases when G is infinite or KV \ G is
infinite, and similarly for G−G0.
Now given a graph G′ ∈ G (V ), define xj(G′) := ‖G′ ∩Aj‖ψ,2 for 1 ≤ j ≤ 4. Then,
‖G+G′‖ψ,2 − ‖G‖ψ,2
‖G−G0 +G′‖ψ,2 − ‖G−G0‖ψ,2
=
x3(G
′) + x4(G
′)− x1(G′)− x2(G′)
x2(G′) + x4(G′)− x1(G′)− x3(G′) , ∀G
′ ∈ G (V ). (3.12)
Denote by T (G′) the quantity in Equation (3.12). Also note that A2 ∪ A3 = G0 and A1 ∪ A4 =
KV \G0 are both infinite sets of edges since G0 ∈ G ′(V ). Thus we can choose a sequence Gn ∈ G ′(V )
of graphs satisfying: (i) Gn is admissible with respect to G,G0; (ii) Gn ⊂ G0∩ψ−1([n,∞)); and (iii)
x2(Gn) 6= x3(Gn) for all n. For this sequence, we obtain T (Gn) = −1 for all n in Equation (3.12),
whence using the hypothesis that f ′(G) 6= 0, and the properties of admissibility, we compute:
lim
n→∞
g(G −G0 +Gn)− g(G−G0)
‖G−G0 +Gn‖ψ,2 − ‖G−G0‖ψ,2
·
(
f(G+Gn)− f(G)
‖G+Gn‖ψ,2 − ‖G‖ψ,2
)−1
= lim
n→∞
T (Gn) = −1.
Thus we must have g′(G−G0) = −f ′(G) if the left-hand side exists. Similarly, choose a sequence
Gn ∈ G ′(V ) of graphs satisfying: (i) Gn is admissible with respect to G,G0; (ii) Gn ⊂ (KV \G0)∩
ψ−1([n,∞)); and (iii) x1(Gn) 6= x4(Gn) for all n. For this sequence, we obtain T (Gn) = 1 for all n
in Equation (3.12), whence g′(G−G0) must equal f ′(G) if it exists. We conclude that g′(G−G0)
does not exist. 
Remark 3.13. We also note for completeness that a different candidate for the definition of the
derivative could also be explored, namely:
(D′f)(G) := lim
G1→G, G1,∈G ′(V )
f(G1)− f(G)
‖G1 −G‖ψ,2
.
Indeed, this formula is a special case of the notion of a derivative in an arbitrary metric space.
This candidate for the derivative suffers from the drawback that if (D′f)(G) exists for G ∈ G ′(V ),
then by considering sequences of graphs Gn ↑ G and G′n ↓ G in G ′(V ), it necessarily follows that
(D′f)(G) = 0. For this reason we do not work with D′f in the present paper.
3.3. Examples. We now discuss examples of functions on graph space which are differentiable
(together with their derivatives). Our first family of examples comes from the ℓ1+-family of metrics
described above.
Proposition 3.14. Suppose V is countable, ψ : KV → N is a fixed bijection, G0 ∈ G0(V )∪G1(V ),
and ϕ ∈ ℓ1+(KV ). Define f(G) := dϕ(G0, G). Then the following are equivalent:
(1) cϕ := limn→∞ 2
nϕ(ψ−1(n)) exists.
(2) f ′(G) exists for some G such that G∆G0 ∈ G0(V ) ∪ G1(V ).
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In this case, f ′(G) exists whenever G∆G0 ∈ G0(V ) ∪ G1(V ), in which case
f ′(G) =
{
cϕ, if G,G∆G0 ∈ G0(V ) or G,G∆G0 ∈ G1(V ),
−cϕ, if (G,G∆G0) ∈ Gi(V )× G1−i(V ) for some i = 0, 1.
(3.15)
However, f ′(G) need not exist (or be nonzero if it exists), if G ∈ G ′(V ).
The result can be thought of as akin to computing the derivative of the metric function f(x) =
|x − a| : R → R for any a ∈ R. Note in the above result that both dϕ(−) and dϕ2(0,−) = ‖−‖ψ,2
are nondecreasing functions in the lexicographic order on G (V ) (as in Proposition 3.3(4)).
Proof. We mention at the outset of this proof that since G∆G0, G0 (and hence G) all lie in G0(V )∪
G1(V ), to compute derivatives in this proof it is equivalent to take limits as either G1 → 0, or
as G1 → G or G1 → G∆G0 (with G1 ∈ G ′(V )). Now suppose cϕ exists, and G ∈ G (V ) is such
that G∆G0 ∈ G0(V ) ∪ G1(V ). We show that Equation (3.15) holds; in particular, this shows that
(1) =⇒ (2). Given a graph G′ ∈ G0(V ) ∪ G1(V ), define nG′ := maxψ−1(G′) if G′ ∈ G0(V ), and
maxψ−1(KV \G′) if G′ ∈ G1(V ). Note that cϕ ≥ 0. Now given ǫ > 0, choose an integer N ≫ 0 such
that N > max(nG∆G0 , nG) (since G ∈ G0(V ) ∪ G1(V )) and 2nϕ(ψ−1(n)) ∈ [max(0, cϕ − ǫ), cϕ + ǫ]
for all n > N . Now compute the derivative f ′(G) by considering G1 → 0 with G1 ∈ G ′(V ) and
‖G1‖ψ,2 < 2−N . By choice of N , it follows in both of the aforementioned cases that
f(G+G1)− f(G)
‖G+G1‖ψ,2 − ‖G‖ψ,2
=
dϕ(G∆G0, G1)− dϕ(G∆G0,0)
‖G∆G1‖ψ,2 − ‖G‖ψ,2
= ±
∑
e∈G1
ϕ(e)∑
e∈G1
2−ψ(e)
,
where the choice of signs is as specified in Equation (3.15). Note that the ratio of the two sums
(without the signs) lies in [max(0, cϕ − ǫ), cϕ + ǫ] since ‖G1‖ψ,2 < 2−N . This proves the assertion
if G∆G0 is finite or cofinite.
We next show that (2) =⇒ (1). Suppose f ′(G) exists with G∆G0 finite or cofinite. Let
N := max(nG∆G0 , nG) and consider Gn := ψ
−1(N + n+ 2N) ∈ G ′(V ). Then,
f(G+Gn)− f(G)
‖G+Gn‖ψ,2 − ‖G‖ψ,2
=
dϕ(G∆G0, Gn)− dϕ(G∆G0,0)
‖G∆Gn‖ψ,2 − ‖G‖ψ,2
= ±
∑
k∈N ϕ(ψ
−1(N + n− 1 + 2k))∑
k∈N 2
−(N+n−1+2k)
,
with the sign as in Equation (3.15) remaining unchanged for all n. Call the previous ratio (without
the signs) an, and consider the odd and even terms of the convergent sequence {an : n ∈ N}
separately. Each of these subsequences are ratios of tail sums of convergent series
∑
k≥m bk and
c
∑
k≥m 4
−k, say. Now the subsequence converges, whence∣∣∣∣∣
∑
k≥m bk
c
∑
k≥m 4
−k
−
∑
k≥m+1 bk
c
∑
k≥m+1 4
−(k+1)
∣∣∣∣∣→ 0
as m→∞. Taking common denominators, we obtain:
4−m∑
k≥m 4
−k
·
∣∣∣∣∣ bmc4−m −
∑
k≥m+1 bk
c
∑
k≥m+1 4
−k
∣∣∣∣∣ = 34
∣∣∣∣∣ bmc4−m −
∑
k≥m+1 bk
c
∑
k≥m+1 4
−k
∣∣∣∣∣→ 0.
It follows that bm/(c4
−m)→ limn an as m→∞. In particular, the sequences 2N+2kϕ(ψ−1(N+2k))
and 2N−1+2kϕ(ψ−1(N − 1 + 2k)) both converge, and to the common limit limn→∞ an. Hence
limn→∞ an = limn→∞ 2
nϕ(ψ−1(n)) = cϕ exists.
Finally, we study if f ′(G) exists and equals ±cϕ for all G ∈ G (V ). Note that this indeed happens
on occasion - for instance, if the function ϕ(−) is a scalar multiple of ‖−‖ψ,2 on KV , and G0 ∈
G0(V )∪G1(V ), then clearly f ′(G) = ±cϕ ∀G ∈ G (V ). However, we now show that ifG∆G0 ∈ G ′(V ),
then f ′(G) may not exist or equal ±cϕ for general ϕ. Specifically, take G0 := 0 and G := ψ−1(N \
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(−3 + 4N)) ⊂ KV , so that G∆G0 ∈ G ′(V ). Define Gn := {ψ−1(2), ψ−1(4), . . . , ψ−1(4n); ψ−1(4n−
3)} ∪ (−1 + 4N), and ϕ2, ϕ3 ∈ ℓ1+(KV ) via:
ϕj(ψ
−1(4n − 3)) := (1 − (4n − 3)−j) · 2−4n/3, j = 2, 3,
and ϕ2(ψ
−1(m)) = ϕ3(ψ
−1(m)) := 2−m for all other m ∈ N. Therefore cϕj = 1 for j = 2, 3;
moreover, Gn ∈ G ′(V ) converges to G. Now set fj(G) := dϕj (G,0). If f ′j(G) exists and is nonzero
for j = 2, 3, then we compute:
0 6= f
′
3(G)
f ′2(G)
= lim
n→∞
dϕ3(Gn,0) − dϕ3(G,0)
dϕ2(Gn,0) − dϕ2(G,0)
= lim
n→∞
(1− (4n− 3)−3)(2−4n/3)− 2−2−4n · (4/3)
(1− (4n− 3)−2)(2−4n/3)− 2−2−4n · (4/3) = 0,
which is impossible. It follows that at least one of fϕ2 , fϕ3 is not differentiable at G ∈ G ′(V ) with
nonzero derivative, even though cϕ2 = cϕ3 = 1. 
Note that more examples can be generated from differentiable functions by using the standard
rules of differentiation (which also hold for graph space, as discussed in Lemma 3.10). We now
discuss a third example, which can be obtained by adapting the p-adic norm to G (V ). The proof
of the following result is omitted for brevity.
Corollary 3.16. If f : G ′(V )→ R is locally constant, then f is differentiable on G ′(V ), and f ′ ≡ 0
on G ′(V ). For instance, fix a function ζ : KV → (0,∞) such that ζ(ψ−1(n)) → 0 as n → ∞ and
ζ(KV ) has no other accumulation points. Now define ‖G‖∞ζ := mine∈G ζ(e) and ‖0‖∞ζ := 0. Then
‖.‖∞ζ is locally constant and hence has derivative zero.
For example, one can choose ζp(ψ
−1(n)) := p−n to be the “p-adic norm” for p > 1. The function ζ3
was used in [Cam] to identify graph space G (V ) with the Cantor set. Also note that homomorphism
indicators from finite graphs - and more generally the functions fI0,I1 studied in Theorem 2.13 -
are locally constant, hence have zero derivative by Corollary 3.16.
Remark 3.17. The functions ‖.‖∞ζ are of independent interest, being not only locally constant but
also translation-invariant metrics on labelled graph space. More precisely, define ℓ∞+ (KV ) to be the
set of all ζ : KV → (0,∞) which satisfy the conditions in the statement of Corollary 3.16. Then the
map dζ(G,G
′) := ‖G−G′‖∞ζ is a translation-invariant metric on G (V ) which once again metrizes
the product topology. In fact, the following more general result is true, and the proof follows using
standard topological arguments.
Proposition 3.18. Similar to the I = KV case, define ℓ
p
+(I) for p = 1,∞ and any subset I ⊂ KV .
Now given a partition KV = I0
∐
I1, as well as ϕ ∈ ℓ1+(I0) and ζ ∈ ℓ∞+ (I1), define the corresponding
“mixed norm” to be:
dϕ,ζ(G,G
′) :=
∥∥(G−G′) ∩ I0∥∥1ϕ + ∥∥(G−G′) ∩ I1∥∥∞ζ .
Then all mixed norms {dϕ,ζ : I0 ⊂ KV , ϕ ∈ ℓ1+(I0), ζ ∈ ℓ∞+ (KV \ I0)} are translation-invariant
metrics on G (V ) which metrize the product topology (and hence are topologically equivalent).
Note that the above theory of differentiation on G (V ) contrasts the situation in the unlabelled
setting, where graphon space is path-connected and convex, so that one directly uses Gaˆteaux
derivatives instead of operating through a homeomorphism to R. In that case it is more standard
to state and prove a First Derivative Test using Gaˆteaux derivatives. Moreover, in the graphon
setting homomorphism densities are not locally constant (as they are in G (V )), and their derivatives
have been carefully explored in joint work [DGKR] with Diao and Guillot.
Remark 3.19. Similar results (as in this section) can be obtained by using other homeomorphisms
from a subset of G (V ) onto its image in R. If we fix our domain as G ′(V ), then any two such maps
“differ” by a self-homeomorphism of [0, 1] \D2.
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3.4. Invariance of local extrema under choice of edge-labelling. In order to examine the
local extreme values of a given function f : G (V ) → R, one approach is to proceed via the First
Derivative Test on graph space. This approach consists of the following steps:
(1) Fix a labelling of the edges, which is a bijection ψ : KV → N. One advantage of the First
Derivative Test as in Theorem 3.9 is that any bijection will suffice, as is explained presently.
(2) Now compute f ′(G) at a point G 6= 0,KV via the definition, and solve the equation:
f ′(G) = 0.
(3) To compute whether or not this is a local maximum or minimum, also use the Second
Derivative Test.
A natural concern that may arise is regarding how the topological and differential structure of
graph space (such as the determination of local extreme values) depends on a specific choice of
vertex- or edge-labelling. Indeed, note that there is a large symmetry group that acts on G (V ),
consisting of all vertex relabellings - i.e., the permutations of V . This is parallel to the unlabelled
setting of graphons, where one works with the group of all measure-preserving bijections of [0, 1]
(or more generally, weak isomorphisms).
In the labelled setting of G (V ), we now study not just the permutations of V but also the
larger group SKV of permutations of the edge set KV . The first observation is that SKV leaves
unchanged the topology of G (V ), since any two labellings induce topologically equivalent metrics
by (the remarks after) Proposition 2.7. Second, the determination of local extreme values is also
independent of the edge-labelling. More precisely, any bijection can be chosen in the first step
mentioned above. Indeed, this is clear because the concept of a local extreme point is topological
in nature, so that local extrema of f : G (V )→ R coincide under any two edge-labellings.
Given this information about the critical points of functions on graph space, a question that nat-
urally arises is how edge-labellings influence the differential structure of graph space and functions
defined on it. To answer this question we need some notation.
Definition 3.20. Define S∞ := limn→∞ Sψ−1({1,...,n}) =
⋃
n∈N Sψ−1({1,...,n}) to be the set of permu-
tations of KV , which fix all but finitely many edges.
Note that the set S∞ is a proper normal subgroup of the group SKV of permutations of KV .
Moreover, once the vertex set V is labelled, every graph in G (V ) is completely determined by the
edges it contains. Thus, a function f : G (V )→ R does not depend on a choice of edge-labelling as
this is not needed to uniquely specify a graph in G (V ). Our next result discusses the effect of SKV
on the differential structure of graph space.
Theorem 3.21. Suppose σ ∈ SKV (recall that ψ : KV → N is fixed). Now given a function
f : G (V )→ R, define the σ-twisted derivative of f at a point G 6= 0,KV via:
f ′σ(G) := lim
G1→G, G1∈G ′(V )
f(G1)− f(G)
‖G1‖σ◦ψ,2 − ‖G‖σ◦ψ,2 .
Then the automorphisms in SKV preserving the differential structure of graph space are precisely
S∞. More precisely, if σ ∈ S∞ and f ′(G) exists, then f ′σ(G) exists and equals f ′(G). If on the
other hand σ ∈ SKV \ S∞, G ∈ G ′(V ), and f ′(G) 6= 0, then f ′σ(G) does not exist.
In particular, a stronger statement holds than the topological one discussed above - namely, not
merely the critical points, but the derivative itself remains invariant under the family S∞ of even-
tually constant permutations of edge-labellings (but not under other permutations).
Proof. In this proof we will freely identify SKV with SN via the bijection ψ. Suppose σ ∈ SKV = SN
fixes all n > N for some N > 0. One can then show that
‖G−G1‖ψ,2 < 2−N ⇐⇒ ‖G −G1‖σ◦ψ,2 < 2−N . (3.22)
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Also note that in this case the smallest label of an edge in G−G1 = G∆G1 under either ψ or σ ◦ψ
is at least N + 1. Therefore,
0 6= ‖G1‖ψ,2 − ‖G‖ψ,2 = ‖G1‖σ◦ψ,2 − ‖G‖σ◦ψ,2,
if G1 is “close enough” (in the ϕ2-metric induced by either ψ or σ ◦ ψ) to G. It follows that
f ′(G) = f ′σ(G) if either derivative exists.
Now suppose f ′(G) exists and is nonzero for some G ∈ G ′(V ) and f : G (V ) → R, and f ′σ(G)
exists for some σ ∈ SKV . Since f ′σ(G) exists, then so does the limit
f ′σ(G)
f ′(G)
= lim
n→∞
∥∥G∆{ψ−1(n)}∥∥
ψ,2
− ‖G‖ψ,2
‖G∆{ψ−1(n)}‖σ◦ψ,2 − ‖G‖σ◦ψ,2 = limn→∞
2−n
2−σ(n)
= lim
n→∞
2σ(n)−n.
Note that the sequence σ(n) − n is integer-valued. Thus if the above limit is at most 1/2, then
there exists N > 0 such that σ(n)− n ≥ 1 for all n > N . But then the bijection σ : N→ N maps a
subset of {1, . . . , N} onto {1, . . . , N + 1}, which is impossible.
Therefore the above limit is equal to 2n0 for some n0 ≥ 0. Hence there exists N > 0 such that
σ(n)−n = n0 for all n > N . Now if n0 < 0, then σ maps {1, . . . N+n0} onto a subset of {1, . . . , N},
which is impossible. The only remaining case is that n0 = 0, i.e., σ ∈ S∞. 
Given Theorem 3.21, it is natural to ask when an automorphism σ ∈ SKV preserves (the deriva-
tive at) critical points of f . The following result provides partial information along these lines.
Proposition 3.23. Suppose f : G (V )→ R is such that f ′(G) = 0. Suppose there exists a sequence
Gn → G in G ′(V ) such that f(Gn) 6= f(G) and Gn \G is finite for all n. Then there exists σ ∈ SKV
such that f ′σ(G) 6→ 0.
Proof. We first define subsequences nk,mk,m
′
k of N as follows: set En := Gn \ G, m1 := 0, and
n1 := 1. Now given nk, define
m′k := maxψ(Enk), mk+1 := min([m
′
k + 1,∞) ∩ N) \ ψ(G).
Next, define nk+1 to be the least n such that minψ(En) > mk+1. Now we define t0 := 0 and an
auxiliary sequence 0 < t1 < t2 < · · · ∈ N as follows:
tk := 1 + max(tk−1 +mk −mk−1, − ln |f(Gnk)− f(G)|
ln 2
).
Now define the permutation σN : N→ N as follows: σN sends n ∈ (mk,mk+1) to n+ tk −mk for
all k ∈ N, and is an order-preserving bijection from {m2,m3, . . . } onto N\
∐
k∈N(tk, tk+mk+1−mk).
Finally, define σ : KV → KV via: σ := ψ−1 ◦σN ◦ψ. We then claim that f ′σ(G) 6= 0. More precisely,
note that for all k,
|‖Gnk‖σ◦ψ,2 − ‖G‖σ◦ψ,2| ≤ 2−(tk+1) + 2−(tk+2) + · · · = 2−tk < |f(Gnk)− f(G)|.
It follows that
lim
k→∞
f(Gnk)− f(G)
‖Gnk‖σ◦ψ,2 − ‖G‖σ◦ψ,2
6= 0,
which concludes the proof. 
4. The limiting edge density of a countable graph
Thus far we have explored the space of all labelled graphs in terms of its topology and differential
structure. We now proceed to draw further parallels to the unlabelled setting which are not directly
related to the theory of differentiation developed above. Recall that the notion of homomorphism
density has a labelled analogue via homomorphism indicators, and these were explored in detail
in Section 2.3. In the final section of this paper, we introduce and briefly examine an alternate
approach to studying homomorphism densities in the labelled setting: namely, in a limiting sense.
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Definition 4.1. Henceforth fix a countable vertex set V , as well as a bijection ξ : V → N which
labels the vertices. Given a graph G ∈ G (V ) and n ∈ N, define GV [n] to be the finite subgraph of
G induced on the vertices ξ−1(1), . . . , ξ−1(n).
Given a finite simple graph H and a finite simple labelled graph G, denote by ind(H,G) the
number of embeddings of H into G as an induced subgraph. Now define the corresponding induced
homomorphism density to equal tind(H,G) := ind(H,G) · (|V (G)| − |V (H)|)!/|V (G)|!.
Next, if G ∈ G (V ), then define the limiting induced homomorphism density of H in G to equal
tind(H,G) := lim
n→∞
tind(H,GV [n]),
if this limit exists. Also define S(H,G) to be the set of accumulation points of the sequence
tind(H,GV [n]).
We define and study the sets S(H,G) because it is not always the case that limiting induced ho-
momorphism densities converge. Thus we initiate the study of (the sets of) limiting homomorphism
densities in this section. We will focus on the limiting edge density of a countable graph, which is
a useful summary statistic. Given a finite graph G on n vertices, the edge density is precisely the
number of edges in it, divided by the total number of possible edges - namely, e(G) := |E(G)|/(n2).
It is now natural to ask questions on the limiting edge density. For instance, if the number of ver-
tices is a fixed finite number n, what is the probability mass function satisfied by the edge density
on all labelled graphs on n vertices? Is there a limit of these probability distributions as more and
more nodes are added to the graph - i.e., as n → ∞? To answer the first of these questions, note
that there are 2(
n
2) possible labelled graphs on n vertices, and the number of edges in a graph follows
a binomial distribution. Thus if en denotes the edge density of a random graph on n vertices, then
P(en =
(
n
2
)−1
m) =
((n
2
)
m
)
2−(
n
2).
In the limit as n→∞, these edge densities converge almost everywhere by the Strong Law of Large
Numbers to 1/2, since en is the average of
(
n
2
)
i.i.d. Bernoulli(12 ) random variables.
Thus, we take a closer look at edge densities. The main result in this section studies the set of
possible edge densities that can arise for countable labelled graphs.
Theorem 4.2. Suppose H is a finite simple graph and G ∈ G (V ). Then S(H,G) is a closed and
nonempty subset of [0, 1]. If H = K2 is the complete graph on 2 vertices, then S(K2, G) is a closed
subinterval of [0, 1]. Conversely, given any nonempty closed subinterval [a, b] ⊂ [0, 1], there exists
G ∈ G (V ) such that S(K2, G) = [a, b].
The technical heart of the proof of Theorem 4.2 lies in the following result.
Theorem 4.3. Fix an enumeration ξ : V → N of the vertices in V .
(1) For every countable graph G ∈ G (V ), there exists a subsequence n1 < n2 < · · · in N, such
that e(GV [nk]) converges as n→∞ (to a limit in [0, 1]).
(2) The previous statement is “sharp” in the sense that for any finite set of points 0 ≤ e1 <
· · · < em ≤ 1 with m > 1, there exists a countable graph G ∈ G (V ) and subsequences
ni1 < ni2 < · · · < nim ∈ N, such that
lim
k→∞
e(GV [nik]) = ei, ∀1 ≤ i ≤ m,
and all limiting edge densities of G lie in [e1, em].
(3) Given e ∈ [0, 1], there exists G ∈ G (V ) such that e(GV [n])→ e.
Proof.
(1) For all n, e(GV [n]) ∈ [0, 1]. Hence there exists a convergent subsequence e(GV [nk]) as
desired.
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(2) We first claim that the following holds: given 0 ≤ p0 < p1 ≤ 1, 0 < ǫ < (p1 − p0)/2, and a
finite graph G with e(G) = pi, there exists a finite graph H ⊃ G such that |e(H)−p1−i| < ǫ,
and such that for each “intermediate” graph H ′ (i.e., |V (G)| < |V (H ′)| < |V (H)|), e(H ′) ∈
[p0, p1].
We show only the claim for i = 0; the other case is proved similarly. If G has n1 vertices,
then define:
n2 := 1 + max(
√
2/ǫ, n1
√
p1/(p0 + ǫ), n1
√
(1− p0)/(1 − p1 + ǫ)).
Note that n2 > n1 as desired. We now construct a graph H ⊃ G on n2 vertices as follows:
first attach n2−n1 vertices to G. If no extra edges are added, then the resulting graph has
edge density at most e(G) = p0 < p1. If all extra edges (i.e., all edges that are not between
vertices in V (G)) are added, then the resulting graph has edge density(
n2
2
)−1 [
p0
(
n1
2
)
+
(
n2
2
)
−
(
n1
2
)]
= 1− n1(n1 − 1)(1 − p0)
n2(n2 − 1) ≥ 1−
n21(1− p0)
(n2 − 1)2 ≥ p1 − ǫ.
Thus we attach a suitable number of edges among the
(
n2
2
) − (n12 ) extra edges. At each
stage, the edge density is increasing, so it is at least p0. Finally, observe that it is possible
to increase the edge density until it lies in (p1 − ǫ, p1], since adding an edge among the
n2 vertices changes the edge density by
(n2
2
)−1 ≤ ((n2 − 1)2/2)−1 < ǫ. But then the edge
densities of all “intermediate” graphs lie in [p0, p1], and the claim is proved.
We now show the result given the above claim. To do so, define ǫ0 :=
1
2 min0<i<m(ei+1−
ei), and begin with a graph G11 with edge density in [e1, e1 + ǫ0) ⊂ (e1 −min(1, ǫ0), e1 +
min(1, ǫ0)). This is easy to achieve by choosing integers 0 < r < s such that |e1−
(s
2
)−1
r| <
min(1, ǫ0). Set n11 := |V (G11)|.
Now proceed inductively as follows: suppose we have constructed the Gik on nik vertices
with edge density in (ei−min(1/k, ǫ0), ei+min(1/k, ǫ0))∩ [e1, em], for some 1 ≤ i ≤ m and
k ∈ N. If i < m, then apply the claim to construct a graph Gi+1,k ⊃ Gik, with increased
edge density: e(Gi+1,k) ∈ (ei+1 − min(1/k, ǫ0), ei+1]. Now define ni+1,k := |V (Gi+1,k)|.
Similarly, if i = m, then apply the claim to construct a graph G1,k+1 ⊃ Gm,k, with reduced
edge density: e(G1,k+1 ∈ [e1, e1 + min(1/(k + 1), ǫ0)). Now define n1,k+1 := |V (G1,k+1)|.
This construction clearly proves the result, once we observe that by the above claim in the
proof, the edge densities always stay inside [e1, em].
(3) We first record a fact which is useful later in this paper. Namely, suppose G is a graph with
n vertices and edge density e. Then adding one more vertex and no additional edges yields
a graph with edge density (
n+ 1
2
)−1(n
2
)
e =
n− 1
n+ 1
e,
while adding all additional edges yields a graph with edge density(
n+ 1
2
)−1((n
2
)
e+
(
n+ 1
2
)
−
(
n
2
))
= 1− n− 1
n+ 1
(1− e) = n− 1
n+ 1
e+
2
n+ 1
.
Thus for all graphs G ∈ G (V ) and n ∈ N,
n− 1
n+ 1
e(GV [n]) ≤ e(GV [n+ 1]) ≤ n− 1
n+ 1
e(GV [n]) +
2
n+ 1
. (4.4)
Now given e ∈ [0, 1], if e = 0 or 1 then we choose G = ∅ or KV to obtain the desired
countable graph with edge density e. Otherwise suppose e ∈ (0, 1) and set G2 := K2. Then
|e(G2)−e| <
(
2
2
)−1
= 1. We now inductively construct an increasing sequence of graphs Gn
such that |e − e(Gn)| <
(
n
2
)−1
for all n ≥ 2; this shows that limn→∞ e(Gn) = e as desired.
18 APOORVA KHARE AND BALA RAJARATNAM
Given Gn for 1 < n ∈ N such that |e(Gn) − e| <
(n
2
)−1
, add a node to Gn together with a
certain number of additional edges (which are specified presently) not between the nodes of
Gn. By Equation (4.4), this yields a graph with edge density between a :=
n−1
n+1e(Gn) and
b := n−1n+1e(Gn) +
2
n+1 . But now compute that
a =
n− 1
n+ 1
e(Gn) <
n− 1
n+ 1
(e+
(
n
2
)−1
) =
n− 1
n+ 1
e+
(
n+ 1
2
)−1
< e+
(
n+ 1
2
)−1
,
b >
n− 1
n+ 1
(e−
(
n
2
)−1
) +
2
n+ 1
=
2 + (n− 1)e
n+ 1
−
(
n+ 1
2
)−1
> e−
(
n+ 1
2
)−1
.
Now we consider various cases. If a > e − (n+12 )−1 or b < e + (n+12 )−1, then we add no or
all edges connecting vertex n + 1 to Gn, respectively. This yields Gn+1 with edge density
in (e− (n+12 )−1, e+ (n+12 )−1) as desired.
The remaining case is when a ≤ e− (n+12 )−1 < b ≥ e+ (n+12 )−1. In this case it is possible
to add an integer multiple (say k) of
(n+1
2
)−1
to a to obtain a number in (e− (n+12 )−1, e+(n+1
2
)−1
) as desired. Now construct Gn+1 by connecting the additional vertex n + 1 to
precisely k vertices in Gn. This concludes the proof by induction on n, with e(Gn)→ e.

It is now possible to prove the main result of this section.
Proof of Theorem 4.2. First fix a finite simple graph H. Then S(H,G) is nonempty because for
all n ∈ N, tind(H,GV [n]) ∈ [0, 1] and hence there exists a convergent subsequence tind(H,GV [nk])
as desired. Next, suppose e is an accumulation point of S(H,G), and e1 < e2 < · · · converges to
e ∈ [0, 1], with el ∈ S(H,G) for all l ∈ N. Thus for all l ∈ N, there exists an infinite subsequence
nl1 < nl2 < · · · in N such that tind(H,GV [nlk]) → el as k → ∞. Now set n′0 := 0, and given n′l−1
for l ∈ N, choose kl such that
nlkl > n
′
l−1, |tind(H,GV [nlkl ])− el| <
1
l
.
Now define n′l := nl,kl. Then the n
′
l form an increasing subsequence in N such that
|tind(H,GV [n′l])− e| ≤ |tind(H,GV [n′l])− el|+ (e− el) <
1
l
+ (e− el).
We conclude that e ∈ S(H,G). A similar argument in the case when e1 > e2 > · · · converges to
e ∈ [0, 1] now concludes the proof and shows that S(H,G) ⊂ [0, 1] is closed for all H.
We now show that S(K2, G) is a closed interval. Given e ∈ (inf S(K2, G), supS(K2, G)), fix any
sequence n1 < n2 < · · · in N such that
lim
k→∞
e(GV [n2k−1]) = inf S(K2, G) 6= supS(K2, G) = lim
k→∞
e(GV [n2k]),
e(GV [n2k−1]) < e < e(GV [n2k]) ∀k ∈ N.
By Equation (4.4), note that for all n ∈ N, we have that e(GV [n+1]) ≤ e(GV [n])+2/(n+1). Now
given n2k−1, add one vertex at a time under the given enumeration, so that the edge density increases
with each additional vertex by at most 2/(n + 1) ≤ 2/(n2k−1 + 1). Now choose n′k ∈ [n2k−1, n2k]
such that
|e(GV [n′k])− e| <
2
n2k−1 + 1
, ∀k ∈ N.
This immediately implies that (the n′k are increasing and) limk→∞ e(GV [n
′
k]) = e, as desired.
To prove the last assertion given 0 ≤ a ≤ b ≤ 1, note that if a = b then we are done by the last
part of Theorem 4.3. If a < b instead, then apply another part of Theorem 4.3, with m = 2 and
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0 ≤ ei := a < b =: es ≤ 1, via the construction given in the proof. Thus we conclude that both
ei, es are limiting edge densities of G, but no numbers in [0, ei)∪ (es, 1] are. The result now follows
from the above analysis in this proof. 
Concluding remarks. We conclude by noting that this paper systematically develops a rigorous
foundation and mathematical theory for the analysis of labelled graphs. The motivation for this
endeavor comes from real-world phenomena, and as discussed above, the model of graph space
discussed in this paper has a rich structure, allowing us to study topology, analysis, and differentia-
tion on G (V ). In subsequent work [KR], we use these properties to study measure theory on graph
space G (V ), with the goal of developing and exploring Lebesgue-type integration and probability
theory on it.
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