Abstract-We focus on applications of low-rate Gallager (low-density parity-check) codes in code-division multiple-access schemes. The codes that we present here achieve good performance with relatively short frame-lengths in additive white Gaussian noise channels and, perhaps more importantly, in fading channels. These codes can be decoded with low complexity by using iterative decoding procedures. We present a construction that yields good short frame-length Gallager codes. Bounds on the frame-error probability for a maximum-likelihood decoder are obtained.
I. INTRODUCTION
T HE PARADIGM shift in coding theory toward suboptimal yet effective decoding procedures for powerful random-like codes, e.g., turbo codes [1] , [2] , has led to practical engineering advances. Turbo codes were shown to perform very close to the Shannon capacity of a Gaussian channel with an iterative turbo-decoding algorithm [3] , and recently [4] , highly optimized irregular low-density parity-check codes have been shown to come even closer to the Gaussian channel capacity than turbo codes. Remarkably, both families of codes are decoded using the same algorithm: the sum-product algorithm. (The sum-product algorithm is also known as the "forward/backward" [5] or "BCJR" [6] and is also related to the Baum-Welch [7] algorithm. See [8] for a tutorial treatment.) The excellent performance obtained with a practical decoding algorithm have made turbo codes extremely attractive in applications, and various integrated circuit solutions have already appeared, e.g., [9] , or are in development.
Interestingly, the idea of combining long random codes with an iterative decoding algorithm was already present in Gallager's pioneering work [10] , in which he described and analyzed a class of random linear codes characterized by sparse parity-check matrices. Gallager showed that these codes are "good," i.e., with maximum-likelihood decoding they achieve arbitrarily small probability of error for rates bounded away from zero. Gallager also proposed a simple yet effective iterative decoding procedure for these codes. For a class of codes to be not just "good" but "very good," it is required that the class contains codes that achieve arbitrarily small probability of error for all rates up to channel capacity. Gallager [10] showed that if the row weight of the parity-check matrix for a family of low-density parity-check codes is fixed, then such codes cannot be "very good. " Zyablov and Pinsker [11] analyzed the error-correcting capabilities of Gallager codes and also proposed a simple "bit-flipping" decoding algorithm. MacKay and Neal independently rediscovered Gallager codes [12] , [13] and proved that Gallager codes are "very good" for a variety of communications channels. Extensive simulation results [13] show that Gallager codes coupled with iterative decoding achieve excellent performance for Gaussian channels.
Iterative decoding is perhaps best understood as decoding on a graph that reflects the code's structure [8] , [14] - [20] . For example, a Tanner graph [14] describes the check structure of a code and plays a special role in iterative decoding algorithms. Certain instances of iterative decoding have been known for some time in the artificial intelligence community as probability propagation [16] in certain graphical models (see also [8] and [21] ).
Powerful low-rate error-correcting codes that can be decoded with a relatively low complexity are of special interest in code-division multiple-access (CDMA) applications. Viterbi's classic paper [22] showed that the use of powerful error correcting codes may significantly increase the capacity of a CDMA system. Developments following similar lines appeared in [23] - [25] .
In this two-part paper, we present a family of low-rate, shortframe Gallager codes that have good performance both in additive white Gaussian noise (AWGN) channels and Rayleigh fading channels and can be used as an error protection scheme in CDMA systems.
The paper is organized as follows. In Section II, we introduce notations and definitions that will be useful throughout the paper. In Section III, we present a particular construction for low-rate, low-density parity-check codes that yields a significant performance improvement relative to other "candidate" constructions described in this section. This construction can be used to obtain codes with parameters suitable for application in IS-95-like CDMA systems. In Section IV, we study the 0090-6778/00$10.00 © 2000 IEEE distance properties of the constructed subfamilies of Gallager codes. Bounds on the frame-error probability for a maximumlikelihood decoder are derived in Section V. Finally, we present a discussion of the main results in Section VI.
In Part II, we focus attention on codes with parameters compatible with the IS-95 cellular radio standard. We discuss lowcomplexity software and hardware decoder implementation issues. We also present simulation results for AWGN and fully interleaved Rayleigh fading channels with and without channel state information (CSI). We use the simulation results for a simplified analysis of the capacity of a single CDMA cell.
II. NOTATIONS AND DEFINITIONS
Let be a binary linear code, i.e., a code of block length , dimension , and minimum Hamming distance .
Let
; then has an parity-check matrix , and every codeword satisfies the parity-check equation . Suppose a parity-check matrix for a code exists with the property that has some fixed number of ones [that lie in the Galois field ] in each column (which we shall call the column property) and some fixed number of ones in each row (the row property). We then call code an linear code [10] . If an for exists with either the row property or the column property, then we denote such codes as or codes, respectively, where the "blank" is used instead of the corresponding parameter. Similarly, if the code's minimum distance is unknown (or is not important), we may denote such code as an code. Note that the parameters and in the notation characterize a particular parity-check matrix for . An equivalent parity-check matrix for the same code does not need to preserve them. The notation rather describes the structure of a particular parity-check matrix for .
Example. (7, 4, 3) Hamming Code: This is the Hamming code with parameters . One possible paritycheck matrix is given by Note that also qualifies as a parity-check matrix for a code. Historically, most studied linear codes have certain "structure," such as the above (7, 4, 3) Hamming code. However, some results about ensembles of linear codes are also available. One can obtain a random linear code if is generated randomly (with possible constraints). It is known that there exist long random linear codes that achieve capacity for many communications channels [26] , [27] .
In practice, however, one is also concerned with the complexity of the decoding algorithm. An arbitrary random linear code may have decoding complexity that is too high for most practical purposes, hence, one can consider a subclass of linear codes for which effective decoding algorithms can be devised.
One such subclass is low-density parity-check codes. A typical parity-check matrix for a binary low-density parity-check code is a very sparse matrix, i.e., a matrix with a very low density of nonzero matrix elements. This sparsity is precisely the property that makes effective and fast decoding of these codes possible.
One can further restrict the ensemble of linear codes by imposing certain "uniformity" constraints on , such as the row and column properties ( codes). These are the codes studied by Gallager [10] . Most codes that we consider have only the row property ( codes), which one can view as a certain generalization of the codes studied by Gallager, though we still shall refer to them as Gallager codes. Depending on the particular procedure by which is generated, it is possible to consider subfamilies of Gallager codes. We refer the reader to [10] and [13] where several explicit constructions for Gallager codes are given and analyzed.
In this paper, we restrict ourselves to low-rate, relatively short-frame Gallager codes for compatibility with typical CDMA cellular radio applications. In particular, if the data rate is 9600 bits/s and the (traffic) frame duration is 20 ms (as in IS-95), then the frame contains 192 bits of data. We assume this data frame length as a "target" frame length throughout the paper. We may note that IS-95 stipulates that these data bits are encoded with a rate-1/2 convolutional code to produce the modulation symbol stream at the rate of 19.2 10 symbols/s (this modulation symbol rate is kept constant across different rate sets in IS-95).
III. CONSTRUCTIONS FOR GALLAGER CODES
We considered various constructions for low-rate Gallager codes, some of which have been investigated previously in [10] and [13] .
Gallager describes [10] a construction for codes in which a parity-check matrix consists of blocks with rows in each block, and furthermore, each column in a block having exactly one nonzero element. This construction can be further modified [10, p. 91 ] so that the parity-check matrix contains no short cycles. (A cycle in is a sequence of distinct row-column indices , even, with , , , etc., and , and for each index , the corresponding entry in is nonzero.)
Initially in [10] , the existence of such cycles in prevented the exact error-probability analysis of the iterative decoding procedure, and the shorter the cycles are, the sooner the exact analysis breaks down. Hence, an effort was made [10, p. 91 ] to eliminate them. However, the existence of a relatively small number of short cycles does not appear to be too damaging for iterative decoding [13] .
In our search for good low-rate error-correcting codes, we investigated the following constructions.
Construction 1: (This construction is similar to the one considered by MacKay [13] .) We generated randomly, with column Hamming weight 3, and with row Hamming weight as uniform as possible. The following is an example of a parity-check matrix generated by this construction [with parameters , ]:
We found that the performance of rate-1/2 and rate-1/4 codes of relatively short block lengths of 512 bits obtained by this construction is similar to that reported in [10] and [13] . If the block length is decreased to 384 bits (to achieve an IS-95 compatible , rate-1/2 code), we observed a deterioration in the code's performance. Hence, our search did not yield codes with desired characteristics using this construction.
Construction 1A: We modified Construction 1 so that no two columns have an overlap greater than 1, thereby eliminating cycles of length 4 in . The process of short cycle breaking is shown below. Elements enclosed in the boxes in the top matrix are the corners of a cycle.
(1)
Note that in the matrix in (1), we cannot break all short cycles because the density of the matrix is high; however, breaking all such cycles is possible for low-density matrices. We obtained a slight improvement in performance ( 0.5 dB) compared with Construction 1 for all code rates (1/2, 1/4, and 1/8) but rate-1/8 codes (that, we hoped, could work for ) were still poor. After considerable experimental work, we discovered a construction similar to that in [10, Fig. 2 .1], which we shall call Construction 2.
Construction 2: Let be a divisor of . The first row of the parity-check matrix contains ones in the first positions and zeros in all other positions. Each of the next rows is obtained by cyclic shifting of the immediately preceding row by positions to the right, until column contains a one. These rows form the top part of the parity-check matrix . The dimensions of the top part of are . Let . Now blocks of the parity-check matrix are formed by a random permutation of the columns of the top block. Let . The bottom part of the matrix is formed by permuting the columns of the first rows of . 1 The values of and in Construction 2 were restricted so as to be compatible with the desired code parameters ( and the code rate ). This restriction causes the bottom part of to contain fewer rows than the top part. The ramifications of this fact turn out to be very important for the code performance. We will further discuss this issue later in this section.
We compared the performances of Constructions 1A and 2. In these constructions, the code rates and information block lengths were assumed to be 1/8 and 192 bits, respectively. It is worth noting that Construction 2 produces parity-check matrices whose columns contain either 2 or 3 ones. (To be exact, for codes with parameters , , and , the parity-check matrix will contain 960 weight-3 columns and 576 weight-2 columns.) In this, Construction 2 differs (as it turns out, significantly) from both Constructions 1 and 1A. The performance improvement that Construction 2 yields is shown in Fig. 1 .
Originally, we arrived at Construction 2 in an attempt to reduce the possibility of linear dependencies among rows of by introducing the top block of in a systematic-like form. Since the codes that we consider are low rate, parity check matrices for these codes are almost square (and sparse). We generated parity check matrices randomly, so we argued that, as the number of rows in increases in order to achieve the desired low code rate, it is more and more likely that any new rows that are being added to are linear combinations of rows already present in , and hence, the effective code rate is greater than the target rate. It is possible, of course, but not easy to verify if all rows in are linearly independent since it requires the rank determination of .
However, the real reason for the good performance of the combination Construction 2-iterative decoder, lies (though we cannot prove this at the moment) in the "weak" parity-check structure of the code, 2 i.e., each column of contains either two or three nonzero elements (we will say later [Part II] that each "site" is connected to two or three checks).
An example of the parity-check matrix obtained by this construction (with and ) is shown below.
1 Note that Construction 2 may be derived from the construction by Gallager for fN; j; kg codes [10] by deleting some rows of H .
2 MacKay has experimented extensively with similar parity-check matrices for Gallager codes [13] . Most recently, analysis and optimizations for irregular low-density parity-check codes with sum-product decoding have appeared in [4] and [28] . Note that in some instances the required block length may not be a multiple of . We bypass this difficulty by generating with a slightly greater number of columns that is a multiple of and then simply deleting extra columns in .
IV. GALLAGER CODES: MINIMUM HAMMING DISTANCE AND USEFUL BOUNDS
In this section, we analyze distance properties of rate-1/8 Gallager codes obtained by Construction 2. As before, we partition the parity-check matrix for the Construction 2 into three blocks, where the upper two blocks of have dimension each, and the bottom block of has dimensions . Gallager [10, p. 13] derived the following bound on the number of sequences with a given Hamming distance that are orthogonal to each block of for an code. (5) and is an arbitrary real parameter.
For each code in an ensemble, the number of sequences of weight that satisfies any block of paritychecks is bounded by
The number of sequences of a certain Hamming weight that are orthogonal to the top two blocks of for the Gallager codes (for the remainder of this paper, whenever we refer to the ensemble of codes, we will assume that they are produced by Construction 2) can also be bounded by (3) since these blocks have a structure identical with Gallager codes. The proof of Gallager [10, p. 13] of the above proposition can be applied mutatis mutandis to compute the number of sequences with certain Hamming weight that are orthogonal to the bottom block of checks in an code, thereby yielding the following result. For a random block of parity-checks, the number of sequences of weight in an code that satisfies the parity-checks is bounded by (6) where , , are the same as in (4) and (5), and
The probability that a randomly chosen weight sequence of length satisfies either one of the top complete blocks or the last incomplete block of parity-checks is , where is bounded by either (3) (denote it , where stands for complete) or (6) (denote it , where stands for incomplete). Since the random permutations used to generate the second and third blocks of are independent of each other, we can write for the probability that a randomly chosen binary -tuple of weight satisfies all of the parity checks. Then, we obtain the following result.
Over the ensemble of codes obtained by Construction 2, the average 3 number of codewords of (even 4 ) weight is given by (8) The Stirling approximation gives the following bound on [29, p. 530] : (9) where is and is the natural entropy function. From (8) and (9), we can derive the following bound on the number of weight sequences in an code: (10) where and . One can obtain useful bounds on certain code parameters from the behavior of the function . In particular, suppose has a zero crossing at , and suppose for , . Then, assuming that the bound (10) is tight, is the typical minimum distance of the ensemble of codes, since for large enough , the probability that a code contains a nonzero codeword of weight less than tends to zero. Later in this section, using the special structure of that arises when , we derive a "tighter" function by enumerating the sequences orthogonal to directly.
In (7), is dependent on . We can remove the dependence by splitting the bound (10) into two parts and observing that only one part gives a significant contribution to the bound. Let us introduce the following functions:
and Then (11) 3 We count the number of occurrences of codewords of given weight in a code from the ensemble, and then average the number over all codes in the ensemble. 4 Note that in Construction 2, the all-one codeword is in the code dual to C, and can be generated by summing up the rows of the top block of H. Hence, any codeword in C has to have an even weight to be orthogonal to the all-one codeword. A graph of the function is shown in Fig. 2 [curve (b)], and a graph of is shown in Fig. 3 . Since is always positive, the contribution from to the bound on in (11) can be neglected for large . It can be seen from Fig. 2 [curve (b) ] that function assumes negative values in the neighborhood of the origin. However, for large , an average code does not contain very low weight codewords. To show this, we shall obtain a tighter bound on compared with (10) . For relatively small values of (such as ), it is possible to compute the number of sequences that are orthogonal to the parity-check matrix by using combinatorial techniques.
Again, we consider the top two complete blocks and the last incomplete block of separately.
Theorem 1: The number of sequences of even weight that satisfy all the parity checks in any complete block of parity checks is (12) Proof: Because of the structure of top block, every word of even weight that satisfies the top block can be obtained by taking an arbitrary binary -tuple with weight , replacing each zero component with the sequence 000 and each nonzero component with one of the sequences . Each distinct gives rise to 3 words, and since there are distinct weight , -tuples , a total of sequences satisfy the parity checks in the top block. The other blocks are obtained by applying a permutation to the top block; hence, there is a one-to-one correspondence via between words that satisfy the top block and words that satisfy any other complete block.
Theorem 2: Let be the number of rows in the last, incomplete block of the parity-check matrix ,
. Then, the number of sequences of even weight that satisfy the incomplete block of parity-checks is (13) Proof: Without loss of generality, any word that satisfies the last (incomplete) block has components constrained by parity-check equations and unconstrained components. By arguments identical to those used in the proof of Theorem 1, there are ways to choose the constrained components to have weight ; these can be combined freely with the unconstrained components. A word of weight is obtained if the unconstrained component has weight , which can be achieved in ways. If is greater than , then the first term in (13) accounts for a sequence that has all ones in the "free" part plus additional ones in the parity-checked part. Hence, the lower limit of the sum in (13) is . On the other hand, the weight of the parity-checked part cannot exceed since if , all parity-checks are filled. Hence, the upper limit of the sum in (13) is . In total, there are words of weight that satisfy the last incomplete block.
The probability that a random sequence of weight 5 and length satisfies any of the blocks of is where is given by either (12) or (13) . Since random permutations used to obtain the second and third blocks of are chosen independently, the number of codewords of even weight in an code, averaged over the ensemble of codes, is (14) where and are given by (12) and (13). 5 In the bounds that follow, most significant contributions come from lower weight codewords, so we restrict our computations to codewords of weight`
N=2.
We computed (14) for using Mathematica [30] . In order to relate this approach to previous results, we introduced the function which is now defined as where is given by (14) (and so ). The graph of is shown in Fig. 2 [curve (a) ]. As we observe from Fig. 2 , the function is indeed positive in the neighborhood of the origin. The large discrepancy in the neighborhood of the origin (and almost identical values as one moves away from the origin) between the bound on and its tighter counterpart is due to the fact that approximations introduced by applying the Chernoff bound in (3) and (6) tend to be close to the exact values for sequences of large Hamming weight but diverge apart for sequences of low Hamming weight.
It is also interesting to compare the average number of codewords of weight for the codes obtained by Construction 2 and a random code with the same parameters ( , ). We computed the number of sequences for the former class of codes by using expressions (12)- (14), and used [10, eq. (2.1)] to compute the expected number of weight-sequences in the latter code. The result is shown in Fig. 4 .
As one can observe from the figure, the minimum distance for typical codes obtained by Construction 2 is about half of the minimum distance for a random linear code with the same parameters. This is the price one has to pay for the availability of low-complexity decoding algorithms for the low-density Gallager codes. (Compare this with the observation of Gallager in [10, Fig. 2.4 ]. The figure shows the minimum distance ratios for few typical codes and the random code.)
V. AVERAGE PROBABILITY OF MAXIMUM-LIKELIHOOD DECODING ERROR
In this section, we derive upper bounds on the average (over the ensemble of codes) probability of maximum-likelihood decoding error for short frame Gallager codes. One of the most used techniques for obtaining an upper bound on the error probability is by using the union bound [31] , [32] . Gallager derived in [10] bounds on the error probability that may be tighter than the union bound, but require simultaneous optimization of several independent parameters. Generally, these bounds are not easily applicable in the analysis of Gallager codes.
Let us consider a Gaussian noise channel with the noise variance and 1 antipodal signaling. If the Hamming distance between two code sequences is , then the squared Euclidean distance between these sequences is . For any linear block code, the block-error probability is bounded by where is the number of code sequences of weight , is the code minimum Hamming distance, and is the block length. Now averaging over all codes in the ensemble, we obtain the following expression: (15) where is the average number of codewords of weight in the ensemble of codes. The graph of the bound on the average-error probability is shown in Fig. 5 (for we used the exact estimates obtained in Theorems 1 and 2 and ). The upper bound on the block-error probability for Gallager codes in Fig. 5 has two distinct types of behavior. Two different exponents apparently dominate the behavior of the upper bound for low and medium-to-high signal-to-noise ratios (SNRs). The two factors that determine these two types of behavior are the nearest neighbor multiplicity and the minimum Hamming distance. From the upper bound in Fig. 5 , we may conclude that Gallager codes have low average nearest neighbor multiplicity, and hence, we observe a sharp dropoff in the frameerror rate for lower SNR. As the SNR increases, the minimum Hamming distance becomes the dominant factor, and we observe that the bound becomes less steep since the typical minimum Hamming distance for codes is not particularly good compared with the random code.
It is interesting to observe that in actual simulations for Gallager codes (Part II), the block-error rate exhibits a type of behavior similar to the theoretical findings, albeit the error rates are greater due to the suboptimal character of the iterative decoder. One could think of high performance iterative decoding as consisting of two essential parts: a good underlying code and an iterative decoder that attempts to trace the good maximum-likelihood performance of the code. Hence, our analysis of Gallager codes shows that the "underlying" codes have good maximum-likelihood performance, and in Part II, we will observe their good performance using iterative decoding.
VI. CONCLUSIONS
In this paper, we studied short frame Gallager codes that could be used as error-correcting codes for digital speech transmission in CDMA systems. A major feature that distinguishes the proposed scheme from similar applications of error-control coding in CDMA systems is the use of a suboptimal, yet highly effective iterative decoding algorithm. In this paper, we studied some of the theoretical properties of short frame Gallager codes. In Part II, we will investigate the actual performance of iterative decoders for this class of Gallager codes.
We discovered a class of low-rate Gallager codes, namely, codes, that, as we will see in Part II, exhibit strong performance in AWGN and fading channels for short framelengths. This class of low-rate Gallager codes maintains excellent performance even for short user data frames (192 bits), and hence, the delays associated with encoding and decoding of these codes are consistent with data delays in CDMA systems used for digital speech transmission.
We have attempted to correct the impression that one might obtain from [10] and [13] that only long frame-length Gallager codes may be of interest. In this paper, we attempted to show that short-frame Gallager codes may indeed be a focus of practical interest when one considers the entire range of factors involved in the realization of an error-correcting scheme, such as encoding/decoding delays, implementation complexity, and error-correcting capabilities.
We investigated the distance properties of the ensemble of Gallager codes and computed average upper bounds on the number of codewords with a certain Hamming weight in this ensemble. We applied these bounds in derivations of average upper bounds on the frame error rates for a maximumlikelihood decoder and showed that the resulting error probability bounds are small enough so that one could expect good performance for these codes even with suboptimal decoding schemes. This is shown in Part II where simulation results for iterative decoding of Gallager codes are presented.
