We consider the effect of global warming on the coupled plankton-oxygen dynamics in the ocean. The net oxygen production by phytoplankton is known to depend on the water temperature and hence can be disrupted by warming. We address this issue theoretically by considering a mathematical model of the plankton-oxygen system. The model is generic and can account for a variety of biological factors. We first show that sustainable oxygen production by phytoplankton is only possible if the net production rate is above a certain critical value. This result appears to be robust to the details of model parametrization. We then show that, once the effect of zooplankton is taken into account (which consume oxygen and feed on phytoplankton), the plankton-oxygen system can only be stable if the net oxygen production rate is within a certain intermediate range (i.e., not too low and not too high). Correspondingly, we conclude that a sufficiently large increase in the water temperature is likely to push the system out of the safe range, which may result in ocean anoxia and even a global oxygen depletion. We then generalize the model by taking into account the effect of environmental stochasticity and show that, paradoxically, the probability of oxygen depletion may decrease with an increase in the rate of global warming.
Introduction
Global warming, i.e. the tendency of the average Earth surface temperature to increase with time [1, 2] , is a major threat to the environment worldwide, which can lead to a number of adverse consequences to ecology, agriculture, health and society [3] . Perhaps the best known and widely-discussed result of climate change is the expected increase in the ocean level because of melting of polar ice, which would lead to flooding of many coastal areas [4, 5] , hence resulting in huge economic losses, devastating effects on ecology and, possibly, the loss of human lives. Somewhat less publicized in the media, but perhaps even more dangerous is the observed decrease in the concentration of dissolved oxygen in the ocean [6] . It is predicted that in the worst case scenario, the amount of ocean oxygen could fall almost twice [7] , which would lead to disastrous consequences for the ocean ecosystems by suffocating most of marine life [8] .
The currently-observed oxygen decrease is attributed to a variety of hydrological and geophysical factors such as lower oxygen solvability in warmer water and slower ocean overturning and mixing [6, 7] . However, a decrease in the oxygen concentration can also occur for a different reason, i.e., not because of changes in oxygen transport and/or consumption rate, but as a result of disruption in oxygen production. Indeed, oxygen is consumed through several different processes, e.g., by breathing
Parametrization of the Oxygen-Phytoplankton System
Our conceptual model of coupled phytoplankton-oxygen dynamics is shown in Figure 1 . Phytoplankton (u) produce oxygen (c) with the per capita rate A f (c) during the daytime photosynthesis. Function M(c, u) describes the rate of oxygen decrease due to different processes such as its consumption by phytoplankton during the night-time, breathing of marine fauna, decay in the oxygen concentration due to (bio)chemical reactions in the water (e.g., decay and remineralization of detritus) [22, [30] [31] [32] [33] [34] , etc. The phytoplankton growth rate g(c, u) is known to be correlated with the rate of photosynthesis [35] . The mechanisms resulting in this correlation are poorly understood; here, we assume that the growth rate depends on the amount of available oxygen. This is in agreement with the general biological observation that all living beings (except for those relatively rare species, e.g. some bacteria, the metabolism of which is not based on oxygen), animals and plants alike, need oxygen for their normal functioning. The term Q(c, u) is the phytoplankton mortality rate that includes its natural mortality and its consumption by zooplankton and planktivorous fish. Note that, in the general case, it may depend on the oxygen concentration, e.g., because the efficiency of zooplankton feeding may depend on the oxygen (see Section 3). The corresponding mathematical model that describes the processes and mass flows shown in Figure 1 is given by the following equations:
where c is the concentration of the dissolved oxygen, u is the density of phytoplankton and t is time. Function f (c) describes the combined effect of the oxygen production inside the phytoplankton cells and its transport from the cells to the surrounding water. Note that, since the transport through the cell membrane depends on the O 2 concentration in the vicinity of the cell, f appears to be a monotonously-decreasing function of c; see [17] for details. Parameter A takes into account the effect of the environmental factors (such as the water temperature) on the rate of oxygen production inside the phytoplankton cells. We assume that both plankton and oxygen are distributed approximately uniformly in the upper layer of the ocean (the so-called approximation of a well-mixed layer, cf. [36, 37] ); hence, Equations (1) and (2) do not include space. Note that Equations (1) and (2) are extremely simple, much simpler than 'realistic' ecological models [38] or climate models (e.g., [39] ). However, we want to emphasize here that the model given by Equations (1) and (2) is not just a mathematical toy as it provides an upper bound for a family of realistic marine ecosystem models; see Section 5 for details.
In order to further specify the model, we use the standard assumption that phytoplankton exhibit logistic growth so that:
where B is the maximum phytoplankton per capita growth rate in the large oxygen limit, c 1 is a half-saturation constant and γ is the intensity of the intraspecific competition. For function f (c), assuming that the transport through the cell membrane is described by the Fick law, it can be parameterized as follows [17] :
where c 0 is a parameter. Specific parametrization of functions M and Q can be different depending on the biological processes taken into account. Correspondingly, the system (1) and (2) can attain somewhat different properties, in particular in terms of the existence and stability of its steady states. Below, we consider several different parameterizations of M and Q to reveal that, in fact, the qualitative properties of model Equations (1) and (2) are robust to the choice of M and Q.
Model 1
We begin with the baseline case where functions M and Q are linear with respect to their arguments. Although this assumption of linearity is not entirely realistic in the general case, in particular because it apparently assumes that the per capita amount of oxygen consumed by phytoplankton and the per capita amount of phytoplankton consumed by its predators are unbounded, the linear approximation of nonlinear population dynamics models is known to work well in a certain parameter range; see [40] , also Section 2 in [41] .
Correspondingly, Equation (1) takes the following form (in appropriately chosen dimensionless variables, cf. [17] ):
where the term (−mc) accounts for oxygen losses for reasons other than plankton breathing. For phytoplankton, the density-independent mortality rate (so that Q is linear with respect to u) not only takes into account the natural, age-related mortality, but can also account for other processes resulting in phytoplankton losses, in particular the effect of a terminal (lytic) viral infection [42, 43] , which is known to be an important factor controlling phytoplankton abundance [44] . Equation (2) turns into the following:
where parameter σ is the (constant) mortality rate of the phytoplankton. Equations (5) and (6) contain several parameters. Since our main goal is to reveal how the system properties can change depending on the rate of oxygen production A (which is known to depend on water temperature and hence is affected by global warming), in this paper, we only consider explicitly the effect of A and fix all other parameters at some hypothetical values.
For any parameter values, the extinction state (0, 0) is a steady state of the system. Having analysed the direction of the phase flow, it can be shown that it is always stable [17] . In order to understand how the existence of positive (coexistence) steady states depends on A, it is convenient to consider the isoclines of the system, which are given by the following equations: Figure 2a shows the relative position of the isoclines in the phase plane of the system. Any intersection between the two isoclines (i.e., between the red and black curves) is a steady state. It is readily seen that the positive steady states only exist if A is not too small. In case A is smaller than a certain critical value, say A cr , there are no positive steady states. This can be summarized as a bifurcation curve showing the steady state values of oxygen vs. A; see Figure 2b . For any A > A cr , there are two steady states, as shown by the two branches of the curve (where A cr corresponds to the right-most point in the dotted red curve). It can be shown [17] that the upper steady state is stable and the lower steady state is unstable. At A = A cr , the two branches merge. These properties of Equations (5) and (6) mean that, for A > A cr , the system is likely to be found in the vicinity of the upper (stable) steady state (unless the initial state is close to extinction). For A < A cr , regardless of the initial state of the system, in the long-term run, the system will converge to the extinction state (0, 0). In this case, the extinction of plankton and the depletion of oxygen are the only possible results.
Having considered the properties of the curve in Figure 2b , one readily reveals the generic response of the system to a decrease in A (due to the temperature increase, e.g., due to global warming). Presumably, before the change, the system is in a 'safe' parameter range, i.e., A > A cr . The system is then in its upper steady state, i.e., at a point on the upper branch of the bifurcation curve in Figure 2b . With a decrease in A, the point is pushed to the right. For any A > A cr , the system is in a state of sustainable oxygen production. However, once the system is pushed beyond the bifurcation point A = A cr , sustainable functioning of the system is not possible any more, and the extinction/depletion is the only possible outcome. Now, we are going to check whether the properties of the system and its bifurcation curve (in particular, the existence of the critical value A cr and the depletion catastrophe for A < A cr ) remain similar for different assumptions leading to different M and Q.
Model 2
Now, we take into account that, in the case where the phytoplankton mortality term Q is linked to its consumption by a species from a higher trophic level, e.g., zooplankton, the Holling Type II density-dependent predator response is more realistic than a linear response. Considering as above M to be a linear function with respect to its arguments, Equations (1) and (2) take the following form:
where v is the zooplankton density (regarded as a parameter; a more general model where v is a dynamical variable will be considered in Section 3). The isoclines of Equations (8) and (9) are, respectively, as follows:
,
(10) Figure 3a shows the relative position of the isoclines given by Equations (10) in the phase plane of Equations (8) and (9), and Figure 3b shows the corresponding bifurcation curve. It is readily seen that the properties of the system are essentially the same as for Model 1, and hence, all conclusions about the system properties are exactly the same as for Model 1. (8) and (9) shown as functions of A. Here, v = 0.3, and other parameters are the same as in Figure 2 .
Model 3
We keep M(c, u) as a bilinear function. For function Q, we combine the density-dependent Holling Type II response to account for the effect of predation with the density-independent linear response to account for the natural mortality and the effect of viruses. Equations (1) and (2) take the following form:
Note that in the special case v = 0, Equations (11) and (12) coincide with Model 1. The isoclines of Equations (11) and (12) are as follows:
(13) Figure 4 shows the relative position of the isoclines and the corresponding bifurcation diagram (the steady state values of oxygen as a function of parameter A). Thus, the system properties are qualitatively the same as in Models 1 and 2. 
Model 4
Now, we consider Holling Type II predation for the consumption of phytoplankton (e.g., by zooplankton) and neglect the linear term in Q, thus assuming that the phytoplankton losses due to their predation are more important than losses due to their natural mortality or viral infection. For the rate of oxygen consumption by marine flora and fauna, we change the bilinear term uc in M to a more realistic Monod-type response, which accounts for the general observation that the per capita rate of consumption of oxygen is bounded. Equations (1) and (2) take the following form:
The isoclines of Equations (14) and (15) are, respectively, as follows:
(16) Figure 5 shows the relative position of the isoclines and the corresponding bifurcation diagram of Equations (14) and (15) . The system properties therefore remain the same as above. (14) and (15) 
Model 5
For this model, we use the same function M as in Model 4. For function Q, we keep the Holling Type II predation term and add the linear term, hence assuming that phytoplankton losses occur due to a combined action of the density-dependent predation, viruses and natural mortality. Equations (1) and (2) now take the following form:
The isoclines of the system are as follows:
(19) Figure 6 shows the relative position of the isoclines and the corresponding bifurcation diagram. It is readily seen that the system properties are the same as above.
Model 6
We consider the same function M as in Models 4 and 5 (i.e., a combination of the linear term and Monod kinetics). For the losses of phytoplankton, we neglect the density-dependent predation and only consider the linear term. This correspond to a situation where the phytoplankton abundance is mostly controlled by its natural mortality and possibly viruses, but not by predation. Equations (1) and (2) then take the following form:
, Figure 7 shows the relative position of the isoclines and the steady state values of oxygen as a function of parameter A (bifurcation diagram). The properties are the same as in the previous models. (17) and (18) shown as functions of A. Here, c 2 = 0.5, other parameters are the same as in Figure 4 . (20) and (21) shown as functions of A. Parameters are the same as in Figure 6 .
Model 7
This model considers the most general case (within the given framework), which combines all the specific cases above. Function M now takes into account the oxygen losses due to its consumption by phytoplankton (during the night-time) and due to breathing by marine fauna (e.g., zooplankton), both terms described by Monod kinetics. It also includes the linear term to account for oxygen losses due to other reasons, which include losses due to oxygen diffusion through the ocean surface. Function Q includes both the linear term (that takes into account the natural mortality and the virulence in the case of a viral infection) and Holling Type II predation. Equations (1) and (2) then take the following form:
In the special case v = 0, Equations (23) and (24) coincide with Model 6. The isoclines of Equations (23) and (24) are, respectively, as follows:
(25) Figure 8 shows the relative position of the isoclines in the phase plane of the system and the corresponding bifurcation diagram, which are apparently similar to those in the previous models. (23) and (24) shown as functions of A. Here, ν = 0.01 and c 3 = 1, and other parameters are the same as in Figure 6 .
A brief inspection of the bifurcation diagrams obtained for Models 1-7 immediately reveals that they are qualitatively the same; in particular, they all predict that sustainable functioning of the plankton-oxygen system can only occur if the rate of oxygen production is not too low. A summary of the processes taken into account by different models is given in Table 1 . It is readily seen that the critical behaviour (disappearance of the positive steady states) in response to a decrease in A is shown by all models, although the parametrization of functions M and Q varies significantly. We therefore conclude that this is a relatively general property of the phytoplankton-oxygen dynamics and not an artefact of a specific parametrization. In the case that the rate of oxygen production decreases with an increase in the water temperature (as was observed for some phytoplankton species [10, 11, 13] ), the generic Equations (1) and (2) predict an ecological catastrophe resulting in oxygen depletion and plankton extinction when the temperature exceeds a certain critical value.
Arguably, from the range of models considered above, the most realistic is Model 7, as it accounts for the largest number of relevant factors. Thus, we will use it in the rest of the paper. 
Oxygen-Phyto-Zooplankton Model
The baseline oxygen-phytoplankton model given by Equations (1) and (2) considered in the previous section is very simple and obviously disregards many factors that may affect the system properties. Arguably, one of the most important factors is zooplankton. Indeed, zooplankton are often present in high densities and hence may consume a considerable amount of the dissolved oxygen through their breathing. Furthermore, zooplankton are known to control phytoplankton growth, hence indirectly damping the oxygen production.
An extension of Equations (1) and (2) (which we now consider in a more specific form given by Model 7) to include zooplankton is readily obtained by taking into account the two processes mentioned above along with zooplankton's own growth. Considering the Holling Type II functional response for the zooplankton feeding on phytoplankton, we arrive at the following system [17] :
where v is the zooplankton density (now a dynamical variable), κ is the zooplankton feeding efficiency, δ and ν are the maximum per capita respiration rates for phytoplankton and zooplankton, respectively, µ is the zooplankton mortality rate (which can also take into account the effect of animals from higher trophic levels who feed on zooplankton [45, 46] ), β is the maximum predation rate and h, c 2 and c 3 are half saturation constants of the Monod-type kinetics. Other parameters have the same meaning as above. Due to their biological meaning, all parameters are nonnegative. Note that in the special 'zooplankton-free' case where v(t) ≡ 0, Equations (26)- (28) coincide with Models 6 and 7 from Section 2.
There are some generic biological arguments suggesting that the zooplankton feeding efficiency should depend on the availability of oxygen, and this dependence should be of a sigmoidal shape, i.e., being approximately constant for the oxygen concentrations above a certain threshold, but promptly decaying to zero for the concentration below the threshold [22, 47, 48] . Correspondingly, we consider it as follows:
where η is thus the maximum zooplankton feeding efficiency achieved in the high-oxygen limit and c 4 is the half saturation constant.
Equations (26)- (28) are complemented with the initial conditions:
where c 0 , u 0 and v 0 are nonnegative constants with obvious meaning.
Equations (26) and (28) are known to have at most four steady states [17] . The trivial equilibrium (0, 0, 0) always exists and is stable. Depending on the parameter values, there may be two semi-trivial zooplankton-free states, (c i , u i , 0), where i = 1, 2. One of them, say, (c 1 , u 1 , 0), is a saddle (hence unstable), and the other one, (c 2 , u 2 , 0), can be either stable or unstable. Under some constraints on the parameter values, there also exists the positive "coexistence" steady state (c 3 , u 3 , v 3 ), which also can be either stable or unstable [17] . In the case where the coexistence state is unstable, it can be surrounded by a stable limit cycle, so that in that parameter range, the system shows sustainable oscillations. The non-trivial positive and boundary (zooplankton-free) steady states and/or the limit cycle only exist for some intermediate values of A; thus, the sustainable dynamics of the system not resulting in the extinction/depletion of all species only appears possible for values of A not too large and not too small; see [15] for details.
Effect of Environmental Stochasticity: Simulations
Equations (26) and (28) are known to predict a catastrophic response of the plankton-oxygen system to a sufficiently large change in parameters A or c 1 [17] . In case A and/or c 1 change with time, e.g., as a result of global warming, the plankton densities and oxygen concentration would first show a slow decrease that eventually turns into a fast decay to the extinction/depletion state [15, 17] . However, Equations (26) and (28) are deterministic: as long as the parameters and the initial conditions are known precisely, their solution gives the state of the system (c, u, v) at any given time t. This is not entirely realistic, in particular because the environment is never exactly stationary, which means that at least some of the parameters in Equations (26)- (28) may not be constant, but change with time. The environment often changes or fluctuates in a complicated manner, which is loosely referred to as the environmental stochasticity or environmental noise ( Figure 9 ). It is well known that the environmental stochasticity can affect the corresponding population dynamics significantly [49] ; in particular, under certain conditions, it may lead to species extinction [50, 51] .
As for any other species or ecological community, the oxygen-plankton system is affected by environmental noise of various origins, e.g., due to the inherent stochasticity of the weather conditions; see Figure 9 . Mathematically, the stochasticity can be taken into account in different ways [27, 52, 53] . Since our deterministic model is described by a system of ordinary differential equations, in order to account for the environmental stochasticity, we consider its generalization to become a system of stochastic differential equations where some of the parameters change randomly over the course of time. In this paper, we assume that the stochasticity only affects the oxygen production through parameter A and/or the phytoplankton growth through parameter c 1 by turning A and c 1 into random variables:
where A Q is the pre-change net oxygen production rate (i.e., before global warming started at t = 0), w A is the rate of change in the oxygen production as a response to global warming, A D is the noise intensity and ξ is a normally-distributed random variable with zero mean and unit variance. Parameters c 1Q , w C and c 1D have similar meaning. If A(t, ξ) < 0 (e.g. because of the normally-distributed random values ξ), then A(t, ξ) = 0; similarly for c 1 . Equations (31) therefore takes into account two different processes, i.e. the general trend (as given by the terms w A t and w C t) and the effect of environmental stochasticity (as given by the stochastic terms). Note that, generally speaking, w A = w C and A D = c 1D , which reflect the fact that the oxygen production rate and the phytoplankton growth rate may respond differently to the increase in the water temperature. Equations (26)- (29) with Equation (31) were studied by means of extensive numerical simulations. The numerical scheme was carefully checked and tested in order to avoid numerical artefacts. To reveal the effect of noise on the system's dynamics, we first consider a special case where the stochasticity only affects c 1 , but not A, so that A D = 0. Furthermore, we consider that there is now global change, i.e., w A = w C = 0. We choose the value of other parameters such as the system without noise exhibits periodic oscillations due to the limit cycle (see [15, 17] ), namely A = A Q = 2.02 and c 1Q = 0.7. Typical simulation results are shown in Figure 10 (obtained for the initial conditions c 0 = 0.18, u 0 = 0.2 and v 0 = 0.01). We readily observe that, due to the effect of noise, the solution becomes quasi-periodical rather than periodical. Note that, due to the randomness in c 1 , each simulation run is different: the apparently different solutions shown in Figure 10a ,b are obtained for exactly the same parameters and initial conditions.
Phytoplankton
The average amplitude of the oscillations appears to increase with an increase in the noise intensity. Figure 11 shows the zooplankton density (considered here as a proxy of the system state) averaged over ten simulation runs obtained for several different values of c 1D . Interestingly, the dependence of the average amplitude on c 1D is described very well by a cubic polynomial; see the black dashed curve in Figure 11 .
The effect of noise on the system's dynamics is seen particularly well for the parameter values close to the boundary of the system's sustainability range (cf. the end of Section 3). One example is shown in Figure 12 (obtained in the zooplankton-free case, v 0 = 0, for parameters A Q = 0.94, A D = 0.3, w A = 2 · 10 −5 , c 1Q = 0.75, c 1D = 0.1, w C = 10 −6 and the initial conditions c 0 = 0.18, u 0 = 0.2). We first notice that the generic prediction of the deterministic Equations (26)- (28) remains valid: over the course of time, a gradual decrease in the oxygen concentration and plankton density changes to a fast decay resulting in the extinction/depletion catastrophe. Figure 12a ,b shows two simulation runs performed for exactly the same parameters and initial conditions; hence, any difference is attributed to the inherent stochasticity of the system. In the case shown in Figure 12a , the average values of the oxygen concentration and the phytoplankton density decrease slowly up to t ≈ 1400 when this slow dynamics changes to a fast decay, resulting in the plankton extinction and oxygen depletion at t ≈ 1500. In the case shown in Figure 12b , the dynamics exhibits similar features, but the timing is different; in particular, the extinction/depletion occurs at t ≈ 1350. Figure 10 . The black dashed line shows the best-fit of the data by a cubic polynomial, y = −0.12x 3 + 8.3x 2 − 0.0087x + 0.015.
Since the effect of noise is apparent, a question arises as to how the dynamics may differ for different intensities of noise. This question was addressed by means of numerical simulations having varied the intensity of noise c 1D and keeping other parameters the same as in Figure 12 . The black circles in Figure 13 show the average extinction time (averaged over ten simulation runs) obtained for several values of c 1D in the zooplankton-free system. It is readily seen that the extinction time increases approximately linearly. In order to reveal the effect of zooplankton, simulations were also performed with the initial zooplankton density v 0 = 0.01, other initial conditions and parameters being the same as in Figure 12 . The average extinction time thus obtained in the full three-component system is shown in Figure 13 by red circles. We therefore observe that in the presence of zooplankton, the extinction time slightly decreases, but altogether, zooplankton have a relatively small effect. This is perhaps not surprising given that, for these parameter values, in the system without noise the zooplankton are not viable as the positive steady state does not exist [17] , so that the system quickly converges to the zooplankton-free boundary state (c 2 , u 2 , 0). An interesting question is what could be the interplay between the rate of decrease in the oxygen production rate w A and the relevant noise intensity quantified by A D . Let us consider parameter values to be sufficiently close to the boundary of the parameter range where the dynamics is sustainable in the absence of noise, i.e., the system is close to the extinction/depletion disaster. In case A is close to its upper critical value, a decrease in A obviously takes the system away from the catastrophic transition. However, the stochastic fluctuations, especially if the noise intensity is sufficiently large, can yet randomly push the system out of the safe range. One can therefore expect that the outcome of the system's dynamics (extinction or persistence) is essentially random and will differ between different realizations of the process, i.e., between different simulation runs.
This intuitive expectation is confirmed by simulations. Figure 14 shows the oxygen concentration and the plankton densities versus time obtained for c 1 = 0.7, A Q = 2.0965 (this value of A Q being very close to the upper boundary of the safe parameter range), A D = 0.3 and w A = 0.7 · 10 −6 . Panels (a) and (b) correspond to different simulation runs performed for exactly the same values of the parameters and initial conditions. It is readily seen that, whilst for the simulation run shown in Figure 14a , the system quickly converges to the extinction/depletion state, for the run shown in Figure 14b , the system's dynamics is sustainable (exhibiting a decay in the zooplankton density, but keeping safe numbers for oxygen and phytoplankton), at least over the given time interval. The outcome of stochastic dynamics can be quantified by the probability of different events. In order to achieve this, for every point in a grid of parameter values w A and A D , we performed fifty simulation runs and counted the probability of extinction (e.g., a probability of 2% means that the extinction was observed only once). The results are shown in Figure 15 . It is therefore readily seen that the probability of oxygen depletion shows a clear tendency to increase with a decrease in w A and with an increase in A D , i.e., from the right bottom corner to the left top corner. Although this dependence on the rate of change w A may look somewhat counterintuitive at first sight, a heuristic explanation is straightforward: the slower the change, the longer the system stays in the vicinity of the critical value of A before being taken sufficiently far away, and hence, the higher is the probability that the noise pushes the system to catastrophe. 
Discussion and Concluding Remarks
Understanding the consequences of global climate change is a highly important issue. A variety of adverse effects have been identified [3] ; however, because of the scale and complexity of the phenomenon, the list of potential problems is unlikely to be complete, and more research is needed to make mankind better informed about the arguably worst danger that it has ever faced. It has been shown that global warming can lead to a significant reduction in the amount of oxygen stocked in the ocean [6] , in particular by reducing the oxygen solvability and slowing down the ocean upturning and mixing [7] . If this happens, it could have a devastating effect on marine life [8] . More recently, it has been shown that the effect of warming on the total oxygen budget in the ocean can be even worse, as a sufficiently large increase in the water temperature can disrupt the net oxygen production by phytoplankton's photosynthesis [15, 17] . Should the oxygen production stop (and insights from a relevant empirical study suggest that it may happen if the temperature increases by 5-6 • C [13] ), the global ocean would experience a regime shift to eventually become anoxic. Moreover, since the oxygen produced in the ocean adds up to more than one half of the total atmospheric budget [14] , such global ocean anoxia or "panoxia" would likely lead to a depletion of atmospheric oxygen as well.
In studies aiming to understand the consequences of global warming, mathematical modelling has long been used as a powerful research tool [2, [54] [55] [56] . Models of climate dynamics are usually very complicated [39] (but see [57] ): indeed, a predictive model should account for many factors and processes occurring in the environment. In contrast, our model is very simple; however, it is by no means just a mathematical toy. It has been shown in [15] that the three-component oxygen-phyto-zooplankton model given by Equations (26)- (28) provides an upper bound for a class of much more complicated (and much more realistic) food web-type marine ecosystem models. This means that, whenever the plankton extinction/oxygen depletion happens in the simple model (26)- (28) , it necessarily happens in the more realistic model (Figure 16 ). Therefore, although Equations (26)- (28) do not have the power to predict the details of the ecosystem dynamics, they do have the power to predict the possibility of an extreme event such as a global oxygen crisis due to the disruption in the oxygen production. Moreover, using the same mathematical technique (called the comparison principle for differential equations; see [15] for details), it is readily seen that the extremely simple model given by Equations (1) and (2) actually provides a further upper bound limiting the solutions of the three-component model Equations (26)- (28); see Figure 16 .
Prediction of a realistic model
Prediction of the O2-phytozooplankton model (26) (27) (28) Prediction of the oxygenphytoplankton model (1) (2) Time Oxygen concentration Figure 16 . Sketch explaining the relation between the conceptual Equations (1) and (2) (dashed blue curve) and Equations (26)- (28) (solid red curve) and a hypothetical multi-component 'realistic' model (black curve).
In this paper, we have shown that the oxygen catastrophe predicted by the baseline oxygen-phytoplankton model (Equations (1) and (2)) is robust to the details of the parametrization of the system feedbacks, which points out that the prediction is robust to the specifics of a given ecological situation. Whenever the oxygen production rate falls below a certain critical value, sustainable dynamics becomes impossible, and the system experiences a free fall to the extinction/depletion state. Interestingly and rather counter-intuitively, in the somewhat more realistic three-component system Equations (26)-(28), a similar change happens in the case that the oxygen production rate becomes too high [15, 17] . Here, we showed that the latter remains true in the somewhat more realistic system given by Equations (26)- (28) with Equation (31) that takes into account the environmental stochasticity (see Figures 14 and 15) .
Apparently, our study leaves many open questions. Arguably, the main question is whether the predicted global anoxia due to plankton photosynthesis disruption can actually happen in reality. Even though our study clearly indicates it (and the relation of our simple models to more realistic models is explained above), this indication should be verified by empirical studies before it can become a firmly-established scientific fact. Whilst investigation into this issue through field and/or laboratory experiments is likely to be technically challenging and hence will take a long time to accomplish, there is an alternative way to link our findings to the real-world dynamics by checking the available palaeontological records [58] : indeed, whatever bio-geophysical event may happen in the future, there is a possibility that it has already happened in the past over the millions of years of Earth's history. There have been many mass extinction events in the past when more than one half of the total Earth biota disappeared [59] . Mass extinction is a complex event and hence is likely to be a result of the joint effect of different factors, yet the existence of a single, universal physical mechanism responsible for this phenomenon is thought to be plausible [60] . A global anoxia or "panoxia" is believed to be a possibility [61, 62] . It is indeed well known that oxygen has played a very important role in palaeoecology and biological evolution [63] . In particular, the geological records show that several of the mass mortality events coincided with a significant decrease in the oxygen level [61, 63] . Moreover, it has been proven that some of the mass extinction events were preceded by a considerable increase in the average Earth temperature (by several degrees or even more [64] ). The decrease in the global oxygen budget is thought to be a result of a global ocean deoxygenation, but whether it happened largely because of the temperature effects on the ocean ventilation and mixing (cf. [7] ) or was a combined effect of some other factors remains unclear. Here, we argue that slowing down the ocean mixing and/or decreasing oxygen solvability are unlikely to have a prolonged effect as long as the rate of oxygen production is maintained. Instead, we hypothesize that, at least in some of the cases, the mass extinctions in the past might have resulted from the mechanism that we investigated here (see also [15, 17] ), i.e., due to the disruption of phytoplankton photosynthesis.
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