Learning is a level-progressing process. In any field of study, one must master basic concepts to understand more complex ones. Thus, it is important that during the learning process, that learners are presented and challenged with knowledge which they are able to comprehend (not a level below, not a level too high). In this work we focus on language learners. By gradually improving (complicating) texts, readers are challenged to learn new vocabulary. To achieve such goals, in this paper we propose and evaluate the 'complicator' that translates given sentences to a chosen level of higher degree of difficult. The 'complicator' is based on natural language processing and information retrieval approaches that perform lexical replacements. We evaluate our methods with an expert-tailored dataset of children books and 30 native English speakers who participated in our user study. Results show that our tool can be of great utility for language learners who are looking for improving vocabulary.
Introduction
Reading is a fundamental activity for all areas of knowledge. The practice of reading, strongly linked to the learning process, starts in the early school years and remains throughout life. Although, it requires mastery of certain techniques, reading is not a technical competence, but a process that begins in the relationship between the reader and text and continues by making sense of the text and promoting the development of new ideas influenced by prior background. For instance, reading helps develop vocabulary and in various forms of written and oral expressions. Thus, reading precedes writing being the main provider of basic elements for the production of texts.
A text ends up from the reading and the meaning that the reader gives to the text from his understanding and the associations made, which is shaped by the reader's prior knowledge and experiences. In this manner, it is possible to consider reading as a dialogic attitude in which the reader triggers threads of thoughts from a set of relationships with the text.
Due to efforts to reduce the cognitive overload of reading activities, we often seek to develop activities that involve the simplification of texts, i.e., simplification of text preserving its original meaning [11] . Conversely, little has been explored about the possibilities of the text sophistication can make towards developing vocabulary. The introduction of words that are unusual for an individual or a group is an opportunity to expand their vocabulary knowledge. This can be achieved by transforming a text with simple vocabulary, read and discussed beforehand, into a more sophisticated terminology focusing on an individual or group.
The language develops in experiences influenced by sociocultural surroundings. If, by different factors, this environment offers limited opportunities, the vocabulary of this group will be restricted and phrasal structures will be simple. Previous studies show that the language development of children is related to the sociocultural environment and that school interventions in early childhood education can minimize the differences between these children and those included in a privileged sociocultural with a greater range of opportunities. Thus, it imposes a natural limit to the expansion of vocabulary. However, reading nurtures new experiences and opportunities that contribute in the process of acquisition of vocabulary and language development. This trend, coordinated with other activities, allows the acquisition, expansion, and formation of a more complex vocabulary, which contributes to learning any language, native or not.
For instance, particularly, communication is undeniably relevant in social relations amongst the groups that individuals attend. The vocabulary of a group gives the individual a sense of belonging and the sociocultural migration that education can provide is often barred or at least hampered by the limitations of the acquisition of new vocabulary. We do not consider that the expressions that are part of the sociocultural environment of origin should be overlooked, but they could be added to allow the expansion of types of communication and other sociocultural contexts. Another possibility is the need for development from the vocabulary for a satisfactory communication. In the classroom, teaching vocabulary often is overlooked, although it is of well-known its importance for learners of foreign languages to express their ideas clearly. Thus, new learning strategies are needed for learning vocabulary and development of autonomy.
In this paper, we introduce the 'complicator', a method that construes given sentences into a more sophisticated vocabulary. As hereby mentioned, the rationale behind the method is that one can learn (improve the vocabulary) by reading sentences that contains new and infrequent vocabulary. The method is divided into 4 main steps: (i) part-of-speech (POS) tagging; (ii) synonym probing; (iii) context frequency-based lexical replacement; and (iv) sentence checker.
Background
Our work takes into consideration a sample of stories created within the european project TERENCE 1 . In this section, we highlight excerpts from outcomes of TER-ENCE [1] which are indispensable to understand the used dataset and the implications of our work. The goal of the TERENCE project is to develop an adaptive learning system to help a specific target group of children (i.e. poor comprehenders, both deaf and hearing) in better understanding written stories. These types of users may have problems in understanding a written text due to the lack of linguistic knowledge, or to the lack of cognitive skills, such as, for example, the ability to use their prior knowledge to make appropriate inferences while reading the text [2] . For this reason, to address the reader's need and improve the readability and the understandability of texts, the TER-ENCE system provides various texts simplified both at a linguistic and/or cognitive level. In the present study, we concentrate on the linguistic level.
TERENCE stories repository
The TERENCE repository includes stories for young children (from 7 to 11 years old) written in English and in Italian and collected into books. Since the goal is to create a system that helps improving children text comprehension, the material has been carefully prepared by experts and therapists who provided guidelines describing specific requirements for the stories. Psychologists, pedagogues and therapists were involved in the outline of such guidelines which were provided to professional story writers who produced the stories for TERENCE. 22 original stories have been written by three English writers and then translated into Italian. 10 original stories have been written by an Italian writer and then translated into English. A total of 32 original stories were collected into books respectively for children from 7 to 9, and from 9 to 11 years old. Each original story has been successively simplified along three descending levels of difficulty according to the TERENCE simplification system which is the product of an interdisciplinary work between linguists and cognitive psychologists [1] .
TERENCE simplification system
A text can be simplified at a linguistic or at a cognitive level. At a linguistic level, a text can be modified by replacing less frequent words and complex syntactic constructions with simpler words and sentences, or by increasing textual cohesion (e.g. via semantic and lexical co-reference). At a cognitive level, the text can be simplified by making explicit some implicit information that the reader would need to infer in order to be able to build a coherent mental representation of the text content, or by providing the reader with the background knowledge which is essential to comprehend the events and facts represented. The TERENCE simplification system involves modifications both at a linguistic level, related to the sum of linguistic features of individual words or sentences in the text, a well as at a cognitive level with modifications more related to coherence and to the relationship between the elements in the text. This implies the revision of texts at local level, by increasing the connection between sentences, arranging sentences so that old information precedes new information, and by making explicit important implicit information. The 32 original stories have been re-worked and simplified by the TERENCE experts along three descending levels of difficulty, starting from simplifications on global coherence, then on local coherence, and ending with lexical-grammatical simplifications. The number of changes to the texts reflects this graduation, so that texts at Level 3 are the closest to the original, and texts at Level 1 the most distant. The various text levels are ordered according to their grade of difficulty, from 1 (the easiest) to 4 (the most difficult) [1] . In greater detail: -Level 4. Is the original story provided by the professional writer, not simplified. -Level 3. Global coherence. In the third level of simplification the global coherence of the original story is increased, making explicit the information necessary to understand the general meaning of the story, the sequence of events, their location or moral. The story at level 3 requires the poor reader to make fewer inferences at the global level. -Level 2: Local coherence: the text, simplified at the global level, is further simplified at the local level, to increase the logical connection between sentences, improve cohesion and make local reference to objects, places or characters less ambiguous. The goal of these simplifications is to reduce the need of inferences at the local level. -Level 1: Lexicon-grammar. In the easiest level, the text previously simplified at global and local level, is further simplified in its lexicon and grammar, by using more common and concrete words, reducing idiomatic or metaphoric expressions, simplifying syntactically complex sentences.
These simplifications can be necessary for those children who may find major difficulties also at the word and sentence level (i.e. deaf children).
The story simplification process step by step
The process implemented in TERENCE for the production of four different versions of each story, plus their translation into another language (either from English to Italian, or from Italian to English), is quite complex, and involved a team of three experts: two psycholinguists specialized on poor comprehenders' issues, and a linguist. Below the various steps of the process are sketched, assuming that the original story is written in English [1] .
-An English author writes a story.
-Each story is read by the two psycholinguists, who can ask the author to do a few modifications, if needed. Requests for modification usually concern the global coherence level, and can be of two types: (a) requests to clarify passages that may pose comprehension problems even at Level 4, or that make simplification at the lower levels harder, or impossible; (b) requests to make certain information implicit, so as to challenge the inferential ability of readers at Level 4. -The author is asked to specify what global level inferences s/he meant the reader to make during the reading of the story. This will help the psycholinguist who takes care of simplification at Level 3 (global coherence). -The original text produced and, possibly revised, by the author becomes Level 4 of the story. -The first psycholinguist produces a first simplification of the story (Level 3) by making explicit propositional information that the reader should otherwise infer. Information made explicit concerns mostly: background world knowledge, motivations for characters' behaviour, contextual information. -The second psycholinguist revises Level 3, and starting from the revised version of Level 3, produces a new version of the story simplified at the level of local coherence (Level 2).
-The linguist revises Level 2, and starting from the revised version of Level 2, produces a new version of the story simplified at the level of vocabulary and syntax (Level 1). After the linguist's intervention the three simplified stories are passed back to the psycholinguists, who can make proposals for further revisions on any of the simplification levels. The revision cycle goes on until all three experts agree on a version for the three levels. Note that, final decisions about language specific usage are always taken by a native speaker of the original story language. -The four versions of the story are then passed to a translator who translates all of them into Italian. -Italian native speakers revise the translations, possibly modifying them so as to meet the requirements for the various simplification levels adopted for English.
Interventions by the experts may concern: use of pronouns, vocabulary familiarity level; syntactic complexity.
Further remarks
Current systems of text simplification offer a unique level of text simplification. Simplification is normally achieved by replacing less frequent words with more frequent and less sophisticated words and by rewriting sentences. Constructions that are typically simplified in texts for children are passive voice, relative clauses, if-clauses [6] . In addition, when texts are for language-impaired readers conjunctions and anaphora can be also removed [4] . This simplification, which is normally automatic and systematic, may result in longer and more fragmented texts, where longer sentences are replaced by multiple shorter sentences. Past research has shown that these texts are not necessarily easier to read [15] . Reading comprehension research has also shown that the understandability of a text is more related to coherence and to the relationship between the elements of the text than simply to the sum of linguistic features of individual words or sentences in the text [7, 9] . TERENCE simplification starts from improving text coherence. The process of text simplification in TERENCE tries then to preserve as much as possible the linguistic and textual structure of the authentic story. Indeed, also children who struggle with reading need to read texts with sufficiently challenging vocabulary and syntax in order to improve their language and reading skills.
Vocabulary
Text simplification in TERENCE starts with texts that are at a reasonably appropriate/challenging level of vocabulary for the target age group (Level 4). The vocabulary is left unchanged at Levels 3 and 2, and is simplified only at Level 1. Grammatical skills (ability to process and understand sentence structure) appear to be less important than vocabulary for reading comprehension [3, 12, 13] . Thus, again, no modifications to grammar are made at Levels 4, 3 or 2 of the stories. Level 3 and Level 2 stories are aimed to help readers establish meaningful connections between the parts of a text and between the information in the text and the reader's prior knowledge. This is achieved by making more explicit some relations between the information in the text and the reader's world knowledge, but no modifications at the word or sentence level are made, so that the texts preserve as much as possible their original linguistic and textual structure. Level 1 is aimed to help the poorest readers, who can also experience difficulties in understanding single words and sentences. However, also at this level, changes are minimized, and some of the challenges of the authentic text are maintained.
Level 1: Lexicon and syntax
Instructions for the lexical and syntactic simplification can be summarized with the following steps. Substitute unfamiliar lexical units with more common items. Avoid idiomatic and metaphorical language. Avoid too long and/or too complex sentences. Avoid unusual syntactic constructions. Order clauses linked by temporal relations so that the order of the clauses parallels the order of the events.
Two examples are given below, illustrating how the above instructions have been implemented.
In Example 1, a long and detailed action description (to wipe a layer of dust off something), is substituted with a simpler, less specific, but more familiar word (to clean). Global inferential difficulties are usually solved at Level 3, however there may still be inferential difficulties related to the lexical level. In Example 2, the sentence cannot be simplified by just using more familiar synonyms. Any attempt to paraphrase the meaning of the phrase hadn't finished the lunchtime orders would end up in a lengthy and possibly unclear description. For this reason the sentence has been substituted with another sentence that is implied by the original one (and is conceptually simpler). 
Exploiting TERENCE Stories for Improving Vocabulary
In the present study, we considered only the English version of the TERENCE stories, namely three books including a total of 16 English stories provided for children 7 to 9 years old and two books including additional 16 stories for children aging from 9 to 11. Each story is provided in four versions with different difficulty levels to allow adaptability of the story to the learner's needs, so 128 different texts were available for the current study. Basically, the 'complicator' performs a lexical replacement in the stories that would help to expand the students' vocabulary. TERENCE developed several stories in different cognition levels. We can assume that each level would lead us to create a specific dictionary for a given audience. Moreover, TERENCE goal was to 'simplify' stories, our goal now is to do the opposite. For instance, for all 'original' stories for children between 7 and 9 years old, we would create a dictionary for this target audience that contains all the words contained in all these stories. In the same way, we create a vocabulary for children between 9 and 11 y.o. Instead of using the same stories in different levels, we would adapt the stories using a more sophisticated vocabulary. Thus, before reading a story for children between 9 and 11 y.o, a 8 y.o. student would read the same story that he read when he was 7 y.o., but with a new vocabulary (more sophisticated). For instance, imagine that he already knows the word 'So', but now he must get to know the word 'thus'. Thus, we just replace them, since they are synonyms and this would help him to understand and make a proper use of the word. The same is valid for foreign language learners. It does not need to be children.
In total we generated four distinct dictionaries namely, (i) Age 7-9 Level 1, (ii) Age 7-9 Level 4, (iii) Age 9-11 Level 1 and (iv) Age 9-11 Level 4. Thus, we consider the difference between ages 7-9 to 9-11 and the difference between levels 1-4 (where level 4 represents the original story and level 1 contains the lexicon simplified version of it. By exploiting TERENCE stories, which were carefully edited by experts, we can effectively analyze, evaluate our methods and further, validate the potential vocabulary gain. Table 1 exposes the statistics of the dictionaries.
Problem Definition
Briefly, we define a sentence as a list of words O =< w 1 , w 2 , ..., w l >; we say that w i occurs in O. We also consider a function S that assigns a set synonyms S (w i ) to each word w i , and a part-of-speech tagging function p that assigns a part-of-speech tag, or briefly a POS, p(u) to each word or synonym u; the function p is such that p(w i ) = p(u i j ), for each word w i and each synonym u i j in S (w i ).
Since all synonyms of a word have the same POS as the word, the set of synonyms is filtered by sense through a word sense disambiguation step. Thus, we introduce a function δ sense that assigns a word sense δ sense (w i , O) to each word w i that occurs in a sentence O. We extend δ sense to the synonyms of a word w i so that δ sense (w i , O) = δ sense (u i j , O), for each synonym u i j in S (w i ). The resulting simplified sentence R is synthesized using a more sophisticated word in a given context. Finally, our approach iteratively validates the lexical replacements comparing the popularity of a subset {w i , . . . , w i+n } of n consecutive words of R, starting on the i th word, to a subset {r i , . . . , r i+n } of n consecutive words of O, also starting on the i th word, where i + n ≤ |O|, and |R| = |O|. The popularity function φ popularity assigns the number of occurrences of a subset of words in a given context. Intuitively, we consider a subset of size n that runs over the lists of words O and R, such as a sliding window algorithm. The sliding window checks if φ popularity ({w i , . . . , w i+n }) < φ popularity ({r i , . . . , r i+n }). The sets of words that are less popular in O than in R are replaced by the original one, since they are considered more sophisticated than the candidate replacements. Note that in the case that φ popularity ({r i , . . . , r i+n }) = 0, the original set of words is always kept, since the new sentence construction is never found in the given context. The reasons for using the original sentence follows the assumption that if no sets of words are found in a given context, then it may be out of the scope for the target audience or the new formulation of the sentence is incorrect.
Method
In this section, we present our method for improdeveloping sentences' vocabulary depicted in Figure 1 . The method is divided into 4 main steps: (i) part-of-speech (POS) tagging; (ii) synonym probing; (iii) context frequency-based lexical replacement; and (iv) sentence checker.
Part-of-speech tagging
POS tagging is a fundamental step for the task of sentence simplification. Since a word can have multiple POSs, determining the correct POS helps us find the most suitable synonyms for a given word in a particular context. For instance, the word 'love' can be tagged as a noun or a verb, and the word 'narrative' can be tagged as a noun or an adjective (as in 'narrative poetry') in a given context. Thus, depending on the context, we will determine the right POS tagging for a word.
Let a sentence O be represented by the list of words <'I','read','a','love','story'>, then the function p( love ) returns the POS tag noun. In this context, 'love' is a noun acting as an adjective that describes the type of the narrative, which is also a noun.
Hence, with the lexical information, we prevent replacement of words that belong to different lexical categories. In the example above, the noun 'love' must not be replaced by a verb, because it would lead to (a) a grammatical flaw or (b) a different sense of a word. We will approach (b) in the next steps. Thus, although 'enjoy' might be a synonym for 'love', the word 'enjoy' is a potential synonym of the verb 'love', while 'passion' would be a potential synonym of the noun 'love'.
In order to recognize the lexical items and prevent grammatical flaws, we used a state-of-art tool, Stanford Log-linear Part-Of-Speech Tagger [14] . This tool is based on the Penn Treebank Tagset [8] , which describes 36 POS taggers. Our work focuses on 3 groups (adjectives, nouns and adverbs) that cover 10 types of tags in the Penn tagset 2 . Thus, given any sentence as input, the first step is responsible for annotating and outputting the POS-tagged sentence.
Synonym probing
In this step, we identify synonyms of given nouns, adverbs and adjectives of a sentence. After processing a sentence to be enhanced (Section 4.1), a set of synonyms S (w i ) is assigned for each word w i according to its part-of-speech. Thus, for each synonym u i j in S (w i ), p(w i ) = p(u i j ).
Following the example in the Section 4.1, a set of synonyms for 'love' could be 'passion', 'beloved' or 'dear', while for 'story' could be 'narrative', 'narration' or 'tale'.
However, inspecting the set of synonyms found for 'love', it is clear that a random substitution of a word for a synonym might change the sense of the sentence. Thus, to express similar or equivalent meaning of a word w i in a sentence O, the set of synonyms S (w i ) retrieved from a thesaurus is filtered by sense, δ sense (w i , O) = δ sense (u i j , O).
Navigli and Ponzetto [10] developed the Babelnet API 3 , which uses WordNet 4 to identify the sense of a word in a certain context.
WordNet is the biggest lexical database in English, where a word (adjectives, adverbs, nouns or verbs) is grouped with other words that denote the same concept (also known as synsets -sets of cognitive synonyms). Thus, through Babelnet API, for each word in a sentence, a semantic graph is generated. Exploiting the word relations in this graph, we determine the right synset for a word and the correct contextualized synonyms. Finally, the set of synonyms is filtered and this step outputs the word and its synonyms in a specific context.
In addition, we used a thesaurus database 5 . Note that this thesaurus does not provide the sense of each word. Thus, in this case, we only matched the lexical categories, p(w i ) = p(u i j ), i.e., noun to noun, adverbs to adverbs and so on.
Context frequency-based lexical replacement
After the set of synonyms is retrieved and filtered by sense, the next step aims at identifying the synonym for a word that best fits in a determined context. Thus, we need to identify which lexical replacement is the best choice to maximize the understandability of the input sentence. For this, we rely on the assumption that the most frequently occurring word in a controlled vocabulary (extracted from a specific domain) is of tacit knowledge. From now on, we call this assumption word popularity.
For instance, in our previous example, 'passion' is the only synonym found for the noun 'love', while 'narrative', 'tale' amongst others, are synonyms for 'story'. As the word popularity of 'love' is greater than 'passion', thus the word 'love' is replaced. The same happens for the second case where the word popularity of 'story' is greater than 'narrative'. Thus, the resulting replacement would be 'passion narrative'.
We can focus on a specific domain to improve a sentence according to a target audience. Given a controlled vocabulary, our method is able to select the most suitable words that match a context level. To illustrate this, we describe two contexts: (1) children's literature context, and (2) search engine knowledge context.
Children's literature context The goal of using children's literature is to simplify the sentences to a level that they become understandable to young kids. Thus, to build this context, we used TERENCE's dataset described in Section 2. We extracted in total four different context levels. As a result, we are able to detect which of the synonyms belongs to a specific context level. As an example, in our dataset the same story at level (i) Age 7-9 Level 1 and at level (ii) Age 7-9 Level 4, has a replacement of the word 'planet' with 'asteroid' (synonyms).
Search engine knowledge context Search engines crawl content available on the Web. Hence, they have an inherent knowledge that can be exploited to obtain the occurence degree of words used in a given language. Given the fact that Web pages are generated by humans, results of search engines implicitly represent the common sense.
We used this information to help in the task of finding not so popular words. Given a set of candidate synonyms, we query them using a search engine to retrieve the number of pages that contains each word. The higher the number of Web pages containing a given word, the more popular it is and the higher is the probability of a person to know it. As our goal is to find new vocabulary, we are not looking for the most popular word, but for the next in line in the popularity ranking, which we assume to be a more sophisticated word.
Our method uses the Yahoo API 6 to retrieve the number of pages that contains a word.
Sentence checker
Following the same strategy of Section 4.3, we use the search engine knowledge to check if a given sentence occurs on a high scale on the Web. The main goal of this step is to validate the new sentence structure.
Although a synonym may be more fancy than another, it may happen that it is not used in the context of a sentence. Thus, given the output of the previous step, we once again query the search engine with split sentences in order to identify common arrangement.
We extend the assumption of word popularity to n-gram popularity, where n is at most the total number of words in a sentence. If n is lower than the number of words in a sentence, the algorithm to validate the lexical replacements works as a sliding window algorithm.
Given O=< w 1 , w 2 , ..., w l >, S =< s 1 , s 2 , ..., s l > and R=< r 1 , r 2 , ..., r l >, where O represents the original sentence, s i represents the most popular synonyms of each word w i in O, and R is the resulting simplified sentence for i − 1, . . . , l, and thus, the lexical replacements made during the complication process are checked according to the search engine knowledge. We query a set of words in O and R and keep the most popular set of words. The set of words are queried as a sliding window algorithm, where, once the size n of the window is set, each subset of words are selected to replace the original set of words in O.
Evaluation
Our evaluation aims at validating the methods with respect to preservation of the original meaning and its grammatical correctness. Focusing on the native English speaker, our main goal is to validate our complicating process regarding potential errors introduced by our method and if the texts preserve the original meaning. Thus, in this evaluation, we present to the participant a text retrieved from our dataset and its complicated form. The questionnaire for the native English speakers is:
1. Do the texts above have the same meaning? (yes/no) 2. Is the text free from grammar errors? (yes/no)
Dataset
As for the dataset, we used in total 1325 sentences pairs extracted from terence corpus (see section 2). For each book, we tokenized the sentences using the Stanford NLP tool to keep the sentence structure.
Evaluation setup
As described in Section 4, the complicator tool contains many parameters for each of which the settings must be specified. Here, we describe the parameters for setting the synonym source, the controlled vocabulary and the windows size of the sentence checker. Our goal is to provide a tool that can be adapted to a specific context. In this manner, the following 3 parameters must be defined: (1) synonym source, (2) controlled vocabulary and (3) windows size.
Synonym source This parameter is used to control the synonyms suggested for a given word. In our experiments we used WordNet and BigHugeLabs (described in 4.2).
Controlled vocabulary This parameter is used to customize the simplification to a target audience. Although the list of synonyms provides words with the same sense, a specific word might not be used by a target audience, thus the controlled vocabulary will assist in picking up the right synonym in a given context. We used four vocabularies, (i) Age 7-9 Level, (ii) Age 9-11 Level, (iii) Age 9-11 Level, described in Table 1 and (iv) Search Engine.
Window sizes This parameter defines the boundaries of a sentence. The set of words will be checked regarding its popularity, i.e., to prevent obscure and rare sentence formulations. We set the window size between 1 and 3.
Results
The questionnaire was answered by 30 native English speakers and covered all sentences in the dataset (original and complicated sentences). Table 2 presents the results of the evaluations with native English speakers. The column 'Complicated sentences' shows the percentage of sentences that were, to some extent, modified by the methods. The column 'Precision (same meaning)' shows the agreement of the evaluators regarding the sense similarity between the original and the simplified sentence; the column 'Precision (grammatically correct)' shows the rate of the sentences that were simplified and were free from grammatical errors.
The results are also discriminated regarding their different configuration settings which we vary the window size, the controlled vocabulary and the synonyms source. 
Discussions and Conclusions
The results show that strategies S 2 (Age 7-9 Level 4), S 6 (Age 9-11 Level 1) and S 21 (Search Engine) achieve the highest degree of lexical replacements. These are strongly related to the size of contextualized dictionary built for each level. The most important is the result in terms of precision, regarding meaning and grammatical correctness. For this case, we see that most of the values are above 60.0%. In fact, the overall precision of the complicator aggregating the variables (window size, vocabulary and synonym) is 66.75% for meaning and 64.76% for grammar. This rather high precision numbers supports the utility and applicability of our proposed method. Additionally, we believe that the complicator can significantly improve if it is used in combination with better synonyms sources. The freely online available sources used in these experiments are overwhelmed with out-of-context synonyms.
As aforementioned, the 'complicator' supports strategies for expanding vocabulary necessary to convey ideas in a different language, social contexts or environments that might require different language skills. However, in some cases, the synonymy presented may be suitable and, therefore, every word replaced must be evaluated by a user or group of users that will use the tool.
The dynamics generated by this substitution of words resembles the use of the dictionary and, it helps to expand the vocabulary and learn the different meanings of words and expressions. As studied by Krieger [5] , the use of the dictionary can be used for development at different levels of reading and textual production, therefore it plays a key role as a didactic method for expansion and improvement of knowledge of a lexicon language.
Therefore, we believe that similarly to the dictionary the 'complicator' is able to contribute as a didactic resource in the development of skills related to the domain of a language. However, it is worth noting that to achieve the stated objectives, it is essential that the use of the 'complicator' is accompanied by a teacher or someone who has prior knowledge of this tool and that recognizes its didactic potential.
Implications
The use of the 'complicator', held in conjunction with other activities, enhances the potential for assimilation of new words. For instance, the record of the new vocabulary presented by the 'complicator' accompanied by its meaning and within the context in which it emerged facilitate the association of the words and their subsequent use.
Activities focused on vocabulary acquisition must be gradually provided, taking into consideration teaching and learning conditions, in order to enhance learners' vocabulary and, hence, achieve the scope of the didactic purposes. Without the challenge of a new (more complicated) level, learning does not develop. Thus, 'complicating is needed.
We are aware that much must be studied to use the 'complicator' as a teaching resource and it is still necessary to prepare teachers and other users who may use it as a teaching resource. However, we believe that the work presented in this article is a step forward towards an automatic tool to support language learning.
