Abstract-Recently, robotic grasp detection (GD) and object detection (OD) with reasoning have been investigated using deep neural networks (DNNs). There have been works to combine these multi-tasks using separate networks so that robots can deal with situations of grasping specific target objects in the cluttered, stacked, complex piles of novel objects from a single RGB-D camera. We propose a single multi-task DNN that yields the information on GD, OD and relationship reasoning among objects with a simple post-processing. Our proposed methods yielded state-of-the-art performance with the accuracy of 98.6% and 74.2% and the computation speed of 33 and 62 frame per second on VMRD and Cornell datasets, respectively. Our methods also yielded 95.3% grasp success rate for single novel object grasping with a 4-axis robot arm and 86.7% grasp success rate in cluttered novel objects with a Baxter robot.
I. INTRODUCTION
Robot grasping of particular target objects in cluttered, stacked and complex piles of novel objects is a challenging open problem. Humans instantly identify / locate target objects and their nearby objects (object detection or OD), figure out location-wise relationship among objects (reasoning), and detect multiple grasps of the targets and their associated objects (grasp detection or GD). However, these tasks are still quite challenging for robots. Locating the targets and nearby objects in the piles of objects, reasoning their relationships and detecting multiple robotic grasps accurately and quickly are important multi-tasks for successful robotic grasping.
Deep learning based approaches have been actively investigated for robot grasp detection since the work of Lenz et al. [3] , [4] . Thanks to the Cornell robotic grasp detection open database [3] and the advance of deep learning techniques, there have been many works proposed [5] , [6] , [7] and current state-of-the-art GD accuracy on the Cornell dataset is up to 97.7% [8] . The Cornell dataset contains images with a single object and multiple grasp labels. Deep neural networks (DNNs) trained with this data generally yielded multiple grasps for a single object or multiple objects that are separately placed. Due to the capacity of DNNs, they often yielded good GD results for novel objects. However, these DNNs with the Cornell dataset do not seem general enough for the task of robotic grasping in the cluttered piles of objects. Moreover, it is especially challenging which object the robot has to grasp first in order not to damage other objects for cluttered or stacked objects or in order to efficiently grasp specific target objects. In other words, a Dongwon Park, Yonghyeok Seo, Dongju Shin and Se Young Chun are with School of Electrical and Computer Engineering, UNIST, Ulsan, Republic of Korea. Jaesik Choi is with Graduate School of Artificial Intelligence, KAIST, Daejeon, Republic of Korea.
1 Equal contribution. *Corresponding author: sychun@unist.ac.kr robot must know if an object is on another object in the piles of objects for successful grasping. Recently, Zhang et al. proposed multi-task convolution robotic grasping networks to address the problem of combining GD and OD with relationship reasoning in the piles of objects [1] . This method consists of several DNNs that are responsible for generating local feature maps, GD, OD and relationship reasoning separately. More specifically, features are extracted using ResNet-101 based region proposal network (RPN) and then are fed into three DNNs corresponding to three tasks: OD, GD and relationship prediction among objects to perform grasping considering relationships and orderings (reasoning). This approach allowed easy matching for reasoning and achieved high GD accuracy of 70.1% on the VMRD robot grasping dataset [9] with reasonable computation speed of 6.5 frame per second (FPS). However, this modular structure could be further optimized and improved for higher accuracy, faster computation speed and less DNNs for potentially reduced GPU memory usage.
In this paper, we propose a single multi-task DNN with a simple post-processing for OD with reasoning and GD (bottom left panel) computation speed (FPS) vs. prediction accuracy (mAP) for multi-task grasping detection of our method achieving state-of-the-art performance in both accuracy and speed and other previous works of (a) [1] , (b,c) [2] . on the piles of novel objects using the information from a single RGB-D camera. Our proposed methods extended YOLOv3 [10] , a state-of-the-art OD method, to dealing with multi-tasks of OD, GD and relationship reasoning, but maintained its simple single network structure. Ablation studies were performed to further optimize different components of our multi-task networks. Our methods yielded state-of-the-art multi-task GD performance (74.2%, 98.6%) on the VMRD and Cornell datasets, respectively, with realtime computation speed (30 and 62 FPS) for high-resolution images of 608 × 608 and 320 × 320 as illustrated in Fig. 1 . Our methods were also applied to real robotic grasping tasks with a 4 axis robot arm on single novel objects as well as a Baxter on multiple novel objects in various settings of piles (cluttered, stacking, invisible scenes) and yielded 95.3% grasp success rate for single novel object grasping and 86.7% grasp success rate in cluttered novel objects, respectively.
II. RELATED WORK
Pre-deep learning era. Data-driven GD for novel objects has been investigated extensively [11] . Saxena et al. proposed a machine learning (ML) based method to rank the best graspable location for all candidate image patches from different locations [12] . Jiang et al. proposed a 5D robotic grasp representation by using a ML method to rank the best graspable image patch whose representation includes orientation and gripper distance among all candidates [13] . Two-stage classification based approach. Lenz et al. proposed to use a sparse auto-encoder (SAE) to train the network to rank the best graspable candidate image patch from sliding window with RGB-D [3] , [4] . Wang et al. proposed a realtime classification based GD method using a stacked SAE for classification with efficient grasp candidates generation [14] . Mahler et al. proposed Dex-Net 2.0 with GQ-CNN that estimates grasps for parallel grippers from a single depth image trained with synthetic point-cloud data [15] . Single-stage regression based approach. Redmon et al. proposed a deep learning regressor GD method based on the AlexNet [16] with fast computation time [5] . When performing robotic grasp regression and object classification together, image-wise prediction accuracy was able to be improved without increasing computation time. Kumra et al. also proposed a real-time regression based GD method using ResNet [17] especially for RGB-D and this work yielded improved performance with fast computation time. Multibox based approach. Redmon et al. also proposed a multibox GD method (called MultiGrasp) by dividing the input image into S×S grid and applying regression based GD to each grid box [5] . This approach did not increase computation time but increased prediction accuracy for multiobject, multigrasp detection. Guo et al. proposed a hybrid multibox approach with visual and tactile information by classifying graspability, angles (θ), and by regressing locations and grasp width (w), height (h) [6] . Chu et al. proposed two-stage neural networks combining grasp region proposal network (RPN) and robotic GD network [7] . Zhou et al. proposed rotational anchor box and angle matching (angle classification + regression) to further improve prediction accuracy [8] . This method is currently state-of-the-art in GD on the Cornell dataset with computation time of 117ms per image (320×320). Note that the networks of Guo [6] , Chu [7] and Zhou [8] are based on faster-RCNN [18] . Hybrid approach. Asif et al. proposed GraspNet that predicts graspability and then estimates robotic grasp parameters based on high-resolution grasp probability map [19] . Depth vs color information. There are several works that use depth information only or color information only for GD. Johns et al. developed a method to estimate a grasp score (quality) from a single depth image [20] . Dex-Net 3.0 was proposed to estimate robotic grasps for suctions from a depth image (point cloud) trained with synthetic data [21] . There have been a couple of works to use depth images only for closed-loop grasping [22] , [23] . Morrison et al. demonstrated that using fast, lightweight neural network was important for grasping dynamic objects [23] . There also have been some works using color images only for GD. Since depth image is often quite noisy [24] , only RGB images have been used for learning 5D grasp representation from a color image [25] and for achieving almost state-of-the-art performance [8] . OD with GD. Zhang et al. proposed a VMRD grasping dataset with object detection and object relation and a Visual manipulation relationship network (VMRN) [9] . Based on SSD [26] , an OD method, VMRN extracted features and then predicted relationship of objects. Zhang et al. further developed multi-task robotic grasp networks for OD, GD and reasoning with VMRN [2] , [1] based on the GD work of Zhou [8] for grasping tasks in complex piles of objects.
III. PROPOSED METHODS

A. Problem description
Single object robot grasping A 5D robotic grasp representation is widely used for GD with a parallel gripper when a single 2D image (RGB or RGB-D) is used [13] , [4] . This representation is a vector of {x gd , y gd , θ gd , w gd , h gd } that consists of location (x gd , y gd ), orientation θ gd , gripper opening width w gd and parallel gripper plate size h gd .
Multi-task robot grasping
Grasping a specific target object in cluttered and stacking objects requires more than single object grasping information and needs additional information such as object class and relationship reasoning (see Fig. 1 ) for sequential grasp planning. We extended the previous 5D robotic grasp representation to including object class and stacking order among objects as follows:
{x gd , y gd , θ gd , w gd , h gd , cls gd , ord gd }.
B. Reparametrization of 15D representation
We propose a 15D representation for multi-task robot grasping problem to exploit a single multi-task DNN for OD, GD and reasoning altogether. The parameters for OD are {x od , y od , w od , h od , cls od , pr od } and the parameters for GD are {x gd , y gd , w gd , h gd , cls gd , pr gd , θ gd }. where pr od is a probability of an object existing and pr gd is a graspable probability. The parameters of reasoning are {cls f c , cls cc } for ordering objects (ord gd ). Father class (FC) and children class (CC) are labels under and over the predicted target object, respectively. FC and CC are predicted of each grid.
We propose the following reparametrization of OD and GD for robotic grasping in the piles of objects: instead of {x j , y j , θ gd , w j , h j , pr j }. x j , y j , w j , h j are properly normalized so that the size of each grid is 1 × 1. Lastly, the angle θ gd will be modeled as a discrete and continuous value instead of a continuous value. Anchor box: w, h in each cell. Anchor box approach has been used for OD [27] . Due to re-parametrization with anchor box, estimating w j , h j is converted into estimating t w j , t h j , which are related to the expected values of various sizes of w j , h j . Then, the best grasp representation among all anchor box candidates is selected for the final output. Thus, re-parametrization changes regression problem into regression + classification problem for w j , h j . Anchor box: orientation in each cell. While MultiGrasp took regression approach for θ gd [5] , Guo et al. converted regression problem of estimating θ gd into the classification for θ gd among finite number of angle candidates in {0, π/18, . . . , 17π/18} [6] . Zhang [28] proposed orientation anchor box so that the angle is determinded using classification as well as discrete anchor box rotations. Mean average precision (mAP) increased by 3% when using orientation anchor box (4 angles) over angle classification on the VMRD. Object class: cls in each cell. When objects are stacked in a complex way, it becomes a difficult task to match OD result (detection bounding box) with GD result without additional information such as object classes. For this task, object class is predicted for each of grasp detection box result so that our proposed model can yield grasping detection boxes, their grasping points and corresponding object classes. A softmax was selected for class activation function through our selfevaluation ablation study that will be reported shortly. FC and CC in each cell. For inter-object relationship, we propose to predict FC and CC along with other detection results. FC and CC are class labels under and over the target object, respectively. FC and CC consist of object class labels and no-class label. (t cls f c , t cls cc ) ∈ {class 1 , class 2 , ..., class none }. In our experiment, we observed that CC is more accurately estimated than FC. Thus, we only used CC for reasoning for the best possible results. 
C. Proposed FCNN with predictions across scales
Our proposed FCNN inherited pre-trained Darknet-53 of YOLOv3 for OD [10] and extended it for multi-task OD with reasoning and GD as illustrated in Fig. 2 . For our multitask predictions, we did not only adopted prediction across scales for OD using feature pyramid networks [29] , but also extended it for reasoning and GD.
On the low-resolution scale, three anchor boxes (w, OD with reasoning are performed across scales of ×1, ×2 and ×4 and GD are performed across scales of ×1 and ×2. Therefore, 9 anchor boxes are predicted with 4 bounding box offsets, object probability, object class (class number) and (class number+1)×2 reasoning classes (FC, CC) for OD with reasoning. In addition, 8 anchor boxes are predicted with 4 bounding box offsets, orientation, grasp probability and object class (class number) for GD. Fig. 3 illustrates the differences between the works of Zhang [1] , [2] and our proposed methods. Previous works generated necessary information for OD with reasoning and GD. Deep neural networks (N) generated local features or OD or GD or relationship among objects (FC, CC), respectively and sequentially. However, as shown in the work of Redmon [5] , dealing with GD and classification often improves the overall performance of GD. We propose a novel single network (N) to yield most information on OD and GD with simple reasoning post-processing (P) for building hierarchy among objects. For a generated global feature map including class information, bounding box information and FC / CC, reasoning post-processing can build index relationships using class information. Firstly, non-maximum suppression is applied to GD and OD to eliminate unnecessary detection results. Secondly, grouping of bounding boxes in OD and GD (bb od , bb gd ) is performed based on their class information (cls od , cls gd ). Then, the spatial information of bounding boxes are used for further grouping bounding box pairs for OD and GD based on the IOU (Intersection Over Union) as follows:
D. Reasoning post-processing: from class to index
Lastly, among GD candidates whose IOU exceeds a certain threshold, the best probability for GD is selected to obtain the final OD / GD bounding box pair. Similarly, we compare object classes with child classes already obtained in the model to get the relationships between them by matching boxes with IOU threshold. With this, we can make a object relation graph for robot grasping.
E. Loss function for multi-task GD, OD, reasoning
For the output vectors OD, GD and R of DNN and the ground truth (GT) OD gt , GD gt and R gt , we propose the follow loss function to train our single multi-task DNN: where x, y, w, h, z are functions of t x , t y , t w , t h , t z respectively, Ω is the grid cells where the object or grasping object are located. Since cls f c and cls cc are multi-classes, we used binary focal loss (BiFocLoss) [30] . Focal loss gamma is set to 2 and we set λ n = 100.
IV. EXPERIMENTAL EVALUATIONS
We evaluated our proposed methods on the VMRD dataset [1] , the Cornell dataset [3] , real robot grasping of single novel objects with a 4-axis robot arm and real multitask robot grasping of multiple novel objects in various scenes with a 7-axis Baxter robot. A RGB-D camera (Intel RealSense D435) was installed and used to have the fieldof-view including robot and workspace from the top.
A. Implementation details
Darknet-53 was also implemented used for the evaluations on the VMRD and for real multi-task robot grasping of multi objects. Darknet-19 was implemented and used for other evaluations. Either stochastic gradient descent (SGD) with momentum of 0.9 or Adam optimizer was used for training. Learning rate was 0.001 and mini batch size was set to 2. For self-evaluation to optimize the model, total epoch was 50. Once the model is optimized, total epoch was set to 100 with reducing learning rate by half every 30 epochs. Patch based training was performed with the sizes of 608 × 608 using data augmentation [1] . All algorithms were tested on the platform with a single GPU (NVIDIA GTX1080Ti),a single CPU (Intel i7-7700K 4.20GHz) and 32GB memory.
B. Evaluations on VMRD and Cornell datasets
We performed benchmarks using the Cornell dataset [3] , [4] as illustrated in Fig. 4b . This dataset consists of 855 images (RGB-D) of 240 different objects with GT labels of a few graspable / non-graspable rectangles. We cropped images with 360×360, but did not resize it to 224×224. Five-fold cross validation (CV) was performed and average prediction accuracy was reported for image-wise and object-wise splits. When the difference between the output orientation θ and the GT orientation θ gt is less than a certain threshold (e.g., 30
• ), then IOU that is larger than a certain threshold (e.g., 0.25, 0.3) will be considered as a successful grasp detection. The same metric for accuracy has been used in previous works [4] , [5] , [31] , [32] , [6] , [7] , [8] , [2] .
VMRD dataset was used to train our single multi-task network. VMRD consists of 4233 train data and 450 test data (RGB images) as illustrated in Fig. 4a . In this dataset, there are 2-5 objects stacked in each image and GT for OD with with class label & relationship index, GD with class label and FC / CC labels. There are 31 object classes. If the IOU for predicted OD and GT OD is larger than 0.5 and the best grasping point for that object meets the above Cornell evaluation metric, it is considered as success (mAP with grasp or mAPg) [1] . 
C. Evaluation of multi-tasks OD, GD, reasoning with Baxter
We evaluated our proposed methods using a Baxter with 7-axis arms (Rethink Robotics, Germany, see Fig. 4c ) for three different scenarios of cluttered scene, stacking scene and complex invisible stacking scene. In cluttered scene, it was recorded as success if the robot grasped the target in a single try. In stacking and invisible scenes, it was recorded as success if the robot removed objects over the target and then grasp the target. For the invisible scene with no target detected, the robot put away overlapping objects one by one until the target is found. Prediction was performed separately between all robot movements. All combinations of items, the target object and stacking orders are chosen randomly.
D. Evaluation of GD with 4-axis robot arm
We evaluated our proposed methods with a small 4-axis robot arm (Dobot Magician, Shenzhen YueJiang Tech, China) for novel object grasping. The following 8 novel objects (toothbrush, candy, earphone cap, cable, styrofoam bowl, L-wrench, nipper, pencil) were used for grasping tasks. If the robot gripper grasps an object and moves the object to another place, it is counted as success.
V. RESULTS
A. Simulation results on VMRD dataset
Table I summarizes our ablation study results on the VMRD multi-task robot grasp dataset. The method on the first row of Table I is an initial extension of YOLOv3 to multi-task robot grasping. Then, by changing activation function, scale, loss function and optimization algorithm, we nd row is the results of our proposed methods. Note that our method yielded correct reasoning result for "Stapler" while GT incorrectly describes it.
were able to optimize our single DNN for multi-task OD, GD and reasoning from 56.5% mAPg (mAP with grasp) to 69.2% mAPg. Note that focal loss is often used for predicting unbalanced object classes [30] . The VMRD dataset seems unbalanced since there are 2061 notebooks and 93 chargers. Focal Loss gives small weights to well-classified examples while gives large weights to some examples that are difficult to classify to focus on learning difficult examples. Fig. 5 illustrates qualitative results for generating multitask robotic grasps. Fig. 5(a) shows a two-level stacking case and its OD, GD and reasoning results of our proposed method (bottom row) and GT (top row). Fig. 5(b) shows another multi-stacking case of GT (top) and the output of our proposed method (bottom). Note that GT contains an error in reasoning (Stapler is not on the Apple) while our method corrected for it through training on many examples. Table II summarizes the results of the results of previous methods [1] , [2] and our proposed method. Our proposed method yielded state-of-the-art performance of 74.3% mAP with grasp (mAPg) at the fastest computation speed of 33.3 FPS for a high resolution input image (608×608). B. Simulation results on Cornell dataset Fig. 6 illustrates qualitative results for generating robotic grasps using our methods without and with predictions across scales. Both yielded fairly good grasp detection results, but there were often cases with fine details where predictions across scales improved the results such as the case with scissors as shown in Fig.6 . Table III summarizes the results of previous methods and our methods. Our proposed method with RGB-D yielded state-of-the-art performance of up to 98.6% prediction accuracy for image-wise split and up to 97.2% for object- wise split, respectively. Our proposed method with RGB also yielded comparable results to state-of-the-art methods. Note that our proposed method yielded these results with the smallest DNN and the fastest computation time of 16 ms per high resolution image (360×360) that can be potentially useful for real-time applications or stand-alone applications with limited memory and energy. Using depth and predictions across scales improved performance. C. Results of multi-task OD, GD, reasoning with Baxter Fig. 7a shows the OD, GD and reasoning results of our proposed methods for different scenarios such as (a) cluttered scene (CS), (b) stacking scene (SS) and (c) invisible scene (IS). For CS, the target "Stapler" was successfully located with proper grasp. For SS, the target "Knife" and its related object "Toothpaste" were well located with correct relationship reasoning. For IS, the target was not detected due to occlusion, but as overlapped objects are removed based on the reasoning results (green arrow), the target was finally detected at the step 3. Table IV shows the performance summary of the results of our proposed method with a Baxter robot. In CS, the accuracy was high, up to 86.7% regardless of the increase in the number of objects. However, in SS, we observed that increasing the number of objects decreases grasp success rate possibly due to the difficulties of FC, CC predictions among them with severe occlusions. This phenomenon was also observed in challenging IS case.
D. Results of GD with 4-axis robot arm
Fig. 4d illustrates our robot grasp experiment with "nipper". Note that due to small gripper and small objects, grasp detection accuracy was important for successful robot grasping. Our proposed method yielded 95.3% mean grasp success rate with 6.5% standard deviation for 8 novel, small objects with 8 repetitions per each object.
VI. CONCLUSIONS
We propose a single multi-task DNN that yields the information on GD, OD and reasoning among objects with a simple post-processing. Our proposed methods yielded state-of-the-art performance with the accuracy of 98.6% and 74.2% and the computation speed of 33 and 62 FPS on VMRD and Cornell datasets, respectively. Our methods also yielded 95.3% grasp success rate for single novel object grasping with a 4-axis robot arm and 86.7% grasp success rate in cluttered novel objects with a Baxter robot.
