We consider complex networks where line failures occur indirectly as line flows are influenced by fluctuating input at nodes, a prime example being a power grid where power is generated by renewable sources. We examine the propagation of such emergent failures in the small noise regime, combining concepts from statistical physics and the physics of power flow. In particular we characterize rigorously and explicitly the configuration of inputs responsible for failures and cascades, and analyze the propagation of failures, which often is not of nearest-neighbor type.
In the present work, we look at networks where line failures occur indirectly, by small fluctuations at the nodes. Our inspiration is drawn from the power grid [5, 12] , and its potential vulnerability to fluctuations of renewable energy sources. Specifically, we look at the power grid as a static noise-perturbed system, where nodes are attacked globally but indirectly in the form of small fluctuations in the power injections. Due to the interplay between network structure, correlations in the power injections, and power flow physics, these fluctuations may cumulate so that line failures emerge, possibly triggering cascades. This is highly relevant due to the increasing penetration of renewable energy sources in modern power grids and their susceptibility to weather conditions. This development poses several challenges to the design and control of such networks: intermittent and highly correlated power generation causes random fluctuations in the line power flows, possibly yielding outages and cascading failures. It is then of crucial importance to develop appropriate physical models that give fundamental insight.
The emerging nature of failures challenges the analysis. To tackle this, we use ideas from statistical physics and large deviations theory. We consider a stochastic model for the network power injections similar to that proposed in [28] , introduce a positive real parameter ε describing the magnitude of the noise and focus on the small-noise regime where ε → 0. The parallel with statistical physics allows us to determine the most likely configuration of power injections that leads to failures and possibly cascades. Our results are explicit, and yield fundamental insights into the way cascades occur. Though we focus on a power grid, our approach is applicable to any network where fluctuations of the node inputs can trigger line failures.
We now give a detailed model description. Our network is represented by a connected graph G with n nodes representing the buses and m directed edges modeling the transmission lines. The stochastic fluctuations of the net power injections around their nominal values µ ∈ R n are modeled as a multivariate n-dimensional Gaussian random vector with mean µ p ∼ N n (µ, εΣ p ),
with the convention that p i is the net power injected at node i. Differently for the usual assumption of the fluctuations being independent and identically distributed, we can allow for heterogeneous standard deviations of the power injections at the various nodes as well as for dependencies between of the fluctuations in different nodes by choosing a non-trivial covariance matrix Σ p . This is instrumental, for instance, to model positive correlations due to geographical proximity of wind turbines and solar panels. Gaussianity is consistent with atmospheric physics [6, Section 1.7] and wind turbine statistics [4] . Assuming the mean power injection vector µ has zero sum and using the DC approximation [5, Chapter 4] , the line power flows f are
where V is a m×n matrix that encodes the power network topology and weights (modeling susceptances).
The assumption that the mean power injection vector µ has zero sum does not guarantee that the total net power injected in the network n i=1 p i is equal to zero as p is a random vector. This minor technical issue can be easily resolved by assuming that the total power injection mismatch is distributed uniformly among all the nodes (we account for this in the matrix V , for details see the Supplemental Material).
In view of assumptions (1) and (2), the line power flows f also follow a multivariate Gaussian distribution, namely f ∼ N m (ν, εΣ f ). The vector ν = V µ ∈ R m describes the average line flows, while the covariance matrix Σ f = V Σ p V T describes the correlations between line flows taking in account both by the correlations of the power injections (encoded by the matrix Σ p ) and those created by the network topology due to the physics of the power flows (Kirchhoff's laws) via the matrix V .
A line overloads if the absolute amount of power flowing in it exceeds a given line threshold. We assume that such an overload immediately leads to the outage of the corresponding line, to which we will henceforth refer simply as line failure. The failure of a line cause a global redistribution of the line power flows according to Kirchhoff's laws, which could trigger further failures and cascades.
Without loss of generality, we assume that the matrix V also contains information about the line thresholds, so that f is the vector of normalized line power flows and the failure of line ℓ is described by the event {|f ℓ | ≥ 1}.
We consider a scenario where the power grid operates on average safely within the limits by assuming that max ℓ=1,...,m |ν ℓ | < 1 so that only large fluctuations of line flows lead to failures, which correspondingly become rare events as ε → 0. To assess how much a network is "robust" against initiating failure and identify its most vulnerable lines, we derive the exponential decay of probabilities of single line failure events, namely {|f ℓ | ≥ 1} for ℓ = 1, . . . , m. The theory of large deviations [27] is concerned precisely with calculating the exponential decay of rare events probabilities, which are usually referred to as rate functions or entropy functions. Since line flows have been normalized, we are interested in evaluating the rate function describing the failure event of any line ℓ in a single point, i.e. 1, and we refer to the corresponding value I ℓ as failure decay rate. Thanks to the fact that the line power flow are Gaussian, we can explicitly calculate I ℓ , see [27, Example 3.1], as
where σ 2 ℓ = (Σ f ) ℓ,ℓ is the variance of the line flow f ℓ . Thus, for small ε, we can approximate the probability of the emergent failure of line ℓ as
and that of the first emergent failure as
The decay rate I ℓ depends on how close the (normalized) average power flow ν ℓ is to the threshold 1 and how large the variance σ 2 ℓ is. Note that σ 2 ℓ accounts for the power injections variability and correlations as well as for how much the network possibly amplifies or mitigates them. Decay rates can be used to identify lines that are most susceptible to the system's noise, as illustrated by Figure 1 . Large deviations theory provides further analytic tools that give valuable insight in understanding the way a specific rare event occurs. Conditionally on the failure of line ℓ, the power injections configuration exhibits a sensible ("large") deviation from its mean that is characterized by
Provided that ν ℓ = 0, the solution is unique and reads
where sign(a) = 1 if a ≥ 0 and −1 otherwise, while e ℓ ∈ R m is the vector with the ℓ-th entry equal to 1 and zeros elsewhere (details in the Supplemental Material).
A key finding is that an emergent line failure does not occur due to large deviations in the power injections of the neighboring nodes, but as a cumulative effect of small unusual fluctuations of the power injections in the entire network "summed up" by power flow physics, see Our approach allows to differentiate between different types of line failures: by calculating the line power flow profile f (ℓ) := V p (ℓ) corresponding to the most likely power injections configuration leading to the failure of line ℓ, we can assess whether the most likely way for failure of line ℓ to occur is as The resulting non-standard power injections configuration p (ℓ) redistributes across an altered network G (ℓ) (a subgraph of the original graph G) in which line ℓ (and possible other lines, in case of a joint failure) has been removed, possibly increasing the stress on the remaining lines. The way this redistribution happens on G (ℓ) is governed by the power flow physics and we assume that it occurs instantaneously, without any transient effects.
The power flow redistribution amounts to compute a new matrix V linking the power injections and the new power flows. The most likely power flow configuration on G (ℓ) after redistribution is then f (ℓ) = V p (ℓ) .
In the special case of an isolated failure (say of line ℓ) it is enough to calculate only a vector φ (ℓ) ∈ R m−1 of redistribution coefficients, known as line overload distribution factors (LODF) in power system engineering. Indeed, the most likely power flow configuration on G (ℓ) after redistribution is equal to
where the sign of the second term depends to the direction in which the power flowed on line ℓ when the overload occurred.
The power flow configuration f (ℓ) can be efficiently used to determine which lines will fail with high probability as a consequence of the original (possibly joint) failure, by checking for which line indices k we have | f (ℓ) k | ≥ 1, see the Supplemental Material for more details.
A rigorous probabilistic theory of emergent cascading failures can be developed by combining these two ingredients, the statistical physics results describing the most likely power injections configuration leading to the first failure and the power flow redistribution in the network afterwards. In particular, this approach explains several qualitative features of cascades in power grids that have been observed empirically, the most prominent one being the non-local propagation of failures.
We now illustrate how our framework can transparently explain this phenomenon using a ring network, in which there are exactly two paths along which the power can flow between any two nodes. Upon the failure of line ℓ, the power originally flowing on line ℓ must now flow on the unique remaining path in the opposite direction. This observation can be made rigorous by showing that the redistribution coefficients are φ (ℓ) k = −1 for every k = ℓ. It is intuitive that neighboring lines have positive correlated power flows, while distant lines have negative correlations as power flows must sum to zero by Kirchhoff's law. Hence, the most likely power injections configuration that makes the power flow in line ℓ exceeding the line threshold (say by becoming larger than 1) also makes the power flows in the antipodal half of the network negative. These will then go beyond the line threshold (by becoming smaller than −1) after the power flow redistributes, see Figure 3 . Non-local failure propagation thus emerges from the interplay between the power flow configuration just before the line failure and the network structure, which determines the alternative paths along which power could flow after the line failure. Figure 4 shows an example of nonlocal failure propagation on a IEEE test system. The most likely power injection configuration leading to the emergent failure of a given line can be used in combination with power flow redistribution routines to generate the failures triggered by that initial scenario. By repeating this procedure for all lines, one can obtain insightful statistics of the first two stages of emergent cascading failures (ec) and compare them with those of classical cascading failures (cc), obtained using nominal power injection values rather than the most likely ones and deterministic removal of the initial failing line. For these numerical experiments, line thresholds are taken to be proportional to the average absolute power flow on the corresponding lines, i.e. C ℓ = (1 + α)|ν ℓ | with α = 0.25, and Σ p to be the identity matrix. As shown in Table I , emergent cascades have a very high percentage of joint failures and an average number of failures in the first cascade stage much larger than one (in classical cascades only one line is removed in the first cascade stage). Furthermore, the expected total number of failed lines up to the second cascade stage is significantly larger for emergent cascades than for classical cascades. Lastly, failures propagate in emergent cascades on average a bit less far than in classical cascades, as illustrated by the statistics of the failure jumping distance in Table II . Table II : Average and coefficient of variation of the failure jumping distance D in stage 2 both for emergent cascades (ec) and classical cascades (cc). The distance between two lines is measured as the shortest path between any of their endpoints.
Our approach also gives a constructive way to build the so-called "influence graph" [14, 15, 22] , in which a directed edge connects lines ℓ and ℓ ′ if the failure of the line ℓ triggers (simultaneously or after redistribution) that of line ℓ ′ . Figure 5 shows an example of influence graph built using our large deviations approach. The cliques of the influence graph (i.e. its maximal fully connected subgraphs) can then be used to identify clusters of cosusceptable lines [34] , which are the lines that statistically fail often in the same cascade event. The proposed viewpoint on endogenous cascade failures can have important practical implications in terms of power system reliability: the most likely power injection configurations leading to (possibly joint) failures can be leveraged to improve the current N −1 safety criterion which uses nominal values of power injection configurations.
Denote by β ℓ = β i,j = β j,i > 0 the weight of edge ℓ = (i, j), corresponding to the susceptance of that transmission line. By convention, we set β i,j = β j,i = 0 if there is no transmission line between i and j. Denote by W the m×m diagonal matrix defined as W := diag(β 1 , . . . , β m ). The network topology and weights are simultaneously encoded in the weighted Laplacian matrix of the graph G, defined as L := B T W B or entry-wise as
Denote by J ∈ R n×n the matrix with all entries equal to one. The relation between any vector of power injections p ∈ R n and the phase angles θ ∈ R n they induce in the network nodes can be written in matrix form as
where L + ∈ R n×n is the Moore-Penrose pseudo-inverse of L and the matrix S := I − 1 n J ∈ R n×n acts as a "global slack", ensuring that the net power injection is always identically zero. Exploiting the eigenspace structure of L, L + can be calculated as
In the literature, instead of L + it is commonly used another matrixL, calculated using the inverse of the (n − 1) × (n − 1) sub-matrix obtained from L deleting the first row and first column the matrix L. In our method we are implicitly choosing an average value of zero as a reference for the nodes voltage phase angles, while in the classical one the first node is used as reference by setting is phase angle equal to zero. We remark that these two procedure are equivalent if one is interested in the line power flows, as these latter depend only on the phase angle differences. We make use of the DC approximation, which is commonly used in high-voltage transmission system analysis [20, 21, 25, 33] , according to which the real power flowsf are related with the phase angles θ via the linear relationf = Bθ. In view of (10), the line power flowf can be written as a linear transformation of the power injections p, i.e.f = W BL + Sp.
It is convenient to look at the normalized line power flow vector f ∈ R m , defined component-wise as f ℓ :=f ℓ /C ℓ for every ℓ = 1, . . . , m, where C ℓ is the line threshold, which we define using the nominal average power injection vector µ and choosing a tolerance parameter α > 0 as
The relation between line power flows and normalized power flows can be rewritten as f = Cf , where C is the m×m diagonal matrix C := diag(C −1 1 , . . . , C −1 m ). In view of (12), the normalized power flows f can be expressed in terms of the power injections p as
where V := CW BL + S ∈ R m×n .
Large deviation principles for failure events
In the following statement we write f ε to stress the dependence of the line power flows on the noise parameter ε.
Proposition 1 Assume that max j=1,...,m |ν k | < 1. Then, for every ℓ = 1, . . . , m, the sequence of line power flows (f ε ) ε>0 satisfies the large deviations principle
The most likely power injection configuration p (ℓ) ∈ R n given the event {|(f ε ) ℓ | ≥ 1} is the solution of the variational problem
which, when ν ℓ = 0, can be explicitly computed as
The line power flows corresponding to the power injection configuration p (ℓ) can be calculated as
The vector f (ℓ) can be also seen as the conditional expectation of random line power flow vector f ε conditional on the failure event {f ℓ = sign(ν ℓ )}, namely
and thus, in particular, for every k = 1, . . . , m f (ℓ)
Note that the case ν ℓ = 0 has been excluded only for compactness. Indeed, in that case the variational problem (16) has two solutions, p (ℓ,+) and p (ℓ,−) . This is easily explained as if the power flow on line ℓ has mean ν ℓ = 0, then it is equally likely for the overload event {|f ℓ | ≥ 1} to occur as {f ℓ ≥ 1} or as {f ℓ ≤ −1} and the most likely power injection configurations that trigger them can be different.
The previous proposition immediately yields the large deviation principle also for the first line failure event { f ε ∞ ≥ 1}, which reads lim ε→0 ε log P(||f ε || ∞ ≥ 1) = − min ℓ=1,...,m
Indeed, the decay rate for the event that at least one line fails is equal to the minimum of the decay rates for the failure of each line. The most likely power injections configuration that leads to the event { f ε ∞ ≥ 1} is p (ℓ * ) with ℓ * = arg min ℓ=1,...,m
Proof of Proposition 1. Let (Z (i) ) i∈N be a sequence of i.i.d. multivariate normal vectors Z (i) ∼ N m (ν, Σ), and let S n := 1 n n i=1 Z (i) be the sequence of the partial sums. By setting ε = 1 n , it immediately follows that that f ε d = S n . Denote g(p) := 
