Abstract. A linear operator or, slightly more general, a linear relation (i.e., a multivalued linear mapping) T from a Hilbert space H to a Hilbert space K has Lebesgue type decompositions T = T 1 + T 2 , where T 1 is a closable operator and T 2 is an operator or relation which is singular. There is one canonical decomposition, called the Lebesgue decomposition of T , whose closable part is characterized by its maximality among all closable parts in the sense of domination. All Lebesgue type decompositions are parametrized, which also leads to necessary and sufficient conditions for the uniqueness of such decompositions. Similar results are given for weak Lebesgue type decompositions, where T 1 is just an operator without being necessarily closable. Moreover, closability is characterized in different useful ways. In the special case of range space relations the above decompositions may be applied when dealing with pairs of (nonnegative) bounded operators and nonnegative forms as well as in the classical framework of positive measures.
Introduction
In this paper it will be shown that certain notions from measure theory such as absolute continuity and singularity have analogs for singlevalued or multivalued linear operators between Hilbert spaces. Moreover, it will be shown that these analogs have an extremely simple structure making it possible to obtain new (and old) results for the decomposition of pairs of operators and forms, where one operator or form is decomposed with respect to the other operator or form. In particular, one may obtain corresponding results in the context of a pair of measures.
To give a brief review on these fundamental notions, let X be a set, let M be a σ-algebra on it, and let λ and µ be finite positive measures on the σ-algebra M. Then the measure λ is said to be absolutely continuous with respect to the measure µ, if E ∈ M, µ(E) = 0 ⇒ λ(E) = 0, and λ is said to be singular with respect to µ, if there exists a set S ∈ M such that λ(X \ S) = 0, µ(S) = 0.
A measure λ on (X, M) has a unique Lebesgue decomposition into finite positive measures λ r and λ s : λ = λ r + λ s , such that λ r is absolutely continuous with respect to µ and λ s is singular with respect to µ. In the case of finitely additive measures such decompositions still exist, but they need not be unique anymore. Furthermore, the notion of absolute continuity may be weakened and even then there are similar decompositions. For some results in this direction, see [20, 21] .
In fact, it will be shown in the present paper that the context of linear operators and linear relations from a Hilbert space H to a Hilbert space K forms the natural framework for such decompositions. Recall that a linear relation from H to K is just a linear subspace of the product H × K, and that a linear operator is identified with its graph. Let T be a linear relation from a Hilbert space H to a Hilbert space K. Then T is said to have an orthogonal range decomposition
with linear relations T 1 and T 2 from H to K if dom T 1 = dom T 2 = dom T and ran T 1 ⊥ ran T 2 . Such an orthogonal range decomposition is called a distinguished orthogonal range decomposition if the relation T 1 is an operator. Note that if in this case T is an operator, then automatically T 2 is an operator. In order to cover the Lebesgue decomposition of measures in this framework the distinguished orthogonal range decompositions will be studied under the additional assumption that the relation T 2 is singular, i.e., the closure of (the graph of) T 2 is a product of closed linear subspaces in H and K, respectively. One speaks of a weak Lebesgue type decomposition if T 1 is an operator and T 2 is a singular relation (or operator). Likewise one speaks of a Lebesgue type decomposition if T 1 is a regular relation (i.e., a closable operator) and T 2 is a singular relation (or operator). It will be shown that among all weak Lebesgue type decompositions there is precisely one decomposition, called the weak Lebesgue decomposition
where the operator T op admits a certain maximality property among all operator parts of such decompositions. Similarly, among all Lebesgue type decompositions there is precisely one decomposition, called the Lebesgue decomposition
where the closable operator T reg admits a maximality property among all closable operator parts of such decompositions. The notion of Lebesgue decomposition for linear operators goes back to Jorgensen [14] and was also considered byÔta [16, 18] . The Lebesgue decomposition of Jorgensen was put in the context of linear relations in [9] and [12] . The present work is a continuation of these papers and of parts in [8] . The main interest is in the new concepts of Lebesgue type and weak Lebesgue type decompositions in the general setting of linear relations. Since the weak Lebesgue decomposition (1.1) and the Lebesgue decomposition (1.2) are well-defined, the question is how they relate to the other weak Lebesgue type and Lebesgue type decompositions. Among the main results are descriptions of all possible Lebesgue type and weak Lebesgue type decompositions of T , the characteristic properties of the operator T reg in the Lebesgue decomposition (1.2) , and the operator T op in the weak Lebesgue decomposition (1.1) of T , as well as uniqueness theorems offering some necessary and sufficient conditions for the (weak) Lebesgue decomposition to be the only (weak) Lebesgue type decomposition of T . The uniqueness result was inspired by a similar result of Ando in a more special situation, cf. [2] . On the other hand, the maximality properties that will be established on the components T op and T reg in (1.1) and (1.2) rely on the concept of domination for (unbounded) operators and relations as developed in [10] .
The motivation for the present study of Lebesgue and weak Lebesgue type decompositions of linear relations comes from various applications which can be embedded properly in the present general framework. Only a brief discussion is appropriate here; for the details, see [11] . First of all it will be convenient to restrict the general class of linear relations as linear subspaces of the product space H × K.
Recall that a linear subspace of a Hilbert space is called an operator range if it coincides with the range of a bounded linear operator between Hilbert spaces. The notion of an operator range extends the notion of a closed linear subspace. In particular, a linear relation T from a Hilbert space H to a Hilbert space K is said to be a range space relation if T = ran C for some bounded operator C ∈ B(E, H × K), where E is a Hilbert space; the notion of a range space relation extends the notion of a closed relation. In fact, the operator C induces the following representation for T :
involving the component mappings A ∈ B(E, H) and B ∈ B(E, K). Note that as a direct consequence of this representation also dom T and ran T are operator ranges in H and K, respectively. The (weak) Lebesgue type decompositions of a relation T take an interesting form when T is a range space relation. The results of the present paper are now reflected in the properties of the pair of bounded operators A and B. In particular, the operator B can be decomposed via an operator sum decomposition
where B 1 is almost dominated by A and B 2 is singular with respect to A. All such decompositions can be parametrized and there is a uniqueness result. Under some additional conditions on A and B, such decompositions have been investigated in Izumino [13] . Furthermore, it should be remarked that in this situation of a range space relation there is now a Radon-Nikodym derivative. When T is represented by A ∈ B(E, H) and B ∈ B(E, K) as above and B has the corresponding Lebesgue type decomposition, then the Radon Nikodym derivative is the operator expressing the operator B 1 in terms of the operator A. This can be seen as the proper analog of the corresponding notion in measure theory; cf. [11] . For a more special application consider the case of a pair bounded nonnegative operators A and B, which was first studied by Ando [2] . This particular situation can be set up in the same framework in an analogous way. Hence also the results concerning Ando's decompositions for pairs of nonnegative operators are direct consequences of the results in the present paper. The necessary and sufficient uniqueness conditions as formulated by Ando follow from the general relation case. Furthermore, after associating appropriate Hilbert spaces to a pair of nonnegative forms, the results on Lebesgue type decomposition for pairs of nonnegative forms in [8] can be seen as a special case; see [22] for Lebesgue decompositions of forms. Of course, Lebesgue decomposition results for measures and the corresponding RadonNikodym derivatives can be recovered from the corresponding results on linear relations; cf. [8, 20, 21] . For a complete treatment of these results and applications see [11] , where also a more complete list of references may be found.
Here is an overview of the paper. Section 2 is a preliminary section about linear relations and the notions of regular and singular relations. In Section 3 orthogonal range decompositions of linear relations are defined and a criterion is given so that one of the summands is a (regular) operator or a singular relation. Section 4 contains on overview on the various aspects of the Lebesgue decomposition into its regular and singular parts. In Section 5 Lebesgue type decompositions of relations are introduced and parametrizations of all such decompositions are studied including some criteria leading to one-to-one parametrizations. Necessary and sufficient conditions for a Lebesgue type decomposition to be unique can be found in Section 6. These uniqueness results can be seen as a straighforward consequence of the given parametrization. A treatment of weak Lebesgue type decompositions with an associated uniqueness criterion is given in Section 7. The notion of domination for the present context of unbounded operators and linear relations plays a crucial role in Section 8. This is a key notion for deriving the maximality property for the operator parts T reg and T op of a relation T ; they single out optimality of the decompositions (1.1) and (1.2). Furthermore, the notion of domination is used to establish a general criterion for the closability of an operator. This section also contains a metric criterion for an operator to be closable.
Preliminaries
This section contains the necessary ingredients about relations which are needed in establishing the basic decompositions that will be investigated in later sections of the paper. First conditions will be given so that a dense subspace of a Hilbert space has a dense intersection with a given closed subspace.
A denseness result.
Recall the definition of an operator range which is a special subspace of a Hilbert space; cf. [6] . Definition 2.1. A subspace R of a Hilbert space H is said to be an operator range (for short, a range space) if there exists a Hilbert space E and an operator B ∈ B(E, H) such that R = ran B.
The next lemma is involved with the following situation. Let M be a closed subspace of a Hilbert space H and let R ⊂ M be a subspace which is dense in M. Note that for any closed subspace L of H it follows that
so that these two subspaces have the same closure. Here P L stands for the orthogonal projection from H onto L. The question is when the subspace R ∩ ker P L is dense in the subspace M ∩ ker P L . Lemma 2.2. Let M and L be closed subspaces of the Hilbert space H and let R ⊂ M be a dense subspace of M. Assume, in addition, that R is an operator range, then the identity
Furthermore, if the subspace L is finite-dimensional then every dense subspace R of M for which P L R is dense in L satisfies the identities (2.1) and (2.2).
Proof. The following decomposition is immediate for any subspace R which satisfies the condition (2.1):
If, in addition, R is an operator range then it is known that there exist a closed subspace R 0 ⊂ R and a closed subspace X 0 ⊂ ker P L such that H = X 0 + R 0 , a direct sum; see e.g. [6, Theorem 2.4] . Thus in this case (2.3) leads to the existence of a closed subspace R 0 ⊂ R such that
where the sum is not necessarily direct. It is clear that
Combining (2.4) and (2.5) one gets the sum decomposition
and it is clear that this decomposition is direct. Introduce the closed subspace
Thus it follows from (2.6) that the closed subspace R 1 satisfies
Next it is shown that the decomposition (2.7) implies the property (2.2). Indeed, due to R 1 ⊂ R it is a consequence of (2.7) that R has the decomposition
By the positivity of the angle between the subspaces ker P L and R 1 in (2.7), the identity (2.8) implies that
and, consequently, due to the definition of
which is the property (2.2). Now assume that L is finite-dimensional and that P L R is dense in L. Since L is finite-dimensional the subspace P L R is closed and thus (2.1) holds. On the other hand, when dim L < ∞ then one can immediately find a closed subspace R 1 ⊂ R with dim R 1 = dim L such that P L (R 1 ) = L; this gives (2.7) directly. As shown above this implies the identity (2.2).
The above lemma extends the following known result; cf. e.g. [7] . Corollary 2.3. Let N be a closed subspace of a Hilbert space H and assume that its orthogonal complement L = H ⊖ N is finite-dimensional. Then every linear subspace R which is dense in H has a dense intersection with N:
Proof. Notice that if N is a closed subspace of H, then one may apply Lemma 2.2 with M = H and L = H ⊖ N. Then clearly P L M = L and P L R is dense in L. Now by the second part of Lemma 2.2 the equalities (2.1) and (2.1) hold. Since here ker P L = N and R ∩ ker P L = R ∩ N, the proof is complete. Lemma 2.2 will be used in Section 5 to produce Lebesgue type decompositions for unbounded operators and linear relations T which differ from the Lebesgue decomposition of T in (1.2) when dom T * is not closed.
Linear relations.
A general treatment of linear relations as an extension of the notion of linear operator goes back to [3] . Here a few preliminary facts are recalled; for more see for instance [12] . A linear relation (or relation for short) T from a Hilbert space H to a Hilbert space K is a linear subspace of the product H×K. Its domain, range, kernel, and multivalued part are denoted by dom T , ran T , ker T , and mul T . A relation is (the graph of) an operator if and only if mul T = {0}. The inverse T −1 of a linear relation T is defined as T −1 = { {g, f } : {f, g} ∈ T }. A relation T from a Hilbert space H to a Hilbert space K is said to be closed if it is closed as a subspace of the product space H × K. For a relation T the adjoint T * is given by (2.9)
where J{f,
The definition of the adjoint leads to T * = (JT ) ⊥ , so that T * * = T ⊥⊥ and
where T is the closure of the linear relation T . Hence a relation T is closed precisely when T * * = T . It is straightforward to check the following identities
Note that (2.11) leads to the identity H × K = T ⊕ T ⊥ = T * * ⊕ JT * , so that there are also nonorthogonal decompositions of the Hilbert spaces:
A general principle shows that dom T * * ⊂ H and dom T * ⊂ K are simultaneously closed, and that ran T * * ⊂ K and ran T * ⊂ H are simultaneously closed. For relations T 1 and T 2 from H to K the sum of T 1 and T 2 is a relation from H to K defined by (2.13)
(2.14) ran T ⊂ ran T 1 + ran T 2 and mul T = mul T 1 + mul T 2 .
When T = T 1 + T 2 , it will be no restriction to consider T 1 and T 2 together with T on their joint domain dom T .
Let T 1 be a relation from a Hilbert space M to a Hilbert space K and let T 2 be a relation from the Hilbert space H to M. Then the product T 1 T 2 is a relation from H to K defined by
If T 1 is an operator then the above definition (2.15) can be written as (2.16)
while if T 2 in an operator, then (2.15) can be written as (2.17)
For the adjoint of the product one has
with equality when T 1 ∈ B(M, K), the class of all bounded everywhere defined operators from M to K. Assume that T is a closed linear relation from a Hilbert space H to a Hilbert space K. Then the linear subspace mul T is closed and let P be the orthogonal projection from K onto mul T . Define the operator part T s by
Then it is clear that T s ⊂ T and that
which is a componentwise orthogonal sum of the graph of the closed linear operator T s and the purely multivalued closed relation {0} × mul T . The operator T s is called the orthogonal operator part of T ; cf. [3] . Assume that T is a closed operator from H to K. Then T * T is a nonnegative relation in H. To see this let {f, f ′ } ∈ T * T ; the by the definition of the product one sees that {f, h} ∈ T and {h, f ′ } ∈ T * for some h ∈ K. This leads to
which means that the relation T * T is nonnegative. In order to show that T * T is selfadjoint, it suffices to show that ran (T * T + I) = H. Let h ∈ H, then there is a unique decomposition
which leads to {ψ, ψ ′ } = {ψ, −ϕ ′ } ∈ JT * and {ϕ ′ , ψ} ∈ T * . Therefore, {ϕ, ψ} ∈ T * T and {ϕ, h} = {ϕ, ϕ + ψ} ∈ T * T + I, so that h ∈ ran (T * T + I). Thus ran (T * T + I) = H. Hence it follows that T * T is a nonnegative selfadjoint relation in H. Likewise it is not difficult to see that mul T * T = mul T * . This means that
so that (T * T ) s is a densely defined nonnegative selfadjoint operator in the Hilbert space H ⊖ mul T * = dom T * * = dom T, which follows from the above identities after (2.11). Therefore (T * T ) s has the representation
where E(λ) is a family of orthogonal projections in the Hilbert space dom T .
2.3. Linear relations and orthogonal projections. The following result shows that the product QT of a relation T and an orthogonal projection can be used to decompose T when mul T is invariant under Q.
Lemma 2.4. Let T be a relation from the Hilbert space H to the Hilbert space K and let Q be an orthogonal projection from K onto some closed subspace of K. Then
and, moreover,
In this case, mul T = (I − Q)mul T + Qmul T .
Proof. The inclusion (2.19) is clear, for if {f, g} ∈ T , then
cf. (2.16) and (2.13). Now the characterization of the identity (2.20) will be shown.
The last statement is obtained by applying the identity in (2.14).
Notice that if T itself is (the graph of) an operator, then also QT and (I − Q)T are (the graphs of) operators. The observations in the next lemma will be helpful in the rest of the paper. Lemma 2.5. Let T be a relation from H to K and let Q be an orthogonal projection in K. The adjoint of the relation QT is given by
and its domain is given by
while its kernel is given by
In particular, T * Q is densely defined in K if and only if
and dom T * Q = K if and only if
Proof. Since Q is an everywhere defined bounded operator, the adjoint of the relation QT is given by T * Q; see (2.18). Now (2.22) and (2.23) will be shown. Let f ∈ dom T * Q, then there exists g ∈ K with {f, g} ∈ T * Q or {Qf, g} ∈ T * . This shows via
Hence the left-hand side of (2.22) is contained in the right-hand side. The reverse inclusion follows from the straightforward inclusions ker Q ⊂ dom T * Q and dom T * ∩ ran Q ⊂ dom T * Q. Hence (2.22) is clear and the proof of (2.23) is completely similar.
The last two statements are clear from (2.22).
2.4. Regular and singular relations. Let T be a relation from a Hilbert space H to a Hilbert space K. Observe that the trivial inclusion T ⊂ T * * leads to
It is clear that T is an operator precisely when mul T = {0} or, equivalently, mul T = {0}; however in this case the closed linear subspace mul T * * need not be trivial. (i) T is regular, i.e., T * * is an operator;
Moreover, the following statements are equivalent: (iv) T is strongly regular, i.e., T * * is a bounded operator;
Finally, the following statements are equivalent:
note that dom T * * is closed and that T * * is an operator. Then use the closed graph theorem. It is clear that
By definition a relation T from H to K is singular if and only if T * * = X × Y with closed linear subspaces X ⊂ H and Y ⊂ K. In particular, any relation from H to K which is a product of (not necessarily closed) linear subspaces is singular. Furthermore, it is clear T and T −1 are simultaneously singular. The next result contains some central characterizations of singular relations; see also [9, Proposition 3.2] , [12, Proposition 3.3] . Again a short proof is given for completeness.
Proposition 2.8. Let T be a relation from a Hilbert space H to a Hilbert space K. Then the following statements are equivalent:
and the reverse inclusion is obvious. For (ii) ⇒ (i) a similar argument can be used. Furthermore, it is clear that T * * = X × Y, with closed linear subspaces X ⊂ H and
, and (vi) follow by applying (i), (ii), and (iii) with T * * replaced by T * .
In particular, T and T * are simultaneously singular. Notice also that for a singular T the sets dom T * , ran T * , dom T * * , and ran T * * are necessarily closed subspaces. A relation T is simultaneously regular and singular precisely when T * * = dom T * * × {0}, i.e., when T * * is the zero operator on its domain. This statement is equivalent to T * = K × ran T * . For further results on regular and singular relations and their connections to certain decomposability properties of T , see [12] . 
The sum ∞ n=1 f (x n )e n is actually a finite sum since the function f has compact support. Hence T is a well-defined operator from H to K with dense domain in H. Note that {h, k} ∈ T * if and only if
for all f ∈ D. Let n 0 ∈ N be arbitrary and choose a nontrivial interval I n0 ⊂ [0, ∞) with x n0 ∈ I n0 which does not contain the other points
Now using (2.26) shows that
and taking limits as m → ∞ leads to (e n0 , h) = 0. Since n 0 is arbitrary this leads to h = 0 by Parseval's identity. The identity (f, k) = 0 for all f ∈ D then gives k = 0. It follows that
Thus T is a densely defined singular operator. For a finite number of point evaluations let (e n ), 1 ≤ n ≤ N , be a finite orthonormal sequence in the Hilbert space K and let
Then in a similar way it is seen that
Hence, again, T is densely defined singular operator.
and the operator T (linear functional) is singular.
Orthogonal range decompositions
The main objects in this paper involve orthogonal range decompositions of operators and relations. Here the definition and some properties are given which will be repeatedly used in the rest of the paper. Definition 3.1. Let T , T 1 , and T 2 be relations from the Hilbert space H to the Hilbert space K. The sum T = T 1 + T 2 is said to be an orthogonal range decomposition of T if
In the next lemma the orthogonal range decompositions of a relation T from H to K are characterized by orthogonal projectors in K.
Lemma 3.2. Let T be a relation from the Hilbert space H to the Hilbert space K. Then the following statements hold:
(i) If T has an orthogonal range decomposition T = T 1 + T 2 , then there exists an orthogonal projection Q in K such that
and, in addition,
Proof. (i) Let Q be the orthogonal projection from K onto ran T 2 . Then clearly
Since ran T 1 ⊂ ker Q the product QT 1 is the zero operator on dom T 1 . It follows from the definition of the sum that
Since dom T = dom T 1 = dom T 2 one sees that QT 1 + QT 2 = T 2 . Hence one obtains QT = T 2 . Now likewise one has (I − Q)(
3) has been shown. The identity (3.2) follows from Lemma 2.4.
(ii) This statement is clear from Lemma 2.4.
The terminology of orthogonal range decomposition of T = T 1 + T 2 in Definition 3.1 refers to the fact that ran T 1 ⊥ ran T 2 . Thus, if T has the above orthogonal range decomposition then for every {f,
However, the following corollary shows that it is not necessarily a consequence of an orthogonal range decomposition T = T 1 + T 2 that equality holds in the above inclusion.
Corollary 3.3. Let T be a relation from the Hilbert space H to the Hilbert space K and let T = T 1 + T 2 be an orthogonal range decomposition of T . Then the following conditions are equivalent:
Moreover, the following statements are equivalent:
Proof. Assume that Q is an orthogonal projection as in Lemma 3.2.
see (3.3). Hence, if (i) holds then (I − P )f ′ ∈ ran T and thus also k = P f ′ ∈ ran T , i.e., (ii) follows. The reverse implication is proved in the same way.
(i), (ii) ⇔ (iii) Since automatically ran T ⊂ ran T 1 ⊕ ran T 2 , the inclusions in (i) and (ii) imply the reverse inclusion and, thus, (iii) follows. The converse statement is clear.
The equivalence of (iv), (v), and (vi) is seen with straightforward modifications of the above arguments.
To describe the components in an orthogonal range decomposition of a relation the following lemma concerning projected relations will play an important role.
Lemma 3.4. Let T be a linear relation from a Hilbert space H to a Hilbert space K and let Q be an orthogonal projection in K. Then the following statements hold:
(i) The relation (I − Q)T is an operator if and only if
(ii) The relation (I − Q)T is regular if and only if
in which case
(iii) The relation QT is singular if and only if
(ii) Recall that (I − Q)T is regular if and only if its adjoint T * (I − Q) is densely defined; cf. Proposition 2.7. By Lemma 2.5 this is the case precisely when
which is (3.5). It follows from (3.5) that
or ker Q ⊂ dom T * . Taking orthogonal complements gives (3.6). (iii) Recall that QT is singular if and only if dom T * Q ⊂ ker T * Q; cf. Proposition 2.8. Observe that Lemma 2.5 gives
Hence dom T * Q ⊂ ker T * Q if and only if dom T * ∩ ran Q ⊂ ker T * ∩ ran Q, which is precisely (3.7). Now assume that QT is singular, then also (QT ) * = T * Q is singular and therefore (3.10)
Use Lemma 2.5 and (2.17) to obtain
Taking adjoints in (3.10) and applying Proposition 2.8 (i) leads to (3.8).
The main emphasis of this paper will be on the following subclass of the orthogonal range decompositions in Definition 3.1.
Definition 3.5. Let T , T 1 , and T 2 be relations from the Hilbert space H to the Hilbert space K. The sum T = T 1 + T 2 is said to be a distinguished orthogonal range decomposition of T if it is an orthogonal range decomposition and if, in addition, T 1 is an operator.
Note that if T in Definition 3.5 is an operator and T = T 1 + T 2 is a distinguished orthogonal range decomposition of T , then automatically T 2 is an operator. Furthermore, one should be aware that also in a distinguished orthogonal range decomposition of T it is not necessarily true that T 1 is contained in T ; cf.
(i) If T has a distinguished orthogonal range decomposition T = T 1 + T 2 , then there exists an orthogonal projection Q in K such that
(ii) If Q is an orthogonal projection in K such that (3.11) is satisfied, then T has the orthogonal range decomposition T = T 1 + T 2 such that (3.12) holds.
Proof. By Lemma 3.4 (i) (I − Q)T is an operator if and only if mul T ⊂ ran Q. This last condition implies in particular that Q mul T = mul T and mul T ⊂ ran Q. In this case T = (I − Q)T + QT is automatically an orthogonal range decomposition. The remaining statements in (i) and (ii) are obtained from Lemma 3.2.
The rest of this paper is devoted to classes of distinguished orthogonal range decompositions of the form T = T 1 + T 2 with the additional requirement that the component T 2 is singular. First the case where T 1 is a closable operator (i.e., T 1 is regular) and T 2 is singular is studied. The weaker case where T 1 is just an operator and T 2 is singular and its connections with the earlier case is briefly treated after that. In this analysis the descriptions in items (ii) and (iii) of Lemma 3.4 will be often used.
Lebesgue decompositions for linear relations
Let T be a relation from a Hilbert space H to a Hilbert space K. The following orthogonal decomposition of the space K,
induces a corresponding distinguished orthogonal range decomposition of the relation T itself; cf. [9, 12] . This section gives a short self-contained treatment of this induced decomposition of T with some central properties that will be relevant for the analysis in later sections. Define the regular part T reg and the singular part T sing of T by
where P is the orthogonal projection from K onto mul T * * . The regular and singular parts have the following properties. (i) (T reg ) * * is an operator, i.e., T reg is regular; (ii) (T sing ) * * = dom T * * × mul T * * , i.e., T sing is singular, and T has the distinguished orthogonal range decomposition:
Proof. Apply Lemma 3.4 with Q = P so that ran Q = mul T * * and ker Q = dom T * . Then clos (ker Q ∩ dom T * ) = dom T * = ker Q, which implies that (I − P )T is regular. Moreover,
which implies that P T is singular. The form of (P T ) * * is also clear from Lemma 3.4.
To show the identity (4.2), observe that mul T ⊂ mul T * * . Since P is the orthogonal projection onto mul T * * one sees that P maps mul T into mul T . Therefore (4.2) follows from Lemma 2.4. The decomposition (4.2) is the abstract variant of the Lebesgue decomposition of a measure in terms of another measure; cf. [8] . This decomposition for relations was established in [9, Theorem 4.1]. In the case that T is an operator such a decomposition has been first proved in [14, 16] . T = (I − P )T ⇔ P T = 0, and T = P T ⇔ (I − P )T = 0.
If T is regular, i.e., mul T * * = {0}, then P = 0 and T = T reg . Conversely, if T = T reg then T * * = (T reg ) * * is an operator, i.e., T is regular. If T is singular, i.e., T * * = dom T * * × mul T * * , then (I − P )T ⊂ (I − P )T * * , shows that T reg = 0 and thus T = T sing . Conversely, if T = T sing then it follows that T * * = (T sing ) * * = dom T * * × mul T * * , i.e., T is singular.
By Theorem 4.1 the regular part T reg is closable. In order to find its closure note the following property (4.5)
T reg ⊂ T * * .
To see this observe for any {f,
which gives (4.5). In particular it follows from (4.5) that (T reg ) * * ⊂ T * * . Now consider the Lebesgue decomposition for the closure T * * of T . The regular and singular parts of T * * are given by (T * * ) reg = (I − P )T * * , (T * * ) sing = P T * * , since the corresponding orthogonal projection is given by the same projection P . Thus (T * * ) reg = (I − P )T * * is a regular operator, while (T * * ) sing = P T * * is a singular relation.
Theorem 4.4. Let T be a relation from a Hilbert space H to a Hilbert space K. The relation T * * admits the Lebesgue decomposition:
where the regular part (T * * ) reg satisfies
and (T * * ) reg is closed. The regular and singular parts of T * * satisfy
The singular part (T * * ) sing is closed if and only dom T * * is closed. Moreover,
Proof. The Lebesgue decomposition (4.6) follows directly from Theorem 4.1, since the orthogonal projection P maps onto mul T * * . Furthermore, the inclusion (4.7) follows from (4.5). In order to show that (T * * ) reg is closed, let {f n , g n } ∈ (T * * ) reg converge to {f, g} ∈ H × K. By (4.7) one has that {f, g} ∈ T * * . Since {f n , g n } ∈ (T * * ) reg it follows that g n ∈ dom T * and hence g ∈ dom T * , i.e., g = (I − P )g. This implies that {f, g} ∈ (I − P )T * * = (T * * ) reg . To see the first identity in (4.8) observe that
One concludes that (T reg ) * = ((T * * ) reg ) * and, consequently,
Since (T * * ) reg is closed, the first identity in (4.8) follows. To see the second identity in (4.8) observe that it follows directly from the definition that (T * * ) sing = P T * * ⊂ dom T * * × mul T * * .
To see the reverse inclusion let {f, g} ∈ dom T * * × mul T * * . Then there exists f ′ such that {f, f ′ } ∈ T * * and it is clear from (4.7) that {f, (I − P )f ′ } ∈ T * * , so that
By definition {f, g} = {f, P ((I − P )f ′ + g)} ∈ (T * * ) sing . Hence the second identity in (4.8) has been established.
The second identity in (4.8) shows that (T * * ) sing is closed if and only dom T * * is closed. Moreover, by taking closures in this second identity and comparing the result with the formula (ii) in Theorem 4.1 the last assertion in (4.9) follows.
Let T be a relation from a Hilbert space H to a Hilbert space K. The closed relation T * * can also be written as an orthogonal (componentwise) sum
The regular part (T * * ) reg now serves as an orthogonal operator part of T * * ; cf. [12] . The identity in the Lebesgue decomposition (4.2) persists under closures.
Corollary 4.5. The relation T * * admits the following decomposition:
Proof. Recall from (4.6) that T * * admits the Lebesgue decomposition
Moreover, by Theorem 4.4 one has (T * * ) reg = (T reg ) * * , (T * * ) sing = dom T * * × mul T * * ⊂ (T sing ) * * , and thus the left-hand side of (4.10) is included in the right-hand side. Here equality prevails, since dom (T reg ) * * = dom T * * and dom (T reg ) * * ∩dom (T sing ) * * = dom T * * ; cf. Theorem 4.1 (ii) and (4.8).
Lebesgue type decompositions for relations
In this section the notion of Lebesgue decomposition appearing in Definition 4.2 is formalized by claiming from its additive components appropriate properties which imitate closely the ones familiar from measure theory. This leads to a general definition of Lebesgue type decomposition for linear relations. The main purpose here is to describe all such decompositions of a given linear relation or operator.
Definition 5.1. Let T be a linear relation from a Hilbert space H to a Hilbert space K. Then T is said to have a Lebesgue type decomposition if it admits a distinguished orthogonal range decomposition T = T 1 + T 2 where T 1 is regular and T 2 is singular.
Note that the Lebesgue decomposition (4.2) in Theorem 4.1 is an example of a Lebesgue type decomposition. The Lebesgue type decompositions of a relation T are characterized in the following theorem.
Theorem 5.2. Let T be a linear relation from a Hilbert space H to a Hilbert space K and let M be a closed linear subspace in K such that
Then the relations (I − P M )T and P M T satisfy (i) ((I − P M )T ) * * is an operator, i.e., (I − P M )T is regular;
and T has a Lebesgue type decomposition of the form
Conversely, if T has a Lebesgue type decomposition T = T 1 +T 2 as in Definition 5.1, then the subspace M = ran T 2 satisfies (5.1) and generates this decomposition via (5.2):
Proof. Assume that M ⊂ K is a closed linear subspace which satisfies the conditions (5.1). Then the assertions (i) and (ii) follow from Lemma 3.4 with Q = P M . Moreover, by Lemma 3.4 mul T * * ⊂ M. In particular, this implies that mul T ⊂ M, so that P M mul T ⊂ mul T . Hence Lemma 2.4 gives the identity (5.2).
To prove the converse let T = T 1 + T 2 be a Lebesgue type decomposition of T and let M = ran T 2 . Then (the proof of) Lemma 3.2 shows that T 1 = (I − P M )T and T 2 = P M T . That M = ran T 2 satisfies the properties in (5.1) follows now from Lemma 3.4.
The first condition in (5.1) in conjunction with Lemma 3.4 leads to the following alternative description. Lemma 5.3. Let T be a linear relation from a Hilbert space H to a Hilbert space K and let M be a closed linear subspace in K. If (5.1) is satisfied then there exists a closed linear subspace L ⊂ dom T * , such that
and, in terms of L, the conditions in (5.1) are equivalent to
respectively. Furthermore (P M T ) * * has the form
Conversely, if L is a closed linear subspace in dom T * , such that (5.4) is satisfied, then M defined by (5.3) is a closed linear subspace of K which satisfies (5.1).
Proof. Assume that (5.1) is satisfied, then mul T * * ⊂ M by Lemma 3.4. Hence there exists a closed linear subspace L ⊂ dom T * , such that (5.3) holds. Note that then one has
Therefore, the first identity in (5.1) is satisfied if and only if the closed linear subspace L ⊂ dom T * satisfies
Notice also that with (5.3) one has
so that the second identity in (5.1) is equivalent to
The formula (5.5) is clear from item (ii) in Theorem 5.2.
The notation M = mul T * * ⊕ L where L is a closed linear subspace of dom T * will be used throughout this paper. Here the choice L = {0} produces the Lebesgue decomposition of T in Theorem 4.1. In general, the choice of the subspace M or L in Theorem 5.2 and Lemma 5.3 to derive a Lebesgue type decomposition T = T 1 + T 2 via (5.2) is not unique. For instance, for any closed linear subspace L ⊂ ker T * one can easily check that
i.e. all closed linear subspaces L ⊂ ker T * produce the Lebesgue decomposition of T . There is a further restriction in the conditions (5.1) or, equivalently, in the conditions (5.4), which makes the choice of M and L unique for each Lebesgue type decomposition and leads to a one-to-one correspondence between all Lebesgue type decomposition of T and the subspaces M = mul T * * ⊕ L.
Theorem 5.4. Let T be a relation from the Hilbert space H to the Hilbert space K. Then the Lebesgue type decompositions T = T 1 + T 2 of T are in one-to-one correspondence via M = ran T 2 = mul T * * ⊕ L with the closed linear subspaces L ⊂ dom T * \ dom T * which satisfy the condition
In particular, in this case
Proof. Assume that the relation T from H to K has a Lebesgue type decomposition of the form
where T 1 and T 2 are relations from H to K such that
and T 1 is regular while T 2 is singular. Define M = ran T 2 , so that M is a closed linear subspace of K, and let P M be the orthogonal projection onto ran T 2 . Then by Lemma 3.2
Moreover, Lemma 5.3 shows that M is of the form M = mul T * * ⊕ L, where L is a closed linear subspace of dom T * satisfying (5.4). It will be shown that with the choice M = ran T 2 the last condition in (5.4), namely L ∩ dom T * ⊂ ker T * , actually reduces to L ∩ dom T * = {0}. For this purpose assume that g ∈ L ∩ dom T * . Then g ∈ ker T * and g ∈ L ⊂ M. Hence g = P M g is orthogonal to ran T and it follows that g is orthogonal to 
it follows from (5.10) that the choice of L ⊂ dom T * \ dom T * uniquely determines M(= mul (T 2 ) * * ) and T 2 = P M T and, conversely, the choice of T 2 uniquely determines mul (T 2 ) * * and L. Hence, the correspondence between T 2 and L is one-to-one.
Notice that the domain and range of a closed relation T are operator ranges; as shown in (1.3) this remains true even for T which is itself an operator range. In the case that dom T * is not closed one necessarily has dim (dom T * /dom T * ) = ∞; see e.g. [6, Theorem 2.3] . In this case there are a lot of closed subspaces L ⊂ dom T * \ dom T * . If, for instance, e ∈ dom T * \ dom T * then also e + f ∈ dom T * \ dom T * for any f ∈ dom T * . Moreover, each of the 1-dimensional subspaces L = span {e + f } satisfies also the condition (5.9) in Theorem 5.4.
More generally the following result holds; for the proof just apply Lemma 2.2 with M = dom T * closed and R = dom T * , which is an operator range:
Lemma 5.5. Let T be a linear relation from the Hilbert space H to the Hilbert space K and assume that dom T * is not closed. Let L ⊂ dom T * \ dom T * be a closed subspace and let P L be the orthogonal projection from H onto L. Then the condition
implies the condition (5.9) in Theorem 5.4. Thus, any closed subspace L ⊂ dom T * \ dom T * satisfying (5.11) gives rise to a Lebesgue type decomposition which is different from the Lebesgue decomposition of T .
In particular, the condition (5.11) holds if dim L < ∞ and thus there are infinitely many different Lebesgue type decompositions for T whenever dom T * is not closed.
Assume in Theorem 5.4 that T is a closable linear operator. Then by Corollary 4.3 one sees that T = T reg and T sing = 0. Hence in this case the Lebesgue decomposition of T is trivial. The non-trivial Lebesgue type decompositions T = T 1 + T 2 of T are in one-to-one correspondence via M = ran T 2 = L with the non-trivial closed linear subspaces L ⊂ dom T * \ dom T * which satisfy the condition (5.9); in this case mul (T 2 ) * * = dom T * * × L . Hence as long as dom T * is not closed, any closable operator T has infinitely many non-trivial Lebesgue type decompositions, while its Lebesgue decomposition is completely trivial.
The uniqueness of Lebesgue type decompositions
Let T be a linear relation from the Hilbert space H to the Hilbert space K. It is a consequence of Lemma 5.5 that when dom T * is not closed there is no uniqueness: there exist Lebesgue type decompositions of T which are different from the Lebesgue decomposition. In the case where dom T * is closed there is a completely different behavior.
Theorem 6.1. Let T be a linear relation from a Hilbert space H to a Hilbert space K. Then the following statements are equivalent:
(i) the Lebesgue decomposition is the only Lebesgue type decomposition of T ; (ii) dom T * is closed; (iii) T reg is bounded.
Proof. (i) ⇒ (ii) If dom T
* is not closed, it follows from Lemma 5.5 that there are nonzero finite-dimensional subspaces L ⊂ dom T * \ dom T * inducing Lebesgue type decompositions for T which are different from its Lebesgue decomposition.
(ii) ⇒ (i) Let T = (I − P M )T + P M T be a Lebesgue type decomposition of T generated by some closed linear subspace M ⊂ K. According to Theorem 5.4 one can take M = mul T * * ⊕ L, where L ⊂ dom T * \ dom T * . However, if dom T * is closed this means that L = {0}. Therefore the Lebesgue type decomposition of T coincides with the Lebesgue decomposition of T .
(ii) ⇔ (iii) It follows from Theorem 4.4 that
This shows that T reg as a closable operator is bounded precisely when dom T * * is closed or, equivalently, when dom T * is closed.
Corollary 6.2. Let T be a closable linear operator from the Hilbert space H to the Hilbert space K. Then each of the statements (i)-(iii) in Theorem 6.1 is equivalent to T being bounded.
Notice that the parametrization of the Lebesgue type decompositions in Theorem 5.4 is being used in order to show the uniqueness result in Theorem 6.1. Each of the items (i) and (iii) is equivalent to the condition that dom T * is closed in item (ii). In the context of pairs of nonnegative bounded operators a uniqueness result for the corresponding Lebesgue type decompositions was obtained by Ando [2] . Ando's proof was based on arguments to derive the equivalence of (i) and (iii) directly without the analysis via Lebesque type decompositions.
Theorem 6.3. Let T be a linear relation from a Hilbert space H to a Hilbert space K. The Lebesgue decomposition of T is the only Lebesgue type decomposition T = T 1 + T 2 of T whose regular part T 1 has the property
Furthermore, if the regular part T 1 of a Lebesgue type decomposition T = T 1 + T 2 has the property
then it coincides with the Lebesgue decomposition of T . In particular, if T 1 = T reg , then T 1 is an unbounded closable operator.
Proof. Each Lebesgue type decomposition of T is given by (5.2) with the closed linear subspace M = ran T * *
Thus, ran T 2 = P M ran T ⊂ mul T * * and, since T 2 is singular, this leads to mul T * * 2 = ran T 2 ⊂ mul T * * . Hence, L = {0} and by Theorem 5.4 the decomposition T = T 1 + T 2 corresponds to the Lebesgue decomposition of T .
To prove the second assertion assume that the regular part T 1 = (I − P M )T is a bounded operator. Then T * * = T * * 1 + T * * 2 and hence mul T * * = mul T * * 2 . By Theorem 5.4 this means that L = {0} which corresponds to the Lebesgue decomposition of T . In particular, if T 1 is bounded then T 1 = T reg , which gives the last statement.
Observe, that the condition (6.3) is equivalent to the conditions (i)-(iii) in Theorem 6.1 and, therefore, it contains a further extension of the uniqueness result of Ando. A simple application of Theorem 6.1 gives also the following uniqueness result.
Corollary 6.4. Let T be a linear relation from a Hilbert space H to a Hilbert space K. Then dom T * * = H if and only if T * is a bounded operator. If either condition holds, then T is densely defined and there is the following alternative:
The Lebesgue decomposition T = (I − P )T + P T is the unique Lebesgue type decomposition of T . Moreover, (T sing )
Proof. If dom T * * = H, then dom T * is closed and mul T * = {0}. By the closed graph theorem, T * is a bounded operator. Conversely, if T * is a bounded operator, then dom T * is closed and, hence, dom T * * is closed. Since T * is an operator, it follows that dom T * * is dense. Hence dom T * * = H. If either condition is satisfied, then dom T = dom T * * shows that T is densely defined. In this case there are two possibilities: (i) dom T * = H, in which case mul T * * = {0} and T * * is a closed operator. By the closed graph theorem T * * ∈ B(H, K). (ii) dom T * = H, in which case mul T * * = {0}. Then the operator (I − P )T * * is closable and everywhere defined. This implies that (I − P )T * * is closed and, hence, bounded, so that (I − P )T * * ∈ B(H, K).
Moreover, it follows from (I − P )T ⊂ (I − P )T * * that the regular part of T is bounded. Hence the Lebesgue decomposition T = (I − P )T + P T is the unique Lebesgue type decomposition of T . The last statement is clear from Theorem 4.1.
Let T be a linear relation from a Hilbert space H to a Hilbert space K with dom T = H. Then the inclusion T ⊂ T = T * * shows that H = dom T ⊂ dom T * * , so that dom T * * = H. Hence, Corollary 6.4 may be applied. If dom T * = H, then T ∈ B(H, K), while if dom T * = H, then (I − P )T ∈ B(H, K). Note that if T is a linear operator from a Hilbert space H to a Hilbert space K with dom T = H and dom T * = K, then T is not closable and therefore not bounded. An example of such an operator can be found in [1, p. 62].
Weak Lebesgue type decompositions for linear relations
Let T be a linear relation from a Hilbert space H to a Hilbert space K. Parallel to the earlier results one may ask for a weak version of the Lebesgue type decomposition T = T 1 + T 2 , where now T 1 is required to be an operator, which is not necessarily closable, and T 2 is, as before, a singular relation. Such decompositions are briefly treated in this section.
In order to obtain a weak version of the Lebesgue decomposition, consider the following orthogonal decomposition of the space K:
This decomposition implies a corresponding distinguished orthogonal range decomposition of the relation T itself. Define the relations T op and T mul from H to K by
where P m is the orthogonal projection from K onto mul T . The next result is a weak version of Theorem 4.1.
Theorem 7.1. Let T be a relation from a Hilbert space H to a Hilbert space K. Then the relations T op and T mul in (7.1) have the following properties:
and T has the distinguished orthogonal range decomposition:
Proof. Apply Lemma 3.4 with Q = P m . Since mul T ⊂ mul T = ran Q, the component T op is an operator. Furthermore,
so that the relation T mul is singular. Due to ran Q ∩ dom T * = {0} the identity in (ii) follows from (3.8). Since mul T ⊂ mul T one has
Hence, according to 8 2.4, the relation T has the orthogonal range decomposition (7.2). Definition 7.2. The distinguished orthogonal range decomposition in (7.2) is called the weak Lebesgue decomposition of the relation T .
Let P be the orthogonal projection onto mul T * * ; then by (2.24) it follows that ran P m ⊂ ran P and
Hence the operator part T op and the regular part T reg in (4.1) are connected by
Corollary 7.3. The operator T op is closable if and only if mul T = mul T * * . In fact, the multivalued parts of the closures of T and T op are connected by
Proof. In order to consider the Lebesgue decomposition of T op note that by Lemma 2.5 one has
Since dom T * ⊂ ran (I − P ) ⊂ ran (I − Q m ), one obtains
Taking orthogonal complements in (7.5) gives (7.6) mul (T op ) * * = mul T * * ⊖ mul T, from which (7.4) follows.
Corollary 7.4. The Lebesgue decomposition of T op is given by
where the singular part (T op ) sing is given by
The regular and singular parts of T and T op are connected via
In particular, the Lebesgue type decompositions of T and T op are unique simultaneously.
Proof. Let P r be the orthogonal projection onto mul (T op ) * * in K. Then (T op ) reg = (I − P r )T op and (T op ) sing = P r T op . By Theorem 4.1 the decomposition (7.7) holds and
which combined with
This proves the first statement in (7.9) . Similarly, P r (I − Q m ) = P r implies that (T op ) sing = P r T op = P r (I − Q m )T = P r T.
The identity P = P r + Q m now gives the stated formula for the singular part T sing :
The statement concerning the uniqueness of Lebesgue type decompositions of T and T op follows immediately from the equality of the regular parts in (7.9) by Theorem 6.1, since T reg is bounded if and only if (T op ) reg is bounded.
Definition 7.5. Let T be a linear relation from a Hilbert space H to a Hilbert space K. Then T is said to have a weak Lebesgue type decomposition if it admits an orthogonal range decomposition T = T 1 + T 2 , where T 1 is an operator and T 2 is singular.
Next to the above existence argument there is an enumeration of all weak Lebesgue type decompositions of T . Theorem 7.6. Let T be a relation from a Hilbert space H to a Hilbert space K and let M be closed linear subspace in K such that
Then the relations (I − P M )T and P M T satisfy
and T has a weak Lebesgue type decomposition of the form
Conversely, if T has a weak Lebesgue type decomposition T = T 1 + T 2 as in Definition 7.5, then the subspace M = ran T 2 (= mul T * * 2 ) satisfies (7.10) and generates this decomposition via (7.11):
Proof. The statements (i) and (ii) follow from Lemma 3.4 while the decomposition (7.11) is obtained from Corollary 3.6 (ii).
For the converse part one can apply (the proof of) Lemma 3.2 to get the representations for T 1 and T 2 with the choice M = ran T 2 . Then the properties in (7.10) follow again from Lemma 3.4.
Analogous to Theorem 5.4 there is a one-to-one parametrization of all weak Lebesgue type decomposition of T . Theorem 7.7. Let T be a relation from the Hilbert space H to the Hilbert space K. Then the weak Lebesgue type decompositions of T are in one-to-one correspondence via M = ran T 2 = mul T ⊕ L with the closed linear subspaces L ⊂ (mul T ) ⊥ which satisfy the condition
Proof. For the representation of M use the condition mul T ⊂ M in (7.10) to decompose M = mul T ⊕ L with some closed subspace L. This decomposition of M combined with the second condition in (7.10) leads to
which means that T 2 := P M T is singular. On the other hand,
By taking orthogonal complements in this identity one concludes that
One concludes from the formulas (7.14) and (7.15 ) that the choice M = ran T 2 is equivalent to L ∩ dom T * = {0}. Now by Theorem 7.6 all weak Lebesgue type decompositions of T can be described via M = mul T ⊕ L = ran T 2 with some subspace L satisfying (7.12). Moreover, since T 2 is singular, one obtains (7.13) from item (ii) of Theorem 7.6. The formula (7.13) shows that the correspondence between the singular component T 2 and the closed subspace L is bijective.
Furthermore, there is an analog of Ando's uniqueness criterion for weak Lebesgue type decompositions. ⊥ which satisfy the condition (7.12). Since dom T * ⊂ (mul T ) ⊥ , one concludes that L = {0} is the only subspace of (mul T ) ⊥ satisfying the condition (7.12) precisely when the equality dom T * = (mul T ) ⊥ holds. Clearly, the choice L = {0} corresponds to the weak Lebesgue decomposition in Theorem 7.1.
(ii) ⇔ (iii) By Proposition 2.7 (see items (iv), (vi) therein) T op = (I − P m )T or, equivalently, (T op ) * * , is a bounded operator if and only if
Since dom T * ⊂ (mul T ) ⊥ = ran (I − P m ) the condition in (7.16) is equivalent to the condition dom T * = (mul T ) ⊥ in (ii). As to the last statement observe that, since in a Lebesgue type decomposition (5.2) in Theorem 5.2 (I − P M )T is a closable operator and P M T is singular, the uniqueness assumption implies that there is only one such decomposition which then necessarily coincides the Lebesgue decomposition of T ; cf. Theorem 6.1. In particular, the equality T op = T reg must hold. This completes the proof.
The conditions on the subspace L in Theorem 7.7 are essentially weaker than the conditions appearing in Theorem 5.4. Hence, in general the class of all weak Lebesgue type decompositions is much wider than the class of all Lebesgue type decompositions of T . In particular, if T is an operator then the class of all weak Lebesgue type decompositions is simply parametrized by the subspaces M = L such that M ∩ dom T * = {0}.
Finally, notice that an analog of Theorem 6.3 does not hold for weak Lebesgue type decompositions. In particular, if T 1 in the decomposition T = T 1 + T 2 is a bounded operator, it does not follow that T op is bounded. As an example consider any non-closable operator T , whose regular part T reg is bounded. Since T is an operator, one has T op = T and this is unbounded because T is not closable.
Domination and closability
It has been shown in the previous sections that the (weak) Lebesgue type decompositions are in general non-unique; in particular, this is the case for any unbounded operator T which always admits infinitely many (weak) Lebesgue type decompositions. In this section it is shown that there are specific domination properties for the components T reg and T op which characterize the unique (weak) Lebesgue decomposition of T among all (weak) Lebesgue type decompositions T = T 1 + T 2 . Moreover, as a further result it is shown that the notion of domination can be used to derive a closability criterion for operators in Hilbert spaces.
8.1. Domination and maximality properties. Linear relations have a preorder which can be introduced by means of the notion of domination, which in its present general form was introduced and studied in [10] . Definition 8.1. Let S 1 and S 2 be a linear relations (not necessarily closed) from a Hilbert space H to Hilbert spaces K 1 and K 2 , respectively. Then S 1 is said to be dominated by S 2 , denoted by
if there exists an operator C ∈ B(K 2 , K 1 ) such that CS 2 ⊂ S 1 . The domination is said to be contractive if C is a contraction.
Clearly, domination is symmetric: S ≺ S, and domination is also transitive: if
Hence ≺ defines a preorder in the class of linear relations. However, the relation ≺ is in general not antisymmetric, even when ≺ is contractive (or isometric).
In the particular case that both S 1 and S 2 are operators domination takes the following form; see [10] . Lemma 8.2. Let S 1 and S 2 be linear operators from a Hilbert space H to Hilbert spaces K 1 and K 2 , respectively. Then there is a constant c > 0 such that
if and only if S 1 is dominated by S 2 with a bounded operator C ∈ B(K 2 , K 1 ) with C ≤ c such that
The domination is contractive if and only if (8.2) holds for some c ≤ 1.
Proof. Assume that (8.2) holds and define an operator C 0 from ran S 2 to ran S 1 by C 0 S 2 f = S 1 f , f ∈ dom S 2 . It follows from (8.2) that C 0 is well defined and bounded with C 0 ≤ c. Thus C 0 can be continued to a bounded operator from ran S 2 to ran S 1 . Let C be the extension of the closure C * * 0 obtained by defining C to be 0 on (ran S 2 )
⊥ . Then C ∈ B(K 2 , K 1 ), C ≤ c, and CS 2 ⊂ S 1 holds. Conversely, assume that (8.3) holds for some C ∈ B(K 2 , K 1 ) with C ≤ c. Then clearly dom S 2 ⊂ dom S 1 and S 1 f ≤ C S 2 f , f ∈ dom S 2 , and (8.2) is satisfied.
For some further connections between domination, Douglas type factorizations, and range inclusions, see [10] . Notice that Douglas type factorizations and range inclusions for linear relations were recently established in D. Popovici and Z. Sebestyén [19] in the context of linear spaces. Now let T be a linear relation from H to K. Then the regular part T reg = (I −P )T in the Lebegue decomposition (4.1) is a closable operator which, by definition, is contractively dominated by T :
Similarly, the operator T op = (I − P m ) in the weak Lebesgue decomposition (7.2) is contractively dominated by T :
Due to T reg = (I − P )T op , cf. (7.3), one also sees that T reg ≺ T op contractively, i.e.,
In the next theorem it is shown that the regular part T reg and the operator part T op possess certain maximality properties in the sense of domination.
Theorem 8.3. Let S and T be linear relations from a Hilbert space H to a Hilbert space K. Then domination is preserved for regular parts:
and also contractive domination is preserved. In particular, T reg is a maximal closable operator that is dominated by T :
Similarly, domination is preserved for operator parts:
and also contractive domination is preserved. In particular, T op is a maximal operator that is dominated by T :
Proof. Since S ≺ T there is an operator C ∈ B(K) such that CT ⊂ S. Now by (2.18) one sees that S * ⊂ T * C * , and again by (2.18):
In particular, this shows that C maps mul T * * into mul S * * . Let P be the orthogonal projection onto mul T * * and let R be the orthogonal projection onto mul S * * . Write {f, g} = {f, (I − P )g + P g} ∈ T . Here P g ∈ mul T * * and one concludes that
where CP g ∈ mul S * * . Hence it follows that {f, (I − P )g} ∈ T reg ⇒ {f, (I − R)C(I − P )g} ∈ S reg .
Equivalently, [(I − R)C]T reg ⊂ S reg , which implies S reg ≺ T reg . In addition, observe that if C is a contraction then also (I − R)C is a contraction. By (8.4) one sees that T reg is a closable operator which is dominated by T . Now let S = S reg be any closable operator which is dominated by T : S ≺ T . Then (8.6) shows that S = S reg ≺ T reg .
Thus all the statements concerning the regular part are proven. Now consider the operator parts T op and S op . Let Q m be the orthogonal projection from K onto mul T and let R m be the orthogonal projection from K onto mul S. Then CT ⊂ S shows that C maps mul T into mul S and hence also mul T into mul S. Now replacing P by Q m and R by R m in the first part of the proof shows that
By ( Proof. If T = T 1 + T 2 is a Lebesgue type decompositions of T then there exists some orthogonal projection P M such that T 1 = (I − P M )T , which shows that the operator T 1 is dominated by T : T 1 ≺ T . Since T 1 is regular one may apply Theorem 8.3 and obtain T 1 ≺ T reg .
There is a similar optimality property for the weak Lebesgue decomposition T = T op + T mul in Theorem 7.1 among all weak Lebesgue type decompositions described in Theorem 7.6. Corollary 8.5. Let T be a linear relation from a Hilbert space H to a Hilbert space K. Let T = T 1 + T 2 be any weak Lebesgue type decomposition of T , where T 1 is an operator and T 2 is singular. Then
Proof. If T = T 1 + T 2 is a weak Lebesgue type decompositions of T with T 1 an operator, then by Lemma 3.2 there exists an orthogonal projection R such that T 1 = (I − R)T . Hence, T 1 ≺ T and, since T 1 is an operator, an application of (8.9) yields T 1 ≺ T op . Remark 8.6. The optimality properties stated in the above corollaries for T reg and T op hold in a slightly more general form. Indeed, (the proofs of) the stated optimality properties do not use any singularity assumption on the relation T 2 . For instance, for any distinguished orthogonal range decomposition T = T 1 + T 2 of T one has:
Note that in Corollary 8.4 T 1 ≺ T contractively and hence also T 1 ≺ T reg contractively. Since T 1 and T reg are operators, Lemma 8.2 shows that
The maximality property of T reg reflects the following inequality for the associated projectors (I − P ) ≥ (I − P M ), which is clear from mul T * * ⊂ M; cf. (3.6). Similarly, when T 1 in T = T 1 + T 2 is an operator, one has mul T ⊂ ker (I − R) = ran R. Hence, R ≥ Q m and I − Q m ≥ I − R, which reflects the maximality property of T op in Corollary 8.5. It should be mentioned that for a densely defined operator T an equivalent minimality property of the projection P appears in [18] : P ≤ P M when T 2 = P M T is a singular part of T .
The maximality properties of T reg and T op imply that the Lebesgue decomposition and the weak Lebesgue decomposition are preserved under unitary similarity transforms; in fact these results hold in the following slightly more general form. Then their Lebesgue decompositions T = T reg + T sing and T = T reg + T sing are also equivalent via the same unitary operators U and V :
(8.11) T reg = U T reg V and T sing = U T sing V.
Similarly their weak Lebesgue decompositions T = T op + T mul and T = T op + T mul are also equivalent via the same unitary operators U and V :
(8.12) T op = U T op V and T mul = U T mul V.
Proof. Let P and P be the canonical projections corresponding to the Lebesgue decompositions of T and T : T = (I − P )T + P T and T = (I − P ) T + P T . Then (8.13) (I − P ) T + P T = U [(I − P )T + P T ]V = U (I − P )U * T + U P U * T .
Here U P U * is an orthogonal projection and clearly U (I − P )U * T = U (I − P )T V is regular and U P U * T = U (P T )V is singular. Hence, the righthand side of (8.13) is a Lebesgue type decomposition of T . By the maximality property of the T reg and I − P , see Remark 8.6, one concludes that (I − P ) ≥ U (I − P )U * . On the other hand, by applying the above conclusion to T = U * T V * one gets the inequality (I − P ) ≥ U * (I − P )U , or equivalently, U (I − P )U * ≥ (I − P ). Therefore, (I − P ) = U (I − P )U * and P = U P U * and, consequently, (I − P ) T = U (I − P )T V, P T = U P T V, which proves (8.11). The proof of (8.12) is similar.
8.2.
A criterion for closability. The following two theorems show that closability can be characterized in terms of a sequence of operators which are successively contractively dominated. The first theorem guarantees closability.
Theorem 8.8. Let T be a linear operator from a Hilbert space H to a Hilbert space K and assume that there exists a sequence of operators T n ∈ B(dom T, K n ) such that (8.14) T m f ≤ T n f , f ∈ dom T, m ≤ n, and (8.15) T n f ր T f , f ∈ dom T.
Then the operator T is closable.
Proof. Assume that T is a linear operator from H to K and let T reg be the regular part of T as defined in Theorem 4.1. By (8.15) one has T n f ≤ T f for all f ∈ dom T . According to Lemma 8.2 there exists a contraction C n ∈ B(K, K n ) such that C n T ⊂ T n for all n ∈ N. By (2.18) this implies that (T n ) * ⊂ T * (C n ) * , and then again by (2.18) one obtains (8.16) C n T * * ⊂ (T * C n ) * ⊂ T n .
In particular, if {0, ϕ} ∈ T * * , then {0, C n ϕ} ∈ T n , so that C n ϕ = 0. Thus one concludes that mul T * * ⊂ ker C n . Now, let P be the orthogonal projection from K onto mul T * * . Then C n P = 0 which combined with Theorem 4.1 leads to C n T = C n [(I − P )T + P T ] = C n (I − P )T = C n T reg , Hence, C n T reg ⊂ T n for all n ∈ N and by Lemma 8.2 this implies that (8.17) T n f ≤ T reg f ≤ T f , f ∈ dom T.
Via (8.14) and (8.15) one may take the supremum over n ∈ N in (8.17 ) to obtain the equality T f = T reg f , f ∈ dom T. This implies that T sing = 0 and hence T is closable, cf. Corollary 4.3.
The second theorem is a converse to Theorem 8.9: each closable operator can be approximated by a sequence as in (8.14) and (8.15) . Theorem 8.9. Let T be a closable linear operator from a Hilbert space H to a Hilbert space K. Then there exists a sequence T n ∈ B(dom T, H) with the properties (8.14) and (8.15).
Proof. Assume that T is a closable operator from H to K. Then T * T * * is a nonnegative selfadjoint relation in H with dom (T * T * * ) 1/2 = dom T * * ⊃ dom T , see Section 2.2. Let (T * T * * ) s be the orthogonal operator part of T * T * * and let is dense in dom T and the orthogonal projections E λ ∈ B(dom T, H). By means of the corresponding spectral family, define the sequence of selfadjoint operators T n ∈ B(dom T, H) by
