GO annotations of hMAP4K2, hMAP4K2 and Map4k2
hMAP4K2, hMAP4K3 are two proteins from Human, and Map4k2 is a protein from Mouse. hMAP4K3 is a paralog of hMAP4K2, and Map4k2 is a ortholog of hMAP4K2. Table S1 records the evolution of GO annotations of these proteins from Jan-2014 to Jan-2016 . From the table, we can see a number of missing annotations of Map4k2 were replenished by Jan-2016, and the terms corresponding to these missing annotations were already annotated to hMAP4K2 or hMAP4K3 by Jan-2014. We can also find a replenished missing annotation of hMAP4K2, and the corresponding term was already annotated to Map4k2 by Jan-2014. Table S1 : GO annotations of hMAP4K2, hMAP4K3 and Map4k2. 'x' means inferred annotation (inferred by true path rule); 'xx' means direct annotations; 'x' and 'xx' are missing annotation of Map4k2 by 2014 while hMAP4K2 or hMAP4K3 annotated with them; 'xx' are the missing annotations of hMAP4K2 or hMAP4K3 by Jan-2014 while Map4k2 annotated with them.
GO term id
Jan :0044093  x  x  x  x  x  x  GO:0044237  x  x  x  x  x  x  GO:0044238  x  x  x  x  x  x  GO:0044260  x  x  x  x  x  x  GO:0044267  x  x  x  x  x  x  GO:0044699  x  x  x  x  x  x  GO:0044700  x  x  x  x  x  x  GO:0044710  x  x  x  x  x  x  GO:0044763  x  x  x  x  x  x  GO:0045859  x  x  x  x  x  x  GO:0045860  x  x  x  x  x  x  GO:0045937  x  x  x  x  x  x  GO:0046328  x  x  x  GO:0046330  xx  xx  xx GO term id   Jan-2014  Jan-2016  hMAP4K2 Map4k2 hMAP4K3 hMAP4K2 Map4k2 hMAP4K3  GO:0048518  x  x  x  x  x  x  GO:0048522  x  x  x  x  x  x  GO:0048583  x  x  x  x  x  x  GO:0048584  x  x  x  x  x  x  GO:0050789  x  x  x  x  x  x  GO:0050790  x  x  x  x  x  x  GO:0050794  x  x  x  x  x  x  GO:0050896  x  x  x  x  x  x  GO:0051174  x  x  x  x  x  x  GO:0051179  x  GO:0051234  x  GO: 
Evaluation Metrics
In the main text, we introduce five evaluation metrics, which are used to compare performance of multilabel learning [3] and function prediction across different methods [1, 2] . The formal definition of these metrics are described as below.
MacroAvgF1 is a term-centric metrics, it averages F 1 scores of T different terms:
where p t and r t are the precision and recall of term t. MacroAvgF1 first calculates F 1 scores for each term and then averages over all the terms. It is biased toward specific terms that annotated to few gene products.
MicroAvgF1 is another term-centric metric, it computes the F 1 measure on the predictions of different terms as a whole:
MicroAvgF1 is more bias toward the general terms that annotated to a number of gene products.
RankLoss is a protein-centric metric, it computes the average fraction of not correctly ranked predicted term pairs as follow:
The performance is perfect when RankLoss=0. In this case, the predicted likelihood of any t 1 ∈ T i is larger than that t 2 ∈T i . The smaller the value of RankLoss, the better the performance.
Fmax is a protein-centric evaluation metric introduced in Critical Assessment of protein Function Annotation (CAFA) [1] , Fmax is an F -measure computed as:
is the the precision at threshold τ ∈ [0, 1], pr i (τ ) is the precision on the i-th gene, N (τ ) is the number of genes on which at least one prediction was made above the threshold τ , rc(τ ) = 1 N N i=1 rc i (τ ) is the recall across N genes at threshold τ . To find the maximum Fmax, we vary τ from 0 to 1 with stepsize 0.02.
RAccuracy [2] evaluates how many missing annotations of N genes are correctly predicted. Suppose the predicted function annotation set of the i-th gene is T p i , the annotation set from historical GOA file for the gene is T h i , and updated annotation set from recent GOA file is T r i . RAccuracy is computed as follows: 
Results on Archived GOA files
Tables S11-S4 include the results on archived GOA files using semantic similarity simGIC, and simGICs (see Eq. (6) in the main text) with information content of a term is computed by Eq. (3) in the main text. Since simGIC and simGIC take longer to finish than other comparing metrics, we do not include the results of M→H, D→H, and A→H. However, our preliminary results also give the similar patterns as that using BAM and TO. Table S5 report the results on archived GOA files using semantic similarity TO (see Eq. (5) in main text) by combining the GO annotations in CC, MF and BP together and then evaluating in each sub-ontology. Obviously, these results provide the similar observations and conclusions as in the main text. Tables S6-S9 include additional experimental results on simulated missing annotations. Since the simulated experiments repeat for 10 times for each fixed setting and ask for long time, especially for BP sub-ontology, which includes much more terms., we do not report the results with respect to the comparing methods as in the previous section. The preliminary results are consistent with the results reported in Table S6 -S9. These results also give the similar observations and conclusion as discussed in the main text. 
