Abstract: Integration of Renewable Distributed Generations (RDGs) such as photovoltaic (PV) systems and wind turbines (WTs) in distribution networks can be considered a brilliant and efficient solution to the growing demand for energy. This article introduces new robust and effective techniques like hybrid Particle Swarm Optimization in addition to a Gravitational Search Algorithm (PSOGSA) and Moth-Flame Optimization (MFO) that are proposed to deduce the optimum location with convenient capacity of RDGs units for minimizing system power losses and operating cost while improving voltage profile and voltage stability. This paper describes two stages. First, the Loss Sensitivity Factors (LSFs) are employed to select the most candidate buses for RDGs location. In the second stage, the PSOGSA and MFO are implemented to deduce the optimal location and capacity of RDGs from the elected buses. The proposed schemes have been applied on 33-bus and 69-bus IEEE standard radial distribution systems.
Introduction
Nowadays, the electric energy industry has shown a renewed interest in distributed generation sources [1] . The presence of Renewable Distributed Generations (RDGs), especially in distribution systems, drives researchers' interest in many major aspects and problems. On the one hand, depending on RDGs location and size, they can be beneficial in reducing power losses and increasing the overall their accounts, they worked on improving voltage profile only, without reducing system losses and costs sufficiently. This paper presents two stages to overcome these problems. First, the loss sensitivity factors (LSFs) are performed to elect the most appropriate candidate buses for RDGs installations. Then in the second stage, a hybrid PSOGSA algorithm and MFO are constructed to detect the optimum capacity of RDGs and their location from the selected candidate buses.
The objective of this work is constructed under multiple objective functions for optimum integration of RDGs units' to minimize the total operational cost and system power loss, in addition to improve the voltage profile and its stability.
The Backward/Forward sweep (BFS) algorithm is used for power flow lateral radial distribution grids because it is easy to implement, fast, flexible, robust convergence, and it has high accuracy [22, 23] . The proposed PSOGSA and MFO have been applied on 33-bus, and 69-bus IEEE radial distribution systems, and the results by both techniques have been compared with each other and with other techniques. Therefore, the superior technique will be chosen to solve the problem of Egyptian Middle East distribution network. The practical case study of Egyptian Middle East distribution network is investigated in details in the following Section 2.
Investigation of the Egyptian Practical Case Study
The Middle Egypt Distribution Network (MEDN) is provided as a practical case study to analysis and deduce the power quality problems. MEDN contains important demands that suffer from voltage profile deterioration. This deterioration is considered as a noteworthy power quality problem. Moreover, measurement and analysis of voltage profile deviations and load profile within 24 h have been carried out according to IEEE Std. 1159: 2009, IEEE Std. 1346-1998 and IEC Std. [24] [25] [26] . Figure 1 shows the Egyptian Electrical Unified Network (EEUN) [27, 28] . The EEUN in Egypt consists of six geographical regions: Cairo, Canal, Delta, Alexandria/West delta, Middle Egypt, and Upper Egypt. The transmission system of Egyptian Electricity is designed as 500 kV, 400 kV, 220 kV, 132 kV, and 66 kV levels as explained in Figure 1 . In this work, we concentrated on Middle Egypt region. The electrical power system in Minya city is modeled as follows: Samalut transmission stations 500 kV, Minya transmission lines 132 kV to 33 kV, Minya distribution networks 11 kV, and the loads at 0.4 kV. The measurement and analysis have been implemented on one of Minya city distribution network 11 kV, namely, MEDN that located in the middle Egypt region as shown in Figure 1 . Figure 3 illustrates the 15 bus system that is measured and analyzed from the network that is shown in Figure 2 .
In this article, one of the important measured networks of MEDN has been introduced, which it suffers from power quality disturbances. Power quality was measured on primary substation (11 kV) and on 14 nodes at secondary substation (0.4 kV) uniformly distributed in the grid as a case study in this article that illustrated as black circles on measured point in Figure 2 . Then the measured data at low side (0.4 kV) are referred to the high side (11 kV) .
It is shown in Figure 3 that the 15 buses distribution network without laterals are recorded over 24-h. The measurement and analysis of this network are done by power analyzer device (model HIOKI-3196 with the program of HIOKI-9624-50 "PQA-Hiview PRO") at (0.4 kV).
From the measured results, power quality parameter such as voltage profile level contains high deviations that is located outside the standard limits (<0.9 p.u.).
The voltage profile deviations through 24-h for all nodes can be shown in Figure 4 . The load profile characteristics are shown in Figure 5 . Therefore, the maximum peak of loads at 14:00:00 h is considered as the worst case for all nodes. In this regard, the worst peak of loads is taken as a case study, which is deduced in two cases: the measured case before applying the superior optimizer and the case after solving the voltage profile deviation, minimizing the system losses and increasing the net savings by optimizer based on optimal integration and capacity of RDGs. 
Problem Formulation

Formulation of Power Flow
The Backward/Forward Sweep (BFS) algorithm is employed for power flow computations [22, 23] . Figure 6 shows the sample of a distribution network, considering a line 'N' is connected between two buses 'i' and 'j'.
The analysis of BFS method is performed including three-main steps, which rely on the Kirchhoff's voltage and currents law (KVL and KCL, respectively). The three steps comprise: (i) Back-ward Sweep; (ii) Forward Sweep; and (iii) Nodal current analysis. These steps are based upon convergence achievements if the maximum mismatch between voltages is less than the epsilon tolerance "error" (In this work, 'ε t ' is considered = 0.000001). After convergence, the active and reactive power losses for radial distribution system can be estimated easily. The determinations of BFS power flow are as follows: The active (P ij ) and reactive (Q ij ) powers that flow through branch 'N' from node 'i' to node 'j' can be derived in (i) backwards sweep direction from the last node and are given as:
where, P ij = P j + P Lj and Q ij = Q j + Q Lj . The P Lj and Q Lj are loads and they are connected at node 'j'.
The voltage magnitude and angle at each node are evaluated in (ii) Forward Sweep direction. Consider a voltage V i ∠δ i at node 'i' and V j ∠δ j at node 'j', then the (iii) the nodal current analysis flowing through the branch 'N' having an impedance, Z ij = R ij + jX ij connected between 'i' and 'j' is given as:
From Equations (3) and (4) the voltage at bus "j" can be estimated as follows:
The magnitude and the phase angle equations can be employed respectively in (ii) a forward sweep direction for finding the voltage and angle of all nodes of radial distribution system. The active and reactive power losses of line 'N' between buses 'i' and 'j' can be evaluated as:
The total real power loss of radial distribution system can be estimated as:
where, 'N' is the number of the branches, i = 1: nb, and 'nb' is the number of buses.
Voltage Stability Index Analysis
The Voltage Stability Index (VSI) is considered as one of the indices that are employed to check the power system security level [29] . VSI is evaluated from the load flow for all the nodes of the grid and the values are arranged in ascending order. To avoid the potential of voltage collapse, the VSI of nodes should be maximized by installing RDGs based on optimum location and capacity in distribution network. However, the VSI evaluation at each node was presented in details by [19] as follows:
Power Loss Calculation with DG Units
After installing RDGs units in the distribution network, the power losses through a line section in Figure 1 can be derived as:
The total power loss of RDGs is estimated by the following Equation (11):
Power Loss Index
The ratio of total power loss with RDGs units to the total power loss without RDGs is deemed the power loss index ∆Pl DG [21] and is estimated as follows:
The integration of RDGs reduces the total system power loss. The minimizing of the total power loss can be realized by minimizing ∆Pl DG .
Voltage Deviation Index
The voltage deviation index ∆V Dev [21] can be derived as:
Minimization of Total Operational Cost
The operational cost minimization is considered one of the RDGs installation merits in the distribution networks [21] . The operational cost is concluded in two components. The first one is considered as the active power supplied from the substation. The second one is the cost of active power supplied by RDGs units that are integrated. The total operating cost (TOC) can be minimized by the following formula:
where, C 1 and C 2 are the cost coefficient of real power supplied by substation and RDGs in $/kW. P T,DG is the total active power drawn from installed RDGs. The net operating cost ∆OC that can be minimized is derived in the following expression:
Objective Function
The objective function in this work is deemed as multi-objective function for minimizing the power loss, voltage deviation, and total operating cost of the distribution network. It is illustrated by the following function:
where:
These parameters λ k are considered as the weight factors of the objective function [21] . The proposed objective function is minimized depending on the following constraints:
•
The voltage at each bus V i in radial system must be kept within the acceptable maximum V max (1.05) and minimum V min (0.95) limits, as follows:
• The limits of voltage drop can be considered as the following Equation:
• The total RDGs size P T,DG is kept within P max T,DG and P min T,DG as follows [21] :
• The apparent power line flow 'S' through the lines is limited by its maximum rating as:
• For stable operation of distribution system, the Voltage Stability Index (VSI) values of each node should be near to unity as [19] :
Sensitivity Factors Analysis
Loss sensitivity factor (LSF) is implemented to deduce the critical buses for the RDGs unit's locations. Considering a distribution line connected among 'i' and 'j' buses and a load of P j,e f f + jQ j,e f f represent the total effective active and reactive power supplied beyond bus 'j' as shown in Figure 6 . Therefore, the active power losses through lines beyond bus 'j' can be determined as follows:
Now, the loss sensitivity factor (LSF (ij) ) can be evaluated by considering the first derivative of P lineloss(ij) in Equation (23) with respect to the active power load P j,e f f as in the following expression [17, 21] :
The voltage sensitivity factor (VSF) is evaluated by the ratio of the base case voltage magnitudes at buses V (i) to the minimum limit of voltage (0.95 p.u.). The LSF results are sorted in descending order for all the lines of the given system. The buses with largest values of LSF and smallest values of VSF (i.e., <1.01) are elected as the candidate buses for RDGs placement.
Optimization Techniques
A Hybrid PSOGSA Optimizer
The Hybrid PSOGSA approach is constructed with the incorporation of PSO and Gravitational Search Algorithm (GSA) [30] . In PSO, Kennedy and Eberhart [31, 32] provided PSO that is considered as an evolutionary technique. The PSO was deduced from social behavior of bird flocking. It uses a number of particles as candidate solutions which fly around in the search space to find best solution. To modify and update the position of each particle in PSO have to deem the current velocity and position, the distances of 'pbest' and 'gbest'. The mathematical model of PSO can be concluded as the following Equations [30] : (26) where ν ti it is the velocity of particle 'it' at iteration 'ti', Positive constants 'c 1 ' and 'c 2 ' are the weighting factors, which are the acceleration constants responsible for varying the particle speed towards pbest and gbest, respectively. Variables 'r 1 ' and 'r 2 ' are two random numbers generated in the range [0, 1]. Equation (26) provides the position update, depending on its previous position and its velocity, considering ∆t = 1. In Equation (25) consists of three parts, first part introduces exploration ability of PSO. Second and third parts are considered as private thinking and cooperation of particles respectively [30] . In Equation (25), after calculating the velocities, the position of masses can be evaluated in Equation (26) . The iteration of process will continue updating the particles' position until achieving the PSO target.
In GSA, Rashedi et al. [33] implemented GSA as a novel heuristic optimization tool. The theory of this technique is deduced from Newton's gravitational force behavior which is called "action at a distance" [30, 33] . GSA can be consummated as a combination of agents "selected solutions" whose have masses proportional to their value of fitness function. These masses are attracted between each other during generations. During the masses processes, the heavier masses that have a huge attraction force are possibly near the global optimum attract the other masses proportional to their distances.
For modeling GSA mathematically, it is assumed that the system starts with randomly 'Na' agents that are placed in the search space. The gravitational force is acquainted from 'k' to 'l' at time 't' as follows [33] :
where G(t) is gravitational constant at time 't', M ak is the active gravitational mass, M pl is passive gravitational mass, ε is a small constant, and R lk (t) is Euclidian distance between two agents 'l' and 'k'. The gravitational constant is evaluated as:
where G o and α are initial value and descending coefficient respectively, 'iter' is current iteration, and 'max itare' is maximum number of iterations. The total force, which affects agent 'l' is deduced as:
where, 'd' is dimension of problem space, r k is a random number [30] . The acceleration of an agent is deduced according to the law of motion as the following:
where, M l is the mass of object 'l' during time 't'. The velocity and position of agents are deduced as follows:
The GSA process is operated according to the previous equations from Equation (28) to Equation (32) , and then it will be finished until reaching to the end of its criterion.
In this paper and according to Mirjalili in [30] , the PSO and GSA are hybridized based on a low-level co-evolutionary heterogeneous hybrid. The big advantage in this new approach, is that they run in parallel. The basic concept of PSOGSA is to merge the ability of social thinking in PSO (gbest) with the local search capability (acceleration of all agents) of GSA ac l (t). Moreover, in hybrid mechanisms, PSO using its exploring feature pending the subsequent stages based on the social thinking in the method, and the GSA using its exploiting feature in the beginning stages of search process based on the local search in the method. Agents here are represented as distributed generation power sizes P DG(j) that can be evaluated based on Equation (33):
where, V l (t) is the velocity, c 1 , c 2 and w are considered as weighting factors. The positions of these particles (agents) are updated based on Equation (34):
These positions are considered as the RDGs allocations. In this paper, the PSOGSA is worked according to the flow chart operation illustrated in Figure 7 . 
The MFO Optimizer
Mirjalili was the first to propose the sophisticated Moth-Flame Optimization (MFO) algorithm in 2015 [34] . MFO is a new population-based algorithm. Moths are fancy insects that are inspired by special navigation mechanism in the night called transverse orientation. These moths fly at night by preserving a fixed angle with respect to the moon, this special mechanism is very useful for moving in a straight streak particularly the source of light is away. When the source of light is nearby, moths fly spirally around it and lastly converge towards it after just a few refinements as introduced in Figure 8 [34] .
Moths and flames are the main components of the MFO algorithm. Moreover, both of moths and flames have been considered as a solution. However, during each iteration, there is a difference in the way of treatment and updating of them. The moths are genuine search agents that move around the search space, however, flames are the best position of moths that acquired so far. Consequently, flames can be deemed as flags that are dropped by moths when searching the search space. Therefore, each moth searches around a flame and updates it in the case of finding a better solution. Through this process, a moth never fails to reach its best solution [34] . Because the MFO algorithm is deemed as a population-based algorithm, the following matrix is the set of moths (M):
The values of the corresponding objective function for all moths OM are stored in the following matrix [34] :
where, the OM is represented as fitness function of moths (M).
Therefore, and similar to the moth's matrix, the following matrix is considered the flames (F) matrix:
Furthermore, fitness values of flames (OF) are stored as:
The overall structure of the MFO procedure including three-tuple approximation function can be written as follows [34] :
The initialization function "I" that produces a random population of moths and values of their corresponding objective function is defined as:
where, ul and ll introduce the upper and lower limits of the variables respectively. Once the initialization is finished, the 'P' function is run till the 'T' termination function is satisfied. The main function 'P' moves the moths around the search space. As stated earlier, the transverse coordination of moths is considered the main inspiration of the MFO algorithm. Consequently, the logarithmic spiral function is selected as the main updated mechanism of the position of each moth with respect to the flame.
The moth position regarding a flame is updated as:
The logarithmic spiral for the MFO technique is written as follows:
where, M i indicates the ith moth, F j is the jth flame, and S is the spiral function. D i is the distance of the ith moth for the jth flame, b is a constant for describing the form of the logarithmic spiral, and t is a random number in [r, 1] . Thence, r is the adaptive convergence constant that linearly decreases from −1 to −2 to fast-track convergence around the flames over the path of iterations. D is estimated using Equation (44):
The spiral equation is to assure that a moth flies around a flame and not in the space between them. The updated moth positions around the flame are illustrated in Figure 9 . Exploration takes place once the next position lies outside the space between the moth and the flame that can be shown by the arrows labeled as 1, 3, and 4. Whilst, the exploitation occurs when the next position lies inside the space between the moth and flame that can be illustrated in arrow labeled as 2. Equation (45) illustrates that the number of flames adaptively decreases over the iterations to assure the balance between the exploration and exploitation. Therefore, the positions of the moths have been updated only regarding the best flame in the final steps of iterations:
where, 'l' is the current number of iteration, N f is the maximum number of flames, and T max is the maximum number of iterations. After all, the overall operation steps in this article of the developed MFO can be represented in Figure 10 . As debated before the 'P' function is carried out until the 'T' function returns true. After terminus the 'P' function, the best moth is returned back as the best acquired approximation of the optimum. For optimization problem, OM is the objective function and represents the optimum solution of RDGs installation.
Simulation Results
The proposed PSOGSA and MFO algorithms have been executed via the MATLAB package (MathWorks, Natick, MA, USA). The proposed PSOGSA and MFO methodologies have been tested on two 12.66 kV IEEE standard radial distribution networks, which they are 33-bus and 69-bus [21] . The weighting factors λ 1 , λ 2 and λ 3 of the main objective function are submitted as 0.5, 0.4, and 0.1, respectively [21] . The cost coefficients C 1 and C 2 in the equation of TOC are chosen as 4 $/kW and 5 $/kW according to [21] , where C 2 is the maintenance and installation costs of RDGs units. The choosing of the candidate buses from LSF is deduced depending on VSF values. The buses that have the VSF values below 1.01 p.u. are considered as the candidate buses for RDGs location. Then the algorithms of PSOGSA and MFO provide the optimal RDGs sizing and placement from the chosen buses. To study the performance and efficiency of the proposed PSOGSA and MFO on 33-bus and 69-bus IEEE distribution network, the operation of RDGs is chosen at two different power factors unity and 0.866 that are supposed as two types of RDGs according to [17, 21] . Type-A at unity power factor is capable of injecting only active power (e.g., photovoltaic "PV" system) and Type-C is capable of injecting both active and reactive power (e.g., wind turbine "WT") that is considered in this section at optimal power factor 0.866. The proposed optimization algorithms are compared with other optimization techniques and methods as follows. The parameters definitions of the proposed methodologies PSOGSA and MFO are introduced in Table 1 , in addition other system parameters. In our Egyptian case study, two scenarios at the maximum peak load level are considered as case study also. In scenario-I and scenario-II, it is supposed to integrate the PV system at unity PF or WT system at 0.866 respectively as mentioned before with 33-bus and 69-bus IEEE distribution systems. The optimum allocation of these RDGs types on MEDN case study is implemented based on the superior one from the comparison of MFO and PSOGSA techniques. The numerical results illustrate the superiority of the proposed PSOGSA and MFO methodologies in the following sections. 
The Results of the 33-Bus IEEE Distribution System
The proposed methodologies are performed on 33-bus radial distribution test system which the rated voltage of this test model is 12.66 kV as shown in Figure 11 [21] . The results of highest LSF with lowest VSF values of 33-bus (i.e., VSF < 0.01) are presented in Table 2 . After applying the optimization PSOGSA algorithm, the most critical buses from the first 11 rows in Table 3 , which have sufficient effects on the network with RDGs are identified as 8, 13, and 31. The optimal sizes for these critical buses are 400, 650, and 850 (kW), respectively, at unity power factor (PV system). The same buses are deduced at 0.866 PF (WT) with optimal size results of 450, 500, and 900 kW, respectively, and the total apparent power is 2136.25 kVA. Also, after applying the MFO optimization technique, the most critical buses are identified as 8, 14, and 31. The optimal sizes for these critical buses are 450, 600, and 850 (kW), respectively, at unity power factor (PV system). The same buses are introduced at 0.866 PF (WT) with optimal size results of 450, 600, and 800 kW, respectively, and the total apparent power is 2136.25 kVA. The PSOGSA and MFO results of 33-bus are shown in Tables 3 and 4 . From these tables of PSOGSA and MFO results, the values of installed capacity of active power and total apparent power for the proposed MFO are significantly small as compared with PSOGSA and other techniques with great increasing in the percentage reduction of TOC and power loss. In the case of the SA method and at unity PF, the total power loss is reduced to 82.03 kW with the TOC of 12,666.6$ i.e., 2831.7$ greater than the MFO, also BFAO has 9948.1$ of TOC i.e., 113.2$ greater than the MFO. At 0.866 PF, the TOC is minimized by the MFO to 9366.9$ which is less than the TOC of the SA, BFAO and PSOGSA methods respectively. In addition, the minimum voltage of BFAO and PSOGSA at 0.866 PF is lower than proposed algorithm MFO. The BSOA has results lower than MFO with both PV system and WT, and it is not considered the system costs in objective function formula. The MFO is faster than BSOA and PSOGSA according to the elapsed time(s) of the program operation for producing optimal solution. The elapsed time and the attitude of objective functions of MFO and PSOGSA illustrate the superiority of MFO than PSOGSA to find the optimum minimum objective function in small number of iterations as illustrated in Figures 12 and 13 . Figures 14 and 15 show the effects of RDGs types' integration on voltage profile for 33-bus system. Moreover, the voltage stability index profile by both RDGs types installation is illustrated in Figures 16 and 17 . This indicates that the proposed algorithms especially MFO technique efficiently with high accuracy predicts the optimum placement and capacity of RDGs with the maximum percentage of reduction in power loss and operating cost (TOC) and improving the voltage profile. Figure 18 illustrates the performance of all techniques as compared as PSOGSA and MFO. It is shown in Figure 18 that the voltage deviation index is reduced highly in techniques GA, PSO, GA/PSO, and BFAO, but net operating cost (∆OC) and power loss index are higher than in the proposed algorithms. The SA technique decreased the power loss index, but ∆OC is greater than PSOGSA and MFO. In the terms of acceptable and quality solutions, the numerical results in tables and figures illustrate that the performance of MFO is faster and better as compared as PSOGSA and other techniques with PV system and WT. 
The Results of the 69-Bus IEEE Distribution System
The proposed methodologies are applied on a 69-bus radial distribution test system [21] , where the rated voltage of this test model is 12.66 kV and the schematic diagram of the tested network is introduced in Figure 19 . Table 5 shows the LSF and VSF of 69-bus system. From PSOGSA results the most critical buses from the first 11-buses of LSF results are 17, 61, and 65 with optimal sizes of 300, 1450, and 300 (kW), respectively, at unity power factor (PV system). At 0.866 PF (WT), the optimal size results of PSOGSA for the same critical buses are 400, 1200, and 400 kW with total apparent power of 2000 kVA. Also, after applying the optimization MFO technique, the most critical buses are deduced as 21, 61, and 65 with the optimal sizes of 300, 1450, and 300 (kW), respectively, at unity power factor (PV system). The same buses are produced at 0.866 PF (WT) with optimal size results of 400, 1200, and 400 kW, respectively, and the total apparent power is 2000 kVA. The PSOGSA and MFO results of 69-bus are illustrated in Tables 6 and 7 . The values of installed capacity of active power and total apparent power for the proposed system are significantly small as compared as other techniques with great increase in the percentage reduction of TOC and power loss except power losses at 0.866 PF with SA method is less than PSOGSA and MFO. However, the worst minimum voltage of PSOGSA and MFO is a little higher than SA and BFOA at 0.866 PF. The MFO is faster than PSOGSA according to the elapsed time(s) of the program operation for deducing the optimal solutions. The elapsed time and the attitude of objective functions of MFO and PSOGSA illustrate the superiority of MFO than PSOGSA to find the optimum minimum objective function in a small number of iterations as illustrated in Figures 20 and 21 Bold items represent the first 11 rows of LSF2 and VSF2 results that will be selected by PSOGSA and MFO. 
Statistical Evaluation of the PSOGSA and MFO Techniques
To evaluate and prove the performance of the PSOGSA and MFO techniques, it is required to define a set of metrics. Table 8 has various quality metrics to evaluate the PSOGSA and MFO optimization algorithms. Such indexes include the Relative Error RE, Mean Absolute Error (MAE), Root Mean Square Error (RMSE), standard deviation (STD) and Median. These metrics measure the values of the best minimum value of objective function (LVCI min ) and the value of objective function at each time of run (LVCI i ) which is obtained by the optimization algorithm. In Table 8 , (n r ) is the number of data-set groups (runs of the power system). The parameters of each algorithm are set as the original references of the number of iterations (20) and the size of population and the number of agents for both PSOGSA and MFO respectively are (30) for 33-bus and 69-bus IEEE grids. Table 9 shows the performance evaluation of PSOGSA and MFO for two RDGs types. From this table, it is observed that MFO has acceptable RMSE. Moreover, the STD demonstrates that the results don't change along the iterative process, which indicated the stability of the proposed MFO algorithm as compared with PSOGSA technique. According to the previous discussion, the MFO has the highest performance and accuracy to find the optimum RDGs allocation and capacity as compared as PSOGSA. Table 8 . Quality indexes employed for evaluating the performance of the proposed techniques.
Metric Abbreviation Formula
Relative error RE
Mean absolute error MAE
Root mean square error RMSE
Egyptian Practicle Case Study Distribution Network
According to the previous comparisons between the MFO and PSOGSA techniques, the MFO proves its superiority with high attitude to determine the optimal placement and sitting of RDGs on distribution network, therefore the MFO is applied to the MEDN case study to solve its problems.
The Egyptian case study is studied at 14:00 h, because it is deemed as the maximum peak of load level. The system data of MEDN in our calculations and analysis are as follows; the base voltage of the MEDN at slack-bus-1 = 11 kV, the total system apparent power (S total ) = 2201.8 + j 1018.9 kVA, Apparent load power (S load ) = 1976.3 + j 865.2 kVA and Apparent loss power (S loss ) = 225.46 + j 153.67 kVA. The voltage magnitude limits are considered between 0.95 and 1.05 p.u. In this case study the maximum limit of total active power P max T,DG of RDGs that integrated on MEDN is suggested to be 85% from the total load of the system P Load (P max T,DG = 0.85 × P Load ), to avoid the excess integration of active power to the network. Moreover, the increase in the maximum limit range of integrated active power into the network, by default, will increase the possibilities of finding the most optimum size of RDGs without any violation of constraints. Two scenarios are suggested to study the impacts of RDGs on the MEDN case study. In scenario-I, the PV system is integrated at unity PF only. Based on the LSF and VSF algorithms, the optimum candidate buses by MFO technique is 7 and 11 buses. From Table 10 , the optimum capacities of PV system are (7) 500 kW and (11) 1050 kW. The total system losses is decreased to 82.7%. The V min is improved from 0.8593 p.u. to 0.9558 p.u. in addition to the VSI min is improved from 0.5453 to 0.8344. In Table 10 , the optimum capacities of WT system are (7) 450 kW and (11) 1050 kW. The numerical results of scenario-II explain that the system power losses is minimized clearly to 96.49%, the V min is increased to 0.9874 p.u., and the VSI min is increased to 0.9457 p.u. In this regard, scenario-II with WT system at 0.866 PF has better results than scenario-I. The elapsed CPU time by MFO technique is calculated for PV system as 1.5 s and for WT system as 2.1 s. The impact of RDGs types on voltage profile level and voltage stability profile of MEDN is illustrated in Figures 26 and 27 . According to that, the MFO technique is efficient, faster and superior to deduce the optimal solutions of RDGs type's allocations in MEDN case study. 
Conclusions
In this article, a novel strategy based on hybrid PSOGSA and MFO techniques is proposed to find the optimal allocation and capacity of RDGs in different radial distribution networks. Appropriate sensitivity factors are produced to reduce the search space of both algorithms by estimating the most candidate buses for the RDG units' allocation. For power flow calculations, the backward/forward sweep algorithm is applied. The proposed PSOGSA and MFO scheme has been tested on 33-bus and 69-bus IEEE grids. The results of the proposed algorithms have been compared with other methods to validate the approach. The results illustrate that the proposed MFO approach is very fast as compared with PSOGSA. Moreover, MFO has a high accuracy and performance to predict the optimum solutions. For example, in 33-bus at 0.866 PF (WT system), the MFO can find the optimum solutions in the 4th iteration within 9.3 s, but the PSOGSA reaches to the optimum solution in the 5th iteration within 10.2 s. Furthermore, with MFO technique, the system power loss is minimized to 86.153%, voltage profile and voltage stability are improved to 0.9803 p.u. and 0.9209 p.u., respectively, and the total operating cost (TOC) is minimized to 9366.9$. While, with PSOGSA, the system power loss is minimized to 86.013%, voltage profile and voltage stability are improved to 0.9798 p.u. and 0.9207 p.u., respectively, and the total operating cost (TOC) is minimized to 9368$. The average efficiency of MFO and PSOGSA based on the statistical evaluations are 99.75% and 99.04%, respectively. Therefore, it is clear that the proposed scheme MFO is capable of improving the voltage profile and voltage stability, minimizing the system losses and the total operating costs at multi RDGs types that are considered at different power factors as compared with PSOGSA and other techniques. According to the superiority of MFO and its capability to find the optimal solutions of RDGs, it is applied on MEDN to solve its drawbacks. The case study of MEDN is selected at the maximum peak load, which it is considered as the worst case. It is suggested two scenarios also. In scenario-I that includes PV system at unity PF, the MFO is decreased the system power losses to 82.7% and improved the voltage profile and voltage stability to 0.9558 p.u. and 0.8344 p.u. Thus, in scenario-II that includes WT system at 0.866 PF, the MFO is decreased the system power losses to 96.4878% and improved the voltage profile and voltage stability to 0.9874 p.u. and 0.9457 p.u. Therefore, the scenario-II has more impact on the MEDN system with better results as compared as scenario-I. As future work we plan to study and analyze the dynamic operation, voltage unbalances and stability of the network with RDGs during faults.
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