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Protein structure predication is a field of computational molecular modeling with an 
enormous potential for improvement. Side-chain geometry prediction is a critical component of 
this process that is crucial for computational protein structure predication as well as 
crystallographers in refining experimentally determined protein crystal structures. The 
  
cornerstone of side-chain geometry prediction are side-chain rotamer libraries, usually obtained 
through exhaustive statistical analysis of existing protein structures.  Little is known, however, 
about the driving forces leading to the preference or suitability of one rotamer over another.  
Construction of 3D hydropathic interaction maps for nearly 30,000 tyrosines extracted from the 
PDB reveals their environments, in terms of hydrophobic and polar (collectively “hydropathic”) 
interactions.  Using a unique 3D similarity metric, these environments were clustered with k-
means.  In the ,  region (–200˚ ≤  < –155˚; –205˚ ≤  < –160˚) representing 631 tyrosines, 
clustering reduced the set to 14 unique hydropathic environments, with most diversity arising 
from favorable hydrophobic interactions.  Polar interactions for tyrosine include ubiquitous 
hydrogen bonding with the phenolic OH and a handful of unique environments surrounding the 
backbone.  The memberships of all but one of the 14 environments are dominated by a single 
1/2 rotamer. Each tyrosine residue attempts to fulfill its hydropathic valence. Structural water 
molecules are thus used in a variety of roles throughout protein structure.  
A second project involves elucidating the 3D structure of CRIP1a, a cannabinoid 1 
receptor (CB1R) binding protein that could provide information for designing small molecules 
targeting the CRIP1a-CB1R interaction. The CRIP1a protein was produced in high purity. 
Crystallization experiments failed, both with and without the last 9 or 12 amino acid peptide of 
the CB1R C-terminus. Attempts were made to use NMR for structure determination; however, 
the protein precipitated out during data acquisition. A model was thus built computationally to 
which the CB1R C-terminus peptide was docked. HINT was used in selecting optimum models 
and analyzing interactions involved in the CRIP1a-CB1R complex. The final model 
demonstrated key putative interactions between CRIP1a and CB1R while also predicting highly 
flexible areas of the CRIP1a possibly contributing to the difficulties faced during crystallization.  
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 Chapter 1: Macromolecule structure determination, an introduction 
Over the last decade, the number of extracted genomic sequences from different 
organisms such as bacteria, fungi, insects and Homo sapiens, has been doubling every 17 months 
in available public databases1. Also, complementing this, the outcome of the human genome 
project was recorded in a huge 121 volumes long publication. Each volume has a thousand pages 
filled with sequences formed of just four letters constituting around 20,500 genes2. Determining 
the 3D structure of proteins encoded by these genes is crucial for advancements in different 
fields such as medicine, molecular biology and most importantly drug development. However, at 
the time of writing this dissertation, the protein databank has only 2199 experimentally 
determined three-dimensional protein structures from Homo sapiens deposited including 
redundant protein structures3. This immense gap between the abundant availability of genomic 
sequences and the scarcity of structural information is one of the biggest obstacles facing drug 
development. Hence, an improvement in the techniques available for protein structure 
determination is necessary. Currently available techniques for protein structure 
determination/prediction can be broadly classified into two categories: experimental and 
computational methods. 
1.1  Experimental methods for protein structure prediction 
Experimental methods encompass X-ray crystallography, nuclear magnetic resonance and 
electron microscopy. 
1.1.1 X-ray crystallography 
X-ray crystallography is the most commonly used method for protein structure detection. 
For this method, the protein must be purified and crystallized, after which pure crystals of 
protein are subjected to an intense beam of X-rays. Protein crystals then diffract the X-ray 
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beams, resulting in constructive and destructive waves that form diffraction points (patterns) on a 
detector. The diffraction points are then analyzed (Fourier transformed) to obtain the electron 
density of the three dimensional structure. 
 
 
Figure 1.1 A typical electron density of Pyridoxal Phosphate (PLP) with the PLP structure fitted into it. 
 
Unfortunately, this method comes with some disadvantages: First, enough protein of high 
purity has to be produced, which is sometimes problematic. Second, the protein has to be 
crystallized, which often becomes a process of trial and error. Additionally, not all proteins are 
easily crystallized, especially flexible proteins. Third, since crystallography is done in the solid 
phase, usually only one conformation of the protein is observed. In addition, the solid phase 
makes it impossible to examine different solutions and the behavior of the proteins in them. 
Finally, X-ray crystal diffraction usually cannot resolve the positions of hydrogen atoms, since it 
has only one electron, which is not enough for scattering and detection. However, X-ray 
 3 
 
crystallography has the highest resolving power over the other experimental methods (NMR and 
Electron Microscopy) 4. 
1.1.2 Nuclear magnetic resonance (NMR) 
The radio wave region of the electromagnetic spectrum has the energy that is able to 
excite the spin-moments of the nucleons in the nucleus or that of the electrons on the shell 
depending on the wavelength. Nuclei are surrounded by electrons that can be excited by this 
energy depending on the strength of the electromagnetic field (pulse), which changes depending 
on the structure of the electron shell of that atom. In addition, atoms that are attached to different 
types of atoms in a chemically bonded molecule using their outer valence electrons have 
different electron distributions that change the electromagnetic field around the nucleus. Going 
through a range of wavelengths around the average transition energy and recording the resulting 
absorptions as a function of the wavelength produces the NMR spectrum. Then, by analyzing the 
extent of the shift and the efficiency of transmission, both the type and the number of atoms 
connected directly to each atom can be concluded, which provides information on the chemical 
surrounding or environment of each atom. Since the only factor that makes a difference in the 
spectrum is the difference in the strength of the electromagnetic field around the nucleus, several 
methods can be applied to get different types of information including angles, distances, coupling 
constants, chemical shifts, rate constants etc. Using computer algorithms to analyze these data, 
the complete three-dimensional structure of the protein can be calculated. 
 4 
 
 
Figure 1.2 NMR spin coupling. 
 
One of NMR’s disadvantages is that its resolving power is often less than X-ray 
crystallography. Also, the size of protein amenable to analysis is restricted. Currently, the highest 
molecular mass that was examined successfully is just a 64-kDa protein-complex. On the other 
hand, NMR allows for the observation of the motion of the segments (domains) of the protein 
(which makes NMR ideal for flexible proteins) as well as chemical kinetic data. Moreover, it is 
also possible to investigate the influence of the dielectric constant, the polarity as well as other 
properties of the solvent or other added materials4. 
1.1.3 Electron microscopy (EM) 
Electron Microscopy uses accelerated electrons as a source of illumination, which have a 
wavelength of up to 100,000 times shorter than that of visible light photons. This allows electron 
microscopes to have a higher resolving power than a light microscope, which enables it to reveal 
the structure of smaller objects like large protein molecules. Electrostatic and electromagnetic 
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lenses are typically used to control the electron beam and focus it to form an image in a way 
analogous to the glass lenses of an optical light microscope. Electron microscopes have the least 
resolving power compared to the previous methods and are expensive to build and maintain. This 
low resolution of electron microscopy is usually not enough to allow for unambiguous model 
construction based on EM maps only, and individual models obtained by protein crystallography 
are often used to interpret the EM maps of large multi-domain biomolecular structures5.  
 
1.2 Computational methods for protein structure prediction 
Computational structure prediction techniques fall into two categories, de novo and 
template based methods.  As implied from the term de novo, these methods attempt to build the 
protein structure from scratch, while template based methods require the availability structures 
that are similar to the protein in question (template) for building its three dimensional structure. 
The two methods do require the primary amino acid sequence of the protein in question.  
 
1.2.1 De novo (ab initio) protein modeling 
Ab initio or de novo protein modeling methods seek to build three dimensional protein 
models based on physical principles rather than using previously solved structures (templates). 
The concept is based on several lines of evidence that support the notion that primary protein 
sequence contains all the information required for overall three-dimensional protein structure. 
Christian Anfinsen demonstrated the strongest lines of evidence to this notion where he showed 
in a classic experiment that ribonuclease A could be entirely denatured by being submerged in a 
solution of urea (to disrupt stabilizing hydrophobic bonds) in the presence of a reducing agent (to 
cleave stabilizing disulfide bonds). Upon removal of the protein from this environment, the 
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denatured and functionless ribonuclease protein spontaneously recoiled and regained function, 
which demonstrated that protein tertiary structure is encoded in the primary amino acid 
sequence6. However, it was later found that most proteins require the presence of molecular 
chaperons within the cell for proper folding. The overall shape of a protein may be encoded in its 
amino acid structure, but its folding may depend on chaperons to assist in folding7. 
Ab initio modeling can proceed in many possible ways that either attempt to mimic 
protein folding or apply some stochastic method to search possible solutions (i.e., global 
optimization of a suitable energy function). However, these procedures require immense 
computational resources, and thus have only been carried out for small proteins. To predict three-
dimensional structures of larger proteins, better algorithms and larger computational resources 
are required, like either powerful supercomputers or distributed computing (such as 
Folding@home8, the Human Proteome Folding Project9 and Rosetta@Home10). Although these 
computational barriers are enormous, constant advancements in technology make de novo 
structure prediction an active research field. 
 
1.2.2 Template based protein modeling 
Template based protein structure prediction relies on three fundamental concepts: (1) 
similar sequences adopt similar protein structures11,12; (2) many unrelated sequences fold into 
similar structures13,14; and (3) there are only a relatively small number of unique structural folds, 
when compared with the number of proteins in nature15–20. The first concept is the foundation of 
comparative (homology) modeling, while the second and the third concepts are the foundations 
of protein threading 21. 
 7 
 
1.2.2.1 Comparative (homology) modeling  
Homology modeling relies on the identification of one or more experimentally 
determined protein structures with amino acid sequences closely similar to that of the protein in 
question. Subsequently, an alignment is produced that maps residues in the query sequence to 
residues in the template sequence. This is based on the fact that homologues with high sequence 
identities often have similar structures. However, proteins with sequences falling below a 20% 
sequence identity can have very different structures, which is why the quality of the homology 
model is dependent on the quality of the sequence alignment as well as the template structure. 
Any gaps created by this alignment indicate a structural region present in the target but not in the 
template and can complicate the process. These regions often comprise loops, which are 
constructed by loop modeling and are generally much less accurate than the rest of the model. 
Another downside to low identity scores is that errors in side chain packing and position 
increase. Variations in these packing configurations have been suggested as a major reason for 
low model quality at low identity. Nonetheless, homology models can be very useful in reaching 
qualitative conclusions about the biochemistry of proteins in question, and in formulating 
hypotheses that can be tested experimentally. 
1.2.2.2 Protein threading (fold recognition) 
Protein threading is a method for computational protein structure prediction that is used 
to construct models for proteins that have the same fold as proteins of known structures, but do 
not have homologous proteins with known structure. The term threading was first coined by 
Jones, Taylor and Thornton in 199222. Threading works by using statistical knowledge of the 
relationship between the known available structures and the sequence of the protein in question. 
Protein threading can be carried out by two methods. The first method is by deriving a one-
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dimensional profile for each structure in a fold library and align the target sequence to these 
profiles.  This one-dimensional profile may contain various information as simply labeling each 
amino acid according to whether it is buried in the core of the protein or exposed on the surface 
and/or its local secondary structure23. The second method is done by considering the full three 
dimensional structure of the protein template in the form of a set of inter-atomic distances, which 
is a much richer and far more flexible description of the structure. However, considering the full 
three dimensional structure of the template protein is much complicated to use in calculating an 
alignment22.  
1.3 Side-chain geometry prediction 
Side-chain geometry prediction represents a separate and significant problem in template 
based protein structure prediction, which is important for accurately packing the side-chains of 
the amino acid in the protein’s three-dimensional structure. Side-chain geometry prediction is 
also used in determining the final structure of protein in X-ray crystallography especially in low-
resolution structures, where it is difficult to determine the exact side-chain conformation due to 
vague electron densities. Another application of side-chain geometry prediction is in 
computational protein-protein complex prediction (protein-protein docking) where it is used to 
predict the side-chain conformations of amino acids on the interface of the complex. Perhaps the 
most useful application of side-chain geometry prediction is for analyzing the protein's 
hydrophobic core, where side chains are more closely packed. However, it becomes more 
difficult to identify the accurate side-chain conformation of surface residues since they tend to 
have looser constraints and higher flexibility and often occupy multiple rotamer conformations 
rather than just one24,25. 
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The process of side-chain conformation depends on using libraries of discrete side chain 
conformations known as rotamers. Side-chain conformations from these libraries are sampled 
using algorithms such as dead-end elimination on the rigid backbone of the protein model 
(predicted by either homology or protein threading methods) until the model with lowest overall 
(global) energy is attained. Different rotamer libraries usually contain information about the 
individual amino acid conformation, its frequency, and the standard deviations about mean 
dihedral angles26. Rotamer libraries are usually derived from statistical analysis of side-chain 
conformations in known experimental structures of proteins. 
Rotamer libraries can be roughly classified into three categories. The first category is the 
backbone-independent rotamer libraries such as the rotamer library of Ponder and Richards27. 
The second category is the secondary-structure-dependent rotamer libraries, which present 
different dihedral angles and rotamer frequencies for α-helices, β-sheets, and loops28. The third 
category is the backbone-dependent rotamer libraries, which present conformations and 
frequencies dependent on the local backbone conformation as defined by the backbone dihedral 
angles ɸ and Ψ, regardless of secondary structure29. 
1.4 Force fields and side-chain geometry prediction 
Force fields are an integral part of the side-chain geometry prediction process. As 
discussed above, different side-chain conformations are sampled on a rigid backbone model of 
the protein in question until a model with the lowest global energy is attained. The global energy 
is estimated by using force fields. Different force fields may provide different results depending 
on how each force field is structured. A force field is simply composed of parameters and 
mathematical functions that describe the potential energy of molecules and atoms. These 
parameters are usually derived from both experimental results and quantum mechanical 
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calculations. Although there are a myriad of types of force fields, they all follow a basic 
functional form, which comprises both bonded terms (relating to atoms that are linked by 
covalent bonds) and nonbonded terms describing the long-range electrostatic and van der Waals 
forces.  
Etotal = Ebonded + Enonbonded     equation 1.1 
where 
Ebonded = Ebond + Eangle + Edihedral    equation 1.2 
In addition to these terms, improper torsional terms may also be added for the purpose of 
enforcing the planarity of aromatic rings and conjugated systems.  
And 
Enonbonded = Eelectrostatic + Evan der Waals    equation 1.3 
These nonbonded terms are the most computationally intensive terms since they typically 
include more interactions per atom than the bonded terms. The electrostatic term is usually 
computed with Coulomb's law, while the van der Waals term is computed with the Lennard-
Jones potential. As been stated earlier, force fields are the cornerstone of side-chain geometry 
prediction, which is a required step in all computational protein prediction methods and is used 
as a tool to help crystallographers in assigning atom coordinates for side chains in X-ray 
determined three-dimensional structures of proteins. One shortcoming of most of the currently 
available force fields is that they largely underestimate hydrophobic interactions, which might 
not have significant impact on ligand binding however; it was shown that they are very important 
in driving protein folding 30,31. HINT (Hydropathic INTeractions) is a force field that deals well 
with hydrophobic interactions (vide infra) and thus is a very promising force field when dealing 
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with the side-chain geometry prediction problem and computational protein structure prediction 
in general. 
1.5 HINT: Hydropathic INTeractions 
HINT is an empirical force field for calculating intermolecular interactions and free 
energies that is based on experimentally determined partition coefficients Log Po/w, which is the 
ratio of the concentrations of molecules in a mixture of the two immiscible solvents 1-ocatnol 
and water at equilibrium. 
𝐿𝑜𝑔 𝑃𝑜/𝑤 =  
[𝐴]𝑜𝑐𝑡𝑎𝑛𝑜𝑙
[𝐴]𝑤𝑎𝑡𝑒𝑟
            equation 1.4 
Where A is the molecule in question. 
Octanol is a hydrophobic solvent, which simulates hydrophobic environments in the 
surroundings of proteins and other macromolecules like the biological phospholipid membrane. 
Hence, the distribution of a protein between water and octanol will provide an accurate 
approximation of its partitioning between the cytosol and lipid membranes of living systems. 
Since the solvent partitioning phenomenon is similar to molecular recognition process in cells, 
Log Po/w encodes different factors including but not limited to polar electrostatic interactions, 
hydrophobic interactions, entropy and solvation that contribute to that process. 
The HINT force field is built around Log Po/w where it exploits its values for 
classification and quantitative scoring of molecular interactions, thus incorporating both polar 
and hydrophobic complementarity referred to as hydropathy, between macromolecules. Being 
reliant on Log Po/w, the HINT force field can be used to estimate the free energy of molecular 
interactions, since Log Po/w is related to free energy as shown in the following equation. 
Log Po/w = k Δ𝐺 °       equation 1.5 
Where k = -0.733 kcal/mol at 298K. 
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The HINT force field calculates free energy scores for the hydropathic interactions 
within/between biomolecules by quantifying each atom-atom pair interaction using the following 
equation 
bij = ai Si aj Sj Tij Rij + rij      equation 1.6 
where 𝑏 ij is the hydropathic interaction score between atoms 𝑖  and 𝑗 , 𝑎  is the hydrophobic atom 
constant, 𝑆  is the solvent accessible surface area, and Tij is a logic function assuming +1 or –1 
value depending on the character of the interacting polar atoms. Favorable hydrophobic-
hydrophobic interaction gets a 𝑇 ij = +1 value; an unfavorable hydrophobic-polar interaction gets 
a 𝑇 ij = −1 value; for a polar-polar interaction, 𝑇 ij = +1 if the interacting atoms are an acid and a 
base, whereas 𝑇 ij = −1 for an unfavorable acid-acid/base-base type interaction. The distance 
dependent functions 𝑅 ij and 𝑟 ij are simple exponential function e-r and an implementation of the 
Lennard-Jones potential function, respectively. Thus, the total score of the system is then 
calculated by taking a double sum over every atom-atom pair. 
HINT𝑡𝑜𝑡𝑎𝑙 =  ∑ ∑ 𝑏𝑖𝑗       equation 1.7 
HINT scores had been shown to correlate with Δ𝐺 binding in diverse sets of protein-ligand 
complexes32. In addition, HINT was used successfully in characterizing the role of water 
molecules in protein-protein interactions33 and was even used in building a classifier for 
predicting the type of protein-protein complexes34.  All these studies support the assertion that 
HINT is a valuable tool for predicting and assessing protein confirmations and their amino acids’ 
side-chain geometries, in order to identify the best overall conformation. 
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1.6 Rationale and specific aims 
1.6.1 Hydropathic environments and residue conformations 
As discussed earlier, side-chain rotamer libraries are important tools in structural biology; 
however, their structural geneses and the driving forces that lead to the preference or suitability 
of one rotamer over another are unclear. These libraries are typically obtained through exhaustive 
statistical analysis of existing crystallographic structures of proteins and have been applied in 
multiple aspects of structural biology, e.g., crystallography of relatively low-resolution 
structures, in homology model building and in biomolecular NMR. Construction of three-
dimensional hydropathic maps of individual residues might give an insight on how hydropathic 
environments affect the rotameric state of residues. HINT provides an excellent opportunity to 
study carefully hydropathic environments of residues. One candidate residue type for this 
analysis is tyrosine. The tyrosine residue’s side chain has the advantage of having both a large 
hydrophobic moiety represented by the phenolic ring as well as a hydrophilic part comprised by 
the phenolic OH group. In addition, tyrosine has the ability of forming π-π stacking with other 
aromatic residues. All these attributes make tyrosine an attractive residue for this analysis. One 
central question to be answered is discussed in Chapter 2, which is; is there a limited set of 
hydropathic environments that directly affect rotamer conformations of tyrosine?  Another 
question is, are rotamers observed a direct consequence of these environments? If the answers to 
these two questions turn out to be true, then this will provide a completely new paradigm for 
side-chain geometry prediction. This will be only a small step in achieving a greater goal of 
discovering new methods for protein structure predication based on hydropathic environment 
maps.  
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1.6.2 Protein structure determination of cannabinoid receptor interacting protein 1a and 
its cannabinoid 1 receptor interactions 
Cannabinoid receptors are a family of G-protein coupled receptors that are implicated in 
several diseases, which makes it important to understand the mechanisms of different effectors in 
modulating the signaling of these receptors. Cannabinoid receptor interacting proteins (CRIPs) 
were first discovered in 2007. One of the protein members of CRIPs, CRIP1a was found to 
decrease the constitutive activity of cannabinoid receptor one (CB1R), which if exploited could 
provide a novel way of modulating cannabinoid receptors. However, the three dimensional 
structure of CRIP1a is currently unknown, which is a significant obstacle in studying this 
important pathway. Thus, in Chapter 3 the process of elucidating the structure of CRIP1a by both 
experimental and computational methods is discussed. This is followed by studying the potential 
interactions of CRIP1a with cannabinoid receptor 1 (CB1R) on a molecular level. These efforts 
will aid significantly in the future designing of small molecule modulators that exploit this 
unique CRIP1a-CB1R interaction as potential therapeutic agents to various diseases related to the 
physiological functions of the CB1R. 
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 Chapter 2: Hydropathic environments and residue conformations 
2.1 Introduction 
Regularity and systemization has been a hallmark of structural biology from the advent of 
protein X-ray crystallography.  The reflection data itself is a consequence of the regular 
repeating lattices in crystalline materials.  In proteins, a relatively small alphabet of twenty 
amino acids leads to a near infinite number of sequences, yet there are levels of regularity within 
each protein structure that are readily amenable to systemization and classification.  For 
example, the torsion angles defining the local structure of the backbone (main chain) are not 
uniformly distributed and exhibit a preference for certain regions on a Ramachandran  vs.  
plot: some regions in  –  space are clearly sterically forbidden, while highly occupied regions 
often signal the presence of secondary structural elements such as  helices and  sheets that are 
stabilized by intra-chain hydrogen bonding between residues1.  In the late 1970s, Janin et al.2 and 
Gelin and Karplus3 developed the earliest definitions of sidechain rotamers and rotameric 
preferences using simple molecular mechanics and empirical energy functions based on known 
X-ray structures.  Later, it was noted that there was a relationship4-6 between sidechain 
conformation and backbone secondary structure.  For most residue types, there appear to be only 
a few frequently occurring sidechain conformations or rotamers, which are most often described 
by the torsion angles 1, 2, 3, etc.  Our current understanding of these sidechain rotamers, and 
the resulting libraries used by crystallographers and modelers today, are the result of exhaustive 
statistical analyses of known high-resolution crystal structures by several groups7-17.   However, 
there has been only limited consideration for the genesis of rotamer preferences beyond simple 
steric arguments, including crystal packing18, 19, and occasionally, simple electrostatics18-21.  
None of the available libraries have explicitly accounted for hydrophobic interactions within 
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protein structures other than by modeling van der Waals attractions with the Lennard-Jones 
potential.   
 
Sidechain conformations, for both comparative (homology) modeling and experimentally 
determined X-ray crystal structures – especially in low-resolution structures or in regions of 
incomplete electron density – are typically assigned using such rotamer libraries.  The resulting 
structures may or may not be at a global minimum energy.  Moreover, if the choice of rotamer is 
ambiguous, or if an appropriate rotamer is not present in the library, these sidechain 
conformations may not be native-like and the structure can easily become trapped in local 
minima that are not readily correctable via structure optimization protocols.  This highlights a 
potential problem, namely that rotamer libraries are incapable of predicting sidechain 
conformations not present in their training set X-ray crystal structures.  While this is rare, it is not 
impossible.  Therefore, smoothened, all-space rotamer libraries were recently constructed by 
Harder et al. using probabilistic models22, Shapovalov and Dunbrack using adaptive kernel 
regressions16 and Scouras and Daggett using molecular dynamics simulations17. 
 
While there have been some efforts to develop tools for scoring the suitability of a placed 
rotamer23-26, these have been somewhat crude, often operating at a residue-residue level, and not 
normally encompassing the full range of interaction types found in the biological environment.  
In this chapter, we describe the environments surrounding amino acid residues within proteins in 
terms of novel three-dimensional interaction maps that are both qualitative and quantitative.  
They are qualitative in that they indicate the character of interactions between the residue and its 
neighbors in terms of four classes: favorable polar (e.g., hydrogen bonding, Lewis acid-base, 
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attractive Coulombic, etc.); unfavorable polar (e.g., Lewis acid-acid and base-base, repulsive 
Coulombic, etc.); favorable hydrophobic (hydrophobic-hydrophobic, π-stacking, etc.); and 
unfavorable hydrophobic (hydrophobic-polar, desolvation, etc.).  We term this collection of 
interactions “hydropathy” and use a computational tool, HINT (Hydropathic INTeractions), to 
detect and quantitatively score these interactions from structural models.  The foundation of 
HINT has been extensively reviewed27, 28, but briefly, it is a scoring tool that exploits the free 
energy information from partition coefficients of solute transfer between water and 1-octanol 
(log Po/w) as a forcefield that recognizes hydropathic interactions as above, while inherently 
encoding entropy and solvation/desolvation.   
 
We are focusing on a single residue type, tyrosine, in this work.  While Tyr is the fifth 
least common (3.3%) amino acid observed in proteins29, it has a remarkable diversity of roles in 
protein structure, with its aromatic and hydrophobic character and phenolic –OH that can act as 
either/both an H-bond donor and acceptor.  Tyr is found in both buried and surface loci, where its 
sidechain can lay down on the surface or protrude into solvent.  It possesses, as do all residues, 
backbone H-bond donor (N–H), acceptor (C=O) and modest hydrophobic (CA) character.   
Because its collection of properties is so comprehensive, Tyr represents an ideal “proof-of-
concept” residue for these investigations.  Here, we will show that all of these properties, 
modulated by geometry, produce unique interaction profiles with their surroundings that can be 
represented by three-dimensional (3D) maps.  More importantly, the 3D arrangement of these 
interactions correlates strongly with the conformation of each tyrosine sidechain in protein 
structure.  
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2.2 Methods 
2.2.1 Dataset 
 We prepared a master dataset by randomly choosing 2703 proteins from the 
RCSB Protein Data Bank45, each having no ligand or cofactor in their structures.  The proteins 
thus selected ranged from 0.97 to 4 Å in resolution, with an average resolution of around 2 Å 
(16% with resolution ≥ 2.5 Å).  While 55 of these proteins do not contain tyrosine, the remainder 
contain between 1 and 132 tyrosine residues.  The size of the dataset should ensure that all 
possible 3D orientations and environments of TYR are represented.  The presence of duplicate 
chains is compensated by map similarity filtering (Vide infra).  We added hydrogen atoms to the 
structures with locally written routines: initial positions were assigned to hydrogen atoms based 
on their covalently-bonded heavy atom, and which were then optimized using a conjugate 
gradient minimization algorithm (van der Waals cutoff of 10 Å and a maximum of 10000 
iterations) to eliminate conspicuous steric clashes. 
 
2.2.2 First-pass similarity filter 
In preparation for analysis of map similarities by clustering, a square matrix dimensioned 
by the number of maps in the chess square, was calculated.   Numerous map quartets of high 
similarity were found as the calculation proceeded, and these were filtered on-the-fly as follows: 
if a pair of tyrosines meet all the conditions D(m,n)hydro(+)  0.9, D(m,n)hydro(–)  0.9, D(m,n)polar(+) 
 0.9 and D(m,n)polar(–)  0.9, where D is the correlation metric described in the text, then the 
environment of tyrosine n is presumed to be identical or very similar to that of tyrosine m and no 
further similarity calculations are performed against tyrosine n.  Our algorithm also includes a 
prediction algorithm to identify high similarity cases early.  For example, if it is found that 
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DTyr(row)-Tyr(m) ≈ DTyr(row)-Tyr(n) for several sequential rows, then there is a relatively high 
probability that tyrosines m and n are similar.  DTyr(m)-Tyr(n) is calculated to test that probability, 
and if true, then no further similarity calculations are performed against tyrosine n.  The direct 
identification of numerous high-similarity tyrosine environments lends credence to our 
hypothesis that there are, in fact, a limited set of interaction environments in protein structures. 
 
2.2.3 Alignment calculations 
 The standard Ramachandran  vs.  plot46 was segmented into an 8 by 8 matrix 
where each element is a 45° by 45° (/4 by /4) square in  –  space.  The  and  boundaries 
for the matrix superimposition were shifted by –20° and –25°, respectively, in order to center the 
highest density regions within matrix squares.   We have termed this schema a “chessboard” and 
have labeled all squares accordingly, i.e., a1 through h8.  All non-terminal tyrosine residues were 
extracted from the protein dataset described above, and the ,  and  torsion angles for each 
were calculated.  Each tyrosine was next binned into the appropriate chess square based on its  
and  torsions.  See Table S1 (Supporting Information) for a list of all tyrosines in the data set 
used for this work. 
 A template model tyrosine residue was constructed at the center of each chess 
square, such that it had  and  angles for that centroid, e.g., the centroid of chess square b4 is at 
 = –132.5° and  = –47.5°.  By definition, CA is at the origin, CB is on the z-axis and the CA-
HA bond vector is in the –y, –z quadrant of the yz-plane.  Rotation and translation matrices were 
calculated and stored for least-squares fitting of each tyrosine (using the eight atoms listed 
above) in the chess square onto the template for that square’s centroid, i.e., frame-shifting the 
entire protein to that position.  At most, this frame-shift produces a displacement of 22.5° in  
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and 22.5° in .   Average root-mean-squared deviations (RMSDs) for the atom positions were 
calculated (vide infra).  
  
2.2.4 HINT basis interaction maps 
 A three-dimensional box large enough to contain all possible rotamers of a 
tyrosine, plus a buffer margin on all edges of an additional 5 Å, was constructed.  The alignment 
described above places the CA atom at the origin of the box, whose dimensions are: –11.0 Å  x 
 11.0 Å; –11.0 Å  y  11.0 Å; –7.5 Å  z  10.5 Å, with a point spacing of 0.5 Å (74,925 
points).   
 To represent the 3D interaction environment associated with a residue, 3D 
interaction grids, which we have termed HINT basis interaction maps were calculated.   These 
maps convert a HINT pairwise interaction list27, 28 into a 3D object that encodes interaction type, 
interaction strength and the spatial distribution of interactions constituting the list.  Grid points in 
the map were computed using: 
 
ρxyz = ∑ bij exp { –[(x – xij)2 + (y – yij)2 + (z – zij)2] /  },  
 
where ρxyz is the 3D map value at a given grid point (x, y, z), bij is the HINT interaction 
score between atoms i and j, xij, yij and zij are coordinates of the midpoint of the vector between 
atoms i and j, and σ is a scaling factor that controls the width of the Gaussian map peak, which in 
this work was set to 0.5.  Sums are computed over all pairs of interactions and separate maps 
were calculated for each of the four interaction classes (favorable polar, unfavorable polar, 
favorable hydrophobic and unfavorable hydrophobic). 
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2.2.5 Map-map correlations 
 To quantitate the similarity between maps, we devised a correlation coefficient-
based metric that compares two three-dimensional arrays of real-valued points (G).  The map-
map correlation similarity is given by: 
 
D(I,J) = ∑ { 1 – ( |Gt(i) – Gt(j)| )2 / [( |Gt(i)| + |Gt(j)| ) • ( |G(I)|max + |G(J)|max )] },  
 
summed over all map points t, where G(i) and G(j) are point values in map I and the 
corresponding point in map J, respectively, and |G|max is the maximum of the absolute values of 
grid points for a map.  This metric ranges between 0 and 1, the latter of which is seen for two 
identical maps.  To dampen the tendency of a few high-valued-points dominating these 
summations, the map data were first transformed to log10 space with preservation of each data 
point’s sign, (Gt/|Gt|), and each map point value is scaled by 1/F, where F is a predefined floor 
value (0.5 in this work).  Then,  
 
if |Gt|/F > 1.0, the transformed map value is At = (Gt/|Gt|) log10 (|Gt|/F);  
otherwise, At = 0.   
 
Map-map correlation calculations with D(I,J) thus proceeded with the transformed At 
values.  Unfortunately, this implementation has a second problem.  Since our map boxes are 
designed to encompass all possible tyrosine conformations, they contain a large proportion (> 
90%) of zero-valued points, which would dominate the calculation and all map pairs would 
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appear to be very similar.  Thus, only points where |At(I)|  8 |A(I)stddev| or |At(J)|  8 |A(J)stddev|, 
where Astddev is the standard deviation of the average value of all points in the map, are 
considered in calculating D(I,J).  In practice, Boolean mask maps with the same coordinate 
systems are created for each map where TRUE values indicate points meeting the standard 
deviation criterion, and FALSE values when they don’t.  The logical OR of these two Boolean 
maps identifies which map points should be included in the D(I,J) calculation.  
 Separate map-map correlation scores were calculated for maps encoding the four 
individual classes of interactions.  These were combined via a weighted average to assess the 
overall map-map correlation between two structures/environments.  Calculation of basis maps 
(above) and map-map correlation scores were implemented in a single application, parallelized 
for Nvidia Graphical Processing Units (GPUs) using 3-dimensional processor grids, as 
implemented in CUDA 5.0.  This implementation, when run on a single M2070 GPU, resulted in 
an approximately 50-fold speed up compared to serial calculations.  
  
2.2.6 Clustering methods 
Cluster analysis was carried out using the freely available R software programming 
language and environment for statistical computing and graphics47.  All clustering runs were 
operations on similarity matrices containing Euclidean (shortest) distances between vectors of 
pairwise map correlation coefficients (above).  Several different algorithms available from R 
extension packages or implemented locally, including hierarchical48, k-means, k-medoids, 
model-based49,50 and affinity propagation37,51, were used.  For k-means clustering, one thousand 
trials with different sets of initial points were run for each dataset. Hierarchical clustering runs 
utilized Ward linkage methods.  For affinity propagation clustering, between 10 and 40 trials 
 27 
 
were run for each dataset in which initial self-responsibility values were chosen based on 
partitioning the elements of the similarity matrix into equally spaced quantiles.  Default values 
were used for all other parameters of each clustering method. 
 
2.2.7 Clustering validation 
 To verify that the datasets possess underlying fundamental patterns, an adaptation 
of Peeples’ R protocol was used52.  In this method, 250 random datasets were generated based on 
the actual dataset by randomizing columns in the similarity matrices so that each variable 
retained the same mean and standard deviation in both the actual and randomized matrices.  
Then, the matrices were clustered using the k-means clustering algorithm.  The Sum of Squares 
Errors (SSE) were computed for the clustering results and plotted against the number of clusters 
for the actual and randomized matrices.   
Results from the different clustering methods were further validated using silhouette 
coefficients53 that compare the similarity between items within a given cluster with their 
similarity to items in the nearest neighbor cluster: 
 
S(Ik) = [ Dave(Ik,Jk) – Dave(Ik,J’k’) ] / { 1 – min[ Dave(Ik,J’k’), Dave(Ik,Jk) ] },  
 
where S(Ik) is the silhouette coefficient for datum (map) I in cluster k, Dave(Ik,Jk) is the 
average similarity of datum I with all other data (J) in cluster k, Dave(Ik,J’k’) is the largest of the 
average similarities of datum I with all data (J’) in all the other clusters k’  k, and 
min{ Dave(Ik,Jk), Dave(Ik,J’k’) } represents the smaller of Dave(Ik,Jk) and Dave(Ik,J’k’).  The cluster k’ 
with the largest average similarity is defined as the "neighboring cluster" of I because it is the 
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next best fit cluster for datum I.  S(Ik) values were computed for each datum, or in our case, map 
quartet correlation score, and are in the range of  –1 to 1.  Values somewhat < 0 suggest that this 
particular datum is misclassified (in the wrong cluster), while coefficients somewhat > 0 indicate 
that it is correctly classified.  Values near 0, however, indicate that the datum lies near the border 
separating two clusters and that its classification may be ambiguous.  S(Ik) were calculated with 
the R cluster package48 or locally written software tools. 
While model-based and affinity propagation clustering algorithms do not require a priori 
knowledge of the number of clusters, other algorithms (e.g., k-means) require the number of 
clusters as a user-specified parameter.  Thus, to determine the optimal number of clusters for map 
D(I,J) matrices using the k-means algorithms, we employed the gap statistic, which finds 
optimal clustering solutions by comparing changes in the intra-cluster dispersion of datasets with 
that of a reference null distribution (randomly generated datasets based on the actual dataset) and 
is part of the R “clusterSim” package54.  The minimum N (number of clusters), where Gap(N) – 
Gap(N–1) – s(N) > 0 (s is the simulation error from the random datasets), is the defined optimal 
number (Nopt) of clusters.  Default values were used for all parameters. 
 
2.2.8 Average map and RMSD calculations 
 To ensure proper alignment of sidechains, the names of sidechain atoms (CD1, 
CE1, HD1, HE1)/(CD2, CE2, HD2, HE2) were swapped as necessary to meet the PDB standard, 
i.e., 0  2 (CA-CB-CG-CD1) < 180.  Maps within high similarity sets were simply averaged, 
and that average map was scored against each member of the set.  Also, for comparison and to 
validate the averaging process, a representative map of each set was scored against each other 
member of the set. 
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 For cluster sets, average maps were calculated by Gaussian weighting the 
contribution of each map,  
 
w = exp [–(d2/2)],  
 
where d is the Euclidian distance from each cluster’s centroid to its member map, and  = 
dmax/8, which is, for each chess square, the average of all cluster maximum Euclidian distances.  
This serves to weight maps closer to the center of a cluster over those on its fringes (which are 
likely closer to other clusters).  Moreover, if all data were more or less evenly spaced, there 
would be many more maps far from the centroid than near it, and an un-weighted map average 
would severely overemphasize the contributions of the more remote maps (see Figure 2.1).  
 
 
Figure 2.1 2-D schematic representing the issues inherent in calculating simple average maps within a 
cluster with randomly distributed data. The data (maps) most distant from the cluster centroid would 
dominate such averages, as many more data (maps) are in the distant shells than in the closer shells. 
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While there is a formal definition for “exemplar” in affinity propagation clustering, here 
we use that term to represent the datum closest to the centroid of each cluster generated by the k-
means algorithm.  Similarity scores and RMSDs were calculated in an analogous manner to that 
above: 1) comparing the exemplar map (or tyrosine) against all members of the cluster 
represented by their individual maps (or tyrosine structures) and 2) comparing the average map 
(tyrosine) constructed from members of the cluster, using individual maps (tyrosines) from 
similarity sets in the cluster, against all members of the cluster represented by their individual 
maps (tyrosines).  We monitored results from the first approach to ensure that cluster sets were 
truly constructed of similar maps, but report here results from the second approach because it 
representatively weights maps that are members of high-similarity sets. 
RMSDs for the tyrosine structures were also calculated by first averaging the atomic 
positions from all tyrosines within that set to create an average tyrosine model for the set, 
followed by calculating the RMSD for each atom by name.  These were calculated both for each 
atom, i.e., the average RMSD for a particular atom within the set, and for each molecule within 
the set.   The RMSD calculations were performed on two bases: 1) interactions-naïve, where the 
tyrosines for each chess square were simply grouped and subjected to hierarchical clustering in 
order to characterize their backbone-dependent rotamers; 2) interaction map-based, where the 
underlying tyrosines, as indicated by similarity and clustered map sets, were grouped and 
averaged. 
2.3 Results and discussion 
2.3.1 Preparation of dataset 
We constructed a data set from 2703 X-ray crystal structures of randomly selected from 
the RCSB Protein Data Bank.  The list of these structures is provided in Appendix A.  Hydrogens 
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were added to all protein models, followed by structure optimization as described in 
Experimental Details.  To systemize the effects on structure of the backbone  and  angles, a 
standard Ramachandran-type plot was overlaid with an 8 by 8 chessboard, as illustrated in Figure 
2.2.  As illustrated, the boundaries were slightly shifted in order to center the highest occupied 
(most favorable) regions within individual squares in the chessboard schema.  Each chess square 
represents a 45° by 45° sample of  –  space.  
 
Figure 2.2 Ramachandran  vs.  plot1 with superimposed chess square schema (blue). The centroid of 
two squares, b4 ( = -132.5,  = -47.5) and f6 ( = 47.5,  = 42.5) are indicated with red dashed lines. 
 
Our data set consists of 28,889 tyrosines, and excluded N-and C-terminal Tyr residues.   
The occupancy of the chess squares (Table 2.1) ranges from zero (nine cases) to 5376 in d4.  A 
heat map depiction of the tyrosine Ramachandran chessboard is shown in Figure 2.3.  Table S1 
(Supporting Information) lists all tyrosines in the data set, their backbone torsion angles, and the 
reference numbers, within their respective structure model files, for the C(–1), N, CA, CB, C, O, 
N(+1) and CA(+1) atoms.  Note that this file is also the index key to identifying specific 
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tyrosines in the data set.  Most references in this work will be only to the tyrosine’s sequence 
number within the chess square, e.g., tyrosine 1 in a1 is Tyr 18, chain A, from PDB structure 
149l. 
 
Table 2.1  Number of dataset tyrosine residues within each chess square. 
 A b C d e f g h 
1 631 2240 713 46 0 3 5 0 
2 2 22 13 1 0 13 0 0 
3 1 24 36 31 2 7 6 0 
4 6 228 2888 5376 3 21 7 1 
5 5 700 2449 250 2 85 157 1 
6 13 345 232 0 1 414 26 0 
7 20 710 585 21 2 36 8 0 
8 332 5301 4005 854 1 4 4 0 
 
 
 
Figure 2.3 Ramachandran chessboard displaying population heat map for tyrosine.  Data from this study. 
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After undergoing the first pass similarity filter, the filtered similarity sets were analyzed 
by averaging all maps indicated to be highly similar, followed by comparison of these average 
maps to the members of the respective sets.  These results are shown in Table S2.  To further 
validate this first pass filter, we also calculated average tyrosine coordinates based on the filter 
sets, and show for a1 (Table S2) that that average RMSD errors for these are quite small (average 
about 0.1 Å, largest 0.3 Å), suggesting that the maps encode sufficient information to define the 
underlying tyrosine rotamers.  In fact, even the atoms expected to have the largest variation, OH 
and HH (phenolic oxygen and hydrogen), have remarkably low average RMSDs (Table 2.5).  
Over the entire tyrosine dataset, all but 43 of these all-atom RMSDs are less than 0.5 Å, and only 
5 are greater than 1.0 Å. 
 
Residue backbone structure stubs were constructed at the center of each chess square, i.e., 
with  and  angles of that centroid.  All tyrosines were superimposed on the centroid for their 
chess square by least squares fitting of their atoms listed above with the corresponding atoms in 
the structure stub for the chess square.  These superimpositions frame shift the entire protein, 
centered on the tyrosine of interest, for our evaluations of inter-residue interactions.  The average 
root-mean square distances (RMSDs) for the superimpositions, calculated for the eight (above) 
backbone atoms, are generally between 0.15 and 0.20 Å (Table 2.2), indicating that the error 
imposed by aligning the dataset tyrosine backbones to the chess square centroids is quite small. 
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Table 2.2 Backbone atom RMSD errors (Å) caused by superimposition of each tyrosine in a chess square 
on its  –  centroid. 
 A b C d e f G h 
1 0.16 0.15 0.17 0.21   0.18 0.18   
2 0.11 0.16 0.15 0.21  0.18   
3 0.19 0.18 0.20 0.17 0.21 0.19 0.17  
4 0.20 0.15 0.16 0.13 0.15 0.23 0.18 0.18 
5 0.16 0.14 0.15 0.24 0.22 0.25 0.14 0.58 
6 0.15 0.14 0.19  0.37 0.14 0.17  
7 0.17 0.15 0.17 0.20 0.15 0.16 0.20  
8 0.17 0.15 0.15 0.19 0.20 0.25 0.21  
 
 
2.3.2 The HINT forcefield and score 
The HINT forcefield is based on atomistic parameters, ai and Si, that represent the partial 
log Po/w and solvent accessible surface area, respectively, for an atom, i.  In general, ai > 0 for a 
hydrophobic atom and ai < 0 for a polar atom, while Si is larger for solvent-exposed frontier 
atoms, but near zero for atoms at the center of functional groups or fragments.  The score 
between two atoms, i and j, is given by: 
 
bij = ai Si aj Sj Tij e-r + Lij,  
 
where r is the distance in Å between the two atoms, Tij is a descriptor function with 
values of –1, 0 and 1, which accounts for the intrinsic acid, base, etc. properties of interacting 
atoms to properly sign interaction scores, and Lij is an adaptation of the Levitt 
implementation30,31 of the Lennard-Jones potential function.  By convention, bij > 0 represents 
favorable interactions, such as hydrophobic-hydrophobic (where ai > 0, aj > 0 and Tij = 1) or 
Lewis acid-Lewis base (where ai < 0, aj < 0, Tij = 1), and bij < 0 represents unfavorable 
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interactions, such as hydrophobic-polar (where ai > 0, aj < 0 and Tij = 1) or Lewis acid-Lewis 
acid (where ai < 0, aj < 0, Tij = –1).  The total HINT score, 
 
HTOT = ∑∑ bij.,  
 
has been shown to correlate with differences in free energies of interaction in numerous 
systems, and about 500 HINT score units corresponds to 1 kcal mol-1 in ∆∆G32,33.  
 
2.3.3 Calculation of maps 
A rectangular box large enough to contain any possible tyrosine conformation and its 
interacting atoms, with a common map volume of 8712 Å3 and point spacing of 0.5 Å, was 
calculated as the union of all space that a tyrosine sidechain can reach from the origin, i.e., the 
position of CA.    
In the original implementation of the HINT interaction map34 between two molecules, 
each grid point value was calculated as the sum of interaction scores between property (i.e., 
hydrophobic, Lewis acid, Lewis base, H-bond donor, H-bond acceptor) vectors from each atom 
in the first molecule to a grid point and from each atom in the second molecule to the same grid 
point.  This method was effective but computationally expensive.  Here, we introduce an 
alternative algorithm that we term the HINT Basis map: first, all atom-atom interactions between 
the molecules, as calculated by the HINT scoring formalism (vide supra) and filtered for 
minimum magnitude and maximum distance, are tabulated in terms of their character, magnitude 
and the coordinates of the vector centroid between the two atoms; second, items in these lists are 
converted to 3D Gaussian peaks that are sampled and accumulated at each grid point in the box.  
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Qualitatively, the two map algorithms produce similar maps, but the new algorithm is much more 
efficient, which more than compensates for a relatively minor loss in subtlety and fine structure.   
Each tyrosine was superimposed on the corresponding chess square centroid as described 
above, and modeled as a small molecule “ligand” interacting with its “receptor”, i.e., the 
remaining atoms in the protein.  Interaction with atoms outside the tyrosine that would be 
involved in unscorable 1-2 and 1-3 interactions, i.e., the interactions with C(–1), O(–1), N(–1), 
N(+1), H(+1), CA(+1) and HA(+1) were excluded.  Four interaction maps, one for each of the 
four interaction classes – favorable and unfavorable polar and favorable and unfavorable 
hydrophobic – were calculated.  Figure 2.4 illustrates two typical map quartets: Figure 2.4A 
shows a π-π stacking (hydrophobic) interaction for Tyr 15 of the eye lens protein E crystallin 
(1a5d)35 and Figure 2.4B shows an offset π-π stacking (hydrophobic) interaction for Tyr 184 of 
the bacterial protein-folding factor DsbA (1a2j)36.  Both show hydrogen bonding between the 
tyrosine hydroxyl and the surrounding environment and both indicate complex arrangements of 
interactions at the residues’ backbone.  While each quartet succinctly reveals the character, 
geometry, and strength (here, indirectly by contour volume) of the interactions between that 
tyrosine residue and its environment of other residues and/or water, these maps are entirely 
intuitive by reflecting our expectations. 
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Figure 2.4 Hydropathic interaction maps representing specific tyrosine environments. A) Tyr 15 of the 
eye lens protein E crystallin (1a5d, 2.30 Å)35.  The tyrosine ring is engaged in a π-π stacking interaction 
with Tyr 28 from above, and is also interacting from below with Ile 3.  The OH is hydrogen-bonding with 
the heterocyclic ring of His 22 and/or the OH of Tyr 28.  The backbone is seen to be interacting with 
backbone atoms of Ile 3, Thr 4, His 15, Glu 17 and water 453; B) Tyr 184 of the bacterial protein-folding 
factor DsbA (1a2j, 2.00 Å), which is a member of the thioredoxin family36.  The tyrosine ring is engaged 
in an offset π-π stacking interaction with Tyr 3 from above.  The OH is hydrogen-bonding with water 386.  
The backbone is seen to be interacting with backbone atoms of Asp 180, Thr 181, Leu 185, Gln 187 and 
waters 362 and 378. 
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2.3.4 Are there underlying fundamental patterns in these maps? 
Our key hypothesis is that there is a limited set of unique map quartets that is much 
smaller than the nearly 30,000 unique tyrosines in our dataset.  Consider, for example, that the –
OH atom of Tyr is desirous of either, or both, an appropriately placed hydrogen bond acceptor 
and donor.  The source of those functional group(s) can be any of a number of polar sidechains, 
the backbone from any amino acid residue, or one or more water molecules.  The favorable polar 
maps for all of these cases could, in principle, be identical.  Likewise, the Tyr ring could be 
involved in favorable hydrophobic interactions with non-polar sidechains from several different 
amino acid residue types. 
 
To find these patterns, we devised a unique map-map similarity metric that scores the 
relationship between two maps.  Because the grid lattice box is so large – as it was designed to fit 
all possible Tyr side chain orientations – it is mostly empty for each map.  Thus, we only 
calculate point-by-point similarity for the union set of map points in both maps satisfying a 
minimum absolute value threshold, i.e., grid points evaluated must have a minimum value in one 
of the two maps.  To prevent the similarity (or dissimilarity) between a few pairs of high-valued 
points from dominating the overall map-map similarity, the maps are first scaled logarithmically 
as described in Materials and Methods.  The similarity or correlation coefficient between any 
pair of maps I and J is calculated as: 
 
D(I,J) = ∑ {1 – ( |At(i) – At(j)| )2 / [( |At(i)| + |At(j)| ) • ( |A(I)|max + |A(J)|max )] },  
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summed over the union set of map points t, where A(i) and A(j) are corresponding point 
values for maps I and J, respectively.  |A(I)|max is the maximum absolute value of map I.  In 
principle, D(I,J) should range from 0 to 1, but in practice there are not pairs of maps that are 
exact mirror images of one another, i.e., with precisely the same patterns and values but of 
opposite sign, so the minimum D seen in our hands is between 0.6 and 0.7.  Also note that our 
formalism would yield a value of about 0.5 if the two maps were totally non-overlapping, i.e., in 
different regions of the box, but this is an event that cannot occur for our protocol since the 
backbone atoms of all tyrosines within a chess square set are superimposed.  
 
2.3.5 Quantitating similarity of maps   
To determine the similarity between tyrosine residues m and n, a composite metric was 
calculated from the four similarity metrics for the map quartet.  Here, 
 
DTyr(m)-Tyr(n) = [ 4D(m,n)hydro(+) + 2D(m,n)hydro(–) + D(m,n)polar(+) + D(m,n)polar(–) ] / 8,  
 
which increases the relative contribution of hydrophobic maps in the model.  We found 
(vide infra) that the hydrophobic interactions were the most diverse class and wanted to 
emphasize this diversity in the overall metric.  DTyr-Tyr was calculated for each pair of tyrosines 
within each chess square to create a similarity matrix.  Thus, for a1, where there are 631 
tyrosines, a 631 by 631 Hermitian matrix was calculated.  However, numerous map quartets of 
high similarity were found as the calculation proceeded, many because our data set contained 
identical or near-identical chain sequences, but others because disparate (by sequence) 
environments were truly similar (vide supra). For the a1 chess square, the similarity filter 
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reduces the tyrosine matrix size to 379 by 379.  We are using a1 as a representative case 
throughout the remainder of this manuscript, but all relevant data for the other chess squares is 
available in Supporting Information tables.  We also calculated average tyrosine coordinates 
based on the map-derived filter sets, and found that that average RMSD errors for these are quite 
small: over the entire tyrosine dataset, all but 43 all-atom RMSDs are less than 0.5 Å, and only 5 
are greater than 1.0 Å.  These observations confirm that the maps encode structure, even 
accurately enough to correctly bin tyrosine sidechain structures. 
 We planned to use average maps of the similarity sets as the working data for 
further calculations; we thus calculated such average maps (Materials and Methods) and 
compared these to the individuals in the set and found, unsurprisingly, high similarities; e.g., for 
a1, the minimum DTyr-Tyr was 0.96304.  Then, as a control, we averaged a random collection of 
maps and compared this average map to the individuals in the set and found surprisingly high 
similarities although individual map-map similarities within the random set were quite low.  We 
have termed this phenomenon brown mapping.  The analogy is that when just about any set of 
vibrant paint colors is mixed the result is brown paint.  Averaging dissimilar high information 
value maps has the same effect: producing an overly featured map that has similarities to most 
other maps, with a concomitant loss of unique and usable information content.  One test of this 
effect is to compare the similarity calculated as above with an average of all paired individual-
individual similarities within a set.  If brown mapping is a problem, then the similarity calculated 
with respect to the average map would be notably larger than that calculated from the set’s 
individuals.  For a1, the weighted average map similarity is 0.98691, while its individual-based 
average similarity is only slightly lower, 0.97420 (Supporting Information). 
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Table 2.3 Number of dataset tyrosine residues within each chess square, originally and after application of 
similarity filter.a 
Chess 
square 
Number of Tyrosine Maps 
 
Chess 
square 
Number of Tyrosine Maps 
Original 
Similar. 
Filtered 
Polar 
(+) 
Polar 
(–) 
Hydro 
(+) 
Hydro 
(–) 
Original 
Similar. 
Filtered 
Polar 
(+) 
Polar 
(–) 
Hydro 
(+) 
Hydro 
(–) 
a1 631 369 94 132 220 199 e1 0 0 0 0 0 0 
a2 2 2 2 2 2 2 e2 0 0 0 0 0 0 
a3 1 1 1 1 1 1 e3 2 2 2 2 2 2 
a4 6 4 4 4 4 4 e4 3 2 2 2 2 2 
a5 5 4 4 4 4 4 e5 2 2 2 2 2 2 
a6 13 9 7 9 9 9 e6 1 1 1 1 1 1 
a7 20 16 13 16 16 16 e7 2 2 2 2 2 2 
a8 332 254 91 133 230 189 e8 1 1 1 1 1 1 
b1 2240 1396 247 385 1152 637 f1 3 3 3 3 3 3 
b2 22 12 9 10 12 11 f2 13 9 8 8 9 9 
b3 24 20 15 16 18 18 f3 7 7 7 7 7 6 
b4 228 149 62 87 133 120 f4 21 11 7 8 10 9 
b5 700 501 143 220 424 338 f5 85 58 34 42 54 45 
b6 345 239 78 125 218 169 f6 414 238 86 114 203 168 
b7 710 464 127 202 412 316 f7 36 19 13 17 17 16 
b8 5301 2939 419 698 2344 1240 f8 4 4 3 4 4 3 
c1 713 456 166 226 419 317 g1 5 2 2 2 2 2 
c2 13 11 10 11 11 11 g2 0 0 0 0 0 0 
c3 36 21 17 16 20 18 g3 6 5 5 5 5 4 
c4 2888 2019 233 368 1786 1033 g4 7 7 5 6 7 6 
c5 2449 1539 323 501 1295 943 g5 157 62 38 50 57 48 
c6 232 174 96 114 157 135 g6 26 20 16 16 20 14 
c7 585 377 132 215 345 286 g7 8 8 8 8 8 8 
c8 4005 2398 448 719 1998 1165 g8 4 4 3 4 4 3 
d1 46 42 34 36 42 37 h1 0 0 0 0 0 0 
d2 1 1 1 1 1 1 h2 0 0 0 0 0 0 
d3 31 25 25 12 25 22 h3 0 0 0 0 0 0 
d4 5376 3304 247 360 2700 1341 h4 1 1 1 1 1 1 
d5 250 191 85 122 184 167 h5 1 1 1 1 1 1 
d6 0 0 0 0 0 0 h6 0 0 0 0 0 0 
d7 21 15 15 15 15 15 h7 0 0 0 0 0 0 
d8 854 538 191 232 463 355 h8 0 0 0 0 0 0 
aOriginal – original number of tyrosines in chess square; Similar. Filtered – unique tyrosine maps after 
similarity compression; Polar(+) – unique tyrosine maps after similarity compression with respect to 
favorable polar interactions; Polar(–) – unique tyrosine maps after similarity compression with respect to 
unfavorable polar interactions; Hydro(+) – unique tyrosine maps after similarity compression with respect 
to favorable hydrophobic interactions; Hydro(–) – unique tyrosine maps after similarity compression with 
respect to unfavorable hydrophobic interactions. 
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2.3.6 Clustering of map similarity matrices 
The first pass filters were primarily intended to reduce the scope of the calculations by 
removing and cataloguing the obvious similarities in tyrosine environments. Our primary 
intention was to subject the distance matrices to clustering for identification and rationalization 
of unique environments.  Obviously, clustering is more computationally efficient on smaller 
matrices, but some cluster algorithms have also been reported to be unstable with a large number 
of redundant values in analyzed distance matrices37.   
As noted above, the brown map phenomenon can artificially inflate the similarity 
between derived average maps, so we must exercise caution in clustering and perform exhaustive 
validation of our results before any cluster-based map averaging (vide infra).  First, we examined 
the a1 chess square for the availability of an underlying structure to the data.  As described in 
Materials and Methods, 250 randomized matrices were generated and then clustered using the k-
means algorithm.  The Sum of Squares Errors for the actual clustering solutions decreases more 
steeply than the random data as a function of the number of clusters (see Figure 2.5), which 
demonstrates that the data set has structure and that clusters are present. 
 
Figure 2.5 Evidence of an underlying structure to the map similarity matrix data of chess square a1. Red: 
250 randomized matrices were generated based on the actual data, followed by clustering with the k-
means algorithm.  Blue: the actual data clustered with the k-means algorithm.  The Sum of Squares Errors 
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(SSEs) for the actual clustering solutions are smaller and decrease more steeply than the random data as a 
function of the number of clusters. 
While there are many clustering algorithms readily available and in common use, each 
algorithm has clear strengths and weaknesses, and no one clustering algorithm is universally 
applicable for all types of datasets; see, for example, Nugent and Meila38.  In order to ensure the 
optimal clustering of our datasets, several different algorithms were tested using the a1 dataset.  
Silhouette coefficients, which compare the similarity of data elements within one cluster with 
their similarity to elements outside that cluster (and in another), were used to evaluate the 
relative performance of clustering algorithms as shown in Figure 2.6.  These results indicated 
that the clustering algorithm producing the fewest misclassified data points was the k-means 
method.  Furthermore, this suggests that our datasets can be well modeled by isovolumetric 
spherical clusters, as generated by the k-means algorithm39.  The k-means algorithm, however, 
does not possess an intrinsic method to determine the optimal number of clusters for a data set; 
thus, we used the gap statistic of Tibshirani40 in our analyses to identify optimal clustering 
solutions for each chess square.  
 
Figure 2.6 The application of various clustering methods and protocols to the map similarity data for 
chess square a1. The k-means method shows the lowest number of misclassified data elements. 
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2.3.7 Clustering results by chess square 
Using the gap statistic (a1: Figure 2.7; all: Appendix B), we determined that the optimal 
number of clusters for the a1 chess square dataset was 14.  Table 2.4 reports the number of 
clusters determined for each chess square populated with  10 unique maps.   
 
 
Figure 2.7 Use of the gap statistic to determine optimum number of clusters for chess square a1 dataset. 
The derivative of the gap statistic crosses zero at N = 14, which is defined as the optimum number of 
clusters. 
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Table 2.4 Number of tyrosine map sets within each chess square after application of k-means clustering.a 
Chess 
square 
Number of Map Clusters 
 
Chess 
square 
Number of Map Clusters 
Composite 
Polar 
(+) 
Polar 
(–) 
Hydro 
(+) 
Hydro 
(–) 
Composite  
Polar 
(+) 
Polar 
(–) 
Hydro 
(+) 
Hydro 
(–) 
a1 14 8 9 13 10 e1 - - - - - 
a2 - - - - - e2 - - - - - 
a3 - - - - - e3 - - - - - 
a4 - - - - - e4 - - - - - 
a5 - - - - - e5 - - - - - 
a6 - - - - - e6 - - - - - 
a7 2 2 3 2 1 e7 - - - - - 
a8 13 9 11 9 11 e8 - - - - - 
b1 10 15 15 16 10 f1 - - - - - 
b2 2 3 3 3 2 f2  - - - -  -  
b3 3 5 3 4 3 f3 - - - - - 
b4 6 9 8 8 9 f4 2 2 2 2 2 
b5 14 11 11 15 13 f5 7 4 3 7 2 
b6 10 7 10 7 9 f6 10 8 5 10 10 
b7 14 12 10 15 12 f7 5 2 3 5 4 
b8 10 16 15 20 9 f8 - - - - - 
c1 11 11 10 15 13 g1 - - - - - 
c2 2 2 2 2 2 g2 - - - - - 
c3 2 4 3 3 4 g3 - - - - - 
c4 18 8 11 25 9 g4 - - - - - 
c5 16 16 16 20 19 g5 4 5 3 4 6 
c6 9 10 6 9 7 g6 2 2 1 2 3 
c7 14 8 13 13 10 g7 - - - - - 
c8 20 12 17 24 19 g8 - - - - - 
d1 4 6 5 3 2 h1 - - - - - 
d2 - - - - - h2 - - - - - 
d3 2 2 2 4 5 h3 - - - - - 
d4 22 10 13 21 17 h4 - - - - - 
d5 11 7 10 9 7 h5 - - - - - 
d6 - - - - - h6 - - - - - 
d7 2 2 2 2 3 h7 - - - - - 
d8 15 10 9 12 11 h8 - - - - - 
aComposite – number of distinct clusters calculated by k-means for tyrosine map quartets; Polar(+) 
– number of distinct clusters calculated by k-means for favorable polar interaction tyrosine maps; 
Polar(–) – number of distinct clusters calculated by k-means for unfavorable polar interaction 
tyrosine maps; Hydro(+) – number of distinct clusters calculated by k-means for favorable 
hydrophobic interaction tyrosine maps; Hydro(–) – number of distinct clusters calculated by k-
means for unfavorable hydrophobic interaction tyrosine maps. 
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It must be acknowledged that the datasets we are working with are not “textbook 
problems” and the “optimal” numbers of clusters are somewhat fuzzy.  Incrementing the number 
of clusters has the effect (see Figure 2.8) of creating an additional cluster by extracting a few 
elements from a handful of existing clusters, concomitant with minor re-equilibration of cluster 
membership in the remaining clusters.   
 
Figure 2.8 Clustergram of cluster distribution in chess square a1 in response to application of the k-means 
clustering method. The membership changes within individual clusters as the number of clusters increases 
can be traced.  
 
Silhouette coefficients (a1: Figure 2.9 and Figure 2.10; all: Table S3) confirm that the 
memberships of maps in the 14 clusters of a1 are valid, as only one slightly negative silhouette 
was calculated.   
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Figure 2.9 Mean silhouette coefficients for the 14 clusters of chess square a1. 
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Figure 2.10 Silhouette coefficients for 14 clusters of chess square a1. Mean silhouette coefficients for a1 
are shown in Figure 2.9.  Silhouette data for all chess squares are in Table S2. 
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As performed for the similarity sets, average maps and average tyrosine structures were 
calculated for each cluster, and these were compared to members of their respective cluster sets 
(a1: Table 2.5; all: Table S3).  The weighted average composite similarity is 0.95763  0.01547; 
only three clusters, 22, 394 and 481, have composite similarities less than 0.95.    
 
Table 2.5 Summary of results for k-means clustering of maps in chess square a1. 
Cluster 
Seta,b 
Member 
Countc 
Composite 
Similarityd 
Favor. 
Polar 
Similarity 
Unfavor. 
Polar 
Similarity 
Favor. 
Hydroph. 
Similarity 
Unfavor. 
Hydroph. 
Similarity 
RMSD 
Heavy 
Atomse 
RMSD 
All 
Atomse 
RMSD 
Atom 
OHf 
RMSD 
Atom 
HHf 
Average 
1 
Average 
2 
22 22 (31) 0.94635 0.92162 0.92009 0.95005 0.96444 0.425 0.499 1.052 1.383 71  11 93  15 
59 29 (48) 0.97162  0.98479 0.98164 0.96341 0.97643 0.384 0.441 0.969 0.946 69  11 88  11 
114 33 (66) 0.96278 0.95724  0.94858 0.97036 0.95750 0.249 0.299 0.588 0.928 62  6 89  8 
118 22 (32) 0.98217 0.98353 0.98898 0.97775 0.98694 0.256 0.296 0.616 0.773 61  6 93  8 
158 32 (48) 0.95083 0.92153 0.91967 0.96263 0.95745 0.303 0.356 0.731 0.987 67  8 90  8 
349 42 (68) 0.95170 0.93502 0.93457 0.96398 0.94404 0.262 0.303 0.634 0.856 71  6 95  7 
357 35 (62) 0.95164 0.94650 0.94029 0.95655 0.95008 0.266 0.323 0.638 1.038 61  7 88  9 
363 20 (24) 0.96090 0.95704 0.96648 0.95771 0.96643 1.122 1.285 3.038 3.528 74  51g 89  21 
394 25 (60) 0.92285 0.93711 0.93276 0.91461 0.92726 0.325 0.371 0.851 1.103 64  8 88  7 
472 12 (14) 0.98321 0.98661 0.98263 0.98623 0.97578 0.386 0.449 0.937 1.231 45  12 80  12 
475 15 (25) 0.95920 0.94821 0.95652 0.96277 0.95888 0.287 0.357 0.614 0.805 73  8 99  20 
481 22 (64) 0.94949 0.94415 0.93585 0.95062 0.95635 0.357 0.426 0.867 1.233 46  8 80  14 
603 39 (66) 0.95011 0.93716 0.93166 0.95085 0.96434 0.212 0.264 0.483 0.834 61  6 78  8 
611 21 (23) 0.96398 0.98728 0.98149 0.95653 0.95847 0.853 0.984 2.255 2.861 -173  42g 72  17 
aCluster sets are simply named for the exemplar tyrosine, which in turned is named for its sequential 
position in a list ordered by pdbid and residue number.  (See Supporting Material, Table S1). 
bDetailed lists of the cluster set memberships are set out in Table 2.3.   
cCounts are listed for unique similarity sets and (all maps). 
dSimilarities are calculated as described in the text.  Here, the average map of all members of the cluster 
set (including those in the associated similarity sets) is compared to each individual in the set and the 
averages of these similarities are reported. 
eRMSDs (Å) were calculated for the average tyrosine structure of the cluster set (including those in the 
associated similarity sets) against each individual in the set. The average RMSDs are reported for both the 
heavy (non-hydrogen) atoms and all atoms. 
fAverage RMSDs (Å) were calculated for atoms OH (phenolic oxygen) and their attached proton (HH). 
gThese clusters are not rotamerically pure with respect to 1 (see text). 
 
To determine if there is underlying tyrosine structural similarity within each cluster, we 
calculated RMSDs and 1 and 2 dihedral angles for the members of each map-derived cluster.   
The larger RMSDs and dihedral uncertainties for tyrosine structures in clusters 363 and 611 will 
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be discussed below.  Also, to detect the possibility of brown mapping, we calculated individual 
(exemplar)-based similarities for these clusters; the average similarity of this type was 0.94514  
0.02614 for a1.  Finally, we calculated “dissimilarities”, i.e., similarities between different 
clusters within the chess square, to evaluate the uniqueness of the clusters (a1: Table 2.6; all: 
Appendix C) on the basis of both the averaged maps (average, 0.84857  0.04232) and the 
exemplar individuals (average, 0.80953  0.02958).  The smaller the (dis)similarity, the more 
unique each cluster is with respect to the other clusters in the chess square.   Cluster 611 is most 
dissimilar from the others, while cluster 603 appears to have the most similarity with the others.  
Clusters 114 and 158 appear to be the most similar to each other.  It is noteworthy that cluster 
611 also has, by far the most positive mean silhouette coefficient (Figure 2.9).  The next section 
will present contour views of the cluster average maps to verify their information content and 
uniqueness. 
Table 2.6 Inter-cluster similarities for chess square a1.a 
Cluster 22 59 114 118 158 349 357 363 394 472 475 481 603 611 
22  0.81983 0.87320 0.83065 0.91686 0.89123 0.84935 0.79442 0.80100 0.79981 0.84666 0.83597 0.84611 0.79171 
59 0.80733  0.85153 0.86449 0.84709 0.84251 0.87768 0.84188 0.86075 0.79818 0.83952 0.84955 0.88694 0.78626 
114 0.85405 0.81625  0.86509 0.93514 0.91726 0.92369 0.80780 0.85548 0.82391 0.85625 0.88713 0.93298 0.78713 
118 0.82558 0.84895 0.83458  0.86676 0.86607 0.85217 0.84636 0.88222 0.79800 0.84784 0.87590 0.88112 0.80205 
158 0.87327 0.81984 0.86107 0.83906  0.92419 0.88470 0.82008 0.82295 0.81804 0.86072 0.90079 0.90355 0.80442 
349 0.85781 0.81728 0.86684 0.83593 0.85989   0.88856 0.81723 0.85102 0.80128 0.89044 0.86091 0.92386 0.79200 
357 0.79556 0.84544 0.86715 0.81677 0.82825 0.82719   0.81335 0.90382 0.85281 0.87280 0.89557 0.93230 0.78416 
363 0.78639 0.81640 0.78608 0.81787 0.81249 0.80115 0.79152   0.84267 0.78374 0.82249 0.82848 0.81207 0.81276 
394 0.77495 0.83320 0.79920 0.83742 0.78897 0.80899 0.82971 0.79614   0.81480 0.86227 0.86176 0.89314 0.78079 
472 0.78920 0.78851 0.80344 0.78814 0.79703 0.78333 0.81163 0.77294 0.80875   0.80801 0.88992 0.84947 0.76983 
475 0.80767 0.80339 0.81154 0.81565 0.80888 0.85074 0.82245 0.77001 0.82395 0.80112   0.84259 0.88191 0.77558 
481 0.80824 0.83207 0.83986 0.83930 0.83323 0.83189 0.83256 0.77816 0.82828 0.83979 0.80442   0.91054 0.80818 
603 0.80174 0.85249 0.85206 0.84552 0.81814 0.85221 0.85089 0.79399 0.82695 0.80878 0.82777 0.84845   0.79600 
611 0.77285 0.77716 0.77440 0.79472 0.79285 0.76950 0.76865 0.79738 0.77445 0.75813 0.74927 0.77631 0.78608   
aAbove diagonal – dissimilarities between weighted average maps representing each cluster; Below 
diagonal – dissimilarities between exemplar maps representing each cluster. 
 
2.3.8 Clustering results in 3D maps 
The results described in the previous section demonstrate that the cluster set we generated 
for the a1 chess square (and all others in Supporting Information) are robust.  Our goal, however, 
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is to prove that these clusters are structurally unique and that they encode information-rich sets 
of tyrosine interaction environments.  Figure 2.11 displays contour plots of the average map 
quartets for the 14 clusters of a1.  The left map of each pair displays the polar interactions – 
favorable (e.g., hydrogen bonding and acid-base) and unfavorable (e.g., acid-acid and base-base) 
in blue and red, respectively – as contours superimposed on the structure exemplar for the map; 
the right map of each pair displays the hydrophobic interactions – favorable (hydrophobic-
hydrophobic) and unfavorable (hydrophobic-polar) in green and purple respectively.  To enable 
visual comparisons of relative interaction strengths, the contour levels are identical across all 
map pairs: positive polar (+8); negative polar (-8); positive hydrophobic (+2); negative 
hydrophobic (-4). 
 
There are several interesting features evident from these maps.  First, the tyrosine 
hydroxyl is very important: only in cluster 363 (Figure 2.11H) were no significant polar 
interactions observed for atoms OH or HH.  Although dominated by favorable polar interactions, 
there is a background of unfavorable interactions in nearly all of these maps, even around OH.  
Second, favorable hydrophobic interactions with the aryl ring are nearly ubiquitous for tyrosine 
with map H being the only outlier.  The scarcity of unfavorable polar interactions associated with 
the tyrosine ring suggests that the ring is not commonly found in polar environments, at least in 
this chess square.  Third, although there is less diversity in polar interactions, especially for the 
backbone, than in hydrophobic interactions, there are, somewhat surprisingly, multiple backbone 
environments for tyrosines in just this chess square.  In broad terms, maps B, C, D, E, F, I and L 
are similar, especially around the backbone, as are maps G, K and M.  It is, however, more 
difficult to visually assess the similarity of hydrophobic maps.  All have reasonably similar 
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patterns of unfavorable interactions around the backbone atoms, mostly because the backbone 
itself is a mixture of hydrophobic (CA) and polar (N, C, O) atoms that is usually in close 
proximity with the backbones of other residues.  There are clearly several distinct interaction 
environments for the sidechain atoms; just focusing on the favorable hydrophobic interactions, 
some maps have contours above the ring (A, C and E), others below (D and I), some both above 
and below (B, F, G, J, K, L, M and N) and some neither (H). 
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Figure 2.11 Centroid Gaussian-weighted average three-dimensional contour maps for the 14 clusters of 
the a1 chess square. The tyrosine structure corresponding to the clusters’ exemplar maps are shown.  Left 
of each pair: polar maps (favorable – blue; unfavorable – red); right of each pair: hydrophobic maps 
(favorable – green; unfavorable – purple).  A) maps of cluster 22; B) maps of cluster 59; C) maps of 
cluster 114; D) maps of cluster 118; E) maps of cluster 158; F) maps of cluster 349; G) maps of cluster 
357; H) maps of cluster 363; I) maps of cluster 394; J) maps of cluster 472; K) maps of cluster 475; L) 
maps of cluster 481; M) maps of cluster 603; and N) maps of cluster 611. 
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The maps by interaction class were also clustered individually with the k-means protocol 
described above, and the numbers of clusters for each of the four hydropathic map types 
(favorable polar, unfavorable polar, favorable hydrophobic and unfavorable hydrophobic) are 
reported in Table 2.4.  Contour map plots of the average maps for these clusters in chess square 
a1 are reported in Appendix D, Figs. 8.1, 8.2, 8.3 and 8.4 for favorable polar, unfavorable polar, 
favorable hydrophobic and unfavorable hydrophobic interactions, respectively.  These data 
(Table 2.4 and Appendix D Figures 8.1-8.4) indicate that much of the diversity in overall 
hydropathic interaction environments arises from differences in hydrophobic interactions, 
especially the attractive set, as polar interaction environments are more highly conserved 
between the various map clusters within a chess square.  Although there is certainly extensive 
cross talk between the four classes, e.g., the presence of the tyrosine hydroxyl is a necessary 
condition for favorable polar while simultaneously being responsible for unfavorable polar, 
together these sets suggest an upper limit on unique environments.  
2.3.9 Clustering of tyrosine sidechain conformations 
 From the coordinates of each tyrosine in the dataset, we calculated interaction 
map-naïve RMSD distance matrices for the sidechain conformations in each chess square and 
clustered these.  To reduce the matrix sizes, we first similarity-filtered those tyrosine RMSD 
pairs ≤ 0.10 Å.  Table 2.7 lists the numbers, by this definition, of unique tyrosine conformations 
for each chess square.  Next, we clustered the reduced matrices using the hierarchical clustering 
method with Ward linkages.  We chose hierarchical clustering so that the hierarchy of rotamers 
could be readily visualized.  The numbers of resulting sidechain conformation clusters were 
determined such that the minimum inter-cluster RMSD was around 0.5 Å, which is on the order 
of the RMSD between two tyrosines where the only difference is a 180 rotation of the –CZ–
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OH–HH bond.  These are also set out in Table 2.7, with 5 detected for a1.  Because of the 
backbone conformation of a1, there is a very uneven distribution of 1 rotamers: 607 with 1  
60 (g+), 23 with 1  180 (t), and only 1 with 1  –60 (g–).  The clustering does a good job 
on the first, largest, set, but fares much more poorly with the other two because of its inherent 
bias against smaller clusters, especially singletons.  The molecular structures for intra-cluster 
averaged tyrosines in the 5 RMSD clusters of the a1 chess square are shown in Figure 2.12A.  
The 3 g+ clusters, A, B and C, have 124, 240 and 243 members, respectively.  It is noteworthy, 
however, that reclustering of the 23 member 1  180 set yields 3 clusters more or less 
analogous to the 3 associated with the 1  60 set. 
 
Table 2.7 Number of unique tyrosine structures within each chess square after similarity filtering and 
application of hierarchical clustering.a 
Chess 
square 
Similar. 
Filtered 
Unique 
Clusters 
 
Chess 
square 
Similar. 
Filtered 
Unique 
Clusters 
 
Chess 
square 
Similar. 
Filtered 
Unique 
Clusters 
 
Chess 
square 
Similar. 
Filtered 
Unique 
Clusters 
a1 478 5 c1 593 5 e1 0 - g1 2 - 
a2 2 - c2 23 8 e2 0 - g2 0 - 
a3 1 - c3 29 5 e3 2 - g3 6 - 
a4 4 - c4 2316 8 e4 2 - g4 7 - 
a5 5 - c5 2005 6 e5 2 - g5 117 4 
a6 13 6 c6 209 6 e6 1 - g6 25 4 
a7 18 6 c7 496 6 e7 2 - g7 8 - 
a8 297 8 c8 3185 7 e8 1 - g8 4 - 
b1 1764 5 d1 44 11 f1 3 - h1 0 - 
b2 16 7 d2 1 - f2 10 6 h2 0 - 
b3 23 5 d3 27 5 f3 7 - h3 0 - 
b4 200 5 d4 3476 7 f4 18 5 h4 1 - 
b5 625 4 d5 218 7 f5 79 5 h5 1 - 
b6 301 5 d6 0 - f6 333 5 h6 0 - 
b7 623 6 d7 19 7 f7 33 7 h7 0 - 
b8 3979 6 d8 713 7 f8 4 - h8 0 - 
aSimil. Filtered – number of unique tyrosine structures after similarity filtering ( 0.10 Å) of residue-
residue RMSD; Unique Clusters – number of distinct clusters calculated by hierarchical clustering for 
tyrosine structures. 
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The rotamers of a1 are clearly atypical for tyrosine over all  –  space: Scouras and 
Daggett17 report that 1 = g+ is the least frequent rotamer (9.25%), while 1 = t and 1 = g– are 
much more common, 40.35% and 50.40%, respectively (see Figure 2.12B).  Most of the tyrosine 
chess squares have conventional rotamer sets (see Appendix E).   
 
Figure 2.12 Rotamers of tyrosine. A) Results of clustering tyrosine structures in a1 chess square.  The 
five clusters are represented with thick sticks: green to blue – three clusters of 1 conformation g+, red – 
1 conformation t, yellow - 1 conformation g–.  Line drawings show individual similarity-filtered 
tyrosine structures.  Reclustering of the 1 = t set yields the three clusters that are represented with thin 
(magenta to red) sticks.  B) The nine 1 + 2 rotamers reported by Scouras and Daggett17.  The stick 
thickness represents the reported relative frequency of rotamer occurrence. 
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2.3.10 Relationship between maps and tyrosine structures 
The 14 a1 map clusters described above were examined by calculating average tyrosine 
structures based on the cluster memberships (a1: Table 2.5; all: Table S3).  The average all atom 
RMSDs for the clusters, excluding 363 (1.285 Å) and 611 (0.984 Å), are small (overall average, 
0.352 Å).  Likewise, the standard deviations for the average 1 and 2 angles for map-based 
clusters are notably small.  This observation supports our key hypothesis in that the clustered 
map set is sufficient to describe tyrosine structure.  Furthermore, the composition of the 14 map 
clusters in terms of the tyrosine map-naïve clusters (Figure 2.12A) show that, even within the 1 
= g+ set, preferences for one of the three g+ rotamers.  Figure 2.13 indicates that clusters 22, 59, 
158, 349, 394 and 475 have compositions of greater than 50% from g+C, clusters 114, 118, 357 
and 603 have compositions greater than 50% from g+B, and clusters 472 and 481 have 
compositions greater than 50% from g+A.   Cluster 363 is a small rotamerically heterogeneous 
cluster (24 maps) composed of a mixture of g+A, g+B, g+C and t members.  Viewing the maps of 
cluster 363 (Figure 2.11H) reveals that the tyrosine rings in this cluster have little or no 
involvement with their environments, which renders moot the conformations of the sidechains, 
even that of 1.  Similarly, cluster 611 is dominated by t, while also containing the g– singleton 
and two members of g+C, which explains its high structure RMSD but not its seemingly 
contradictory high mean silhouette coefficient (Figure 2.9).  The latter, however, only suggests 
that the members of cluster 611 would be far less well suited in another cluster than they are 
grouped together in this way.  The corresponding map-structure correlation data for all chess 
squares is available in Appendix F. 
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Figure 2.13 Correlation of tyrosine interaction map-based clusters with interaction-naïve tyrosine 
structure clusters for the a1 chess square. The contributions of the five rotamers shown in Figure 2.12A to 
each of the 14 map clusters is indicated. 
 
More importantly, however, is the converse: each structure-based cluster (or by our 
definition, rotamer) is the source of multiple unique interaction map-based clusters or 
environments.  It is, of course, not surprising that multiple interaction environments around OH 
are associated with a given rotamer since these atoms are typically excluded from rotameric 
definitions11-17; however, it is somewhat surprising that significant differences in interaction 
environments extend to the aromatic ring atoms and even to the backbone atoms.  For instance, 
clusters 22 and 59 (Figures. 2.11A and 2.11B) are both dominated by 1 = g+A rotamers, yet both 
the attractive and repulsive polar environments for the backbone atoms differ significantly.   
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Significantly, the hydrophobic environments surrounding the tyrosine rings are 
extraordinarily different.  Cluster 22 has a much more extensive attractive hydrophobic 
interaction network than 59, while 59 has a similarly extensive but repulsive hydrophobic 
interaction network (largely around the CB atom).  It might be tempting to attribute these 
hydrophobic interaction differences to subtle differences in ring orientation in these two clusters.  
However, comparison of the hydrophobic interaction maps of other cluster pairs – such as 114 
and 118 (Figures. 2.11C and 2.11D), where g+B is the dominant 1 rotamer and the ring 
orientations appear to be virtually identical – suggests that these differences, in fact, result from 
differences in the nature and location of atoms surrounding the tyrosine.  
It is important to reiterate that the milieu comprising a unique tyrosine environment, as 
indicated by its map, is not due to identical sets of residues surrounding each tyrosine cluster 
member.  Whatever residues are present play the same roles, e.g., hydrogen bond donor/acceptor, 
hydrophobic, -stacking, etc., however.  This can be visualized in Figure 2.14 where three maps 
from cluster 22 of a1 are shown.  In this cluster, a rather extensive network of attractive 
hydrophobic interactions above the Tyr ring characterizes its hydropathic interaction network.  
Each structure has this characteristic network, yet the interacting partners are quite varied: in 
map 22 (Figure 2.14A, 1b8x Tyr 127) the network is dominated Leu 20’s methyl groups, with 
contribution from the hydrophobic CG methylene of Glu 29, in map 231 (Figure 2.14B, 1tk1 Tyr 
251) the network is mostly due to a stacked hydrophobic interaction with Pro 125 and with the 
hydrophobic methylenes of the otherwise polar Asn 124 and His 126 sidechains, while in map 
419 (Figure 2.14C, 2pic Tyr 102) the network consists of methyls from Ala 317 and Ala 321, 
with contribution the Gly 318 CA methylene.  Also interesting is that the polar networks of maps 
22, 231 and 419 involve zero, one and three ordered waters, respectively.  To restate, in terms of 
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three-dimensional structure, it is not residue sequence that drives sidechain orientation or 
perhaps even identity in some cases.  The residue’s hydropathic environment is the key factor – 
each residue in a complex structure wants to complete its hydropathic valence, and if it can’t get 
satisfaction from the surrounding residues, cofactors such as water may be called into play.  
Analysis of the limited sets of unique hydropathic environments identified in this work reveals 
that the orientation (or rotamer) of a residue in a three-dimensional structure is a direct 
consequence of its environment, both steric and hydropathic.  Understanding and exploiting 
these sets may define a new paradigm in building models of protein structure. 
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Figure 2.14 Intramolecular hydropathic interaction maps for the three tyrosines closest to the centroid of 
cluster 22 in chess square a1. Left of each pair: polar maps (favorable – blue; unfavorable – red); right of 
each pair: hydrophobic maps (favorable – green; unfavorable – purple).  Ball and stick representation – 
the tyrosine of interest; stick representation – residues making significant interactions with the tyrosine of 
interest.  A) map 22 – the hydropathic environment of Tyr 27 in 1b8x; B) map 231 – the hydropathic 
environment of Tyr 251 in 1tk1; and C) map 419 – the hydropathic environment of Tyr 102 in 2pic. 
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2.3.11 Resolution, redundancy and related  
We chose in this proof-of-concept study to sample all structures in the PDB, regardless of 
resolution and sequence redundancy.  While there are concerns that low-resolution structures 
have inherent uncertainties in atomic positions that could introduce errors into our analyses, 
these structures may, on the other hand, have unique environments not otherwise present in the 
PDB.  Our strategy of calculating 3D maps to analyze environments mitigates some resolution 
concerns since our sampling grid spacing of 0.5 Å is larger than atomic positional uncertainties 
of all but the lowest resolution structures.  Errors in atomic position are also likely to be random, 
not systematic, and would tend to cancel out with averaging, likely yielding composite maps that 
at worst are more diffuse.  To partially test the effect of resolution, we excluded structures with 
resolution worse than 2.8 Å in the a1 chess square and re-clustered the resulting matrix, which 
now contained 336 unique maps vs. the previous 369, i.e., a 9% reduction.  The procedure and 
results for this test are in Figures. 2.15, 2.16 and Table S4.  Removing the low-resolution 
structures had an effect similar to that of parallel experiments where random 9% sets of the maps 
were removed. 
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Figure 2.15 Map clusters created when structures with resolution worse than 2.8 Å are removed from 
chess square a1. The deleted structures were found in twelve of the fourteen original clusters.  The 
memberships for most clusters are relatively similar in the new set, except for rearrangements 
concomitant with the reduction from 14 to 11 clusters. 
 
 
Figure 2.16 Map clusters (run 6) created when a random 33 structures are removed from chess square a1. 
The deleted structures were found in thirteen of the fourteen original clusters.  The memberships for most 
clusters are relatively similar in the new set, except for rearrangements concomitant with the reduction 
from 14 to 11 clusters. 
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The final result of this work was the creation of maps representing distinct interaction 
environments for tyrosine.  To avoid artificially emphasizing rare environments of those 
contributing to a cluster, we decided that the clustered average maps should be weighted by the 
frequency of occurrence for the environments collected therein.   Thus, by design, there are 
redundant chains, both from single multichain structures, and from multiple structures with very 
similar sequences, in our data set.   Our first-pass filter removes redundant environment maps 
from the clustering calculations, but we reintroduced those redundant maps when constructing 
the clustered average maps.  It is impossible to say if our structure sampling is truly 
representative of all structure space, but we feel that it is likely more so than working with only 
sequence-unique chains of high resolution. 
 
2.4 Conclusions  
Three-dimensional hydropathic interaction maps as we have described in this work are 
very useful tools for qualitatively visualizing the various forces and other effects that underlie 
biomacromolecular structure.  They also provide a means to spatially and quantitatively 
systematize nanoenvironments in ligand binding sites34,41-43, at protein-protein interfaces33,44 and 
within the secondary and tertiary structure of proteins.  Here, we have shown that these maps can 
depict the hydropathic environment around a single residue.  More intriguing is that there is 
regularity in these residue-level maps and they can be clustered into a limited number of sets of 
prototypical environments. 
Also key to our paradigm is clustering.  This present work is certainly not the end of the 
story.  It has proven challenging to represent the similarity between two complex three-
dimensional entities like maps with a single scalar metric – and we have pushed further by 
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combining the similarities of four individual map pairs into such a metric.  The brown mapping 
phenomenon we described is but one manifestation of this challenge.  It is interesting that high 
values in the map dissimilarity matrices can be indicative of two opposite effects: there are too 
many clusters and the high similarity indicates that two of the clusters might be better as one, or 
there are too few clusters and the high similarity indicates the presence of brown mapping 
because an average map has been constructed by combining maps that do not belong together.  
Moreover, clustering methods are not fine scalpels surgically extracting groups of like members.  
The inherent biases of each method must be carefully evaluated and tools such as silhouette 
coefficients must be applied.  Even with the textbook-like data of tyrosine RMSDs, unsupervised 
clustering was unable to separate the three 1 rotamers when the numbers of one rotamer were 
overwhelmed by those of the other two.  To clarify one related point, we cannot discount the 
possibility that rare or “unusual” rotamers and/or hydropathic environments are the result of 
crystal disorder or errors in crystallographic interpretation. 
Lastly, we must highlight the importance of both the hydrophobic interactions and water.  
As it turned out, the source of most diversity between clusters (Figure 2.11 and Appendix D 
Figure 8.3) was in the hydrophobic interaction maps.  These interactions are also the class most 
often ignored in structure analyses.  Likewise, water plays a major role in structure by filling 
hydropathic valence, especially for surface residues.   Our evaluation of interactions with three-
dimensional maps leads us to propose a new paradigm, interaction homology, as a key factor in 
protein structure.  It is not the residues surrounding, in this case tyrosine, that direct its 
conformation, but the hydropathic “field” of the surrounding atoms.  Indeed, we showed in 
Figure 2.14 that very diverse collections of structures produce very similar maps. 
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 Chapter 3: Molecular mechanism of CRIP1a and cannabinoid 1-receptor interactions 
3.1 Introduction 
Ever since their discovery in the mid-1980s, cannabinoid receptors have been receiving 
increasing attention as their roles in an expanding array of vital human physiological processes 
are elucidated. For example, roles in regulation of motivation, motor function, memory, appetite 
and energy homeostasis, pain perception, immune function, gastrointestinal and cardiovascular 
function, and bone mass maintenance have all been attributed to cannabinoid receptors. These 
receptors represent an important class of the G protein-coupled receptor (GPCR) superfamily.1 
Currently, this class is comprised of two subtypes, the cannabinoid 1 receptor (CB1R) and 
cannabinoid 2 receptor (CB2R), although other targets of some cannabinoic ligands have been 
described.2 Of the two subtypes, CB1R is the major subtype expressed in neuronal cells, while it 
is also co-expressed to a lesser extent with CB2R in immune cells and other peripheral tissues.3 
Cannabinoid receptors are endogenously activated by the lipid-derived endocannabinoid ligands, 
anandamide and 2-arachidonoyl glycerol (2-AG), among others. CB1R signaling and regulation 
have biomedical relevance because CB1Rs are involved in a wide range of diseases, including 
substance abuse disorders (they are a major target of Δ9-tetrahydrocannabinol, the main 
psychoactive constituent in marijuana) and neurodegenerative diseases such as Parkinson's, 
Alzheimer's, Huntington's diseases, cancer, obesity, inflammatory bowel disease, and 
neuropathic and inflammatory pain.4-7 
The CB1R signals mainly through the activation of G proteins of the Gi/o family, which 
inhibit adenylyl cyclases and regulate ion channels, including calcium and potassium channels.8 
Evidence also exists that in certain cell types, CB1Rs can stimulate adenylyl cyclase via Gs, 
which can induce receptor-mediated Ca2+ fluxes and stimulate phospholipases.3 Moreover, 
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stimulation of CB1Rs results in the phosphorylation and activation of mitogen-activated protein 
kinases (MAPKs) that regulate nuclear transcription factors.9 In recent years, it has become 
evident that CB1Rs also interact with various non-G-protein GPCR-interacting proteins that can 
modulate CB1R function.10  For example, CB1Rs are regulated through mechanisms similar to 
those of other GPCRs, such as GPCR kinases and β-arrestins.  In addition, CB1Rs have the 
ability to form homo- and hetero-dimers/oligomers, resulting in altered pharmacological 
properties, which might contribute to the diverse pharmacological effects of cannabinoids 
observed in various tissues.3 However, one mechanism that appears to be unique to CB1Rs is 
related to their binding to CRIP1a and CRIP1b, the cannabinoid receptor interacting proteins.11 
CRIP1a/b are globular proteins that were first discovered by the Lewis group, when they 
observed that the deletion of the CB1R C-terminus resulted in delaying the time required to peak 
Ca2+ current inhibition, augmented the tonic CB1R-mediated inhibition of Ca2+ currents, and 
promoted the ability of CB1R to sequester G-proteins.12, 13 These findings suggested that the C-
terminal tail could be serving as an auto-inhibitor. Searching for additional proteins that might be 
involved in regulating CB1R’s activity, they used the CB1R distal C-terminus as bait in a yeast 
two-hybrid screen, and identified two proteins: CRIP1a and CRIP1b.  Later, CRIP1a was shown 
to bind to a GST-labeled CB1R-C-terminal tail fusion protein and to co-immunoprecipitate with 
CB1R, although no interaction of CRIP1a with the CB2R has been observed.11 
 
CRIP1a and CRIP1b are generated by alternative splicing of the Cnrip gene, which is 
located on chromosome 2 in humans.11 CRIP1a is most highly expressed in the brain, and its 
homologs are found throughout the vertebrates. Interestingly, CRIP1a was shown to selectively 
reverse basal, but not CB1R agonist-induced inhibition of voltage-gated Ca2+ channels when co-
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transfected with CB1R in superior cervical ganglion neurons, which suggests that CRIP1a 
inhibits constitutive CB1R activity.11 Supporting this interpretation, the ability of the CB1R 
inverse agonist rimonabant (SR141716A) to stimulate basal Ca2+ channel activity in CB1R-
transfected neurons was eliminated by co-expression of CRIP1a.11 
Interestingly, CRIP1a possesses a palmitoylation site and a C-terminus PDZ class I 
ligand.  The palmitoylation site may play a role in localizing CRIP1a to the plasma membrane.11 
The PDZ ligand domain may play several roles: 1) allowing CRIP1a to interact with other 
proteins, act as a scaffolding site, and/or enabling the formation of heterodimers between CB1Rs 
and other receptors; and 2) potentially modulating the localization, desensitization, or 
internalization of CB1Rs.10,14 
CRIP1a may also be involved in the balance between neuroprotection and degeneration. 
Katona’s group employed quantitative PCR to compare the levels of CB1R and CRIP1a mRNA 
in epileptic and healthy postmortem human hippocampal tissue. Reduced levels of both CRIP1a 
and CB1R mRNA were found in sclerotic hippocampi.15 Alternatively, CRIP1a mRNA was found 
to be elevated following kainic acid-induced seizures in rats.16 Both reports suggest that CRIP1a 
plays a role in modulating CB1R function in the pathogenesis or neuroadaptive response to 
epilepsy. Moreover, in a model of glutamate excitoxicity in cultured cortical neurons, virally-
mediated expression of CRIP1a inhibited the protective effects of a cannabinoid agonist while 
conferring a protective effect to an antagonist.17 In addition to its putative roles in the brain, 
CRIP1a is presynaptically expressed along with CB1Rs in the retina, and the Cnrip1 gene 
exhibits hypermethylation in a subset of colorectal carcinomas and adenomas.18-20 
While none are definitive, the findings above suggest potentially important functions of 
CRIP1a in multiple physiological systems, yet very little is known about the exact mechanisms 
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by which CRIP1a binds to the CB1R, which is crucial to understanding the regulation of CB1R 
signaling.  In this chapter, we first attempted using X-ray crystallography and NMR to 
experimentally determine the three-dimensional structure of CRIP1a with and without the last 9 
or 12 amino acid peptide that constitute the CB1R C-terminus. Since these studies were 
unsuccessful, we therefore applied a palette of complementary computational techniques, 
including homology modeling, Ab initio and protein threading, to generate all atom molecular 
models for CRIP1a. Then, using protein-protein docking methods, the resulting CRIP1a model 
was docked to the C-terminus of the CB1R to generate a model for the CRIP1a-CB1R interaction. 
 
3.2 Methods 
3.2.1 Experimental Procedures 
3.2.1.1 Protein purification 
The plasmid containing the cDNA coding for CRIP1a with an N-terminal His-tag was 
transformed into component E.coli cells. Cells were grown at 37oC in Luria-Bertani (LB) 
medium containing 100μg/ml ampicillin. At OD600nm of 0.5, the expression was induced by 
addition of 1.0 mM isopropyl-β-D thiogalactopyranoside. Incubation was carried out in a 
mechanical shaker at 37oC for 18 hours (overnight). Cells were harvested with centrifugation, 
and broken with a homogenizer. After centrifugation, the precipitate was dissolved in 50 mM 
potassium phosphate, 300 mM sodium chloride and 10% glycerol at pH 7.5 and dialyzed against 
the same buffer. Streptomycin sulfate was added at a concentration of 1 g/ 100 mL. The sample 
was then loaded on a 2.5 x 7 cm Ni-NTA column (Qiagen), pre-equilibrated with the above 
buffer, and then washed with the buffer containing 50 mM imidazole. His-tagged CRIP1a was 
then eluted with imidazole in the buffer. In order to cleave the His-tag, the protein was first 
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dialyzed against same buffer as before for 18 hours (overnight), and then incubated with 
thrombin for 18 hours (overnight) at 5oC whereby five units of thrombin were used for each 1 
mg of CRIP1a. The cleaved CRIP1a was then loaded on a 2.5 x 7 cm Ni-NTA column, pre-
equilibrated with the above buffer, and then eluted with buffer containing low concentrations of 
imidazole (5-30 mM imidazole). Finally, CRIP1a was concentrated using amicon centricon 
cutoff 10K. The purity of the protein was determined to be greater than 95% using SDS gel 
electrophoresis.  
3.2.1.2 Crystallization experiments 
Hanging drop vapor diffusion method was used for crystallizing CRIP1a. A droplet of 
purified protein, buffer and precipitant is allowed to equilibrate with a larger reservoir containing 
similar buffer and precipitant in higher concentration. Crystallization conditions for the His-
tagged CRIP1a were obtained from kit I and II (Hampton Research) and Wizard Classic kits 1 
and 2 (Emerald Bio). Crystallization conditions were setup at both room temperature and 5oC. 
Conditions showing promising results were modified by changing buffer concentration, 
precipitant concentration or pH. In addition, Additive screen (Hampton research) was used with 
conditions showing promising results. Two short peptides comprising the last 9 and 12 amino 
acid sequence of the CB1R C-terminus were also complexed with CRIP1a to assist in 
crystallization of CRIP1a. 
 
3.2.1.3 Protein preparation for NMR analysis 
The recombinant protein CRIP1a was expressed in E. coli host strain in a restricted media 
containing trace elements and vitamins. Expression was induced with 1.0 mM isopropyl-β-D 
thiogalactopyranoside at 37 °C for 18 h. In order to determine the suitability of conditions 
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required for NMR experiments of CRIP1a, we started by expressing the 15N isotopically enriched 
protein by using 15NH4Cl (1 g/L) (Sigma-Aldrich) as the sole nitrogen source. Expressed protein 
was purified using Ni–NTA resin (Qiagen) as discussed in section 3.2.1.1. The final NMR 
sample consisted of purified CRIP1a in 50 mM potassium phosphate buffer pH 7.5, a range of 
100-250 mM NaCl in a 90% H2O/10% D2O mixture. 
3.2.2 Computational methods 
A general workflow for building the CRIP1a-CB1R molecular model is shown in Figure 
3.1. First, the secondary structure pattern of CRIP1a was predicted. Then, three different 
methods were used to build 3D models for CRIP1a (homology modeling, ab initio and protein 
threading). Hydrogen atoms were added to the CRIP1a models followed by energy minimization. 
Next, all models were evaluated with multiple scoring paradigms in order to choose the best 
model to carry forward into succeeding stages.  The best such model for CRIP1a was then 
docked to the C-terminus of the CB1R, after which the resulting models for the CRIP1a-CB1R 
complex were energy minimized, clustered and then evaluated to determine the most reliable 
protein-protein interaction model. Finally, the docked model was subjected to a 10 ns all-atom 
molecular dynamics simulation in an explicit solvent system for refinement. 
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Figure 3.1 General scheme of the CRIP1a-CB1R interaction model construction. 
 
3.2.3 Secondary Structure Prediction 
CRIP1a secondary structure pattern was predicted using the amino acid primary sequence 
by several algorithms, including: HMMSTR, SSPRO 4, CDM, JNET, SABLE, PORTER, 
NetSurfP, SPINE X and PSIPRED.21-29 A consensus secondary structure was generated using the 
GeneSilico Metaserver.30 For the prediction of CRIP1a structural class and fold type, the 1D 
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protein structure prediction software from Kurgan’s lab, which predicts structural class and fold 
type information from the primary sequence of a protein, was used.31,32 
3.2.4 Comparative Modeling 
Several algorithms were used for generating sequence alignments: BLAST and the 
GeneSilico Metaserver, which encompasses a combination of different homology and protein 
threading methods for template searches and sequence alignment, e.g., COMA, HHBLITS, 
Profile Comparer, FFAS, HHSEARCH, pGenTHREADER, Phyre, Pcons5, consens3d, jmbrank 
and sp3.30,33-45 For prediction of distant homologues, other protein threading algorithms were 
used, which are pDomTHREADER, I-TASSER, RaptorX, LOMETS (LOcal MEta-Threading-
Server); and MUSTER (MUlti-Sources ThreadER).41,46-54 Based on the produced alignments, we 
used MODELLER to generate CRIP1a models.55 
 
3.2.5 Ab initio methods 
The QUARK algorithm for ab initio protein folding and structure prediction was used to 
generate models using replica-exchange Monte Carlo simulation guided by an atomic-level 
knowledge-based force field.56 Furthermore, hybrid methods combining ab initio with other 
techniques were used: Bhageerath (incorporating bioinformatics tools) and Robetta’s algorithm 
(incorporating comparative models of protein domains).57-60 
3.2.6 CB1R C-terminus model building 
According to Niehaus et al., the last nine amino acids on the C-terminus of CB1R are the 
minimum residues required for CRIP1a binding.11 PEP-FOLD, which is a de novo approach for 
prediction of peptide structures from amino acid sequences, was used to build the 3D structure of 
this nine amino acid peptide.61-69 
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3.2.7 Model evaluation 
The various models generated by ab initio and comparative methods were evaluated 
using the DOPE method. The DOPE score of a protein can be viewed as a conformational energy 
that measures the relative stability of a conformation with respect to other conformations of the 
same protein. It can be used to choose the best model out of a set of predicted model structures 
for a particular protein sequence. Because the DOPE energy is not normalized based on the size 
of the protein, the absolute score for a protein is not meaningful, but the relative energies of 
different conformations are useful in model evaluation.70 Also models were evaluated using the 
MolProbity web server tools and Ramachandran plots.71 The electrostatic properties of the 
CRIP1a-CB1R complex interface was evaluated using Adaptive Poisson-Boltzmann Solver 
(APBS) tools plug-in for PyMOL.72-74 This tool uses APBS to solve the Poisson-Boltzmann 
equation (PBE) to assess electrostatic properties.72 All images were created using PyMOL74 
 
3.2.8 Protein-protein Docking 
Protein-protein docking was performed using the HADDOCK (High Ambiguity Driven 
DOCKing) algorithm.75 The site on CRIP1a where the CB1R C-terminus binds is unknown, so 
this 9 amino acid peptide was docked to all possible sites encompassing amino acids 34-110 of 
CRIP1a. This range was chosen because these amino acids are common between CRIP1a and 
CRIP1b and thus most likely critical for CB1R binding.11 Docking results were individually 
inspected, after which high scoring models were passed into the refinement step. 
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3.2.9 CRIP1a-CB1R Complex Model Refinement 
All docked poses were refined with FireDock76, 77 (Fast Interaction Refinement in a 
molecular Docking) algorithm and then rescored using the HINT78-84 force field. As discussed 
before HINT describes and quantifies all interactions in the biological environment by exploiting 
the interaction information implicit in LogPo/w (the partition coefficient for 1-octanol/water 
solute transfer).  We call HINT a "natural" force field because it is based on empirical energetic 
terms that are defined by real experiments, and thus encodes interaction types including 
Coulombic, hydrogen bond and hydrophobic interactions expected to be found between 
molecules in the biological environment. It is a free energy force field that includes 
solvation/desolvation and entropy in addition to the other enthalpic terms.78-84 The HINT score 
(HTOTAL) is a double sum over all atom-atom pairs of the product (bij) of the hydrophobic atom 
constants (ai, partial log Poctanol/water) and atomic solvent accessible surface areas (Si) for the 
interacting atoms, mediated by a function of the distance between the atoms: 
 HTOTAL = ∑i ∑j bij = ∑i ∑j (ai Si aj Sj Tij Rij + rij) (1) 
where Rij is a simple exponential function, e-r, rij is an adaptation of the Lennard-Jones 
function, and Tij is a logic function assuming +1 or -1 values, depending on the polar (Lewis acid 
or base) nature of interacting atoms.83-86 
 
3.2.10 Molecular Dynamics 
The CRIP1a-CB1R complex 3D model was further refined by subjecting it to an all-atom 
Molecular Dynamics (MD) simulation. MD simulations were carried out with the NAMD 2.8 
package developed by the Theoretical and Computational Biophysics Group in the Beckman 
Institute for Advanced Science and Technology at the University of Illinois at Urbana-
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Champaign.87 CHARMM (Charmm-27) was used as the force field.88 The initial MD setup was 
done using the MDWeb’s “NAMD FULL MD Setup” workflow.89 The CRIP1a-CB1R complex 
3D model was first solvated in an equilibrated TIP3P water box of dimension 91.8 Å × 81.8 Å × 
73.8 Å using the center of mass of the complex as the origin. Then Cl- and Na+ ions were added 
to neutralize the system and appropriate amount of ions were added up to a concentration of 50 
mM. Solvent molecules were first minimized for 500 steps of conjugate gradients minimization 
method, keeping the protein molecules fixed to allow favorable distribution of water molecules 
on the complex surface. Subsequently, the system was coupled to a heat bath from 0 to 300 K 
and the constraints applied to the solute atoms were gradually decreased after which, the system 
was allowed to be simulated without restraints for over a period of 10 ps. Finally, a 10 ns 
molecular dynamics production phase was carried out on the entire system. The analysis of the 
MD trajectory was done in VMD.90 
 
 
3.3 Results and Discussion 
3.3.1 Experimental procedures 
The CRIP1a protein was purified and obtained with a high purity (>95%) and high yield. 
Unfortunately, crystallization experiments did not yield any X-ray diffraction quality crystals. 
For the NMR experiment, protein was also purified and obtained with a high purity (>95%) and 
high yield, however the protein was unstable at low salt concentrations and high concentration; 
conditions typically required for NMR experiments. 
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3.3.2 Secondary Structure Prediction 
Predictions by the majority of algorithms suggest that CRIP1a is composed almost 
exclusively of ß-sheets and loops, which make CRIP1a a member of all ß proteins class (Figure 
3.2). This was confirmed by the structural class prediction algorithm 1D, which also predicted 
CRIP1a is of the Concanavalin A-like lectins/glucanases all ß strands sandwich fold.31,32 
 
Figure 3.2 Secondary Structure prediction of CRIP1a by several algorithms. Consensus is shown in red. 
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3.3.3 Comparative Modeling 
Different sequence alignment algorithms yielded template crystal structures from 111 
different alignments of 74 different protein chains. Each algorithm has its own scoring method, 
so it is difficult to directly compare their results. However, it was clear that most of the generated 
alignments were in the lowest range of their respective algorithm’s scoring scales. Only 
pDomTHREADER, an algorithm generally regarded as precise and sensitive in discriminating 
superfamilies, yielded two alignments in the high range.  pDomTHREADER combines 
information from both sequence and structure to produce domain alignments. The highest 
scoring alignment thus produced was for PDB ID 1DS6 Chain B, (human Rho-specific guanine 
nucleotide dissociation inhibitor 2, RhoGDI 2), which covers amino acids 1-152 of CRIP1a’s 
164 amino acids, i.e., all but the last of CRIP1a’s ß-sheet (see Figure 3.3). 
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Figure 3.3 Alignment of CRIP1a with RhoGDI 2 (PDB ID 1DS6 Chain B), the best scoring template. The 
RhoGDI 2 secondary structure and the predicted (consensus) secondary structure for CRIP1a are shown 
in red above and below the sequence alignment, respectively S: β-sheet and H: helix. 
 
 RhoGDI, an all ß protein of sandwich fold type, plays an important role in G-
protein coupled receptor (GPCR) signaling, including that of CB1R.91 The pDomTHREADER 
analysis also suggested CRIP1a to be somewhat homologous to RhoGDI 1, implying the 
possibility of CRIP1a sharing a similar function with the RhoGDIs. RhoGDI decreases the 
activity of Rho by preventing guanine nucleotide exchange and membrane association. RhoGDI 
may also act as a positive regulator for Rho activities by providing spatial restriction, guidance 
and availability signals to effectors; functions that are essential for the correct targeting and 
regulation of these effectors.91 RhoGDI 2 has an identity of 15.9% to the CRIP1a sequence, 
which is quite low; however, pDomTHREADER uses the primary sequence of a protein to infer 
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distant relationships to other protein families that are not detectable by simple percentage 
identity. These relationships often suggest common function and can often provide templates for 
the construction of high quality 3D structural models.41 
While other alignments with higher percentage identity were found, they had low scores 
and did not cover as large a fraction of the CRIP1a sequence.  For example, 1AOZ (ascorbate 
oxidase) chain A and 1AYO (alpha 2-macroglobulin) chain A both have 20% identity with 
CRIP1a.  Their alignment scores, however, were lower than that of RhoGDI 2 and did not 
provide templates for several of CRIP1a’s ß-sheets.  
After using MODELLER to build CRIP1a models using the alignments we obtained, 
DOPE scoring showed that the highest scoring model was that based on the RhoGDI 2 template 
(Figure 3.4A). The constructed model for CRIP1a follows the predicted secondary structure; 
however, residues 153-162 were removed since they exceeded the extents of the template. Thus, 
to produce a complete model, residues 153-162 were re-modeled using the next best scoring 
template – fibrinogen-binding protein SdrG (PDB ID 1R17) chain B.  After energy minimizing 
and scoring this model, it had the highest score of all generated models (Figure 3.4B). To ensure 
no major modeling defects, a Ramachandran plot was generated by MOLPROBITY for the 
model and was found to be within the acceptable limits (Figure 3.5).70 
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Figure 3.4 CRIP1a protein threading based model. A) Superimposition of backbone atoms of CRIP1a 
model (blue) and the RhoGDI 2 crystal structure (red). B) 3D structure constructed for CRIP1a colored as 
a rainbow starting from the N-terminus (blue) to the C-terminus (red).  
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Figure 3.5 Ramachandran plots for the best full model of CRIP1a generated using RhoGDI 2 as a 
template (generated by MOLPROBITY).70 
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3.3.4 Ab initio protein modeling 
According to DOPE scoring, models built using Ab initio methods (all ß proteins) were 
found to have high scores (all DOPE scores are found in Appendix G); however, none of them 
had a score better than the model generated using RhoGDI 2 as a template. It is interesting to 
note that the best scoring model of this set was generated by the hybrid bioinformatics/Ab initio 
Bhageerath algorithm. 
3.3.5 CRIP1a – CB1R Docking 
The best scoring CRIP1a-CB1R model according to HINT is shown in Figure 3.6. Figure 
3.7 depicts the high electrostatic complementarity in both CRIP1a and CB1R interfaces. The nine 
amino acids of the CB1R C-terminus (Figure 3.8) are mostly polar; therefore, polar interactions 
are the dominant type of interaction between CRIP1a and CB1R.  
 
Figure 3.6 Best Docked model for CRIP1a-CB1R complex. CRIP1a is shown in blue and the 9 C-
terminal amino acids of CB1R are shown as a space-filling model. 
 
 91 
 
 
Figure 3.7 Complementarity of electrostatic potentials at the interface of the predicted CRIP1a-CB1R 
complex. In the middle, CRIP1a and CB1R C-terminus are aligned in a pre-complex position to better 
show the spatial complementarity of electrostatic potentials of the molecules. Positive potential is shown 
as blue and negative potential is shown as red. To the left, CRIP1a is shown; the CB1R binding site is 
enclosed in a back dashed rectangle. To the right, the binding interface of the C-terminus of CB1R is 
shown. It can be clearly seen the complementarity of electrostatic potentials at the interface of the 
complex, as the area of the positive potential (blue) on CRIP1a faces the negative potential (red) on CB1R 
C-terminus and vice versa. 
 
Figure 3.8 The last nine amino acids of the CB1R C-terminus with sequence STDTSAEAL. 
 
Most notably, the model suggests that hydrogen bonds are formed between the CB1R 
backbone carbonyl oxygens of Ser464, Thr465 and Asp466 with the Lys130’s terminal amine 
from CRIP1a. In addition, a hydrogen bond is formed between one of the CB1R carboxyl 
oxygens of Asp466 and the phenolic oxygen of Tyr85 from CRIP1a. Finally, another hydrogen 
bond is formed between the Thr467 hydroxyl group from CB1R and the backbone carbonyl 
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oxygen of Asn61 from CRIP1a. The model suggests that Lys130 from CRIP1a has a quite 
significant role in the interaction between CRIP1a and CB1R (Figure 3.9). In addition, there are 
several hydrophobic interactions, for example, between Val67 from CRIP1a and Ala471 from 
CB1R. The complete HINT score interaction analysis is reported in Appendix H. This CRIP1a-
CB1R interaction model supports the assertion that CRIP1a might be responsible for blocking the 
coupling of CB1R to specific Gi/o proteins that are responsible for the tonic inhibition of Ca2+ 
channels, but not to other Gi/o proteins that could inhibit Ca2+ channels in response to agonist 
activation.11 The concept of CB1R differential G-protein coupling, and the subsequent selective 
signal transduction mechanisms was previously discussed by Anavi-Goffer et al., where they 
found through Gi/o protein reconstitution experiments that the combination of CB1R and 
Gαi3(C351G) significantly enhanced the tonic inhibition of Ca2+ channels, while CB1R and 
GαoA(C351G) abolished the tonic inhibition of Ca2+ channels.92 An earlier study by Nie et al. 
also reinforces the differential coupling concept by showing that D164N point mutation of CB1R 
blocked tonic inhibition of Ca2+ channels, whereas agonist-dependent Ca2+ channel inhibition 
was not affected.13 The possibility that CRIP1a blocks the coupling of CB1R to specific Gi/o 
proteins without affecting the binding of other Gi/o proteins may provide an explanation for the 
finding that CRIP1a selectively blocks basal CB1R modulation of Ca2+ channel activity, but not 
CB1R agonist-induced modulation of this activity.11  
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Figure 3.9 Key interactions between the CB1R and CRIP1a as predicted by the model. A) Model showing 
CRIP1a (purple) bound to CB1R C-terminus (grey).  B) 2D representation of the key interactions between 
CRIP1a (blue) and CB1R (black). 
 
 
3.3.6 Molecular Dynamics 
To obtain an estimate of the MD trajectory quality and convergence, the backbone root 
mean square deviation (RMSD) values relative to the starting structures were plotted as shown in 
figure 3.10A. This analysis shows that after a rapid increase in RMSD during the first two ns, the 
trajectory is stabilized with average RMSD values of 3.56 ± 0.21 Å. This suggests that the 
protein was undergoing modest equilibration in the first two ns of the production phase. The 
secondary structure of CRIP1a was examined to characterize any instabilities or conformational 
changes during the MD simulation. Throughout the entirety of the 10 ns simulation, CRIP1a’s 
extended β-sheets were found to be well maintained (Figure 3.10B). Amino acids 30-35 were 
alternating between a 3-10 helix (which matches the secondary structure of the same aligned area 
in the template (Figure 3.2) and a turn. Amino acids 73-76, which correspond to a gap in the 
template in original sequence alignment (Figure 3.2), were changed from a turn to an α-helix by 
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the end of the simulation. The rest of the amino acids, which were originally involved in loops, 
were alternating between pure coils and turns. The binding region of the CB1R C-terminus was 
highly maintained throughout the simulation. 
 
Figure 3.10 Structural analysis of the MD trajectory. A) The RMSD plot of the MD trajectory, as can be 
seen a rapid increase occurs during the first two ns, and then the RMSD levels off and becomes stable for 
the remainder of the simulation. B) The change in secondary structure of CRIP1a throughout the MD 
simulation (generated by the Timeline Plugin, Version 2.3. in VMD (Humphrey et al., 1996)). 
 
As indicated by the root mean square fluctuation (RMSF) calculated over the entire 
simulation (Figure 3.11B), the most flexible regions of CRIP1a correspond to the N-terminus 
(residues 1-5), the A-loop (residues 15-23), the B-loop (residues 68–80), the C-loop (residues 95-
100), and the C-terminus (residues 148-160). All these regions correspond to the amino acids that 
alternate between a pure coil and a turn with the exception of the B-loop, which changed from a 
turn to an α-helix. The high flexibility of these regions might be contributing to the difficulties 
faced during the crystallization experiments. The RMSF analysis of the nine amino acids CB1R 
C-terminus (Figure 3.11C) showed no significant fluctuations compared to the whole complex. 
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Figure 3.11 The MD simulation results. A) The 3D binding mode of CB1R C-terminus (grey) to the 
CRIP1a protein (purple). B) Cα-based RMSFs calculated over the entire period of 10 ns of the MD 
production simulation for CRIP1a. C) Cα-based RMSFs calculated over the entire period of 10 ns of the 
MD production simulation for the last nine amino acids of the CB1R C-terminus. 
 
Since the trajectory analysis suggested that, the protein was undergoing modest 
equilibration in the first two ns of the production phase as mentioned earlier, it seemed more 
appropriate to analyze the interactions between CRIP1a and the CB1R C-terminus in the region 
between 2-10 ns of the trajectory. Among the H-bonds that were observed more than 50% of 
time during the analyzed region of the simulation: CRIP1a-Ser63 and CB1R-Thr467 side chains 
with an average distance of 2.91 ± 0.18 Å and CRIP1a-Arg82 backbone and CB1R-Ser468 side 
chain with an average distance of 2.87 ± 0.22 Å. In addition, the following salt bridge 
interactions were observed more than 50% of the time during the analyzed region of the 
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simulation: CRIP1a-Lys76 side chain and CB1R-Leu472 terminal carboxylic group with an 
average distance of 2.87 ± 0.23 Å, and CRIP1a-Lys130 and CB1R-Glu470 with an average 
distance of 2.76 ± 0.17 Å. Finally, hydrophobic interactions were observed more than 50% of the 
time during the analyzed region of the simulation for residues Val67, Val69, Val83, Leu163, and 
Phe162 from CRIP1a and Ala469, Ala471 and Leu472 from CB1R. 
 
3.4 Conclusion 
In conclusion, previous work has explored the effects of binding of CRIP1a to CB1R; 
however, this interaction has never been examined on the atomic level, as there are no available 
X-ray crystal structures for the complex or either of the interacting proteins. Here, we used three 
different types of computational techniques, comparative, Ab initio and protein threading, to 
build 3D models of the CRIP1a protein. The best scoring model was obtained through protein 
threading using RhoGDI 2 as a template.  RhoGDI 2, another effector with a significant role in 
G-protein coupled receptor signaling (including CB1R), is an all ß protein of the sandwich fold 
type, which is the same fold predicted for CRIP1a.  Also modeled was the nine amino acid C-
terminal end peptide of CB1R.  The peptide was docked as a ligand to the best-scored model of 
CRIP1a, resulting in mostly favorable polar interactions. The constructed model was then 
subjected to an all-atom MD simulation for further refinement. The energetics and binding mode 
analyses suggest that Lys130 of CRIP1a may play a significant role in this interaction.  Our 
model identified potential areas of the CRIP1a that are highly disordered, which is important 
information for crystallization efforts. In addition, the model may be used to guide the design of 
future site-directed mutagenesis experiments.  Understanding the structures of these proteins and, 
particularly, their interactions will form the foundation for understanding mechanisms of CB1R 
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regulation in the CNS, and may lead to advances in drug development for the treatment of 
disorders involving modulation of CB1R activity. 
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 Chapter 4: Conclusions 
The first aim of this work was to test the hypothesis that amino acids have a limited set of 
hydropathic environments that directly affect their rotamer conformations. To achieve this aim a 
candidate residue was chosen for this analysis: tyrosine. Since its side chain has the both large 
hydrophobic moiety represented by the phenolic ring as well as a hydrophilic part comprised by 
the phenolic OH group and has the ability to form π-π stacking interactions with other aromatic 
residues, it was an illuminating choice. Using HINT, hydropathic maps were constructed for 
tyrosine residues extracted from our dataset. It has been shown that these maps can depict the 
hydropathic environment around a single residue.  Moreover, it was shown that there is 
regularity in these residue-level maps and that they can be clustered into a limited number of sets 
of prototypical environments and that experimentally observed rotamers are a direct consequence 
of these environments. Hydrophobic interactions were shown to be the source of most diversity 
between these clusters. Unfortunately, hydrophobic interactions are the class most often 
ignored in structure analyses. In addition, water was found to play a major role in structure 
by filling hydropathic valence, especially for surface residues. This analysis of interactions 
using three-dimensional hydropathic maps opens up the way to a new paradigm, 
interaction homology, as a key factor in protein structure.  It is not the residues 
surrounding, in this case tyrosine, that direct its conformation, but the hydropathic “field” 
of the surrounding atoms. 
 
The second aim of this study was to elucidate the three dimensional structure of CRIP1a 
and to study its interactions with CB1R. Experimental methods were attempted in the form of 
crystallization experiments and protein purification for NMR. Unfortunately, we could not find 
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optimum conditions for growing CRIP1a crystals suitable for X-ray diffraction. In addition, high 
concentrations of CRIP1a protein necessary for NMR experiments were difficult to achieve due 
to constant precipitation. Computational methods were thus used to predict a model of the three 
dimensional structure of CRIP1a. Due to the lack of a suitable homologous template for building 
the model, other methods were attempted; namely: protein threading and ab initio. A good 
scoring model was obtained through protein threading, which was subsequently docked to 
CB1R’s C-terminus in order to study possible interactions. The constructed model was then 
subjected to an all-atom MD simulation for further refinement. Using HINT throughout the 
process, a good scoring model was attained. The energetics and binding mode analyses suggest 
that Lys130 of CRIP1a may play a significant role in this interaction.  The model identified 
potential areas of the CRIP1a that are highly disordered, which is important information for 
improving further crystallization efforts. In addition, the model may be used to guide the design 
of future site-directed mutagenesis experiments of the binding site of CRIP1a, which will 
confirm the residues forming this binding site and aid in any future design of small molecule 
modulators targeting the CRIP1a-CB1R interaction.  Understanding the structures of these 
proteins and, particularly, their interactions will form the foundation for understanding 
mechanisms of CB1R regulation in the CNS, and may lead to advances in drug development for 
the treatment of disorders involving modulation of CB1R activity. 
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 Appendix A: PDB IDs for protein structure data used in the HINT map analyses  
*These structures are included in the master dataset but do not contain tyrosines. 
133L 1ARB 1BQC 1CJS 1DVO 1EUJ 1FP9 1GQZ 1HST 1IOS 1JKS 1KF8 
134L 1ARL 1BR9 1CK3 1DWU 1EUR 1FPO 1GS0 1HSW 1IOT 1JL1 1KGE 
135L 1ATT 1BRI 1CKH 1DXS 1EVS 1FR1 1GS9 1HSX 1IQ0 1JLN 1KGF 
149L 1ATU 1BRY 1CL5 1DY6 1EW4 1FS3 1GSO 1HTZ 1IQV 1JMW 1KH0 
175L 1ATZ 1BSA 1CLW 1DYW 1EY0 1FSN 1GXN 1HUF 1IR7 1JN3 1KID 
177L 1AUN 1BSB 1CMS 1DZF 1EY4 1FSO 1GY0 1HV0 1IR8 1JON 1KN9 
180L 1AVU 1BSC 1CNS 1DZO* 1EY5 1FVA 1GYD 1HV1 1IR9 1JOS 1KNG 
189L 1AW7 1BSQ 1CNU 1E21 1EY8 1FVJ 1GYU 1HVA 1ISE 1JPD 1KOE 
1A04 1AYD 1BTI 1CNV 1E4J 1EY9 1FZY 1GYV 1HYQ 1ISN 1JPE 1KQ5 
1A06 1AYZ 1BU2 1COF 1E6K 1EYD 1G0X 1GZI 1HZ6 1IST 1JPO 1KQX 
1A0P 1B00 1BUE 1COL 1E6L 1EYH 1G1K 1GZJ 1HZT 1IU1 1JSS 1KS5 
1A21 1B1J 1BVX 1CQA 1E6M 1EZ3 1G24 1GZK 1I04 1IUH 1JSX 1KS9 
1A2J 1B1U 1BVZ 1CQM 1EA8 1EZ8 1G4E 1H03 1I0C 1IUK 1JTI 1KT9 
1A2L 1B5Z 1BWH 1CQN 1ECL 1EZK 1G4R 1H14 1I1B 1IUL 1JVA 1KTE 
1A2M 1B68 1BWI 1CQY 1EDE 1F00 1G4W 1H1N 1I1J 1IV7 1JVT 1KU3 
1A32 1B6B 1BWJ 1CRN 1EDG 1F0W 1G61 1H2P 1I1Z 1IW2 1JVV 1KVA 
1A33 1B6E 1BWZ 1CSK 1EDQ 1F10 1G62 1H2Q 1I20 1IXV 1JVW 1KVB 
1A3H 1B7I 1BY7 1CSP* 1EG3 1F1S 1G6L 1H3Q 1I2H 1IZ4 1JWF 1KVC 
1A5D 1B7J 1BY8 1CSQ* 1EH1 1F21 1G83 1H4A 1I2T 1IZ5 1JWR 1KW2 
1A7H 1B7K 1BYW 1CV2 1EIC 1F2M 1G8A 1H4U 1I39 1IZ6 1JXB 1KWI 
1A87 1B8X 1BZ4 1CVF 1EID 1F2Y 1G8P 1H6T 1I3V 1IZP 1JY5 1KX8 
1A8Q 1B9K 1C03 1CZ1 1EIE 1F2Z 1G9O 1H75 1I5I 1IZQ 1JYH 1KXA 
1AA2 1BA2 1C25 1CZT 1EIF 1F32 1GAK 1H7I 1I5P 1IZR 1JZA 1KXB 
1AAJ 1BA7 1C2A 1D2K 1EKG 1F6W 1GBS 1H7M 1I6A 1J08 1JZB 1KXC 
1AB5 1BAN 1C3F 1D2P 1EKL 1F7C 1GC7 1H9V 1I7K 1J27 1K0F 1KXD 
1AB6 1BAR 1C3P 1D6M 1EM7 1F9M 1GCE 1HA1 1I9Y 1J2A 1K0O 1KXE 
1ACF 1BAS 1C46 1DC9 1EMR 1FAA 1GCN 1HAR 1IAD 1J2F 1K1A 1KXF 
1AD6 1BD8* 1C4R 1DDJ 1ENH 1FAN 1GCP 1HBQ 1IAP 1J3A 1K1B 1KXO 
1AEP 1BEA 1C5G 1DG3 1ENI 1FAS 1GCS 1HCL 1ICX 1J42 1K1S 1KXW 
1AF3 1BEE 1C5H 1DI1 1ENJ 1FAZ 1GCU 1HD5 1IDJ 1J6R 1K30 1KXX 
1AF9 1BFA 1C90 1DIX 1ENK 1FB0 1GD6 1HD8 1IDK 1J74 1K46 1KXY 
1AFU 1BFE 1C91 1DJA 1EOE 1FB2 1GD8 1HDE 1IFB 1J8Y 1K50 1KZF 
1AGI 1BFG 1C92 1DJB 1EOF 1FB6 1GEQ 1HEL 1IFG 1JAB 1K5A 1L01 
1AGJ 1BHE 1C93 1DK7 1EP7 1FC7 1GGL 1HEM 1IGD 1JAM 1K6K 1L02 
1AK1 1BJ7 1CDJ 1DKJ 1EQ6 1FCU 1GH2 1HEN 1IHZ 1JB3 1K95 1L04 
1AKI 1BK1 1CDU 1DKL 1EQP 1FG4 1GHL 1HEO 1II3 1JBB 1KAA 1L05 
1AKO 1BK2 1CDZ 1DLC 1EQV 1FHG 1GHS 1HEQ 1IIB 1JCF 1KAB 1L06 
1AKZ 1BK7 1CEC 1DOL 1ERJ 1FHL 1GLN 1HER 1IIZ 1JEJ 1KAF 1L07 
1ALB 1BKR 1CEM 1DQ7 1ERK 1FL0 1GLO 1HEY 1IJ9 1JFR 1KAG 1L08 
1AM5 1BM0 1CEO 1DSL 1ES2 1FLH 1GMU 1HHL 1IJB 1JFU 1KCT 1L09 
1AME 1BNE 1CEW 1DT2 1ES4 1FLQ 1GND 1HIB 1IJQ 1JHS 1KDA 1L0B 
1AMM 1BNF 1CF1 1DT3 1ES5 1FLU 1GOA 1HK0 1ILG 1JI6 1KDB 1L10 
1AO3 1BNG 1CFY 1DT4 1ES6 1FLW 1GOC 1HKA 1ILW 1JIS 1KDC 1L12 
1AO6 1BNJ 1CHD 1DU4 1ESI 1FLY 1GOD 1HM4 1IO1 1JIT 1KEH 1L13 
1AOA 1BNS 1CHK 1DUA 1ET6 1FMT 1GOZ 1HOE 1IO2 1JIY 1KEX 1L14 
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1AOV 1BOL 1CII 1DUE 1ET9 1FN5 1GP3 1HPT 1IOQ 1JJ1 1KF5 1L15 
1APA 1BOX 1CIY 1DVN 1EUG 1FO9 1GPP 1HQZ 1IOR 1JJ3 1KF7 1L16 
1L17 1LE2 1M0Z 1MZL 1OA4 1PGB 1QKX 1RBS 1SAU 1TCY 1UAI 1VED 
1L18 1LE4 1M14 1N05 1OB3 1PGS 1QLP 1RBT 1SE2 1TD6 1UAX 1VER 
1L19 1LF1 1M3I 1N3X 1OD0 1PGV 1QM7 1RBU 1SEF 1TDY 1UBI 1VES 
1L1N 1LF4 1M4C 1N3Y 1ODD 1PGX 1QMT 1RBV 1SFE 1TF1 1UBQ 1VF8 
1L20 1LGY 1M4J 1N7E 1OEM 1PJR 1QNT 1RBX 1SFR 1TF5 1UC7 1VFF 
1L21 1LHH 1M4V 1N7P 1OGM 1PK5 1QOI 1RC9 1SGZ 1TG0 1UCH 1VFQ 
1L22 1LHI 1M53 1NA5 1OI7 1PP3 1QOK 1RD6 1SH0 1TGN 1UCT 1VIC 
1L23 1LHJ 1M5I 1NA7 1OIA 1PQ0 1QPV 1RDA 1SH2 1TGO 1UEB 1VIN 
1L24 1LHK 1M5T 1NAR 1OIB 1PRQ 1QQE 1RDB 1SHG 1TGR 1UEC 1VJK 
1L25 1LHL 1M5U 1NC5 1OJQ 1PRY 1QQL 1RDC 1SHM 1THV 1UEK 1VJS 
1L27 1LHM 1M7N 1NCN 1OMP 1PS8 1QQY 1REX 1SI7 1TIB 1UFK 1VLW 
1L28 1LIS 1M8N 1NFN 1ONL 1PSN 1QS9 1RFP 1SIF 1TIE 1UG3 1VMO 
1L2L 1LIT 1M8U 1NFO 1ONR 1PTD 1QSP 1RH1 1SJV 1TJ6 1UGM 1VR2 
1L2P* 1LJP 1MAZ 1NG5 1OO8 1PTF 1QSW 1RH6 1SKF 1TJE 1UGN 1W17 
1L30 1LKF 1MB1 1NG6 1OOI 1PTX 1QTF 1RH9 1SLL 1TJN 1UH7 1W28 
1L32 1LKI 1MB8 1NGN 1OPC 1PV6 1QTR 1RHA 1SN1 1TK1 1UH8 1W3E 
1L33 1LL6 1MBM 1NI2 1OPS 1PVX 1QTS 1RHB 1SNB 1TLY 1UH9 1W40 
1L34 1LL7 1MC4 1NIG 1OQW 1PW2 1QVA 1RI5 1SNO 1TM2 1UIA 1W41 
1L35 1LLT 1MD6 1NIJ 1ORC 1PWT 1QWK 1RI6 1SNP 1TMY 1UIC 1W42 
1L37 1LMI 1MG6 1NJ4 1OSD 1PXU 1QXT 1RI7 1SNQ 1TOL 1UID 1W45 
1L38 1LMN 1MH3 1NKO 1OTM 1PXW 1QY3 1RIL 1SQW 1TOO 1UIE 1W6X* 
1L39 1LN4 1MH4 1NKR 1OUV 1PXY 1QYM 1RJ1 1SR8 1TP0 1UIF 1W74 
1L3K 1LOU 1MH7 1NM8 1OW1 1PXZ 1QYO 1RJB 1SRV 1TP6 1UIG 1W7B 
1L40 1LOZ 1MH8 1NND 1OXZ 1PZC 1QYR 1RL0 1SSY 1TQ3 1UJ8 1W8A 
1L41 1LP8 1MHN 1NOA 1OZ9 1PZV 1QZM 1RL6 1STN 1TQO 1UJJ 1W8V 
1L42 1LPE 1MHQ 1NP2 1OZA 1Q1H 1QZN 1RN7 1SU9 1TS2 1UKF 1W8Z 
1L43 1LPJ 1MHX 1NPU 1P14 1Q2U 1R1W 1RNF 1SUL 1TS3 1UKR 1W9F 
1L44 1LPL 1MIL 1NQY 1P1L 1Q2Y 1R26 1ROA 1SUU 1TS5 1ULN 1W9G 
1L45 1LQ0 1MIX 1NTG 1P1X 1Q42 1R2D 1ROW 1SV4* 1TSF 1UN2 1WAS 
1L46 1LRZ 1MJC 1NTN 1P38 1Q46 1R2E 1RPL 1SYC 1TUA 1UN3 1WBA 
1L47 1LSM 1MJS 1NTY 1P3C 1Q5Z 1R2G 1RPM 1SYE 1TUC 1UNP 1WDX 
1L49 1LSN 1MLA 1NUK 1P4P 1Q7F 1R2H 1RSS 1SYG 1TUD 1UOH 1WER 
1L50 1LSY 1MN4 1NWA 1P4X 1Q7M 1R2I 1RTC 1SZI 1TUO 1UOK 1WFC 
1L51 1LTU 1MOL 1NYL 1P5C 1Q7S 1R3F 1RWR 1T00 1TUX 1UOT 1WG0 
1L52 1LU4 1MQA 1O0X 1P6F 1Q87 1R4B 1RYB 1T1J 1TVQ 1UOY 1WG3 
1L54 1LUF 1MRV 1O65 1P6P 1QA2 1R5Q 1RYL 1T2I 1TWE 1UP1 1WHP 
1L5T 1LV1 1MSJ 1O6D 1P9Q 1QA3 1R62 1RYM 1T2P 1TWM 1URP 1WJ9 
1L60 1LVF* 1MTZ 1O73 1PAF 1QAD 1R69* 1RYN 1T3X 1TXJ 1UUE 1WKA 
1L6P 1LYD 1MUK 1O77 1PBV 1QAU 1R6C 1RZ2 1T3Y 1TZQ 1UXZ 1WKO 
1L8F 1LYO 1MUL* 1O7F 1PC9 1QCQ 1R6K 1S0G 1T45 1TZV 1V0S 1WKU 
1L8K 1LYS 1MW7 1O7U 1PCV 1QCX 1R88 1S0L 1T4Q 1U09 1V6Y 1WKX 
1LA1 1LYY 1MWK 1O8I 1PD3* 1QFP 1R8N 1S21 1T7A 1U5G 1V77 1WLY 
1LAA 1LZ1 1MWP 1O8M 1PDU 1QGV 1R9H 1S2M 1T7B 1U6D 1V7Q 1WLZ 
1LAV 1LZ4 1MX2 1O8W 1PE9 1QHL 1R9W 1S4U 1T7N 1U9A 1VAV 1WMK 
1LAW 1LZA 1MX4 1O8X 1PEF* 1QIH 1RA4 1S7J 1T8B 1U9P 1VCA 1WMM 
1LB4 1LZD 1MX6 1O9H 1PEV 1QIL 1RAJ 1S94 1TAY 1U9R 1VCC 1WN0 
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1LCI 1LZL 1MZD 1O9Z 1PGA 1QK8 1RAT 1S9H 1TBY 1UA8 1VDQ 1WNH 
1WNS 1XNC 1YQB* 1ZP2 2AE1 2BJV 2CVF 2E09 2EYJ 2FI9 2GKV 2HVM 
1WOU 1XO1 1YRV 1ZPW 2AEH 2BJW 2CWC 2E0J 2EYL 2FIA 2GL2 2HWX 
1WPA 1XPS 1YRW 1ZQU 2AEW 2BK8 2CWN 2E0Q 2EYM 2FJ8 2GMF 2HXY 
1WR2 1XPT 1YRZ 1ZQW 2AF0 2BKG 2CWP 2E0T 2EYN 2FJI 2GNC 2HZ7 
1WRJ 1XQG 1YS9 1ZQX 2AFR 2BMF 2CWR 2E3H 2EYO 2FJY 2GOI 2HZF 
1WU3 1XQJ 1YTL 1ZQY 2AHD 2BMJ 2CX5 2E3I 2F0D 2FJZ 2GPR* 2I1S 
1WVH 1XQO 1YTQ 1ZR5 2AHE 2BOE 2CXC 2E3M 2F0E 2FK7 2GQ0 2I1U* 
1WVN 1XQV 1YU5* 1ZSA 2AHF 2BPS 2CY1 2E3S 2F0F 2FK9 2GRC 2I27 
1WVW 1XQZ 1YU7 1ZTY 2AHN 2BQG 2CY7 2E3U 2F0G 2FKG 2GRK 2I3F 
1WWA 1XR7 1YU8* 1ZU3 2AJG 2BQH 2CYG 2E3Z 2F0H 2FKL 2GRV 2I49 
1WWB 1XSZ 1YUO 1ZV4 2AKP 2BQI 2CZU 2E7V 2F0I 2FL7 2GT1 2I5H 
1WWC 1XTE 1YVI 1ZVG 2AL6 2BQK 2CZW 2E8B 2F0J 2FM9 2GTG 2I5L* 
1WXF 1XW2 1YVR 1ZVT 2ALA 2BQM 2D0A 2EA9 2F0L 2FN9 2GWO 2I6I 
1WY6 1XWC 1YVY 1ZWZ 2ALR 2BSZ 2D1V 2EC5 2F0M 2FNE 2GZV 2I6V 
1WYB 1XWT 1YW5 1ZX6 2AP3 2BTL 2D2S 2ECE 2F0N 2FO3 2H0A 2I7X 
1WYC 1XX2 1YWP 1ZXJ 2AR7 2BV1 2D42 2EG9 2F0O 2FOK 2H14 2I88 
1WZV 1XYH 1YXA 1ZXT 2AUB 2BV9 2D4P 2EGU 2F0P 2FP3 2H1G 2IC6* 
1WZW 1XYZ 1YXY 1ZYL 2AV5 2BVV 2D59 2EHG 2F0Q 2FQ3 2H1R 2IC9 
1X0M 1Y0M 1YYH 1ZYN 2AWF 2BVZ 2D5D* 2EIF 2F0S 2FRG 2H2Z 2ICC 
1X1H 1Y6I 1YZ1 1ZYP 2AWG 2BWB 2D5J 2EIO 2F0T 2FWG 2H36 2IDC 
1X1P 1Y6J 1YZ6 1ZYV 2AWU 2BXJ 2D7J 2EJX 2F0U 2FY2 2H3L 2IDR 
1X23 1Y6L 1YZE* 1ZZO 2AWW 2BXX 2D7U 2EKC 2F1N 2FZP 2H4R 2IF4 
1X3O 1Y9U 1YZF 1ZZY 2AZL 2BYG 2DBI 2EKS 2F1S 2G0F 2H68 2IGD 
1X6J 1YA9 1YZM 213L 2AZP 2BZX 2DE0 2ELA 2F1X 2G15 2H6D 2II0 
1X6L 1YAB* 1YZY 214L 2B1E 2C0F 2DEP 2END 2F1Y 2G4F 2H7W 2IJQ 
1X6P* 1YBI 1Z15 218L 2B1K 2C0Y 2DFE 2ENG 2F23 2G5D 2HAD 2ILR 
1X6Q* 1YCK 1Z21 256L 2B1L 2C24 2DFF 2EPE 2F3N* 2G5X 2HAF 2IM5 
1X6R* 1YCN 1Z3Y 2A08 2B29 2C6U 2DFH 2EQL 2F4E 2G7K 2HAQ 2IM9 
1X6Y* 1YES 1Z78 2A0J* 2B2A 2C86 2DKA 2ERA 2F4W 2G7R* 2HBJ 2IN0 
1X7F 1YF2 1Z81 2A1V 2B3O 2C8J 2DL2 2ERF 2F51 2G8Q 2HC8 2IRU 
1XAK 1YFO 1Z96* 2A22 2B3S 2C8O 2DLA 2ES3 2F68 2G98 2HDV 2IU1 
1XAW 1YH2 1Z9X 2A28 2B49 2C8P 2DLI 2ESK 2F6B 2GAE 2HDW 2IUG 
1XBA 1YHG 1ZB1 2A2F 2B4E 2CBE 2DOK 2ESO 2F6E 2GAI 2HDZ 2IUS 
1XDW 1YHH 1ZCD 2A4A 2B78 2CDS 2DPS 2ESQ 2F6H 2GAJ 2HE2 2IWN 
1XDZ 1YHI 1ZD8 2A4D 2B8I 2CDT 2DQX 2ET6 2F82 2GAS 2HE7 2IXM 
1XEI 1YHV 1ZEQ* 2A4V 2BAA 2CGQ 2DUK 2ETA 2FA4 2GBJ 2HEL 2IXO 
1XEU 1YHW 1ZG6 2A6T 2BCE 2CI3 2DWG 2EVB* 2FBO 2GBK 2HIV 2IY9 
1XG6 1YJL 1ZHV 2A6W 2BCT 2CI4 2DWY 2EX0 2FC3 2GBN 2HJV 2J0U 
1XG8 1YKS 1ZI0 2A6Z 2BDD 2CIU 2DYJ 2EXE 2FCB 2GCB 2HJW 2J4B 
1XGD 1YMP 1ZKB 2A7T 2BEA 2CJJ 2DYL 2EXO 2FCF* 2GCJ 2HK8 2J4T 
1XGO 1YNZ 1ZLB 2A8Z 2BEN 2CKD 2DZP 2EXZ 2FD4 2GEE 2HLQ 2J5Y 
1XGW 1YOJ 1ZLM 2A9Q 2BF2 2CKW 2DZS 2EY1 2FD7 2GG4 2HLR 2J63 
1XI6 1YP5 1ZMF 2AAK 2BF5 2CKX 2DZT 2EY2 2FDQ 2GHB 2HLY 2J7V 
1XIX 1YPA 1ZMM 2ABL 2BFH 2CMP 2DZU 2EY5 2FEM 2GI9 2HNP 2J92 
1XIZ 1YPB 1ZMY 2AC4 2BGT 2COQ 2DZV 2EYF 2FEZ 2GIZ 2HP7 2J9V 
1XKR 1YPC 1ZNW 2ACG 2BIT 2CPL 2DZW 2EYH 2FH7 2GKG 2HQ4 2J9W 
1XMB 1YPR 1ZOX 2ADO 2BJQ 2CSD 2DZX 2EYI 2FHT 2GKT 2HTB 2JA4 
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2JAB 2O6Q 2OY8 2PSF 2QXT 2SIL 2VYI 2X8X 2Z1I 3A4S 3BNW 3CPQ 
2JAK 2O6S 2OYB 2PSH 2QXU 2SNV 2W0I 2X9B 2Z1J 3A54 3BOI* 3CQN 
2JAY 2O71 2OZF 2PST 2QY7 2SPG 2W2S 2X9C 2Z1P 3A55 3BOK 3CQT 
2JB9 2O7K 2P1G 2PTD 2QY9 2TSS 2W4C 2X9Y 2Z2I 3A5E 3BOP 3CRM 
2JCP 2O85 2P30 2PTH 2QYS 2UCZ 2W51 2XD2 2Z2J 3A7L 3BOR 3CSG 
2JDF 2O87 2P4H 2PTU 2QZ5 2UUT 2W56 2XEE 2Z2U 3A9U 3BQE 3CSP 
2JDG 2O89 2P4V 2PTV 2QZB 2UWI 2W5H 2XGV 2Z37 3AA2 3BQW 3CSR 
2JEM 2OB4 2P4X 2PVT 2QZE 2UWR 2W61 2XHW 2Z5L 3AA3 3BT8 3CTF 
2JEU 2OBI 2P52 2PW5 2QZW 2UX2 2W6R 2XLY 2Z6G 3AA4 3BTN 3CTG 
2JG5 2OC3 2P5D 2PW7 2R0I 2UYO 2W7S 2Y3V 2Z6H 3AA5 3BVS 3CTK 
2JGN 2OCA 2P5P 2PWQ 2R0J 2UZR 2W7U 2Y3W 2Z83 3AAP 3BY1 3CW0 
2JHY 2OCH 2P61 2PWX 2R2Y 2V1L 2W9P 2YGS 2Z8M 3AB7 3BY2 3CWV 
2JIC 2ODU 2P65 2PYK 2R55 2V2U 2W9Q 2YQY 2ZAY 3ADG 3BYI 3CX2 
2JIK 2OEW 2P6N 2PZW 2R57 2V6C 2W9T 2YS7 2ZBN 3ADJ 3BYL 3D1B 
2JJW 2OF3 2P6O 2Q00 2R5G 2V6J 2WA0 2YSS 2ZCO 3ADY 3BZC 3D21 
2JKF 2OFS 2P87 2Q5X 2R60 2V75 2WAC 2YT4 2ZD2 3AG7 3BZG 3D2A 
2JL9 2OG3 2P8R 2Q98 2R62 2V8O 2WAU 2YV0 2ZD7 3AGK 3BZK 3D2B 
2LAO 2OG4 2P8T 2Q9V 2R77 2VAN 2WBZ 2YV1 2ZEQ 3AJA 3BZR 3D2C 
2LHM 2OGV 2P9Q 2QAH 2R7O 2VC8 2WE6 2YV2 2ZFY 3AME 3BZS 3D4M 
2LIS 2OHW 2P9R 2QB1 2R7Q 2VE8 2WFE 2YVB 2ZHS 3ANJ 3C0E 3D5U 
2LKF 2OIX 2PAW 2QCY 2R88 2VFY 2WHN 2YVQ 2ZHT 3AP5 3C0L 3D5V 
2LYM 2OJ4 2PB7 2QCZ 2R99 2VGA 2WJ5 2YWD 2ZHU 3APP 3C1D 3D79 
2LZM 2OKT 2PBO 2QEQ 2R9Y 2VGE 2WL8 2YWE 2ZHV 3AQ2 3C1Z 3D7C 
2MEA 2OL6 2PCY 2QEV 2RA1 2VGM 2WLW 2YWJ 2ZJ8 3AQK 3C38 3D9H 
2MIB 2OL7 2PE8 2QF5 2RAT 2VH4 2WMF 2YWK 2ZOT 3AT7 3C4S 3D9W 
2MSJ 2OL8 2PEC 2QGO 2RBI 2VH7 2WN4 2YWN 2ZP2 3B43 3C57 3DAD 
2NLS 2OLA 2PEF 2QGX 2REB 2VID 2WN5 2YWZ 2ZPC 3B7M 3C5V 3DAR 
2NMS 2ON8 2PF0 2QH5 2REJ 2VIM 2WN8 2YX0 2ZPD 3B7X 3C7L 3DCN 
2NOT 2OP2 2PF6 2QHE 2REM 2VK9 2WPG 2YXF 2ZQ4 3B9E 3CA7 3DEL 
2NQ5 2OP6 2PFT 2QHT 2RER 2VKS* 2WQX 2YXM 2ZQ5 3B9N 3CAF 3DFA 
2NRW 2OPE 2PFV 2QI2 2RES 2VKT 2WRY 2YXP 2ZQE* 3B9V 3CB6 3DFG 
2NSB 2OPW 2PGE 2QIL 2RFA 2VLT* 2WTB 2YXR 2ZQK 3BB7 3CE7 3DGF 
2NSC 2ORX 2PHC 2QJ6 2RH3 2VLU* 2WWE 2YXY 2ZRR 3BBA 3CFY 3DGK 
2NT3 2ORY 2PI3 2QN4 2RH5 2VLV* 2WXZ 2YZ1 2ZTY 3BCH 3CH7 3DHJ 
2NUB 2OSA 2PIC 2QOD 2RIK 2VO8 2WZ9 2YZA 2ZTZ 3BCI 3CIV 3DHM 
2NUZ 2OSH 2PJJ 2QOL 2RJD 2VPH 2X0C 2Z01 2ZU1 3BCK 3CJ1 3DIW 
2NV5 2OTT 2PKO 2QOO 2RJM 2VPI 2X16 2Z0M 2ZVR 3BD2 3CKF 3DJ3 
2NX2 2OUC 2PKY 2QPW 2RJN 2VQ4 2X1P 2Z0S 2ZW1 3BF7 3CKH 3DJ9 
2NXC 2OUM 2PLC 2QR3 2RJV 2VR9 2X1Q 2Z0T 2ZXJ 3BFO 3CM0 3DJN 
2NZI 2OV7 2PLF 2QS0 2RJW 2VSA 2X35 2Z13 3A0J 3BH0 3CMI 3DJU 
2O0I 2OVA 2PLU 2QSJ 2RJX* 2VSV 2X3M 2Z14 3A0X 3BHW 3CML 3DKM 
2O0K 2OVE 2PND 2QT4 2RJY* 2VUP 2X3X 2Z15 3A0Y 3BIN 3CMN 3DLM 
2O0Q 2OVO 2PNE* 2QV3 2RKQ 2VVW 2X4L 2Z16 3A0Z 3BIP 3CNB 3DLV 
2O1P 2OWE 2PPO 2QVK 2RKX 2VWR 2X5Y 2Z1E 3A1K 3BKY 3CO1 3DLW 
2O2T 2OY1 2PQ6 2QVO 2RN2 2VXG 2X6Q 2Z1F 3A2E 3BLG 3COI 3DMS 
2O37 2OY5 2PQS 2QVT 2SFA 2VY6 2X6R 2Z1G 3A3R 3BLM 3COU 3DO9 
2O5F 2OY7 2PS3 2QWT 2SGA 2VY8 2X7L 2Z1H 3A4C 3BN6 3CPI 3DRM 
3DTM 3ETZ 3G6L 3HAK 3ID4* 3IM5 3JVC 3K8U 3KT5 3LFG* 3LWE 3MIX 
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3DTQ 3EUU 3G7C 3HBH 3IDW 3IOS 3JVE 3K8V 3KT9 3LFO 3LZ2 3MK4 
3DU1 3EUX 3G7Y 3HBW 3IEP 3IPF 3JWI 3K8W 3KUG 3LH5 3LZM 3ML3 
3DVW 3EVY 3G87 3HC7 3IFO 3IPL 3JWJ 3K9K 3KVD 3LH9 3M19 3MLG* 
3DW0 3EWO 3G98 3HCQ 3IFP 3IPZ 3JXF 3KB5 3KWG 3LHA 3M65 3MN3 
3DWM 3EWQ 3G9B 3HD4 3IFT 3IQC 3JXG 3KCI 3KXX 3LIG 3M66 3MOQ 
3DWV 3EXD 3G9T 3HGB 3IG0 3IRA 3JZN 3KEY 3KZ3 3LJ8 3M6C 3MQM 
3DXF 3EY6 3G9U 3HI9 3IHC 3ISU 3JZZ 3KG4 3KZD 3LLB 3M7D 3MSI 
3DXN 3EYE 3GAX 3HIQ 3IHD 3IU0 3K10 3KG5 3L1I 3LMO 3M7G 3MXX 
3DYR 3EZM 3GBL 3HJL 3IHM 3IU5 3K1D 3KG9 3L1J 3LN2 3MA5 3MYD 
3E0C 3EZO 3GBS 3HLR 3IHX 3IVF 3K1H 3KH7 3L1X* 3LNU 3MAB 3MYI* 
3E0O 3F21 3GBZ 3HMH 3IIH 3IXR 3K2T 3KH9 3L1Y 3LNW* 3MBT 3N0D 
3E1S 3F22 3GD0 3HMT 3IJU 3JQU 3K2Y 3KHA 3L56 3LO7 3MC8 3N0E 
3E21 3F23 3GE9 3HNU 3IJV 3JRP 3K3V 3KJE 3L6V 3LPZ 3MD2 3N0F 
3E3V 3F27 3GG6 3HNX 3ILB 3JSN 3K5O 3KJT 3L78 3LRA 3MDF 3N11 
3E66 3F2G 3GGN 3HNY 3ILC 3JSY 3K66 3KL4 3L9S 3LS0 3ME8 3N2T 
3E7R 3F31 3GGY 3HO3 3ILH 3JTE 3K6F 3KNQ 3L9U 3LSD 3MER 3N4T 
3E7U 3F5T 3GHY 3HOB 3ILS 3JTO 3K6U 3KP8 3LDN 3LT3 3MEW 3N4U 
3E9G 3F6P 3GM2 3HOE 3ILY 3JU0 3K74 3KSN 3LE3* 3LTJ 3MFT 3N4Y 
3EAC 3F7M 3GM3 3HOJ 3IM1 3JUY 3K8N 3KT2 3LF9* 3LW2 3MH9 3N77 
3EAE 3F9E 3GMS 3HOL 3NCW 3O0A 3OU5 3QH4 5RAT 3ESV 3FUV 3H2J 
3EAZ 3FA8 3GP7 3HPM 3NCX 3O0P 3OVO 3QYJ 5TSS 3ET9 3FXY 3H5E 
3EB8 3FD4 3GPG 3HQA 3ND2 3O3T 3OZQ 3RAT 6LYT 3ETP 3FZD 3H5L 
3EBM 3FDR 3GQ0 3HQB 3NE0 3O6A 3P08 3RSD 6MSI 3ETU 3FZE 3H6Q 
3ECI 3FF9 3GQM 3HSL 3NFP 3O7H 3P0L 3SQC 6PTD 3ETV 3G01 3H8M 
3EDU 3FG7 3GR0 3HSM 3NFY 3O7I 3P1W 3TGL 6RAT 3ETX 3G29 3H8W 
3EE8 3FH2 3GR1 3HVA 3NGG 3O7K 3P26 3TSS 7AME 3ETY 3G39 3HA9 
3EGN 3FK5 3GRH 3HVM 3NH2 3OBS 3P2I 4AME 7LYZ 3I85 3I8S 3I8Z 
3EJF 3FKC 3GSL 3HWI 3NHN 3OC6 3P2J 4EUG 7MSI 3I9W 3IBY 3ICH 
3EJG 3FKE 3GT7 3HZ8 3NJE 3ODO 3P3D 4GCR 7PTD 
   3EKC 3FLG 3GTY 3I1E 3NPO 3ODW 3P4L 4LYO 7RAT 
   3EMX 3FPN 3GVA 3I2E 3NPU 3OFH 3P8W 4LYT 8AME 
   3ENB 3FPR 3GVR 3I2N 3NPV 3OGG 3P90 4MSI 8MSI 
   3EO5 3FRR 3H0I 3I2Z* 3NPW 3OLN 3PBN 4PTD 8PTI 
   3EOD 3FRT 3H0X 3I35 3NR0 3OMW 3PZF 4PTI 8RAT 
   3EOI 3FTC 3H19 3I41 3NR5 3ONG 3Q0H 4RAT 9AME 
   3EOX 3FTD 3H1A 3I4O 3NRK 3ONH 3Q1C 4RNT 9GAA 
   3EP0 3FTK 3H2G 3I50 3NRX 3ONS 3Q48 5MSI 9ILB 
   3ERB 3FTL 3H2H 3I5M 3NS5 3OPW 3Q6L 5PEP 9MSI 
   3ESU 3FUQ 3H2I 3I70 3NX6 3ORE 3QFI 5PTD 3ID1* 
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 Appendix B: Clustering results by chess square using the gap statistic for all dataset 
Table 6.1  Clustering results by chess square using the gap statistic for a1-b3. 
Chess Square a1 a7 a8 b1 b2 b3 
G
ap
(N
) 
–
 G
ap
(N
–
1
) 
–
 s
(N
) 
2 clusters -0.08932 0.06935 -0.16378 -0.15723 0.13632 -0.05122 
3 clusters -0.17877 0.04175 -0.05224 -0.13226 0.09338 0.01240 
4 clusters -0.03372 0.09438 -0.01047 -0.05332 0.08365 0.08721 
5 clusters -0.03764   -0.03882 -0.03909   0.02701 
6 clusters -0.04029   -0.03849 -0.02281     
7 clusters -0.02600   -0.02317 -0.04674     
8 clusters -0.01028   -0.01247 -0.02351     
9 clusters -0.02145   -0.02162 -0.02827     
10 clusters -0.00355   -0.00232 0.00048     
11 clusters -0.00737   -0.00011 -0.00727     
12 clusters -0.02272   -0.00217 -0.04553     
13 clusters -0.00704   0.01242       
14 clusters 0.00710   -0.00008       
15 clusters 0.00434   0.00814       
16 clusters -0.00641           
*Gap statistic shown in red, where the slope first turns positive, indicates the ideal number of clusters for that chess 
square. 
 
Table 6.2 Clustering results by chess square using the gap statistic for b4-c1. 
Chess Square b4 b5 b6 b7 b8 c1 
G
ap
(N
) 
–
 G
ap
(N
–
1
) 
–
 s
(N
) 
2 clusters -0.09621 -0.14778 -0.11311 -0.15000 -0.15047 -0.13350 
3 clusters -0.04697 -0.07043 -0.03021 -0.10722 -0.04803 -0.02907 
4 clusters -0.00431 -0.03830 -0.07509 -0.05898 -0.12436 -0.03636 
5 clusters -0.05576 -0.07348 -0.00783 -0.03121 -0.03787 -0.10047 
6 clusters 0.00776 -0.02935 -0.04798 -0.01852 -0.02489 -0.04637 
7 clusters -0.03923 -0.01698 -0.01610 -0.01817 -0.07466 -0.00678 
8 clusters 0.00702 -0.01674 -0.00455 -0.06363 -0.02187 -0.02468 
9 clusters   -0.01915 -0.00411 -0.01867 -0.04847 -0.00762 
10 clusters   -0.00443 0.00064 -0.01659 0.01486 -0.01338 
11 clusters   -0.02918 -0.01260 -0.01218 -0.06044 0.00296 
12 clusters   -0.00899 -0.00006 -0.01217 -0.02096 -0.02279 
13 clusters   -0.00223   -0.01940   -0.00792 
14 clusters   0.00150   0.01534     
15 clusters   -0.00738   -0.02177     
16 clusters   0.00929   -0.00815     
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*Gap statistic shown in red, where the slope first turns positive, indicates the ideal number of clusters for that chess 
square. 
 
Table 6.3 Clustering results by chess square using the gap statistic for c2-c7. 
Chess Square c2 c3 c4 c5 c6 c7 
G
ap
(N
) 
–
 G
ap
(N
–
1
) 
–
 s
(N
) 
2 clusters 0.06689 0.00794 -0.18653 -0.14507 -0.06306 -0.16309 
3 clusters 0.14718 0.00402 -0.06541 -0.06751 -0.05998 -0.03744 
4 clusters 0.19671 0.01735 -0.07915 -0.05151 -0.02291 -0.05204 
5 clusters     -0.04078 -0.02106 -0.01867 -0.01223 
6 clusters     -0.06263 -0.05743 -0.02234 -0.01184 
7 clusters     -0.03255 -0.03905 -0.02274 -0.00686 
8 clusters     -0.02332 -0.01825 -0.02511 -0.08831 
9 clusters     -0.02112 -0.02170 0.00144 -0.00378 
10 clusters     -0.02898 -0.01740 0.01258 -0.00824 
11 clusters     -0.01832 -0.03322 -0.00333 -0.00595 
12 clusters     -0.01911 -0.01365   -0.02292 
13 clusters     -0.01206 -0.02001   -0.00892 
14 clusters     -0.01726 -0.01089   0.00442 
15 clusters     -0.00801 -0.01553   -0.00933 
16 clusters     -0.00665 0.00116   0.00406 
17 clusters     -0.02070 -0.01031     
18 clusters     0.01834 -0.01501     
19 clusters     -0.03662       
20 clusters     0.01544       
*Gap statistic shown in red, where the slope first turns positive, indicates the ideal number of clusters for that chess 
square. 
 
Table 6.4 Clustering results by chess square using the gap statistic for c8-d7. 
Chess Square c8 d1 d3 d4 d5 d7 
G
ap
(N
) 
–
 G
ap
(N
–
1
) 
–
 s
(N
) 
2 clusters -0.15265 -0.02205 0.03696 -0.12173 -0.10399 0.06896 
3 clusters -0.11652 -0.00693 -0.23623 -0.10816 -0.05896 0.09864 
4 clusters -0.05821 0.01783 0.00295 -0.07513 -0.09826 0.09503 
5 clusters -0.04630 0.05353   -0.04163 -0.03892   
6 clusters -0.02891 -0.02839   -0.04725 -0.02881   
7 clusters -0.03390     -0.03738 -0.02851   
8 clusters -0.05114     -0.02388 -0.00270   
9 clusters -0.02868     -0.04978 -0.01701   
10 clusters -0.01812     -0.01754 -0.01707   
11 clusters -0.01542     -0.02465 0.00487   
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12 clusters -0.01688     -0.01067 0.00720   
13 clusters -0.01247     -0.01701 0.02053   
14 clusters -0.01566     -0.01643     
15 clusters -0.00596     -0.00708     
16 clusters -0.01230     -0.01434     
17 clusters -0.00754     -0.00822     
18 clusters -0.00383     -0.01302     
19 clusters -0.01997     -0.00746     
20 clusters 0.00962     -0.00957     
21 clusters -0.00138     -0.02994     
22 clusters -0.03467     0.00156     
23 clusters       -0.00834     
24 clusters       -0.01219     
*Gap statistic shown in red, where the slope first turns positive, indicates the ideal number of clusters for that chess 
square. 
 
Table 6.5 Clustering results by chess square using the gap statistic for d8-g5. 
Chess Square d8 f4 f5 f6 f7 g5 
G
ap
(N
) 
–
 G
ap
(N
–
1
) 
–
 s
(N
) 
2 clusters -0.16306 0.00259 -0.06124 -0.04701 -0.03448 -0.05886 
3 clusters -0.06511 -0.00498 -0.02570 -0.07499 -0.07736 -0.08611 
4 clusters -0.07112 0.35237 -0.05666 -0.06895 -0.03881 0.04262 
5 clusters -0.03452   -0.02180 -0.04031 0.02858 -0.05145 
6 clusters -0.04159   -0.00043 -0.02287 0.06489 -0.02369 
7 clusters -0.02442   0.03011 -0.00966 0.07990   
8 clusters -0.01654   0.00051 -0.01678     
9 clusters -0.00966   0.01379 -0.04395     
10 clusters -0.06019     0.01978     
11 clusters -0.01095     -0.00658     
12 clusters -0.01697     -0.01826     
13 clusters -0.00667           
14 clusters -0.00954           
15 clusters 0.00677           
16 clusters -0.01207           
17 clusters -0.01021           
*Gap statistic shown in red, where the slope first turns positive, indicates the ideal number of clusters for that chess 
square. 
 
 
 119 
 
Table 6.6 Clustering results by chess square using the gap statistic for g6. 
Chess Square g6 
Gap(N) – Gap(N–1) – s(N) 
2 clusters 0.01072 
3 clusters -0.00498 
4 clusters 0.04472 
*Gap statistic shown in red, where the slope first turns positive, indicates the ideal number of clusters for that chess 
square.
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 Appendix C: Inter-cluster similarities for individual chess square 
 
Table 7.1. Inter-cluster similarities for chess square a1.*  
       TYR_a1 22 59 114 118 158 349 357 363 394 472 475 481 603 611 
22   0.82 0.87 0.83 0.92 0.89 0.85 0.79 0.80 0.80 0.85 0.84 0.85 0.79 
59 0.81   0.85 0.86 0.85 0.84 0.88 0.84 0.86 0.80 0.84 0.85 0.89 0.79 
114 0.85 0.82   0.87 0.94 0.92 0.92 0.81 0.86 0.82 0.86 0.89 0.93 0.79 
118 0.83 0.85 0.83   0.87 0.87 0.85 0.85 0.88 0.80 0.85 0.88 0.88 0.80 
158 0.87 0.82 0.86 0.84   0.92 0.88 0.82 0.82 0.82 0.86 0.90 0.90 0.80 
349 0.86 0.82 0.87 0.84 0.86   0.89 0.82 0.85 0.80 0.89 0.86 0.92 0.79 
357 0.80 0.85 0.87 0.82 0.83 0.83   0.81 0.90 0.85 0.87 0.90 0.93 0.78 
363 0.79 0.82 0.79 0.82 0.81 0.80 0.79   0.84 0.78 0.82 0.83 0.81 0.81 
394 0.77 0.83 0.80 0.84 0.79 0.81 0.83 0.80   0.81 0.86 0.86 0.89 0.78 
472 0.79 0.79 0.80 0.79 0.80 0.78 0.81 0.77 0.81   0.81 0.89 0.85 0.77 
475 0.81 0.80 0.81 0.82 0.81 0.85 0.82 0.77 0.82 0.80   0.84 0.88 0.78 
481 0.81 0.83 0.84 0.84 0.83 0.83 0.83 0.78 0.83 0.84 0.80   0.91 0.81 
603 0.80 0.85 0.85 0.85 0.82 0.85 0.85 0.79 0.83 0.81 0.83 0.85   0.80 
611 0.77 0.78 0.77 0.79 0.79 0.77 0.77 0.80 0.77 0.76 0.75 0.78 0.79   
*White cells (above diagonal) – dissimilarities between weighted average maps representing each cluster; yellow cells (below diagonal) – dissimilarities between exemplar maps 
representing each cluster. 
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Table 7.2. Inter-cluster similarities for chess square a7.*  
      TYR_a7 15 16 
            15   0.77422 
            16 0.75686   
            *White cells (above diagonal) – dissimilarities between weighted average maps representing each cluster; yellow cells (below diagonal) – dissimilarities between exemplar maps 
representing each cluster. 
 
Table 7.3. Inter-cluster similarities for chess square a8.*  
      TYR_a8 4 22 7 123 126 159 177 193 205 258 273 305 318 
 4   0.86 0.82 0.80 0.79 0.79 0.79 0.83 0.81 0.78 0.81 0.82 0.78 
 22 0.82   0.82 0.82 0.77 0.80 0.78 0.89 0.82 0.79 0.81 0.87 0.82 
 70 0.81 0.79   0.79 0.82 0.79 0.80 0.81 0.80 0.81 0.83 0.81 0.80 
 123 0.78 0.79 0.77   0.79 0.86 0.83 0.78 0.89 0.79 0.79 0.80 0.77 
 126 0.77 0.75 0.78 0.78   0.77 0.79 0.75 0.77 0.81 0.80 0.77 0.78 
 159 0.78 0.79 0.77 0.82 0.75   0.84 0.78 0.86 0.82 0.78 0.78 0.76 
 177 0.78 0.77 0.79 0.79 0.77 0.80   0.76 0.84 0.80 0.78 0.77 0.74 
 193 0.81 0.86 0.79 0.77 0.74 0.78 0.77   0.80 0.76 0.81 0.85 0.82 
 205 0.80 0.80 0.79 0.82 0.76 0.81 0.80 0.79   0.79 0.79 0.80 0.77 
 258 0.78 0.77 0.80 0.76 0.79 0.80 0.79 0.76 0.78   0.79 0.77 0.77 
 273 0.77 0.78 0.78 0.78 0.77 0.76 0.76 0.79 0.77 0.77   0.80 0.78 
 305 0.80 0.82 0.78 0.77 0.76 0.77 0.77 0.81 0.79 0.77 0.77   0.81 
 318 0.77 0.80 0.79 0.77 0.78 0.76 0.74 0.79 0.77 0.77 0.77 0.80   
 *White cells (above diagonal) – dissimilarities between weighted average maps representing each cluster; yellow cells (below diagonal) – dissimilarities between exemplar maps 
representing each cluster. 
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Table 7.4. Inter-cluster similarities for chess square b1.*  
     TYR_b1 21 385 580 874 1129 1542 1712 1981 1993 2102 
    21   0.80442 0.82012 0.77981 0.86335 0.78827 0.77796 0.80644 0.94347 0.91862 
    385 0.77668   0.88167 0.91381 0.81502 0.79122 0.91385 0.91624 0.81491 0.78100 
    580 0.78004 0.79527   0.85457 0.83559 0.79855 0.89799 0.90829 0.83104 0.80774 
    874 0.75970 0.80058 0.78637   0.80957 0.79224 0.87713 0.86907 0.78994 0.75668 
    1129 0.78556 0.78271 0.77316 0.79003   0.81500 0.78892 0.81254 0.89674 0.87023 
    1542 0.76851 0.76605 0.76252 0.78206 0.79950   0.76266 0.77636 0.79624 0.76613 
    1712 0.74915 0.80888 0.82206 0.81071 0.77132 0.74856   0.97055 0.81537 0.78455 
    1981 0.78612 0.82654 0.80399 0.79616 0.79192 0.76804 0.81910   0.84088 0.80842 
    1993 0.84548 0.79477 0.78067 0.76777 0.80753 0.77475 0.77563 0.80358   0.97389 
    2102 0.82664 0.78466 0.77001 0.75155 0.78936 0.75592 0.76816 0.79414 0.84666   
    *White cells (above diagonal) – dissimilarities between weighted average maps representing each cluster; yellow cells (below diagonal) – dissimilarities between exemplar maps 
representing each cluster. 
 
Table 7.5. Inter-cluster similarities for chess square b2.*  
     TYR_b2 11 12 
            11   0.82873 
            12 0.81145   
            *White cells (above diagonal) – dissimilarities between weighted average maps representing each cluster; yellow cells (below diagonal) – dissimilarities between exemplar maps 
representing each cluster. 
 
Table 7.6. Inter-cluster similarities for chess square b3.*  
     TYR_b3 1 3 9 
           1   0.79761 0.81056 
           3 0.77563   0.78967 
           9 0.80838 0.78738   
           *White cells (above diagonal) – dissimilarities between weighted average maps representing each cluster; yellow cells (below diagonal) – dissimilarities between exemplar maps 
representing each cluster. 
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Table 7.7. Inter-cluster similarities for chess square b4.*  
     TYR_b4 4 70 84 105 116 208 
        4   0.77970 0.80699 0.78021 0.77526 0.78218 
        70 0.77755   0.80334 0.81510 0.78882 0.80684 
        84 0.80376 0.78788   0.83496 0.87353 0.76581 
        105 0.77738 0.80068 0.79721   0.82052 0.77925 
        116 0.76669 0.78274 0.82194 0.80709   0.75495 
        208 0.77387 0.82541 0.76722 0.78446 0.74921   
        *White cells (above diagonal) – dissimilarities between weighted average maps representing each cluster; yellow cells (below diagonal) – dissimilarities between exemplar maps 
representing each cluster. 
 
Table 7.8. Inter-cluster similarities for chess square b5.*  
     TYR_b5 53 155 238 241 332 374 382 451 482 569.00 621 633 639 665 
53   0.78 0.79 0.86 0.83 0.81 0.88 0.82 0.81 0.85 0.82 0.80 0.84 0.83 
155 0.77   0.88 0.78 0.78 0.75 0.80 0.75 0.77 0.78 0.77 0.75 0.78 0.76 
238 0.77 0.84   0.79 0.83 0.80 0.81 0.79 0.79 0.83 0.78 0.79 0.82 0.76 
241 0.82 0.76 0.78   0.82 0.82 0.86 0.84 0.83 0.87 0.81 0.82 0.85 0.79 
332 0.79 0.76 0.82 0.80   0.84 0.90 0.88 0.80 0.91 0.79 0.84 0.85 0.74 
374 0.78 0.76 0.78 0.81 0.81   0.85 0.91 0.83 0.93 0.79 0.92 0.91 0.77 
382 0.84 0.79 0.80 0.83 0.83 0.82   0.89 0.81 0.91 0.80 0.84 0.86 0.79 
451 0.78 0.75 0.78 0.81 0.83 0.82 0.81   0.80 0.95 0.79 0.88 0.90 0.74 
482 0.79 0.77 0.79 0.81 0.79 0.81 0.80 0.77   0.82 0.82 0.83 0.85 0.78 
569 0.80 0.77 0.80 0.85 0.85 0.85 0.82 0.84 0.79   0.80 0.89 0.91 0.78 
621 0.79 0.76 0.76 0.80 0.77 0.78 0.77 0.77 0.80 0.79   0.78 0.80 0.81 
633 0.79 0.75 0.79 0.80 0.82 0.85 0.81 0.82 0.81 0.81 0.77   0.90 0.76 
639 0.81 0.76 0.79 0.82 0.81 0.84 0.81 0.82 0.82 0.84 0.77 0.84   0.80 
665 0.80 0.77 0.77 0.78 0.74 0.75 0.77 0.73 0.77 0.78 0.78 0.75 0.78   
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*White cells (above diagonal) – dissimilarities between weighted average maps representing each cluster; yellow cells (below diagonal) – dissimilarities between exemplar maps 
representing each cluster. 
 
Table 7.9. Inter-cluster similarities for chess square b6.*  
     TYR_b6 9 21 39 62 112 136 158 166 242 250 
    9   0.83627 0.84507 0.84391 0.75461 0.80594 0.82669 0.84313 0.82898 0.86496 
    21 0.80990   0.83599 0.86194 0.76260 0.79332 0.84473 0.86558 0.80535 0.87212 
    39 0.79105 0.79070   0.87422 0.76030 0.80087 0.81815 0.85017 0.87594 0.88088 
    62 0.82186 0.84015 0.82098   0.76877 0.81367 0.86776 0.87522 0.82868 0.89310 
    112 0.74991 0.76717 0.76305 0.77323   0.76918 0.74769 0.76173 0.76366 0.75162 
    136 0.79173 0.78084 0.76757 0.79338 0.75514   0.80451 0.81319 0.78785 0.81323 
    158 0.80167 0.81867 0.77921 0.83897 0.74778 0.79569   0.87088 0.78653 0.88525 
    166 0.81560 0.82111 0.79973 0.83934 0.75491 0.78892 0.84078   0.81266 0.86946 
    242 0.77766 0.78066 0.80443 0.80698 0.76993 0.76011 0.76171 0.78276   0.81865 
    250 0.81888 0.81601 0.84392 0.83726 0.75565 0.79402 0.84937 0.81314 0.78026   
    *White cells (above diagonal) – dissimilarities between weighted average maps representing each cluster; yellow cells (below diagonal) – dissimilarities between exemplar maps 
representing each cluster. 
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Table 7.10. Inter-cluster similarities for chess square b7.*  
     TYR_b7 29 59 92 119 181 182 321 350 399 468 469 477 491 660 
29   0.82 0.89 0.87 0.88 0.83 0.80 0.82 0.81 0.88 0.78 0.83 0.82 0.85 
59 0.79   0.82 0.78 0.79 0.89 0.83 0.79 0.79 0.80 0.84 0.88 0.85 0.84 
92 0.81 0.80   0.89 0.88 0.81 0.78 0.79 0.80 0.94 0.76 0.82 0.80 0.82 
119 0.79 0.76 0.83   0.86 0.77 0.75 0.78 0.76 0.91 0.77 0.79 0.77 0.79 
181 0.81 0.77 0.82 0.82   0.78 0.76 0.81 0.84 0.86 0.79 0.81 0.81 0.81 
182 0.78 0.85 0.79 0.75 0.75   0.93 0.84 0.75 0.79 0.78 0.89 0.83 0.91 
321 0.78 0.79 0.78 0.75 0.75 0.84   0.85 0.75 0.76 0.77 0.84 0.81 0.89 
350 0.79 0.78 0.77 0.75 0.77 0.81 0.85   0.80 0.77 0.78 0.83 0.81 0.87 
399 0.77 0.77 0.76 0.74 0.76 0.74 0.74 0.78   0.77 0.79 0.81 0.82 0.80 
468 0.81 0.78 0.84 0.82 0.79 0.77 0.76 0.76 0.74   0.76 0.80 0.79 0.80 
469 0.77 0.81 0.76 0.75 0.76 0.77 0.76 0.77 0.80 0.76   0.80 0.82 0.80 
477 0.80 0.82 0.79 0.75 0.79 0.83 0.79 0.80 0.76 0.78 0.77   0.82 0.85 
491 0.80 0.82 0.77 0.76 0.77 0.80 0.79 0.79 0.79 0.77 0.80 0.79   0.83 
660 0.81 0.80 0.79 0.76 0.77 0.85 0.82 0.84 0.76 0.77 0.78 0.83 0.80   
*White cells (above diagonal) – dissimilarities between weighted average maps representing each cluster; yellow cells (below diagonal) – dissimilarities between exemplar maps 
representing each cluster. 
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Table 7.11. Inter-cluster similarities for chess square b8.*  
     TYR_b8 9 88 456 1098 1419 2966 3869 4117 4692 4730 
    9   0.87806 0.78928 0.81112 0.80793 0.79395 0.77396 0.80807 0.97752 0.78153 
    88 0.78446   0.77597 0.78904 0.84428 0.81417 0.79750 0.78507 0.90651 0.77023 
    456 0.76169 0.76556   0.79597 0.88489 0.90587 0.76610 0.95835 0.81764 0.92581 
    1098 0.78646 0.78675 0.76865   0.82232 0.81347 0.83129 0.82095 0.83026 0.80379 
    1419 0.75690 0.79716 0.80020 0.77901   0.92640 0.83892 0.88760 0.82832 0.88947 
    2966 0.76860 0.78968 0.80599 0.78731 0.81579   0.80441 0.93000 0.82172 0.88025 
    3869 0.74851 0.77722 0.75931 0.80242 0.77572 0.77283   0.77086 0.78567 0.78391 
    4117 0.78465 0.78253 0.82797 0.78481 0.77852 0.83094 0.76118   0.83688 0.95344 
    4692 0.81407 0.80329 0.78235 0.81590 0.78230 0.79266 0.77075 0.79437   0.81508 
    4730 0.75431 0.77812 0.83288 0.76949 0.78662 0.80063 0.76764 0.82951 0.77153   
    *White cells (above diagonal) – dissimilarities between weighted average maps representing each cluster; yellow cells (below diagonal) – dissimilarities between exemplar maps 
representing each cluster. 
 
Table 7.12. Inter-cluster similarities for chess square c1.*  
     TYR_c1 9 21 144 222 329 339 419 493 551 690 709 
   9   0.83298 0.81852 0.79118 0.79301 0.78162 0.77914 0.80629 0.77396 0.77979 0.84791 
   21 0.80752   0.86440 0.88357 0.89268 0.79051 0.81145 0.85611 0.82199 0.83840 0.78780 
   144 0.78518 0.81799   0.84166 0.83856 0.82574 0.84675 0.84294 0.85688 0.83664 0.81068 
   222 0.78056 0.82537 0.79638   0.91160 0.75614 0.80130 0.85694 0.84164 0.89170 0.75702 
   329 0.76976 0.82968 0.79577 0.83600   0.76876 0.82170 0.87466 0.87831 0.87602 0.75296 
   339 0.76858 0.77972 0.79205 0.74277 0.76654   0.80985 0.77197 0.77806 0.76556 0.78060 
   419 0.76285 0.78743 0.79177 0.77611 0.79529 0.80181   0.81019 0.84089 0.78662 0.78318 
   493 0.78149 0.82325 0.80515 0.82573 0.82646 0.75784 0.78215   0.84826 0.84983 0.77589 
   551 0.76223 0.79431 0.79851 0.79178 0.82339 0.76546 0.79615 0.80981   0.84541 0.77555 
   690 0.75007 0.78414 0.80520 0.78586 0.82344 0.74254 0.76546 0.80034 0.80612   0.75117 
   709 0.79263 0.77094 0.77753 0.74989 0.75190 0.77327 0.77774 0.76071 0.75914 0.73100   
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*White cells (above diagonal) – dissimilarities between weighted average maps representing each cluster; yellow cells (below diagonal) – dissimilarities between exemplar maps 
representing each cluster. 
 
Table 7.13. Inter-cluster similarities for chess square c2.*  
     TYR_c2 1 6 
            1   0.81986 
            6 0.80589   
            *White cells (above diagonal) – dissimilarities between weighted average maps representing each cluster; yellow cells (below diagonal) – dissimilarities between exemplar maps 
representing each cluster. 
 
Table 7.14. Inter-cluster similarities for chess square c3.*  
     TYR_c3 1 14 
            1   0.80323 
            14 0.79292   
            *White cells (above diagonal) – dissimilarities between weighted average maps representing each cluster; yellow cells (below diagonal) – dissimilarities between exemplar maps 
representing each cluster. 
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Table 7.15. Inter-cluster similarities for chess squares c4.*  
         TYR_c4 152 624 667 739 754 901 1080 1398 1417 1509 1678 1718 1828 1848 1955 1987 2162 2587 
152   0.78 0.81 0.79 0.77 0.85 0.85 0.78 0.92 0.84 0.93 0.77 0.79 0.92 0.86 0.77 0.79 0.88 
624 0.76   0.92 0.84 0.92 0.76 0.77 0.81 0.80 0.78 0.79 0.93 0.84 0.82 0.83 0.77 0.82 0.76 
667 0.79 0.84   0.87 0.93 0.80 0.80 0.84 0.83 0.81 0.82 0.89 0.90 0.85 0.85 0.81 0.84 0.82 
739 0.77 0.82 0.82   0.83 0.80 0.80 0.88 0.80 0.83 0.79 0.84 0.84 0.81 0.85 0.84 0.80 0.78 
754 0.77 0.83 0.86 0.83   0.76 0.76 0.78 0.78 0.77 0.79 0.94 0.90 0.81 0.82 0.75 0.81 0.79 
901 0.81 0.76 0.79 0.79 0.76   0.81 0.78 0.81 0.84 0.86 0.75 0.79 0.82 0.83 0.76 0.75 0.87 
1080 0.80 0.77 0.78 0.78 0.77 0.80   0.79 0.86 0.82 0.81 0.77 0.79 0.81 0.83 0.80 0.76 0.77 
1398 0.76 0.80 0.80 0.82 0.78 0.77 0.77   0.80 0.82 0.78 0.80 0.81 0.81 0.85 0.86 0.79 0.76 
1417 0.79 0.79 0.80 0.79 0.78 0.78 0.80 0.78   0.83 0.92 0.78 0.79 0.95 0.87 0.79 0.80 0.85 
1509 0.79 0.78 0.80 0.80 0.79 0.80 0.80 0.80 0.80   0.84 0.78 0.80 0.83 0.84 0.81 0.77 0.83 
1678 0.80 0.78 0.80 0.79 0.79 0.80 0.79 0.77 0.81 0.83   0.78 0.81 0.97 0.85 0.76 0.80 0.95 
1718 0.76 0.85 0.80 0.80 0.84 0.75 0.76 0.79 0.77 0.78 0.77   0.88 0.81 0.82 0.76 0.81 0.76 
1828 0.77 0.80 0.84 0.80 0.82 0.79 0.78 0.79 0.78 0.79 0.79 0.80   0.82 0.83 0.78 0.80 0.82 
1848 0.82 0.80 0.81 0.80 0.80 0.79 0.79 0.79 0.82 0.81 0.85 0.79 0.80   0.87 0.78 0.83 0.92 
1955 0.80 0.81 0.81 0.82 0.80 0.80 0.79 0.81 0.83 0.81 0.80 0.79 0.80 0.82   0.83 0.83 0.84 
1987 0.75 0.76 0.77 0.78 0.76 0.75 0.78 0.82 0.77 0.79 0.75 0.75 0.76 0.77 0.80   0.76 0.74 
2162 0.78 0.80 0.83 0.78 0.80 0.75 0.76 0.79 0.77 0.78 0.77 0.78 0.80 0.80 0.80 0.76   0.78 
2587 0.79 0.76 0.80 0.79 0.78 0.80 0.76 0.76 0.79 0.79 0.82 0.76 0.80 0.83 0.80 0.74 0.78   
*White cells (above diagonal) – dissimilarities between weighted average maps representing each cluster; yellow cells (below diagonal) – 
dissimilarities between exemplar maps representing each cluster. 
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Table 7.16. Inter-cluster similarities for chess square c5.*  
       TYR_c5 91 199 606 797 1130 1498 1522 1590 1595 1624 1678 1684 1737 1903 1946 2331 
91   0.82 0.87 0.80 0.89 0.79 0.89 0.85 0.86 0.93 0.80 0.80 0.86 0.83 0.87 0.75 
199 0.78   0.80 0.77 0.85 0.81 0.84 0.87 0.84 0.84 0.82 0.81 0.81 0.80 0.84 0.79 
606 0.81 0.77   0.78 0.85 0.76 0.90 0.85 0.82 0.91 0.85 0.76 0.90 0.80 0.88 0.71 
797 0.77 0.75 0.76   0.76 0.74 0.79 0.77 0.81 0.82 0.75 0.85 0.79 0.91 0.77 0.77 
1130 0.79 0.78 0.79 0.74   0.77 0.91 0.88 0.84 0.91 0.80 0.78 0.84 0.82 0.91 0.72 
1498 0.77 0.80 0.75 0.74 0.77   0.79 0.81 0.84 0.82 0.83 0.82 0.82 0.79 0.77 0.81 
1522 0.83 0.80 0.85 0.76 0.79 0.77   0.88 0.85 0.93 0.84 0.78 0.90 0.82 0.95 0.74 
1590 0.79 0.80 0.81 0.75 0.79 0.78 0.81   0.86 0.87 0.85 0.80 0.87 0.83 0.89 0.75 
1595 0.80 0.81 0.78 0.79 0.79 0.82 0.80 0.81   0.90 0.84 0.83 0.87 0.84 0.84 0.79 
1624 0.84 0.80 0.83 0.79 0.82 0.79 0.83 0.80 0.84   0.85 0.82 0.92 0.86 0.91 0.77 
1678 0.78 0.80 0.80 0.75 0.79 0.81 0.80 0.79 0.81 0.80   0.79 0.89 0.78 0.83 0.77 
1684 0.78 0.77 0.75 0.77 0.76 0.79 0.76 0.78 0.80 0.79 0.77   0.80 0.87 0.77 0.82 
1737 0.82 0.78 0.84 0.78 0.80 0.80 0.82 0.79 0.82 0.83 0.82 0.78   0.83 0.87 0.75 
1903 0.79 0.77 0.77 0.77 0.78 0.77 0.77 0.78 0.79 0.80 0.77 0.80 0.79   0.81 0.79 
1946 0.80 0.81 0.83 0.76 0.83 0.79 0.83 0.80 0.80 0.84 0.80 0.76 0.82 0.77   0.72 
2331 0.74 0.76 0.72 0.74 0.72 0.79 0.73 0.75 0.78 0.76 0.77 0.79 0.75 0.76 0.73   
*White cells (above diagonal) – dissimilarities between weighted average maps representing each cluster; yellow cells (below diagonal) – dissimilarities 
between exemplar maps representing each cluster. 
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Table 7.17. Inter-cluster similarities for chess square c6.*  
     TYR_c6 36 52 103 116 135 150 153 156 161 
     36   0.78952 0.76257 0.79797 0.76136 0.76123 0.75865 0.77342 0.79135 
     52 0.75421   0.80838 0.82666 0.84458 0.78184 0.82273 0.83287 0.83569 
     103 0.75939 0.77493   0.75541 0.79943 0.79100 0.79022 0.75973 0.83823 
     116 0.76504 0.79419 0.76270   0.81578 0.76813 0.81204 0.84642 0.79939 
     135 0.73085 0.79194 0.79640 0.78282   0.78457 0.93537 0.88722 0.84957 
     150 0.75648 0.75639 0.78798 0.76716 0.77870   0.77302 0.78137 0.80694 
     153 0.73986 0.80252 0.79785 0.78587 0.84508 0.77886   0.88426 0.84593 
     156 0.75634 0.78403 0.75768 0.79000 0.82379 0.77973 0.84179   0.84805 
     161 0.75090 0.78455 0.81875 0.77099 0.80109 0.79108 0.82408 0.80722   
     *White cells (above diagonal) – dissimilarities between weighted average maps representing each cluster; yellow cells (below diagonal) – dissimilarities between exemplar maps 
representing each cluster. 
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Table 7.18. Inter-cluster similarities for chess square c7.*  
     TYR_c7 12 33 46 55 56 83 162 173 225 276 463 472 505 557 
12   0.81 0.81 0.79 0.77 0.82 0.84 0.80 0.83 0.89 0.81 0.81 0.79 0.89 
33 0.80   0.88 0.84 0.76 0.79 0.79 0.87 0.85 0.80 0.83 0.76 0.81 0.79 
46 0.79 0.82   0.86 0.77 0.79 0.78 0.85 0.88 0.77 0.82 0.75 0.84 0.79 
55 0.77 0.81 0.82   0.77 0.78 0.79 0.87 0.84 0.77 0.85 0.76 0.84 0.75 
56 0.77 0.77 0.75 0.77   0.78 0.79 0.74 0.81 0.77 0.75 0.76 0.82 0.74 
83 0.82 0.78 0.78 0.77 0.78   0.79 0.77 0.83 0.79 0.78 0.77 0.80 0.79 
162 0.79 0.79 0.77 0.78 0.78 0.78   0.78 0.82 0.84 0.80 0.80 0.81 0.82 
173 0.78 0.82 0.78 0.82 0.74 0.76 0.76   0.84 0.79 0.86 0.76 0.81 0.77 
225 0.79 0.81 0.84 0.78 0.77 0.80 0.78 0.79   0.80 0.83 0.77 0.84 0.80 
276 0.81 0.79 0.76 0.75 0.76 0.77 0.81 0.77 0.77   0.81 0.85 0.78 0.86 
463 0.79 0.80 0.79 0.81 0.74 0.77 0.78 0.81 0.79 0.79   0.79 0.80 0.78 
472 0.78 0.76 0.76 0.75 0.76 0.76 0.78 0.75 0.75 0.82 0.77   0.78 0.79 
505 0.76 0.78 0.79 0.82 0.80 0.77 0.78 0.76 0.76 0.75 0.77 0.76   0.76 
557 0.84 0.78 0.78 0.75 0.74 0.77 0.78 0.76 0.78 0.82 0.77 0.76 0.73   
*White cells (above diagonal) – dissimilarities between weighted average maps representing each cluster; yellow cells (below diagonal) – dissimilarities between exemplar maps 
representing each cluster. 
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Table 7.19. Inter-cluster similarities for chess square c8.*  
           
TYR_c8 491 587 1116 1541 1897 1964 2016 2262 2348 2351 2486 2764 2927 3340 3392 3493 3523 3626 3944 3987 
491   0.78 0.80 0.78 0.78 0.82 0.87 0.80 0.81 0.74 0.94 0.77 0.88 0.78 0.76 0.77 0.77 0.76 0.78 0.79 
587 0.78   0.89 0.87 0.89 0.90 0.80 0.95 0.89 0.83 0.82 0.92 0.76 0.86 0.89 0.90 0.81 0.77 0.95 0.79 
1116 0.78 0.83   0.95 0.85 0.90 0.80 0.95 0.92 0.80 0.83 0.91 0.78 0.90 0.83 0.83 0.83 0.78 0.92 0.82 
1541 0.78 0.82 0.84   0.88 0.91 0.78 0.95 0.89 0.83 0.80 0.88 0.75 0.89 0.88 0.82 0.80 0.76 0.94 0.78 
1897 0.77 0.82 0.82 0.82   0.89 0.80 0.89 0.86 0.87 0.80 0.85 0.78 0.85 0.92 0.88 0.82 0.79 0.90 0.78 
1964 0.79 0.84 0.85 0.83 0.82   0.84 0.93 0.89 0.86 0.84 0.86 0.81 0.86 0.89 0.90 0.84 0.82 0.91 0.82 
2016 0.80 0.79 0.78 0.77 0.79 0.79   0.80 0.82 0.78 0.89 0.78 0.90 0.78 0.78 0.82 0.82 0.82 0.78 0.79 
2262 0.78 0.84 0.86 0.84 0.83 0.83 0.78   0.91 0.83 0.83 0.92 0.77 0.89 0.88 0.87 0.81 0.77 0.98 0.81 
2348 0.78 0.82 0.82 0.82 0.80 0.81 0.78 0.82   0.81 0.83 0.89 0.79 0.88 0.84 0.85 0.85 0.81 0.89 0.82 
2351 0.75 0.79 0.78 0.80 0.81 0.80 0.77 0.80 0.78   0.77 0.79 0.77 0.79 0.89 0.86 0.79 0.81 0.84 0.76 
2486 0.83 0.81 0.79 0.77 0.79 0.80 0.79 0.80 0.78 0.77   0.80 0.88 0.80 0.78 0.81 0.79 0.78 0.81 0.82 
2764 0.76 0.83 0.83 0.81 0.81 0.81 0.76 0.83 0.82 0.78 0.77   0.76 0.89 0.84 0.85 0.82 0.77 0.91 0.78 
2927 0.80 0.76 0.76 0.76 0.76 0.78 0.80 0.76 0.77 0.76 0.79 0.75   0.76 0.76 0.79 0.79 0.80 0.75 0.77 
3340 0.77 0.80 0.81 0.80 0.79 0.79 0.77 0.81 0.82 0.76 0.77 0.81 0.75   0.83 0.82 0.82 0.77 0.87 0.79 
3392 0.76 0.83 0.81 0.81 0.85 0.83 0.77 0.82 0.81 0.81 0.77 0.77 0.75 0.79   0.87 0.77 0.77 0.91 0.77 
3493 0.77 0.83 0.80 0.79 0.81 0.81 0.78 0.80 0.81 0.83 0.80 0.81 0.76 0.77 0.79   0.83 0.82 0.87 0.78 
3523 0.77 0.79 0.80 0.79 0.79 0.81 0.78 0.79 0.80 0.77 0.78 0.78 0.78 0.79 0.77 0.79   0.81 0.80 0.79 
3626 0.75 0.77 0.75 0.74 0.76 0.77 0.78 0.76 0.77 0.77 0.76 0.74 0.77 0.74 0.75 0.78 0.78   0.76 0.78 
3944 0.77 0.84 0.83 0.85 0.84 0.83 0.77 0.87 0.82 0.78 0.79 0.83 0.74 0.79 0.82 0.82 0.78 0.73   0.78 
3987 0.77 0.79 0.80 0.76 0.77 0.79 0.77 0.79 0.80 0.77 0.78 0.77 0.78 0.77 0.75 0.77 0.78 0.76 0.77   
*White cells (above diagonal) – dissimilarities between weighted average maps representing each cluster; yellow cells (below 
diagonal) – dissimilarities between exemplar maps representing each cluster. 
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Table 7.20. Inter-cluster similarities for chess square d1.*  
     TYR_d1 3 15 37 38 
          3   0.79796 0.83571 0.80369 
          15 0.77821   0.82449 0.77306 
          37 0.81808 0.80338   0.84312 
          38 0.79352 0.76931 0.80224   
          *White cells (above diagonal) – dissimilarities between weighted average maps representing each cluster; yellow cells (below diagonal) – dissimilarities between exemplar maps 
representing each cluster. 
 
 
Table 7.21. Inter-cluster similarities for chess square d3.*  
     TYR_d3 3 4 
            3   0.82371 
            4 0.80120   
            *White cells (above diagonal) – dissimilarities between weighted average maps representing each cluster; yellow cells (below diagonal) – dissimilarities between exemplar maps 
representing each cluster. 
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Table 7.22. Inter-cluster similarities for chess square d4.*  
             
TYR_d4 266 331 334 342 588 690 841 1223 1232 1562 2442 2542 3205 3220 4278 4453 4797 4926 4931 4970 5067 5246 
266   0.75 0.88 0.89 0.92 0.76 0.72 0.83 0.81 0.80 0.96 0.85 0.91 0.93 0.78 0.80 0.89 0.92 0.79 0.91 0.91 0.87 
331 0.76   0.80 0.75 0.79 0.79 0.78 0.88 0.77 0.91 0.77 0.83 0.80 0.77 0.89 0.91 0.75 0.76 0.80 0.77 0.82 0.78 
334 0.83 0.77   0.87 0.84 0.83 0.80 0.83 0.81 0.80 0.86 0.87 0.86 0.88 0.84 0.80 0.85 0.86 0.88 0.89 0.89 0.83 
342 0.82 0.76 0.83   0.87 0.80 0.76 0.81 0.80 0.77 0.85 0.85 0.82 0.83 0.79 0.76 0.83 0.81 0.81 0.93 0.91 0.81 
588 0.81 0.79 0.79 0.80   0.79 0.77 0.84 0.83 0.82 0.94 0.88 0.91 0.92 0.81 0.82 0.90 0.87 0.82 0.92 0.91 0.94 
690 0.76 0.75 0.79 0.78 0.76   0.85 0.81 0.82 0.78 0.77 0.86 0.81 0.77 0.84 0.77 0.75 0.77 0.87 0.80 0.82 0.79 
841 0.73 0.74 0.78 0.76 0.74 0.81   0.79 0.76 0.77 0.74 0.83 0.78 0.75 0.83 0.75 0.72 0.75 0.86 0.77 0.79 0.76 
1223 0.80 0.81 0.81 0.80 0.78 0.77 0.77   0.83 0.96 0.83 0.87 0.84 0.83 0.89 0.94 0.82 0.81 0.83 0.84 0.87 0.83 
1232 0.78 0.76 0.78 0.78 0.79 0.77 0.75 0.78   0.81 0.82 0.83 0.83 0.81 0.79 0.80 0.79 0.79 0.80 0.81 0.84 0.81 
1562 0.78 0.80 0.80 0.78 0.78 0.76 0.74 0.83 0.77   0.82 0.84 0.83 0.81 0.88 0.99 0.79 0.80 0.80 0.81 0.84 0.81 
2442 0.84 0.77 0.81 0.80 0.84 0.77 0.75 0.81 0.80 0.80   0.86 0.94 0.96 0.79 0.82 0.89 0.92 0.80 0.90 0.91 0.92 
2542 0.81 0.79 0.83 0.81 0.81 0.81 0.78 0.82 0.80 0.80 0.81   0.89 0.87 0.86 0.83 0.84 0.85 0.88 0.86 0.89 0.88 
3205 0.83 0.77 0.84 0.80 0.84 0.80 0.77 0.81 0.79 0.81 0.84 0.85   0.93 0.83 0.83 0.87 0.93 0.84 0.86 0.88 0.93 
3220 0.82 0.77 0.81 0.80 0.83 0.77 0.75 0.80 0.79 0.80 0.85 0.81 0.84   0.80 0.81 0.93 0.93 0.80 0.90 0.90 0.91 
4278 0.78 0.82 0.81 0.79 0.78 0.79 0.78 0.81 0.77 0.83 0.80 0.82 0.81 0.79   0.87 0.77 0.79 0.86 0.80 0.84 0.81 
4453 0.76 0.82 0.76 0.76 0.77 0.76 0.74 0.82 0.76 0.81 0.78 0.78 0.78 0.79 0.81   0.78 0.80 0.79 0.79 0.84 0.82 
4797 0.83 0.75 0.80 0.80 0.81 0.74 0.72 0.80 0.78 0.78 0.83 0.79 0.81 0.83 0.77 0.76   0.85 0.77 0.93 0.90 0.88 
4926 0.83 0.76 0.81 0.79 0.80 0.78 0.77 0.80 0.78 0.79 0.85 0.83 0.84 0.82 0.79 0.77 0.80   0.80 0.84 0.86 0.86 
4931 0.79 0.78 0.83 0.79 0.80 0.81 0.79 0.80 0.78 0.78 0.80 0.85 0.83 0.79 0.82 0.77 0.77 0.80   0.82 0.86 0.81 
4970 0.82 0.76 0.81 0.82 0.83 0.76 0.75 0.80 0.79 0.79 0.83 0.81 0.81 0.82 0.79 0.77 0.82 0.79 0.79   0.94 0.86 
5067 0.83 0.80 0.84 0.84 0.84 0.78 0.77 0.82 0.81 0.82 0.84 0.84 0.84 0.84 0.81 0.79 0.82 0.81 0.82 0.86   0.88 
5246 0.82 0.78 0.80 0.78 0.83 0.77 0.74 0.79 0.79 0.78 0.83 0.81 0.82 0.80 0.79 0.77 0.81 0.80 0.79 0.79 0.81   
*White cells (above diagonal) – dissimilarities between weighted average maps representing each cluster; yellow cells (below 
diagonal) – dissimilarities between exemplar maps representing each cluster. 
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Table 7.23. Inter-cluster similarities for chess square d5.*  
     TYR_d5 12 22 68 103 116 149 163 214 217 233 250 
   12   0.81024 0.78772 0.88682 0.75285 0.77762 0.84125 0.79614 0.73608 0.74514 0.84788 
   22 0.79787   0.78518 0.82772 0.76876 0.77659 0.83304 0.80530 0.74755 0.74766 0.80366 
   68 0.77065 0.77443   0.81150 0.77657 0.78678 0.81668 0.82335 0.77815 0.87184 0.78541 
   103 0.81304 0.79459 0.78723   0.77921 0.76336 0.90717 0.81531 0.72329 0.77594 0.82897 
   116 0.75261 0.76093 0.77930 0.76299   0.82484 0.80144 0.85987 0.70988 0.75338 0.74777 
   149 0.77024 0.77512 0.80145 0.76319 0.80701   0.78487 0.81224 0.79239 0.75367 0.79468 
   163 0.80875 0.81488 0.79274 0.83979 0.78761 0.78050   0.82418 0.75906 0.78596 0.84647 
   214 0.77971 0.78371 0.80125 0.79042 0.82788 0.79278 0.79851   0.78248 0.78412 0.79780 
   217 0.74191 0.76722 0.79230 0.74333 0.73949 0.81254 0.76654 0.78369   0.73043 0.77523 
   233 0.74111 0.74608 0.83767 0.77075 0.75822 0.76959 0.77514 0.77497 0.74866   0.74439 
   250 0.81370 0.79495 0.78890 0.78231 0.76317 0.79336 0.82737 0.79804 0.78731 0.75602   
   *White cells (above diagonal) – dissimilarities between weighted average maps representing each cluster; yellow cells (below diagonal) – dissimilarities between exemplar maps 
representing each cluster. 
 
 
Table 7.24. Inter-cluster similarities for chess square d7.*  
     TYR_d7 9 16 
            9   0.83325 
            16 0.80438   
            *White cells (above diagonal) – dissimilarities between weighted average maps representing each cluster; yellow cells (below diagonal) – dissimilarities between exemplar maps 
representing each cluster. 
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Table 7.25. Inter-cluster similarities for chess square d8.*  
      TYR_d8 55 72 79 422 481 482 512 574 652 664 675 754 804 817 832 
55   0.82 0.81 0.81 0.83 0.82 0.83 0.78 0.83 0.80 0.76 0.81 0.84 0.81 0.87 
72 0.80   0.76 0.86 0.81 0.79 0.79 0.76 0.83 0.77 0.76 0.82 0.79 0.78 0.84 
79 0.79 0.75   0.72 0.73 0.79 0.80 0.75 0.75 0.81 0.74 0.74 0.78 0.80 0.78 
422 0.79 0.84 0.73   0.86 0.80 0.81 0.77 0.84 0.75 0.76 0.87 0.78 0.79 0.87 
481 0.81 0.80 0.74 0.80   0.82 0.82 0.76 0.87 0.76 0.77 0.89 0.79 0.79 0.91 
482 0.80 0.78 0.78 0.79 0.78   0.82 0.79 0.83 0.80 0.79 0.83 0.82 0.82 0.86 
512 0.81 0.78 0.79 0.78 0.79 0.80   0.79 0.81 0.80 0.78 0.83 0.80 0.82 0.85 
574 0.76 0.74 0.74 0.77 0.76 0.78 0.77   0.79 0.85 0.78 0.79 0.76 0.91 0.80 
652 0.78 0.78 0.72 0.80 0.80 0.79 0.78 0.77   0.78 0.79 0.89 0.80 0.81 0.89 
664 0.78 0.76 0.76 0.75 0.76 0.78 0.78 0.78 0.75   0.76 0.77 0.78 0.89 0.80 
675 0.77 0.76 0.75 0.77 0.77 0.78 0.77 0.76 0.78 0.76   0.80 0.77 0.79 0.79 
754 0.79 0.79 0.73 0.81 0.84 0.80 0.80 0.77 0.82 0.75 0.79   0.80 0.81 0.89 
804 0.82 0.77 0.78 0.77 0.80 0.81 0.78 0.76 0.77 0.77 0.76 0.78   0.78 0.82 
817 0.79 0.78 0.75 0.78 0.78 0.80 0.80 0.82 0.80 0.84 0.78 0.78 0.78   0.84 
832 0.82 0.79 0.76 0.81 0.82 0.81 0.80 0.77 0.82 0.77 0.78 0.83 0.79 0.80   
*White cells (above diagonal) – dissimilarities between weighted average maps representing each cluster; yellow cells (below diagonal) – dissimilarities between exemplar 
maps representing each cluster. 
  
Table 7.26. Inter-cluster similarities for chess square f4.*  
     TYR_f4 2 7 
            2   0.82089 
            7 0.80184   
            *White cells (above diagonal) – dissimilarities between weighted average maps representing each cluster; yellow cells (below diagonal) – 
dissimilarities between exemplar maps representing each cluster. 
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Table 7.27. Inter-cluster similarities for chess square f5.*  
     TYR_f5 14 29 33 39 58 68 75 
       14   0.80180 0.77985 0.80447 0.77508 0.84490 0.80395 
       29 0.79478   0.82327 0.77232 0.78759 0.81321 0.81893 
       33 0.77503 0.81293   0.78814 0.75917 0.79245 0.78662 
       39 0.78869 0.77514 0.79242   0.78426 0.82467 0.81414 
       58 0.77556 0.77655 0.75874 0.77063   0.78649 0.82646 
       68 0.83235 0.79691 0.79431 0.82908 0.77830   0.84157 
       75 0.79698 0.79304 0.78437 0.78709 0.80609 0.81575   
       *White cells (above diagonal) – dissimilarities between weighted average maps representing each cluster; yellow cells (below diagonal) – dissimilarities between exemplar maps 
representing each cluster. 
 
 
Table 7.28. Inter-cluster similarities for chess square f6.*  
     TYR_f6 130 141 170 173 238 260 290 364 392 404 
    130   0.81498 0.74604 0.83653 0.79713 0.84475 0.86105 0.78069 0.83023 0.84827 
    141 0.79640   0.80417 0.83099 0.85969 0.80416 0.81063 0.79015 0.77959 0.85737 
    170 0.73588 0.77128   0.75000 0.83304 0.72802 0.72904 0.74924 0.73216 0.77527 
    173 0.82174 0.80406 0.72102   0.80832 0.82673 0.85955 0.79795 0.78881 0.84808 
    238 0.76990 0.82423 0.81883 0.76736   0.77751 0.78308 0.80367 0.76203 0.84638 
    260 0.81271 0.78719 0.73339 0.79823 0.76783   0.80651 0.77074 0.81225 0.84688 
    290 0.82497 0.77423 0.71536 0.81056 0.74271 0.79533   0.77885 0.81734 0.85469 
    364 0.77260 0.78995 0.74833 0.78567 0.78685 0.76699 0.76775   0.77921 0.80789 
    392 0.80796 0.76828 0.72558 0.77863 0.75050 0.79230 0.80632 0.77785   0.81048 
    404 0.80804 0.81485 0.74887 0.79198 0.79428 0.82172 0.79590 0.78264 0.77917   
    *White cells (above diagonal) – dissimilarities between weighted average maps representing each cluster; yellow cells (below diagonal) – dissimilarities between exemplar maps 
representing each cluster. 
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Table 7.29. Inter-cluster similarities for chess square f7.*  
     TYR_f7 1 6 16 18 34 
         1   0.79016 0.77180 0.78658 0.77102 
         6 0.78954   0.78269 0.77960 0.75347 
         16 0.76483 0.77099   0.83808 0.81984 
         18 0.78467 0.77654 0.81885   0.83810 
         34 0.77244 0.75026 0.80428 0.81885   
         *White cells (above diagonal) – dissimilarities between weighted average maps representing each cluster; yellow cells (below diagonal) – dissimilarities between exemplar maps 
representing each cluster. 
 
Table 7.30. Inter-cluster similarities for chess square g5.*  
     TYR_g5 1 3 113 115 
          1   0.813150 0.783060 0.814630 
          3 0.805990   0.762450 0.854170 
          113 0.780180 0.764830   0.815040 
          115 0.796270 0.831110 0.797600   
          *White cells (above diagonal) – dissimilarities between weighted average maps representing each cluster; yellow cells (below diagonal) – dissimilarities between exemplar maps 
representing each cluster. 
 
 
Table 7.31. Inter-cluster similarities for chess square g6.*  
     TYR_g6 8 25 
            8   0.79296 
            25 0.76956   
            *White cells (above diagonal) – dissimilarities between weighted average maps representing each cluster; yellow cells (below diagonal) – dissimilarities between exemplar maps 
representing each cluster. 
  
 
 Appendix D: Set of unique map clusters arising from clustering of chess square a1 
 
Figure 8.1 Set of unique map clusters arising from individual clustering of favorable polar maps in chess 
square a1.  Maps shown are the centroid Gaussian-weighted averages.  Each cluster is identified by its 
exemplar map number and the depicted residue structure is that of the exemplar tyrosine.  A) Cluster 222; 
B) cluster 231; C) cluster 261; D) cluster 298; E) cluster 322; F) cluster 480; G) cluster 482; H) cluster 
592.  
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Figure 8.2 Set of unique map clusters arising from individual clustering of unfavorable polar maps in 
chess square a1.  Maps shown are the centroid Gaussian-weighted averages.  Each cluster is identified by 
its exemplar map number and the depicted residue structure is that of the exemplar tyrosine.  A) Cluster 
16; B) cluster 80; C) cluster 141; D) cluster 268; E) cluster 322; F) cluster 344; G) cluster 345; H) cluster 
470; I) cluster 586. 
 141 
 
 
Figure 8.3 Set of unique map clusters arising from individual clustering of favorable hydrophobic maps in 
chess square a1. Maps shown are the centroid Gaussian-weighted averages.  Each cluster is identified by 
its exemplar map number and the depicted residue structure is that of the exemplar tyrosine.  A) Cluster 2; 
B) cluster 8; C) cluster 29; D) cluster 161; E) cluster 207; F) cluster 363; G) cluster 383; H) cluster 477; I) 
cluster 479; J) cluster 606; K) cluster 617. 
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Figure 8.4 Set of unique map clusters arising from individual clustering of unfavorable hydrophobic maps 
in chess square a1. Maps shown are the centroid Gaussian-weighted averages.  Each cluster is identified 
by its exemplar map number and the depicted residue structure is that of the exemplar tyrosine.  A) 
Cluster 2; B) cluster 7; C) cluster 8; D) cluster 272; E) cluster 307; F) cluster 308; G) cluster 391; H) 
cluster 449; I) cluster 525; J) cluster 623. 
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 Appendix E: Clusters found for tyrosine structures in each chess square. 
Chess 
Square 
Cluster chi1* Rotamer chi2 ID 
Cluster 
members 
a1 
  
  
  
  
1 47.1 g+ 80.5 A 124 
2 61.1 g+ 88.4 B 240 
3 73.0 g+ 94.4 C 243 
4 -166.3 t 69.7   23 
5 -73.4 g- 126.6   1 
a6 
  
  
  
  
  
1 42.0 g+ 15.5 A 1 
2 52.1 g+ 79.4 B 4 
3 -158.2 t 74.6 A 1 
4 -141.0 t 89.7 B 1 
5 -84.0 g- 91.7 A 3 
6 -101.6 g- 154.2 B 3 
a7 
  
  
  
  
  
1 -173.7 t 22.9 A 3 
2 173.7 t 55.6 B 3 
3 -165.7 t 78.7 C 10 
4 -142.6 t 94.1 D 2 
5 -163.5 t 169.1 E 1 
6 -66.3 g- 107.7   1 
a8 
  
  
  
  
  
  
  
1 53.6 g+ 85.2 A 64 
2 85.2 g+ 91.1 B 24 
3 68.2 g+ 92.2 C 52 
4 -176.7 t 74.2 A 49 
5 170.2 t 77.4 B 45 
6 -177.8 t 77.7 C 54 
7 -159.4 t 79.9 D 38 
8 -73.5 g- 104.6   6 
b1 
  
  
  
  
1 52.7 g+ 86.3 A 267 
2 68.1 g+ 93.8 B 844 
3 -166.6 t 67.4   24 
4 -72.4 g- 83.1 A 327 
5 -56.0 g- 95.5 B 778 
b2 
  
  
  
  
1 18.2 g+ 45.5 A 1 
2 43.8 g+ 86.0 B 1 
3 -131.7 t 57.8   1 
4 -99.3 g- 70.2 A 1 
5 -75.7 g- 71.5 B 5 
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6 -63.1 g- 95.8 C 11 
7 -49.8 g- 106.2 D 2 
b3 
  
  
  
  
1 -179.8 t 28.1 A 5 
2 -176.1 t 66.2 B 8 
3 -48.6 g- 25.7 A 1 
4 -68.7 g- 98.6 B 8 
5 -49.4 g- 101.6 C 2 
b4 
  
  
  
  
1 75.0 g+ 92.0   9 
2 -176.1 t 69.8   33 
3 -74.9 g- 84.4 A 34 
4 -45.6 g- 101.7 B 44 
5 -60.7 g- 102.8 C 108 
b5 
  
  
  
  
1 60.7 g+ 84.9   101 
2 -160.8 t 65.3   3 
3 -70.3 g- 92.9 A 199 
4 -52.8 g- 102.1 B 209 
5 -57.6 g- 112.8 C 188 
b6 
  
  
  
  
1 51.8 g+ 90.6   21 
2 -147.0 t 118.0   8 
3 -70.0 g- 88.0 A 76 
4 -59.3 g- 99.7 B 176 
5 -48.8 g- 115.0 C 63 
b7 
  
  
  
  
  
1 49.6 g+ 99.4   3 
2 179.2 t 37.4 A 91 
3 -176.7 t 72.9 B 125 
4 -160.8 t 108.0 C 53 
5 -66.3 g- 95.2 A 236 
6 -55.6 g- 96.4 B 202 
b8 
  
  
  
  
  
1 63.0 g+ 91.4   480 
2 175.1 t 72.3 A 974 
3 -168.5 t 82.5 B 376 
4 -78.8 g- 81.6 A 374 
5 -63.8 g- 93.3 B 2386 
6 -52.3 g- 94.3 C 695 
c1 
  
  
  
  
1 58.9 g+ 86.6   144 
2 -169.4 t 69.1   26 
3 -75.0 g- 82.3 A 236 
4 -60.8 g- 96.9 B 251 
5 -63.3 g- 146.0 C 56 
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c2 
  
  
  
  
  
  
  
1 -168.6 t 39.4   1 
2 -113.7 g- 26.6 A 1 
3 -76.2 g- 32.8 B 1 
4 -83.2 g- 80.9 C 1 
5 -62.8 g- 102.0 D 5 
6 -59.0 g- 104.8 E 1 
7 -49.1 g- 118.7 F 2 
8 -70.4 g- 144.6 G 1 
c3 
  
  
  
  
1 -178.2 t 23.4 A 4 
2 -172.7 t 69.0 B 6 
3 -71.7 g- 101.3 A 5 
4 -62.5 g- 102.9 B 16 
5 -68.8 g- 156.7 C 2 
c4 
  
  
  
  
  
  
  
1 67.9 g+ 84.0   79 
2 -174.8 t 60.5 A 410 
3 173.5 t 78.0 B 742 
4 -164.5 t 85.0 C 274 
5 -84.0 g- 85.1 A 344 
6 -58.9 g- 109.9 B 418 
7 -72.0 g- 110.7 C 454 
8 -63.9 g- 157.2 D 167 
c5 
  
  
  
  
  
1 62.4 g+ 84.5   305 
2 -169.9 t 72.0   64 
3 -72.8 g- 92.1 A 550 
4 -73.2 g- 97.4 B 463 
5 -57.3 g- 105.1 C 912 
6 -59.3 g- 154.8 D 153 
c6 
  
  
  
  
  
1 50.2 g+ 106.1   16 
2 -164.4 t 52.1   7 
3 -82.1 g- 71.1 A 28 
4 -70.5 g- 85.4 B 42 
5 -55.9 g- 109.4 C 113 
6 -63.2 g- 122.1 D 25 
c7 
  
  
  
  
  
1 33.6 g+ 79.6   5 
2 177.4 t 39.9 A 68 
3 -168.4 t 71.4 B 211 
4 -80.8 g- 69.6 A 27 
5 -64.8 g- 99.6 B 191 
6 -54.4 g- 108.6 C 83 
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c8 
  
  
  
  
  
  
1 60.9 g+ 87.1   81 
2 174.4 t 70.1 A 646 
3 -172.1 t 77.6 B 675 
4 -78.1 g- 80.2 A 654 
5 -64.6 g- 83.5 B 739 
6 -68.0 g- 108.1 C 781 
7 -57.1 g- 122.4 D 421 
d1 
  
  
  
  
  
  
  
  
  
  
1 22.0 g+ 22.9 A 1 
2 53.8 g+ 28.3 B 2 
3 69.2 g+ 84.3 C 6 
4 51.2 g+ 84.8 D 3 
5 -177.7 t 72.8   2 
6 -78.4 g- 50.6 A 4 
7 -85.2 g- 80.4 B 2 
8 -66.1 g- 94.7 C 11 
9 -81.2 g- 140.5 D 6 
10 -63.7 g- 145.0 E 7 
11 -48.8 g- 158.4 F 2 
d3 
  
  
  
  
1 -174.9 t 30.2 A 5 
2 155.5 t 49.5 B 1 
3 175.0 t 80.6 C 11 
4 -169.6 t 86.9 D 11 
5 -81.6 g- 90.7   3 
d4 
  
  
  
  
  
  
1 74.3 g+ 89.5   172 
2 -179.3 t 74.1 A 2193 
3 167.3 t 76.2 B 1003 
4 -168.2 t 86.6 C 753 
5 -84.4 g- 59.5 A 265 
6 -74.8 g- 115.6 B 522 
7 -63.4 g- 149.0 C 468 
d5 
  
  
  
  
  
  
1 57.5 g+ 81.3 A 34 
2 76.5 g+ 91.8 B 85 
3 -175.0 t 75.8   35 
4 -83.9 g- 17.0 A 11 
5 -80.9 g- 88.9 B 18 
6 -60.6 g- 101.3 C 38 
7 -72.2 g- 145.8 D 29 
d7 
  
1 -170.0 t 21.4 A 3 
2 176.4 t 36.4 B 4 
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3 -166.2 t 55.3 C 2 
4 -174.8 t 57.2 D 5 
5 179.4 t 86.7 E 2 
6 -151.6 t 101.1 F 3 
7 -27.7 g- 103.7   1 
d8 
  
  
  
  
  
  
1 63.6 g+ 81.8   26 
2 174.5 t 68.7 A 222 
3 -172.7 t 80.2 B 258 
4 -177.0 t 82.2 C 81 
5 -85.3 g- 43.7 A 30 
6 -75.4 g- 110.5 B 106 
7 -61.4 g- 124.4 C 126 
f2 
  
  
  
  
  
1 -137.8 t 48.4   1 
2 -83.4 g- 67.7 A 1 
3 -66.6 g- 102.0 B 2 
4 -52.3 g- 103.0 C 3 
5 -40.5 g- 115.0 D 2 
6 -57.4 g- 179.7 E 1 
f4 
  
  
  
  
1 174.7 t 75.7 A 2 
2 176.7 t 166.6 B 1 
3 -57.8 g- 102.1 A 12 
4 -51.1 g- 113.4 B 4 
5 -75.8 g- 124.3 C 2 
f5 
  
  
  
  
1 -165.3 t 107.2   1 
2 -74.3 g- 34.4 A 9 
3 -65.7 g- 102.9 B 22 
4 -50.8 g- 103.5 C 33 
5 -41.4 g- 121.4 D 20 
f6 
  
  
  
  
  
1 60.1 g+ 101.0   1 
2 -165.6 t 59.5   14 
3 -42.8 g- 116.3 A 108 
4 -47.9 g- 127.8 B 63 
5 -58.3 g- 98.5 C 112 
6 -71.9 g- 93.3 D 115 
f7 
  
  
  
  
1 -158.2 t 59.8 A 3 
2 -169.0 t 67.2 B 13 
3 -176.8 t 176.7 C 1 
4 -52.6 g- 78.2 A 4 
5 -67.3 g- 92.9 B 4 
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6 -55.7 g- 105.4 C 7 
7 -42.7 g- 129.8 D 4 
g5 
  
  
  
1 -149.5 t 76.8   2 
2 -71.6 g- 105.8 A 69 
3 -57.0 g- 121.7 B 45 
4 -48.0 g- 134.8 C 41 
g6 
  
  
  
1 -166.0 t 67.5   1 
2 -78.8 g- 88.1 A 5 
3 -53.0 g- 102.2 B 5 
4 -51.5 g- 137.4 C 15 
*In this dataset, chi1 = g+ (11.95%), chi1 = t (33.70%); chi1 = g- (54.35%).   
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 Appendix F: Correlation of RMSD cluster elements in map clusters. 
Table S8. Correlation of RMSD cluster elements in map clusters.  
TYR_a1 RMSD Clusters 
  Map Clusters g+C g+B g+A t g- 
  22 20 9 2 0 0 
  59 26 16 6 0 0 
  114 20 39 7 0 0 
  118 8 18 6 0 0 
  158 26 20 2 0 0 
  349 53 15 0 0 0 
  357 14 37 11 0 0 
  363 7 3 11 3 0 
  394 32 21 7 0 0 
  472 1 1 12 0 0 
  475 23 1 1 0 0 
  481 0 8 56 0 0 
  603 11 52 3 0 0 
  611 2 0 0 20 1 
   
  
TYR_a7 RMSD Clusters 
   Map Clusters tB tC tE tA g- tD 
   15 3 10 1 2 0 1 
   16 0 0 0 1 1 1 
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TYR_a8 RMSD Clusters 
 
Map Clusters 
g+
A 
g+
C 
tD tC tB g- tA 
g+
B 
 4 0 0 5 8 11 0 5 0 
 22 0 0 1 10 6 0 11 0 
 70 0 1 6 6 6 0 4 6 
 123 20 4 0 0 0 0 0 2 
 126 1 0 1 1 0 2 0 0 
 159 20 12 0 0 0 0 0 2 
 177 8 9 0 0 0 0 0 3 
 193 0 0 16 12 9 0 14 0 
 205 8 22 0 0 0 0 0 11 
 
258 7 4 0 
 
0 
0 2 0 0 
 273 0 0 6 8 2 2 0 0 
 305 0 0 2 9 9 0 10 0 
 318 0 0 1 0 2 0 5 0 
  
  
TYR_b1 RMSD Clusters 
    Map Clusters g+B g+A g-B g-A t 
    21 0 0 122 94 0 
    385 216 54 0 0 0 
    580 71 42 0 0 3 
    874 54 56 0 0 0 
    1129 0 0 156 39 12 
    1542 3 2 15 6 9 
    1712 265 53 0 0 0 
    1981 235 60 0 0 0 
    1993 0 0 262 128 0 
    2102 0 0 223 60 0 
     
  
TYR_b2 RMSD Clusters 
  Map Clusters g-C g-D g+A g-A g-B t g+B 
  11 0 1 1 1 0 1 1 
  12 11 1 0 0 5 0 0 
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TYR_b3 RMSD Clusters 
    Map Clusters tB g-B tA g-C g-A 
    1 5 0 2 0 0 
    3 0 8 0 2 1 
    9 3 0 3 0 0 
     
  
TYR_b4 RMSD Clusters 
    Map Clusters t g-C g-A g-B g+ 
    4 23 0 0 0 7 
    70 6 12 4 2 0 
    84 0 48 24 14 0 
    105 0 21 1 24 0 
    116 0 26 5 4 0 
    208 4 1 0 0 2 
     
  
TYR_b5 RMSD Clusters 
    Map Clusters g-A g-C g-B g+ t 
    53 3 10 16 0 0 
    155 0 0 0 37 1 
    238 0 0 0 56 0 
    241 7 15 18 1 0 
    332 7 4 29 0 0 
    374 41 17 12 0 0 
    382 4 10 25 0 0 
    451 17 32 34 0 0 
    482 14 13 5 0 0 
    569 34 26 44 0 0 
    621 8 8 6 3 1 
    633 39 17 6 0 0 
    639 23 34 9 0 0 
    665 2 2 5 4 1 
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TYR_b6 RMSD Clusters 
    Map Clusters g-B g-C g+ g-A t 
    9 16 12 0 1 0 
    21 29 8 0 11 0 
    39 17 12 0 3 0 
    62 24 3 0 12 0 
    112 1 0 1 0 4 
    136 3 2 20 3 5 
    158 10 0 0 26 0 
    166 9 0 0 14 0 
    242 29 9 0 1 0 
    250 38 17 0 5 0 
     
  
TYR_b7 RMSD Clusters 
   Map Clusters g-A g-B tA tB tC g+ 
   29 2 0 11 14 30 1 
   59 72 11 0 0 0 0 
   92 0 0 5 31 5 0 
   119 0 0 6 11 3 0 
   181 0 0 42 16 8 0 
   182 44 60 0 0 0 0 
   321 9 33 0 0 0 0 
   350 7 25 0 0 0 0 
   399 26 5 3 1 0 0 
   468 0 0 24 52 7 0 
   469 15 1 0 0 0 2 
   477 26 18 0 0 0 0 
   491 23 12 0 0 0 0 
   660 12 37 0 0 0 0 
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TYR_b8 RMSD Clusters 
   Map Clusters g-B g+ tB g-A tA g-C 
   9 0 0 148 0 387 0 
   88 0 1 51 0 202 0 
   456 728 0 0 142 0 82 
   1098 0 406 0 0 0 1 
   1419 192 0 0 53 0 79 
   2966 366 2 0 55 0 104 
   3869 21 65 28 12 43 19 
   4117 774 0 0 80 0 190 
   4692 0 6 150 0 342 0 
   4730 320 0 0 32 0 220 
    
  
TYR_c1 RMSD Clusters 
    Map Clusters g-B g-C g-A g+ t 
    9 0 0 0 105 0 
    21 48 13 28 0 0 
    144 23 9 17 3 2 
    222 40 8 33 0 0 
    329 69 2 63 0 0 
    339 2 1 2 1 16 
    419 10 4 7 2 8 
    493 23 11 46 0 0 
    551 33 5 23 0 0 
    690 3 3 17 0 0 
    709 0 0 0 33 0 
     
 
 
 
  
TYR_c2 RMSD Clusters 
 Map Clusters g-D g-A g-B t g-C g-E g-F g-G 
 1 4 0 0 1 0 1 2 0 
 6 1 1 1 0 1 0 0 1 
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TYR_c3 RMSD Clusters 
    Map Clusters g-C g-B tB tA g-A 
    1 2 14 0 0 6 
    14 0 2 6 6 0 
     
  
TYR_c4 RMSD Clusters 
 Map Clusters g-B tB g-D tC tA g-A g-C g+ 
 152 93 0 31 0 0 2 45 0 
 624 0 194 0 31 45 0 0 0 
 667 0 139 0 48 65 0 0 1 
 739 0 69 0 34 48 0 2 4 
 754 0 152 0 42 104 0 0 0 
 901 5 0 10 0 0 28 28 0 
 1080 67 0 20 0 0 9 18 0 
 1398 13 28 4 15 8 3 8 12 
 1417 86 0 23 0 0 14 53 0 
 1509 38 0 21 2 0 45 45 1 
 1678 40 0 26 0 0 53 102 0 
 1718 0 77 0 33 69 0 0 0 
 1828 0 70 0 58 61 0 0 0 
 1848 46 0 24 0 0 45 96 0 
 1955 20 1 6 0 0 30 24 8 
 1987 8 6 1 1 3 2 4 1 
 2162 0 6 0 10 7 0 0 52 
 2587 2 0 1 0 0 113 29 0 
  
 
  
TYR_c5 RMSD Clusters 
   Map Clusters g-A g-C g-B g+ t g-D 
   91 139 42 23 0 0 24 
   199 34 26 37 0 2 6 
   606 11 139 2 0 0 24 
   797 0 0 0 108 1 0 
   1130 57 12 45 0 1 25 
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1498 16 29 11 1 5 7 
   1522 39 138 104 0 0 1 
   1590 73 62 38 0 0 20 
   1595 31 61 18 4 9 11 
   1624 46 80 26 0 0 9 
   1678 15 138 15 0 0 6 
   1684 0 0 0 78 22 0 
   1737 11 131 21 0 0 7 
   1903 0 0 0 104 23 0 
   1946 76 52 122 0 0 12 
   2331 2 4 1 10 1 1 
    
  
TYR_c6 RMSD Clusters 
   Map Clusters g-C g-D g-A g+ g-B t 
   36 2 1 2 2 0 1 
   52 13 2 3 0 2 0 
   103 0 3 10 0 1 5 
   116 14 2 3 0 2 0 
   135 36 7 1 0 8 0 
   150 0 0 0 15 0 0 
   153 12 2 1 0 17 0 
   156 29 1 2 0 5 0 
   161 7 7 6 0 7 1 
    
 
  
TYR_c7 RMSD Clusters 
   Map Clusters g-A g-B g-C tB tA g+ 
   12 0 0 0 31 17 0 
   33 0 91 18 0 0 0 
   46 0 7 30 0 0 0 
   55 0 37 4 0 0 0 
   56 0 5 0 3 2 4 
   83 0 1 0 9 5 1 
   162 0 0 0 47 8 0 
   173 0 16 14 0 0 0 
   225 1 16 6 2 0 0 
   276 0 0 0 31 21 0 
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463 22 11 1 0 0 0 
   472 0 0 0 44 2 0 
   505 4 7 10 0 0 0 
   557 0 0 0 44 13 0 
    
  
TYR_c8 RMSD Clusters 
  Map Clusters tB tA g-A g-D g-C g-B g+ 
  491 246 208 0 0 0 0 0 
  587 0 0 19 29 47 102 0 
  1116 0 0 55 11 134 108 0 
  1541 0 0 128 12 71 14 0 
  1897 0 0 84 21 67 28 0 
  1964 0 0 58 7 82 29 0 
  2016 113 146 0 0 0 0 5 
  2262 0 0 68 19 86 120 0 
  2348 1 0 43 35 34 24 2 
  2351 2 0 26 11 32 9 0 
  2486 205 143 0 0 0 0 1 
  2764 0 0 11 145 34 82 0 
  2927 63 139 0 0 0 0 0 
  3340 0 0 24 46 26 12 0 
  3392 1 0 34 17 37 23 0 
  3493 3 0 40 16 35 70 0 
  3523 5 1 17 22 22 11 2 
  3626 33 13 4 18 6 5 8 
  3944 0 0 43 11 69 103 0 
  3987 5 0 0 1 0 0 63 
   
  
  TYR_d1 RMSD Clusters 
Map Clusters g+A g-F g-C g+C g+D g-D g-A g+B t g-B g-E 
3 0 0 6 0 0 2 1 0 0 0 0 
15 1 0 0 6 3 0 0 2 2 0 0 
37 0 2 3 0 0 2 1 0 0 1 5 
38 0 0 2 0 0 2 2 0 0 1 2 
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TYR_d3 RMSD Clusters 
    Map Clusters g- tC tA tD tB 
    3 2 9 0 9 1 
    4 1 2 5 2 0 
     
  
TYR_d4 RMSD Clusters 
  Map Clusters tA tC tB g-C g-B g+ g-A 
  266 115 2 180 0 0 0 0 
  331 0 0 0 64 68 0 31 
  334 110 12 36 0 0 0 0 
  342 91 9 147 0 0 0 0 
  588 263 84 44 0 0 0 0 
  690 35 9 13 5 8 31 2 
  841 5 5 5 6 3 2 0 
  1223 0 2 0 59 89 4 48 
  1232 3 10 11 0 0 107 1 
  1562 0 0 0 139 131 0 57 
  2442 218 30 99 0 0 0 0 
  2542 129 29 33 1 0 3 4 
  3205 173 79 45 0 0 2 0 
  3220 192 82 31 0 0 0 0 
  4278 0 0 0 70 70 8 33 
  4453 0 0 0 121 152 0 84 
  4797 121 70 9 0 0 0 0 
  4926 110 39 59 0 0 0 0 
  4931 112 46 67 3 1 12 4 
  4970 275 60 121 0 0 0 0 
  5067 128 52 94 0 0 0 0 
  5246 113 133 9 0 0 3 1 
   
  
TYR_d5 RMSD Clusters 
  Map Clusters t g+B g+A g-C g-B g-D g-A 
  12 0 22 3 0 0 0 0 
  22 1 3 4 1 1 0 0 
  68 16 0 0 0 0 0 0 
  103 0 22 12 0 0 0 0 
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116 0 0 0 26 7 21 6 
  149 0 0 0 10 3 7 1 
  163 0 21 7 0 0 0 0 
  214 4 0 0 1 4 1 4 
  217 6 0 2 0 3 0 0 
  233 8 0 0 0 0 0 0 
  250 0 17 6 0 0 0 0 
   
  
TYR_d7 RMSD Clusters 
  Map Clusters tA tD g- tB tF tC tE 
  9 1 1 1 4 1 0 1 
  16 2 4 0 0 2 2 2 
   
  
TYR_d8 RMSD Clusters 
  Map Clusters g-B g-A g-C tB tC tA g+ 
  55 0 0 0 17 0 35 0 
  72 0 0 0 0 47 0 0 
  79 0 1 8 8 0 7 1 
  422 0 0 0 0 38 1 0 
  481 0 0 0 9 0 40 0 
  482 0 0 0 16 0 10 8 
  512 0 0 0 10 0 21 0 
  574 41 11 49 0 0 0 0 
  652 0 0 0 34 0 16 0 
  664 20 5 32 0 0 0 3 
  675 0 1 0 3 0 2 14 
  754 0 0 0 104 0 39 0 
  804 0 0 0 20 1 11 0 
  817 45 12 37 0 0 0 0 
  832 0 0 0 37 0 40 0 
   
  
TYR_f4 RMSD Clusters 
    Map Clusters g-B g-A g-C tB tA 
    2 2 8 0 0 0 
    7 2 4 2 1 2 
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TYR_f5 RMSD Clusters 
    Map Clusters g-D g-C g-A g-B t 
    14 5 3 2 0 0 
    29 0 3 0 2 1 
    33 0 2 0 2 0 
    39 8 5 4 1 0 
    58 0 0 3 0 0 
    68 1 5 0 4 0 
    75 6 15 0 13 0 
     
  
TYR_f6 RMSD Clusters 
   Map Clusters g-A g-B g-D g-C t g+ 
   130 39 9 9 32 0 0 
   141 8 5 10 17 4 0 
   170 0 2 0 1 1 0 
   173 0 1 28 8 0 0 
   238 2 1 10 12 0 0 
   260 3 32 0 0 0 0 
   290 0 0 36 15 0 0 
   364 1 0 0 0 8 1 
   392 44 7 2 3 0 0 
   404 12 6 20 24 1 0 
    
  
TYR_f7 RMSD Clusters 
  Map Clusters tB tA g-C g-D g-B tC g-A 
  1 2 0 0 0 0 1 0 
  6 11 3 0 0 0 0 0 
  16 0 0 3 3 0 0 4 
  18 0 0 0 0 4 0 0 
  34 0 0 4 1 0 0 0 
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TYR_g5 RMSD Clusters 
     Map Clusters g-B g-C g-A t 
     1 5 5 5 0 
     3 8 22 5 0 
     113 7 5 7 2 
     115 25 9 52 0 
      
  
TYR_g6 RMSD Clusters 
     Map Clusters g-B g-C g-A t 
     8 4 10 2 0 
     25 1 5 3 1 
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 Appendix G: DOPE scores of generated CRIP1a models 
Generated Models arranged according to their calculated dope scores from lowest score to 
highest score (lower scores indicate better models). 
 
Model DOPE Score Model DOPE Score 
Model_1DS6_A_1R17_A -14212 LOMETS_model4 -7658.9 
Model_1DS6_A -13929 MUSTER_model1 -7658.9 
Bhageerath_model1 -12264 Model_2gtq_A -7649.2 
I-Tasser_model5 -11508 Model_3bws_A -7644.7 
Robetta_Model3 -11449 Model_1jly_A -7458.1 
MUSTER_model8 -10908 RaptorX_model4 -7438.9 
Robetta_Model1 -10768 Model_2ha1_A -7397.7 
Quark ab initio_model1 -10617 Model_2hlv_A -7275.8 
Quark ab initio_model7 -10517 Model_3mep_A -7243.4 
Model_2jhs_A -10347 Quark ab initio_model4 -7131 
Model_2bxw_A -10300 Model_1iaz_A -7124.7 
Robetta_Model5 -10281 LOMETS_model9 -7109.5 
Robetta_Model4 -10174 MUSTER_model2 -7056.5 
Model_1eok_A -10090 Model_1x13_A -7034.3 
Model_1kmt_A -9837.2 Model_1l0q_A -7032.9 
I-Tasser_model4 -9804.4 Model_1aoh_A -7026.5 
LOMETS_model5 -9680 Model_3h0g_F -6858.6 
MUSTER_model3 -9666.6 Model_2hzp_A -6848.2 
Model_1fso_A -9650.6 Model_2r9q_A -6847.9 
Model_2jht_A -9590.3 MUSTER_model9 -6796.4 
RaptorX_model6 -9535.8 LOMETS_model1 -6792.5 
Quark ab initio_model5 -9421.8 MUSTER_model4 -6792.5 
Quark ab initio_model2 -9419 LOMETS_model2 -6673.7 
RaptorX_model8 -9407.7 Model_2qex_H -6659.5 
Robetta_Model2 -9378.8 Model_3ju4_A -6633.8 
I-Tasser_model1 -9373.8 Model_3pjl_A -6594 
Model_1cyg_A -9336.9 Model_2gcx_A -6591.2 
Quark ab initio_model3 -9249 MUSTER_model7 -6559.3 
Model_3kg6_A -9191.6 Model_1qg3_B -6542.1 
Quark ab initio_model6 -9177.8 Model_1x9p_A -6459.8 
I-Tasser_model2 -9134.8 Model_2yx2_A -6458 
Model_2jhw_A -9128.9 Model_3lvf_O -6425.6 
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Model DOPE Score Model DOPE Score 
Quark ab initio_model10 -9045.5 Model_1qkl_A -6329.2 
Bhageerath_model5 -9016.9 Model_2k4y_A -6274.4 
RaptorX_model2 -8942.4 LOMETS_model3 -6246 
Model_3g5w_A -8779.1 Model_3fcg_A -6234.3 
Model_1amp_A -8766.4 Model_2pn5_A -6221.9 
Quark ab initio_model9 -8732.1 Model_2h3j_A -6204.1 
LOMETS_model8 -8594.6 Model_2b39_A -6089.5 
RaptorX_model5 -8536.5 Model_2vl6_A -6054.3 
Model_4a1r_A -8500.7 Model_3hym_A -6046.9 
Quark ab initio_model8 -8392.6 Model_1o4y_A -5972.4 
RaptorX_model9 -8260.9 Model_1ywu_A -5954.5 
Model_1j9q_A -8252.6 Model_1oyw_A -5939.6 
Model_1acc_A -8182.4 Model_1hr0_W -5924.5 
Model_1qou_A -8160.8 Model_2axl_A -5818.5 
MUSTER_model6 -8159.5 Model_1sdd_A -5739.3 
Model_1wfj_A -8140.2 Model_1yfm_A -5700.4 
Model_1kbv_A -8088.8 Model_3nx6_A -5661.3 
Model_2ec8_A -8070.9 Model_2l74_A -5618.9 
MUSTER_model5 -8070.2 Model_1sif_A -5602.9 
RaptorX_model10 -8052 Model_1mpx_A -5585.4 
Model_1dss_G -8030.8 Model_3tp4_A -5574.9 
RaptorX_model3 -8001 Model_2k5l_A -5465 
MUSTER_model10 -7999.7 Model_2drh_A -5338.7 
Model_2dmc_A -7993.5 Model_2v8f_A -5306.6 
RaptorX_model1 -7919.1 Model_2p0o_A -5212.3 
RaptorX_model7 -7874.5 Model_2e9j_A -4805.4 
Model_2pa2_A -7727.3 Model_2j63_A -4636.7 
Model_1m1x_A -7693.6 Model_2wp8_A -3823.5 
Model_1k8k_D -7677.5 Model_1zru_A -2695 
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 Appendix H: HINT table for CRIP1a-CB1R model interaction 
Monomer 
Name 
Atom 
Name 
Monomer 
Name 
Atom 
Name 
Distance Interaction 
Angstroms VDW Score Type 
GLU60 O THR4 OG1 4.991 166.36 24 Acid/Base 
ASN61 O THR4 OG1 2.925 97.51 238 Hydrogen Bond 
ASN61 O THR4 CG2 4.689 146.54 -26 Hydroph./Polar 
ILE62 O THR4 OG1 5.545 184.84 13 Acid/Base 
ILE62 CD1 THR4 OG1 5.845 182.65 -12 Hydroph./Polar 
ILE62 CD1 THR4 CG2 4.648 136.7 33 Hydrophobic 
SER63 O THR4 CG2 4.791 149.7 -21 Hydroph./Polar 
SER63 CB THR4 CG2 4.595 135.16 15 Hydrophobic 
SER63 CB SER5 CB 4.116 121.07 12 Hydrophobic 
SER63 CB SER5 OG 3.079 96.21 -27 Hydroph./Polar 
SER63 OG THR4 OG1 4.125 137.5 -17 Acid/Acid 
SER63 OG THR4 CG2 4.641 145.03 -16 Hydroph./Polar 
SER63 OG SER5 OG 4.119 137.29 -14 Acid/Acid 
ILE64 O SER5 CB 3.727 116.48 -23 Hydroph./Polar 
ILE64 O SER5 OG 2.721 90.69 128 Hydrogen Bond 
ILE64 CG2 SER5 OG 5.28 164.99 -12 Hydroph./Polar 
GLY65 CA SER5 O 3.789 118.42 -25 Hydroph./Polar 
GLY65 CA SER5 CB 3.804 111.88 17 Hydrophobic 
GLY65 CA SER5 OG 3.66 114.37 -13 Hydroph./Polar 
GLY65 O SER5 O 4.545 151.49 -29 Base/Base 
VAL67 CG1 ALA8 O 4.398 137.44 -32 Hydroph./Polar 
VAL67 CG1 ALA8 CB 4.029 118.51 57 Hydrophobic 
VAL67 CG1 LEU9 OXT 3.439 107.48 -103 Hydroph./Polar 
VAL67 CG1 LEU9 OX2 4.333 135.41 -58 Hydroph./Polar 
VAL67 CG2 SER5 O 3.914 122.32 -47 Hydroph./Polar 
VAL67 CG2 ALA6 CB 5.298 155.81 16 Hydrophobic 
VAL67 CG2 ALA8 O 5.196 162.36 -14 Hydroph./Polar 
VAL67 CG2 ALA8 CB 4.204 123.66 47 Hydrophobic 
VAL67 CG2 LEU9 OXT 5.774 180.44 -10 Hydroph./Polar 
VAL67 CG2 LEU9 OX2 5.998 187.43 -12 Hydroph./Polar 
LEU68 O LEU9 OXT 4.989 166.31 -19 Base/Base 
VAL69 CG2 LEU9 OXT 4.863 151.98 -25 Hydroph./Polar 
VAL69 CG2 LEU9 CB 4.083 120.09 12 Hydrophobic 
VAL69 CG2 LEU9 CD1 4.203 123.63 42 Hydrophobic 
VAL69 CG2 LEU9 CD2 5.536 162.81 11 Hydrophobic 
PRO70 CG LEU9 OXT 4.956 154.89 -12 Hydroph./Polar 
PRO70 CG LEU9 CD1 4.686 137.82 14 Hydrophobic 
PRO70 CG LEU9 CD2 4.382 128.88 19 Hydrophobic 
PRO70 CD LEU9 OXT 3.806 118.94 -23 Hydroph./Polar 
PRO70 CD LEU9 CD1 4.477 131.68 12 Hydrophobic 
PRO70 CD LEU9 CD2 4.193 123.32 16 Hydrophobic 
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LEU71 O LEU9 CD1 4.345 135.78 -29 Hydroph./Polar 
LEU73 CD2 LEU9 CD1 4.724 138.93 27 Hydrophobic 
LEU73 CD2 LEU9 CD2 4.317 126.96 39 Hydrophobic 
LYS76 NZ ALA8 O 5.468 179.27 16 Acid/Base 
LYS76 NZ LEU9 OXT 3.39 111.14 149 Hydrogen Bond 
LYS76 NZ LEU9 OX2 3.52 115.43 116 Hydrogen Bond 
ASP81 CB ALA6 CB 4.281 125.9 18 Hydrophobic 
ASP81 OD1 ALA6 CB 3.642 113.81 -188 Hydroph./Polar 
ASP81 OD2 SER5 CB 5.438 169.93 -13 Hydroph./Polar 
ASP81 OD2 ALA6 CB 3.707 115.84 -176 Hydroph./Polar 
ARG82 O SER5 CB 3.223 100.71 -46 Hydroph./Polar 
ARG82 O SER5 OG 3.247 108.24 146 Hydrogen Bond 
VAL83 O SER5 OG 5.541 184.7 14 Acid/Base 
VAL83 CG1 ASP3 CB 4.103 120.68 19 Hydrophobic 
VAL83 CG1 ASP3 OD1 3.569 111.53 -167 Hydroph./Polar 
VAL83 CG1 ASP3 OD2 4.787 149.58 -50 Hydroph./Polar 
VAL83 CG1 SER5 CB 4.449 130.85 16 Hydrophobic 
VAL83 CG1 SER5 OG 5.147 160.84 -13 Hydroph./Polar 
VAL83 CG1 ALA6 CB 4.949 145.56 22 Hydrophobic 
VAL83 CG2 ASP3 OD1 4.888 152.75 -45 Hydroph./Polar 
VAL84 O SER5 OG 4.46 148.67 35 Acid/Base 
TYR85 CE1 ASP3 OD1 3.672 114.74 -35 Hydroph./Polar 
TYR85 OH ASP3 CB 3.965 123.9 -28 Hydroph./Polar 
TYR85 OH ASP3 OD1 3.06 102.01 451 Hydrogen Bond 
TYR85 OH ASP3 OD2 4.569 152.31 87 Acid/Base 
GLN122 O ALA8 CB 4.679 146.21 -27 Hydroph./Polar 
GLN122 CB ALA8 CB 3.963 116.54 17 Hydrophobic 
GLN122 CG ALA8 CB 4.611 135.62 12 Hydrophobic 
GLN122 OE1 ALA8 O 5.749 191.63 -13 Base/Base 
GLN122 OE1 ALA8 CB 3.606 112.69 -122 Hydroph./Polar 
GLN122 OE1 LEU9 OXT 5.146 171.53 -29 Base/Base 
GLN122 OE1 LEU9 CB 4.313 134.79 -10 Hydroph./Polar 
GLN122 NE2 ALA8 CB 4.405 135.54 -22 Hydroph./Polar 
LYS124 CD GLU7 O 3.273 102.27 -10 Hydroph./Polar 
LYS124 CD ALA8 CB 4.219 124.09 10 Hydrophobic 
LYS124 NZ GLU7 O 2.834 92.92 166 Hydrogen Bond 
LYS124 NZ ALA8 CB 4.022 123.75 -56 Hydroph./Polar 
TYR126 O THR4 OG1 4.689 156.31 23 Acid/Base 
TYR126 O THR4 CG2 3.234 101.07 -97 Hydroph./Polar 
TYR126 CB THR4 CG2 4.5 132.34 11 Hydrophobic 
ASN127 O THR2 O 5.384 179.48 -12 Base/Base 
ASN127 O THR4 OG1 3.435 114.49 54 Hydrogen Bond 
ASN127 O THR4 CG2 3.85 120.3 -59 Hydroph./Polar 
TYR128 O SER1 O 5.34 178 -11 Base/Base 
TYR128 O THR2 O 3.441 114.69 -70 Base/Base 
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TYR128 CB THR4 OG1 3.693 115.41 -11 Hydroph./Polar 
TYR128 CE1 THR2 O 3.853 120.4 -11 Hydroph./Polar 
TYR128 OH THR2 OG1 4.938 164.61 -14 Acid/Acid 
TYR128 OH THR2 CG2 4.082 127.57 -46 Hydroph./Polar 
LYS130 CG GLU7 OE1 4.676 146.14 -10 Hydroph./Polar 
LYS130 CD GLU7 OE1 3.292 102.87 -37 Hydroph./Polar 
LYS130 NZ SER1 NI 4.704 151.75 -22 Acid/Acid 
LYS130 NZ SER1 O 2.652 86.95 223 Hydrogen Bond 
LYS130 NZ THR2 O 3.115 102.13 154 Hydrogen Bond 
LYS130 NZ ASP3 O 3.159 103.56 132 Hydrogen Bond 
LYS130 NZ THR4 O 4.391 143.96 38 Acid/Base 
LYS130 NZ THR4 CG2 5.285 162.62 -13 Hydroph./Polar 
LYS130 NZ ALA6 O 5.516 180.86 16 Acid/Base 
LYS130 NZ GLU7 OE1 3.158 103.54 302 Hydrogen Bond 
LYS130 NZ GLU7 OE2 5.31 174.1 36 Acid/Base 
SER141 OG ALA8 CB 5.601 175.03 -10 Hydroph./Polar 
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