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The recent paper cited above claims that a molecular simulation of one specific model of supercooled water
establishes a stable interface separating two metastable liquid phases, which would imply the existence of
metastable two-liquid criticality for that model. Here, we note that this claim conflicts with fundamental
principles and with earlier work published in the Journal of Chemical Physics, and we show that the claim is
unjustified by the data put forward to support the conclusion. Other technical problems are also noted.
For more than two decades, it has been suggested that
anomalous properties of liquid water reflect two distinct
liquids and a low-temperature critical point at super-
cooled conditions.1 Yet Binder has observed2 that two-
liquid criticality defined in terms of a divergent length
scale is impossible at supercooled conditions. Specifi-
cally, growing lengths coincide with growing equilibra-
tion times, but the time available to equilibrate can be
no longer than the time it takes the metastable liquid to
crystallize. In other words, metastability or instability
implies an upper bound to the size of fluctuations that
can relax in the liquid. For water, we will see, this size
seems to be no larger than 2 or 3 nm, corresponding to
volumes containing fewer than 1000 molecules.
This bound is fundamentally different than a cutoff im-
posed by the practicality of a finite simulation cell. Tran-
sient fluctuations on smaller length scales might seem in-
terpretable in terms of something like a liquid-liquid tran-
sition, but the bound implies one can never reach large
enough scales to know if that interpretation is correct.
The interpretation certainly seems unnecessary because
reasonable molecular models known to not exhibit two-
liquid behavior do account for equilibrium anomalies of
water3–5 and nonequilibrium amorphous ices.6
Nevertheless, two-liquid-like behavior of models of su-
percooled water remains a curiosity, and Palmer et al.7
claim that one molecular model does exhibit this behav-
ior in a numerical simulation. The claim is notable in that
earlier work8,9 would seem to discount the possibility. It
is also notable because Palmer et al. suggest that the
two-liquid behavior they obtain is close to criticality and
can be scaled to large sizes. Given the bound imposed
by metastability, Ref. 7 cannot validate the existence of a
critical point in deeply supercooled water. Here, several
problems are uncovered casting doubt on its conclusions,
even those limited to relatively small scales.
First, after reviewing pertinent time scales and length
scales intrinsic to supercooled water, we see that it is only
the presentation of Ref. 7 that gives the illusion of two-
phase metastability. The data itself does not support the
conclusions put forth. This discussion will be of general
interest. Next, we identify several technical issues point-
ing to errors in the calculations of Ref. 7. That material
a)Electronic mail: chandler@berkeley.edu
will likely be of interest to experts only. The paper ends
with a Summary.
METASTABILITY IMPLIES NO CRITICALITY
Time scales and length scales
A metastable state lifetime, τMS, is a property of an
irreversible system. Unlike equilibrium properties, τMS
can depend upon system size and preparation protocols.
For example, upon ordinary cooling to near or below its
limit of stability, Ts ≈ 215 K, liquid water will coarsen to
ice on time scales as short as 10−6 s, while hyper quench-
ing to temperatures well below Ts at rates comparable
to 106 K/s can produce long-lived glassy states.10 Fur-
ther, because no experiment can control all aspects of a
nonequilibrium system, τMS has a distribution of values
for any one experimental protocol. Recent experiments
studying ice coarsening in droplets of cold water illustrate
this fact.11
Dynamics of deeply supercooled water is heteroge-
neous, with domain sizes and time scales of growing
as temperature, T , decreases. Viewed on small enough
length scales and short enough time scales, at the coldest
conditions of metastability (i.e., near Ts), these fluctua-
tions are large enough and slow enough to give the illu-
sion of two distinct liquids.8,12,13 Not surprisingly, all es-
timates of the imagined liquid-liquid critical temperature
are close to Ts,
14 but the fluctuations at this temperature
are mesoscopic transients characteristic of ice coarsening,
not criticality.
The relevant relaxation time of the liquid, τR, is the
time to equilibrate the liquid on length scale a, where
a ≈ 0.2 or 0.3 nm is the characteristic microscopic length
of the liquid. This relaxation time is closely related to
the metastable lifetime. Specifically, for T . Ts, the av-
erage and variance of τR and τMS grow with decreasing
temperature, but the ratio is τMS/τR . 103 throughout
this regime.15 Near presumed criticality, the time to equi-
librate on length scale ξ would be of order τξ = τR(ξ/a)
z,
where z ≈ 3.16 But as Binder notes,2 τξ < τMS because
the liquid cannot resist crystallization for times longer
than τMS. Accordingly, ξ/a < (τMS/τR)
1/3. At cold-
est metastable conditions (i.e., near where criticality is
imagined to appear), it follows that ξ < 2 or 3 nm.
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2FIG. 1. Alleged interfacial free energies as functions of sys-
tem size N . The black circles and error bars are the four data
points from Ref. 7. The solid line is the least-square fit of
the data to a linear function of N . The dashed line is the
least-square fit of the data to a linear function of N2/3. The
data cannot distinguish the different functions.
This bound is similar in size to the linear dimension
of the simulation boxes used by Palmer et al..7 It is a
size that is insufficient to demonstrate the signature of
two-phase coexistence, a fact we turn to now.
No evidence of a stable interface
Demonstration of two-phase coexistence in a molecu-
lar simulation requires evidence of a stable interface sep-
arating the two phases. Thus, for a three-dimensional
system grown proportionally in each direction, the inter-
facial free energy, ∆F , must grow as N2/3 where N is
the number of molecules in the simulation box. Palmer
et al.’s conclusion that their model exhibits a stable inter-
face is based entirely upon showing that four data points
as a function of N2/3 fall on a straight line to a good ap-
proximation. But the system sizes they consider extend
over only a factor of three. Such a small range is inade-
quate, as illustrated in Fig. 1 by least-square fitting the
four data points with two different lines. Both a linear
function of N and a linear function of N2/3 appear to
provide satisfactory fits of the data.
Thus, it is impossible from the data provided to discern
whether or not there is a stable interface. Other phenom-
ena could be equally or more consistent with the data.
For example, finite transient domains could produce a
∆F that is initially linear in N and becomes indepen-
dent of N at large N .
In cases where a first-order phase transition is for cer-
tain (e.g., between liquid water and ice), surface scaling
can be safely presumed and used to estimate surface ten-
sion. See, for example, Ref. 4. But such a presumption
is inappropriate for cases where the transition itself is in
question.
TECHNICAL ISSUES
Free energy of the order parameter
The free energy ∆F is the reversible work to prepare
an interface at conditions of coexistence. It is essentially
the height of the barrier in a bistable free energy as a
function of order parameter, which in this case would be
the density ρ. This free energy function, F (ρ), is there-
fore the quantity to be judged when assessing the quality
and reproducibility of a calculation of ∆F . Reference 7
does not show this function, but with the information
shared with us,17 Fig. 2a graphs Palmer et al.’s F (ρ) for
their largest system, N = 600. Figure 2b shows a cross
section of the N = 600 system at the density coinciding
with the maximum in F (ρ); it is a snap shot adapted from
Fig. 2 of Ref. 7. The green box outlines the boundary of
the periodically replicated simulation cell. The blue and
red particles are the oxygen atoms of water molecules in
high- and low-density regions, respectively. Reference 7
pictures six of the periodic replicas. Here, Fig. 2 crops
out five of those replicas to avoid a false impression of a
more extended interface than observed.
There are two noteworthy features of the graphed
F (ρ):
1. The bottom of the left basin is asymmetric, which is
contrary to behavior expected of liquid matter. In par-
ticular, reversible fluctuations should yield a parabolic
basin up to at least kBT above the minimum.
18
2. A bump at the barrier top makes the curvature of
the barrier relatively high, which is contrary to behavior
expected in the presence of a stable interface. Specif-
FIG. 2. (a) Free energy function (in units of kBT = 1/β)
calculated and used by Palmer et al.7,17 to estimate the sur-
face free energy of the N = 600 system. The red circle and
error bar show their estimated surface free energy. The an-
harmonic low-density basin and asymmetric high-curvature
barrier suggest poor equilibration and statistical uncertain-
ties much larger than the cited error bar. (b) A configuration
from the simulation of Ref. 7 with N = 600 at conditions of
assumed phase coexistence. Adapted from Fig. 2 of Ref. 7.
3ically, for the configuration pictured in Fig. 2b, if the
interface were stable, there would be little free energy
difference between the pictured configuration and a sim-
ilar configuration with somewhat thicker red (or blue)
regions. The only curvature at the barrier top should be
due to the effects of finite size on fluctuations of the in-
terface, and the barrier top should become flatter as the
system size grows.19
The implication of these features is that the stated er-
ror bar largely underestimates the uncertainty and likely
error in ∆F . To the extent curvature at the barrier
top is nonzero, there must be deviations from N2/3 scal-
ing of the surface energy. The unusual shape of the re-
ported low-density basin suggests that the simulation is
trapped in an irreversible state, possibly a glassy con-
figuration. Indeed, all reasonable models of water will
possess such configurations, and it is these configurations
that either are or foreshadow the long-lived metastable
states of nonequilibrium amorphous ices.6
The possibility of errors in free energies due to nonequi-
librium effects are generally tested by unweighting neigh-
boring sampling windows and checking for miss align-
ment and hysteresis. Either symptom of irreversibility
would then be addressed by further sampling. Reference
7 writes that the the “bootstrap” method is applied to
determine error estimates. This method is provided by
a standard software package for implementing free en-
ergy calculations.20 It is a reliable error-estimate method
provided sampling can be demonstrated to be reversible,
which is most easily accomplished if there are no slow
variables other than those being controlled in the free en-
ergy calculation. Otherwise, “bootstrap” estimates can
be misleading.
The fact that supercooled water can be trapped into
nonequilibrium glassy states implies that there are many
slow degrees of freedom beyond density, ρ, and global
order parameter, Q6. Yet it is only ρ and Q6 that are
controlled in the free energy calculations of Ref. 7, and
none of the sampling techniques applied in that work
automatically address the concomitant problems of irre-
versibility.
Time scales
Free energy functions are reversible work functions. As
such, they should be independent of time scales. Kinetics
enters the picture only to the extent that irreversible dy-
namics persists in affecting the computed work functions.
There is an infinity of ways by which irreversibility can
poison a free energy calculation. Reference 8 by Lim-
mer and Chandler offers the proposition that apparent
bistability often detected by several groups studying su-
percooled water is the result of slow equilibration of Q6.
This idea is explored by computing the conditional
probability distribution for ρ given a specific value of Q6,
P (ρ|Q6). Averaging this distribution with the equilib-
rium distribution for Q6 yields the correct equilibrium
FIG. 3. Relaxation functions for a variant of the ST2 model
of water at p = 2.2 kbar and T = 235 K, demonstrating the
broad range of time scales and average time-scale separations
characteristic of this system. Red and blue lines are, respec-
tively, the ρ and Q6 autocorrelation functions in different win-
dows sampled during free energy calculations of Ref. 8. The
functions for two specific windows are shown in the upper
two panels, where ρ¯ and Q¯6 values specify the averages of the
density and global order parameter in the specific window.
Random oscillations about zero at the largest times are the
results of autocorrelating over finite times, typically between
50 to 100 times that for the Q6-correlation function to reach
0.1 of its initial value. Notice two (or more) step relaxation
for ρ, and that for small Q¯6, the long-time relaxation times of
ρ increase and approach those of Q6 as ρ¯ decreases. Averag-
ing all the functions in the lower panel, using the equilibrium
weight for each window, yields the black solid and dashed
lines in the bottom panel. The averaged functions are dis-
tinct from equilibrium time-correlation functions, but rather
illustrate the typical differences between relaxation of ρ and
Q6 that must be accounted for to obtain the reversible work
surface in ρ-Q6 space.
free energy, i.e., βF (ρ) = − ln[∫ dQ6 P (Q6)P (ρ|Q6)].
On the other hand, if Q6 is poorly sampled, its distribu-
tion will be out of equilibrium, and averaging with that
out-of-equilibrium distribution will yield an incorrect free
energy function. Importantly, Limmer and Chandler
show,8 if P (Q6) is fixed at the equilibrium function of
the high-density liquid, not letting it adjust to different
values of ρ, the averaged conditional distribution yields
4the bistable free energy function reported by Palmer et
al.7 In other words, if sampling of ρ proceeds on times
scales too short for Q6 to relax, bistable behavior for
density will be found. In contrast, if sampling of ρ and
Q6 is sufficient to equilibrate both variables, Limmer and
Chandler8 show that the bistable liquid behavior disap-
pears.
Palmer et al.7 disagree with this explanation of their
earlier results, saying that a time-scale separation be-
tween ρ and Q6 does not exist. This disagreement mani-
fests confusion on at least two levels. First, the Limmer-
Chandler analysis8 is based upon a time-scale separation
in the normal high-density region of supercooled water
while Ref. 7 considers the low-density amorphous region.
Second, it seems that Ref. 7 incorrectly estimates perti-
nent relaxation times.
For example, Ref. 7 claims to compute free energy func-
tions by sampling over time scales that are hundreds of
times longer than the relaxation time scale for Q6, and
it further reports that unconstrained trajectories run-
ning for such times show no hint of crystallization. Such
claims contradict findings from 1 µs molecular dynamics
trajectories that exhibit ice coarsening.12,13 The struc-
tural relaxation time for a high-density ST2 liquid at the
conditions examined is about 102 ps, and the relaxation
time for Q6 is about 10
4 ps.15 One-hundred times longer
would reach 106 ps, where completed coarsening of the
supercooled ST2 model is both observed12 and predicted
to be observable.15,21
It can be difficult to identify absolute physical time
scales from a Monte Carlo calculation, such as those
carried out for Ref. 7, but correlation functions can be
studied as functions of computation time or Monte Carlo
steps. Figure 3 shows such relaxation functions for ρ and
Q6,
Cb(t) =
〈δρ(0) δρ(t)〉b
〈(δρ)2〉b and
〈δQ6(0) δQ6(t)〉b
〈(δQ6)2〉b ,
respectively, taken from the calculations of Limmer and
Chandler.8 Here, 〈· · · 〉b denote ensemble average with the
biasing potential used to confine configurations to the
bth window of ρ-Q6 space in a free energy calculation.
The fluctuations, δρ and δQ6, are deviations from their
respective means in the bth window.
Figure 3 shows a broad variety of relaxation behaviors.
The equilibrium weight for a given window, pb, depends
upon the thermodynamic conditions under consideration.
The averaged correlation functions, 〈C(t)〉 = ∑b pbCb(t),
are shown in Fig. 3 for conditions where the normal su-
percooled liquid is metastable. The time-scale separation
at these conditions is clear. Moreover, the upper panels of
Fig. 3 illustrates how decreasing density towards that of
ice while keeping global order amorphous, the time-scale
separation diminishes at the longer times but remains
significant at the shorter times.
Reference 7 reports different time dependence for time-
correlation functions of ρ and Q6. The graph provided
for these functions in Ref. 7 crops out negative values
FIG. 4. Time-correlation functions for ρ and Q6 computed
by Palmer et al.7,17 The negative tails indicate a drift in the
computations. Units of time, MCS, are arbitrary, referring to
computation steps, and the algorithm for the steps is different
from that of Fig. 3.
of C(t), but with information provided to us,17 a more
complete graph is shown here in Fig. 4. These correlation
functions were computed by averaging over trajectories
initiated in the low density amorphous system – the part
of configuration space where glassy states exist. It is ex-
pected that both ρ andQ6 will relax slowly in this regime.
As such, the correlation functions presented in Ref. 7 do
not contradict or discredit the results and arguments put
forward in Ref. 8 because Ref. 8 focuses on fluctuations
from the normal liquid.
Two features of Palmer et al.’s C(t) are noteworthy:
1. At the shortest times for which they provide data,
C(t) for the density shows a hint of two-step relaxation.
(More data at shorter times could clarify the extent of
this feature.) Such relaxation is common at glass-forming
conditions.23 The suggested early-time relaxation would
reflect the relaxation processes that dominate at the
higher densities, and it would be consistent with the be-
havior exhibited in the top left panel of Fig. 3.
2. The negative tails at large sampling time t seems
oscillates about a non-zero negative value. (More data
at longer times could clarify the extent of this feature.)
A tail oscillating about a non-zero value would imply a
systematic drift in the simulations. This apparent non-
stationarity seems to be direct evidence of poor equili-
bration.
Freezing
In prior work focusing on how fluctuations associated
with coarsening of ice can be confused with two-liquid
behavior,4,8 free energy surfaces as functions of ρ and
Q6 for various models have been computed. Three such
models are variants of the ST2 model, which are termed
the ST2a, ST2b and ST2c models. These variants differ
5only in the way long-ranged interactions are treated, and
qualitative behaviors of the three variants are similar.8,24
In their new work, Palmer et al.7 study freezing of the
ST2b version and attempt to compare with results of
Ref. 8. The attempted comparison leads Palmer et al.
to claim that the Limmer-Chandler results of Ref. 8 ex-
hibit large unexplained errors. This claim turns out to
be baseless, as discussed now.
Properties of coexistence – the temperature-pressure
locations, the surface tension, and so forth – are model
dependent, and computing these properties from simula-
tion requires significant care in establishing reversibility,
coexistence and system-size dependence. The Limmer-
Chandler treatments of the ST2 models in Refs. 4 and 8
are less ambitious, with the purposes of establishing the
non-existence of a second liquid phase and establishing
the presence of a crystal ice basin. Therefore, much more
statistics and smaller error estimates were obtained for
amorphous regions than for crystalline regions. No at-
tempt was made to locate phase coexistence properties
for the ST2 model. Indeed, the phase diagram for freez-
ing the ST2 model is yet to be determined by anyone.
Palmer et al.7 report that coexistence conditions for
the ST2 model are known, but that is not true. Weber
and Stillinger25 estimated a temperature at which a small
spherical cluster will melt, and from that estimate, they
suggest, in effect, that the low-pressure melting tempera-
ture for an ST2 model is about 300 K. By another means,
Ref. 7 estimates another melting point to be 273 ± 3 K
at p = 2.6 kbar. Until now, that seems to be the extent
of what is known about melting points of ST2 models.
To augment that limited knowledge, we can glean what
information can be obtained from the data presented in
Ref. 8. With the ST2a model, the statistics is sufficient to
locate the coexistence for T = 235 K at p = 3.4±0.3 kbar.
This coexistence point is shown here in Fig. 5b. (The rel-
evant free energy function is shown in Fig. 6a of Ref. 8.)
With the ST2c model, the statistics is less accurate. See
Fig. 5a. By re-weighting this free energy function for
this variant of the ST2 model, coexistence is found for
T = 235 K at p = 2.9 ± 0.9 kbar. This coexistence point
is also shown in Fig. 5b. For the ST2b model, however,
the data assembled in Ref. 8 is insufficient to locate a
phase coexistence point. Among other things, the full
extents of the ST2b liquid and crystal basins were nei-
ther sampled nor shown in Ref. 8.
Remarkably, Ref. 7 reports predictions of freezing from
the ST2b calculations in Ref. 8, and it uses these predic-
tions to discredit Ref. 8. In actuality, the predictions
from the ST2 calculations in Ref. 8 are in reasonable ac-
cord with what can be deduced from experiment, assum-
ing Weber and Stillinger’s estimate of the low-pressure
melting temperature is correct. In particular, because it
is presumed to be 300 K, the temperature scale for the
ST2 model can be imagined to be shifted by about 27 K
from experiment. With that shift, the experimentally
determined phase coexistence line between liquid water
and ice I provides an estimate of that for the ST2 model.
The high-pressure portion of that line, p > 2 kbar, is
an extrapolation into a regime where ice I is metastable
with respect to other ice phases. The equation of state of
Feistela and Wagner is used to make that extrapolation,
assuming that equation of state remains reliable beyond
the regime for which it was derived. By comparing the
extrapolated experimental line with the ST2 estimates in
Fig. 5b, it appears that that both Ref. 7 and Ref. 8 do
equally well (or poorly) in locating coexistence points for
the ST2 model of water.
Reference 7 also claims that Ref. 8 gives an erroneous
value for the chemical potential difference between liquid
and crystal at T = 230 K and p = 2.2 kbar, saying that
the results of Ref. 8 predict a value of 66 J/mol, whereas
the correct value is an order of magnitude larger. In
actual fact, the best estimate from the numerical data of
Ref. 8 is about 400 J/mol. This estimate uses the ST2a
variant and the assumption that all variants will give
about the same chemical potential differences.
Summary
This paper examines much of what Palmer et al. have
presented in their new publication.7 Lack of evidence
for N2/3 scaling in surface free energy is demonstrated.
Signatures of poor equilibration are identified, the most
likely explanation being that Palmer et al.’s low-density
amorphous basin reflects not a low-density liquid, but
rather one or more of the low-density states that can
contribute to the non-equilibrium glassy states of water.
Finally, criticisms of Ref. 8 are shown to be erroneous.
The main result in contention – whether a small
enough simulation cell of ST2 water exhibits bistability
at supercooled conditions – is not an issue of possible
errors in force-field evaluation or algorithm implementa-
tion. Such sources of confusion have been checked against
years ago, as has been noted in Ref. 8. Rather, disagree-
ment about two-liquid-like bistability is based upon the
issue of equilibration or reversibility. Indeed, Ref. 8 shows
that this bistability is reproduced by constraining the
Q6-distribution to the standard liquid state distribution,
and that this bistability disappears as theQ6-distribution
is allowed to relax. This general result, independent of
whatever free energy sampling method is employed, ar-
gues that Palmer et al., and others with similar results,
need to demonstrate control of equilibration.
Three points require attention:
1. Unlike that shown in Fig. 4, Q6-correlation func-
tions should relax in a fashion consistent with stationary
distributions of states. Behaviors like those shown in the
upper panels of Fig. 3 are illustrative of what should be
expected. While relaxation in unconstrained supercooled
ST2 water will necessarily exhibit nonstationarity (coars-
ening near Ts takes place on time scales that are only 10
2
longer than an average Q6-relaxation times), constrained
ensembles used in free energy calculations should be sta-
tionary if sampled for long enough simulation times.
6FIG. 5. Free energy function of order parameter and coexistence line between liquid and ice I. (a) The free energy for the ST2c
model as a function of crystal-order parameter Q6, according to the data collected to produce the free energy surface shown
in the upper-right panel of Fig. 13 in Ref. 8; error estimates are for 1, 2 and 3 standard deviations, as indicated. (b) The
water-ice I coexistence line modeled from experimental data by Feistel and Wagner,26 with shifted temperature scale applying
to ST2 simulations noted in parentheses. Linear extrapolations from two experimental points are shown with dashed lines.
The large points locate three estimates of coexistence points extracted from simulation data of three variants of ST2 models at
or near pressure p = 2.6 kbar or temperature T = 235 K. The red and blue points are deduced from the simulations described
in Ref. 8. Error estimates for the ST2a variant are from those in Ref. 8; error estimates for the ST2c variant follow from those
shown here in Panel (a). The green simulation point and error estimate for the ST2b model are from Palmer et al.7
2. With relaxation of Q6 established in each case, re-
versibility of free energy calculations should be examined
by passing back and forth between neighboring ρ-Q6 win-
dows with a variety of different paths. Sampling within
each window should extend for times at least of order 102
larger than those for the Q6-autocorrelation function to
relax. Hysteresis and path dependence will necessarily
appear when moving between large and small Q6. The
size of these irreversible effects require consideration in
error estimates. Asymmetry of the low-density basin and
sharpness of the barrier top in Fig. 2 manifest irreversible
effects thus far not accounted for by Palmer et al.. These
features necessarily imply uncertainties larger by factors
of three or more from those reported. Further, when
establishing bistability, the location of coexistence intro-
duces additional errors, which are also not accounted for
in Ref. 7.
3. Only if two-liquid-like bistability persists when sat-
isfying Points 1 and 2, would the result meaningfully
challenge Ref. 8. At that point, one would want to know
the limit of length scales for this newly discovered het-
erogeneity. For real water, we estimate that any rem-
nant of reversible two-liquid-like behavior will disappear
on length scales larger than 2 or 3 nm. Is the same true
for the ST2 model? Further, what is the physical basis
for why the ST2 model at small scales could behave in
a fashion that is qualitatively different than other rea-
sonable models of liquid water, and what is the physical
basis for why the computations of Ref. 8 miss the effect?
On their disagreement with Ref. 8, Palmer et al.7 offer
speculations, but no physical picture with accompany-
ing quantitative results, and the speculations prove to be
wrong.
For sure, the length-scale cutoff of metastability im-
plies that the issues in this debate have little to do with
large-enough scale simulations or with experimental ob-
servations. Moreover, it is not the same issue as whether
multiple amorphous basins exist. All reasonable models
of water exhibit glass-forming states, some of high den-
sity, others of low density. These are transient states at
reversible conditions. They can become long-lived irre-
versible states, but only at conditions driven far from
equilibrium. Their systematic exploration therefore re-
quires techniques of nonequilibrium statistical mechan-
ics. See, for instance, Ref. 6.
Corresponding-states analysis15 indicates that ST2 wa-
ter exhibits precursors to glassy behavior at temperatures
significantly higher than those of other models and ex-
periment. For example, in real water this correlated dy-
namics begins when temperature is lowered below 277 K,
but in the ST2 model it begins at 305 K. It is this higher
corresponding-state temperature that seems responsible
for the appearance of irreversible artifacts in poorly equi-
librated simulations of the ST2 model.8,15 This is not
to say that straightforward but unequilibrated simula-
tions of the ST2 model correctly describe amorphous ices.
7Without employing appropriate methods to attend to the
enormously longer timescales of glass and glass transi-
tions, erroneous behaviors will be found, and the ST2
model will be mistreated in that way as well.
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