Abstract. Algebraic Multigrid (AMG) methods are known to be efficient in solving linear systems arising from the discretization of partial differential equations and other related problems. These methods employ a hierarchy of representations of the problem on successively coarser meshes. The coarse-grid operators are usually defined by (Petrov-)Galerkin coarsening, which is a projection of the original operator using the restriction and prolongation transfer operators. Therefore, these transfer operators determine the sparsity pattern and operator complexity of the multigrid hierarchy. In many scenarios the multigrid operators tend to become much denser as the coarsening progresses. Such behavior is especially problematic in parallel AMG computations where it imposes an expensive communication overhead. In this work we present a new algebraic technique for controlling the sparsity pattern of the operators in the AMG hierarchy, independently of the choice of the restriction and prolongation. Our method is based on the aggregation multigrid framework, and it "sparsifies" Smoothed Aggregation operators while preserving their right and left near nullspaces. Numerical experiments for problems of convection-diffusion and diffusion with discontinuous coefficients demonstrate the efficiency and potential of this approach.
1. Introduction. Multigrid methods are well known for their efficiency in solving linear systems arising from the discretization of elliptic partial differential equations (PDEs) [14, 44, 19, 52] . The discretization yields a sparse, large linear system,
where A ∈ R n×n , and x, b ∈ R n . AMG methods use two complementary components: relaxation, and coarse-grid correction (CGC). The relaxation is a simple and local iterative method, such as Jacobi or Gauss-Seidel, and is usually inefficient in handling certain error modes, called "algebraically smooth", which relate to the low energy eigenvectors of A. CGC aims at handling these modes, and is performed by solving smaller-size coarse-grid problems of the form,
A c e c = r c .
(
1.2)
In most AMG methods, problem (1.2) is defined by the Galerkin or Petrov-Galerkin coarsening, (RAP )e c = R(b − Ax), (1.3) which is a projection of the error equation, Ae = b − Ax, onto the subspace defined by the full-rank prolongation and restriction operators, P ∈ R n×nc and R ∈ R nc×n , respectively, with n c < n 1 .
Fig. 1.1.
A comparison between the sparsity patterns of AGG and SA on level 3, for the 3D Poisson equation on a 64 3 grid, using a 7-point stencil. The left matrix corresponds to the AGG algorithm; It is of size 6538 × 6538, and contains 99, 878 non-zeros-about 15 non-zeros per row. The right matrix corresponds to the SA algorithm, and is smaller because of the more aggressive coarsening. It is of size 1645 × 1645, and contains 120, 299 non-zeros-about 73 non-zeros per row.
well-bounded and attractive. However, it is difficult to obtain grid independent convergence using this approach, and therefore the approach of Smoothed Aggregation (SA) [45, 11, 13, 33, 22] is often preferred. In SA we smooth the simple aggregation operators by a relaxation operator. This improves the convergence properties of the multigrid solver, but it also increases the operator complexity. Therefore, when using SA we must make sure that our coarsening is aggressive enough to prevent exaggerated stencil growth on coarse grids. However, for a convection-dominated problem (1.5), such aggressive aggregation coarsening (say 3 × 3 for 2D problems on structured meshes) significantly harms the quality of the aggregation operators compared to moderate coarsening (say, 2 × 2) [20] . The latter, on the other hand, leads to an unbounded operator complexity using SA. We note that there are more sophisticated methods to improve SA by changing the values of the transfer operators P and R. For example, "energy-minimization" methods [27, 48, 10, 31, 35] optimize the non-zero entries of the transfer operators for some constrained energy measure given a predefined sparsity pattern. This improves the quality of the transfer operators without increasing the operator complexity. Also related are the adaptive and bootstrap AMG methods [12, 11, 13, 7] that involve adaptive learning of algebraically smooth errors.
As mentioned before, multigrid algorithms often exhibit a severe stencil growth on coarse grids, even though their operator complexity may remain moderate. Figure 1 .1 compares between the sparsity patterns of AGG and SA on the third level, both using the aggregation algorithm of [45] , for the solution of the 3D Poisson equation on a 64 3 cubic grid, using a 7-point stencil. The coarsening of SA is more aggressive, but the matrix of AGG is sparser than that of SA, where the stencil growth is evident. This stencil growth further increases on coarser grids. Nevertheless, both algorithms exhibit a well bounded operator complexity (1.25 and 1.6 for AGG and SA respectively). In other numerical results we observe much worse scenarios. We note that the stencil growth of SA in Figure 1 .1 can be prevented if 3 × 3 × 3 aggregates are chosen for the finest grid instead of the neighborhood aggregation of [45] . Then, a 27-point stencil is maintained on all levels.
In the recent paper [30] , problem (1.5) is solved using plain aggregation with a moderate coarsening of factor close to 4. To overcome the slow convergence, the multigrid process includes acceleration on all levels of the hierarchy, requiring a more elaborate recursive structure (usually W-cycles with recursive Krylov accelerations, known as K-cycles). However, such cycles may be costly, especially when considering parallel multigrid computations [37, 16] .
In this paper, we present a new AMG algorithm that controls the sparsity pattern of the multigrid hierarchy, using ideas related to [43, 34] . The new algorithm is developed for non-symmetric problems but it preserves the symmetry property of the coarse-grid operators for symmetric fine-grid operators. Our algorithm uses the aggregation framework as a basis platform, by applying SA to define the prolongation and restriction, and AGG Galerkin coarse-grid operators for defining a sparse nonzero pattern of A c . Once the transfer operators and the target sparsity pattern are set, our algorithm sparsifies the Galerkin SA coarse-grid operator to match the chosen sparsity pattern of A c .
Motivation and Background.
Similarly to [47, 43] , we fix the sparsity pattern of A c and, independently, use high quality transfer operators P and R. Denote the Galerkin operator by
and assume that the current error, e, is in the range of P , i.e., e = P e c , where e c ∈ R nc is some coarse vector. Also, assume that our coarse operator, A c , is constructed such that A c e c = A g e c . Then, the two-level cycle using A c eliminates the error e:
Because A c has fewer non-zeros than A g , the equality A c e c = A g e c cannot hold for all e c . However, because the CGC (coarse-grid correction) is applied after the relaxation, the error e before the CGC is typically smooth, and so is its coarse version e c . Motivated by this property and (2.1), [47, 43] suggest to define the operator A c such that A c e c = A g e c is satisfied with respect to algebraically smooth errors, which are not reduced efficiently by the relaxation. If A c and A g yield a similar coarse grid correction for those errors, the efficiency of our solution process will not degrade due to the use of A c instead of A g . Additionally, note that multigrid algorithms rely on the property that the algebraically smooth errors are in the range of P , and therefore they influence the definition of P . Therefore, when applying the non-Galerkin approach, the characterization of the smooth error modes should already be available to us from the construction of P . In some cases, the algebraically smooth errors are known. In the context of discretizations of scalar PDEs, they correspond to the constant and linear functions. In addition, several existing algorithms show that the large Galerkin stencil is not necessary, at least for simple cases. The oldest of those is the geometric multigrid, where the PDE on the fine grid is re-descretized on coarse grids, retaining the stencil of the fine-grid operator. This approach is limited to numerical solution of PDEs on structured grids. Additionally, [28, 29, 30, 32, 36, 5, 46] apply simple aggregation, along with multilevel acceleration. This approach relies on the fact that the two-level AGG cycle has a mesh-independent convergence, and the convergence deteriorates only in multilevel cycles. This may suggest that the coarse grid sparsity patterns of AGG may suffice for mesh-independent convergence, so long as we adapt the values of the nonzero coefficients. This motivates our choice of using AGG for the sparsity pattern of A c .
All the algorithms in [47, 43, 34, 39, 26, 25, 6 ] apply a sparsification mechanism within some multilevel framework, aiming to reduce the number of non-zeros of the coarse-grid operators while maintaining "spectral equivalence" to the original coarse operator. The simplest of those is [6] , which is limited to circulant matrices. It shows how to generate spectrally equivalent coarse operators using 5-pt stencils instead of 9-pt stencils in 2D, or 7-pt stencils instead of 27-pt stencils in 3D. The simplest example is as follows: let the fine level A be the 5-pt Laplacian operator, then the classical AMG coarsening generates a 9-pt stencil on the coarse grid (A g ). This stencil can be replaced by a spectrally equivalent 5-pt stencil (A c ) as follows:
This equivalence can be also seen from the fact that both A g and A c are discretizations of the '−∆' operator with an equal scaling of 1 16 , which comes from the multiplication of A with P and P T . We note that our sparsification method in this paper yields the same A c , as do the methods of [47, 25] . Paper [34] shows a condition for the nonGalerkin method to work, which is related to (2.1). It shows that spectral equivalence between the two SPD coarse operators can be measured by
3) is smaller than 1, then the two-level cycle with A c instead of A g converges, and the performance of the two cycles becomes more similar as (2.3) tends to 0.
In the next section we describe our Sparsified Smoothed Aggregation (SpSA) framework, which uses SA for the transfer operators, and AGG for the sparsity pattern. Our version of SA is similar to the classical SA [45] except a few small changes that are summarized in Appendix A. Even though these are small, in some cases they dramatically change the properties of the SA solver compared to the classical one. Generally, our version of SA has better convergence, but also has a higher operator complexity than the original SA method. To set the stage for our framework, we first briefly describe the general SA method.
Smoothed
Aggregation. An aggregation is a partitioning of the fine-grid index set {1, ..., n} into n c disjoint subsets {C j } nc j=1 , called aggregates. Given these aggregates, a piece-wise constant tentative prolongation operator, which we denote by P t (t for tentative), is defined:
is the tentative restriction operator. We define our aggregation by a neighborhood approach, similar to the classical one of [45] . Other aggregation methods as in [41, 42, 29, 30] may also be suitable for our algorithm.
As mentioned above, we use SA to improve the convergence of AGG, by smoothing the operators P t and R t . More precisely, the SA operators P and R are defined by 5) where the matrix Q is a diagonal preconditioner of A, ω is a damping parameter, and A F is a filtered version of the matrix A. The specific details of the aggregation algorithm, and specific choices of Q, ω, and A F , are summarized in Appendix A.
3. The Sparsified Smoothed Aggregation (SpSA) Algorithm. Our algorithm, similarly to all the other non-Galerkin algorithms mentioned above, consists of three separate tasks:
1. Choose the transfer operators R and P . 2. Choose the sparsity pattern for A c . 3. Calculate the entries in A c . The first step is essential to every algebraic multigrid method and the other two are needed only in non-Galerkin AMG.
As mentioned above, our algorithm uses the aggregation framework. For the first task, it uses transfer operators R and P based on SA as in (2.5). For the second and third tasks, we use two Galerkin operators A t = R t AP t , and A g = RAP, (3.1) that are based on the non-smoothed and smoothed aggregation operators in (2.4) and (2.5), respectively. Once the target pattern A t , and the Galerkin SA operator A g are set, our algorithm sparsifies A g to match the chosen sparsity pattern of A t ; the result is the coarse operator A c . This setup process is described in Algorithm 1.
Algorithm: SpSA-Setup 1. Define the tentative prolongation P t and restriction R t = P T t . 2. Define SA operators P , R (see (2.5)). 3. Apply Galerkin Coarsening: The operators in (2.5) and (3.1) have some unique properties that are related to their sparsity patterns. These will be used in our sparsening algorithm, described later. We denote the sparsity pattern of any matrix A as
By (2.5), we have that
up to chance cancellations of elements which we ignore in our description. In addition, since S P (A) = S P (I − QA) for any diagonal matrix Q, we have that
with equalities in the case of no filtering in (2.5).
As mentioned above, the tentative operators (2.4), and their associated Galerkin operator, may be efficient when used directly in a multigrid process with acceleration. This suggests that the sparsity pattern of A t will not miss important non-zero entries. For example, if the graph of A g is connected, i.e., there is a path from each node i to node j in the graph, then the graph of A t is connected as well. To illustrate this, consider the grid-aligned anisotropic Laplacian using 5-point finite-difference discretization as in [34] . The stencil of the fine-level A, and stencil A g using classical AMG intepolation with semi-coarsening are given by:
A :
Now, it is important that any non-Galerkin operator will have some of the weak entries in A g . A stencil ofÂ c = −
, for example, would split the graph of A g into disconnected strong diffusion lines. As shown in [34] , this would not be a good choice of a coarse-grid stencil, even though the norm of their difference is small: Â c − A g F = O( ), where · F is the Frobenius norm. In our case, the stencil of A t will always contain some of the non-zeros in the weak directions. More importantly, recall that (a t ) ij = k∈Ci, ∈Cj a k , so if the graph of the fine-grid matrix A is connected, then so is the graph of A t , given that no chance cancellations of elements occur, as in M-matrices.
3.2. The Sparsening Procedure. We next describe our sparsening procedure used to approximate A g using the sparsity pattern of A t . Our process aims to generate a coarse matrix A c that, on top of its sparsity constraints, has the same product as A g and (A g )
T with typical algebraically smooth error modes. As mentioned before, if A c e c = A g e c for any smooth error e c , the efficiency of our solution process will not degrade due to the sparsification of A g . The typical smooth error modes are also necessary in the construction of the prolongation and restriction, and in the context of elliptic PDEs, they are often chosen to be represented by the constant vector. Thus, motivated by (2.1), we impose
where 1 is the vector of ones. We start by copying the values in the entries of A g that belong to S P (A t ),
Otherwise, we have an entry satisfying (A t ) k,i = 0 and (A g ) k,i = 0; this is an entry that we wish to eliminate (set (A c ) k,i = 0), while maintaining (3.5). Now, by setting (A c ) k,i = 0, we break the equalities in (3.5), and thus we need to correct them by changing other entries as well. Our correction will be done by collapsing (A g ) k,i on other entries that correspond to variables that are "strongly connected" to k and i. In this context, the main heuristic that is used in multigrid is that if k and some variable m are strongly connected, then a typical algebraically smooth error e will satisfy e k ≈ e m . We will use this heuristic in our algorithm. We elaborate on the choice of these entries in the next section.
3.2.1. Obtaining a surrogate path for eliminating the (k, i) entry. First, we remark that we must avoid the simplest choice of entries to make up for an elimination of a (k, i) entry-the diagonal and "mirror" entries, (k, k), (i, i) and (i, k). Considering that we might need to eliminate both (A g ) k,i and (A g ) i,k , we have to satisfy four equations: the equalities in (3.5) for both i and k row and column. Since we have only the two diagonal entries (k, k), (i, i) at our disposal (the off-diagonals are zeroed), this task is impossible because we have four equations and only two variables to satisfy them. Thus, we conclude that, generally, additional or other entries need to be changed. We note, however, that this is not true in the symmetric case where (3.5) can be satisfied by adding the following 2 × 2 block
which changes only the diagonal entries, and has zero row and column sums. This property has led to various sparsification schemes in [34, 39, 26, 25] . Because we consider both symmetric and non-symmetric problems in this paper, we assume (A g ) k,i = (A g ) i,k and do not use (3.7) in our sparsening scheme. In fact, we show that other corrections must be applied in this case.
We next describe a set of entries in A t that are non-zeros and available to use for eliminating (A g ) k,i . In Galerkin coarsening, every non-zero entry satisfies
which means that every entry in A g is generated by a sum of three-term multiplications. Now, if (A t ) k,i = 0 and (A g ) k,i = 0, then we have at least one non-zero term (R) k,j A j, (P ) ,i in the right hand side of (3.8), in which belongs to C m1 and j belongs to the aggregate C m2 , and at least one of them is different from k and i (note that j and are fine-grid variables while the rest are coarse-grid variables). Also,
Furthermore, by (3.4), all these entries also belong to S P (A t ), and hence can be used together with their associated diagonal entries to eliminate (A g ) k,i . Overall, in order to eliminate (A g ) k,i we add to A g a submatrix of the form
where × denotes a non-zero entry, and require that it has zero row and column sums. We excluded (i, i) and (k, k) because they are singles in their row and column, respectively, and hence cannot be changed. Because the marked non-zero entries constitute a distance-three path i → m 1 → m 2 → k in A t , we will denote by (i, m 1 , m 2 , k) the "surrogate path" for eliminating the (k, i) entry. Figure 3 .1 demonstrates this path.
3.2.2.
Setting values in the surrogate path for eliminating the (k, i) entry. We now describe how to set the values in the submatrix (3.10) so that (3.5) is satisfied, or equivalently, that (3.10) has zero row and column sums.
By imposing (A c ) k,i = 0, or by setting −(A g ) k,i in the (k, i) entry of (3.10), we break the zero sum of the k-th row and i-th column. To satisfy them we must set:
Now, the corresponding zeros sum for the m 1 -th row and the m 2 -th column are broken, so we must satisfy them as well by applying This again breaks the zero sum for the m 2 -th row and m 1 -th column, and to finally satisfy them both we must apply
Overall, following (3.11)-(3.13), the submatrix (3.10) is given by 14) and it has a zero row and column sum.
Partitioning the corrections onto several surrogate paths.
In practice, there may be several paths from i to k, so we eliminate (A g ) k,i using all paths simultaneously, each eliminating a portion 0 < θ (i,m1,m2,k) < 1 of (A g ) k,i , where the portions sum to one. The weights θ (i,m1,m2,k) are chosen proportionally to the strength of the connection in the associated path. More specifically, we use
as the strength of the path (i, m 1 , m 2 , k). However, there are situations where there is a distance-two path between i and k, featuring only one connector, i.e., m 1 = m 2 . In such cases, which are also computationally easier to find, we choose the weight associated with the path (i, m, m, k) as |(R t P ) m,i (RP t ) k,m | and set the weight of the distance-three paths to 0. We note that if we consider only symmetric problems, then our distance-two correction is similar to that of [25] . A motivation for our choice of the partitioning weight in (3.15) can be found in [40] . The accuracy of our sparsification depends on the local smoothness of the error. We wish to collapse entries on strongly connected neighbors of the two vertices i and k of the sparsified edge A ik (we elaborate on this later in the discussion around (3.21)). For M-matrices, large values in the terms in (3.15) indicate strong connections between each couple along the path. For example, if |(A t ) m1,m2 | is relatively large in the row m 1 , then m 1 and m 2 are strongly connected. The same is true for R t P and RP t . Other definitions for strength of paths may be used instead of (3.15) . A precise description of the sparsening algorithm appears in Algorithm 2. Our sparsening process treats the designated non-zero entries one by one, independently of their order, and hence it can be fully parallelized.
Remark 1 (Treatment of non-constant near null-space). The way Algorithm 2 is written in this paper, it is suitable only for matrices that have the constant vector as a single near null-space prototype. The same approach can be generalized for Algorithm: A c ← Sparsify(A g , A t , RP t , R t P ) % A g -a Galerkin smoothed aggregation operator that needs to be sparsified % A t -a Galerkin aggregation operator that defines the desired sparsity pattern % A c -SpSA coarse-grid operator. Has the sparsity pattern of
% Seek a set of distance-two surrogate paths:
% Define a set of distance-three surrogate paths:
and (A c ) m2,m1 . Subtract δ from the entries (A c ) m1,m1 and (A c ) m2,m2 . end end end Algorithm 2: The Sparsening procedure matrices with a single non-constant near null-space by applying a diagonal scaling, similarly to the way it is applied for the restriction and prolongation in standard adaptive AMG [13, 42] . That is, let x and y be the (positive) right and left near null-space prototypes, respectively, and let X = diag(x) and Y = diag(y) be diagonal matrices whose diagonal elements are the entries in x and y respectively. Then the re-scaled matrix Y AX has a constant right and left near null-space prototype and can be treated by Algorithm 2. The case of multiple near null-space prototypes, as in the elasticity problem, requires a different treatment-see [34] for a discussion about this matter in the context of non-Galerkin coarsening. Remark 2 (Computational cost). The computational cost of Algorithm 2 is comparable to the cost of the Galerkin product RAP , because finding a distance 2 path between two variables is similar to applying an inner product between two sparse vectors. For example, the non-zeros of the product RP correspond to all distance 2 paths in the first branch of Algorithm 2. In a way, the sparsening procedure tracks the three-term products of the Galerkin operator for sparsified entries and updates the entries of A c accordingly. Our computational savings come from the third level on, since then all matrices are much sparser than in the non-sparsified SA. We note that most of the sparsified non-zeros are treated as distance 2 paths which are cheaper to process.
Theoretical results.
In this section we state some of the theoretical properties of the sparsening procedure.
Proposition 3.1. If the fine matrix A is symmetric, R t = P T t , and R = P T , then A c is symmetric as well.
Proof. By the given symmetries and (3.1), we get that A g and A t are symmetric, and so are their sparsity patterns. Now, if the entry (k, i) needs to be eliminated, i.e., (k, i) ∈ S P (A g )\S P (A t ), then the entry (i, k) needs to be eliminated as well. Furthermore, if there is a path from i to k such that 16) then the same path exists from k to i in the opposite direction (i.e., via m 2 and m 1 ), because (P T P t ) T = (P T t P ) and (A t ) is symmetric. Using this path, the submatrix (3.14) that corresponds to the elimination of (A g ) i,k is given by:
If we set (A g ) i,k = (A g ) k,i in (3.17) and in (3.14), we can see that they are the transpose of each other. This means, that the sum of (3.14) and (3.17) is a symmetric submatrix under these conditions. Furthermore, under the above symmetries, also each portion θ (i,m1,m2,k) equals θ (k,m2,m1,i) according to (3.15) . Thus, when eliminating each portion of a pair (i, k) and (k, i), we add a symmetric submatrix to A g , and therefore A c remains symmetric.
In the next proposition, we consider diagonally dominant M-matrices. A matrix A is called an M-matrix if it is of the form of A = sI − B, where B ≥ 0 and s ≥ ρ(B) (ρ(B) = max i {|λ i |} is the spectral radius of B). Furthermore, a matrix A is called diagonally dominant if every row i satisfies A i,i ≥ j =i |A i,j |. Proof. Since A g is a diagonally dominant M-matrix, then for every row k: (A g ) k,k ≥ − j =k (A g ) k,j , or in matrix form: (A g )1 ≥ 0, where 1 is the vector of ones. By the sparsening construction in Algorithm 2, (A c )1 = (A g )1 ≥ 0. Furthermore, any eliminated off-diagonal entry (A g ) k,i is non-positive, so the submatrix (3.14) for replacing it has only non-positive off-diagonal entries, except the (k, i) entry which cancels. Also, its diagonal entries are non-negative. This means that the sign-structure of A c still corresponds to an M-matrix. This, together with (A c )1 ≥ 0 means that (A c ) is diagonally dominant. Finally, by the Gerschgorin theorem, A c is also positive definite and hence an M-matrix.
Our final observation deals with the energy preservation of our sparsification mechanism, and the spectral equivalence between A g and A c . It shows that the properties that were discussed in [6, 25, 47] are achieved also in our algorithm. Consider the following 5-point and 9-point 2D stencils that represent circulant matrices:
These two stencils were shown to be spectrally equivalent in [6] . The algorithm of [47] would find the entries of H 2 given those of H 1 by imposing that the response of both of them to the monomials {1, x, y, x 2 , y 2 } given by
respectively, is equal. That is, the values of H 1 and H 2 times the stencils of each of those basis functions is equal.
Algorithm 2, similarly to the work of [25] , would find the entries of H 2 given those of H 1 by imposing an equal response to the constant vector from right and from left. Consider the sparsification of the northwest (NW) entry of H 1 , which equals c. Since H 2 is a 5-pt stencil, the surrogate paths for elimination the NW entry are through the north entry (N), which equals b in H 1 , and the west entry (W) which equals a in H 1 . Each of these paths is a distance-two path. Furthermore, assume that the portions of both paths, θ N W,N,C and θ N W,W,C , are both equal to 0.5 (C denotes the center). This would be the case if H 1 is a Galerkin operator, and the coefficients in the prolongation P also correspond to a similar stencil coming from the fine-level matrix. In this situation, when eliminating the NW edge, we add 1 2 c to the N entry and to the W entry for each direction of this edge. Since the matrix that corresponds to H 1 is symmetric, this will add a full value of c to both N and W entries. An additional c will be added in a similar way when eliminating the other entries that relate to those paths (the SW and NE edges). Overall, for this correction, we add the following sub matrix for each path These subspaces can span all the functions in Equation (3.19) for the [N W, N/W, C] entries, which implies the equivalence between the above algorithms. Similar equivalence is also evident in 3D for spectral equivalence between 7-pt and 27-pt stencils.
Let us now show some measures that demonstrate the spectral equivalence achieved by our algorithm (and all the algorithms that produce (3.18)). We refer again to the example in (2.2), and test two measures for this example on a 32 × 32 grid: one is (2.3), and the other is the operator in (2.3) multiplied by a smoothing operator. The multiplication by a smoothing operator aims (roughly speaking) to restrict the spectral equivalence measure to smooth modes. In Table 3 .3 we show the measures for A g and A c in (2.2), and also for the pure aggregation operator A t , which is equal to 2A c in this case. The table shows that all measures are below 1, as is expected, given that the two-level cycles with either operator converge. However, we get better equivalence using A c . Moreover, introducing the relaxation operators S J improves the equivalence measure of A c up to a value close to 0, whereas the measure for A t stagnates at 0.5. We note that 0.5 is indeed the convergence factor of the aggregation two level cycle for this example, and it deteriorates as more levels are used in a V-cycle. Further investigation of the required characteristics for spectral equivalence in the context of non-Galerkin multigrid is a subject of our future research. 4. Numerical Results. In this section, the Sparsified Smoothed Aggregation (SpSA) method is compared to both Smoothed Aggregation (SA) and simple aggregation (AGG). We consider three groups of problems: non-symmetric 2D and 3D convection-diffusion problems, symmetric 2D and 3D diffusion problems with discontinuous coefficients, and symmetric 2D and 3D unstructured homogenous and non-homogenous graph-Laplacian problems on random graphs. For all problems, we compare the performance of the above algorithms as preconditioners to GMRES or PCG, and compare both iteration count and running time of our code. We consider only V-cycles in the work as it is the most suitable for parallel computations.
In the tables below, we present four measures for each run: 'it' denotes the number of V-cycles needed to reduce the initial residual by a factor of 10 8 , starting with a zero initial guess. 'op' denotes the operator complexity, which is the total number of non-zero elements in the operators A on all the grids, divided by that of the fine-level operator. Our coarsening is performed until n < 100. 'st' denotes the maximal stencil size, that is, the maximal number of non-zeros in any row in the whole hierarchy of operators. The maximal (or average) stencil size reflects the amount of communication required in parallel computations [49, 34] . Lastly, 'W U ' denotes the number of work-units required for the solution-for the setup and solution phases combined. Each work-unit is a matrix-vector multiplication and the values in the table are calculated by measuring the time needed for the solution and dividing it by the time of one fine-level matrix-vector multiplication. We note that such timings are highly implementation and machine dependent, but still, they provide some indication for comparing between the algorithms. Our code is MATLAB based with several procedures written in C using the mex environment. The experiments were performed using MATLAB R2013b on a machine with an Intel core i7 quad-core CPU with 8 GB of RAM memory, running Windows 7. 4.1. Non-symmetric test cases: convection-diffusion. We consider the 2D and 3D convection-diffusion equation (1.5) on the unit square/cube with Dirichlet boundary conditions. The problem is discretized using the first order upwind finite differences method, leading to a five-point stencil on a discrete domain. We use several of the harder problems in [21, 30, 33] :
1) and following [33] generate f in (1.5) so that the solution is given by u = sin(πx) 2 + sin(πy) 2 for 2D or u = sin(πx) 2 + sin(πy) 2 + sin(πz) 2 for 3D. Figure 4 .1 shows the 2D velocity fields v.
We use GMRES(10) acceleration, preconditioned with V-cycles. On the top level, we apply one pre-smoothing of forward Gauss-Seidel and one post-smoothing of backward Gauss-Seidel, and on coarser levels we apply one pre and post symmetric GaussSeidel smoothing. Table 4 .1 compares the three aggregation methods AGG, SA and SpSA for the 2D convection-diffusion (1.5) with the first three velocity fields in (4.1). Fields with '-' show that convergence was not achieved in 100 iterations. It is clear that the AGG method is not mesh independent and not efficient, especially for the recirc problem. It also struggles for the diffusion-dominated problems ( = 10 −2 and 2D-3 that has a large diffusive domain for all ). The SA method shows good scalability for all combinations. It has a higher operator complexity than the other two methods, especially in the more convective problems, where the coarsening becomes less aggressive. The SpSA obviously has the low and attractive operator complexity of AGG, but also enjoys the scalable convergence behavior of SA for both the diffusive and convective problems. The maximal stencil sizes, 'st', are similar between AGG and SpSA, and are higher in SA-as are the operator complexities. Since these are only 2D problems, the stencil growth of SA is moderate. In terms of the computing time of the algorithms, which is measured in work-units, 'WU', both SpSA and SA beat AGG even though the setup phase of AGG is about 2-3 times faster (not shown in the tables). SA and SpSA have surprisingly similar timings in our implementation, and in both cases the timing of the setup and solution phases are quite similar, each Table 4 .1 2D convection-diffusion. '#it denotes the number of V cycles, 'op is the operator complexity, 'st is the maximal stencil size in the hierarchy, and 'W U is the work units measures.
about half of the WUs that are shown in the table. Table 4 .2 shows the results for the 3D problems. Here, we see even larger operator complexities for SA than in 2D, especially for the convection-dominated problems ( = 10 −4 , 10 −6 ). In most of these cases, we also see a severe stencil growth in SA, which reaches thousands of non-zeros in some cases. By changing the strength of Table 4 .2 Convection diffusion 3D. '#it denotes the number of V cycles, 'op is the operator complexity, 'st is the maximal stencil size in the hierarchy, and 'W U is the work units measures.
connection parameters in (A.2) we may control the stencil growth, but at the same time impair the convergence rate of SA, which is rather good and scalable, as in the 2D case. Unlike in 2D, the AGG method shows moderate convergence, albeit not meshindependent in several cases. Its convergence is expected to further deteriorate as the problem gets bigger. Again, '-' denotes the cases where AGG failed to converge in less than 100 iterations, or it shows that the timings in WUs of the run are not relevant. This happens in the 192 3 3D problems, where the memory in our machine ran out in the setup phase and the execution was dominated by memory swapping. As in 2D, SpSA has the low operator complexity and maximal stencil sizes of AGG, and convergence similar to SA. In terms of work-units, all algorithms are competitive with some advantage to SpSA in the majority of the cases. In 3D, the setup of AGG is about 3-5 times faster than the setup of SA and SpSA, because of the stencil growth, and the need to multiply much denser matrices, in the case of SA. In SpSA, more non-zeros need to be eliminated using more surrogate paths. In most cases where the operator complexity is high, the setup cost of SA and SpSA dominated their execution time. Other than that, the SpSA method again seems to be the most efficient. Although the timings of SA and SpSA are similar in our serial code, we expect to see advantage for SpSA in parallel settings, especially in the solution phase.
Diffusion with discontinuous coefficients.
In the next group of test cases we consider the two-and three-dimensional diffusion equation on the unit square/cube, Ω, with Dirichlet boundary conditions
The diffusion problem is discretized by the vertex-centered finite differences method, leading to a five-point stencil on a discrete domain Ω h with regular mesh size. We consider three classical test cases of coefficient inhomogeneities, including jumps that are aligned with the grid lines and jumps that are not aligned (all the problems appear in [47] ). Figure 4 .2 shows the three choices of coefficients which are explicitly given by
3) The resulting linear systems are symmetric.
We apply PCG, preconditioned using V-cycles with one pre-and post-Symmetric Gauss Seidel relaxations for all methods on all levels. Because the plain aggregation method, AGG, is known to struggle with such problems, we accelerate it using a multilevel overcorrection acceleration, which we denote by AGG+. That is, we interpolate e = P e c , apply post relaxations for Ae = r, and then calculate [5] x ← x − αe, such that α = arg min α x − αe A = Table 4 .3 2D and 3D diffusion problems on structured meshes. '#it denotes the number of V cycles, 'op is the operator complexity, 'st is the maximal stencil size, and 'W U is the work units measures.
AGG. We note that this acceleration imposes an expensive communication overhead in parallel settings due to the inner products that are computed. Table 4 .3 summarizes the results for this group of problems. Because of the multilevel accelerations, the AGG+ method converged moderately fast, but again, its convergence is not mesh-independent. Again, '-' denotes failure to converge, or irrelevant timings in WUs. Like before, we see the best iteration counts in SA, with SpSA needing a bit more iterations. In terms of timings in WUs, SpSA and SA are comparable and generally better than AGG+, although the setup of AGG+ is much cheaper, like in the previous examples.
For the problems considered, SA has a rather low operator complexity, and it does not introduce a severe stencil growth. Its maximal stencil size is only in the low hundreds, also in 3D. As before, AGG+ and SpSA have similar low complexity, and maximal stencil size.
Random graph-Laplacian problems.
In the next group of test cases we consider a graph-Laplacian problem on a 2D/3D random graph G(V, E). We generate our graph by first generating n random points on the unit square/cube as the nodes V , and applying a Delaunay triangulation to generate edges in E. Such graphs were first suggested in [22] . A 2D example of such graph is shown in figure 4.3. Given the edges (i, j) ∈ E we create a matrix A which is defined by
and if we set Θ ij = 1, it represents the homogenous graph-Laplacian operator on G.
In the inhomogenous case, we set a weight Θ ij > 0 as the coefficient for each edge (i, j). The weights of the graph are symmetric, i.e Θ ij = Θ ji , and so is the associated matrix. We use random weights Θ i,j = 10 3u where u ∈ (0, 1) is a random uniformly distributed number, so that Θ i,j ∈ (1, 10
3 ), but obey a logarithmic distribution. This is a much harder problem than choosing the Θ's uniformly, because there are many weak connections in the matrix. We note that these problems have typically large stencils of non-uniform sizes. Therefore, we needed to change the aggregation procedure, as explained in the Appendix A. In these examples, we could not generate the 3D 192 3 problem because it exceeded the memory of our machine. We also note that this problem is singular, with the constant vector as a true null-space. To handle that, we apply a pseudo-inverse on the coarsest grid, and filter out the constant from the solution. See [42] for more discussion on that regard. Table 4 .4 summarizes the results for this group of problems, where rand denotes the case of random weights. Overall, all methods handle the problem well. AGG+ presents reasonable iteration counts, although, again it converges more slowly than SpSA and SA. AGG+ and SpSA have similar attractive operator complexity and maximal stencil sizes, while SA struggles somewhat to maintain low operator complexity and reasonable stencil size for the 3D non-homogenous problem. We note that in this set of examples, the sparsening mechanism in SpSA used many more quadrilateral correction paths than in the previous structured test cases. In terms of work-units, the methods are comparable in 2D while AGG+ is the fastest in 3D, thanks to its fast setup phase. We again note that the recursive accelerations impose communication costs in parallel settings. nodes. Define a partitioning of each matrix A in the multigrid hierarchy into p clusters of variables, with each cluster designated to a computing node. Each such node holds the corresponding rows in the matrices and the corresponding values of the iterate x k . We then define the communication required for applying a matrix-vector multiplication (MAT-VEC) on each level. The latency measure is the number of non-zero off-diagonal blocks in the matrix according to the cluster partitioning. It does not matter how many non-zeros there are in an off-diagonal block-it is the existence of at least one non-zero in A in that off-diagonal block that forces establishing communication between the two associated nodes. More precisely, assume that T is a matrix that corresponds to the p clusters just as (2.4) corresponds to the n c aggregates; for a given multigrid hierarchy we define: 5) where denotes the level, the matrices T and A are the clustering matrix and operator on level , respectively, p is the number of clusters and nnz(·) is the number of non-zeros. Next, we define the bandwidth that is needed for applying a MAT-VEC on each level-that is, the total number of values of x k that are needed to be sent between nodes. This corresponds to the number of non-zero columns in the off-diagonal blocks according to the cluster partitioning. As in (4.5), we divide this number by the required bandwidth on the finest level. We preform the partitioning for each level using a graph partitioning software METIS [24] which aims at forming clusters such that the number of neighbors between the clusters is minimal. We use p = 100 clusters, and we measure the communication complexity only for levels with n ≥ 500. which is equal for both algorithms in our tests. In 3D, on the other hand, there is a huge increase in the latency of SA, which is mostly due to the coarser levels. For SpSA, the latency measure is mostly equal to the number of levels, which is what we expect to achieve in this algorithm. In the bandwidth measures we see comparable complexities for diffusion and homogenous RandomGraph problems. This is also correlated with the similar operator complexity measures in the previous sections. A bigger difference is evident in the other problems, where we also saw an increase in the operator complexity of SA in the previous sections. In the bandwidth measures, we do not see a big difference between 2D and 3D problems (remember that the measures are relative to bandwidth on the finest grid). Obviously, SpSA required less communication in all the cases.
Conclusions.
In this paper we have presented a new algebraic multigrid algorithm where the choice of the sparsity pattern of the coarse operators is independent of the choice of the high-quality transfer operators. This property makes the algorithm particulary worthwhile for parallel settings.
The new algorithm uses the well-known aggregation framework, adopting simple non-smoothed aggregation for determining the sparsity pattern of the coarse operators, and smoothed aggregation for high-quality transfer operators. It sparsifies the smoothed aggregation coarse operators onto the simple aggregation sparsity patterns. Numerical experiments show that the algorithm has promising capabilities for 2D and 3D convection-diffusion problems, diffusion problems with varying coefficients and unstructured graph-Laplacian problems. It seems scalable and robust and may be advantageous in cases where strict sparsity constraints prevent us from using highquality Galerkin operators, as in parallel settings.
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Appendix A. Smoothed Aggregation.
In this section we describe the details of the version of the SA method that we use in this paper as the "Galerkin" method. We note that for some of the non-symmetric problems that we tested, it performs significantly better than the original SA method [45] , which was shown exhibit slow convergence for some convection-diffusion problems also in [33, 30, 13] . Our most significant change involves using two different parameters for strength of connections: one rather large in the aggregation procedure, and one rather small in the prolongation filtering procedure. In [45] , these parameters are equal. Using two different values in this way may result in rather smaller aggregates and rather large stencils on coarse grids, together with better convergence rates.
We note, however, that for isotropic problems we typically do not get a significantly different strength-of-connection matrix for the aggregation and also typically no filtering is performed. In particular, for a 5-point Laplacian operator, all the entries are considered strong and no filtering is applied. Therefore, for isotropic problems our version of SA behaves similarly to the original SA in terms of operator complexity and stencil sizes-this is evident in our numerical results. For other problems, e.g., convection dominated (1.5) and non-homogenous graph Laplacian, using the original version of SA (or, using just one parameter in our version) generates lower operator complexity. However, it also significantly degrades the convergence-especially for the 2D problems, which are harder because of their small mesh size. This is also evident in the literature mentioned earlier. Below, we choose the parameters for our method such that SA has mesh independent convergence for all problems, and those parameters were mostly dictated by the 2D problems.
To define the aggregations used in (2.4), we first define a strength of connection matrix, and then apply a neighborhood aggregation algorithm. To compute the strength of connection matrix, we first calculate:
and treat (i, j) as strongly connected if S ij > θ, where 0 < θ < 1 as a strength parameter. This definition corresponds to the strength condition that is used in classical AMG [19] , which is usually written as: −A i,j ≥ θ max k =i {−A i,k }.
For the aggregation procedure, we use a symmetric version of the strength matrix, S(θ), such that:
with a rather large θ = 0.5. Generally, the larger θ we use, the smaller will be our aggregates, since less strong connections are considered. Given the above strength of connection matrix, we found the original aggregation algorithm of [45] to be efficient, and most importantly-very fast to compute. However, for the unstructured problems that we test there are cases where some rows in the matrix have significantly more non-zeros than the rest of the rows. Such a row may result in a very large aggregate if it is chosen as a seed of an aggregate. It may also have the same effect even if it is not chosen as a seed. To solve this, in the first pass we ignore points with a relatively large number of strong connections, and treat them separately in a second identical pass. Algorithm 3 summarizes our aggregation scheme. In the original aggregation algorithm in [45] , only the first and third passes are applied for N 1 = {1, ..., n} and N 2 = ∅. We use τ = 3 as the relative threshold for large neighborhoods, but note that any τ ∈ [1.5, 4] seems reasonable for us.
As noted before, the next step in the SA algorithm includes smoothing the tentative operators (Equation (2.5)), and for that, the filtered matrix A F and the diagonal preconditioner Q need to be defined. The filtering aims at removing small entries from P and R, which may have little influence on their quality. Our filtering process to define A F is similar to [45] , only again we use a different strength of connection matrix, based on (A.1). Specifically, we defineŜ i ( ) = {j : |S i,j | < }. Then, A In this work we use = 0.02. Note that A1 = A F 1. For the smoothing preconditioner Q in (2.5), the inverse of the diagonal of A is usually chosen, and then I − ωQA is the error propagation matrix associated with the damped Jacobi relaxation. In this work, we use the SPAI diagonal preconditioner [15] for Q, i.e., Q is the diagonal matrix that minimizes I − QA .., n. This is a more sophisticated operator than Jacobi, and in the context of smoothing P t it is related to the energy minimization diagonal preconditioner (EMIN) in [33] . As in [33] , we also found that such a Q is more efficient for solving (1.5) than the Jacobi operator. We also found that additional weighting is needed. While minimizing I − QA F F minimizes the mean squared singular values of the matrix I − QA F , prolongation smoothing is often related to a minimization of the maximal eigenvalue of the Galerkin coarse operator A g (at least in the symmetric case). Therefore, for symmetric problems we follow the classical prolongation smoothing weight which is based on the Chebychev polynomials, ω = 4 3ρ(QA F )
, and for non-symmetric problems we use a lower value: ω = 5 4ρ(QA F )
, following [41] . In both cases, ρ(QA F ) is approximated by QA F ∞ .
