Let be a filtration on some probability space and let denote the class of all -adapted
Introduction
The random processes under consideration are assumed, firstly, given on a common probability space   , ,P   (without any exception) and, secondly, càdlàg (the exceptions will be stipulated). Let be a sub-σ-algebra of . We introduce the notation: . By 2  we denote, following [1] , the class of all -valued ( will be determined by the context, if matters) -martingales M such that for every article's volume are allocated to ancillary results. Another reason is that those results may prove useful beyond the context of this article.
Upper bounds for   E p X t are usually obtained with the aid of Lyapunov's functions (see, e.g., [3, 4] ). Our alternative approach is based on a "comparison theorem" (Corollary 4.2) allowing both to weaken the assumptions and to refine the conclusion (cf. our Theorem 4.3 with Theorem I.4.2 in [3] ).
All The words "almost surely" are tacitly implied in relations between random variables, including the convergence relation, unless it is explicitly written as the convergence in probability. Indicators are denoted by I with two possible modes of writing the set: B I or .

I The reference books for the notions and results of stochastic analysis used in this paper are [1, 5, 6] .
Extended Conditional Expectations
and, for , so that
is not admitted). The Borel   -algebra in   will be denoted . 
Passing in this inequality to the limit at first as and hereafter as , we get
. Then from the definition of conditional expectation we have
for arbitrary and
whence, taking to account monotonicity of (and therefore of  ) we conclude by the Beppo Levi theorem that 
Proof. Let first the n  's be nonnegative. Denote 
For nonnegative random variables Equality (2) ensues, as was pointed out above, directly from the definition of extended conditional expectation, so Inequalities (9) yield
, which together with (10) and (9) 
Lemma 2.12. Let and
It suffices to consider the case . Then the last assumption of the lemma amounts to
and therefore . Then by Lemma 2.11
       , which together with the previous inequality and the definition of extended conditional expectation yields 
Formula (2) (for nonnegative random variables), Lemma 2.1 and the definition of yield
 as m , which together with the last equality yields 
Since F increases to infinity, we shall have for sufficiently large (such that ). Then by Lemma 2.3 
As was shown (in another notation) in the proof of Lemma 2.13, 
Proof. 1) Lemma 2.11 allows to consider, without loss of generality, that  is . Then the boundedness assumption together with Lemma 2.1 allows to consider that 
By Lemma 2.6 for any s
By the same argument as in the proof of that lemma,
and, in view of (17),
From (18) 
Let  denote the class of all -adapted -valued ( will be determined by the context, if matters) random processes
M satisfying the conditions:
. Then: 
Hence and from the identity The following statement is immediate from Theorem 1.8.1 in [5] and the definition of quadratic characteristic. As usually, signifies the continuous martingale constituent (see [1, 5, 6] ) of a semimartingale .
