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Abstract The mountain pass theorem for scalar functionals is a fundamental result
of the minimax methods in variational analysis. In this work we extend this theorem
to the class of C1 functions f : Rn → Rm, where the image space is ordered by the
nonnegative orthant Rm+ . Under suitable geometrical assumptions, we prove the
existence of a critical point of f and we localize this point as a solution of a minimax
problem. We remark that the considered minimax problem consists of an inner
vector maximization problem and of an outer set-valued minimization problem. To
deal with the outer set-valued problem we use an ordering relation among subsets of
R
m introduced by Kuroiwa. In order to prove our result, we develop an Ekeland-
type principle for set-valued maps and we extensively use the notion of vector
pseudogradient.
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1 Introduction
Minimax methods constitute a fundamental topic in modern critical point theory
for real-valued functionals. For a real-valued functional f , the scalar mountain pass
theorem ensures the existence of a critical point x0 such that
f (x0) = inf
K∈
sup
x∈K
f (x),
where  is a given family of sets.
The proofs of the scalar mountain pass theorem are based either on a deformation
lemma on the level sets of the function f or on Ekeland’s variational principle. An
appropriate compactness condition is then used to prove the existence of a critical
point at the minimax level. For an extensive survey on minimax methods and on
mountain pass theorems for scalar functionals see, e.g., [5, 14, 26] and the references
therein.
The aim of this paper is to study critical points for vector-valued functions via
minimax approach.
In this direction the pioneering works by Smale [23–25] paved the way for a new
approach to general equilibrium models in economic theory under differentiability
assumptions. In [22], Smale outlined an extension of Morse theory to vector-valued
functions. In this vein, a classification of critical points for functions taking values in
partially ordered vector spaces was recently given in [21].
Two distinct results can be found in the recent literature about minimax tech-
niques for the study of the critical points of vector-valued functions. In [6] a
deformation lemma on the level sets of the vector-valued function f is used, while
in [19] Ekeland’s principle is applied to a suitable scalarization of the vector-valued
function f .
The aim of the present work is not only to obtain an existence result for critical
points in the vector-valued case, where a point is critical if it satisfies the usual first
order optimality conditions for the classical Pareto optimization problem, but also to
localize these points as limits of solutions of appropriate minimax problems.
Here we study a special formulation of the minimax problem for the vector-valued
case. The inner maximization problem consists of a classical Paretian maximization
of the vector-valued function f . Since the optimal value map of the inner problem is a
set-valued map, we are naturally led to investigating the outer minimization problem
within the framework of set-valued optimization.
Let f ∈ C1(Rn,Rm). Let us fix two points x1, x2 ∈ Rn such that x1 = x2 and
consider the family  of all compact and connected subsets of Rn containing both
x1 and x2,
 = {K ⊂ Rn : K is compact, connected and x1, x2 ∈ K
}
.
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For any K ∈ , the inner vector maximization problem
V-maxx∈K f (x), (I − PK)
consists of the maximization of f with respect to the Pareto order  induced on Rm
by the cone Rm+ . For the set-valued map  :  ⇒ Rm defined by
(K) := Max f (K)
we consider the outer set-valued optimization problem
S-minK∈(K). (O − P)
For this problem we adopt the solution concept introduced in Definition 3.1 below.
We study the following minimax problem
S-minK∈V-maxx∈K f (x). (MinMax)
It is well known that in the scalar case a solution of the minimax problem is a
critical point for the considered function. In the vector case it is interesting to study
relationships between the sets that are solutions of the minimax problem (MinMax)
and the critical points of the function f . We start by investigating relationships
between the problem (MinMax) and the first order optimality conditions for vector
optimization problems and we prove that a critical point can always be found in the
set of solutions to the problem (MinMax). Next, we prove a mountain pass theorem,
i.e., we obtain the existence of critical points for C1 vector-valued functions as limits
of solutions to perturbed minimax problems under a suitable Palais–Smale condition
for vector-valued functions.
An important tool in critical point theory are descent directions. In the C1 scalar
case the notion of pseudogradient defines a regular field of descent directions at the
noncritical points. Here, we use a notion of vector pseudogradient for C1 vector-
valued functions introduced in [20]. This notion allows us to select appropriate
descent directions without any apriori scalarization procedure.
To our knowledge, the present work provides the first attempt at applying
Kuroiwa’s concepts of minimality of set-valued optimization problems to variational
analysis. We derive a suitable Ekeland’s variational principle for set-valued optimiza-
tion problems and we use it to prove the existence of critical points that are explicitly
characterized as limits of solutions of perturbed minimax problems.
We deem that the results presented below, even if formulated in the simple
setting of an Euclidean space endowed with the componentwise ordering, enjoy the
quality of an easy interpretation in terms of vector-valued models in physics and/or
in economics.
2 Notations and Preliminaries
Let f = ( f1, ...., fm) : Rn → Rm be a function such that f ∈ C1(Rn,Rm). By fi :
R
n → R (i = 1, ..., m) we denote the components of the function f. Moreover, we de-
note by ∇ fi(x) (i = 1, ..., m) and
[
f ′(x)
]
respectively, the gradient of the real-valued
function fi and the Jacobian matrix of the function f . Let A ⊂ Rn be a nonempty
set, we denote by int A the interior of A and by cl A the closure of A. Moreover,
we denote by Br(0) the open ball of radius r around 0. Finally, Rm+ denotes the
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nonnegative orthant of Rm given by
{
x = (x1, ..., xm) ∈ Rm : xi ≥ 0, i = 1, ..., m} ,
which induces on Rm the Pareto order , defined as follows: for any x, y ∈ Rm,
x  y ⇐⇒ y − x ∈ Rm+ .
Let A ⊂ Rn be a nonempty set. We consider the vector optimization problem
V − maxx∈A f (x), (V − P)
where V-maxx∈A denotes that we consider the maximization with respect to the
Pareto order. The solution set ArgMax ( f, A) of the problem (V − P) is defined by
ArgMax ( f, A) := {x ∈ A : ( f (A) − f (x)) ∩ Rm+ = {0}
}
and the set of the maximal values Max f (A) is defined by
Max f (A) := f (ArgMax ( f, A)).
We recall also a weaker notion of solution of problem (V − P). We introduce the set
ArgWMax ( f, A) := {x ∈ A : ( f (A) − f (x)) ∩ intRm+ = ∅
}
of the weak solutions of problem (V − P) and we define the set of weakly maximal
points of f (A) as
WMax f (A) := f (ArgWMax ( f, A)).
It is easy to see that
Max f (A) ⊆ WMax f (A).
Moreover, since WMax f (A) is closed whenever f (A) is closed, it holds (see, e.g.,
[18])
cl (Max f (A)) ⊆ WMax f (A).
Now, we recall the definition of critical point for a vector-valued function.
Definition 2.1 A point x ∈ Rn is called critical for the function f if
[
f ′(x)
] (
R
n) ∩ (−int(Rm+)
) = ∅. (1)
Let K f be the set of critical points for f.
The following proposition characterizes the critical points for the function f .
Proposition 2.2 (see [24]) The point x is a critical point for the function f (x ∈ K f )
if and only if there exist m real numbers λ1, ....., λm such that λi ≥ 0 ∀i = 1, ...., m and∑m
i=1 λi = 1, satisfying
m∑
i=1
λi∇ fi(x) = 0.
i.e. if and only if the component gradients are positively linearly dependent.
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It is well known that
ArgWMax
(
f,Rn
) ⊆ K f ,
hence we can interpret condition (1) as a first order optimality condition for the
vector optimization problem (V − P) with A = Rn.
2.1 Vector Pseudogradient
We devote this short subsection to the notion of vector pseudogradient introduced
in [20] which plays a key role in our approach. The main motivation to introduce this
notion is the need to find a field of descent directions of f with respect to the Pareto
order.
First of all we introduce the following function s f : Rn → R+ defined by
s f (x) := min
{∥∥∥∥∥
m∑
i=1
λi∇ fi(x)
∥∥∥∥∥
: λi ∈ R, λi ≥ 0,
m∑
i=1
λi = 1
}
.
It can be shown that s f is a continuous function on the whole space Rn (Lemma 5.1
in [20]). In addition, by Proposition 2.2, the following equivalence holds:
s f (x) = 0 ⇐⇒ x ∈ K f . (2)
Now, we can define the vector pseudogradient.
Definition 2.3 A vector v ∈ Rn is called vector pseudogradient for f at x when
1. ‖v‖ ≤ 2s f (x),
2.
[
f ′(x)
]
v ∈ − [s f (x)
]2
e − Rm+ where e = (1, ..., 1) ∈ int(Rm+).
We denote by V f (x) the set of all vector pseudogradients for f at x. In [20] it is
proved that V f (x) is nonempty, convex and compact for every x ∈ Rn. Moreover,
x ∈ K f if and only if V f (x) = {0} . The following remark will be useful in the sequel.
Remark 2.4 By (2), it is easy to see that x /∈ K f if and only if 0 /∈ V f (x).
Let us introduce the following notation. Let A ⊂ Rn be a nonempty, closed and
convex set. By m(A) we denote the element with minimal norm in A. Let the
function v : Rn → Rn be defined as follows
v(x) := m(V f (x)). (3)
First, we recall a useful characterization of the element of minimal norm in V f (x).
Proposition 2.5 (see [20], Proposition 3.7) We have that v(x) = −m(H(x)), where
H(x) =
{
m∑
i=1
λi∇ fi(x) : λi ∈ R, λi ≥ 0,
m∑
i=1
λi = 1
}
.
We remark that s f (x) = ‖v(x)‖ . Finally, we mention the following continuity
property of the function v.
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Theorem 2.6 The function v is continuous at every x ∈ Rn.
Proof The thesis follows from the continuity of the set-valued map V f (see
Lemma 5.2 in [20]) and from the continuity of the minimal selection (see [1]). unionsq
3 A Variational Principle for Set-valued Maps
Set-valued optimization in partially ordered vector spaces can be viewed as a
generalization of vector optimization. In this direction, a common approach is to
consider solutions to set-valued optimization problems as the maximal frontier of
the union of the images of the feasible points under a given set-valued mapping
(see, e.g., [15]). Recently, new solution concepts were proposed in [17]. These new
concepts are based on various ordering relations among sets which are compatible
with the original order structure in the image space. Such an approach seems to be
more suitable from the point of view of providing an insight into the nature of set-
valued optimization problems, especially those arising in applications.
Let X be a topological space. Let Y be a linear topological space with the topo-
logical dual Y∗ and let P be a pointed, closed and convex cone in Y such that
P∗+ = {ψ ∈ Y∗ : 〈ψ, z〉 > 0 ∀ z ∈ P \ {0}} is a nonempty set. We recall that the latter
assumption is equivalent to the assumption that P is based whenever Y is an
Hausdorff locally convex space (see, e.g., [8], Theorem 2.2.12).
Let  : X ⇒ Y be a set-valued map. We consider the following set-valued opti-
mization problem
S-minx∈X(x), (S − P)
where a solution xˆ ∈ X is defined as follows.
Definition 3.1 (see [17]) A point xˆ ∈ X is a solution of the set-valued optimization
problem (S − P) if for every x ∈ X,
(x) ⊂ (xˆ) − P =⇒ (xˆ) ⊂ (x) − P.
This definition corresponds to the notion of u-type minimal solution of problem
(S − P) in [17]. We remark that, in the special case where  is a vector-valued
function, the solutions defined above coincide with the elements of ArgMax(, X).
Remark 3.2 For any set A ⊂ Y the set MaxP(A) of maximal elements of A with
respect to P is defined as
MaxP(A) := {a ∈ A : (a + P) ∩ A = {a}} .
If A is a compact set, by Theorem 4.3, ch.2 in [18], the domination property
holds, i.e.
A ⊂ MaxP(A) − P.
Let A and B be two compact subsets of Y such that A ⊂ B − P and B ⊂ A −
P. Then MaxP(A) = MaxP(B) since by the domination property MaxP(A) − P =
MaxP(B) − P holds.
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Now we prove a new version of Ekeland’s variational principle for set-valued
maps. Some results in this vein received attention in the literature (see [2, 3, 9–
13]). In this section, we follow an approach outlined in [10], Section 4. To our
knowledge, the paper [10] is the only paper where a variational principle for set-
valued maps is proved with the help of a solution concept resulting from an ordering
relation introduced by [17]. Namely, in [10] the l−type order relation is considered.
In contrast to that approach here we use a notion of solution of a set-valued-
optimization problem based on the so called u-type ordering relation among sets (see
[17]). Hence we cannot directly refer the reader to the variational principle in [10],
but we have to prove an Ekeland-type principle consistent with the solution concept
introduced in Definition 3.1.
In this section we prove a variational principle that ensures the existence of
a solution for the problem (S − P) with the perturbed set-valued map ε under
boundedness and continuity assumptions of the set-valued map .
In order to prove the aforementioned result we introduce an auxiliary scalar
function lψ . For any fixed ψ ∈ P∗+, we define the following function
lψ(x) := supz∈(x) 〈ψ, z〉 .
The first lemma in this section focuses on some boundedness and continuity proper-
ties of lψ . We introduce the following notation
(X) :=
⋃
x∈X
(x).
Moreover, we recall that a set A ⊆ Y is said to be P-bounded whenever there exists
a bounded set B ⊆ Y such that A ⊆ B + P.
Lemma 3.3 Let X, , ψ and lψ be def ined as above and let x ∈ X.
1. If (X) is P-bounded, then lψ is bounded from below.
2. If  is lower semicontinuous at x, then lψ is lower semicontinuous at x.
Proof We prove the two thesis separately.
1. It follows directly from the definition of P-boundedness.
2. By Proposition 2, Ch.9 in [7], we have that
−lψ(x) = infz∈(x) 〈−ψ, z〉 ,
is upper semicontinuous at x, hence the thesis follows immediately. unionsq
The second lemma is a technical result that establishes a sort of monotonicity
property of the set-valued map  with respect to the behavior of the auxiliary
function lψ .
Lemma 3.4 Let X, , ψ and lψ be def ined as above and let p0 ∈ P\ {0} be a f ixed
vector. If
lψ(x′) < lψ(x) + α 〈ψ, p0〉
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for some α > 0, then
(x) + αp0  (x′) − P.
Proof By contradiction let us suppose that
(x) + αp0 ⊆ (x′) − P.
Then, for every y ∈ (x), there exist y′ ∈ (x′) and p ∈ P such that
y′ = y + p + αp0.
Hence
〈
ψ, y′
〉 = 〈ψ, y〉 + 〈ψ, p〉 + α 〈ψ, p0〉
and therefore
lψ(x′) ≥
〈
ψ, y′
〉 ≥ 〈ψ, y〉 + α 〈ψ, p0〉 .
Since y is arbitrary, we obtain
lψ(x′) ≥ lψ(x) + α 〈ψ, p0〉
a contradiction. unionsq
Now we can prove the main result of this section.
Theorem 3.5 (Variational Principle) Let (X, d) be a complete metric space and Y
be a locally convex space. Let P ⊂ Y be a closed convex cone such that P∗+ = ∅
and p0 ∈ P\ {0}. Let  be a lower semicontinuous set-valued map and let (X) be a
P-bounded set. Then for every ε > 0 there exists xε such that
(x) + εd(xε, x)p0  (xε) − P
for every x = xε.
Proof By separation arguments, we can always find an element ψ ∈ P∗+ such that
〈ψ, p0〉 = 1. By Lemma 3.3, lψ is lower semicontinuous and bounded from below. By
Ekeland’s Variational Principle, an element xε ∈ X exists such that
lψ(xε) < lψ(x) + εd(xε, x)
for every x = xε. Now, the thesis follows from Lemma 3.4. unionsq
Let us consider the following definition of strict minimizer consistent with the
notion of solution given in Definition 3.1.
Definition 3.6 A point x˜ ∈ X is a strict minimizer (on X) for the map  if
(x)  (x˜) − P
for every x ∈ X, x = x˜.
This notion can be interpreted as an adaptation to our setting of Definition 2.3 in
[10] where a different order relation among sets was considered.
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We underline that if x˜ is a strict minimizer for , then it is also a solution in the
sense of Definition 3.1 to the set-valued optimization problem (S − P).
In view of Definition 3.6, the point xε in Theorem 3.5 can be considered as a strict
minimizer of the set-valued map ε(x) = (x) + εd(x, xε)k0 obtained by perturbing
. Hence, Theorem 3.5 is an existence result for a strict minimizer of the perturbed
set-valued map ε.
4 Minimax Problem for Vector-valued Functions
According to the definitions given in Section 1, the minimax problem (MinMax)
consists of an inner maximization carried over a feasible region K which plays
the role of parameter in the inner problem and the role of variable in the outer
minimization problem whose objective function is the optimal value map of the
inner problem. Since the inner problem is a classical vector optimization problem,
the optimal value is a set given by the whole Pareto maximal frontier. In order
to compare the maximal frontiers obtained on different feasible regions K, an
appropriate partial ordering on the subsets of Rm is introduced. Moreover, we
remark that set-valued optimization is naturally involved in our approach since the
optimal value map of the inner problem is typically a set-valued map.
As stated in Section 1, for any f ∈ C1(Rn,Rm) and for any x1, x2 ∈ Rn such
that x1 = x2, we consider the family  of all compact and connected subsets of Rn
containing both x1 and x2,
 = {K ⊂ Rn : K is compact, connected and x1, x2 ∈ K
}
.
We endow  with the Hausdorff distance defined as
dH(A, B) = max
{
sup
x∈A
inf
y∈B
‖x − y‖ , sup
y∈B
inf
x∈A
‖x − y‖
}
for every A, B ∈ .
Remark 4.1 Since Rn endowed with the usual euclidean metric is complete, by
Theorem 4.3.9 in [16], the space of all nonempty compact subsets of Rn, endowed
with the Hausdorff metric dH , is complete. Let us consider the space  endowed
with the Hausdorff metric dH . It can be proved that also  is complete (see [4], p. 90).
Finally we recall that, whenever there exists a bounded set Z ⊂ Rn such that K ⊂ Z
for every K ∈ ,  is a compact space.
For any K ∈ , the inner vector optimization problem has the form
V-maxx∈K f (x), (I − PK)
where V-maxx∈K denotes the maximization with respect to the Pareto order 
induced by the cone Rm+ . The set-valued map  :  ⇒ Rm defined by
(K) := Max f (K)
is well defined on , i.e. ArgMax( f, K) = ∅, for any K ∈ . This follows from the
compactness of K (see, e.g., [18]).
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Remark 4.2 Since f (K) is a compact set, by Remark 3.2, we have
f (K) ⊂ (K) − Rm+ .
For the outer set-valued optimization problem
S-minK∈(K). (O − P)
we adopt the solution concept introduced in Definition 3.1.
We consider the minimax problem
S-minK∈V-maxx∈K f (x). (MinMax)
In order to ensure the existence of a critical point in each set K that solves the
minimax problem we impose the following geometrical condition:
WMax f (K) ⊂ ( f (x1) + intRm+
) ∩ ( f (x2) + int Rm+
)
for every K ∈ . (G)
Clearly, condition (G) implies that
(K) ⊂ ( f (x1) + intRm+
) ∩ ( f (x2) + int Rm+
)
for every K ∈ .
If f is a scalar-valued function, then (K) = maxx∈K f (x) and condition (G) reduces
to maxx∈K f (x) > max{ f (x1), f (x2)}. This condition constitutes one of the main
assumptions of mountain pass theorems for scalar-valued mappings, see e.g. [5, 26].
Now we prove the main result of this section that ensures the existence of a critical
point of f whenever a solution of problem (O − P) exists.
Theorem 4.3 Let f ∈ C1(Rn,Rm) and the geometrical condition (G) holds. Let Kˆ ∈ 
be a solution of problem (O − P). Then there exists a critical point c for f such that
f (c) ∈ cl((Kˆ)).
Proof By contradiction, let us suppose that every x ∈ f −1(cl((Kˆ))) is not a crit-
ical point for f . By Remark 2.4, ‖v(x)‖ > 0 for every x ∈ E, where (check) E =
f −1(cl((Kˆ))). By Theorem 2.6 and by the compactness of the set E, there exist
two positive real numbers δ and ε such that
‖v(x)‖ > δ,
for every x ∈ Bε (E) := {x ∈ Rn : d(x, E) < ε}. By the geometrical condition (G), we
can choose the number ε in such a way that x1, x2 /∈ Bε (E).
Now we consider the continuous path η : Kˆ × [0, 1] → Rn given by
η(x, t) = x + tψ(x)v(x),
where ψ : Kˆ → [0, 1] is a continuous cut-off function such that
ψ(x) =
{
0 x /∈ Bε (E)
1 x ∈ E .
Therefore
d
dt
fi(η(x, t))
∣∣∣∣
t=0
= ψ(x) 〈∇ fi(x), v(x)〉 ≤ −ψ(x)
(
s f (x)
)2
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for every i = 1, ..., m, since v(x) ∈ V f (x). By Proposition 2.5, s f (x) = ‖v(x)‖ . Hence
d
dt
fi(η(x, t))
∣∣∣∣
t=0
≤ −ψ(x)δ2 < 0.
for every x ∈ Bε(E). Since f ∈ C1, v is continuous and Kˆ is a compact set, there exists
a real number T > 0 such that for every x ∈ Bε(E)
d
dt
fi(η(x, t)) ≤ −12ψ(x)δ
2
for every t ∈ [0, T] and for every i = 1, ..., m.
We consider the set η(Kˆ, T). Since η(x1, T) = x1, η(x2, T) = x2 and Kˆ is a compact
and connected set, we obtain that η(Kˆ, T) ∈ . Now, for every i = 1, ..., m and for
every x ∈ Bε(E)
fi(η(x, T)) = fi(x) +
∫ T
0
d
dt
fi(η(x, t))dt ≤ fi(x) − 12 Tδ
2. (4)
On the other hand
x ∈ Kˆ\Bε(E) =⇒ fi(η(x, T)) = fi(x).
Moreover, by (4), we have
x ∈ Bε(E) =⇒ fi(η(x, T)) ≤ fi(x) − 12 Tδ
2 < fi(x).
Hence we have proved that
(
η
(
Kˆ, T
)) ⊂ f (Kˆ) − Rm+, (5)

(
η
(
Kˆ,
)) = (Kˆ). (6)
By Remark 4.2, the domination property holds for every K ∈ , i.e.,
f
(
Kˆ
) ⊂ (Kˆ) − Rm+ . (7)
Therefore, by (5) and (7), we obtain

(
η
(
Kˆ, T
)) ⊂ f (η(Kˆ, T)) ⊂ f (Kˆ) − Rm+ ⊂ 
(
Kˆ
) − Rm+ .
Hence

(
η
(
Kˆ, T
)) ⊂ (Kˆ) − Rm+ . (8)
Since, by assumption, Kˆ is a solution of the problem (O − P), inclusion (8) implies
that

(
Kˆ
) ⊂ (η(Kˆ, T)) − Rm+ . (9)
and consequently
f
(
Kˆ
) ⊂ (Kˆ) − Rm+ ⊂ 
(
η
(
Kˆ, T
)) − Rm+ ⊂ f
(
η
(
Kˆ, T
)) − Rm+ .
In view of Remark 3.2 the last inclusion together with (5) implies that (η(Kˆ, T)) =
(Kˆ), which contradicts (6). unionsq
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Theorem 4.3 gives the existence of critical values f (c) on the closures of the sets
Max f (Kˆ) for every solution Kˆ to problem (O − P). Since Kˆ is compact and f is
continuous, f (Kˆ) is a closed set. Hence, cl
(
(Kˆ)
)
= cl(Max f (Kˆ)) ⊂ WMax f (Kˆ).
Remark 4.4 When we consider a C1 scalar-valued function f : Rn −→ R, we can
compare Theorem 4.3 with the classical finite dimensional mountain pass theorem
(see, e.g., Theorem 1.1 in [26] or, for a slightly different formulation, Theorem 2.1
in [5]). In this framework, our assumption on the existence of a solution Kˆ for the
problem (O − P) is implied by the coercivity of f . Moreover, we underline that the
assumption of the coercivity of f implies that the geometric condition (G) holds (see
also the end of Section 6).
5 Perturbed Minimax Problems
The main aim of this section is to prove that every strict minimizer K˜ε (where ε >
0) of the perturbed set-valued map ε(K) = (K) + εdH(K, K˜ε)e, where (K) :=
Max f (K), contains at least an almost critical point xε for the function f (i.e., a point
xε such that s f (xε) is close to zero). We underline that the idea of almost critical point
is based on the function s f (x) introduced in Section 2.1 that can be interpreted as a
sort of “distance from criticality”. Moreover, we show that the almost critical point xε
is a counterimage of a weakly maximal point of the set f (K˜ε). We need a preliminary
lemma concerning the continuity properties of the (weak) optimal value set-valued
map of the vector optimization problem (V − P). We remark that the proof of this
Lemma is a simple application of known stability results, widely studied in the theory
of vector optimization.
Lemma 5.1 The set-valued map  :  ⇒ Rmdef ined by
(K) := WMax f (K),
is upper semicontinuous on  equipped with the Hausdorf f metric.
Proof The thesis follows directly from Proposition 4.1 and Theorem 4.3, Ch. 4 in
[18]. unionsq
In order to prove the next result we introduce the following stronger geometrical
condition: there exists a positive real number γ such that
WMax f (K) ⊂ ( f (x1) + γ e + Rm+
) ∩ ( f (x2) + γ e + Rm+
)
for every K ∈ , (G′)
where e = (1, 1, ..., 1) ∈ Rm+ . Clearly, if condition (G′) holds for a given γ , then it
holds for any γ˜ > 0, γ˜ < γ , and moreover, it holds also for any κ ∈ int Rm+ , i.e. there
exists γ1 > 0 satisfying
WMax f (K) ⊂ ( f (x1) + γ1κ + Rm+
) ∩ ( f (x2) + γ1κ + Rm+
)
for every K ∈ .
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Theorem 5.2 Let 0 < ε < 12 and let the geometrical condition (G
′) hold. Let K˜ε ∈ 
be a strict minimizer for the set-valued map
ε(K) = (K) + εdH(K, K˜ε)e,
where, for any K ∈ ,
dH(K, K˜ε) = max
{
sup
x∈K
inf
y∈K˜ε
‖x − y‖ , sup
y∈K˜ε
inf
x∈K
‖x − y‖
}
.
Then there exists a point xε ∈ K˜ε such that s f (xε) ≤
√
2ε and f (xε) ∈WMax f (K˜ε).
Proof For every δ > 0 consider the nonempty set
K˜δε =
{
x ∈ K˜ε :
(
f (x) + δe + Rm+
) ∩ f (K˜ε
) = ∅
}
.
Observe that we can choose δ > 0 such that K˜2δε ∩ {x1, x2} = ∅. Indeed, by contra-
diction, if it were
(
f (x1) + 2δe + Rm+
) ∩ f (K˜ε
) = ∅
for every δ > 0, then it would be ( f (x1) + 2δe + Rm+) ∩ WMax f
(
K˜ε
)
= ∅ contrary
to the geometrical condition (G′). By the continuity of f , there exists δ¯ > 0 such that
K˜δε ∩
({x1, x2} + Bδ¯ (0)
) = ∅.
By the continuity of f and by the geometrical condition (G′), there exists ρ > 0 such
that for every K ∈ 
f −1(WMax f (K)) ∩ ({x1, x2} + Bρ(0)
) = ∅.
Let σ = min {ρ, δ¯}. There exists a continuous function ψ : K˜ε → [0, 1] such that
ψ(x) = 1 for every x ∈ K˜δε,
1
2
< ψ(x) ≤ 1 for every x ∈ K˜ε\ ((x1 + Bσ (0)) ∪ (x2 + Bσ (0))) ,
0 < ψ(x) ≤ 1
2
for every x ∈
[
K˜ε ∩ ((x1 + Bσ (0)) ∪ (x2 + Bσ (0)))
]
\ {x1, x2}
and ψ(x1) = ψ(x2) = 0. Now, we introduce a continuous function h : K˜ε → Rn
defined as
h(x) =
⎧
⎨
⎩
v(x) if ‖v(x)‖ ≤ 1
v(x)
s f (x)
if ‖v(x)‖ > 1 ,
where v(x) is a vector pseudogradient defined by (3) in Section 2. Let us consider the
function hˆ : K˜ε → Rn,
hˆ(x) := ψ(x)h(x).
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As a consequence of Proposition 2.5,
∥∥∥hˆ(x)
∥∥∥ ≤ 1 for every x ∈ K˜ε. By Definition 2.3,
[
f ′(x)
]
hˆ(x) ∈ −ψ(x) [s f (x)
]2
e − Rm+ if ‖v(x)‖ ≤ 1 (10)
[
f ′(x)
]
hˆ(x) ∈ −ψ(x)s f (x)e − Rm+ if ‖v(x)‖ > 1 (11)
Let us consider the deformation ηr : K˜ε → Rn, ηr(x) = x + rhˆ(x), where r is a positive
real number. By Theorem 2.6, the image Kˆr = ηr(K˜ε) belongs to , i.e. Kˆr ∈ . By
Taylor’s formula, for every x ∈ K˜ε,
f (x + rhˆ(x)) − f (x) = r [ f ′(x)] hˆ(x) + o(r)e. (12)
Since K˜ε is a strict minimizer of ε, it holds

(
Kˆr
) + εdH
(
K˜ε, Kˆr
)
e  
(
K˜ε
) − Rm+ .
Therefore, a point ur ∈ f −1((Kˆr)) exists such that
f (ur) + εdH
(
K˜ε, Kˆr
)
e /∈ (K˜ε
) − Rm+ . (13)
Clearly, there exists a point xur ∈ K˜ε such that f (xur + rhˆ(xur )) = f (ur) ∈ (Kˆr). By
Remark 4.2, the domination property holds for f (K˜ε) and hence there exists x˜ur ∈
(K˜ε) such that f (x˜ur ) − f (xur ) ∈ Rm+ . By (12), we get
f
(
xur + rhˆ
(
xur
)) − f (x˜ur
) ∈ r [ f ′(xur
)]
hˆ
(
xur
) + o(r)e − Rm+ .
By (10), we have
f
(
xur + rhˆ
(
xur
)) − f (x˜ur
) ∈ −rψ(xur
) [
s f
(
xur
)]2
e + o(r)e − Rm+ if
∥∥v
(
xur
)∥∥ ≤ 1 (14)
By (11), we have
f
(
xur + rhˆ
(
xur
)) − f (x˜ur
) ∈ −rψ(xur
)
s f
(
xur
)
e + o(r)e − Rm+ if
∥∥v
(
xur
)∥∥ > 1 (15)
By (13) it holds
f
(
xur + rhˆ
(
xur
)) − f (x˜ur
)
/∈ −εdH
(
K˜ε, Kˆr
)
e − Rm+, (16)
Combining (14) and (15) with (16), we get
rψ
(
xur
) [
s f
(
xur
)]2 + o(r) ≤ εdH
(
K˜ε, Kˆr
)
if
∥∥v
(
xur
)∥∥ ≤ 1, (17)
rψ
(
xur
)
s f
(
xur
) + o(r) ≤ εdH
(
K˜ε, Kˆr
)
. if
∥∥v
(
xur
)∥∥ > 1. (18)
Now, let us consider a sequence {rn} of positive real numbers such that rn → 0
when n → +∞. By the compactness of K˜ε, there exist a subsequence {xurn j } of {xurn}
and a point xε ∈ K˜ε such that xurn j →j→+∞ xε. By the continuity and the boundedness of
the function hˆ on K˜ε, rn j hˆ(x
u
rn j
) →
j→+∞
0 and therefore
y j = xurn j + rn j hˆ
(
xurn j
) → xε as j → +∞.
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Since f (y j) ∈ (Kˆrn j ) ⊂WMax f (Kˆrn j ), and Kˆrn j → K˜ε, we conclude by Lemma 5.1,
that f (xε) ∈WMax f (K˜ε).
By the construction of the cut-off function ψ , there exists an integer j0 such that
ψ
(
xurn j
)
>
1
2
for every j > j0.
Since dH(K˜ε, Kˆr) ≤ r, equation (17) and (18) gives
rn j
2
[
s f
(
xurn j
)]2 + o(rn j) ≤ εdH
(
K˜ε, Kˆrn j
) ≤ εrn j if
∥∥∥v
(
xurn j
)∥∥∥ ≤ 1, (19)
rn j
2
s f
(
xurn j
) + o(rn j
) ≤ εdH
(
K˜ε, Kˆrn j
) ≤ εrn j . if
∥∥∥v
(
xurn j
)∥∥∥ > 1. (20)
Therefore
[
s f
(
xurn j
)]2 + o(rn j)
rn j
≤ 2ε if
∥∥∥v
(
xurn j
)∥∥∥ ≤ 1, (21)
s f
(
xurn j
) + o(rn j)
rn j
≤ 2ε if
∥∥∥v
(
xurn j
)∥∥∥ > 1. (22)
Since
∥∥v(xurn j )
∥∥ = s f (xurn j ) and 0 < ε < 1/2, eventually (22) cannot hold. Finally, by
letting j → +∞ in (21), in view of the continuity of the function s f , we get s f (xε) ≤√
2ε which completes the proof. unionsq
6 A Minimax Theorem for Vector-valued Functions
In this section we prove the main result of this paper. It is a finite dimensional
version of a mountain pass theorem for vector-valued functions. In order to prove
this theorem we need a lemma on the continuity properties of the set-valued map
. We remark that the proof of this lemma is a direct application of the stability
properties of a vector optimization problem.
Lemma 6.1 The set-valued map  :  ⇒ Rm
(K) := Max f (K)
is lower semicontinuous. Moreover, if the geometrical condition (G) holds, then
() = ⋃K∈ (K) is Rm+-bounded.
Proof The lower semicontinuity easily follows from Proposition 4.1 and Theorem
4.4, Ch. 4 in [18]. Moreover () is Rm+-bounded by the geometric condition (G).
unionsq
In order to prove our results we introduce a notion that can be considered as a
vector counterpart of the famous Palais–Smale condition. The following condition
can be seen as a compactness requirement, since it ensures that a converging
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subsequence can be extracted from every sequence of almost critical points whose
distance from criticality, measured according to the function s f (x), tends to zero.
Definition 6.2 (Vector Palais–Smale Condition) Let {xn} be a sequence such that
1. { f (xn)} is a Rm+-bounded sequence,
2. s f (xn) → 0.
The function f satisfies the Palais–Smale Condition (or, briefly the condition
(PS)) if every sequence {xn} satisfying 1. and 2. has a convergent subsequence.
Remark 6.3 The Vector Palais–Smale Condition introduced in Definition 6.2 is a
special case (for C1 single-valued, vector-valued functions f ) of the two Palais–
Smale-type conditions introduced in [2, 3] in the more general setting of set-valued
maps. The condition in [2] is based on the notion of normal subdifferentials, whereas
the condition in [3] is formulated with the help of Fréchet subdifferentials.
One should note that these two conditions as well as the Vector Palais–Smale
Condition of Definition 6.2, when applied to scalar-valued functions, become slightly
stronger than the original Palais–Smale condition (see, e.g., [26]). Namely, these
conditions apply to sequences whose values are bounded from below, while the
original Palais–Smale condition concerns sequences with bounded values. Some
other generalizations of the original Palais–Smale condition to set-valued maps can
be found in [9, 11], but they are too weak for our aims. The Palais–Smale-type
conditions introduced in [2, 3] and in [9, 11] were used in proving the existence of
solutions of set-valued optimization problems with a solution concept which differs
from the solution concept considered in the present paper.
By the continuity of the function s f (see Section 2.1), it follows immediately that
convergent subsequences of sequences {xn} satisfying the conditions 1. and 2. of
Definition 6.2 converge to a critical point for the function f. Hence, we use the
variational principle of Theorem 3.5 and Theorem 5.2 to prove the existence of a
sequence of almost critical points and next we use the Palais–Smale condition to
ensure the existence of a subsequence converging to a critical point.
Theorem 6.4 (Mountain Pass Theorem) Let f = ( f1, ...., fm) : Rn → Rm be a func-
tion such that f ∈ C1(Rn,Rm). Let the geometrical condition (G′) holds. If f satisf ies
the condition (PS) , then a critical point c ∈ Rn of f exists.
Moreover, for any sequence {εn} of positive real numbers converging to 0 there exists
a sequence
{
xεn
}
such that
c = limn→+∞xεn
and f (xεn) ∈WMax f (K˜εn) for every n, where K˜εn ∈  is a strict minimizer of the set-
valued map
εn(K) = (K) + εndH(K, K˜εn)e,
where dH(K, K˜εn) is the Hausdorf f distance, e = (1, 1, ..., 1) ∈ Rm and (K) =
Max f (K).
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Proof It follows from Lemma 6.1 that the set-valued map  :  ⇒ Rm is lower
semicontinuous and () is Rm+-bounded.
Let {εn} ⊂ R, εn > 0, εn → 0. By Theorem 3.5, there exists a sequence of sets
{K˜εn}, K˜εn ∈  such that for each n ∈ N the set K˜εn is a strict minimizer of εn(K)
n ∈ N.
By Theorem 5.2, there exists a sequence {xεn}, xεn ∈ K˜εn , such that s f (xε) ≤
√
2ε.
Hence, s f (xεn) → 0 when n → +∞. Therefore, since f (xεn) ∈WMax f (K˜εn), by the
geometrical condition (G′), { f (xεn)} is a Rm+-bounded sequence. Now the condition
(PS) ensures that
{
xεn
}
has a convergent subsequence {xεnk } such that xεnk → c. unionsq
In the corollary below we use the following uniform boundedness condition. We
say that the family of sets  satisfies the uniform boundedness condition if there exists
a bounded set Z such that K ⊂ Z for every K ∈ .
With the help of the uniform boundedness condition we can obtain a minimax
characterization of critical points c the existence of which is proved in Theorem 6.4.
Corollary 6.5 Let f = ( f1, ...., fm) : Rn → Rm be a function of class C1, f ∈ C1(Rn,
R
m). Let the geometrical condition (G′) hold. Under the assumption of the uniform
boundedness condition for the family , there exists a critical point x¯ ∈ Rn for the
function f . Moreover, there exists K¯ ∈  such that K¯ is a solution of the set-valued
optimization problem (O − P) and
f (c) ∈ WMax f (K¯).
Proof The uniform boundedness of the family  implies that the Palais–Smale
condition (PS) holds. In Theorem 6.4 the existence of a converging sequence
{
xεn
}
of points such that f (xεn) ∈WMax f (K˜εn), where K˜εn ∈  is a strict minimizer of the
set-valued map
εn(K) = (K) + εndH
(
K, K˜εn
)
e,
is proved. Let c ∈ Rn be the critical point such that xεn → c. By Remark 4.1, 
endowed with the Hausdorff metric dH is a compact metric space. Consequently,
the sequence {K˜εn} contains a subsequence {K˜εn j } ⊂  such that there exists K¯ ∈ 
satisfying
dH
(
K˜εn j , K¯
) −→ 0 as j → +∞. (23)
By Lemma 5.1, f (c) ∈ WMax f (K¯).
To complete the proof, we show that K¯ is a strict solution to problem (O − P), i.e
(K)  
(
K¯
) − Rm+
for every K ∈ , K = K¯.
Suppose on the contrary that there exists a set K ∈ , K = K¯, such that for every
z ∈ (K) one can find z¯ ∈ (K¯) and rz ∈ Rm+ satisfying
z = z¯ − rz.
Fix an  ∈ N and notice that there exists a κ > 0 such that κ B(0, 1) ⊆ −e + Rm+ .
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By Lemma 6.1, the set-valued map  is lower semicontinuous at K¯. This means
that there exist j ≥  and zn j ∈ (Kn j ) such that
z ∈ zn j − εndH
(
K, K˜n
)
e + rn j − Rm+ .
Therefore,
z + εn j dH
(
K, K˜n j
)
e ∈ zn j − εndH
(
K, K˜n
)
e + εn j dH
(
K, K˜n j
)
e + rn j − Rm+ .
Since the sequences {εn j dH(K, K˜n j )} and {rn j } tend to zero we can choose j suffi-
ciently large so as to have
εn j dH
(
K, K˜n j
)
e + rn j − εndH
(
K, K˜n
)
e ∈ −Rm+
And consequently
z + εn j dH
(
K, K˜n j
)
e ∈ zn j − Rm+
which contradicts the fact that for every K ∈  and for every j ∈ N we have
(K) + εn jdH
(
K, K˜εn j
)
e  
(
K˜εn j
) − Rm+ . (24)
In this way we proved that K¯ is a a strict solution to problem (O − P) which
completes the proof. unionsq
Hence we locate a critical point as a minimax point in the sense that it is a weakly
maximal solution of the inner problem (I − PK), where K = K¯ is the solution of the
outer problem (O − P).
Whenever f is a scalar-valued function, f : Rn −→ R, Corollary 6.5 reduces to the
well known finite dimensional “mountain pass theorem” (see, e.g., [5] or [26]). Here
we recall the result as stated in [5].
Theorem 6.6 Let f ∈ C1(Rn,R) and coercive (i.e. lim‖x‖→+∞ f (x) = +∞). Suppose
there are two points x1, x2 and a set R disconnecting them, such that
inf
R
f > max { f (x1), f (x2)} . (25)
Then f has a critical point x3 (dif ferent from x1, x2). The critical value c = f (x3) can
be characterized as follows: let
 = {K ⊂ Rn : K is compact, connected and contains x1, x2
}
,
then
c = inf
K∈
max
x∈K
f (x).
Let us note that for scalar-valued functions f the geometrical condition (G′) takes
the form: there exists a positive real number γ such that
max
x∈K
f (x) > max { f (x1), f (x2)} + γ for all K ∈ .
If the scalar-valued function f is coercive there exists a bounded set Z such that
for every set K ∈  with K  Z the condition (G′) holds automatically. Therefore,
we focus our attention on the family b of sets K ∈  such that K ⊆ Z . Condition
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(25) implies that (G′) holds. Corollary 6.5 gives the thesis of Theorem 6.6 since
infK∈ maxx∈K f (x) = infK∈b maxx∈K f (x) = maxx∈K¯ f (x), where K¯ is the minimizer
of the function from b to R defined by K → maxx∈K f (x).
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