Numerical taxonomy characterization of Baccharis genus species was performed using ultraviolet-visible spectrophotometry. The aim was to present a more convenient, more practical, more economic and faster method based on chemometric methods and UV-vis absorbance to give the most information about species identity and discrimination, especially when their classification has been doubtful. Three Baccharis species: B. genistelloides Persoon var. trimera (Less.) DC, B. milleflora (Less.) DC, and B. articulata (Lam.) Persoon were included in the study. With the help of principal component analysis (PCA) and cluster analysis (CA), we could characterize the three species. Application of soft independent modeling of class analogy (SIMCA) and K-nearest neighbor (KNN) methods on a training set of 65 extracts resulted in models that correctly classified all samples of an independent validation set, eight samples of B. genistelloides Persoon var. trimera (Less.) DC and one sample donated by Prof. Alarich Schultz Herbarium,
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In Brazil, it is represented by several species that have three-winged branches in common and are popularly known as carqueja. It is a perennial green herb that grows nearly vertical to a height of 1 -2 meters and produces yellowish-white flowers at the top of the plant. Plants of these species have been used in the form of tea for a great variety of medicinal purposes, for gastrointestinal treatments, 2 for liver diseases, 3 as anti-rheumatic agents, 4 and to treat inflammatory processes, among other applications. 5 Carqueja is known by several botanical names, including B. genistelloides, B. triptera, B. trimera, B. cylindrica, B. myriocephala, B. milleflora, and B. crispa. Other common species called carqueja include B. trinervis and B. gaudichaudiana which have similar appearances and are sometimes used as substitutes for B. genistelloides. The taxonomy of the B. genus for three-winged species is not yet clear. They are difficult to identify by classical methods owing to their morphological similarity; for example, B. cylindrica, B. myriocephala, B. milleflora and B. crispa are especially similar to B. trimera, so that certain authors actually consider them to be identical with B. trimera. On the other hand, based on taxonomic analysis, B. articulata is considered to be a very closely related species to B. gaudichaudiana DC 6 and to B. genistelloides. 7 Until now, traditional discrimination methods of B. species are based mainly on histological characteristics and comparison of vouchers, which are frequently inconclusive, or involve compound extraction, isolation and purification. Therefore, it is important to establish methods that contribute to a better understanding of the classification of the genus, and allow an easier, faster and more reliable identification of new species.
The use of the numerical methods in taxonomy has intensified during the last 30 years. For many years, cluster analysis (CA) has been the method of choice for evaluating chemotaxonomical data. 8, 9 More recently, principal component analysis (PCA) has been used extensively for evaluating quantitative data. 9 Other chemometric methods, such as correspondence analysis, 9 soft independent modeling of class analogy (SIMCA) and K-nearest neighbor (KNN), have rarely been used in numerical taxonomy and chemotaxonomy. 10, 11 Recently, 12 we developed a taxonomic identification process of species of the Baccharis genus by HPLC and chemometric methods. In this work, a phytochemical investigation of the aerial parts of three species of the Baccharis genus of the Asteraceae family was performed using ultraviolet-visible spectrophotometry and chemometric methods. The aim was to present a more convenient, more practical, more economic and faster method based on numerical taxonomy, chemometric methods and ultraviolet-visible absorbance to give the most information about species identity and discrimination, especially when their classification had been doubtful. Three B. species: B. genistelloides Persoon var. trimera (Less.) DC, B. milleflora (Less.) DC, and B. articulata (Lam.) Persoon were included in the study.
Besides providing a successful classification method for these species, our paper shows how all the aforementioned aspects of classification and identification can be treated without the necessity of adding specific information about chemical composition or biological origin. Indeed, the classification study provides valuable information about which chemical components are important to be identified and how they are related to biological origin. 12 Aerial parts of the plants were collected weekly for six months. Drying while protected against light and humidity was carried out at room temperature for nine days.
Extract preparation
The aerial part of each dried and crushed plant (5.0 g) was subject to extraction in 120 ml of technical grade and absolute ethyl alcohol, respectively, for 5 min in a food processor. These solutions remained at rest for 24 h. The ethanolic extracts were filtered and evaporated to dryness in a rotary evaporator at a temperature not exceeding 100˚C. The procedure was repeated three times, after which the extracts were placed in an oven at 37˚C.
Thirty milligrams of concentrated extract were re-dissolved in 3 ml of dichloromethane; then the mixture remained at rest for 1 h and was later filtered through common filter paper. Then dilution of 50 µl of this solution into 950 µl of methanol was done.
Spectrophotometric analysis
Analyses were carried out using an Ocean Optics Model CHEM 2000-UV-Vis Spectrophotometer, equipped with a miniature deuterium tungsten light source with an integrated cuvette holder, a 300 µm solarization resistant optical fiber, and operating software.
Chemometric Methods
Chemometric methods comprise a group of statistical, mathematical and graphical techniques that analyzes many variables simultaneously. The discussion below summarizes the methods used here.
Principal component analysis (PCA)
In PCA 12 the original variables (characteristics) are transformed into new variables that are linear combinations of the original ones. The objective of this method is to reduce the data dimensionality, but it can also be used to construct classification models. 13 
Cluster analysis (CA)
Cluster analysis 14 is the collective name for several techniques that are able to partition objects or variables into different groups. It is an exploratory data analysis tool for solving classification problems.
Cluster analysis, like PCA, is a discovery tool. It may reveal associations and structures in data that, though not previously evident, nevertheless are sensible and useful once found. The results of cluster analysis may contribute to the definition of a formal classification scheme, such as a taxonomy for related animals, insects or plants; or suggest statistical models with which to describe populations; or indicate rules for assigning new cases to classes for identification and diagnostic purposes; or provide measures of definition, size and change in what previously were only broad concepts; or find exemplars to represent classes.
Of these methods, hierarchical clustering methods are most frequently used. Graphically, the hierarchy can be represented by a dendrogram. There are many possible algorithms available for hierarchical clustering techniques. In this work we used hierarchical clustering 15 (Hier), sometimes known as Q-mode clustering. The start point is to calculate the distances between all pairs of points in the data set to define "similarity". Initially, each sample is considered as a single cluster. The next step is to find the shortest distance between any pair of points. These two points are then considered most similar and are combined into a single group. The distance from this group to all other points is then calculated using some type of "average point" to represent the center of the two points locations. The second shortest distance is then found (whether it is between this group and a point or between two other points). This pair is considered second most similar and is combined to form another group. This process is continued until the entire data set is included in a single group. 16 
K-nearest neighbor analysis (KNN)
KNN 11 is a supervised method used when the goal is to construct a model to be used for future classifications. This is accomplished using a set of data with known classifications to train the computer to distinguish between classes. This classification method uses as a decision criterion the distance between the samples in p-space (p = number of variables). To classify an unknown, the distance is calculated between it and a set of samples with known class membership (training set). The closest samples are then used to make the classification. Samples are attributed to classes that provide the largest number of nearest neighbors. Euclidean distances were used in this study.
Soft independent modelling by class analogy (SIMCA)
SIMCA 10,11 is also a supervised method. It uses PCA to model the shape and positions of objects in space for class definition. A multidimensional box is constructed for each class and the classification of new samples (prediction) is performed by determining within which boxes, if any, the samples lie. To construct the multidimensional boxes, a training set of samples with known class identity is used. The data of the training set are used to determine principal component models for each class. One of the ways of determining the appropriate number of principal components is to use the cross-validation technique. The classification of test set samples is obtained by adjusting each of these samples to each model and deciding, at the 95% confidence level, if the sample belongs to the corresponding class or not.
Computer programs
The computational program, ARTHUR, modified for microcomputers 15 was used for the Hier, SIMCA and KNN calculations. For the PCA and pre-processing calculations, FORTRAN programs developed in our laboratory were used on PC type computers.
The data matrix
For the chemometric study, each carqueja sample (extract) was characterized by 1300 absorbance values obtained in an interval from 245.32 nm to 704. 16 
Results and Discussion
Non-satisfactory results were obtained by using only the ethanolic extracts. Therefore, the dried extracts were redissolved in a mixture of ethyl alcohol, water and dichloromethane. 12 The latter plays a fundamental role in separating plant substances. In a first step, different pre-processing methods were tested: normalization to unit area, normalization to the unitary vector, autoscaling, area normalization followed by autoscaling and data centering about the average. The best results were obtained by unit area normalization. 12 In the second data analysis step, a study of the data structure by PC analysis and cluster analysis was carried out. The first five principal components explain about 98% of the total variance. The third (PC3) and fourth principal components (PC4) concentrated the most relevant information to classify the species. Figure 1 presents the PC3 versus PC4 scores plot for the studied species obtained using all variables. It shows the location of the samples in the multivariate space of PC3 versus PC4. In the figure, it is clear that the training samples can be classified into three different groups identified using different symbols: (Mf) B. milleflora (Less.) DC, (Tr) B. genistelloides Persoon var. trimera (Less.) DC, and (Ar) B. articulata (Lam.) Persoon. PC4 clearly separates B. milleflora from the other two species, while B. genistelloides and B. articulata can be separated by PC3. As shown in Fig. 1, B . articulata presents positive loadings and B. genistelloides negative ones on PC3. B. milleflora is situated at almost zero values. Figure 2 shows a graph of the loading values on PC3 versus absorbance. Positive values are situated around 362 nm to 516 nm and 654 nm to 679 nm. This contrast can be explained with the help of Fig. 3 , which shows representative spectra obtained for the three species. In Fig. 3 it is possible to verify that the analytical signals for B. milleflora and B. articulata in these regions are more intense than those of B. genistelloides. Figure 1 also shows that B. milleflora presents negative loadings on PC4 while B. articulata and B. genistelloides present positive loadings. In Fig. 4 it is possible to verify that the largest negative loadings are situated around 350 nm to 405 nm. In this region, the analytical signals for B. milleflora are more intense, see Fig. 3 , with a relative maximum absorbance at 351 nm. At this wavelength, B. articulata has a relative minimum absorbance and B. genistelloides shows a pronounced negative slope. The ultraviolet-visible spectrum of B. articulata also exhibits a strong ultraviolet absorption at 230 nm and 300 nm. Fullas et al., 17 as part of their search for intense sweeteners of plant origin, examined the aerial parts of the sweet-tasting B. gaudichaudiana plant. The presence of maxima at 230 nm and 300 nm in its ultraviolet spectrum, and its IR spectral absorptions combined with its 13 region are small, the discrimination of B. articulata (sweet taste) seems to be caused by other substances. Cluster analysis was made as an attempt to discriminate groups from the raw data set and to compare them with the previous ones deduced from PCA. The significance of taxonomic values of ultraviolet-visible absorbance data for the classification of Baccharis species also can be seen in Fig. 5 . A cluster comprising the species was resolved consistently into three groups at the 0.7 similarity level, where each one represents a distinct species: the Tr group contains B. genistelloides samples, the Mf group contains B. milleflora samples; and the Ar one contains the samples of B. articulata. This result is completely consistent with the one obtained with PCA.
KNN was applied to the same data set using the Euclidean distance. KNN classifies all samples into three groups with 100% accuracy using K = 1 to 10 nearest neighbors. Furthermore, eight samples of B. genistelloides Persoon var. trimera (Less.) DC and one sample donated by Prof. Alarich Schultz Herbarium, Nature Science Museum, were also correctly classified by this method in an independent test set.
The second classification method used was SIMCA. A PCA model for each class was constructed with the first two principal components. The number of PC's used in the modeling was determined by cross validation. 18 All training and test set data were correctly classified with 100% accuracy by the SIMCA models. These results show that KNN and SIMCA are excellent complementary methods to establish models for classification purposes.
Conclusion
In this work ultraviolet-visible spectrometry combined with the chemometric methods, SIMCA and KNN as well as principal component and cluster analyses, were adequate for correctly classifying three species of Baccharis: B. milleflora (Less.) DC, B. genistelloides Persoon var. trimera (Less.) DC, and B. articulata (Lam.) Persoon.
In contrast to other chemosystematic studies where it is necessary to isolate and to identify the chemical substances, this work uses the complete ultraviolet-visible spectra measured between 245.32 nm to 704.16 nm, dispensing with the isolation and purification of the chemical substances.
The results obtained with KNN, SIMCA, PCA and CA, were in complete agreement with the identification of the species studied. In this way, an effective differentiation was established among the three Baccharis species on the basis of only spectral data and chemometric methods. Furthemore, spectral absorbance regions were characterized for compounds causing different concentration profiles in the three species.
In summary, this study indicates the potential of chemometric methods associated with efficient chemical analysis methods in providing powerful tools for taxonomic characterization of morphologically similar species. The results reported here certainly indicate that the differentiation of Baccharis species can be verified by inexpensive and rapid chemical analysis and computation procedures.
