Abstract: A reliability analysis procedure is proposed based on a Bayesian framework, which can address the uncertainty in the input variables and the metamodel uncertainty of the response function in an integrated manner. The input uncertainty includes the statistical uncertainty due to the lack of knowledge or insufficient data, which is often the case in the design practice. A method of posterior prediction is used to evaluate the influence of this uncertainty. The metamodel uncertainty is accounted for, which arises due to the surrogate approximation to reduce the costly computation of the response function. Gaussian process model, also known as Kriging model, is employed to assess the associated uncertainty in the form of prediction band. Posterior distributions are obtained by Markov Chain Monte Carlo (MCMC) method, which is an efficient simulation method to draw random sequence of parameters that samples the given distribution. Mathematical and engineering examples are used to demonstrate the proposed method.
Introduction
In the modern industrial society, many efforts are directed to reduce the failure rate and costs of the product. As part of such efforts, reliability analysis for dealing with the input variable uncertainty in the design has been studied, which is to evaluate failure probability or safety levels of mechanical systems. A great number of researches have been conducted to efficiently handle these problems, which can be classified into sampling based methods such as Monte Carlo Simulation (MCS), Most Probable Point (MPP) based methods including First/ Second Order Reliability Method (FORM/SORM) (Rackwitz, 2001) , and more recently moment based integration methods with the Dimension Reduction Method (DRM) as being the most noteworthy (Rahman and Xu, 2004; Won et al., 2009; Lee et al., 2008) .
In the previous developments, the uncertainty has mostly been considered as aleatory uncertainty which is irreducible and related with inherent physical randomness that is completely described by a suitable probability model (Rahman and Xu, 2004; Won et al., 2009; Lee et al., 2008; Haldar and Mahadevan, 2000) . Epistemic uncertainty, however, is prevalent in the real industrial world, which makes the existing methods less useful since it results from the lack of data or subjective knowledge. There have been recent studies to handle this uncertainty by using non-probabilistic methods, which includes the interval analysis (Qiu et al., 2004) , the possibility theory (Mourelatos and Zhou, 2005; Du et al., 2006) and evidence theory (Helton et al., 2007; Mourelatos and Zhou, 2006) . The weakness of these methods, however, is that the uncertainty is modeled more or less based on the subjective expert opinions. In engineering design practice, the uncertainty is often given by a small number of samples from historical data or actual experiment, which is too few to infer the probability distributions. This is called as statistical uncertainty (Noor, 2005; Kiureghian and Ditlevsen, 2009 ). The Bayesian approach can be a useful method in this case due to the advantages that it easily represents the insufficiency of the data in terms of the probability, it provides a unified way for aleatory and epistemic uncertainty in a single framework; and it can conveniently update the degree of uncertainty by adding more data to the prior information (Zhang and Mahadevan, 2001; Gunawan and Papalambros, 2006; Mahadevan and Rebba, 2005; Cruse and Brown, 2007) .
In the Bayesian approach, the probability itself is treated as a random variable which quantifies our degree of belief on the probability in light of the observed data. In the recent literature, two-stage nested or double loop of reliability analysis were proposed in order to implement this procedure, in which the distribution parameters are treated as the unknown random variable. In this approach, the outer loop determines the CDF of probability, whereas the inner loop solves conventional reliability analysis problem given the distribution parameters. Several methods, e.g., FORM (Zhang and Mahadevan, 2001) , Markov Chain Monte Carlo (MCMC) (Cruse and Brown, 2007) and the DRM by the authors were used for this purpose. The nested procedure, however, calls for substantial increase of computations, and is not tractable for the practical design purpose (Cruse and Brown, 2007; Eduard et al., 2002) . In this study, a method using posterior prediction is proposed to resolve this problem, which requires only a single reliability analysis step.
In the evaluation of structural response function, common practice is to employ metamodel that approximates the original response in an effort to save computational cost. This causes another uncertainty, which we call metamodel uncertainty, since the model is constructed using only a finite number of responses and hence is unknown at the untried points (Gelman et al., 2004; O'Hagan, 2006) . In this paper, Gaussian process model, also known as Kriging, is employed for the response approximation. The uncertainties of the associated parameters are investigated conditional on the finite number of responses.
The final goal of this study is the integration of all the uncertainties in a single Bayesian framework. Information of the posterior distribution, whether they are the model parameters of the input variables or the parameters of the metamodel, are obtained by employing MCMC simulation, which is a modern computational method to draw random sequence of parameters that samples the given distribution (Andrieu et al., 2003) . Once the posterior samples of the parameters are available, predictive samples are drawn from the associated distribution given each value of the parameters. The uncertainty of the response information is then estimated using the drawn data. Mathematical examples and engineering problems are given to demonstrate that proposed method is feasible and practical.
Bayesian Reliability Analysis

RELIABILITY ANALYSIS
In general, structural reliability analysis is to calculate the probability of a certain event, typically given in the form X has its own statistical distribution described by a set of model parameters . If all the members of X are aleatory, i.e. if the values of model parameter are completely known either through an infinite amount of data or well-established knowledge, then the problem becomes an ordinary reliability prediction, from which a deterministic value of the probability g p is calculated using the existing methods such as the MCS, FORM or DRM. Figure 1 gives a schematic picture of the analysis procedure. 
BAYESIAN APPROACH IN CASE OF INPUT UNCERTAINTY
If part or all of the input variables X show epistemic or statistical uncertainty due to the insufficient data or knowledge, the corresponding model parameters become uncertain, which leads to the uncertainty in the reliability prediction. In this case, the model parameters are assumed to be random, and Bayes' theorem is used to estimate the probabilistic behavior of the parameters (Gelman et al., 2004) :
where | f x is the posterior PDF of conditional on the observed data x , | f x is the likelihood of the observed data x given the parameters , and f is the prior PDF of .
Since the model parameters are not constant but follow a statistical distribution, the probability g p , as defined in Eq.
(1), is no longer a deterministic value but behaves as a random variable, which is depicted as capital letter g P . This is again another reliability analysis problem called the outer-loop, in which the input random variables X are replaced by , and the response function g is replaced by the probability g P .
During this step, the reliability analysis stated previously, which is called the inner-loop, should be conducted in order to obtain the realization of g P . Therefore, the Bayesian approach constitutes a nested reliability analyses in which the inner loop constructs the usual PDF of the response function g given the model parameters , and the outer loop constructs the PDF of g P due to the distribution of . Considered all together, the probability distribution of g P can be expressed in the form Figure 2 . In this figure, the model parameters are expressed by the posterior PDF | f x conditional on the given samples x . Once a set of values are drawn from this random distribution, the probability distribution for X is established. Reliability analysis, as stated in Figure 1 , is carried out to obtain the probability value g p , which is depicted as the inner loop. The probability is evaluated for each drawn values of in order to construct the PDF of the probability, which is depicted as the outer loop. The obtained PDF represents a degree of belief on the probability conditional on the sample data. Since the probability is always bounded between 0 and 1, the PDF can be conveniently modeled by Beta distribution (Gelman et al., 2004) , which is
where , are associated model parameters. Using the Beta PDF of g P , Maximum Likelihood Estimation (MLE) and lower and upper confidence bounds can be estimated easily. As was noted in the introduction, the authors have recently studied this problem using the nested approach. In the study, Dimension Reduction Method (DRM) (Rahman and Xu,2004) was used for each step of reliability analysis. The method determines the PDF of the response function due to the random input variables by efficiently calculating statistical moments using a small number of function calls. Then
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Reliability Analysis under Integrated Uncertainty based on Bayesian Approach the whole step requires multiple runs of this, e.g., 4 1 4 1 q r with q and r being the number of uncertain model parameters and number of input variables X . The drawback of this method is that the computational cost is greatly increased due to the nested feature. Besides, the method works only for the parameters that follow standard distributions, which is not possible for the posterior distribution with nonconjugate prior as is often the case in the Bayesian procedure.
In this study, Markov Chain Monte Carlo (MCMC) method is employed, which is a simulation method to draw random sequence of parameters that samples the given distribution. The advantage of MCMC is that it easily produces posterior distribution with any complexity including no closed form expressions (Andrieu et al., 2003) .
In order to reduce the computational cost incurred by the nested feature, predictive approach is proposed in this study, which is to use posterior predictive distribution given in the following form (Gelman et al., 2004) |
where the symbol represents the prediction, | f x is the posterior distribution obtained by Eq. (2), and | f x is the probability distribution of the prediction X conditional on the parameters . The predictive distribution can be obtained by integration of the two terms on the right. In practice, however, predictive samples x are drawn from the conditional probability distribution | f x , given the values of drawn from the posterior distribution | f x via the MCMC method. Once the samples of x are available, one can proceed to produce the data of response function by evaluating it at each sample point. Probability of the event given by Eq. (1) is then calculated from the resulting data.
BAYESIAN APPROACH IN CASE OF METAMODEL UNCERTAINTY
Metamodel is commonly exploited in the modern simulation-based engineering analysis in order to reduce the computational cost, by approximating the original response to a surrogate function using a finite set of samples. One of popular choices receiving greatest attention is the Kriging model. Until recently, however, the Kriging was studied mostly from deterministic viewpoint, i.e., used just as a fitting or interpolating purpose while ignoring the uncertainty arising from not knowing the output of the computer simulation code, except at a finite set of sampling points. In (Kennedy and O'Hagan, 2001) , they referred to this type of uncertainty as code uncertainty. We call this as metamodel uncertainty. Numerous efforts have been made in the statistical community to quantify this uncertainty (Kennedy and O'Hagan, 2001; Currin et al., 1991; Handcock and Stein, 1993) . In one of the most popular approaches, the Kriging model is viewed as a realization of a Gaussian random process and Bayesian methods are used to quantify the associated uncertainties by calculating its posterior distribution of unknown parameters given the response values at the computer experiment points.
Let 
where h is a correlation parameter that controls the degree of smoothness of the function. If the h gets higher, the model becomes smoother, but the singularity is encountered in the correlation matrix if it is too high. In most Kriging studies, h is determined by the method of maximum likelihood estimate (MLE). According to (Etman, 1994) and (Sasena et al., 2002) , however, MLE method is not only computationally expensive which requires additional optimization process, but also the quality of the obtained parameter is questionable. In this study, h is considered as an unknown parameter to avoid this. Based on the Eq. (6), the computer outputs g follow multivariate normal distribution:
is m dimensional vector of f at X , and the subscript X in Eq. (8) denotes the correlation matrix in terms of X . In this procedure, the parameters , and h are the unknowns to be determined. Assuming noninformative prior, the joint prior distribution for the unknown parameters is defined as
Then the joint posterior distribution of the parameters is given by
Once we obtain the distributional information on the parameters, we can proceed to draw the posterior predictive distribution of g at a new set of untried points x using the drawn samples of parameters, which is given by the multivariate normal distribution:
GENERAL PROCEDURE OF BAYESIAN APPROACH
The Bayesian procedure holds for both the cases of input uncertainty and metamodel uncertainty, which is the reason that the approach can be generalized to integrate all the uncertainties in a single Bayesian framework. The steps are summarized in Table I .
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Step 3 posterior distribution sampling
Step 4 predictive distribution
Step 5 predictive distribution sampling
Step 6 integrated reliability analysis
Input Variable Uncertainty
In this section, effect of response function due to the input variable uncertainty is studied using two mathematical examples. First is a function of single variable as follows (O'Hagan, 2006) 
The variable X is assumed as aleatory with normal distribution 3.5,1.2 N . The PDF distribution of g X due to the randomness of X is obtained by using the classical MCS with 6 10 N , which is plotted in Figure 3 . Assuming ( ) 3.5 g X as a failure event, the probability 3.5 P G is calculated as 0.0462.
Dawn An, Jooho Choi, and Junho Won Now the input variable is changed to the statistical uncertainty due to the limited amount of data with n numbers. Model parameters , which are the mean and standard deviation , become unknown accordingly. Let us assume that still the same values for the sample mean and standard deviation are observed from the data, i.e., x =3.5 and s =1.2. Using the Bayes' theorem under a non-informative prior, the joint posterior PDF of the model parameters is given by (Gelman et al., 2004) 
where the prior for and is based on the assumption that and is uniform on , log , or equivalently
In this case, the marginal posterior distribution for and takes a standard form, which are t -and 2 (chi-square) distribution, respectively, owing to the employment of non-informative priors. If there exists a specific model on the prior for from the previous experience, non-conjugate prior should be employed, which is one of the key feature of Bayesian approach.
As a result of Bayesian reliability analysis, the PDF of probability is given in Figure 4 (a), which represents the degree of belief on the probability conditional on the provided data. As the number of data increases, the PDF gets narrower, and converges to a single value that was obtained with aleatory uncertainty. In Table II , the 90% confidence bounds are listed at each number n . In the design practice, natural choice is the upper bound values of the probability for the sake of safety.
In the predictive reliability analysis, predictive samples x are drawn from the following conditional probability distribution at each value of theta obtained from the outer loop:
In this case, analytic form of the posterior predictive distribution for x is available, which is t -distribution with the mean x , standard deviation 1 1/ s n and 1 n degrees of freedom. Finally, response functions are obtained at each point of x , from which the probability 3.5 P G is calculated. The results are listed in Table II , and are also plotted in Figure 4 (b). The probability converges to the aleatory value as in the nested case. Comparing with the upper bound values of nested approach, the predictive values are much lower, hence, are less conservative. Recall here that Eq. (5) represents a marginal distribution of x conditional on x , i.e., average of the conditional prediction over the posterior distribution of . This means that the predictive values of the probability agree with the mean of the PDF of the probability in the nested approach. This can be evidenced by comparing the predictive values to the mean values in the Table II . The error magnitudes between the predictive p and the nested mean are found negligibly small. Consider next a function of two variables as follows (Youn and Wang, 2008) :
where both variables are normally distributed with 1~2 .9,0.2 X N and 2~2 .8,0.2 X N . In this case, the probability 0 P G is denoted as reliability. The value is calculated as 0.8412 under the aleatory uncertainty. The results when only 1 X changes to statistical uncertainty with limited number of data while 2 X is still the aleatory uncertainty, are listed in Table III . The same feature is observed as the previous example except that the probability represents the reliability. The confidence bounds of nested approach as well as the predictive values converge in common toward the aleatory value. The lower bound values should be chosen to accommodate conservatism in this case. The predictive values are close to the mean values of the PDF as was found previously.
Dawn An, Jooho Choi, and Junho Won From the results of two examples, it can be concluded that the nested approach provides much more information, i.e., the full PDF of probability at the expense of increased computation. On the other hand, the predictive approach provides just a point estimated value which is the mean of the PDF. Nevertheless, the latter approach also accounts for the degree of statistical uncertainty in the probability prediction in a costeffective manner, which is more advantageous in the design practice.
Metamodel Uncertainty
In this section, metamodel uncertainty is studied for the same two examples, which arises by approximating the response function via Kriging model. In the first example, response values are computed at the equally spaced DOE points to construct metamodel. The trials functions and associated parameters are 1, f x and 1 2 , respectively. The unknown parameters are then 1 2 , , , and h which were given in Eq. (6) and (7). The posterior distributions of these parameters are obtained by using 30,000 iterations of MCMC technique. Note that h is implicitly expressed within the correlation matrix R in the posterior distribution Eq. (11), which justifies the use of the MCMC. The result in the case of 6 points which are from 0 to 15 with the increment 3 is shown in Figure 5 . The distributions represent the uncertainty of the parameters due to the employment of metamodel. As was noted previously, common practice for the correlation parameter h was either to assume an appropriate value or to determine by using maximum likelihood method. Whichever method is used, the use of constant h has left difficulties such as arbitrariness of the value or additional computational burden. In this study, h is treated as uncertain parameter which avoids this problem. 
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After obtaining the posterior distribution of the parameters as given by Eq. (11) using MCMC method, the predictive sampling is carried out using the drawn samples of the parameters using Eq. (12). The 90% prediction intervals due to the metamodel uncertainty are shown in Figure 6 for the various cases. In the table, upper and lower row represent the results with the number of DOE points m =4 and 6 respectively. The first, second and third column represent the results of two constant h 's with the value 0.5 and 5, and the uncertain h , respectively. In the figure, the solid curve is the actual model, the dashed curve is the estimated mean of the metamodel, and the dotted curve is its 90% prediction interval, respectively. From the figure, it is observed that overall, the prediction interval is narrowed down as m is increased. Depending on a choice of the point, however, this may not be the case as can be seen, e.g., at x =5 or 10, which shows wider interval at m =6 than m =4 case. In terms of h , the uncertainty is reduced as the value becomes higher which makes the function more smooth. In particular, in the Figure 6 (e) of m =6 and h =5, the metamodel is very close to the actual model. The results of uncertain h indicate that their intervals are a little wider than those of h =5. In fact, this can be interpreted as the average of the predicted samples in terms of the posterior distribution of h . From these observations, it is concluded that the Bayesian approach efficiently quantifies the uncertainty of the Kriging metamodel in the form of prediction interval. The effect of uncertain h is also incorporated during the procedure, which is another advantage since it does not suffer from the arbitrary assignment of constant h . Figure 6 . 90% prediction intervals due to the metamodel uncertainty for example 1.
Next, second example is considered, which is two variables function. In this case, the trials functions and associated parameters are Dawn An, Jooho Choi, and Junho Won 10 DOE points made by Latin Hypercube Sampling (LHS) (Cheng and Druzdzel, 2000) in the range of [1,5] x are shown in Figure 7 . As a result of Bayesian procedure, the upper and lower bounds of the predictive interval incorporating the uncertain h are given by surface plot as shown in Figure 8 . In this figure, the dots at the bottom plane denotes the LHS points. Figure 8. 90% prediction interval due to the metamodel uncertainty for example 2.
Integrated Uncertainty
The final goal in this study is to implement reliability analysis under the integrated input variable and metamodel uncertainty. As was noted in the general procedure, the predictive distribution of response function are obtained by drawing samples from conditional distribution of g at each point of the two set of samples which are predictive distribution for x and posterior distribution for 2 , ,h . Probability of an event for g then is calculated from the drawn samples. In the first example, the predicted probabilities 3.5 P G under various cases are shown in Figure 9 with the parameter h being uncertain. At each case of DOE points m , probability converges from above to a value as the number of data n increases. As the number of DOE points m increases, the probability also converges, but much more rapidly. After all, the probability converges to the aleatory value 0.0462. In the second example, the probabilities are computed in the same manner under various cases. In this example, LHS is applied to create DOE points of the two input variables for metamodel construction. The results are given in Figure 10 . Overall, similar pattern is observed in this case except that the probability denotes reliability. Of noteworthy is that a significant jump of the probability is observed from m =6 to 8 in Figure 10 , which indicates that there may be a least necessary number of DOE points to obtain plausible result, and advises that the metamodel be constructed in adaptive manner. 
Engineering Problems
I-BEAM EXAMPLE
Consider a limit state function that describes the allowable bending stress condition of simply supported Ibeam as given in Figure 11 In the Table IV, the reliability 0 P G is calculated for the three cases which are the input uncertainty only, and input plus metamodel uncertainty with m =10 and m =5, respectively. In the metamodel, the DOE points are made by LHS in the domain . As shown in Table IV , the reliability increases as the associated uncertainties are reduced, with the highest reliability being 0.9570 which is the value under the aleatory assumption. In this problem, the contact angle g is given in terms of four component variables as follows (Greenwood and Chase, 1990) :
The variables are defined in Figure 12 , and the design requirement is that g should lie between 5° and 9°. In Table V , the distribution types, the means and standard deviations of the variables are listed. The ranges of each variable are also given for the purpose of generating DOE points in the metamodel. In the case of epistemic uncertainty, only 1 X is chosen as uncertain by providing only 10 number of data. The reliability analysis results are listed in Table VI . Again, the values show the same trend as the previous problem. 
Concluding Remarks
In this paper, an integrated reliability analysis procedure is developed based on a Bayesian framework, which can address both the epistemic uncertainties arising from the limited data of input variables and construction of the metamodel. In the input uncertainty, a method of posterior prediction is proposed to efficiently evaluate the failure probability or reliability. From the study, it is found that the probability by the predictive approach corresponds to the mean of PDF of probability in the nested approach. Though the information of full PDF is lost in the predictive approach, it is indeed a more cost-effective method since it catches the influence of the input uncertainties using only a single pass of reliability analysis. In the metamodel uncertainty, the uncertainty due to the metamodel construction at a finite number of DOE points is quantified in the form of predictive interval by employing Gaussian process or Kriging model. During the procedure, the uncertainty of the correlation parameter is also incorporated, which has been taken as a constant value in most of the previous engineering literatures. A general procedure to integrate these uncertainties is presented based on a Bayesian framework. For an efficient evaluation of the posterior distribution in the procedure, Markov Chain Monte Carlo (MCMC) method is employed. The feasibility of the proposed method is validated by the mathematical and engineering problems.
