Abstract: This work is devoted to the study of a nonlocal Ginzberg-Landau equation by the semigroup method and a nonlocal Fokker-Plank equation by the viscosity vanishing method. For the nonlocal Ginzberg-Landau equation, there exists a unique global solution in the set
Introduction
For a system described by a scalar stochastic differential equation with Brownian motion (a Gaussian process), dX t = b(X t )dt + dB t , X 0 = x the corresponding Fokker-Planck equation contains the usual Laplacian operator ∆,
If the Brownian motion is replaced by a α-stable Lévy motion (a non-Gaussian process) L α t for α ∈ (0, 2), the Fokker-Planck equation becomes a nonlocal partial differential equation [1] with a fractional Laplacian operator (−∆) cell density evolution in certain biological processes, such as embryological development [4, Section 11.5] .
It is desirable to investigate analytical foundation of this type of nonlocal partial differential equations. In the present paper, we consider the following time-dependent nonlocal partial differential equation    u t = A α u + F (u, ∇u), x ∈ D, t > 0 u| D c = 0, u(x, 0) = u 0 (x), (1) where D = (0, 1) is an interval in R 1 , D c = R 1 \ D, and A α = −(−∆) α/2 is the nonlocal Laplacian operator with definition (−∆) α/2 f (x) = c α
f (x + y) − f (x) |y| 1+α dy, 0 < α < 2, where c α is a constant depending on the order α. Volume constraints are natural extensions to the nonlocal case of boundary conditions for differential equations. This paper is organized as follows. In Section 2, we study the local solution for the nonlocal Ginzberg-Landau equation in the space C 0 ([0, T ], H α/2 0 (D)), based on several properties of the semigroup generated by the nonlocal Laplacian operator A α . We also obtain a further result for the global solution by the energy estimates. Moreover, the same method also be applies to other cases where u − u 3 is replaced by a dissipative term F (u). Section 3 focuses on a nonlocal diffusion equation with a drift term. Equations with drift and anomalous diffusion appear in numerous places in mathematical physics. A successful understanding of well-posedness of the problem relies on the a priori estimates that will be established. In many cases, these are based on the linearized drift-diffusion equation, and this provides the motivation for the present work. Hence, a nonlocal Fokker-Plank equation is considered in this paper. Comparing with Caffarelli and Silvestre's papers [5] - [7] with spatial regularity specified in Banach spaces, we work in spaces where spatial regularity is in Hilbert spaces. In order to overcome the difficulties originating from the drift term, the viscosity vanishing method is applied.
A nonlocal Ginzberg-Landau equation
We consider the following nonlocal Ginzberg-Landau equation by semigroup method [8, 9] 
In order to solve the problem (2), we need the properties of the semigroup generated by the nonlocal Laplacian operator A α and some formulas of nonlocal calculus [10] .
Some estimates on the nonlocal Laplacian
Definition 2.1 A is called a sectorial operator if (i) it is dense defined, (ii) for some φ ∈ (0, π 2 ), M ≥ 1, and a ∈ R, S a, φ = {λ| φ ≤ |arg(λ − a)| ≤ π, λ = a} ⊂ ρ(A), with resolvat set ρ(A) and (iii) (λI − A) −1 ≤ M/|λ − a|.
. Then the eigenvalues of the spectral problem
and λ n satisfies
and the corresponding eigenfunctions ϕ n , after an appropriate normalization, form a complete orthonormal basis in L 2 (D).
Using the above lemmas, it can be verified that the nonlocal Laplacian operator A α is sectorial, and the following estimates hold.
Lemma 2.2 The nonlocal Laplacian operator
where C, δ are positive constants independent of t.
This proves the lemma. 
Proof ∀ m = 1, 2, · · · ,
For 0 < β < 1 and t > 0,
Hence, ∀ β ≥ 0, A β e tA ≤ C(β)t −β e −δt .
Proof From [12] , we know that Dom(A α ) ⊂ H α 2 0 (D). According to the embedding results and the nonlocal calculus in [10] , and using the Hölder inequality, we conclude that
By the nonlocal Poincarè's inequality [10], we get
Proof By the Lemma 2.4, we have Dom(
Local solution
The existence of the local solution comes from a standard contraction mapping argument. With number T > 0 and R > 0 to be fixed below, in the Banach space
It follows that the mapping
is a contraction from S into itself. Since e tAα is a strongly continuous semigroup, we can choose
, we have a bound u − u 3 X ≤ K 1 R. Thus using Lemma (2.2) and (2.5), we have
where 1 2 < β < 1. If we pick up T 2 ≤ T 1 small enough, the right hand side of (9) will be less than R/2 for t ∈ [0, T 2 ]. Therefore, Φ :
To see that Φ be a contraction, we also use the Lipschitz properties of u− u 3 . For u,ū ∈ X and for t ∈ [0, T 2 ], by Lemma (2.2) and (2.4), we have
where L(R) denote the Lipschitz constant and
making Φ a contraction mapping from S into itself. Thus Φ has a unique fixed point u in S, solving (8) . We have thus proved the following result.
Theorem 2.6 (Local solution) The equation (2) has a unique solution
where T > 0 is appropriately chosen.
Global solution
Now we examine the global solution based on the result of the local existence. 
Proof It is enough to prove that sup
< +∞, by appropriate energy estimates. Multiplying u to both sides of the equation (2) and integrating, we have
Using the nonlocal Poincaré inequality u 2
By the Gronwell's inequality, we conclude that
This implies that sup
Integrating (13) between t and t+1, we obtain
By (14), we obtain
Multiplying −A α u to both sides of the equation (2) and integrating on the domain D, we have −
By the nonlocal Green's formula [10] , we obtain
(17) Now we see that
Using (15) and the uniform Gronwell's inequality ( [13, 14] ), we obtain
Integrating (19) between t and t + 1, we conclude that
By (20), we obtain
and it implies the estimate (11).
Remark 2.1 For linear cases, a stronger spatial regularity result for the solution can be proved, that is u(x, t) ∈ C 0 (R + , H α (D)). In fact, multiply A 2 α u to both sides of the linear equation u t = A α u + u + f (x), we have
By the uniform Gronwall inequality, the solution is in C 0 (R + , H α (D)).
Remark 2.2
The solution to the following nonlocal semi-linear equation
Indeed, it is enough to prove that sup
< +∞, by energy estimates.
Multiplying u to both sides of the equation (22) and integrating, we have
) 2 dydx and the CauchySchwarz inequality, we get
By the Gronwell's inequality, we have
This implies sup
Multiplying −A α u to both sides of the equation (22) and integrating on the domain D, we have
By the nonlocal Green's formula again, we obtain
Now we see that
Using the uniform Gronwell's inequality, 
The proof is similar to Theorems 2.6 and 2.7.
A nonlocal Fokker-Planck equation
We consider the following nonlocal Fokker-Planck equation
where A α = −(−△) α/2 is nonlocal Laplacian operator, where D = (0, 1) is an interval in R 1 , and D c is the complement of D. We will prove the existence and uniqueness of the solution to (32) by the method of vanishing viscosity.
We will approximate problem (32) by a parabolic initial-boundary value problem
for 0 < ε ≤ 1, u ε 0 (x) = η ε u 0 (x) with η a modifier. The idea is that for each ε > 0, problem (34) has a unique solution u ε as in [15, Theorem 3.6, p. 94] . We try to show that as ε → 0, u ε converge to a limit function u, which is a weak solution to (32).
Lemma 3.1 (Energy estimates) If b ′ (x) and b ′′ (x) are bounded, then there exists a constant C, depending only on domain and the coefficients, such that
Proof Multiplying u ε to both sides of the equation in (34) and integrating on the domain D, and using the nonlocal Green's formula, we have
Since b ′ (x) is bounded, i.e. there exists a constant C such that |b ′ (x)| < C and
By the Gronwell's inequality, we get
. Multiplying −u ε xx to both sides of the equation in (34) and integrating on the domain D, we have
Suppose v ∈ C ∞ 0 (D). Then by the nonlocal Green's formula
As b ′ (x) and b ′′ (x) are bounded, we deduce using Hölder inequality that
Moreover,
Utilizing the above estimates in (39), we obtain
We next apply Gronwall's inequality, to deduce
and the L 2 -estimate (38). Differentiating with respect to t, multiplying u ε t to both sides of the equation in (34) and integrating on the domain D, we have
Suppose v ∈ C ∞ 0 (D × (0, T )). By the classical and nonlocal Green's formulas
Also note that
Utilizing the above estimates in (47), we obtain
We finally apply the Gronwall's inequality, to deduce
where we have used the fact Proof We first prove the existence of the weak solution. According to the energy estimate (3.1), there exists a subsequence ε k → 0 and a function u ∈ L 2 ((0, T ), H 1 (D)), such that u t ∈ L 2 ((0, T ), L 2 (D)), with
Choose a function ϕ ∈ C 1 ([0, T ]; H 1 (D)). Then from equation (34) we deduce 
Since b ′ (x) is bounded, we calculate from (53) that
Hence the Gronwall's inequality forces u 2 L 2 (D) = 0 for 0 ≤ t ≤ T , as u(x, 0) = 0. This implies uniqueness.
