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a b s t r a c t
The system of nonlinear inequalities is studied in this paper. By using the Chen–Harker–
Kanzow–Smale smoothing function, the problem is approximated by a family of parame-
terized smooth equations. A regularized smoothing Newton algorithm is proposed to solve
the smooth equations. We prove that the proposed algorithm converges globally and su-
perlinearly under mild conditions. Furthermore, the algorithm has local quadratic conver-
gence under suitable conditions. Preliminary numerical experiments are reported to show
the efficiency of the algorithm.
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1. Introduction
We consider the following system of nonlinear inequalities
f (x) ≤ 0, (1.1)
where f (x) := (f1(x), . . . , fn(x))T and fi : <n → < (i = 1, . . . , n). Throughout this paper, we assume that f is a continuously
differentiable P0 function.
The system of inequalities has many applications in data analysis, set separation problems, computer aided design prob-
lems and image reconstructions, which attractsmuch attention. There are somemethods for solving (1.1), for example some
iteration methods [1–4]. Lately Huang–Zhang–Wu [5] have proposed a smoothing-type algorithm for solving a system of
inequalities based on a new smoothing function. It is proved that Huang–Zhang–Wu’s method converges to the solution of
inequalities globally and locally quadratically under suitable assumptions.
In this paper, we combine regularization techniques and smoothing Newton algorithm to present a regularized
smoothing-type algorithm for solving a system of inequalities. For using the regularized smoothing-type algorithm to solve
(1.1), we use plus function to reformulate (1.1) as an equation.
For any x ∈ <n, define plus function as follows:
x+ := (max{0, x1}, . . . ,max{0, xn})T .
Then (1.1) is reformulated to the following system of equations:
f (x)+ = 0. (1.2)
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In the sense that x∗ ∈ <n is a solution of (1.1) if and only if x∗ ∈ <n is a solution of (1.2). But, (1.2) is a nonsmooth equation, so
that we cannot directly apply the classical Newton methods to solve (1.2). We introduce the Chen–Harker–Kanzow–Smale
smoothing function for plus function [16]
φ(µ, a) = 1
2
(a+
√
a2 + µ2), (µ, a) ∈ <+ ×<. (1.3)
Chen–Harker–Kanzow–Smale smoothing function possesses a few nice properties.
Proposition 1.1. For any (µ, a) ∈ <+ ×<, we have
(1) φ(., .) is continuously differentiable at any (µ, a) ∈ <+ ×< with µ > 0;
(2) φ(0, a) = a+;
(3) φ(µ, a) ≥ 0;
(4) φ(µ, a) = 0 if and only if µ = 0 and a ≤ 0.
By using the smoothing function (1.3), we approximate problem (1.2) by the following system of equations:
Φ(µ, f (x)) :=
φ(µ, f1(x))...
φ(µ, fn(x))
 = 0.
Then by Proposition 1.1(4), we have
φ(µ, fi(x)) = 0⇐⇒ µ = 0, fi(x) ≤ 0 for i = 1, . . . , n. (1.4)
This indicates that, to solve (1.1), we only need to solveΦ(µ, f (x)) = 0 and make µ ↓ 0.
Let z := (µ, x) ∈ <+ ×<n, and define a function H : <n+1 −→ <n+1
H(z) =
(
eµ − 1
G(µ, x)
)
, (1.5)
where
G(µ, x) = Φ (µ, f (x))+ µx. (1.6)
Then, it is easy to see that if H(z) = 0, then µ = 0 and x solves (1.1).
Define merit function θ : <+ ×<n −→ < by
θ(z) = eµ − 1+ ‖G(µ, x)‖2. (1.7)
We also know that the inequality (1.1) is equivalent to the following equation:
θ(z) = 0. (1.8)
This paper is organized as follows. In Section 2we give some definitions and some lemmas. The algorithmmodel is stated
in Section 3. In Section 4 we study the local quadratic and superlinear convergence properties of the algorithm. Numerical
experiments are presented in Section 5.
In the following, we introduce some notations. All vectors are column vectors, the superscript T denotes transpose, <n+
(respectively <n++) denotes the nonnegative (respectively, positive) orthant in <n. I denotes n × n identity matrix. We
define N := {1, 2, . . . , n}. For any vector µ ∈ <n, diag(µ) is the diagonal matrix whose ith diagonal element is µi and by
vec{µi : i ∈ N} the vector µ. For a continuously differentiable function f : <n −→ <m, we denote the Jacobian of f at
x ∈ <n by f ′(x). The symbol ‖ · ‖ stands for the 2-norm. For any ξ, η ∈ <+, ξ = O(η) (respectively ξ = o(η)) means
lim supη−→0
ξ
η
< +∞(lim supη−→0 ξη = 0).
2. Preliminaries
In this section, we recall some useful definitions and results.
Definition 2.1. A matrixM ∈ <n×n is said to be a P0-matrix if all its principal minors are nonnegative.
Definition 2.2. A function f : <n −→ <n is said to be a P0-function if for all x, y ∈ <nwith x 6= y, there exists an index i0 ∈ N
such that
xi0 6= yi0 , (xi0 − yi0)
[
fi0(x)− fi0(y)
] ≥ 0.
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In order to discuss the local convergence of the regularized smoothing Newton method, we need the concept of semis-
moothness, which was originally introduced in [6] for functionals and extended in [7] for vector-valued functions.
Definition 2.3. A locally Lipschitz function F : <n −→ <n which has a generalized Jacobian ∂F(x) as in [8], is said to be
semismooth (or strongly semismooth) at x ∈ <n, if F is directionally differentiable at x ∈ <n and F(x + h) − F(x) − Vh =
o (‖h‖) (or = O (‖h‖2)) holds for any V ∈ ∂F(x+ h).
We note that the Chen–Harker–Kanzow–Smale smoothing function (1.3) possesses the following properties which is
similar to Theorem 3.1 in [9].
Proposition 2.4. (1) The function φ defined by (1.3) is strongly semismooth on <2.
(2) The function H defined by (1.5) is semismooth at z ∈ <n+1.
(3) If f ′ is Lipschitz continuous on<n, the function H defined by (1.5) is strongly semismooth at z ∈ <n+1.
Lemma 2.5. Let H : <n+1 → <n+1 be defined by (1.5), then
(1) H is continuously differentiable at any z = (µ, x) ∈ <++ ×<n with its Jacobian
H ′(z) =
(
eµ 0
G′µ(µ, x) G
′
x(µ, x)
)
, (2.1)
where
G′µ(µ, x) = Φ ′µ (µ, f (x))+ x =
1
2
vec
{
φ′µ(µ, fi(x)) : i ∈ N
}+ x,
G′x(µ, x) = Φ ′x (µ, f (x))+ µI =
1
2
diag

1+ fi(x)√
f 2i (x)+ µ2
 : i ∈ N
 f ′(x)+ µI.
(2) H ′(z) is nonsingular at any z = (µ, x) ∈ <++ ×<n.
Proof. (1) By Proposition 1.1(1) and f is a continuously differentiable, it is easy to know that H(·) is continuously differen-
tiable at any z = (µ, x) ∈ <++ ×<n. By direct computation we have (2.1).
(2) In order to prove that H ′(z) is nonsingular, we need only to show that the matrix G′x(µ, x) is nonsingular. In
fact, since f is a P0-function, then f ′(x) is a P0-matrix for any x ∈ <n by Theorem 2.8 in [10]. We also note that
diag
{(
1+ fi(x)√
f 2i (x)+µ2
)
: i ∈ N
}
and µI are positive diagonal matrixes, which combines the fact that f ′(x) is a P0-matrix,
by Lemma 18 in [11], we know that G′x(µ, x) is nonsingular, which implies that H ′(z) is nonsingular. 
3. Algorithmmodel
Algorithm 3.1 (A Regularized Smoothing Newton Algorithm).
Step 0 Choose δ, σ ∈ (0, 1), and µ > 0. Take γ ∈ (0, 1) such that 2γµ < 1. Let µ0 = µ, x0 ∈ <n be an arbitrary vector.
Let z0 = (µ0, x0), z = (µ, 0), and k := 0.
Step 1 Termination criterion. If ‖H(zk)‖ = 0, stop.
Setp 2 Compute Newton direction. Compute∆zk := (∆µk,∆xk) ∈ <n+1 by
H(zk)+ H ′(zk)∆zk = eµkβkz, (3.1)
where βk = β(zk) is defined by β(z) := γmin{1, θ(z)}.
Setp 3 Line search. Letmk is the smallest nonnegative integer such that
θ(zk + δmk∆zk) ≤ [1− σ(1− 2γµ)δmk] θ(zk). (3.2)
Let λk := δmk .
Setp 4 Update. Set zk+1 = zk + λk∆zk and k := k+ 1. Go to step 1.
Note that similar algorithm framework has been discussed in [5,12,13], which has to solve only one linear system of
equations and performs only one Armijo-type line search. The following theorem proves that Algorithm 3.1 is well defined
and generates an infinite sequence. Define the set
Ω := {z = (µ, x) ∈ <+ ×<n : µ ≥ β(z)µ} . (3.3)
For simplicity, we define Ψ (z) : <n+1 → <+,Ψ (z) := ‖G(µ, x)‖2. Then
θ(z) = eµ − 1+ Ψ (z). (3.4)
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Theorem 3.1. Algorithm 3.1 is well defined and generates infinite sequence {zk = (µk, xk)}. Moreover, µk ∈ <++ and zk ∈ Ω .
Proof. If µk > 0, since f is a continuously differentiable P0 function, then it follows from Lemma 2.5 that the matrix H ′(zk)
is nonsingular. Hence, step 2 is well defined at the kth iteration. By (3.1) we have
eµ
k − 1+ eµk∆µk = eµkβkµ.
For any α ∈ (0, 1], we can get
µk + α∆µk = µk + α
(
βkµ+ 1− e
µk
eµk
)
≥ µk + α(βkµ− µk)
= (1− α)µk + αβkµ
> 0,
where the second inequality follows from 1−e
µ
eµ ≥ −µ for any µ > 0.
eµ
k+α∆µk − 1 = eµk (1+ α∆µk + O(α2))− 1
= eµk − 1+ αeµk∆µk + O(α2)
= eµk − 1+ α
[
eµ
k
βkµ− (eµk − 1)
]
+ O(α2)
= (1− α)(eµk − 1)+ αeµkβkµ+ O(α2). (3.5)
Let R(α) = Ψ (zk + α∆zk)− Ψ (zk)− αΨ ′(zk)∆zk.
It is easy to see that R(α) = o(α), and Ψ ′(zk)∆zk = −2Ψ (zk).
Ψ (zk + α∆zk) = Ψ (zk)+ αΨ ′(zk)∆zk + R(α)
= Ψ (zk)− 2αΨ (zk)+ o(α)
= (1− 2α)Ψ (zk)+ o(α). (3.6)
From (3.4), (3.5) and (3.6) we have
θ(zk + α∆zk) = eµk+α∆µk − 1+ Ψ (zk + α∆zk)
= (1− α)(eµk − 1)+ αeµkβkµ+ (1− 2α)Ψ (zk)+ o(α)
≤ (1− α)θ(zk)+ αeµkβkµ+ o(α)
= (1− α)θ(zk)+ α(eµk − 1)βkµ+ αβkµ+ o(α)
≤ (1− α)θ(zk)+ αθ(zk)γµ+ αγ θ(zk)µ+ o(α)
≤ (1− α)θ(zk)+ 2αγµθ(zk)+ o(α)
= [1− (1− 2γµ)α] θ(zk)+ o(α)
= [1− σ(1− 2γµ)α] θ(zk)− (1− σ)(1− 2γµ)θ(zk)α + o(α). (3.7)
Since σ ∈ (0, 1) and 2γµ < 1, then (1 − σ)(1 − 2γµ)θ(zk) > 0. For α sufficiently small, we can get θ(zk + α∆zk) ≤
[1− σ(1− 2γµ)α] θ(zk), this shows that step 3 is well defined at the kth iteration. Therefore, Algorithm 3.1 is well defined
and generates an infinite sequence {zk = (µk, xk)}with µk ∈ <++.
Next, we will prove zk ∈ Ω for k ≥ 0. This can be obtained by inductive method. Firstly, it is evident from the choice of
the starting point z0 ∈ Ω . Secondly, suppose that zk ∈ Ω , then by (3.3) we have µk ≥ β(zk)µ, then
µk+1 − β(zk+1)µ = µk + λkβ(zk)µ+ λk 1− e
µk
eµk
− β(zk+1)µ
≥ (1− λk)µk + λkβ(zk)µ− β(zk+1)µ
≥ (1− λk)β(zk)µ+ λkβ(zk)µ− β(zk+1)µ
= (β(zk)− β(zk+1))µ
≥ 0. 
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4. Convergence of Algorithm 3.1
By Theorem 3.1, we know that Algorithm 3.1 generates an infinite sequence {zk}. In this section, we show that any
accumulation point of the iteration sequence {zk} is a solution of (1.1). However, we do not assume a priori the existence
of an accumulation point, which is used widely in the literature due to the possible unboundedness of the level sets. The
following lemma can guarantee the boundedness of the level sets.
Lemma 4.1. Let G(µ, x) be defined by (1.6). For any µ > 0 and c > 0, define the level set
Lµ(c) :=
{
x ∈ <n : ‖G(µ, x)‖ ≤ c} . (4.1)
Then, for any 0 < µ1 ≤ µ2 and c > 0, the set L(c) := ∪µ1≤µ≤µ2 Lµ(c) is bounded.
Proof. Suppose, to the contrary, that the lemma is not true. Then for some fixed c > 0, we can find a sequence {(µk, xk)}
such that µ1 ≤ µk ≤ µ2 and ‖G(µk, xk)‖ ≤ c, ‖xk‖ → ∞.
Since the sequence {xk} is unbounded, then the index set J := {i ∈ N : {xki } is unbounded } is nonempty. Without loss of
generality, we can assume that {|xki | → ∞} for all i ∈ J . Let the sequence {˜xk} be defined by
x˜k =
{
0 if i ∈ J
xki if i 6∈ J. (4.2)
Then, {˜xk} is bounded. Note that f is a P0 function, by Definition 2.2, we have
0 ≤ max
i∈N
(xki − x˜ik)
[
fi(xk)− fi( x˜k)
]
= max
i∈J
xki
[
fi(xk)− fi( x˜k)
]
= xkj
[
fj(xk)− fj( x˜k)
]
, (4.3)
where j is one of the indices for which the max is attained, and j is assumed, without loss of generality, to be independent
of k, we obtained |xkj | → ∞.
We consider the following two cases:
(1) when xkj → +∞, since fj( x˜k) is bounded by the continuity of fj, we deduce from (4.3) that fj(xk) ≥ fj( x˜k), we now
consider two cases.
Case 1: when fj( x˜k) < fj(xk) < +∞, since 0 < µ1 ≤ µk ≤ µ2, we have
1
2
(
fj(xk)+
√(
fj(xk)
)2 + (µk)2) is bounded
and
1
2
(
fj(xk)+
√(
fj(xk)
)2 + (µk)2)+ µkxkj →+∞.
Thus, Gj(µk, xk)→+∞.
Case 2: when fj(xk)→+∞, since 0 < µ1 ≤ µk ≤ µ2, we have
1
2
(
fj(xk)+
√(
fj(xk)
)2 + (µk)2)→+∞
and
1
2
(
fj(xk)+
√(
fj(xk)
)2 + (µk)2)+ µkxkj →+∞.
Thus, Gj(µk, xk)→+∞.
(2)when xkj →−∞, since fj( x˜k) is bounded by the continuity of fj, we deduce from (4.3) that fj(xk) ≤ fj( x˜k), we also consider
two cases.
Case 1: when−∞ < fj(xk) ≤ fj( x˜k), since 0 < µ1 ≤ µk ≤ µ2, we have
1
2
(
fj(xk)+
√(
fj(xk)
)2 + (µk)2) is bounded
and
1
2
(
fj(xk)+
√(
fj(xk)
)2 + (µk)2)+ µkxkj →−∞.
Thus, |Gj(µk, xk)| → +∞.
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Case 2: when fj(xk)→−∞, since 0 < µ1 ≤ µk ≤ µ2, we have
1
2
(
fj(xk)+
√(
fj(xk)
)2 + (µk)2) is bounded
and
1
2
(
fj(xk)+
√(
fj(xk)
)2 + (µk)2)+ µkxkj →−∞.
Thus, |Gj(µk, xk)| → +∞.
In either case we obtained ‖G(µk, xk)‖ → +∞, which contradicts with ‖G(µk, xk)‖ ≤ c. This completes the proof. 
Corollary 4.2. Suppose that f is a P0 function and µ > 0. Then the function ‖G(µ, x)‖ is coercive, i.e.,
lim‖x‖→∞ ‖G(µ, x)‖ → +∞.
Next, we cite the famous mountain pass theorem [14].
Lemma 4.3. Let F : <n → < be continuous differentiable and coercive. Let C ⊂ <n be a nonempty and compact set and define
m to be the least value of F on the boundary of C, let m := minx∈∂CF(x). Assume that there are two points a ∈ C and b 6∈ C such
that F(a) < m and F(b) < m. Then there exists a point c ∈ <n such that ∇F(c) = 0 and F(c) ≥ m.
Assumption 4.4. The solution S := {x ∈ <n : f (x) ≤ 0} of (1.1) is nonempty and bounded.
Note that Assumption 4.4 seems to be the weakest condition used in the previous literature to ensure the boundedness
of iteration sequences (see [15]).
Theorem 4.5. Suppose f is a continuously differentiable P0 function, then the following statements hold.
(1) An infinite sequence {zk = (µk, xk)} is generated by Algorithm 3.1 and
θ(zk)→ 0 and µk → 0 as k→∞. (4.4)
Hence each accumulation point of {xk} is a solution of (1.1).
(2) If Assumption 4.4 is satisfied, then the sequence {zk} is bounded, hence there exists at least one accumulation point z∗ =
(µ∗, x∗) with θ(z∗) = 0 and x∗ ∈ S.
Proof. (1) It follows from Theorem 3.1 that an infinite sequence {zk} is generated by Algorithm 3.1. If (4.4) holds, then by
the continuity of H that each accumulation point of {xk} is a solution of (1.1). In the next, we show that (4.4) is correct. From
the design of Algorithm 3.1, θ(zk+1) < θ(zk) for all k ≥ 0. Hence {θ(zk)} and {β(zk)} are monotonically decreasing. Since
θ(zk), β(zk) ≥ 0 for all k ≥ 0, there exists θ∗, β∗ ≥ 0 such that θ(zk) → θ∗, β(zk) → β∗ as k → ∞. Suppose that
{θ(zk)} does not converge to zero, thus θ∗ > 0. It is easy to see that
β∗ = γmin{1, θ∗} > 0.
Since {zk} ⊂ Ω , we deduce that µk ≥ β∗µ for all k ≥ 0. Note that the boundedness of {θ(zk)} implies the boundedness of
µk. Let µ̂ > 0 be sufficiently large such that µk ≤ µ̂ for all k ≥ 0. Let
L
(
θ(z0)
) := ⋃
β∗µ≤µ≤µ̂
Lµ
(√
θ(z0)
)
,
where Lµ
(√
θ(z0)
)
is defined by (4.1). Since β∗µ ≤ µk ≤ µ̂ and xk ∈ Lµk
(√
θ(z0)
)
, we obtain that xk ∈ L
(√
θ(z0)
)
. By
Lemma 4.1, we know that {xk} is bounded. Note that {µk} is bounded, we can obtain that {zk} is bounded. Let z∗ = (µ∗, x∗)
be an accumulation point of {zk}. Without loss of generality, we assume that zk → z∗. Then, it follows from the continuity
of H and the definition of β(.) that {µk} and {βk} converge to µ∗ and β∗, respectively. By (3.2) we have
lim
k→∞ λk = 0.
Thus, for sufficiently large k, the stepsize λ̂k := λkδ does not satisfy (3.2), then
θ(zk + λ̂k∆zk) >
[
1− σ(1− 2γµ)̂λk
]
θ(zk), (4.5)
which implies that
θ(zk + λ̂k∆zk)− θ(zk)
λ̂k
> −σ(1− 2γµ)θ(zk). (4.6)
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Table 1
Numerical results of Examples 1′ , 2′ and 3′ .
(EXAM) (ST) (C) Proposed algorithm Huang–Zhang–Wu’s algorithm
IT NF CPU IT NF CPU
Examples 1′ a1 100 11 18 0.057593 – – –
Examples 1′ a2 100 15 38 0.080215 10 19 0.045161
Examples 1′ a3 100 7 9 0.046785 – – –
Examples 2′ b1 0.5 4 5 0.021548 7 10 0.035820
Examples 2′ b2 0.5 4 5 0.024523 85 421 0.622305
Examples 3′ c1 10 4 5 0.024553 12 34 0.062957
Examples 3′ c2 10 5 6 0.026407 7 12 0.038234
Since
lim
k→∞
Ψ (zk + λ̂k∆zk)− Ψ (zk)
λ̂k
= 2GT (z∗)G′(z∗)∆z∗, (4.7)
lim
k→∞
e(µ
k+λ̂k∆µk) − e(µk)
λ̂k
= eµ∗∆µ∗. (4.8)
Taking limits on both sides of the inequalities (4.6), from (4.7) and (4.8) we have
−σ(1− 2γµ)θ(z∗) ≤ eµ∗∆µ∗ + 2GT (z∗)G′(z∗)∆z∗
= eµ∗β∗µ− (eµ∗ − 1)− 2Ψ (z∗)
≤ γµθ(z∗)+ γµθ(z∗)− θ(z∗)
= (2γµ− 1)θ(z∗).
This indicates that −σ(1 − 2γµ) ≤ 2γµ − 1, since 2γµ < 1, we have σ ≥ 1, which contradicts σ < 1. Thus, θ(z∗) = 0
and µ∗ = 0. Hence z∗ = (µ∗, x∗) is a solution of (1.1).
(2) From (1) we know that θ(zk) → 0 and µk → 0 as k → ∞. Therefore, by Lemmas 4.3 and 4.1and by following the
similar proof lines of [15], we get that {xk} is bounded and hence {zk} is. Hence, there exists at least one accumulation point
z∗ = (µ∗, x∗). By (1), we have θ(z∗) = 0 and x∗ ∈ S. 
Theorem 4.6. Suppose f is a continuously differentiable P0 function, and z∗ = (µ∗, x∗) is an accumulation point of {zk}
generated by Algorithm 3.1. If all v ∈ ∂H(z∗) are nonsingular, then,
(1) the whole sequence {zk} converges to z∗;
(2) ‖zk+1 − z∗‖ = o (‖zk − z∗‖) (or ‖zk+1 − z∗‖ = O (‖zk − z∗‖2) if f ′ is Lipschitz continuous on <n);
(3) µk+1 = o(µk) (or µk+1 = O ((µk)2) if f ′ is Lipschitz continuous on<n).
Proof. The proof is similar to the one given in [5, Theorem 3.2]. 
5. Numerical results
In this section we test our algorithm for solving systems of inequalities. The program codewas written inMatlab and run
in a Matlab 7.0 environment. In our implementation, we adopt strategy in [5], the function H defined by (1.5) is replaced by
H(z) =
(
eµ − 1
Φ (µ, f (x))+ cµx
)
, (5.1)
where c is a constant. It is easy to see that such a change does not destroy any theoretical results obtained in Sections 3 and 4.
Generally, the solution obtained by Algorithm 3.1 is an approximate solution of (1.1). In order to obtain an exact solution
of (1.1), we use the following method: instead of (1.1), we solve the following inequalities:
f (x)+ εe ≤ 0,
where ε is a sufficiently small number and e is a vector of all ones.
The parameters are chosen as follows: δ := 0.3, σ := 0.06, ε := 0.00001, µ = 1.0, γ := 0.01, parameter c and initial
point x0 are listed in Table 1. We use ‖H(zk)‖ ≤ 10−3 as the stopping rule.
The numerical results are summarized in Table 1, and the test problems are introduced as follows.
Problem 5.1 ([5]). Consider (1.1), where f := (f1, f2)T with x ∈ <2 and
f1(x) := x21 + x22 − 1, f2(x) := −x21 − x22 + (0.999)2.
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Fig. 1. Convergence behavior of Example 3’ with the initial point c1 .
Fig. 2. Convergence behavior of Example 3’ with the initial point c2 .
Problem 5.2 ([5]). Consider (1.1), where f := (f1, f2)T with x ∈ <2 and
f1(x) := sin(x1), f2(x) := − cos(x2).
Problem 5.3 ([5]). Consider (1.1), where f := (f1, f2, f3, f4, f5, f6)T with x ∈ <2 and
f1(x) := sin(x1), f2(x) := − cos(x2), f3(x) := x1 − 3pi,
f4(x) := x2 − pi2 − 2, f5(x) := −x1 − pi, f6(x) := −x2 −
pi
2
.
Instead of these problems, we solve the following problems by Algorithm 3.1, respectively.
Problem 5.1′. Consider (1.1), where f := (f1, f2)T with x ∈ <2 and
f1(x) := x21 + x22 − 1+ ε, f2(x) := −x21 − x22 + (0.999)2 + ε.
Problem 5.2′. Consider (1.1), where f := (f1, f2, f3)T with x ∈ <3 and
f1(x) := sin(x1)+ , f2(x) := − cos(x2)+ ε, f3(x) := x21 + x22 + x23 − 1000+ ε.
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Problem 5.3′. Consider (1.1), where f := (f1, f2, f3, f4, f5, f6)T with x ∈ <6 and
f1(x) := sin(x1)+ ε, f2(x) := − cos(x2)+ ε, f3(x) := x1 − 3pi + x23 + ε,
f4(x) := x2 − pi2 − 2+ x
2
4 + ε, f5(x) := −x1 − pi + x25 + ε, f6(x) := −x2 −
pi
2
+ x26 + ε.
We tested our algorithm for the above examples and comparedwith the algorithm in [5]. EXAM denotes the tested prob-
lems; ST denotes the value of the initial point x0; C denotes the value of the parameter c given in (5.1); NI denotes the total
number of iterations; NF denotes the number of function evaluations for the function ‖H(zk)‖; -represents iteration num-
ber in more than 10000. We choose the following initial points: a1 = (0, 0)T , a2 = (0, 5)T , a3 = (1, 1)T ; b1 = (0, 0, 0)T ,
b2 = (1, 1, 1)T ; c1 = (0, 0, 0, 0, 0, 0)T , c2 = (1, 1, 1, 1, 1, 1)T . In Table 1, the number of iterations, the number of function
evaluations and CPU time in our algorithm are better than Huang–Zhang–Wu’s algorithm in [5]. Moreover, Our algorithm
is less sensitive to the initial point.
Figs. 1 and 2 depict the detailed iteration process for evaluations of the function ‖H(zk)‖ for the testing of Example
3′. From the two figures, we see that, our algorithm decreases faster than Huang’s algorithm. What is more, the iteration
number with our proposed algorithm is less than the one with Huang–Zhang–Wu’s algorithm.
From Table 1, Figs. 1 and 2, we obtain that our algorithm is more effective than Huang–Zhang–Wu’s algorithm.
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