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a b s t r a c t
In this paper, we propose a characteristics-mixed covolumemethod for approximating the
solution to a convection dominated transport problem. The method is a combination of
characteristic approximation to handle the convection term in time and mixed covolume
method spatial approximation to deal with the diffusion term. The velocity and press
are approximated by the lowest order Raviart–Thomas mixed finite element space on
rectangles. The projection of a mixed covolume element is introduced. We prove its first
order optimal rate of convergence for the approximate velocities in the L2 norm as well as
for the approximate pressures in the L2 norm.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Given a bounded, axiparallel rectangular domain Ω in R2 with a smooth boundary ∂Ω and a time interval [0, T ], we
consider the following convection-diffusion problem
∂p
∂t
+ a(x) · ∇p− div(b(x)∇p) = f (x, t), (x, t) ∈ Ω × [0, T ],
p(x, t) = 0, (x, t) ∈ ∂Ω × [0, T ],
p(x, 0) = p0(x), x ∈ Ω
(1.1)
where
(1) p(x, t) denotes, for example, the concentration of a possible substance;
(2) a(x) represents the velocity of the flow;
(3) ∇ and ∇· denote the gradient and the divergence operators, respectively;
(4) b(x) is sufficiently smooth and there exist constants b1 > 0, b2 > 0, such that
0 < b1 ≤ b(x) ≤ b2 <∞;
(5) f denotes a source term.
(1.1) shows such phenomena as the flow of heat within a moving fluid, the transport of dissolved nutrients or
contaminantswithin the groundwater and the transport of a surfactant or tracerwithin an incompressible oil in a petroleum
reservoir.
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Because of molecular diffusion, b(x) is uniformly positive. Although this implies that the equation is uniformly parabolic,
inmany applications the Peclet number is quite high. Thus the convection dominates diffusion equation is nearly hyperbolic
in nature. The concentration often develops sharp fronts.
It is well known that strictly parabolic discretizations schemes applied to the problem do not work well when it is
convection dominated. It is especially difficult to approximate well the sharp fronts and conserve the material or mass
in the system.
Effective discretization schemes should concentrate on the hyperbolic nature of the equation. Many such schemes
have been developed, such as the method of characteristics with finite element or finite difference procedures(MMOC-
Galerkin) [1,2], the streamline diffusion method [3], an expanded characteristics-mixed finite method [4], characteristic-
mixed finite element method [5], Eulerian–Lagrangian methods [6–17], ELLAM Scheme [18–21], a CFL-free explicit
characteristic interior penalty scheme [22], MMOC–MFEMmethod [23], modified method [24], ect..
In this paper, we propose a mixed method, called the characteristics-mixed covolume method. It is similar to MMOC-
Galerkin for convection dominated transport problems in that we approximate the hyperbolic part of the equation along
the characteristics. We use however, the mixed covolume method [25–27] to discretize the diffused part. The basic idea of
the mixed covolume method is to find a good combination of the finite volume method and the MAC(Mark and Cell) [28]
placements of flowvariables. (A balanced survey of the covolumemethod literature up to 1995 is inNicolaides, Porsching and
Hall [29]). In this MAC scheme, the pressure variable is assigned to the centers of the rectangular volumes, and the normal
components of the velocity or fluxes are assigned to the edges of the rectangular volumes. In [30], using four hypotheses,
max0≤n≤N ‖pn − pnh‖ +
∑N
i=1 ‖unh − un‖∆tn = O(h + ∆t) is obtained; but in this paper, because the projection of mixed
covolume element is introduced, max0≤n≤N ‖pn − pnh‖ +max0≤n≤N ‖unh − un‖ = O(h+∆t) is obtained.
The remainder of the paper is organized as follows. In Section 2, we propose the characteristics-mixed covolume scheme
of (1.1) and prove the existence and uniqueness of the solution of this scheme. In Section 3, we introduce the projection of
mixed covolume element with our problem and discuss its approximate properties. In Section 4, we list some lemmas and
prove the main result of this paper. In Section 5, we give concluding remarks.
2. The characteristics-mixed covolume method
We denote byW k,s(S) the standard Sobolev space of k-differential functions in Lp(S). Let ‖ · ‖k,p,S be its norm and ‖ · ‖k,S
be the norm of Hs(S) = W k,2(S) or Hs(S)2, where we omit S if S = Ω . When k = 0, we let L2(Ω) denote the corresponding
space defined onΩ , its norm written as ‖ · ‖.
We also use the following spaces that incorporate time dependence. Let [a, b] ⊂ [0, T ], X be a Sobolev space, and f (x, t)
be suitably smooth onΩ × [a, b]. Also, we define Lp(a, b; X) and ‖f ‖Lp(a,b;X) as follows
Lp(a, b; X) =
{
f :
∫ t
0
‖f (·, t)‖pXdt <∞
}
,
‖f ‖Lp(a,b;X) =
(∫ t
0
‖f (·, t)‖pXdt
) 1
p
,
where if p = ∞, the integral is replaced by the essential supreme.
Let
ψ(x) = (1+ a2(x)) 12 ,
and let the characteristic direction associate with the operator ∂p
∂t + a(x) · ∇p be denoted by τ = τ(x), where
∂
∂τ(x)
= 1
ψ(x)
∂
∂t
+ a(x)
ψ(x)
· ∇.
Then, the first equation of (1.1) can be put in the form
ψ(x)
∂p
∂τ(x)
− div(b(x)∇p) = f (x, t), (x, t) ∈ Ω × [0, T ].
Define the spaces:
V = H(div,Ω) = {v ∈ (L2(Ω))2; |div v ∈ L2(Ω)},
H1(div ,Ω) = {v ∈ (L2(Ω))2; |div v ∈ H1(Ω)},
W = L2(Ω).
Let u = −b(x)∇p, α = (b(x))−1, then the associated weak formulation of (1.1) is: Find (u, p) ∈ V ×W such that
(a) (ψ(x)
∂p
∂τ(x)
, w)+ (divu, w) = (f , w), ∀w ∈ W ,
(b) (αu, v)− (div v, p) = 0, ∀ v ∈ V ,
(c) p(x, 0) = p0(x), ∀ x ∈ Ω,
(2.1)
where (·, ·) denotes the inner product in either L2(Ω) or L2(Ω)2.
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Fig. 1. Primal and dual domains.
Let Qh = {Qi,j} be a partition of the domainΩ into a union of rectangles
Qi,j := [xi− 12 , xi+ 12 ] × [yj− 12 , yj+ 12 ]
with centers ci,j (cf. Fig. 1). The subindices {i + 1, j}, {i − 1, j}, {i, j + 1}and {i, j − 1} are assigned to the eastern, western,
northern and southern adjacent rectangles respectively, if they exist. Given Qi,j the two midpoints of its vertical edges are
denoted as ci±1/2,j and the two midpoints of horizontal edges as ci,j±1/2. Let ci,j = (xi, yj) and ci+1/2,j = (xi+1/2, yj) etc..
Throughout this article we suppose that primal partition Qh = {Qi,j} is quasi-regular, i.e., there exist two positive constants
c1, c2 indenpendent of h such that
c1h2 ≤ area{Qi,j} ≤ c2h2, ∀Qi,j ∈ Qh
where h = maxi,j{hxi,j, hyi,j},hxi,j, hyi,j are respectively the width and height of Qi,j.
Based on the primal partition, we select the lowest order Raviart–Thomas mixed finite element space [31–33] on Qh to
be
Vh = {v ∈ V : v(x, y) = (e1 + f1x, e2 + f2y) is constant on Qi,j ∈ Qh},
Wh = {w ∈ W : w is constant on Qi,j ∈ Qh},
where e1, e2, f1, f2 are constants. Observe that the requirement v ∈ V impose the continuity of normal components across
the edges of element; i.e., if e is the common edges of two elements Q1 and Q2, and ni denotes the outer unit normal vector
Qi, then we must have v · n1 |Q1+v · n2 |Q2 = 0 on e.
Let ph : W → Wh denote the L2 orthogonality projection defined by
(phχ − χ,w) = 0, ∀χ ∈ W ,∀w ∈ Wh,
and the Raviart–Thomas projectionΠh : H1(Ω)2 → Vh satisfies the orthogonality relation
(div (u−Πhu), w) = 0, ∀u ∈ H1(Ω)2,∀w ∈ Wh,
which have the following useful commuting property: div ◦Πh = ph ◦ div : H1(Ω)2 → Wh. Then the following properties
ofΠh and ph are well known from [31–33]:
‖Πhu‖ ≤ k‖u‖1,1, ∀u ∈ (W 1,1(Ω))2,
‖u−Πhu‖ ≤ kh‖u‖1, ∀u ∈ (H1(Ω))2,
‖div (u−Πhu)‖ ≤ kh‖divu‖1, ∀u ∈ (H1(Ω))2,
‖χ − Phχ‖−1 + h‖χ −Πhχ‖ ≤ kh2‖χ‖1, ∀χ ∈ L2(Ω).
Now we are in a position to describe the main idea of the mixed covolume method on the rectangular grid Qh. First, we
assign the unknowns of the approximate velocity uh to the edges, and the unknowns of the approximate pressure ph to the
center of the primal partition {Qi,j}. We will denote by pi,j to the nodal value of ph at the ci,j. Next, in order to provide a finite
volume around each unknown, we introduce a dual grid obtained by shifting the primal grid along x and y axis: let
Qi+1/2,j := [xi, xi+1] × [yj− 12 , yj+ 12 ],
Qi,j+1/2 := [xi− 12 , xi+ 12 ] × [yj, yj+1],
where we cut off the part outside the domain Ω . The rectangles Qi+1/2,j,Qi,j+1/2, and Qi,j are referred to as u-volumes,
v-volumes, p-volumes, respectively (cf. Fig. 1). Finally, we intergrade these equations αu + ∇p = 0, ψ(x) ∂p
∂τ(x) + div u = f
over these volumes to obtain∫
Q
i+ 12 ,j
[
αu1 + ∂p
∂x
]
= 0,
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Q
i,j+ 12
[
αu2 + ∂p
∂y
]
= 0,
∫
Qi,j
[
ψ(x)
∂p
∂τ(x)
+ div u− f
]
= 0,
where u = (u1, u2).
To formulate the mixed covolume method in the Galerkin framework we need the test space
Yh = {(uh, vh) : uh ∈ L2(Ω) is a constant on u-volumes, vh ∈ L2(Ω) is a constant on v-volumes}.
This test space is in one-one correspondence with the Raviart–Thomas space Vh (which will be chosen as the trial function
space) via the transfer operator γh : Vh → Yh defined by
γhwh = (γhuh, γhvh) =
(∑
i,j
uh,1
(
ci+ 12 ,j
)
χi+ 12 ,j,
∑
i,j
vh,1
(
ci,j+ 12
)
χi,j+ 12
)
,
where wh = (uh,1, vh,1), χi+ 12 ,j, χi,j+ 12 are the characteristic functions of Qi+ 12 ,j,Qi,j+ 12 respectively. Note that we used the
same notation γh in the componentwise fashion.
Based on [25], we know
(∇p, γhvh) =
∑
i,j

∫
Q
i+ 12 ,j
∂p
∂x
γhvh,3 +
∫
Q
i,j+ 12
γhvh,4
∂p
∂y

=
∑
i,j

∫
∂Q
i+ 12 ,j
pn1(γhvh,3)ds+
∫
∂Q
i,j+ 12
pn2(γhvh,4)ds

≡ b(γhvh, p),
where vh = (vh,3, vh,4),∀vh ∈ Vh,n = (n1, n2) denotes the outer normal direction. By simple calculation it is easy to verify
the equation
b(γhvh, ph) = (∇ph, γhvh) = −(div vh, ph) ∀vh ∈ Vh,∀ph ∈ Wh.
In the procedure to be used, we shall consider a time increment ∆t and approximate the solution at times tn = n · ∆t .
The characteristic derivative will be approximated basically in the following manner:
Let
x = x− a(x)∆t,
and then we have the following approximation
ψ(x)
∂p
∂τ
∣∣∣∣
tn
≈ ψ(x)p(x, t
n)− p(x, tn−1)√
(x− x)2 + (∆t)2 =
p(x, tn)− p(x, tn−1)
∆t
.
So our characteristics-mixed covolume method is the determination of the map
(uh, ph) : {t0, t1, . . . , tN} → Vh ×Wh
satisfying the relations
(a)
(
pnh − pn−1h
∆t
, wh
)
+ (divunh, wh) = (f n, wh), ∀wh ∈ Wh,
(b) (αunh, γhvh)− (div vh, pnh) = 0, ∀ vh ∈ Vh,
(c) ph(x, 0) = p˜h(x, 0), uh(x, 0) = u˜h(x, 0), ∀ x ∈ Ω,
(2.2)
where u˜h(x, 0), p˜h(x, 0) satisfies (3.1).
We give the existence and uniqueness of the solution of the discrete problem (2.2).
Lemma 2.1 ([27]). The relation
(uh, γhvh) = (γhuh, vh), ∀vh,uh ∈ Vh
holds, and there exist positive constant c > 0 and c0 > 0 independent of h such that for every uh ∈ Vh, we have
‖γhuh‖ ≤ c‖uh‖,
‖(αuh, γhuh)‖ ≥ c0‖uh‖2.
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We demonstrate the existence and uniqueness of the solution of (2.2) in the following. Since (2.2) is a linear, it suffices
to show that the associated homogeneous system
(a)
(
pnh
∆t
, wh
)
+ (divunh, wh) = 0, ∀wh ∈ Wh,
(b) (αunh, γhvh)− (div vh, pnh) = 0, ∀ vh ∈ Vh,
(c) ph(x, 0) = 0, uh(x, 0) = 0, ∀ x ∈ Ω
(2.3)
has only the trivial solution.
In fact, choosingwh = pnh in (2.3)(a) and vh = unh in (2.3)(b), which implies that
1
∆t
(pnh, p
n
h)+ (αunh, γhuh) = 0.
Using Lemma 2.1, we have pnh = 0,unh = 0, so the associated homogeneous system (2.3) has only the trivial solution. Hence
the solution of (2.2) is existent and unique.
3. The projection of a mixed covolume element and its properties
In order to analyze the convergence of the method, it is convenient to introduce the projection of a mixed covolume
element with our equations.
Let (˜uh, p˜h) : [0, T ] → Vh ×Wh such that{
(a) (div (˜uh − u), wh) = 0, ∀wh ∈ Wh,
(b) (α(˜uh − u), γhvh)− (div vh, (˜ph − ph)) = (αu, (I − γh)vh), ∀ vh ∈ Vh. (3.1)
We demonstrate the existence and uniqueness of the solution of (3.1). Since (3.1) is linear, it suffices to show that the
associated homogeneous system{
(div u˜h, wh) = 0, ∀wh ∈ Wh,
(αu˜h, γhvh)− (div vh, p˜h) = 0, ∀ vh ∈ Vh
has only the trivial solution.
In fact, choosing wh = p˜h and vh = u˜h in the above homogeneous system, than we have (αu˜h, γhu˜h) = 0, which and
Lemma 2.1 imply that u˜h = 0.
On the other hand, from [25] we know that
sup
vh∈Vh
b(γhvh, wh)
‖vh‖H(div ;Ω) ≥ β‖wh‖,
hence by homogeneous system,
β‖˜ph‖ ≤ sup
vh∈Vh
b(γhvh, p˜h)
‖vh‖H(div ;Ω) = supvh∈Vh
(αu˜h, γhvh)
‖vh‖H(div ;Ω) = 0,
which implies that p˜h = 0. So the existence and uniqueness of the solution of (3.1) have been demonstrated and (˜uh, p˜h) is
well defined.
Let ξ1 = u˜h − u, and η1 = p˜h − p = (˜ph − Php)+ (Php− p) = η3 + (Php− p). Then (3.1) can be rewritten as{
(a) (div ξ1, wh) = 0, ∀wh ∈ Wh,
(b) (αξ1, γhvh)− (div vh, η3) = (αu, (I − γh)vh), ∀ vh ∈ Vh. (3.2)
The following error estimates are indicated.
Lemma 3.1. Let {˜uh, p˜h} satisfy the relation (3.2), there exists a constant c > 0, independent of h and t, such that
‖˜ph − Php‖ ≤ ch2(‖u‖1 + ‖divu‖1),
‖˜uh − u‖ ≤ ch‖u‖1,
‖˜uh − u‖H(div ) ≤ ch(‖divu‖1 + ‖u‖1),
‖˜ph − p‖ ≤ ch(‖u‖1 + ‖divu‖1 + ‖p‖1),
‖(˜ph − p)t‖ ≤ ch(‖ut‖1 + ‖divut‖1 + ‖pt‖1).
Proof. For ∀ϕ ∈ L2(Ω), let φ ∈ H2(Ω) ∩ H10 (Ω) be the solution of
− div (b5 φ) = ϕ, x ∈ Ω;φ = 0, x ∈ ∂Ω, (3.3)
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we have ‖φ‖2 ≤ c‖ϕ‖. Using (3.3) and (3.2)(b),
(η3, ϕ) = (η3,−div (b5 φ))
= (η3,−div (Πh(b5 φ)))
= (αu, (I − γh)Πh(b5 φ))+ (αξ1, (I − γhΠh)(b5 φ))− (αξ1, b5 φ)
= (αu, (I − γh)Πh(b5 φ))+ (αξ1, (I − γhΠh)(b5 φ))+ (div ξ1, φ − Phφ)
= I1 + I2 + I3. (3.4)
From [27], ifwh is a piecewise constant vector-valued function, then we have
(wh, (I − γh)vh) = 0, ∀vh ∈ Vh, (3.5)
‖ζ − γhΠhζ‖ ≤ ch 2θ ‖ζ‖ 2
θ
. (3.6)
Using (3.5)–(3.6) and the property of the Raviart–Thomas projectionΠh, we have
I1 = (αu, (I − γh)Πh(b5 φ))
= (αu− αu,Πh(b5 φ)− (b5 φ))+ (αu− αu, b5 φ − γhΠh(b5 φ))
≤ ch2‖u‖1‖ψ‖, (3.7)
where αu is the piecewise constant interpolation function of αu such that ‖αu− αu‖ ≤ ch‖u‖1. (3.6) and the property of
L2 projection ph imply that
I2 = −(αξ1, (I − γhΠh)(b5 φ)) ≤ ch‖ξ1‖‖ψ‖, (3.8)
I3 = (div ξ1, φ − Phφ) ≤ ch‖div ξ1‖‖ψ‖. (3.9)
Combining (3.7)–(3.8) with (3.9), we have
‖η3‖ ≤ ch(h‖u‖1 + ‖div ξ1‖ + ‖ξ1‖). (3.10)
We consider the estimate of ‖div ξ1‖ and ‖ξ1‖.
Let ξ1 = u˜h − u = (˜uh −Πhu)+ (Πhu− u) = τ1 + (Πhu− u). Then (3.1) can be rewritten as{
(a) (div τ1, wh) = 0, ∀wh ∈ Wh,
(b) (ατ1, γhvh)− (div vh, η3) = (α(u−Πhu), γhvh)+ (αu, (I − γh)vh), ∀ vh ∈ Vh. (3.11)
Choosingwh = div τ1 in (3.11)(a), and noting div τ1 = 0, then we have
‖div ξ1‖ = ‖div τ1 + div (Πhu− u)‖ ≤ ch‖divu‖1. (3.12)
Choosing vh = τ1 in (3.11)(b), we also get
(ατ1, γhτ1) = (α(u−Πhu), γhτ1)+ (αu, (I − γh)τ1). (3.13)
From [27], the estimate
(αu, (I − γh)vh) ≤ ch‖u‖1‖vh‖, ∀vh ∈ Vh
holds, which and (3.13) imply that
‖τ1‖ ≤ ch‖u‖1. (3.14)
Hence, from (3.14) we have
‖ξ1‖ ≤ ‖τ1‖ + ‖Πhu− u‖ ≤ ch‖u‖1. (3.15)
Using (3.12) and (3.15), we have that
‖˜uh − u‖H(div ) ≤ ch(‖divu‖1 + ‖u‖1),
combining (3.12) and (3.15) with (3.10), we obtain
‖η3‖ ≤ ch2(‖u‖1 + ‖divu‖1). (3.16)
Finally
‖η1‖ ≤ ‖η3‖ + ‖Php− p‖ ≤ ch(‖u‖1 + ‖divu‖1 + ‖p‖1). (3.17)
Differentiating (3.11) with respect to time t , using the same method, we also have
‖η1,t‖ ≤ ch(‖ut‖1 + ‖divut‖1 + ‖pt‖1).
The proof is completed. 
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Let ξ n1 = u˜nh − un, ξ n2 = unh − u˜nh, ηn1 = p˜nh − pn, ηn2 = pnh − p˜nh. Using (2.1), (2.2) and (3.1), we have the error equation(a)
(
ηn2 − ηn−12
∆t
, wh
)
+ (div ξ n2 , wh) =
(
ψ
∂pn
∂τ
− p
n − pn−1
∆t
, wh
)
−
(
ηn1 − ηn−11
∆t
, wh
)
, ∀wh ∈ Wh,
(b) (αξ n2 , γhvh)− (div vh, ηn2) = 0, ∀ vh ∈ Vh.
(3.18)
4. Error estimates
In order to obtain optimal L2 estimates, we cite some important results which are crucial to our main arguments.
Lemma 4.1 ([34]). For any τ ∈ L2(Ω), there exist qτ ∈ (H1(Ω))2 and constant k > 0 which independent of h such that
div qτ = τ , ‖qτ‖1 ≤ k‖τ‖, ‖qτ‖ ≤ k‖τ‖−1. (4.1)
Lemma 4.2. For any τ ∈ L2(Ω), if (η2, ξ2) ∈ Wh × Vh satisfy
(αξ2, γhvh)− (div vh, η2) = 0, ∀vh ∈ Vh. (4.2)
Then there exists a constant k > 0 independent of h such that
|(τ , η2)| ≤ k(h‖τ‖ + ‖τ‖−1)‖ξ2‖. (4.3)
Proof. Suppose that qτ satisfies Lemma 4.1, using (4.2)
(τ , η2) = (divpihqτ , η2) = (αξ2, γhΠhqτ ) = (αξ2, γh(Πhqτ − qτ ))+ (αξ2, γhqτ ),
from Lemma 4.1, we have
|(τ , η2)| ≤ k(h‖ξ2‖‖qτ‖1 + ‖ξ2‖‖qτ‖) ≤ k(h‖τ‖ + ‖τ‖−1)‖ξ2‖.
The proof is completed. 
Lemma 4.3. When η ∈ L2(Ω), η = η(x− a(x)∆t), if (η2, ξ2) ∈ Wh × Vh satisfy (4.2), we have
|(η − η, η2)| ≤ k(h+∆t)‖η‖‖ξ2‖.
Proof. Let τ = η − η ∈ L2(Ω), using Lemma 4.2,
|(η − η, η2)| ≤ k(h‖η − η‖ + ‖η − η‖−1)‖ξ2‖.
From [1],
‖η − η‖−1 ≤ k‖η‖∆t, ‖η − η‖ ≤ k‖η‖.
The above three inequalities complete the proof. 
We now prove the main theorem of this paper.
Theorem 4.1. Let the rectangular partition family {Qi,j} of the domainΩ be quasi-regular and let {p,u} be the solution of (2.1),
and {ph,uh} be that of (2.2). When∆t = O(h) and h are sufficiently small, then there exists a constant k > 0 independent of h
and∆t such that
max
0≤n≤N
‖pn − pnh‖ ≤ kh(‖ut‖L2(0,T ;H1) + ‖divut‖L2(0,T ;H1) + ‖pt‖L2(0,T ;H1)
+‖u‖L∞(0,T ;H1) + ‖divu‖L∞(0,T ;H1) + ‖p‖L∞(0,T ;H1))+ k∆t
∥∥∥∥ ∂2p∂τ 2
∥∥∥∥
L2(0,T ;L2)
,
max
0≤n≤N
‖unh − un‖ ≤ kh(‖ut‖L∞(0,T ;H1) + ‖divut‖L∞(0,T ;H1) + ‖pt‖L∞(0,T ;H1)
+‖u‖L2(0,T ;H1) + ‖divu‖L2(0,T ;H1) + ‖p‖L2(0,T ;H1))+ k∆t
∥∥∥∥ ∂2p∂τ 2
∥∥∥∥
L2(0,T ;L2)
.
Proof. We first estimate ‖pn − pnh‖. Takingwh = ηn2 in (3.18)(a), vh = ξ n2 in (3.18)(b) and adding the two equations we get(
ηn2 − ηn−12
∆t
, ηn2
)
+ (αξ n2 , γhξ n2 ) =
(
ψ
∂pn
∂τ
− p
n − pn−1
∆t
, ηn2
)
−
(
ηn1 − ηn−11
∆t
, ηn2
)
. (4.4)
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Using the method similar to [1], the following result is obtained∣∣∣∣∣
(
ψ
∂pn
∂τ
− p
n − pn−1
∆t
, ηn2
)∣∣∣∣∣ ≤ k
∥∥∥∥ ∂2p∂τ 2
∥∥∥∥2
L2(Ω×(tn−1,tn))
∆t + ‖ηn2‖2. (4.5)
Considering the second term on the right side of (4.4). Rewrite ηn1 − ηn−11 as (ηn1 − ηn−11 )+ (ηn−11 − ηn−11 ). Therefore∣∣∣∣∣
(
ηn1 − ηn−11
∆t
, ηn2
)∣∣∣∣∣ ≤ 12∆t
∫ tn
tn−1
‖η1,t‖2ds+ 12‖η
n
2‖2. (4.6)
By the second equation of (3.18) and Lemma 4.3, under the assumption∆t = O(h), we have∣∣∣∣∣
(
ηn−11 − ηn−11
∆t
, ηn2
)∣∣∣∣∣ ≤ k‖η1‖2L∞(0,T ;L2) + a0‖ξ n2 ‖2. (4.7)
By [1],
‖ηn2‖2 ≤ (1+ k∆t)‖ηn2‖2, (4.8)
the left-hand side of (4.4) is bounded by(
ηn2 − ηn−12
∆t
, ηn2
)
+ (αξ n2 , γhξ n2 ) ≥
1
2∆t
[(ηn2, ηn2)− (1+ k∆t)(ηn−12 , ηn−12 )] + a0‖ξ n2 ‖2. (4.9)
Combining (4.5)–(4.9) with (4.4) to give the recursive relation
1
2∆t
[(ηn2, ηn2)− (ηn−12 , ηn−12 )] ≤ k∆t
∥∥∥∥ ∂2p∂τ 2
∥∥∥∥2
L2(Ω×(tn−1,tn))
+ 3
2
‖ηn2‖2
+ k
2
‖ηn−12 ‖2 +
1
2∆t
∫ tn
tn−1
‖η1,t‖2ds+ k‖η1‖2L∞(0,T ;L2). (4.10)
Multiplying (4.10) by 2∆t , summing in time and noting η02 = 0, we obtain
‖ηn2‖2 ≤ k
{
(∆t)2
∥∥∥∥ ∂2p∂τ 2
∥∥∥∥2
L2(0,T ;L2)
+
∫ T
0
‖η1,t‖2ds+ ‖η1‖2L∞(0,T ;L2) +∆t
n∑
i=1
‖ηi2‖2
}
. (4.11)
Finally, using Gronwall lemma, when∆t is sufficiently small, (4.11) can be rewritten as
‖ηn2‖2 ≤ k
{
(∆t)2
∥∥∥∥ ∂2p∂τ 2
∥∥∥∥2
L2(0,T ;L2)
+ ‖η1,t‖2L2(0,T ;L2) + ‖η1‖2L∞(0,T ;L2)
}
. (4.12)
Noting pnh − pn = ηn1 + ηn2 , then
max
0≤n≤N
‖pn − pnh‖ ≤ kh(‖ut‖L2(0,T ;H1) + ‖divut‖L2(0,T ;H1) + ‖pt‖L2(0,T ;H1)
+‖u‖L∞(0,T ;H1) + ‖divu‖L∞(0,T ;H1) + ‖p‖L∞(0,T ;H1))+ k∆t
∥∥∥∥ ∂2p∂τ 2
∥∥∥∥
L2(0,T ;L2)
. (4.13)
Now we estimate ‖un − unh‖. Taking t = tn, tn−1 in (3.18)(b) and adding them, we have(
α
(
ξ n2 − ξ n−12
∆t
)
, γhvh
)
−
(
div vh,
ηn2 − ηn−12
∆t
)
= 0. (4.14)
Choosingwh = η
n
2−ηn−12
∆t in (3.18)(a) and choosing vh = ξ n2 in (4.14), then adding to obtain(
ηn2 − ηn−12
∆t
,
ηn2 − ηn−12
∆t
)
+
(
α
ξ n2 − ξ n−12
∆t
, γhξ
n
2
)
=
(
ψ
∂pn
∂τ
− p
n − pn−1
∆t
,
ηn2 − ηn−12
∆t
)
−
(
ηn1 − ηn−11
∆t
,
ηn2 − ηn−12
∆t
)
. (4.15)
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Noting(
ηn2 − ηn−12
∆t
,
ηn2 − ηn−12
∆t
)
=
∥∥∥∥∥ηn2 − ηn−12∆t
∥∥∥∥∥
2
+
(
ηn−12 − ηn−12
∆t
,
ηn2 − ηn−12
∆t
)
,(
α
ξ n2 − ξ n−12
∆t
, γhξ
n
2
)
=
(
(α − α)ξ
n
2 − ξ n−12
∆t
, γhξ
n
2
)
+
(
α
ξ n2 − ξ n−12
∆t
, γhξ
n
2
)
=
(
(α − α)ξ
n
2 − ξ n−12
∆t
, γhξ
n
2
)
+ 1
2∆t
[
α(ξ n2 , γhξ
n
2 )− (αξ n−12 , γhξ n−12 )
+ (∆t)2
(
α
ξ n2 − ξ n−12
∆t
)
, γh
(
ξ n2 − ξ n−12
∆t
)]
,
where α is a piecewise constant interpolation function of α and(
ψ
∂pn
∂τ
− p
n − pn−1
∆t
,
ηn2 − ηn−12
∆t
)
≤ k∆t
∥∥∥∥ ∂2p∂τ 2
∥∥∥∥2
L2(Ω×(tn−1,tn))
+ 1
4
∥∥∥∥∥ηn2 − ηn−12∆t
∥∥∥∥∥
2
,(
ηn1 − ηn−11
∆t
,
ηn2 − ηn−12
∆t
)
=
(
ηn1 − ηn−11
∆t
,
ηn2 − ηn−12
∆t
)
+
(
ηn−11 − ηn−11
∆t
,
ηn2 − ηn−12
∆t
)
≤ k
∆t
‖η1,t‖2L2(tn−1,tn;L2) +
(
ηn−11 − ηn−11
∆t
,
ηn2 − ηn−12
∆t
)
,
(4.15) can be rewritten as
1
2
∥∥∥∥∥ηn2 − ηn−12∆t
∥∥∥∥∥
2
+ 1
2∆t
[
(αξ n2 , γhξ
n
2 )− (αξ n−12 , γhξ n−12 )+ (∆t)2
(
α
(
ξ n2 − ξ n−12
∆t
)
, γh
(
ξ n2 − ξ n−12
∆t
))]
≤ k∆t
∥∥∥∥ ∂2p∂τ 2
∥∥∥∥2
L2(tn−1,tn;L2)
+ k
∆t
‖η1,t‖2L2(tn−1,tn;L2) −
(
ηn−12 − ηn−12
∆t
,
ηn2 − ηn−12
∆t
)
−
(
ηn−11 − ηn−11
∆t
,
ηn2 − ηn−12
∆t
)
−
(
(α − α)ξ
n
2 − ξ n−12
∆t
, γhξ
n
2
)
. (4.16)
Noting ξ 02 = 0 and α ≥ 1b2 , using the ε-inequality, summing over all n,
∆t
n∑
i=1
∥∥∥∥∥ηi2 − ηi−12∆t
∥∥∥∥∥
2
+ 1
b2
‖ξ n2 ‖2 + 2(∆t)2
n∑
i=1
(
α
(
ξ i2 − ξ i−12
∆t
)
, γh
(
ξ i2 − ξ i−12
∆t
))
≤ k(∆t)2
∥∥∥∥ ∂2p∂τ 2
∥∥∥∥2
L2(L2)
+ k‖η1,t‖2L2(L2) − k∆t
n∑
i=1
(
ηi−12 − ηi−12
∆t
,
ηi2 − ηi−12
∆t
)
−k
n∑
i=1
∆t
(
ηi−12 − ηi−12
∆t
,
ηi2 − ηi−12
∆t
)
− 2∆t
(
(α − α)ξ
n
2 − ξ n−12
∆t
, γhξ
n
2
)
. (4.17)
Combining Lemma 4.3 with (3.18)(b), we have
n∑
i=1
∆t
(
ηi−11 − ηi−11
∆t
,
ηi2 − ηi−12
∆t
)
=
(
ηn−11 − ηn−11
∆t
, ηn2
)
+
n∑
i=1
(
ηi−11 − ηi1 −
(
ηi−11 − ηi1
)
∆t
, ηi2
)
≤ k‖η1‖2L∞(L2) +
1
4b2
‖ξ n2 ‖2 + k‖η1,t‖2L2(L2) + k∆t
n∑
i=1
‖ξ i2‖2. (4.18)
Similarly,
n∑
i=1
(
∆t
(
ηi−12 − ηi−12
∆t
,
ηi2 − ηi−12
∆t
))
≤ k‖ηn−12 ‖2 +
1
4b2
‖ξ n2 ‖2 + k∆t
n∑
i=1
‖ξ i2‖2 +
∆t
2
n∑
i=1
∥∥∥∥∥ηi2 − ηi−12∆t
∥∥∥∥∥
2
. (4.19)
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Combining (4.18)–(4.19) with (4.17), we have
1
2
∆t
n∑
i=1
∥∥∥∥∥ηi2 − ηi−12∆t
∥∥∥∥∥
2
+ 1
2b2
‖ξ n2 ‖2 + 2(∆t)2
n∑
i=1
(
α
(
ξ i2 − ξ i−12
∆t
)
, γh
(
ξ i2 − ξ i−12
∆t
))
≤ k(∆t)2
∥∥∥∥ ∂2p∂τ 2
∥∥∥∥2
L2(L2)
+ k‖η1,t‖2L2(L2) + k‖η1‖2L∞(L2) + k‖ηn−12 ‖2 + k(∆t + h)
n∑
i=1
‖ξ i2‖2. (4.20)
Using Gronwall lemma, when∆t = O(h) is sufficiently small, we have from (4.20) that
‖ξ n2 ‖2 ≤ k(∆t)2
∥∥∥∥ ∂2p∂τ 2
∥∥∥∥2
L2(L2)
+ k‖η1,t‖2L2(L2) + k‖η1‖2L∞(L2) + k‖ηn−12 ‖2. (4.21)
Using (4.12) and (4.21), Lemma 3.1, we have that
max
0≤n≤N
‖unh − un‖ ≤ k∆t
∥∥∥∥ ∂2p∂τ 2
∥∥∥∥
L2(0,T ;L2)
+ kh(‖ut‖L∞(0,T ;H1) + ‖divut‖L∞(0,T ;H1)
+‖pt‖L∞(0,T ;H1) + ‖u‖L2(0,T ;H1) + ‖divu‖L2(0,T ;H1) + ‖p‖L2(0,T ;H1)).
The proof is completed. 
5. Concluding remarks
In this article, we propose and analyze a characteristics-mixed covolumemethod for problem (1.1). That is, the diffusion
term in (1.1) is discretized using a mixed covolume method, and the treatment of the convection term by the characteristic
method allows the use of large time steps in the numerical simulation. The existence and uniqueness of a solution to the
discrete problem arising from the characteristics-mixed covolumemethod is shown.We introduce the projection of amixed
covolume element and give its properties.
In this article, we prove its first order optimal rate of convergence for the approximate velocities in the L2 norm aswell as
for the approximate pressures in the L2 norm, as stated in Theorem4.1. Because of choosing the lowest order Raviart–Thomas
mixed finite element space, the method is only first-order accurate in space. In the future, we will try to select other
trial function and test spaces to obtain the higher order accuracy in space. We will also extend the characteristics-mixed
covolume method on triangular elements.
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