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Abstract
Exciting new work on the generalization bounds for neural networks (NN) given by Neyshabur et al.
[29], Bartlett et al. [5] closely depend on two parameter-depenedent quantities: the Lipschitz constant
upper-bound and the stable rank (a softer version of the rank operator). This leads to an interesting
question of whether controlling these quantities might improve the generalization behaviour of NNs. To
this end, we propose stable rank normalization (SRN), a novel, optimal, and computationally efficient
weight-normalization scheme which minimizes the stable rank of a linear operator. Surprisingly we find
that SRN, inspite of being non-convex problem, can be shown to have a unique optimal solution. Moreover,
we show that SRN allows control of the data-dependent empirical Lipschitz constant, which in contrast to
the Lipschitz upper-bound, reflects the true behaviour of a model on a given dataset. We provide thorough
analyses to show that SRN, when applied to the linear layers of a NN for classification, provides striking
improvements—11.3% on the generalization gap compared to the standard NN along with significant
reduction in memorization. When applied to the discriminator of GANs (called SRN-GAN) it improves
Inception, FID, and Neural divergence scores on the CIFAR 10/100 and CelebA datasets, while learning
mappings with low empirical Lipschitz constants.
1 Introduction
Deep neural networks have shown astonishing ability to tackle a wide variety of problems and have shown
a great ability to generalize. Within this work we leverage very recent and important theoretical results
on the generalization bounds of deep networks to yield a very practical low cost method to normalize the
weights within a network using a scheme which we call Stable Rank Normalization (SRN). The motivation
behind SRN comes from the generalization bound of NN given by Neyshabur et al. [29] and Bartlett et al.
[5], O˜
(√∏d
i ‖Wi‖22
∑d
i=1 srank(Wi)
2
)
1 , that depends on two parameter-dependent quantities: the scale-
dependent Lipschitz constant upper-bound
∏d
i ‖Wi‖2 and the scale-independent stable rank (srank(W),
refer Definition 3.1), a softer version of the rank operator. The empirical impact of directly controlling these
qunatities on the generalization behaviour of NNs has not been explored yet. In this work, we consider both
these quantities and based on extensive experiments we show that, indeed, controlling them remarkably
improves the generalization (and memorization) behaviour of NNs and training of Generative Adversarial
Networks (GAN) [10]. Note, our results are even more significant in context of the seminal work by Zhang
∗email: amartya.sanyal@cs.ox.ac.uk, phst@robots.ox.ac.uk, puneet@robots.ox.ac.uk
1d and ‖Wi‖2 represents the number of layers and the spectral norm of the i-th linear layer Wi, respectively. Note, only
terms depending on the model parameters are mentioned here and O˜ () ignores log terms.
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et al. [40], where one of their observations was that regularizors like weight decay and dropout has little
impact on the generalization of NNs.
Recently, significant attention has been given on learning low Lipschitz functions showing that, along with
providing better generalization [1, 5, 29, 27, 37, 11], they also help in the stable training of GANs [2, 12, 26]
and robustness against adversarial attacks [7]. However, even though learning low Lipschitz functions is
desirable, bounding it alone is not sufficient to provide a realistic guarantee on the generalization error.
Arora et al. [4] also suggested that the worst-case Lipschitz constant often provides vacuous generalization
bounds. An easy example is that scaling an entire ReLU network by a constant will not alter the classification
behaviour (and thus the generalization), however, can massively increase the Lipschitz constant. These
arguments clearly suggest that along with the Lipschitz constant (the first parameter-based quantity in the
generalization bound), regularizing the stable rank (the second quantity) can be extremely useful for improved
generalization of NNs.
To this end, we propose SRN that explicitly allows us to control the stable rank of each linear layer of
any NN. Precisely, we formulate a novel and generic objective function (4) that along with normalizing the
stable rank of a given matrix, also allows preservation of a part of the spectrum of the matrix. For example,
one might want to preserve the top k singular values of the given matrix while modifying it such that it
has the desired stable rank and is closest to the original matrix in terms of Frobenius norm. When k = 0
(no singluar value preservation constraint), the objective function turns out to be non-convex, otherwise,
convex. We would like to emphasize that we provide optimal unique solutions to SRN (problem (4)), for
both non-convex and convex cases, with theoretical guarantees and extensive proofs (Theorem 1). In terms of
algorithmic similarity, SRN is similar to Spectral Normalization (SN) [26] in the sense that it scales singular
values, however, the scaling provides a new mapping with desired stable rank. Computationally (Theorem 1),
it only requires computing the first singular value (when k ∈ {0, 1}), which can be efficiently obtained using
the power iteration method [24].
Furthermore, we argue that the said upper-bound on the Lipschitz constant (the first quantity in the
generalization bound), along with being scale-dependent, is also data-independant and hence, is a very
pessimistic estimate of the true behaviour of the given network on a particular task or dataset. Thus, instead
of the Lipschitz upper-bound, we look at the data-dependent empirical estimate of the Lipschitz constant
Le (refer Section 2). Using a simple two-layer linear NN (refer Section 3), we first show that reducing the
rank of individual linear layers can reduce Le without changing the spectral norms (hence the Lipschitz
upper-bound). Motivated by this, we experimentally analyse the effect of SRN on Le and show that it indeed
allows us to learn mappings with low empirical Lipschitz. Thus, SRN, along with controlling the stable rank
(the second qunatity), also controls (indirectly) the empirical estimate of the Lipschitz constant, the first
quantity in the generalization bound.
The improved generalization effect of SRN can further be explained by the minimum description
length (MDL) based arguments, which suggest that the solution with low MDL are generally flat in nature and
are more generalizable compared to the high MDL counterparts (sharp minimas) Hochreiter and Schmidhuber
[16]. Thus, an optimum obtained using low rank (stable) weights, which requires less number of bits to
describe, must be relatively flat in nature, and hence, more generalizable.
Even though SRN is applicable to any problem involving a sequence of affine transformations, we show our
experiments on deep neural networks. Specifically, on classification (CIFAR10/100), a NN trained using SRN
while maintaining the accuracy, strikingly improves generalization and significantly reduces memorization.
Additionally, on GANs, it learns discriminators with low empirical Lipschitz constant while providing improved
Inception, FID and Neural divergence scores Gulrajani et al. [13].
2 Background and Intuitions
Neural Networks Consider fθ : Rm → Rk to be a feed-forward multilayer NN parameterized by θ ∈ Rn,
each layer of which consists of a linear followed by a non-linear2 mapping. Let al−1 ∈ Rnl−1 be the input (or
2e.g. ReLU, tanh, sigmoid, and maxout.
2
pre-activations) to the l-th layer, then the output (or activations) of this layer is represented as al = φl(zl),
where zl = Wlal−1 +bl is the output of the linear (affine) layer parameterized by the weights Wl ∈ Rnl−1×nl
and biases bl ∈ Rnl , and φl(.) is the element-wise non-linear function applied to zl. For classification tasks,
given a dataset with input-output pairs denoted as (x ∈ Rm,y ∈ {0, 1}k;∑j yj = 1) 3, the parameter vector
θ is learned using back-propagation to optimize the classification loss (e.g., cross-entropy).
Lipschitz Constant Here we describe the global, the local, and the empirical (data-dependent) Lipschitz
constants. Briefly, Lipschitz constant is the quantification of the sensitivity of the output with respect
to the change in the input. A function f : Rm 7→ Rk is globally L-Lipschitz continuous if ∃L ∈ R+ :
‖f(xi)− f(xj)‖q ≤ L ‖xi − xj‖p ,∀(xi,xj) ∈ Rm, where p and q represents the norms in the input and the
output metric spaces, respectively. The global Lipschitz constant Lg is:
Lg = max
xi,xj∈Rm
‖f(xi)− f(xj)‖q
‖xi − xj‖p
. (1)
The above definition of the Lipschitz constant depends on all the pairs of inputs (thus, global). However,
one can define the local Lipschitz constant based on the sensitivity of f in the vicinity of a given point x.
Precisely, at x, the local Lipschitz constant is computed on the open ball of radius δ (can be arbitrarily small)
centered at x. Let h ∈ Rm, ‖h‖p < δ, then, similar to Lg, the local Lipschitz constant of f at x, Ll(x), is
greater than or equal to suph6=0,‖h‖p<δ
‖f(x+h)−f(x)‖q
‖h‖p . Assuming f to be Fréchet differentiable, as h→ 0,
using f(x + h) − f(x) ≈ Jf (x)h, Ll(x) can be upper bounded using ‖Jf (x)‖p,q. A function is said to be
locally Lipschitz with Local Lipschitz constant Ll if for all x ∈ Rm there exists a local Lipschitz constant at x.
Here, Jf (x) = ∂f∂x ∈ Rk×m is the Jacobian and ‖.‖p,q denotes the matrix (operator) norm. Thus,
Ll(x) = max
h6=0
‖h‖p<δ
‖Jf (x)h‖q
‖h‖p
= max
h6=0
h∈Rm
‖Jf (x)h‖q
‖h‖p
= ‖Jf (x)‖p,q . (2)
and Ll = maxx∈Rm Ll (x). Notice that the Lipschitz constant (global or local), greatly depends on the chosen
norms. When p = q = 2, the upperbound on the local Lipschitz constant at x boils down to the 2-matrix
norm (maximum singular value) of the Jacobian Jf (x).
Empirical Lipschitz In practice, the behaviour of a model is captured and evaluated using the training
and the test data. Neither during training nor during testing does the model have access to the entire domain
Rm and thus its behaviour on the domain outside the data distribution is of little significance. We thus
compute an empirical estimate of Ll and Lg over task specific dataset D which we call local and global Le,
respectively. Depending on the task, D can either be the training/test data, the generated data (e.g., in
generative models), or some interploted data. Additionally, Proposition B.1 shows the relationship between
the global and the local Le and, Novak et al. [30] provided empirical results showing how local Le (in the
vicinity of train data) is correlated with the generalization of NNs. This further supports using data-depedent
Le to better understand the generalization behaviour.
The local Lipschitz upper-bound for Neural Networks As mentioned earlier, Ll(x) = ‖Jf (x)‖p,q,
where, in the case of NNs (proof along with why it is loose in Appendix C)
Ll(x) = ‖Jf (x)‖p,q ≤ ‖Wl‖p,q · · · ‖W1‖p,q and Ll = Ll(x) (3)
Note, the above upper bound is independent of the data and the task suggesting that it must be very loose
compared the data-depedent Le. Even though this observation makes this bound less reliable, it is widely
used as the motivation behind various regularizers that act on the operator norm (generally, 2-matrix norm)
of the linear layers of NN to control the Lipschitz constant.
3yj is the j-th element of vector y. Only one class is assigned as the ground-truth label to each x.
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3 Stable Rank Normalization
We begin with the definition and interesting properties of stable rank in Definition 3.1. As mentioned
in Section 1, generalization bounds of NNs directly depend on the local Lipschitz upper-bound and the sum of
the stable ranks of linear layers. We control both these quantities. Specifically, we propose SRN, a novel and
optimal weight normalization scheme to minimize the stable rank of linear mappings. As argued, SRN, along
with directly impacting the generalization bound, also minimizes Le which can further help in improving
generalization of NNs (recall the MDL Hochreiter and Schmidhuber [16] and Jacobian norm Novak et al. [30]
based arguments provided in Section 1 and 2). To further strengthen this argument, we first consider an
example to show that learning low rank (stable) mappings can greatly reduce the data-dependent Le, and
then propose our algorithm and show how it can be applied to any linear mapping in NNs.
Definition 3.1. The Stable Rank [33] of an arbitrary matrix W is defined as srank(W) = ‖W‖
2
F
‖W‖22
=∑k
i=1 σ
2
i (W)
σ21(W)
, where k is the rank of the matrix. Stable rank is
• a soft version of the rank operator and, unlike rank, is less sensitive to small perturbations.
• differentiable as both Frobenius and Spectral norms are almost always differentiable.
• upperbounded by the rank: srank(W) =
∑k
i=1 σ
2
i (W)
σ21(W)
≤
∑k
i=1 σ
2
1(W)
σ21(W)
= k.
• invariant to scaling, implying, srank(W) = srank(Wη ), for any η ∈ R.
Effect of Rank on Empirical Lipschitz Constants Let f(x) = W2W1x be a two-layer linear NN with
weights W1 and W2. The Jacobian in this case is independent of x. Thus, the local Lipschitz constant is
the same for all x ∈ Rm, implying, local Le = Ll(x) = Ll = ‖W2W1‖ ≤ ‖W2‖ ‖W1‖. Note, in the case of
2-matrix norm reducing the rank will not affect the upperbound. However, as will be discussed below, rank
reduction greatly influences the global Le.
Let xi and xj be random pairs from D and ∆x 6= 0 be the difference xi − xj , then, the global Le is
max{xi,xj}∈D
‖W2W1∆x‖
‖∆x‖ . Let k1 and k2 be the ranks, and σ1 ≥ · · · ≥ σk1 and λ1 ≥ · · · ≥ λk2 the singular
values of the matrices W1 and W2, respectively. Let Pi = uiu¯>i be the orthogonal projection matrix
corresponding to ui and u¯i, the left and the right singular vectors of W1. Similarly, we define Qi for W2
corresponding to vi and v¯i. Then, W2W1 =
∑k2
i=1
∑k1
j=1 λiσjQiPj . The upperbound, λ1σ1, can only be
achieved if ∆x = u¯1 ‖∆x‖ and u1 = v¯1 (a perfect alignment), which is highly unlikely. In practice, not
just the maximum singular values, as is the case with the Lipschitz upper-bound, rather the combination
of the projection matrices and the singular values play a crucial role in providing an estimate of global Le.
Thus, reducing the singular values, which is equivalent to minimizing the rank (or stable rank), will directly
affect Le. For example, assigning σj = 0, which in effect will reduce the rank of W1 by one, will nullify its
influence on all projections associated with Pj . Implying, all the k2 projections σj(
∑k2
i=1 λiQi)Pj that would
propagate the input via Pj will be blocked. This, in effect, will influence ‖W2W2∆x‖; hence the global Le.
In a more general setting, let ki be the rank of the i-th linear layer, then, each singular value of a j-th layer
can influence the maximum of
∏j−1
i=1 ki
∏l
i=j+1 ki many paths through which an input can be propagated.
Thus, mappings with low rank (stable) will greatly reduce the gloabl Le. Similar arguments can be drawn for
local Le in the case of NN with non-linearity.
3.1 Optimal Solution to the Stable Rank Normalization Problem
Since stable rank is invariant to scaling (refer Definition 3.1), any normalization scheme that modifies
W =
∑
i σiuiv
>
i to Ŵ =
∑
i
σi
η uiv
>
i will have no effect on the stable rank. Examples of such schemes
are SN [26] where η = σ1, and Frobenius normalization where η = ‖W‖F. This makes the stable rank
normalization non-trivial. As will be shown, our approach to stable rank normalization is efficient, and, as
opposed to the widely used SN [26] (optimal spectral normalization requires computing all σi ≥ 1, details
with optimality proof in Appendix A.3), is optimal.
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We now first define our new and generic objective function for the Stable Rank Normalization (SRN), and
then present its optimal unique solutions, for both convex and non-convex cases. Given a matrix W ∈ Rm×n
with rank p and 0 ≤ k < p as the spectral partitioning index, we formulate the SRN problem as:
arg min
Ŵk∈Rm×n
∥∥∥W − Ŵk∥∥∥2
F
s.t. srank(Ŵk) = r︸ ︷︷ ︸
stable rank constraint
, λi = σi,∀i ∈ {1, · · · , k}︸ ︷︷ ︸
spectrum preservation constraints
. (4)
where, 1 ≤ r < srank(W) is the desired stable rank, σi’s and λi’s are the singular values of W and Ŵk
respectively. The partitioning index k is used for the singluar value (or the spectrum) preservation constraint.
It gives us the flexibility to obtain Ŵk such that its top k singular values are exactly the same as that of
the original matrix. We provide the optimal unique solution to the stable rank problem (4) in Theorem 1
with extensive proofs and various insights in Appendix A.1. Note, at k = 0, the problem (4) is non-convex,
otherwise convex.
Theorem 1. Given a real matrix W ∈ Rm×n with rank p, a target spectrum (or singular value) preservation
index k (0 ≤ k < p), and a target stable rank of r (1 ≤ r < srank(W)), the optimal solution Ŵk of problem (4)
is Ŵk = γ1S1 + γ2S2, where S1 =
∑max(1,k)
i=1 σiuiv
>
i and S2 = W − S1. {σi}ki=1, {ui}ki=1 and {vi}ki=1 are
the top k singular values and vectors of W, and, depending on k, γ1 and γ2 are defined below. For simplicity,
we first define γ =
√
rσ21−‖S1‖2F
‖S2‖F , then
a) If k = 0 (no spectrum preservation), the problem becomes non-convex, the optimal solution to which is
obtained for γ2 =
γ + r − 1
r
and γ1 =
γ2
γ
. Since ‖S1‖2F = σ21, γ =
√
r−1σ1
‖S2‖F .
b) If k ≥ 1, the problem is convex and the optimal solution is obtained for γ1 = 1, and γ2 = γ.
c) Also,
∥∥∥Ŵk −W∥∥∥
F
is monotonically increasing with k for k ≥ 1.
Theorem 1 provides various ways of obtaining a matrix with the desired stable rank r depending on
the constraints. Intuitively, it partitions the given matrix into two parts, depending on k, and then scales
them differently in order to obtain optimal solution. The value of the partitioning index k is a design choice.
If there is no particular preference to k, then k = 0 provides the most optimal solution. In addition, the
proof of Theorem 1 in Appendix A.1 also shows that for a particular choice of k ≥ 1, the optimal solution
requires partial SVD to obtain top k singular values and vectors. It is easy to verify that as k increases,
γ decreases and thus the amount of scaling required for the second partition S2 is much more aggressive.
Refer Appendix A.2 for an example. Note, for k ≥ 1, the optimal solution has the same spectral norm as that
of the original matrix (as γ1 = 1), and it only requires scaling of S2 using γ2, where γ2 ≤ 1. However, for
k = 0, notably, the optimal solution’s spectral norm is higher than that of the given matrix (as γ2 ≤ 1 ≤ γ1).
Algorithm 1 Stable Rank Normalization
Require: W ∈ Rm×n, r, k ≥ 1
1: S1 ← 0, β ← ‖W‖2F, η ← 0, l← 0
2: for i ∈ {1, · · · , k} do
3: {ui,vi, σi} ← SV D(W, i)
4: . Power method to get i-th singular value
5: if r ≥ (σ2i + η) /σ21 then
6: S1 ← S1 + σiuiv>i
7: η ← η + σ2i , β ← β − σ2i
8: l← l + 1
9: else
10: break
11: end if
12: end for
13: η ← rσ21 − η
14: return Ŵl ← S1 +
√
η
β
(W − S1), l
Algorithm 2 SRN for a Linear Layer in NN
Require: W ∈ Rm×n, r, learning rate α, mini-batch
dataset D
1: Initialize u ∈ Rm with a random vector.
2: v← W>u‖W>u‖ , u←
W>v
‖W>v‖
3: . Perform power iteration
4: σ(W) = u>Wv
5: Wf =W/σ(W) . Spectral Normalization
6: Ŵ =Wf − uv>
7: if
∥∥∥Ŵ∥∥∥
F
≤ √r − 1 then
8: return Wf
9: end if
10: Wf = uv>+Ŵ
√
r−1∥∥∥Ŵ∥∥∥
F
. Stable Rank Normalization
11: return W←W − α∇WL(Wf ,D)
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Algorithm for Stable Rank Normalization We provide a general procedure in Algorithm 1 to solve the
stable rank normalization problem for k ≥ 1 (the solution for k = 0 is straightforward from Theorem 1). Claim 2
provides the properties of the algorithm. The algorithm is constructed so that the prior knowledge of the
rank of the matrix is not necessary.
Claim 2. Given a matrix W, the desired stable rank r, and the partitioning index k ≥ 1, Algorithm 1 returns
Ŵl and a scalar l ≤ k such that srank(Ŵl) = r, and the top l singular values of W and Ŵl are the same.
If l = k, then the solution provided is the optimal solution to the problem (4) with all the constraints satisfied,
otherwise, it returns the largest l up to which the spectrum is preserved. The proof trivially comes from the
proof of Theorem 1.
3.2 Combining Stable Rank and Spectral Normalization for NNs
As discussed in Section 1, controlling both the layer-wise spectral norm and the stable rank plays a crucial
role in the generalization of NNs. In addition, as discussed earlier, even though normalizing spectral norm
guarantees controlling the upperbound on the Lipschitz constant, it does not say much about the empricial
Lipschitz constant (Le). However, normalizing stable rank reduces Le as well, which is a more expressive
representation of the behaviour of a model over a given dataset. Motivated by these arguments, we normalize
both – the stable rank and the spectral norm of each linear layer of a NN simultaneously. To do so, we
first perform approximate SN [26], and then perform optimal SRN (using Algorithm 1) with k = 1. This
ensures that the first singular value (which is now normalized) is preserved. Algorithm 2 provides a simplified
procedure for the same for a given linear layer of a NN. Note, the computational cost of this algorithm is
exactly the same as that of SN, which is to compute the top singular value using power iteration method.
4 Experiments
We now show experimental results using Algorithm 2 (SRN) on the generalization gap and the memorization
of a NN on a standard classification task, and on the training of GANs (called SRN-GAN). Given a matrix
W ∈ Rm×n, the desired stable rank r is controlled using a single hyperparameter c as r = c min(m,n), where
c ∈ (0, 1]. We use the same c for all the linear layers and show results using various values of c. It is trivial to
note that if c = 1, or for a given c, if srank(W) ≤ r, then SRN boils down to SN [26].
4.1 Generalization and Memorization Experiments
`Acc (%) `NLL
Algorithm R̂` (f) G` R̂` (f) G`
C
L
S
C
10
0
Vanilla 65.0 33.7 1.44 1.35
SN 64.1 31.9 1.41 1.18
SRN -50% 64.3 29.6 1.41 1.10
SRN -30% 63.8 22.4 1.38 0.81
R
A
N
D C
10
0
Vanilla 0.98 77.09 10.14 9.39
SN 1.16 57.36 7.3 5.76
SRN - 50% 1.03 52.74 7.25 5.47
SRN - 30% 0.96 34.26 6.2 3.62
C
10
Vanilla 10.15 80.9 6.1 5.82
SN 9.65 79.8 6.05 5.74
SRN - 50% 9.88 74.9 5.46 5.01
SRN - 30% 9.89 62.9 4.49 3.70
Table 1: Comparison of the generalization behaviour for the classi-
fication (CLS) and the randomized-label (RAND) experiments.
C10 and C100 represents CIFAR10 and CIFAR100, respectively.
We perform (1) simple classification task
aimed at minimizing the negative log-
likelihood (NLL) on CIFAR100 to see the
effect of SRN on the generalization gap;
and (2) in line with the shattering exper-
iments in Zhang et al. [38], we randomize
the labels of CIFAR100 and CIFAR10 to
show how learning low stable rank map-
pings help in avoiding memorization as
well. We use a DenseNet-40 model with
24 input channels in the first layer and a
dropout of 0.2 applied after each convo-
lution except the first one. The network
is optimized using gradient descent with
a momentum of 0.9, and a learning rate
of 0.01 4 with no preprocessing on the
dataset. We use stable rank constraints as
c = {0.3, 0.5}, and compare our method
4we multiply the learning rate by 0.5 after every 25 epochs.
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against standard training (Vanilla) and
training with SN. We define R̂` as the empirical estimate of the loss function l on the test-set. The general-
ization gap G` (f) is the difference between the empirical train and the test losses. We show results using
both, the standard classification loss `Acc and the NLL loss `NLL. More details and additional experiments
with varying learning rates and pre-processing is shown in Appendix D.
Generalization experiments We begin with the standard classification task experiment. Figure 1a shows
the effect of optimizing the stable rank on the train loss, test loss, and the generalization gap over epochs. It
is evident that the test loss is almost the same for all the approaches, however, the generalization gap is much
lower, consistently, for the model with low stable rank. Table 1 summarizes the results of the experiments.
In the case of `Acc, SRN-30% (c = 0.3) consistently shows the best generalization gap (G`), 11.3% and
9.5% better than the Vanilla and the SN, respectively, while maintaining an equally good test accuracy.
SRN-50% (c = 0.5) while showing consistently better generalization gap than Vanilla and SN (4.1% and
2.3%, respectively), also provides better test performance. In the case of `NLL, both SRN-30% and SRN-50%
consistently provide the best R̂` and G`. These experiments clearly suggest that SRN has extremely desirable
effect on the generalization gap without adversely affecting the capacity of the model to perform classification.
Memorization experiments Here we look at the capacity of the network to shatter a dataset with ran-
domly shuffled labels. This task can be learned only by memorizing the training dataset.
Algorithm Inception Score FID Intra-FID
U
nc
on
d.
Orthonormal1 7.92± .04 23.8 -
WGAN-GP 7.86± .07 21.7 -
SN-GAN1 8.22± .04 20.67 -
SRN-GAN-70% 8.53± 0.04 19.83 -
SRN-GAN-50% 8.33± 0.06 19.57 -
C
on
d. SN-GAN 8.71± .04 16.045 26.24
SRN-GAN- 70% 8.93± 0.12 15.92 24.01
SRN-GAN- 50% 8.76± 0.09 16.89 27.3
Table 2: Inception and FID score on CIFAR10.
We show that stable rank constraints
reduces memorization on random la-
bels (thus, reduces the estimate of the
Rademacher complexity Zhang et al.
[38]). Figure 1b and 1c shows the results
on `Acc for this setting. The results on
`NLL are presented in Figure 5 in Ap-
pendix D. It is evident that SRN-30%
fits the least to the random training data.
It can be interpreted as it having the least
capacity to memorize the dataset. and
thus, the best generalization behaviour
and the lowest model capacity. Note, as shown in the generalization experiments, the same model was able
to achieve a high training accuracy when the labels were not randomized. Testing whether a hypothesis
class can fit the training data well but not a randomized version of the data is a key test to gain empirical
insights about the generalizability of the hypothesis class [28] and the class of SRN models clearly exhibit
superior performance in it. Above experiments clearly indicate that SRN, while providing enough capacity
for the standard classification task, provides much better generatlization gap and is remarkably less prone to
memorization compared to the Vanilla and the SN.
4.2 SRN for the training of Generative Adversarial Networks (SRN-GAN)
In GANs, there is a natural tension between the capacity and the generalizability of the discriminator. The
capacity ensures that if the the generated distribution and the data distribution are different, the discriminator
has the capacity to distinguish them. At the same time, the discriminator has to be generalizable, implying,
the class of hypothesis should be small enough to ensure that it is not just memorizing the dataset. Based on
these arguments, we use SRN in the discriminator of GAN which we call SRN-GAN, and compare it against
SN-GAN [26], WGAN-GP [12], and orthonormal regularization based GAN (Ortho-GAN) [6]. CIFAR10,
CIFAR100 [19] and celebA datasets [21] are used for these experiments. We show results on both, conditional
and uncoditional GANs, for varying c. Please refer to Appendix E.1 for further details about the training
setup.
1Results are taken from Miyato et al. [26]. The rest of the results in the tables are generated by us.
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(a) CIFAR100-Accuracy (b) RAND-CIFAR100 (c) RAND-CIFAR10
Figure 1: Generalization and Memorization experiments. Solid lines represent the generalization gap. Dashed
lines represent i) the test accuracy in Figure 1a and ii) the train accuracy in Figure 1b and 1c.
(a) Varying stable rank constraints (b) Comparison against different approaches
Figure 2: eLhist for uncoditional GAN on CIFAR10. Dashed vertical lines represent 95th percentile. Solid
circles and crosses represent the inception score for each histogram. Figure 2a shows SRN-GAN for different
stable rank constraints (e.g. 90 implies c = 0.9). Figure 2b compares various approaches. Random-GAN
represents random initialization (no training). For SRN-GAN, we use c = 0.7.
Histogram of the Empirical Lipschitz Constant (eLhist) Along with providing results using evalu-
ation metrics such as Inception score (IS) [34] , FID [15], and Neural divergence score (ND) [13], we use
histograms of the empirical Lipschitz constant, refered to as eLhist from nowonwards, for the purpose of
analyses. For a given trained GAN (unconditional), we create 2, 000 pairs of samples, where each pair (xi,xj)
consists of xi (randomly sampled from the ‘real’ dataset) and xj (randomly sampled from the generator).
Each pair is then passed through the discriminator to compute ‖f(xi)−f(xj)‖2/‖xi−xj‖2, which we then use to
create the histogram. In the conditional setting, we first sample a class from a discrete uniform distribution
over the classes, and then follow the same approach as described for the unconditional setting.
Effect of Stable Rank on eLhist and Inception Score As shown in Figure 2a, lowering the value
of c (agressive reduction in the stable rank) moves the histogram towards zero, implying, lower empirical
Lipschitz constant. This validates our arguments provided in Section 3. Lowering c also improves inception
score, however, extreme reduction in the stable rank (c = 0.1) dramatically collapses the histogram to zero
and also drops the inception score significantly. This is due to the fact that at c = 0.1, the capacity of the
discriminator is reduced to the point that it is not able to learn to differentiate between the real and the fake
samples.
In Table 2 and 3, we compare different approaches on standard metrics such as IS and FID. Stable Rank
Normalization GAN (SRN-GAN) shows a consistently better FID score and an extremely competitive inception
score on CIFAR10 (both conditional and unconditional setting) and CIFAR100 (unconditional setting). In
Table 4, we also compare the ND loss on CIFAR10 and CelebA datasets. The neural distance/divergence (ND)
has been looked as a metric more robust to memorization than FID and IS in recent works [13, 3]. We report
our exact setting to compute ND in Appendix E.1. We essentially report the loss incurred by a fresh classifier
trained to discriminate the generator distribution and the data distribution. Thus higher the loss, the better
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the generated images. As evident SRN-GAN has better ND scores on both datasets. For a qualitative analysis
of the images, we show and compare generations from SRN-GAN, SN-GAN and other approaches in both
conditional and unconditional setting on CIFAR-10, CIFAR100 and CelebA in Appendix F.
Model IS FID
SN-GAN 9.04 23.2
SRN-GAN (Our)8.85 19.55
Table 3: CIFAR100 experiments.
Model CIFAR10 CelebA
SN-GAN 10.69 0.36
SRN-GAN (Our) 11.97 0.64
Table 4: Neural Discriminator
Loss (Higher the better).
Comparing different approaches In addition, in Figure 2b,
we provide eLhist for comparing different approaches as eLhist
shows the data-dependant Lipschitzness. Random-GAN, as ex-
pected, has low empirical Lipschitzness and extremely poor incep-
tion score. Interestingly, WGAN-GP provides even lower Le than
Random-GAN while providing much higher inception score. On
the other hand, the Lipschitz constant of SRN-GAN is higher than
Random GAN and WGAN-GP, and lower than that of SN-GAN,
while providing better inception score. This indicates that SRN-
GAN allows us to obtain a better trade-off between the capacity
and the generalizability of the discriminator. It also supports our
argument in Section 3 that adding SRN reduces the value of Le.
For the purpose of analysis, Figure 7b and 8b shows eLhist for
pairs where each sample either comes from the true data or from the generator and we observe a similar
trend and that the magnitude of eLhist are lower than the case in Figure 2b. To verify that the same results
hold in the conditional GAN setup, we show similar comparisons for GANs with projection discriminator [25]
in Figure 6, 7a and 8a and observe a similar trend. Further, to see the value of the local Lipschitzness
in the vicinity of real and generated samples we also plot the norm of the Jacobian in Figure 9 and 10 in
Appendix E.2 and observe mostly a similar trend. In Appendix E.3 (Figure 11), we also show that the
discriminator training of SRN-GAN is more stable than Spectral Normalization GAN (SN-GAN).
5 Conclusion
We propose a new normalization (SRN) that allows us to constrain the stable rank of each affine layer of a NN,
which in turn learns a mapping with low empirical Lipschitz constant. We also provide optimality guarantees
of SRN. We show that SRN improves the generalization and memorization properties of a standard classifier
with a very large margin. In addition, we show that SRN improves the training of GANs and provides better
inception, FID, and neural divergence scores.
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A Technical Proofs
Here we provide an extensive proof of Theorem 1 (Appendix A.1), then give an example to show the difference
between the solutions obtained using the stable rank minimization and the standard rank minimization
(Appendix A.2), and finally also provide the optimal solution to the spectral norm problem in Appendix A.3.
Auxiliary lemmas on which our proof depends are provided in Appendix A.4.
A.1 Proof for Optimal Stable Rank Normalization. (Main Theorem)
Theorem 1. Given a real matrix W ∈ Rm×n with rank p, a target spectrum (or singular value) preservation
index k (0 ≤ k < p), and a target stable rank of r (1 ≤ r < srank(W)), the optimal solution Ŵk of problem (4)
is Ŵk = γ1S1 + γ2S2, where S1 =
∑max(1,k)
i=1 σiuiv
>
i and S2 = W − S1. {σi}ki=1, {ui}ki=1 and {vi}ki=1 are
the top k singular values and vectors of W, and, depending on k, γ1 and γ2 are defined below. For simplicity,
we first define γ =
√
rσ21−‖S1‖2F
‖S2‖F , then
a) If k = 0 (no spectrum preservation), the problem becomes non-convex, the optimal solution to which is
obtained for γ2 =
γ + r − 1
r
and γ1 =
γ2
γ
. Since ‖S1‖2F = σ21, γ =
√
r−1σ1
‖S2‖F .
b) If k ≥ 1, the problem is convex and the optimal solution is obtained for γ1 = 1, and γ2 = γ.
c) Also,
∥∥∥Ŵk −W∥∥∥
F
is monotonically increasing with k for k ≥ 1.
Proof. Here we provide the proof of Theorem 1 (in the main paper) for all the three cases with optimality
and uniqueness guarantees. Let Ŵk be the optimal solution to the problem for any of the two cases.
From Lemma 5, the SVD of W and Ŵk can be written as W = UΣV> and Ŵk = UΛV>, respectively.
Then, L =
∥∥∥W − Ŵk∥∥∥2
F
= 〈Σ− Λ,Σ− Λ〉F. From now onwards, we denote Σ and Λ as vectors consisting of
the diagonal entries, and 〈., .〉 as the vector inner product 6.
Proof for Case (a): In this case, there is no constraint enforced to preserve any of the singular values of
the given matrix while obtaining the new one. The only constraint is that the new matrix should have the
stable rank of r. Let us assume Σ = (σ1, · · · , σp), Σ2 = (σ2, · · · , σp), Λ = (λ1, · · · , λp) and Λ2 = (λ2, · · · , λp).
Using these notations, we can write L as:
L = 〈Σ,Σ〉+ 〈Λ,Λ〉 − 2 〈Σ,Λ〉
= 〈Σ,Σ〉+ λ21 + 〈Λ2,Λ2〉 − 2σ1λ1 − 2 〈Σ2,Λ2〉 (5)
Using the stable rank constraint srank(Ŵk) = r, which is r = 1 +
∑p
j=2 λ
2
j
λ21
, we obtain the following equality
constraint making the problem non-convex
λ21 =
〈Λ2,Λ2〉
r − 1 (6)
However, we will show that the solution we obtain is optimal and unique. Substituting (6) into (5)
L = 〈Σ,Σ〉+ 〈Λ2,Λ2〉
r − 1 + 〈Λ2,Λ2〉 − 2σ1
√
〈Λ2,Λ2〉
r − 1 − 2 〈Σ2,Λ2〉 (7)
6〈., .〉F represents the Frobenius inner product of two matrices, which in the case of diagonal matrices is the same as the inner
product of the diagonal vectors.
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Setting
∂L
∂Λ2
= 0 to get the family of critical points
2Λ2
r − 1 + 2Λ2 −
4σ1Λ2
2
√
(r − 1) 〈Λ2,Λ2〉
− 2Σ2 = 0
=⇒ Σ2 = Λ2
(
1
r − 1 + 1−
σ1
1
√
(r − 1) 〈Λ2,Λ2〉
)
(8)
The above equality implies that all the critical points of (7) are a scalar multiple of Σ2, implying, Λ2 = γ2Σ2.
Substituting this into (8) we obtain
Σ2 = γ2Σ2
(
1
r − 1 + 1−
σ1
γ2
√
(r − 1) 〈Σ2,Σ2〉
)
Using the fact that 〈Σ2,Σ2〉 = ‖S2‖2F in the above equality and with some algebraic manipulations, we obtain
γ2 =
γ+r−1
r where, γ =
√
r−1σ1
‖S2‖F . Note, r ≥ 1, γ ≥ 0, and Σ ≥ 0, implying, Λ2 = γ2Σ2 ≥ 0. The uniqueness of
Λ2 is shown in Lemma 6. Using Λ2 = γ2Σ2 and λ1 = γ1σ1 in (6), we obtain a unique solution γ1 = γ2γ .
Proof for Case (b): In this case, the constraints are meant to preserve the top k singular values of
the given matrix while obtaining the new one. Let Σ1 = (σ1, · · · , σk) , Σ2 = (σk+1, · · · , σp) , Λ1 =
(λ1, · · · , λk) , Λ2 = (λk+1, · · · , λp). Since satisfying all the constraints imply Σ1 = Λ1, thus, L :=∥∥∥W − Ŵk∥∥∥2
F
= 〈Σ2 − Λ2,Σ2 − Λ2〉. From the stable rank constraint srank(Ŵk) = r, we have
r =
〈Λ1,Λ1〉+ 〈Λ2,Λ2〉
λ21
∴ 〈Λ2,Λ2〉 = rλ21 − 〈Λ1,Λ1〉 = rσ21 − 〈Σ1,Σ1〉 (9)
The above equality constraint makes the problem non-convex. Thus, we relax it to srank(Ŵk) ≤ r to make
it a convex problem and show that the optimality is achieved with equality. Let rσ21 − 〈Σ1,Σ1〉 = η. Then,
the relaxed problem can be written as
min
Λ2∈Rp−k
L := 〈Σ2 − Λ2,Σ2 − Λ2〉
s.t. Λ2 ≥ 0, 〈Λ2,Λ2〉 ≤ η.
We introduce the Lagrangian dual variables Γ ∈ Rp−k and µ corresponding to the positivity and the stable
rank constraints, respectively. The Lagrangian can then be written as
L (Λ2,Γ, µ)Γ≥0,µ≥0 = 〈Σ2 − Λ2,Σ2 − Λ2〉+ µ (〈Λ2,Λ2〉 − η)− 〈Γ,Λ2〉 (10)
Using the primal optimality condition
∂L
∂Λ2
= 0, we obtain
2Λ2 − 2Σ2 + 2µΛ2 − Γ = 0
=⇒ Λ2 = Γ + 2Σ2
2 (1 + µ)
(11)
Using the above condition on Λ2 with the constraint 〈Λ2,Λ2〉 ≤ η, combined with the stable rank constraint
of the given matrix W that comes with the problem definition, srank(W) > r (which implies 〈Σ2,Σ2〉 > η),
the following inequality must be satisfied for any Γ ≥ 0
1 <
〈Σ2,Σ2〉
η
≤ 〈Γ + Σ2,Γ + Σ2〉
η
≤ (1 + µ)2 (12)
13
For the above inequality to satisfy, the dual variable µ must be greater than zero, implying, 〈Λ2,Λ2〉− η must
be zero for the complementary slackness to satisfy. Using this with the optimality condition (11) we obtain
(1 + µ)
2
=
〈Γ + 2Σ2,Γ + 2Σ2〉
4η
Substituting the above solution back into the primal optimality condition we get
Λ2 = (Γ + 2Σ2)
√
η√〈Γ + 2Σ2,Γ + 2Σ2〉 (13)
Finally, we use the complimentary slackness condition ΓΛ2 = 07 to get rid of the dual variable Γ as follows
Γ (Γ + 2Σ2)
√
η√〈Γ + 2Σ2,Γ + 2Σ2〉 = 0
It is easy to see that the above condition is satisfied only when Γ = 0 as Σ2 ≥ 0 and η > 0. Therefore, using
Γ = 0 in (13) we obtain the optimal solution of Λ2 as
Λ2 =
√
η√〈Σ2,Σ2〉Σ2 =
√
rσ21 − ‖S1‖2F
‖S2‖2F
Σ2 = γΣ2 (14)
Proof for Case (c): The monotonicity of
∥∥∥Ŵk −W∥∥∥
F
for k ≥ 1 is shown in Lemma 3.
Note that by the assumption that srank(W) < r, we can say that γ < 1. Therefore in all the cases γ2 < 1.
Let us look at the required conditions for γ1 ≥ 1 to hold. When k ≥ 1, γ1 = 1 holds. When k = 0, for γ1 > 1
to be true, γ2 < γ should hold, implying, (γ − 1) < r (γ − 1), which is always true as r > 1 (by the definition
of stable rank).
Lemma 3. For k ≥ 1, the solution to the optimization problem (4) obtained using Theorem 1 is closest to
the original matrix W in terms of Frobenius norm when only the spectral norm is preserved, implying, k = 1.
Proof. For a given matrix W and a partitioning index k ∈ {1, · · · , p}, let Ŵk = Sk1 + γSk2 be the matrix
obtained using Theorem 1. We use the superscript k along with S1 and S2 to denote that this refers to the
particular solution of Ŵk. Plugging the value of γ and using the fact that
∥∥Sk2∥∥F 6= 0, we can write∥∥∥W − Ŵk∥∥∥
F
= (1− γ)∥∥Sk2∥∥F
=
∥∥Sk2∥∥F −√rσ21 − ∥∥Sk1∥∥2F
=
∥∥Sk2∥∥F −√rσ21 − ‖W‖2F + ∥∥Sk2∥∥2F.
Thus,
∥∥∥W − Ŵk∥∥∥
F
can be written in a simplified form as f(x) = x − √a+ x2, where x = ∥∥Sk2∥∥F and
a = rσ21 − ‖W‖2F. Note, a ≤ 0 as 1 ≤ r ≤ srank(W), and a+ x2 ≥ 0 because of the condition in Theorem 1.
Under these settings, it is trivial to verify that f is a monotonically decreasing function of x. Using the fact
that as the partition index k increases, x decreases, it is straightforward to conclude that the minimum of
f(x) is obtained at k = 1.
7 is the hadamard product
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A.2 Example
Let us assume W is a 3× 3 identity matrix (rank = stable rank = 3) and the objective is to obtain a new
matrix with stable rank of 2. We consider three cases (a) Ŵ1 as the solution to the rank minimization
without stable rank constraint (Eckart-Young-Mirsky [9]); (b) Ŵ2 as the solution of Theorem 1 with k = 1;
and (c) Ŵ3 as the solution of Theorem 1 with k = 0. The solutions to these three cases can be computed as
(use Theorem 1 for cases (b) and (c)):
Ŵ1 =
1 0 00 1 0
0 0 0
 , Ŵ2 =
1 0 00 1√
2
0
0 0 1√
2
 , Ŵ3 =

1
2
(√
2 + 1
)
0 0
0 1
2
√
2
(√
2 + 1
)
0
0 0 1
2
√
2
(√
2 + 1
)

It is easy to verify that the stable rank of all the above solutions is 2. However, the Frobenius distance
of these solutions from the original matrix follows the order
∥∥∥W − Ŵ1∥∥∥
F
>
∥∥∥W − Ŵ2∥∥∥
F
>
∥∥∥W − Ŵ3∥∥∥
F
.
This example shows that the solution provided in Theorem 1, instead of completely removing a particular
singular value, scales them (depending on k) such that the new matrix has the desired stable rank and is
closest to the original matrix in terms of Frobenius norm. Interestingly, as shown in the example, in the case
of k = 0, the spectral norm of the optimal solution is greater than that of the original matrix.
A.3 Proof for Optimal Spectral Normalization
The widely used spectral normalization [26] where the given matrix W ∈ Rm×n is divided by the maximum
singular value is an approximation to the optimal solution of the spectral normalization problem defined as
arg min
Ŵ
∥∥∥W − Ŵ∥∥∥2
F
(15)
s.t. σ(Ŵ) ≤ s,
where σ(Ŵ) denotes the maximum singular value and s > 0 is a hyperparameter. The optimal solution
to this problem is shown in Algorithm 3. In what follows we provide the optimality proof of Algorithm 3
Algorithm 3 Spectral Normalization
Require: W ∈ Rm×n, s
1: W1 ← 0, p← min(m,n)
2: for k ∈ {1, · · · , p} do
3: {uk,vk, σk} ← SV D(W, k) . perform power method to get k-th singular value
4: if σk ≥ s then
5: W1 ←W1 + s ukv>k
6: W←W − σk ukv>k
7: else
8: break . exit for loop
9: end if
10: end for
11: return W←W1 +W
for the sake of completeness. Let SVD (W) = UΣV> and let us assume that Z = SΛT> is a solution to
the problem 15. Trivially, X = UΛV> also satisfies σ (X) ≤ s. Now, ‖W −X‖2F =
∥∥U (Σ− Λ)V>∥∥2
F
=
‖(Σ− Λ)‖2F ≤ ‖W − Z‖2F, where the last inequality directly comes from Lemma 4. Thus the singular vectors
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of the optimal solution must be the same as that of W. This boils down to solving the following problem
arg min
Λ∈Rmin(m,n)+
‖Λ− Σ‖2F s.t. Λ [i] ≤ s ∀i ∈ {0,min (m,n)} . (16)
Here, without loss of generality, we abuse notations by considering Λ and Σ to represent the diagonal vectors
of the original diagonal matrices Λ and Σ, and Λ [i] as its i-th index. It is trivial to see that the optimal
solution with minimum Frobenius norm is achieved when
Λ [i] =
{
Σ [i] , if Σ [i] ≤ s
s, otherwise.
This is exactly what Algorithm 3 implements.
A.4 Auxiliary Lemmas
Lemma 4. [Reproduced from Theorem 5 in Mirsky [22]] For any two matrices A,B ∈ Rm×n with singular
values as σ1 ≥ · · · ≥ σn and ρ1 ≥ · · · ≥ ρn, respectively
‖A−B‖2F ≥
n∑
i=1
(σi − ρi)2
Proof. Consider the following symmetric matrices
X =
[
0 A
A> 0
]
,Y =
[
0 B
B> 0
]
,Z =
[
0 A−B
(A−B)> 0
]
Let τ1 ≥ · · · ≥ τn be the singular values of Z. Then the set of characteristic roots of X,Y and Z in de-
scending order are {ρ1, · · · , ρn,−ρn, · · · ,−ρ1}, {σ1, · · · , σn,−σn, · · · ,−σ1}, and {τ1, · · · , τn,−τn, · · · ,−τ1},
respectively. By Lemma 2 in Wielandt [36]
[σ1 − ρ1, · · · , σn − ρn, ρn − σn, · · · , ρ1 − σ1]  [τ1, · · · τn,−τn,−τ1] ,
which implies that
n∑
i=1
(σi − ρi)2 ≤
n∑
i=1
τ2i = ‖A−B‖2F .
Lemma 5. Let A,B ∈ Rm×n where SVD(A) = UΣV> and B is the solution to the following problem
B = arg min
srank(W)=r
‖W −A‖2F . (17)
Then, SVD (B) = UΛV> where Λ is a diagonal matrix with non-negative entries. Implying, A and B will
have the same singular vectors.
Proof. Let us assume that Z = SΛT> is a solution to the problem 17 where S 6= U and T 6= V. Trivially,
X = UΛV> also lies in the feasible set as it satisfies srank(X) = r (note stable rank only depends on
the singular values). Using the fact that the Frobenius norm is invariant to unitary transformations,
we can write ‖A−X‖2F =
∥∥U (Σ− Λ)V>∥∥2
F
= ‖(Σ− Λ)‖2F. Combining this with Lemma 4, we obtain
‖A−X‖2F = ‖(Σ− Λ)‖2F ≤ ‖A− Z‖2F. This completes the proof.
Generally speaking, the optimal solution to problem 17 with constraints depending only on the singular
values (e.g. stable rank in this case) will have the same singular vectors as that of the original matrix.
Lemma 6. Let y1 = ax1 + bxˆ1 and y2 = ax2 + bxˆ2, where xˆ1 and xˆ2 denotes the unit vectors. Then,
y1 = y2 if x1 = x2.
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B Empirical local and global Lipschitz constants
Proposition B.1. Let f : Rm 7→ R be a Fréchet differentiable function, D the dataset, and Conv (xi,xj)
denotes the convex combination of a pair of samples xi and xj, then ∀p, q ∈ [1,∞] such that 1p + 1q = 1
max
xi,xj∈D
|f(xi)− f(xj)|
‖xi − xj‖p
≤ max
xi,xj∈D
x∈Conv (xi,xj)
‖Jf (x)‖q
Proof. Let f : Rm → R be a differentiable function on an open set containing xi and xj such that xi 6= xj .
By applying fundamental theorem of calculus
|f (xi)− f (xj)| =
∣∣∣∣∫ 1
0
∇f (xi + θ (xj − xi))> (xj − xi) ∂θ
∣∣∣∣
≤
∫ 1
0
∣∣∣∇f (xi + θ (xj − xi))> (xj − xi)∣∣∣ ∂θ
(a)
≤
∫ 1
0
‖∇f (xi + θ (xj − xi))‖q ‖(xj − xi)‖p ∂θ
≤
∫ 1
0
max
θ∈(0,1)
‖∇f (xi + θ (xj − xi))‖q ‖(xj − xi)‖p ∂θ
= max
θ∈(0,1)
‖∇f (xi + θ (xj − xi))‖q ‖(xj − xi)‖p
∫ 1
0
∂θ
∴ |f (xi)− f (xj)|‖(xj − xi)‖p
≤ max
θ∈(0,1)
‖∇f (xi + θ (xj − xi))‖q = max
x∈Conv (xi,xj)
‖∇f (x)‖q .
The inequality (a) is due to Hölder’s inequality.
C The local Lipschitz upper-bound for Neural Networks
As mentioned in Section 2, Ll(x) = ‖Jf (x)‖p,q, where, in the case of NN, the Jacobian is:
Jf (x) =
∂f (x)
∂x
:=
∂z1
∂x
∂φ1(z1)
∂z1
· · · ∂zl
∂al−1
∂φl(zl)
∂zl
. (18)
Using ∂zl∂al−1 = Wl (affine transformation), and applying submultiplicativity of the matrix norms:
‖Jf (x)‖p,q ≤ ‖W1‖p,q
∥∥∥∥∂φ1(z1)∂z1
∥∥∥∥ · · · ‖Wl‖p,q ∥∥∥∥∂φl(zl)∂zl
∥∥∥∥ . (19)
Note, most commonly used activation functions φ(.) such as ReLU, sigmoid, tanh and maxout are known to
have Lipschitz constant of 1 (if scaled appropriately)8, thus, the upper bound can further be written only
using the operator norms of the intermediate matrices as
Ll(x) ≤ ‖Jf (x)‖p,q ≤ ‖Wl‖p,q · · · ‖W1‖p,q . (20)
Furthermore Ll (x) can be substituted by Ll, the local Lipschitz constant, as the upper bound (Eq. (20)) is
independent of x. Note that this is one of the main reasons why we consider the empirical Lipschitz to better
reflect the true behaviour of the function as the NN is never exposed to the entire domain Rm but only a
small subset dependant on the data distribution.
8implying, maxz
∥∥∥ ∂φ(z)∂z ∥∥∥p = 1.
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`Acc (%) `NLL
Algorithm Stable rank Test (R̂` (f)) Gen. Gap ( G`) Test (R̂` (f)) Gen. Gap ( G`)
S
1
SN - 66.45 33.16 1.71 1.69
SRN (Our)
50% 66.22 33.06 1.70 1.67
30% 64.76 31.5 1.65 1.52
S
2
SN - 64.03 34.65 1.58 1.51
SRN (Our)
50% 64.28 33.08 1.52 1.41
30% 63.11 27.4 1.44 1.11
Table 5: Generalization behaviour of SN and SRN (Our) on different training settings (S1, S2).
The other reason why this upper bound is a bad estimate is that the inequality in Eq (19) is tight only
when the partial derivatives are aligned, implying,
∥∥∥ ∂z`∂z`−1 ∂z`+1∂z` ∥∥∥2 = ∥∥∥ ∂z`∂z`−1 ∥∥∥2 ∥∥∥∂z`+1∂z` ∥∥∥2 ∀l − 2 ≤ ` ≤ l.
This problem has been referred to as the problem of mis-alignment and is similar to quantities like layer
cushion in Arora et al. [4].
D Additional Experiments on Generalization
(a) Accuracy (b) NLL
Figure 3: DenseNet-40 model trained on CIFAR100 for the S1 setup. The solid line represents the generaliza-
tion gap and the dashed line represents the testing metric.
Given a data distribution D, a dataset of n data point {(x1, y1) , · · · , (xn, yn) : xi ∈ Rm} sampled i.i.d from
D, and a loss function ` : Rk × R → [0, 1], the learning objective is to learn a function f : Rm → Rk such
that the risk R` (f) = Ex,y∼D [` (f (x) , y)] is minimized. R` (f) is empirically approximated with the mean
of ` on the test set and is known as the test error (R̂` (f)). However, if one only has access to the training
data points, to guarantee a low risk, one needs to learn a function f which behaves similarly on training and
test sets in terms of the loss function ` i.e. with a low generalization gap which is defined as:
G` (f) = 1
n
n∑
i=1
` (f (xi) , yi)− R̂` (f)
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(a) Accuracy (b) NLL
Figure 4: DenseNet-40 model trained on CIFAR100 for the S2 setup. The solid line represents the generaliza-
tion gap and the dashed line represents the testing metric.
(a) CIFAR100 (b) CIFAR10
Figure 5: Training NLL and generalization gap of a DenseNet-40 model trained on randomly labelled
CIFAR100/10. Dashed line represents the training NLL and the solid line G`NLL .
We report G using following functions a) NLL : `NLL (z, y) = − log (z · ey) where ey ∈ {0, 1}k is the
yth coordinate vector and b) Acc: `Acc (z, y) = 1
[
arg maxi∈{1···k} {zi} = y
]
. We perform two additional
experiments – S1: with high learning rate (0.1), and S2: with low learning rate (0.01). In both these
experiments we apply global contrastive normalization as the preprocessing of the dataset We use DenseNet-
40 network and optimize it using gradient descent with a momentum of 0.9. The learning rate is multiplied
by 0.1 after the 150th and the 225th epoch. Table 5 compares the generalization behaviour of SN [26] and
SRN. Figure 3 and Figure 4 show the train and test performance over epochs for S1 and S2, respectively. We
also show results on `NLL for the randomized label experiments in Figure 5. The setup for this experiment is
the same as in Figure 1b and 1c. It further supports our argument that SRN helps in avoiding memorization.
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E Additional Experiments on GANs
E.1 GAN experimental setup
Datasets and Network Architectures Each of the CIFAR datasets contain a total of 50, 000 RGB
images in the training set, where each image is of size 32 × 32, and a further 10, 000 RGB images of the
same dimension in the test set. The CelebA dataset contains more than 200K images scaled to a size of
64× 64. The model architecture for both the generator and the discriminator was chosen to be a 32 layered
ResNet [14] due to its previous superior performance in other works [26]. We use Adam optimizer [17]
which depends on three main hyper-parameters α- the initial learning rate, β1- the first order moment
decay rate and β2- the second order moment decay rate. We cross-validate these parameters in the set
α ∈ {0.0002, 0.0005}, β1 ∈ {0, 0.5}, β2 ∈ {0.9, 0.999} and chose α = 0.0002, β1 = 0.0 and β2 = 0.999 which
performed consistently well in all of the experiments.
GAN objective functions In the case of conditional GANs [23], we used the conditional batch normal-
ization [8] to condition the generator and the projection discriminator [25] to condition the discriminator.
The dimension of the latent variable for the generator was set to 128 and was sampled from a zero mean and
unit variance Gaussian distribution. For training the model, we used the hinge loss version of the adversarial
loss [20, 35] in all experiments except the experiments with WGAN-GP. The hinge loss version was chosen
as it has been shown to give consistently better performance in previous works [39, 26]. For training the
WGAN-GP model, we used the original loss function as described in Gulrajani et al. [12].
Evaluation Metrics We use Inception [34] and Frechet Inception Distance (FID) [15] scores for the
evaluation of the generated samples. For measuring the inception score, we generate 50, 000 samples, as
was recommended in Salimans et al. [34]. For measuring FID, we use the same setting as Miyato et al. [26]
where we sample 10, 000 data points from the training set and compare its statistics with that of 5, 000
generated samples. In addition, we use a recent evaluation metric called Neural divergence score Gulrajani
et al. [13] which is more robust to memorization. The exact set-up for the same is discussed below. In the
case of conditional image generation, we also measure Intra-FID [26], which is the mean of the FID of the
generator, when it is conditioned over different classes. Let FID(G, c) be the FID of the generator G when it
is conditioned on the class c ∈ C (where C is the set of classes), then, Intra FID(G) = 1|C|FID(G, c)
Neural Divergence Setup We train a new classifier inline with the architecture in Gulrajani et al. [13].
It includes three convolution layers with 16, 32 and 64 channels, a kernel size of 5× 5 and a stride of 2. Each
of these layers are followed by a Swish activation [32] and then finally a linear layer that gives a single output.
The network is initialized using normal distribution with zero mean and the standard deviation of 0.02, and
trained using Adam optimizer with α = 0.0002, β1 = 0., β2 = 0.9 for a total of 100, 000 iterations with
minibatch of 128 generated samples and 128 samples from the test set9. We use the standard WGAN-GP loss
function, log (1 + exp (f (xfake))) + log (1 + exp (−xreal)), where f represents the network described above.
Finally, we generate 1 Million samples from the generator and report the average log (1 + exp (f (xfake)))
over these samples. Higher average value implies better generation as the network in this case is unable to
distinguish the generated and the real samples.
E.2 More Empirical Lipschitz plots
Conditional GANs Figure 6 shows the eLihst of conditional GANs with projection discriminator [25].
9For CelebA, we used the training set.
20
Figure 6: Comparison: eLhist of the discriminator in the conditional GAN setting with projection discriminator on CIFAR100.
Empirical Lipschitzness between real samples and between fake samples. Figure 7 shows the
histogram of eLhist of the discriminator for pairs of fake samples i.e. samples generated by the generator.
Figure 8 shows eLhist of the discriminator when samples came from the dataset.
(a) Conditional GAN with projection discriminator. (b) Unconditional GAN setting.
Figure 7: Comparison: eLhist of the discriminator for pairs of samples selected from the generator on CIFAR10
(a) Conditional GAN with projection discriminator (b) Unconditional GAN setting.
Figure 8: Comparison: eLhist of the discriminator for pairs of samples from the real distribution on CIFAR10.
Jacobian norm in the vicinity of the points Here we compare the Jacobian of the discriminator of
the trained models in the vicinity of the samples from the generator and the real dataset. This is a penalized
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measure in various algorithms Gulrajani et al. [12], Petzka et al. [31] (often referred to as local perturbations)
and was independently proposed by Kodali et al. [18]. Figure 9 and Figure 10 show the histogram of the
norm of the Jacobian of the discriminator in the vicinity of the generated and the real samples, respectively.
To generate these plots, 2, 000 samples were used from the respective distributions. It is interesting to note
that the norm is the same for the points in the vicinity of the real data points and the generated data points
for the SRN-GAN as well for WGAN-GP whereas it varies between fake and real samples for SN-GAN.
(a) Conditional GAN with projection discriminator. (b) Unconditional GAN setting.
Figure 9: Jacobian norm of the discriminator in the neighbourhood of the samples from the generator trained on CIFAR10.
(a) Conditional GAN with projection discriminator (b) Unconditional GAN setting.
Figure 10: Jacobian norm of the discriminator in the neighbourhood of the samples from the real dataset (CIFAR10).
E.3 Training Stability
Training Stability In Figure 11 we show the discriminator loss during the course of the training as an
indicator of whether the generator gets sufficient gradient during training or not. These plots clearly suggest
that the discriminator loss is more consistent for SRN than the SN.
F Examples of Generated Images
F.1 CelebA images
For these images, we generated 100 images from the respective models and hand-picked the 10 best images in
terms of visual quality.
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Figure 11: Loss incurred by the discriminator. The loss of SRN-GAN with the stable rank constraint of 70 is shifted upwards
by 0.2 so that we can compare the change of the loss during training as opposed to the absolute magnitude of the loss.
Figure 12: Image samples generated from the unconditional SRN-GAN.
Figure 13: Image samples generated from the unconditional SN-GAN.
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F.2 CIFAR10-Unconditional GAN
(a) SRN-GAN - Rank 70%
(b) SRN-GAN - Rank 50%
(c) SN-GAN
(d) WGAN-GP
Figure 14: Image samples generated from the unconditional SRN-GAN, SN-GAN, and WGAN-GP.
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F.3 CIFAR10-Conditional SRN-GAN
(a) Airplanes (b) Cars (c) Birds
(d) Cats (e) Deers (f) Dogs
Figure 15: Image samples generated from the conditional SRN-GAN with projection discriminator.
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