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Abstract
In this paper we will develop a new stochastic population model under regime switching. Our model
takes both white and color environmental noises into account. We will show that the white noise suppresses
explosions in population dynamics. Moreover, from the point of population dynamics, our new model has
more desired properties than some existing stochastic population models. In particular, we show that our
model is stochastically ultimately bounded.
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1. Introduction
Population systems are often subject to environmental noise and there are various types of
environmental noise, e.g. white or color noise. It is critical in ecology to discover whether the
presence of such noise affects population systems significantly.
Consider a predator–prey Lotka–Volterra model{
x˙1(t) = x1(t)
(
a1 − b1x2(t)
)
,
x˙2(t) = x2(t)
(−c1 + d1x1(t)), (1.1)
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odically if there is no influence of environmental noise (see e.g. [6,7,19]). However, if the factor
of environmental noise is taken into account, the system will change significantly. First of all, let
us consider a simple color noise, say telegraph noise. The telegraph noise can be illustrated as a
switching between two or more regimes of environment, which differ by factors such as nutrition
or as rain falls (see e.g. [4,18]). The switching is memoryless and the waiting time for the next
switch has an exponential distribution. We can hence model the regime switching by a finite-state
Markov chain. To make it simple, assume that there are only two regimes and the system obeys
Eq. (1.1) when it is in regime 1 while it obeys another predator–prey Lotka–Volterra model
{
x˙1(t) = x1(t)
(
a2 − b2x2(t)
)
,
x˙2(t) = x2(t)
(−c2 + d2x1(t)) (1.2)
in regime 2. The switching between these two regimes is governed by a Markovian chain r(t)
on the state space S = {1,2}. The population system under regime switching can therefore be
described by the following stochastic model
{
x˙1(t) = x1(t)
(
ar(t) − br(t)x2(t)
)
,
x˙2(t) = x2(t)
(−cr(t) + dr(t)x1(t)). (1.3)
This system is operated as follows: If r(0) = 1, the system obeys Eq. (1.1) till time τ1 when the
Markov chain jumps to 2 from 1; the system will then obey Eq. (1.2) from time τ1 till time τ2
when the Markov chain jumps to 1 from 2; the system will continue to switch as long as the
Markov chain jumps. If r(0) = 2, the system will switch similarly. In other words, Eq. (1.3) can
be regarded as Eqs. (1.1) and (1.2) switching from one to the other according to the law of the
Markov chain. Equations (1.1) and (1.2) are hence called the subsystems of Eq. (1.3). Clearly,
Eqs. (1.1) and (1.2) have their unique positive equilibrium state (p1, q1) = (c1/d1, a1/b1) and
(p2, q2) = (c2/d2, a2/b2), respectively. Recently, Takeuchi et al. [20] reveal a very interesting
and surprising result: If two equilibrium states of the subsystems are different, then all positive
trajectories of Eq. (1.3) always exit from any compact set of R2+ with probability 1; on the
other hand, if the two equilibrium states coincide, then the trajectory either leaves from any
compact set of R2+ or converges to the equilibrium state. In practice, two equilibrium states
are usually different whence Takeuchi et al. [20] show that Eq. (1.3) is neither permanent nor
dissipative (see e.g. [3,5,9–11]). This is an important result as it reveals the significant effect
of the environmental noise to the population system: both subsystems (1.1) and (1.2) develop
periodically but switching between them makes them become neither permanent nor dissipative.
Let us now take a further step by considering another type of environmental noise, namely
the white noise (see e.g. [16]). Recall that the parameters ai and −ci represent the intrinsic
growth and death rate of x1(t) and x2(t), respectively, in regime i (= 1,2). In practice we usually
estimate them by an average value plus errors. We may assume that the errors follow normal
distributions, but the standard deviations of the errors, known as the noise intensities, may depend
on the population sizes. We may therefore replace the rates ai and −ci by
ai → ai + αix1(t)B˙(t) and −ci → −ci + βix2(t)B˙(t),
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is a white noise (i.e. B(t) is a Brownian motion). As a result, Eq. (1.3) becomes a stochastic
differential equation (SDE) under regime switching{
dx1(t) = x1(t)
[(
ar(t) − br(t)x2(t)
)
dt + αr(t)x1(t) dB(t)
]
,
dx2(t) = x2(t)
[(−cr(t) + dr(t)x1(t))dt + βr(t)x2(t) dB(t)]. (1.4)
In this paper, we will show that this SDE has the following very nice properties:
• The solution starting from anywhere in R2+ will remain in R2+ with probability 1.
• The SDE is stochastically ultimately bounded in the sense that for any ε ∈ (0,1), there is
a positive constant H = H(ε) such that the solution starting from anywhere in R2+ has the
property that
lim
t→∞P
{
x1(t)+ x2(t)H
}
 1 − ε.
• The average in time of the second moment of the solution is bounded, namely there is a
K > 0 such that the solution starting from anywhere in R2+ obeys
lim sup
T→∞
1
T
T∫
0
E
[
x21(t)+ x22(t)
]
K.
These are the desired properties for a population system. In other words, by taking both color
and white noises into account, our new stochastic population system (1.4) reveals more desired
properties than the stochastic system (1.3) which takes only the color noise into account. The
important contributions of this paper is therefore clear.
2. Stochastic population systems under regime switching
Throughout this paper, unless otherwise specified, we let (Ω,F , {Ft }t0,P) be a complete
probability space with a filtration {Ft }t0 satisfying the usual conditions (i.e. it is increasing
and right continuous while F0 contains all P-null sets). Let B(t), t  0, be a scalar Brownian
motion defined on this probability space. Let r(t), t  0, be a right-continuous Markov chain on
the probability space taking values in a finite state space S = {1,2, . . . ,N} with the generator
Γ = (γuv)N×N given by
P
{
r(t + δ) = v ∣∣ r(t) = u}= {γuvδ + o(δ) if u = v,
1 + γuuδ + o(δ) if u = v,
where δ > 0. Here γuv is the transition rate from u to v and γuv > 0 if u = v while
γuu = −
∑
v =u
γuv.
We assume that the Markov chain r(·) is independent of the Brownian motion B(·). It is well
known that almost every sample path of r(·) is a right continuous step function with a finite
number of sample jumps in any finite subinterval of R+ := [0,∞).
We will need a few more notations. If A is a vector or matrix, its transpose is denoted by
AT . If A is a matrix, its trace norm is denoted by |A| =√trace(AT A) whilst its operator norm is
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for all 1 i  n}. Please note the difference between R1+ = (0,∞) and R+ = [0,1).
Consider the Lotka–Volterra model under regime switching for a system with n interacting
components, namely
x˙(t) = diag(x1(t), . . . , xn(t))[b(r(t))+A(r(t))x(t)], (2.1)
where x = (x1, . . . , xn)T and for each u ∈ S,
b(u) = (b1(u), . . . , bn(u))T , A(u) = (aij (u))n×n.
Suppose that for each u ∈ S, the vector b(u) of the growth rates is stochastically perturbed, with
b(u) → b(u)+ σ(u)x(t)B˙(t),
where σ(k) = (σij (u))n×n. Then Eq. (2.1) becomes an SDE under regime switching of the form
x˙(t) = diag(x1(t), . . . , xn(t))([b(r(t))+A(r(t))x(t)]dt + σ (r(t))x(t) dB(t)). (2.2)
Since our purpose is to discover the effect of environmental noise, we naturally impose the fol-
lowing simple hypothesis on the noise intensities.
Assumption 2.1. For each u ∈ S, σii(u) > 0 if 1 i  n whilst σij (u) 0 if i = j .
As the ith state xi(t) of Eq. (2.2) is the size of the ith component in the system, it should be
nonnegative. Moreover, the coefficients of Eq. (2.2) do not satisfy the linear growth condition,
though they are locally Lipschitz continuous, so the solution of Eq. (2.2) may explode at a finite
time. However we shall show that under the simple Assumption 2.1 the solution of Eq. (2.2) is
positive and global.
Theorem 2.2. Under Assumption 2.1, for any system parameters b(·), A(·), and any given initial
value x0 ∈ Rn+, there is a unique solution x(t) to Eq. (2.2) on t  0 and the solution will remain
in Rn+ with probability 1, namely x(t) ∈ Rn+ for all t  0 almost surely.
Proof. We will need the concept of maximal local solutions which will be discussed in Appen-
dix A as, to the best knowledge of the authors, most existing results are concerned with global
solutions to SDEs under regime switching.
Since the coefficients of the equation are locally Lipschitz continuous, by Theorem A.2, for
any given initial value x0 ∈ Rn+ there is a unique maximal local solution x(t) on t ∈ [0, τe), where
τe is the explosion time. To show this solution is global, we need to show that τe = ∞ a.s. Let
k0 > 0 be sufficiently large for every component of x0 lying within the interval [1/k0, k0]. For
each integer k  k0, define the stopping time
τk = inf
{
t ∈ [0, τe): xi(t) /∈ (1/k, k) for some i = 1, . . . , n
}
,
where throughout this paper we set inf∅ = ∞ (as usual, ∅ = the empty set). Clearly, τk is in-
creasing as k → ∞. Set τ∞ = limk→∞ τk , whence τ∞  τe a.s. If we can show that τ∞ = ∞
a.s., then τe = ∞ a.s. and x(t) ∈ Rn+ a.s. for all t  0. In other words, to complete the proof all
we need to show is that τ∞ = ∞ a.s. For if this statement is false, then there is a pair of constants
T > 0 and ε ∈ (0,1) such that
P{τ∞  T } > ε.
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P{τk  T } ε for all k  k1. (2.3)
Define a C2-function V :Rn+ → R+ by
V (x) =
n∑
i=1
[√
xi − 1 − 0.5 log(xi)
]
.
The nonnegativity of this function can be seen from
√
y − 1 − 0.5 log(y) 0 on y > 0.
If x(t) ∈ Rn+, the Itô formula (see e.g. [12–14,17]) shows that
dV
(
x(t)
)= n∑
i=1
{
0.5
(
x−0.5i − x−1i
)
xi
[(
bi +
n∑
j=1
aij xj
)
dt +
n∑
j=1
σij xj dB(t)
]
+ 0.5(−0.25x−1.5i + 0.5x−2i )x2i
[
n∑
j=1
σij xj
]2
dt
}
=
n∑
i=1
{
0.5
(
x0.5i − 1
)(
bi +
n∑
j=1
aij xj
)
+ (0.25 − 0.125x0.5i )
[
n∑
j=1
σij xj
]2}
dt
+
n∑
i=1
n∑
j=1
0.5
(
x0.5i − 1
)
σij xj dB(t),
where we drop t from x(t) and r(t) from bi(r(t)), etc. Compute
n∑
i=1
(
x0.5i − 1
)(
bi +
n∑
j=1
aij xj
)

n∑
i=1
|bi |
(
x0.5i + 1
)+ n∑
i=1
n∑
j=1
|aij |xj +
n∑
i=1
n∑
j=1
|aij |x0.5i xj

n∑
i=1
|bi |
(
x0.5i + 1
)+ n∑
j=1
n∑
i=1
|aij |xj +
n∑
i=1
n∑
j=1
0.5|aij |
(
xi + x2j
)
=
n∑
i=1
(
|bi |
(
1 + x0.5i
)+ n∑
j=1
(|aji | + 0.5|aij |)xi + 0.5 n∑
j=1
|aji |x2i
)
and
n∑
i=1
[
n∑
j=1
σij xj
]2

n∑
i=1
[
n∑
j=1
σ 2ij
n∑
j=1
x2j
]
= |σ |2
n∑
i=1
x2i .
Moreover, by Assumption 2.1,
n∑
x0.5i
[
n∑
σij xj
]2

n∑
σ 2iix
2.5
i .i=1 j=1 i=1
74 Q. Luo, X. Mao / J. Math. Anal. Appl. 334 (2007) 69–84So
n∑
i=1
{
0.5
(
x0.5i − 1
)(
bi +
n∑
j=1
aij xj
)
+ (0.25 − 0.125x0.5i )
[
n∑
j=1
σij xj
]2}

n∑
i=1
{
0.5|bi |
(
1 + x0.5i
)+ n∑
j=1
(
0.5|aji | + 0.25|aij |
)
xi
+ 0.25
(
n∑
j=1
|aji | + |σ |2
)
x2i − 0.125σ 2iix2.5i
}
,
which is bounded, say by K , in Rn+ × S. We therefore obtain
dV
(
x(t)
)
K dt +
n∑
i=1
n∑
j=1
0.5
(
x0.5i − 1
)
σij xj dB(t)
as long as x(t) ∈ Rn+. Whence integrating both sides from 0 to τk ∧ T , and then taking expecta-
tions, yields
EV
(
x(τk ∧ T )
)
 V (x0)+KE(τk ∧ T ) V (x0)+KT. (2.4)
Set Ωk = {τk  T } for k  k1 and, by (2.3), P(Ωk)  ε. Note that for every ω ∈ Ωk , there is
some i such that xi(τk,ω) equals either k or 1/k, and hence V (x(τk,ω)) is no less than either√
k − 1 − 0.5 log(k)
or √
1/k − 1 − 0.5 log(1/k) =√1/k − 1 + 0.5 log(k).
Consequently,
V
(
x(τk,ω)
)

[√
k − 1 − 0.5 log(k)]∧ [0.5 log(k)− 1].
It then follows from (2.4) that
V (x0)+KT  E
[
IΩk (ω)V
(
x(τk,ω)
)]
 ε
([√
k − 1 − 0.5 log(k)]∧ [0.5 log(k)− 1]).
Letting k → ∞ leads to the contradiction
∞ >V (x0)+KT = ∞,
so we must have τ∞ = ∞ a.s. 
Let us emphasize that Theorem 2.2 holds under only Assumption 2.1 but no any additional
condition on parameters b(·) and A(·). To see the important feature of this result, let us consider
a bivariate system. When there are no interspecific interactions between two species, a bounded
system can be described by the purely logistic scheme
x˙1(t) = x1(t)
[
b1 − a11x1(t)
]
,
x˙2(t) = x2(t)
[
b2 − a22x2(t)
]
, (2.5)
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other, then the interactive dynamics are governed by the coupled ordinary differential equations
x˙1(t) = x1(t)
[
b1 − a11x1(t)+ a12x2(t)
]
,
x˙2(t) = x2(t)
[
b2 − a22x2(t)+ a21x1(t)
]
, (2.6)
where a12, a21 > 0. This type of ecological interaction is known as facultative mutualism; that is,
each species enhances the growth of the other although each species can persist in the absence of
the other. There exists an extensive literature concerned with the dynamics of mutualism (see e.g.
[2,8,21]). In general, a12, a21 are assumed to be smaller than a11, a22, e.g. a12a21 < a11a22, oth-
erwise the solution of Eq. (2.5) may explode at a finite time. For example, consider the symmetric
system
x˙1(t) = x1(t)
[
1 − x1(t)+ 2x2(t)
]
,
x˙2(t) = x2(t)
[
1 − x2(t)+ 2x1(t)
]
. (2.7)
If we let the initial values be the same, e.g. x1(0) = x2(0) = 1, then by symmetry x1(t) = x2(t).
Thus
x˙1(t) = x1(t)
[
1 + x1(t)
]
,
which has the solution
x1(t) = 1−1 + 2e−t
(
0 t < log(2)
)
,
with explosion at t = log(2). Let us now take the regime switching into account. Assume there
are two regimes so system (2.6) becomes
x˙1(t) = x1(t)
[
b1
(
r(t)
)− a11(r(t))x1(t)+ a12(r(t))x2(t)],
x˙2(t) = x2(t)
[
b2
(
r(t)
)− a22(r(t))x2(t)+ a21(r(t))x1(t)], (2.8)
where r(t) is a Markov chain on the state space S = {1,2}. Clearly we need some conditions on
aij (u) to avoid a possible explosion at a finite time, for example
a12(1)a21(1) < a11(1)a22(1) and a12(2)a21(2) < a11(2)a22(2); (2.9)
otherwise the solution of Eq. (2.8) may explode at a finite time with positive probability. To see
this more clearly, assume that in regime 1 the population obeys system (2.7) while in regime 2 it
obeys the following system
x˙1(t) = x1(t)
[
2 − 2x1(t)+ x2(t)
]
,
x˙2(t) = x2(t)
[
3 − 3x2(t)+ 2x1(t)
]
. (2.10)
Assume that it begins with regime 1 and the initial values are x1(0) = x2(0) = 1. It is known
that the first jump time τ1 of the Markov chain from state 1 to 2 has an exponential probability
distribution. Hence
P
{
τ1  log(2)
}
> 0.
But we know from the above that if the system has not switched to regime 2 from 1 before log(2),
it will explode to infinity at time log(2). We hence see that the system will explode to infinite
at a finite time with positive probability. However, this undesired situation will never happen
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stochastically perturbed by
bi(u) → bi(u)+ σii(u)xi(t)B˙(t)
where σii(u) > 0, then system (2.8) becomes
x˙1(t) = x1(t)
([
b1
(
r(t)
)− a11(r(t))x1(t)+ a12(r(t))x2(t)]dt + σ11(r(t))x1(t) dB(t)),
x˙2(t) = x2(t)
([
b2
(
r(t)
)− a22(r(t))x2(t)+ a21(r(t))x1(t)]dt + σ22(r(t))x2(t) dB(t)).
By Theorem 2.2, this system will never explode to infinity at any finite time with probability 1,
even if condition (2.9) is not satisfied. More significantly, the following cooperation model
x˙1(t) = x1(t)
([
b1
(
r(t)
)+ a11(r(t))x1(t)+ a12(r(t))x2(t)]dt + σ11(r(t))x1(t) dB(t)),
x˙2(t) = x2(t)
([
b2
(
r(t)
)+ a21(r(t))x1(t)+ a22(r(t))x2(t)]dt + σ22(r(t))x2(t) dB(t)),
where bi(u), aij (u) and σii(u) are all positive numbers, will never explode either. We there-
fore see that Theorem 2.2 reveals the important fact: the white noise suppresses explosions in
population dynamics.
3. Ultimate boundedness
Theorem 2.2 shows that under the simple Assumption 2.1 the solutions of Eq. (2.2) will re-
main in the positive cone Rn+. This nice positive property provides us with a great opportunity to
construct different types of Lyapunov functions to discuss how the solutions vary in Rn+ in more
details.
The non-explosion property in a population dynamical system is often not good enough but the
property of ultimate boundedness is more desired. Let us now give the definition of stochastically
ultimate boundedness.
Definition 3.1. Equation (2.2) is said to be stochastically ultimately bounded if for any ε ∈ (0,1),
there is a positive constant H = H(ε) such that for any initial value x0 ∈ Rn+, the solution x(t)
of Eq. (2.2) has the property that
lim sup
t→∞
P
{∣∣x(t)∣∣H} 1 − ε. (3.1)
Let us present a useful lemma from which the stochastically ultimate boundedness will follow
directly.
Lemma 3.2. Let Assumption 2.1 hold and θ ∈ (0,1). Then there is a positive constant H1 =
H1(θ), which is independent of the initial data x0 ∈ Rn+, such that the solution x(t) of Eq. (2.2)
has the property that
lim sup
t→∞
E
∣∣x(t)∣∣θ H1. (3.2)
Proof. Define
V (x) =
n∑
xθi for x ∈ Rn+.
i=1
Q. Luo, X. Mao / J. Math. Anal. Appl. 334 (2007) 69–84 77By the Itô formula, we have
dV
(
x(t)
)= LV (x(t), r(t))dt +
(
n∑
i=1
θxθi (t)
n∑
j=1
σij
(
r(t)
)
xj (t)
)
dB(t), (3.3)
where LV :Rn+ × S → R is defined by
LV (x,u) =
n∑
i=1
θxθi
[
bi(u)+
n∑
j=1
aij (u)xj
]
− θ(1 − θ)
2
n∑
i=1
xθi
[
n∑
j=1
σij (u)xj
]2
.
By Assumption 2.1, we have
LV (x,u)
n∑
i=1
θxθi
[
bi(u)+
n∑
j=1
aij xj
]
− θ(1 − θ)
2
n∑
i=1
σ 2ii (u)x
2+θ
i
= F(x,u)− V (x),
where
F(x,u) = V (x)+
n∑
i=1
θxθi
[
bi(u)+
n∑
j=1
aij xj
]
− θ(1 − θ)
2
n∑
i=1
σ 2ii (u)x
2+θ
i .
Note that F(x,u) is bounded in Rn+ × S, namely
H2 := sup
(x,u)∈Rn+×S
F(x,u) < ∞.
We therefore have
LV (x,u)H2 − V (x).
Now, by the Itô formula again, we have
d
[
etV
(
x(t)
)]= et [V (x(t))+LV (x(t), r(t))]dt
+ et
(
n∑
i=1
θxθi (t)
n∑
j=1
σij
(
r(t)
)
xj (t)
)
dB(t)
H2et dt + et
(
n∑
i=1
θxθi (t)
n∑
j=1
σij
(
r(t)
)
xj (t)
)
dB(t). (3.4)
Let k0 > 0 be sufficiently large for every component of x0 lying within the interval [1/k0, k0].
For each integer k  k0, define the stopping time
τk = inf
{
t  0: xi(t) /∈ (1/k, k) for some i = 1, . . . , n
}
.
Clearly τk → ∞ almost surely as k → ∞. It then follows from (3.4) that
E
[
et∧τkV
(
x(t ∧ τk)
)]
 V (x0)+H2E
t∧τk∫
0
es ds.
Letting k → ∞ yields
etEV
(
x(t)
)
 V (x0)+H2
(
et − 1).
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EV
(
x(t)
)
 e−tV (x0)+H2.
Note that
|x|2  n max
1in
x2i
so
|x|θ  nθ/2 max
1in
xθi  nθ/2V (x).
Thus
E
∣∣x(t)∣∣θ  nθ/2(e−tV (x0)+H2).
This implies
lim sup
t→∞
E
∣∣x(t)∣∣θ  nθ/2H2
and the assertion (3.2) follows by setting H1 = nθ/2H2. 
Theorem 3.3. Under Assumption 2.1, Eq. (2.2) is stochastically ultimately bounded.
Proof. By Lemma 3.2, there is an H1 > 0 such that
lim sup
t→∞
E
(√∣∣x(t)∣∣ )H1.
Now, for any ε > 0, let H = H 21 /ε2. Then by Chebyshev’s inequality,
P
{∣∣x(t)∣∣>H} E(√|x(t)| )√
H
.
Hence
lim sup
t→∞
P
{∣∣x(t)∣∣>H} H1√
H
= ε.
This implies
lim sup
t→∞
P
{∣∣x(t)∣∣H} 1 − ε
as required. 
4. Moment average in time
The result in the previous section shows that the solutions of Eq. (2.2) will be stochastically
ultimately bounded. That is, the solutions will be ultimately bounded with large probability. The
following result shows that the average in time of the second moment of the solutions will be
bounded.
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has the property that
lim sup
T→∞
1
T
T∫
0
E
∣∣x(t)∣∣2 dt K, (4.1)
where
K := sup
(x,u)∈Rn+×S
F1(x,u) < ∞,
in which
F1(x,u) = |x|2 +
n∑
i=1
1
2
√
xi
[
bi(u)+
n∑
j=1
aij (u)xj
]
− 1
8
n∑
i=1
σ 2ii (u)x
2.5
i .
Proof. Define
V (x) =
n∑
i=1
√
xi for x ∈ Rn+.
By the Itô formula, we have
dV
(
x(t)
)= LV (x(t), r(t))dt +
(
n∑
i=1
1
2
√
xi(t)
n∑
j=1
σij
(
r(t)
)
xj (t)
)
dB(t), (4.2)
where LV :Rn+ × S → R is defined by
LV (x,u) =
n∑
i=1
1
2
√
xi
[
bi(u)+
n∑
j=1
aij (u)xj
]
− 1
8
n∑
i=1
√
xi
[
n∑
j=1
σij (u)xj
]2
.
By Assumption 2.1,
LV (x,u)
n∑
i=1
1
2
√
xi
[
bi(u)+
n∑
j=1
aij (u)xj
]
− 1
8
n∑
i=1
σ 2ii (u)x
2.5
i
= F1(x,u)− |x|2
K − |x|2. (4.3)
Now, for each sufficiently large integer k, let τk be the same stopping time as defined in the proof
of Theorem 3.2. Moreover, let T be any positive number. Integrating both sides of (4.2) from 0
to τk ∧ T , using (4.3) and then taking expectations, we obtain that
0 V
(
x(0)
)+KE(τk ∧ T )− E
τk∧T∫
0
∣∣x(t)∣∣2 dt.
Letting k → ∞ yields
E
T∫ ∣∣x(t)∣∣2 dt  V (x(0))+KT.
0
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T∫
0
E
∣∣x(t)∣∣2 dt  V (x(0))+KT.
Dividing both sides by T and then letting T → ∞ we get
lim sup
T→∞
1
T
T∫
0
E
∣∣x(t)∣∣2 dt K
as required. 
To improve the upper bound K in (4.1), let us impose another hypothesis.
Assumption 4.2. The Markov chain r(t) is irreducible.
This is a very reasonable assumption as it means that the system will switch from any regime
to any other regime. It is known (see e.g. [1]) that the irreducibility implies that the Markov
chain has a unique stationary (probability) distribution π = (π1,π2, . . . , πN) ∈ R1×N which can
be determined by solving the following linear equation
πΓ = 0 (4.4)
subject to
N∑
u=1
πu = 1 and πu > 0 ∀u ∈ S.
The following result improves the bound given by Theorem 4.1.
Theorem 4.3. Under Assumptions 2.1 and 4.2, for any initial value x0 ∈ Rn+, the solution x(t)
of Eq. (2.2) has the property that
lim sup
T→∞
1
T
T∫
0
E
∣∣x(t)∣∣2 dt  N∑
u=1
πuKu, (4.5)
where
Ku := sup
x∈Rn+
F1(x,u) < ∞
and F1(x,u) is the same as defined in Theorem 4.1.
Proof. We use the same notations as in the proof of Theorem 4.1. Instead of (4.3) we now have
LV (x,u) F1(x,u)− |x|2 Ku − |x|2. (4.6)
Integrating both sides of (4.2) from 0 to τk ∧ T , using (4.6) and then taking expectations, we
obtain that
0 V
(
x(0)
)+ E
τk∧T∫
Kr(t) dt − E
τk∧T∫ ∣∣x(t)∣∣2 dt.0 0
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E
T∫
0
∣∣x(t)∣∣2 dt  V (x(0))+ E
T∫
0
Kr(t) dt.
Dividing both sides by T , we get
1
T
T∫
0
E
∣∣x(t)∣∣2 dt  V (x(0))
T
+ E
(
1
T
T∫
0
Kr(t) dt
)
. (4.7)
By the ergodic property of the Markov chain under Assumption 4.2, we have
lim
T→∞
1
T
T∫
0
Kr(t) dt =
N∑
u=1
πuKu.
We can hence let T → ∞ in (4.7) to obtain
lim sup
T→∞
1
T
T∫
0
E
∣∣x(t)∣∣2 dt  N∑
u=1
πuKu
as required. 
5. An example
Let us now return to system (1.4). Clearly, the properties stated in Section 1 follow from
Theorems 2.2, 3.3 and 4.1. To obtain a more precise bound for the second moment average in
time, let us assume that the Markov chain r(t) is on the state space S = {1,2} with the generator
Γ =
(−γ12 γ12
γ21 −γ21
)
,
where γ12 > 0 and γ21 > 0. It is easy to see that the Markov chain has its stationary probability
distribution π = (π1,π2) given by
π1 = γ21
γ12 + γ21 and π2 =
γ12
γ12 + γ21 .
Note that F1 defined in Theorem 4.1 has the form
F1(x,u) = |x|2 + 0.5√x1(au − bux2)+ 0.5√x2(−cu + dux1)− 0.125
(
αux
2.5
1 + βux2.52
)
for x = (x1, x2)T ∈ R2+ and u ∈ S. To obtain the bound for F1 we estimate (although not optimal)
F1(x,u) x21 + 0.5au
√
x1 + 0.25dux21 − 0.125αux2.51 + x22 + 0.25dux2 − 0.125βux2.52
 0.5au + (1 + 0.5au + 0.25du)x21 − 0.125αux2.51
+ 0.25du + (1 + 0.25du)x22 − 0.125βux2.52
 0.5au + (2 + au + 0.5du)
5
4 + 0.25du +
(1 + 0.25du)5
4 .10(0.325αu) 10(0.325βu)
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of Eq. (1.4) has the property that
lim sup
T→∞
1
T
T∫
0
E
∣∣x(t)∣∣2 dt
 γ21
γ12 + γ21
(
0.5a1 + (2 + a1 + 0.5d1)
5
10(0.325α1)4
+ 0.25d1 + (1 + 0.25d1)
5
10(0.325β1)4
)
+ γ12
γ12 + γ21
(
0.5a2 + (2 + a2 + 0.5d2)
5
10(0.325α2)4
+ 0.25d2 + (1 + 0.25d2)
5
10(0.325β2)4
)
.
6. Conclusions
It is known that under a telegraph noise, a population system may not permanent nor dissi-
pative, although each of subsystems may develop periodically. However, the situation changes if
the white noise is taken into account. We show in this paper that under both telegraph and white
noises, our new population model will not explode to infinity or become extinct at any finite
time with probability 1. Moreover, our model is not only stochastically ultimately bounded but
the time-average of the second moment is also bounded. These nice properties indicate our new
model is more desired.
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Appendix A. Maximal local solutions
In this appendix, we consider an SDE under regime switching of the form
dx(t) = f (x(t), t, r(t))dt + g(x(t), t, r(t))dB(t) (A.1)
on t  0 with initial vale x(0) = x0 ∈ Rn, where B(t) is now an m-dimensional Brownian motion
and
f :Rn × R+ × S → Rn and g :Rn × R+ × S → Rn×m.
Definition A.1. Let σ∞ be a stopping time which may take infinity. An Rn-valued Ft -adapted
continuous stochastic process {x(t): 0  t < σ∞} is called a local solution of Eq. (A.1) if
x(0) = x0 and, moreover, there is a nondecreasing sequence {σk}k1 of stopping times such
that 0 σk ↑ σ∞ a.s. and
x(t) = x(t0)+
t∧σk∫
0
f
(
x(s), s, r(s)
)
ds +
t∧σk∫
0
g
(
x(s), s, r(s)
)
dB(s)
holds for any t  0 and k  1 with probability 1. If, furthermore,
lim sup
∣∣x(t)∣∣= ∞ whenever σ∞ < ∞,
t→σ∞
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solution {x(t): 0 t < σ∞} is said to be unique if any other maximal solution {x¯(t): 0 t < σ¯∞}
is indistinguishable from it, namely σ∞ = σ¯∞ and x(t) = x¯(t) for 0 t < σ∞ with probability 1.
The following theorem shows the existence of unique maximal local solution under the local
Lipschitz condition.
Theorem A.2. Assume that
(local Lipschitz condition) for every integer k  1, there exists a positive constant hk such that,
for all t  0, u ∈ S and those x, y ∈ Rn with |x| ∨ |y| k,∣∣f (x, t, u)− f (y, t, u)∣∣2 ∨ ∣∣g(x, t, u)− g(y, t, u)∣∣2  h¯k|x − y|2. (A.2)
Then there exists a unique maximal local solution to Eq. (A.1).
Proof. This theorem is proved by the standard truncation procedure so we only outline the proof.
For each k  1, define the truncation function
fk(x, t, i) =
{
f (x, t, i) if |x| k,
f (kx/|x|, t, i) if |x| > k,
and gk(x, t, i) similarly. Then fk and gk satisfy the Lipschitz condition and the linear growth
condition. It is known [15,17] that there is a unique solution xk(t) on t ∈ R+ to the equation
dxk(t) = fk
(
xk(t), t, r(t)
)
dt + gk
(
xk(t), t, r(t)
)
dB(t), (A.3)
with initial value xk(0) = x0. Define the stopping time
σk = inf
{
t  0:
∣∣xk(t)∣∣ k}.
It is not difficult to show that
xk(t) = xk+1(t) if t0  t  σk. (A.4)
This implies that σk is increasing so has its limit σ∞ = limk→∞ σk . Define {x(t): 0 t < σ∞}
by
x(t) = xk(t), t ∈ [[σk−1, σk[[, k  1,
where σ0 = 0. By (A.4), x(t ∧ σk) = xk(t ∧ σk). It therefore follows from (A.3) that
x(t ∧ σk) = x0 +
t∧σk∫
0
fk
(
x(s), s, r(s)
)
ds +
t∧σk∫
0
gk
(
x(s), s, r(s)
)
dB(s)
= x0 +
t∧σk∫
0
f
(
x(s), s, r(s)
)
ds +
t∧σk∫
0
g
(
x(s), s, r(s)
)
dB(s)
for any t  0 and k  1. It is also easy to see that if σ∞ < ∞, then
lim sup
∣∣x(t)∣∣ lim sup∣∣x(σk)∣∣= lim sup∣∣xk(σk)∣∣= ∞.
t→σ∞ k→∞ k→∞
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t < σ¯∞} be another maximal local solution. Define
σ¯k = σ¯∞ ∧ inf
{
t ∈ [[0, σ¯∞[[:
∣∣x¯(t)∣∣ k}.
It is easy to show that σ¯k → σ¯∞ a.s. and
P
{
x(t) = x¯(t) ∀t ∈ [[0, σk ∧ σ¯k]]
}= 1 ∀k  1.
Letting k → ∞ yields that
P
{
x(t) = x¯(t) ∀t ∈ [[0, σ∞ ∧ σ¯∞[[
}= 1.
To complete the proof, we need to show that σ∞ = σ¯∞ a.s. In fact, for almost any ω ∈ {σ∞ <
σ¯∞}, we have∣∣x¯(σ∞,ω)∣∣= lim
k→∞
∣∣x¯(σk,ω)∣∣= lim
k→∞
∣∣x(σk,ω)∣∣= ∞
which contradicts the fact that x¯(t,ω) is continuous on t ∈ [0, σ¯∞(ω)). We must hence have
σ∞  σ¯∞ a.s. Similarly, we can show σ∞  σ¯∞ a.s. Therefore we must have σ∞ = σ¯∞ a.s. This
completes the proof. 
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