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Abstrat
We derive a family of matrix models whih enode solutions to the Seiberg-Witten
theory in 4 and 5 dimensions. Partition funtions of these matrix models are equal to
the orresponding Nekrasov partition funtions, and their spetral urves are the Seiberg-
Witten urves of the orresponding theories. In onsequene of the geometri engineering,
the 5-dimensional ase provides a novel matrix model formulation of the topologial string
theory on a wide lass of non-ompat tori Calabi-Yau manifolds. This approah also
unies and generalizes other matrix models, suh as the Eguhi-Yang matrix model, matrix
models for bundles over P1, and Chern-Simons matrix models for lens spaes, whih arise
as various limits of our general result.
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1 Introdution
Finding the solution of N = 2 supersymmetri gauge theories by Seiberg and Witten in
terms of assoiated families of hyperellipti Riemann surfaes, the Seiberg-Witten urves
[1, 2℄, was a signiant development in theoretial physis. The so-alled Seiberg-Witten
theory unies many branhes of physis and mathematis. From the physis perspetive
generalizations to theories with various gauge groups and matter ontents were studied,
as well as their relation to and the embedding in string theory. From the mathematial
viewpoint the Seiberg-Witten solution gave important insights into the topology of four-
manifolds. Also the solubility of N = 2 theories turned out to be related to the underlying
integrability, and the relations to various integrable systems were found. The literature on
all these developments is immense, and the good starting point might be to onsult the
following reviews [3, 4, 5, 6, 7, 8℄, as well as referenes therein.
The holomorphi partition funtion Z is a entral objet in the theory. Its asymptoti
expansion Z = exp∑g=0 ~2g−2Fg(a,Λ) in ~ is a generating funtion for gauge theory
instanton numbers, whih appear as oeients of ~, and inverse powers of the vevs al
in the diagonal of the adjoint Higgs eld. In a−1l the Fg(a,Λ) have a nite radius of
onvergene as it has to be the ase for physial terms in the eetive ation. In partiular
F = F0(a,Λ) is the prepotential, whih determines the exat low energy gauge theory
eetive ation up to two derivatives. The Fg(a,Λ) for g > 0 multiply gravitational
ouplings of the form R2+F
2g−2
+ , where R+ and F+ are the self-dual parts of the urvature
and the graviphoton eld strength respetively.
The fat that F0(a,Λ) an be alulated from periods of a family of hyperellipti Rie-
mann surfae Σ(a,Λ) over a meromorphi one form dierential dS was the main insight
of [1, 2℄. However this was argued using global onsisteny onditions of the low energy
eetive ation and not from the mirosopi ation itself. The latter argument was pro-
vided by Nekrasov and Okounkov [9, 10℄. In [9℄ Nekrasov developed a diret instanton
alulus and used loalization tehniques to determine Z to all orders in ~ as sums over
two-dimensional partitions labeling the instanton ongurations. In the thermodynami
limit the limiting shape of the partitions approahes the Seiberg-Witten urve Σ(a,Λ) and
in [10℄ it was proven that the periods of the latter over dS reprodue F to all orders in al.
The urve Σ(a,Λ) and the dierential dS are the dening data of the N = 2 supersym-
metri theories in the sense that Z an be reonstruted from them. In partiular one an
view Σ(a,Λ) as the spetral urve of a putative matrix model and the A-yle integrals of
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dS as the xed lling frations and use the reursive solutions [11℄ of the loop equation to
reonstrut the Fg.
In this paper we nd the expliit 1-matrix model for SU(n) Seiberg-Witten theory,
whose spetral urve is the Seiberg-Witten urve. The strategy we use is to represent
partitions by N × N matrix integrals in a way reently proposed by Eynard [14℄, whih
expliitly reprodues the Nekrasov partition funtion in the large N limit. The matrix
model whih we nd reads
Z4d =
∫
MatnN
DMe− 1~TrV 4d(M), DM =
∏
i
dxi
∏
i<j
(xi − xj)2, (1)
where M ∈ MatnN is nN × nN matrix and the measure DM involves the ordinary Van-
dermonde determinant. In the large N limit the potential is given by
V 4d(x) = tx+ 2
n∑
l=1
(
(x− al) log(x− al)− (x− al)
)
,
where al are vevs of the Higgs eld, while t in the linear term enodes in partiular the
sale Λ.
More preisely the fat that it is possible to write the Nekrasov partition funtion
as a matrix integral is a onsequene of its lose relation to the Planherel measure on
partitions. The Nekrasov sum for SU(n) theory an be regarded as a generalization of the
Planherel measure to the ase of n sets of partitions; equivalently it an be written as sum
over one set of the so-alled blended partitions. The properties of the Planherel measure
have been known for a long time; in partiular it is known that in the thermodynami limit
it leads to the smooth limiting shape of large partitions known as the ar-sin law [15, 16℄.
This was used by [10℄ to show that analogous limiting shapes arise for the ase of the
Nekrasov partition funtion, and that they enode the geometry of Seiberg-Witten urves
of the orresponding N = 2 theories. Then, reently Eynard demonstrated how to rewrite
the ordinary Planherel measure, as well as its q-deformation, as a matrix integral [14℄. In
this paper we use similar methods to derive the above matrix models for SU(n) theory.
We also derive a matrix model for a 5-dimensional theory ompatied on a irle. We
nd that it it reads
Z5d =
∫
MatnN
DMe− 1gsTr V 5d(M), DM =
∏
i
dui
∏
i<j
(
2 sinh
ui − uj
2
)2
, (2)
whih is related to a deformation of the 4-dimensional result. Now the measure is given
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by the deformed Vandermonde determinant, while the potential reads
V 5d(u) = tu+
n
2
u2 + 2
n∑
l=1
Li2(e
u+al). (3)
As is well known, e.g. from the geometri engineering of gauge theories [18℄, the partition
funtion for 5-dimensional theory is equal to the partition funtion of topologial strings
on appropriate geometry. Therefore our matrix models also provide a new formulation of
topologial string theory, in the large radius limit of geometries whih admit a limit to
SU(n) theories. In partiular, in the text we will provide matrix model expressions for
various non-ompat tori Calabi-Yau spaes.
A very important feature of the matrix models whih we derive is the fat that in various
limits they redue to other well-known matrix models. In partiular, the 4-dimensional
model (whih itself is a limiting ase of the 5-dimensional model) is a diret generalization
of the Eguhi-Yang matrix model [19, 20℄ and redues to it for n = 1. The 5-dimensional
model, also for n = 1, leads immediately to matrix models for line bundles over P1 [21℄.
On the other hand, in the so alled orbifold limit whih involves t = 0 and suppression
of Li2 terms, the 5-dimensional model beomes just the quadrati matrix model with the
deformed potential, whih is the Chern-Simons matrix model for lens spaes postulated in
[22, 23℄ and analyzed in [24, 25℄. These other seemingly unrelated matrix models turn out
to be just various orners of a single matrix model landsape.
The paper is organized as follows. In setion 2 we reall a neessary bakground on
Seiberg-Witten theory and the Nekrasov partition funtion. In setion 3 we derive a matrix
model for 4-dimensional N = 2 SU(n) theory and show that its spetral urve oinides
with the Seiberg-Witten urve of SU(n) gauge theory. In setion 4 a matrix model for
5-dimensional theory and its spetral urve are derived and analyzed. In setion 5 we
disuss its relation to topologial string theory. In setion 6 we reover other well-known
matrix models as ertain limits of our most general matrix model. Setion 7 ontains a
disussion.
2 Seiberg-Witten theory
In this setion we review the solution of the Seiberg-Witten theory in terms of two
dimensional partitions, as well as the underlying family of urves, and set up a neessary
notation. After introduing two-dimensional partitions and the Planherel measure, we
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disuss how its generalization leads to the Nekrasov-Okounkov partition funtion in 4 and
then in 5 dimensions.
2.1 Partitions and Planherel measure
A partition λ of an integer number |λ| is a set of non-negative, non-inreasing integers
λ = (λ1, λ2, . . .), λ1 ≥ λ2 ≥ . . . ≥ 0,
∑
i
λi = |λ|.
A partition an also be presented as a Young tableaux given by the set of aligned horizontal
rows, eah ontaining λi boxes. The number of rows of a partition is dened as the number
of non-zero λi. When onsidering statistial ensembles of partitions one an hoose various
measures. A very important one is the Planherel measure dened as
P (λ) =
(
dimλ
|λ|!
)2
=
1(∏k
i=1(λi +N − i)!
)2
N∏
i<j
(λi − λj − i+ j)2 =
=
∞∏
i<j
(λi − λj − i+ j
j − i
)2
=
∏
∈λ
1
hook()2
, (4)
where hook() is the Hook-length of a given box in λ, N is the number of rows, and
dimλ is the dimension of the represenetation of the symmetri group orresponding to the
Young-Tableaux. In the thermodynami limit with respet to the Planherel measure the
partitions approah a limiting shape given by the so-alled ar-sin law [15, 16℄. This shape
is desribed by the arsin funtion, hene its name. An important fat is that, after the
resaling leading to the smooth limiting shape, the limiting partition has a nite length.
This phenomenon is alled the arti irle property.
One an also onsider a q-deformation of the Planherel measure, denoted Pq, whih
arises by replaing the integers in (4) by its q-deformation
[h] = q−h/2 − qh/2, [h]! =
h∏
i=1
(q−i/2 − qi/2),
so that
Pq(λ) =
∏
i<j
( [λi − λj − i+ j]
[j − i]
)2
. (5)
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2.2 The Nekrasov partition funtion
The partition funtion for N = 2, SU(n) theory was derived by Nekrasov in [9℄ and
analyzed further in great detail in [10℄. It is a generalization of the Planherel measure
to the ase of n sets of partitions. It therefore an be written down as a sum over a set
of n partitions λ
(l)
i , with l = 1, . . . , n labeling various partitions and index i ≥ 0 denoting
i'th row of a given partition. This partition funtion depends on the salar vevs al via
alk = al − ak and it reads [9, 10, 26, 27℄
ZSU(n) =
∑
~λ=(λ(1),...,λ(n))
Λ2n|
~λ|Z~λ, (6)
Z~λ =
∏
(l,i)6=(k,j)
alk + ~(λ
(l)
i − λ(k)j + j − i)
alk + ~(j − i) ,
where |~λ| =∑nl=1 |λ(l)|. The sums in the above expression are performed over all possible
partitions. To onvert this partition funtion into a matrix model expression, below we
onsider the sums over partitions with at most N non-zero rows. In this ase Nekrasov
partition funtion is reovered in large N limit, where N → ∞ and 't Hooft oupling
t = ~N is xed. More generally, we ould introdue an independent number of rows Nl
for eah partition λ(l). However it would not aet the answer, beause the nal result is
independent of N .
2.3 Seiberg-Witten urve
The solution of the Seiberg-Witten theory is enoded in the Seiberg-Witten urve. For
SU(n) gauge theory this is a hyperellipti urve of genus n − 1, whih an be dened by
the equation
Λn
(
w +
1
w
)
= Pn(x), Pn(x) = x
n + u1x
n−1 + . . .+ un, (7)
for w, x ∈ C, whih is related to the familiar hyperellipti form y2 = P 2n − 4Λ2n by the
identiation w = 1
2Λn
(y + Pn). The A- and B-periods of the dierential
dS =
1
2πi
x
dw
w
of this urve orrespond respetively to the vevs al and derivatives of the prepotential
1
2πi
∂F0
∂al
.
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Let us reall now how this urve emerges as the stationary point of funtionals [10℄,
whih arise from the ADHM onstrution of the instanton moduli spae [9℄. The k in-
stanton partition funtion an represented by ontour integrals w.r.t. ertain ADHM
eigenvalues φI
Zk =
∑
|~λ|=k
Z~λ =
∮ k∏
I=1
[ǫ1 + ǫ2
2πǫ1ǫ2
dφI
P (φI)P (φI + ǫ1 + ǫ2)
]∏
I 6=J
φIJ(φIJ + ǫ1 + ǫ2)
(φIJ + ǫ1)(φIJ + ǫ2)
.
Here we wrote a more general expression with ǫ1, ǫ2 equivariant parameters, whih lead to
the Seiberg-Witten solution under the identiation ~ = ǫ1 = −ǫ2 (whih we also assume
in this paper). Moreover φIJ = φI − φJ and
P (x) =
n∏
l=1
(x− al). (8)
One an now introdue the density of eigenvalues
ρ(x) = ǫ1ǫ2
k∑
I=1
δ(x− φI),
in terms of whih the measure is approximated for small ǫ1, ǫ2 by the saddle point method
as
Λ2knZk ∼ exp
( 1
ǫ1ǫ2
EΛ[ρ]
)
with ρ the saddle point of the funtional
E[ρ] = −
∫ p.v.
dx dy
ρ(x)ρ(y)
(x− y)2 − 2
∫
dx ρ(x) logP (x). (9)
Moreover, under the identiation
ρ(x) = f(x)−
n∑
l=1
|x− al|,
the above funtional is equivalent to the funtional
E [f ] = 1
4
∫ p.v.
y<x
dx dy f ′′(x)f ′′(y)(x− y)2
(
log(x− y)− 3
2
)
=
= −1
2
∫ p.v.
x<y
dx dy (N + f ′(x))(N − f ′(y)) log(y − x), (10)
whose stationary point orresponds to the partition whih arises as a limit shape f∗ of
Young diagrams in (6). This limit shape partition for SU(n) theory is given by the funtion
f(x) of the form
f(x) =
n∑
l=1
fl(x− al).
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In fat, the stationary point f∗ of the funtional E [f ] is related to the funtion ϕ(x)
f ′∗(x) = Reϕ(x), (11)
and this is ϕ(x) whih expliitly enodes the Seiberg-Witten urve. More preisely, ϕ(x) =
Φ(x + i0), where Φ is a ertain onformal mapping desribed in detail in [10℄, suh that
the so-alled bands of Φ determine the uts of the Seiberg-Witten urve. The above
onstrution was extended in [28℄, where the limit shape equations where ast in the form
of the eigenvalue distribution for all lassial gauge groups.
2.4 5-dimensional generalization
So far we onsidered the 4-dimensional theory. It an be regarded as a limit of a 5-
dimensional gauge theory ompatied on a irle of irumferene β. For nite β the
quantities in 5-dimensional theory, suh as the partition funtion, orrelation funtions, or
the spetral urve, are trigonometri analogues of the orresponding 4-dimensional quan-
tities. In partiular the partition funtion reads [9, 10, 26, 27℄
Z
SU(n)
5d =
∑
~λ=(λ(1),...,λ(n))
(βΛ)2n|
~λ|Zβ,~λ, (12)
Zβ,~λ =
∏
(l,i)6=(k,j)
sinh β~
2
(plk + λ
(l)
i − λ(k)j + j − i)
sinh β~
2
(plk + j − i)
, (13)
where |~λ| = ∑nl=1 |λ(l)|. Here and in what follows we often use the (quantized) values
pl = al/~, and plk = pl − pk.
This theory is again haraterized by a Riemann surfae and a meromorphi dierential.
The orresponding limit shape an be found from the variational problem for the following
funtional [10℄
Eβ[f ] =
∫ p.v.
x<y
dx dy (N + f ′(x))(N − f ′(y)) log ( 2
β
sinh
β|y − x|
2
)
, (14)
whih is a diret generalization of (10). In setion 4.2 we will show that the orrespond-
ing urve an be found in a omplementary way in the matrix model formalism, using
the Migdal-Muskhelishvili formula for the resolvent. The relation of 5-dimensional gauge
theory to topologial string on non-ompat Calabi-Yau spaes will also be disussed in
setion 5.
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3 Matrix model for 4-dimensional Seiberg-Witten the-
ory
In this setion we derive matrix models for 4-dimensional Seiberg-Witten theory. Our
strategy is to introdue an auxiliary dependene on a size N of two-dimensional partitions
in the Nekrasov partition funtion, and replae the sum over these partitions by a sum over
N ×N matries using the tehniques presented in [14℄. This leads to a matrix model with
a very ompliated potential, whih inludes suh terms as logarithms of the Γ-funtion.
However the result we are after is rederived in the N → ∞ limit, whih turns into the
ordinary large N limit in the matrix model formalism. In this limit we get a matrix model
with a smooth, (relatively) nie and (relatively) familiar potential. We also disuss how
the Seiberg-Witten urve arises as a spetral urve of this matrix model.
3.1 The Nekrasov partition funtion as a matrix model
Our aim is to rewrite the partition funtion of the Seiberg-Witten theory (6) as a matrix
model. For simpliity, we onsider rst SU(2) ase with n = 2. We denote λ = λ(1),
µ = λ(2), and introdue
hi = λi − i+N + p1, ki = µi − i+N + p2, (15)
where we an assume p1 << p2, so that
k1 > k2 > . . . > kN ≥ p2 > h1 > h2 . . . > hN ≥ p1. (16)
In terms of the variables hi, kj in the above range the SU(2) partition funtion an be
rewritten as
ZSU(2) ∼
∑
(hi),(kj)
Λ2n
P
i(hi+ki)
(∏
i<j
hi − hj
j − i
)2(∏
i<j
ki − kj
j − i
)2(∏
i,j
hi − kj
p12 + j − i
)2
.
The produts in the above expression an be reorganized so that only non-trivial hi, ki
with i = 1, . . . , N our expliitly. Furthermore the form of (15) leads for i > N to many
anellations. Therefore we get for the rst produt above
∏
i<j
hi − hj
j − i =
( ∏
1≤i<j≤N
(hi − hj)
)( N∏
i=1
∞∏
j=1
hi + j − p1
j
)
=
=
( ∏
1≤i<j≤N
(hi − hj)
)( N∏
i=1
1
(hi − p1)!
)
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and the analogous expression for the seond produt. The third produt involves dierenes
(hi − kj) where the index i an be equal, smaller or greater than j. Similar anellations
as above lead to
∞∏
i=j=1
hi − kj
p12
=
( N∏
i=1
hi − ki
p12
)( ∞∏
i=N+1
p12
p12
)
=
1
pN12
N∏
i=1
(hi − ki)
∏
i<j
hi − kj
p12 + j − i = (p12!)
N
( ∏
1≤i<j≤N
(hi − kj)
)( N∏
i=1
1
(hi − p2)!
)
∏
i>j
hi − kj
p12 + j − i = (−p12 + 1)p12
( ∏
1≤j<i≤N
(hi − kj)
)( N∏
j=1
1
(kj − p1)!
)
(17)
respetively.
Colleting all above ontributions we observe that eah dierene (hi−hj), (ki−kj) and
(hi − kj) appears twie. There are also terms with fatorials involving dierenes with p1
and p2, whih appear for both hi and kj on the same footing. We an therefore introdue
one set of variables
li=1,...,2N = (k1, . . . , kN , h1, . . . , hN). (18)
In terms of li the partition funtion an be written in a ompat form as
ZSU(2) ∼ N !2
∑
l1>l2>...>lN≥p2>lN+1>...>l2N≥p1
∏
1≤i<j≤2N
(li − lj)2
2N∏
i=1
Λ2nli
(li − p1)!2(li − p2)!2 =
=
∑
l1,...,lN≥p2>lN+1,...,l2N≥p1
∏
1≤i<j≤2N
(li − lj)2
2N∏
i=1
Λ2nli
(li − p1)!2(li − p2)!2 , (19)
whih is normalized with respet to the onstant fators like p212 and N !
2
; they are irrele-
vant for the further disussion and drop out anyway in orrelation funtions, thus an be
safely skipped. In ase when negatives quantities arise under the fatorials in the above
produt, we replae these fatorials by Γ funtions, whih provides the relevant analyti
ontinuation.
The expression (19) already has a avour of the matrix model, with the rst produt
being the Vandermonde determinant. To write it expliitly as a matrix integral, we repeat
the trik from [14℄ and introdue the funtion
f(x) = −xΓ(−x)Γ(x)e−iπx = πe
−iπx
sin(πx)
,
11
whih has simple poles at all integer values of the argument. Upon integration along the
ontour C enirling [p1,∞[ part of the real axis, this funtion an be used to pik up
all integer values of hi ∈ [p1,∞[. Similarly, one would have to introdue another ontour
C ′ enirling [p2,∞[ half-line to pik up relevant values of ki. In fat, we an use the
same ontour C for both hi and kj , beause additional kj ∈]p1, p2[ piked up by the latter
integral ontribute zero (for suh kj, Γ(kj − p2 + 1)−2 has a double zero whih anels the
simple pole of f(kj)). This leads to the following expression for (19)
ZSU(2) =
∮
C2N
dx1 · · · dx2N
∏
1≤i<j≤2N
(xi − xj)2
2N∏
i=1
f(xi) Λ
2nxi
Γ(xi − p1 + 1)2Γ(xi − p2 + 1)2 =
=
∫
Mat2N (C)
DMe− 1~Tr V (M), (20)
where M ∈ Mat2N (C) is 2N × 2N matrix with eigenvalues in a set C. Choosing real
values of pl we an in fat redue the ontour to the real axis in the large N limit. It is
onvenient to resale x 7→ x/~, and in terms of this resaled variable the potential reads
1
~
V (x) = −(2n log Λ)x− log f(x
~
)
+
∑
l=1,2
log Γ(x~−1 − pl + 1)2 =
= −(2n log Λ)x− log (x
~
)− log Γ(− x
~
)− log Γ(x
~
)
+
iπx
~
+
+2
∑
l
(
log
(
x~−1 − pl
)
+ log Γ
(
x~−1 − pl
))
. (21)
This expression looks quite ompliated. Nonetheless, we will see that in the large N limit
it simplies enormousely.
Now it also beomes lear that in generalization to arbitrary SU(n) theory we need
to introdue li for i = 1, . . . , nN , whih is a onatenation of strings of N eigenvalues
orresponding to matries orresponding to eah partition λ(l). In the last sum of (21) we
also need to take the range of l from 1 to n.
In what follows also the derivative of this potential plays an important role. It involves
the logarithmi derivative of the Γ funtion, i.e. the digamma funtion
ψ(x) =
d
dx
log Γ(x) =
Γ′(x)
Γ(x)
. (22)
This funtion shares a number of interesting properties, for example
ψ(x+ 1) = −γ −
∞∑
n=1
( 1
x+ n
− 1
n
)
= log x+
1
2x
−
∞∑
i=1
B2i
2ix2i
,
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where γ is Euler-Masheroni onstant and B2i are Bernoulli numbers. From this we also
dedue
ψ(x) = − 1
2x
+ log x−
∞∑
i=1
B2i
2ix2i
.
From these expressions we nd
V ′(x) = −2n~ log Λ +
∑
l
( 1
x~−1 − pl + 2 log
(x
~
− pl
)− ∞∑
i=1
B2i
i(x~−1 − pl)2i
)
=
= −2n(log ~+ ~ log Λ) +
∑
l
(
~
x− al + 2 log(x− al)−
∞∑
i=1
~
2iB2i
i(x− al)2i
)
. (23)
It is important to stress that the potential (21), and so of ourse its derivative above,
expliitly do not depend on the size of matries N . 1 For nite N , similarly as disussed
in [14℄, there ould be at most exponentially small orretions in N , whih vanish in the
large N limit we onsider in what follows.
The above expression an also be integrated and yields
V (x) = tx+ 2
∑
l
(
(x− al) log(x− al)− (x− al)
)
+O(~), (24)
where oeients of linear terms are enoded in the onstant t. We stress that so far we
onsidered a nite value of N orresponding to the number of rows in partitions whih
appear in the Nekrasov partition funtion (6). Therefore the original Nekrasov partition
funtion is automatially obtained in the large N limit for the matrix model expression
(20)
N →∞, ~→ 0, ~N = const. (25)
In this limit all the terms of order O(~) vanish, so we onlude that the SU(n) Seiberg-
Witten theory an be formulated in terms of the 1-matrix model with the potential
V 4d(x) = tx+ 2
n∑
l=1
(
(x− al) log(x− al)− (x− al)
)
, (26)
where t in the linear term enodes in partiular the sale Λ. This potential is shown in
gure 1. For SU(n) theory it learly has n minima to whih we an assoiate n uts, giving
rise to the Seiberg-Witten spetral urve of genus (n− 1).
1
Some ompliation due to expliit N dependene in eq. (2.23) in [14℄ arouse due to higher tk ouplings,
whih we do not onsider here.
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Figure 1: Matrix model potential for SU(3) Seiberg-Witten theory. Left: the
potential orresponding to the exat expression (21) for nite N ; ompliated
spikes arise from log Γ terms. Right: the potential in the large N limit, given by
(26). Three minima give rise to three uts and genus 2 Seiberg-Witten urve.
3.2 Seiberg-Witten urve as a spetral urve
Let us reall some basi fats onerning matrix models. For the matrix integral
Z =
∫
DMe− 1~TrV (M)
over N ×N matries, the eigenvalues are subjet to the eetive potential
Seff(λ) = 2
∑
i<j
log |λi − λj |+ 1
~
N∑
i=1
V (λi).
Replaing disrete eigenvalues by a ontinuous eigenvalue density r(x)
1
N
N∑
i=1
h(λi) 7→
∫
h(x)r(x) dx
leads to the eetive funtional
Seff [r] =
∫
x 6=y
dx dy r(x)r(y) log |x− y| −
∫
dx r(x)V (x), (27)
and the spetral urve of the matrix model is enoded in the disontinuities of the resolvent
whih leads to the minimization of this funtional.
Let us now introdue R(x) suh that
R′(x) = r(x), (28)
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and integrate (27) by parts to get
Seff [R] =
∫
x 6=y
dx dy
R(x)R(y)
(x− y)2 +
∫
dxR(x)V ′(x). (29)
We fous now on the matrix model for Seiberg-Witten theory (20), with a potential whose
derivative is given in (23). Let us stress that the matrix model (20) still depends on both
N (size of a matrix) and ~. Upon extrating a spetral urve orresponding to the Seiberg-
Witten theory we should again take the limit (25) in whih all terms in (23) proportional
to ~ are negleted. The only terms whih survive are
V 4d′(x) = 2
∑
l
log(x− al) = 2 logP (x), (30)
where P (x) =
∏n
l=1(x− al) oinides with (8). Plugging this into (27) we get
Seff [R] =
∫
x 6=y
dx dy
R(x)R(y)
(x− y)2 + 2
∫
dxR(x) logP (x). (31)
We observe that this funtional is idential to (9) if we identify R(x) = ρ(x). From the
analysis in [10℄ we know that the stationary point of (9) leads to the Seiberg-Witten urve
enoded in the derivative of the limiting prole (11). In our ase we also need to take the
derivative (28) of R(x) to get r(x) orresponding to the eigenvalue density. We onlude
that the stationary point of (27)  enoding the spetral urve of our matrix model 
orresponds to the same Seiberg-Witten urve as the one derived in [10℄.
The above argument relies on the form of the funtional (9) onsidered by Nekrasov-
Okounkov. There is however a way to obtain the spetral urve diretly within the matrix
model formalism. In more generality this works also for the 5-dimensional matrix model
whih we introdue in the next setion. One an therefore derive the spetral urve for
the 5-dimensional theory aording to the proedure presented in the subsetion 4.2, and
then reover the urve disussed above in the 4-dimensional limit.
4 Matrix model for 5-dimensional gauge theory
In this setion we generalize the onstrution of matrix models for 4-dimensional gauge
theories in setion 3 to a anonial lass of 5-dimensional gauge theories. This onstrution
will be further slightly generalized in setion 5.
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4.1 5-dimensional partition funtion as a matrix model
We now wish to introdue a matrix model for the 5-dimensional SU(n) theory with a
partition funtion given in (12). Similarly as before, to start with we onsider SU(2) ase
with n = 2. We denote λ = λ(1) and µ = λ(2), whih are partitions with no more than N
rows, and similarly as in (15) introdue
hi = λi − i+N + p1, ki = µi − i+N + p2. (32)
Moreover we assume p1 << p2, so that
k1 > k2 > . . . > kN ≥ p2 > h1 > h2 . . . > hN ≥ p1. (33)
We also introdue q = e−gs = e−β~ and the standard q-deformed notation
[h] = q−h/2 − qh/2, [h]! =
h∏
i=1
(q−i/2 − qi/2).
The SU(2) partition funtion now takes the form
Z
SU(2)
5d ∼
∑
(hi),(kj)
(βΛ)2n
P
i(hi+ki)
(∏
i<j
[hj − hi]
[i− j]
)2(∏
i<j
[kj − ki]
[i− j]
)2(∏
i,j
[kj − hi]
[i− j − p12]
)2
,
with (hi), (kj) satisfying the ondition (33). These terms an be rewritten analogously as
in setion 3.1. For example
∏
i<j
∏
i<j
[hj − hi]
[i− j] =
( ∏
1≤i<j≤N
[hj − hi]
)( N∏
i=1
1
[hi − p1]!
)
,
and similarly for other terms. Therefore, introduing one set of variables
li=1,...,2N = (k1, . . . , kN , h1, . . . , hN), (34)
we get
Z
SU(2)
5d =
∑
(li)i=1,...,2N
( ∏
1≤i<j≤2N
[li − lj]2
)( 2N∏
i=1
(βΛ)2nli
([li − p1]! [li − p2]!)2
)
. (35)
To write this expression as a matrix model integral we again take advantage of a few
fats disussed in [14℄. First of all, we introdue the following notation for the quantum
dilogarithm
g(x) =
∞∏
i=1
(1− x−1qi).
16
It vanishes g(qh) = 0 for h a positive integer, and at suh points its derivative is
g′(qh) = −g(1)
2eiπhq−h(h−1)/2
qh(1− qh)g(q−h) .
Therefore the following funtion has simple poles with residue 1 for x = qh with h ∈ N
f(x) = − g(1)
2e−
ipi
gs
log xe
(log x)2
2gs
(1− x)√xg(x)g(x−1) .
Let us also note that for x = ql
[l]! = q−l(l+1)/4
g(1)
g(x−1)
,
1
([l − p]!)2 =
g(x−1qp)2
g(1)2
exp
( 1
2 log q
log(xq−p) log(xq−p+1)
)
.
In what follows we use the notation
xi = q
li = e−gsli = eui, (36)
so that xi is a ylindrial oordinate. Now we an write
Z
SU(2)
5d ∼
∑
(li)i=1,...,2N
∏
1≤i<j≤2N
(
qli − qlj)2 2N∏
i=1
(βΛ)2nliq(1−2N)li
([li − p1]!)2([li − p2]!)2 =
=
∫
dx1 · · · dx2N
∏
1≤i<j≤2N
(xi − xj)2 × (37)
×
2N∏
i=1
(βΛ)−
2n
gs
log xif(xi)
x2N−1i
n=2∏
l=1
[g(x−1i qpl)2
g(1)2
e
log(xiq
−pl ) log(xiq
−pl+1)
2 log q
]
.
The deformed Vandermonde determinant an also be written as
e(1−N)
P
i log xi
∏
i<j
(xi − xj)2 =
∏
i<j
(
2 sinh
log xi − log xj
2
)2
≡ ∆2q . (38)
With the deformed measure
DM = ∆2q
∏
i
dui = ∆
2
qe
−Pi log xi
∏
i
dxi
we an rewrite the above partition funtion as a matrix model expression, whih in a
straightforward way generalizes to arbitrary SU(n) gauge group
Z
SU(n)
5d =
∫
MnN (Cq)
DMe− 1gsTrV5d(M),
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with the deformed integration ontour Cq is a irle of radius r ∈]1, q−1[. The matrix model
potential takes the form
1
gs
V5d(x) =
(2n log(βΛ)
gs
+ (n− 1)N − 1
)
log x− 2 log g(1) + log g(x) + log g(x−1) +
+
1
2
log x+ log(1− x) + iπ
gs
log x− 1
2gs
(log x)2 − iπ +
+
n∑
l=1
[
2 log g(1)− 2 log g(x−1qpl)−
(
log(xq−pl)
)2
2 log q
− 1
2
log(xq−pl)
]
. (39)
Similarly as in 4-dimensional ase, this expression also simplies in the large N limit.
To turn the potential into a nier form, we again dierentiate it and then integrate. First
we note [14℄ that
log g(x) = − 1
gs
∞∑
m=0
Li2−m(x
−1)
Bmg
m
s
m!
,
where Bm are Bernoulli numbers. The polylogarithm is dened as
Lim(x) =
∞∑
i=1
xi
im
,
and it has the following properties
Li′n(x) =
Lin−1(x)
x
,
Lim(x) = (−1)m+1Lim(x−1), for m < 0
Li0(x) =
x
1− x,
Li1(x) = − log(1− x). (40)
The following useful relations follow
g′(x)
g(x)
=
1
gsx
∞∑
m=0
Li1−m(x−1)
Bmg
m
s
m!
,
x
d
dx
(
log g(x) + log g(x−1)
)
=
log x
gs
− 1
2
x+ 1
x− 1 −
iπ
gs
.
Using the above fats, after some algebra one therefore nds the derivative of the
potential
V ′5d(x) =
2n log(βΛ) + gs((n− 1)N − 12)
x
+
+
n∑
l=1
[ gs
x− qpl −
2
x
log
(
(xq−pl)−
1
2 − (xq−pl) 12 )+ 2
x
∞∑
m=1
Li1−2m(xq−pl)
B2mg
2m
s
(2m)!
]
. (41)
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Let us note that log
(
(xq−pl)−
1
2−(xq−pl) 12) is the q-deformation of the 4-dimensional expres-
sion log(x− al) in (23), while other terms (apart from the linear in 1/x) are proportional
to higher powers of gs. The expression whih we obtained an now be integrated. In
partiular
∫
dx
x
log(x−1/2 − x1/2) = −1
4
(log x)2 − Li2(x), so that
V5d = t log x+
n
2
(log x)2 + 2
∑
l
Li2(xe
al) +O(gs), (42)
where the oeient t enodes in partiular the sale βΛ and terms linear in al. In the
large N limit
N →∞, gs → 0, gsN = const,
we an again neglet all termsO(gs). We also note that introdution of the single parameter
t is justied, as it involves both log(βλ) and gsN = const related to eah other in large N
dualities preisely in this way. Substituting now x = eu, nally we get the matrix model
Z
SU(n)
5d =
∫
DMe− 1gsTr V 5d(M) =
∫ ∏
i
dui
∏
i<j
(
2 sinh
ui − uj
2
)2
e−
1
gs
P
i V
5d(ui)
(43)
with the potential
V 5d(u) = tu+
n
2
u2 + 2
n∑
l=1
Li2(e
u+al). (44)
The oeient n in the quadrati term an be interpreted as redening the oupling in
front of the potential as
gs 7→ gˆs = gs
n
(and resaling other terms in the potential by n). It is onsistent with the same resaling
found in a related matrix model in [23℄, whih we disuss in setion 6. The potential V 5d
is shown in gure 2.
4.2 5-dimensional spetral urve
Finding the spetral urve for 5-dimensional theory also requires the 't Hooft limit, in
whih all terms in the potential (41) proportional to positive powers of gs vanish, so that
xV ′5d(x) −→ −2
n∑
l=1
log
(
(xq−pl)−
1
2 − (xq−pl) 12) = −2 logPq(y),
for Pq(y) =
n∏
l=1
[y − pl],
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Figure 2: Matrix model potential for 5-dimensional SU(3) Seiberg-Witten the-
ory. Left: the potential in the large N limit, given by (44). Three minima
give rise to three uts and the genus 2 Seiberg-Witten urve. Right: zooming
around the rightmost minimum.
with x = qy. This is indeed the trigonometri ounterpart of the 4-dimensional ase
(30). Aordingly the 5-dimensional urve will be the trigonometri ounterpart of the 4-
dimensional Seiberg-Witten urve, in agreement with the relation between 4-dimensional
and the 5-dimensional variational problems (10) and (14).
Apart from arguments whih rely on the form of eetive funtionals (whih were also
employed in setion 3.2), we an in fat derive the form of the 5-dimensional spetral urve
using purely matrix model tehnology, i.e. determining the resolvent and the eigenvalue
density in the large N limit. This method ould also have been be applied expliitly in
setion 3.2, however it is more onvenient to onsider the general 5-dimensional ase and
then get the 4-dimensional results in the gauge theory limit. For a general potential in
the multi-ut ase the resolvent ω(z) is given by the Migdal-Muskhelishvili formula [29℄.
It has the following form in terms of the periodi variable x
ω(z) =
1
2πi
∮
C
dx
V ′(x)
x(z − x)
√√√√ 2n∏
k=1
z − xk
x− xk , (45)
where C = C1 ∪ . . . ∪ Cn is a union of n uts supported on intervals Ck = [x2k−1, x2k].
The 2n endpoints of the uts xk must be suitably hosen. A set of (n + 1) onditions for
these endpoints stems from the limiting behaviour of the resolvent at innity ω(z) ∼ 1/z.
Another (n−1) onditions an be hosen in a way whih is appropriate for a given physial
problem. In our ase it is natural to x (n− 1) lling frations, whih are determined by
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the A-periods around the uts.
To ompute the resolvent (45) one an follow the solution presented in [21℄, where the
ase orresponding to n = 1 (whih we disuss also in setion 6.2) was analyzed in detail.
This solution relies on the hiral ansatz and the arti irle property of two-dimensional
partitions whih we disussed above. We assume that the eigenvalue density ρ(z) is non-
trivial only in ertain intervals, independently for eah set of partitions summed over in
the Nekrasov partition funtion. The parameters al in the potential (44) an be absorbed
into the positions of the endpoints of these integrals, so that the resolvent beomes
ω(z) =
1
2πi
∮
C
dx
n log x+ t− 2∑nk=1 log(1− xey2k)
x(z − x)
√√√√ 2n∏
k=1
z − e−y2k−1
x− e−y2k . (46)
To perform this integral one an modify the integration ontour, so that it enirles the
branh uts of all logarithms and the pole at x = z.
z
0 e
-y1
e
- y2
e
- y3
e
- y4
Figure 3: Integration ontour used to ompute the resolvent for 5-dimensional
SU(2) Seiberg-Witten theory.
As an example let us onsider how to derive the spetral urve for the SU(2) theory
from our matrix model. We denote the endpoints of the two uts as [y1, y2] and [y3, y4].
The integration ontour in this ase is shown in gure 3. The resolvent beomes a sum of
the residue at x = z and the ontour integral along the (innitesimal) irle around x = 0
(a part of the ontour around the branh ut of log x), as well as ontributions from the
integrals along parts of real axis from branh uts of all logarithms. The latter are given
by integrals of the form ∫
dv
v(z − v)
√∏4
i=1(v − e−yi)
. (47)
They an be expressed in terms of ellipti funtions of the rst and the third kind, as
explained in the appendix. In what follows we also use the notation introdued in the
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appendix. After some simpliations, for SU(2) theory the resolvent (46) turns out to
involve three integrals of the form (47) evaluated at the points v = 0,∞, e−y2 (the integral
evaluated at e−y4 vanish). For these points the arguments of the ellipti funtions F and
Π are respetively
y(0) =
e−y4(e−y3 − e−y2)
e−y3(e−y4 − e−y2) , y(∞) =
e−y3 − e−y2
e−y4 − e−y2 , y(e
−y2) = 1,
as well as δ and k2 given in (59) with a, b, c, d identied with e−yi . Using the addition
formula (61) twie we an replae three ellipti funtions F (y(v), k) by a single one with the
argument y0,∞,y2 determined by using (64) twie. Similarly, using (62) twie we get a single
funtion Π(y0,∞,y2, δ, k), but then in addition two terms (artanhΘ0,∞) and (artanhΘ0,∞,y2),
where Θ0,∞ and Θ0,∞,y2 are determined from the formula (63) used twie. Altogether, the
resolvent beomes
ω(z) =
t + 2 log z − 2 log(1− zey2)− 2 log(1− zey4)
z
+
√∏
i(z − e−yi)
z
te
y1+y2+y3+y4
2 +
+
4
√∏
i(z − e−yi)
z
√
(e−y4 − e−y1)(e−y3 − e−y2)
[( 1
e−y3 − z −
1
e−y3
)
F (y0,∞,y2) +
+
e−y4 − e−y3
e−y3e−y4
(
Π(y(0), δ(0), k) + Π(y(∞), δ(0), k)−Π(y(e−y2), δ(0), k)
)
+
+
e−y4 − e−y3
(z − e−y3)(z − e−y4)
(
Π(y0,∞,y2, δ(z), k) +
artanhΘ0,∞ + artanhΘ0,∞,y2)√
δ(z)−1(δ(z)− 1)(δ(z)− k2)
)]
.
We disuss now the behavior of this resolvent at innity z →∞, where it should deay
like ∼ 1/z. Firstly, we note that the last term in the rst line, the last term ∼ ey3F (y0,∞,y2)
in the seond line, and the terms in the third line are of order ∼ z. Therefore a sum of
oeients of these terms must be zero, whih gives one equation for the endpoints of
the uts. Due to simple the same dependene on z, these terms in fat anel altogether
and drop out from the expression. Then, the only term whih is onstant at innity is
the rst term ∼ F (y0,∞,y2)/(e−y3 − z) in the seond line. It vanishes if and only if the
ellipti funtion F (y0,∞,y2) vanishes, whih is possible if and only if sinϕ ≡ y0,∞,y2 = 0.
One one hand, this provides another ondition on the endpoints of the uts, due to (64).
On the other hand, then the terms in the fourth line Π(y0,∞,y2 = 0, δ(z), k), as well as
(artanhΘ0,∞,y2) (whose argument is proportional to sinϕ ≡ y0,∞,y2 via (63)) also vanish.
Therefore the only term whih ould ontribute to the eigenvalue density (or equivalently
the spetral urve) is (artanhΘ0,∞) in the fourth line. Quite non-trivial anellations lead
to its overall prefator being just 2/z whih in partiular does not depend on any e−yi .
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Moreover, this term indeed has the square root branhing as hoped for, whih arises via
the dependene on z through the argument of Θ0,∞
√
δ(z)(1− δ(z))(δ(z)− k2) ∼
√∏
i(z − e−yi)
(e−y4 − z)2 .
Indeed some algebra reveals that Θ0,∞ =
√∏
i(z − e−yi)/P (z), with P (z) a quadrati
polynomial in z.
Identifying now the density with a new variable v/z we get
v
z
≡ ρ(z) = 1
2πi
(
ω(z − iǫ)− ω(z + iǫ)) ∼ 2
z
artanhΘ0,∞ =
1
z
log
1 + Θ0,∞
1−Θ0,∞ .
Exponentiating both sides we get an equation in two C∗ oordinates, z and x ≡ ev. This
denes a Riemann surfae of genus one written in terms of two C∗ oordinates x and z,
as expeted for 5-dimensional Seiberg-Witten theory. The latter one an be brought to
hyperellepti form after the redenition
x−1
x+1
7→ x˜ and a resaling of the new variable x˜ by
P (z), whih to the equation of the urve
x˜2 =
4∏
i=1
(z − e−yi). (48)
Three of the yi's are speied by the boundary onditions of the resolvent, and they depend
also on the modulus t. To get the full solution, one more ondition an be speied by
imposing the A-period lling fration. On the other hand, this A-period an be found from
the knowledge of the above urve.
Let us stress at this point, that the appearane of integrals (47) of this form (in partiu-
lar leading to ellipti funtions for SU(2) theory) is a onsequene of the logarithmi branh
ut struture of the derivative of the potential V (x) whih appears in (46). Derivatives
of both the quadrati and dilogarithm terms whih appear in the potential are logarithms
with branh uts that we just need. This is therefore non-aidental that no other (speial)
funtions arise in the potential.
The above derivation ould of ourse be generalized to arbitrary SU(n) theory, though
tehnially the solution would be even more ompliated. In this general ase the well-
known matrix model relations [30℄ for the lling frations al and the genus zero free energy
F0, written in terms of the resaled variables
al =
1
2πi
∮
Al
log x
dz
z
,
∂F0
∂al
=
1
2
∮
Bl
log x
dz
z
,
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aquire a standard interpretation in Seiberg-Witten theory: they relate vevs of the Higgs
eld al with the prepotential F0. This ompletes then our solution of the Seiberg-Witten
theory from the matrix model perspetive.
We also note that the matrix models whih we onsider are unstable due to the un-
bounded potentials, as seen in gures 1 and 2. However this instability is not worse that
the instability related to the ondition of xed lling frations, whih results in unequal
level of a potential in eah ut. Due to the ondition of xed lling frations the eigenval-
ues are prevented from falling into the innite instability well in the same way as they are
prevented from tunnelling between uts.
5 Relation to geometri engineering and topologial
string theory
The purpose of this setion is to give an unied geometri desription of the 4- and
5-dimensional supersymmetri gauge theories by geometri engineering of type II string
theory and M-theory on non-ompat Calabi-Yau spaes. This onstrution relates the
matrix models disussed in this paper and the one in [22, 23, 24℄. For 4 dimensional
supersymmetri gauge theories the subjet started with the work of [17, 18℄ and for the 5
dimensional ases in [31℄. We give a short synopsis of these works fousing on the dierent
geometries for the dierent Chern-Simons terms in the 5 dimensional ase [31℄. The main
motivations are as follows.
Physially the higher genus terms alulable in the matrix model are only relevant if the
theory is embedded in gravity, whih aording to our present understanding is onsistently
possible only by geometri engineering of the orresponding string geometries.
By moving in the moduli spae, whih is best desribed as the omplex struture
moduli spae of the mirror geometry, one an onnet the loal matrix model desriptions
of setion 3 and 4 to eah other and to the Chern-Simons type matrix models that have
been studied in [22, 23, 24℄.
The 5-dimensional theories are labelled by dierent integer Chern-Simons termsm ∈ Z,
whih make an important dierene in the identiation with the matrix model, disussed
in setion 5.5. For this reason and beause the absene of world-sheet instantons makes
the theories simpler to desribe, we disuss mainly theses ases [31℄.
The non-ompat geometries for the 5-dimensional ase are the same as the ones used
in the 4-dimensional geometri engineering after a limit [18℄. We an therefore fous
in setion 3 on the disussion of this limit, whih leads to 4-dimensional spetral urve
H(w, z;µα) = 0. We explain why it does not depend on m.
For m = 0 and ADE gauge theories G there is another point in the moduli spae where
one extrats the partition funtion of Chern-Simons theory on the lens spae S3/DG, where
DG is a disrete subgroup of SU(2) ating on S
3
. The latter have a orresponding ADE
lassiation and matrix model desriptions for these Chern-Simons theories have been
suggested. The disussion in setion 5.4 is neessary to speify the general Chern-Simons
matrix model limit in [23℄.
5.1 Geometri engineering of 5-dimensional gauge theories
N = 1 supersymmetri gauge theory in 5 dimensions an be geometrially engineered
from M-theory on ertain non-ompat Calabi-Yau threefolds M . The basi geometry
of M is that of a resolved ADE singularity bered over P1. It gives rise to a N = 2
supersymmetri gauge theory in ve, and after a limit in four dimensions, whose gauge
group G is the orresponding simply-laed group. The intersetion of the rank(G) P1
urves in the ber is the negative Cartan matrix of G. For non-simply-laed groups the
bration has to have non-trivial mondromy, see [31℄. Matter an be added by additional
blow ups [18℄ leading to singular bres [31℄ or by onsidering a higher genus base [34, 35℄.
The preise ditionary between manifoldsM and the 5-dimensional gauge theories [31,
32, 33℄ ontains a parameter m ∈ Z, whih labels a hoie the Chern-Simons terms of
the 5-dimensional gauge theory or equivalently the triple intersetions of M . The hoie
m = 0 orresponds to the matrix model disussed in setion 4. Sine non-ompat Calabi-
Yau manifolds M on whih M-theory ompatiations give rise to 5-dimensional gauge
theories with dierent Chern-Simons terms we need to desribe how the dierenes in the
non-ompat mirror Calabi-Yau spae W given by eq. (50) are reeted in the matrix
model. At the end we propose matrix models desribing topologial string on a wide lass
of non-ompat tori Calabi-Yau spaes, whih orrespond to the SU(n) ases.
The dierent 5-dimensional theories, whih however lead to the same gauge theory in
4 dimensions, an be speied by a partiular hoie of the normalized triple intersetion
numbers cijk of the non-ompat Calabi-Yau, whih appear in the 5-dimensional theory as
Chern-Simons terms ∫
cijkAi ∧ Fj ∧ Fk . (49)
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Here the latin indies label the vetor multiplets. Note that (49) is not gauge invariant, but
it an be shown [36℄ that if M is spin with p1 = 0, as it is the ase if M is Calabi-Yau, the
5-dimensional integral over (49) shifts only by 2πZ. In M-theory on a Calabi-YauM vetor
elds arise as Ai =
∫
Ci C
(3)
, i.e. by reduing the three form eld C(3) on a 2-yle Ci in a
lass in H2(M). Similarly the eld strength arises as Fi =
∫
Ci(dC)
(4)
, so that (49) is just
dimensional redution of eleven dimensional Chern-Simons term
∫
M
C(3)∧(dC)(4)∧(dC)(4)
with cijk =
∫
M
ωi ∧ωj ∧ωk = Di ∩Dj ∩Dk, where ωi are in H2(M) with ompat support
on Ci and Di are dual divisors to [Ci]. Both denitions of the triple intersetion need a
regularization on non-ompat Calabi-Yau spaes. The intersetions are largely determined
by the Cartan matrix of G and in [31℄ it was shown that the disrete freedom in hoosing
dierent Chern-Simons terms is a disrete hoiem ∈ Z, whih parametrizes that partiular
triple intersetion mentioned above. For SU(n) all triple intersetions will be made expliit
in the prepotential below.
5.2 Mirror symmetry for tori non-ompat Calabi-Yau
Mirror symmetry implies that the data of the 5 dimensional gauge theory as well as of
the topologial string on M are aptured by a Riemann surfae (50) and a meromorphi
dierential λ. One ruial point is that spetral urve of the 5-dimensional matrix model
disussed in the last setion is identied with that Riemann surfae. More preisely in the
moduli spae of the Riemann surfae the partition funtion of the 5-dimensional gauge
theory emerges as a holomorphi limit of the topologial string partition funtion near the
large radius point µα = 0. We review below how the mirror urve (50) for the geometry
desribed in (5.1) is onstruted.
The mirror manifold W of the manifold M is a oni bundle
H(w, z;µα)− uv = 0 (50)
branhed over C∗×C∗ at a omplex family of mirror urves H(w, z; zα) = 0, i.e. u, v ∈ C,
and w, z ∈ C∗. With the geometry omes a anonial meromorphi dierential
λ = log(z)
dw
w
. (51)
From our perspetive this dierential will determine the lling frations of the matrix
model.
For the SU(n) ases the well known onstrution of non-ompat tori mirror symmetry
applies [18, 37℄, see [38℄ for a short review in the notation we use here. The manifolds M
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and W are dened by harge vetors Qαi ∈ Z of the tori group ation. More preisely
M = (Ck+3 − Z)/(C∗)k, (52)
where (C∗)k ats by xi 7→ λQ
α
i
α xi, α = 1, . . . , k on the omplex oordinates xi of C
k+3
with
λα ∈ C∗. The onstraint
∑k+3
i=1 Q
α
i = 0, ∀α is equivalent to c1(TM) = 0. H is given by
H =
∑k+3
i=1 xi, where
2 xi ∈ C∗ are homogeneous oordinates w.r.t. an additional C∗-ation
and subjet to the onstraints
(−1)Qα0
k+3∏
i=1
x
Qαi
i = µα , ∀α. (53)
Here µα, α = 1, . . . , h
comp
11 , are omplex moduli of (W,λ), whih are dual to the omplexied
Kähler parameters of M , while w and z in (50) denote the independent variables that
remain after using the onstraints (53) as well as the additional C∗-ation on the xi,
mentioned above. H(w, z, µα) = 0 is entral in the following disussion, beause it is
identied with the spetral urve of the matrix model.
5.3 Geometri engineering of 5-dimensional SU(n) gauge theories
Let us now give the dependene of the harge vetors Qαk dening M and W on m.
The simplest ase arises for SU(2) without matter. It was shown in [18℄ that the possible
5-dimensional geometry M orreponds in this ase to the antianonial line bundle over
the Hirzebruh surfaes Fm = P(OP1 ⊕ OP1(m)), written here as the projetivization of
line bundles over P1. The parameter m in this speial ase is preisely the m ∈ Z freedom
to hoose dierent Chern-Simons terms. Reall that this non-ompat Calabi-Yau spaes
over the Hirzebruh surfaes Fm are torially desribed by the 3-dimensional fan spanned
by {n1, n2, . . . , n5} = {(−1, 0, 1), (0, 0, 1)(1, 0, 1), (m, 1, 1), (1,−1, 1)}. The omplete fan in
the plane desribed by rst two oordinates with the triangulation as shown in gure 4
denes torially the Hirzebruh surfae Fm.
Eah point ni orresponds to a divisor lass Dˆi = {xi = 0}, where xi are oordinates of
the (52). These divisors are not independent, but fullll the relations
∑r
k=1 nk,iDˆk for r = 5
and i = 1, . . . , d = 3. The triangulation speies the intersetion of M in the following
way. DˆiDˆj = 0 if i and j are not part of one triangle. DˆiDˆjDˆk = 1 if ni, nj , nk span a
triangle in the triangulation. Restrited to the Hirzebruh surfaes one has
∑r
k=1 nk,iDk
2
We use the same symbol xi for the dierent oordinates of M and W .
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..............
(1,1)
F
(0,1)
S’
S
F
(m,1)
Figure 4: Tori fans for Fm.
for r = 5 and i = 1, . . . , d = 2, Di ∩Dj = 1, i, j > 1 if ni, nj are on a line3. There are two
independent lasses in Fm, F = D4 = D5 and S = D1 = S
′ − mF with S ′ = D3. With
the above information and the ring struture of the intersetions it is easy to alulate all
tori intersetions. For the Hirzebruh surfae FS = 1, F 2 = 0, S ′S = 0 and S2 = −2.
For M there is now a 2-dimensional omplex dimensional ompat divisor H = D1, whih
represents the Hirzebruh surfae itself. H3 = 4, HSˆ2 = −m, HFˆ 2 = 0 and HFˆ Sˆ = 1,
where Sˆ and Sˆ are non-ompat divisors of M . Note that the triple intersetions among
the non-ompat divisors orresponding to points on the boundary of the fan are not well
dened.
The harge vetors are oeients of linear relations among the points
∑
iQ
α
i ni = 0.
The one whih do atually span the Mori one are alulated using the seondary polytop
to be Q1 = (1,−2, 1, 0, 0) and Q2 = (0, m− 2,−m, 1, 1). They orrespond to urve lasses
and the intersetion number of the α'th urve with the divisor Di is enoded in Q
α
i . The
Kähler one is dual to the Mori one and it is easy to see that it is spanned by F and
H = S + (m+ 1)F .
These geometries are easily generalized to SU(n). To distinguish n odd and n even we
dene ∆(n) = 1
2
(1 − (−1)n). The points of the 3-dimensional fan and the Mori one are
3
We use hatted haraters for non-ompat divisors of M that restrit to ompat divisors on Fm.
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given, with nl =
∆(n)−n
2
and nu =
n+∆(n)
2
, as
ni Q
1 Q2 Q3 . . . Qn
(nl, 0, 1) 1 0 0 . . . 0 0 0 . . . 0 0 0 0
(nl + 1, 0, 1) −2 1 0 . . . 0 0 0 . . . 0 0 0 0
(nl + 2, 0, 1) 1 −2 1 . . . 0 0 0 . . . 0 0 0 0
.
.
.
.
.
.
.
.
.
.
.
. . . .
.
.
.
.
.
.
.
.
. . . .
.
.
.
.
.
.
.
.
.
.
.
.
(0, 0, 1) 0 0 0 . . . 1 −2 1 . . . 0 0 0 (m− 2 + ∆(n))
(1, 0, 1) 0 0 0 . . . 0 1 −2 . . . 0 0 0 −m−∆(n)
.
.
.
.
.
.
.
.
.
.
.
. . . .
.
.
.
.
.
.
.
.
. . . .
.
.
.
.
.
.
.
.
.
.
.
.
(nu − 2, 0, 1) 0 0 0 . . . 0 0 0 . . . 1 −2 1 0
(nu − 1, 0, 1) 0 0 0 . . . 0 0 0 . . . 0 1 −2 0
(nu, 0, 1) 0 0 0 . . . 0 0 0 . . . 0 0 1 0
(m, 1, 1) 0 0 0 . . . 0 0 0 . . . 0 0 0 1
(∆(n),−1, 1) 0 0 0 . . . 0 0 0 . . . 0 0 0 1
 
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(m=0,1,1)
 
(1,−1,1)
....... .......
(1,−1,1)
(m=3,1,1)
....... ....... ....... .......
n odd
(m=0,1,1) (m=3,1,1)
(0,−1,1) (0,−1,1)
n even
Figure 5: Tori fans for the non-ompat tori Calabi-Yau orresponding to
SU(n) theory with the Chern-Simons term parameterized by m.
One an see from the pitures that the inner points in the diagram orrespond to tori
ompat divisors of the type Fk in the non-ompat threefold, whih an be easily seen
to be Hirzebruh surfaes. We denote these divisors Hi, i = 1, . . . , N − 1. From the left
to the right Hi = F|m+2i−n|, i = 1, . . . , n − 1. With the desription for the alulation of
the intersetion of the Hi it is easy to onrm [31℄ that the ubi prepotential, whih is
not orreted by intantons for 5-dimensional theories is F = 1
2
∑
i<j |ai− aj |3+m
∑
i a
3
i =∑
i1,i2,i3
Hi1Hi2Hi3
∏3
r=1(air+1 + . . .+ ain).
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The standard parametrization of mirror symmetry using the Mori one in (53) implies
that µα = 0 is a point of maximal unipotent monodromy and that near this point tα ∼
1
2πi
log(µα), with tα the ompexied volumes of the urves orresponding to the Mori one.
For α = 1, . . . , n− 1 these urves are the bres of the Hirzebruh surfaes. Geometrially
their size is proportional to the mass of the W bosons in string units Mstring. It is given by
the simple roots, i.e. tα = aα−aα+1, α = 1, . . . , n−1. The parameter tb := tn orresponds
to the omplexied size of the base P1. The size appears as imaginary part while the
B-eld integral over the urve is the real part.
5.4 4-dimensional Seiberg-Witten limit
We ome now to the engineering of the 4-dimensional gauge theory. The aim is to
derive from the 5-dimensional spetral urve H(w, z;µα) = 0 in a limit the 4-dimensional
Seiberg-Witten (7) urve and show that λ redues to dS. Moreover in the 4-dimensional
limit the dierenes given by the parameter m should vanish. While the 5-dimensional
gauge theory disussed above is reovered in the large radius limit, the onstrution of
the 4-dimensional gauge theory requires a double saling limit in a region of the moduli
spae, alled Seiberg-Witten point, where world-sheet instantons dominate. In fat it has
been made expliit in [18℄ how the individual gauge theory instantons ontributions of
Seiberg-Witten gauge theory are enoded in a resummation of the world-sheet intantons.
Non-abelian gauge groups in string theory have been rst understood in the heteroti
onstrution. For nding the Seiberg-Witten point it is instrutive to reall the duality
between the heteroti and type II strings. It states [17℄ that the heteroti dilaton S is
geometrized and identied with
1
4πi
tb, i.e. the size of the base of the bration disussed in
5.3. In the heteroti string one has Re(S) = 1
g2
so that Im(tb) =
4π
g2
. The asymptoti free
g → 0 region of Seiberg-Witten must be at large volume of the base P1 and hene near
µb := µn = 0. However a double saling limit, parametrized below by ǫ→ 0 must be taken
to keep the mass of the W bosons nite, while taking the string sale to innity. The
mass of the W bosons is the only sale and the one-loop running of the gauge oupling in
N = 2 gauge theory implies 1
g2
∼ log (MW
Λ
)
. Sine W -boson omes from branes wrapping
the bers one has tb ∼ C log(tf), where tf refers to generi volumes of the ber. The
onstant C an be determined from the dependene of the instanton ontribution with
instanton number k namely exp
(
− k
g2
)
∼
(
1
tˆ2n
f
)k
, where tˆf refers volumes of the bers,
i.e. masses of the W bosons, in gauge theory units. Putting the above fats together, the
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double saling limit is exp(tb) = (ǫΛ)
2n
and tf = ǫtˆf . In the B-model geometry, i.e. the
manifoldW , tf is mapped to period integrals over S
1
, whih ome from periods over S3 in
the ompat geometry. That is the Seiberg-Witten urve is near point where the divisor
µn = 0 intersets n− 1 onifold divisors in the moduli spae. The double saling limit an
also be viewed as resolving the point of tangeny between the divisors of this intersetion
point, to obtain normal rossing divisors.
Let us see for the SU(2) ases how (7) and dS is reovered in the limit from the 5d
urve. Aording to the table in setion 5.3 and the desription how to obtain H(w, z;µα)
from (53) we get
H(w, z;µα) = w +
µfz
2−m
w
+ 1 + z + µbz
2 = 0 (54)
as the dening equation of the 5-dimensional urve. Here we identied in H =
∑5
i=1 xi,
w := x5 and z := x2. We set x3 = 1 by the C
∗
-ation and eliminated x4 and x1 by (53). Now
we alulate the onifold disriminant and nd that it behaves like ∆ = (1−4µf )2+O(µb),
where all the m-dependene is in higher order in µb. M
2
W is proportional to ∆ whih and
the saling argument implies that the nite gauge theory oordinate u ∼ tˆ2f should appear
as
η1 = (1− 4µf) = ǫ2u,
η2 =
√
µb
(1− 4µf) =
Λ2e−S0/2
u
,
(55)
here e−S0/2 is an a priori undetermined onstant and (55) are just the blow up variables
to resolve the tangeny between µb = 0 and ∆ = 0. An important point is that z is a
C∗ variable in H(w, z;µα) = 0, but in (7) x is a C variable, whih is learly reeted by
the log(z) dependene of λ as opposed to the x dependene of dS. So we an think of (7)
as a ompatiation of H = 0 in a speial limit of its parameter spae. To math the
the dierentials we must identify in leading order z = 1 − ǫx˜. Resaling x˜ = xˆ
ǫ
√
af
and
eliminating the x˜ term by x˜ = x+ 1
2
(
1√
µf
+ 2
√
µf
)
one gets independent of m in leading
order w +
√
µb
w
= −x2 −
(
1− 1
4µf
)
. Resaling further w → w√µb and x → i(µb)
1
4
Λ
x and
using (55) we get (7).
5.5 Matrix model desription of the m 6= 0 ases
For m 6= 0 the mirosopi matrix model an be obtained starting with the modied
Nekrasov partition funtion [33℄, whih is written as in (12) with a linear modiation and
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quadrati modiation in λ by the seond Casimir operator
κλ =
∑
i
λi(λi + 1− 2i) (56)
and a linear term in λ as
Z
SU(n)
5d =
∑
~λ=(λ(1),...,λ(n))
(βΛ)2n|
~λ|e−mβ
P
l |λ(l)|al+~κλ(l)Zβ,~λ. (57)
If is straightforward to hek [33℄, that this expression is reprodued by the appliations
of the topologial vertex [39℄ to the geometries disussed in setion 5.3.
Likewise it is simple to see, that if we apply the same steps as in setion 4 to Zβ,~λ
we get (39), exept that we annot view the whole expression, whih follows from (57) as
a matrix integral, beause of the dierent linear oupling (distinguished by al) to n sets
of eigenvalues in the potential. These linear terms are the only relevant hange in the
potential, sine the shifts in the denition (32) give just rise to an overall onstant and
moreover the quadrati terms from the seond Casimir operator will vanish in the ~ → 0
limit.
In order to onvert this to matrix model one has to introdue nmatries. The proedure
is similar as in [23℄. A linear term of the form al
∑
i u
(l)
i in a quadrati potential, whih is
integrated against the deformed measure ∆q(u
(l)) (38) an be absorbed into an interation
between the dierent groups of eigenvalues ∆q(u
(l), u(k)) =
∏
i,j 2sinh
(
u
(l)
i −u
(k)
j
2
)
in the
measure. This holds for the potential (44). After viewing the n groups of u(l), l = 1, . . . , n
as the eigenvalues of nmatries the interating fators in the measure an be exponentiated
to give a relatively ompliated interation term between the matries [23℄. The matrix
models for m 6= 0 desribe, e.g. for Su(2) and m = 1 the antianonial bundle over
F1, whih by a blow down beomes P
2
. So it seems possible to write down a mirosopi
multimatrix model, whih reprodues in a limit the simplest non-ompat tori Calabi-Yau
O(−3)→ P2.
6 Relations to other matrix models
In this setion we show that various well-known and seemingly unrelated matrix models
arise in various limits of the 5-dimensional matrix model derived in setion 4. These
interesting ases inlude Chern-Simons matrix models for lens spaes, as well as matrix
models for line bundles over P
1
. Moreover, in the 4-dimensional limit the 5-dimensional
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model redues to the matrix model from setion 3, whih, as we disuss below, an be
regarded as a generalization of the Eguhi-Yang matrix model (whih itself orresponds
just to the n = 1 ase). In a sense, in this way we exhibit a part of a vast and unied
matrix model landsape, whose various limits were introdued and onsidered in the past
in an unrelated and independent fashion. We disuss these limiting ases in the following
subsetions.
6.1 Chern-Simons matrix model for lens spaes
The orbifold limit in the m = 0 ase is at the point in the moduli spae where all ti,
i = 1, . . . , n, are small. In the omplex struture variables this is near the vanishing of
wi = 1 − zizi+1 , i = 1, . . . , n − 1 and wn = 1√zn−1“1− znzn−1
”
. Here is another matrix model
known desribing this topologial string theory in the orbifold point [23℄. Its spetral urve
was analyzed in [24, 25℄ and laimed to be the urve H(x, y; z) = 0 obtained from (53) and
the table in setion 5.3, as desribed above.
The matrix model presented in [23℄ looks almost the same as ours  the only dierene
is that its potential ontains only the quadrati term. It does not ontain neither the linear
term in t, nor the dilogrithms. The absene of the linear term is easy to explain, as t = 0
should in priniple orrespond to the orbifold limit. We also note that the dilogarithms
are suppressed when their arguments have large negative values. It would be interesting
to understand the relation between a ontinuation from the large radius to the orbifold
point in more detail. We also note that slightly more general models for orbifold points
orresponding to arbitrary lens spaes L(p, q) we reently found in [41℄. They also have
just the quadrati potential and the deformed measure, so belong to the same family of
models as those desribed above.
6.2 Matrix models for line bundles over P
1
In [21℄ topologial strings for Calabi-Yau manifolds of the form
Xp = O(p− 2)⊕O(−p)→ P1
were onsidered. Partition funtions for suh theories an be omputed using the topolog-
ial vertex [39℄
ZXp =
∑
λ
Cλ••Cλt••q(p−1)κλ/2(−1)|λ|e−t|λ|,
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where the sum is performed over all two-dimensional partitions λ, κλ =
∑
i λi(λi−2i+1) is
the seond Casimir, q = e−gs, and t is the Kähler parameter. The vertex amplitude in this
ase CR•• = Pq(λ)1/2 is a square root of the deformed Planherel measure (5), so it leads
to the same partition funtion as onsidered in [14℄. The ase p = 1 an be onsidered as
the 5-dimensional U(1) theory, whih is a speial ase n = 1 of our general result. It was
shown in [21℄ that the above partition funtion an be written as a one-ut matrix model
with a deformed measure and the potential
V (u) = (t− (p− 1))u+ p
2
u2 + 2Li2(e
u).
For p = 1 this is indeed the potential whih we obtain in n = 1 ase. For arbitrary p only
the linear and quadrati terms are modied (the latter due to the Casimir κλ in ZXp).
6.3 Eguhi-Yang matrix model
We also note that in the limit of the 4-dimensional theory and for n = 1 our matrix
model with the potential (26) is losely related to the CP
1
matrix model introdued by
Eguhi and Yang
ZEY =
∫
DMe−2NTr V EY (M),
V EY = (−M +M logM)−
∞∑
i=1
ti−1,QM i −
∞∑
i=1
ti,PM
i(logM −
i∑
j=1
1
j
).
This matrix model was introdued in [19, 20℄, where it was also shown that its partition
funtion ZEY reprodues the partition funtion of the topologial CP1 model onsidered in
[40℄, i.e. the topologial sigma-model oupled to the two-dimensional gravity. This model
has two observables denoted P ≡ σ0(P ) and Q ≡ σ0(Q), whih orrespond respetively
to the identity and the Kähler lass of P
1
. In addition, two innite series of desendants
σi(P ) and σi(Q), for i = 1, 2, . . ., arise in this theory upon oupling to gravity. Coupling
onstants orresponding to these desendants are denoted by ti,P and ti,Q, and they appear
in the Eguhi-Model as oeients in two innite series in the potential.
We immediately see that a speial ase of the Eguhi-Yang model orresponding to
ti,P = ti,Q = 0 for i ≥ 1 is idential with the n = 1 ase of our matrix model (26), with
our t identied with the oupling t0,Q in V
EY
. From physial point of view the vanishing
of all oupling onstants orresponds to replaing a matrix M by a hiral supereld [42℄.
From the model with n = 1 and vanishing oupling onstants one an derive the limit
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shape of partitions given by the arsin-law [14, 43℄. Our matrix model for Seiberg-Witten
theory (26) is therefore a generalization of the Eguhi-Yang matrix model to arbitrary n.
More generally, setting all ti,P = 0 but taking arbitrary ti,Q is idential with the matrix
model onsidered in [14℄, with arbitrary Casimirs taken into aount. We note that some
subtleties, adventages and drawbaks of the omparison of the sums over partitions arising
from gauge theory instanton alulus, to the matrix model of the Eguhi-Yang type, are
also disussed in [43℄.
7 Conlusions and disussion
In this paper we provided a formulation of Seiberg-Witten theory in terms of matrix
models. For 4-dimensional theories we derived 1-matrix models with a standard measure
ontaining the Vandermonde determinant, while the 1-matrix models for 5-dimensional
theories have a deformed measure. We also extended this approah to a matrix model
formulation of topologial string theory on Calabi-Yau manifolds whih are related to
Seiberg-Witten theories by geometri engineering. In general this involves multi-matrix
models.
The 1-matrix models whih we propose were derived in two steps. Firstly, we introdued
in the Nekrasov partition funtion an auxiliary parameter N , and rewrote this partition
funtion as a matrix integral over matries of size N . The matrix models obtained this
way are rather non-standard 1-matrix models, with potentials whih ontain suh speial
funtions as logarithms of Γ funtions. Then, the partition funtions of the Seiberg-Witten
theory were reovered in the 't Hooft limit. In this limit various simpliations take plae
and we end up with matrix potentials ontaining logarithmi and dilogarithmi terms.
The derivation of these matrix models is just an initial step, whih should be followed
by a detailed analysis of their properties. We use the Migdal-Muskhelishvili formula for
the resolvent to hek that the 1-matrix models for the 5-dimensional theories yield the
expeted spetral urves with the orret dierential λ dening the lling frations. The
4-dimensional spetral urves and the orresponding dierential dS are reprodued by in
the gauge theory limit of geometri engineering. It ould have also been derived with the
Migdal-Muskhelishvili formalism for the resolvent in 4-dimensional theory diretly.
The general framework for solving matrix models based just on the underlying spetral
urve and the dierential, whih was developed by Eynard and Orantin [11, 44℄ and heked
in very similar situations in [45, 46℄, should give the higher genus, as well as open amplitudes
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in all our ases
4
. The holomorphi anomaly equations and the gap ondition applies
likewise to the 4-dimensional ases [12℄ and to the 5-dimensional models [38℄. It provides
the most eient way to alulate the losed higher genus amplitudes.
Certainly a perturbative expansion of the matrix models disussed here is possible. Of
ourse we hope that the knowledge of the mirosopi matrix model ation will provide a
route towards better understanding non-perturbative eets in Seiberg-Witten theory and
topologial strings. Tehniques of analyzing non-perturbative eets in matrix models,
being urrently developed by [47, 48℄, require the knowledge of the potential, whih we
provide in this paper. They would also be of great interest from the point of view of blak
hole physis and OSV onjeture [49℄, and omplementary to the proposition disussed in
[50, 51℄.
An important aspet of the matrix models derived here is their relation to other families
of matrix models. Firstly, matrix models for the SU(n) 4-dimensional Seiberg-Witten
theory an be regarded as a generalization of the the Eguhi-Yang matrix model (whih
orresponds to n = 1). Higher Casimir operators, whih we did not analyse in this paper,
but in the ontext of n = 1 model they were taken into aount into [14, 43℄, would
orrespond to gravitational desendants in the Eguhi-Yang model. In the same spirit,
matrix models for 5-dimensional SU(n) theory derived here are generalizations of the
matrix model for bundles over P1 onsidered in [21℄ (whih also orresponds to n = 1). It
is also reassuring that the models whih we derived ontain no other terms than logarithms
and dilogarithms, whih also appeared in [21℄. While our models, as well as those in [21℄,
orrespond to the large radius point in the moduli spae, it is also possible to onsider
other regions of the moduli spae. In partiular, in the limit where dilogarithms in the
potential for the 5-dimensional theory are suppressed, we reovered Chern-Simons matrix
models for lens spaes whih orrespond to orbifold points in the moduli spae [23, 24, 25℄.
The similarity of the mirosopi desription at the large radius point and at the orbifold
point (just the suppression of dilogarithmi terms) is surprising in view of highly involved
transformations of partition funtions between these points.
The above results indiate a possible unied mirosopi desription of the multitude
of matrix models, whih desribe various regions in the moduli spae. Similar ideas of the
uniation of matrix models to some overall matrix-model-M-theory (in analogy to string
theory) were advoated in [52, 53℄.
Our results should also provide a diret link between fermioni formulations of matrix
4
Some heks in 4-dimensional Seiberg-Witten theory have been made in [13℄.
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models, gauge theories and topologial strings. The fermioni viewpoint on matrix models,
intimately related to onformal eld theory tehniques, was originally advaned by Kostov
[54℄. Reently the (matrix model) formalism of Eynard and Orantin was also rephrased in
a fermioni language [55℄. On the other hand, topologial strings and gauge theories an
be formulated in terms of two-dimensional hiral fermions too [10, 39, 56, 57, 58, 59℄. Suh
fermions live on urves whih, in the present ontext, are simultaneously matrix model
spetral urves and Seiberg-Witten urves. This onvines that all those fermions have a
ommon origin. Moreover, in [57℄ a formalism was presented whih relates both matrix
models and Seiberg-Witten theory to D-modules. Finding how matrix models presented
in this paper t into this formalism would ertainly be of interest.
Let us also stress that the idea of expressing gauge theory quantities in terms of matrix
integrals has been explored to muh extent in the ontext of N = 1 theories within the
so-alled Dijkgraaf-Vafa formalism [60, 61℄. N = 1 theories an be treated as deformations
of N = 2 theories, and it was also shown that ertain saling of Dijkgraaf-Vafa matrix
models leads to the N = 2 answers [61, 62℄. The dierene with the ase onsidered in
this paper is that now we get the answer whih gives N = 2 results without a need for any
resaling. Some other matrix models or related ideas orresponding to gauge theories were
also proposed in [63, 64, 65, 66, 67℄. It would be interesting to relate these points of view.
Aknowledgments
We would like to thank Rainald Flume for many omments, suggestions and ollab-
oration in the initial stages of this projet. We also appreiate useful suggestions and
disussions with Vinent Bouhard, Maros Mariño, Andrei Marshakov, Andrei Mironov,
Nikita Nekrasov and Cumrun Vafa. P.S. would like to thank the organizers of the 6
th
Simons Workshop in Mathematis and Physis in Stony Brook, were parts of this projet
were done, for hospitality and inspiring atmosphere. The researh of P.S. was supported
by the Humboldt Fellowship.
37
Appendix - ellipti integrals
To derive the spetral urve for 5-dimensional SU(2) theory we need to perform the
following integral∫ v v−1(z − v)−1 dv√
(v − a)(v − b)(v − c)(v − d) = g1F (y(v), k) + g2Π(y(v), δ(0), k) + g3Π(y(v), δ(z), k),
whih is expressed as a ombination of the ellipti funtions, with the following notation.
The oeients in this ombination are equal
g1 =
2
a(a− z)√(b− c)(a− d) , g2 = 2(b− a)zab√(b− c)(a− d) , (58)
g3 =
2(b− a)
z(z − a)(z − b)√(b− c)(a− d) ,
while the arguments of F and Π are given as
y(v) =
(a− d)(b− v)
(b− d)(a− v) , δ(z) =
1
y(z)
, k2 =
1
y(c)
=
(b− d)(a− c)
(a− d)(b− c) . (59)
The ellipti funtions F and Π, of the rst and the third kind respetively, are
F (y, k) =
∫ y
0
dt√
(1− t2)(1− k2t2) , Π(y, δ, k) =
∫ y
0
dt
(1− δt2)√(1− t2)(1− k2t2) .
(60)
The omplete ellipti integrals are dened as K(k) ≡ F (1, k) and Π(δ, k) ≡ Π(1, δ, k). Of
partiular importane in our omputation are the following addition formulas [68℄
F (sinϑ, k)± F (sin β, k) = F (sinϕ, k), (61)
Π(sinϑ, δ, k)±Π(sin β, δ, k) = Π(sinϕ, δ, k)±
√
δ
(δ − 1)(δ − k2) artanhΘ, (62)
where
Θ =
sin ϑ sin β sinϕ
√
δ(δ − 1)(δ − k2)
1− δ sin2 ϕ+ δ sinϑ sin β cosϕ
√
1− k2 sin2 ϕ
, (63)
and the angle ϕ is determined as
cosϕ =
cosϑ cos β ∓ sinϑ sin β
√
(1− k2 sin2 ϑ)(1− k2 sin2 β)
1− k2 sin2 ϑ sin2 β . (64)
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