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Abstract
We consider the exploration-exploitation trade-off in reinforcement learning and we show that an
agent imbued with an epistemic-risk-seeking utility function is able to explore efficiently, as mea-
sured by regret. The parameter that controls how risk-seeking the agent is can be optimized to mini-
mize regret, or annealed according to a schedule. We call the resulting algorithm K-learning and we
show that the K-values that the agent maintains are optimistic for the expected optimal Q-values
at each state-action pair. The utility function approach induces a natural Boltzmann exploration
policy for which the ‘temperature’ parameter is equal to the risk-seeking parameter. This policy
achieves a Bayesian regret bound of O˜(L3/2
√
SAT ), where L is the time horizon, S is the number
of states, A is the number of actions, and T is the total number of elapsed time-steps. K-learning
can be interpreted as mirror descent in the policy space, and it is similar to other well-known meth-
ods in the literature, including Q-learning, soft-Q-learning, and maximum entropy policy gradient.
K-learning is simple to implement, as it only requires adding a bonus to the reward at each state-
action and then solving a Bellman equation. We conclude with a numerical example demonstrating
that K-learning is competitive with other state-of-the-art algorithms in practice.
Keywords: Reinforcement learning, exploration-exploitation, Bayesian regret, multi-armed ban-
dits, Markov decision processes.
1. Introduction and related work
We consider the reinforcement learning problem, whereby an agent interacts with an environment
in an episodic manner and attempts to maximize its return given the information it obtains from its
interactions, and where the environment is a Markov decision process (MDP) (Sutton and Barto,
1998; Puterman, 2014). In this paper we consider the Bayesian case, where the agent has some
prior information, and as it gathers data it can update its posterior beliefs about the environment.
In this setting the agent is faced with the choice between taking well understood actions or explor-
ing the environment to determine the value of other actions which might lead to a higher return.
This dilemma is called the exploration-exploitation trade-off, and exploring efficiently is an impor-
tant area of research. One way to measure how well an agent explores is a quantity called regret,
which measures how sub-optimal the rewards the agent has received are so far, relative to the (un-
known) optimal policy (Cesa-Bianchi and Lugosi, 2006). In the Bayesian case the natural quantity
to consider is the Bayesian regret, which is the expected regret under the agents prior information
(Ghavamzadeh et al., 2015). Known lower bounds to the regret exist, which is to say that no algo-
rithm can do better than the bound on every problem. In this paper we present a new policy that
achieves a Bayesian regret close to the lower bound, and which matches the regret of other methods
in the literature.
1
ar
X
iv
:1
80
7.
09
64
7v
2 
 [c
s.L
G]
  1
 Ju
l 2
01
9
O’DONOGHUE
There are several other algorithms that get provable regret bounds. In the frequentist case re-
gret bounds hold with high probability or in expectation over realizations of problems in a given
class, and do not assume any prior information (Kakade, 2003). Most of these techniques rely on
optimism in the face of uncertainty, whereby the agent searches for a value function that is a high-
probability upper bound on the true value function, then follows the greedy policy for that value
function (Munos, 2014; Szita and Szepesva´ri, 2010; Strehl and Littman, 2005). This process may
involve, for example, constructing an upper-bound on the reward function using a concentration
inequality such as Hoeffding’s lemma, and then searching over the space of transition functions
within some confidence set for the one that gives the largest value function. The algorithms UCRL
and UCRL2 (Auer and Ortner, 2006; Jaksch et al., 2010) fall into this category for the MDP case,
and UCB1 for the bandit case (Auer et al., 2002). Various extensions that obtain better regret bounds
exist and are an active area of research (Azar et al., 2017; Lattimore and Hutter, 2012).
In the Bayesian case the optimal policy can be formulated using belief states, but this is in-
tractable for all but small problems (Ghavamzadeh et al., 2015). In the multi-armed bandit case it
can be formulated using Gittins indices (Gittins, 1979), which converts a bandit problem into an
MDP which can be solved for the optimal policy. Approximations to the optimal Bayesian policy
exist, one of the most successful being Thompson sampling, also known as probability matching
(Strens, 2000; Thompson, 1933). In Thompson sampling the agent samples from the posterior
over value functions and acts greedily with respect to that sample (Osband et al., 2013, 2014; Lip-
ton et al., 2016; Osband and Van Roy, 2017a), and it can be shown that this strategy yields both
Bayesian and frequentist regret bounds under certain assumptions (Agrawal and Goyal, 2017). In
practice, maintaining a posterior over value functions is intractable, and so instead the agent main-
tains the posterior over MDPs, and at each episode an MDP is sampled from this posterior, the
value function for that sample is solved for, and the policy is greedy with respect to that value
function. Due to the nature of resampling they are practical only for very small problems, though
attempts have been made to extend them (Osband et al., 2016; O’Donoghue et al., 2017c). The
benefit of using a Bayesian approach include the ability to incorporate prior information, as well as
not requiring a computationally difficult search over transition functions (Engel et al., 2003, 2005).
However, generally speaking, frequentist regret bounds are considered stronger since they hold with
high probability on a per-instance basis rather than in expectation over all MDPs under the prior
The Von Neumann-Morgenstern utility theorem states that any rational agent must behave as
though it is maximizing the expected value of a utility function, where rationality is defined with
respect to a set of axioms (Von Neumann and Morgenstern, 2007). In this work we imbue an agent
with a particular epistemic-risk-seeking utility function, where epistemic risk is the uncertainty that
the agent has about its own estimates of the values of each state-action. Any increasing convex
function could be used as a risk-seeking utility, however only the exponential utility function enjoys
the decomposition property which we will use in order to derive a Bellman-like equation. Our
technique can be interpreted as optimism in the face of Bayesian uncertainty, since the risk-seeking
utility function induces what we refer to as K-values at each state and action, and these K-values
are optimistic with respect to the true optimal Q-values. Moreover, the utility function induces a
natural Boltzmann policy over the K-values (Cesa-Bianchi et al., 2017), where the temperature is
equal to the risk-seeking parameter. Together, this yields a practical Bayesian algorithm that attains
a Bayesian regret upper bounded by O˜(L3/2
√
SAT ) where L is the time horizon, S is the number
of states, A is the number of actions per state, and T is the total number of elapsed time-steps
(O˜ ignores logarithmic factors). This matches the bounds for several other Bayesian methods in
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the literature, see e.g., (Osband et al., 2014). Our regret bound is within a factor of L of the known
minimax lower bound of Ω(
√
LSAT ) (although, strictly speaking, these bounds are not comparable
due to the assumptions we make in order to derive our bound).
Though we do not consider it here it is worth mentioning the PAC-MDP (probably approxi-
mately correct for MDPs) framework, which is an alternative to regret to quantify the performance
of reinforcement learning algorithms. An algorithm is said to be PAC-MDP if it is guaranteed to
have close-to-optimal performance with high probability after a number of time-steps that is poly-
nomial in the quantities that describe the problem (Brafman and Tennenholtz, 2002; Kakade, 2003;
Dann and Brunskill, 2015; Kearns and Singh, 2002; Strehl and Littman, 2004; White and White,
2010; Strehl et al., 2006). However, these strategies generally suffer from linear regret, since many
PAC-MDP algorithms explicitly halt learning once a close-to-optimal policy has been found. Our
technique is similar in spirit to BEB (Bayesian Exploration Bonus) (Kolter and Ng, 2009), BOLT
(Bayesian Optimistic Local Transitions) (Araya et al., 2012), and Bayes-UCB (Bayesian Upper
Confidence Bounds) (Kaufmann et al., 2012), which use Bayesian information to incorporate opti-
mism into the values. Both BEB and BOLT are PAC-BAMDP, which means they produce policies
that are close to the optimal Bayesian policy. This is a weaker notion than PAC-MDP which is with
respect to the optimal instance policy. Bayes-UCB achieves a frequentist regret bound for binary
stochastic bandits.
The update rule we derive is similar to that used in ‘soft’ Q-learning (so-called since the ‘hard’
max is replaced with a soft-max) (Azar et al., 2012; Fox et al., 2015; Haarnoja et al., 2017; Nachum
et al., 2017; Richemond and Maginnis, 2017). These approaches are very closely related to maxi-
mum entropy reinforcement learning, which adds an entropy regularization ‘bonus’ to prevent early
convergence to deterministic policies and thereby encourages exploration, though there are no guar-
antees on regret (Williams and Peng, 1991; Ziebart, 2010; Mnih et al., 2016; O’Donoghue et al.,
2017b; Abdolmaleki et al., 2018). In our work the soft-max operator and entropy regularization
arise naturally from the view of the agent as maximizing a risk-seeking exponential utility. Further-
more, in contrast to these other approaches, the entropy regularization is not a fixed hyper-parameter
but something we explicitly control (or optimize over) in order to derive a regret bound.
2. Preliminaries
In this section we cover some basic concepts that we will use in this paper. Throughout this
manuscript we shall consider all random variables to be defined with respect to a probability space
(Ω,F ,P).
2.1 Epistemic uncertainty vs Aleatoric uncertainty
In this paper we are mostly concerned with the uncertainty associated with estimating a parameter
using finite data, since it is this type of uncertainty that is useful for exploration (O’Donoghue et al.,
2017c). We assume we have access to a prior over possible values of the parameter, which allows us
to do Bayesian inference. This type of uncertainty goes by many names, including epistemic uncer-
tainty, parametric uncertainty, Bayesian uncertainty, and model uncertainty. Epistemic uncertainty
is distinct from the so-called aleatoric uncertainty or risk, which is the natural randomness of the
process we are observing (Sobel, 1982; Tamar et al., 2016; Bellemare et al., 2017). This difference
can be made clear by an example. Consider flipping a biased coin and attempting to learn from the
flips the probability of getting a head, denoted p. After any number of flips we have a posterior over
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possible values of p, which in the limit will concentrate around the true value. However, the ran-
domness of the process of flipping coins will not change as we accumulate data. So in this case the
epistemic uncertainty, the uncertainty about our estimate of p, decreases with more data, whereas
the aleatoric uncertainty, the inherent randomness of the coin flipping process, is fixed.
2.2 Utility functions
A utility function u : R → R measures the satisfaction or benefit that an agent derives from a
particular outcome. A rational agent will seek to maximize its expected utility, Eu(X) for some
random payoff X (Von Neumann and Morgenstern, 2007). If u is concave then it is referred to as
risk-averse, in that an agent that maximizes a risk-averse utility function will prefer more predictable
payoffs. Risk-averse utilities are commonly used in finance and insurance, where in those contexts
risk refers to the randomness of the returns, i.e., the aleatoric uncertainty. If u is convex then it is
referred to as risk-seeking, in that an agent with a risk-seeking utility will prefer less predictable
payoffs. If u is the identity (or, more generally, affine) then the agent is risk-neutral, i.e., it only
cares about the expected value of the payoff and has no preference one way of the other for the
risk. In reinforcement learning it is generally assumed that the agent is risk-neutral, i.e., that it is
attempting to maximize the (possibly discounted) expected sum of future returns. However, in this
manuscript we show that when the agent has epistemic uncertainty about the environment, the usual
case, then a risk-seeking utility function can be used to explore efficiently. Put another way, an agent
imbued with a risk-seeking utility function will prefer outcomes with greater epistemic uncertainty,
which will cause the agent to explore parts of the state space that it has not visited before.
An important concept in the utility literature is that of the certainty equivalent value, which is
the amount of guaranteed payoff that an agent considers as equally desirable to an uncertain payout.
For an invertible utility function u and random payoff X it has the following form
CX = u−1(Eu(X)).
If u is convex (i.e., the agent is risk-seeking) then Jensen’s inequality implies that CX ≥ E(X);
the opposite holds for concave u. In other words, for convex u the certainty equivalent value is
optimistic for the expected value of a random variable.
The most important relationship in control and reinforcement learning is the Bellman equation,
which equates the value of the current state to the immediate reward plus the value of the next state.
The Bellman equation assumes there is no uncertainty in the quantities (or alternatively, that the
agent is risk-neutral with respect to the uncertainty). Under a risk-sensitive utility we would like to
maintain the ability to decompose the value at a state into the immediate value plus the value at the
next state. Formally, we would like a utility function that for independent random variables X and
Y satisfies the following
CX+Y = CX + CY .
It turns out that the exponential utility function is the unique utility function that satisfies this prop-
erty (the identity utility is a special case) (Abbas, 2007; Pfanzag, 1959; Howard, 1967; Raiffa, 1968),
which, up to affine transformation, is given by
u(X) = τ(exp(X/τ)− 1).
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where τ is a parameter that controls how risk-sensitive the agent is. In this case the certainty
equivalent value for any value of τ takes the form
CX(τ) = τ logE exp(X/τ). (1)
For τ ≤ 0 this utility function is risk-averse and has been studied extensively in the literature on
safety and risk-averse reinforcement learning (Howard and Matheson, 1972; Pratt, 1975; Marcus
et al., 1997; Mihatsch and Neuneier, 2002; Liu et al., 2003; Maddison et al., 2017). It becomes
risk-neutral in the limit of τ → 0. In this paper we shall consider the case where τ ≥ 0, making the
utility function risk-seeking, which, as previously mentioned, is useful for exploration.
A fundamental object of statistics that we make use of in this work is the cumulant generating
function of a random variable (Kendall, 1946), which for random variable X is defined as
GX(β) = logE exp(βX), (2)
i.e., the log of the moment generating function. The cumulant generating function (if it exists) is
convex in β (Boyd and Vandenberghe, 2004). With this we can rewrite the value of the exponential
utility function (1) as
CX(τ) = τGX(1/τ).
When we come to consider the reinforcement learning problem we will be interested in the certainty
equivalent value of the maximum over possible actions an agent can take, where the value of each
action has uncertainty associated with it. Given a collection of random variables Xi, i = 1, . . . , k,
the certainty equivalent value for maxiXi can be bounded using
CmaxiXi(τ) = τ logE exp(max
i
Xi/τ)
= τ logEmax
i
(expXi/τ)
≤ τ log
∑
i
E expXi/τ
= τ log
∑
i
expGXi(1/τ),
(3)
where the inequality comes from the fact that the max over a collection of nonnegative values is less
than the sum. Jensen’s inequality then implies that
Emax
i
Xi ≤ τ log
∑
i
expGXi(1/τ), (4)
for all τ ≥ 0. The tightest upper bound in the family can be found by minimizing the right hand
side over τ ≥ 0, which is a convex optimization problem.
2.3 Markov decision processes
In a Markov decision process (MDP) an agent interacts with an environment in a series of episodes
and attempts to maximize its long-term return. A finite horizon, discrete MDP is given by the tuple
M = {S,A, R, P, L, ρ}, where S = {1, . . . , S} is the state-space, A = {1, . . . , A} is the action-
space, Rs,a is a probability distribution over the rewards received by the agent at state s taking
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action a, Ps′,s,a ∈ [0, 1] is the probability the agent will transition to state s′ after taking action a
in state s, L ∈ N is the episode length, and ρ is the initial state distribution. Concretely, the initial
state s1 ∈ S of the agent is sampled from ρ, then for time-steps l = 1, . . . , L the agent is in state
sl ∈ S, selects action al ∈ A, receives reward rl ∼ Rsl,al and transitions to the next state sl+1 with
probability Psl+1,sl,al . After time-step L the episode terminates and the state is reset. We assume
that at the beginning of learning the agent does not know the reward or transition probabilities and
must learn about them by interacting with the environment. We consider the Bayesian case in which
the mean reward µs,a =
∫
R rdRs,a(r) for each (s, a), and the transition probabilities P are sampled
from known priors. For the analysis we will use the following proposition:
Proposition 1 The MDP is a directed acyclic graph (DAG).
This implies that a state cannot be visited again within the same episode. This may seem very strong,
but in fact any finite horizon discrete MDP can be converted into one that satisfies this proposition
by ‘unrolling’ the MDP over time, whereby each state is replaced byL copies of itself and each copy
indexed with the corresponding time-step l for l = 1, . . . , L. In cases where the proposition does
not hold we will first perform the unrolling procedure and then run our algorithm on this modified
MDP, for which the proposition does hold. In these cases the state space cardinality goes from S to
LS, which will affect the regret bound we derive. So with this in mind, hereafter we shall use X to
represent the state-space, where
|X | =
{
S if proposition 1 is true
LS otherwise.
This assumption allows us to take the state space to be the union of L distinct sets, i.e., X =
S1 ∪ · · · ∪ SL, where at time-step l the agent is in state sl ∈ Sl, and so |X | =
∑L
l=1 |Sl|.
An agent following policy pi : X × A → [0, 1] at state sl ∈ Sl at time l selects actions as al
with probability pisl,al . Sometimes we shall use the notation pis to denote the vector of probabilities
corresponding to the policy at state s. We also introduce the following notation: for any y ∈ R|X |×A
we use yl = y|Sl ∈ R|Sl|×A to refer to the y values restricted to states in Sl. The Bellman equation
relates the value of actions taken at the current time-step to future returns through the Q-values
(Bellman, 1957), which for policy pi are denoted Q ∈ R|X |×A and satisfy
Qpil = T pil Qpil+1 (5)
for l = 1, . . . , L where QL+1 ≡ 0 and where the Bellman operator for policy pi at step l is defined
as
(T pil Qpil+1)sl,al := µsl,al +
∑
sl+1
Psl+1,sl,al
∑
al+1
pisl+1,al+1Q
pi
sl+1,al+1
.
The value function captures the expected value of a particular state under a policy pi
V pisl =
∑
al
pisl,alQ
pi
sl,al
.
The performance of a policy is given by Jpi = Es1∼ρV pis1 (hereafter we shall suppress the ρ
dependency when we write the expectation over the initial state). An optimal policy satisfies
pi? ∈ argmaxpi Jpi and induces associated Q-values given by the optimal Bellman equation
Q?l = T ?l Q?l+1 (6)
6
VARIATIONAL BAYESIAN REINFORCEMENT LEARNING
for l = 1, . . . , L, where Q?L+1 ≡ 0 and where the optimal Bellman operator is defined at step l as
(T ?l Q?l+1)sl,al := µsl,al +
∑
sl+1
Psl+1,sl,al maxal+1
Q?sl+1,al+1 . (7)
The optimal Q-values have associated value functions
V ?sl = maxal
Q?sl,al .
If the mean reward µ and transition function P are known exactly then we could solve (6) via
dynamic programming (Bertsekas, 2005). However, in practice these are not known and so the agent
must gather data by interacting with the environment over a series of episodes. The key trade-off
is the exploration-exploitation dilemma, whereby an agent must take suboptimal actions in order to
learn about the MDP. One quantity that measures how well an agent is exploring and exploiting is
the regret up to time T , which is how sub-optimal the agent’s policy has been so far
R(T ) :=
N∑
t=1
Es1(V
?
s1 − V pi
t
s1 ),
where N := dT/Le is the number of elapsed episodes, and pit is the policy that the agent follows
at episode t (we shall always index the episode number with t, and elapsed time-steps in the current
episode as l). The frequentist approach, for a fixed problem, is to find a sequence of policies
pi1, pi2, . . . , such that the regret is as small as possible with high-probability.
Since here we consider the parameters that define the MDP, namely µ and P , to be sampled
from a known prior, we want to understand the expected regret of our algorithm under that prior
distribution. This is often referred to as the Bayesian regret and it is the primary quantity of interest
in this paper:
BR(T ) := ER(T ) = E
N∑
t=1
Es1(V
?
s1 − V pi
t
s1 ) (8)
where the outer expectation is with respect to the prior over the parameters of the MDP. The main
contribution of this manuscript is to derive a new policy that yields low Bayesian regret, which we
do next.
3. K-learning
In this section we present K-learning, a new algorithm that achieves a Bayesian regret bound by
propagating the certainty equivalent value of each state-action under the epistemic-risk-seeking ex-
ponential utility function through the MDP, and then using this value in our policy. To provide a
regret bound we must control the risk-seeking parameter τ at each episode. To do this we can either
use an explicit schedule, or formulate the goal of finding the ‘best’ choice of τ as a convex optimiza-
tion problem, which we do in the sequel. The agent is Bayesian, so at the beginning of each episode
the agent updates its posterior beliefs about the MDP using the information it has accumulated in
the previous episodes. With this in mind we denote by Ft the sigma-algebra generated by all the
history before time t (i.e., it does not include the observations at time t), and we define F1 = ∅.
For ease of notation hereafter we shall denote the conditional expectation of any random variable
conditioned on Ft as Et, i.e., for any random variable X we denote EtX = E(X|Ft).
7
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The parameters of the MDP are random variables (drawn from the priors) and this implies that
the Q-values are also random variables. This means we can consider the posterior over the Q-values,
conditioned on the information in Ft. We denote by G?|ts,a the cumulant generating function of the
posterior over the optimal Q-value at state-action (s, a) conditioned on Ft, i.e.,
G?|ts,a(β) = logE
t exp(βQ?s,a).
Similarly, we will denote by Gµ|ts,a the cumulant generating function of the posterior of the mean
reward at state-action s, a and conditioned on Ft.
For our analysis we require some additional assumptions, beginning with the following standard
assumption on the posterior of the mean reward at each state-action:
Assumption 1 The posterior over the mean value of the reward at each state-action is sub-Gaussian,
and concentrates with data at least as fast as a Gaussian, i.e.,
τGµ|ts,a(1/τ) ≤ Etµs,a +
σ2
2τ(nts,a + 1)
for all τ ≥ 0 and for some σ ≥ 0, where nts,a is the number of times we have been in state s and
taken action a up to (but not including) episode t.
For example, if the mean rewards are Gaussian distributed, and the prior is Gaussian, then the
assumption is satisfied. Similarly, if the mean rewards are categorical and the prior is Dirichlet then
the posterior is also Dirichlet which is sub-Gaussian (Marchal and Arbel, 2017), and concentrates in
this fashion. The plus 1 in the denominator of the second term is only required to prevent the right
hand side from exploding at the very beginning of training when nts,a = 0 and it could be replaced
with any positive constant.
The next two assumptions are required due to the uncertainty in the transition function P . If
there is no such uncertainty, or this algorithm is being applied to a bandit problem with no transi-
tions, then the following assumptions are not required.
Assumption 2 The mean rewards are bounded in [0, 1].
This only affects the mean reward, the noise in the rewards may be outside this range, in which case
we would still require the sub-Gaussian assumption 1. If the rewards themselves are bounded in
[0, 1] then this implies that the rewards are sub-Gaussian with σr = 1/2, due to Hoeffding’s lemma.
Our analysis is easily extended to the case where the rewards are bounded in some [Rmin, Rmax]. We
need this assumption in order to bound the span of the optimal value function, that is Span(V ?l ) =
maxs(V
?
l )s − mins(V ?l )s, which we will require later. We could replace this assumption with an
assumption on knowledge of a bound on the span, but an assumption on bounded rewards is more
common in the literature.
Assumption 3 The prior for P·,sl,al is Dirichlet.
Now we have established the assumptions we require, we begin by stating a lemma on the cumulant
generating functions of the posterior for the optimal Q-values.
8
VARIATIONAL BAYESIAN REINFORCEMENT LEARNING
Algorithm 1 K-learning for episodic MDPs
Input: MDPM = {X ,A, R, P, L, ρ},
for episode t = 1, 2, . . . do
calculate temperature τt using (10), set KtL+1 ≡ 0
for step l = L, . . . , 1 do
set Ktl = Btl (τt,Ktl+1), using (11)
end for
for step l = 1, . . . , L do
execute policy pitsl,al ∝ exp(Ktsl,al/τt)
end for
end for
Lemma 2 The cumulant generating function of the posterior for the optimal Q-values satisfies the
following Bellman inequality for all τ ≥ 0, l = 1, . . . , L:
G?|tsl,al(β) ≤ G˜µ|tsl,al(β) +
∑
sl+1
Et(Psl+1,sl,al) log
∑
al+1
expG?|tsl+1,al+1(β).
where
G˜µ|tsl,al(β) = G
µ|t
sl,al
(β) +
(L− l)2β2
2(ntsl,al + 1)
.
We include the proof of this in the appendix. Now, we are ready to present the main result.
Theorem 3 The K-learning algorithm 1 achieves Bayesian regret bound
BR(T ) ≤ 2
√
(σ2 + L2)T |X |A logA(1 + log T/L)
=
{
O˜(L
√
TSA) if proposition 1 holds
O˜(L3/2
√
TSA) otherwise.
(9)
Proof At each episode t we fix τt to be
τt =
√
(σ2 + L2)A|X |(1 + log t)
4tL logA
. (10)
Let C?|t := τtG?|t(1/τt) denote the certainty equivalent value of the optimal Q-values under the
exponential utility at time t, evaluated at τt. Lemma 2 implies that C?|t also satisfies a Bellman
inequality. We can write that inequality in operator notation by introducing a Bellman operator Bt,
defined for any τ ≥ 0 and input y ∈ R|Sl+1|×A at the (sl, al) entry as
(Btl (τ, y))sl,al := τG˜µ|tsl,al(1/τ) +
∑
sl+1
Et(Psl+1,sl,al)τ log
∑
al+1
exp(ysl+1,al+1/τ) (11)
for l = 1, . . . , L. With this notation we can write the Bellman inequality as
C
?|t
l ≤ Btl (τt, C?|tl+1),
9
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for l = 1, . . . , L, where C?|tL+1 ≡ 0. Let Kt denote the unique quantity that satisfies the above
Bellman inequality with equality. That is, Kt has KtL+1 ≡ 0 and
Ktl = Btl (τt,Ktl+1) (12)
for l = 1, . . . , L. We refer to Kt as the K-values at time t, and we shall show that the K-values are a
pointwise upper bound on the certainty equivalent values C?|t. Since log-sum-exp is nondecreasing
it implies that the operator Btl (τ, ·) is nondecreasing for any τ ≥ 0, i.e., if x ≥ y pointwise then
Btl (τ, x) ≥ Btl (τ, y) pointwise for each l. The proof follows by backwards induction; assume that
for some l we have Ktl+1 ≥ G?|tl+1, then
Ktl = Btl (τt,Ktl+1) ≥ Btl (τt, C?|tl+1) ≥ C?|tl ,
and the base case holds since KtL+1 ≡ C?|tL+1 ≡ 0. This fact, combined with (4) implies that
Et max
a
Q?s,a ≤ τt log
∑
a
exp(C?|ts,a/τt) ≤ τt log
∑
a
exp(Kts,a/τt) (13)
since log-sum-exp is increasing and τt ≥ 0. The following variational identity yields the policy that
the agent will follow:
τt log
∑
al
exp(Ktsl,al/τt) = maxpisl∈Π
(∑
al
pisl,alK
t
sl,al
+ τtH(pisl)
)
(14)
for any state sl, where Π is the probability simplex and H denotes the entropy, i.e., H(pisl) =
−∑al pisl,al log pislal (Cover and Thomas, 2012). The maximum is achieved by the policy
pisl,al ∝ exp(Ktsl,al/τt). (15)
This comes from taking the Legendre transform of negative entropy term (equivalently, log-sum-exp
and negative entropy are convex conjugates (Boyd and Vandenberghe, 2004, Example 3.25)). The
fact that (15) achieves the maximum is readily verified by substitution.
Now we consider the Bayesian regret of an agent following policy (15), starting from (8) we
have
BR(T ) (a)= E
N∑
t=1
Es1E
t(V ?s1 − V pi
t
s1 )
= E
N∑
t=1
Es1E
t
(
max
a1
Q?s1,a1 −
∑
a1
pits1,a1Q
pit
s1,a1
)
(b)
≤ E
N∑
t=1
Es1
(
τt log
∑
a1
exp(Kts1,a1/τt)−
∑
a
pits1,a1E
tQpi
t
s1,a1
)
(c)
≤ E
N∑
t=1
Es1
(∑
a1
pits1,a1
(
Kts1,a1 −EtQpi
t
s1,a1
)
+ τtH(pi
t
s1)
)
(16)
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where (a) follows from the tower property of conditional expectation where the outer expectation is
with respect to F1,F2, . . ., (b) is due to (13) and the fact that pit is Ft-measurable, and (c) is due to
the fact that the policy the agent is following is the policy (15). If we denote by
∆tsl =
∑
al
pitsl,al
(
Ktsl,al −EtQpi
t
sl,al
)
+ τtH(pi
t
sl
)
then we can write the previous bound simply as
BR(T ) ≤ E
N∑
t=1
Es1∆
t
s1 .
We can interpret ∆ts as a bound on the expected regret in that episode when started at state s; the
next lemma shows that this per-episode regret term obeys a Bellman equation.
Lemma 4 For a fixed pit and τt ≥ 0 the quantity ∆t satisfies the following Bellman recursion:
∆tsl = τtH(pi
t
sl
) +
∑
al
pitsl,al
δtsl,al(τt) +∑
sl+1
Et(Psl+1,sl,al)∆
t
sl+1
 (17)
for sl ∈ Sl, l = 1, . . . , L, and ∆tL+1 ≡ 0, where
δts,a(τ) = τG˜
µ|t
s,a(1/τ)−Etµs,a. (18)
We include the proof in the appendix. We shall use this lemma to ‘unroll’ ∆t along the MDP,
allowing us to write the regret upper bound using only local quantities. Let λtsl,al be the expected
occupancy measure for state sl and action al under the policy pit at time t, that is λts1,a1 = pi
t
s1,a1ρs1 ,
and then it satisfies the forward recursion
λtsl+1,al+1 = pi
t
sl+1,al+1
∑
sl,al
Et(Psl+1,sl,al)λ
t
sl,al
,
for l = 1, . . . , L, and note that
∑
sl,al
λtsl,al = 1 for each l and so it is a valid probability distribution
over Sl ×A. The occupancy measure evaluated at any state-action, λs,a, is the probability that the
agent finds itself in state s and takes action a. Now let us define the following function
Φt(τ, λ) =
L∑
l=1
∑
sl,al
λsl,al
(
τH(pi(λsl)) + δ
t
sl,al
(τ)
)
. (19)
where λsl is the vector corresponding to the occupancy measure values at state sl and
pi(λs) := λs/
∑
b
λs,b.
One can see that by unrolling the definition of ∆ in (17) we have that
Es1∆
t
s1 = Φ
t(τt, λ
t).
In order to prove the Bayesian regret bound, we must bound this Φt function; this motivates the
following lemma.
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O’DONOGHUE
Algorithm 2 Optimal K-learning for episodic MDPs
Input: MDPM = {X ,A, R, P, L, ρ},
for episode t = 1, 2, . . . do
solve (20) for optimal τ?t and K
t
? values
for step l = 1, . . . , L do
execute policy pisl,al ∝ exp((Kt?)sl,al/τ?t )
end for
end for
Lemma 5 Following the policy induced by any occupancy measure λt ∈ [0, 1]|X |×A and the tem-
perature schedule τt in (10) we have
E
N∑
t=1
Φt(τt, λ
t) ≤ 2
√
(σ2 + L2)AT |X | logA(1 + log T/L).
The proof of this is included in the appendix. This result concludes the proof.
The Bayesian regret bound in the above theorem is within a factor of L of the known minimax lower
bound of
R(T ) ≥ Ω(
√
LSAT ).
3.1 Formulation as a convex optimization problem
The policy we derived in the last section came from establishing the upper bound on the expected
optimal Q-values in (13). In this section we show that finding the tightest upper bound in the family
can be formulated as a convex optimization problem, which generalizes the linear programming
approach to dynamic programming to the case where we have uncertainty over the parameters that
define the MDP (Puterman, 2014; Bertsekas, 2005). Moreover, we shall show that finding the
tightest upper bound on the Q-values is equivalent to minimizing an upper bound on the regret,
which immediately implies that the Bayesian regret of the resulting policy is at least as good as the
one we proved in the last section.
Recall from (13) the following upper bound
Es1E
t max
a1
Q?s1,a1 ≤ Es1τ log
∑
a1
exp(Ks1,a1/τ)
for all τ ≥ 0 andK that satisfy the Bellman equality (12), and note that the right-hand side is jointly
convex in τ ≥ 0 and K, since log-sum-exp is convex and the perspective preserves convexity.
Secondly, the Bellman operator Btl defined in (11) is also jointly convex in its two arguments, since
the cumulant generating function G˜µ|t is convex. Therefore the following problem is a convex
optimization problem that yields the tightest possible upper bound in the family:
minimize Es1τ log
∑
a1
exp(Ks1,a1/τ)
subject to Kl ≥ Btl (τ,Kl+1), l = 1, . . . , L,
KL+1 ≡ 0,
(20)
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in variables τ ≥ 0 and K ∈ R|X |×A (Boyd and Vandenberghe, 2004). At the optimum the K-values
will satisfy the Bellman inequality with equality. Due to the presence of the log-sum-exp terms
this problem is an exponential cone program which can be solved efficiently using modern methods
(O’Donoghue et al., 2016, 2017a; Domahidi et al., 2013; Serrano, 2015).
We can also derive the dual problem to (20). We defer the details to the appendix and just
present the result:
maximize
L∑
l=1
∑
sl,al
λsl,alE
tµsl,al + min
τ≥0
Φt(τ, λ)
subject to
∑
al+1
λsl+1,al+1 =
∑
sl,al
Et(Psl+1,sl,al)λsl,al , sl+1 ∈ Sl+1, l = 1, . . . , L∑
a1
λs1,a1 = ρs1 , s1 ∈ S1
λ ≥ 0
(21)
which is a concave optimization problem in variable λ ∈ R|X |×A, and where Φ is defined in (19). At
the optimum λ will have the interpretation of the occupancy measure, so we can interpret the dual
problem as finding the policy (via the occupancy measure) that maximizes the expected return plus
a term that bounds the per-episode regret, subject to the (expected) dynamics of the environment.
One might expect the resulting policy to perform at least as well as the one in the previous section
that used a crude temperature schedule. This intuition is shown to be true by the next lemma, and
the corresponding algorithm is presented as algorithm 2.
Lemma 6 Assuming strong duality between (20) and (21), and denote the primal optimum at time
t by (τ?t ,K
t
?), and the dual optimum by λ
t
?, then the policy given by
pits,a ∝ exp((Kt?)s,a/τ?t ) ∝ (λt?)s,a,
achieves a Bayesian regret at least as small as equation (9).
Proof Denote by Lt the Lagrangian at time t:
Lt(τ, λ) =
L∑
l=1
∑
sl,al
λsl,alE
tµsl,al + Φ
t(τ, λ).
Note that the value Lt(τ?t , λt?) provides an upper bound on Et maxa1 Q?s1,a1 , due to strong duality.
Furthermore we have that
L∑
l=1
∑
sl,al
(λt?)sl,alE
tµsl,al = Es1E
tV pi
t
s1 ,
and so using (8) we can bound the regret of following the policy induced by λt? using
BR(T ) ≤ E
N∑
t=1
(
Lt(τ?t , λt?)−
L∑
l=1
∑
sl,al
(λt?)sl,alE
tµsl,al
)
= E
N∑
t=1
Φt(τ?t , λ
t
?). (22)
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Strong duality implies that the Lagrangian has a saddle-point at τ?t , λ
t
?
Lt(τ?t , λ) ≤ Lt(τ?t , λt?) ≤ Lt(τ, λt?)
for all τ ≥ 0 and feasible λ, which immediately implies the following
Φt(τ?t , λ
t
?) = min
τ≥0
Φt(τ, λt?). (23)
Now let τt be the temperature schedule in (10), we have
BR(T ) ≤ E
N∑
t=1
Φt(τ?t , λ
t
?) = E
N∑
t=1
min
τ≥0
Φt(τ, λt?) ≤ E
N∑
t=1
Φt(τt, λ
t
?) ≤ O˜(L
√
AT |X |),
where the last inequality comes from applying lemma 5, which holds for any occupancy measures
so long as the agent follows the corresponding policy.
3.2 Stochastic multi-armed bandits
The stochastic multi-armed bandit is a special case of an MDP where S = L = 1, i.e., there is
no state and no state transition after an action. At each time period (episode) an agent selects an
‘arm’ and receives a corresponding reward; the goal is to pull the arm that provides the best re-
ward in expectation as much as possible. In this case the random variables are the mean payout of
each arm, and we assume we have a posterior for each arm conditioned on the information we have
received from previous actions and the prior distribution. Many algorithms exist that achieve low
regret for bandits, see the survey (Bubeck and Cesa-Bianchi, 2012), in particular the MOSS algo-
rithm is known to achieve the optimal regret lower bound, up to constants, (Audibert and Bubeck,
2009). In the Bayesian case Thompson sampling also achieves close to the regret bound (Russo and
Van Roy, 2014, 2016), as does Bayes-UCB which aims to combine Bayesian methods and optimism
(Kaufmann et al., 2012).
A Bayesian regret bound for our algorithm follows immediately from what we have already
shown for MDPs in (9), so long as we have the sub-Gaussian assumption on the arms 1. Therefore,
we know that the K-learning algorithm applied to bandits achieves Bayesian regret bound
BR(T ) ≤ 2σ
√
TA logA(1 + log T ).
This matches (up to logarithmic factors) the lower bound on Bayesian regret, since it can be shown
(Bubeck and Cesa-Bianchi, 2012, Thm. 3.5)) that there exist prior distributions such that for any
algorithm the Bayesian regret is at least Ω(
√
TA). To get this regret bound we can either use the
temperature schedule adapted to this case:
τt =
√
σ2A(1 + log t)
4t logA
, (24)
or use the optimal choice of τ at each episode:
τ? = argmin
τ≥0
(
τ log
∑
a
expGµ|ta (1/τ)
)
(25)
where Gµ|ta : R→ R is the cumulant generating function of the mean reward for arm a conditioned
on Ft.
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3.3 Connections with other methods
Other RL methods. In the case of no uncertainty it can shown that K-learning is equivalent to
standard max-Q learning. In this case the optimal τ?t = 0 for all t and so the K-learning Bellman op-
erator (11) simply reduces to the max-Q-learning operator (7), i.e., we would have Btl (τ?t , ·) = T ?l .
If we replace the cumulant generating function in (11) with just the mean reward Etµ, then we
recover soft Q-learning, which is Q-learning where the max operator has been replaced by a ‘soft’
max. Although soft Q-learning has no performance guarantees it has been shown to perform well
in practice. O’Donoghue et al. (2017b) showed that any entropy-regularized actor-critic algorithm
can be interpreted as a value function learning algorithm, where the log-policy is estimating the
advantage function. Schulman et al. (2017a) showed that soft Q-learning is equivalent (in expecta-
tion) to a particular form of entropy regularized actor-critic, which suggests a connection between
K-learning and actor-critic algorithms, at least if implemented online. Proving a regret bound in the
online (i.e., model-free) case for K-learning is an open problem.
Count based exploration. Count based exploration affords a bonus to the reward at each state-
action based on the number of times it has been taken before. In MBIE-EB the authors take the
bonus to be proportional to 1/√ns,a (Strehl and Littman, 2004), and in BEB the authors take it to
be proportional to 1/ns,a (Kolter and Ng, 2009). In contrast our approach gives a bonus proportional
to
√
t/ns,a where t is the episode counter. Note that since t ≥ ns,a due to proposition 1 it implies
that the bonus is at least 1/√ns,a. This is necessary to achieve a Bayesian expected regret bound of
O(
√
T ), which these other works do not achieve.
Mirror descent. Mirror descent is the following iterative algorithm to find the minimizer of a
convex function:
xt+1 = argmin
x∈D
(
ηxT gt +DΦ(x, xt)
)
where gt is a (possibly stochastic) subgradient of the convex function to be minimized, DΦ is a
Bregman divergence, D is a convex set and η > 0 is a stepsize (Nemirovski and Yudin, 1983;
Beck and Teboulle, 2003). One commonly used divergence is the KL-divergence, i.e., DΦ(x, y) =
DKL(x, y) =
∑
xi log(xi/yi). We show here that the policy optimization in (14) is performing a
variant of mirror descent at each step. For ease of exposition we will take τt = τ a constant fixed
for all episodes (we get essentially the same regret bound for a fixed choice of τt = τN but we lose
the anytime nature of the algorithm). Let δKt = Kt+1−Kt denote the update to the K-values from
t to t+ 1. According to (14) the policy at time t+ 1 satisfies
pit+1sl = argmin
pisl∈Π
(
τ−1
∑
al
pisl,al(−Ktsl,al − δKtsl,al)−H(pisl)
)
= argmin
pisl∈Π
(
τ−1
∑
al
pisl,al(−δKtsl,al)−
∑
al
pisl,al(log pi
t
sl,al
− log(pisl,al))
)
= argmin
pisl∈Π
(
τ−1
∑
al
pisl,al(−δKtsl,al) +DKL(pisl , pitsl)
)
,
for each sl ∈ Sl, where we used the fact that pitsl,al ∝ expKtsl,al/τ . In online convex optimization,
where an agent sequentially make decisions (chooses points in a convex set) and then suffers a loss
that is a convex function of each decision, mirror descent has a regret bound of O˜(
√
T ), which
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matches our bound (Shalev-Shwartz, 2012). The relationship here between mirror descent with a
KL-penalty and K-learning also suggests a relationship to TRPO, PPO, and natural policy gradient
(Schulman et al., 2015, 2017b; Kakade, 2001), which update the policy along a gradient subject to
a KL-divergence penalty or constraint.
4. Numerical experiments
In this section we compare the performance of both the temperature scheduled and optimized tem-
perature variants of K-learning against several other methods in the literature. We start with by
considering the stochastic multi-armed bandit.
4.1 Stochastic multi-armed bandit
We compare the performance of several bandit algorithms in Fig. 2 under different conditions. In all
three experiments we ran K-learning with the fixed schedule for τt (24), K-learning with the optimal
τ?t as determined by (25), Thompson sampling, and UCB (Bartlett, 2014). For all experiments there
are 10 possible arms to pull, we ran every algorithm for 105 step, and we report the regret averaged
over 100 runs. Fig. 1a compares the algorithms under ‘nominal’ conditions , where the prior for
the mean reward of each arm is N (0, 1), and the reward noise was N (0, 1). In this case Thompson
sampling performs best, K-learning with the optimal temperature is next, followed by K-learning
with the temperature schedule, and UCB performs worst. When running K-learning we are able to
compute an upper bound on Bayesian regret using (16), and we plot that for the two variants of K-
learning we tested for this problem in Fig 1b. In both cases the performance is not far from the upper
bound, and unsurprisingly the bound for the variant of K-learning that optimizes the temperature
term is lower than that of the scheduled temperature.
In Fig. 2a we compare the same algorithms, except in this case we have misspecified the prior.
In theory, the Bayesian regret when using a misspecified prior is bounded by the norm of the
Radon-Nikodym derivative of the true prior with respect to the assumed prior (Russo and Van Roy,
2014, §3.1), however in practice different algorithms may demonstrate different levels of robustness.
Specifically, in this example we gave half the arms a prior of N (0, 1) and the other half a prior of
N (3, 1); however when running the algorithm we swap the priors, so the mean reward of the first set
of arms is sampled from the second prior and vice-versa. In this case UCB is totally unaffected and
so performs well, since it does not use prior information at all. However Thompson sampling per-
forms very poorly, unable to overcome the misinformation within the time period. The performance
of both K-learning variants is affected slightly, however far less than for Thompson sampling, and
ultimately they perform essentially as well as UCB. In Fig. 2b we compare what happens when the
prior information is correct, but the likelihood model (reward noise) is incorrect. In particular all al-
gorithms are run as though the rewards are sampled with reward noiseN (0, 1), however the reward
noise is actually sampled from N (0, 3). In other words the rewards are noisier than expected (the
mean reward, sampled from the prior, is unaffected). Again the performance of Thompson sam-
pling deteriorates dramatically, suffering what appears to be linear regret. The K-learning variants
are also impacted, but much less so. UCB is also affected by an incorrect likelihood model, but it
appears to be much more robust to this error.
In conclusion, under nominal conditions Thompson sampling outperforms K-learning which in
turn outperforms UCB. However, if the prior or likelihood information is misspecified, a realistic
proposition in practice, then K-learning outperforms Thompson sampling, and has a comparable
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performance to UCB, suggesting it may be a useful algorithm to deploy when there is the possibility
of one or more types of model error.
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Figure 1: Comparison of bandit algorithms under nominal conditions.
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(a) Misspecified prior.
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(b) Misspecified likelihood.
Figure 2: Comparison of bandit algorithms under model error.
4.2 Markov decision process
Here we consider a small tabular MDP called DeepSea, adapted from Osband et al. (2017), shown
in figure 3. This MDP can be visualized as an L× L grid where the agent starts at the top row and
leftmost column. At each time-period the agent chooses from actions ‘left’ or ‘right’, and then is
advanced down one row and moved one column to the left or to the right. If the agent chose action
‘left’ then it is moved one column to the left, and if it chose ‘right’ then it moves one column to the
right with probability 1− p and to the left with probability p. If the agent is against the edge of the
grid and the result of the action would be to move ‘into’ the edge then it remains in that column (but
still moves down one row).
At any state, after choosing action ‘left’ the agent receives a reward sampled from N (0, 1)
and after choosing right the agent receives a reward sampled from N (−, 1) for some  > 0. At
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the bottom rightmost corner of the grid the agent receives a reward sampled from N (1, 1). All
parameters are chosen so that the optimal policy is to try to get to the bottom right state, if it is still
possible, and move left otherwise. In this setup the agent must incur negative expected reward for
several time-steps before receiving the positive reward.
Though this is a very simple toy example, the results are instructive. We present the results for
two different MDP sizes, L = 10 and L = 30, in figure 4 and in table 1. Each algorithm was run
from five different seeds for each MDP and the numbers reported are an average. For a grid-size
of L = 30 a random agent that takes each action with probability 0.5 would have a probability of
2−30 ≈ 10−9 of reaching the bottom right (without considering the fact that taking action right does
not always result in moving right). Therefore efficient exploration in this example requires deep
and directed exploration (O’Donoghue et al., 2017c) since local jittering such as -greedy will take
a very long time to learn the optimal policy. The Bayesian algorithms require a prior and so we
chose the prior over the mean rewards at each state-action to be N (0, 1), and we chose the prior
over transition probabilities to be Dirichlet with parameter one for each state at the next time-step,
i.e., uniform.
For the L = 10 case PSRL (posterior sampling for RL) (Osband et al., 2013) is the best per-
forming algorithm, though for L = 30 K-learning with the optimal choice of τ? as determined by
solving (20) performs best. K-learning with the τt schedule is the next best performer. Although K-
learning performs best in this case, we make no claims that K-learning is better than PSRL overall
(indeed they have essentially the same regret bound). One possible explanation for the better perfor-
mance of K-learning in this case is that K-learning is explicitly risk-seeking, and so will prioritize
actions that have higher uncertainty making it more likely to reach the reward in the bottom right
hand corner sooner.
Other techniques perform much worse on these examples. RLSVI (Osband et al., 2017) is an
approximation to PSRL that achieves a good theoretical regret bound, however in this case it does
not perform well. Optimism-in-the-face-of-uncertainty techniques UCBVI (Azar et al., 2017) and
UCRL2 (Jaksch et al., 2010) perform poorly because they take a very long time to decrease their
confidence sets. For -greedy linear regret is expected, because the choice of  is fixed at 0.05.
...
...
...
...
...
t = 0
t = 1
t = 2
t = L
s = 0 s = 1 s = 2 s = 3 s = L
Figure 3: The DeepSea MDP.
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Figure 4: Regret over time for tested algorithms on DeepSea MDP.
L = 10
K-learning, τt 2.45
K-learning, τ? 1.85
UCRL2 40.86
PSRL 1.00
UCBVI 37.01
-greedy 31.82
RLSVI 6.18
L = 30
K-learning, τt 1.21
K-learning, τ? 1.00
UCRL2 6.70
PSRL 1.54
UCBVI 7.08
-greedy 6.12
RLSVI 7.05
Table 1: Regret for Deep Sea examples, as a multiple of lowest regret.
5. Conclusions
In this paper we derived a new efficient exploration policy based on propagating the certainty equiv-
alent value corresponding to an epistemic-risk-seeking utility function through the MDP, and then
using this value in a Boltzmann policy. We refer to this algorithm as K-learning, and it guarantees
a Bayesian regret bound for episodic MDPs of O˜(L3/2
√
SAT ) where L is the time horizon, S is
the number of states, A is the number of actions, and T is the total number of elapsed time-steps.
This bound is only a factor of L larger than the established lower bound. In the presented numerical
examples K-learning performed well when compared to other techniques from the literature.
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6. Appendix
6.1 Proof of Bellman inequality lemma 2
Here we shall prove that the cumulant generating function for the posterior over the Q-values satis-
fies the following Bellman inequality for all τ ≥ 0, l = 1, . . . , L:
G?|tsl,al(β) ≤ Gµ|tsl,al(β) +
(L− l)2β2
2(ntsl,al + 1)
+
∑
sl+1
Et(Psl+1,sl,al) log
∑
al+1
expG?|tsl+1,al+1(β).
We begin by applying the definition of the cumulant generating function
G?|tsl,al(β) = logE
t expβQ?sl,al
= logEt exp
(
βµsl,al + β
∑
sl+1
Psl+1,sl,alV
?
sl+1
)
= Gµ|tsl,al(β) + logE
t exp
(
β
∑
sl+1
Psl+1,sl,alV
?
sl+1
) (26)
where Gµ|t is the cumulant generating function for µ, and where the first equality is just the Bell-
man equation for Q?, and the second one follows from proposition 1 which implies that µsl,al is
conditionally independent of downstream quantities. Now we must deal with the second term in the
above expression.
Assumption 3 says that the prior over the transition function P·,sl,al is Dirichlet, so let us de-
note the parameter of the Dirichlet distribution α0sl,al ∈ R
|Sl+1|
+ for each (sl, al), and we make the
additional mild assumption that
∑
sl+1
α0sl,al(sl+1) ≥ 1, i.e., we start with a total pseudo-count of
at least one for every state-action. Since the likelihood for the transition function is a Categorical
distribution, conjugacy of the categorical and Dirichlet distributions implies that the posterior over
P·,sl,al at time t is Dirichlet with parameter α
t
sl,al
, where
αtsl,al(sl+1) = α
0
sl,al
(sl+1) + n
t
sl,al
(sl+1)
for each sl+1 ∈ Sl+1, where ntsl,al(sl+1) ∈ N is (with some abuse of notation) the number of
times the agent has been in state sl, taken action al, and transitioned to state sl+1, and note that∑
sl+1∈Sl+1 n
t
sl,al
(sl+1) = n
t
sl,al
, the total visit count to (sl, al). Our analysis will make use of the
following definition and associated lemma from Osband and Van Roy (2017b):
Definition 7 Let X and Y be random variables, we say that X is stochastically optimistic for Y ,
written X ≥SO Y , if Eu(X) ≥ Eu(Y ) for any convex increasing function u.
Stochastic optimism is closely related to the more familiar concept of second-order stochastic dom-
inance, in that X is stochastically optimistic for Y if and only if −Y second-order stochastically
dominates −X (Hadar and Russell, 1969). We use this definition in the next lemma.
Lemma 8 Let Y =
∑n
i=1Aibi for fixed b ∈ Rn and random variable A, where A is Dirichlet with
parameter α ∈ Rn, and let X ∼ N (µX , σ2X) with µX ≥
∑
i αibi∑
i αi
and σ2X ≥ (
∑
i αi)
−1Span(b)2,
where Span(b) = maxi bi −minj bj , then X ≥SO Y .
26
VARIATIONAL BAYESIAN REINFORCEMENT LEARNING
For the proof see Osband and Van Roy (2017b). In our case, in the notation of the lemma 8, A will
represent the transition function probabilities, and b will represent the optimal values of the next
state, i.e., for a given (sl, al) ∈ Sl ×A let Xt be a random variable distributed N (µXt , σ2Xt) where
we have
µXt =
∑
sl+1
(
αtsl,al(sl+1)V
?
sl+1
/
∑
x
αtsl,al(x)
)
=
∑
sl+1
Et(Psl+1,sl,al)V
?
sl+1
due to the Dirichlet assumption 3. Due to assumption 2 we know that Span(V ?sl+1) ≤ L− l, so we
choose σ2Xt = (L− l)2/(ntsl,al + 1). Let FVt = Ft ∪ σ(V ?) denote the union of Ft and the sigma-
algebra generated by V ?. Applying lemma 8 and the tower property of conditional expectation we
have that for β ≥ 0
Et exp
(
β
∑
sl+1
Psl+1,sl,alV
?
sl+1
)
= EV ?
(
EP
(
expβ
(∑
sl+1
Psl+1,sl,alV
?
sl+1
)∣∣FVt )∣∣∣Ft)
≤ EV ?
(
EXt(expβXt|FVt )
∣∣∣Ft)
= EV ?
(
exp(µXtβ + σ
2
Xtβ
2/2)
∣∣∣Ft)
= EtV ? exp
(
β
∑
sl+1
Et(Psl+1,sl,al)V
?
sl+1
+ σ2Xtβ
2/2
)
,
(27)
the first equality is the tower property of conditional expectation, the inequality comes from the
fact that Psl+1,sl,al is conditionally independent of V
?
sl+1
and applying lemma 8, the next equality
is applying the moment generating function for the Gaussian distribution and the final equality is
substituting in for µXt . Now applying this result to the last term in (26)
logEt exp
(
β
∑
sl+1
Psl+1,sl,alV
?
sl+1
)
(a)
≤ logEtV ? exp
(
β
∑
sl+1
Et(Psl+1,sl,al)V
?
sl+1
+ σ2Xtβ
2/2
)
(b)
= logEtQ? exp
(
β
∑
sl+1
Et(Psl+1,sl,al) maxal+1
Q?sl+1,al+1
)
+ σ2Xtβ
2/2
(c)
≤
∑
sl+1
Et(Psl+1,sl,al) logE
t
Q? exp
(
βmax
al+1
Q?sl+1,al+1
)
+ σ2Xtβ
2/2
(d)
≤
∑
sl+1
Et(Psl+1,sl,al) log
∑
al+1
expG?|tsl+1,al+1(β) +
β2(L− l)2
2(ntsl,al + 1)
where (a) follows from eq. (27) and the fact that log is increasing, (b) is replacing V ? with Q?, (c)
is Jensen’s inequality, and (d) follows by substituting in for σXt and since the max of a collection of
positive numbers is less than the sum. Combining this and (26) the inequality immediately follows.
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6.2 Proof of Bellman recursion on regret lemma 4
For a fixed pit and τt ≥ 0 the quantity ∆t satisfies the following Bellman recursion:
∆tsl = τtH(pi
t
sl
) +
∑
al
pitsl,al
δtsl,al(τt) +∑
sl+1
Et(Psl+1,sl,al)∆
t
sl+1

where
δts,a(τ) = τG˜
µ|t
s,a(1/τ)−Etµs,a.
Proof First, we have that
EtQpi
t
sl,al
(a)
= Et
(
µsl,al +
∑
sl+1
Psl+1,sl,alV
pit
sl+1
)
(b)
= Etµsl,al +
∑
sl+1
Et(Psl+1,sl,al)E
tV pi
t
sl+1
(c)
= Etµsl,al +
∑
sl+1
Et(Psl+1,sl,al)
∑
al+1
pitsl+1,al+1E
tQpi
t
sl+1,al+1
,
(28)
where (a) is the Bellman equation (6), (b) holds due to the fact that the MDP is a DAG from
proposition 1 which implies that the transition function and the value function at the next state are
conditionally independent, (c) holds since pit is Ft measurable.
Now we expand the definition of ∆t, using the Bellman equation that the K-values satisfy and
equation (28) for the Q-values
∆tsl = τtH(pi
t
sl
) +
∑
al
pitsl,al
(
τtG˜
µ|t
sl,al
(1/τt)−Etµsl,al+∑
sl+1
Et(Psl+1,sl,al)
(
τt log
∑
al+1
expKtsl+1,al+1/τt −
∑
al+1
pitsl+1,al+1E
tQpi
t
sl+1,al+1
))
= τtH(pi
t
sl
) +
∑
al
pitsl,al
(
δtsl,al(τt)+
∑
sl+1
Et(Psl+1,sl,al)
(
τtH(pi
t
sl+1
) +
∑
al+1
pitsl+1,al+1
(
Ktsl+1,al+1 −EtQpi
t
sl+1,al+1
)))
= τtH(pi
t
sl
) +
∑
al
pitsl,al
(
δtsl,al(τt) +
∑
sl+1
Et(Psl+1,sl,al)∆
t
sl+1
)
,
where we used the variational representation (14).
6.3 Proof of lemma 5
Following the policy induced by any occupancy measure λt ∈ [0, 1]|X |×A and using the temperature
schedule τt in (10) we shall show that
E
N∑
t=1
Φt(τt, λ
t) ≤ 2
√
(σ2 + L2)AT |X | logA(1 + log T/L).
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In order to prove this result, we first need the following lemma.
Lemma 9 Consider a process that at each time t selects a single index at from {1, . . . ,m} with
probability ptat . Let n
t
i denote the count of the number of times index i has been selected up to time
t. Then
N∑
t=1
m∑
i=1
pti/(n
t
i + 1) ≤ m(1 + logN).
Proof This follows from a straightforward application of the pigeonhole principle,
N∑
t=1
m∑
i=1
pti/(n
t
i + 1) =
N∑
t=1
Eat∼pt(nat + 1)
−1
= Ea0∼p0,...,aN∼pt
N∑
t=1
(nat + 1)
−1
= Ea0∼p0,...,aN∼pt
m∑
i=1
nNi +1∑
t=1
1/t
≤
m∑
i=1
N∑
t=1
1/t
≤ m(1 + logN),
where the last inequality follows since
∑N
t=1 1/t ≤ 1 +
∫ N
t=1 1/t = 1 + logN .
Starting from the definition of Φ
Φt(τt, λ
t) =
L∑
l=1
∑
sl,al
λtsl,al
(
τtH(pi(λ
t
sl
)) + δtsl,al(τt)
)
≤ τtL logA+ τ−1t
L∑
l=1
∑
sl,al
λtsl,al
(σ2 + L2)
2(ntsl,al + 1)
which comes from the sub-Gaussian assumption onGµ|t and the fact that entropy satisfiesH(pi(λs)) ≤
logA for all s. These two terms summed up to N determine our regret bound, and we shall bound
each one independently. To bound the first term:
L logA
N∑
t=1
τt = (1/2)
√
(σ2 + L2)A|X |L logA(1 + log T/L)
N∑
t=1
1/
√
t
≤
√
(σ2 + L2)AT |X | logA(1 + log T/L),
since
∑N
t=1 1/
√
t ≤ ∫ Nt=0 1/√t = 2√N , and recall that N = dT/Le. For simplicity we shall take
T = NL, i.e., we are measuring regret at episode boundaries; this only changes whether or not
there is a small fractional episode term in the regret bound or not.
To bound the second term we shall use the pigeonhole principle lemma 9, which requires knowl-
edge of the process that generates the counts at each time-step, which is access to the true occupancy
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measure in our case. The quantity λt is not the true occupancy measure at time t, which we shall
denote by νt, since that depends on P which we don’t have access to (we only have a posterior dis-
tribution over it). However it is the expected occupancy measure conditioned on Ft, i.e., λt = Etνt,
which is easily seen by starting from λts1,a1 = pi
t
s1,a1ρs1 = ν
t
s1,a1 , and then inductively using:
Etνtsl+1,al+1 = E
t
(
pitsl+1,al+1
∑
sl,al
Psl+1,sl,alν
t
sl,al
)
= pitsl+1,al+1
∑
sl,al
Et(Psl+1,sl,al)E
tνtsl,al
= pitsl+1,al+1
∑
sl,al
Et(Psl+1,sl,al)λ
t
sl,al
= λtsl+1,al+1
for l = 1, . . . , L, where we used the fact that pit is Ft-measurable and the fact that νsl,al is indepen-
dent of downstream quantities due to proposition 1. Now applying lemma 9
E
N∑
t=1
∑
sl,al
λtsl,al
ntsl,al + 1
= E
N∑
t=1
Et
(∑
sl,al
νtsl,al
ntsl,al + 1
)
= E
(
N∑
t=1
∑
sl,al
νtsl,al
ntsl,al + 1
)
≤ A|Sl|(1 + logN),
which follows from the tower property of conditional expectation and since the counts at time t are
Ft-measurable. From equation (10) we know that sequence τ−1t is increasing, so we can bound the
second term as
E
N∑
t=1
τ−1t
L∑
l=1
∑
sl,al
λtsl,al
(σ2 + L2)
2(ntsl,al + 1)
≤ (1/2)(σ2 + L2)τ−1N E
L∑
l=1
(
N∑
t=1
∑
sl,al
λtsl,al
ntsl,al + 1
)
≤ (1/2)(σ2 + L2)τ−1N
L∑
l=1
A|Sl|(1 + logN)
= (1/2)(σ2 + L2)τ−1N A|X |(1 + logN)
=
√
(σ2 + L2)AT |X | logA(1 + log T/L).
Combining these two bounds we get our result.
6.4 Derivation of dual problem (21)
The primal problem is
minimize Es1τ log
∑
a1
exp(Ks1,a1/τ)
subject to Kl ≥ Btl (τ,Kl+1), l = 1, . . . , L,
KL+1 ≡ 0,
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in variables τ ≥ 0 and K ∈ R|X |×A. We shall repeatedly use the variational representation of log-
sum-exp terms as in equation (14). We introduce dual variable λl ≥ 0 for each of the L Bellman
inequality constraints which yields Lagrangian
∑
s1
ρs1
∑
a1
(pis1,a1Ks1,a1 + τH(pis1)) +
L∑
l=1
λTl (Btl (τ,Kl+1)−Kl).
For each of the L constraint terms we can expand the Bl operator and use the variational represen-
tation for log-sum-exp to get∑
sl,al
λsl,al
(
τG˜µ|tsl,al(1/τ) +
∑
sl+1
Et(Psl+1,sl,al)
(∑
al+1
pisl+1,al+1Ksl+1,al+1 + τH(pisl+1)
)
−Ksl,al
)
.
At this point the Lagrangian can be expressed:
L(τ,K, λ, pi) =
∑
s1
ρs1
(∑
a1
(pis1,a1Ks1,a1) + τH(pis1)
)
+
L∑
l=1
∑
sl,al
λsl,al
(
τG˜µ|tsl,al(1/τ)+
+
∑
sl+1
Et(Psl+1,sl,al)
(∑
al+1
pisl+1,al+1Ksl+1,al+1 + τH(pisl+1)
)
−Ksl,al
)
.
To obtain the dual we must minimize over τ and K. First, minimizing over Ks1,a1 yields
ρs1pis1,a1 = λs1,a1
and note that since pis1 is a probability distribution it implies that∑
a1
λs1,a1 = ρs1
for each s1 ∈ S1. Similarly we minimize over each Ksl+1,al+1 for l = 1, . . . , L yielding
λsl+1,al+1 = pisl+1,al+1
∑
sl,al
Et(Psl+1,sl,al)λsl,al
which again implies ∑
al+1
λsl+1,al+1 =
∑
sl,al
Et(Psl+1,sl,al)λsl,al .
What remains of the Lagrangian is
L∑
l=1
∑
sl,al
λsl,al
(
τG˜µ|tsl,al(1/τ) + τH(pisl)
)
which, using the definition of δ in equation (18) can be rewritten
L∑
l=1
∑
sl,al
λsl,alE
tµsl,al + min
τ≥0
L∑
l=1
∑
sl,al
λtsl,al
(
τtH(pi(λ
t
sl
)) + δtsl,al(τt)
)
,
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where pi(λs) = λs/
∑
b λs,b. Finally, using the definition of Φ in (19) we obtain:
maximize
L∑
l=1
∑
sl,al
λsl,alE
tµsl,al + min
τ≥0
Φt(τ, λ)
subject to
∑
al+1
λsl+1,al+1 =
∑
sl,al
Et(Psl+1,sl,al)λsl,al , sl+1 ∈ Sl+1, l = 1, . . . , L∑
a1
λs1,a1 = ρs1 , s1 ∈ S1
λ ≥ 0.
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