Un calcul de Viterbi pour un Modèle de Markov Caché Contraint by Petit, Matthieu & Christiansen, Henning
Actes JFPC 2009
Un calcul de Viterbi pour un Mode`le de Markov
Cache´ Contraint
Matthieu Petit ∗ Henning Christiansen
Research group PLIS : Programming, Logic and Intelligent Systems
Department of Communication, Business and Information Technologies
Roskilde University, P.O Box 260, DK-4000 Roskilde, Denmark
{petit,henning}@ruc.dk
Re´sume´
Un mode`le de Markov cache´ (MMC) est un mo-
de`le statistique permettant de repre´senter un processus
de Markov dont l’e´tat est non observable. Ce mode`le a
e´te´/est largement utilise´ pour adresser des proble`mes lie´s
a` la reconnaissance vocale ou l’analyse de se´quences en
bio-informatique. L’algorithme de Viterbi permet de cal-
culer la valeur la plus probable des e´tats cache´s du pro-
cessus e´tant donne´ des donne´es observables. Un MMC
contraint e´tend ce cadre de travail en contraignant l’exe´-
cution d’un processus d’un MMC. Ce paradigme permet,
de manie`re de´clarative, de spe´cifier le comportement at-
tendu d’un MMC.
Dans cet article, nous de´finissons un MMC contraint
dans le cadre de la Programmation par Contraintes.
Nous proposons une nouvelle version de l’algorithme de
Viterbi pour ce cadre de travail. Plusieurs techniques is-
sues de la Programmations par Contraintes sont utilise´es
pour acce´le´rer la recherche de la valeur la plus probable
des e´tats cache´s du processus. Une imple´mentation utili-
sant PRISM, un langage de programmation logique pour
des mode`les statistiques, est pre´sente´e.
Abstract
A hidden Markov model (HMM) is a statistical mo-
del in which the system being modeled is assumed to
be a Markov process with hidden states. This model
has been widely used in speech recognition and biologi-
cal sequence analysis. Viterbi algorithm has been propo-
sed to compute the most probable value of these hid-
den states in regards to an observed data sequence.
Constrained HMM extends this framework by adding
some constraints on a HMM process run.
∗Ce travail est supporte´ par le projet “Logic-statistic mode-
ling and analysis of biological sequence data” finance´ par le pro-
gramme NABIIT sountenu par “the Danish Strategic Research
Council”.
In this paper, we propose to introduce constrained
HMMs into Constraint Programming. We propose new
version of the Viterbi algorithm for this new framework.
Several constraint techniques are used to reduce the
search of the most probable value of hidden states of a
constrained HMM. An implementation based on PRISM,
a logic programming language for statistical modeling,
is presented.
1 Introduction
Un mode`le de Markov cache´ (MMC) est un mo-
de`le statistique permettant de repre´senter un proces-
sus de Markov pour lequel certains e´tats sont non ob-
servables. Cependant, de l’information sur ces e´tats ca-
che´s peut eˆtre de´duite de donne´es observe´es. En effet,
la fre´quence d’observation de ces donne´es de´pend de
l’e´tat du processus dans lequel celles-ci sont e´mises. Ce
mode`le a prouve´ son utilite´ pour adresser de nombreux
proble`mes en reconnaissance vocal [9] et en analyse de
se´quences biologiques [3]. Cette large utilisation de ce
mode`le est en partie due aux nombreux algorithmes
efficaces permettant :
- le calcul de la se´quence la plus probable d’e´tats
cache´s e´tant donne´ des donne´es observe´es, appele´
chemin de Viterbi ;
- de faire e´voluer le MMC afin de refle´ter un en-
semble de donne´es par apprentissage.
Dans [10], une extension des MMC, appele´e mo-
de`le de Markov cache´ contraint, a e´te´ propose´e par
Sato et al.. Ce mode`le a pour objectif d’ajouter des
contraintes sur les e´tats cache´s pouvant eˆtre visite´s et
les donne´es e´mises lors de l’exe´cution d’un processus
de MMC. Cette approche e´tend l’expressivite´ de ce
mode`le en exprimant par des contraintes un ensemble
d’exe´cutions valides pour un MMC. Par exemple consi-
de´rons un MMC compose´ de 100 e´tats cache´s. Un
MMC contraint permet de spe´cifier que seulement un
dixie`me de ces e´tats doivent eˆtre utilise´s lors de l’exe´-
cution d’un processus. Dans ce cadre de travail, un
algorithme base´ sur le calcul de vraisemblance maxi-
male ajuste´ aux e´checs a e´te´ propose´ dans [10]. Cet
algorithme permet par apprentissage de faire e´voluer
les diffe´rents parame`tres d’un MMC contraint afin de
refle´ter un ensemble de donne´es observe´es.
Un certain nombre d’extensions probabilistes de la
Programmation par Contraintes ont de´ja` e´te´ propo-
se´es. Ces extensions ont pour principal but la mode´li-
sation de parame`tres incertains dans ce paradigme de
programmation [13]. Le caracte`re ale´atoire de ces e´ve`-
nements est mode´lise´ par un choix probabiliste. Dans
[4], une probabilite´ est associe´e a` chaque contrainte
d’un proble`me de satisfaction de contraintes. Cette
probabilite´ caracte´rise la fre´quence avec laquelle la
contrainte va eˆtre ajouter au proble`me. La program-
mation concurrente par contraintes est e´tendu dans [2,
5] par des ope´rateurs de choix probabilistes. Ces ope´-
rateurs sont utilise´s pour mode´liser l’ale´a dans l’exe´cu-
tion de ce type de processus. Dans [15, 11], Walsh et al.
de´finissent un nouveau cadre de travail, appele´ la pro-
grammation stochastique a` contraintes, permettant de
repre´senter comme un proble`me a` contraintes des pro-
ble`mes issus de la programmation stochastique. Dans
[1], un mode`le graphique est propose´ par Dechter et al.
pour mode´liser la recherche de solutions de proble`mes
a` contraintes comportant entre autre des parame`tres
probabilistes. Re´cemment dans [8, 7], nous avons de´fini
des contraintes dites de choix probabiliste permettant
de raisonner avec des choix probabilistes partiellement
de´finis.
Dans cet article, nous proposons d’introduire les
MMC contraints dans le cadre de la Programmation
par Contraintes. Cela nous permet de formuler des
proble`mes classiques associe´s aux MMC comme des
proble`mes a` contraintes. Plus pre´cise´ment, nous pro-
posons de mode´liser le calcul du chemin de Viterbi
comme un proble`me d’optimisation. Notre objectif est
de be´ne´ficier de diffe´rentes techniques issus de la Pro-
grammation par Contraintes pour effectuer efficace-
ment ce calcul.
Plan de l’article. L’article suit l’organisation sui-
vante : section 2 introduit la notion de MMC contraint
a` l’aide d’un exemple. La section 3 de´crit les pre´-requis
ne´cessaires concernant les MCC pour une bonne com-
pre´hension de l’article. Dans la section 4, les MCC
contraints sont formellement de´crits dans le cadre de
la Programmation par Contraintes et un calcul de Vi-
terbi est pre´sente´ dans ce cadre de travail section 5.
Une premie`re imple´mentation de ce mode`le probabi-
liste, base´ sur PRISM, est de´crite section 6. Finale-
ment, la section 7 en pre´sentant nos travaux futures a`
ce sujet conclut l’article.
2 Exemple illustratif
Dans cette section, le cadre de travail des MMC
contraints est illustre´ sur un MMC abstrait. Ce MMC
est pre´sente´ par Figure 1. Le mode`le de Markov est
compose´ de quatre e´tats cache´s a, b, c et d. Chacun
de ces e´tats peut e´mettre le chiffre 1 ou 2. Les proba-
bilite´s de transiter d’un e´tat a` un autre ou d’e´mettre
1 ou 2 e´tant donne´ un e´tat sont repre´sente´es par des
arcs e´tiquete´s. Une exe´cution du processus commence
dans l’e´tat start, est compose´e d’une se´quence d’e´tats
cache´s et d’e´missions et se termine lorsque l’e´tat end
est atteint. L’algorithme de Viterbi permet de calculer
la se´quence la plus probable d’e´tats cache´s e´tant donne´
une se´quence d’e´missions connue. Par exemple, le che-
min de Viterbi pour la se´quence d’e´missions 1 1 1 2 est
start a a b d end. Un algorithme propose´ par Viterbi
dans [14] issu de la programmation dynamique per-
met d’effectuer ce calcul efficacement. Cet algorithme
sera de´taille´ dans la section 3
Des contraintes peuvent eˆtre ajoute´es sur ce mo-
de`le pour spe´cifier des conditions devant eˆtre satis-
faites par celui-ci. Par exemple, l’exe´cution du MMC
abstrait peut eˆtre contraint a` satisfaire : si l’e´tat a
a e´te´ visite´ lors de l’exe´cution, alors l’e´tat d ne peut
plus eˆtre visite´. Afin de repre´senter cette contrainte,
une approche possible consiste a` modifier la structure
initial du MMC. En effet, en dupliquant les e´tats b
et c, il est possible d’interdire pour les chemins ayant
transite´ par a de visiter d. L’approche suivie dans cet
article consiste simplement a` prendre en compte ces
contraintes sur le MMC sans changer la structure ini-
tiale du mode`le. Le MMC abstrait peut-eˆtre e´tendu
par la contrainte que pour toutes exe´cutions du MMC
abstrait (start s1 . . . sn end , e1 . . . en)
si = a =⇒ ∀j > i, sj 6= d.
ou` start s1 . . . sn end est une se´quence d’e´tats cache´s et
e1 . . . en une se´quence d’e´missions. Cependant, notons
que le calcul Viterbi doit prendre en compte le fait
que certaines des exe´cutions peuvent ne satisfaire pas
cette contrainte. Ainsi par exemple, le chemin de Vi-
terbi start a a b d end calcule´ pour la se´quence d’e´mis-
sions 1 1 1 2 ne satisfait pas la contrainte e´nonce´e ci-
dessus. Pour le MMC abstrait, le chemin de Viterbi
pour 1 1 1 2 et satisfaisant la contrainte de ne pas visi-
ter d apre`s avoir visite´ a est start a a a b end
Les MMC contraints permettent de mode´liser diffe´-
rents proble`mes tout en conservant la structure initiale
du MMC. Il est possible par exemple de contraindre
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Figure 1 – Un MMC abstrait
la somme des e´missions a` eˆtre infe´rieures a` une valeur
donne´e ou contraindre le nombre de fois qu’un e´tat du
mode`le est visite´ a` ne pas de´passer une borne maxi-
male. Ces contraintes peuvent exprimer ainsi : pour
toutes exe´cutions (starts1 . . . snend, e1 . . . en)
n∑
i=1
ei < valeur1
ou
cardinality atmost(valeur2, [s1, . . . , sn], s).
Cependant, ce nouveau cadre de travail nous oblige
a` adapter les algorithmes classiques associe´s aux
MMC. En effet, ce calcul doit prendre compte le fait
que certaines exe´cutions pouvent ne pas satisfaire le
proble`me a` contraintes.
3 Pre´-requis sur les Mode`les de Markov
Cache´s
Dans cette section, nous proposons d’introduire les
pre´-requis ne´cessaires sur les MMC pour une bonne
compre´hension du reste de l’article. Une description
de l’algorithme de Viterbi est donne´e.
3.1 Mode`le de Markov Cache´
Afin de simplifier la de´finition formelle de ce mode`le,
nous nous limitons dans cet article a` des MMC n’e´met-
tant qu’une seule lettre par transition et n’ayant qu’un
unique e´tat initial. La ge´ne´ralisation de ce mode`le a`
des mode`les pouvant e´mettre un nombre arbitraire de
lettres (ze´ro ou plus) et ayant plusieurs e´tats initiaux
est simple. L’ordre du processus de Markov est aussi
limite´ au premier ordre et seulement des processus dis-
crets sont conside´re´s.
De´finition 1. Un mode`le de Markov cache´ (MMC)
est un 4-uplet 〈S,A, T,E〉 ou`
– S = {s1, . . . , sn} est un ensemble d’e´tats parmi
lesquels sont distingue´s : un e´tat initial et des
e´tats finaux ;
– A est un ensemble fini de symboles appele´s e´mis-
sions ;
– T est un ensemble de probabilite´s de transition
{p(si; sj)} repre´sentant (en excluant l’e´tat initial
pour sj et les e´tats finaux pour si) la probabilite´
de transiter de si a` sj . De plus, pour chaque si ∈
S,
∑
sj∈S
p(si; sj) = 1.
– E est un ensemble de probabilite´s d’e´mission
{p(si; ej)} repre´sentant (en excluant l’e´tat initial
et les e´tats finaux pour si) la probabilite´ d’e´mettre
ej de l’e´tat cache´ si. De plus, pour chaque e´tat
si (en excluant l’e´tant initial et les e´tats finaux),∑
ej∈A
p(si; ej) = 1.
Les donne´es observe´es lors de l’exe´cution d’un mo-
de`le Markovien cache´ prennent la forme de se´quences
d’e´missions. Une exe´cution de ce mode`le est compo-
se´e d’une se´quence d’e´tats cache´s et d’e´missions. E´tant
donne´ une se´quence d’e´missions, une se´quence d’e´tats
cache´s permettant cette e´mission est appele´e un che-
min.
De´finition 2 (Exe´cution d’un processus de MMC).
Soit 〈S,A, T,E〉 un mode`le de Markov cache´, une exe´-
cution d’un processus de MMC est compose´e par une
se´quence start s1 s2 . . . sk end d’e´tats cache´s et une se´-
quence e1 e2 . . . ek d’e´missions satisfaisant les condi-
tions suivantes :
– p(start; s1) 6= 0 (probabilite´ de transiter vers s1
de l’e´tat initial) ;
– ∀i > 1, p(si−1; si) 6= 0 (probabilite´ de transiter
entre deux e´tats cache´s) ;
– ∀i, p(si; ei) 6= 0 (probabilite´ d’une e´mission d’un
e´tat cache´).
Dans le cadre des MMC, plusieurs algorithmes ont
e´te´ propose´s pour donner efficacement une re´ponse a`
plusieurs types de questions :
1. Quelle est la probabilite´ d’observer une se´quence
d’e´missions ?
2. Quel est le chemin le plus probable associe´ a` une
se´quence d’e´missions ?
3. Est-il possible d’adapter les parame`tres du MMC
afin que ceux-ci refle`tent un ensemble de donne´es
observe´es ?
Dans cet article, nous nous focalisons a` donner une
re´ponse a` la deuxie`me question dans le cadre des MMC
contraints.
3.2 Calcul du chemin de Viterbi pour un MMC
L’algorithme Viterbi [14] est un algorithme issu de
la programmation dynamique permettant de de´termi-
ner un chemin le plus probable associe´ a` une se´quence
d’e´missions e1 . . . ek pour un MMC. Cet algorithme se
base sur un calcul ite´ratif pour chaque e´tat cache´ sl du
chemin le plus probable atteignant cet e´tat a` l’e´tape i
de l’exe´cution d’un processus Markovien. On note par
la suite cette probabilite´ p(e1 . . . ei)sl . Cette ite´ration
est effectue´e chaque e´tape de l’exe´cution du proces-
sus Markovien. L’algorithme est donc de complexite´
line´aire par rapport la taille de la se´quence d’e´mis-
sions.
Soit 〈S,A, T,E〉 un mode`le de Markov et e1 . . . en
une se´quence d’e´missions. La probabilite´ du chemin le
plus probable atteignant l’e´tat sl a` l’e´tape i peut eˆtre
calcule´e re´cursivement selon la formule suivante :
p(e1 . . . ei)sl =
max
sk∈S
(p(e1 . . . ei−1)sk · p(sk; sl) · p(sl; ei)) (1)
Si l’e´tat cache´ sm permet de maximiser
p(e1 . . . ei−1)sk · p(sk; sl) · p(sl; ei), le chemin le
plus probable atteignant sl a` l’e´tape i est compose´ du
chemin le plus probable atteignant sm a` l’e´tape i − 1
et de la transition entre sm et sl.
Base´ sur le calcul pre´sente´ ci-dessus, l’algorithme
de Viterbi est de´crit par l’Algorithme 1. Il prend
comme entre´es un MMC HMM = 〈S,A, T,E〉 et une
se´quence d’e´missions e1 . . . en, et calcule le chemin de
Viterbi V iterbi path et la probabilite´ de ce chemin
pmax.
Algorithme 1 : Algoritme de Viterbi
Entre´e : HMM ,e1 . . . en
Sortie : V iterbi path,pmax
(Paths,Probas)←initialize(e1, HMM);
E ← {e1 e2, . . . , e1 . . . en};
for e1 . . . ei ∈ E do
foreach sl ∈ S do
(p(ei)sl , sm)←
maxsk∈S(p(e1 . . . ei−1)sk ·p(sk; sl) ·p(sl; ei))
update_path(sl,sm,Paths,New Paths);
update_proba(sl,Probas,New Probas);
end
Paths ← New Paths;
Probas ← New Probas;
end
(V iterbi path, pmax) ←
most_probable(Paths,Probas);
return V iterbi path, pmax
L’algorithme Viterbi ite`re de e1 a` e1 . . . en. Cet al-
gorithme calcule pour chaque e´tat cache´ du mode`le
sl ∈ S le chemin le plus probable atteignant cet e´tat a`
l’e´tape i et la probabilite´ de ce chemin partiel. Pendant
l’ite´ration, les diffe´rents chemins ainsi que leurs proba-
bilite´s respectives sont stocke´s respectivement dans la
structure de donne´es Paths ou Probas. Cette struc-
ture de donne´es associe a` chaque e´tat cache´ le chemin
le plus probable atteignant cet e´tat ou la probabilite´ de
celui-ci. L’e´quation 1 permet de de´duire la valeur de ce
chemin ainsi que sa probabilite´ au regard des valeurs
calcule´es a` l’e´tape pre´ce´dente de l’ite´ration. La mise a`
jour des deux structures donne´es est effectue´e respec-
tivement par update path(sl, sm, Paths,New Paths)
et update proba(sl, P robas,New Probas). A` la fin
de l’ite´ration, l’appel a` most probable(Paths, Probas)
permet le calcul de pmax la probabilite´ maximale de
Proba. De l’e´tat cache´ associe´ a` cette probabilite´, le
chemin Viterbi V iterbi path peut-eˆtre de´duit.
4 Un mode`le de Markov cache´ contraint
Un MMC contraint a pour objectif de restreindre
l’ensemble des exe´cutions possibles pour un MMC par
des contraintes pose´es sur la se´quence d’e´tats cache´s
et/ou d’e´missions associe´e a` une exe´cution d’un pro-
cessus.
De´finition 3 (Mode`le de Markov Cache´ Contraint).
Soit 〈S,A, T,E〉 un mode`le de Markov cache´, un MMC
contraint est de´fini par un 5-tuplet 〈S,A, T,E,C〉 ou`
C est un ensemble de contraintes associant une exe´cu-
tion du MMC a` {vrai, faux}. Une exe´cution de MMC
contraint R est valide si la valeur de C(R) est vrai.
Sinon, cette exe´cution est dite non-valide.
La de´finition d’un MMC contraint est volontaire-
ment abstraite. Cela nous permet de ne pas avoir
a` nous placer dans un langage a` contraintes parti-
culier. Toutefois, les processus de Markov conside´re´s
dans cet article sont discrets. Diffe´rentes contraintes
issus d’un langage a` contraintes sur les domaines finis
[12] peuvent par exemple eˆtre pose´es sur l’exe´cution
d’un processus MMC contraint. Notons cependant que
l’exe´cution d’un MMC ne correspond pas a` la re´solu-
tion d’un proble`me a` contraintes classique. En effet,
l’ensemble des contraintes pose´es lors une exe´cution du
mode`le de´pend des transitions et des e´missions com-
posant cette exe´cution. Par exemple, si on conside`re
la contrainte que l’e´tat d ne peut-eˆtre visite´ si l’e´tat a
de´ja` e´te´ visite´. La contrainte que d ne peut plus eˆtre
visite´ va eˆtre pose´ au cours de l’exe´cution si a est vi-
site´.
Introduire les MMC contraints dans le cadre de la
Programmation par Contraintes autorise a` ne pas de-
voir de´crire explicitement l’ensemble des exe´cutions
valides et non-valides du mode`le. Une exe´cution va-
lide ou non-valide est de´tecte´e par la re´solution du
proble`me a` contraintes associe´ a` celle-ci. En contre-
partie, ce cadre de travail introduit une nouvelle com-
plexite´ dans le calcul de Viterbi certains chemins pou-
vant ne pas satisfaire le proble`me a` contraintes. Afin
de mode´liser ce calcul comme un proble`me classique de
recherche de solutions, nous proposons de mode´liser
cette recherche comme une recherche dans un arbre,
appele´ arbre probabiliste.
De´finition 4 (Arbre probabiliste). Soit
〈S,A, T,E,C〉 un MMC contraint. Un arbre proba-
biliste est 4-uplet 〈Noeuds,Arcs, CP, Probabilite´es〉.
Un e´le´ment de Noeuds repre´sente un couple e´tat
cache´ e´mission (en excluant le noeud initial et les
noeuds finaux). Un e´le´ment de Arcs repre´sente une
transition vers un e´tat cache´ ainsi que l’e´mission
produite de cet e´tat. Chaque noeud N de Noeuds
est e´tiquete´ par un proble`me de satisfaction de
contraintes (CSP) composant CP . Chaque variable de
ce CSP repre´sente les possibles exe´cutions du mode`le
Markovien passant par ce noeud. Chaque arc NiNi+1
de Arcs est e´tiquete´ par la probabilite´ de transiter de
Ni a` Ni+1.
Un chemin de l’arbre allant de la racine a` une feuille
correspond a` l’exe´cution d’un MMC. La probabilite´
de cette exe´cution est calcule´e en multipliant les dif-
fe´rentes probabilite´s associe´es aux arcs composant le
chemin. L’exe´cution du MMC contraint est valide si
le CSP associe´ a` la feuille atteinte par cette exe´cution
est satisfaisable.
Dans la suite, seule une version de l’arbre de´die´e
au calcul de Viterbi est conside´re´e. En effet, les don-
ne´es e´mises sont connues pour ce calcul. Donc, e´tant
donne´ une se´quence d’e´missions, seule une restriction
de l’arbre probabiliste pour cette se´quence sera consi-
de´re´e. De plus, comme la se´quence d’e´missions est de
taille finie, cela nous permet de raisonner sur un arbre
de recherche de taille finie. Cette restriction d’un arbre
probabiliste PT a` une se´quence d’e´missions e1 . . . en
est note´e PT|e1...en .
Comme exemple, la Figure 2 repre´sente les deux
premie`res e´tapes de l’arbre probabiliste du MMC abs-
trait contraint a` satisfaire : pour toutes exe´cutions du
MCC (start s1 . . . snend, e1 . . . en)
si = a =⇒ ∀j > i, sj 6= d.
e´tant la se´quence d’e´missions 1 1 1 2. Dans cet arbre,
les noeuds sont e´tiquete´s par des contraintes pose´es
sur les diffe´rents e´tats cache´s repre´sentant les exe´cu-
tions possibles du processus. Des variables S1, S2, S3
et S4 sont utilise´es pour repre´senter l’e´tat cache´ choisi
a` l’e´tape 1, 2, 3 et 4. Dans ce contexte, une affectation
de ces variables repre´sente le choix d’un chemin. Le
calcul du chemin de Viterbi pour les MMC contraints
doit chercher une affectation de ces variables la plus
probable satisfaisant le proble`me a` contraintes asso-
cie´es a` cette affectation.
5 Calcul de Viterbi pour les MMC
contraints
L’algorithme pre´sente´ dans la sous-section 3.2 per-
met le calcul du chemin de Viterbi pour un MMC clas-
sique. Ce calcul est effectue´ line´airement par rapport a`
la taille de la se´quence d’e´missions. Base´ sur l’e´quation
1, le calcul du chemin de Viterbi ne ne´cessite que de
se reme´morer des diffe´rents chemins les plus probables
atteignant chaque e´tat cache´ pour chaque e´tape du
processus. Cependant, le cadre des MMC contraints
introduit une nouvelle complexite´ dans ce calcul. En
effet, il est ne´cessaire de prendre compte la validite´
du chemin suivi, i.e. prendre compte la satisfiabilite´
des contraintes associe´es a` ce chemin. Dans le pire des
cas, le calcul de Viterbi pour une se´quence d’e´mis-
sions e1 . . . en dans le contexte des MMC contraints
ne´cessitent de tester la satisfiabilite´ des CSP asso-
cie´s a` chacun des chemins PT|e1...en et de choisir le
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{S1 = a, S2 = b, S2 6= d, S3 6= d, S4 6= d}
{S1 = a, S2 = c, S2 6= d, S3 6= d, S4 6= d}
{S1 = b, S2 = a, S3 6= d, S4 6= d}
{S1 = b, S2 = b}
{S1 = b, S2 = c}
{S1 = b, S2 = d}
{S1 = c, S2 = d}
{S1 = c, S2 = b}
{}
{S1 = a, S2 6= d, S3 6= d, S4 6= d}
{S1 = b}
{S1 = c}
{S1 = d}
{S1 = c, S2 = a, S3 6= d, S4 6= d}
{S1 = c, S2 = c}
b,1
c,1
d,1
0.04
0.08
0.06
d,1
{S1 = d, S2 = b}
{S1 = d, S2 = c}
Figure 2 – Arbre probabiliste associe´ a` l’observation 1 1 1 2 pour le MMC abstrait
plus probable parmi ceux-ci. Toutefois, l’introduction
de ce mode`le dans le cadre de la Programmation par
Contraintes nous permet de be´ne´ficier de diffe´rentes
techniques existantes permettant de re´duire l’espace
de recherche associe´ au calcul du chemin de Viterbi
pour les MMC contraints. Dans cette section, nous
proposons donc d’exprimer le calcul de Viterbi comme
un proble`me d’optimisation et utilisons certaines tech-
niques permettant de re´duire quand cela est possible
la complexite´ de ce calcul.
5.1 E´nonce´ du proble`me
Conside´rons un MMC contraint 〈S,A, T,E,C〉, et
une se´quence d’e´missions e1 . . . en. Le calcul du chemin
de Viterbi a pour objectif de de´terminer la se´quence
d’e´tats cache´s start s1 . . . snend pour laquelle l’exe´cu-
tion (start s1 . . . sn end, e1 . . . en) est la plus probable
et tel que le CSP associe´ a` cette exe´cution soit satis-
faisable.
Dans les termes de la Programmation par
Contraintes, le calcul du chemin de Viterbi consiste
a` chercher une affectation (s1, . . . , sn) des variables
S1, . . . , Sn a` valeurs dans S × . . .× S tel que
f : S × . . .× S → [0; 1[
(s1, . . . , sn) 7→ p(start; s1) · p(s1; e1) . . .
p(sn; en) · p(sn; end)
soit maximise´e et le proble`me a` contraintes associe´ a`
ce chemin soit satisfaisable.
5.2 Algorithme
L’algorithme de recherche du chemin de Vi-
terbi pour un MMC contraint est donne´ par
l’Algorithme2. Il a pour entre´e un mode`le de Mar-
kov cache´ contraint Ctr HMM = 〈S,A, T,E,C〉 et
une se´quence d’e´missions e1 . . . en, et calcule le chemin
de Viterbi V iterbi path et la probabilite´ de ce chemin
pmax.
Algorithme 2 : Algorithme de recherche du che-
min de Viterbi
Entre´e : Ctr HMM ,e1 . . . en
Sortie : V iterbi path,pmax
pmax = 0;
hs ← [S1, S2, . . . , Sn];
search_Viterbi(hs,pr,partial path) {
if hs = ∅ then
pmax ← pr;
V iterbi path ← partial path;
end
Si ←first_element(hs);
foreach s ∈ dom(Si) do
sp ← previous_state(partial path);
pr ← pr ∗ p(sp; s) ∗ p(s; ei);
if pr > pmax then
partial path ←add(partial path, s);
if check_sat(C(partial path, e1 . . . ei))
then
hs ← remove(Si, hs);
search_Viterbi(hs,pr,partial path)
end
end
end
}
Le calcul est base´ sur un appel ite´ratif de
search V iterbi. Cette ite´ration permet le parcours
en profondeur d’abord de l’arbre probabiliste asso-
cie´ a` Ctr HMM e´tant donne´ la se´quence d’e´missions
e1 . . . en. Ce parcourt prend la forme de l’affectation
successive des variables Si repre´sentant le choix d’un
e´tat cache´ a` l’e´tape i. L’affection partielle de ces va-
riables est stocke´e dans partial path. La recherche est
effectue´e pour chaque valeur possible de la variable Si.
La variable pr est utilise´e pour stocker la probabilite´
d’atteindre s a` l’e´tape i. Le parcours de l’arbre peut-
eˆtre interrompu dans deux situations :
– quand la probabilite´ de se´lectionner ce chemin
partiel est infe´rieure a` la courante meilleure so-
lution ;
– quand le proble`me a` contraintes associe´ au noeud
atteint est de´tecter comme non-satisfaisable.
La variable pmax est utilise´e pour se reme´morer de
la courant meilleur solution. Le test de la satisfiabi-
lite´ du CSP associe´ au noeud atteint est effectue´ par
une proce´dure de de´cision repre´sente´e par l’appel de
check sat. Lorsque l’ensemble des variables hs re´duit a`
∅, alors une feuille de l’arbre est atteinte. Dans ce cas,
une nouvelle solution optimale vient d’eˆtre trouve´e et
les variables V iterbi path et pmax sont donc mises a`
jour.
Terminaison et complexite´.
Comme l’ensemble des variables est fini, la recherche
effectue´e dans l’arbre probabiliste termine comme
l’arbre est d’hauteur et de largeur finie. Cependant
dans le pire des cas, l’algorithme doit tester la satisfia-
bilite´ de chacun des CSP associe´ aux feuilles de l’arbre.
Or le nombre de ces feuilles croit exponentiellement
par rapport a` la longueur de la se´quence d’e´missions.
Cependant, les techniques de cohe´rences partielles per-
mettent de de´tecter de`s que possible que le chemin
partiel ne menant a` aucune exe´cution du mode`le va-
lide.
5.3 Re´duction de l’arbre par partage de sous-arbre
Par de´finition, un processus de Markov n’a pas be-
soin d’avoir une information comple`te du passe´ pour
effectue´ une transition. Dans le cadre dans lequel nous
nous sommes place´s, celui des MMC du premier ordre,
la probabilite´ de transition de´pend uniquement de
l’e´tat cache´ atteint a` l’e´tape pre´ce´dente. En regar-
dant l’arbre probabiliste associe´ a` un MMC contraint,
cela peut se traduire par des sous-arbres similaires is-
sus d’un meˆme e´tat cache´ pour une e´tape donne´e du
processus. Conside´rons de nouveau l’arbre probabiliste
PT|1 1 1 2, on peut remarquer que les CSP associe´s res-
pectivement au chemin partiel start b a et start c a sont
identiques. Cette affirmation nous permet donc de de´-
duire que les sous-arbres associe´s a` ces deux noeuds
seront les meˆmes. Or la probabilite´ de se´lectionner le
chemin partiel start b a est de 0, 0096 alors que la la
probabilite´ de se´lectionner le chemin partiel start c a
est de 0, 0064. Comme le calcul de Viterbi recherche
le chemin le plus probable, cela veut dire que le sous-
arbre issu du chemin partiel ayant la plus faible pro-
babilite´ (startca) ne va pas mener a` une solution op-
timale.
Plus formellement, conside´rons l’arbre probabi-
liste PT|e1...en , un chemin partiel de cet arbre
start s1 s2 . . . sj (resp. start s
′
1 s
′
2 . . . sj) atteignant le
noeud Ni (resp. N
′
i), Ci (resp. C
′
i) le proble`me a`
contraintes associe´ a` ce noeud et pi (resp. p
′
i) la pro-
babilite´ d’atteindre ce noeud. Notons par P et P ′ les
CSPs 〈{s1, . . . , sj , Sj+1, . . . , Sn}, S × . . . × S,Ci〉 and
〈{s′1, . . . , s
′
j , sj , Sj+1, . . . , Sn}, S× . . .×S,C
′
i〉. Alors, si
sol(P ′) ⊆ sol(P ) et pi ≥ p
′
i
ou` sol est une fonction associant a` un CSP l’ensemble
de ces solutions, alors le sous-arbre associe´ au noeud
N ′i peut-eˆtre retire´ de l’arbre de recherche. Notons
que la recherche d’inclusion de solutions de deux sous-
CSPs est un proble`me difficile et couˆteux a` re´soudre
dans le cas ge´ne´ral. Cependant pour certains sous-
ensemble de proble`mes a` contraintes, il est possible de
mettre en place des tests d’inclusion efficaces adapte´s
au MMC contraint conside´re´.
6 Imple´mentation
Dans cette section, nous montrons que le langage
de programmation PRISM permet d’imple´menter le
cadre des MMC contraints. En effet, l’imple´mentation
de PRSIM est base´e sur B-Prolog. Il nous permet de
combiner les diffe´rents re´solveurs de contraintes de B-
Prolog avec PRISM. Nous illustrons cette imple´men-
tation sur l’exemple du MMC abstrait donne´ Figure
1.
6.1 Une bre`ve introduction a` PRISM
PRISM [10] est un syste`me de´veloppe´ par Sato et
al. permettant dans un cadre de´claratif la de´finition
de diffe´rents mode`les probabiliste-logiques. Ce syste`me
e´tend Prolog par l’ajout de variables ale´atoires dis-
cre`tes. La de´claration
values(lettre, [a,c,g,t])
permet la cre´ation de la variable ale´atoire lettre
a` valeurs dans [a,c,g,t]. Par de´faut, cette va-
riable ale´atoire a une distribution uniforme. Un appel
msw(lettre,X) pendant l’exe´cution d’un programme
correspond au choix ale´atoire d’une valeur pour X selon
la de´finition de lettre.
La de´claration des variables ale´atoires peut eˆtre pa-
rame´tre´e, comme
values(lettre(_), [a,c,g,t,*])
qui est un raccourci pour de´finir un nombre infini
de variables ale´atoires dont le nom peut s’unifier au
terme letter(_). Cet ensemble de de´clarations peut-
eˆtre utilise´ pour de´finir une transition d’un e´tat a` un
autre pour un mode`le de Markov simple.
s(S):- s(-,S).
s(*,[]).
s(X,[L|Ls]):-
X\= *,
msw(letter(X),L),
s(L,Ls).
Dans ce mode`le, ’-’ est utilise´ pour repre´senter le de´but
de l’exe´cution du processus et ’*’ la fin.
Un programme PIRSM peut-eˆtre utilise´ de diffe´-
rentes manie`res. Le syste`me comprend entre autre des
pre´dicats permettant la ge´ne´ration d’e´chantillon d’exe´-
cutions du mode`le probabiliste. Ce langage inclut aussi
des algorithmes d’apprentissage permettant de faire
e´voluer les parame`tres d’un mode`le afin de repre´sen-
ter le plus vraisemblablement un ensemble de donne´es.
Pour finir, une version ge´ne´ralise´e de l’algorithme de
Viterbi au mode`le probabiliste-logique est disponible.
Cela permet entre autre d’effectuer ce calcul pour dif-
fe´rents mode`les probabilistes comme les mode`les de
Markov cache´s, les re´seaux baye´sien discret ...
6.2 Une exemple de MMC contraint avec PRISM
Cette sous-section pre´sente l’imple´mentation
du MMC abstrait donne´ par la Figure 1.
Ce mode`le est contraint a` safistaire la condi-
tion suivante : pour chaque exe´cution du MMC
(start s1 . . . sn end, e1 . . . en)
si = a =⇒ ∀j > i, sj 6= d.
Le code suivant repre´sente le programme PRISM de´-
finissant ce MMC contraint.
% Transition e´tat-e´tat
values(start,[a,b,c,d]).
values(trans(_),[a,b,c,d,end]).
% Transition e´tat-e´mission
values(emit(_),[1,2]).
% De´finition des distributions de probabilite´s
set_params:-
set_sw(begin,[0.75,0.1,0.1,0.05]),
set_sw(trans(a),[0.4,0.4,0.1,0,0.1]),
set_sw(trans(d),[0,0.1,0.2,0.2,0.5]),
set_sw(emit(a),[0.8,0.2]),
set_sw(emit(b),[0.6,0.4]),
set_sw(emit(c),[0.4,0.6]),
set_sw(emit(d),[0.2,0.8]).
% Initialisation du Processus
abstract_ctr(Emissions) :-
set_params,
msw(begin,State), % Choix du 1er e´tat
SeenA in 0..1,
abstract_ctr(State,SeenA,Emissions).
% Fin de l’exe´cution
abstract_ctr(end,_SeenA,[]).
% Etat a non visite´
abstract_ctr(State,SeenA,[Letter|Rest]) :-
State \== end,
var(SeenA), % a non visite´
msw(emit(State),Letter), % Emission
msw(trans(State),New_State),% Transition
New_State #= a # => SeenA#=1
abstract_ctr(State_New,SeenA,Rest).
% Etat a visite´
abstract_ctr(State,SeenA,[Letter|Rest]) :-
State \== end,
msw(emit(State),Letter) % Emission
msw(trans(State),New_State),% Transition
SeenA #= 1 #=> New_State #\=d),
abstract_ctr(State_New,SeenA,Rest).
Une exe´cution du MMC contraint a lieu par l’appel
au pre´dicat abstract_ctr/1.
?- abstract_ctr(S).
Une exe´cution valide a e´te´ suivie lorsque la requeˆte
re´ussit
?- abstract_ctr(S).
S = [1,1,1,2]
yes
Cette requeˆte e´choue lorsque le chemin choisi ne satis-
fait pas la contrainte :
?- abstract(S).
false
Les transitions entre e´tats cache´s du mode`le sont mo-
de´lise´es par l’appel a`
msw(trans(State),New_State)
La ge´ne´ration d’une e´mission e´tant donne´ un e´tat ca-
che´ est effectue´e a` l’aide de
msw(emit(State),Letter)
La variable SeenA est utilise´e pour savoir si l’e´tat cache´
a a de´ja` e´te´ visite´. Le syste`me PRISM permet le calcul
du chemin de Viterbi pour ce type mode`le par l’appel
de
?- viterbi(abstract_ctr([1,1,1,2]),P,Path).
P = 0.00098304
Path = [start,a,a,a,b,end]
yes
Dans cette imple´mentation, nous utilisons l’algo-
rithme de Viterbi ge´ne´rique de PRISM pour diffe´rents
mode`les probabilistes. Des techniques de cohe´rences
d’intervalles utilise´s par le re´solveur de contraintes sur
les domaines finis de B-Prolog permettent re´duire de`s
que possible l’arbre de recherche. Toutefois, cette im-
ple´mentation n’inte`gre pas la technique le partage de
sous-arbres propose´e sous-section 5.3.
7 Travaux futurs
Dans cet article, nous avons propose´ les MMC
contraints dans le cadre de la Programmation
Contraintes. Cette approche nous permet de mode´li-
ser le calcul du chemin de Viterbi comme un proble`me
d’optimisation. L’introduction de ce mode`le s’est vou-
lue ge´ne´rique, au sens ou` ce mode`le n’est pas res-
treint a` un type particulier de re´solveur de contraintes.
Une premie`re imple´mentation base´e sur le syste`me
PRISM et utilisant le re´solveur de contraintes sur les
domaines finis de B-Prolog est propose´e. Cette imple´-
mentation offre un cadre de´claratif pour la de´finition
de MMC contraints. Toutefois, de nombreuses ame´-
liorations peuvent eˆtre apporte´es a` l’algorithme pro-
pose´. En restant dans le cadre de la programmation a`
contraintes sur les domaines finis, ce calcul de Viterbi
pour les MMC contraints peut be´ne´ficier de nombreux
re´sultats obtenus dans le cadre de la recherche And/Or
pour des mode`les graphiques [1] et utiliser les diffe´rents
algorithmes de cohe´rence locale pour les CSP ponde´re´s
[6]. La re´duction de l’arbre de recherche par partage
de sous-arbre est un proble`me inte´ressant que nous de´-
sirons de´velopper.
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