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Abstract: Hedayat et al. first introduced balanced sampling plans for the exclusion of con-
tiguous units. Wright detailed the results of a preliminary investigation of two-dimensional
balanced sampling plans avoiding adjacent units (2-BSAs), and pointed out explicitly three
types of 2-BSAs, which have different adjacency scheme, namely “Row and Column”, “Shar-
ing a Border” and “Island”. This paper will provide more details for the three types of
2-BSAs from the point of view of design theory.
Keywords: Balanced sampling plan; Two dimensions; Polygonal designs; Finite population
sampling
1 Introduction
In environmental and ecological populations, neighboring units within a finite population,
spatially or sequentially ordered, may provide similar information. It is intuitively appealing
to select a sample that avoids the selection of adjacent units. Balanced sampling plans
excluding adjacent units have been proposed as a means of achieving such a goal.
When the units are arranged in a one-dimensional ordering, the population may follow
a circular ordering, in which the first unit of the population is contiguous with the last unit,
or a linear ordering, in which the first unit is not contiguous with the last unit. Hedayat et
al. (1988a,b) first proposed a sampling plan for a given circular population of size N , for
which a sample size k is obtained without replacement such that the second-order inclusion
probabilities are 0 for contiguous units and some positive constant for non-contiguous units.
Stufken (1993) extended this to balanced sampling avoiding adjacent units.
Suppose the population set X is identified with ZN := {0, 1, . . . , N − 1}. Let m be
a positive integer. Two units x and y are said to be adjacent if x − y ∈ {−m,−m +
1, . . . ,−1, 0, 1, . . . ,m}, where the arithmetic is performed modulo N . A circular one-
dimensional balanced sampling plan avoiding adjacent units, or simply a 1-BSA(N, k, λ;m),
is a sampling plan of k-subsets (called blocks) from the population of size N such that two
units that are adjacent do not appear together in any block while any two non-adjacent units
appear together in exactly λ blocks. Whenm = 1, it is often referred to as a one-dimensional
balanced sampling plan excluding contiguous units, denoted by 1-BSEC(N, k, λ).
Hedayat et al. (1988a) observed that if a 1-BSEC(N, k, λ) exists, then so does a 1-
BSEC(N + 3, k, λ′). Using this observation with several small values of N , they showed
that for k = 3 or 4 and N ≥ 3k, there exists a 1-BSEC(N, k, λ) for some λ. Colbourn and
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Fig. 1: Graphical representations of adjacency schemes for two-dimensional populations
Ling (1998, 1999) gave a complete existence theorem for k = 3 and 4. We only quote the
following result for the later use.
Theorem 1.1 (Colbourn and Ling 1998) A 1-BSEC(N, 3, λ) exists if and only if N ≥ 9
and λ(N − 3) ≡ 0 (mod 6).
A 1-BSA(N, k, λ;m) is equivalent to a special case of a partial balanced incomplete block
design, called polygonal design. In terms of polygonal designs, Stufken and Wright (2001)
proved that for k ∈ {5, 6, 7} and N ≥ 3k+1, there exists a 1-BSEC(N, k, λ) for some λ, with
the possible exception of N = 22 and k = 7. For more information on balanced sampling
plans with small m and k, the reader may refer to Wright and Stufken (2008), Iqbal et al.
(2009). We remark that Wright and Stufken (2008) also gave a discussion systematically on
linear one-dimensional balanced sampling plan avoiding adjacent units; we will not provide
any detail here.
In this paper, we focus on two-dimensional balanced sampling plans. Two-dimensional
populations will be restricted to those consisting of r rows and c columns, and units within
such populations will be identified as ordered pairs {(i, j) : 0 ≤ i ≤ r − 1; 0 ≤ j ≤ c − 1}.
While the general concept of adjacency under one-dimensional populations is easily extended
to two-dimensional populations, enormous flexibility is gained in the application of the
concept. Wright (2008) proposed three possible adjacency schemes that can be considered
under two-dimensional populations in Fig. 1, where the units labeled ♥ for a given adjacency
scheme are considered to be adjacent to the ♠ unit. A two-dimensional balanced sampling
plan will be denoted by 2-BSA(r, c, k, λ; adjacency scheme), where k is the sample size, and
λ is the number of samples containing two given non-adjacent units.
We shall details the three kinds of two-dimensional balanced sampling plans in Sections
2, 3 and 4, respectively.
2 2-BSAs with adjacency scheme “Row and Column”
First we give a clear mathematical definition for 2-BSAs with adjacency scheme “Row and
Column”. Given (x, y) ∈ Zr × Zc, the points (i, y) and (x, j) for any i ∈ Zr and j ∈ Zc are
said to be row-column-mates of the point (x, y).
A two-dimensional balanced sampling plan avoiding row-column-mates is a pair (X,B),
where X = Zr × Zc and B is a collection of k-subsets of X (called blocks) such that any
two points that are row-column-mates do not appear in any block while any two points
that are not row-column-mates appear in exactly λ blocks. It is simply denoted by a
2-BSA(r, c, k, λ; RC).
From the point of view of design theory, it is closely related to a special kind of design,
called modified group divisible design. Let r, c, k and λ be positive integers. A modified
2
group divisible design (MGDD) is a quadruple (X,G,H,B) which satisfies the following
properties:
(1) X is a finite set of rc points;
(2) G is a partition of X into r subsets (called groups), each of size c;
(3) H is another partition of X into c subsets (called holes), each of size r, such that
|H ∩G| = 1 for each H ∈ H and G ∈ G;
(4) B is a set of subsets (called blocks) of X, each of size k, such that no block contains
two distinct points of any group or any hole, but any other pair of distinct points of
X occurs in exactly λ block of B.
Such a design is denoted by a (k, λ)-MGDD of type cr. Obviously it is nothing but a
2-BSA(r, c, k, λ; RC).
Example 2.1 Here we give an example of a (3, 1)-MGDD of type (34). We label the 12
points as follows:
(0, 0) (0, 1) (0, 2)
(1, 0) (1, 1) (1, 2)
(2, 0) (2, 1) (2, 2)
(3, 0) (3, 1) (3, 2)
Each row is a group and each column is a hole. The 12 blocks are
{(0, i), (1, i + 1), (2, i + 2)}, {(0, i), (1, i + 2), (3, i + 1)},
{(0, i), (2, i + 1), (3, i + 2)}, {(1, i), (2, i + 2), (3, i + 1)}.
where i = 0, 1, 2, and the arithmetic is reduced modulo 3. It is also a 2-BSA(4, 3, 3, 1;RC).
Assaf (1990) first introduced the notion of MGDDs and settled the existence when k = 3.
The existence of (4, λ)-MGDDs was investigated by Assaf (1997), Assaf and Wei (1999),
Ling and Colbourn (2000), Ge et al. (2003). We summarize their results in the language of
two-dimensional balanced sampling plans as follows.
Theorem 2.2 (1) There exists a 2-BSA(r, c, 3, λ; RC) if and only if r, c ≥ 3, λ(r−1)(c−
1) ≡ 0 (mod 2), and λr(r − 1)c(c − 1) ≡ 0 (mod 3).
(2) There exists a 2-BSA(r, c, 4, λ; RC) if and only if r, c ≥ 4, λ(r−1)(c−1) ≡ 0 (mod 3),
except when λ = 1 and {r, c} = {6, 4}.
We remark that there are also some results on (5, λ)-MGDDs; see Abel and Assaf (2002,
2008).
3 2-BSAs with adjacency scheme “Sharing a Border”
Bryant et al. (2002) first detailed a study on 2-BSAs with adjacency scheme “Sharing a
Border”. For (x, y) ∈ Zr × Zc, the points (x − 1, y), (x + 1, y), (x, y − 1), and (x, y + 1)
(reducing the arithmetics modulo r and c in the first and second coordinates, respectively)
are said to be 2-contiguous to the point (x, y).
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A two-dimensional balanced sampling plan avoiding 2-contiguous units is a pair (X,B),
where X = Zr × Zc and B is a collection of k-subsets of X (called blocks) such that any
two 2-contiguous points do not appear in any block while any two points that are not 2-
contiguous appear in exactly λ blocks. It is denoted by a 2-BSA(r, c, k, λ; SB), or simply a
2-BSEC(r, c, k, λ) as used by Bryant et al. (2002).
When r = 1 or c = 1, a 2-BSEC can be seen as a balanced sampling plan excluding
contiguous units with only one dimension. In this case each point has only two 2-contiguous
points. So a 2-BSEC(1, c, k, λ) is just a 1-BSEC(c, k, λ). If we allow r or c to be 2, then
no point would have four 2-contiguous points, and such design has little significance in
applications, so we always assume that r, c ≥ 3 in this section unless otherwise specified.
Bryant et al. (2002) established the necessary and sufficient conditions for the existence
of 2-BSEC(r, c, 3, 1)s. By using modified group divisible designs, they gave an infinite
family for the existence of k = 3 and general λ. Much less is known about the existence of
2-BSEC(r, c, 4, λ)s; see Ge et al. (2003), Kong et al. (2008).
Theorem 3.1 (Bryant et al. 2002)
(1) Let r, c ≥ 3. There exists a 2-BSEC(r, c, 3, 1) if and only if r and c are odd and either
r ≡ c ≡ 3 (mod 6) or r 6≡ c (mod 6).
(2) Let r, c ∈ {3} ∪ {i : i ≥ 9}. If λ(r − 3) ≡ 0 (mod 6) and λ(c − 3) ≡ 0 (mod 6), then
there exists a 2-BSEC(r, c, 3, λ).
In this section, we present the necessary and sufficient conditions for the existence of
2-BSEC(r, c, 3, λ)s. In the sampling context, the particular value of λ may be less important
than the ease with which blocks can be selected. However, designs with smaller λ require
less storage to represent explicitly for this purpose. By counting the number of blocks and
the number of blocks containing a given point in a 2-BSEC(r, c, 3, λ), the following necessary
condition for its existence can be obtained.
Lemma 3.2 (Bryant et al. 2002) Let r, c ≥ 3. If a 2-BSEC(r, c, 3, λ) exists, then λrc(rc−
5) ≡ 0 (mod 6), and λ(rc− 5) ≡ 0 (mod 2).
Lemma 3.3 No 2-BSEC(4, 3, 3, λ) exists for any λ.
Proof Assume that there were a 2-BSEC(4, 3, 3, λ) on Z4 × Z3. Then the blocks should
be the four types via the first coordinate: {(0, a1), (1, a2), (2, a3)}, {(0, b1), (1, b2), (3, b3)},
{(0, c1), (2, c2), (3, c3)}, {(1, d1), (2, d2), (3, d3)}. Let x1, x2, x3 and x4 be the number of
blocks of the four types, respectively. So x1 + x2 + x3 + x4 = 14λ. On the other hand,
observing that the total number of the pairs corresponding to the first coordinate (0, 2) is
9λ, so x1+x3 = 9λ. Similarly, by calculating the number of pairs corresponding to the first
coordinate (1, 3), we have x2+ x4 = 9λ. Thus x1 + x2+ x3 + x4 = 18λ, a contradiction. ✷
We shall show that the necessary conditions for the existence of a 2-BSEC(r, c, 3, λ)
are also sufficient except when (r, c) = (4, 3). The union of a 2-BSEC(r, c, 3, λ1) and a
2-BSEC(r, c, 3, λ2) is a 2-BSEC(r, c, 3, λ1 + λ2). Hence it suffices to establish the existence
of 2-BSECs for the minimum value of λ. Note that by the symmetry of r and c, there is no
difference between a 2-BSEC(r, c, 3, λ) and a 2-BSEC(c, r, 3, λ) essentially.
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3.1 Combinatorial tools
3.1.1 Difference method
Difference method plays an important role in the direct construction for designs. The
distinguishing feature of this method is that the properties of a design can easily be obtained
from the sets of shifts instead of listing all blocks of the design.
Suppose B ⊂ Zr × Zc. Let ∆B = {(a1 − a
′
1, a2 − a
′
2) : (a1, a2), (a
′
1, a
′
2) ∈ B, (a1, a2) 6=
(a′1, a
′
2)}, where the arithmetic is reduced modulo r and c in the first and second coordinates,
respectively. Let λ be a positive integer and S a set. We denote by λ·S a multiset containing
each element of S exactly λ times. The following lemma is simple but very useful; its proof
is straightforward and thus omitted here.
Lemma 3.4 Suppose there exist k-subsets B1, B2, . . . , Bb of Zr × Zc such that
b⋃
i=1
∆Bi = λ · (Zr × Zc \ {(0, 0), (0,±1), (±1, 0)}).
Then there exists a 2-BSEC(r, c, k, λ).
The subsets B1, B2, . . . , Bb of Zr×Zc in Lemma 3.4 are called base blocks of the 2-BSEC.
In this paper, to save space, for each element (x, y) of Zr × Zc, we sometimes simply write
xy instead of (x, y).
Example 3.5 There exists a 2-BSEC(11, 4, 3, 2). Only base blocks are listed below:
{00, 02, 53}, {00, 11, 42}, {00, 12, 40}, {00, 13, 42}, {00, 11, 40}, {00, 12, 51}, {00, 13, 52},
{00, 20, 41}, {00, 22, 41}, {00, 20, 50}, {00, 21, 53}, {00, 22, 52}, {00, 23, 50}.
3.1.2 Holey group divisible design
Holey group divisible designs can be thought of as a natural generalization of modified
group divisible designs. Let g1, g2, . . . , gt and n be positive integers. A holey group divisible
design (HGDD) is a quadruple (X,G,H,B) which satisfies the following properties:
(1) X is a finite set of n
∑t
i=1 gi points;
(2) G = {G1, G2, . . . , Gn} is a partition of X into n subsets, (called groups), each of size∑t
i=1 gi;
(3) H = {H1,H2, . . . ,Ht} is another partition of X into t subsets, (called holes), such
that |Hi| = ngi and |Hi ∩Gj | = gi for any 1 ≤ j ≤ n;
(4) B is a set of k-subsets (called blocks) of X, such that no block contains two distinct
points of any group or any hole, but any other pair of distinct points of X occurs in
exactly λ blocks of B.
If H contains ul holes of size nhl, 1 ≤ l ≤ s, then we call (n, h
u1
1 h
u2
2 · · · h
us
s ) the type
of the HGDD. Such a design is denoted by a (k, λ)-HGDD of type (n, hu11 h
u2
2 · · · h
us
s ). A
(k, λ)-HGDD of type (n, 1m) is just a (k, λ)-MGDD of type mn.
Theorem 3.6 (Wei 1993) There exists a (3, λ)-HGDD of type (n, hu) if and only if n, u ≥ 3,
λ(u− 1)(n− 1)h ≡ 0 (mod 2) and λu(u− 1)n(n − 1)h2 ≡ 0 (mod 3).
5
Theorem 3.7 (Wang and Yin 1999) There exists a (3, 1)-HGDD of type (n, huw1) if and
only if (1) n ≥ 3, u = 2 and h = w; or (2) n ≥ 3, u ≥ 3, 0 ≤ w ≤ h(u − 1), hu(n − 1) ≡
0 (mod 2), (n− 1)(w − h) ≡ 0 (mod 2) and hun(n− 1)(h(u − 1)− w) ≡ 0 (mod 3).
To present our construction for 2-BSECs via HGDDs, we introduce a new configuration
called quasi-modified group divisible designs. Let r and c be positive integers. Given
(x, y) ∈ Zr × Zc, the points (x + 1, y), (x − 1, y) (reducing the arithmetics modulo r) and
(x, j) for any j ∈ Zc are said to be related to the point (x, y). We define a new configuration
(X,B), where X = Zr × Zc and B is a collection of k-subsets of X (called blocks) such
that any two related points do not appear in any block while any two points that are not
related appear in exactly λ blocks. Such a configuration is called a quasi-modified group
divisible design, and denoted by a (k, λ)-QMGDD of type cr. The sets {i} × Zc, i ∈ Zr,
are called the groups of the QMGDD. When c = 2, 3, a (k, λ)-QMGDD of type cr is just a
2-BSEC(r, c, k, λ).
Similar to Lemma 3.4, the following result is straightforward.
Lemma 3.8 Let E = {(1, 0), (−1, 0)} ∪ {(0, j) : j ∈ Zc}. Suppose there exist k-subsets
B1, B2, . . . , Bb of Zr × Zc such that
b⋃
i=1
∆Bi = λ · (Zr × Zc \ E).
Then there exists a (k, λ)-QMGDD of type cr.
The subsetsB1, B2, . . . , Bb of Zr×Zc in Lemma 3.8 are called base blocks of the QMGDD.
In this paper, the notation α{a1, a2, a3} always means α copies of the block {a1, a2, a3}.
Example 3.9 There exists a (3, λ)-QMGDD of type cr for (r, c, λ) ∈ {(5, 2, 1), (8, 5, 2), (7, 7,
3), (7, 2, 6)}. Only base blocks are listed below.
(r, c, λ) = (5, 2, 1) : {00, 11, 30}.
(r, c, λ) = (8, 5, 2) :
{00, 40, 71}, {00, 20, 62}, {00, 20, 32}, {00, 30, 52}, {00, 30, 42}, {00, 31, 72},
{00, 11, 62}, {00, 21, 72}, {00, 11, 32}, {00, 41, 22}, {00, 61, 52}.
(r, c, λ) = (7, 7, 3) :
{00, 02, 04}, {00, 03, 14}, {00, 03, 24}, {00, 02, 36}, {00, 11, 33}, {00, 11, 32},
{00, 12, 35}, {00, 12, 34}, {00, 13, 34}, 2{00, 13, 36}, {00, 15, 32}, 2{00, 15, 33},
{00, 12, 31}, {00, 14, 32}, {00, 14, 31}, {00, 16, 31}, 2{00, 16, 35}.
(r, c, λ) = (7, 2, 6) :
2{00, 11, 30}, 2{00, 11, 31}, 2{00, 11, 40}, 2{00, 20, 41}, {00, 20, 40}, {00, 21, 40}.
Lemma 3.10 There exists a (3, 1)-QMGDD of type 28.
Proof All 32 blocks can be obtained by developing the following 16 blocks by (−,+1mod 2):
{00, 20, 40}, {10, 30, 50}, {00, 30, 41}, {00, 50, 71}, {00, 60, 11}, {10, 40, 51},
{10, 60, 31}, {10, 70, 41}, {20, 50, 01}, {20, 60, 51}, {20, 70, 11}, {30, 60, 01},
{30, 70, 21}, {40, 60, 21}, {40, 70, 61}, {50, 70, 31}.
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Construction 3.11 Suppose that there exists a (k, λ)-HGDD of type (n, hu11 h
u2
2 · · · h
us
s ). If
there exist a (k, λ)-QMGDD of type hni for each 1 ≤ i ≤ s, and a 1-BSEC(
∑s
i=1 hiui, k, λ),
then there exists a 2-BSEC(n,
∑s
i=1 hiui, k, λ).
Proof Let (X,G,H,B) be the given (k, λ)-HGDD of type (n, hu11 h
u2
2 · · · h
us
s ). For each
G ∈ G, |G| =
∑s
i=1 hiui, and we construct a 1-BSEC(|G|, k, λ) on the set G. Denote the
set of its blocks by DG.
For H ∈ H, according to the definition of HGDD, |H ∩G| = hi for any G ∈ G and some
1 ≤ i ≤ s. Now for each H ∈ H, we construct a (k, λ)-QMGDD of type hni on the set H
with groups H ∩G, G ∈ G. Denote the set of its blocks by AH .
Let C = (
⋃
H∈HAH) ∪ (
⋃
G∈G DG) ∪ B. It is readily checked that (X, C) is the required
2-BSEC(
∑s
i=1 hiui, n, k, λ). ✷
3.1.3 Incomplete group divisible design
An incomplete group divisible design (IGDD) is a quadruple (X,Y,G,B), where X is a set
of points, Y is a subset of X (called the hole), G is a partition of X into groups, and B is a
collection of subsets of X (called blocks) such that
(1) for each block B ∈ B, |B ∩ Y | ≤ 1;
(2) no pair of points of Y occurs in any block;
(3) any pair of points from X which are not both in Y occurs either in same group or in
exactly λ blocks, but not both.
A (k, λ)-IGDD of type (v1, h1)
u1(v2, h2)
u2 · · · (vs, hs)
us is an IGDD in which every block
has size of k and there are ui groups of size vi, each of which intersects the hole in hi
points, i = 1, 2, . . . , s. When Y = ∅, an incomplete group divisible design is often called a
group divisible design, and we use the notation (k, λ)-GDD of type vu11 v
u2
2 · · · v
us
s instead of
(k, λ)-IGDD of type (v1, 0)
u1(v2, 0)
u2 · · · (vs, 0)
us .
Theorem 3.12 (Zhu 1993) There exists a (3, λ)-IGDD of type (m,h)u if and only if m ≥
2h, λm(u−1) ≡ 0 (mod 2), λ(m−h)(u−1) ≡ 0 (mod 2) and λu(u−1)(m2−h2) ≡ 0 (mod 6).
Theorem 3.13 (Heinrich and Zhu 1986) For v ≥ 3h and h ≥ 1, there is a (4, 1)-IGDD of
type (v, h)4 except when v = 6 and h = 1.
As a straightforward corollary of Theorem 4.2 in Kong et al. (2008), we have the
following construction.
Construction 3.14 Suppose there exists a (k, λ)-IGDD of type (v1, 2)
u1(v2, 2)
u2 · · · (vs, 2)
us .
Let u =
∑s
i=1 ui. If there exist a (k, λ)-GDD of type 2
u, a (k, 1)-MGDD of type kr, and a
2-BSEC(r, vi, k, λ) for each 1 ≤ i ≤ s, then there exists a 2-BSEC(r,
∑s
i=1 viui, k, λ).
3.2 λ = 2
Lemma 3.15 Let r ≥ 3, c ≥ 6 and 3 ≤ x ≤ c. If there exist a 2-BSEC(r, c, 3, 2) and a
2-BSEC(r, x, 3, 2), then there exists a 2-BSEC(r, 3c + x, 3, 2).
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Proof For c ≥ 6, take a (4, 1)-IGDD of type (c, 2)4 from Theorem 3.13. Truncate one
group to x points and it is required that the two points in the hole are not removed. Now
replace each block not containing truncated points by the blocks of a (3, 2)-GDD of type
14. Replace each block containing truncated points by two copies of the block. This yields
a (3, 2)-IGDD of type (c, 2)3(x, 2)1. Start from this IGDD and apply Construction 3.14 to
obtain a 2-BSEC(r, 3c + x, 3, 2), where the needed (3, 2)-GDD of type 24 is from Theorem
3.12 and the needed (3, 1)-MGDD of type 3r is from Theorem 2.2(1). ✷
Lemma 3.16 There exists a 2-BSEC(3, c, 3, 2) for any c ≥ 3 and c 6= 4.
Proof When c ∈ {3, 5, 7, 9, 11, 13, 15, 17, 19, 25}, take two copies of a 2-BSEC(3, c, 3, 1)
from Theorem 3.1(1). When c ∈ {12, 18}, the conclusion follows from Theorem 3.1(2).
When c ∈ {6, 8}, see Appendix C. When c ∈ {10, 14, 16, 20, 22} see Appendix E. When
c ≥ 21 and c 6= 22, 25, use induction on c and apply Lemma 3.15 with x = 3, 5, 7. ✷
Lemma 3.17 There exists a 2-BSEC(6, c, 3, 2) for any c ≥ 3.
Proof When c = 3, the conclusion follows from Lemma 3.16. When c ∈ {9, 12, 15, 18}, the
conclusion follows from Theorem 3.1(2). When c ∈ {4, 6, 7, 8, 10, 13, 16, 19}, see Appendix
C. When c ∈ {11, 14, 17, 20}, see Appendix D. When c = 5, see Appendix E. When c ≥ 21,
use induction on c and apply Lemma 3.15 with x = 3, 4, 5. ✷
Lemma 3.18 Let r ≡ 0 (mod 3). There exists a 2-BSEC(r, c, 3, 2) for any c ≥ 3 and c 6= 4.
Proof When r = 3, 6, the conclusion follows by Lemmas 3.16 and 3.17. When r ≡
0 (mod 3), r ≥ 9 and c ≥ 3, c 6= 4, by Theorem 3.6 there is a (3, 2)-HGDD of type (c, 3r/3).
Apply Construction 3.11 to obtain a 2-BSEC(c, r, 3, 2) (i.e., a 2-BSEC(r, c, 3, 2)), where the
needed (3, 2)-QMGDD of type 3c (i.e., a 2-BSEC(c, 3, 3, 2)) is from Lemma 3.16, and the
needed 1-BSEC(r, 3, 2) comes from Theorem 1.1. ✷
Lemma 3.19 Let r ≡ 1 (mod 3) and r > 4. If there exists a 2-BSEC(r, s, 3, 2) for s ∈
{5, 8, 11}, then there exists a 2-BSEC(r, c, 3, 2) for any c ≡ 2 (mod 3) and c ≥ 41.
Proof Let a ≥ 4 and c = 9a + s, s ∈ {5, 8, 11}. Lemma 3.18 implies that a 2-
BSEC(r, 3a, 3, 2) exists for any r ≡ 1 (mod 3) and r > 4. Then apply Lemma 3.15 with the
given 2-BSEC(r, s, 3, 2) to obtain a 2-BSEC(r, 9a + s, 3, 2). ✷
Lemma 3.20 Let c ≡ 2 (mod 3) and 5 ≤ c ≤ 38. If there exists a 2-BSEC(s, c, 3, 2) for
s ∈ {4, 7, 10}, then there exists a 2-BSEC(r, c, 3, 2) for any r ≡ 1 (mod 3) and r ≥ 40.
Proof Let a ≥ 4 and r = 9a+s, s ∈ {4, 7, 10}. Lemma 3.18 shows that a 2-BSEC(3a, c, 3, 2)
exists for any c ≡ 2 (mod 3) and 5 ≤ c ≤ 38. Then apply Lemma 3.15 with the given 2-
BSEC(s, c, 3, 2) to obtain a 2-BSEC(9a+ s, c, 3, 2). ✷
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Combining the results of Lemmas 3.19 and 3.20, we can see that if there exists a 2-
BSEC(r, c, 3, 2) for r ≡ 1 (mod 3), 4 ≤ r ≤ 37 and c ≡ 2 (mod 3), 5 ≤ c ≤ 38, then there
exists a 2-BSEC(r, c, 3, 2) for any r ≡ 1 (mod 3), r > 4 and c ≡ 2 (mod 3), c ≥ 5. Thus we
would almost complete the proof for the existence of 2-BSEC(r, c, 3, 2)s if we could find all
small orders for admissible r, c ≥ 4 and r, c ≤ 38.
Even if by computer search we can find all possible examples for these small orders, it is
not a good way to write them down since they would occupy too many pages, and especially,
it would be uninteresting and ugly. Here we will provide another proof that depends on
direct constructions via sequences. The new proof can provide 2-BSECs admitting good
algebraic structures and have clear advantage over those with no algebraic structures in the
identification of the supports.
Lemma 3.21 (Bryant et al. 2002) There exist triples T1, T2, . . . , Tx that partition:
(1) either {3, 4, . . . , 3x+ 2} or {3, 4, . . . , 3x+ 1, 3x+ 3} if v = 6x+ 5 and x ≥ 2;
(2) either {4, 5, . . . , 3x+ 3} or {4, 5, . . . , 3x+ 2, 3x+ 4} if v = 6x+ 7 and x ≥ 3,
so that if Ti = {ai, bi, ci} then either ai + bi = ci or ai + bi + ci = v.
In this paper, we always assume that [a, b] denotes the set of integers n such that
a ≤ n ≤ b.
Lemma 3.22 (Zhang and Chang 2005) For 1 ≤ d ≤ 4, if (m,k) ≡ (0, 1), (1, d), (2, 0), (3, d+
1) (mod (4, 2)) such that m ≥ 2d−3 and (m/2)(2d−1−m)+1 ≤ k ≤ (m/2)(m−2d+5)+1,
then [d, d+ 3m]\{k + d+m− 1} can be partitioned into triples {ai, bi, ci}, 1 ≤ i ≤ m, such
that ai + bi = ci.
Lemma 3.23 There exists a 2-BSEC(r, 4, 3, 2) for any r ≡ 2 (mod 3) and r ≥ 5.
Proof For r ≡ 5 (mod 6), let r = 6x + 5 and x ≥ 0. When x = 1, a 2-BSEC(11, 4, 3, 2)
follows from Example 3.5. When x ≥ 2, by Lemma 3.21(1), there exists a partition of
{3, 4, . . . , 3x+2} or {3, 4, . . . , 3x+1, 3x+3} into triples T1, T2, . . . , Tx such that for 1 ≤ i ≤ x,
the elements in Ti = {ai, bi, ci} are named so that ai + bi = ci or ai + bi + ci = 6x+ 5. For
1 ≤ i ≤ x and j ∈ Zr, let Ti(j) = {j, (3x+2)ai + j, (3x+2)(ai + bi)+ j}, reducing the sums
modulo 6x + 5. Let T = {Ti(j) : 1 ≤ i ≤ x, j ∈ Zr}. For each triple T ∈ T , construct a
(3, 1)-GDD of type 43 on the set T ×Z4 with group set {{l} ×Z4 : l ∈ T}; this GDD exists
by Theorem 3.12. Denote by AT the set of its blocks. Let B1 =
⋃
T∈T AT .
When x = 0 or x ≥ 2, B2 consists of 20r blocks which can be obtained from the following
5 base blocks by (+1 mod r,+1 mod 4):
{(0, 0), (0, 2), (6x + 4, 3)}, {(0, 0), (3x + 2, 0), (6x + 4, 2)},
{(0, 0), (3x + 2, 1), (6x + 4, 2)}, {(0, 0), (3x + 2, 0), (6x + 4, 3)},
{(0, 0), (3x + 2, 2), (6x + 4, 1)}.
Denote by D the set of the above 5 base blocks. Then
⋃
D∈D∆(D) = 2 · {(0, 2), (±1,±1),
(±1, 2), (±(3x+2), 0), (±(3x+2),±1), (±(3x+2), 2)}. It is readily checked that (2 ·B1)∪B2
forms the required 2-BSEC(r, 4, 3, 2).
For r ≡ 2 (mod 6) and r ≥ 8, B3 consists of 4r
2 blocks which can be obtained from the
following r base blocks by (+1 mod r,+1 mod 4):
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{(0, 0), (i, 1), (2i + 1, 2)}, i ∈ [1, r/2];
{(0, 0), (i, 1), (2i, 2)}, i ∈ [r/2 + 2, r − 1];
{(0, 0), (r/2, 0), (1, 1)}, {(0, 0), (2, 0), (2, 2)}.
By Lemma 3.22, when r ≡ 2 (mod 12) and r > 2, [2, r − 3] \ {r/2} (when r ≡ 8 (mod 12)
and r > 8, [3, r−2]\{r/2}) can be partitioned into triples {ai, bi, ci}, such that ai+ bi = ci,
i ∈ [1, (r−5)/3]. When r = 8, [3, r−2]\{r/2} = {3, 5, 6} can be partitioned into one triple
{a1, b1, c1} = {5, 6, 3}, such that a1 + b1 ≡ c1 (mod 8). Let B4 consist of 4r(r− 5)/3 blocks
which can be obtained from the following (r − 5)/3 base blocks by (+1 mod r,+1 mod 4):
{(0, 0), (ai , 0), (ci, 0)}, i ∈ [1, (r − 5)/3].
Then B3 ∪ B4 forms the required 2-BSEC(r, 4, 3, 2). ✷
Lemma 3.24 There exists a 2-BSEC(r, c, 3, 2) for any r ≡ 2 (mod 3), r ≥ 5 and c ≡
4 (mod 12).
Proof When c = 4, the conclusion follows from Lemma 3.23. When c ≡ 4 (mod 12)
and c ≥ 16, take a (3, 2)-IGDD of type (4, 2)c/4 from Theorem 3.12. By Theorem 2.2(1),
there exists a (3,1)-MGDD of type 3r for any r ≡ 2 (mod 3) and r ≥ 5. Then apply
Construction 3.14 to obtain a 2-BSEC(r, c, 3, 2), where the needed (3, 2)-GDD of type 2c/4
is from Theorem 3.12, and the needed 2-BSEC(r, 4, 3, 2) is from Lemma 3.23. ✷
Lemma 3.25 There exists a 2-BSEC(7, c, 3, 2) for any c ≡ 2 (mod 6) and c ≥ 8.
Proof When c = 8, a 2-BSEC(7, 8, 3, 2) can be found in Appendix A. Assume that
c ≡ 2 (mod 6) and c ≥ 14. Let T = {{j, 1 + j, 3 + j} : j ∈ Z7}, reducing the sums
modulo 7. For each triple T ∈ T , construct a (3, 1)-MGDD of type c3 on the set T × Zc
with group set {{l} × Zc : l ∈ T} and hole set {T × {l} : l ∈ Zc}; this MGDD exists by
Theorem 2.2(1). Denote by AT the set of its blocks. Let B1 =
⋃
T∈T AT .
B2 consists of 7c(c+1) blocks which can be obtained from the following c+1 base blocks
by (+1 mod 7,+1 mod c).
{(0, 0), (1, i), (3, 2i + 1)}, i ∈ [1, c/2];
{(0, 0), (1, i), (3, 2i + 2)}, i ∈ [c/2 + 1, c− 1];
{(0, 0), (0, c/2 + 2), (2, c/2 + 2)}, {(0, 0), (0, 2), (3, 2)}.
By Lemma 3.22, when c ≡ 8 (mod 12) and c > 8, [2, c−3]\{c/2+2} (when c ≡ 2 (mod 12)
and c > 14, [3, c − 2] \ {c/2 + 2}) can be partitioned into triples {ai, bi, ci}, such that
ai + bi = ci, i ∈ [1, (c − 5)/3]. When c = 14, [3, c − 2] \ {c/2 + 2} = [3, 12] \ {9} can be
partitioned into the triples {ai, bi, ci}, such that ai + bi ≡ ci (mod 14), i ∈ [1, 3], which
are {3, 7, 10}, {6, 12, 4} and {8, 11, 5}. Let B3 consist of 7c(c − 5)/3 blocks which can be
obtained from the following (c− 5)/3 base blocks by (+1 mod 7,+1 mod c):
{(0, 0), (0, ai), (0, ci)}, i ∈ [1, (c − 5)/3].
Then B1 ∪ B2 ∪ B3 forms the required 2-BSEC(7, c, 3, 2). ✷
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Lemma 3.26 (Zhang and Chang 2005) Let (m,d) ≡ (0, 1), (1, 1), (0, 0), (3, 0) (mod (4, 2))
such that m ≥ 2d−1. Then [d, d+3m−1] can be partitioned into triples {ai, bi, ci}, 1 ≤ i ≤ m,
such that ai + bi = ci.
Lemma 3.27 Let r ≡ 1 (mod 6), r ≥ 7, and c ≡ 2 (mod 6), c ≥ 8. There exists a
2-BSEC(r, c, 3, 2).
Proof When r = 7, the conclusion follows from Lemma 3.25. Assume that r ≡ 1 (mod 6)
and r ≥ 13. By Lemma 3.26, when r ≡ 1 (mod 12) and r ≥ 13, [2, r − 3] (when r ≡
7 (mod 12) and r ≥ 19, [3, r − 2]) can be partitioned into triples {ai, bi, ci}, such that
ai+ bi = ci, i ∈ [1, (r−4)/3]. For 1 ≤ i ≤ (r−4)/3 and j ∈ Zr, let Ti(j) = {j, ai+ j, ci+ j},
reducing the sums modulo r. Let T = {Ti(j) : 1 ≤ i ≤ (r − 4)/3, j ∈ Zr}. For each triple
T ∈ T , construct a (3, 1)-GDD of type c3 on the set T×Zc with group set {{l}×Zc : l ∈ T};
this GDD exists by Theorem 3.12. Denote by AT the set of its blocks. Let B1 =
⋃
T∈T AT .
B2 consists of rc
2 blocks which can be obtained from the following c base blocks by
(+1 mod r,+1 mod c).
{(0, 0), (1, i), (2, 1 + 2i)}, i ∈ [1, c/2];
{(0, 0), (1, i), (2, 2i)}, i ∈ [c/2 + 2, c− 1];
{(0, 0), (0, c/2), (1, 1)}, {(0, 0), (0, c − 2), (2, 0)}.
By Lemma 3.22, when c ≡ 8 (mod 12), [2, c − 3] \ {c/2} (when c ≡ 2 (mod 12) and
c > 14, [3, c − 2] \ {c/2}) can be partitioned into triples {ai, bi, ci}, such that ai + bi = ci,
i ∈ [1, (c − 5)/3]. For c = 14, [3, c − 2] \ {c/2} = [3, 12] \ {7} can be partitioned into the
triples {ai, bi, ci}, such that ai + bi ≡ ci (mod 14), i ∈ [1, 3], which are {6, 12, 4}, {9, 10, 5},
{3, 8, 11}. Let B3 consist of rc(c − 5)/3 blocks which can be obtained from the following
(c− 5)/3 base blocks by (+1 mod r,+1 mod c):
{(0, 0), (0, ai), (0, ci)}, i ∈ [1, (c − 5)/3].
Then B1 ∪ B2 ∪ B3 forms the required 2-BSEC(r, c, 3, 2). ✷
Lemma 3.28 There exists a 2-BSEC(r, 10, 3, 2) for any r ≡ 2 (mod 3) and r ≥ 5.
Proof When r = 5, 8, 26, see Appendix E, A and C, respectively. When r ∈ {11, 14, 17, 20},
see Appendix D. When r = 23, or r ≡ 2 (mod 3) and r ≥ 29, use induction on r and apply
Lemmas 3.15 and 3.18 with x = 5, 8. ✷
Lemma 3.29 There exists a 2-BSEC(4, c, 3, 2) for any c ≡ 0 (mod 3) and c ≥ 6.
Proof When c = 6, the conclusion follows from Lemma 3.17. When c ∈ {9, 12, 15, 18, 21, 27},
see Appendix B. When c = 24, or c ≡ 0 (mod 3) and c ≥ 30, use induction on c and apply
Lemmas 3.15 and 3.23 with x = 6, 9. ✷
Lemma 3.30 There exists a 2-BSEC(r, c, 3, 2) for any rc ≡ 0, 2 (mod 3) and r, c ≥ 3 except
when (r, c) ∈ {(3, 4), (4, 3)}.
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Proof When r ≡ 0 (mod 3), the conclusion follows from Lemmas 3.3, 3.18 and 3.29.
When r ≡ 1 (mod 6) and c ≡ 2 (mod 6), the conclusion follows from Lemma 3.27. When
r ≡ 1 (mod 6) and c ≡ 5 (mod 6), take two copies of a 2-BSEC(r, c, 3, 1) from Theorem
3.1(1). When r ≡ 4 (mod 12) and c ≡ 2 (mod 3), the conclusion follows from Lemma 3.24.
When r ≡ 10 (mod 12) and c ≡ 2 (mod 3), or equivalently, by the symmetry of r
and c, we consider the case r ≡ 2 (mod 3) and c ≡ 10 (mod 12). Let s ∈ {4, 7, 10}. Let
a ≡ s + 2 (mod 12) and a ≥ s + 2. So a ≡ 6, 9 or 12 (mod 12). Write c = 3a + s. Then
c ≡ 22, 34 or 46 (mod 36) and c ≥ 22, 34 or 46, respectively. Lemma 3.18 shows that a
2-BSEC(r, a, 3, 2) exists for any r ≡ 2 (mod 3) and r ≥ 5. By Lemmas 3.23, 3.25 and
3.28, there exists a 2-BSEC(r, s, 3, 2) for s ∈ {4, 7, 10}. Now apply Lemma 3.15 to obtain a
2-BSEC(r, 3a + s, 3, 2). ✷
3.3 λ = 3
Lemma 3.31 There exists a 2-BSEC(5, c, 3, 3) for any c ≡ 5 (mod 6).
Proof When c = 5, see Appendix A. When c ≡ 5 (mod 6) and c ≥ 11, start from a
(3, 3)-HGDD of type (5, 3(c−2)/321), which is from Theorem 3.7 by repeating blocks. Apply
Construction 3.11 to obtain a 2-BSEC(5, c, 3, 3), where the needed (3, 3)-QMGDD of type
25 is from Example 3.9 by repeating blocks, the needed (3, 3)-QMGDD of type 35 (i.e., a
2-BSEC(5, 3, 3, 3)) is obtained by taking three copies of a 2-BSEC(5, 3, 3, 1) (from Theorem
3.1(1)), and the needed 1-BSEC(c, 3, 3) comes from Theorem 1.1. ✷
Lemma 3.32 There exists a 2-BSEC(7, c, 3, 3) for any c ≡ 1 (mod 6) and c ≥ 7.
Proof When c = 7, 13, see Appendices A and C. When c ≡ 1 (mod 6) and c ≥ 19, start
from a (3, 3)-HGDD of type (7, 3(c−7)/371), which is from Theorem 3.7 by repeating blocks.
Apply Construction 3.11 to obtain a 2-BSEC(7, c, 3, 3), where the needed (3, 3)-QMGDD of
type 77 is from Example 3.9, the needed (3, 3)-QMGDD of type 37 (i.e., a 2-BSEC(7, 3, 3, 3))
is obtained by taking three copies of a 2-BSEC(7, 3, 3, 1) (from Theorem 3.1(1)), and the
needed 1-BSEC(c, 3, 3) is from Theorem 1.1. ✷
Lemma 3.33 There exists a 2-BSEC(r, c, 3, 3) for any rc ≡ 1 (mod 2) and r, c ≥ 3.
Proof For r = 5 and c ≡ 1, 3 (mod 6), or r = 7 and c ≡ 3, 5 (mod 6), repeat the blocks
of a 2-BSEC(r, c, 3, 1) three times (from Theorem 3.1(1)). For r = 5 and c ≡ 5 (mod 6), or
r = 7 and c ≡ 1 (mod 6), the conclusion follows from Lemmas 3.31 and 3.32, respectively.
For the other cases, see Theorem 3.1(2). ✷
3.4 λ = 6
Lemma 3.34 There exists a 2-BSEC(4, c, 3, 6) for any c ≡ 1 (mod 3) and c ≥ 4.
Proof When c = 4, see Appendix A. When c ≡ 4 (mod 12) and c ≥ 16, by Lemma
3.22, [2, c − 2] \ {c/2 + 2} can be partitioned into triples {ai, bi, ci}, such that ai + bi = ci,
i ∈ [1, (c − 4)/3]. By Lemma 3.26, [2, c − 3] can be partitioned into triples {a′i, b
′
i, c
′
i}, such
that a′i+b
′
i = c
′
i, i ∈ [1, (c−4)/3]. Thus 2 · [2, c−3] can be partitioned into triples {ai, bi, ci},
such that ai + bi = ci, i ∈ [(c− 1)/3, c− 4]. Let B1 = {{(j, l), (j, ai + l), (j, ci + l)} : 1 ≤ i ≤
c− 4, j ∈ Z4, l ∈ Zc}, reducing the sums modulo c.
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B2 consists of 4c(3c − 1) blocks which can be obtained from the following 3c − 1 base
blocks by (+1 mod 4,+1 mod c).
{(0, 0), (1, 1 + i), (2, 2 + 2i)}, i ∈ 3 · [0, c/2 − 1] \ {c/2 − 2, c/2 − 1};
{(0, 0), (1, 1 + i), (2, 1 + 2i)}, i ∈ 3 · [c/2 + 1, c − 2];
{(0, 0), (0, c/2 + 2), (1, c/2 + 1)}, 2{(0, 0), (0, c − 2), (2, c − 1)},
{(0, 0), (1, c/2 − 1), (2, c − 1)}, {(0, 0), (1, c/2), (2, 1)},
{(0, 0), (1, c/2 − 1), (2, 0)}, {(0, 0), (1, c − 1), (2, c − 2)}.
Then B1 ∪ B2 forms the required 2-BSEC(4, c, 3, 6) for c ≡ 4 (mod 12) and c ≥ 16.
When c ≡ 10 (mod 12), by Lemma 3.22, [2, c − 2] \ {c/2 + 2} can be partitioned into
triples {ai, bi, ci}, such that ai+bi = ci, i ∈ [1, (c−4)/3]; [2, c−2]\{c−3} can be partitioned
into triples {a′i, b
′
i, c
′
i}, such that a
′
i+ b
′
i = c
′
i, i ∈ [1, (c−4)/3]. Thus 2 · [2, c−2]\ (2 · {c−3})
can be partitioned into triples {ai, bi, ci}, such that ai + bi = ci, i ∈ [(c − 1)/3, c − 4]. Let
B3 = {{(j, l), (j, ai + l), (j, ci+ l)} : 1 ≤ i ≤ c− 4, j ∈ Z4, l ∈ Zc}, reducing the sums modulo
c.
B4 consists of 4c(3c − 1) blocks which can be obtained from the following 3c − 1 base
blocks by (+1 mod 4,+1 mod c).
{(0, 0), (1, 1 + i), (2, 2 + 2i)}, i ∈ 3 · [0, c/2 − 1] \ {0, c/2 − 2, c/2 − 1, c/2 − 1};
{(0, 0), (1, 1 + i), (2, 1 + 2i)}, i ∈ 3 · [c/2 + 1, c− 2];
{(0, 0), (0, c/2 + 2), (1, c/2 + 1)}, {(0, 0), (0, c − 3), (2, c − 1)},
{(0, 0), (0, c − 3), (2, c − 2)}, 2{(0, 0), (1, c/2), (2, 1)},
2{(0, 0), (1, 1), (2, 0)}, 2{(0, 0), (1, c/2 − 1), (2, c − 1)}.
Then B3 ∪ B4 forms the required 2-BSEC(4, c, 3, 6) for c ≡ 10 (mod 12).
When c ≡ 1 (mod 6) and c ≥ 7, let c = 6x + 1 and x ≥ 1. When x = 2, 3, see
Appendix A. When x ≥ 4, by Lemma 3.21(2), there is a partition of {4, 5, . . . , 3x} or
{4, 5, . . . , 3x−1, 3x+1} into triples T1, T2, . . . , Tx−1 such that for 1 ≤ i ≤ x−1, the elements
in Ti = {ai, bi, ci} are named so that ai + bi = ci or ai + bi + ci = 6x+ 1. For 1 ≤ i ≤ x− 1
and j ∈ Zc, let Ti(j) = {j, 3xai+ j, 3x(ai+bi)+ j}, and T
′
i (j) = {j, 6xai+ j, 6x(ai+bi)+ j},
reducing the sum modulo c. Let T = {Ti(j) : 1 ≤ i ≤ x− 1, j ∈ Zc} and T
′ = {T ′i (j) : 1 ≤
i ≤ x − 1, j ∈ Zc}. For T ∈ T ∪ T
′, construct a (3, 1)-GDD of type 43 on the set Z4 × T
with group set {Z4×{l} : l ∈ T}; this GDD exists by Theorem 3.12. Denote by AT the set
of its blocks. Let B5 =
⋃
T∈T AT and B
′
5 =
⋃
T∈T ′ AT .
When x = 1 or x ≥ 4, B6 consists of 92c blocks which can be obtained from the following
23 base blocks by (+1 mod 4,+1 mod c):
{(0, 0), (2, 0), (3, 3x)}, {(0, 0), (2, 0), (2, 3x − 1)}, {(0, 0), (2, 0), (3, 3x − 1)},
{(0, 0), (1, 3x), (0, 6x − 1)}, {(0, 0), (0, 3x − 1), (2, 6x − 2)}, {(0, 0), (1, 3x), (3, 6x)},
{(0, 0), (2, 3x), (1, 6x)}, {(0, 0), (1, 6x), (0, 6x − 2)}, {(0, 0), (2, 6x), (3, 6x − 2)},
{(0, 0), (3, 6x), (1, 6x − 2)}, 2{(0, 0), (2, 3x), (0, 3x − 1)}, {(0, 0), (0, 3x), (1, 3x − 1)},
2{(0, 0), (3, 3x), (1, 3x − 1)}, 2{(0, 0), (1, 3x), (2, 3x − 1)}, 3{(0, 0), (0, 3x), (3, 3x − 1)},
{(0, 0), (3, 3x), (0, 3x − 1)}, {(0, 0), (0, 3x), (2, 3x − 1)}, {(0, 0), (2, 3x), (1, 3x − 1)}.
Then (5 · B5) ∪ B
′
5 ∪ B6 forms the required 2-BSEC(4, c, 3, 6). ✷
Lemma 3.35 There exists a 2-BSEC(5, c, 3, 6) for any c ≡ 2 (mod 6) and c ≥ 8.
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Proof When c = 8, see Appendix A. When c ≡ 2 (mod 6) and c ≥ 14, take a (3, 6)-
HGDD of type (5, 2c/2) from Theorem 3.6. Then apply Construction 3.11 to obtain a
2-BSEC(5, c, 3, 6), where the needed (3, 6)-QMGDD of type 25 is from Example 3.9 by
repeating blocks, and the needed 1-BSEC(c, 3, 6) is from Theorem 1.1. ✷
Lemma 3.36 There exists a 2-BSEC(7, c, 3, 6) for any c ≡ 4 (mod 6).
Proof When c = 4, the conclusion follows from Lemma 3.34. When c ≡ 4 (mod 6) and
c ≥ 10, take a (3, 6)-HGDD of type (7, 2c/2) from Theorem 3.6. Then apply Construction
3.11 to obtain a 2-BSEC(7, c, 3, 6), where the needed (3, 6)-QMGDD of type 27 is from
Example 3.9, and the needed 1-BSEC(c, 3, 6) is from Theorem 1.1. ✷
Lemma 3.37 There exists a 2-BSEC(8, c, 3, 6) for any c ≡ 2 (mod 3) and c ≥ 5.
Proof When c = 5, 8, 11, see Appendices A and C. When c ≡ 2 (mod 6) and c ≥ 14, take
a (3, 6)-HGDD of type (8, 2c/2) from Theorem 3.6. Then apply Construction 3.11 to obtain
a 2-BSEC(8, c, 3, 6), where the needed (3, 6)-QMGDD of type 28 is from Lemma 3.10 by
repeating blocks, and the needed 1-BSEC(c, 3, 6) is from Theorem 1.1.
When c ≡ 5 (mod 6) and c ≥ 17, take a (3, 6)-HGDD of type (8, 3(c−5)/351) from
Theorem 3.7. Apply Construction 3.11 to obtain a 2-BSEC(8, c, 3, 6), where the needed
(3, 6)-QMGDD of type 58 is from Example 3.9 by repeating blocks, the needed (3, 6)-
QMGDD of type 38 (i.e., a 2-BSEC(8, 3, 3, 6)) is obtained by taking three copies of a 2-
BSEC(8, 3, 3, 2) (from Lemma 3.30), and the needed 1-BSEC(c, 3, 6) comes from Theorem
1.1. ✷
Lemma 3.38 There exists a 2-BSEC(r, c, 3, 6) for any r, c ≥ 3.
Proof When r = 4 and c ≡ 0, 2 (mod 3), or r = 5 and c ≡ 0, 4 (mod 6), or r = 7
and c ≡ 0, 2 (mod 6), or r = 8 and c ≡ 0, 1 (mod 3), or r = 6, repeat the blocks of a
2-BSEC(r, c, 3, 2) three times (from Lemma 3.30). When r = 4 and c ≡ 1 (mod 3), or
r = 5 and c ≡ 2 (mod 6), or r = 7 and c ≡ 4 (mod 6), or r = 8 and c ≡ 2 (mod 3), the
conclusion follows from Lemmas 3.34, 3.35, 3.36 and 3.37, respectively. When r = 5, 7 and
c ≡ 1 (mod 2), repeat the blocks of a 2-BSEC(r, c, 3, 3) twice (from Lemma 3.33). For the
other cases, see Theorem 3.1(2). ✷
3.5 General λ
Theorem 3.39 Let r, c ≥ 3. There exists a 2-BSEC(r, c, 3, λ) if and only if λrc(rc −
5) ≡ 0 (mod 6), and λ(rc − 5) ≡ 0 (mod 2) except when (r, c) ∈ {(3, 4), (4, 3)}. No
2-BSEC(3, 4, 3, λ) exists for any λ.
Proof The necessity comes from Lemma 3.2. The nonexistence is from Lemma 3.3. When
λ ≡ 1, 5 (mod 6), rc ≡ 1 (mod 2) and rc(rc − 5) ≡ 0 (mod 6), repeat the blocks of a 2-
BSEC(r, c, 3, 1) λ times (from Theorem 3.1(1)). When λ ≡ 2, 4 (mod 6), rc ≡ 0, 2 (mod 3),
repeat the blocks of a 2-BSEC(r, c, 3, 2) λ/2 times (from Lemma 3.30). When λ ≡ 3 (mod 6),
rc ≡ 1 (mod 2), repeat the blocks of a 2-BSEC(r, c, 3, 3) λ/3 times (from Lemma 3.33).
When λ ≡ 0 (mod 6), r and c are positive integers, repeat the blocks of a 2-BSEC(r, c, 3, 6)
λ/6 times from Lemma 3.38. ✷
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4 2-BSAs with adjacency scheme “Island”
In this section we initial the study on 2-BSAs with adjacency scheme “Island”. For (x, y) ∈
Zr × Zc, the points (x− 1, y), (x+ 1, y), (x, y − 1), (x, y + 1), (x− 1, y − 1), (x− 1, y + 1),
(x + 1, y − 1) and (x + 1, y + 1) (reducing the arithmetics modulo r and c in the first and
second coordinates, respectively) are said to be strongly 2-contiguous to the point (x, y).
A two-dimensional balanced sampling plan avoiding strongly 2-contiguous units is a pair
(X,B), whereX = Zr×Zc and B is a collection of k-subsets ofX (called blocks) such that any
two strongly 2-contiguous points do not appear in any block while any two points that are
not strongly 2-contiguous appear in exactly λ blocks. It is denoted by a 2-BSA(r, c, k, λ; IS).
By counting the number of blocks and the number of blocks containing a given point
in a 2-BSA(r, c, k, λ; IS), a 2-BSA(r, c, k, λ; IS) exists only if λrc(rc − 9) ≡ 0 (mod 6), and
λ(rc− 9) ≡ 0 (mod 2).
The following result is straightforward.
Lemma 4.1 Suppose there exist k-subsets B1, B2, . . . , Bb of Zr × Zc such that
b⋃
i=1
∆Bi = λ · (Zr × Zc \ {(0, 0), (0,±1), (±1, 0), (±1,±1)}).
Then there exists a 2-BSA(r, c, k, λ; IS).
The subsets B1, B2, . . . , Bb of Zr×Zc in Lemma 4.1 are called base blocks of the 2-BSA.
Example 4.2 There is a 2-BSA(3, 9, 3, 1; IS). The three base blocks are {(0, 0), (0, 2), (1, 6)},
{(0, 0), (0, 3), (1, 5)} and {(0, 0), (0, 4), (1, 7)}.
In this paper we only establish the existence of a 2-BSA(3, c, 3, 1; IS) for odd integer
c and c ≥ 9. Completing the existence of a 2-BSA(r, c, 3, λ; IS) will rely heavily on more
careful work.
We shall use different strategy not like that in Lemma 4.1. We require all elements of a
2-BSA(3, c, 3, 1; IS) are defined on Z3c, and arranged as follows
0 1 2 · · · c− 1
c c+ 1 c+ 2 · · · 2c− 1
2c 2c+ 1 2c+ 2 · · · 3c− 1
It is required that every pair {x, y} of Z3c satisfying y − x ∈ ±{0, 1, c − 1, c, c + 1} do
not appear in any block. It is easy to see that it is consistent with the definition of a
2-BSA(3, c, 3, 1; IS). Thus if the set [2, (3c − 1)/2] \ {c− 1, c, c + 1} can be partitioned into
the triples {ai, bi, ci}, i ∈ [1, (c − 3)/2], such that ai + bi = ci or ai + bi + ci ≡ 0 (mod 3c),
then {j, ai+ j, ai+ bi+ j}, i ∈ [1, (c−3)/2], j ∈ Z3c, form all blocks of a 2-BSA(3, c, 3, 1; IS)
for odd integer c and c ≥ 9.
Example 4.3 We give another example of a 2-BSA(3, 9, 3, 1; IS). The set [2, 13]\{8, 9, 10}
can be partitioned into triples {2, 4, 6}, {5, 7, 12} and {3, 11, 13}. Then {j, 2 + j, 6 + j},
{j, 5 + j, 12 + j} and {j, 3 + j, 14 + j}, j ∈ Z27, form all blocks of a 2-BSA(3, 9, 3, 1; IS).
Theorem 4.4 There exists a 2-BSA(3, c, 3, 1; IS) for any odd integer c and c ≥ 9.
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Proof It suffices to partition the set [2, (3c− 1)/2] \ {c− 1, c, c+1} into triples {ai, bi, ci},
i ∈ [1, (c − 3)/2], such that ai + bi = ci or ai + bi + ci ≡ 0 (mod 3c). c = 9 comes from
Example 4.3.
• c = 11: {2, 4, 6}, {5, 9, 14}, {7, 8, 15}, {3, 13, 16}.
• c = 13: {2, 4, 6}, {3, 16, 19}, {5, 10, 15}, {7, 11, 18}, {8, 9, 17}.
• c = 15: {2, 10, 12}, {3, 18, 21}, {5, 6, 11}, {7, 13, 20}, {8, 9, 17}, {4, 19, 22}.
• c = 17:
{2, 8, 10}, {3, 9, 12}, {4, 19, 23}, {6, 14, 20}, {7, 15, 22}, {11, 13, 24},
{5, 21, 25}.
• c = 19:
{2, 10, 12}, {3, 24, 27}, {4, 9, 13}, {5, 23, 28}, {6, 16, 22}, {7, 14, 21},
{8, 17, 25}, {11, 15, 26}.
• c = 21:
{2, 13, 15}, {3, 26, 29}, {4, 12, 16}, {5, 25, 30}, {6, 11, 17}, {7, 24, 31},
{8, 19, 27}, {9, 14, 23}, {10, 18, 28}.
• c = 25:
{2, 6, 8}, {3, 20, 23}, {4, 14, 18}, {5, 30, 35}, {9, 27, 36}, {10, 22, 32},
{11, 17, 28}, {12, 21, 33}, {13, 16, 29}, {15, 19, 34}, {7, 31, 37}.
• c ≡ 1 (mod 8) and c ≥ 33:
{4 + 2i, (3c − 11)/4 − i, (3c + 5)/4 + i}, i ∈ [0, (c − 21)/4] \ {(c− 17)/8},
{5 + 2i, (5c − 5)/4 − i, (5c + 15)/4 + i}, i ∈ [0, (c − 17)/4] \ {(c− 33)/8},
{2, (5c + 3)/4, (5c + 11)/4}, {3, (c − 9)/2, (c − 3)/2},
{(c− 5)/2, (c − 1)/2, c − 3}, {(c+ 1)/2, (3c − 3)/4, (5c − 1)/4},
{(c+ 3)/2, (c − 13)/4, (3c − 7)/4}, {(3c + 1)/4, (5c − 5)/8, (11c − 3)/8},
{c+ 2, (c − 1)/4, (5c + 7)/4}, {c− 2, (7c − 7)/8, (9c + 23)/8}.
• c ≡ 3 (mod 8) and c ≥ 27:
{6 + 2i, (3c − 13)/4 − i, (3c + 11)/4 + i}, i ∈ [0, (c − 23)/4] \ {(c − 19)/8},
{5 + 2i, (5c − 7)/4 − i, (5c + 13)/4 + i}, i ∈ [0, (c − 19)/4] \ {(c − 27)/8},
{2, (3c − 9)/4, (3c − 1)/4}, {3, (3c − 5)/4, (3c + 7)/4},
{4, (c − 5)/2, (c + 3)/2}, {(c− 7)/4, (c + 5)/4, (c − 1)/2},
{(3c + 3)/4, (5c − 7)/8, (11c − 1)/8}, {(c− 7)/2, (5c + 5)/4, (5c + 9)/4},
{(c+ 1)/2, (5c − 3)/4, (5c + 1)/4}, {(7c + 3)/8, (9c + 13)/8, c − 2},
{(c− 3)/2, c + 2, (3c − 1)/2}.
• c ≡ 5 (mod 8) and c ≥ 29:
{4 + 2i, (3c − 11)/4 − i, (3c + 5)/4 + i}, i ∈ [0, (c − 17)/4] \ {(c − 29)/8},
{7 + 2i, (5c − 13)/4 − i, (5c + 15)/4 + i}, i ∈ [0, (c − 21)/4] \ {(c − 21)/8},
{2, 3, 5}, {(c− 3)/2, (3c − 3)/4, (5c − 9)/4},
{(c− 1)/2, (3c + 1)/4, (5c − 1)/4}, {(c+ 1)/2, (3c − 7)/4, (5c − 5)/4},
{(c− 13)/4, (5c + 11)/4, (3c − 1)/2}, {(c+ 7)/4, (7c − 19)/8, (9c − 5)/8},
{(c− 5)/2, (5c + 3)/4, (5c + 7)/4}, {(5c + 7)/8, (11c + 9)/8, c − 2}.
• c ≡ 7 (mod 8) and c ≥ 23:
{4 + 2i, (3c − 9)/4 − i, (3c + 7)/4 + i}, i ∈ [0, (c − 19)/4] \ {(c − 23)/8},
{7 + 2i, (5c − 11)/4 − i, (5c + 17)/4 + i}, i ∈ [0, (c − 19)/4] \ {(c − 23)/8},
{2, 3, 5}, {(c− 1)/2, (3c − 5)/4, (5c − 7)/4},
{(c+ 1)/2, (3c + 3)/4, (5c + 5)/4}, {(c− 7)/4, (c + 3)/2, (3c − 1)/4},
{(c+ 5)/4, (7c − 9)/8, (9c + 1)/8}, {(c− 7)/2, (5c + 1)/4, (5c + 13)/4},
{(c− 3)/2, (5c − 3)/4, (5c + 9)/4}, {(5c + 5)/8, (11c + 11)/8, c − 2}.
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5 Concluding remarks
This paper details the three kinds of two-dimensional balanced sampling plans proposed
by Wright (2008). A 2-BSA with adjacency scheme “Row and Column” is equivalent to
a modified group divisible design. 2-BSAs with adjacency scheme “Sharing a Border” can
be constructed via holey group divisible designs and incomplete group divisible designs.
However, it seems that the known recursive constructions can not work for 2-BSAs with
adjacency scheme “Island”, so exploring effective recursive constructions will be interesting
but more challenging.
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A Appendix
Here we give some direct constructions for small orders of 2-BSEC(r, c, 3, λ)s on Zr×Zc via
Lemma 3.4. Only base blocks are listed below. All other blocks are obtained by developing
these base blocks by (+1 mod r,+1 mod c).
(1) λ = 2 :
(r, c) = (7, 8) :
{00, 1i, 32i}, i ∈ {2, 3, 4};
{00, 1i, 32i+1}, i ∈ {5, 6, 7};
{00, 1i, 32i−1}, i ∈ {1, 2, 3, 4};
{00, 1i, 32i−2}, i ∈ {6, 7};
{00, 11, 30}, {00, 15, 32}, {00, 03, 21}, {00, 03, 31}, {00, 02, 06}.
(r, c) = (8, 10) :
{00, 1i, 32i−1}, i ∈ [1, 9] \ {5};
{00, 1i, 32i}, i ∈ [1, 9] \ {4};
{00, 02i+3, 45+i}, i ∈ {0, 1, 2};
{00, 02, 30}, {00, 15, 44}, {00, 14, 43}, {00, 20, 49}, {00, 24, 48}, {00, 02, 06}.
(2) λ = 3 :
(r, c) = (5, 5) :
{00, 02, 23}, {00, 02, 44}, {00, 02, 32}, {00, 20, 44}, {00, 21, 43}, {00, 22, 41},
{00, 20, 43}, {00, 41, 34}, {00, 42, 31}, {00, 41, 33}.
(r, c) = (7, 7) :
{00, l3, (2l)2}, l ∈ {2, 3, 4, 5, 6};
2{00, (3l)3, (6l)2}, l ∈ {1, 2, 3, 5, 6};
2{00, 30, 32}, 2{00, 03, 56}; {00, 20, 22}, {00, 03, 16}, {00, 20, 40}.
(3) λ = 6 :
(r, c) = (4, 4) :
{00, 02, 13}, {00, 02, 22}, {00, 02, 23}, {00, 11, 20}, {00, 11, 22}, 2{00, 11, 23},
{00, 12, 20}, 2{00, 12, 21}, {00, 13, 22}.
(r, c) = (4, 13) :
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3{00, 11, 212}, 3{00, 12, 211}, 3{00, 13, 210}, 3{00, 14, 29}, 3{00, 16, 23},
3{00, 18, 27}, 3{00, 11, 28}, 3{00, 12, 26}, 2{00, 13, 22}, 3{00, 15, 21},
3{00, 16, 24}, 2{00, 18, 25}, {00, 13, 20}, {00, 04, 112}, {00, 02, 22},
{00, 05, 25}, 2{00, 02, 05}, 2{00, 02, 06}, {00, 03, 08}, {00, 02, 07},
3{00, 03, 07}.
(r, c) = (4, 19) :
3{00, 11, 218}, 3{00, 12, 217}, 3{00, 13, 216}, 3{00, 14, 215}, 3{00, 15, 214},
3{00, 16, 213}, 3{00, 18, 23}, 3{00, 110, 27}, 3{00, 112, 211}, 3{00, 114, 212},
3{00, 112, 29}, 3{00, 19, 21}, 3{00, 13, 210}, 3{00, 110, 26}, 3{00, 11, 25},
3{00, 15, 24}, 2{00, 18, 22}, 2{00, 12, 28}, {00, 16, 20}, {00, 06, 18},
{00, 02, 22}, {00, 08, 28}, 3{00, 02, 07}, 4{00, 03, 09}, 2{00, 04, 08},
{00, 04, 09}, {00, 02, 04}, {00, 03, 011}, {00, 05, 012}, {00, 05, 011},
{00, 03, 010}.
(r, c) = (5, 8) :
6{00, 11, 24}, 5{00, 12, 27}, 5{00, 16, 25}, {00, 12, 26}, {00, 14, 20}, {00, 14, 21},
{00, 14, 22}, {00, 03, 17}, 4{00, 02, 22}, 2{00, 02, 23}, {00, 03, 23}, 2{00, 03, 26},
2{00, 03, 21}, {00, 04, 25}, {00, 04, 26}, {00, 04, 27}.
(r, c) = (8, 8) :
{00, 02, 04}, 3{00, 02, 05}, {00, 02, 36}, {00, 04, 36}, {00, 04, 37}, {00, 20, 44},
{00, 21, 42}, {00, 22, 47}, {00, 23, 40}, {00, 24, 46}, 2{00, 23, 41}, {00, 20, 47},
{00, 23, 42}, 3{00, 14, 30}, 3{00, 11, 31}, 3{00, 12, 33}, 3{00, 13, 35}, {00, 23, 46},
3{00, 15, 32}, 3{00, 16, 34}, 3{00, 17, 36}, {00, 11, 33}, {00, 12, 30}, {00, 13, 32},
{00, 14, 35}, {00, 15, 31}, {00, 16, 33}, {00, 17, 37}, {00, 11, 40}, {00, 12, 40},
{00, 12, 41}, {00, 13, 42}, {00, 13, 45}, {00, 14, 44}, {00, 14, 45}, {00, 11, 46},
{00, 15, 45}, {00, 16, 47}, {00, 15, 44}, {00, 16, 43}, 2{00, 17, 43}.
B Appendix
For c ∈ {9, 12, 15, 18, 21, 27}, we here explicitly construct a 2-BSEC(4, c, 3, 2) as follows.
Let B1 consist of 4c/3 blocks obtained from the c/3 blocks {(0, i), (0, c/3+i), (0, 2c/3+i)},
0 ≤ i ≤ c/3− 1, by (+1 mod 4,−). Let B2 consist of 4c(4c/3− 2) blocks obtained from the
following 4c/3 − 2 blocks by (+1 mod 4,+1 mod c).
• c = 9:
{00, 02, 07}, {00, 04, 17}, {00, 03, 28}, {00, 18, 27}, {00, 12, 20}, {00, 14, 21},
{00, 15, 22}, {00, 11, 24}, {00, 11, 26}, {00, 12, 26}.
• c = 12:
{00, 11+i, 23+2i}, i ∈ [0, 5],
{00, 03, 09}, {00, 07, 05}, {00, 02, 110}, {00, 08, 210}, {00, 11, 20}, {00, 17, 24},
{00, 18, 26}, {00, 19, 28}.
• c = 15:
{00, 11+i, 23+2i}, i ∈ [0, 12],
{00, 03, 010}, {00, 08, 04}, {00, 09, 06}, {00, 02, 11}, {00, 013, 214}.
• c = 18:
{00, 11+i, 23+2i}, i ∈ [0, 8],
{00, 11+i, 24+2i}, i ∈ [9, 14],
{00, 02, 011}, {00, 03, 013}, {00, 04, 016}, {00, 07, 015}, {00, 05, 116},
{00, 014, 216}, {00, 117, 20}.
• c = 21:
{00, 11+i, 23+2i}, i ∈ [0, 18],
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{00, 011, 08}, {00, 012, 06}, {00, 010, 05}, {00, 03, 017}, {00, 04, 013},
{00, 02, 11}, {00, 019, 220}.
• c = 27:
{00, 11+i, 23+2i}, i ∈ [0, 24],
{00, 03, 015}, {00, 04, 022}, {00, 05, 021}, {00, 06, 020}, {00, 07, 024},
{00, 08, 019}, {00, 010, 023}, {00, 02, 11}, {00, 025, 226}.
Then B1 ∪ B2 forms the required 2-BSEC(4, c, 3, 2).
C Appendix
• 2-BSEC(3, 6, 3, 2)
(1) 2{00, 02, 04}, 2{01, 03, 05}, {00, 03, 11}, {00, 03, 12}, {01, 04, 15}, {01, 04, 13}, {02, 05, 14},
{02, 05, 10}, by (+1 mod 3,−).
(2)
{00, 11, 23}, {00, 12, 24}, {00, 13, 21}, {00, 13, 24}, {00, 14, 25}, {00, 14, 21},
{00, 15, 22}, {00, 15, 23}, {01, 10, 25}, {01, 10, 24}, {01, 12, 23}, {01, 12, 25},
{01, 13, 24}, {01, 14, 22}, {01, 14, 20}, {01, 15, 22}, {02, 10, 23}, {02, 11, 25},
{02, 11, 24}, {02, 13, 25}, {02, 13, 20}, {02, 14, 21}, {02, 15, 21}, {02, 15, 24},
{03, 10, 25}, {03, 10, 24}, {03, 11, 22}, {03, 12, 25}, {03, 14, 20}, {03, 14, 22},
{03, 15, 21}, {03, 15, 20}, {04, 10, 22}, {04, 10, 23}, 2{04, 11, 20}, 2{04, 12, 21},
{04, 13, 25}, {04, 15, 23}, {05, 10, 21}, {05, 11, 22}, {05, 11, 24}, {05, 12, 20},
{05, 12, 23}, {05, 13, 22}, {05, 13, 20}, {05, 14, 23}.
• 2-BSEC(3, 8, 3, 2)
(1) {00, 02, 04}, {00, 12, 05}, {00, 22, 05}, by (+1 mod 3, +1 mod 8);
(2)
{00, 11, 25}, {20, 01, 15}, {10, 21, 02}, {00, 11, 22}, {20, 11, 02},
{00, 21, 14}, {10, 01, 24}, {20, 11, 04}, {00, 12, 24}, {00, 21, 13}, by (−,+1 mod 8).
• 2-BSEC(6, 6, 3, 2)
(1) {00, 02, 04}, {01, 03, 05}, by (+1 mod 6,−).
(2) {00, 02, 23}, {00, 03, 22}, {00, 13, 22}, {00, 14, 20}, {00, 11, 30}, {00, 12, 33}, {00, 13, 31},
{00, 14, 34}, {00, 15, 32}, {00, 11, 35}, by (+1 mod 6, +1 mod 6).
• 2-BSEC(6, 8, 3, 2)
(1) {00, 20, 40}, {10, 30, 50}, by (−,+1 mod 8).
(2) {00, 20, 03}, {00, 31, 24}, {00, 21, 14}, {00, 02, 54}, {00, 22, 44}, {00, 30, 34}, by (+1
mod 6,+1 mod 8).
(3) {00, i1, (2i−1)3}, i ∈ [1, 5]\{3}; {00, i1, 2i3}, i ∈ [1, 5]\{2}, by (+1 mod 6,+1 mod 8).
• 2-BSEC(6, c, 3, 2) for c ∈ {4, 13, 16, 19}.
Let A consist of 2c blocks obtained by developing the following blocks by (−,+1 mod c):
{00, 20, 40} and {10, 30, 50}. Let B consist of 36c blocks obtained from the following blocks
by (+1 mod 6,+1 mod c)
{00, 21, 52}, {00, 11, 42}, {00, 41, 22}, {00, 21, 12}, {00, 40, 51}, {00, 30, 32}.
By Lemma 3.26, when c = 13, [2, 10] (when c = 19, [3, 17]) can be partitioned into triples
{ai, bi, ci}, such that ai + bi = ci, i ∈ [1, (c − 4)/3]. When c = 16, [3, 14] can be partitioned
into the triples {ai, bi, ci}, such that ai + bi ≡ ci (mod 16), i ∈ [1, 4], which are {3, 5, 8},
{4, 7, 11}, {14, 12, 10} and {13, 9, 6}. For 1 ≤ i ≤ (c − 4)/3 and j ∈ Zc, let Ti(j) =
{j, ai + j, ci + j}, reducing the sums modulo c. Let T = {Ti(j) : 1 ≤ i ≤ (c− 4)/3, j ∈ Zc}.
For each triple T ∈ T , construct a (3, 1)-GDD of type 63 on the set Z6 × T with group set
{Z6 × {l} : l ∈ T}. Denote by AT the set of its blocks. Let C =
⋃
T∈T AT . Then A∪ B ∪ C
forms a 2-BSEC(6, c, 3, 2). Note that C = ∅ if c = 4.
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• 2-BSEC(6, 7, 3, 2).
Let A consist of 14 blocks obtained by developing the following blocks by (−,+1 mod 7):
{00, 20, 40}, {10, 30, 50}. Let B consist of 294 blocks obtained by developing the following
blocks by (+1 mod 6,+1 mod 7):
{00, 20, 44}, {00, 30, 41}, {00, 51, 54}, {00, 21, 52}, {00, 02, 34}, {00, 02, 14},
{00, 22, 04}.
Let T = {{j, 1 + j, 3 + j} : j ∈ Z7}, reducing the sums modulo 7. For each triple T ∈ T ,
construct a (3, 1)-MGDD of type 63 on the set Z6×T with group set {Z6×{l} : l ∈ T} and
hole set {{l} × T : l ∈ Z6}. Denote by AT the set of its blocks. Let C =
⋃
T∈T AT . Then
A ∪ B ∪ C forms a 2-BSEC(6, 7, 3, 2).
• 2-BSEC(6, 10, 3, 2)
Let T = {{j, 2 + j, 5 + j} : j ∈ Z10}, reducing the sums modulo 10. For each triple
T ∈ T , construct a (3, 1)-GDD of type 63 on the set Z6×T with group set {Z6×{l} : l ∈ T}.
Denote by AT the set of its blocks. Let B1 =
⋃
T∈T AT .
Let T ′ = {{j, 1 + j, 4 + j} : j ∈ Z10}, reducing the sums modulo 10. For each triple T ∈
T ′, construct a (3, 1)-MGDD of type 63 on the set Z6×T with group set {Z6×{l} : l ∈ T}
and hole set {{l} × T : l ∈ Z6}. Denote by A
′
T the set of its blocks. Let B2 =
⋃
T∈T ′ A
′
T .
B3 consists of 20 blocks obtained by developing the following blocks by (−,+1 mod 10):
{00, 20, 40}, {10, 30, 50}. B4 consists of 420 blocks obtained by developing the blocks by
(+1 mod 6, +1 mod 10).
{00, 20, 24}, {00, 21, 02}, {00, 12, 44}, {00, 51, 54}, {00, 30, 34}, {00, 11, 42},
{00, 22, 14}.
Then
⋃4
i=1 Bi forms a 2-BSEC(6, 10, 3, 2).
• 2-BSEC(26, 10, 3, 2)
Let T = {{j, 5 + j, 19 + j}, {j, 6 + j, 17 + j}, {j, 7 + j, 15 + j}, {j, 8 + j, 21 + j}, {j, 9 +
j, 12+ j}, {j, 10+ j, 16+ j} : j ∈ Z26}, reducing the sums modulo 26. For each triple T ∈ T ,
construct a (3, 1)-GDD of type 103 on the set T × Z10 with group set {{l} × Z10 : l ∈ T}.
Denote by AT the set of its blocks. Let B1 =
⋃
T∈T AT . B2 consists of 25 × 260 blocks
which can be obtained by developing the following 25 blocks by (+1 mod 26,+1 mod 10):
{00, 1i, 42i−1}, i ∈ [3, 8];
{00, 2i, 42i}, i ∈ [2, 9];
{00, 02i+3, 17+i}, i = 1, 2;
{00, 15, 21}, {00, 14, 21}, {00, 02, 43}, {00, 11, 49}, {00, 12, 42}, {00, 03, 40},
{00, 19, 39}, {00, 11, 31}, {00, 02, 06}.
Then B1 ∪ B2 forms a 2-BSEC(26, 10, 3, 2).
• 2-BSEC(7, 13, 3, 3)
Let T = {{j, 2 + j, 5 + j}, {j, 3 + j, 7 + j}, {j, 2 + j, 7 + j} : j ∈ Z13}, reducing the sums
modulo 13. For each triple T ∈ T , construct a (3, 1)-GDD of type 73 on the set Z7 × T
with group set {Z7 × {l} : l ∈ T}. Denote by AT the set of its blocks. Let B1 =
⋃
T∈T AT .
B2 consists of 91 × 22 blocks which can be obtained by developing the following 22 blocks
by (+1 mod 7,+1 mod 13):
{00, 20, 40}, 2{00, 30, 41}, {00, 20, 52}, {00, 21, 63}, {00, 11, 66}, {00, 41, 06},
{00, 51, 26}, {00, 02, 16}, {00, 12, 36}, {00, 22, 56}, {00, 62, 46}, {00, 21, 65},
{00, 31, 25}, {00, 61, 05}, {00, 61, 15}, {00, 21, 04}, {00, 31, 44}, {00, 31, 64},
{00, 51, 54}, {00, 51, 04}, {00, 61, 34}.
Then B1 ∪ B2 forms a 2-BSEC(7, 13, 3, 3).
• 2-BSEC(8, 11, 3, 6)
Let T = {{j, 3 + j, 6 + j}, {j, 3 + j, 7 + j}, {j, 2 + j, 6 + j} : j ∈ Z11}, reducing the sums
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modulo 11. For each triple T ∈ T , construct a (3, 1)-GDD of type 83 on the set Z8 × T
with group set {Z8 × {l} : l ∈ T}. Denote by AT the set of its blocks. Let B1 =
⋃
T∈T AT .
B2 consists of 88 × 35 blocks which can be obtained by developing the following 35 blocks
by (+1 mod 8,+1 mod 11):
{00, 20, 71}, {00, 20, 22}, 2{00, 20, 32}, {00, 30, 62}, {00, 30, 72}, {00, 40, 52},
{00, 20, 25}, {00, 20, 05}, {00, 30, 75}, {00, 30, 65}, {00, 30, 55}, {00, 30, 45},
{00, 40, 55}, {00, 40, 75}, {00, 11, 32}, {00, 21, 52}, {00, 31, 72}, {00, 61, 52},
{00, 71, 02}, {00, 11, 22}, {00, 21, 42}, {00, 31, 62}, {00, 41, 02}, {00, 51, 22},
{00, 61, 42}, {00, 71, 62}, {00, 11, 72}, {00, 21, 72}, {00, 21, 62}, {00, 11, 52},
{00, 51, 42}, {00, 31, 12}, {00, 31, 02}, {00, 41, 22}.
Then (2 · B1) ∪ B2 forms a 2-BSEC(8, 11, 3, 6).
D Appendix
We here construct a 2-BSEC(r, c, 3, 2) for each r ∈ {11, 14, 17, 20} and c ∈ {6, 10}.
When c = 6, let A consist of 2r blocks obtained by developing the following 2 blocks
by (+1 mod r,−): {00, 02, 04} and {01, 03, 05}. When c = 10, let A consist of 10r blocks
obtained by developing the following block by (+1 mod r, +1 mod 10): {00, 02, 06}.
• r = 11
Let T1 = {{j, 1 + j, 4 + j}, {j, 2 + j, 5 + j} : j ∈ Z11}, reducing the sums modulo 11. For
each triple T ∈ T1, construct a (3, 1)-HGDD of type (3, 2
c/2) on the set T × Zc with group
set {{l} ×Zc : l ∈ T} and hole set {T ×{l, c/2 + l} : 0 ≤ l < c/2}. Denote by AT the set of
its blocks. Let B1 =
⋃
T∈T1
AT .
Let T2 = {{j, 2 + j, 6 + j} : j ∈ Z11}, reducing the sums modulo 11. For each triple
T ∈ T2, construct a (3, 1)-MGDD of type c
3 on the set T×Zc with group set {{l}×Zc : l ∈ T}
and hole set {T × {l} : l ∈ Zc}. Denote by AT the set of its blocks. Let B2 =
⋃
T∈T2
AT .
Let B3 consist of 44c blocks obtained by developing the following blocks by (+1 mod 11,
+1 mod c):
{00, 5c/2, 10c/2}, {00, 50, 8c/2}, {00, 40, 80}, {00, 1c/2, 4c/2}.
When c = 6, let B4 consist of 198 blocks obtained by developing the following blocks by
(+1 mod 11, +1 mod 6):
{00, 11, 20}, {00, 02, 14}, {00, 03, 23}.
When c = 10, let B4 consist of 550 blocks obtained by developing the following blocks by
(+1 mod 11, +1 mod 10):
{00, 02, 07}, {00, 03, 14}, {00, 19, 25}, {00, 13, 20}, {00, 12, 20}.
Then A∪ (
⋃4
i=1 Bi) forms a 2-BSEC(11, c, 3, 2).
• r = 14
Let T1 = {{j, 1 + j, 6 + j}, {j, 2 + j, 4 + j} : j ∈ Z14}, reducing the sums modulo 14. For
each triple T ∈ T1, construct a (3, 1)-HGDD of type (3, 2
c/2) on the set T × Zc with group
set {{l} ×Zc : l ∈ T} and hole set {T ×{l, c/2 + l} : 0 ≤ l < c/2}. Denote by AT the set of
its blocks. Let B1 =
⋃
T∈T1
AT .
Let T2 = {{j, 3 + j, 7 + j}, {j, 3 + j, 8 + j} : j ∈ Z14}, reducing the sums modulo 14.
For each triple T ∈ T2, construct a (3, 1)-GDD of type c
3 on the set T × Zc with group set
{{l} × Zc : l ∈ T}. Denote by AT the set of its blocks. Let B2 =
⋃
T∈T2
AT .
Let B3 consist of 42c blocks obtained by developing the following blocks by (+1 mod 14,
+1 mod c):
{00, 1c/2, 50}, {00, 1c/2, 60}, {00, 2c/2, 6c/2}.
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When c = 6, let B4 consist of 252 blocks obtained by developing the following blocks by
(+1 mod 14, +1 mod 6):
{00, 11, 20}, {00, 02, 14}, {00, 03, 23}.
When c = 10, let B4 consist of 700 blocks obtained by developing the following blocks by
(+1 mod 14, +1 mod 10):
{00, 03, 1c/2−1}, {00, 1c−1, 2c/2}, {00, 1c/2−2, 20}, {00, 1c/2−3, 20}, {00, 02, 07}.
Then A∪ (
⋃4
i=1 Bi) forms a 2-BSEC(14, c, 3, 2).
• r = 17
Let T1 = {{j, 1 + j, 3 + j}, {j, 2 + j, 7 + j} : j ∈ Z17}, reducing the sums modulo 17. For
each triple T ∈ T1, construct a (3, 1)-HGDD of type (3, 2
c/2) on the set T × Zc with group
set {{l} ×Zc : l ∈ T} and hole set {T ×{l, c/2 + l} : 0 ≤ l < c/2}. Denote by AT the set of
its blocks. Let B1 =
⋃
T∈T1
AT .
Let T2 = {{j, 4 + j, 9 + j}, {j, 3 + j, 9 + j} : j ∈ Z17}, reducing the sums modulo 17. For
each triple T ∈ T2, construct a (3, 1)-MGDD of type c
3 on the set T × Zc with group set
{{l} × Zc : l ∈ T} and hole set {T × {l} : l ∈ Zc}. Denote by AT the set of its blocks. Let
B2 =
⋃
T∈T2
AT .
Let T3 = {{j, 4 + j, 10 + j} : j ∈ Z17}, reducing the sums modulo 17. For each triple
T ∈ T3, construct a (3, 1)-GDD of type c
3 on the set T×Zc with group set {{l}×Zc : l ∈ T}.
Denote by AT the set of its blocks. Let B3 =
⋃
T∈T3
AT .
Let B4 consist of 85c blocks obtained by developing the following blocks by (+1 mod 17,
+1 mod c):
{00, 1c/2, 80}, {00, 1c/2, 60}, {00, 30, 70}, {00, 2c/2, 50}, {00, 30, 80}.
When c = 6, let B5 consist of 306 blocks obtained by developing the following blocks by
(+1 mod 17, +1 mod 6):
{00, 11, 20}, {00, 02, 14}, {00, 03, 23}.
When c = 10, let B5 consist of 850 blocks obtained by developing the following blocks by
(+1 mod 17, +1 mod 10):
{00, 03, 14}, {00, 19, 25}, {00, 13, 20}, {00, 12, 20}, {00, 02, 07}.
Then A∪ (
⋃5
i=1 Bi) forms a 2-BSEC(17, c, 3, 2).
• r = 20
Let T1 = {{j, 1+ j, 2+ j}, {j, 5+ j, 12+ j} : j ∈ Z20}, reducing the sums modulo 20. For
each triple T ∈ T1, construct a (3, 1)-HGDD of type (3, 2
c/2) on the set T × Zc with group
set {{l} ×Zc : l ∈ T} and hole set {T ×{l, c/2 + l} : 0 ≤ l < c/2}. Denote by AT the set of
its blocks. Let B1 =
⋃
T∈T1
AT .
Let T2 = {{j, 2 + j, 10 + j}, {j, 3 + j, 6 + j} : j ∈ Z20}, reducing the sums modulo 20.
For each triple T ∈ T2, construct a (3, 1)-MGDD of type c
3 on the set T × Zc with group
set {{l} × Zc : l ∈ T} and hole set {T × {l} : l ∈ Zc}. Denote by AT the set of its blocks.
Let B2 =
⋃
T∈T2
AT .
Let T3 = {{j, 4 + j, 11 + j}, {j, 5 + j, 11 + j} : j ∈ Z20}, reducing the sums modulo 20.
For each triple T ∈ T3, construct a (3, 1)-GDD of type c
3 on the set T × Zc with group set
{{l} × Zc : l ∈ T}. Denote by AT the set of its blocks. Let B3 =
⋃
T∈T3
AT .
Let B4 consist of 100c blocks obtained by developing the following blocks by (+1 mod 20,
+1 mod c):
{00, 1c/2, 20}, {00, 20, 50}, {00, 40, 100}, {00, 2c/2, 70}, {00, 30, 7c/2}.
When c = 6, let B5 consist of 360 blocks obtained by developing the following blocks by
(+1 mod 20, +1 mod 6):
{00, 04, 45}, {00, 03, 83}, {00, 42, 80}.
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When c = 10, let B5 consist of 1000 blocks obtained by developing the following blocks by
(+1 mod 20, +1 mod 10):
{00, 03, 4c/2−1}, {00, 4c−1, 8c/2}, {00, 4c/2−2, 80}, {00, 4c/2−3, 80}, {00, 02, 07}.
Then A∪ (
⋃5
i=1 Bi) forms a 2-BSEC(20, c, 3, 2).
E Appendix
We here construct a 2-BSEC(r, c, 3, 2) for (r, c) ∈ {(3, 10), (3, 14), (3, 16), (3, 20), (3, 22), (5, 6),
(5, 10)}. We found them by computer search. Conveniently, all elements of the required
2-BSEC(r, c, 3, 2) are defined on Zrc, and arranged as follows
0 r 2r · · · (c− 1)r
1 r + 1 2r + 1 · · · (c− 1)r + 1
...
...
...
...
...
r − 1 2r − 1 3r − 1 · · · rc− 1
It is required that every pair of consecutive points in each row and each column do not
appear in any block. Let α be a permutation on Zrc and G be the group generated by α
(or let α and β be two permutations on Zrc and G be the group generated by α and β).
Only initial blocks are listed below. All other blocks are obtained by developing these initial
blocks under the action of G.
• (r, c) = (3, 10)
α = (0 6 12 18 24)(1 7 13 19 25) · · · (5 11 17 23 29)
{0, 20, 25} {0, 21, 26} {0, 22, 26} {1, 3, 8} {1, 5, 9} {1, 7, 13}
{1, 8, 14} {1, 9, 15} {1, 10, 15} {1, 10, 19} {1, 11, 20} {1, 11, 20}
{1, 14, 21} {1, 16, 22} {1, 16, 23} {1, 17, 21} {1, 17, 23} {2, 8, 17}
{2, 9, 16} {2, 10, 17} {2, 10, 20} {2, 11, 16} {2, 15, 21} {2, 15, 22}
{3, 11, 21} {3, 11, 7} {0, 4, 6} {0, 4, 6} {0, 5, 7} {0, 5, 15}
{0, 7, 18} {0, 8, 9} {0, 8, 20} {0, 9, 23} {0, 10, 14} {0, 10, 21}
{0, 11, 22} {0, 11, 23} {0, 12, 25} {0, 13, 15} {0, 14, 16} {0, 16, 29}
{0, 17, 19} {0, 17, 29} {1, 26, 27} {2, 4, 21} {3, 15, 28} {3, 17, 22}
{4, 10, 22} {4, 17, 23}
• (r, c) = (3, 14)
α = (0 6 12 18 24 30 36)(1 7 13 19 25 31 37) · · · (5 11 17 23 29 35 41)
{2, 14, 26} {2, 15, 23} {2, 15, 26} {2, 16, 27} {2, 16, 28} {2, 17, 27}
{2, 17, 29} {2, 21, 28} {2, 21, 29} {2, 22, 33} {2, 23, 35} {3, 15, 27}
{3, 16, 18} {0, 4, 6} {0, 4, 8} {0, 5, 6} {0, 5, 7} {0, 7, 9}
{0, 8, 9} {0, 10, 14} {0, 10, 15} {0, 11, 12} {0, 11, 13} {0, 12, 25}
{0, 14, 15} {0, 16, 24} {0, 16, 28} {0, 17, 34} {0, 17, 35} {0, 18, 37}
{0, 19, 21} {0, 20, 22} {0, 20, 22} {0, 21, 35} {0, 23, 28} {0, 23, 29}
{0, 25, 29} {0, 26, 31} {0, 26, 32} {0, 27, 31} {0, 32, 37} {3, 16, 29}
{3, 17, 21} {3, 22, 28} {3, 22, 40} {3, 23, 7} {0, 33, 38} {0, 33, 38}
{1, 5, 9} {1, 7, 13} {1, 8, 14} {1, 8, 15} {1, 9, 15} {1, 10, 16}
{1, 10, 17} {1, 11, 25} {1, 11, 27} {1, 13, 34} {1, 14, 25} {1, 16, 35}
{1, 20, 28} {1, 20, 29} {1, 21, 27} {1, 21, 28} {1, 22, 32} {1, 23, 33}
{1, 23, 34} {1, 26, 33} {1, 26, 35} {2, 10, 34} {2, 22, 35} {3, 23, 28}
{4, 11, 35} {4, 23, 29}
• (r, c) = (3, 16)
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α = (0 6 12 · · · 42)(1 7 13 · · · 43) · · · (5 11 17 · · · 47)
{0, 4, 24} {0, 4, 28} {1, 5, 25} {1, 5, 29} {2, 3, 26} {2, 3, 27}
{0, 35, 42} {0, 5, 36} {0, 5, 47} {0, 6, 18} {0, 7, 29} {0, 7, 33}
{0, 8, 43} {0, 8, 18} {0, 9, 29} {0, 9, 26} {0, 10, 20} {0, 10, 39}
{0, 11, 13} {0, 11, 40} {0, 13, 15} {0, 14, 47} {0, 14, 46} {0, 15, 46}
{0, 16, 39} {0, 16, 25} {0, 17, 25} {0, 19, 31} {0, 19, 41} {0, 20, 22}
{0, 21, 32} {0, 21, 26} {0, 22, 37} {0, 23, 35} {0, 23, 37} {0, 27, 33}
{0, 27, 31} {0, 32, 34} {0, 34, 43} {0, 38, 44} {0, 40, 44} {1, 3, 7}
{1, 7, 15} {1, 8, 20} {1, 8, 21} {1, 9, 15} {1, 10, 31} {1, 10, 37}
{1, 11, 22} {1, 11, 38} {1, 14, 26} {1, 16, 31} {1, 16, 32} {1, 17, 38}
{1, 17, 47} {1, 20, 39} {1, 21, 26} {1, 27, 44} {1, 28, 32} {1, 33, 41}
{1, 33, 44} {1, 35, 39} {2, 8, 15} {2, 9, 16} {2, 10, 16} {2, 10, 17}
{2, 11, 17} {2, 11, 20} {2, 20, 40} {2, 21, 28} {2, 22, 29} {2, 23, 35}
{2, 28, 41} {3, 11, 15} {3, 15, 28} {3, 16, 21} {3, 17, 33} {3, 17, 34}
{3, 22, 41} {3, 23, 41} {3, 29, 40} {3, 29, 46} {3, 35, 40} {4, 10, 22}
{4, 16, 29} {4, 22, 47}
• (r, c) = (3, 20)
α = (0 6 12 · · · 54)(1 7 13 · · · 55) · · · (5 11 17 · · · 59)
{0, 4, 30} {0, 4, 34} {1, 5, 31} {1, 5, 35} {2, 3, 32} {2, 3, 33}
{0, 35, 42} {0, 5, 48} {0, 5, 41} {0, 6, 31} {0, 6, 19} {0, 7, 19}
{0, 7, 23} {0, 8, 45} {0, 8, 28} {0, 9, 56} {0, 9, 28} {0, 10, 37}
{0, 10, 52} {0, 11, 25} {0, 11, 12} {0, 13, 35} {0, 14, 53} {0, 14, 23}
{0, 15, 22} {0, 15, 58} {0, 16, 39} {0, 16, 36} {0, 17, 49} {0, 18, 55}
{0, 20, 49} {0, 20, 56} {0, 21, 55} {0, 21, 52} {0, 22, 24} {0, 26, 38}
{0, 26, 38} {0, 27, 45} {0, 27, 32} {0, 29, 50} {0, 29, 46} {0, 31, 50}
{0, 32, 39} {0, 33, 43} {0, 33, 40} {0, 41, 43} {0, 44, 51} {0, 44, 46}
{0, 47, 59} {0, 47, 51} {1, 3, 11} {1, 3, 26} {1, 7, 38} {1, 7, 15}
{1, 8, 25} {1, 8, 22} {1, 9, 14} {1, 10, 37} {1, 10, 26} {1, 11, 19}
{1, 13, 51} {1, 14, 33} {1, 15, 57} {1, 16, 22} {1, 16, 39} {1, 17, 19}
{1, 20, 41} {1, 21, 38} {1, 21, 29} {1, 23, 56} {1, 27, 40} {1, 28, 46}
{1, 28, 52} {1, 33, 52} {1, 40, 53} {1, 41, 47} {1, 44, 50} {1, 45, 56}
{1, 45, 57} {1, 46, 50} {2, 4, 38} {2, 8, 40} {2, 10, 15} {2, 10, 16}
{2, 11, 17} {2, 17, 21} {2, 20, 40} {2, 20, 45} {2, 23, 28} {2, 27, 47}
{2, 29, 51} {2, 34, 53} {2, 35, 52} {2, 35, 53} {2, 46, 58} {2, 47, 52}
{3, 9, 15} {3, 16, 23} {3, 17, 27} {3, 17, 27} {3, 28, 47} {3, 28, 52}
{3, 29, 52} {3, 29, 58} {3, 34, 41} {3, 35, 46} {3, 35, 47} {4, 16, 41}
{4, 17, 35} {4, 29, 53}
• (r, c) = (3, 22)
α = (0 6 12 · · · 60)(1 7 13 · · · 61) · · · (5 11 17 · · · 65)
{0, 35, 41} {0, 37, 43} {0, 39, 44} {0, 39, 44} {0, 40, 46} {0, 45, 52}
{0, 45, 56} {0, 46, 53} {0, 47, 58} {0, 47, 58} {0, 50, 55} {0, 50, 57}
{2, 15, 28} {2, 16, 32} {2, 16, 33} {2, 17, 33} {2, 17, 34} {2, 20, 39}
{2, 21, 35} {2, 22, 40} {2, 22, 40} {2, 23, 39} {2, 26, 13} {1, 9, 15}
{1, 10, 19} {1, 10, 20} {1, 11, 20} {1, 11, 21} {1, 13, 29} {1, 15, 22}
{1, 16, 26} {1, 16, 32} {1, 17, 32} {1, 19, 43} {1, 21, 38} {1, 22, 33}
{1, 23, 31} {1, 23, 35} {1, 26, 37} {1, 27, 45} {1, 27, 50} {1, 29, 46}
{1, 33, 47} {1, 34, 46} {1, 34, 57} {0, 4, 6} {0, 4, 8} {0, 5, 7}
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{0, 5, 60} {0, 7, 9} {0, 8, 9} {0, 10, 12} {0, 10, 54} {0, 11, 13}
{0, 13, 17} {0, 14, 15} {0, 14, 65} {0, 15, 19} {2, 35, 47} {2, 41, 48}
{0, 18, 36} {0, 19, 23} {0, 20, 22} {0, 26, 51} {0, 51, 59} {0, 23, 52}
{0, 24, 49} {0, 24, 49} {0, 26, 30} {0, 28, 57} {0, 53, 61} {0, 55, 62}
{0, 56, 61} {1, 9, 41} {1, 13, 63} {1, 14, 44} {1, 44, 52} {1, 45, 58}
{2, 8, 26} {2, 10, 14} {2, 11, 56} {2, 15, 41} {2, 46, 59} {3, 9, 33}
{0, 28, 43} {0, 29, 33} {0, 29, 33} {0, 31, 37} {0, 31, 38} {3, 11, 34}
{3, 15, 35} {3, 15, 41} {3, 22, 47} {0, 16, 21} {0, 16, 27} {0, 17, 35}
{0, 21, 41} {0, 27, 65} {0, 32, 34} {0, 32, 38} {0, 34, 40} {1, 3, 40}
{1, 28, 51} {1, 28, 53} {1, 35, 41} {1, 38, 47} {1, 39, 50} {1, 39, 57}
{1, 40, 53} {2, 9, 45} {2, 27, 46} {2, 28, 47} {2, 29, 34} {2, 29, 51}
{3, 27, 52} {3, 28, 59} {3, 34, 64} {4, 11, 41} {4, 16, 40} {4, 23, 46}
{4, 35, 65} {5, 23, 47}
• (r, c) = (5, 6)
α = (0 1 2 3 4)(5 6 7 8 9) · · · (25 26 27 28 29)
{0, 2, 12} {0, 2, 6} {0, 6, 19} {0, 7, 19} {0, 7, 23} {0, 8, 15}
{0, 8, 28} {0, 9, 10} {0, 11, 26} {0, 11, 28} {0, 12, 22} {0, 13, 26}
{0, 13, 23} {0, 14, 22} {0, 14, 27} {0, 15, 18} {0, 16, 20} {0, 16, 24}
{0, 17, 20} {0, 17, 27} {0, 18, 29} {0, 21, 24} {0, 21, 29} {5, 7, 15}
{5, 7, 22} {5, 11, 24} {5, 12, 29} {5, 12, 14} {5, 13, 15} {5, 13, 16}
{5, 14, 16} {5, 19, 20} {5, 19, 21} {5, 22, 26} {5, 23, 27} {5, 23, 29}
{5, 24, 27} {5, 25, 28} {5, 26, 28} {10, 12, 21} {10, 16, 22} {10, 16, 25}
{10, 18, 26} {10, 19, 26} {10, 19, 29} {10, 21, 24} {10, 22, 29} {15, 17, 29}
{15, 22, 28} {15, 24, 26}
• (r, c) = (5, 10)
α = (0 1 2 3 4)(5 6 7 8 9) · · · (45 46 47 48 49)
β = (0 10 20 30 40)(5 15 25 35 45) · · · (4 14 24 34 44)(9 19 29 39 49)
{0, 2, 42} {0, 2, 18} {0, 6, 35} {0, 6, 20} {0, 7, 25} {0, 7, 29}
{0, 8, 15} {0, 8, 46} {0, 9, 32} {0, 9, 28} {0, 10, 42} {0, 11, 46}
{0, 11, 28} {0, 12, 37} {0, 12, 33} {0, 14, 47} {0, 14, 48} {0, 15, 22}
{0, 16, 39} {0, 17, 36} {0, 18, 24} {0, 19, 31} {0, 19, 20} {0, 21, 47}
{0, 26, 37} {0, 27, 29} {5, 7, 18} {5, 15, 45} {5, 18, 46} {5, 19, 39}
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