The analysis of data taken during the C7 VIRGO commissioning run showed strong deviations from Gaussian noise. In this work, we explore a family of distributions, derived from the hypothesis that heavy tails are an effect of a particular kind of nonstationarity, heterocedasticity (i.e. nonuniform variance), that appear to fit VIRGO noise better than a model based on the assumption of Gaussian noise. To estimate the parameters of the noise process (including the heterogeneous variance) we derived an expectation-maximization algorithm. We show the consequences of non-Gaussianity on the fitting of autoregressive filters and on the derivation of test statistics for matched filter operation. Finally, we apply the new noise model to the fitting of an autoregressive filter for whitening of data.
Introduction
During the analysis of VIRGO data, one of the procedures applied to data before the detection algorithms is the whitening filter [1] . The filter currently used is based on an autoregressive (AR) parametrization for the noise process and the residuals of the AR fit are called the whitened data. If the noise were Gaussian, then also the residual (i.e. the whitened data) should be Gaussian. What is observed in VIRGO commissioning run C7 data, instead, is that the distributions of residuals are not Gaussian and show, in most cases, large tails and high peaks, that could be due to non-stationary noise. It appears that Student-like distributions better fit the data.
It is well known that if data are extracted from two or more different Gaussian distributions with different variances, the resulting sum process shows heavy tails, and can be used for outlier modelling. Since the causes of the deviations from the Gaussian distribution are not known, a more general mechanism must be investigated. This work aims at generalizing the case of a known number of variances to an indeterminate number, which can be modelled by a generalized Student-t distribution.
The Gaussian model
Autoregressive modelling of the h-reconstructed data stream 13 shows that the whitened data are not Gaussian-distributed, as expected if the detector noise were Gaussian, which is the hypothesis underlying the whitening procedures applied in VIRGO. Strong deviations from Gaussianity can be observed in normal probability plots, with very fat tails and leptokurticity (lower kurtosis with respect to Gaussian) accounting for most of the deviation.
Let us consider an AR(M) model: where n (θ ) is a random variable characterized by a parameter vector θ and a k are the AR coefficients. The common assumption in the application of whitening algorithms is that is a normal distributed random variable:
In figure 1 we show the probability plot of VIRGO C7 calibrated data whitened with the Burg algorithms [2] . This plot points out the non-Gaussianity of the data.
The application of fits based on the Gaussianity of data to non-Gaussian data is clearly sub-optimal and the methods based on linear predictors result biased. In the following we find that the assumption that data come from several Gaussian distributions with different variances (heterocedasticity), results in a distribution of the extracted data capable of reproducing the observed non-Gaussian tails and higher peaks.
A normal/independent model
Let us consider the family of normal/independent (N/I) random variates [3] :
where U is a random variable with nonnegative support. The above equation expresses Y as a conditionally Gaussian process, whose variance changes locally. Every draw from the random variable Y implies a draw from the random variable U, so that with every observation drawn from Y we may associate a different variance. Note that to allow regression modelling, the mean µ is dependent on the parameter vector θ . The density of the conditionally Gaussian process will be denoted by p(y|u).
Since the variance of Y depends on a random variable U, fitting observations from Y would require estimation in an infinite-dimensional space. Such problems are generally ill-posed and quite complex. A viable alternative is to fix a parametrized distribution for U, p(u), and evaluate the joint distribution of y and u:
To get the unconditional density of y, we must marginalize with respect to u:
The resulting unconditional density will no longer be Gaussian. Equation (4) clearly shows that Y can be represented as a hidden mixture of Gaussian processes, i.e. Y results from the superposition of a very large (formally infinite) number of Gaussian processes with the same mean and different variances.
To choose a suitable parametric form for U, we should take into account some practical requirements:
• it should have as few parameters as possible;
• the integral in equation (4) should be tractable;
• the expression for p(y) should be a generalization of a Gaussian density, so that the same model could be used also for strictly Gaussian observations.
Clearly, any choice which meets the above requirements but does not correctly fit observations, can be discarded ex post. One possible candidate is given by the chi-square distribution:
where the parameter ν is usually called degrees of freedom, although in our setting it can be any real positive number. It can be shown that integration of equation (4) gives:
which is called a t (µ(θ), σ 2 , ν) (or Student) density, (ν) being the Euler gamma function of parameter ν.
Furthermore, we have
Numerically, the two distributions can be practically considered equal when ν 150. The mean and variance of Y are, respectively,
It is worth mentioning that the more common -contamination modelling approach of summing two Gaussian random variates with weights and 1 − is a particular case of equation (4), when the measure of U is atomic, and the distribution collapses to two point masses. Such a model, while formally simpler, may not be flexible enough.
As we shall see, the use of the distribution of equation (6) to build an autoregressive filter to whiten the data, is not trivial and computationally very expensive. Work is in progress to find a less expensive fitting algorithm.
Implications of t-distributed noise
In the following we shall examine the case of AR model fitting and detection statistics when we apply methods designed for Gaussian noise on data that follow a t distribution.
AR model fitting
Given a data stream y of length N, let us define the data matrix X and the regression vector v:
where X k,: is the kth row of X.
In the following, we shall consider an AR(M) model, expressed as a linear predictor of the form
where the prime symbol denotes the transposition operation. We shall specialize the coefficient vector θ for the case of Gaussian and t noise models. The best linear predictor under the Gaussian noise model assumption is given by the solution of a least-squares problem [2] :
Fitting a linear predictor under the t noise model instead involves the solution of a weighted least-squares problem [4] :
The elements of the diagonal weight matrix W are estimates of the inverse variances u of the samples. By using the above expressions, the solution we get by applying algorithms designed for Gaussian noise when the noise is t-distributed can then be written as
The Gaussian solution is therefore biased with respect to the optimal linear solution θ t . It should be noted that the effects of the bias cannot be estimated a priori since the weight matrix W is unknown. Estimation of the W matrix is a complex task, and is part of fitting the t model. The practical significance of the bias is that it produces wrong estimates of the noise parameters.
Detection statistic
Gravitational wave detection algorithms in the current literature, like the matched filter, assume that the instrumental noise is Gaussian distributed. This hypothesis implies that the signal-tonoise ratio, used as the detection statistic, is distributed as a χ 2 random variable. It is possible to show that under the hypothesis of a t-distributed noise model, the detection statistic follows an F distribution. Thus we must be careful in the estimation of false alarm and detection probability, since they depend on the signal-to-noise ratio distribution.
Parameter estimation
Estimation of parameters in a N/I model is not easy especially if we are interested in evaluation of the hidden scale factors u, since they cannot be obtained by maximum likelihood approaches. Furthermore, µ(θ) and σ cannot be directly estimated, but some iterative process is required. It should be noted that direct maximum likelihood estimation of µ, σ and ν cannot even be attempted, since it can be shown [4] that the likelihood function in such cases is unbounded. We estimated the parameters of the model (including scale factors u, which are treated as missing data) by an iterative expectation-maximization (EM) algorithm [5] . At iteration n, for each observation i ∈ {1, . . . , N}:
• E-step: compute the elements of the diagonal matrix W :
(15)
• M-step: find the weighted least-squares solution of the problem:
then, calculate
It can be shown [5] that the EM algorithm always monotonically converges in a finite number of steps.
Experiment
To assess the goodness of our model, we fitted an AR(4096) model by using the EM algorithm on the same data set shown in figure 1 . The algorithm provided estimates for the AR parameters, the scale σ and the degrees of freedom ν. The results are shown in figures 2 and 3. We note in particular: (i) The estimated ν ≈ 10; for a Gaussian model to hold, ν should diverge (numerically, it should be larger than 150). (ii) The likelihood of the data under the t error density is statistically different (and larger) than the likelihood of the same data under the Gaussian error density. (iii) The heavy tails and high peak of the data are successfully modelled.
We point out that evaluation of the bias in the AR estimates cannot be done a priori since it depends on the W matrix (see equation (14)), which in turn depends on the mean, scale and degrees of freedom of the model (see section 5). However, from the above results, it is evident that the correction of the bias allows better data modelling.
Conclusions
In this paper we have shown how the heavy tails observed in whitened data streams from the C7 VIRGO commissioning run can be explained by a process with heterogeneous variance. We used the N/I model with χ 2 -distributed inverse variance since it gives a numerically tractable problem, and it provides a good fit to the data. We have shown that common AR estimates and detection statistics based on the Gaussian noise model can give biased results when the noise is t-distributed. We derived an EM algorithm to fit model parameters, and have shown an application of the algorithm to VIRGO data of the C7 run.
At present work is in progress on the methods for the estimation of parameters and on exhaustive studies on the analysis of the detection using the information on the noise distribution.
