Energy concentrations and Type I blow-up for the 3D Euler equations by Chae, Dongho & Wolf, Joerg
ar
X
iv
:1
70
6.
02
02
0v
2 
 [m
ath
.A
P]
  2
1 M
ay
 20
18
Energy concentrations and Type I blow-up
for the 3D Euler equations
Dongho Chae∗ and Jo¨rg Wolf †
Department of Mathematics
Chung-Ang University
Seoul 156-756, Republic of Korea
(∗)e-mail: dchae@cau.ac.kr
(†)e-mail: jwolf2603@cau.ac.kr
Abstract
We exclude Type I blow-up, which occurs in the form of atomic concentra-
tions of the L2 norm for the solution of the 3D incompressible Euler equations.
As a corollary we prove nonexistence of discretely self-similar blow-up in the en-
ergy conserving scale.
AMS Subject Classification Number: 35Q31, 76B03
keywords: incompressible Euler equations, finite time blow-up, energy concen-
tration, discretely self-similar solution
1 Introduction
We consider the n-dimensional Euler equations in Rn × (0,+∞)
(1.1)
{
∂tv + (v · ∇)v = −∇p, ∇ · v = 0,
v(x, 0) = v0(x),
where v = (v1(x, t), . . . , vn(x, t)), (x, t) ∈ R
n×(0,+∞). For the Cauchy problem of the
system (1.1) the local well-posedness in the setting of standard Sobolev space Hm(Rn),
m > n
2
+1, is proved by Kato in [19]. The question of finite time blow-up of such local
in time classical solution, however, is an outstanding open problem in the mathemat-
ical fluid mechanics(see e.g. [23, 10] for an introduction and surveys of partial results
on the problem, and [16, 17, 20, 22] for the related numerical works). In this direction
of study there are also well-known results on the blow-up criterion[2, 12, 13, 21], where
the authors deduced various sufficient conditions for the blow-up. We also mention a
recent result by Tao[29], which shows the blow-up for a model equation having similar
conservation properties to the Euler system.
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The aim of the present paper is to study the possibility of the finite time blow-up in
terms of the energy concentrations in the 3D Euler equations. The phenomena of L2
norm concentration at the blow-up time is well-known in the other nonlinear evolution
equations. For example in the nonlinear Schro¨dinger equation it is found that there
exists a solution which shows that the mass(L2 norm of the solution) is concentrating
in the form of finite sum of Dirac measures at the blow-up time[24, 25]. Similarly, in
the chemotaxis equation the L1 norm of solution is shown to be evolved into Dirac
measures in the finite time for a sufficiently large initial data [18]. We also find that
there exists a study of the energy concentration for the Navier-Stokes equations, in the
context different from ours in [1].
In our case of the 3D Euler system, under Type I condition for the velocity gradient we
are able to exclude the atomic concentrations of velocity L2 norm at the possible blow-
up time. This means that there exists no concentration of the energy into isolated points
in Rn at the possible blow-up time if we assume Type I condition for the blow-up rate.
As an immediate corollary of this result we exclude the discretely self-similar(DSS)
blow-up in the energy conserving scale.
Let us denote by L2σ(R
n) the closure of {ϕ ∈ C∞c (R
n) | ∇ · ϕ = 0} in L2(Rn). Given
a domain Ω ⊂ Rn, we denote by M(Ω) the space of all bounded Radon measures
µ ∈ C0c (Ω)
∗. The space M(Ω) will be equipped with the norm
‖µ‖M = sup
ϕ∈C0c (Ω)
maxΩ |ϕ|≤1
∫
Ω
ϕdµ.
In particular, by M+(Ω) we denote the subspace of all nonnegative µ ∈M(Ω), i.e.∫
Ω
φdµ ≥ 0 ∀φ ∈ C0c (Ω), with φ ≥ 0.
If f ∈ L∞(a, b;L1(Ω)), −∞ < a < b < +∞, by Mf(b) we denote the set of all
σ0 ∈M(Ω) such that there exists a sequence {sk} in the set of Lebesgue points of f(·)
such that sk → b as k → +∞ and
f(sk)dx→ σ0 weakly-∗ in M(Ω) as k → +∞.
Here t ∈ (a, b] is called a Lebesgue point of f(·) if
1
h
t∫
t−h
f(s)ds→ f(t) in L1(Ω) as h→ 0+.
Note that due to Lebesgue’s differentiation theorem for the Bochner integrable func-
tions (see e.g. in [32, Theorem 2, pp. 134]) almost every t ∈ (a, b] is a Lebesgue point
of f(·).
For simplicity in the discussion below we consider our time interval (−1, 0), and fix
t = 0 as the possible blow-up time. Our main theorem of this paper is the following.
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Theorem 1.1. Let Ω ⊂ Rn be a domain. Let v ∈ L∞(−1, 0;L2σ(Ω)∩L
∞
loc([−1, 0),W
1,∞(Ω))
be a solution to (1.1) in Ω × (−1, 0) satisfying the following Type I blow-up condition
at t = 0
(1.2) sup
t∈(−1,0)
(−t)‖∇v(t)‖L∞(Ω) < +∞.
Then every measure σ0 ∈M|v|2(0) has no atoms, i.e.
(1.3) σ0({x}) = 0 ∀ x ∈ Ω.
If in addition, v(t) → v0 weakly in L
2(Ω) as t → 0− for some v0 ∈ L
2(Ω), then
M|v|2(0) = {σ0},
(1.4) |v(t)|2dx→ σ0 weakly-∗ in M(Ω) as t→ 0,
and σ0 has no atoms.
In the case Ω = Rn in the above theorem the fact p ∈ L
3
2
loc(R
n × (−1, 0)) follows
from by the Caldero´n-Zygmund inequality and the velocity-pressure relation, ∆p =
−
∑n
i,k=1 ∂j∂k(vjvk). Therefore, as an immediate consequence of Lemma 2.3 (with
g = v, f = 0) below the set M|v|2(0) contains only one element σ0 ∈ M(R
n), which
gives the following.
Corollary 1.2. Let v ∈ L∞(−1, 0;L2σ(R
n)) ∩ L∞loc([−1, 0);W
1,∞(Rn)) be a solution of
the Euler equations (1.1) satisfying (1.2) with Ω = Rn. Then, there exists σ0 ∈M(R
n)
such that
(1.5) |v(t)|2dx→ σ0 weakly-∗ in M(R
n) as t→ 0−,
and σ0({x}) = 0 for all x ∈ R
n.
Remark 1.3. In particular, under Type I condition the limiting measure of the form
σ0 =
∑∞
k=1 ckδxk + fdx with a sequence {ck}
∞
k=1 of nonnegative constants and f ∈
L1loc(R
n), is excluded contrary to the case of the nonlinear Schro¨dinger equation[24, 25]
and the chemotaxis equation[18]. Currently, we are not able to exclude the possibility of
energy concentration into a set of positive Hausdorff dimension under Type I condition,
which would be an interesting subject for future study.
Remark 1.4. We note that for n = 3 we have
L∞(−1, 0;L2(R3)) ∩ L∞loc([−1, 0);W
1,∞(R3)) ⊂ L3loc([−1, 0);B
1
3
+s
3,∞ (R
3)), ∀s ∈
(
0,
2
3
]
which is the energy conserving class for the weak solutions to the Euler equations v(·, t)
for t ∈ [−1, 0) as studied in [11]. As t→ 0, however, we cannot say anything about the
energy conservation, and the existence of a definite particle trajectory map up to t = 0.
Therefore, the energy concentration to a general measure zero set at the blow-up time
cannot be excluded by a naive application of the volume preserving property of the
particle trajectory map.
3
In order to discuss an implication of the above theorem on the scenario of the discretely
self-similar blow-up we first recall that a solution (v, p) of the Euler equations is self-
similar if there exists α 6= −1 such that
(1.6) v(x, t) = λαv(λx, λα+1t), p(x, t) = λ2αp(λx, λα+1t) ∀(x, t) ∈ Rn× (0,+∞)
for all λ > 1. The discrete self-similarity is a more general concept; a solution (v, p)
of the Euler equations is called discretely self-similar(we say λ-DSS), if there exists
α 6= −1 and λ > 1 such that (1.6) holds. There have been previous studies on the ex-
clusion of the scenario of self-similar blow-up [5, 6, 7] in the Euler equations. Note that
discretely self-similar solutions preserve the energy only if α = n/2, which is called the
energy conserving scale. The previous studies on the exclusion of discretely self-similar
blow-up scenarios were mostly done in the other cases than the energy conserving
scale, for which the solution belongs to Lq(Rn), q 6= 2, mainly due to the difficulties to
prove Liouville type theorems for the corresponding profile equations. The question of
nonexistence of self-similar and/or discretely self-similar singularities in the 3D Euler
equations has been open only in this case of energy conserving scale, while all the other
cases are excluded under suitable decay conditions at infinity on the profiles[5, 6, 7].
As proved in Section 5 below the λ-DSS blow-up in the case α = n/2 is a special case of
the one point energy concentration at the time of blow-up. Therefore as a consequence
of Corollary 1.2 we exclude the scenario of DSS blow-up in the energy conserving scale
as follows.
Corollary 1.5. Let v ∈ L∞(−1, 0;L2σ(R
n)) ∩ L∞loc([−1, 0);W
1,∞(Rn)) be a solution
of the Euler equations (1.1) satisfying (1.2). If v is λ-DSS solution with the energy
conserving scale, i.e. if there exists λ > 1 such that
(1.7) v(x, t) = λ
n
2 v(λx, λ
n+2
2 t) ∀ (x, t) ∈ Rn × (−1, 0).
Then v ≡ 0.
The paper is organized as follows. In Section 2 we recall the notion of local pressure
for bounded domains and exterior domains as well, which was previously introduced
in [30] for the Navier-Stokes equations. Here the pressure gradient will be written as
∇p = ∂t∇ph + ∇p0 in the sense of distribution, where ∇ph stands for the harmonic
part associated to v, while p0 represents the part associated to (v ·∇)v. This eventually
leads to a local energy inequality in terms of the new localized energy
∫
Ω
|v˜(t)|2φdx with
a cut-off function φ, where v˜ = v +∇ph. A solution satisfying this form of the local
energy inequality will be called local suitable weak solution as it has been introduced by
Definition 2.1. As an important consequence this notion we show that for such solutions
the energy |v˜(t)|2 admits a unique measure valued trace, which is in fact weak-∗ left
continuous. Furthermore, we show that the question of concentration of |v(t)|2 at the
possible blow-up time can be reduced to that of concentration of |v˜(t)|2. Section 3 is
devoted to special case of removing one point concentration of the energy for solution
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to the Euler equations in the whole space of Rn. In particular, we are able to prove
Theorem1.1 for this restricted situation, which is stated in Thoerem3.1. The proof
of Theorem 3.1 is based on several space-time decay properties of the velocity field as
t→ 0−. The proof of the decay estimates are presented in Subsections 3.2 and 3.3. In
particular, in Subsection 3.3 we show that the energy |v˜(t)|2 of any exterior subdomain
excluding the concentration point converges to zero with arbitrary polynomial order.
In Subsection 3.4 we complete the proof of Theorem3.1 based on a local estimate for
the function w = v((−t)θx, t) for a suitable 0 < θ < 1, which by virtue of Gronwall’s
lemma yields triviality of w in an exterior domain. Next, in Section 4 we will provide
the proof our main result, Theorem1.1. Applying the blow-up argument, we are able
to reduce the question of general atomic concentration problem to that of one point
concentration in Rn treated in Section 3, and applying Theorem 3.1 we conclude the
proof. Finally, in Section 5, using Corollary 1.2, we present the proof of Corollary 1.5.
2 Local energy inequalities and the local pressure
In this section we introduce the notion of local suitable weak solution to the Euler
equations similarly to the case of the Navier-Stokes equations[30]. As we shall prove
below any solution satisfying Type I blow up condition with respect to the velocity
gradient is indeed local suitable weak solution before the possible blow-up time.
Let us begin our discussion by recalling the definition of the local pressure in a sub
domain Ω ⊂ Rn with C2 boundary. Here we distinguish between the two cases, firstly
Ω is bounded and secondly, Ω is an exterior domain.
1. Local pressure for Ω bounded: As in [30] we define the projection E∗Ω : W
−1, q(Ω)→
W−1, q(Ω) based on the unique solution of the Stokes equation as follows. Let f ∈
W−1, q(Ω) be given. Then we set E∗Ω(f) := ∇p, where p ∈ L
q
0(Ω) stands for the unique
pressure from the unique weak solution (w, p) ∈ W 1, q0,σ (Ω)×L
q
0(Ω) to the Stokes system
−∆w +∇p = f, ∇ · w = 0 in Ω,(2.1)
w = 0 on ∂Ω.(2.2)
Here Lq0(Ω) stands for a subspace of all p ∈ L
q(Ω) such that
∫
Ω
pdx = 0.
(The existence and uniqueness in bounded C2 domains is due to Cattabriga[4], while
the case of bounded C1 domains were treated in [15]). Notice that ∇p belongs to
W−1, q(Ω) by
〈∇p, ϕ〉 := −
∫
Ω
p∇ · ϕdx, ϕ ∈ W 1, q
′
(Ω), 1/q + 1/q′ = 1.
Obviously, from this definition it follows that E∗(∇p) = ∇p for every p ∈ Lq0(Ω), and
thus it holds
(2.3) (E∗Ω)
2 = E∗Ω.
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Observing the estimate
(2.4) ‖∇w‖Lq(Ω) + ‖p‖Lq(Ω) ≤ c‖f‖W−1, q(Ω),
with a constant c > 0 depending only on q and the geometric property of Ω, we see
that the operator E∗Ω is bounded, satisfying
(2.5) ‖E∗Ω(f)‖W−1, q(Ω) ≤ ‖p‖Lq(Ω) ≤ c‖f‖W−1, q(Ω)
with the same constant as in (2.4).
In case f ∈ Lq(Ω) →֒ W−1, q(Ω), by virtue of the elliptic regularity of the Stokes system
we find E∗Ω(f) = ∇p ∈ L
q(Ω) together with the estimate
(2.6) ‖∇p‖Lq(Ω) ≤ c‖f‖Lq(Ω),
where c > 0 denotes a constant depending only on q and the geometric property of Ω.
We also note that in case Ω equals to a ball B(x0, r), then the constants in both (2.5)
and (2.6) depend neither on x0 nor on r > 0.
In case 1 ≤ s ≤ +∞, if the vector valued function f belongs to the Bochner space
Ls(a, b;W−1, q(Ω)), we may define E∗Ω(f) pointwise
(2.7) E∗Ω(f)(t) = E
∗
Ω(f(t)), for a.e. t ∈ (a, b).
Clearly, (2.5) and (2.6) imply that E∗Ω is bounded on L
s(a, b;W−1, q(Ω)) and Ls(a, b;Lq(Ω))
respectively. For f = ∂tg in the sense of distributions we define
E∗Ω(f) = ∂tE
∗
Ω(g) in the sense of distributions.
2. Local pressure in case Ω is an exterior domain: Since Ω is unbounded, it will be
more appropriate to replace the usual Sobolev space by the homogenous Sobolev space
D1, q0 (Ω), which is defined as the closure of C
∞
c (Ω) with respect to the norm
‖u‖D1,2(Ω) =
(∫
Ω
|∇u|2dx
)1/2
.
Analogously, the subspace of all divergence free vector functions in D1, 20 (Ω;R
n) will be
denoted by D1,20,σ(Ω). In what follows by D
−1,2(Ω) we denote the dual of D1,20 (Ω).
As in the case of bounded domains for f ∈ D−1,2(Ω) we define E∗Ω(f) = ∇p,
if (w, p) ∈ D1,20,σ(Ω;R
n) × L2(Ω) denotes the unique weak solution to Stokes problem
(2.1), (2.2). Here the estimate (2.4) for q = 2 is still valid, which leads to the estimate
(2.8) ‖E∗Ω(f)‖D−1, 2(Ω) ≤ ‖p‖L2(Ω) ≤ c‖f‖D−1, 2(Ω).
This together with (2.3) shows that E∗Ω is a projection in D
−1,2(Ω) onto the closed
subspace of all functionals ∇p with p ∈ L2(Ω). In addition, if f ∈ Lq(Ω) for some
1 < q < +∞, then ∇p ∈ Lq(Ω), and there holds
(2.9) ‖∇p‖Lq(Ω) ≤ c‖f‖Lq(Ω).
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We also wish to remark that in case Ω = B(x0, r)
c = Rn \ B(x0, r) in both (2.8) and
(2.9) the constants are independent of x0 and r > 0, which can be readily seen by a
standard scaling argument. For vetor valued functions f ∈ Ls(a, b;D−1,2(Ω)) we define
E∗Ω(f) and E
∗
Ω(∂tf) as in the case of bounded domains.
We are now in a position to introduce the notion of local suitable weak solution to
(1.1) in Q = Ω× (a, b).
Definition 2.1. A vector function v ∈ L∞(a, b;L2(Ω)) ∩ L3(Q) with ∇ · v = 0 in the
sense of distributions is said to be a local suitable weak solution to (1.1), if the following
two conditions are satisfied.
1. The function v˜ := v +∇ph := v − E
∗
Ω(v) solves
(2.10) ∂tv˜ + (v · ∇)v = −∇p0 in Q
in the sense of distributions, where ∇ph = −E
∗
Ω(v) and ∇p0 = −E
∗
Ω((v · ∇)v).
2. For almost every a ≤ t < s < b and for all φ ∈ C∞c (Ω) with φ ≥ 0, the following
local energy inequality holds true∫
Ω
|v˜(t)|2φdx
≤
∫
Ω
|v˜(s)|2φdx+
s∫
t
∫
Ω
(|v˜|2v + 2p0v˜) · ∇φdxdτ
+
s∫
t
∫
Ω
v ⊗ v : ∇2phφdxdτ.(2.11)
Remark 2.2. In [26] the author has introduced the notion of suitable weak solution
under the assumption that the pressure p ∈ L3/2(Q), and the local energy inequality
holds true for almost every a ≤ t < s < b and for all φ ∈ C∞c (Ω) with φ ≥ 0,∫
Ω
|v(t)|2φdx ≤
∫
Ω
|v(s)|2φdx+
s∫
t
∫
Ω
(|v|2 + 2p)v · ∇φdxdτ.(2.12)
In fact, by the same the argument as in the proof of Lemma A.2 in [9], we see that
any suitable weak solution satisfying (2.12) is also a local suitable weak solution in the
sense of Definition 2.1.
In the following lemma we show that any v, which satisfies the local energy inequal-
ity related to the generalized energy inequality (2.11) for local suitable weak solutions,
admits a weak measure valued trace in time.
Lemma 2.3. Let −∞ < a < b < +∞. Set Q = Ω × (a, b). Let v ∈ L∞(a, b;L2(Ω)) ∩
L3(Q), p ∈ L3/2(Q), g ∈ L3(Q), and f ∈ L1(a, b;L2(Ω)). Assume there exists a set
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J ⊂ (a, b] of Lebesgue measure zero such that the following local energy inequality holds
true for all nonnegative φ ∈ C∞c (Ω) and for all s, t ∈ (a, b] \ J, t ≤ s,∫
Ω
|v(t)|2φdx ≤
∫
Ω
|v(s)|2φdx
+
s∫
t
∫
Ω
(|v|2g + 2pv) · ∇φdxdτ +
s∫
t
∫
Ω
f · vφdxdτ.(2.13)
Then there exists a unique trace σ ∈ L∞(a, b;M+(Ω)) fulfilling the following properties:
(1) σ(t) = |v(t)|2dx for a.e. t ∈ (a, b].
(2) The mapping t 7→ σ(t) is weakly-∗ left continuous, i.e. for every t ∈ (a, b] it holds
(2.14)
∫
Ω
φdσ(t) = lim
s→t−
∫
Ω
φdσ(s) ∀φ ∈ C0c (Ω), φ ≥ 0.
(3) The following generalized local energy inequality holds for all a < t < s ≤ b and
for all nonnegative φ ∈ C∞c (Ω)
∫
Ω
φdσ(t) ≤
∫
Ω
φdσ(s)
+
s∫
t
∫
Ω
(|v|2g + 2pv) · ∇φdxdτ +
s∫
t
∫
Ω
f · vφdxdτ.(2.15)
(4) The set M|v|2(b) contains only the measure σ0 = σ(b).
Proof: Let t ∈ (a, b]. By M(t) we define the set of all measures σ ∈ M(Ω), obtained
by a weak-∗ limit of the measures |v(τ)|2dx as τ ∈ [a, t) \ J → t. In fact, since
|v(τ)|2dx ∈M+(Ω) for all τ ∈ (a, b), we have M(t) ⊂M+(Ω).
Let t0 ∈ (a, b], and let σ, σ˜ ∈ M(t0) be two measures. Let {sk} be a sequence in
(a, t0) \ J with sk → t0 as k → +∞ such that
(2.16) |v(sk)|
2dx→ σ weakly-∗ in M(Ω) as k → +∞.
From (2.13) with s = sk we deduce, after passing sk → t0, that for all t ∈ (a, t0) \ J
and for all nonnegative φ ∈ C∞c (Ω)∫
Ω
|v(t)|2φdx ≤
∫
Ω
φdσ
+
t0∫
t
∫
Ω
(|v|2g + 2pv) · ∇φdxdτ +
t0∫
t
∫
Ω
f · vφdxdτ.(2.17)
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Analogously, we take a sequence {s˜k} in (a, t0) \ J with s˜k → t0 as k → +∞ such that
(2.18) |v(s˜k)|
2dx→ σ˜ weakly-∗ in M(Ω) as k → +∞.
Then from (2.17) with t = s˜k after passing s˜k → t0 together with a standard mollifying
argument we obtain
(2.19)
∫
Ω
φdσ˜ ≤
∫
Ω
φdσ ∀φ ∈ C0c (Ω), φ ≥ 0.
Obviously, we may exchange σ and σ˜ in (2.19), which yields the equality in (2.19).
Since both σ and σ˜ are nonnegative measures, we obtain∫
Ω
φdσ˜ =
∫
Ω
φdσ ∀φ ∈ C0c (Ω).
Thus σ = σ˜. This shows that for every t ∈ (a, b] there exists a unique nonnegative
measure σ(t) ∈M+(Ω) such that
(2.20) |v(τ)|2dx→ σ(t) weakly-∗ in M(Ω) as τ → t−.
Furthermore, by the above definition of σ(t) we get for all φ ∈ C0c (Ω) with maxΩ |φ| ≤ 1∫
Ω
φσ(t) = lim
sk→t−
∫
Ω
|v(sk)|
2φdx ≤ ‖v‖2L∞(a,b;L2(Ω)),
which shows that σ ∈ L∞(a, b;M+(Ω)).
In addition, from (2.20) we deduce that the following local energy inequality holds
true for all s, t ∈ (a, b] with t ≤ s and for all nonnegative φ ∈ C∞c (Ω)∫
Ω
φσ(t) ≤
∫
Ω
φdσ(s)
+
s∫
t
∫
Ω
(|v|2g + 2pv) · ∇φdxdτ +
s∫
t
∫
Ω
f · vφdxdτ.(2.21)
By the same reasoning as the above it can be easily checked that
(2.22) σ(t)→ σ(s) weakly-∗ in M(Ω) as t→ s in (a, s).
This implies that σ : t 7→ σ(t) is weakly-∗ left continuous, and therefore property (2)
of the lemma is fulfilled. To verify (1) of the lemma let t ∈ (a, b] be chosen so that
(2.23)
1
h
t∫
t−h
|v(τ)|2dτ → |v(t)|2 in L1(Ω) as h→ 0+.
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As we have noted in Section 1 due to Lebesgue’s differentiation theorem for the Bochner
integrable functions (see e.g. [32, Theorem 2, pp.134]) the property (2.23) holds true
for a.e. t. It is also readily seen that from (2.23) we get for all φ ∈ C0c (Ω)
(2.24)
1
h
t∫
t−h
∫
Ω
|v(τ)|2φdxdτ →
∫
Ω
|v(t)|2φdx as h→ 0+.
We fix φ ∈ C0c (Ω). Let {hk} be a sequence in (0, t − a) which converges to zero as
k → +∞. By the mean value theorem for the integrals for every k ∈ N we may choose
tk ∈ (t− hk, t) \ J such that
∫
Ω
|v(tk)|
2φdx =
1
hk
t∫
t−hk
∫
Ω
|v(τ)|2φdxdτ.
This together with (2.24) and the weakly-∗ left side continuity of σ yields∫
Ω
φdσ(t) = lim
k→∞
∫
Ω
|v(tk)|
2φdx =
∫
Ω
|v(t)|2φdx,
and therefore (1) of the lemma is satisfied.
Finally, the generalized local energy inequality (2.15) follows immediately from
(2.13) together with (2.20), while (4) of the lemma immediately follows from the proof
of (1). In fact, we already have proved that σ(t) = |v(t)|2dx for every Lebesgue point
of |v(·)|2, which immediately gives (4), since for every |v(t)|2dx→ σ(0) as t→ b− for t
in the Lebesgue set of |v(·)|2 in (a, b).
As an important consequence of Lemma2.3 we are able to study the concentration for
the local suitable weak solutions to the Euler equation. In fact we have the following.
Remark 2.4. 1. If v ∈ L∞(a, b, L2(Ω))∩L3(Q) is a local suitable weak solution to the
Euler equations in Q = Ω× (a, b), then v˜ = v +∇ph is a distributional solution to
(2.25) ∂tv˜ + (v · ∇)v = −∇p0 in Q,
where
∇ph = −E
∗
Ω(v), ∇p0 = −E
∗
Ω((v · ∇)v).
Note that
(v · ∇)v = (v · ∇)v˜ − v · ∇2ph.
Since v˜ fulfills (2.11), the local energy inequality (2.13) holds for v˜ in place of v for a.e.
a < t < s < b with
g = v, f = v · ∇2ph.
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According to Lemma2.3 there exists a unique σ˜ ∈ L∞(a, b;M+(Ω)) such that (1)-(4)
of the lemma are fulfilled. In particular, we see that M|v˜|2(b) = {σ˜(b)}, and there holds
(2.26)
|v˜(t)|
2dx→ σ˜(b) weakly-∗ in M(Ω)
as t→ b− for t chosen from the Lebesgue set of |v˜(·)|2.
While the set M|v˜|2(b) contains only one unique measure, it is not true in general for
M|v|2(b). The reason is that v may not satisfy the local energy inequality. However,
as we shall show below by Lemma2.5 the concentration set of measures in M|v|2(b)
coincides with the concentration set of σ˜(b), which is the unique measure in M|v˜|2(b).
2. In case that v is a solution to the Euler equations (1.1) satisfying Type I blow-up
condition with respect to the velocity gradient, then v is a local suitable weak solution
in the sense of Definition 2.1. In other words, v˜ = v+∇ph satisfies the energy inequality
(2.11) for all s, t ∈ [−1, 0), t ≤ s. As we mentioned above, thanks to Lemma2.3 there
exists a unique measure valued trace σ˜ ∈ M(Ω). Since every t ∈ (0, 1) is a Lebesgue
point of |v|2 it follows σ˜(s) = |v(s)|2dx for all s ∈ (−1, 0), and there holds
(2.27) |v˜(s)|2dx→ σ˜(b) weakly-∗ in M(Ω) as s→ 0−.
Lemma 2.5. Let v ∈ L∞(a, b;L2(Ω)) ∩ L3(Q) be a local suitable weak solution to
(1.1). Let ∇ph and ∇p0 denote the corresponding local pressure (cf. Definition 2.1),
and define v˜ := v +∇ph. Then each measure σ0 ∈ M|v|2(b) has no atoms if and only
if σ˜(b) has no atoms.
Proof: Let σ0 ∈ M|v|2(b), then there exists a sequence {sk} in the set of Lebesgue
points of |v(·)|2 such that sk → b
− and
(2.28) |v(sk)|
2dx→ σ0 weakly-∗ in M(Ω) as k → +∞.
Since {v(sk)} is bounded in L
2(Ω), thanks to the reflexivity, eventually passing to a
subsequence, we may assume that there exists v0 ∈ L
2(Ω) such that
v(sk)→ v0 weakly in L
2(Ω) as k → +∞.
By the boundedness of the operator E∗Ω in L
2(Ω) we deduce that
∇ph(sk)→ ∇ph,0 weakly in L
2(Ω) as k → +∞,
where ∇ph,0 = −E
∗
Ω(v0). By virtue of LemmaA.3 we find that for every Ω
′
⋐ Ω the
convergence ∇ph(sk)→ ∇ph,0 as k → +∞ is in fact uniform on Ω
′. This together with
the weak convergence of v(sk)→ v0 in L
2(Ω) implies that
(2.29)

(
2v(sk) · ∇ph(sk)− |∇ph(sk)|
2
)
dx→
(
2v0 · ∇ph,0 − |∇ph,0|
2
)
dx
weakly-∗ in M(Ω) as k → +∞.
Furthermore, verifying that v˜ ∈ Cw([a, b];L
2(Ω)) and recalling the weakly-∗ left side
continuity of σ˜, we have deduce that
(2.30) |v˜(t)|2dx ≤ σ˜(t) ∀ t ∈ (a, b].
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Combining (2.28) and (2.29), noting |v(sk)|
2 = |v˜(sk)|
2− 2v(sk) ·∇ph(sk)+ |∇ph(sk)|
2,
and employing (2.30), we infer that
0 ≤ σ0 ≤ w
∗- lim
k→∞
(
σ˜(tk) + (−2v0 · ∇ph,0 + |∇ph,0|
2)dx
)
= σ˜(b) +
(
− 2v0 · ∇ph,0 + |∇ph,0|
2)
)
dx.(2.31)
This immediately shows that if σ˜(b) has no atoms, the same also holds true for σ0.
In order to prove the opposite direction we assume that each measure in M|v|2(b)
has no atoms. Let us choose a sequence {sk} in (a, b) such that sk → b as k → +∞
with the property that each sk is simultaneously belong to the Lebesgue set of |v(·)|
2
and |v˜(·)|2. Eventually passing to a subsequence, we may assume there exist a measure
σ0 ∈M
+(Ω) and v0 ∈ L
2(Ω) having the following convergence properties
|v(sk)|
2dx→ σ0 weakly-∗ in M(Ω),(2.32)
v(sk)→ v0 weakly in L
2(Ω) as k → +∞.(2.33)
Thanks to the property (4) of Lemma2.3 it holds
(2.34) |v˜(sk)|
2dx→ σ˜(b) weakly-∗ in M(Ω) as k → +∞.
Arguing as in the first part of the proof, from (2.32) and (2.33) we get the property
(2.29). Finally, observing (2.34), we conclude that
σ0 = w
∗- lim
k→∞
|v(sk)|
2dx
= w∗- lim
k→∞
(
|v˜(sk)|
2 − 2v(sk) · ∇ph(sk) + |∇ph(sk)|
2
)
dx
= σ˜(b) +
(
− 2v0 · ∇ph,0 + |∇ph,0|
2
)
dx.
Since σ0 has no atoms, the above identity shows that σ˜(b) also has no atoms.
3 Removing one point energy concentration in Rn
In this section we restrict ourself to the case Ω = Rn. In this case, since any solution
which satisfies Type I condition with respect to the velocity gradient enjoys the local
energy inequality, the pressure satisfies p ∈ L3/2(Rn × (−1, 0)) due to the Caldero´n-
Zygmund inequality, and thanks to Lemma2.3 there exists a unique measure σ ∈
M(Rn) such that
(3.1) |v(t)|2dx→ σ weakly-∗ in M(Rn) as t→ 0−.
Our aim is the proof of Theorem1.1 for the special case that σ in (3.1) equals to the
Dirac measure E0δ0 for some constant 0 ≤ E0 < +∞. Namely we shall prove the
following:
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Theorem 3.1. Let v ∈ L2(−1, 0;L2σ(R
n)) be a solution to the Euler equations (1.1). In
addition, we assume that v satisfies the Type I blow up condition (1.2) (cf. Theorem1.1)
and (3.1) with σ = E0δ0 for some 0 ≤ E0 < +∞. Then v ≡ 0.
Remark 3.2. In the proof of Theorem3.1 we make significant use of several decay
properties of the solution to the Euler equations with respect to the space and time
variables as we approach the blow-up time. The decay estimate is actually obtained
under following more general condition than (1.2)
(3.2) ∃µ ∈
[ n
n+ 2
, 1
)
: sup
t∈(−1,0)
(−t)
n+2
n
µ‖∇v(t)‖L∞ < +∞.
We divide the proof of Theorem3.1 into four steps, each step being a subsection below.
3.1 Proof of E0 = E
The aim of this section is to show that E0 = E = ‖v(t)‖
2
L2 , −1 ≤ t < 0, in Theorem3.1
under the condition (3.1), in other words, the energy cannot escape into infinity at the
blow-up time. We begin with the following observation.
Lemma 3.3. Let v ∈ L∞(−1, 0;L2(Rn)), which satisfies (3.2). Then, it holds
(3.3) sup
t∈(−1,0)
(−t)µ‖v(t)‖L∞ ≤ c(E
1
2 + sup
t∈(−1,0)
(−t)
(n+2)µ
n ‖∇v‖L∞) =: C1 < +∞,
where E = ‖v(−1)‖2L2.
Proof: This is immediate of the Gagliardo-Nirenberg inequality and the energy con-
servation E = E(t) for t ∈ (−1, 0)(see Remark 1.4),
(−t)µ‖v(t)‖L∞ ≤ c(−t)
µ‖v(t)‖
2
n+2
L2 ‖∇v(t)‖
n
n+2
L∞ ≤ cE
1
n+2
{
(−t)
(n+2)µ
n ‖∇v(t)‖L∞
} n
n+2
≤ c(E
1
2 + (−t)
(n+2)µ
n ‖∇v‖L∞).
From Lemma3.3 along with v ∈ L∞(−1, 0;L2(Rn)) we immediately get
(3.4) v ∈ L1(−1, 0;L∞(Rn)) ∩ L3(−1, 0;L3(Rn)).
We have the following
Lemma 3.4. Let v ∈ L∞(−1, 0;L2σ(R
n)) ∩ L∞loc([−1, 0),W
1,∞(Rn)) be a solution to
(1.1) satisfying (3.2) and (3.1) with σ = E0δ0. Then it holds E0 = E.
Proof: Given 0 < R < +∞, we denote by ηR ∈ C
∞
c (R) a cut off function such that
0 ≤ ηR ≤ 1 in R, ηR = 1 on (1, R), ηR = 0 in (−∞, 0] ∩ (2R,+∞) and |η
′
R| ≤
2
R
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in (R, 2R). We multiply the Euler equations by −vηR(|x|
2), integrate the result over
R
n × (t, τ),−1 ≤ t < τ < 0, and apply integration by parts. This gives
1
2
∫
Rn
|v(t)|2ηR(|x|
2)dx
=
1
2
∫
Rn
|v(τ)|2ηR(|x|
2)dx+
1
2
τ∫
t
∫
Rn
|v(s)|2v(s) · ∇ηR(|x|
2)dxds
+
τ∫
t
∫
Rn
p(s)v(s) · ∇ηR(|x|
2)dxds.
Observing (3.1), we see that
∫
Rn
|v(τ)|2ηR(|x|
2)dx → 0 as τ → 0. In view of (3.4)
together with the Caldero´n-Zygmund estimate, having v ∈ L3(Rn × (−1, 0)) and p ∈
L3/2(Rn × (−1, 0)), we obtain from the above identity after letting τ → 0
1
2
∫
Rn
|v(t)|2ηR(|x|
2)dx
=
1
2
0∫
t
∫
Rn
|v(s)|2v(s) · ∇ηR(|x|
2)dxds+
0∫
t
∫
Rn
p(s)v(s) · ∇ηR(|x|
2)dxds.
We are now in a position to pass R→ +∞ in the above to get∫
Rn
|v(t)|2η(|x|2)dx
=
0∫
t
∫
Rn
|v(s)|2v(s) · ∇η(|x|2)dxds+ 2
0∫
t
∫
Rn
p(s)v(s) · ∇η(|x|2)dxds,
where η ∈ C∞(R) stands for the corresponding cut off function such that η ≡ 1 on
(1,+∞). Noting that 1 − η(|x|2) ∈ C∞c (R
n) and once more appealing to (3.1), from
the above identity we deduce
E =
∫
Rn
|v(t)|2η(|x|2)dx+
∫
Rn
|v(t)|2
(
1− η(|x|2)
)
dx
=
∫
Rn
|v(t)|2
(
1− η(|x|2)
)
dx+
0∫
t
∫
Rn
|v(s)|2v(s) · ∇η(|x|2)dxds
+ 2
0∫
t
∫
Rn
p(s)v(s) · ∇η(|x|2)dxds,
→ E0 as t→ 0.
Whence, the claim.
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3.2 Decay estimates for energy concentrating solutions
In this subsection our aim is to prove the space-time decay for solutions to the Euler
equations satisfying the blow-up rate (3.2) and the energy concentration at (0, 0).
Lemma 3.5. Let v ∈ L2(−∞, 0;L2σ(R
n))∩L∞loc([−1, 0),W
1,∞(Rn)) be a solution to the
Euler equations satisfying (3.2) and (3.1) with σ = Eδ0. Then for every 0 < β < n+2
there exists a constant c depending on C1, µ and β such that for every t ∈ [−1, 0) it
holds
(3.5)
∫
Rn
|v(t)|2|x|βdx ≤ c(−t)β(1−µ).
Proof: Given R > 2, let ηR ∈ C
∞
c (R) denote a cut off function such that 0 ≤ ηR ≤ 1
in R, ηR ≡ 0 in (2R,+∞), ηR ≡ 1 in (−∞, R), and |η
′
R| ≤
2
R
in R. Observing (3.1)
with σ = Eδ0, we get for all 0 < β < +∞
lim
t→0−
∫
Rn
|v(t)|2ηR(|x|)
2|x|βdx = E
〈
δ0, ηR(|x|)
2|x|β
〉
= 0.
We multiply (1.1) by −vηR(|x|)
2|x|β, 1 ≤ β < +∞, integrate over Rn×(t, 0), −1 < t <
0, and apply integration by parts. This together with∇
(
ηR(|x|)
2|x|β
)
= βx|x|β−2ηR(|x|)+
2xηR(|x|)η
′
R(|x|)|x|
β−1 gives
1
2
∫
Rn
|v(t)|2ηR(|x|)
2|x|βdx
= −
β
2
0∫
t
∫
Rn
v(s) · x|x|β−2|v(s)|2ηR(|x|)
2dxds
−
0∫
t
∫
Rn
v(s) · x ηR(|x|)η
′
R(|x|)|x|
β−1|v(s)|2dxds
− β
0∫
t
∫
Rn
p(s)v(s) · x|x|β−2ηR(|x|)
2dxds
− 2
0∫
t
∫
Rn
p(s)v(s) · x ηR(|x|)η
′
R(|x|)|x|
β−1dxds
= I + II + III + IV.(3.6)
In what follows, we will make an extensive use of the following estimate
(3.7)
∫
Rn
|p(s)|2|x|γdx ≤ c
∫
Rn
|v(s)|4|x|γdx ≤ c(−s)−2µ
∫
Rn
|v(s)|2|x|γdx
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which holds true for all 0 ≤ γ < n. Indeed, in case γ = 0 the estimate (3.7) is an
immediate consequence of the well-known Caldero´n-Zygmund inequality together with
(3.3). For 0 < γ < n, noting that |x|γ belongs to the class A2, the estimate (3.7)
follows by the aid of the weighted Caldero´n-Zygmund inequality [28, Corollary, p.205]
along with (3.3).
We divide the proof of (3.5) into five steps:
1. We consider the case β = 1: Noting that η′R(|x|)|x| ≤ 4 and observing (3.3), we
immediately get
I + II ≤ 5c
0∫
t
(−s)−µ
∫
Rn
|v(s)|2dxds ≤ cE(−t)1−µ.
For s ∈ (−1, 0) observing that ∆p(s) = −∇ · ∇ · (v(s)⊗ v(s)), the estimate (3.7) for
γ = 0 gives
‖p(s)‖L2 ≤ c(−s)
−µ‖v(s)‖L2 ≤ cE
1
2 (−s)−µ.
The above inequality along with Cauchy-Schwarz’s inequality yields
III + IV ≤ 9
0∫
t
∫
Rn
|p(s)||v(s)|dxds ≤ c
0∫
t
‖p(s)‖L2‖v(s)‖L2ds
≤ cE
1
2
0∫
t
(−s)−µds = cE
1
2 (−t)1−µ.
Hence, from (3.6) it follows that∫
R2
|v(t)|2ηR(|x|)
2|x|dx ≤ cE
1
2 (−t)1−µ.
After passing R→ +∞ in the above inequality, we get the estimate (3.5) for β = 1.
2. We consider the case β = 2: Noting, that ‖v(s)‖L∞ ≤ c(−s)
−µ and |η′R||x| ≤ 4
together with (3.5) for β = 1, we easily find
I + II ≤ 4
0∫
t
(−s)−µ
∫
Rn
|v(s)|2|x|dxds ≤ c(−t)2−2µ.
Applying (3.7) for γ = 1 and making use of (3.5) for β = 1, we get∫
Rn
|p(s)|2|x|dx ≤ c(−s)−2µ
∫
Rn
|v(s)|2|x|dx ≤ c(−s)1−3µ.
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Integrating the above inequality over (t, 0), and using once more (3.5) for β = 1, we
obtain
III + IV ≤ c
∫ 0
t
(∫
Rn
|p(s)|2|x|dx
) 1
2
(∫
Rn
|v(s)|2|x|dx
) 1
2
ds
≤ c
0∫
t
(−s)
1
2
− 3µ
2
(∫
Rn
|v(s)|2|x|dx
)1/2
ds
≤ c
0∫
t
(−s)1−2µds = c(−t)2−2µ.
Inserting the estimates of I, II, III, and IV into (3.6), and passing R → +∞, we
obtain
(3.8)
∫
Rn
|v(t)|2|x|2dx ≤ c(−t)2(1−µ).
3. Iterating the above argument for β = 3, . . . , n, by using (3.7) for 0 < γ < n, we find
(3.9)
∫
Rn
|v(t)|2|x|ndx ≤ c(−t)n(1−µ).
4. Next, we we consider the case β = n+1. Arguing as above, in this case we estimate
I + II ≤ c(−t)(n+1)(1−µ).
For the estimation of III and IV we make use of (3.7) for γ = n−1, Cauchy-Schwarz’
inequality and Young’s inequality to get
III + IV ≤ c
0∫
t
∫
Rn
|p(s)||v(s)|ηR(|x|)|x|
ndxds
≤
0∫
t
(∫
Rn
|p|2|x|n−1dx
)1/2(∫
Rn
|v(s)|2ηR(|x|)
2|x|n+1dx
)1/2
ds
≤
0∫
t
(−s)−µ+
(n−1)(1−µ)
2
(∫
Rn
|v(s)|2ηR(|x|)
2|x|n+1dx
)1/2
ds
≤ c(−t)1−µ+
(n−1)(1−µ)
2
(
ess sup
s∈(t,0)
∫
Rn
|v(s)|2ηR(|x|)
2|x|n+1dx
)1/2
≤ c(−t)(n+1)(1−µ) +
1
4
ess sup
s∈(t,0)
∫
Rn
|v(s)|2ηR(|x|)
2|x|n+1dx.
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Inserting the above estimates of I, II, III, and IV into (3.6), the following inequality
holds for all −1 < t < 0∫
Rn
|v(t)|2ηR(|x|)
2|x|n+1dx
≤ c(−t)(n+1)(1−µ) +
1
2
ess sup
s∈(t,0)
∫
Rn
|v(s)|2ηR(|x|)
2|x|n+1dx.
Let −1 < τ < 0. Taking supremum over t ∈ (τ, 0) in both sides of the above inequality
and noting that function on the right-hand side attains the maximum at t = τ , we get
ess sup
t∈(τ,0)
∫
Rn
|v(t)|2ηR(|x|)
2|x|n+1dx
≤ c(−τ)(n+1)(1−µ) +
1
2
ess sup
s∈(τ,0)
∫
Rn
|v(s)|2ηR(|x|)
2|x|n+1dx.
Accordingly, for all −1 < t < 0 it holds
(3.10)
∫
Rn
|v(t)|2|x|n+1dx ≤ c(−t)(n+1)(1−µ).
5. We now consider the case n + 1 < β < n + 2. Using Ho¨lders inequality together
with ‖v(s)‖L2 = E
1
2 and (3.10), we deduce that for all 0 < γ ≤ n + 1 and −1 ≤ s < 0
it holds
(3.11)
∫
Rn
|v(s)|2|x|γdx ≤ c(−s)γ(1−µ).
Applying the estimate (3.7) for 0 < γ < n, and using (3.11), we get
(3.12)
∫
Rn
|p(s)|2|x|γdx ≤ c(−s)γ(1−µ)−2µ.
We now easily estimate I + II by using (3.11) with γ = β − 1. Hence
I + II ≤ c
0∫
t
(−s)−µ
∫
Rn
|v(s)|2|x|β−1dxds
≤ c
0∫
t
(−s)β(1−µ)−1ds ≤ c(−t)β(1−µ).
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In order to estimate III + IV we make use of (3.12) with γ = β − 2 and apply
Cauchy-Schwarz’s and Young’s inequality to obtain
III + IV ≤ c
0∫
t
(∫
Rn
|p|2|x|β−2dx
)1/2(∫
Rn
|v(s)|2ηR(|x|)
2|x|βdx
)1/2
ds
≤ c
0∫
t
(−s)β(
1
2
−µ
2
)−1
(∫
Rn
|v(s)|2ηR(|x|)
2|x|βdx
)1/2
ds
≤ c(−t)β(1−µ) +
1
4
ess sup
s∈(t,0)
∫
Rn
|v(s)|2ηR(|x|)
2|x|βdx.
Inserting the estimates of I, II, III and IV into the right hand side of (3.6), and
passing R→ +∞, we get the desired estimate (3.5).
3.3 Fast decay using the local pressure for exterior domains
Let 0 < r < +∞ be fixed. By B(r) we denote the usual ball in Rn with radius r > 0
with respect to the Euclidian norm having its center at the origin. For notational
convenience by E∗r we denote the projection E
∗
B(r)c in D
−1,2(B(r)c) onto the closed
subspace containing functionals of the form∇π, which has been introduced in Section 2.
Recalling the definition E∗r , we see that for every functional f ∈ D
−1,2(B(r)c) there
exists a unique π ∈ L2(B(r)c) such that E∗r (f) = ∇π.
Lemma 3.6. Let v ∈ L2(−1, 0;L2σ(R
n)) ∩ L∞loc([−1, 0),W
1,∞(Rn)) be a solution to the
Euler equations (1.1) satisfying (3.2) for some µ ∈ [ n
n+2
, 1) and (3.1) with σ0 = Eδ0.
Then for all k ∈ N ∪ {0} and 0 < r < +∞ it holds
(3.13) ‖v(t)− E∗r (v(t))‖
2
L2(B(r)c) ≤ C
k
04
k2(−t)(1−µ)kr−k ∀ t ∈ (−1, 0),
where the constant C0 > 0 depends only on C1 of (3.3) and µ.
In the proof of Lemma3.6 we make use of the following pressure estimate
Lemma 3.7. Let Ω ⊂ Rn be an exterior domain. Let π ∈ Lq(Ω) and f ∈ Lq(Ω;Rn
2
),
n
n−1
< q < n, such that ∆π = ∇·∇ · f in Ω in the sense of distributions. Furthermore,
let ζ ∈ C∞(Ω) such that ∇ζ ∈ C∞c (Ω). Then
‖πζn‖Lq(K) ≤ c‖fζ
n‖Lq + c
(
max |∇ζ |+meas(K)1/nmax(|∇2ζ |+ |∇ζ |2)
)
×
×
(
‖fζn−2‖
L
nq
n+q (K)
+ ‖πζn−2‖
L
nq
n+q (K)
)
,(3.14)
with a constant c > 0 depending only on n and q, where K = supp(∇ζ).
Proof: In our discussion below we use the convention that repeated indices imply
summation from 1 to n. By straightforward calculation we find that
∆(πζn) = ∇ · ∇ · (fζn) + f : ∇2ζn − ∂i(fij∂jζ
n)− ∂j(fij∂iζ
n)
+ 2∇ · (π · ∇ζn)− π∆ζn.
= G1 +G2 +G3 +G4 +G5 +G6.
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We may decompose πζn into the sum π1 + π2 + π3 + π4 + π5 + π6, where
πi = N ∗Gi, i = 1, . . . , 6,
and N = N(x) is the fundamental solution of the Laplace equation in Rn, given by
N(x) =

1
cn|x|n−2
for n ≥ 3,
−
1
2π
log(|x|) for n = 2.
Using the Caldero´n-Zygmund estimate, we get
‖π1‖Lq ≤ c‖fζ
n‖Lq ,
‖π3‖Lq + ‖π4‖Lq + ‖π5‖Lq ≤ cmax |∇ζ |
(
‖fζn−1‖
L
nq
n+q (K)
+ ‖πζn−1‖
L
nq
n+q (K)
)
,
‖π2‖
L
nq
n−q
+ ‖π6‖
L
nq
n−q
≤ cmax(|∇2ζ |+ |∇ζ |2)×
×
(
‖fζn−2‖
L
nq
n+q (K)
+ ‖πζn−2‖
L
nq
n+q (K)
)
.
Applying Jensen’s inequality, we find
‖π2‖Lq(K) + ‖π6‖Lq(K)
≤ cmeas(K)1/nmax(|∇2ζ |+ |∇ζ |2)
(
‖fζn−2‖
L
nq
n+q (K)
+ ‖πζn−2‖
L
nq
n+q (K)
)
.
Using triangle inequality together with the estimates of πi, i = 1, . . . , 6, we obtain
(3.14).
Remark 3.8. We may apply Lemma3.7 for the case q = 2 and Ω = B(r)c. If ζ ∈
C∞(Rn) is a cut off function such that ζ ≡ 0 in B(2r), ζ ≡ 1 on B(4r)c and |∇ζ |2 +
|∇2ζ | ≤ cr−2. Then the estimate (3.14) becomes
(3.15) ‖πζn‖L2(K) ≤ c‖fζ
n‖L2 + cr
−1
(
‖fζn−2‖
L
2n
n+2 (K)
+ ‖πζn−2‖
L
2n
n+2 (K)
)
.
Using Ho¨lder’s inequality and Young’s inequality, we deduce from (3.15)
(3.16) ‖πζn‖L2(K) ≤ c‖fζ
n‖L2 + cr
−n−1
2
(
‖f‖
L
2n
2n−1 (K)
+ ‖π‖
L
2n
2n−1 (K)
)
.
Proof of Lemma 3.6: We prove (3.13) by induction. Thanks to (2.9) having
‖E∗r (v(s))‖L2(B(r)c) ≤ c‖v(s)‖L2 = c‖v(−1)‖L2,
the assertion is true for k = 0.
We now assume (3.13) is true for k ∈ N ∪ {0}. Let 0 < r < +∞ be arbitrarily
chosen, but fixed. In case 0 < r ≤ 4(−t)1−µ the assertion is trivially fulfilled. This can
be readily seen by
‖v(t)− E∗r (v(t))‖
2
L2(B(r)c) ≤ c‖v(t)‖
2
L2 ≤ c‖v(−1)‖
2
L2
(
(−t)1−µr−1
)k
.
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Thus we only need to prove (3.13) for the opposite case
(3.17) r > 4(−t)1−µ.
For notational simplicity we set
U := B(r/4)c, U1 := B(r)
c, U2 := B(r/2)
c.
Let ζ ∈ C∞(Rn) denote a cut off function such that 0 ≤ ζ ≤ 1 in Rn, ζ ≡ 0 in B(r/2)
and ζ ≡ 1 on U1. As in Section 2 we define
∇ph = −E
∗
r/4(v), ∇p0 = −E
∗
r/4(∇ · (v ⊗ v)),
v˜ = v +∇ph = v −E
∗
r/4(v).
Note that according to (3.5) it holds v(s) ∈ L
2n
n+2 (U) ⊂ D−1,2(U), and thus
‖ph(s)‖L2(U) ≤ c‖v(s)‖
L
2n
n+2 (U)
∀ s ∈ (−1, 0).
Consulting [31, TheoremA.4] (with X = D1,20 (U), E
∗ = E∗r ), we see that the restriction
of ∇p to U equals to ∂t∇ph + ∇p0 in the sense of the distribution, i.e. the following
identity holds true for all ϕ ∈ C∞c (U × (−1, 0)),
−
0∫
−1
∫
U
v · ∂tϕ+ v ⊗ v : ∇ϕdxdt =
0∫
−1
∫
U
∇ph · ∂tϕ+ p0∇ · ϕdxdt.
This shows that v˜ is a solution to
(3.18) ∂tv˜ + (v · ∇)v = −∇p0 in U × (−1, 0).
We compute
(v · ∇)v = (v · ∇)v˜ − (v · ∇)∇ph = (v · ∇)v˜ − (v˜ −∇ph) · ∇
2ph
= (v · ∇)v˜ − v˜ · ∇2ph +
1
2
∇|∇ph|
2.
Hence, (3.18) implies that v˜ is a solution to the following transformed Euler equations
(3.19) ∂tv˜ + (v · ∇)v˜ = v˜ · ∇
2ph −∇p1 in U × (−1, 0),
where we set
p1 =
|∇ph|
2
2
+ p0.
Observing that E∗r/4(∂tv˜) = 0 in the sense of distribution, we get
∇p1 = E
∗
r/4
(
−∇ · (v˜ ⊗∇ph)
)
+ E∗r/4
(
∇ · (v ⊗ v˜)
)
=: ∇p11 +∇p12.
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Let t ≤ s < 0 be fixed. Since ∆p11(s) = −∇ · ∇ · (v˜(s) ⊗ ∇ph(s)), using Lemma3.7
and Remark 3.8, we find
‖p11(s)ζ
n‖L2(K)
≤ c
{
‖(v˜(s)⊗∇ph(s))ζ
n‖L2(U) + r
−n−1
2 ‖v˜ ⊗∇ph(s)‖
L
2n
2n−1 (K)
+ r−
n−1
2 ‖p11(s)‖
L
2n
2n−1 (K)
}
≤ c
{
‖(v˜(s)⊗∇ph(s))ζ
n‖L2(U) + r
−n−1
2 ‖v˜(s)⊗∇ph(s)‖
L
2n
2n−1 (U)
}
,
where K = supp(∇ζ). Applying Ho¨lder’s inequality, we infer
‖v˜ ⊗∇ph(s)‖
L
2n
2n−1 (U)
≤ c‖v˜(s)‖L2(U)‖∇ph(s)‖
L
2n
n−1 (U)
≤ c‖v˜(s)‖L2(U)‖v(s)‖
L
2n
n−1 (U)
≤ c‖v˜(s)‖L2(U)‖v(s)‖
n−1
n
L2 ‖v(s)‖
1
n
L∞.
Furthermore, since µ ≥
n
n + 2
, we have µ
n− 1
n
≥ (1 − µ)
n− 1
2
, and therefore from
(3.17) we obtain
‖v(s)‖
1
n
L∞ ≤ C
1
n
1 (−s)
−µ
n = C
1
n
1 (−t)
µn−1
n (−s)−µ
≤ C
1
n
1 (−t)
(1−µ)n−1
2 (−s)−µ ≤ cr
n−1
2 (−s)−µ.(3.20)
Hence, we estimate
r−
n−1
2 ‖v˜ ⊗∇ph(s)‖
L
2n
2n−1 (U)
≤ cC1‖v˜(s)‖L2(U)(−s)
−µ.
Similarly,
‖v˜(s)⊗∇ph(s)ζ
n‖L2(U) ≤ cr
−n−1
2 ‖v˜(s)‖L2(U)‖∇ph(s)‖
L
2n
n−1 (U)
≤ cr−
n−1
2 ‖v˜(s)‖L2(U)‖v(s)‖
n−1
n
L2 ‖v(s)‖
1
n
L∞
≤ cC1‖v˜(s)‖L2(U)(−s)
−µ.
This shows that
‖p11(s)ζ
n‖L2(K) ≤ cC1‖v˜(s)‖L2(U)(−s)
−µ.
Similarly we get
‖p12(s)ζ
n‖L2(K) ≤ cC1‖v˜(s)‖L2(U)(−s)
−µ.
We now assume (3.13) is true for v˜(t) = v(t) − E∗r/4(v(t)) with k, then inserting this
into the above estimates for p11, p12, we find
(3.21) ‖p1(s)ζ
n‖L2(K) ≤ cC
1
2
1 C
k
2
0 4
k2
2
+k(−s)
1
2
(1−µ)−µr−
k
2 .
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We multiply (3.19) by −v˜ζ2n, integrate the result over U × (t, 0),−1 < t < 0, and
apply integration by parts. This yields
1
2
‖v˜(t)ζn‖2L2(U)
= −
0∫
t
∫
U
v(s) · ∇ζ |v˜(s)|2ζ2n−1dxds−
0∫
t
∫
U
v˜(s)⊗ v˜(s) : ∇2ph(s)ζ
2ndxds
+ 2
0∫
t
∫
U
p1(s)v˜(s) · ζ
2n−1∇ζdxds = I + II + III.(3.22)
Applying Cauchy-Schwarz’s inequality, and again using the assumption of (3.13) for k
and r
4
in place of r together with ‖v(s)‖L∞ ≤ c(−s)
(1−µ), we find
I ≤ cr−1
0∫
t
‖v˜(s)‖2L2(U)‖v(s)‖L∞ds ≤ cr
−14k
2
Ck0
(r
4
)−k 0∫
t
(−s)(1−µ)k−µds
≤ cC1C
k
0 4
(k+1)2(−t)(1−µ)(k+1)r−k−1.
Using LemmaA.2, we estimate
‖∇2ph(s)ζ
2n‖L∞(U) ≤ cr
−n+1
2 ‖∇ph‖
L
2n
n−1 (U)
≤ cr−
n+1
2 ‖v(s)‖
L
2n
n−1 (U)
≤ cr−
n+1
2 ‖v(s)‖
n−1
n
L2 ‖v(s)‖
1
n
L∞ ≤ cr
−1(−s)−µ,
where for the second inequality we have applied (2.9) with q = 2n
n−1
, while for the
fourth inequality we have used (3.20). Thus, by similar reasoning as we have used for
the estimation of I, we get
II ≤
0∫
t
‖v˜(s)‖2L2(U)‖∇
2ph(s)ζ
2n‖L∞(U)ds
≤ cC1C
k
0 4
k2
(r
4
)−k
r−1
0∫
t
(−s)(1−µ)k−µds
≤ cC1C
k
0 4
(k+1)2(−t)(1−µ)(k+1)r−1−k.
Finally, applying Cauchy-Schwarz’s inequality together with (3.21), and the assumption
(3.13) for k, we estimate
III ≤ cC1C
k
0 4
(k+1)2(−t)(1−µ)(k+1)r−k−1.
Inserting the estimates of I, II and III into (3.22), we are led to
‖v(t)− E∗r/4(v(t))‖
2
L2(U1)
≤ cC1C
k
0 4
(k+1)2(−t)(1−µ)(k+1)r−k−1.
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Since
v(t)− E∗r (v(t)) = v(t)− E
∗
r/4(v(t)) + E
∗
r/4(v(t))− E
∗
r (v(t))
= v(t)− E∗r/4(v(t)) + E
∗
r (E
∗
r/4(v(t)))−E
∗
r (v(t))
= v(t)− E∗r/4(v(t))−E
∗
r
(
v(t)− E∗r/4(v(t))
)
= v˜(t)− E∗r (v˜(t))
in U1, we estimate
‖v(t)− E∗r (v(t))‖
2
L2(B(r)c) = ‖v˜(t)−E
∗
r (v˜(t))‖
2
L2(B(r)c) ≤ c‖v˜(t)‖
2
L2(B(r)c)
= c‖v(t)−E∗r/4(v(t))‖
2
L2(U1)
≤ cC1C
k
04
(k+1)2(−t)(1−µ)(k+1)r−k−1.
This shows that (3.13) holds for k + 1 with C0 = cC1.
3.4 Proof of Theorem3.1
Let us fix θ so that
(3.23) 0 < θ <
1
n+ 2
.
For given solution (v, p) to the Euler equations we define
w(x, t) = v((−t)θx, t),
π(x, t) = (−t)−θp((−t)θx, t), (x, t) ∈ Rn × (−1, 0).
Then, (w, π) solves
∂w
∂t
+ θ(−t)−1x · ∇w + (−t)−θ(w · ∇)w = −∇π,(3.24)
∇ · w = 0.(3.25)
Using the transformation formula, we find
‖w(t)‖2L2 = (−t)
−nθ‖v(t)‖2L2 = (−t)
−nθ‖v(−1)‖2L2.
On the other hand, by Lemma 3.5 we infer that for any 0 < β < n+ 2
‖w(t)‖2L2(B(1)c) = (−t)
−nθ‖v(t)‖2L2(B((−t)θ )c)
≤ (−t)−nθ
∫
{|x|>(−t)θ}
|v(t)|2
|x|β
(−t)βθ
dx
≤ C(−t)−nθ(−t)−βθ(−t)
2
n+2
β = C(−t)−(n+β)θ+
2
n+2
β.
Choosing β = n, we get −(n + β)θ + 2
n+2
β > 0 for θ satisfying (3.23). Therefore
(3.26) lim
t→0
‖w(t)‖2L2(B(1)c) = 0.
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By Pr, 0 < r < +∞ we denote the Helmholtz projection from L
2(B(r)c) onto
L2σ(B(r)
c). We easily calculate
P1w(x, t) = (P(−t)θv)((−t)
θx, t).
To see this we only need to check that w(x, t)− (P(−t)θv)((−t)
θx, t) is a gradient field.
Indeed,
w(x, t)− (P(−t)θv)((−t)
θx, t) = v((−t)θx, t)− (P(−t)θv)((−t)
θx, t)
= ∇q((−t)θx, t).
Appealing to Lemma3.6 for µ = n
n+2
, we see that for every r > 0 and k ∈ N it holds
‖v(t)− E∗r (v(t))‖
2
L2(B(r)c) ≤ C(k)(−t)
2
n+2
kr−k,
where C(k) depends on k and C1 only. Noting that
Prv(t) = Pr(v(t)− E
∗
r (v(t))),
from the above estimate we deduce
‖Prv(t)‖
2
L2(B(r)c) ≤ ‖(v(t)− E
∗
r (v(t))‖
2
L2(B(r)c) ≤ C(k)(−t)
2
n+2
kr−k.
This yields
‖P1w(t)‖
2
L2(B(1)c) ≤ (−t)
−nθ‖P(−t)θ (v(t))‖
2
L2(B((−t)θ )c)
≤ C(k)(−t)
2
n+2
k(−t)−nθ(−t)−kθ = C(k)(−t)k(
2
n+2
−θ)−nθ.
Since θ satisfies (3.23), this shows the decay rate of ‖P1(w(t))‖
2
L2(B(1)c) as t → 0 is of
any order O((−t)k).
Now we set w0(t) := P1(w(t)) on B(1)
c and ∇qh(t) = w(t)−w0(t). Since ∇·w = 0,
we see that ∇qh(t) is harmonic, and therefore it also solves the system (3.24)-(3.25)
with
π˜ = ∂tqh + θ(−t)
−1
(
x · ∇qh − qh +
1
2
|∇qh|
2
)
in place of π. Taking the difference of the two equations for w and ∇qh respectively,
we get
∂w0
∂t
+ θ(−t)−1x · ∇w0 + (−t)
−θ(w · ∇)w − (−t)−θ∇qh · ∇
2qh = −∇(π − π˜),(3.27)
∇ · w0 = 0,(3.28)
the both of which are in B(1)c × (−1, 0). Note that
(w · ∇)w −∇qh · ∇
2qh = (w0 · ∇)w + (∇qh · ∇)w −∇qh · ∇
2qh
= (w0 · ∇)w + (∇qh · ∇)w0.
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Therefore, (3.27) turns into
(3.29)
∂w0
∂t
+ θ(−t)−1x ·∇w0+(−t)
−θ(w0 ·∇)w+(−t)
−θ(∇qh ·∇)w0 = −∇(π− π˜).
We now multiply (3.29) by −w0(s), integrate it over B(1)
c× (t, 0), and then apply the
integration by parts. Taking into account (3.26), we have the identity
1
2
‖w0(t)‖
2
L2(B(1)c) +
nθ
2
0∫
t
∫
B(1)c
(−s)−1|w0(s)|
2dxds+
θ
2
0∫
t
∫
∂B(1)
(−s)−1|w0|
2dSds
=
0∫
t
∫
B(1)c
(−s)−θw0(s)⊗ w0(s) : ∇w(s)dxds−
1
2
0∫
t
∫
∂B(1)
(−s)−θw(s) · x|w0(s)|
2dSds,(3.30)
where we used the fact∫
B(1)c
∇qh(s) · ∇|w0(s)|
2dx =
∫
B(1)c
w(s) · ∇|w0(s)|
2dx = −
∫
∂B(1)
x · w(s)|w0(s)|
2dS
for the second integral of the right-hand side. Since −θ − n
n+2
> −1 due to (3.23), we
may choose −1 < t0 < 0 so that
max
x∈∂B(1)
(−s)−θ|w(x, s)| ≤ (−s)−θ‖v(s)‖L∞ ≤ c(−s)
−θ− n
n+2
≤
θ
2
(−s)−1 ∀ t0 ≤ s < 0,
which implies that the second term of the right-hand side of (3.30) can be absorbed
into the third term of the left-hand side of (3.30). Then, since (−s)−θ|∇w(s)| ≤
‖∇v(s)‖L∞ ≤
a
2
(−s)−1 for all s ∈ (−1, 0), where we set
a = 2 sup
−1<s<0
(−s)‖∇v(s)‖L∞ ,
we obtain
(3.31) ‖w0(t)‖
2
L2(B(1)c) ≤ a
0∫
t
∫
B(1)c
(−s)−1|w0(s)|
2dxds ∀t ∈ (t0, 0).
Let us define
X(t) :=
0∫
t
∫
B(1)c
(−s)−1|w0(s)|
2dxds.
Then, from (3.31) it follows that
(3.32) −(−t)X ′(t) ≤ aX(t) ∀t ∈ (t0, 0),
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which is equivalent to X ′(t) ≥ −a(−t)−1X(t). If we assume that X(t) > 0 for all
t ∈ (t0, 0), we get
(logX)′ ≥ (log(−t)a)′ ⇔
(
log
X(t)
(−t)a
)′
≥ 0.
Accordingly, log X(t)
(−t)a
is nondecreasing, and by the monotonicity of log the function
X(t)
(−t)a
is also nondecreasing. However, by the fast decay of ‖w0(t)‖L2(B(1)c) as t → 0
X(t) is decaying faster to zero than (−t)a. Therefore
lim
t→0
X(t)
(−t)a
= 0,
which is a contradiction to X(t)
(−t)a
≥ X(t0)
(−t0)a
> 0 for all t ∈ (t0, 0). Consequently, X ≡ 0.
This shows that ∇ × w(t) = 0 on B(1)c for all t0 < t < 0. This implies that the
vorticity ω(t) = ∇× v(t) also vanishes on B((−t)θ)c for all t0 < t < 0, namely
{x ∈ Rn | |ω(x, t)| > 0} ⊂ B((−t)θ) ∀t ∈ (t0, 0).
Since the measure of the set {x ∈ Rn | |ω(x, t)| > 0} is conserved for t ∈ (−1, 0) by
virtue of the vorticity transport formula (see e.g.[23, Proposition 1.8]), we have
meas{x ∈ Rn | |ω(x, t0)| > 0} = meas{x ∈ R
n | |ω(x, t)| > 0} ≤ c(−t)nθ
→ 0 as t→ 0.
Whence, ω(t0) ≡ 0, which implies that v(t0) is harmonic. Recalling that v(t0) ∈
L2(Rn), we conclude that v(t0) ≡ 0, and hence v ≡ 0.
4 Proof of Theorem1.1
4.1 Local criterion for the energy non-concentration
In this first subsection we remove one point energy concentration for local weak solution
to the Euler equations satisfying the local energy inequality under a weaker condition
than the one in Shvydkoy [26]. In our discussion below we make use of the following
notation. We define the following space time cylinder
Q(r) = B(r)× I(r), where I(r) = (−r
n+2
2 , 0).
Let 0 < R < +∞ be fixed. We consider the Euler equations
(4.1) ∂tv + (v · ∇)v = −∇p, ∇ · v = 0 in Q(R).
The main result of this subsection is the following
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Theorem 4.1. Let v ∈ L∞(I(R);L2(B(R))) ∩L3(Q(R)) be a local suitable weak solu-
tion to (4.1) according to Definition 2.1 such that the local energy inequality (2.11) is
fulfilled. Furthermore, we assume that
(4.2) sup
0<r≤R
r−1‖v‖3L3(Q(r)) < +∞, lim inf
r→0+
r−1‖v‖3L3(Q(r)) = 0.
Then, there is no energy concentration at the point x = 0 as t → 0−. More precisely,
if σ0 ∈M|v|2(0) then
(4.3) σ0({0}) = 0.
Remark 4.2. In [26] Shvydkoy showed that if v ∈ Lq(−1, 0;L∞(Ω))∩L∞(−1, 0;L2(Ω)),
q = 2
n
+ 1, is a suitable weak solution, then the measure in M|v|2(0) has no atoms in
Ω. This actually follows from the above theorem immediately. Indeed, let Q(r) ⊂
Ω× (−1, 0), then
r−1‖v‖3L3(Q(r)) = r
−1
∫ 0
−r
n+2
2
∫
B(r)
|v|3dxdt
≤ ‖v‖2L∞(−1,0;L2(Ω))r
−1
∫ 0
−r
n+2
2
‖v‖L∞(B(r))dt
≤ ‖v‖2L∞(−1,0;L2(Ω))
(∫ 0
−r
n+2
2
‖v‖
2
n
+1
L∞(B(r))dt
) n
n+2
→ 0
as r → 0.
Proof of Theorem4.1: Let ∇ph denote the local presssure −E
∗
B(R)(v), which has
been defined in Definition 2.1. By virtue of Lemma2.3 there exists a unique measure
valued trace σ˜ ∈ L∞(I(R);M+(B(R))) of the function |v˜(·)|2, where v˜ = v +∇ph (cf.
also Remark 2.4). Thanks to Lemma2.5 we only need to show that σ˜0 := σ˜(0) has no
atoms. In fact, it suffices to prove that σ˜0({0}) = 0.
Following the arguments of Section 2, we define the local pressure
∇ph = −E
∗
B(R)(v), ∇p0 = −E
∗
B(R)((v · ∇)v).
Recalling Definition 2.1, the function v˜ = v +∇ph solves the equation
(4.4) ∂tv˜ + (v · ∇)v = −∇p0 in Q(R).
Since v is a local suitable weak solution to the Euler equations (cf. Definition 2.1) by
means of Lemma2.3 the generalized local energy inequality is satisfied for a.e. t ∈ I(R),
and for all nonnegative φ ∈ C∞c (B(R))∫
B(R)
|v˜(t)|2φdx
≤
∫
B(R)
φdσ˜0 +
0∫
t
∫
B(R)
|v˜|2v · ∇φdxdτ +
0∫
t
∫
B(R)
2p0v˜ · ∇φdxdτ
+
0∫
t
∫
B(R)
v ⊗ v : ∇2phφdxdτ.(4.5)
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Let 0 < r < R
2
. Let ζ ∈ C∞c (B(R)) denote a cut off function such that 0 ≤ ζ ≤ 1 in
B(R), ζ ≡ 1 on B(R/2). Furthermore, let η ∈ C∞c (B(r/2)) denote a cut off function
such that 0 ≤ η ≤ 1 in B(r/2), η ≡ 1 on B(r/4), and |∇kη| ≤ ckr
−k for all k ∈ N. Let
−r
n+2
2 < t < 0. In (4.5) we put φ = ζ(1− η). This yields∫
B(R)
|v˜(t)|2ζ(1− η)dx(4.6)
≤
∫
B(R)
ζ(1− η)dσ˜0 +
0∫
t
∫
B(R)
|v˜|2v · ∇ζdxdτ −
0∫
t
∫
B(r)
|v˜|2v · ∇ηdxdτ
+
0∫
t
∫
B(R)
2p0v˜ · ∇ζdxdτ −
0∫
t
∫
B(r)
2p0v˜ · ∇ηdxdτ
+
0∫
t
∫
B(R)
v ⊗ v : ∇2phζ(1− η)dxdτ
=
∫
B(R)
ζ(1− η)dσ˜0 + I + II + III + IV + V.(4.7)
In our discussion below we frequently make use of the following inequalities for almost
every τ ∈ (−1, 0)
‖p0(τ)‖L3/2(B(R)) ≤ c‖v(τ)‖
2
L3(B(R)),(4.8)
‖∇ph(τ)‖L3(B(R)) ≤ c‖v(τ)‖L3(B(r))(4.9)
By means of Ho¨lder’s inequality and Young’s inequality, using (4.9), we easily get
I + II ≤ cR−1‖v‖3L3(B(R)×I(r)) + cr
−1‖v‖3L3(Q(r) + cr
−1‖∇ph‖
3
L3(Q(r)
Recalling that ∇ph(τ) is harmonic in B(R) and employing (4.9), we get for the last
term on the right-hand side of the above inequality
r−1‖∇ph‖
3
L3(Q(r) ≤ cR
−1‖∇ph‖
3
L3(B(R)×I(r) ≤ R
−1‖v‖3L3(B(R)×I(r).
Combining the last two inequalities, we arrive at
I + II ≤ cR−1‖v‖3L3(B(R)×I(r)) + cr
−1‖v‖3L3(Q(r)).
Applying Ho¨lder’s inequality and using (4.8) for almost every τ ∈ I(r), we get
III ≤ cR−1‖v‖3L3(B(R)×I(r)).
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We proceed to estimate V . By virtue of Sobolev’s embedding theorem we see that
Wm, 2(B(R)) →֒ L3(B(R)) for m ≥ n
6
. This together with LemmaA.1 and (4.9) gives
‖∇2ph(s)ζ‖L3(B(R)) ≤
m∑
k=0
R−
n
6
+k‖∇k(∇2ph(s)ζ)‖L2(B(R))
≤ cR−
n
6
−1‖∇ph(s)‖L2(B(R)) ≤ cR
−n
6
−1‖v(s)‖L2(B(R)))
≤ cR−1‖v(s)‖L3(B(R))).
Using Ho¨lder’s inequality together with the above estimate of ∇2ph we obtain
V ≤ cR−1‖v‖3L3(B(R)×I(r)).
It only remains the estimate the integral IV , which contains the pressure p0. Ob-
serving the condition (4.2), we find that
sup
0<ρ≤R
ρ−1‖v ⊗ v‖
3/2
L3/2(Q(ρ))
< +∞.
Applying LemmaA.4 with f = v ⊗ v, p = 3
2
, and λ = 1 (cf. also [8, Lemma 2.8]), it
can be checked that
(4.10) sup
0<ρ≤R
ρ−1‖p0‖
3/2
L3/2(Q(ρ))
< +∞.
Applying Ho¨lder’s inequality along with (4.10), we infer
IV ≤ c sup
0<ρ≤R
ρ−1‖p0‖
3/2
L3/2(Q(ρ))
(r−1‖v‖3L3(Q(r)))
1/3.
Inserting the estimates of I, . . . , V II into the right-hand side of (4.7), we arrive at∫
B(R)
|v˜(t)|2ζdx
≤
∫
B(R)
ζ(1− η)dσ˜0 +
∫
B(r)
|v˜(t)|2ηdx
+ cR−1‖v‖3L3(B(R)×I(r)) + c
( r
R
)n/2
‖v‖3L∞(−R5/2,0;L2(B(R)))
+ cr−1‖v‖3L3(Q(r) + c sup
0<ρ≤R
ρ−1‖p0‖
3/2
L3/2(Q(ρ))
(r−1‖v‖3L3(Q(r)))
1/3.(4.11)
Appealing to (4.2), we may choose a sequence {rk} in (0, R) such that rk → 0 as
k → +∞, and
(4.12) r−1k ‖v‖
3
L3(Q(rk)
→ 0 as k → +∞.
By means of Jensen’s inequality, having r
−n+2
2
k ‖v‖
2
L2(Q(rk))
≤ cr
−2/3
k ‖v‖
2
L3(Q(rk))
, (4.12)
gives
(4.13) r
−n+2
2
k ‖v‖
2
L2(Q(rk)
→ 0 as k → +∞.
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We take tk ∈ I(rk) such that ‖v(tk)‖
2
L2(B(r)) ≤ r
−n+2
2
k ‖v‖
2
L2(Q(rk))
for all k ∈ N. We now
consider (4.11) with t = tk, r = rk, η = ηk. Thanks to (4.12) and (4.13) all terms except
the first and second integral on the right-hand side of (4.11) tend to zero as k → +∞.
This shows that
lim sup
k→∞
∫
B(R)
|v˜(tk)|
2ζdx
≤ lim sup
k→∞
∫
B(R)
ζ(1− ηk)dσ˜0 = lim sup
k→∞
∫
B(R)
ζ(1− ηk)dσ˜0.
On the other hand, by means of the weakly-∗ left continuity of σ˜, using the above
inequality, we obtain∫
B(R)
ζdσ˜0 ≤ lim sup
k→∞
∫
B(R)
ζ(1− ηk)dσ˜0 =
∫
B(R)
ζdσ˜0 − lim inf
k→∞
∫
B(R)
ηkdσ˜0,
which in turn shows that
σ˜0({0}) ≤ lim
k→∞
∫
B(R)
|v˜(tk)|
2ζdx ≤ lim inf
k→∞
∫
B(rk)
ηkdσ˜0 = 0.
Whence, the claim.
4.2 Blow-up argument
Let Ω ⊂ Rn. In what follows we use the following notation for the semi-norm for the
fractional derivatives of functions in the Sobolev-Slobodecki˘i spaces
|f |p
W θ,p(Ω)
=
∫
Ω
∫
Ω
|f(x)− f(y)|p
|x− y|n+pθ
dxdy, f ∈ W θ,p(Ω), 0 < θ < 1, p ≥ 1.
Lemma 4.3. Let v ∈ L∞(I(R);L2(B(R))) ∩ L3(Q(R)), 0 < R < +∞, be a local
suitable weak solution to the Euler equations (4.1). We assume the following local
Type I condition in terms of a fractional Sobolev space norm and energy concentration
at time t = 0.
(i) ∃ 0 < θ < 1
3
: supr∈(0,R) r
3θ−1
∫
I(r)
|v(t)|3W θ, 3(B(r)) < +∞.
(ii) There exists σ0 ∈M|v|2(0) with σ0({0}) > 0.
Then there exists a nontrivial solution v∗ ∈ L∞(−1, 0;L2σ(R
n))∩L3loc([−1, 0);W
θ,3(Rn))
to the Euler equations which fulfills the following Type I blow-up condition and energy
concentration at time t = 0
(iii) supr∈(0,R) r
3θ−1
∫
I(r)
|v∗(t)|3
W θ, 3(B(r))
< +∞.
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(iv) M|v∗|2(0) = {E0δ0} for some constant E0 > 0.
Furthermore, there holds the local energy inequality for all φ ∈ C∞c (R
n) and for a.e.
−1 ≤ t ≤ s < 0,∫
Rn
|v∗(t)|2φdx ≤
∫
Rn
|v∗(s)|2φdx+
s∫
t
∫
Rn
(|v∗|2 + 2p∗)v∗ · ∇φdxdτ.(4.14)
Proof: 1. Scaling invariant L3 estimate. For notational convenience we set
K0 = ‖v(t)‖L2(−R5/2,0;L2(B(R)), K1 =
(
sup
r∈(0,R)
r3θ−1
∫
I(r)
|v(t)|3W θ, 3(B(r))
)1/3
.
Let 0 < r ≤ R. By means of Ho¨lder’s inequality together with Sobolev’s inequality, we
get
‖v(s)‖3L3(B(r)) ≤ ‖v(s)‖
6θ
1+2θ
L2(B(r))‖v(s)‖
3
1+2θ
L
3
1−θ (B(r))
≤ cr−n/2‖v(s)‖3L2(B(r)) + c‖v(s)‖
6θ
1+2θ
L2(B(r))|v(t)|
3
1+2θ
W 3, θ(B(r))
.
Integrating the both sides over I(r), and using the Ho¨lder’s inequality, we obatin∫
I(r)
‖v(s)‖3L3(B(r))ds
≤ cr−n/2
∫
I(r)
‖v(s)‖3L2(B(r))ds+ c
∫
I(r)
‖v(s)‖
6θ
1+2θ
L2(B(r))|v(s)|
3
1+2θ
W 3, θ(B(r))
ds
≤ cr−n/2
∫
−I(r)
‖v(s)‖3L2(B(r))ds
+ cr
(
r−5/2
∫
I(r)
‖v(s)‖3L2(B(r))ds
) 2θ
1+2θ
(
r3θ−1
∫
I(r)
|v(s)|3W 3, θ(B(r))ds
) 1
1+2θ
≤ cr−n/2
∫
−I(r)
‖v(s)‖3L2(B(r))ds+ crK
3
1+2θ
1
(
r−
n+2
2
∫
I(r)
‖v(s)‖3L2(B(r))ds
) 2θ
1+2θ
.
Multiplying both sides by r−1, we are led to
r−1‖v‖3L3(Q(r))
≤ cr−
n+2
2
∫
−I(r)
‖v(s)‖3L2(B(r))ds+ cK
3
1+2θ
1
(
r−
n+2
2
∫
I(r)
‖v(s)‖3L2(B(r))ds
) 2θ
1+2θ
≤ cK0r
−n+2
2 ‖v‖2L2(Q(r)) + cK
2θ
1+2θ
0 K
3
1+2θ
1
(
r−
n+2
2 ‖v‖2L2(Q(r))
) 2θ
1+2θ
.(4.15)
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Furthermore, from (4.15) we deduce that
(4.16) sup
0<r≤R
r−1‖v‖3L3(Q(r)) ≤ c(K0 +K1)
3.
2. Blow up argument. We assume there exists σ0 ∈ M|v|2(0) with σ0({0}) > 0. Then
from (4.15) and (4.16) together with Theorem4.1 we have a positive constant ε > 0
such that
(4.17) r−
n+2
2 ‖v‖2L2(Q(r)) ≥ ε ∀ 0 < r ≤ R.
Otherwise, (4.15) yields lim infr→0 r
−1‖v‖3L3(Q(r)) = 0, which by Theorem4.1 would lead
to the contradiction 0 < σ0({0}) = 0.
Now we take a decreasing sequence {rk} in (0, R) such that rk → 0 as k →∞. We
define
vk(x, t) = r
n
2
k v(rkx, r
n+2
2
k t), (x, t) ∈ Bk × (−1, 0), k ∈ N,
where
Bk = B(r
−1
k R).
Clearly, vk ∈ L
∞(−1, 0;L2(Bk)) ∩ L
3(Bk × (−1, 0)) is a local suitable weak solution to
the Euler equations in Bk × (−1, 0). Furthermore, for every 0 < ρ < +∞ the sequence
{vk}k≥N with r
−1
N R ≥ ρ is bounded in L
∞(−1, 0;L2(B(ρ))) ∩ L3(−1, 0;W θ, 3(B(ρ))).
Thus, by means of the reflexivity and the Banach-Alaoglu theorem, using Cantor’s
diagonalization argument, eventually passing to a subsequence, we get a function v∗ ∈
L∞(−1, 0;L2(Rn)) ∩ L3(−1, 0;W θ,3(Rn)) with ∇ · v∗ = 0 in Rn × (−1, 0) in the sense
of distributions such that for all 0 < ρ < +∞
vk → v
∗ weakly-∗ in L∞(−1, 0;L2(B(ρ))) as k → +∞,(4.18)
vk → v
∗ weakly in L3(−1, 0;W θ,3(B(ρ))) as k → +∞.(4.19)
We now define,
∇ph,k = −E
∗
Bk
(vk), ∇p0,k = −E
∗
Bk
((vk · ∇)vk).
Setting v˜k = vk +∇ph,k, we see that v˜k solves
(4.20) ∂tv˜k + (vk · ∇)vk = −∇p0,k, in Bk × (−1, 0)
in the sense of distributions. By (2.6) having
(4.21) ‖∇ph,k(t)‖L2(Bk) ≤ c‖vk‖L∞(−1,0;L2(Bk)),
for a.e. t ∈ (−1, 0), and recalling that ∇ph,k is harmonic, we can apply the mean value
property along with Jensen’s inequality and (4.21) to find
sup
Bk/2
|∇ph,k(t)| ≤ cr
n
2
k R
−n
2 ‖vk‖L∞(−1,0;L2(Bk)).
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Consequently, ∇ph,k → 0 uniformly on B(ρ)× (−1, 0) as k → +∞ for all 0 < ρ < +∞.
Furthermore, employing the identity (A.1), we see that for all 0 < ρ < +∞
(4.22) ∇ph,k → 0 strongly in L
∞(−1, 0;W 1, 2(B(ρ))) as k → +∞.
Hence, togehter with (2.13) and (2.14) we find for all 0 < ρ < +∞
v˜k → v
∗ weakly-∗ in L∞(−1, 0;L2(B(ρ))) as k → +∞,(4.23)
v˜k → v
∗ weakly in L3(−1, 0;W θ,3(B(ρ))) as k → +∞.(4.24)
On the other hand, from the estimate
‖p0,k‖L3/2(Bk×(−1,0)) ≤ ‖vk‖
2
L3(Bk×(−1,0))
,
we infer that {p0,k}k≥N is bounded in L
3/2(B(ρ) × (−1, 0)). Thus, (4.20) shows that
{∂tv˜k}k≥N is bounded in L
3/2(−1, 0;W−1, 3/2(B(ρ))). Taking into account that {vk}k≥N
is bounded in L3(−1, 0;W θ,3(B(ρ))), we are in a position to apply the compactness
lemma due to Simon[27]. This together with (4.22) yields
(4.25) vk → v
∗ strongly in L2(B(ρ)× (−1, 0)) as k → +∞.
In particular, for a.e. t ∈ (−1, 0) and for all 0 < ρ < +∞ it holds
(4.26) vk(t)→ v
∗(t) strongly in L2(B(ρ)) as k → +∞.
Furthermore, by means of Sobolev’s embedding theorem it can be checked easily that
{vk}k≥N is bounded in L
q(B(ρ)× (−1, 0)) for some 3 < q < +∞. Thus, (4.25) ensures
that
(4.27) vk → v
∗ strongly in L3(B(ρ)× (−1, 0)) as k → +∞.
Accordingly, v∗ is a weak solution to the Euler equations. Furthermore, since each
element of the sequence {v˜k} satisfies the local energy inequality, after letting k → +∞,
taking into account (4.22), (4.26) and (4.27), we see that v∗ also fulfills the local energy
inequality (4.14).
In addition, observing (4.17), it holds
‖vk‖
2
L2(Q(1)) ≥ ε ∀ k ∈ N,
and thanks to (4.25) this inequality remains true for v∗, which shows that v∗ 6= 0.
It now remains to check that v∗ fulfills the properties (iii) and (iv). First, by using
the transformation formula of the Lebesgue integral from the definition of vk it follows
that for 0 < ρ < 1
ρ3θ−1|vk|
3
L3(I(ρ);W θ, 3(B(ρ)) = (rkρ)
3θ−1|v|3L3(I(rkρ);W θ, 3(B(rρ)) ≤ K
3
1 .
By the lower semi continuity of the semi norm | · |3L3(I(ρ);W θ, 3(B(ρ)) we find
ρ3θ−1|v∗|3L3(I(ρ);W θ, 3(B(ρ)) ≤ K
3
1 .
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Now we shall verify (iv). Let k ∈ N be fixed. From (2.11) by using the transformation
formula for the Lebesgue integral, we obtain the following local energy inequality for
v˜k. It holds for almost all −r
−n+2
2
k R
n+2
2 < t < s < 0 and for all nonnegative φ ∈
C∞(Q(r−1k R)) with supp(φ) ⊂ Bk × (−r
−n+2
2
k R
n+2
2 , 0]∫
Bk
|v˜k(t)|
2φdx
≤
∫
Bk
|v˜k(s)|
2φdx+
s∫
t
∫
Bk
|vk|
2vk · ∇φdxdτ
+
s∫
t
∫
Bk
2p0,kv˜k · ∇φdxdτ +
s∫
t
∫
Bk
v · ∇ph,kvk · ∇φdxdτ
+
s∫
t
∫
Bk
vk ⊗ vk : ∇
2ph,kφdxdτ.(4.28)
Next, by σ˜ ∈M+(B(R)) we denote the unique measure valued trace due to Lemma2.3
(cf. also Remark 2.4). Clearly, from the definition of v˜k the unique trace σ˜k of |v˜k(·)|
2,
according to Lemma2.3, is given by the relation∫
Bk
φdσ˜k(t) =
∫
B(R)
φ
( x
rk
)
dσ˜(r
n+2
2 t), φ ∈ C0c (Bk).
We set σ˜0,k = σ˜k(0). Clearly, the weakly-∗ left continuity of σ˜k implies
(4.29) σ˜k(t)→ σ˜0,k weakly-∗ in M(Bk) as t→ 0
−.
Thanks to (4.29) we may pass s→ 0 in both sides of (4.28). This leads to∫
Bk
|v˜k(t)|
2φdx
≤
∫
Bk
φdσ˜0,k +
0∫
t
∫
Bk
|vk|
2vk · ∇φdxdτ
+
0∫
t
∫
Bk
2p0,kv˜k · ∇φdxdτ +
0∫
t
∫
Bk
v · ∇ph,kvk · ∇φdxdτ
+
0∫
t
∫
Bk
vk ⊗ vk : ∇
2ph,kφdxdτ,(4.30)
Obviously, ‖σ˜0,k‖ ≤ ‖σ˜0‖ for all k ∈ N. Thus, by virtue of Banach-Alaoglu’s theorem
and Cantor’s diagonalization argument we get a measure σ∗0 ∈M
+(Rn) together with
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an increasing subsequence {kj} such that for all 0 < ρ < +∞
(4.31) σ˜0,kj → σ
∗
0 weakly-∗ in M(B(ρ)) as j → +∞.
We claim that σ∗0 = σ˜0({0})δ0. Indeed, let φ ∈ C
0
c (R
n) be a nonnegative function. We
may choose 0 < ρ < +∞ such that supp(φ) ⊂ B(ρ). Let 0 < ε < ρ be arbitrarily
chosen. Take ηε ∈ C
0
c (B(2ε)) with 0 ≤ ηε ≤ 1 and ηε(0) = 1. We find∫
Rn
φdσ∗0 =
∫
B(2ε)
φηεdσ
∗
0 +
∫
B(ρ)\{0}
φ(1− ηε)dσ
∗
0
From (4.31) we deduce that∫
B(ρ)\{0}
φ(1− ηε)dσ
∗
0 = lim
j→∞
∫
B(rkj ρ)\{0}
φ
( x
rkj
){
1− ηε
( x
rkj
)}
dσ0
≤ maxφ lim
j→∞
σ˜0(B(rkjρ) \ {0})
= maxφ σ˜0
( ∞⋂
j=1
B(rkjρ) \ {0}
)
= 0.
Hence, ∫
Rn
φdσ∗0 =
∫
B(2ε)
φηεdσ˜0 → φ(0)σ˜0({0}) as ε→ 0,
which shows that σ∗0 = a0δ0, where a0 := σ˜0({0}).
Observing (4.26) there exists a set J of Lebesgue measure 0 such that (4.26) is
satisfied for all t ∈ [−1, 0] \ J and the local energy inequalities (4.14) and (4.30) are
satisfied for all s, t ∈ [−1, 0] \ J . Taking t ∈ [−1, 0] \ J in (4.30) with kj in place of k,
and letting j →∞, we obtain the following local energy inequality for all nonnegative
φ ∈ C∞c (R
n) and for all t ∈ [−1, 0] \ J∫
Rn
|v∗(t)|2φdx ≤ a0φ(0) +
0∫
t
∫
Rn
|v∗|2v∗ · ∇φdxdτ +
0∫
t
∫
Rn
2p∗v∗ · ∇φdxdτ.(4.32)
On the other hand, thanks to Lemma2.3 there exists a unique measure valued trace
σ∗ ∈ L∞(−1, 0;M+(Rn)) for |v∗(·)|2, which is weakly-∗ left continuous. Hence, in
(4.32) letting t → 0− with an appropriate choice of t in the Lebesgue set of |v∗|2, we
obtain for all nonnegative φ ∈ C∞c (R
n)∫
Rn
φdσ∗(0) ≤ a0δ0.
This shows that 0 ≤ σ∗(0) ≤ a0δ0. Whence there exists a constant 0 ≤ E0 < +∞ such
that
σ∗(0) = E0δ0.
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In fact, E0 > 0, otherwise the local energy inequality (4.14) would imply that v
∗ ≡ 0.
In fact, letting s→ 0− in (4.14) we would obtain the inequality
∫
Rn
|v∗(t)|2φdx ≤
t∫
0
∫
Rn
v(s) · ∇φ(|v∗(s)|2 + 2p∗(s))dxds
for all φ ∈ C∞c (R
n). Choosing an appropriate sequence of cut off function approximat-
ing 1 we verify the claim. This completes the proof M|v∗|2(0) = E0δ0, the property
(iv).
4.3 Proof of Theorem1.1 completed
The proof will be completed by contradiction. To this end, we assume there exist
σ0 ∈ M|v|2(0) such that σ0({x}) > 0 for some x ∈ B(R). By a simple translation
argument without loss of generality we can assume that x = 0. In particular, condition
(ii) in Lemma4.3 is satisfied.
In order to apply this lemma it only remains that condition (i) satisfied. Let
0 < r ≤ R be fixed. From the Gagliardo-Nirenberg inequality we immediately get
‖v(t)‖L∞(B(r)) ≤ cr
−n
2 ‖v(t)‖L2(B(r)) + c‖v(t)‖
2
n+2
L2(B(r))‖∇v(t)‖
n
n+2
L∞(B(r))
with an absolute constant c > 0.
Let 1 ≤ s < n+2
n
. Taking both sides of the above inequality to the s-th power,
integrate the result over I(r), and using the Type I blow-up condition in terms of the
velocity gradient, we obtain
‖v‖sLs(I(r);L∞(B(r))) ≤ cr
−ns
2
+n+2
2 ‖v‖sL∞(I(r);L2(B(r)))
+ c
(
‖v‖L∞(I(r);L2(B(r))) + sup(−t)‖∇v(t)‖L∞(B(R))
)s 0∫
−r
n+2
2
(−t)−
ns
n+2dt
≤ c(K0 +K1)
sr−
sn
2
+n+2
2(4.33)
with c > 0 depending only on s, where
K0 := ‖v‖L∞(I(R);L2(B(R))), K1 = sup(−t)‖∇v(t)‖L∞(B(R)).
By the standard interpolation argument we easily get from (4.33) for every 1 ≤ s, q ≤ ∞
with
(4.34)
n + 2
2s
+
n
q
>
n
2
the inequality
(4.35) ‖v‖Ls(I(r);Lq(B(r))) ≤ c(K0 +K1)r
n+2
2s
+n
q
−n
2 ,
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where c is a positive constant depending only on s and q.
Fix 0 < θ < 1
3
. We choose 1 < p < +∞ such that
(4.36) p >
3nθ
1− 3θ
.
We set
q := p
3− 3θ
p− 3θ
≥ 2.
Clearly, 2 ≤ q < 3 satisfies the relation
1
3
=
1− θ
q
+
θ
p
.
Furthermore (4.34) ensures that the following inequality holds true
(4.37)
(n + 2)(1− 3θ)
2(3− 3θ)
+
n
q
>
n
2
.
Using the interpolation theorem between Sobolev-Slobodecki˘i spaces (cf. [3, Theo-
rem6.4.5, (7)]) and Ho¨lder’s inequality, we get
|v(t)|3W 3, θ(B(r)) ≤ cr
−3θ+n− 3n
q ‖v(t)‖3Lq(B(r)) + c‖v(t)‖
3−3θ
Lq(B(r))‖∇v(t)‖
3θ
Lp(B(r))
≤ cr−3θ+n−
3n
q ‖v(t)‖3Lq(B(r)) + cr
3nθ
p ‖v(t)‖3−3θLq(B(r))‖∇v(t)‖
3θ
L∞(B(r))
≤ cr−3θ+n−
3n
q ‖v(t)‖3Lq(B(r)) + cK
3θ
1 r
3nθ
p ‖v(t)‖3−3θLq(B(r))(−t)
−3θ.
Integrating this inequality over t ∈ I(r), and applying (4.35) with s = 3, we are lead
to
|v|3L3(I(r);W 3, θ(B(r))) ≤ cr
1−3θ(K0 +K1)
3
+ cK3θ1 r
3nθ
p
∫
I(r)
‖v(t)‖3−3θLq(B(r))(−t)
−3θdt.(4.38)
In view of (4.37) we may choose 3−3θ
1−3θ
< s < +∞ such that condition (4.34) is still
fulfilled. Applying Ho¨lder’s inequality and appealing to (4.35), we obtain
r
3nθ
p
∫
I(r)
‖v(t)‖3−3θLq(B(r))(−t)
−3θdt
≤ r
3nθ
p ‖v‖3−3θLs(I(r);Lq(B(r)))
( ∫
I(r)
(−t)−
3sθ
s−3+3θ dt
) s−3+3θ
s
≤ cr
3nθ
p ‖v‖3−3θLs(I(r);Lq(B(r)))r
n+2
2
(
1−3θ− 3−3θ
s
)
≤ c(K0 +K1)
3−3θr
3nθ
p r
(3−3θ)
(
n+2
2s
+ 3
q
−n
2
)
r
n+2
2
(
1−3θ− 3−3θ
s
)
= c(K0 +K1)
3−3θr
3nθ
p r
(3−3θ)
(
n
q
−n
2
)
r
n+2
2
(1−3θ)
= c(K0 +K1)
3−3θr1−3θ.
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Inserting this inequality into the right-hand side of (4.38) and applying Young’s in-
equality, we arrive at
(4.39) |v|3L3(I(r);W 3, θ(B(r))) ≤ c(K0 +K1)
3r1−3θ,
which shows that condition (i) of Lemma4.3 is satisfied.
Now, we are in a position to apply Lemma4.3 to obtain a nontrivial limit v∗ ∈
L∞(−1, 0;L2σ(R
n)) ∩ L3loc([−1, 0);W
θ, 3(Rn)), which is a weak solution to the Euler
equations in Rn×(−1, 0) satisfying (iii) and (iv). On the other hand, by the assumption
of the theorem v fulfills the local Type I blow up condition in terms of the velocity
gradient. Since this Type I condition is invariant under the scaling, the the limit
function must enjoy the global Type I blow up condition in terms of the velocity
gradient in Rn. Since σ0 is a Dirac measure, however, by application of Theorem3.1,
we need to have v∗ ≡ 0, which contradicts to the nontriviality of v∗.
5 Proof of Corollary 1.5
Let us consider the change of coordinates (x, t) 7→ (y, τ) from Rn × (−1, 0) to Rn ×
(0,+∞) by
y =
x
(−t)
2
n+2
, τ = − log(−t).
Given a solution (v, p) of the Euler equations, the profile (V, P ) in the energy conserving
scale is defined by the relation
v(x, t) =
1
(−t)
n
n+2
V
( x
(−t)
2
n+2
,− log(−t)
)
,(5.1)
p(x, t) =
1
(−t)
2n
n+2
P
( x
(−t)
2
n+2
,− log(−t)
)
, (x, t) ∈ Rn × (−1, 0).(5.2)
We find that the profile (V, P ) solves the following system:
(5.3) ∂τV +
2
n+ 2
y · ∇U +
n
n + 2
V + (V · ∇)V = −∇P, ∇ · V = 0 in Rn.
One can also check easily that v is a λ-DSS solution of the Euler equations if and
only if V (·, τ) = V (·, τ + n+2
2
log λ) for all τ ∈ (0,+∞). Note that for a solution
v ∈ L∞(−1, 0;L2σ(R
n)) to the Euler equation, satisfying (1.2), satisfies the energy
equality
(5.4) ‖v(t)‖2L2 = ‖v(−1)‖
2
L2 := E ∀ t ∈ (−1, 0),
which implies also that
(5.5) ‖V (τ)‖2L2 = ‖V (0)‖
2
L2 = E ∀ τ ∈ (0,+∞).
We first show the following.
39
Lemma 5.1. Let v ∈ L∞(−1, 0;L2σ(R
n))∩L∞loc([−1, 0),W
1,∞(Rn)) be a λ-DSS solution
to the Euler equations for some 1 < λ < +∞. Assume v satisfies (5.4). Then, for
every 0 < r < +∞ it holds
(5.6) v ∈ C([−1, 0];L2(B(r)c)), and lim
t→0
‖v(t)‖L2(B(r)c) = 0.
Proof: Let 0 < r < +∞ be arbitrarily chosen. Using the transformation formula of
the Lebesgue integral, we calculate for t ∈ [−1, 0)
(5.7) ‖v(t)‖2L2(B(r)c) =
∫
B((−t)
−
2
n+2 r)c
|V (y,− log(−t))|2dy =
∫
B((−t)
−
2
n+2 r)c
|V (y, τ)|2dy,
where τ = − log(−t). Now, let (tk) be any sequence in [−1, 0) such that tk → 0 as
k → +∞. Then, τk = − log(−tk) → +∞ as k → +∞. On the other hand, since
V is λ-DSS the profile, V satisfies V (·, τ) = V (·, τ + n+2
2
log λ) for all τ ∈ [0,+∞).
Accordingly, for every k ∈ N there exists τ˜k ∈ [0,
n+2
2
log λ] such that
V (τk) = V (τ˜k).
Eventually, passing to a subsequence, we may assume τ˜k → τ0 in [0,
n+2
2
log λ] as
k → +∞. Thus, by using triangle inequality we obtain
‖v(tk)‖L2(B(r)c) = ‖V (τk)‖
L2(B((−tk)
−
2
n+2 r)c)
= ‖V (τ˜k)‖
L2(B((−tk)
−
2
n+2 r)c)
= ‖V (τ˜k)‖
L2(B((−tk)
−
2
n+2 r)c)
− ‖V (τ0)‖
L2(B((−tk)
−
2
n+2 r)c)
+ ‖V (τ0)‖
L2(B((−tk)
−
2
n+2 r)c)
≤ ‖V (τ˜k)− V (τ0)‖L2(Rn) + ‖V (τ0)‖
L2(Rn\B((−tk)
−
2
n+2 r))
.(5.8)
To argue further we first note that V solves the profile equation in a weak sense, namely∫
Rn
V (y, τ˜k) · ϕ(y)dy −
∫
Rn
V (y, τ0) · ϕ(y)dy
=
2
n + 2
∫ τ˜k
τ0
∫
Rn
V (s) · (y · ∇)ϕ(y)dyds
−
n
n + 2
∫ τ˜k
τ0
∫
Rn
V (s) · ϕ(y)dyds+
∫ τ˜k
τ0
∫
Rn
V (s) · (V · ∇)ϕ(y)dyds
for all ϕ ∈ C∞c (R
n) with ∇ · ϕ = 0, from which, taking into account of the fact that
V ∈ L∞(0,+∞;L2σ(R
n)), we find easily that V (τ˜k) → V (τ0) weakly in L
2(Rn) as
k → +∞. Thus the norm convergence (5.5) together with weak convergence implies
that the first term on the right hand side of (5.8) tends to zero as k → +∞. Secondly,
by the monotone convergence we see that also the second term on the right hand side
of (5.8) tends zero as k → +∞. Thus,
‖v(tk)‖L2(B(r)c) → 0 as t→ 0.
Since we have shown that ‖v(tk)‖L2(B(r)c) → 0 and v(tk) → 0 weakly in L
2(Rn) as
k →∞, the conclusion (5.6) follows.
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Corollary 5.2. Let 1 < λ < +∞ and v ∈ L∞(−1, 0;L2σ(R
n))∩L∞loc([−1, 0),W
1,∞(Rn))
be a λ-DSS solution to the Euler equations satisfying (5.4). Then the energy is con-
centrated at (0, 0), i. e. (3.1) is satisfied with E0 = E.
Proof: Let ϕ ∈ C0(Rn) and bounded. Let ε > 0 be arbitrarily chosen. By the
continuity of ϕ we may choose δ > 0 such that supx∈B(δ) |ϕ(x)−ϕ(0)| ≤ ε. Elementary,∫
Rn
|v(t)|2ϕdx =
∫
Rn
|v(t)|2(ϕ− ϕ(0))dx+ Eϕ(0)
=
∫
B(δ)c
|v(t)|2(ϕ− ϕ(0))dx+
∫
B(δ)
|v(t)|2(ϕ− ϕ(0))dx+ Eϕ(0).
Thanks to (5.6) and the boundedness of ϕ we get
lim sup
t→0
∫
Rn
|v(t)|2ϕdx ≤ Eε+Eϕ(0), and Eϕ(0) ≤ Eε+lim inf
t→0
∫
Rn
|v(t)|2ϕdx.
Therefore.
lim sup
t→0
∫
Rn
|v(t)|2ϕdx ≤ Eϕ(0) ≤ lim inf
t→0
∫
Rn
|v(t)|2ϕdx,
which shows
lim
t→0
∫
Rn
|v(t)|2ϕdx = Eϕ(0) = E < δ0, ϕ > .
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A Some auxiliary lemmas
Here we prove fundamental properties of a harmonic function used in the proof of the
main theorem.
Lemma A.1. Let p ∈ L2(Ω) be a harmonic function on Ω. Then for every φ ∈ C∞c (Ω)
and for all m ∈ N it holds
(A.1)
∫
Ω
|∇mp|2φdx =
1
2m
∫
Ω
p2∆mφdx.
Proof: We show (A.1) by an inductive argument. First, (A.1) with m = 1 is clear by
the integration by parts. Assume (A.1) holds for m ∈ N. Then we have |∇m+1p|2 =
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∑n
i=1 |∇
m∂ip|
2. Using the assumption that (A.1) holds for ∂ip in place of p, and
integrating it by parts, we infer∫
Ω
|∇m+1p|2φdx =
n∑
i=1
∫
Ω
|∇m∂ip|
2φdx
=
1
2m
∫
Ω
|∇p|2∆mφdx =
1
2m+1
∫
Ω
p2∆m+1φdx.
Lemma A.2. Let U = Rn \ B(r), 0 < r < +∞. Let ζ ∈ C∞(U) denote a cut off
function such that 0 ≤ ζ ≤ 1 in U , and |∇kζ | ≤ cr−k, k = 1, . . . , n+1. Then for every
u ∈ L
2n
n−1 (U) which is harmonic in U it holds
(A.2) ‖∇uζ‖∞ ≤ cr
−n+1
2 ‖u‖
L
2n
n−1 (U)
.
Proof: First, let x ∈ Rn \ B(2r). Applying the mean value property of harmonic
functions and Jensen’s inequality, we get
|∇u(x)ζ(x)| ≤ |∇u(x)| ≤ cr−n−1
∫
B(x,r)
|u|dx ≤ cr−
n+1
2 ‖u‖
L
2n
n−1 (U)
.
Secondly, let x ∈ U ∩B(2r). By η ∈ C∞c (B(4r)) we denote a cut off function such that
0 ≤ η ≤ 1 in B(4r), η ≡ 1 on B(2r) and |∇kη| ≤ cr−k, k = 1, . . . , n+1. Using Sobolev’s
embedding theorem, and applying LemmaA.1 with φ = |∇j(ζη)|2, j = 1, . . . , n, we
estimate
|∇u(x)ζ(x)| ≤ ‖∇uζη‖L∞(B(4r))
≤ c
n∑
k=0
r−
n
2
+k‖∇k(∇uζη)‖L2(B(4r))
≤ c
n∑
k=0
k∑
j=0
r−
n
2
+k‖∇k−j+1u∇j(ζη)‖L2(B(4r))
≤ cr−
n+2
2 ‖u‖L2(U∩B(4r)) ≤ cr
−n+1
2 ‖u‖
L
2n
n−1 (U)
.
The assertion now follows from the above two estimates.
Lemma A.3. Let {pk} be a sequence of harmonic functions in L
2(Ω), which converges
weakly to some limit p in L2(Ω) as k → +∞. Then p is harmonic and for every
compact set K ⊂ Ω and every multi index α = (α1, . . . , αn) it holds
(A.3) Dαpk → D
αp uniformly on K as k → +∞.
Proof: By virtue of Weyl’s lemma it is clear that p is harmonic in Ω. Let x ∈ Ω, and
let B(x, r) ⊂ Ω be a ball. By the weak convergence and the mean value property of
harmonic functions we obtain
pk(x) =
∫
−
B(x,r)
pkdy →
∫
−
B(x,r)
pdy = p(x) as k → +∞.
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This shows that pk → p pointwise as k → +∞. In particular, pk → p in L
2(Ω′)
as k → +∞ for every Ω′ ⋐ Ω. Applying the identity (A.1) for a suitable cut off
function φ ≥ 0 it follows that pk → p in H
m(Ω′) as k → +∞ for every Ω′ ⋐ Ω and
for all m ∈ N. The uniform convergences (A.3) is now an immediate consequence of
Sobolev’s embedding theorem.
Lemma A.4. For 0 < R < +∞ define Q(R) = B(R)× I(R), I(R) = (−R
n+2
2 , 0). Let
f ∈ Lp(Q(R);Rn
2
), 1 < p < +∞. Let u ∈ Lp(Q(R)), solving the equation
(A.4) −∆u =
n∑
i,j=1
∂i∂jfij in Q(R)
in the sense of distributions. Assume for some λ ∈ (0, n) it holds
(A.5) sup
0<ρ<R
ρ−λ‖f‖pLp(Q(ρ)) < +∞.
Then there exists a constant c > 0 depending only on n, p and λ such that
(A.6) sup
0<ρ<R
ρ−λ‖u‖pLp(Q(ρ)) ≤ c
(
R−λ‖u‖pLp(Q(R)) + sup
0<ρ<R
ρ−λ‖f‖pLp(Q(ρ))
)
.
Proof: By a routine scaling argument we may assume that R = 1. We extend f(t) by
zero outside B(1), and denote this extension again by f . Clearly, the family of annalus
Uj = B(2
j+1) \ B(2j−1), j ∈ Z, j ≤ 1, cover B(2). By {ψj} we denote a corresponding
partition of unity of smooth radial symmetric functions, such that
∑1
j=−∞ ψj = 1 on
B(2) together with |∇ψj | ≤ c2
−j and |∇2ψj | ≤ c2
−2j for all j ∈ Z, j ≤ 1. Let m ∈ Z,
with m ≤ 0 be arbitrarily chosen, but fixed. We write u = u1 + u2 + u3, where
u1(x, t) =
m∑
j=−∞
P.V.
∫
Rn
f(x− y, t) : ∇2N(y)ψj(y)dy,
u2(x, t) =
1∑
j=m+1
P.V.
∫
Rn
f(x− y, t) : ∇2N(y)ψj(y)dy,
u3(x, t) = u(x, t)− u1(x, t)− u2(x, t), (x, t) ∈ Q(1),
where N stands for the Newton potential in Rn.
Our aim will be to estimate the Lp norm of u1, u2 and u3 over Q(2
m) separately.
First, by triangle inequality we see that for x ∈ B(2m) and |x − y| ≥ 2m+2 we get
|y| ≥ 2m+1. Thus, by Caldero´n-Zygmund inequality we find for almost every t ∈ (−1, 0)
‖u1(t)‖
p
Lp(B(2m)) ≤ c‖f(t)‖
p
Lp(B(2m+2)).
Integration of both sides over I(2m) with respect to time along with (A.5) yields
‖u1‖
p
Lp(Q(2m)) ≤ c‖f‖
p
Lp(Q(2m+2)) ≤ c2
mλ sup
0<ρ<R
ρ−λ‖f‖pLp(Q(ρ)).
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Next, fix x ∈ B(2m). It is readily seen that for all j ≥ m + 1 it holds B(x, 2j+1) ⊂
B(2j+1+ 2m) ⊂ B(2j+2). Noting that |k(y)| ≤ c|y|−n it follows |k|ψj ≤ c2
−jn. Accord-
ingly, by the aid of Jensen’s inequality, and observing (A.5), we estimate
|u2(x, t)| ≤ c
1∑
j=m+2
∫
Uj
f(x− y, t)2−jndx ≤
1∑
j=m+2
2j
n
p
( ∫
B(2j+2)
|f(y, t)|pdy
) 1
p
Taking the ess sup over x ∈ B(2m), and taking the ‖ · ‖Lp(I(2m)) of both sides with
respect to t, using Minkowski’s inequality, and observing (A.5), we are led to( ∫
I(2m)
‖u2(t)‖
p
L∞(B(2m))dt
) 1
p
≤
( 1∑
j=m+2
2jn
∫
Q(2j+2)
|f(y, t)|pdy
) 1
p
≤ c
( 1∑
j=m+2
2−j(n−λ) sup
0<ρ<R
ρ−λ‖f‖pLp(Q(ρ))
) 1
p
≤ c2−m
n−λ
p
(
sup
0<ρ<R
ρ−λ‖f‖pLp(Q(ρ))
) 1
p
.
Consequently,
‖u2‖
p
Lp(Q(2m)) ≤ c2
mn
∫
I(2m)
‖u2(t)‖
p
L∞(B(2m))dt ≤ c2
mλ sup
0<ρ<R
ρ−λ‖f‖pLp(Q(ρ)).
In only remains to estimate u3. By the definition of u1 and u2, recalling that f(t) ≡ 0
on Rn \B(1), we see that for almost all t ∈ (−1, 0) and for all x ∈ B(1) it holds
u1(x, t) + u2(x, t) =
1∑
j=−∞
P.V.
∫
B(2)
f(x− y, t) : ∇2N(y)ψj(y)dy
=
∫
Rn
f(x− y, t) : ∇2N(y)dy.(A.7)
In particular, u1 + u2 solves (A.4) in the sense of distributions. By Weyl’s lemma we
deduce that u3(t) = u(t)− u1(t)− u2(t) is harmonic. Thus,
‖u3‖
p
Lp(Q(2m)) ≤ c2
mn‖u3‖
p
Lp(I(2m);L∞(B(2m))
≤ c2mλ
(
‖u‖pLp(Q(2m)) + ‖f‖
p
Lp(Q(1))
)
.
Combining the estimates of u1, u2 and u3 we get for all m ∈ Z, m ≤ 0,
2−mλ‖u‖pLp(Q(2m)) ≤ c
(
‖u‖pLp(Q(1)) + sup
0<ρ<R
ρ−λ‖f‖pLp(Q(ρ))
)
.
Taking the supremum over all m ∈ Z, m ≤ 0 on the left-hand side, we obtain the
assertion (A.6).
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