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INTERSECTIONS OF TWO GRASSMANNIANS IN P9
LEV A. BORISOV, ANDREI CA˘LDA˘RARU, AND ALEXANDER PERRY
Abstract. We study the intersection of two copies of Gr(2, 5) embedded in P9, and the
intersection of the two projectively dual Grassmannians in the dual projective space. These
intersections are deformation equivalent, derived equivalent Calabi–Yau threefolds. We prove
that generically they are not birational. As a consequence, we obtain a counterexample to
the birational Torelli problem for Calabi–Yau threefolds. We also show that these threefolds
give a new pair of varieties whose classes in the Grothendieck ring of varieties are not equal,
but whose difference is annihilated by a power of the class of the affine line. Our proof of
non-birationality involves a detailed study of the moduli stack of Calabi–Yau threefolds of
the above type, which may be of independent interest.
1. Introduction
Let k be an algebraically closed field of characteristic 0. Let W be a 10-dimensional vector
space over k, whose projectivization we denote by P = P(W ). Let V be a 5-dimensional
vector space over k, together with isomorphisms
φi : ∧
2 V
∼
−→W, i = 1, 2.
By composing the Plu¨cker embedding with the resulting isomorphisms P(∧2V ) ∼= P, we
obtain two embeddings Gr(2, V ) →֒ P, whose images we denote by Gri ⊂ P. For generic φi,
the intersection
X = Gr1 ∩Gr2 ⊂ P (1.1)
is a smooth Calabi–Yau threefold (i.e. ωX ∼= OX and H
j(X,OX ) = 0 for j = 1, 2) with Hodge
numbers
h1,1(X) = 1, h1,2(X) = 51.
These varieties first appeared in work of Gross and Popescu [8]. Later G. Kapustka [14] used
geometric transitions to construct Calabi–Yau threefolds with the above Hodge numbers,
which were shown by M. Kapustka [15] to be isomorphic to Grassmannian intersections of the
above form. Independently, Kanazawa [13] gave a direct computation of the Hodge numbers
of such Grassmannian intersections. After these authors, we call X as above a GPK3 threefold.
The isomorphisms φi naturally determine another GPK
3 threefold, as follows. We write
P∨ = P(W∨) for the dual projective space. Then the induced isomorphisms
(φ−1i )
∗ : ∧2 V ∨
∼
−→W∨, i = 1, 2,
correspond to two embeddings Gr(2, V ∨) →֒ P∨, whose images we denote by Gr∨i ⊂ P
∨. As
the notation suggests, Gr∨i is the projective dual of Gri (see Remark 5.4). We consider the
intersection
Y = Gr∨1 ∩Gr
∨
2 ⊂ P
∨. (1.2)
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If X is a smooth threefold, then Y is too (Lemma 5.1). In this case, X and Y are thus
smooth deformation equivalent Calabi–Yau threefolds, which we call GPK3 double mirrors.
This terminology is justified by the following result, which should be thought of as saying X
and Y “have the same mirror”.
Theorem 1.1 ([20, Theorem 6.3]). If X and Y are of the expected dimension 3 (but possibly
singular), then there is an equivalence
Db(X) ≃ Db(Y )
of bounded derived categories of coherent sheaves.
Our main result says that, nonetheless, X and Y are typically not birational.
Theorem 1.2. For generic isomorphisms φi, the varieties X and Y are not birational.
Remark 1.3. John Ottem and Jørgen Rennemo [25] have also independently proved Theo-
rem 1.2.
Since X and Y have Picard number 1, the conclusion of Theorem 1.2 is equivalent to X
and Y being non-isomorphic. We prove this by an infinitesimal argument, summarized at the
end of §1.3 below.
Generic GPK3 double mirrors appear to give the first example of deformation equivalent,
derived equivalent, but non-birational Calabi–Yau threefolds. We note that there are several
previously known examples of derived equivalent but non-birational Calabi–Yau threefolds:
the Pfaffian–Grassmannian pair [5, 18], the Gross–Popescu pair [3, 26], the Reye congruence
and double quintic symmetroid pair [10], and the G2-Grassmannian pair [19]. In these ex-
amples, the varieties in question are not deformation equivalent and are easily seen to be
non-birational.
1.1. The birational Torelli problem. One of our motivations for proving Theorem 1.2 was
the birational Torelli problem for Calabi–Yau threefolds, which asks the following.
Question 1.4. If M1 and M2 are smooth deformation equivalent complex Calabi–Yau three-
folds such that there is an isomorphism H3(M1,Z)tf ∼= H
3(M2,Z)tf of polarized Hodge struc-
tures, then are M1 and M2 birational?
Here, for an abelian group A, we write Atf for the quotient by its torsion subgroup. As
observed in [1, Page 857, footnote], ifM1 andM2 are derived equivalent Calabi–Yau threefolds,
then there is an isomorphism H3(M1,Z)tf ∼= H
3(M2,Z)tf of polarized Hodge structures. (See
also [7, Proposition 3.1] where up to inverting 2 such an isomorphism is shown.) In particular,
any pair of deformation equivalent, derived equivalent, but non-birational complex Calabi–
Yau threefolds gives a negative answer to Question 1.4. Hence together Theorems 1.1 and 1.2
give the following.
Corollary 1.5. Generic complex GPK3 double mirrors give a counterexample to the birational
Torelli problem for Calabi–Yau threefolds.
Previously, Szendro˝i [27] showed the usual Torelli problem fails for Calabi–Yau threefolds,
i.e. the answer to Question 1.4 is negative if “birational” is replaced with “isomorphic”. As
far as we know, the birational version was open until now. For earlier work on this problem,
see [28, 7].
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1.2. The Grothendieck ring of varieties. A second motivation for this work was the
problem of producing nonzero classes in the Grothendieck ring K0(Var/k) of k-varieties which
are annihilated by a power of the class L = [A1] of the affine line. Recall that K0(Var/k) is
defined as the free abelian group on isomorphism classes [Z] of algebraic varieties Z over k
modulo the relations
[Z] = [U ] + [Z \ U ] for all open subvarieties U ⊂ Z,
with product induced by products of varieties. In [4] the first author used the Pfaffian–
Grassmannian pair of Calabi–Yau 3-folds to show that L is a zero divisor in K0(Var/k).
This sparked a flurry of results, which show that for a number of pairs of derived equivalent
Calabi–Yau varieties (M1,M2), we have [M1] 6= [M2] but ([M1]− [M2])L
r = 0 for some pos-
itive integer r. Namely, this holds for the Pfaffian–Grassmannian pair [23] (refining [4]), the
G2-Grassmannian pair [11], certain pairs of degree 12 K3 surfaces [9, 12], and certain pairs
(M1,M2) where M1 is a degree 8 K3 surface and M2 a degree 2 K3 surface [21]. We prove
that GPK3 double mirrors give another such example.
Theorem 1.6. If X and Y are GPK3 double mirrors, then
([X]− [Y ])L4 = 0.
Moreover, if the isomorphisms φi defining X and Y are generic, then [X] 6= [Y ].
The first statement is proved by studying a certain incidence correspondence, and the second
statement follows from Theorem 1.2 by an argument from [4]. We note that Theorem 1.6
verifies a case of the “D-equivalence implies L-equivalence” conjecture of [21] (see also [12]).
1.3. Geometry of GPK3 threefolds and their moduli. Along the way to Theorem 1.2,
we prove a number of independently interesting results on the geometry of GPK3 threefolds
and their moduli.
For X a fixed GPK3 threefold as in (1.1), we prove the two Grassmannians Gr1 and Gr2 con-
taining X are unique (Proposition 2.3), and use this to explicitly describe the automorphism
group of X (Lemma 2.4).
In terms of moduli, we consider the open subscheme U of the moduli space of pairs of
embedded Grassmannians Gr1,Gr2 ⊂ P such that X = Gr1 ∩ Gr2 is a smooth threefold.
The group Z/2×PGL(W ) acts on U (with Z/2 swapping the Grassmannians), and we define
the moduli stack of GPK3 data as the quotient N = [(Z/2 × PGL(W ))\U ]. Let M be the
moduli stack of GPK3 threefolds, defined as a PGL(W )-quotient of an open subscheme of the
appropriate Hilbert scheme. The morphism U →M given pointwise by (Gr1,Gr2) 7→ Gr1∩Gr2
descends to a morphism f : N →M, which we call the PGL-parameterization of M. Our main
moduli-theoretic results are the following.
Theorem 1.7. The PGL-parameterization f : N →M is an open immersion of smooth sep-
arated Deligne–Mumford stacks of finite type over k.
Theorem 1.8. Let s ∈ N be a geometric point. Then the automorphism group of s acts
faithfully on the tangent space TsN, i.e. the homomorphism AutN(s)→ GL(TsN) is injective.
Corollary 1.9. A generic GPK3 threefold has trivial automorphism group.
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Proof. The stack N is irreducible by construction, and smooth and Deligne–Mumford by
Theorem 1.7. It is well-known that in this situation, the generic point of N has trivial auto-
morphism group if and only if the automorphism groups of geometric points act faithfully on
tangent spaces. 
The operation (Gr1,Gr2) 7→ (Gr
∨
1 ,Gr
∨
2 ) descends to an involution τ : N → N, which we
call the double mirror involution. In the above terms, our proof of Theorem 1.2 boils down
to the following statement: there exists a fixed point s ∈ N of τ such that the derivative
dsτ ∈ GL(TsN) is not contained in the image of the homomorphism AutN(s) → GL(TsN).
For this, we use our description of the automorphism groups of GPK3 threefolds to show the
traces of involutions in the image of AutN(s) → GL(TsN) are contained in an explicit finite
list (Proposition 4.1), and then we exhibit a fixed point s ∈ N of τ such that tr(dsτ) does not
occur in this list (Lemma 6.3).
1.4. Organization of the paper. In §2, we prove the results on the geometry of a fixed
GPK3 threefold described above. In §3, we construct the moduli stacks M and N of GPK3
threefolds and GPK3 data, and prove Theorem 1.7. In §4, we prove our results on the action
of automorphism groups on tangent spaces (Theorem 1.8 and Proposition 4.1). In §5, we show
that the operation of passing to the double mirror preserves smoothness of GPK3 threefolds,
use this to define the double mirror involution τ of N, and compute the derivative of τ . In §6
we prove Theorem 1.2. In §7 we prove Theorem 1.6. Finally, in Appendix A we gather some
Borel–Weil–Bott computations which are used in the main body of the paper.
1.5. Notation. We work over an algebraically closed ground field k of characteristic 0. As
above, V and W denote fixed k-vector spaces of dimensions 5 and 10, P = P(W ), and
P∨ = P(W∨). We fix an isomorphism φ : ∧2V
∼
−→W , and let Gr ⊂ P denote the corresponding
embedded Gr(2, V ). Further, we set G = PGL(W ) and H = PGL(V ), and denote by g and h
their Lie algebras; there are embeddings H → G and h → g by virtue of the isomorphism φ.
Given a variety Z with a morphism to P, we write OZ(1) for the pullback of OP(1).
1.6. Acknowledgements. We are grateful to Johan de Jong for very useful conversations
about this work. We also benefited from discussions with Ron Donagi, Sasha Kuznetsov, and
Daniel Litt. We thank Micha l Kapustka for interesting comments and for informing us about
the history of GPK3 threefolds. We thank John Ottem and Jørgen Rennemo for coordinating
the release of their paper with ours.
2. Geometry of GPK3 threefolds
In this section, we show that a GPK3 threefold is contained in a unique pair of Grassman-
nians in P (Proposition 2.3). The key ingredient for this is the stability of the restrictions of
the normal bundles of these Grassmannians (Proposition 2.1). As a consequence, we obtain
an explicit description of the automorphism groups of GPK3 threefolds (Lemma 2.4).
2.1. The Grassmannians containing a GPK3 threefold. Recall that if X is a smooth
n-dimensional projective variety with an ample divisor H, then the slope of a torsion free
sheaf E on X is defined by
µ(E) =
c1(E) ·H
n−1
rk(E)
.
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Note that c1(E) can be computed as the first Chern class of the line bundle det(E) = ((∧
rE)∨)∨,
where r = rk(E). The sheaf E is called slope stable if for every subsheaf F ⊂ E such that
0 < rk(F) < rk(E), we have
µ(F) < µ(E).
If X ⊂ P is a GPK3 threefold, we set H = c1(OX(1)).
Proposition 2.1. Let X = Gr1 ∩ Gr2 ⊂ P be a GPK
3 threefold, and let Ni = NGri/P be the
normal bundle of Gri ⊂ P. Then Ni|X is slope stable.
Proof. By Lemma A.2 there is an isomorphism Ni ∼= Q
∨
i (2), where Qi is the tautological rank 3
quotient bundle. Hence it suffices to prove that the bundle Qi|X is stable. Let F ⊂ Qi|X be a
subsheaf of rank r = 1 or 2. Since H generates Pic(X) (see [14]), we can write c1(F) = tH
for some t ∈ Z. Then taking the r-th exterior power of the inclusion F ⊂ Qi|X and passing
to double duals, we get a nonzero section of ∧r(Qi|X)(−tH). Hence t ≤ 0 by Lemma A.9. We
conclude
µ(F) = tH3/r < H3/3 = µ(Qi|X). 
The following result shows the representation of a GPK3 threefold as an intersection of two
Grassmannians is unique.
Lemma 2.2. Let X ⊂ P be a GPK3 threefold. Assume φi : ∧
2 V
∼
−→ W , 1 ≤ i ≤ 4, are
isomorphisms whose corresponding Grassmannian embeddings Gri ⊂ P satisfy
X = Gr1 ∩Gr2 = Gr3 ∩Gr4.
Then either Gr1 = Gr3 and Gr2 = Gr4, or Gr1 = Gr4 and Gr2 = Gr3.
Proof. As above, let Ni = NGri/P. The restrictions Ni|X all have the same slope, and are
stable by Proposition 2.1. Hence any morphism Ni|X → Nj|X is either zero or an isomorphism.
Considering the inclusion Ni|X ⊂ NX/P, i = 1, 2, followed by projection onto the summands
of the decomposition NX/P ∼= N3|X ⊕ N4|X , we conclude that either N1|X ∼= N3|X and
N2|X ∼= N4|X , or N1|X ∼= N4|X and N2|X ∼= N3|X . Hence to finish, it suffices to show that the
isomorphism class of Ni|X determines Gri ⊂ P.
By Lemma A.2, Ni|X determines the restriction Qi|X of the tautological rank 3 quo-
tient bundle via (Ni|X)
∨(2) ∼= Qi|X . The inclusion Gri ⊂ P is determined by Qi as follows:
V ∼= H0(Gri,Qi), taking the third exterior power induces an isomorphism ∧
3V ∼= W∨ (note
that ∧3Qi = O(1)), and the dual isomorphism ∧
3V ∨ ∼= W is identified with φi under the
isomorphism ∧2V ∼= ∧3V ∨. But the restriction maps V ∼= H0(Gri,Qi) → H
0(X,Qi|X) and
W∨ ∼= H0(P,OP(1)) → H
0(X,OX (1)) are isomorphisms by Lemma A.10. The isomorphism
class of Ni|X thus determines φi : ∧
2V
∼
−→W up to an isomorphism of V , and hence determines
the Grassmannian Gri. 
As a slight strengthening of Lemma 2.2, we prove that a GPK3 threefold is contained in
a unique pair of Grassmannians. We note, however, that Lemma 2.2 already suffices for our
purposes in this paper.
Proposition 2.3. Let X = Gr1 ∩ Gr2 ⊂ P be a GPK
3 threefold. Let Gr3 ⊂ P be the image
of an embedding Gr(2, V ) →֒ P given by an isomorphism φ3 : ∧
2 V
∼
−→ W . If X ⊂ Gr3, then
either Gr3 = Gr1 or Gr3 = Gr2.
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Proof. Let Ni = NGri/P for i = 1, 2, 3. We have an injective morphism
(N3|X)
∨ → (N1|X)
∨ ⊕ (N2|X)
∨.
We claim that one of the morphisms α1 : (N3|X)
∨ → (N1|X)
∨ or α2 : (N3|X)
∨ → (N2|X)
∨
obtained by composition with the projections is an isomorphism. Since the (Ni|X)
∨ all have
the same rank and determinant, αk is an isomorphism if it is injective. Hence it suffices to
show that either K = ker(α2) ⊂ (N1|X)
∨ or I = im(α2) ⊂ (N2|X)
∨ vanishes. If µ is the
common slope of the (Ni|X)
∨, then either µ(K) ≥ µ or µ(I) ≥ µ. Since (N1|X)
∨ and (N2|X)
∨
are slope stable by Proposition 2.1, it follows that either K or I vanishes.
So we may assume α1 : (N3|X)
∨ → (N1|X)
∨ is an isomorphism. Note that this means Gr2
and Gr3 intersect transversely alongX. We will show thatX = Gr2∩Gr3, which by Lemma 2.2
proves the proposition. The intersection Gr2 ∩ Gr3 consists of components of dimension at
least 3. If there are no components of dimension at least 4, then X and Gr2 ∩ Gr3 have the
same degree in P, forcing the inclusion X ⊂ Gr2 ∩ Gr3 to be an equality. Hence it suffices
to show there are no components of dimension at least 4. By the transversality of Gr2 and
Gr3 along X, the components of the intersection Gr2 ∩ Gr3 which are not equal to X must
be disjoint from X. But by Lemma A.8 the class of X in the Chow ring of Gr2 is 5H
3, which
implies X intersects nontrivially any effective cycle in Gr3 of dimension at least 4. 
2.2. Automorphism groups. GPK3 threefolds can alternatively be described as intersec-
tions of translates of a fixed Grassmannian. Namely, fix an isomorphism φ : ∧2 V
∼
−→ W .
Let Gr ⊂ P denote the corresponding embedded Grassmannian Gr(2, V ). Let G = PGL(W ).
Then for any (g1, g2) ∈ G×G we set
Xg1,g2 = g1Gr ∩ g2Gr ⊂ P. (2.1)
By definition, GPK3 threefolds are precisely the smooth Xg1,g2 . Note that setting H =
PGL(V ), there is an embedding H → G induced by the isomorphism ∧2V ∼=W .
Lemma 2.4. Let X = Xg1,g2 be a GPK
3 threefold. The automorphism group scheme Aut(X)
is finite and reduced, and can be described explicitly as
Aut(X) = (g1Hg
−1
1 ∩ g2Hg
−1
2 ) ∪ (g2Hg
−1
1 ∩ g1Hg
−1
2 ) ⊂ G.
Proof. Since X is a Calabi–Yau variety of Picard number 1, it follows that Aut(X) is finite
and reduced. Further, Aut(X) embeds in G as the automorphisms a ∈ G of P which fix X,
i.e. which satisfy
ag1Gr ∩ ag2Gr = g1Gr ∩ g2Gr.
By Proposition 2.3 this means either ag1Gr = g1Gr and ag2Gr = g2Gr, or ag1Gr = g2Gr
and ag2Gr = g1Gr. The first case is equivalent to a ∈ g1Hg
−1
1 ∩ g2Hg
−1
2 and the second to
a ∈ g2Hg
−1
1 ∩ g1Hg
−1
2 . 
3. Moduli of GPK3 threefolds
The goal of this section is to prove Theorem 1.7. In §3.1 we construct the moduli stack
M of GPK3 threefolds, and show it is a smooth separated Deligne–Mumford stack of finite
type over k. In §3.2 we construct the moduli stack N of GPK3 data (as a quotient of an open
subspace of PGL(W )× PGL(W )) and the PGL-parameterization f : N →M, and show that
N has the same properties as M. In §3.3 we show that the derivative of f at any point is an
isomorphism. Finally, in §3.4 we combine these results to prove Theorem 1.7.
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3.1. The moduli stack of GPK3 threefolds. Let P ∈ Q[t] be the Hilbert polynomial of a
GPK3 threefold. Let Hilb denote the Hilbert scheme of closed subschemes of P with Hilbert
polynomial P , and let Hilb◦ ⊂ Hilb denote the open subscheme parameterizing Calabi–Yau
threefolds which are smooth deformations of a GPK3 threefold. The natural (left) action of
G = PGL(W ) on Hilb preserves Hilb◦. Let
M = [G\Hilb◦] (3.1)
be the quotient stack and qM : Hilb
◦ → M the quotient morphism. We call M the moduli
stack of GPK3 threefolds (although strictly speaking M parameterizes smooth deformations
of GPK3 threefolds).
Lemma 3.1. The stack M is a smooth separated Deligne–Mumford stack of finite type over k.
Moreover, M admits a coarse moduli space πM : M → M , where M is a separated algebraic
space of finite type over k.
Proof. A geometric point of Hilb◦ corresponds to a Calabi–Yau threefold of Picard number 1,
so its stabilizer in G is finite and reduced. Hence M is Deligne–Mumford. The scheme Hilb◦
is of finite type over k, and it is smooth by the Bogomolov–Tian–Todorov theorem on un-
obstructedness of Calabi–Yau varieties [30, 31]. Hence M is smooth and of finite type over
k. Separatedness of M follows from a result of Matsusaka and Mumford [24]. Finally, the
existence of a coarse moduli space with the stated properties then follows from a result of
Keel and Mori [16]. 
Remark 3.2. Let X be a GPK3 threefold. By Lemma 2.4, the automorphism group scheme
Aut(X) coincides with the automorphism group scheme AutM([X]) of the corresponding point
[X] ∈M.
3.2. The PGL-parameterization. In §2.2 we observed any GPK3 threefold can be written
in the form (2.1). We obtain a parameterization of M by quotienting by the redundancies
in this description, as follows. The quotient G/H is a quasi-projective variety, which can
be thought of as a parameter space for embeddings of the Grassmannian Gr(2, V ) into P.
Namely, for any point g ∈ G the corresponding Grassmannian is gGr, which only depends on
the coset gH. Similarly Xg1,g2 ⊂ P only depends on the coset (g1H, g2H), and the family of
these varieties over G×G descends to a closed subscheme
X ⊂ G/H ×G/H ×P.
Let U ⊂ G/H×G/H be the open subscheme parameterizing the smooth 3-dimensional fibers
of X. Then the restriction XU → U is a family of GPK
3 threefolds, such that every GPK3
threefold occurs as a fiber. This family induces a morphism f˜ : U → Hilb◦.
The group Z/2×G acts on G/H ×G/H (on the left), where Z/2 acts by swapping the two
factors and G acts by multiplication. This action preserves U ⊂ G/H ×G/H. Let
N = [(Z/2 ×G)\U ] (3.2)
be the quotient stack and qN : U → N the quotient morphism. We call N the moduli stack of
GPK3 data.
The morphism f˜ : U → Hilb◦ is equivariant with respect to the projection Z/2 ×G → G,
and hence descends to a morphism
f : N →M,
which we call the PGL-parameterization of M.
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We note the following consequence of Proposition 2.3 and Lemma 2.4. Given a stack Y
over k, we denote by |Y(k)| the set of isomorphism classes of the k-points Y(k).
Lemma 3.3. We have:
(1) f induces an injection |N(k)| → |M(k)|.
(2) f induces isomorphisms between the automorphism group schemes of points.
We have the following analog of Lemma 3.1 for N.
Lemma 3.4. The stack N is a smooth separated Deligne–Mumford stack of finite type over k.
Moreover, N admits a coarse moduli space πN : N → N , where N is a separated algebraic
space of finite type over k.
Proof. Since the scheme U is smooth and of finite type over k, so is the quotient stack N.
Since M is Deligne–Mumford, so is N by Lemma 3.3. It remains to show that N is separated;
then the existence of a coarse moduli space with the stated properties follows from a result
of Keel and Mori [16]. By the valuative criterion, this amounts to the following. Let R be a
valuation ring with field of fractions K, let x, x′ : Spec(R)→ N be two Spec(R)-points of N,
and let γ : x|K
∼
−→ x′|K be an isomorphism of the restrictions to Spec(K). Then we must show
there exists an isomorphism γ˜ : x
∼
−→ x′ restricting to γ. The points x and x′ correspond to
the data of embeddings Gr1,R,Gr2,R ⊂ PR and Gr
′
1,R,Gr
′
2,R ⊂ PR of GrR(2, V ) such that
XR = Gr1,R ∩Gr2,R and X
′
R = Gr
′
1,R ∩Gr
′
2,R
are families of GPK3 threefolds over Spec(R). Using the presentation Z/2 = {±1}, the iso-
morphism γ corresponds to a point (ǫ, a) ∈ Z/2×G(K) such that
aGr1,K = Gr
′
1,K , aGr2,K = Gr
′
2,K if ǫ = +1,
aGr1,K = Gr
′
2,K , aGr2,K = Gr
′
1,K if ǫ = −1.
In particular, a is an automorphism of PK such that aXK = X
′
K . By separatedness of the
moduli stack M (Lemma 3.1), we can find a˜ ∈ G(R) restricting to a such that a˜XR = X
′
R.
We claim
a˜Gr1,R = Gr
′
1,R, aGr2,R = Gr
′
2,R if ǫ = +1,
a˜Gr1,R = Gr
′
2,R, aGr2,R = Gr
′
1,R if ǫ = −1.
Indeed, by the separatedness of the parameter space G/H for embeddings of Gr(2, V ) into P,
if two embeddings of GrR(2, V ) into PR coincide after restriction to K, then they coincide.
Hence (ǫ, a˜) ∈ Z/2×G(R) gives the desired extension of γ to an isomorphism γ˜ : x
∼
−→ x′. 
3.3. Derivative of the PGL-parameterization. Let s ∈ U be a point, let t = f˜(s) ∈ Hilb◦,
and denote by [s] ∈ N and [t] ∈ M their images. Our goal is to prove that the derivative
d[s]f : T[s]N → T[t]M is an isomorphism. In fact, we will prove a slightly more precise result,
which gives an explicit description of these tangent spaces.
To formulate this, let acts : G → U be the action morphism at s given by acts(g) = g · s,
and similarly let actt : G→ Hilb
◦ be the action morphism at t given by actt(g) = g · t. Then
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there is a commutative diagram
G
acts
// U
f˜

qN
// N
f

G
actt
// Hilb◦
qM
// M
(3.3)
Let g denote the Lie algebra of G. The rest of this subsection is dedicated to the proof of the
following result.
Proposition 3.5. Taking derivatives in (3.3) gives a commutative diagram
0 // g
d1acts
// TsU
dsf˜ ≀

dsqN
// T[s]N
d[s]f ≀

// 0
0 // g
d1actt
// TtHilb
◦ dtqM // T[t]M // 0
(3.4)
with exact rows and vertical maps isomorphisms.
From the presentations of N and M as quotient stacks it follows that the rows of (3.4)
are right exact, but since N and M are Deligne–Mumford (Lemmas 3.4 and 3.1), they are
in fact exact. Hence to prove Proposition 3.5, it suffices to show dsf˜ : TsU → TtHilb
◦ is an
isomorphism.
To this end, we factor f˜ : U → Hilb◦ as follows. Let Q ∈ Q[t] be the Hilbert polynomial
of Gr ⊂ P, and let HilbQ be the Hilbert scheme of closed subschemes of P with Hilbert
polynomial Q. Let Y ⊂ HilbQ × P denote the universal family, and let Yi → HilbQ × HilbQ,
i = 1, 2, denote its pullback along each of the projections. Define U ′ ⊂ HilbQ × HilbQ to be
the open subscheme over which the fibers of the morphism
Y1 ×P Y2 → HilbQ ×HilbQ
are smooth deformations of a GPK3 threefold, and let
f˜ ′ : U ′ → Hilb◦
be the induced morphism. The morphism f˜ factors through f˜ ′. Indeed, consider the closed
subscheme Z ⊂ G/H ×P whose fiber over [g] ∈ G/H is gGr ⊂ P. This induces a morphism
γ : G/H → HilbQ
such that γ×γ : G/H×G/H → HilbQ×HilbQ takes U into U
′, and hence induces a morphism
j : U → U ′.
It follows from the definitions that f˜ = f˜ ′ ◦ j. Thus dsf˜ = dj(s)f˜
′ ◦ dsj, so to prove Proposi-
tion 3.5 it suffices to show dsj and dj(s)f˜
′ are isomorphisms. This is the content of the next
two lemmas.
Lemma 3.6. The map dsj : TsU → Tj(s)U
′ is an isomorphism.
Proof. By the definition of j, it suffices to show that for any g ∈ G the map
dgHγ : TgH(G/H)→ Tγ(gH)HilbQ
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is an isomorphism. The point γ(gH) ∈ HilbQ corresponds to the subscheme Z = gGr ⊂ P,
and there is a canonical isomorphism Tγ(gH)HilbQ ∼= H
0(Z,NZ/P). The exact sequence
0→ TZ → TP|Z → NZ/P → 0
induces a long exact sequence
0→ H0(Z,TZ)→ H
0(Z,TP|Z)→ H
0(Z,NZ/P)→ H
1(Z,TZ)→ . . .
We have H1(Z,TZ) = 0, so the first three terms form a short exact sequence. Moreover, there is
a canonical isomorphism h ∼= H0(Z,TZ), since H
0(Z,TZ) is identified with the tangent space
to H ∼= Aut(Z). By the same reason g ∼= H0(P,TP). By Lemma A.4 the restriction map
H0(P,TP) → H
0(Z,TP|Z) is an isomorphism, so we get an isomorphism g ∼= H
0(P,TP|Z).
The isomorphisms h ∼= H0(Z,TZ) and g ∼= H
0(Z,TP|Z) are compatible with the canonical
isomorphism TgH(G/H) ∼= g/h, i.e. they fit into a commutative diagram
0 // h //
≀

g //
≀

TgH(G/H) //
dgHγ

0
0 // H0(Z,TZ) // H
0(Z,TP|Z) // H
0(Z,NZ/P) // 0
So dgHγ is an isomorphism. 
Lemma 3.7. The map dj(s)f˜
′ : Tj(s)U
′ → TtHilb
◦ is an isomorphism.
Proof. Write s = (g1H, g2H) and let Gri = giGr, so that X = Gr1∩Gr2 is the GPK
3 threefold
corresponding to s. Let Ni = NGri/P. Then since U
′ ⊂ HilbQ × HilbQ is an open subscheme,
there is a canonical isomorphism
Tj(s)U
′ ∼= H0(Gr1,N1)⊕H
0(Gr2,N2).
Similarly, since NX/P ∼= N1|X ⊕N2|X , there is an isomorphism
TtHilb
◦ ∼= H0(X,N1|X)⊕H
0(X,N2|X).
Under the above isomorphisms, the map dj(s)f˜
′ : Tj(s)U
′ → TtHilb
◦ is identified with the
direct sum of the restriction maps H0(Gri,Ni)→ H
0(X,Ni|X). Now use Lemma A.11. 
3.4. Proof of Theorem 1.7. We have already shown N and M are smooth separated
Deligne–Mumford stacks of finite type over k (Lemmas 3.4 and 3.1), so we just need to
show f is an open immersion. The separatedness of N guarantees that f is separated. By
Proposition 3.5 and the smoothness of N and M, the morphism f is e´tale. Now the result
follows by replacing M with the image of f and applying [29, Tag 0DUD], whose hypotheses
hold by the above observations and Lemma 3.3.
4. The infinitesimal structure of N
In this section, we study the moduli stack N infinitesimally. Our goal is to prove Theorem 1.8
from the introduction, as well as the following result.
Proposition 4.1. Let s ∈ N be a point. Let γ ∈ AutN(s) be an element such that the induced
map γ∗ ∈ GL(TsN) is an involution. Then
tr(γ∗) ∈ {51, 3, 1,−3,−5,−13,−15,−35} .
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We start in §4.1 by spelling out an explicit presentation of the tangent space to any point
s ∈ N. In §4.2, we combine this with our description of AutN(s) from Lemma 2.4 to prove
some preliminary results, by analyzing the eigenvalues of the induced maps on TsN. As an
easy consequence of our analysis, we prove Theorem 1.8 and Proposition 4.1.
4.1. An explicit presentation of the tangent space to N. Proposition 3.5 gives a pre-
sentation of the tangent spaces to N. To make this explicit, we start with some preliminary
remarks.
For any g ∈ G there is an isomorphism
g/h ∼= TgH(G/H). (4.1)
If we regard TgH(G/H) as the set of k[ε]/(ε
2)-points of G/H based at gH, then this identifi-
cation is induced by the map
ηg : g→ TgH(G/H)
R 7→ g(1 + εR)H.
As the notation indicates, the identification (4.1) depends on the choice of representative for
the coset gH ∈ G/H. Namely, suppose gH = g′H. Then there is a commutative diagram
g
Ad(g′)−1g
//
ηg

g
ηg′

TgH(G/H) Tg′H(G/H)
Here, for any a ∈ G we use the notation Ada : g → g for the action of a under the adjoint
representation, i.e. Ada(R) = aRa
−1. This follows from the computation
g(1 + εR)H = (1 + εgRg−1)gH = (1 + εgRg−1)g′H = g′(1 + ε(g′)−1gRg−1g′)H.
Next we note that the group G acts on G/H on the left. For gH ∈ G/H the derivative at
1 ∈ G of the action morphism actgH : G→ G/H, actgH(a) = agH, gives a map
g→ TgH(G/H).
Under the identification (4.1), this map takes the form
g→ g/h
S 7→ g−1Sg.
Indeed, this follows from the observation
(1 + εS)gH = g(1 + εg−1Sg)H.
Combined with Proposition 3.5, the above discussion gives the following.
Lemma 4.2. Let (g1, g2) ∈ G×G be such that [(g1H, g2H)] ∈ N.
(1) There is a short exact sequence
0→ g→ g/h⊕ g/h→ T[(g1H,g2H)]N → 0 (4.2)
where the first map is given by
g→ g/h⊕ g/h
S 7→ (g−11 Sg1, g
−1
2 Sg2).
(4.3)
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(2) The sequence (4.2) depends on the choice of representatives g1, g2 for the cosets g1H, g2H,
but is canonical in the following sense. If g1H = g
′
1H and g2H = g
′
2H, then there is
a commutative diagram of exact sequences
0 // g //

g/h⊕ g/h //
(Ad(g′1)
−1g1
, Ad(g′2)
−1g2
)

T[(g1H,g2H)]N
// 0
0 // g // g/h⊕ g/h // T[(g′1H,g′2H)]N
// 0
In particular, suppose [(g1H, g2H)], [(g
′
1H, g
′
2H)] ∈ N. Then to specify a map
α : T[(g1H,g2H)]N → T[(g′1H,g′2H)]N
it suffices to specify a map
β : g⊕ g→ g⊕ g
which preserves the subspace h⊕ h ⊂ g⊕ g and the image of the map g→ g/h⊕ g/h in (4.3).
To indicate this situation, we will simply say α is induced by the map β. We emphasize once
again that this notion depends on the choice of representatives g1, g2, g
′
2, g
′
2, which we regard
as being made implicitly in the notation for the domain and target of α.
4.2. Eigenvalue analysis. Recall that N is defined as the quotient of an open subscheme
U ⊂ G/H × G/H by the group Z/2 × G. Hence, letting σ ∈ Z/2 denote the generator, for
any point [(g1H, g2H)] ∈ N and a ∈ G there are corresponding isomorphisms
γ(1,a) : [(g1H, g2H)]
∼
−→ [(ag1H, ag2H)],
γ(σ,a) : [(g1H, g2H)]
∼
−→ [(ag2H, ag1H)].
These isomorphisms of points of N induce isomorphisms of tangent spaces, which we denote
respectively by
a∗ : T[(g1H,g2H)]N → T[(ag1H,ag2H)]N,
(σ, a)∗ : T[(g1H,g2H)]N → T[(ag2H,ag1H)]N.
We also simply write σ∗ for (σ, 1)∗. The next lemma follows immediately by unwinding the
definitions.
Lemma 4.3. Let (g1, g2) ∈ G×G be such that [(g1H, g2H)] ∈ N.
(1) The map
a∗ : T[(g1H,g2H)]N → T[(ag1H,ag2H)]N
is induced by the identity map
id : g⊕ g→ g⊕ g.
(2) The map
σ∗ : T[(g1H,g2H)]N → T[(g2H,g1H)]N
is induced by the transposition map
g⊕ g→ g⊕ g
(R1, R2) 7→ (R2, R1).
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Below we will be concerned with automorphisms of a point [(g1H, g2H)] ∈ N. As observed in
Lemma 3.3, the automorphism group of [(g1H, g2H)] ∈ N coincides with that of [Xg1,g2 ] ∈M.
This latter group consists of elements of two types, according to Lemma 2.4. We turn this
into a definition:
Definition 4.4. Let (g1, g2) ∈ G×G be such that s = [(g1H, g2H)] ∈ N, i.e. such that Xg1,g2
is a GPK3 threefold. We say an automorphism a ∈ G of Xg1,g2 is:
(1) of type I if a ∈ g1Hg
−1
1 ∩ g2Hg
−1
2 ;
(2) of type II if a ∈ g2Hg
−1
1 ∩ g1Hg
−1
2 .
We say γ ∈ AutN(s) is of type I or type II according to the type of the corresponding element
of AutM([Xg1,g2 ]) under the isomorphism AutN(s)
∼= AutM([Xg1,g2 ]).
In the situation of Definition 4.4, the automorphism of [(g1H, g2H)] corresponding to a
is γ(1,a) from above if a is of type I, and is γ(σ,a) if a is of type II. Via the isomorphism
T[(g1H,g2H)]N
∼= T[Xg1,g2 ]M from Proposition 3.5, the induced map
a∗ : T[Xg1,g2 ]M→ T[Xg1,g2 ]M
is identified with
a∗ : T[(g1H,g2H)]N → T[(g1H,g2H)]N if a is of type I,
(σ, a)∗ : T[(g1H,g2H)]N → T[(g1H,g2H)]N if a is of type II.
In the following lemma, we describe these maps explicitly.
Lemma 4.5. Let (g1, g2) ∈ G ×G be such that [(g1H, g2H)] ∈ N. Let a ∈ G be an automor-
phism of Xg1,g2.
(1) If a is of type I, then the map
a∗ : T[(g1H,g2H)]N → T[(g1H,g2H)]N
is induced by the map
g⊕ g→ g⊕ g
(R1, R2) 7→ ((g
−1
1 ag1)R1(g
−1
1 ag1)
−1, (g−12 ag2)R2(g
−1
2 ag2)
−1).
(2) If a is of type II, then the map
(σ, a)∗ : T[(g1H,g2H)]N → T[(g1H,g2H)]N
is induced by the map
g⊕ g→ g⊕ g
(R1, R2) 7→ ((g
−1
1 ag2)R2(g
−1
1 ag2)
−1, (g−12 ag1)R1(g
−1
2 ag1)
−1).
Proof. By Lemma 4.3(1) the map
a∗ : T[(g1H,g2H)]N → T[(ag1H,ag2H)]N
is induced by the identity id : g ⊕ g → g ⊕ g. If a is of type I, then we have ag1H = g1H
and ag2H = g2H. Hence (1) follows from the comparison between the presentations for
T[(ag1H,ag2H)] and T[(g1H,g2H)] given by Lemma 4.2(2). Part (2) follows similarly. 
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Set H˜ = GL(V ), G˜ = GL(W ), h˜ = gl(V ), and g˜ = gl(W ), so that we have commutative
diagrams
H˜ //

G˜

h˜ //

g˜

H // G h // g
(4.4)
where the rows are embeddings and the columns surjections with 1-dimensional kernels. In
the following proofs, at certain points it will be convenient to work with the spaces in the top
row. For readability, we commit the following abuse of notation: given g ∈ G we use the same
symbol to denote a fixed lift g ∈ G˜; similarly for H and H˜; and we choose our lifts compatibly,
i.e. if g ∈ G is the image of g0 ∈ H under H → G, we choose a lift of g0 that maps to g.
Lemma 4.6. Let (g1, g2) ∈ G ×G be such that [(g1H, g2H)] ∈ N. Let a ∈ G be an automor-
phism of Xg1,g2.
(1) If a is of type I and the map
a∗ : T[(g1H,g2H)]N → T[(g1H,g2H)]N
is the identity, then a = 1.
(2) If a is of type II and the map
(σ, a)∗ : T[(g1H,g2H)]N → T[(g1H,g2H)]N
is an involution, then a2 = 1.
Proof. Note that there is an isomorphism [(g1H, g2H)] ∼= [(H, g
−1
1 g2H)] ∈ N. Hence we may
assume g1 = 1 and g2 = g. Further, note that a ∈ G must have finite order by Lemma 2.4, so
in particular a is diagonalizable. Since the square of an automorphism of type II is of type I,
(2) follows from (1).
So assume a is of type I, i.e. a ∈ H ∩ gHg−1 ⊂ G. Then by Lemma 4.5(1) the map
a∗ : T[(H,gH)]N→ T[(H,gH)]N is induced by the map
g⊕ g→ g⊕ g
(R1, R2) 7→ (aR1a
−1, (g−1ag)R2(g
−1ag)−1).
(4.5)
Recall that this means that in terms of the presentation
0 → g → g/h⊕ g/h → T[(H,gH)]N → 0
S 7→ (S, g−1Sg)
(4.6)
given by (4.2), a∗ is induced by (4.5).
Let a0 ∈ H be the element whose image under the embeddingH → G is a. Let λi, 1 ≤ i ≤ 5,
be the eigenvalues of a0. Then λiλj, 1 ≤ i < j ≤ 5, are the eigenvalues of a; we must show
they are all equal if a∗ is the identity. We start by computing the eigenvalues of a∗ in terms
of the λi. We do so by computing the eigenvalues on each summand in g/h⊕ g/h and on the
subspace g ⊂ g/h⊕ g/h separately:
The first g/h summand. Consider the map g˜→ g˜ given by R 7→ aRa−1. It has eigenvalues
λiλj
λkλℓ
, 1 ≤ i < j ≤ 5, 1 ≤ k < ℓ ≤ 5,
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and similarly the induced map h˜→ h˜ has eigenvalues
λi
λk
, 1 ≤ i, k ≤ 5.
Hence the induced map g˜/h˜ → g˜/h˜, which coincides with the induced map g/h → g/h, has
eigenvalues given by the multiset difference{
λiλj
λkλℓ
1 ≤ i < j ≤ 5, 1 ≤ k < ℓ ≤ 5
}
−
{
λi
λk
1 ≤ i, k ≤ 5
}
. (4.7)
The second g/h summand. Let b = g−1ag ∈ G. By assumption b is in the image of the
embedding H → G; let b0 be its preimage. Let µi, 1 ≤ i ≤ 5, be the eigenvalues of b0, so that
µiµj, 1 ≤ i < j ≤ 5, are the eigenvalues of b. Note that we have an equality of multisets
{µiµj 1 ≤ i < j ≤ 5} = {λiλj 1 ≤ i < j ≤ 5} , (4.8)
but the multisets {µi 1 ≤ i ≤ 5} and {λi 1 ≤ i ≤ 5} need not coincide. The above argument
shows that the map g/h→ g/h induced by R 7→ bRb−1 has eigenvalues given by the multiset{
µiµj
µkµℓ
1 ≤ i < j ≤ 5, 1 ≤ k < ℓ ≤ 5
}
−
{
µi
µk
1 ≤ i, k ≤ 5
}
. (4.9)
The subspace g ⊂ g/h ⊕ g/h. The map (4.5) induces the map S 7→ aSa−1 on the copy of
g ⊂ g/h ⊕ g/h embedded as in (4.6). The above argument shows this map has eigenvalues
given by the multiset {
λiλj
λkλℓ
1 ≤ i < j ≤ 5, 1 ≤ k < ℓ ≤ 5
}
− {1} , (4.10)
where we have removed a single 1 eigenvalue corresponding to the kernel of g˜→ g.
The eigenvalues of a∗. Combining all of the above, we conclude that the eigenvalues of a∗ are
given by the multiset sum of (4.7) and (4.9) minus (4.10), i.e. by
{1}+
{
µiµj
µkµℓ
1 ≤ i < j ≤ 5, 1 ≤ k < ℓ ≤ 5
}
−
{
λi
λk
1 ≤ i, k ≤ 5
}
−
{
µi
µk
1 ≤ i, k ≤ 5
}
.
(4.11)
Recall that to finish we need to show that if the support of (4.11) is {1}, then the λi
coincide. To see this, first note that every λi/λk appears at least three times in{
λiλj
λkλℓ
1 ≤ i < j ≤ 5, 1 ≤ k < ℓ ≤ 5
}
, (4.12)
hence the difference (4.7) has the same support as (4.12). Similarly, the multiset (4.9) has the
same support as {
µiµj
µkµℓ
1 ≤ i < j ≤ 5, 1 ≤ k < ℓ ≤ 5
}
. (4.13)
But using (4.8) we see that twice the multiset (4.11) coincides with the sum of {1, 1}, (4.7),
and (4.9). It follows that if the support of (4.11) is {1}, then so are the supports of (4.12)
and (4.13), and hence all λi coincide. 
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In the next proof, we use the following convenient notation. Given an endomorphism ψ of
a k-vector space and λ ∈ k, we write multλ(ψ) for the multiplicity of the eigenvalue λ for ψ. If
ψ is an involution, its eigenvalues are ±1, and we say: ψ is of type (p, q) if mult1(ψ) = p and
mult−1(ψ) = q; ψ is of type {p, q} if it is either of type (p, q) or (q, p). Keep in mind below
our abuse of notation by which given a in G or H, we fix a lift to G˜ or H˜ denoted by the
same symbol; if a is an involution, we choose our lift to be an involution as well.
Lemma 4.7. Let (g1, g2) ∈ G × G be such that [(g1H, g2H)] ∈ N. Let 1 6= a ∈ G be an
automorphism of Xg1,g2 which satisfies a
2 = 1.
(1) If a is of type I, then the trace of the map
a∗ : T[(g1H,g2H)]N → T[(g1H,g2H)]N
is one of the following: 3,−5,−13.
(2) If a is of type II, then the trace of the map
(σ, a)∗ : T[(g1H,g2H)]N → T[(g1H,g2H)]N
is one of the following: 1,−3,−15,−35.
Proof. As in the proof of Lemma 4.6, we may assume g1 = 1 and g2 = g.
Assume a is of type I. To compute the trace of a∗, it suffices to compute mult1(a∗). For this,
we follow the proof of Lemma 4.6. As there, let a0 ∈ H be a preimage of a, and let b0 ∈ H be
a preimage of b = g−1ag. Then the formula (4.11) for the multiset of eigenvalues of a∗ shows
mult1(a∗) = 1 + mult1(Adb : g˜/h˜→ g˜/h˜)−mult1(Ada0 : h˜→ h˜)−mult1(Adb0 : h˜→ h˜).
To compute the above quantity, we use the following remark. Let ψ : L→ L be an involution
of a k-vector space L of type {p, q}. Then the +1 eigenspace of the map
Adψ : gl(L)→ gl(L)
R 7→ ψRψ−1
consists of R ∈ gl(L) that commute with ψ, and hence mult1(Adψ) = p
2 + q2. Since a0 6= 1
by assumption, the involution a0 is either of type {4, 1} or {3, 2}, and a is of type {4, 6}.
Similarly, b0 is either of type {4, 1} or {3, 2}, and b is of type {4, 6}. Thus, using the above
formula we find
mult1(a∗) =


19 if a0 and b0 are of type {4, 1},
23 if a0 and b0 are of different {p, q} types,
27 if a0 and b0 are of type {3, 2}.
Since dimT[(H,gH)]N = 51, this gives for the trace
tr(a∗) =


−13 if a0 and b0 are of type {4, 1},
−5 if a0 and b0 are of different {p, q} types,
3 if a0 and b0 are of type {3, 2},
and hence proves (1) of the lemma.
Now assume a is of type II, i.e. a ∈ gH ∩ Hg−1 ⊂ G. Then by Lemma 4.5(2) the map
(σ, a)∗ : T[(H,gH)]N → T[(H,gH)]N is induced by the map
g⊕ g→ g⊕ g
(R1, R2) 7→ ((ag)R2(ag)
−1, (g−1a)R1(g
−1a)−1).
(4.14)
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That is, in terms of the presentation
0 → g → g/h⊕ g/h → T[(H,gH)]N → 0
S 7→ (S, g−1Sg)
(4.15)
given by (4.2), (σ, a)∗ is induced by (4.14).
We compute mult1((σ, a)∗) by computing the multiplicity of the eigenvalue 1 on the terms
g/h⊕ g/h and g in (4.15) separately.
The g/h⊕ g/h term. Let b = ag ∈ G, which by assumption is in the image of the embedding
H → G. Note that b−1 = g−1a−1 = g−1a, hence (4.14) can be written
(R1, R2) 7→ (bR2b
−1, b−1R1b)
The +1 eigenspace consists of (R1, R2) such that R2 = b
−1R1b. Hence the induced map
g/h⊕ g/h→ g/h⊕ g/h has eigenvalue 1 with multiplicity 75 = dim g/h.
The g term. For S ∈ g the map (4.14) sends (S, g−1Sg) 7→ (aSa−1, g−1(aSa−1)g). Hence
the induced action on the term g in (4.15) is S 7→ aSa−1. By assumption 1 6= a ∈ G is an
involution, and so has type {p, q} for some p+ q = 10 and p, q ≥ 1. By the observation from
above, the map g˜ → g˜ given by S 7→ aSa−1 has eigenvalue 1 with multiplicity p2 + q2; thus
the corresponding map g→ g has eigenvalue 1 with multiplicity p2 + q2 − 1.
Combining the above, we conclude mult1((σ, a)∗) = 76−p
2−q2 where the type {p, q} of a is
one of the following: {9, 1} , {8, 2} , {7, 3} , {6, 4} , {5, 5}. Note that for {p, q} = {9, 1} this gives
mult1((σ, a)∗) = −6, which is nonsense; so this case does not occur. Since dimT[(H,gH)]N = 51,
we find tr((σ, a)∗) = 101 − 2(p
2 + q2). Plugging in {p, q} = {8, 2} , {7, 3} , {6, 4} , {5, 5} gives
the values in (2) of the lemma. 
4.3. Proof of Theorem 1.8. Suppose γ ∈ AutN(s) acts trivially on TsN. If γ is of type I,
then γ = 1 by Lemma 4.6(1). If γ is of type II, then γ2 is of type I, and hence γ2 = 1 by the
previous sentence. But then by Lemma 4.7(2), either γ = 1 or tr(γ∗) ∈ {1,−3,−15,−35}. By
assumption γ∗ = id and hence tr(γ∗) = 51, so we conclude γ = 1. 
4.4. Proof of Proposition 4.1. This follows by combining Theorem 1.8 and Lemma 4.7.
(The case tr(γ∗) = 51 corresponds to γ = 1.) 
5. The double mirror involution
We begin this section by showing that the operation of passing to the double mirror pre-
serves smoothness of GPK3 threefolds. Using this, in §5.2 we define the double mirror invo-
lution τ of the moduli stack N of GPK3 data. In §5.3 we compute the derivative of τ .
5.1. Simultaneous smoothness. Let
X = Gr1 ∩Gr2 ⊂ P,
Y = Gr∨1 ∩Gr
∨
2 ⊂ P
∨,
be GPK3 threefolds corresponding to isomorphisms φi : ∧
2 V
∼
−→ W , i = 1, 2, as in §1. We
aim to show the following result, which is analogous to [5, Corollary 2.3].
Proposition 5.1. The variety X is a smooth threefold if and only if the same is true of Y .
Remark 5.2. If X and Y are of expected dimension, Proposition 5.1 follows from Theo-
rem 1.1, but we give a more direct proof below.
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We start by recalling a basic fact about projective duality of Gr(2, V ).
Lemma 5.3. Let x ∈ Gr(2, V ) ⊂ P(∧2V ) be a point corresponding to a 2-plane A ⊂ V . Let
y ∈ P(∧2V ∨) be a point corresponding to a hyperplane H ⊂ P(∧2V ). Then H is tangent to
Gr(2, V ) at x if and only if one of the following equivalent conditions hold:
(1) if K ⊂ V denotes the kernel of the 2-form on V corresponding to y, then A ⊂ K.
(2) y ∈ Gr(2, V ∨) ⊂ P(∧2V ∨) and if B ⊂ V ∨ is the corresponding 2-plane with orthogonal
B⊥ = ker(V → B∨), then A ⊂ B⊥.
Moreover, in this case K = B⊥.
Remark 5.4. The equivalence of H being tangent to Gr(2, V ) at x with (1) holds for V of
any dimension, while the equivalence with (2) is special to the case dimV = 5. Note that (2)
says in particular that the projective dual of Gri ⊂ P is Gr
∨
i ⊂ P
∨, as the notation indicates.
We will deduce Proposition 5.1 from an auxiliary result, which describes the loci in X and
Y where the defining Grassmannians do not intersect transversally. Given x ∈ X = Gr1∩Gr2,
we let xi ∈ Gri be the two corresponding points, and we write Axi ⊂ V for the corresponding
2-planes. Similarly, for y ∈ Y = Gr∨1 ∩ Gr
∨
2 we let yi ∈ Gr
∨
i be the corresponding points, and
write Byi ⊂ V
∨ for the corresponding 2-planes. Define Z ⊂ X × Y to be the locus of pairs
(x, y) such that Axi ⊂ B
⊥
yi for i = 1, 2, and let prX : Z → X and prY : Z → Y be the two
projections.
Lemma 5.5. The following hold:
(1) A point x ∈ X has dimTX,x > 3 if and only if it is in the image prX(Z).
(2) A point y ∈ Y has dimTY,y > 3 if and only if it is in the image prY (Z).
Proof. The condition dimTX,x > 3 is equivalent to TGr1,x and TGr2,x intersecting non-
transversely in TP,x, i.e. to the existence of a hyperplane in TP,x containing both TGri,x,
or equivalently to the existence of a projective hyperplane H ⊂ P tangent to both Gri at x.
But by Lemma 5.3, the existence of such an H is equivalent to the existence of a point y ∈ Y
such that (x, y) ∈ Z. This proves part (1) of the lemma. Part (2) follows by symmetry (note
that Z can also be described as the locus of (x, y) such that Byi ⊂ A
⊥
xi , i = 1, 2). 
Proof of Proposition 5.1. If X is a smooth threefold, then by Lemma 5.5(1) the correspon-
dence Z ⊂ X × Y is empty. Hence Y , which a priori has dimension at least 3, is in fact
a smooth threefold by Lemma 5.5(2). By symmetry, we conclude conversely that if Y is a
smooth threefold, then so is X. 
5.2. The double mirror involution. For any (g1, g2) ∈ G × G, we have defined a Grass-
mannian intersection Xg1,g2 by (2.1). Let
Yg1,g2 = (g1Gr)
∨ ∩ (g2Gr)
∨ ⊂ P∨ (5.1)
be the corresponding double mirror.
We can identify Yg1,g2 with an explicit Grassmannian intersection in P, as follows. Fix
from now on an isomorphism V ∼= V ∨ (or more explicitly, a basis for V ). This induces an
isomorphism ∧2V ∼= ∧2V ∨, and hence an isomorphism
θ : W
φ−1
−−→ ∧2V ∼= ∧2V ∨
(φ−1)∗
−−−−→W∨,
which identifies Gr with Gr∨. Given g ∈ G, its transpose is by definition the automorphism
of W given by gT = θ−1 ◦ g∗ ◦ θ, and its inverse transpose is g−T = (g−1)T . Here and below,
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we slightly abuse notation by not distinguishing between g ∈ G = PGL(W ) and a lift of g to
GL(W ).
Lemma 5.6. The isomorphism θ−1 : P∨
∼
−→ P induces an isomorphism Yg1,g2
∼= Xg−T1 , g
−T
2
.
Proof. For any g ∈ G, it follows from the definitions that
(gGr)∨ = (g−1)∗Gr∨ ⊂ P∨.
The result follows. 
The involution
G×G→ G×G
(g1, g2) 7→ (g
−T
1 , g
−T
2 )
induces an involution τ˜ of G/H ×G/H. By Proposition 5.1 combined with Lemma 5.6, the
involution τ˜ preserves the open subscheme U ⊂ G×G appearing in the definition (3.2) of the
stack N, and corresponds to passing to the double mirror GPK3 threefold on this locus. We
denote by
τ : N→ N
the induced involution, which we call the double mirror involution of N.
5.3. Derivative of the double mirror involution. In the following result, we use the
terminology introduced directly after Lemma 4.2.
Lemma 5.7. Let (g1, g2) ∈ G×G be such that [(g1H, g2H)] ∈ N. Then the derivative
d[(g1H,g2H)]τ : T[(g1H,g2H)]N→ T[(g−T1 H,g
−T
2 H)]
N
is induced by the map
g⊕ g→ g⊕ g
(R1, R2) 7→ (−R
T
1 ,−R
T
2 ).
Proof. This follows easily from the definitions and the observation
(1 + εR)−T = 1− εRT
for R ∈ g. 
6. Proof of Theorem 1.2
The moduli spaces and morphisms constructed in §3 and §5 can be summarized by the
diagram
Nτ
''
πN

f
// M
πM

N // M
where f is the PGL-parameterization of the moduli stack M of GPK3 threefolds by the moduli
stack N of GPK3 data, τ is the double mirror involution, and πN and πM are coarse moduli
spaces.
Two GPK3 threefolds are birational if and only if they are isomorphic, since they are
Calabi–Yau of Picard number 1. Recall that f : N →M induces an injection |N(k)| → |M(k)|
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by Lemma 3.3. (In fact f is an open immersion by Theorem 1.7, but we only need the weaker
statement about points for the following argument.) Moreover, the locus Z ⊂ N where the
morphisms πN ◦ τ and πN agree is closed, because N is separated by Lemma 3.4. Hence
Theorem 1.2 is equivalent to the assertion that Z does not coincide with N, i.e. that the
morphisms πN ◦ τ and πN do not coincide. To prove Theorem 1.2, we will make a trace
argument using Proposition 4.1 to show the following necessary condition for πN ◦ τ = πN
fails.
Lemma 6.1. Let s ∈ N be a point such that τ(s) = s. If πN ◦ τ = πN, then the derivative
dsτ : TsN → TsN
is contained in the image of the homomorphism AutN(s)→ GL(TsN).
Proof. Let Γ = AutN(s). By Luna’s e´tale slice theorem (see [2, Theorem 2.1]), we may find
an integral affine scheme Y = Spec(R) with a Γ-action, a point y ∈ Y , and an involution
τY : Y → Y , such that:
(1) τY (y) = y.
(2) There is a Γ-equivariant isomorphism TyY ∼= TsN under which the maps dyτY and
dsτ are identified.
(3) If πY : Y → Y/Γ = Spec(R
Γ) denotes the GIT quotient, then πY ◦ τY = πY .
Consider the ring map RΓ → R corresponding to πY . Passing the fraction fields, we obtain a
Galois field extension K(R)Γ → K(R). Since τY restricts to an automorphism of K(R) over
K(R)Γ by (3), we conclude that τY coincides with the action of an element γ ∈ Γ over the
generic point of Y , and hence τY coincides with the action of γ on all of Y . Now the result
follows from (2) by taking the derivative of τY at y. 
Lemma 6.2. There exists g ∈ G with g = g−T such that [(H, gH)] ∈ N, i.e. such that X1,g
is smooth.
Proof. The orthogonal group O(10) can be defined as a group scheme over Spec(Z). The
construction of the scheme X1,g makes sense for any g ∈ O(10) (with arbitrary coefficients,
not just over k), and the locus
U = {g ∈ O(10) X1,g is smooth}
is a Zariski open subset of O(10). The group scheme O(10) is smooth (and in particular flat)
over Spec(Z), hence the image of U is an open subset of Spec(Z). So if U is nonempty, then
its image contains the generic point of Spec(Z). In other words, if for some prime p ∈ Z we
find a matrix g ∈ O(10)(Fp) such that X1,g is smooth (over Fp), it follows that a matrix with
the same property exists over Q ⊂ k.
We verified the existence of such a matrix in O(10)(F103) by an easy Macaulay2 com-
putation. The code for this computation and the explicit matrix we found are included in
Appendix B. 
Note that [(H, gH)] ∈ N as in Lemma 6.2 satisfies τ([(H, gH)]) = [(H, g−TH)] = [(H, gH)].
Lemma 6.3. Let g ∈ G be as in Lemma 6.2. Then tr(d[(H,gH)]τ) = −1.
Proof. By Lemma 5.7 the map d[(H,gH)]τ : T[(H,gH)]N → T[(H,gH)]N is induced by the map
g⊕ g→ g⊕ g
(R1, R2) 7→ (−R
T
1 ,−R
T
2 ).
(6.1)
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That is, in terms of the presentation
0 → g → g/h⊕ g/h → T[(H,gH)]N → 0
S 7→ (S, g−1Sg)
(6.2)
given by (4.2), d[(H,gH)]τ is induced by (6.1). On each copy of g and h appearing in (6.2), the
map induced by (6.1) is R 7→ −RT . In general, given a vector space L, the trace of the map
pgl(L)→ pgl(L) given by R 7→ −RT is − dim(L) + 1. Using this and additivity of traces, the
result follows. 
Now we can complete the proof of Theorem 1.2. Let g ∈ G be as in Lemma 6.2 and let
s = [(H, gH)] ∈ N. Then the involution dsτ is not in the image of AutN(s) → GL(TsN)
by Proposition 4.1 and Lemma 6.3. Hence the morphisms πN ◦ τ and πN do not coincide by
Lemma 6.1. 
7. Proof of Theorem 1.6
Let X and Y be GPK3 double mirrors,
X = Gr1 ∩Gr2 ⊂ P,
Y = Gr∨1 ∩Gr
∨
2 ⊂ P
∨,
corresponding to isomorphisms φi : ∧
2 V
∼
−→W , i = 1, 2.
As in the proof of [4, Theorem 2.12], we see that if X is not birational to Y , then [X] 6= [Y ]
in K0(Var/k). Indeed, if [X] = [Y ] then [X] = [Y ] mod L, and so X is stably birational to
Y by [22]. This means X × Pn is birational to Y × Pn for some n. But since X and Y are
Calabi–Yau, they are the bases of the MRC fibrations [17] of X ×Pn and Y ×Pn, and hence
birational.
In particular, Theorem 1.2 implies the second claim of Theorem 1.6.
To prove the first claim of Theorem 1.6, we consider an incidence correspondence between
Gr1 and Gr
∨
2 . Namely, we consider the intersection
Q(Gr1,Gr
∨
2 ) = Q×P×P∨ (Gr1 ×Gr
∨
2 )
of the canonical (1, 1) divisor Q ⊂ P × P∨ with the product Gr1 × Gr
∨
2 ⊂ P × P
∨. We will
calculate the class of Q(Gr1,Gr
∨
2 ) in K0(Var/k) in two ways, using the two projections
Q(Gr1,Gr
∨
2 )
p1
yyss
ss
ss
ss
ss p2
&&▲
▲▲
▲▲
▲▲
▲▲
▲
Gr1 Gr
∨
2 .
Given x ∈ P, let xi = φ
−1
i (x) ∈ P(∧
2V ) be the corresponding point for i = 1, 2. Similarly,
given y ∈ P∨ let yi = φ
∗
i (y) ∈ P(∧
2V ∨) for i = 1, 2. Further, for a point ω in P(∧2V ) or
P(∧2V ∨), we write rk(ω) for the rank of ω considered as a skew form (defined up to scalars);
note that either rk(ω) = 2 or rk(ω) = 4. By definition we have
X = {x ∈ P rk(x1) = rk(x2) = 2} ⊂ Gr1 = {x ∈ P rk(x1) = 2} ,
Y =
{
y ∈ P∨ rk(y1) = rk(y2) = 2
}
⊂ Gr∨2 =
{
y ∈ P∨ rk(y2) = 2
}
,
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and hence also
Gr1 \X = {x ∈ P rk(x1) = 2, rk(x2) = 4} ,
Gr∨2 \ Y =
{
y ∈ P∨ rk(y1) = 4, rk(y2) = 2
}
.
For ω in P(∧2V ) or P(∧2V ∨), we let Hω denote the corresponding hyperplane in the dual
projective space. Then for x ∈ Gr1 and y ∈ Gr2 we have
p−11 (x)
∼= Hx2 ∩Gr(2, V
∨) ⊂ P(∧2V ∨),
p−12 (y)
∼= Hy1 ∩Gr(2, V ) ⊂ P(∧
2V ).
Recall that a morphism of varieties g : Z → S is called a piecewise trivial fibration with
fiber F if there is a finite partition S = S1 ⊔ S2 ⊔ · · · ⊔ Sn, with each Si ⊂ Y a locally closed
subset such that g−1(Si) ∼= Si × F as Si-schemes.
Lemma 7.1. The following hold:
(1) The morphisms
p−11 (X)→ X and p
−1
2 (Y )→ Y
are piecewise trivial fibrations, with fiber a hyperplane section of Gr(2, V ) defined by
a rank 2 skew form.
(2) The morphisms
p−11 (Gr1 \X)→ Gr1 \X and p
−1
2 (Gr2 \ Y )→ Gr2 \ Y
are piecewise trivial fibrations, with fiber a hyperplane section of Gr(2, V ) defined by
a rank 4 skew form.
Proof. By the above discussion, this follows as in [23, Lemma 3.3] from the fact that skew
forms over k can be put into one of the standard forms according to their rank. 
Next we calculate the class of the fibers appearing in Lemma 7.1.
Lemma 7.2. If ω ∈ P(∧2V ∨), then
[Hω ∩Gr(2, V )] =
{
(L2 + L+ 1)(L3 + L2 + 1) if rk(ω) = 2,
(L2 + 1)(L3 + L2 + L+ 1) if rk(ω) = 4.
Proof. First assume rk(ω) = 2. Then the kernel K ⊂ V of ω regarded as a skew form has
dimK = 3, and
Hω ∩Gr(2, V ) = {A ∈ Gr(2, V ) A ∩K 6= 0} .
Consider the closed subset
Z = {A ∈ Gr(2, V ) A ⊂ K} ⊂ Hω ∩Gr(2, V ),
with open complement
U = {A ∈ Gr(2, V ) dim(A ∩K) = 1} ⊂ Hω ∩Gr(2, V ).
Note that Z ∼= P2. Further, the natural morphism U → P(K) ∼= P2 is a Zariski locally trivial
fibration, whose fiber over [v] ∈ P(K) is the complement in P(V/〈v〉) ∼= P3 of P(K/〈v〉) ∼= P1.
Hence we have
[Hω ∩Gr(2, V )] = [P
2] + [P2]([P3]− [P1]) = (L2 + L+ 1)(L3 + L2 + 1).
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Now assume rk(ω) = 4. Let V4 ⊂ V be a 4-dimensional subspace such that the restriction
of the form ω to V4 has full rank. Consider the closed subset
Z = {A ∈ Hω ∩Gr(2, V ) A ⊂ V4} ⊂ Hω ∩Gr(2, V ),
with open complement
U = {A ∈ Hω ∩Gr(2, V ) dim(A ∩ V4) = 1} ⊂ Hω ∩Gr(2, V ).
Note that Z is isomorphic to a smooth quadric hypersurface in P4, whose class is well-known
to be [Z] = [P3]. Further, the natural morphism U → P(V4) ∼= P
3 is a Zariski locally trivial
fibration, whose fiber over [v] ∈ P(V4) consists of [v
′] ∈ P(V/〈v〉) such that ω(v, v′) = 0 and
v′ /∈ V4/〈v〉. That is, the fiber is isomorphic to the complement in P(〈v〉
⊥ω/〈v〉) ∼= P2 of
P((〈v〉⊥ω ∩ V4)/〈v〉) ∼= P
1, where 〈v〉⊥ω ⊂ V denotes the orthogonal of 〈v〉 ⊂ V with respect
to the skew form ω. Hence we have
[Hω ∩Gr(2, V )] = [P
3] + [P3]([P2]− [P1]) = (L2 + 1)(L3 + L2 + L+ 1),
as claimed. 
Now we can finish the proof of Theorem 1.6. Using the first projection p1, we have
[Q(Gr1,Gr
∨
2 )] = [p
−1
1 (X)] + [p
−1
1 (Gr1 \X)].
But if g : Z → S is a piecewise trivial fibration with fiber F , then [Z] = [S][F ]. Hence using
Lemmas 7.1 and 7.2, we find
[Q(Gr1,Gr
∨
2 )] = [X](L
2 + L+ 1)(L3 + L2 + 1) + ([Gr(2, V )]− [X])(L2 + 1)(L3 + L2 + L+ 1),
= [X]L4 + [Gr(2, V )](L2 + 1)(L3 + L2 + L+ 1).
The same argument applied to the second projection p2 shows
[Q(Gr1,Gr
∨
2 )] = [Y ]L
4 + [Gr(2, V )](L2 + 1)(L3 + L2 + L+ 1).
We conclude
([X]− [Y ])L4 = 0. 
Appendix A. Borel–Weil–Bott computations
The purpose of this appendix is to collect some coherent cohomology computations on
Grassmannians and GPK3 threefolds, which are invoked in the main text. The key tool is
Borel–Weil–Bott, which we review in §A.1.
A.1. Borel–Weil–Bott. For this subsection, we let V denote an n-dimensional vector space
over k (in the rest of the paper n = 5). The Borel–Weil–Bott Theorem for GL(V ) allows us to
compute the coherent cohomology of GL(V )-equivariant bundles on a Grassmannian Gr(r, V )
(in the rest of the paper we only need the case r = 2). To state the result, we need some
notation. Our exposition follows [18, §2.6].
The weight lattice of GL(V ) is isomorphic to Zn via the map taking the d-th fundamental
weight, i.e. the highest weight of ∧dV , to the sum of the first d basis vectors of Zn. Un-
der this isomorphism, the dominant integral weights of GL(V ) correspond to nonincreasing
sequences of integers λ = (λ1, . . . , λn). For such a λ, we denote by Σ
λV the corresponding
irreducible representation of GL(V ) of highest weight λ. The only facts we shall need about
these representations are the following:
(1) If λ = (1, . . . , 1, 0, . . . , 0) with the first d entries equal to 1, then ΣλV = ∧dV .
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(2) If λ = (λ1, . . . , λn) and µ = (λ1 +m, . . . , λn +m) for some m ∈ Z, then there is an
isomorphism of GL(V )-representations ΣµV ∼= ΣλV ⊗ det(V )⊗m.
(3) Given λ = (λ1, . . . , λn), set λ
∨ = (−λn,−λn−1, . . . ,−λ1). Then there is an isomor-
phism of GL(V )-representations Σλ
∨
V ∼= (ΣλV )∨.
The construction V 7→ ΣλV for a dominant integral weight λ globalizes to vector bundles
over a scheme, and the above identities continue to hold. We are interested in the case where
the base scheme is the Grassmannian Gr(r, V ). Denote by U the tautological rank r bundle
on Gr(r, V ), and by Q the rank n− r quotient of V ⊗OGr(r,V ) by U, so that there is an exact
sequence
0→ U→ V ⊗ O→ Q→ 0.
Then every GL(V )-equivariant bundle on Gr(r, V ) is of the form ΣαU∨ ⊗ ΣβQ∨ for some
nonincreasing sequences of integers α ∈ Zr and β ∈ Zn−r.
The symmetric group Sn acts on the weight lattice Z
n by permuting the factors. Denote by
ℓ : Sn → Z the standard length function. We say λ ∈ Z
n is regular if all of its components are
distinct; in this case, there is a unique σ ∈ Sn such that σ(λ) is a strictly decreasing sequence.
Finally, let
ρ = (n, n− 1, . . . , 2, 1) ∈ Zn
be the sum of the fundamental weights.
The following result can be deduced from the usual statement of Borel–Weil–Bott by push-
ing forward equivariant line bundles on the flag variety to the Grassmannian. For a vector
space L and an integer p, we write L[p] for the single-term complex of vector spaces with L
in degree −p.
Proposition A.1. Let the notation be as above. Let α ∈ Zr and β ∈ Zn−r be nonincreasing
sequences of integers, and let λ = (α, β) ∈ Zn be their concatenation. If λ+ ρ is not regular,
then
RΓ(Gr(r, V ),ΣαU∨ ⊗ ΣβQ∨) ∼= 0
If λ+ ρ is regular and σ ∈ Sn is the unique element such that σ(λ+ ρ) is a strictly decreasing
sequence, then
RΓ(Gr(r, V ),ΣαU∨ ⊗ ΣβQ∨) ∼= Σσ(λ+ρ)−ρV ∨[−ℓ(σ)].
For r = 2 we express the normal bundle of the Plu¨cker embedding Gr(2, V ) ⊂ P(∧2V ) in
a form that is well-suited to applying Proposition A.1.
Lemma A.2. The normal bundle of Gr(2, V ) ⊂ P(∧2V ) satisfies
NGr(2,V )/P(∧2V ) ∼= ∧
2Q(1) ∼= (∧n−4Q∨)(2)
where n = dimV .
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Proof. The normal bundle fits into a commutative diagram
0

0

U∨ ⊗ U

// O

U∨ ⊗ V

// ∧2V ⊗ O(1) //

E

// 0
0 // TGr(2,V )

// TP(∧2V )|Gr(2,V )

// NGr(2,V )/P(∧2V ) // 0
0 0
with exact rows and columns. Here, the map U∨ ⊗ U → O is given by evaluation. The map
U∨ ⊗ V → ∧2V ⊗ O(1) can be described as follows. Since det(U∨) ∼= O(1) there is a natural
isomorphism U∨ ∼= U(1), and the map in question is the composition
U∨ ⊗ V ∼= U⊗ V (1) →֒ V ⊗ V ⊗ O(1)→ ∧2V ⊗ O(1).
The sheaf E is by definition the cokernel of this map. Due to the exact sequence
0→ U→ V ⊗ O→ Q→ 0
we therefore have an isomorphism E ∼= (∧2Q)(1). Hence also E ∼= (∧n−4Q∨)(2) in view of
the isomorphism det(Q) ∼= O(1). It remains to note that E ∼= NGr(2,V )/P(∧2V ) by the snake
lemma. 
A.2. Computations on Gr. From now on, we assume dimV = 5, fix an identification
∧2V ∼=W , and let Gr ⊂ P denote the corresponding embedded Grassmannian Gr(2, V ).
Lemma A.3. The ideal sheaf IGr/P of Gr ⊂ P admits a resolution of the form
0→ O(−5)→ V ∨ ⊗ O(−3)→ V ⊗ O(−2)→ IGr/P → 0. (A.1)
Proof. By regarding Gr ⊂ P as a Pfaffian variety, this follows from [6] (see [13, Theorem 2.2]
for a statement of the result in the form that we apply it). 
Lemma A.4. The restriction map H0(P,TP)→ H
0(Gr,TP|Gr) is an isomorphism.
Proof. Taking cohomology of the exact sequence
0→ IGr/P ⊗ TP → TP → TP|Gr → 0,
we see it is enough to show Hk(P, IGr/P ⊗ TP) = 0 for k = 0, 1. In fact, we claim the sheaf
IGr/P ⊗ TP has no cohomology. Indeed, RΓ(P,TP(−t)) ∼= 0 for 2 ≤ t ≤ 9, as can be seen
from the exact sequence
0→ O→W ⊗ O(1)→ TP → 0,
so the claim follows by tensoring the resolution (A.1) with TP and taking cohomology. 
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Lemma A.5. We have
RΓ(Gr,Q(−t)) ∼=


V [0] t = 0,
0 1 ≤ t ≤ 5,
Σ(t−2,t−2,t−3,3,3)V ∨[−6] t ≥ 6,
RΓ(Gr,∧2Q(−t)) ∼=


∧2V [0] t = 0,
0 1 ≤ t ≤ 5,
Σ(t−2,t−3,t−3,3,3)V ∨[−6] t ≥ 6.
Proof. Note that Q(−t) ∼= Σ(t,t,t−1)Q∨ and ∧2Q(−t) ∼= Σ(t,t−1,t−1)Q∨. Now the result follows
from Proposition A.1. 
Lemma A.6. For 2 ≤ t ≤ 6, we have RΓ(Gr,NGr/P(−t)) ∼= 0.
Proof. Combine Lemmas A.2 and A.5. 
A.3. Computations on a GPK3 threefold. Let X = Gr1 ∩Gr2 be a GPK
3 threefold. We
write Qi for the tautological rank 3 quotient bundle on Gri, and Ni = NGri/P for the normal
bundle of Gri ⊂ P.
Lemma A.7. For i = 1, 2, the ideal sheaf IX/Gri of X ⊂ Gri admits a resolution of the form
0→ O(−5)→ V ∨ ⊗ O(−3)→ V ⊗ O(−2)→ IX/Gri → 0 (A.2)
Proof. Analogously to Lemma A.3, this follows by regardingX ⊂ Gri as a Pfaffian variety. 
Lemma A.8. The class of X in the Chow ring of Gri is 5H
3, where H denotes the Plu¨cker
hyperplane class.
Proof. By (A.2) there is a resolution of OX on Gri of the form
0→ O(−5)→ V ∨ ⊗ O(−3)→ V ⊗ O(−2)→ O→ OX → 0. (A.3)
The result follows by taking ch3. 
Lemma A.9. For t ≥ 1 we have
H0(X,Qi|X(−tH)) = H
0(X,∧2(Qi|X)(−tH)) = 0.
Proof. From (A.3) we get a resolution
0→ Qi(−(t+ 5))→ V
∨ ⊗ Qi(−(t+ 3))→ V ⊗ Qi(−(t+ 2))→ Qi(−tH)→ Qi|X(−tH)→ 0.
Let R•i be the complex concentrated in degrees [−3, 0] given by the first four terms, so that
there is a quasi-isomorphism
R•i ≃ Qi|X(−tH).
Then the resulting spectral sequence
Ep,q1 = H
q(X,Rpi ) =⇒ H
p+q(X,Qi|X(−tH))
combined with Lemma A.5 shows H0(X,Qi|X(−tH)) = 0 for t ≥ 1. The same argument also
proves H0(X,∧2(Qi|X)(−tH)) = 0 for t ≥ 1. 
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Lemma A.10. The restriction maps
V ∼= H0(Gri,Qi)→ H
0(X,Qi|X), i = 1, 2,
W∨ ∼= H0(P,OP(1))→ H
0(X,OX (1)),
are isomorphisms.
Proof. Taking cohomology of the exact sequence
0→ IX/Gri ⊗ Qi → Qi → Qi|X → 0,
the first claim follows from the vanishing RΓ(Gri, IX/Gri ⊗Qi) = 0, which is a consequence of
the resolution (A.2) combined with Lemma A.5. The second claim is proved similarly. 
Lemma A.11. The restriction maps H0(Gri,Ni)→ H
0(X,Ni|X), i = 1, 2, are isomorphisms.
Proof. Taking cohomology of the exact sequence
0→ IX/Gri ⊗Ni → Ni → Ni|X → 0,
we see it is enough to show Hk(Gri, IX/Gri ⊗ Ni) = 0 for k = 0, 1. In fact, we claim the sheaf
IX/Gri ⊗ Ni has no cohomology. This follows by tensoring the resolution (A.2) with Ni and
applying Lemma A.6. 
Appendix B. Macaulay2 computation
In this appendix we include the code used to find an orthogonal 10 × 10 matrix over the
finite field F103 such that the corresponding GPK
3 threefold is smooth over F103.
dotP = (v,u) -> (transpose(v)*u)_(0,0);
proj = (v,u) -> dotP(v,u)/dotP(u,u)*u;
p = 103; -- must equal 3 mod 4
q = 51; -- (p-1)/2
r = 26; -- (p+1)/4
isSquare = x->((x^q % 103) == 1);
sqRoot = x -> (x^r % 103);
kk = ZZ/p;
-- use Gram-Schmidt to find a random orthogonal matrix
v_1 = random(kk^10, kk^1);
while (not isSquare(dotP(v_1,v_1))) do v_1 = random(kk^10, kk^1);
for i from 2 to 10 do (
test = true;
while (test) do (
v_i = random(kk^10, kk^1);
for j from 1 to i-1 do v_i = v_i-proj(v_i, v_j);
test = not isSquare(dotP(v_i, v_i));
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)
)
for i from 1 to 10 do v_i = 1/sqRoot(dotP(v_i, v_i))*v_i;
-- T will be our candidate orthogonal matrix
T = v_1 | v_2 | v_3 | v_4 | v_5 | v_6 | v_7 | v_8 | v_9 | v_10;
R = kk[x01, x02, x03, x04, x12, x13, x14, x23, x24, x34];
M = matrix({{0, x01, x02, x03, x04},
{-x01, 0, x12, x13, x14},
{-x02, -x12, 0, x23, x24},
{-x03, -x13, -x23, 0, x34},
{-x04, -x14, -x24, -x34, 0}});
I = pfaffians(4,M);
V = genericMatrix(R, x01, 1, 10);
J = sub(I, V*T);
-- compute in the affine patch where x01 = 1
S = kk[x02, x03, x04, x12, x13, x14];
f = map(S, R, {1, x02, x03, x04, x12, x13, x14,
x02*x13-x03*x12, x02*x14-x04*x12, x03*x14-x04*x13});
CY = f J;
Jac = jacobian(CY);
Jac3 = minors(3, Jac);
Sing = Jac3+CY;
dim Sing -- answers -1, i.e., the empty set
The above code verifies, for a given choice of matrix T , that the corresponding GPK3 threefold
is smooth in the affine patch where x01 = 1. However, one can directly verify that for the
matrix 

−31 48 −31 28 −29 4 42 −1 −8 37
2 −1 −36 −26 −12 9 6 −7 −14 −14
15 42 23 34 36 −25 −51 28 19 −41
−43 −22 −42 −14 −28 17 21 31 −30 26
−33 −2 13 −3 −48 9 39 34 −48 −4
34 −26 33 −25 −22 45 −33 −26 −23 −43
49 −1 15 −27 −47 −28 −36 17 −45 −41
−15 33 −50 −20 −17 49 16 4 −48 10
−39 −3 −12 50 −35 15 −19 −25 36 51
−47 −40 −39 41 2 −13 −3 39 42 21


the same is true in all the patches xij = 1, 0 ≤ i < j < 5.
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