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l~ ccclvc<J N ovcmhcr' .lll , Jii'N : tt i.ICOfllllU January II , 1980 
Whr rr 11 plltllllf, k-colo rcd pa ttern is sampled using a square grid, assigning a single color to 
1o111 h j!rld Nqli (II'Cl, the area miscolored can be made arbitrarily small by reducing the grid size, 
11111 uturu lnror1untio n is then required to specify the pattern. This paper gives bounds on the 
11 'I "'"'" lrlfor rn ntio n as functions of the pattern area, fraction miscolored, and border length, 
1111d!'r VII I lou~ nNsurn ptio ns about the shapes of the borders between colors. 
I. INTRODUCTION 
( 'wtHidc: r· 11 two-dimensional two-color image or pattern of area A with boundary 
1 .. lv." tl ' ll lhc co lors of length b. This boundary may consist of a set (possibly 
rrrlliillr•) of arcs each continuous in the interior of the image. For example, a 
lo~dl ~ r yr• pullcrn of an infinite set of rings of outer radii I, 2, ... , 2-k, ... will have a 
1 .. ,111111 11 r y of finite length. 
111 II 11 f'Hllc rn can be approximated over a fixed grid of squares covering the 
"'' IJ''• r'J tch sq uare of the same color. This approximation represents the pattern 
lilt 11 t't•r·l!J in amount of error and in turn requires a certain information content I 
'" rl1 rH l tr bc it. A subarea of a grid square which is the wrong color will be called 
,,, .. , tl/llf't•d . Intu itively, it appears that finer grids can reduce the area E of a pattern 
hi' II IN rnisco lored, and this is borne out below. But as the size of grid square is 
,J,, itiii Nl'd , more and more information is required to describe the approximation. 
I ,., ,, · 0 be an upper bound on the fraction of the area of the pattern which 
~rl l t V lw rnisco lored. Then it will be seen that a grid size can be picked such that 
E:::; Ae (I) 
I jifJ 
I:::; A/3 2cp(e), (2) 
lu11• lir e function cp(e) is defined below and 
{3=b/A. (3) 
lt i tllldilion, the information content per grid square, H (the data compaction 
j" rlrw llt lt• over coding each such grid square with its color), satisfies the inequality 
H :::; 4e2cp(e). (4) 
'I hiN pnpcr WII N W1ill1111 lrr Jlilill, ' l 'htl 11 11fhor thanks Professor A. Rosenfeld for encouraging him to 
Ill Hill! It f111 piihlli lil lo rr 
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For patterns which are grid-polygonal (Section 2) in a grid structure-i.e., define.C 
by a boundary which consists of at most one line segment per grid square- the 
function rp( e) = rpp( e) can be taken as 
1 e 
ffJp(e) = 2e ln 2 2e, e = 2.71 · · · . (: 
For patterns which have positive lower bounds on the curvature of the boun~ 
and whose boundary is separable-i.e., (l) curvature at any point of the bounci.a::=" 
exists and is at least p > 0; (2) there exist open neighborhoods around each po- • 
of the boundary such that the boundary is connected in that neighborhood- -""-~ 
function rp(t:) can be taken asymptotic to rpP(e). Notice the bullseye with an infin!::: 
set of rings satisfies neither of these conditions. In any case, however, when b 
finite, rp( e) can be taken as 
1 -vm 
rp(e) = --ln2 --. vm 4e 
For practical purposes the conditions of pos1t1ve radius of curvature 
boundary separability seem rather mild qualifications so that the sharper ~-­
totic bound provided by (5) appears applicable in most situations. 
For random grid-polygonal patterns-i.e., grid-polygonal patterns v. 
boundary line segments occur in random orientation in grid squares, even sllar?= 
bounds are possible with a function rp(e) = rpR(e) which can be taken as 
It seems of interest to note that, aside from the area of the pattern, whose _ 
could be expected, the only property of a pattern involved in these bounds o- --
information content of its approximations is the length of the boundary be 
the colors. Since 
reference to (2) shows that bounds on the information content of image appro 
tions covering the same area A depend only on the square of their bo 
lengths b. 
For multicolored patterns which are grid-polygonal in .N colors, the bo 
and (2) hold for fPN(e) such that 
which reduces to (5) when N = 2. 
When the patterns in question are made up of grid squares too small for--:..= 
to observe as individuals, then the bound eon miscolored area can be rein ~­
as the ratio of edge length of these grid squares to the edge length of the~,__"""--''­
square the eye can resolve. 
As already not 
some grid, its bo 
simplicity, suppo 
w, w2 = A, as in F 
Consider a fix 
o an adjacent 
n = wjx rows of 
Area A = W2 
n 
ilou ndary b = L: b. 
i=l 
E. 
c) Miscolored Area of St:. 
coded ·.-
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2. GRID-POLYGONAL PATTERNS 
As already noted, a grid-polygonal pattern is defined to be a pattern such that, in 
some grid, its boundary consists of at most one line segment per grid square. For 
simplicity, suppose the original pattern is contained in a square of edge length 
·, w 2 = A, as in Fig. la. 
Consider a fixed tour of all grid squares which proceeds always from one square 
:o an adjacent square- for example, in Fig. I b, divide the initial square into 
= w j x rows of n squares each, and proceed left to right through the top row, 
Subsquare 10 
\.------.......------r------r-~----. 
1\ ' 
f-..l.f=H....L.fl-~..L.f---+---+--+---........_---1 Scan ~ Path 
'-t--+----+--+-..' 
....+--+---+---+-"") ( 
l: ~~--~-~~~· 
_j_ L.____J_____L____L_'\\---__J 
(a) Pattern f-x--.J \ (b) Grid Grid 
ea A ~ w2 
n 
3ound ary b ~ 2: bi 
I 
f/~~~~~~~~~ X 
~1 
Mi scolored Area of Subsquare 10 as a Function of Grid Size 
m 
i~l 
codedwhite ~ ~ codeblack 
FIGURE I 
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down one square, then right to left through the next row, down one square, th 
left to right, etc. Then, an approximate image is given by a sequence of bi.na.-= 
digits representing the color of each approximating square. An alternate wa -
describing this two-color information is to follow the first binary digit (the color 
the first subsquare) by a sequence of binary digits each of which defines --
absence, 0; or presence, 1, of a change in color from the preceding square. L 
latter sequence will be called the derivative subsequence (of n2 - 1 O's and r-
which, with the initial binary digit (the "initial condition"), determines the ori --
sequence. Specifying the initial condition for the derivative subsequence c.oc:=-
sponds to specifying the "positive" or "negative" of a given pattern. Note tha · -
coding of subsquare color does not account for correlations between subs 
colors. Hence the information content bound to be derived is based only on -
first-order statistics of boundaries occurring in the image. 
The derivative subsequence is of interest because, as the grid size x is decrease.::. 
the relative proportion of changes (l's) will decrease as well. The relative scarci _-
such 1 's will then permit more efficient coding over the simple sequence of O's -
l's which make up the derivative subsequence. 
There are two key bounds for what follows, each as a function of grid size x 
boundary length b, for miscolored area, say Ex, as shown in Fig. lc, and for -
number of l's in the derivative subsequence, say Nx. They are 
Ex ~~bx, 
Nx ~ b j x . 
In order to see that (8) is valid, consider in any grid sequence, a single boun -
line, as in Fig. 2. There are two cases shown, depending on whether the bo 
line intersects adjacent sides of the square or not. In each case, consider a , 
with edge length x, intersected by a line segment of the boundary of length y . 
defining a miscolored area Z. In either case, by definition, the area Z is at -
half the area of the square, x 2 • In case (a), the sides of the triangle making up Z _ 
y cos O,y sin 0, where 0 is one of the acute angles of the triangle. Thus 
2 
Z = Y
2 
cos 0 sin 0, 0 ~ ycosO ~ x, O~ysinO~x , 
which can be reformulated as 
z z 
y 
y 
X X 
(a) (b) 
FIOURE 2. 
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y 
X 
FIGURE 3. 
In case (b), y 2: x , and therefore 
(lOb) 
That is, in each case (lOa) and (lOb) the inequality 
holds. Consider this inequality over all grid squares intersected by the boundary, 
and sum both sides. The sum of the Z is Ex, while the sum of they is the total 
length of boundary in the image, b. Therefore 
as stated in (8). 
Next, to see that (9) is valid, consider, as shown in Fig. 3, a pair of adjacent 
squares which produces a 1 in the derivative subsequence. Then, the (one or two) 
boundary line segments of total lengthy must be situated so that at least half the 
.eft square is to the left of the segments and at least half the right square is to the 
:ight of the segments; i.e., the segments must separate the centers of the two 
squares-thus intersect the line joining the centers. Any segments intersecting the 
ane joining the centers of these squares must be of length at least x; i.e., 
X~ y. 
-umming this inequality over all 1 's in the derivative subsequence provides xNx on 
· · e left side, and a fraction (} of the total boundary contained in such pairs of grid 
- uares on the right; thus 
0 < (} ~ 1, 
:!.nd 
~ stated in (9). 
Let Px be the fraction of l's in the derivative subsequence. Since there are 
2 1 - ( w j x )2 total binary digits and Nx 1 's, (9) shows that 
Px = ~- Nx 2 < bjx = b~. (11) 
n - 1 (wjx) - (w/x)2 w 
• Then x is small Px is also small. 
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According to Shannon and Weaver [1], a sequence of binary digits with freque::. 
cies p, 1 - p for the two-digit values can be encoded in a new sequence such 
each digit of the original sequence requires on the average 
(L: 
bits of information. The value H, 0 ~ H ~ 1 when 0 ~ p ~ 1, can also be viev.---
as the compaction possible due to the frequency pattern of the digit values. Wh-
P = ~. H = 1 and no compaction is possible (from frequency considerations): -
p ~ 0 or 1, H ~ 0-as one of the digit values becomes rare, then H becomes smz._ 
This is precisely the case for the derivative subsequence as x is decreased. 
H can be bounded by a simpler expression, which can be obtained by expan = 
the right-hand term of H in (12), (1 - p) ln 2 (1 - p ), as 
(1- p)1n 2 (1- p) = (1- p)ln(1- p)ln 2 e 
= ( 1 - p )(-p - ~p2 - }p3 - •• • ) ln 2 e 
= - p ( 1 - 1 \ p - 2\ p2 - •.• ) ln 2 e, 
whence (see also Shannon and Weaver [1, p. 33]) 
(1 
Using the bound for Px in (11), then 
e bx ew2 H < p ln - < - ln -
x - x 2 Px - w2 2 bx (1 
and the expected number of encoded bits, Ix, will be bounded by 
Next, recall in (8) that the rniscolored area Ex is bounded, and the fraction ex of 
area miscolored will be bounded by 
(16) 
Define a bound e > 0 by the relation 
(17) 
Hence, by definition 
(18) 
and a grid size · 
For this value of 
and become 
The bound of (2 
If a pattern is 
hypothesized ab 
8) and (9) can 
a grid square w 
boundary line, 
a uniformly dis 
-ubsquare inter 
computed. 
The ratio of r 
per unit bound 
· y the argument 
~xpected area 
These values 
When these est' 
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and a grid size is determined as 
2w 2e 2Ae 
x=--=--b b . (19) 
For this value of x as determined bye, the bounds for Hx and Ix can be evaluated, 
and become 
e 
H S 2eln 2 2e, 
b2 e 
I S 2Ae ln2 2e . 
The bound of (21) is that of (2) using (3) and (5) and (20) is that of (4). 
3. RANDOM GRID-POLYGONAL PATTERNS 
(20) 
(21) 
If a pattern is regarded as a random pattern, with boundary line segments, as 
nypothesized above, randomly located on grid squares, the bounds for Ex and Nx of 
8) and (9) can be replaced by statistical estimates instead. More precisely, consider 
a grid square whose center is a random uniformly distributed distance from a 
3oundary line, and whose axis of scan (line through adjacent centers) is oriented at 
_ uniformly distributed angle with the boundary line. Then, conditional on the 
:mbsquare intersecting the boundary line, three quantities of interest can be 
:omputed. 
1. The expected length of the boundary line segment in the grid square. 
2. The probability the scan axis intersects the boundary line segment. 
3. The expected value of the smaller area of the subsquare defined by the 
undary line. 
The ratio of result 2 to result 1 gives the expected number of scan axis crossings 
~r unit boundary length, and Nx is equal to the total number of scan axis crossings 
, the argument used to bound Nx above. The ratio of result 3 to result I gives the 
- pected area miscolored per unit boundary length. 
These values are worked out in the Appendix providing the results 
Ex = 0.495 bx , 
0 .787 b 
Nx =--X-
n en these estimates are used, new bounds iix and ix become 
- 0.787 bx ew 2 
Hx = w2 ln 2 0.787 bx ' 
- 0.787 b ew 2 
Ix = x ln 2 0.787 bx 
(22) 
(23} 
(24) 
(25) 
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and finally in terms of bound e, half its heigh 
and new bounds for H, I are 
bx 
E = 0.495-
W2 
- 1 
H = 1.6eln2 0.59e ' 
i = b2 (0.39 1 _1_) 
A e n 2 0.59e ' 
which replace those of (4) and (2) using <pR(e) given in (7). 
4. GRID-POLYGONAL APPROXIMATING PATTERNS 
(26 
(T 
( 
Given a pattern whose boundary consists of a finite number of line segmen· -
there will exist a grid size x > 0 such that the pattern is grid-polygonal, and 
foregoing bounds apply for that grid. The number of line segments must be f ini·= 
however, as the following polygonal pattern with no grid-polygonal representati _ 
shows. Consider a pattern of concentric squares, of edges 1, ~, ~, ... , 2- \ .. __ 
every other "square ring" being of the same color. The pattern is polygonal, but - -
grid size x > 0 exists for which it is grid-polygonal. 
Given a pattern whose boundary satisfies the conditions of positive radius 
curvature and separability, there will exist a grid size x > 0 which permits gri -
polygonal approximations of the image with bounded errors. First, using -:-"' 
separability condition, choose a grid size x > 0 such that the boundary is 
nected in each grid square- i.e., consists of a single curve. Then define ,_.._ 
approximating grid-polygonal pattern by connecting, in each grid square ·"-~ 
boundary curve endings on the edges of the square by a line segment. Next, for _ 
x < x, x > 0, note that the maximum miscolored area per unit boundary of _._"' 
grid-polygonal approximation is, as shown in Fig. 4, the area between the 
curnference of a circle of radius p and a secant of length V2 x . In Fig. 4, this a: 
is contained in the triangle formed by tangent lines at the corners of the grid sq -
and the secant line. The area . of this triangle is its base- the boundary line se= 
ment-times half its height, so the maximum error per unit of boundary lengi:: 
X 
FIGURE 4. 
where 
These can be 
or 
That is, the -
The grid-
boundary line 
is created, o:-
bounds were 
1. Amon= 
the circle (of 
2. Amo~ 
(with the line 
In addition 
following: 
3. Amon.: 
curve enclose= 
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half its height, i.e., total error ex is bounded by 
b 
ex..::: 2(p- pcosB) , (29) 
where 
sinO= _x_. 
pVi 
(30) 
These can be combined, eliminating 0, as 
or 
bp ( l . 2 ) 
_<::; T I - I + l sm B + ... 
bx 2 
€ < -
X - 8p ' (31) 
That is, the total miscolored error of the grid-polygonal approximation can be 
made as small as desired by choosing x small. 
5. GENERAL PATTERNS 
The grid-polygonal approach depends on getting bounds for the length of a 
::mundary line segment in a grid square in which a I for the derivative subsequence 
!s created, or for which a definite part of the subsquare is miscolored. These 
~unds were obtained by assuming the boundary to be linear and unique in a grid 
square. However, as the bullseye example illustrates, patterns can be defined such 
:aat no matter how small a grid is chosen, the boundary may appear as multiple 
:urves in the subregion. 
The central issue in each bound required is the comparison of an area with its 
~erimeter, and some general information is known about this question which is 
:ccalled here [2, p. 373]. 
1. Among closed curves of length y, the curve enclosing maximum area Z is 
-· e circle (of radius r = y j 2w). 
2. Among curves of length y with endpoints on a line, the curve enclosing 
i th the line) maximum area Z is the semicircle. 
In addition to facts I and 2, it will be convenient to augment them with the 
·ollowing: 
3. Among curves of lengthy with endpoints on the legs of a right angle, the 
e enclosing (with the right angle) maximum area Z is the quarter circle. 
1  
1 /  
1 9 2  
H A R L A N  D .  M I L L S  
T o  p r o v e  3 ,  a  c o n t r a d i c t i o n  c a n  b e  o b t a i n e d  b y  a s s u m i n g  s o m e  c u r v e  n o ,  _  
q u a r t e r  c i r c l e  g i v e s  g r e a t e r  a r e a  Z ' .  T h e n  t h i s  c u r v e  r e f l e c t e d  a b o u t  o n e  o f  t h e  le~ 
o f  t h e  r i g h t  a n g l e  g i v e s  g r e a t e r  a r e a  Z '  t h a n  a  s e m i c i r c l e  o n  a  l i n e  w i t h  l e n g t h  2 _ ,  
B u t  t h i s  i s  i m p o s s i b l e  b e c a u s e  o f  t h e  f a c t  2  a b o v e .  
I t  i s  p o s s i b l e  t o  s h o w  n o w  t h a t  f o r  a  g e n e r a l  p a t t e r n ,  t h e  i n e q u a l i t y  ( 2 )  h o l d s ,  i . e  
I  
E x  5 ,  2 b x  
b u t  t h a t  ( 9 )  d o e s  n o t  n e c e s s a r i l y  h o l d ;  i n  t h i s  l a t t e r  c a s e  ( 9 )  c a n  b e  r e p l a c e d  b y  • - ;  
i n e q u a l i t y  
N  <  2 b  
x - -
x y ; .  
(
. . , _  
_ , _  
S i n c e  t h e  a r g u m e n t s  a r e  s o m e w h a t  e x t e n d e d ,  t h e y  a r e  o r g a n i z e d  i n t o  t w o  l e i i l i l E . . :  
t h a t  f o l l o w .  
L E M M A  l .  E x  5 ,  I  b x .  
P r o o f  G i v e n  a  s q u a r e ,  c o n s i d e r  a r e a s  Z  5 ,  I  x
2  
w h i c h  c a n  b e  f o r m e d  b y  c u r v -
o f  l e n g t h y  u s i n g  0 ,  1 ,  2 ,  3  s i d e s  o f  t h e  s q u a r e .  
C a s e  0  s i d e s .  A s  n o t e d ,  t h e  m a x i m u m  a r e a  p e r  u n i t  b o u n d a r y  i s  g i v e n  b y  _  
c i r c l e ,  s o  
Z = 1 r r
2
,  Y  =  2 7 T r ,  
z  =  y (  : 7 T  ) ,  
f o r  Z  5 ,  I x
2
, y  5 ,  ~x,r 5 ,  x l  ~. and 
Z5,y(2~)· 
C a s e  1  s i d e .  T h e  m a x i m u m  a r e a  p e r  u n i t  b o u n d a r y  i s  g i v e n  b y  a  s e m i c i r c l e ,  
1  2  
Z  =  - 7 T r  '  
2  
y  =  7 T r ,  
Z = y ( J 7 T ) ,  
f o r  Z  5 ,  I  x
2  
, y  5 ,  y ;  x ,  r  5 ,  x l  y ; .  I n  t h i s  c a s e  a  s e m i c i r c l e  w i t h  e d g e  x  h a s  a r ·  
1 r x
2  
I  4  <  x
2  
1 2 ,  s o  f o r  a r e a s  i n  t h i s  i n t e r v a l  7 T X
2  
I  4 ,  x
2  
1 2  a n o t h e r  c u r v e  b e s i d e s  c : .  
s e m i c i r c l e  m u s t  b e  u s e d ,  w h i c h  o n l y  s t r e n g t h e n s  t h e  i n e q u a l i t y  
Z~y(2~) · 
C a s e  2  s i d e s .  T h e  m a x i m u m  a r e a  p e r  u n i t  b o u n d a r y  i s  g i v e n  b y  a  q u a r t e r  c i r c l e  
so 
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I Z = -'!Tr 2 4 ' 
for Z .::; I x 2 ,y .::; -v;{i x, r .::; V2J; x, and 
193 
Case 3 sides. The maximum area per unit boundary is given by a line parallel to 
the fourth side, so 
In each case the inequality 
holds. Summing the inequality over all grid squares provides the lemma. 
LEMMA 2. 
Proof In order that adjacent subsquares be opposite in color, a boundary must 
exist in the pair of subsquares such that an area of x 2 /2 or more is separated from 
the remaining area in the pair of subsquares. The possible ways of doing this are 
enumerated in the proof of Lemma 1, and using the same argument, it is clear the 
minimum requirement for accomplishing this is a boundary of length x, using three 
sides of a subsquare. However, there is an additional possibility to be considered, 
as shown in Fig. 5, in which a boundary in one subsquare can create two successive 
l's in the derived subsequence. In this case it is supposed the shaded area occupies 
at least half the center square. It has already been noted that a semicircle cannot be 
erected on an edge of length x to produce an area of x 2 j2. However, tlie ratio 
x 2/ x of area to boundary in the grid square will be bounded by the value for the 
I~ 
FIGURE 5. 
194 HARLAN D. MILLS 
semicircle boundary, i.e., the boundary y will be at least 
y ~Vii X. 
This produces two l's in the count for Nx with less than 2x units of boundary. 
Summing over Nx we have 
or 
as was to be shown. 
The bounds in the general case now follow directly from the bounds of Lemmas 
l and 2, using the same calculations as in the grid polygonal approach, namely 
2bx (33) p < ---
X - 2Yii 
w 7T 
2bx ew 2Vii (34 Hx ~---ln2 2bx w2Vii 
2b ew 2Vii (r Ix ~--ln2 2bx xVii 
1 bx (36 
€ = 2 w2, 
H <~ 1 eVii (r 
- n2 4 , Vii € 
I< b
2 ( _1_ 1 eVii ) 
-A n2 4 . {Vii € ( 
There are the general bounds of ( 4) and (2) for H and I, using </>( €) given in (6 
6. VISUAL PATIERNS 
Although patterns can be defined mathematically, and a grid size can be selec 
which is arbitrarily small, many patterns of natural origin have definite limits to '-= 
grid sizes which should be considered. Consequently, the information content • 
such patterns is bounded by these natural limits. For example, a telephoto has ,_ 
natural grid structure, as does a television, or cathode ray tube pattern. In 
patterns, it is more convenient to consider the visual detail required rather 
area miscolored. Suppose this detail is defined in terms of a visual grid. 
checkerboard pattern of finest definition of interest as a grid. This visual grid 
be no finer than the natural grid of the pattern, and it appears, often, that 
visual grids should be a factor of 5 to 20 times larger than the natural grid; i.e., 
edge v of a square barely discernible in a checkerboard pattern and edge x of -: 
natural grid s 
where A. ~ 1 ~ 
The length 
There will be 
Now, recallin 
and using (39) 
so that the v -
The data co 
While perhaps 
ones. 
Consider a gri 
colors. Then, v.i 
remaining colors 
n the average, if 
exist). Using the 
additional bits r 
hence, the bound 
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natural grid structure should be related as 
v =AX (39) 
where A 2:: I and A = 5 to 20 in typical instances. 
The length of the boundary of this checkerboard pattern is easily determined. 
There will be w j v lines of length w in each horizontal and vertical direction, or 
2w2 b=-
v 
Now, recalling the definition fore in (17), 
1 bx 
e=--
2 w2 
and using (39) and (40), it turns out that 
e = 1/A 
so that the various bounds on E, H, I can be formulated in terms of A as well. 
(40) 
(41) 
The data compaction possible in such visual patterns is of interest. Using cpp(e) 
f 1 1 1 h . . or e = 5 , W' 2o t ese compaction ratios are 
A= 5 10 20, 
H = 0.712 0.556 0.378. 
While perhaps surprising, these data compaction ratios possibly are very modest 
ones. 
7. MULTICOLORED PATTERNS 
Consider a grid-polygonal multicolor pattern with 
(42) 
:olors. Then, with each 1 in the derivative subsequence, some other of the 2n 
::-emaining colors must be indicated, which can be done inn bits (and possibly less, 
the average, if all colors are not equally likely, or if correlations among colors 
=xist). Using the bound of (9) for Nx, there will be 
nNx s bnjx 
ditional bits required for the pattern. For specified e > 0, using (17) this becomes 
-ence, the bound on information content for the pattern of N colors, IN' can be 
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written as 
or, 
2 1 e( N - 1) 
IN :.:::; A/3 2e ln2 2e (43) 
which is equivalent to (2) using (7a). 
8. CONCLUDING REMARKS 
There is a large literature on image digitization and coding; see, e.g., the 
textbooks [3- 4]. In particular, there have been several empirical studies on the 
information content of digital images for fixed sampling grid size. The choice of 
grid size for image digitization is commonly made on the basis of spatial frequency 
content, in accordance with the two-dimensional sampling theorem. This paper 
takes a rather different approach, which appears to be more appropriate when the 
patterns to be sampled have already been quantized. It is hoped that the ap-
pearance of this paper will serve as a stimulus to further work on the information 
content of patterns. 
APPENDIX 
Consider a square of edge length x oriented randomly with respect to a 
boundary line. Let the boundary line be fixed in Cartesian ( u, v) coordinates, as 
the u axis, let the center of the square be on the v axis a distance y from the origin, 
and let the acute angle between the axis of scan of the square and the u axis be an 
angle a, as diagramed in Fig. Al. 
In Fig. AI the corners of the square are labeled A , B, C, D , and the axis of scan is 
the line EG, which passes through the center of the square F. 
We assume all possible translations y and rotations a are equally likely and wish 
to compute these quantities of interest for those squares which intersect the 
boundary: 
1. The probability that the axis of scan intersects the boundary line, 
A 
FIGURE AI. 
In Fig. A l, 
(xV2 ,y ) abo 
respectively, w 
about (O,y) b) 
rotated about 
we can imme 
By symme 
the angle betw 
Under these 
of the square ( 
to intersect th 
Thus, (a,y ) c 
intersects the 
By hypothes· 
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2. The expected length of the intersecting boundary line (HK in the diagram), 
3. The expected smaller area defined by the intersecting boundary line (HCK 
in the diagram). 
In Fig. Al, the corners A, B , C, D can be described as rotations of the point 
(xYl ,y) about the point (O,y) by angles a+ w/4,a + 3w/4, a + 5wj4, a + 7w/4, 
respectively, while the endpoints of the scan axis E, G are rotations of ( x j2,y) 
about (O,y) by angles a, respectively. Since the coordinates of any point (a, b) 
rotated about a point (0, b) by an angle a are simply 
(acosa,b + asina), 
we can immediately write out the coordinates of the points above as 
A = (-..::__cos (a+~ ),y +-..::__sin (a+~), etc. 
Y2 Y2 
By symmetry, suppose the center of the square is on the positive v axis, and that 
the angle between the axis of scan and the u axis is a positive acute angle, i.e., 
y ~ 0, 
Under these conditions on a, the point Cis necessarily one of the lowermost points 
of the square (the lowermost unless a = 0 or w /2). Thus, in order for the boundary 
o intersect the square, the v coordinate of corner C must not be positive, i.e., 
x . ( 5w) 0 y + Y2 sm a + 4 ~ . 
Thus, ( a,y) coordinates, the set of possible values R for which the boundary 
mtersects the square are, as diagramed in Fig. A2, 
'1T O<a<-
- -2 ' 
0 X . ( 5?T) X ( . ) ~ y ~ - Y2 sm a + 4 = 2 sm a + cos a . 
3y hypothesis, any position possible in R is equally likely, e.g., the probability a 
y 
FIGURE A2 . 
.!!. 
2 
. ~-
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square is in a position in the region (a , a+ da) x (y,y + dy) is kdady. In order to 
evaluate k , we integrate the probability over the whole set and equate to unity 
1 
hence k = -. 
X 
l=kJdady, 
R 
1
'17 / 2 lx(sina+cosa)/ 2 
= k da dy, 
0 0 
('TT / 2 
=k)
0 
dax(sina+cosa)/2 
= kx; 
Case 1: The probability that the axis of scan intersects the boundary line. In 
order for the axis of scan to intersect the boundary line, the v coordinate o' 
endpoint G must not be positive, i.e, 
y + ~ sin (a + 'lT) :::::; 0 
or 
X . ( ) X . y :::::; - 2 sm a + 'lT = 2 sm a. 
Thus, the required probability, p , is 
p = .!._ J dady , 
X R* 
1 1'17/ 2 l(xsina)/2 
=- da dy, 
X 0 0 
1 11Tj2 
=- dax(sina)/2 , 
X 0 
1 
=2. 
Case 2: The expected length of the intersecting boundary line. The square 
boundary line can intersect in three general ways, indicated in Fig. A3 depen -
on which corners, C, D, or C, orB, Care below the u axis. 
Cases (a) and (c) are symmetric, and case (b) is symmetric about the a.I:2" ; 
a= 'TT/4. Thus, only cases (a) and (b) for a:::::; 'TT / 4 need be considered with ~ 
result doubled. 
In case (a), the length of the intersecting boundary at point (a ,y) is sun __ 
x /cos a, and the corresponding integral is 
B 1 = ~ J dady x j cosa , 
X RJ 
c 
where R 1 is the r 
is not positive, i.~ 
On integration, 
In case (b), the 
where d is the 
where R 2 is the r 
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A 
A 
B 
c 
(a) (b) (c) 
FIGURE A3. 
where R 1 is the region in which 0 ::;; a ::;; 77/4 and they coordinate of the corner D 
is not positive, i.e., 
X . ( 777) O y + v'2 sm a + 4 ::;; . 
On integration, B 1 becomes 
B = ~ ( dady _x_ , 
1 X JR, COS a 
= 2l7T/4 ~l-(xsin(a+77T/4))/v'2 dy, 
0 cos (J 0 
l 7T/4 ( -xsin(a + 777/4)) = 2 da , 0 v'2 cos (J 
= 2xj7T/ 4 da (cos a - sin a), 
0 2 cos (J 
I
?T/4 
= x (a + ln cos a) 
0 
, 
= x(% - ~ ln 2). 
In case (b), the length of the boundary can be formulated as 
d(cosa + sina), 
•here dis the magnitude of the (negative) v coordinate of the corner C (consider 
-· e intersecting boundary as sides of two right triangles obtained by dropping a 
:;>erpendicular from corner C to the u axis) and the corresponding integral is 
Bz=~t 2 dady(y+ ~ sin(a+ 5;))(cosa+sina), 
·here R 2 is the region in which 0 ::;; a ::;; 77/4 and they coordinate of corner D is 
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positive, i.e., 
X . ( 7'TT) y + V 2 sm a + 4 ~ 0. 
On integration B2 becomes 
2 (w / 4 ( . )j-(xsin(a+Sw/ 4))/ Vi 
B2 = - } " d a cos a + sm a dy 
X 0 -(xsin(a+?w/ 4))/ v'i 
x (y + (xsin(a + 57r/4)) / Y2) 
= ~fo7714 da(cosa + sina)x: (sin(a + 57r/4)- sin(a + 7'TT/4))2 , 
X (w/ 4 
= 2 lo da( cos a + sin a )4 sin2 ( -7r j 4) cos2 (a + 3'TT /2), 
r w/4 
= x lo da(cosa + sina)sin2 a, 
= j(2- V2 ). 
The total integral then becomes 
B = B 1 + B2 , 
= x ( ~ - ~ ln 2 + ~ (2 - V2 ) ) , 
= 0.635x . 
Case 3: The expected smaller area defined by the intersecting boundary line. 
In this case, the area in question is the area in the square below the u axis, and the 
three subcases and symmetry of Case 2 apply as well. 
In case (a) the area in the square below the u axis is x times the average slant 
distance from C and D to the u axis along the edges of the square, i.e., 
X ( X 0 ( 5'TT) X 0 ( 7'TT )) I a 1 = - - y - -- sm a + - - y - -- sm a + - cos a 2 V2 4 V2 4 
and the corresponding integral is 
On integration, A 1 becomes 
A 2lw/
4 da l-(x sin(a+?w/ 4))/ v'i dy X ( 2 X · ( 5'TT) = - -- - - y - -- sm a + -1 x 0 cosa 0 2 V2 4 
X . ( 7'TT )) 
- V2 sm a+ 4 , 
In case (b), 
is again the 1llll 
is 
= _!_ rw/ 4 
x 10 
= x2 fow/ 4 d 
= x2 r w/4 
3 10 
= x2( 'TT-: 
The total inte 
The forego· 
crossings per u 
............... __ 4 -
' . ' 
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(71/4 do x
2 
(( . ( 7'l1") . ( 5'l1" ))2 
= )
0 
coso 8 sm 0 + 4 + sm 0 + 4 
- (sin ( 0 + 7;) -sin ( 0 + 5;) r), 
= :
2 {r 14 c:: 
0 
sin ( o + 7; ) sin ( o + 5; ) , 
x
2 171/ 4 do . 
=- --(cos2 o- sm2 o) , 
4 0 coso 
x
2 
171/4 ( 1 ) = -
4 
do 2coso- -- , 
0 cos 0 
In case (b), the area in the square below the u axis is d 2(cos o + sino )/2 where d 
is again the magnitude of the v coordinate of corner C. The corresponding integral 
is 
A2 = ~ L
2 
dody(y + ~ sin ( o + 5:) )\coso+ sino)/2, 
1 171/4 . f-(xsin(o+571 / 4))jV2 ( X . ( 5'l1" ))2 
=- do( coso+ smo) dy y + -- sm o + -4 , X 0 -(xsin(o+771/ 4)) / Y2 v1 
1 (71/ 4 . x
3 
( . ( 5'l1") . ( 7'l1" ))3 
= ~ )
0 
do( coso+ sm o) 
6
v'2 sm o + 4 - sm o + 4 , 
= x
2 fo""14 do( cos (J + sin 0) 6~ ( 2 sin (-%)cos ( (J + 34'l1") r' 
x 2 (71/4 . . 
= 3 Jo da( cos a + sm o )sm
3 
o, 
= x 2 ( 'l1"- 2)/32. 
The total integral is then 
= x 2 (sv'2- 4ln 2 + v1 + 'l1"- 2)/ 32, 
2- v'2 
The foregoing three cases can be summarized in two measures-scan axis 
crossings per unit of boundary, and miscolored area per unit of boundary. In the 
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first measure, using cases 1 and 2, there are ~ scan axis crossings per 0.635x units 
of boundary, or 
N _ 1 _ 0.787 
x- 1.270x- -X-
scan axis crossingsper unit of boundary. In the second measure, using cases 2 and 
3, there are 0.315x 2 units of miscolored area per 0.635x units of boundary, or 
0.315x 2 
Ex= 0.635x = 0.495x 
units of miscolored area per unit of boundary. 
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