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Abstract
This paper considers the generalized growth curve model Y =∑mi=1XiBiZ′i + UE subject to R(Xm) ⊆
R(Xm−1) ⊆ · · · ⊆ R(X1), where Bi are the matrices of unknown regression coefﬁcients, Xi,Zi and U
are known covariate matrices, i = 1, 2, . . . , m, and E splits into a number of independently and identically
distributed subvectors with mean zero and unknown covariance matrix . An unbiased invariant minimum
norm quadratic estimator (MINQE(U, I )) of tr(C) is derived and the conditions for its optimality under
the minimum variance criterion are investigated. The necessary and sufﬁcient conditions for MINQE(U, I )
of tr(C) to be a uniformly minimum variance invariant quadratic unbiased estimator (UMVIQUE) are
obtained.An unbiased invariantminimumnormquadratic plus linear estimator (MINQLE(U, I )) of tr(C)+∑m
i=1tr(D′iBi) is also given. To compare with the existing maximum likelihood estimator (MLE) of tr(C),
we conduct some simulation studies which show that our proposed estimator performs very well.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
The estimation of regression coefﬁcient and covariance matrix parameters and their combina-
tions is important in the theory of linear models. Numerous researchers considered this problem.
Over the past decades, main efforts have been made for more complicated models such as mul-
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tivariate linear models, variance–covariance component models and growth curve models. For
example, Eaton [4] studied Gauss–Markov estimates for B1 in the multivariate linear model Y =
X1B1 + E , in which the different rows of E are independently distributed with mean zero and
unknown covariance matrix . Drygas [2] considered the variance–covariance component model
y = X+ ε, where ε has mean zero and covariance matrix∑mi,j=1 ijCiC′j +∑rk=m+1 2kCkC′k ,
 = (ij ) is an unknown nonnegative deﬁnite matrix and Ci , i = 1, 2, . . . , r , are given matri-
ces, and investigated the conditions for the existence of the uniformly minimum variance linear
unbiased estimator of Ey and the uniformly minimum variance quadratic unbiased estimator of
Cov(y). Kleffe [5] considered the linear variance component model y = X+ε, here ε has mean
zero and covariance matrix
∑m
i=1 iVi ,  = (1, 2, . . . , m)′ is a vector of unknown variance
components, and Vi , i = 1, 2, . . . , m, are given matrices, and derived the minimum variance
unbiased estimates of linear parameter functions c′ + ′ for given vectors c and , within the
class of quadratic estimating functions Q = {Y ′a + Y ′AY, a ∈ R(N), A ∈ MN×N,X′AX = 0}.
Kleffe [6] showed that Hsu’s theorem for univariate regression model continues to hold in the
multivariate model Y = X1B1 +E with no additional assumption and investigated the conditions
for an unbiased invariant minimum norm quadratic estimator (MINQE(U, I )) of tr(C) to be a
uniformly minimum variance invariant quadratic unbiased estimator (UMVIQUE) and the condi-
tions for an unbiased invariant minimum norm quadratic plus linear estimator (MINQLE(U, I ))
of tr(C) + tr(D′1B1) to be a uniformly minimum variance invariant quadratic plus linear un-
biased estimator (UMVIQLUE), where C is any given symmetric matrix and D1 is any given
matrix. Drygas [3] further investigated the linear variance component model y = X + ε,
where ε has mean zero and covariance matrix
∑m
i=1 iVi , and obtained MINQE(U, I ) of the
unknown parameter function g(
∑m
i=1 iVi) for a given linear function g. Potthoff and Roy [8]
generalized the usual multivariate linear model Y = X1B1 + E to the growth curve model
Y = X1B1Z′1 + E , in which the different rows of E are independently normally distributed
with mean zero and unknown covariance matrix , and discussed the hypothesis test problem
H0 : C1B1D1 = 0 for given matrices C1 and D1 and related conﬁdence bounds on the func-
tion a′C1B1D1b for given vectors a and b and estimator of C1B1D1. Yang [13] studied the
growth curve model Y = X1B1Z′1 + UE , in which the different rows of E are independently
distributed with mean zero and unknown covariance matrix , and obtained the MINQE(U, I )
of the covariance matrix function tr(C) and discussed its optimality. Yang [14] also consid-
ered MINQLE(U, I ) of tr(C) + tr(D′1B1) for this model. We refer to Pan and Fang [7] and
Xu et al. [12] for the readers interested in growth curve model. Further, Rosen [10] considered
the multivariate normal linear model Y = ∑mi=1 XiBiZ′i + E subject to R(Xm) ⊆ R(Xm−1) ⊆· · · ⊆ R(X1), in which Xi and Zi are any given matrices and R(Xi) denotes the range space of
the matrix Xi , i = 1, 2, . . . , m, the different rows of E are independently distributed with mean
zero and unknown variance matrix , and obtained the maximum likelihood estimators (MLE)
∧
Bi and
∧
.
In this paper, we will study the generalized growth curve model Y = ∑mi=1 XiBiZ′i + UE
subject to R(Xm) ⊆ R(Xm−1) ⊆ · · · ⊆ R(X1). Clearly, this model includes Rosen’s model
as a special case. As Rosen [10] pointed out, we will be in such a generalized growth curve
model if we consider a MANOVA model E(Y ) = BC (B is the unknown parameter matrix)
with the restriction DBE = 0. Also, noting that the design matrices often just consist of 0’s
and 1’s, the nested condition can be checked by using a projection operator. Further, we will
sometimes know immediately the nested condition from the problems of interest. For example, if
we have two groups of individuals both having the linear growth in common and one group having
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additionally a quadratic term.Wewill discuss theMINQE(U, I ) of tr(C) and theMINQLE(U, I )
of tr(C) +∑mi=1 tr(D′iBi). The optimality under the minimum variance criterion will also be
analyzed.
This paper is organized as follows. In Section 2, we discuss the estimability of tr(C). In
Section 3, by using the quasi-inner product, we show the existence of MINQE(U, I ) of tr(C). A
necessary and sufﬁcient condition for theMINQE(U, I ) of tr(C) to be itsUMVIQUE is obtained
in Section 4. We discuss the MINQLE(U, I ) of tr(C)+∑mi=1 tr(D′iBi) in Section 5. In Section
6, we present the results from simulation studies that compare the MINQE(U, I ) of tr(C) with
the existing MLE under normality assumption. Some concluding remarks are given in Section 7.
2. The estimability of tr(C)
Consider the generalized growth curve model
Y =
m∑
i=1
XiBiZ
′
i + UE (2.1)
subject to R(Xm) ⊆ R(Xm−1) ⊆ · · · ⊆ R(X1), where Xi, Zi and U(= 0) are, respectively,
known n×ki, p× li , n×s matrices andBi is an unknown ki × li matrix of regression coefﬁcients,
i = 1, 2, . . . , m; Y is an n × p matrix of observations; E = (ε1, ε2, . . . , εs)′ is an s × p error
matrix, ε1, ε2, . . . , εs are independent and identically distributed with Eεi = 0, E(εiε′i ) = ,
E(εi ⊗ εiε′i ) = , E(εiε′i ⊗ εiε′i ) =  ( exists and is ﬁnite), i = 1, 2, . . . , s; ,  and  are
unknown parameter matrices.
Let y = Vec(Y ′),X = (X1 ⊗Z1, X2 ⊗Z2, . . . , Xm ⊗Zm),  = ((Vec(B ′1))′, (Vec(B ′2))′, . . . ,
(Vec(B ′m))′)′, ε = Vec(E ′), where Vec(·) creates a column vector by stacking the column vectors
of below one another. Then model (2.1) becomes
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
y = X + (U ⊗ Ip)ε,
ε1, ε2, . . . , εs are independent and identically distributed with
Eεi = 0, E(εiε′i ) = , E(εi ⊗ εiε′i ) = , E(εiε′i ⊗ εiε′i ) = ,
R(Xm) ⊆ R(Xm−1) ⊆ · · · ⊆ R(X1),
(2.2)
where Ip is an p × p identity matrix.
For the model (2.2), we ﬁrst give the deﬁnition for tr(C) to be estimable.
Deﬁnition 1. Let C = C′ = 0. If there exists an np × np symmetric matrix A such that
E(y′MAMy) = tr(C), ∀0, (2.3)
where M ∧= MX = Inp − PX, PX = XX+, and X+ is the Moore–Penrose inverse of X, then
tr(C) is said to be invariantly quadratically estimable (or simply estimable). If a quadratic
estimator y′MAMy satisﬁes (2.3), then it is called an unbiased invariant quadratic estimator of
tr(C).
To obtain the condition for tr(C) to be estimable, we need the following lemmas.
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Lemma 1. If R(Xm) ⊆ R(Xm−1) ⊆ · · · ⊆ R(X1), then
M(X1⊗Z1,X2⊗Z2,...,Xm⊗Zm) = In ⊗ MZ∗m +
m∑
i=1
MXi ⊗ (MZ∗i−1 − MZ∗i ), (2.4)
where Z∗0 = 0, Z∗i = (Z1, Z2, . . . , Zi), i = 1, 2, . . . , m.
Proof. (i) The formula is valid when m = 1 because
MX1⊗Z1 = Inp − PX1⊗Z1 = Inp − PX1 ⊗ PZ1
= In ⊗ MZ∗1 + MX1 ⊗ (Ip − MZ∗1 ).
(ii) Assuming the formula is true for m = k − 1, we will show that it is still true for m = k.
From the well-known formula
P(A1,A2) = PA1 + MA1A2(A′2MA1A2)+A′2MA1 , (2.5)
it follows that
M(X1⊗Z1,X2⊗Z2,...,Xk⊗Zk) = M(X1⊗Z1,X2⊗Z2,...,Xk−1⊗Zk−1)
−M(X1⊗Z1,X2⊗Z2,...,Xk−1⊗Zk−1)(Xk ⊗ Zk)
×((X′k ⊗ Z′k)M(X1⊗Z1,X2⊗Z2,...,Xk−1⊗Zk−1)(Xk ⊗ Zk))+
×(X′k ⊗ Z′k)M(X1⊗Z1,X2⊗Z2,...,Xk−1⊗Zk−1)
= In ⊗ MZ∗k−1 +
k−1∑
i=1
MXi ⊗ (MZ∗i−1 − MZ∗i )
−
(
In ⊗ MZ∗k−1 +
k−1∑
i=1
MXi ⊗ (MZ∗i−1 − MZ∗i )
)
(Xk ⊗ Zk)
×
(
(X′k ⊗ Z′k)
(
In ⊗ MZ∗k−1 +
k−1∑
i=1
MXi ⊗ (MZ∗i−1 − MZ∗i )
)
× (Xk ⊗ Zk)
)+
(X′k ⊗ Z′k)
×
(
In ⊗ MZ∗k−1 +
k−1∑
i=1
MXi ⊗ (MZ∗i−1 − MZ∗i )
)
.
Noting that R(Xk) ⊆ R(Xk−1) ⊆ · · · ⊆ R(X1), we obtain MXiXk = 0 for ik.
Therefore,
M(X1⊗Z1,X2⊗Z2,...,Xk⊗Zk) = In ⊗ MZ∗k−1 +
k−1∑
i=1
MXi ⊗ (MZ∗i−1 − MZ∗i )
−(Xk ⊗ MZ∗k−1Zk)(X′kXk ⊗ Z′kMZ∗k−1Zk)
+
(X′k ⊗ Z′kMZ∗k−1)
= In ⊗ MZ∗k−1 +
k−1∑
i=1
MXi ⊗ (MZ∗i−1 − MZ∗i )
−(In − MXk) ⊗ MZ∗k−1Zk(Z′kMZ∗k−1Zk)
+
Z′kMZ∗k−1 .
1722 X. Wu et al. / Journal of Multivariate Analysis 97 (2006) 1718–1741
From (2.5), it follows that
MZ∗k = MZ∗k−1 − MZ∗k−1Zk(Z′kMZ∗k−1Zk)
+
Z′kMZ∗k−1 ,
which implies that
M(X1⊗Z1,X2⊗Z2,...,Xk⊗Zk) = In ⊗ MZ∗k +
k∑
i=1
MXi ⊗ (MZ∗i−1 − MZ∗i ).
Combining the results of parts (i) and (ii), we conclude bymathematical induction that the formula
is valid for all positive integer m. 
Lemma 2. If R(Xm) ⊆ R(Xm−1) ⊆ · · · ⊆ R(X1), then it follows that
(i) MXiMXj = MXjMXi = MXi ,
(ii) MZ∗i MZ∗j = MZ∗j MZ∗i = MZ∗j ,
(iii) MXj (MXiGMXi )+MXk = MXj (MXiGMXi )+ = (MXiGMXi )+MXk = (MXiGMXi )+,
where G = UU ′, 1 ij, km.
Proof. (i) Noting that for ij , R(Xj ) ⊆ R(Xi), we obtain
MXiMXj = MXi (In − XjXj+) = MXi ,
and
MXjMXi = (MXiMXj )′ = MXi .
(ii) Since for ij , Z∗i ⊆ Z∗j , it follows that
MZ∗i MZ∗j = (MZ∗j MZ∗i )′ = (MZ∗j (Ip − Z∗i Z∗i
+
))
′ = MZ∗j ,
which implies that
MZ∗j MZ∗i = MZ∗j .
(iii) It is easily shown that
MXi (MXiGMXi )
+ = (MXiGMXi )+.
This and (i) yield
MXj (MXiGMXi )
+ = MXjMXi (MXiGMXi )+ = (MXiGMXi )+,
(MXiGMXi )
+MXk = (MXk (MXiGMXi )+)′ = (MXiGMXi )+,
and
MXj (MXiGMXi )
+MXk = (MXiGMXi )+MXk = (MXiGMXi )+. 
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Lemma 3. For i ∈ {1, 2, . . . , m}, the following three expressions are equivalent.
(i) CMZ∗i = C,(ii) MZ∗i C = C,(iii) MZ∗i CMZ∗i = C.
Proof. If CMZ∗i = C, then MZ∗i C = (CMZ∗i )′ = C, i.e., (ii) holds. If MZ∗i C = C, then
MZ∗i CMZ∗i = CMZ∗i = (MZ∗i C)′ = C, i.e., (iii) holds. If MZ∗i CMZ∗i = C, then CMZ∗i =
MZ∗i CMZ∗i MZ∗i = MZ∗i CMZ∗i = C, and hence (i) holds. Thus, (i), (ii) and (iii) are
equivalent. 
Theorem 1. The equality
CMZ∗m− = C (2.6)
is a necessary and sufﬁcient condition for tr(C) to be estimable, where  = ∑mi=1 IMXiG,
IMXiG
= 1 if MXiG = 0, and = 0 otherwise, i = 1, 2, . . . , m, Z∗0 = 0.
Proof. We ﬁrst show the necessity.Assume that tr(C) is estimable. Then there exists an np×np
symmetric matrix A such that
tr(C) = E(y′MAMy) = tr(AME(yy′)M), ∀0.
Note that
ME(yy′)M = M(cov(y) + EyEy′)M
= M((U ⊗ Ip)(Is ⊗ )(U ′ ⊗ Ip) + X′X′)M
= M(G ⊗ )M.
This implies that, ∀0, we have
tr(C) = tr(AM(G ⊗ )M).
SinceR(Xm) ⊆ R(Xm−1) ⊆ · · · ⊆ R(X1), it follows fromLemma 2(i) that for i < j ,MXjG = 0
implies that MXiG = 0, or equivalently, MXiG = 0 implies that MXjG = 0. Therefore,
MXiG = 0, ∀i ∈ {1, 2, . . . , m − },
and
MXiG = 0, ∀i ∈ {m −  + 1,m −  + 2, . . . , m},
where {1, 2, . . . , m − } = ∅ if  = m, {m −  + 1,m −  + 2, . . . , m} = ∅ if  = 0.
This and Lemma 1 imply that for any 0, we have
tr(C) = tr
(
A
(
G ⊗ MZ∗mMZ∗m
+
m∑
i=m−+1
MXiG ⊗ (MZ∗i−1 − MZ∗i )MZ∗m
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+
m∑
i=m−+1
GMXi ⊗ MZ∗m(MZ∗i−1 − MZ∗i )
+
m∑
i=m−+1
m∑
j=m−+1
MXiGMXj ⊗ (MZ∗i−1 − MZ∗i )(MZ∗j−1 − MZ∗j )
⎞
⎠
⎞
⎠ ,
where
∑m
i=m+1 A = 0 for any matrix A.
Lemma 2(ii) implies that
MZ∗mMZ∗m−MZ∗m−MZ∗m = MZ∗mMZ∗m,
and ∀im −  + 1,
(MZ∗i−1 − MZ∗i )MZ∗m−MZ∗m−MZ∗m = (MZ∗i−1 − MZ∗i )MZ∗m,
and ∀im −  + 1, jm −  + 1,
(MZ∗i−1 − MZ∗i )MZ∗m−MZ∗m−(MZ∗j−1 − MZ∗j ) = (MZ∗i−1 − MZ∗i )(MZ∗j−1 − MZ∗j ).
Thus, ∀0, we have tr(CMZ∗m−MZ∗m−) = tr(C), or equivalently,
MZ∗m−CMZ∗m− = C. From Lemma 3, this means that CMZ∗m− = C.
Next, we show the sufﬁciency. If CMZ∗m− = C, then there exists
A0
∧= 1
rm−+1
(MXm−+1GMXm−+1)+ ⊗ C
such that y′MA0My is an unbiased invariant quadratic estimator of tr(C) and therefore tr(C)
is estimable, where r = rk(G) and ri = rk(MXiG), i = 1, 2, . . . , m.
This can be veriﬁed as follows. Since CMZ∗m− = C, by Lemma 2(ii), it follows that CMZ∗i = C,∀i ∈ {1, 2, . . . , m − }. This and Lemma 2 (iii) yield
MA0M = 1
rm−+1
(
(MXm−+1GMXm−+1)+ ⊗ MZ∗mCMZ∗m
+
m∑
i=m−+1
(MXm−+1GMXm−+1)+MXi ⊗ MZ∗mC(MZ∗i−1 − MZ∗i )
+
m∑
i=m−+1
MXi (MXm−+1GMXm−+1)
+ ⊗ (MZ∗i−1 − MZ∗i )CMZ∗m
+
m∑
i=m−+1
m∑
j=m−+1
MXi (MXm−+1GMXm−+1)
+MXj
⊗ (MZ∗i−1 − MZ∗i )C(MZ∗j−1 − MZ∗j )
)
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= 1
rm−+1
(MXm−+1GMXm−+1)+ ⊗
(
MZ∗mCMZ∗m
+
m∑
i=m−+1
(MZ∗mC(MZ∗i−1 − MZ∗i ) + (MZ∗i−1 − MZ∗i )CMZ∗m)
+
m∑
i=m−+1
m∑
j=m−+1
(MZ∗i−1 − MZ∗i )C(MZ∗j−1 − MZ∗j )
⎞
⎠
= 1
rm−+1
(MXm−+1GMXm−+1)+ ⊗ MZ∗m−CMZ∗m− = A0.
Therefore,
E(y′MA0My) = tr(A0M(G ⊗ )M) = tr(A0(G ⊗ ))
= 1
rm−+1
tr((MXm−+1GMXm−+1)+G)tr(C)
= tr(C),
which implies that tr(C) is estimable. 
Corollary 1. The equalities
CMZ∗i = C, ∀i ∈ {1, 2, . . . , m − } (2.7)
form the necessary and sufﬁcient conditions for tr(C) to be estimable.
Proof. If tr(C) is estimable, then C = CMZ∗m− . Thus, from Lemma 2(ii), we see that ∀i ∈{1, 2, . . . , m − },
CMZ∗i = CMZ∗m−MZ∗i = CMZ∗m− = C.
Conversely, if CMZ∗i = C, ∀i ∈ {1, 2, . . . , m − }, then CMZ∗m− = C. From Theorem 1, tr(C)
is clearly estimable. 
Corollary 2. Each of the following conditions is a necessary and sufﬁcient condition for tr(C)
to be estimable:
(i) MZ∗m−C = C.(ii) MZ∗m−CMZ∗m− = C.
Proof. This follows from Lemma 3 and Theorem 1. 
Corollary 3. Each of the following conditions is a necessary and sufﬁcient condition for tr(C)
to be estimable:
(i) MZ∗i C = C, ∀i ∈ {1, 2, . . . , m − },(ii) MZ∗i CMZ∗i = C, ∀i ∈ {1, 2, . . . , m − }.
Proof. The proof is similar to that of Corollary 1 and hence omitted. 
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3. The MINQE(U, I) of tr(C)
For the model (2.2), if (ε1, ε2 . . . , εs)′ were observed, then
∧
= 1
s
(ε1, ε2, . . . , εs)
(ε1, ε2, . . . , εs)′ should be a natural estimator of , and so tr(C
∧
) = ε′( 1
s
(Is ⊗C))ε should be a
natural estimator of tr(C). When (ε1, ε2, . . . , εs)′ is not observed, to estimate tr(C), we hope
to ﬁnd an estimator y′MA∗My in the class of unbiased invariant quadratic estimators of tr(C)
which isMINQE(U, I ). Note that y′MA∗My−ε′( 1s (Is ⊗C))ε = ε′((U ′⊗Ip)MA∗M(U⊗Ip)−
1
s
(Is ⊗ C))ε. Thus, according to Rao’s minimum Euclidean norm principle in [9], the estimator
y′MA∗My minimizes∥∥∥∥(U ′ ⊗ Ip)MAM(U ⊗ Ip) − 1s (Is ⊗ C)
∥∥∥∥
2
= tr(MAM(G ⊗ Ip)MAM(G ⊗ Ip)) − 1
s
tr(C2). (3.1)
Such an estimator is called the MINQE(U, I ) of tr(C).
Yang [13] showed that if the MINQE(U, I ) of tr(C) exists, then it is unique. The following
theorem shows the existence of the MINQE(U, I ) of tr(C) for the model (2.2), and so from
Yang’s result, such an MINQE(U, I ) is unique.
Theorem 2. If tr(C) is estimable, then y′MA∗My is the MINQE(U, I ) of tr(C) and
MA∗M = A∗, where
A∗ = 1
r
G+ ⊗ MZ∗mCMZ∗m
+
m∑
i=m−+1
1
ri
((MXiGMXi )
+ ⊗ (MZ∗i−1 − MZ∗i )C(MZ∗i−1 − MZ∗i )
+(MXiGMXi )+GG+ ⊗ (MZ∗i−1 − MZ∗i )CMZ∗m
+G+G(MXiGMXi )+ ⊗ MZ∗mC(MZ∗i−1 − MZ∗i ))
+
∑
m−+1 i<jm
1
ri
((MXiGMXi )
+G(MXjGMXj )+
⊗ (MZ∗i−1 − MZ∗i )C(MZ∗j−1 − MZ∗j )
+(MXjGMXj )+G(MXiGMXi )+ ⊗ (MZ∗j−1 − MZ∗j )C(MZ∗i−1 − MZ∗i )). (3.2)
Here
∑
m+1 i<jm A = 0 for any matrix A.
Proof. We will use Drygas’s general projection theorem [1] to show that y′MA∗My is the
MINQE(U, I ) of tr(C). Let
 = {A : A is an np × np symmetric matrix},
0 = {A ∈  : E(y′MAMy) = tr(C), ∀0},
V (A,B) = tr(MAM(G ⊗ Ip)MBM(G ⊗ Ip)), A,B ∈ .
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Note that, ∀ = ′, there exist 10 and 20 such that  = 1 − 2. So
0 = {A ∈  : E(y′MAMy) = tr(C), ∀ = ′}
which implies that 0 is a linear manifold in . It is easily shown that V (A,B) is a quasi-inner
product of . Therefore, to show that y′MA∗My is the MINQE(U, I ) of tr(C), it sufﬁces to
show that V (A∗, A∗) = minA∈0 V (A,A), or equivalently, V (A∗, B) = 0, ∀B ∈ 0 −0 ∧={A1 − A2 : Ai ∈ 0, i = 1, 2}.
We ﬁrst show that A∗ ∈ 0. From Lemma 2, it is easily seen that
MZ∗m(MZ∗i−1 − MZ∗i ) = (MZ∗i−1 − MZ∗i )MZ∗m = 0, 1 im,
(MZ∗i−1 − MZ∗i )(MZ∗j−1 − MZ∗j ) = 0, 1 i < jm,
MXi (MXiGMXi )
+G(MXjGMXj )+ = (MXiGMXi )+G(MXjGMXj )+, 1 ijm,
which imply that MA∗ = A∗. Thus, MA∗M = A∗M = (MA∗)′ = A∗.
Since tr(C) is estimable, it follows that
E(y′MA∗My) = tr(A∗(G ⊗ ))
= 1
r
tr(G+G)tr(MZ∗mCMZ∗m)
+
m∑
i=m−+1
1
ri
tr((MXiGMXi )
+G)(tr((MZ∗i−1 − MZ∗i )C(MZ∗i−1 − MZ∗i ))
+tr((MZ∗i−1 − MZ∗i )CMZ∗m) + tr(MZ∗mC(MZ∗i−1 − MZ∗i )))
+
∑
m−+1 i<jm
1
ri
tr((MXiGMXi )
+G)(tr((MZ∗i−1 − MZ∗i )C(MZ∗j−1 − MZ∗j ))
+tr((MZ∗j−1 − MZ∗j )C(MZ∗j−1 − MZ∗j )))
= tr(MZ∗m−CMZ∗m−)
= tr(C)
and therefore A∗ ∈ 0.
Next we prove that V (A∗, A∗) = minA∈0 V (A,A). Let
T = 1
r
MZ∗mCMZ∗m +
m∑
i=m−+1
1
ri
(MZ∗i−1CMZ∗i−1 − MZ∗i CMZ∗i ).
Then from Lemma 2, it is easily shown that
(In ⊗ MZ∗m)(G ⊗ Ip)A∗(G ⊗ Ip)(In ⊗ MZ∗m) = (In ⊗ MZ∗m)(G ⊗ T )(In ⊗ MZ∗m),
(In ⊗ MZ∗m)(G ⊗ Ip)A∗(G ⊗ Ip)(MXi ⊗ (MZ∗i−1 − MZ∗i ))
= (In ⊗ MZ∗m)(G ⊗ T )(MXi ⊗ (MZ∗i−1 − MZ∗i )), m −  + 1 im,
and
(MXi ⊗ (MZ∗i−1 − MZ∗i ))(G ⊗ Ip)A∗(G ⊗ Ip)(MXj ⊗ (MZ∗j−1 − MZ∗j ))
= (MXi ⊗ (MZ∗i−1 − MZ∗i ))(G ⊗ T )(MXj ⊗ (MZ∗j−1 − MZ∗j )), m −  + 1 ijm.
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Therefore,
M(G ⊗ T )M =
(
In ⊗ MZ∗m +
m∑
i=m−+1
MXi ⊗ (MZ∗i−1 − MZ∗i )
)
×(G ⊗ T )
(
In ⊗ MZ∗m +
m∑
i=m−+1
MXi ⊗ (MZ∗i−1 − MZ∗i )
)
=
(
I ⊗ MZ∗m +
m∑
i=m−+1
MXi ⊗ (MZ∗i−1 − MZ∗i )(G ⊗ Ip)
)
×A∗(G ⊗ Ip)
(
In ⊗ MZ∗m +
m∑
i=m−+1
MXi ⊗ (MZ∗i−1 − MZ∗i )
)
= M(G ⊗ Ip)A∗(G ⊗ Ip)M,
which implies that
V (A∗, B) = tr(M(G ⊗ T )MB) = 0, ∀B ∈ 0 −0,
or equivalently,
V (A∗, A − A∗) = 0, ∀A ∈ 0.
Thus,
V (A∗, A∗) = min
A∈0
V (A,A).
Hence, y′MA∗My is the MINQE(U, I ) of tr(C). 
4. The optimality of MINQE(U, I) of tr(C)
To obtain the necessary and sufﬁcient conditions for the MINQE(U, I )y′MA∗My of tr(C)
to be its UMVIQUE, we need the following lemmas.
Lemma 4. Let P = U ′G+U and Pi = U ′(MXiGMXi )+U , i = 1, 2, . . . , m. If R(Xm) ⊆
R(Xm−1) ⊆ · · · ⊆ R(X1), then there exists an orthogonal basis  = {1, 2, . . . , s} such that
P =∑rj=1 j′j and Pi =∑rij=1 j′j , where∑0j=1 j′j = 0.
Proof. Since R(Xm) ⊆ R(Xm−1) ⊆ · · · ⊆ R(X1), by Lemma 2, it follows that PiP = Pi ,
1 im, and PiPj = Pi , 1 ijm. Let Qm = P − Pm and Qi = Pi+1 − Pi , 1 im − 1.
Then P1,Q1, . . . ,Qm are mutually orthogonal and therefore there exists an orthogonal basis
 = {1, 2, . . . , s} such that P =
∑r
j=1 j
′
j and Pi =
∑ri
j=1 j
′
j , i = 1, 2, . . . , m. 
Lemma 5. Let X and Y be m × k matrices, A be an n × m matrix, B be a k × l matrix. If
A′AXBB ′ = A′AYBB ′, then AXB = AYB.
Proof. Weﬁrst show that ifA′AX = A′AY , thenAX = AY . In fact, assume thatA′AX = A′AY
or A′A(X − Y ) = 0. Then (A(X − Y ))′A(X − Y ) = (X − Y )′A′A(X − Y ) = 0, which implies
that A(X − Y ) = 0 or AX = AY . Hence, if A′AXBB ′ = A′AYBB ′, then AXBB ′ = AYBB ′,
i.e., BB ′(AX)′ = BB ′(AY )′. So, we have B ′(AX)′ = B ′(AY )′, that is, AXB = AYB. 
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Theorem 3. Assume tr(C) is estimable and let y′MA∗My be its MINQE(U, I ). Then the nec-
essary and sufﬁcient conditions for y′MA∗My to be UMVIQUE of tr(C) are
(a) ∃l ∈ {m −  + 1,m −  + 2, . . . , m −  +  + 1} such that rl = rm−++1 and
CMZ∗l−1 = C;
(b) ∃ ∈ R(1), such that MXm−++1U(diag(U ′(MXm−++1GMXm−++1)+U))
×U ′MXm−++1 = MXm−++1GMXm−++1 , (4.1)
where  = ∑mi=m−+1 IMZ∗
i
, IMZ∗
i
= 1 if MZ∗i = 0; and = 0, otherwise, rm+1 = r , Xm+1 = 0,
R(1) is a one-dimensional Euclidean space,
diagA =
⎛
⎜⎜⎜⎝
a11
a22
. . .
ann
⎞
⎟⎟⎟⎠ ,
for any n × n matrix A.
Proof. According to Theorem 2 of Yang [13], it can be seen that if tr(C) is estimable, then
the UMVIQUE y′MA∗My = tr(A∗Myy′M) ∧=< A∗, Myy′M > of tr(C) ∧= 〈C,〉 under the
model⎧⎪⎪⎨
⎪⎪⎩
y = X + (U ⊗ Ip)ε,
ε1, ε2, . . . , εs are independent and identically distributed with
Eεi = 0, E(εiε′i ) = , E(εi ⊗ εiε′i ) = , E(εiε′i ⊗ 	i	′i ) = ,
R(Xm) ⊆ R(Xm−1) ⊆ · · · ⊆ R(X1),
coincides with the BLUE (uniformly minimum variance linear (in Myy′M) unbiased estimator)
of 〈C,〉 under the induced linear model⎧⎨
⎩
E(Myy′M) = M(G ⊗ )M,
Cov(Myy′M) · A∗ = 2M(G ⊗ )MA∗M(G ⊗ )M
+M(U ⊗ Ip)Diag(SHk (,))(U ′ ⊗ Ip)M,
where
Diag(SHk (,)) =
⎛
⎜⎜⎜⎝
SH1
SH2
. . .
SHs
⎞
⎟⎟⎟⎠ ,
SHk (,) = (Hk) − 2Hk− tr(Hk),
(Hk) =
s∑
i=1
s∑
j=1
e′iHkejij ,
Hk = (e′k ⊗ Ip)(U ′ ⊗ Ip)MA∗M(U ⊗ Ip)(ek ⊗ Ip),
ij = (e′(i) ⊗ Ip)(e(j) ⊗ Ip),
(e1, e2, . . . , es) and (e(1), e(2), . . . , e(p)) are s × s and p × p identity matrices,
respectively.
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Thus, according to Seely and Zyskind [11], it can be seen that a necessary and sufﬁcient condition
for y′MA∗My to be UMVIQUE of tr(C) is
2M(G ⊗ )MA∗M(G ⊗ )M + M(U ⊗ Ip)Diag(SHk (,))(U ′ ⊗ Ip)M
∈ Span {M(G ⊗ )M : 0} ∧= {M(G ⊗ W)M : W ∈ },
where  = {W : W is a p × p symmetric matrix}, or equivalently,
2M(G ⊗ )MA∗M(G ⊗ )M + M(U ⊗ Ip)Diag(SHk (,))(U ′ ⊗ Ip)M
= M(G ⊗ W)M, ∃W ∈ . (4.2)
Further, it is easily shown from Lemma 2 that
Hk = 1
r
e′kP ekMZ∗mCMZ∗m +
m∑
i=m−+1
1
ri
e′kPiek(MZ∗i−1CMZ∗i−1 − MZ∗i CMZ∗i ),
SHk (,) =
1
r
e′kP ekSMZ∗mCMZ∗m (,)
+
m∑
i=m−+1
1
ri
e′kPiekSMZ∗
i−1CMZ∗i−1−MZ∗i CMZ∗i (,),
Diag(SHk (,)) =
1
r
diagP ⊗ SMZ∗mCMZ∗m (,)
+
m∑
i=m−+1
1
ri
diagPi ⊗ SMZ∗
i−1CMZ∗i−1−MZ∗i CMZ∗i (,).
Thus, (4.2) is equivalent to
2M
(
m∑
i=m−+1
1
ri
UPiU
′ ⊗ (MZ∗i−1CMZ∗i−1 − MZ∗i CMZ∗i )
)
M
+M
(
1
r
U(diagP)U ′ ⊗ SMZ∗mCMZ∗m (,)
+
m∑
i=m−+1
1
ri
U(diagPi)U ′ ⊗ SMZ∗
i−1CMZ∗i−1−MZ∗i CMZ∗i (,)
)
M
= M(G ⊗ W1)M, ∃W1 ∈ . (4.3)
Therefore, to show that (4.1) is the necessary and sufﬁcient condition for the MINQE(U, I )
y′MA∗My to beUMVIQUE of tr(C), it sufﬁces to show that (4.1) is the necessary and sufﬁcient
condition for (4.3) to hold.
We ﬁrst show the sufﬁciency. Assume that (4.1) holds. We will show that (4.3) holds through
the following (i) and (ii).
(i) If  = , then, from (4.1), we obtain U(diagP)U ′ = G, and ∃l ∈ {m −  + 1,m −  +
2, . . . , m + 1} such that rl = r and CMZ∗l−1 = C. From Lemma 4, it can be readily seen that
rl = r implies that ∀i ∈ {l, l + 1, . . . , m}, we have ri = r , i.e., Pi = P . By using Lemma 2(ii),
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we see that CMZ∗l−1 = C implies that ∀i ∈ {m− + 1,m− + 2, . . . , l}, we have CMZ∗i−1 = C.
Therefore, the left-hand side of (4.3) becomes
2M
(
m∑
i=l
1
ri
UPiU
′ ⊗ (MZ∗i−1CMZ∗i−1 − MZ∗i CMZ∗i )
)
M
+M
(
1
r
U(diagP)U ′ ⊗ SMZ∗mCMZ∗m (,)
+
m∑
i=l
1
ri
U(diagPi)U ′ ⊗ SMZ∗
i−1CMZ∗i−1−MZ∗i CMZ∗i (,)
)
M
= 2M
(
1
r
UPU ′ ⊗ 
(
m∑
i=l
(MZ∗i−1CMZ∗i−1 − MZ∗i CMZ∗i )
)

)
M
+M
(
1
r
U(diagP)U ′ ⊗ SMZ∗mCMZ∗m (,)
+ 1
r
U(diagP)U ′ ⊗ S∑m
i=l (MZ∗
i−1CMZ∗i−1−MZ∗i CMZ∗i )
(,)
)
M
= 2M
(
1
r
G ⊗ (C − MZ∗mCMZ∗m)
)
M + M
(
r
G ⊗ SMZ∗mCMZ∗m (,)
+ 
r
G ⊗ SC−MZ∗mCMZ∗m (,)
)
M
= M
(
G ⊗ 1
r
(2(C − MZ∗mCMZ∗m)+ SC(,))
)
M,
which implies that (4.3) holds.
(ii) If  < , then MZ∗m = 0, and hence SMZ∗mCMZ∗m (,) = 0. Since from Lemma 2(ii), for
i < j ,MZ∗i = 0 implies thatMZ∗j = 0 or equivalently,MZ∗j = 0 implies thatMZ∗i = 0, it follows
that ∀i ∈ {1, 2, . . . , m−+}, we haveMZ∗i = 0 and ∀i ∈ {m−++1,m−++2, . . . , m},
we have MZ∗i = 0. Then, according to (4.1), the left-hand side of (4.3) becomes
2M
⎛
⎝m−++1∑
i=l
1
ri
UPiU
′ ⊗ (MZ∗i−1CMZ∗i−1 − MZ∗i CMZ∗i )
⎞
⎠M
+M
⎛
⎝m−++1∑
i=l
1
ri
U(diagPi)U ′ ⊗ SMZ∗
i−1CMZ∗i−1−MZ∗i CMZ∗i (,)
⎞
⎠M
= 2M
(
1
rm−++1
UPm−++1U ′ ⊗ C
)
M
+M
(
1
rm−++1
U(diagPm−++1)U ′ ⊗ SC(,)
)
M. (4.4)
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SinceM =∑m−+i=1 MXi ⊗(MZ∗i−1 −MZ∗i )+MXm−++1 ⊗MZ∗m−+ , by Lemma 2(i), it follows
that M = M(MXm−++1 ⊗ Ip) = (MXm−++1 ⊗ Ip)M . Therefore, the right-hand side of (4.4)
becomes
2M
(
1
rm−++1
MXm−++1UPm−++1U
′MXm−++1 ⊗ C
)
M
+M
(
1
rm−++1
MXm−++1U(diagPm−++1)U
′MXm−++1 ⊗ SC(,)
)
M
= 2M
(
1
rm−++1
MXm−++1GMXm−++1 ⊗ C
)
M
+M
(

rm−++1
MXm−++1GMXm−++1 ⊗ SC(,)
)
M
= M
(
G ⊗ 1
rm−++1
(2C+ SC(,))
)
M.
This implies that (4.3) holds.
Combining the results of parts (i) and (ii), we complete the proof of the sufﬁciency.
To prove the necessity, assume that (4.3) holds. Note that SC(,) corresponding to a random
normal vector ε1 =  12 ε∗ (where ε∗ ∼ Np(0, Ip)) must be equal to zero. Therefore, from (4.3),
we obtain
M
(
m∑
i=m−+1
1
ri
UPiU
′ ⊗ (MZ∗i−1CMZ∗i−1 − MZ∗i CMZ∗i )
)
M
= M(G ⊗ W2)M, ∃W2 ∈ , (4.5)
and
M
(
1
r
U(diagP)U ′ ⊗ SMZ∗mCMZ∗m (,)
+
m∑
i=m−+1
1
ri
U(diagPi)U ′ ⊗ SMZ∗
i−1CMZ∗i−1−MZ∗i CMZ∗i (,)
)
M
= M(G ⊗ W3)M, ∃W3 ∈ . (4.6)
We will show that (4.1) holds through the following (iii) and (iv).
(iii) If  = , then MZ∗m = 0. Noting that
M(In ⊗ MZ∗m) = (In ⊗ MZ∗m)M = In ⊗ MZ∗m,
by using In ⊗ MZ∗m to left multiply and right multiply both sides of (4.5), we obtain
m∑
i=m−+1
1
ri
UPiU
′ ⊗ MZ∗m(MZ∗i−1CMZ∗i−1 − MZ∗i CMZ∗i )MZ∗m
= G ⊗ MZ∗mW2MZ∗m,
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that is,
m∑
i=m−+1
1
ri
UU ′(MXiGMXi )+UU ′ ⊗ MZ∗m(MZ∗i−1CMZ∗i−1 − MZ∗i CMZ∗i )MZ∗m
= UU ′G+UU ′ ⊗ MZ∗mW2MZ∗m.
Therefore, by using Lemma 5, we get
m∑
i=m−+1
1
ri
Pi ⊗ MZ∗m(MZ∗i−1CMZ∗i−1 − MZ∗i CMZ∗i )MZ∗m
= P ⊗ MZ∗mW2MZ∗m. (4.7)
Since, from Lemma 4, we have Pm−+2Pm−+1 = Pm−+1, Pm−+2P = Pm−+2, and ∀i ∈
{m −  + 2,m −  + 3, . . . , m}, we have Pm−+2Pi = Pm−+2, it follows that
1
rm−+1
Pm−+1 ⊗ MZ∗m(C − MZ∗m−+1CMZ∗m−+1)MZ∗m
+
m∑
i=m−+2
1
ri
Pm−+2 ⊗ MZ∗m(MZ∗i−1CMZ∗i−1 − MZ∗i CMZ∗i )MZ∗m
= Pm−+2 ⊗ MZ∗mW2MZ∗m,
or equivalently,
Pm−+1 ⊗ MZ∗m(C − MZ∗m−+1CMZ∗m−+1)MZ∗m = Pm−+2 ⊗ W4, ∃W4 ∈ .
This and Lemma 4 ofYang [13] imply that
Pm−+1 = 
Pm−+2, ∃
 ∈ R(1),
or
MZ∗m(C − MZ∗m−+1CMZ∗m−+1)MZ∗m = 0.
It is easily seen that if Pm−+1 = 
Pm−+2, then P 2m−+1 = 
Pm−+1Pm−+2 or Pm−+1 =

Pm−+1. Since rm−+1 > 0, it follows that 
 = 1, so Pm−+1 = Pm−+2, or equivalently,
rm−+1 = rm−+2. If MZ∗m(C − MZ∗m−+1CMZ∗m−+1)MZ∗m = 0, then it follows from Lemma
2 of Yang [13] that MZ∗m−+1CMZ∗m−+1 = C, or equivalently, CMZ∗m−+1 = C. Hence, it follows
from the above discussion that
rm−+1 = rm−+2 or CMZ∗m−+1 = C. (4.8)
Combining (4.7) and (4.8), we obtain
1
rm−+2
Pm−+2 ⊗ MZ∗m(C − MZ∗m−+2CMZ∗m−+2)MZ∗m
+
m∑
i=m−+3
1
ri
Pi ⊗ MZ∗m(MZ∗i−1CMZ∗i−1 − MZ∗i CMZ∗i )MZ∗m
= P ⊗ MZ∗mW2MZ∗m.
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Similarly, we get
rm−+2 = rm−+3 or CMZ∗m−+2 = C,
and therefore
∀l ∈ {m −  + 1,m −  + 2, . . . , m}, rl = rl+1 or CMZ∗l = C,
equivalently,
∃l ∈ {m −  + 1,m −  + 2, . . . , m + 1}, rl = r and CMZ∗l−1 = C. (4.9)
By using In ⊗ MZ∗m to left multiply and right multiply both sides of (4.6), we obtain
1
r
U(diagP)U ′ ⊗ MZ∗mSMZ∗mCMZ∗m (,)MZ∗m
+
m∑
i=m−+1
1
ri
U(diagPi)U ′ ⊗ MZ∗mSMZ∗
i−1CMZ∗i−1−MZ∗i CMZ∗i (,)MZ
∗
m
= G ⊗ MZ∗mW3MZ∗m.
This and (4.9) yield
1
r
U(diagP)U ′ ⊗ MZ∗mSC(,)MZ∗m = G ⊗ MZ∗mW3MZ∗m.
By using the corollaries of Lemmas 3 and 4 ofYang [13], we get
U(diagP)U ′ = G, ∃ ∈ R(1).
Summarizing the results above, we see that ∃l ∈ {m−+1,m−+2, . . . , m+1}, such that rl =
r, and CMZ∗l−1 = C and U diag(P )U ′ = G.
(iv) If  < , then (4.5) becomes
M
⎛
⎝m−++1∑
i=m−+1
1
ri
UPiU
′ ⊗ (MZ∗i−1CMZ∗i−1 − MZ∗i CMZ∗i )
⎞
⎠M
= M(G ⊗ W2)M. (4.10)
From the above assumption,
M =
m−+∑
i=1
MXi ⊗ (MZ∗i−1 − MZ∗i ) + MXm−++1 ⊗ MZ∗m−+ ,
it follows that
M(In ⊗ MZ∗
m−+) = (In ⊗ MZ∗m−+)M = MXm−++1 ⊗ MZ∗m−+ .
By using In ⊗ MZ∗
m−+ to left multiply and right multiply both sides of (4.10), we obtain
m−++1∑
i=m−+1
1
ri
MXm−++1UPiU
′MXm−++1
⊗MZ∗
m−+(MZ
∗
i−1CMZ∗i−1 − MZ∗i CMZ∗i )MZ∗m−+
= MXm−++1GMXm−++1 ⊗ MZ∗m−+W2MZ∗m−+ . (4.11)
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Hence, from Lemma 2(iii), we have
m−++1∑
i=m−+1
1
ri
MXm−++1UU
′MXm−++1(MXiGMXi )
+MXm−++1UU
′MXm−++1
⊗MZ∗
m−+(MZ
∗
i−1CMZ∗i−1 − MZ∗i CMZ∗i )MZ∗m−+
= MXm−++1UU ′MXm−++1(MXm−++1GMXm−++1)+MXm−++1UU ′MXm−++1
⊗MZ∗
m−+W2MZ
∗
m−+ ,
which implies from Lemma 5 that
m−++1∑
i=m−+1
1
ri
U ′MXm−++1(MXiGMXi )
+MXm−++1U
⊗MZ∗
m−+(MZ
∗
i−1CMZ∗i−1 − MZ∗i CMZ∗i )MZ∗m−+
= U ′MXm−++1(MXm−++1GMXm−++1)+MXm−++1U ⊗ MZ∗m−+W2MZ∗m−+ .
That is,
m−++1∑
i=m−+1
1
ri
Pi ⊗ MZ∗
m−+(MZ
∗
i−1CMZ∗i−1 − MZ∗i CMZ∗i )MZ∗m−+
= Pm−++1 ⊗ MZ∗
m−+W2MZ
∗
m−+ .
Similarly, it is easily seen that ∃l ∈ {m −  + 1,m −  + 2, . . . , m −  +  + 1} such that rl =
rm−++1 and CMZ∗l−1 = C. Since ∀i ∈ {m− + + 1,m− + + 2, . . . , m}, MZ∗i = 0, (4.6)
becomes
M
(
1
rm−++1
U(diagPm−++1)U ′ ⊗ SC(,)
)
M = M(G ⊗ W3)M. (4.12)
By multiplying In ⊗ MZ∗
m−+ on both sides of (4.12), we obtain
1
rm−++1
MXm−++1U(diagPm−++1)U
′MXm−++1 ⊗ MZ∗m−+SC(,)MZ∗m−+
= MXm−++1GMXm−++1 ⊗ MZ∗m−+W3MZ∗m−+ ,
which implies that
MXm−++1U(diagPm−++1)U
′MXm−++1 = MXm−++1GMXm−++1 , ∃ ∈ R(1).
Summarizing the above results, we see that ∃l ∈ {m −  + 1,m −  + 2, . . . , m −  +  + 1}
such that rl = rm−++1 and CMZ∗l−1 = C and MXm−++1U(diagPm−++1)×U ′MXm−++1 =
MXm−++1GMXm−++1 .
Combining the results of parts (iii) and (iv), we complete the proof of the necessity. 
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Corollary 4. If tr(C) is estimable, then the necessary and sufﬁcient conditions for the
UMVIQUE of tr(C) to exist are
(a) ∃l ∈ {m −  + 1,m −  + 2, . . . , m −  +  + 1} such that rl = rm−++1
and CMZ∗l−1 = C;
(b) ∃ ∈ R(1), such that MXm−++1U(diag(U ′(MXm−++1GMXm−++1)+U))
×U ′MXm−++1 = MXm−++1GMXm−++1 .
Proof. Using Theorem 5 ofYang [13] and Theorem 3, the proof follows easily. 
Now we consider a special case of quasi-normal disturbances. The model (2.2) is called quasi-
normal if εi , i = 1, 2, . . . , m have the same ﬁrst four moments as a random vector normally
distributed with mean zero and covariance matrix .
Corollary 5. Assume that the model (2.2) is quasi-normal. If tr(C) is estimable, then a
necessary and sufﬁcient condition for the MINQE(U, I )y′MA∗My to be its UMVIQUE is
∃ l ∈ {m −  + 1,m −  + 2, . . . , m −  +  + 1} such that
rl = rm−++1 and CMZ∗l−1 = C.
Proof. Since the model (2.2) is quasi-normal and ε1, ε2, . . . , εs are independent, it follows that
Cov(Myy′M) · A∗ = 2M(G ⊗ )MA∗M(G ⊗ )M.
The proof follows now similar to that of Theorem 3. 
Corollary 6. Assume that the model (2.2) is quasi-normal. If tr(C) is estimable, then a
necessary and sufﬁcient condition for the UMVIQUE of tr(C) to exist is
∃ l ∈ {m −  + 1,m −  + 2, . . . , m −  +  + 1} such that
rl = rm−++1 and CMZ∗l−1 = C.
Proof. Using Corollaries 4 and 5, this can easily be obtained. 
5. MINQLE(U, I) of tr(C) +∑mi=1 tr(D′iBi)
In this sectionwe discussMINQLE(U, I ) of tr(C)+∑mi=1 tr(D′iBi) undermodel (2.2), where
Di is a known ki × li matrix, i = 1, 2, . . . , m. Let d = ((Vec(D′1))′,
(Vec(D′2))′, . . . , (Vec(D′m))′)′. Then tr(C) +
∑m
i=1 tr(D′iBi) = tr(C) + d ′.
Deﬁnition 2. Let C = C′(= 0), d ∈ R(), where R() is a  dimensional Euclidean space,
 =∑mi=1 ki li . If there exist an np × np symmetric matrix A and an np × 1 vector a such that
E(y′MAMy + a′y) = tr(C) + d ′, ∀0, ∀ ∈ R(), (5.1)
then tr(C) + d ′ is said to be invariantly, quadratically plus linearly estimable (or simply
estimable). If an estimator y′MAMy + a′y satisﬁes (5.1), then it is called an unbiased invariant
quadratic plus linear estimator of tr(C) + d ′.
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Theorem 4. The conditions that CMZ∗m− = C and d ∈ R(X′) are necessary and sufﬁcient for
tr(C) + d ′ to be estimable.
Proof. It is easily seen that tr(C)+ d ′ is estimable if and only if there exist A and a such that
E(y′MAMy) = tr(C), ∀0, (5.2)
and
E(a′y) = d ′, ∀ ∈ R(). (5.3)
By Theorem 1, CMZ∗m− = C is a necessary and sufﬁcient condition that (5.2) holds. Also, (5.3)
holds if and only if a′X = d ′, ∀ ∈ R(), or equivalently, d ∈ R(X′). 
As in Section 3, if (ε1, ε2, . . . , εs)′ were observed, then tr(C
∧
) = ε′( 1
s
(Is ⊗ C))ε would
be a natural estimator of tr(C) and a′(y − (U ⊗ Ip)ε) would be a natural estimator of d ′,
where d = X′a. Therefore, ε′( 1
s
(Is ⊗C))ε + a′(y − (U ⊗ Ip)ε) would be a natural estimator of
tr(C)+d ′. However, (ε1, ε2, . . . , εs)′ is not observable, so by using Rao’s minimumEuclidean
norm principle in [9], we will ﬁnd an estimator y′MA∗My + a′∗y of tr(C)+ d ′ in the class of
unbiased invariant quadratic plus linear estimators that minimizes∥∥∥∥
(
(U ′ ⊗ Ip)MAM(U ⊗ Ip) − 1
s
(Is ⊗ C), (U ′ ⊗ Ip)a
)∥∥∥∥
2
= tr(MAM(G ⊗ Ip)MAM(G ⊗ Ip)) − 1
s
tr(C2) + a′(G ⊗ Ip)a. (5.4)
Such an estimator is called the MINQLE(U, I ) of tr(C) + d ′.
Yang [14] showed that if the MINQLE(U, I ) of tr(C) + d ′ exists, then it is unique. The
following theorem shows the existence of the MINQLE(U, I ) of tr(C) + d ′ for the model
(2.2), and hence it is unique.
Theorem 5. If tr(C) + d ′ is estimable, then y′MA∗My + a′∗y is the MINQLE(U, I ) of
tr(C) + d ′, where A∗ is deﬁned in Theorem 2 and
a∗ =
(
Inp −
m∑
i=m−+1
(MXiGMXi )
+G ⊗ (MZ∗i−1 − MZ∗i )
)
X+′d.
Proof. To show that y′MA∗My + a′∗y is the MINQLE(U, I ) of tr(C)+ d ′, it sufﬁces to show
that
V (A∗, A∗) = min
A∈0
V (A,A),
and
V (∗)(a∗, a∗) = min
a∈(∗)
V (∗)(a, a),
where 0 and V (A,A) are deﬁned as in Theorem 2, and (∗) = {a ∈ R(np) : X′a = d},
V (∗)(a, b) = a′(G ⊗ Ip)b, a, b ∈ R(np). Note that Theorem 2 has shown that V (A∗, A∗) =
minA∈0 V (A,A). Thus, it remains to show that V (∗)(a∗, a∗) = mina∈(∗) V (∗)(a, a). Clearly,
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(∗) is a linear manifold in R(np) and V (∗)(a, b) is a quasi-inner product of R(np). By making use
of Drygas’s general projection theorem [1], it follows that V (∗)(a∗, a∗) = mina∈(∗) V (∗)(a, a)
if and only if V (∗)(a∗, b) = 0, ∀b ∈ (∗) −(∗) ∧= {a1 − a2 : ai ∈ (∗), i = 1, 2}.
We ﬁrst show that a∗ ∈ (∗). Since tr(C) + d ′ is estimable, d ∈ R(X′), and therefore
X′X+′d = d. Noting that for any i ∈ {m −  + 1,m −  + 2, . . . , m},
MXi ⊗ (MZ∗i−1 − MZ∗i ) = M(MXi ⊗ (MZ∗i−1 − MZ∗i )),
we obtain
X′a∗ = d −
m∑
i=m−+1
X′M((MXiGMXi )+G ⊗ (MZ∗i−1 − MZ∗i ))X+
′
d = d,
which implies that a∗ ∈ (∗).
Next, we show that V (∗)(a∗, b) = 0,∀b ∈ (∗) −(∗). Since In ⊗MZ∗m = (In ⊗MZ∗m)M and
MX+′ = 0, it follows that
M(G ⊗ Ip)a∗ = (G ⊗ MZ∗m)X+
′
d +
m∑
i=m−+1
(MXiG ⊗ (MZ∗i−1 − MZ∗i ))X+
′
d
−
m∑
i=m−+1
(MXiG(MXiGMXi )
+G ⊗ (MZ∗i−1 − MZ∗i ))X+
′
d
= (G ⊗ MZ∗m)X+
′
d = (G ⊗ MZ∗m)MX+
′
d = 0,
or equivalently,
b′(G ⊗ I )a∗ = 0, ∀b ∈ {b ∈ R(np) : X′b = 0}.
This implies that
V (∗)(a∗, b) = 0, ∀b ∈ (∗) −(∗).
or equivalently,
V (∗)(a∗, a − a∗) = 0, ∀a ∈ (∗).
Thus, V (∗)(a∗, a∗) = mina∈(∗) V ∗(a, a). 
6. Simulation studies
In this section, we conduct some Monte Carlo simulation studies to evaluate the properties of
the MINQE(U, I ) of tr(C) with C being a p×p identity matrix. In particular, we will compare
the proposed estimator with a possible competing MLE by Rosen [10]. The observed outcome
samples {(Yj1, . . . , Yjp), j = 1, . . . , n} are generated according to the following normal growth
curve model:
Yj =
m∑
i=1
Xi,jBiZ
′
i + εj , j = 1, . . . , n, (6.1)
where Yj = (Yj1, . . . , Yjp), Xi,j = (Xj1, . . . , Xjki ), i = 1, . . . , m, ki = m + 2 − i which
guarantees the nested condition, and each element Xjk is generated from a standard normal
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distribution. The error term vector εj follows a multivariate normalNp(0,)while the coefﬁcient
matrix Bi = (1, . . . , ki )′ and the design matrix Zi = (Zi,1, . . . , Zi,p)′. Two simulation models
are employed here as testing examples. The parameter values used in our examples are given by
Example 1. p = 3, m = 2, (k1, k2) = (3, 2), B1 = (0.01, 0.02, 0.03)′, B2 = (0.02, 0.03)′, and
(Z1, Z2) =
⎛
⎝ 1 02 5
3 −1
⎞
⎠ ,  =
⎛
⎝ 1.5 0.5 0.50.5 2.0 0.5
0.5 0.5 2.5
⎞
⎠ .
Example 2. p = 4, m = 3, (k1, k2, k3) = (4, 3, 2), B1 = (0.01, 0.02, 0.03, 0.04)′, B2 =
(0.02, 0.03, 0.4)′, B3 = (0.03, 0.04)′, and
(Z1, Z2, Z3) =
⎛
⎜⎜⎝
1 1 0
2 1 5
3 1 −1
4 −3 8
⎞
⎟⎟⎠ ,  =
⎛
⎜⎜⎝
2.0 0.5 0.5 0.5
0.5 2.5 0.5 0.5
0.5 0.5 3.0 0.5
0.5 0.5 0.5 3.5
⎞
⎟⎟⎠ .
For each of the above examples, 500 simulations are conducted with sample sizes of n = 30, 50
and 100, respectively.
Table 1
The simulated means, standard errors (SE), and mean squared errors (MSE) of the MINQE(U, I ) and MLE of tr(C)
Example Sample size n (p,m) tr(C) Criterion MINQE(U, I ) MLE
1 30 (3, 2) 6.0000 Mean 6.0059 5.6285
SE 0.9698 0.9254
MSE 0.9387 0.9964
50 (3, 2) 6.0000 Mean 6.0713 5.7691
SE 0.7871 0.7566
MSE 0.7896 0.7903
100 (3, 2) 6.0000 Mean 6.0682 5.8903
SE 0.5361 0.5213
MSE 0.5399 0.5322
2 30 (4, 3) 11.0000 Mean 11.2361 10.0662
SE 1.6568 1.4807
MSE 1.6719 1.7494
50 (4, 3) 11.0000 Mean 11.3394 10.4240
SE 1.2395 1.1560
MSE 1.2840 1.2905
100 (4, 3) 11.0000 Mean 11.3398 10.6986
SE 0.8798 0.8406
MSE 0.9423 0.9423
The results are based on 500 simulations and different sample sizes n.
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The simulation results on the estimated means, standard errors (SE), and mean squared errors
(MSE) of the MINQE(U, I ) and MLE of tr(C) are summarized in Table 1 for both examples
with the different sample sizes. From Table 1, the following conclusions can be observed: (i) For
all the cases considered, both the MINQE(U, I ) and MLE of tr(C) are valid. (ii) The proposed
MINQE(U, I ) has smaller estimated biases than MLE. (iii) The MLE has smaller estimated vari-
ances but slightly larger MSEs compared to MINQE(U, I ). These observations show that our
proposedMINQE(U, I ) performs very well. On the other hand, we should also note that although
the simulation studies are conducted based on the normal growth curve model, the proposed
MINQE(U, I ) is applicable to the general growth curve models, unlike the MLE by Rosen [10].
7. Concluding remarks
In this article, we have obtained the MINQE(U, I ) of tr(C) and MINQLE(U, I ) of tr(C)+∑m
i=1 tr(D′iBi) for the model Y =
∑m
i=1 XiBiZ′i + Uε subject to R(Xm) ⊆ R(Xm−1) ⊆ · · · ⊆
R(X1). The optimality for the MINQE(U, I ) of tr(C) under the minimum variance criterion
has also been analyzed. It should be noted that following Rosen [10], we have assumed the
restriction condition R(Xm) ⊆ R(Xm−1) ⊆ · · · ⊆ R(X1). A further research is how to derive the
MINQE(U, I ) of tr(C) when the nested condition does not hold.
Note also that we have made no distribution assumption on the disturbances in the model. If
the normality assumption is made, then the MLE of tr(C) can be derived [10]. An interesting
question is to compare our proposed MINQE(U, I ) and Rosen’s MLE in this scenario. To this
end, we have conducted some simulation studies. Interestingly, our simulation results show that
the proposed MINQE(U, I ) can outperform the MLE even under the normality assumption of the
disturbances.
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