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I
Introduction
In order to study noncommutative algebras and rings, represents interest to know their fractions
rings. In fact, a tool in the study of di↵erent noncommutative domains is a comparison between
its rings of fractions. With respect to this work, we study some aspects of total ring of fractions,
also known as the classical ring of fractions or Goldie ring, for skew PBW extensions also called
 -PBW extensions.
These extensions include a lot of noncommutative structures such as enveloping algebras of Lie
algebras, Weyl algebras, quantum algebras, among many others (see [14]). An result widely
known (see [15], or [12]) shows that if K is a Noetherian integral domain and G is a Lie algebra
of finite dimension over K, then enveloping algebra of Lie algebra, U(G), is an Ore domain,
and thus Q(U(G)) exists. As mentioned above, the enveloping algebras of Lie algebras U(G),
are particular cases of so-called skew PBW extensions, for these extensions is an open problem
to study and characterize their rings of fractions (see [14]) respect to arbitrary multiplicative
systems.
This thesis addresses the problem of studying some topics related to the total ring of fractions
of skew PBW extensions. Another motivation for undertaking this study proposed is the fa-
mous Gelfand Kirillov conjecture : The original version of this conjecture says that if G is
a algebraic Lie algebra (i.e. a Lie algebra of a ne algebraic group) with finite dimension over a
field K of character zero, then the total ring of fractions of the enveloping algebra Q(U(G)) is
isomorphic to the total ring of fractions of a Weyl algebra An(K[y1, . . . , yk]), for some suitable
values n and k i.e, there exist positive integers n, k, such that Q(U(G)) ⇠= Q ((AnK [y1, . . . , yk)]).
The conjecture was proved in the original paper by Gelfand and Kirillov ([7]) in two cases: for
the algebra of all square matrices and nilpotent Lie algebras.
Later, (1973-1974), Borho ([3]), Joseph ([11]) and McConnell ([10]) proved the conjecture in-
dependently for soluble Lie algebras. The study of the conjecture has continued intensively in
recent years, highlighting the work of Alev, Ooms and Van den Bergh who proved the conjecture
for all Lie algebras dimension  8. In 2006, Bois establishes the conjecture for fields of positive
characteristic ([2]).
It has been of great interest to study the analogous conjecture to the Gelfand-Kirillov conjecture,
but in the case of certain quantum algebras (which can be regarded as particular cases of skew
PBW extensions). In this direction, it stands out the works of the following authors: Caldero
([5]), Cauchon ([6]), Panov’s work for soluble quantum algebras ([18], [19], [20]), and more
recently, the Zhang’s works about quantum algebras ([9]) and Zelenova, [22].
II
INTRODUCTION III
In the study of the Gelfand-Kirillov conjecture, both for classical and quantum case, calculating
the center of algebras has played an important role, and then the calculating its total ring
fractions. For example, in ([7]) is proved that if G is a nilpotent Lie algebra over a field K of
characteristic 0, then we have the isomorphism
Q (Z(U(G))) ⇠= Z (Q(U(G))) .
It was also relevant to study when total rings of fractions of two algebras are isomorphic, for
example, ([7]) shows that
Q (An(K [y1, . . . , yk])) ⇠= Q (An0(K [y1, . . . , yk0 ])) if and only if, n = n0 y k = k0.
This motivates analysis and similar calculations for extensions skew PBW .
This work is organized as follows. In the first chapter of this work, we recall some facts related
to Lie algebras and some properties of the Gelfand-Kirillov transcendence degree. In the second
chapter, will be considered the Gelfand-Kirillov conjecture for the classical case of Lie nilpotent
matrices and for the quantum case of quantum matrices and quantumWeyl algebra. In the third
chapter, we extend the classical Ore theorem for some skew PBW extensions. As application, we
prove the quantum version of the Gelfand-Kirillov conjecture for quantum polynomials. Another
key topic to be consideration in this work, is the Tdeg-stability. We discuss the Tdeg-stability
problem for biyective skew PBW extensions over fields in the last chapter.
Chapter1
Preliminaries
1.1. Lie Algebras
Definition 1.1.1. Let G be a vector space over a field K. It is said that G is a Lie algebra,
if over G exist a binary operation called the Lie product or braket, and denoted by [, ], which is
bilinear, i.e., for a, b, c 2 G and   2 K,
[a+ b, c] = [a, c] + [b, c],
[a, b+ c] = [a, b] + [a, c],
  · [a, b] = [  · a, b] = [a,  · b]
and satisfies:
1. Antisymmetric: [x, y] =   [y, x].
2. Jacobi: [x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0.
Remark 1.1.1. Naturally one could generalize the above definition, replacing vector space by
finite module over a ring.
Remark 1.1.2. If K has characteristic di↵erent from 2 then antisymmetry property is equiv-
alent to:
[x, x] = 0 8x 2 G.
Indeed, this property implies antisymmetry:
[x+ y, x+ y] = [x, x] + [x, y] + [y, x] + [y, y] = 0, [x, y] + [y, x] = 0
A Lie algebra is not necessarily associative [x, [y, z]] 6= [[x, y], z], however from an associative
algebra A over a field K we can define a Lie algebra, indeed, we make any associative algebra
A, into a Lie algebra AL and define a Lie bracket on A by putting
[x, y] := xy   yx x, y 2 A.
1
CAPI´TULO 1. PRELIMINARES 2
Examples 1.1.1. Any K- vector space V that complies that for all x, y 2 V , [x, y] = 0 is an
example of abelian Lie algebra.
A simple example of K- Lie algebra, is KL, i.e., K with bracket associated [x, y] := xy   yx.
Examples 1.1.2. Let A be the algebra of all endomorphisms of a vector space V , denoted by
End(V ). The corresponding algebra AL, is called the general Lie algebra of V and is denoted by
gl(V ). If the dimension of K-space V is n, it follows that the general Lie algebra coincides with
Gln(K), the Lie algebra of all n⇥n matrices over K and product defined by [X,Y ] = XY  Y X.
Examples 1.1.3. Let sln(K) be subspace of Gln(K) consisting of all matrices of trace zero.
Since Tr(AB) = Tr(BA), the set sln(K) is closed under the product defined by Gln(K) and
therefore an Lie algebra.
Examples 1.1.4. Let On(K) be the subespace of Gln(K) consisting of all antisymmetric ma-
trices, i.e., AT =  A. Then (AB   BA)T = BTAT   ATBT = ( B)( A)   ( A)( B) =
 (AB  BA), therefore On(K) is closed under the product defined [X,Y ] = XY   Y X, there-
fore is Lie algebra.
Examples 1.1.5. Consider the vector space R3, Let v = (v1, v2, v3) y w = (w1, w2, w3), the
cross product of these vectors is defined by
v ⇥ w = (v2w3   v3w2, v3w1   v1w3, v1w2   v2w1)
is clear that the cross product is bilinear and antisymmetric, the Jacobi identity can be obtained
from the property (u ⇥ v) ⇥ w = hu,wiv   hv, wiu, then (R3, [, ]) with [v, w] = v ⇥ w is a Lie
algebra.
Definition 1.1.2. A Lie subalgebra H of a Lie algebra G, is a subspace of G closed by the
bracket, i.e [H,H] ⇢ H.
Then H is itself a Lie algebra under the same operations as G.
Examples 1.1.6. The algebras sln(K) and On(K), triangular matrices, and diagonal matrices
are subalgebras of the Lie algebra Gln(K).
Definition 1.1.3. A ideal J of G is a subspace of G such that [J ,G] ⇢ J .
Observe that the above condition is equivalent to [G,J ] ⇢ J . Thus every ideal of Lie algebra
is two-side.
Proposition 1.1.1. (i) If H,K are subalgebras of G so is H \K.
(ii) If H,K are ideals of G so is H \K.
(iii) If H is an ideal of G and K a subalgebra of G then H+K is a subalgebra of G.
(iv) If H,K are ideals of G then H+K is an ideal of G.
Proof. (i) H \K is a subspace of G and [H \K,H \K] ⇢ [H,H] \ [K,K] ⇢ H \K.
(ii) H+K is a subspace of G. Also [H+K,H+K] ⇢ [H,H] + [H,K] + [K,H] + [K,K], since
[H,H] ⇢ H, [H,K] ⇢ H, [K,K] ⇢ K. Thus H+K is a subalgebra.
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(iv) We have [H+K,G] ⇢ [H,G] + [K,G] ⇢ H+K. Thus H+K is an ideal of G.
Let I be an ideal of G. Then the factor space G/I can be seen as a Lie algebra by defining
[I + x, I + y] = I + [x, y] for all x, y 2 G.
Definition 1.1.4. Let G be a Lie algebra over K then a derivation D : G ! G is a linear
function which satisfies:
D([x, y]) = [D(x), y] + [x,D(y)] for all x, y 2 G.
The vector space Der(G) of all derivations of G is a Lie algebra with bracket [D1, D2] = D1  
D2 D2 D1 for all D1, D2 2 Der(G). Let x 2 G then we define the adjoint operator adx : G ! G
by adx(y) = [x, y] for all y 2 G. For all x 2 G, we have adx 2 Der(G). In fact, for all y, z 2 G,
we have
adx([y, z]) = [x, [y, z]] =  [y, [z, x]]  [z, [x, y]]
= [[x, y], z] + [y, [x, z]]
= [adx(y), z] + [y, adx(z)].
For other hand, the function adx is linear. For any ↵,  2 K and y, z 2 G, we have:
adx(↵y +  z) = [x,↵y +  z] = ↵[x, y] +  [x, z] = ↵adx(y) +  adx(z).
Definition 1.1.5. Let G1,G2 be Lie algebras over K. A homomorphism   : G1 ! G2 is a
linear map such that preserves the Lie bracket i.e.,  ([x, y]) = [ (x), (y)] for x, y 2 G1.
Proposition 1.1.2. The map ad : G ! gl(G) is a homomorphism of Lie algebras.
Proof. This map is linear by linearity properties of the Lie bracket. We must show that
ad[x,y](z) = [adx, ady] = adx   ady   ady   adx for all x, y 2 G. In fact, ad[x,y](z) = [[x, y], z] =
 [z, [x, y]] = [x, [y, z]] + [y, [z, x]] = adx([y, z])  ady([x, z]) = (adx   ady   ady   adx)(z).
1.2. Representations and modules
Definition 1.2.1. A representation of a Lie algebra G is a pair (V, ⇢), where V is a vector
space over K and ⇢ : G ! gl(G) is a Lie algebra homomorphism.
Examples 1.2.1. The adjoint homomorphism of G is a representation of G with V = G and
⇢ = ad. We call this the adjoint representation of G.
Examples 1.2.2. Let (Vi)i2I be a family of vector spaces. For all i 2 I, let ⇢i be a representation
of G in Vi. Then ⇢ :=
L
i2I ⇢i(x) of V =
L
i2I Vi is a representation of G in V , called the direct
sum of the ⇢i.
Definition 1.2.2. Let G be a Lie algebra over a field K. A G-module is a pair (V, ·), where V
is a vector space and · : G⇥V ! V is a map satisfying the following conditions for all x, y 2 G,
v, w 2 V and ↵,  2 K,
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(i) (↵x+  y) · v = ↵(x · v) +  (y · v).
(ii) x · (↵v +  w) = ↵(x · v) +  (x · w).
(iii) [x, y] · v = x · (y · v)  y · (x · v)
Examples 1.2.3. If ⇢ : G ! gl(V ) is a representation of G, then V is a G-module via the action
x · v = ⇢(x)v. Conversely, if V is a G-module then ⇢(x)v = x · v defines a representation.
Examples 1.2.4. G is itself a left G-module. The left action of G on G is defined as x ·y = [x, y].
Then we have [[x, y] , z] = [x, [y, z]]  [y, [x, z]].
1.3. Nilpotent and solvable Lie algebras
Definition 1.3.1. Let G a Lie algebra, define the following descending sequence of ideals of G;
The derived series
D0(G) = G   D1(G) = [G,G]   · · ·   Dk+1(G) = ⇥Dk(G), Dk(G)⇤   . . .
The central series
C1(G) = G   C2(G) = [G,G]   · · ·   Ci+1(G) = [Ci(G),G]   . . .
Remark 1.3.1. The members of the central and derived series are ideals of G. In fact,
[Ck(G),G] = Ck+1(G) ⇢ Ck(G), then Ck(G) is an ideal for all k. Secondly, by induction on
k. We have that [D1(G),G] = [[G,G],G] ⇢ [G,G] = D1(G). It follows that D1(G) is an ideal of
G. Now, consider an arbitrary element x = [a, b] 2 [Dk(G),G] with a 2 DkG and b 2 G. Then,
by definition of Dk(G), a = [c, d] where c, d 2 Dk 1(G). Using the Jacobi identity, we find that:
[[c, d], b] = [c, [d, b]] + [[c, b], d], but, since Dk 1(G) is an ideal, [c, b], [d, b] 2 Dk 1(G). Therefore,
it follows that: [a, b] = [[c, d], b] = [[c, b], d] + [c, [d, b]] 2 [D(k   1G), D(k   1G)] = Dk(G), then
Dk(G) is an ideal for all k.
Remark 1.3.2. Dk(G) ⇢ Ck+1(G) for all k. In fact, we will prove this by induction on k: for
k = 1 we have D1(G) = [G,G] = C2(G). Now consider an element x 2 Dk(G), then x = [a, b]
where a, b 2 Dk 1(G). By induction, Dk 1(G) ⇢ Ck(G), then a 2 Ck(G), also notice that b 2 G.
Therefore [a, b] 2 [Ck(G),G] = Ck+1(G).
Definition 1.3.2. A Lie algebra is said to be nilpotent (respectively solvable) if there is k
such that Ck(G) = 0 (respectively Dk(G)).
Remark 1.3.3. Notice that a nilpotent Lie algebra is also solvable.
Example 1.3.1. All abelian Lie algebra is nilpotent and soluble.
Example 1.3.2. The subalgebra nn(K) of Gln(K) consisting of all strictly upper triangular
matrices is a nilpotent Lie algebra.
In fact, Let eij be a basis element of Gln(K). The number j   i refers to the diagonal, where
the entry of eij is nonzero. We define:
hn,m := {
P
i,j xijeij |xij 2 K; j   i   m, j  n}.
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Notice that nn(K) = hn,1and hn,n+1 = 0. We compute the Lie bracket [eij , epq] =  jpeiq  qiepj .
We will see that [hn,p, hn,q] ⇢ hn,p+q. In fact, it su ces to verify the basis elements. We write
r := j   i, s := q   p. Then, when j = p, q   i = q + r   j = q + r   p = s+ r, and similarly if
q = i then j   p = s+ r. Then
C2(nn(K)) = C
2(hk,1) ⇢ hk,2
C3(nn(K)) = [C
2(hk,1), hk,1] ⇢ [hk,2, hk,1] ⇢ hk,3
...
Cn(nn(K)) = C
n(hn,1) ⇢ hn,n+1 = 0.
Therefore nn(K) is nilpotent.
Proposition 1.3.1. Let G be a Lie algebra and let H be an ideal of G. Then G is solvable if
only if G/H is solvable and H is solvable.
Proof. If G is solvable, therefore H is solvable and G/H is solvable. Conversely, if G/H is
solvable, then Dk(G) ⇢ H. If in addition, H is solvable (i.e., Dl(H) = 0 for some l   1) then
Dk+l(G) ⇢ Dl(H) = 0. Hence G is solvable.
Remark 1.3.4. This is not true if ”solvable” is replaced by ”nilpotent”.
Example 1.3.3. The subalgebra bn(K) of Gln(K) consisting of all upper triangular matrices
is a solvable Lie algebra but not nilpotent. In fact, First we prove that the algebra bn(K) is
solvable. Notice that nn(K) ⇢ bn(K) and that nn(K) is solvable (since is nilpotent). Also
notice that bn(K)/nn(K) = dn(K), where dn(K) is the set of diagonal matrices, which is
abelian, hence solvable. Therefore, by proposition 1.3, bn(K) is solvable. Now, we have to show
that is not nilpotent. To demonstrate this, consider the commutator: [eii, eij ] = eij for i < j.
Since eij 2 bn(K), it follows that eij 2 C2(bn(K)), and therefore, eij 2 [bn(K), C2(bn(K))] =
C3(bn(K)). Hence eij 2 Ck(bn(K)) for all k follows by induction. Thus bn(K) is not nilpotent.
Proposition 1.3.2. If G is a solvable Lie algebra then so are all subalgebra and homomorphic
images of G.
Proof. Let H a subalgebra of a solvable Lie algebra G, then for the ideales of the chine of
commutators, we have that Dj(H) ✓ Dj(G) for all j. Since G is solvable, there is k such that
Dk(G) = 0 but Dk(H) ✓ Dk(G) = 0. Then h is solvable.
Let ⇡ : G ! L an epimorphism of Lie algebras, then ⇡(Dk 1(G)) = Dk 1(L) and therefore,
Dk(L) = ⇥Dk 1(L), Dk 1(L)⇤ = ⇥⇡(Dk 1(G),⇡Dk 1(G)⇤ = ⇡ ⇥Dk 1(G), Dk 1(G)⇤ =
⇡(Dk(G)) = 0.
Proposition 1.3.3. Let G be a Lie algebra
(a) The center Z(G) of a nonzero nilpotent algebra G is nonzero.
(b) If G/Z(G) is nilpotent, then so is G.
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Proof. (a) Let k   2 be the minimal integer such that Ck(G) = 0. Then Ck 1(G) 6= 0 and
[Ck 1(G),G] = Ck(G) = 0. Hence Ck(G) ⇢ Z(G). (b) If G/Z(G) is a nilpotent Lie algebra then
for k   0, we have that Ck(G/Z(G)) = 0. but an element of G/Z(G) is of the form x + Z(G),
then,
0 = [[. . . [x1 + Z(G), x2 + Z(G)], x3 + Z(G)], . . . , xk + Z(G)] = [. . . [x1, x2], x3], . . . , xk] + Z(G)
Hence in G, we have [. . . [x1, x2], x3], . . . , xk] 2 Z(G). Then any commutator of length k + 1 in
G is zero, i.e., Ck(G) = 0.
Proposition 1.3.4. A finite dimensional Lie algebra G is nilpotent if and only if adx is a
nilpotent operator for any x 2 G.
Proof. If G is nilpotent, then exist k such that CkG = 0, in particular, (adx)ky =
[x, . . . [x, [x, y]]]] . . . ] = 0 being a commutator of length k + 1.
Conversely, suppose (adx)k = 0 for all y 2 G. Recall that the adjoint representation is defined
by ad: G ! gl(G), x ! adx. Then G/ker(ad) ⇠= ad(G) but ker(ad) = Z(G). So it su ces
to prove that ad(G) is a nilpotent Lie algebra. Applying Engel’s theorem, we have ad(G) is a
subalgebra of strictly upper triangular matrices, for some choice of a basis of G, and so ad(G) is
a subalgebra of a nilpotent Lie algebra, hence is a nilpotent Lie algebra itself. By proposition
1.3.3 (b), we have G is nilpotent.
1.4. Universal algebra U(G)
Let us consider a Lie algebra G over a field K, Let T be the tensor algebra of the vector space
G, i.e.,
T = T 0   T 1   · · ·  Tn   . . .
where T 0 = K , T 1 = G and Tn = G ⌦ G ⌦ · · · ⌦ G; the product in T is simply tensor
multiplication.
(x1 ⌦ · · ·xm) · (y1 ⌦ · · ·⌦ yn) = x1 ⌦ · · ·xm ⌦ y1 ⌦ · · ·⌦ yn.
Let J be the two-side ideal of T generated by the tensors x⌦ y  y⌦ x  [x, y], where x, y 2 G.
Definition 1.4.1. The associative algebra T/J is termed the enveloping algebra of G and is
denoted by U(G).
Assume that G is finite-dimensional with basis x1, . . . , xn. The structure constants with respect
to this basis are the scalars aki,j given by
[xi, xj ] =
P
k a
k
i,jxk for 1  i, j  n.
Then U(G) can be defined as associative algebra, generated by X1, . . . Xn, subject to the rela-
tions
XiXj  XjXi =
P
k a
k
i,jXk for 1  i, j  n.
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The algebra U(G) does not depend on the choice of the basis, i.e., if we start with two di↵erent
bases for G, then the algebras we get by this construction are isomorphic. The following theorem
is known as the Poincar Birkho↵Witt theorem shows that the canonical function of G into U(G)
is injective, then we shall identify every element of G with its canonical image in U(G).
Theorem 1.4.1. Let {x1, . . . , xn} be a basis for G. Then xv11 xv22 . . . xvnn , where v1, . . . , vn 2 N,
form a basis for U(G).
Examples 1.4.1. If G is commutative, then U(G) = S(G) the symmetric algebra of the vector
space G i.e., T/J with J = x⌦ y   y ⌦ x.
Examples 1.4.2. Let G = hxi be an one dimensional abelian Lie algebra over a field K. Then
[x, x] = 0, this gives us the relation XX   XX = 0. Hence U(G) is the polynomial algebra
K[X]. More generally, if G is n-dimensional abelian Lie algebra with basis {x1, . . . , xn}, then
U(G) is isomorphic to the polynomial algebra in n variables.
Proposition 1.4.1. Let G0 be a Lie subalgebra of G and y1, . . . , yq a basis for a complement of
G0 in G. Then yv11 . . . yvqq , where v1, . . . , vq 2 N, form a basis for U(G) considered as a left or
right module over U(G0).
Proof. Let yq+1, . . . , yn be a basis for G0. Since yv1 . . . yvnn be a basis for U(G), every element
of U(G) can be uniquely written in the form Pv1,...,vq yv11 . . . yvqq xv1,...,vq where xv1,...,vq 2 U(G0).
Consequently, yv11 . . . y
vq
q , where v1, . . . , vq 2 N, form a basis for the right U(G0)-module U(G).
The same reasoning applies for the left U(G0)-module U(G).
Remark 1.4.1. In particular, if G0 is a module of codimension 1, i.e., if G/G0 = hxi then every
element of U(G) can be uniquely written in the form ynxn+ · · ·+y1x+y0, where yn, . . . , y0 2 G0.
1.5. Algebraic Lie algebras
A su cient condition that arises in ([7]) for the Gelfand Kirillov conjecture in classical case
(see chapter 2) is that the algebra in question be a Lie algebra algebraic. For this reason in this
section we recall some definitions of a ne algebraic geometry.
Definition 1.5.1. Let K be an algebraically closed field. An a ne variety over K is a subset
X ⇢ Kn such that:
X := {x 2 Kn : fi(x) = 0 for certain f1, . . . fs 2 K[x1, . . . xn]}.
Thus, an a ne algebraic variety is set of common zeros of certain polynomial equations. Since
that K be an algebraically closed, the set X is not empty.
Definition 1.5.2. Let M ⇢ Km and N ⇢ Kn algebraic varieties. A morphism of varieties
f˜ :M ! N is a polynomial map:
f˜(x1, . . . , xm) = (f1(x1, . . . , xm), . . . fn(x1, . . . , xm)),
such that f1, . . . fn 2 K[X1, . . . Xm] are polynomials, and for all x˜ 2M , f˜(x˜) 2 N .
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Definition 1.5.3. An a ne algebraic group G is an a ne algebraic variety as well as a
group such that the maps m : G ⇥ G ! G and i : G ! G, given by m(x, y) = xy, i(x) = x 1
are morphisms of algebraic varieties.
Examples 1.5.1.
(i) The group of invertible matrices GLn over K is an a ne algebraic group. For GLn, the
structure of a ne group is given by,
GLn =
⇢✓
X 0
0 xn+1
◆     detX · xn+1 = 1 .
(ii) The group SLn of matrices with determinant 1, is also an algebraic group with structure:
SLn = {X|detX = 1}.
(iii) The subgroup µn of n-th roots of unity for n invertible in K satisfies the polynomial
equation xn   1 = 0. Thus this group is a ne algebraic.
Remark 1.5.1. From the definitions of algebraic group, we have that a closed subgroup of
an algebraic group is an algebraic group. For example, the group of strictly upper triangular
matrices is an a ne algebraic.
Definition 1.5.4. A Lie algebra is said to be algebraic if it is isomorphic with the Lie algebra
of an a ne algebraic group.
Examples 1.5.2.
(i) We have shown that GLn, SLn are algebraic Lie algebras.
(ii) The nilpotent algebra is a Lie algebraic since can be associated with a group of strictly upper
triangular matrices (unipotent group). By remark 1.5.1 this group is a ne algebraic.
1.6. Properties of Gelfand-Kirillov transcendence degree
Some properties about the Gelfand-Kirillov dimension and the Gelfand-Kirillov transcendence
degree are used throughout this work, so they are included in this section.
Definition 1.6.1. For an algebra A over a field K, the Gelfand- Kirillov dimension of A
is defined to be
GKdim(A) := sup
V
lim
n!1 logn dim(V
n).
where V ranges over all subframes of A, i.e., the finite dimensional subspaces of A containing
1.
Remark 1.6.1. If v1, . . . , vn is a basis of V , denote by dim(V n) the subspace of A generated by
the n-fold products of elements in V . This definition coincides with the definition introduced
in the article by Gelfand-Kirillov ([7]).
Definition 1.6.2. The Gelfand-Kirillov transcendence degree of A is defined to be
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Tdeg(A) := sup
V
inf b lim
n!1 logn dim((K + bV )
n).
This definition is equivalent with Tdeg(A) = sup
V
inf bGK(K[bV ])
Proposition 1.6.1. Let A be a K algebra. Then Tdeg(A)  GKdim(A).
Proof. Since GKdim(K[bV ])  GKdim(A) the proposition is clear.
Proposition 1.6.2. If A is commutative, then Tdeg(A) = GKdim(A).
Proof. It su ces to prove that GKdim(K[bV ])   GKdim(K[V ]) for all regular elements b of
A. We have
dim((k + bV )n)   dim((bV )n) since A is commutative dim((bV )n) = dim(bnV n) = dim(V n).
Let A be a algebra and S Ore set of regular elements of A. Recall that for the Gelfand-Kirillov
dimension, we have GKdim(A)  GKdim(S 1A). Next we prove that for Gelfand-Kirillov
transcendence degree, we have Tdeg(S 1A)  Tdeg(A).
Proposition 1.6.3. Let A be a K-algebra and S 1A be the localization of A over an Ore set
of regular elements S.
(i) Suppose B is a subalgebra of S 1A containing A. Then
Tdeg(B) = sup
V0⇢A
inf
b
GKdim(K[bV0]),
where b ranges over all regular elements of B and V0 ranges over all subframes of A.
(ii) Let B1 ⇢ B2 be subalgebras of S 1A containing A. Then Tdeg(B2)  Tdeg(B1).
(iii) If A ⇢ B ⇢ S 1A, then Tdeg(S 1A)  Tdeg(B)  Tdeg(A).
Proof. (i) For every subframe V of B, there is an s 2 S that eV := sV is a subspace of A.
Then V ⇢ s 1(eV + K). For every regular element r of B, rs is a regular element of
B. Hence inf
b
GKdim(K[bV ])  inf
rs
GKdim(K[rss 1(eV +K)]). Since V is arbitrary andeV +K ⇢ A, then we obtain the result.
(ii) This is a consequence that every element regular of B1 is a regular element of B2.
(iii) Is consequence of (ii).
If the set S of all regular elements of A is left and right Ore, then S 1A = AS 1 = Q(A). By
proposition 1.6.3 (iii), Tdeg(Q(A))  Tdeg(A).
Proposition 1.6.4. Let I be an ideal of K-algebra A, and assume that I contains a right
regular element or a left regular element a of A. Then GKdim(A/I) + 1  GKdim(A).
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Proof. Let B be any finitely generated subalgebra of A and let V be a frame of eB := B[a] which
contains a. Let V = (V + I)/I. Clearly V is a frame of eB = ( eB+ I)/I = (B+ I)/I. For n 2 N,
we have that V n = (V n \ I)  Wn where Wn is some finite dimensional K-vector space. Note
that
Wn ⇠= V n/(V n \ I) ⇠= (V n + I)/I = V n.
Since Aa\Wn ⇢ I \V n and Aa\Wn ⇢Wn, we have Aa\Wn = {0} for all n. Therefore, since
a is regular element, the sum
Pn
i=0Wna
i is direct for all n. Clearly
Pn
i=0Wna
i ⇢ V 2n, for all
n, because both ai and Wn are in V n. Thus
dimKV
n   dimK
nX
i=0
Wna
i
=
nX
i=0
dimKWna
i = (n+ 1)dimKWn
> ndimKWn = ndimKV
n
.
Hence GKdim(A)   GKdim( eB)   1 + GKdim( eB). Since every finitely generated subalgebra
of A/I is the form (B+I)/I for some finitely generated subalgebra B of A, the inequality holds
for any finitely generated subalgebra of A/I. Thus GKdim(A)   1 +GKdim(A/I).
Proposition 1.6.5. Let A be an algebra and let I be an ideal of A. If GKdim(A/J) =
GKdim(A) and A is a domain then J = 0.
Proof. Since is not satisfied inequality in the previous proposition, therefore I does not contain
regular elements which is contradictory since A is domain.
Chapter2
The Gelfand Kirillov conjecture
The original article of Gelfand and Kirillov has two important results. The first result is the
conjecture itself (briefly GK-conjecture). Let us recall that the conjecture says that if G is an
algebraic Lie algebra (i.e., a Lie algebra of a ne algebraic group) with finite dimension over a
field K of characteristic zero, then the total ring of fractions of the enveloping algebra Q(U(G))
is isomorphic to the total ring of fractions of a Weyl algebra Q (An(K) [y1, . . . , yk]), for some
suitable values n and k, where An(K)[y1, . . . , yk] is the Weyl algebra over the polynomial ring
K[y1, . . . , yk]. The GK-conjecture in general, is not true for not algebraic Lie algebras (see
[Ohms]), however, in this section we will deal the positive results, one classical case and two
quantum cases ( i.e., quantum algebras).
The second important of the original paper is about the isomorphism theorem which states that
Q (An(K) [y1, . . . , yk]) ⇠= Q (An0(K) [y1, . . . , yk0 ]) if and only if if n = n0 and k = k0. Related
with this result, there is more general question about isomorphisms between division algebras.
Zhang ([9]) shows that for quantum algebras this question can be resolved by calculating their
Gelfand-Kirillov transcendence degree. In the chapter 4 of T-stability, we will see some of those
results, which show that the Gelfand-Kirillov transcendence degree is a good invariant for this
task.
In this chapter we will see the proof of the GK- conjecture for a classical case: nilpotent algebras.
We will use the following general notation: the centre of U(G) is denoted by Z(U(G)) and the
centre of Q(U(G)) is denoted Z(Q(U(G))). Moreover, we denote by dim(V), the dimension of V
as a vector space over K. We start with the basic definition of the Gelfand Kirillov dimension
and Gelfand-Kirillov transcendence degree.
2.1. Gelfand- Kirillov dimension
Recall some definitions, which were seen in chapter 1.
Definition 2.1.1. The Gelfand-Kirillov dimension for an algebra A over a field K is defined
as follows
GKdim(A) := sup
V
lim
n!1 logn dim(V
n),
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where V ranges over all subframes of A, i.e., the finite dimensional subspaces of A containing
1.
Definition 2.1.2. The Gelfand-Kirillov transcendence degree of A is defined to be
Tdeg(A) := sup
V
inf b lim
n!1 logn dim((K + bV )
n).
Again V ranges over all subframes of A, and b ranges over the regular elements of A.
Next, consider the following criterion which allow us to determine when the total ring of fractions
of enveloping Lie algebra Q(U(G)) is isomorphic to a total ring of fractions of Weyl algebra.
Proposition 2.1.1. Let n, s 2 N be two integers and G a Lie K-algebra of dimension
2n + s. Assume there exist elements x1, . . . , xn, y1, . . . , yn, z1, . . . , zs in Q(U(G)) such that
[xi, yj ] =  i,j for i, j 2 1, ..., n, and the other brackets vanish. Let A be the subalgebra generated
over K by these elements. Assume also that the ring of total fractions Q(A)=Q(U(G)). Then
A ⇠= An,s(K) is isomorphic to the Weyl algebra An,s(K) and Q(U(G)) ⇠= Q(An,s(K)).
Proof. By universal property of algebras defined with generators and relations, there exists a
surjective map ⇡ : An,s(K) ⇣ A. Let J be the kernel of ⇡, so that A ' An,s(K)J . Denote
GKdim and Tdeg, the Gelfand-Kirillov dimension and Gelfand-Kirillov transcendence degree
of algebras, respectivily (see for instance [2]). By proposition 1.6.3 (iii):
GKdim(An,s(K))   GKdim(A)   TdegQ(A) = TdegQ(U(G)) = dim(G).
Since GKdim(An,s(K)) = 2n + s = dim(G), the above inequalities are really equalities. In
particular, GKdim(An,s(K)) = GKdim(
An,s(K)
J ). Since An,s(K) is a domain, (see proposition
1.6.5) we have J = 0, hence A ' An,s(K).
2.1.1. The GK-conjecture for nilpotent Lie algebra
In the proof for the nilpotent case is used the fact that Z(Q(U(G))) = Q(Z(U(G))). This
interesting property is satisfied by these algebras and also by semisimple Lie algebra. It is
known that Z(U(G)) = Z(Q(U(G))) \ U(G) for any lie algebra G; Z(U(G)) is integral and
commutative, the ring of fractions Q(Z(U(G))) exists and can be identified with a subfield of
Z(Q(U(G))). Hence we have
Z(U(G)) ⇢ Q(Z(U(G))) ⇢ Z(Q(U(G))),
in general the inclusions are strict (see[8]). In the case of nilpotent Lie algebras Q(Z(U(G))) =
Z(Q(U(G))) holds.
Let us proof. Recall that an algebra is completely solvable if the adjoint representation of
G is triangularizable, that is, if there is a decreasing sequence of ideals of G with dimensions
dimG, dimG 1, dimG 2, . . . , 0. Every nilpotent Lie algebra is completely solvable, and every
completely solvable algebra is solvable.
Proposition 2.1.2. Let be G completely solvable and I be a two-sided ideal of U(G). Let J be
a non-null two-sided ideal of U(G)/I. There exists   2 G⇤ such that J \ (U(G/I))  6= 0. Where
(U(G/I))  := {a 2 U(G)/I| [x, a] =  (x)(a), x 2 G}.
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Proof. The G-module G/I is the union of an increasing sequence of finite dimensional triangu-
larizable sub-G modules, hence the same applies for J . Consequently there exist   2 G⇤ and
x 2 J   {0} such that x 2 (U(G/I)) .
Corollary 2.1.1. Let be G completely solvable, and I be a prime ideal of G. Let c 2
Z(Q((U(G)/I))). Then exist   2 G⇤ such that c = ab 1, with a, b 2 (U(G)/I) .
Proof. Let c 2 Z(Q((U(G)/I))).The set of the u 2 U(G)/I such that uc 2 U(G)/I is a non-null
two sided ideal J of U(G)/I. There exist   2 G⇤ and b 2 (U(G)/I)  such that b 2 J with b 6= 0.
Then bc 2 U((G)/I) , and b is not a divisor of zero in U(G)/I, (see [8]) hence c = (bc)b 1.
Proposition 2.1.3. Let G be a nilpotent algebra and let I be a proper two-sided deal of U(G).
Then
(i) Every proper ideal of U(G)/I has non-null intersection with Z(U(G)/I)
(ii) If I is prime, then Q(U(G)/I) is the field of fractions of Z(U(G)),
Proof. The proof results from the above facts.
Taking I = 0 we get that Q(Z(U(G))) = Z(Q(U(G))).
Theorem 2.1.1. Let G a nilpotent algebra over a commutative field K of characteristic zero.
There are elements x1, . . . , xn, y1, . . . , yn, z1, . . . , zk in the algebra U(G) such that
(i) Q(U(G)) is generated by the elements xi, yi, zj, 1  i  n, 1  i  k.
(ii) The following relations are satisfied
[xi, xj ] = [yi, yj ] = [zi, zj ] = [xi, zj ] = [yi, zj ] = 0, [xi, yj ] =  ijc;
where c is is an non-null element of Z(U(G)). Then if replace pi = xic 1, qi = yi, We
have [pi, qj ] =  ij .
(iii) Q(U(G)) ⇠= Q(An,k).
Proof. The proof is by recurrence on the dimension of G. Let be G0 a ideal of codimension 1,
i.e., dim(G/G0) = 1, and let be x 2 G but x /2 G0. Acording to [8], Since G is nilpotent, then
either Z(U(G0)) ( Z(U(G)) or Z(U(G)) ( Z(U(G0)). Then we consider two cases.
First case: Z(U(G0)) ⇢ Z(U(G)). There is an element y 2 Z(U(G)) and y /2 Z(U(G0)).
Since G = G0   hxi, we have U(G) = U(G0) ⌦ U(hxi) therefore y has a unique representation
y = anxn + · · ·+ a1x+ a0 with ai 2 U(G0) (see remark 1.4.1). therefore any b 2 U(G), we have:
[y, b] = [an, b]xn + (nan[x, b] + [an 1, b])xn 1 + · · · = 0,
whence [an, b] = 0 and [nanx + an 1, b] = 0 since the representation is unique. There-
fore an 2 Z(U(G0)), and nan 1x + an 1 2 Z(U(G)); by hypothesis there are ele-
ments x1, . . . , xn, y1, . . . , yn, z1, . . . , zk in U(G0) satisfying the conditions i) and ii). Let
zk+1 := nanx + an 1 , then the elements x1, . . . , xn, y1, . . . , yn, z1, . . . , zk, zk+1 satisfy the
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theorem.
Second case: Z(U(G)) ⇢ Z(U(G0)). There is an element y 2 Z(U(G0)) but y /2 Z(U(G)),
hence [y, x] 6= 0. Since that G is nilpotent, the operator adx is nilpotent (see proposition
1.3.4). Let k be maximum for which (adx)ky 6= 0, we can assume that k = 1, replacing y by
(adx)k 1y. Thus, there is in Z(U(G0)) an element y such that [x, y] = z 6= 0 and [x, z] = 0
i.e. z 2 Z(U(G)). In fact, let be w 2 U(G) then w = y0 + tx therefore [z, w] = [z, y0 + tx] =
[z, y0] + [z, tx] = [z, y0] = [[x, y], y0], but since that y 2 Z(U(G0)) and G0 is an ideal of G then
[y, y0], [y0, x] 2 U(G0) we have [[x, y], y0] =  [[y, y0], x]  [[y0, x], y] = 0.
Now a homomorphism of algebras is constructed in order to find the elements of U(G) such that
generate Q(U(G)) and satisfy the commutation relations ii)
' : U(G0)! eQ(U(G0)), ' =Pk ( 1)kk! (yz )k(adx)k,
where eQ(U(G0)) is the subfield ofQ(U(G0)) consisting of all elements that commute with x. Note
that '(y) =
P
k
( 1)k
k! (
y
z )
k(adx)k(y) =  y. In fact, since k be maximum for which (adx)ky 6= 0
and we assume that k = 1, then
'(y) =
 y
z
[x, y] =
y
z
z =  y. (2.1)
Let x1, . . . , xn, y1, . . . , yn, z1, . . . , zk a set of generators of Q(U(G0)) that satisfy the relations ii)
of the theorem and [xi, yj ] =  i,jc with c 2 Z(U(G0)). We now define the elementsexi := zN'(xi), eyi := zN'(yi), 1 6 i 6 nexn+1 := xz2N 1'(c), eyn+1 := y,
and let be ez1, . . . ezk 1 elements of Z(U(G)) such that generate Q(U(G)). It follows that, for a
suitable choice of N and y the elements ex1, . . . exn, ey1, . . . eyn, ez1, . . . ezk 1 satisfy the theorem. We
see that the elements satisfy the relations (ii) of the theorem. In fact,
[exi, exi] = ⇥zN'(xi), zN'(xj)⇤
= zN'(xi)z
N'(xj)  zN'(xj)zN'(xi)
= z2N ('(xi)'(xj)  '(xj)'(xi))
= z2N ['(xi),'(xj)]
= z2N'([xi, xj ]) = 0.
by similar argument [eyi, eyi] = 0. On the other hand
[exi, eyj ] = ⇥zN'(xi), zN'(yj)⇤
= zN'(xi)z
N'(yj)  zN'(yj)zN'(xi)
= z2N ['(xi),'(yj)]
= z2N'([xi, yj ])
= z2N'( i,jc) =  i,jz
2N'(c).
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We must ensure that the element z2N'(c) is an non-null element of Z(U(G)). In fact, first
we will show that an appropriate choice of y implies that '(c) 6= 0. Indeed, y was chosen so
that y 2 Z(U(G0)) and [x, y] = z 6= 0, i.e., z 2 Z(U(G)). The element y can be replaced by
y⌧ = y + ⌧z, for all ⌧ 2 K, is easy to see that y⌧ 2 Z(U(G)) and [x, y⌧ ] = z . Now, consider
'⌧ (c) =
X
k
( 1)k
k!
(
y⌧
z
)k(adx)kc. (2.2)
It is clear that (2.2) is a is a polynomial in ⌧ and suppose that this expression is 0 for all ⌧ 2 K.
The coe cient of ⌧ j in this polynomial is: ( 1)
j
j! '((adx)
jc)
Let be j maximum for which (adx)jc 6= 0. Then (adx)jc 2 Z(U(G)). But the application is the
identity on Z(U(G)). Therefore '((adx)jc) = (adx)jc 6= 0, this contradicts the fact that (2.2)
is null. Finally since that '(c) is no null and ['(c), x] = 0, then '(c) 2 Z(U(G)) and therefore
z2N'(c) 2 Z(U(G)).
Since ez1, ez2, . . . , ezn 2 Z(U(G)) ⇢ Q(Z(U(G))) = Z(Q(U(G))) (2.1.3). Then for 1  i  n,
1  j  k   1 we have:
[exi, ezj ] = [eyi, ezj ] = [ezi, ezj ] = 0.
Now we see that the elements exn+1, eyn+1 also satisfy the relations ii). For 1  i  n,
[exi, exn+1] = ⇥zN'(xi), xz2N 1'(c)⇤
= zN'(xi)xz
2N 1'(c)  xz2N 1'(c)zN'(xi)
= z3N 1(x'(xi)'(c)  '(c)'(xi))
= z3N 1x ['(xi),'(c)]
= z2N'([xi, c]) = 0.
For i = n+1, we have [exn+1, exn+1] = 0. By similar argument [eyi, exn+1] = 0. It remains to show
[exi, eyn+1] =  i,n+1z2N'(c).
In fact, for 1  i  n, [exi, eyn+1] = ⇥zN'(xi), y⇤ = zN'(xi)y   yzN'(xi)= zN'(xi)y   y'(xi)
=zN ['(xi), y]=z2N ['(xi), '(y)] (see 2.1). Then z2N ['(xi), '(y)] = z2N'([xi, y]) = 0.
For i = n+ 1, we have,
[exn+1, eyn+1] = ⇥xz2N 1'(c), y⇤
= xz2N 1'(c)y   yxz2N 1'(c)
= z2N 1'(c)[x, y] = z2N 1'(c)z = z2N'(c).
Next, we proof that the elements exi, eyi, ezj generate to Q(U(G)). Let g1, . . . , gm a basis for G
such that
(adx)(gi) =
P
j>i aijgi.
Then '(gi) = gi+
P
j>i bij(y, z)gj , thus Q(U(G0)) is is generated by the elements y and z. Since
the elements '(zi), z 2 Z(U(G)), these can be expressed in terms of ez1, . . . , ezk 1. Therefore the
field Q(U(G)) is generated by x, y, '(xi),'(yi), ezj , 1  i  n, 1  j  k   1. Now it su ces to
note that for N su ciently large elements the elements '(xi),'(yi) appear in U(G).
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We get from i), ii) and proposition 2.1.1 We get Q(U(G)) ⇠= Q(An,k).
2.2. Quantum case
In this section, we shall see some explicit calculations for rings of fractions of certain quantum
algebras, based on the works of Panov and Zelenova. Panov introduced the notion of pure
P -solvable algebra and proved that the skew field of fractions of a pure P -solvable algebra R
is isomorphic to the skew field of twisted rational functions. For this purpose Panov works
with specializations the quantum algebras (see [18] and [19]). We show this by establishing
isomorphisms between algebras and some results of Panov. We begin with some preliminary
based both on Panov as Zelenova.
Definition 2.2.1. Let C be a Noetherian domain and C⇤ the multiplicative group of all invert-
ible elements in C. Denote by Q(C) the total division ring of fractions of C, with char(C) = 0.
Let P = (pij) be a n⇥n-multiplicatively skew-symmetric matrix, with entries pij 2 C⇤ satisfying
pijpji = pii = 1. The entries of Q generate the multplicative subgroup   ⇢ C⇤.
Definition 2.2.2. A ring R is a C-algebra if R is a C-module and C is contained in the center
of R.
Definition 2.2.3. An algebra R is P -solvable if R is a C-algebra and R is freely generated as
C-module by the elements xm = xm11 x
m2
2 . . . x
mn
n , m := (m1,m2, . . . ,mn) 2 Zn+, and
xixj   pijxjxj = rij , (2.3)
where i < j and rij is some element of the sub algebra Ri+1 generated by xi+1, . . . , xn. Hence
a P -solvable algebra admits the decreasing chain of subalgebras
R = R1   R2 · · ·   Rn   Rn+1 = C.
Therefore a P -solvable algebra is a Zn+-filtered algebra. Denote A = gr(R). The algebra A is
generate by z1, z2, . . . , zn with zizj = pijzjzi. Thus, A is an algebra of twisted polynomials.
Then A is a Noetherian domain, and therefore every solvable P-algebra R is a Noetherian
domain.
Let R be a C-algebra. For every prime ideal E 2 Spec(C), we denote IE = RE, RE = R/IE ,
and ZE is the center of RE . Consider the subset ⌦ in Spec(C), consisting of the prime ideals
E such that RE is a domain and RE is finitely generated as ZE-module.
Definition 2.2.4. We say that R is a pure C-algebra if ⌦ is dense in Spec(C) in Jacobson
topology.
If R is a P -solvable algebra, then RE admits the above filtration and gr(RE) = A/AE is an
algebra of twisted polynomials over the domain C/E. It follows that RE is always domain for
any P -solvable algebra R.
Definition 2.2.5. R is a pure P -solvable algebra if R is P -solvable and a pure C-algebra.
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Definition 2.2.6. Let R be an arbitrary Noetherian domain over a field K of zero characteristic.
We say that R is pure quantum if there is no embedding of the Weyl algebra A1 in Q(R).
The Weyl algebra A1 over a field F is generated by the elements x, y, by xy   yx = 1. Recall
that A1 is simple. The following propositions can be found in [18].
Proposition 2.2.1. Let R be a Noetherian domain. Suppose that R is a pure C-algebra and a
free C-module. Then the algebra R is pure quantum
Corollary 2.2.1. If R is pure P -solvable, then R is pure quantum.
Proof. Every P -solvable algebra is a Noetherian domain and C freely acts on R.
Proposition 2.2.2. Suppose that C-algebra R is pure P-solvable. Then Q(R) is isomorphic to
Q(A)., where A = gr(R). In particular, the skew field of fractions of R is isomorphic to the
skew field of twisted rational functions.
We will use the above result, along with the work of Zelenova, to show the conjecture for the
following cases: quantum matrix algebras and quantum Weyl algebras In [22], Zelenova shows
that the above algebras result to be isomorphic to certain algebras UP,↵n (defined below) which
are pure P-solvable in the sense of Panov, filtered and the corresponding associated graded
algebra is isomorphic to a certain quantum polynomial algebra. We will see some preliminaries.
For more detail, see [22].
The symbol   denote the lexicographic order on the group Nn. Let Xi1 · · ·Xir be a sequence of
symbols X1, . . . , Xn. Rearranging the symbols in the sequence Xi1 · · ·Xir in order of subscripts,
then the monomial Xt11 · · ·Xtnn = Xt is obtained. The n tuple t 2 Nn is called the degree of
the product Xi1 · · ·Xir . Denote by   the mapping that takes each product Xi1 · · ·Xir to its
degree. For example  (Xt) = t.
Let P = (pij) be a multiplicatively antisymmetric like in 2.2.1. The K-algebra U
P,↵
n is defined
by generators X1, . . . , Xn and relations
XiXj = pijXjXi +
X
t  (XiXj),
t2Nn
↵ijt X
t 1  i  j  n. (2.4)
It can be shown that any productXi1 · · ·Xir of generators of the algebra UP,↵n can be represented
in the following form:
Xi1 · · ·Xir = ⇣Xt +
X
d t
 bX
d, ⇣ 2 K⇤,  b 2 K, (2.5)
where X t is the monomial obtained from the product Xi1 · · ·Xir by rearrangement of generators
Xi in order of subscripts.
For other hand, the coe cient ⇣ in the above formula can be obtained by applying the rules
XiXj = pijXjXi to the product Xi1 · · ·Xir . From the equation 2.5 and since the monomials
{Xt|t = (t1, . . . , tn) 2 N} are a basis of the algebra UP,↵n , we have that
gr(UP,↵n ) ⇠= KP [X1, . . . Xn].
Now, consider the quantum version of Gelfand-Kirillov conjecture for the following algebras. In
[18] was observed that these algebras are pure P-solvables, so that satisfy the theorem 2.2.2,
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i.e., the ring of fractions of this algebras is isomorphic to the ring of fractions of its graduated
algebra.
2.2.1. Quantum matrices
Remember the definition of the multi parameter (n⇥n)-matrix quantum algebra O ,P (Mn(K)).
Let   2 K⇤ be and P = (pij) 2 Mn(K⇤) multiplicatively antisymmetric. This algebra is given
by generators Xij , i, j = 1, . . . , n and the relations
XijXim = pmjXimXij
XijXlj =  
 1XljXij
XimXlj =  
 1pilmjXljXim
XijXij = pilpmjXlmXij + (1   )pmjXimXlj ,
for all 1  i < l  n and 1  j < m  n. Let   the lexicographic order.
Proposition 2.2.3. Any quantum matrix algebra O ,P (Mn(K)) is isomorphic to an algebra
UP,↵n for certain parameters P and ↵.
Proof. It su ces to prove that the relation XijXij = pilpmjXlmXij+(1  )pmjXimXlj has the
form 2.4, since the rest of the relations already have the required form. Let Xij = X(i 1)n+j .
It is easily see that for any pair Xs, Xr, where 1  s, r  n2, there exist the corresponding
commutating relation the relations of O ,P (Mn(K)). Asume that 1  i < l  n and 1  j <
l  m. Then (i  1)n+ j < (i  1)n+m, i.e,
 (X(i 1)n+mX(l 1)n+j)    (X(i 1)n+jX(l 1)n+m).
Since X(i 1)n+jX(l 1)n+m = XijXlm, X(i 1)n+mX(l 1)n+j = XimXlj , we have  (XimXlj)  
 (XijXlm).
Theorem 2.2.1. Since O ,P (Mn(K)) ⇠= UP,↵n then gr(O ,P (Mn(K))) ⇠= KP [X1, . . . , Xn2 ], and
therefore
Q(O ,P (Mn(K))) ⇠= Q(gr(O ,P (Mn(K)))) ⇠= Q(KP [X1, . . . , Xn2 ]).
Proof. It follows from, 2.2.3 and 2.2.2.
2.2.2. Quantum Weyl Algebra
Let q = (q1, . . . , qn) be an n tuple of elements from K⇤ and P = (pij) be a multiplicatively
antisymmetric matrix over K. Let µij = pijqi for all 1  i < j  n. A quantum Weyl algebra of
degree n over K is an associative K-algebra Aq,pn (K) with 2n generators X1, . . . , Xn, Y1, . . . , Yn
satisfying the following relations:
XiXj = µijXjXi, XiYj = pjiYjXi,
YiYj = pijYjYi, XjYi = µjiYiXj ,
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XjYj = 1 + qjYjXj +
P
1l<j
(ql   1)YlXl, 1  j  n.
Proposition 2.2.4. For any parameters p and q, the algebra Aq,pn (K) is isomorphic to an
algebra Uq,↵n for certain parameters q and ↵
Proof. Is su ces to prove that the relation XjYj = 1+ qjYjXj +
P
1l<j
(ql  1)YlXl has the form
2.4 for 1  j  n. The proof is by induction on j. For j = 1, we have X1Y1 = 1 + q1Y1X1,
Suppose that for all 1  j  s  1 and certain  jl, we have
YjXj =  j0 +
P
1lj
 jlXlYl
then,
XsYs = 1 + qsYsXs +
X
1j<s
(qj   1)YjXj
= 1 + qsYsXs +
X
1j<s
0@qj   1)( j0 + X
1lj
 jlXlYl
1A = XsYs
= 1 + qsYsXs +
X
1j<s
 slYlXl.
then the proposition is proved.
Theorem 2.2.2. Since Aq,pn (K) ⇠= UQ,↵n then gr(Aq,pn (K)) ⇠= KQ [X1, . . . , X2n], and therefore
Q(Aq,pn (K)) ⇠= Q(Kq [X1, . . . , X2n]).
Proof. It follows from previous proposition and 2.2.2.
Chapter3
Ring of fracciones of skew PBW extension
3.1. preliminaries
Skew PBW extensions or also called  -PBW extensions were defined by Lezama in 2003 in
[14] in order to generalize to PBW extensions i.e., skew PBW extensions include variety of
algebras and rings, some of these not included in the PBW extensions. We recall what a PBW
extension is, the reader can see [14] for more details.
Definition 3.1.1. Let R y A be two rings A is a PBW extension of R if:
(i) R ✓ A.
(ii) There exist finite elements elementos x1, . . . , xn 2 A   R such that A is a left R-free
module with basis
Mon(A) := {x↵ = x↵11 · · ·x↵nn | ↵ := (↵1, ...,↵n) 2 Nn}.
(iii) For every 1  i  n y r 2 R
xir   rxi 2 R.
(iv) For every 1  i, j  n,
xjxi   xixj 2 R+Rx1 + · · ·+Rxn.
in this case write Ahx1, . . . , xni.
The following are PBW extensions:
(a) The habitual polynomial ring A = R[t1, . . . , tn], so if r 2 R then tir   rti = 0 and titj  
tjti = 0 for any 1  i, j  n.
(b) The skew polynomial ring of derivation type
Recall that the skew polynomial ring A = R[x; ,  ] is the noncommutative polynomial
ring with product defined by xr =  (r)x+  (r), where   : R! R is an endomorphism of
20
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R and   is a  -derivation of R, i.e.,  (r+ r0) =  (r)+  (r0) and  (rr0) =  (r) (r0)+  (r)r0
for any r, r0 2 R. If   = iR the identity automorphism, the skew polynomial ring is a
PBW extension, since xr  rx =  (r) and xx  xx = 0, the R-free basis is {xl|l > 0} (see
[15])
This kind of ring where   = iR is called skew polynomial ring of derivation type. But
if   6= iR the skew polynomial ring R[x; ,  ] is not PBW extension, since for example
xr   rx = ( (r)  r) +  (r) /2 R
(c) Ore extension of derivation type
The iterated skew polynomial rings R[x1; 1,  1] . . . [xn; n,  n], where  i, i are defined on
R[x1; 1,  1] . . . [xi 1; i 1,  i 1], i.e.,
 i,  i : R[x1; 1,  1] . . . [xi 1; i 1,  i 1]! R[x1; 1,  1] . . . [xi 1; i 1,  i 1]
A particular case of iterated skew polynomial rings are the Ore extensions, i.e., when the
following conditions hold:
 i j =  j i, 1  i, j  n
 i j =  j i, 1  i, j  n,
 i j =  j i, 1  i 6= j  n,
 i(xj) = xj , j < i,
 i(xj) = 0, j < i.
An important example of Ore extensions are Ore algebras i.e., when R = K[t1, . . . , tm]
with m  0 and K a field.
Any Ore extension of derivation type, this is when  i = iR for any 1  i  n, is a PBW
extension xir  rxi =  i(r) and xixj xjxi = 0. But if sigmai 6= iR this ring is not PBW
extension.
The next definition includes a large number of structures are not commutative as enveloping
algebras of Lie algebras, Weyl algebras, skew polynomial algebras, quantum algebras, among
many others.
Definition 3.1.2. Let R and A be rings. We say that A is an skew PBW extension of R
(also called a     PBW extension of R) if the following conditions hold:
(i) R ✓ A.
(ii) There exist finite elements x1, . . . , xn 2 A such A is a left R-free module with basis
Mon(A) := {x↵ = x↵11 · · ·x↵nn | ↵ = (↵1, . . . ,↵n) 2 Nn}.
In this case it says also that A is a left polynomial ring over R with respect to {x1, . . . , xn}
and Mon(A) is the set of standard monomials of A. Moreover, x01 · · ·x0n := 1 2Mon(A).
(iii) For every 1  i  n and r 2 R  {0} there exists ci,r 2 R  {0} such that
xir   ci,rxi 2 R. (3.1)
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(iv) For every 1  i, j  n there exists ci,j 2 R  {0} such that
xjxi   ci,jxixj 2 R+Rx1 + · · ·+Rxn. (3.2)
Under these conditions we will write A :=  (R)hx1, . . . , xni.
The following proposition justifies the notation and the alternative name given for the skew
PBW extensions.
Proposition 3.1.1. Let A be an skew PBW extension of R. Then, for every 1  i  n, there
exists an injective ring endomorphism  i : R! R and a  i-derivation  i : R! R such that
xir =  i(r)xi +  i(r),
for each r 2 R.
Proof. See [14], Proposition 3.
A particular case of skew PBW extension is when all derivations  i are zero. Another interesting
case is when all  i are bijective and the constants cij are invertible. We recall the following
definition (cf. [14]).
Definition 3.1.3. Let A be an skew PBW extension.
(a) A is quasi-commutative if the conditions (iii) and (iv) in Definition 3.1.2 are replaced
by
(iii’) For every 1  i  n and r 2 R  {0} there exists ci,r 2 R  {0} such that
xir = ci,rxi. (3.3)
(iv’) For every 1  i, j  n there exists ci,j 2 R  {0} such that
xjxi = ci,jxixj . (3.4)
(b) A is bijective if  i is bijective for every 1  i  n and ci,j is invertible for any 1  i <
j  n.
Definition 3.1.4. Let A be an skew PBW extension of R with endomorphisms  i, 1  i  n,
as in Proposition 3.1.1.
(i) For ↵ = (↵1, . . . ,↵n) 2 Nn,  ↵ :=  ↵11 · · · ↵nn , |↵| := ↵1 + · · ·+ ↵n. If   = ( 1, . . . , n) 2
Nn, then ↵+   := (↵1 +  1, . . . ,↵n +  n).
(ii) For X = x↵ 2 Mon(A), exp(X) := ↵ and deg(X) := |↵|.
(iii) If f = c1X1 + · · · + ctXt, with Xi 2 Mon(A) and ci 2 R   {0}, then deg(f) :=
max{deg(Xi)}ti=1.
Theorem 3.1.1. Let A be a left polynomial ring over R w.r.t. {x1, . . . , xn}. A is an skew
PBW extension of R if and only if the following conditions hold:
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(a) For every x↵ 2 Mon(A) and every 0 6= r 2 R there exist unique elements r↵ :=  ↵(r) 2
R  {0} and p↵,r 2 A such that
x↵r = r↵x
↵ + p↵,r, (3.5)
where p↵,r = 0 or deg(p↵,r) < |↵| if p↵,r 6= 0. Moreover, if r is left invertible, then r↵ is
left invertible.
(b) For every x↵, x  2 Mon(A) there exist unique elements c↵,  2 R and p↵,  2 A such that
x↵x  = c↵, x
↵+  + p↵,  , (3.6)
where c↵,  is left invertible, p↵,  = 0 or deg(p↵, ) < |↵+  | if p↵,  6= 0.
Proof. See [14], Theorem 7.
We remember also the following facts from [14].
Remark 3.1.1. (i) A left inverse of c↵,  will be denoted by c0↵,  . We observe that if ↵ = 0 or
  = 0, then c↵,  = 1 and hence c0↵,  = 1.
(ii) Let ✓,  ,  2 Nn and c 2 R. Then we have the following identities:
 ✓(c , )c✓, +  = c✓, c✓+ ,  ,
 ✓(  (c))c✓,  = c✓,  ✓+ (c).
(iii) We observe that if A is quasi-commutative, then p↵,r = 0 and p↵,  = 0 for every 0 6= r 2 R
and every ↵,  2 Nn.
(iv) If A is bijective, then c↵,  is invertible for any ↵,  2 Nn.
(v) In Mon(A) we define
x↵ ⌫ x  ()
8>>>>>><>>>>>>:
x↵ = x 
or
x↵ 6= x  but |↵| > | |
or
x↵ 6= x  , |↵| = | | but 9 i with ↵1 =  1, . . . ,↵i 1 =  i 1,↵i >  i.
It is clear that this is a total order onMon(A). If x↵ ⌫ x  but x↵ 6= x  , we write x↵   x  . Each
element f 2 A can be represented in a unique way as f = c1x↵1 + · · ·+ ctx↵t , with ci 2 R {0},
1  i  t, and x↵1   · · ·   x↵t . We say that x↵1 is the leader monomial of f and we write
lm(f) := x↵1 ; c1 is the leader coe cient of f , lc(f) := c1, and c1x↵1 is the leader term of f
denoted by lt(f) := c1x↵1 .
A natural and useful result that we will use later is the following property.
Proposition 3.1.2. Let A be an skew PBW extension of a ring R. If R is a domain, then A
is a domain.
Proof. See [13].
The next theorem characterizes the quasi-commutative skew PBW extensions.
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Theorem 3.1.2. Let A be a quasi-commutative skew PBW extension of a ring R. Then,
(i) A is isomorphic to an iterated skew polynomial ring of endomorphism type, i.e.,
A ⇠= R[z1; ✓1] · · · [zn; ✓n].
(ii) If A is bijective, then each endomorphism ✓i is bijective, 1  i  n.
Proof. See [13].
Theorem 3.1.3. Let A be an arbitrary skew PBW extension of R. Then, A is a filtered ring
with filtration given by
Fm :=
(
R if m = 0
{f 2 A | deg(f)  m} if m   1 (3.7)
and the corresponding graded ring Gr(A) is a quasi-commutative skew PBW extension of R.
Moreover, if A is bijective, then Gr(A) is a quasi-commutative bijective skew PBW extension
of R.
Proof. See [13].
Theorem 3.1.4 (Hilbert Basis Theorem). Let A be a bijective skew PBW extension of R. If
R is a left (right) Noetherian ring then A is also a left (right) Noetherian ring.
Proof. [13].
3.2. Ore’s theorem
This section deals with establishing su cient conditions for an skew PBW extension A of a
ring R be left (right) Ore domain, and hence, A has left (right) total division ring of fractions.
In particular, we will extend the Ore’s theorem to skew PBW extensions.
Proposition 3.2.1. If R is a left (right) Noetherian domain and A is a bijective skew PBW
extension of R, then A is a left (right) Ore domain, and hence, the left (right) division ring of
fractions of A exists.
Proof. It is well known that left (right) Noetherian domains are left (right) Ore domains (see
[15], Theorem 2.1.15). The result is consequence of Proposition 3.1.2 and Theorem 3.1.4.
The main purpose of the present section is to replace the Noetherianity in Proposition 3.2.1 by
the Ore condition. A preliminary result is needed.
Proposition 3.2.2. Let B be a domain and S a multiplicative subset of B such that S 1B
exists. Then, B is left Ore domain if and only if S 1B is a left Ore domain. In such case
Ql(B) ⇠= Ql(S 1B).
The right side version of the proposition holds too.
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Theorem 3.2.1. If R is a left (right) Noetherian domain and A is bijective, then A is a left
(right) Ore domain.
Proof. Ver [16]
Remark 3.2.1. Observation: From the previous proposition we get immediately the following
conclusions:
(i) Any PBW extension, where the ring R of coe cients is a left (right) Noetherian domain,
is an Ore domain. In particular, let K be a Noetherian domain, G a finite dimensional Lie
algebra over K and R a K-algebra such that R is a Noetherian domain. Then, R ⇤ U(G),
R⌦ U(G) and U(G) are Ore domains.
(ii) Sh, Dh, D, An(q1, . . . , qn), On( ji) and Hn(q) are Ore domains.
Proposition 3.2.3. Let   be an automorphism of R and R[x; ,  ] the left skew polynomial
ring. Then, the right skew polynomial ring R[x;  1,    1]r is isomorphic to R[x; ,  ].
Proof. See [15].
Proposition 3.2.4. Let R be a ring and S ⇢ R a multiplicative subset. If Q := S 1R exists,
then any finite set {q1, . . . , qn} of elements of Q posses a common denominator, i.e., there exist
r1, . . . , rn 2 R and s 2 S such that qi = ris , 1  i  n.
Proof. See [15], Lemma 2.1.8.
The following lemma can be found in [4].
Lemma 3.2.1. Let R be a ring and S ⇢ R a multiplicative subset.
(a) If S 1R exists and  (S) ✓ S, then
S 1(R[x; ,  ]) ⇠= (S 1R)[x; ,  ], (3.8)
with
S 1R   ! S 1R S 1R   ! S 1R
a
s
7!  (a)
 (s)
a
s
7!    (s)
 (s)
a
s
+
 (a)
 (s)
(b) If RS 1 exists and   is bijective with  (S) = S, then
(R[x; ,  ])S 1 ⇠= (RS 1)[x; e , e ], (3.9)
with
RS 1 e  ! RS 1 RS 1 e  ! RS 1
a
s
7!  (a)
 (s)
a
s
7!   (a)
 (s)
 (s)
s
+
 (a)
s
CHAPTER 3. RING OF FRACCIONES OF SKEW PBW EXTENSION 26
The previous lemma can be extended to iterated skew polynomial rings.
Corollary 3.2.1. Let R be a ring and A := R[x1; 1,  1] · · · [xn; n,  n] the iterated skew poly-
nomial ring. Let S be a multiplicative system of R.
(a) If S 1R exists and  i(S) ✓ S for every 1  i  n, then
S 1A ⇠= (S 1R)[x1; 1,  1] · · · [xn; n,  n],
with
(S 1R)[x1; 1,  1] · · · [xi 1; i 1,  i 1]  i ! (S 1R)[x1; 1,  1] · · · [xi 1; i 1,  i 1]
a
s
7!  i(a)
 i(s)
(S 1R)[x1; 1,  1] · · · [xi 1; i 1,  i 1]  i ! (S 1R)[x1; 1,  1] · · · [xi 1; i 1,  i 1]
a
s
7!    i(s)
 i(s)
a
s
+
 i(a)
 i(s)
(b) If RS 1 exists and  i is bijective with  i(S) = S for every 1  i  n, then
AS 1 ⇠= (RS 1)[x1;f 1, e 1] · · · [xn;f n, e n],
with
(RS 1)[x1;f 1, e 1] · · · [gxi 1; g i 1,g i 1] e i ! (RS 1)[x1;f 1, e 1] · · · [gxi 1; g i 1,g i 1]
a
s
7!  i(a)
 i(s)
(RS 1)[x1;f 1, e 1] · · · [gxi 1; g i 1,g i 1] e i ! (RS 1)[x1;f 1, e 1] · · · [gxi 1; g i 1,g i 1]
a
s
7!   i(a)
 i(s)
 i(s)
s
+
 i(a)
s
Proof. The part (a) of the corollary follows from Lemma 3.2.1 by iteration and observing that
(S 1R)[x1; 1,  1] · · · [xi 1; i 1,  i 1] ⇠= S 1(R[x1; 1,  1] · · · [xi 1; i 1,  i 1]),
thus any element of (S 1R)[x1; 1,  1] · · · [xi 1; i 1,  i 1] can be represented as a fraction as ,
with a 2 R[x1; 1,  1] · · · [xi 1; i 1,  i 1] and s 2 S. The same remark apply for the part
(b).
Corollary 3.2.2. Let A := R[z1; 1] · · · [zn; n] be a quasi-commutative skew PBW extension
of a ring R and let S be a multiplicative system of R.
(a) If S 1R exists and  i(S) ✓ S for every 1  i  n, then
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S 1A ⇠= (S 1R)[z1; 1] · · · [zn; n].
In particular, if A is bijective with  i(S) = S for every i, then S 1A is a quasi-
commutative bijective skew PBW extension of S 1R.
(b) If RS 1 exists and A is bijective with  i(S) = S for every 1  i  n, then AS 1 is a
quasi-commutative bijective skew PBW extension of RS 1 and
AS 1 ⇠= (RS 1)[x1;f 1] · · · [xn;f n].
Proof. This is a direct consequence of the previous corollary.
Now we consider arbitrary bijective skew PBW extensions and S a multiplicative subset of R
consisting of regular elements, i.e., S ✓ S0(R). The next powerful lemma generalizes Lemma
14.2.7 of [15].
Lemma 3.2.2. Let R be a ring and A :=  (R)hx1, . . . , xni a bijective skew PBW extension of
R. Let S ✓ S0(R) a multiplicative subset of R such that  i(S) = S, for every 1  i  n, where
 i is defined by Proposition 3.1.1.
(a) If S 1R exists, then S 1A exists and it is a bijective skew PBW extension of S 1R with
S 1A =  (S 1R)hx01, . . . , x0ni,
where x0i :=
xi
1 and the system of constants of S
 1R is given by c0i,j :=
ci,j
1 , c
0
i, rs
:=  i(r) i(s) ,
1  i, j  n.
(b) If RS 1 exists, then AS 1 exists and it is a bijective skew PBW extension of RS 1 with
AS 1 =  (RS 1)hx001, . . . , x00ni,
where x00i :=
xi
1 and the system of constants of RS
 1 is given by c00i,j :=
ci,j
1 , c
00
i, rs
:=  i(r) i(s) ,
1  i, j  n.
Proof. See lezama.
Proposition 3.2.5. If R is a left Ore domain and   is injective, then R[x; ,  ] is a left Ore
domain and
Ql(R[x; ,  ]) ⇠= Ql(Ql(R)[x; ,  ]), (3.10)
If R is a right Ore domain and   is bijective, then R[x; ,  ] is a right Ore domain and
Qd(R[x; ,  ]) ⇠= Qd(Qd(R)[x; e , e ]). (3.11)
Proof. The conditions in (a) of Lemma 3.2.1 are trivially satisfied for S := R   {0}. Thus,
Ql(R)[x; ,  ] is a well-defined skew polynomial ring over the division ring Ql(R) and we have the
isomorphism S 1(R[x; ,  ]) ⇠= Ql(R)[x; ,  ]. Note that   is injective, and hence Ql(R)[x; ,  ] is
a left Noetherian domain and therefore a left Ore domain. From this we get that S 1(R[x; ,  ])
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is a left Ore domain. From Proposition 3.2.2, R[x; ,  ] is a left Ore domain and Ql(R[x; ,  ]) ⇠=
Ql(S 1(R[x; ,  ])) ⇠= Ql(Ql(R)[x; ,  ]). This proves(3.10).
For the second statement note that if R is a right Ore domain, then the right skew polyno-
mial ring is a right Ore domain. Therefore, Proposition 3.2.3 guarantees that if R is a right
Ore domain, then R[x; ,  ] is a right Ore domain, and from (3.9) of Lemma 3.2.1 we get
Qd(R[x; ,  ]) ⇠= Qd(Qd(R)[x; e , e ]).
Corollary 3.2.3. Let R be a left Ore domain and A := R[x1; 1,  1] · · · [xn; n,  n], with  i
injective for every 1  i  n. Then, A is a left Ore domain and
Ql(A) ⇠= Ql(Ql(R)[x1; 1,  1] · · · [xn; n,  n]),
If R is a right Ore domain and  i is bijective for every 1  i  n, then A is a right Ore domain
and
Qd(A) ⇠= Qd(Qd(R)[x1; e , e 1], · · · , [xn; e , e n]).
Proof. The result follows from Proposition 3.2.5 by iteration.
Theorem 3.2.2 (Ore’s theorem: quasi-commutative case). Let R be a left Ore domain and
A := R[x1; 1] · · · [xn; n] be a quasi-commutative skew PBW extension of R. Then A is a left
Ore domain, and hence, A has left total division ring of fractions such that
Ql(A) ⇠= Ql(Ql(R)[x1; 1] · · · [xn; n]).
If R is a right Ore domain and  i is bijective for every 1  i  n, then A is a right Ore domain
and
Qd(A) ⇠= Qd(Qd(R)[x1; e ], · · · , [xn; e ]).
Proof. This follows from Corollary 3.2.3 since for any skew PBW extension, the endomorphisms
 ’s are always injective, see Proposition 3.1.1.
Now we consider the previous theorem for bijective extensions, extending this way Proposition
3.2.1 to left (right) Ore domains.
Theorem 3.2.3 (Ore’s theorem: bijective case). Let A =  (R)hx1, . . . , xni be a bijective skew
PBW extension of a left Ore domain R. Then A is also a left Ore domain, and hence, A has
left total division ring of fractions such that
Ql(A) ⇠= Ql( (Ql(R))hx01, . . . , x0ni).
If R is a right Ore domain, then A is also a right Ore domain, and hence, A has right total
division ring of fractions such that
Qd(A) ⇠= Qd( (Qd(R))hx001, . . . , x00ni).
Proof. With S := R   {0} in Lemma 3.2.2, S 1A =  (Ql(R))hx01, . . . , x0ni is a left Ore
domain. In fact, we have that Ql(R) is a division ring, so from Theorem 3.1.4 we ob-
tain that  (Ql(R))hx01, . . . , x0ni is a left Noetherian domain, and hence, a left Ore domain.
From Proposition 3.2.2 we get that A is a left Ore domain and Ql(A) ⇠= Ql(S 1A) ⇠=
Ql( (Ql(R))hx01, . . . , x0ni). The proof for the right side is analogous.
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3.3. The Gelfand-Kirillov conjecture for skew quantum polyno-
mials
The following result is due to Lezama, We recall the definition of skew quantum polynomials.
Let R be a ring with a fixed matrix of parameters q := [qij ] 2 Mn(R), n   2, such
that qii = 1 = qijqji = qjiqij for every 1  i, j  n, and suppose also that it is given a system
 1, . . . , n of automorphisms of R. The ring of skew quantum polynomials over R, denoted by
Rq, [x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn], is defined as follows:
(i) R ✓ Rq, [x±11 , . . . , x±1r , xr+1, . . . , xn];
(ii) Rq, [x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn] is a free left R-module with basis
{x↵11 · · ·x↵nn |↵i 2 Z for 1  i  r and ↵i 2 N for r + 1  i  n}; (3.12)
(iii) the variables x1, . . . , xn satisfy the defining relations
xix
 1
i = 1 = x
 1
i xi, 1  i  r,
xjxi = qijxixj , xir =  i(r)xi, r 2 R, 1  i, j  n.
When all automorphisms are trivial, we write Rq[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn], and this
ring is called the ring of quantum polynomials over R. If R = k is a field, then
kq, [x±11 , . . . , x±1r , xr+1, . . . , xn] is the algebra of skew quantum polynomials.
Skew quantum polynomials Rq, [x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn] can be viewed as a localization of an
skew PBW extension. In fact, we have the quasi-commutative bijective skew PBW extension
A :=  (R)hx1, . . . , xni, withxir =  i(r)xi andxjxi = qijxixj , 1  i, j  n; (3.13)
If we set
S := {rx↵ | r 2 R⇤, x↵ 2 Mon{x1, . . . , xr}},
then S is a multiplicative subset of A and
S 1A ⇠= Rq, [x±11 , . . . , x±1r , xr+1, . . . , xn] ⇠= AS 1. (3.14)
Corollary 3.3.1 (Gelfand-Kirillov conjecture for skew quantum polynomials). Let R be a left
(right) Ore domain. Then,
Q(Rq, [x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn]) ⇠= Q(Qq, [x1, . . . , xn]),
where Q := Q(R).
Proof. In order to simplify the notation we write Qr,nq, (R) := Rq, [x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn].
If R is a domain, then Qr,nq, (R) is also a domain (see Proposition 3.1.2, (3.14) and Proposition
3.2.2). Thus, from Proposition 3.2.2 and Theorem 3.2.2 (or also using Theorem 3.2.3), if R is
a left (right) Ore domain, then Qr,nq, (R) is a left (right) Ore domain, and hence Q
r,n
q, (R) has
left (right) total division ring of fractions, Q(Qr,nq, (R)) ⇠= Q(A), with A as in (3.13). Therefore,
with the notation of the previous sections, we have
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Q(Qr,nq, (R)) ⇠= Q(A) ⇠= Q( (Q(R))hx01, . . . , x0ni) ⇠= Q(Qq, [x1, . . . , xn]),
where Q := Q(R) and we identify x0i =
xi
1 := xi and  i :=  i, 1  i  n. Thus, we have proved
that the left (right) total rings of fractions of Qr,nq, (R) is the left (right) total ring of fractions
of the n-multiparametric skew quantum space over Q(R).
Chapter4
Tdeg-stability
We are interested in a good notion of dimension of an algebra so that we can relate the dimension
of a given division algebra with the dimension of various subalgebras; for example, if Q is the
division ring of fractions of an algebra A, surely the dimensions of A and Q should be related
(at best, equal). However, many division algebras contain free algebras which have infinite
dimension GKdim, for example, L. Makar-Limanov showed that the first Weyl division algebra
D1 (and hence Dn for all n   1) contains a noncommutative free subalgebra of two variables,
and therefore in the case of the dimension Gelfand Kirillov, this implies that GKdim(Dn) =1
for all n   1. Hence GKdim is not a good invariant for these division algebras and many
other algebras. For the purpose of having a good invariant, Zhang studied the properties of
the Gelfand-Kirillov transcendence degree and concluded that it was a good invariant for the
division algebras of many of the quantum algebras. Zhang showed that the GKtrascendence
degree can be related to the Gelfand Kirillov dimension of a suitable Ore subalgebra, for this,
he defined the Tdeg-stable algebras . The main result of the present chapter is show that if A
is a bijective skew PBW for the bijective extension of a field K, then A is Tdeg-stable.
If A is a K-commutative algebra Tdeg(A) coincides with GKdim(A). If A is a noncommutative
division algebra, calculate Tdeg(A) is a not easy task. However, Zhang was able to reduce this
problem to the calculation of GKdim(A) for a subalgebra of B and for this purpose introduces
the notion of Tdeg- stable algebra. If an algebra A with total fractions algebra Q(A) is Tdeg-
stable then Tdeg(Q(A)) = Tdeg(A) = GKdim(A). Gelfand and Kirillov showed that the Weyl
algebras are Tdeg-stable,
Tdeg(Dn) = Tdeg(An) = GKdim(An) = 2n.
There are many examples of algebras Tdeg-stable including some Goldie algebras, algebra of
twisted polynomials, enveloping algebras of Lie algebras over finite fields, and many quantum
algebras.
If the algebra A is not Tdeg-stable, one could try to find a subalgebra B Tdeg-stable with
B ⇢ A ⇢ Q(B). It can be verified that Tdeg(Q(A)) = Tdeg(A) = GKdim(B). Then the
problem of computing Tdeg(Q(A)) for a division algebra is reduced to calculate GKdim(B) for
any Noetherian algebra B. Now we recall some definitions.
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4.1. Valuations and Tdegree
Definition 4.1.1. A K-algebra A with algebra Q(A) is said to be Tdeg-stable if the following
two conditions hold:
1. Tdeg(A) = GKdim(A).
2. Tdeg(S 1A) = Tdeg(A) for every Ore set S of regular elements of A.
In [7] it is shown that the Weyl algebras An(K) are Tdeg-stable. The following examples are
also Tdeg-stable algebras, see [9].
Examples 4.1.1.
(i) Semiprime Goldie algebras with GKdim at most 2.
(ii) The algebras Kpi,j [x1, . . . , xn] and Kpi,j [x1, x
 1
1 . . . , xn, x
 1
n ].
(iii) Universal enveloping algebras U(G), where G is finite dimensional Lie algebra.
(iv) Quantum algebras as quantum matrix algebras, quantum Weyl algebras and quantum uni-
versal enveloping Uq(sl2).
(v) If A is Tdeg-stable then A[x] and A[x, x 1] also.
Definition 4.1.2. Let A and B be algebras, a map v (not necessarily K-linear) is a valuation
from A to B if the following conditions hold:
1. v(k) = k, for all k 2 K.
2. v(a) 6= 0 for all a 6= 0.
3. v(ab) = kv(a)v(b) for all a, b 2 A and for some scalar k 2 K   {0}.
4. for every subspace V of A,
dim(v(V ))  dim(V ), where v(V ) :=Px2V Kv(x).
Example 4.1.1. Let A a K-algebra generated by a subframe V and let F 1 := {0} F0 := K
and Fi := V i, then {Fi|i   0} is a filtration of A. Suppose that the associated graded algebra
gr(A) =
L
i V
i/V i 1 is a domain. The map from A to gr(A),
v : a! a+ V i 1 for all a 2 V i   V i 1.
is a valuation from A to gr(A). In fact,
1. v(k) = k + F 1 = k + {0} = k for all k 2 K
2. Let be a 6= 0, then exist an unique natural number j (or0) such that a 2 Fj but a /2 Fj 1.
If v(a) = 0 then a 2 Fj 1 hence a 2 {0}.
3. By definition of the product defined in gr(A) we have (a+V p 1)(b+V q 1) = ab+V p+q 1.
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4. For every subspace S of A we denote v(S) =
P
x2S kv(x). Hence v(S) is a graded subspace
of gr(A). For every j, let Sj = S \ Fj and S<j = S \
P
i<j  Fi. Then Sj and S<j are
subspaces of S, and for all i < j we have Si ⇢ S<j ⇢ Sj . By the definition of v we see
that v(S) =
L
j Sj/S<j . Hence dim(v(S)) =
P
j dim(Sj)   dim(S<j) = dim(S). Then
dim(v(S)) = dim(S).
Proposition 4.1.1. Let A and B be algebras and let v be a valuation from A to B.
1. v(aV ) = v(a)v(V ), for all a 2 A and V ⇢ A.
2. v(V ) + v(W ) ⇢ v(V +W ), for all V,W ⇢ A.
3. v(V )v(W ) ⇢ v(VW ) for all V,W ⇢ A where VW =Pu2V uW .
4. dim(V n)   dim((v(V ))n) for all V,⇢ A and all n   1.
Proof. 1. v(aV ) =
P
uKv(au) =
P
uKv(a)v(u) = v(a)
P
uKv(u) = v(a)v(V ).
2. Since V,W ⇢ V +W , it follows that v(V ) ⇢ v(V +W ) and v(W ) ⇢ v(V +W ), and then
v(V ) + v(W ) ⇢ v(V +W )
3. it follows from 1) and 2).
4. By 4 in Definition 4.1.2, dim(V n)   dim(v(V n)), and for 3) dim(v(V n))   dim((v(V ))n).
Therefore 4) follows from these inequalities.
Proposition 4.1.2. Let A,B be algebras and let v be a valuation from A to B. Suppose that S
is a left Ore set of regular elements of A containing to K and v(S) := {v(x)|x 2 S} is a left Ore
set of regular elements of B. Then v can be extended to a valuation from S 1A to v(S) 1B.
Proof. The map µ : S 1A! v(S) 1B is defined by the valuation v:
µ(s 1a) := v(s) 1v(a).
This map does not depend on this these values. In fact, if as =
b
t then, exist c, d 2 A such that
ca = db 2 S and cs = dt, then: v(cs) = kv(c)v(s) = k0v(d)v(t), v(ca) = lv(c)v(a) = l0v(d)v(b),
with k, k0, l, l0 2 K, since v(S) is left Ore, we have,
v(a)v(s) 1 and v(b)v(t) 1
are the same except by a nonzero scalar in K. Then and therefore µ(as ) = µ(
b
t ).
Now we see what µ is a valuation
1. µ(a) = µ(a1 ) =
v(a)
v(1) =
a
1 = a.
2. Since v(S) is a Ore set of regular elements, if v(a)v(s) = 0 then
v(a)
1 =
0
1 . Therefore exist
c, d 2 B such that cv(a) = d0 = 0 and c1 = d1 2 v(S), but v(a) = 0 then a = 0.
3. Suppose x = s 1a and y = t 1d in S 1A. Since S is left Ore, there are f 2 S and g 2 A
such that fa = gt and xy = (fs) 1gd.Then
µ(xy) = µ( gdfs) =
v(gd)
v(fs) =
k1v(g)v(d)
k2(v(f)v(s)
= k v(g)v(d)v(f)v(s) .
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For other hand, k3v(f)v(a) = k4v(g)v(t). Since K ⇢ S, we have k3v(f)v(a) =
v(k3)v(f)v(a) = v(k3f)v(a) where k3f 2 S .Then v(k3f)v(a) = v(k4g)v(t) with
v(k3) 2 v(S) and v(k4g) 2 v(A). Therefore:
µ(x)µ(y) = v(a)v(s) · v(d)v(t) = v(k4g)v(d)v(k3f)v(s) =
k4v(g)v(d)
k3v(t)v(s)
= k0 v(g)v(d)v(t)v(s)
Then µ(xy) = µ(x)µ(y) where  = kk0 1.
4. Let V be a finite dimensional subspace of S 1A, there is an s 2 S such that V = s 1V1
and V1 ⇢ A. Hence
dim(µ(V )) = dim(µ(s 1V1)) = dim(µ(s 1)µ(V1))
= dim(v(s) 1v(V1)) = dim(v(V1))
 dim(V1) = dim(V )
If V is infinite dimensional subspace of S 1A by proposition 4.1.1 (4), we have that
dim(µ(V ))  dim(V ). Therefore 4) holds and µ is a valuation.
Corollary 4.1.1. Let A and B be domains and let v be a valuation from A to B. Suppose that
S is a left Ore set of A containing K and that v(x) is invertible in B for all x 2 S. Then v can
be extented to a valuation from S 1A to B.
Proposition 4.1.3. Let A and B be domains and let v: A ! B be a valuation such that
v(A) = B. Then GKdim(A) > GKdim(B).
Proof. Since v(A) = B, for every subframe W of B, there is a subframe of A such that W ⇢
v(V ). Thus we have
GKdim(B) = sup
V⇢A
GKdim(k[v(V )]) and Tdeg(B) = sup
V⇢A
inf
b
GKdim(k[bv(V )]).
By definition GKdim(A) = sup
V⇢A
GKdim(k[V ]). By 4.1.1 (4), we have dim(V n) > dim(v(V )n)
and therefore GKdim(A) > GKdim(B).
Proposition 4.1.4. Let A and B be domains and let v: A ! B be a valuation such that
v(A) = B. If GKdim(A) = GKdim(B) <1 and B is Tdeg-stable, then A is Tdeg-stable.
Proof. Let Q(A) be the quotient algebra of A and Q(B) the quotient algebra of B. Since v is
a valuation from A to B, v is also a valuation from A to Q(B). By previous Corollary , an
extension of v, still denoted by v, is a valuation from Q(A) to Q(B). Let C = v(Q(A)). Since
every element in C is of the form
P
aiv(xi), C is an algebra between B and Q(B).By proposition
[?], Tdeg(Q(A))   Tdeg(C). A result shown by Zhang indicates that if A ⇢ B ⇢ S 1A,
Tdeg(S 1A) 6 Tdeg(B) 6 Tdeg(A) for every algebra A and every Ore set S of regular elements
where S 1A is the localization of A over S. And therefore Tdeg(C)   Tdeg(Q(B)). Since B is
Tdeg-stable and GKdim(A) = GKdim(B), we have Tdeg(Q(A))   Tdeg(C)   Tdeg(Q(B)) =
GKdim(B) = GKdim(A). Hence A is Tdeg-stable.
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Corollary 4.1.2. The following algebras are Tdeg-stable.
1. Any algebra A generated by a subframe V such that gr(A) :=  i 0V i/V i 1 is a Tdeg-
stable domain.
2. Any algebra A generated by a subframe V such that gr(A) :=  i 0V i/V i 1 is a commu-
tative domain.
Proof. 1. By Example for N-filtered algebras, there is a valuation v from A to gr(A) and
v(A) = gr(A). Since gr(A) is a domain and finitely generated (by v(V )), GKdim(A) =
GKdim(gr(A)). Since gr(A) is Tdeg-stable, by previous Theorem A is Tdeg-stable.
2. It is a special case of (1) because commutative algebras are Tdeg-stable.
Remark 4.1.1. The n-th Weyl algebra An and the universal enveloping algebra U(L) of a Lie
algebra L, are Tdeg-stable. These algebras are included in case (2).
For the following example, we use the previous theorem.
Examples 4.1.2. Let {pij |1  i < j  n} be a set of nonzero scalars in K. The quantum
polynomial algebra Kpi,j [x1, . . . , xn] is generated by {x1, . . . , xn} subject to the relations xjxi =
pi,jxixj for all i < j.
We will show that this algebra is Tdeg-stable. The idea is to construct a
valuation from the algebra Kpi,j [x1, . . . , xn] to the commutative polynomial algebra
K[x1, . . . , xn] such that v(Kpi,j [x1, . . . , xn]) = K[x1, . . . , xn] then using the proposi-
tion 4.1.3, we will have GKdim(Kpi,j [x1, . . . , xn])  GKdim(K[x1, . . . , xn]). Like-
wise, we will construct a valuation from K[x1, . . . , xn] to Kpi,j [x1, . . . , xn], to show
that GKdim(K[x1, . . . , xn])  GKdim(Kpi,j [x1, . . . , xn]). Then we will obtain that
GKdim(K[x1, . . . , xn]) = GKdim(Kpi,j [x1, . . . , xn]). By proposition 4.1.4, since K[x1, . . . , xn]
is Tdeg-stable then Kpi,j [x1, . . . , xn] will also be.
Let be µ := id   v where id denote the K-linear isomorphism defined by sending the ordered
monomials of Kpi,j [x1, . . . , xn] to the ordered monomials of the commutative polynomial algebra
identically, and v is the leading-term map from Kpi,j [x1, . . . , xn] to itself. We will see that µ is
a valuation. In fact, µ(k) = k for all k 2 K. Since that v is the leading-term map, and v(a) is a
monomial for every nonzero element a 2 Kpi,j [x1, . . . , xn], then v(a) 6= 0 for a nonzero element
a of Kpi,j [x1, . . . , xn].
For every two monomials xl11 · · ·xlnn and xs11 · · ·xsnn , we have
id(xl11 · · ·xlnn · xs11 · · ·xsnn ) = id(
Y
j>i
p
ljsi
i,j x
l1+s1
1 · · ·xln+snn )
=
Y
j>i
p
ljsi
i,j id(x
l1+s1
1 · · ·xln+snn )
=
Y
j>i
p
ljsi
i,j id(x
l1
1 · · ·xlnn )id(xs11 · · ·xsnn ).
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This calculation shows that the condition (3) of 4.1.2 holds. Finally, since that Kpi,j [x1, . . . , xn]
and K[x1, . . . , xn] are the same as a vector space, (4) holds for µ. Next, we consider ↵ :=
id 1 v0, where v0 is a leading-term map fromK[x1, . . . , xn]. A similar argument shows that ↵ is
a valuation from K[x1, . . . , xn] to Kpi,j [x1, . . . , xn]. Since the commutative algebra k[x1, . . . , xn]
is Tdeg-stable, by Theorem 4.1.4 kpi,j [x1, . . . , xn] is Tdeg-stable.
Our next purpose is to show that the bijective skew PBW extension are Tdeg-stable. The proof
of the following theorems can be found in [16].
Theorem 4.1.1. Let A be an arbitrary skew PBW extension of the ring R. Then, A is a ltered
ring with filtration given by
Fm :=
(
R, if m = 0
{f 2 A|deg(f)  m} if m   1
and the corresponding graded ring gr(A) is a quasi-commutative skew PBW extension of R.
Moreover, if A is bijective, then gr(A) is a quasi-commutative bijective skew PBW extension
of R.
Theorem 4.1.2. Let A be a quasi-commutative skew PBW extension of a ring R.Then, A is
isomorphic to an iterated skew polynomial ring of endomorphism type.
According to the above propositions we have arrived at following important result, bijective
and quasi-commutative extensions are Tdeg- stables.
Proposition 4.1.5. Let A be a K-algebra , quasi-commutative skew PBW extension. Then,
A is Tdeg-stable.
Proof. By theorem , since A is quasi-commutative skew PBW extension then A is isomorphic
to skew polynomial algebra of type 4.1.2, and these are Tdeg-stable.
Theorem 4.1.3. Let A be a K-algebra, bijective skew PBW extension. Then A is Tdeg-stable.
Proof. In view of Corollary 4.1, if we have that A is generated by a subframe V such that
gr(A) :=  i 0V i/V i 1 is a Tdeg-stable domain then A is Tdeg-stable. For this case the
subframe is the set of monomials 1, x1, . . . , xn and and graduation is the induced filtration
4.1.1. Since A is bijective, gr(A) is a quasi-commutative bijective, which is Tdeg-stable by
above proposition. Then A is Tdeg-stable.
Examples 4.1.3. The following skew PBW extensions are Tdeg-stable. The Ore algebras of
injective type, i.e, A =  (K[t1, . . . , tm])hx1, . . . , xni.
(i) The algebra of shift operators: Sh (quasi-commutative and bijective).
(ii) The mixed algebra Dh (bijective).
(iii) Additive analogue of the Weyl algebra: An(q1, . . . , qn) (bijective).
(iv) The q-Heinsenberg algebra: Let K a field, the K-algebra Hn(q) is generated by
x1, . . . , xn, y1, . . . , yn, z1, . . . , zn and the relations:
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xjxi = xixj , zjzi = zizj , yjyi = yiyj , 1  i, j  n,
zjyi = yjzi, zjxi = xjzi, yjxi = xjyi, i 6= j,
ziyi = qyizi, zixi = q 1xizi + yi, yixi = qxiyi, 1  i  n,
and q 2 K   {0} is a bijective skew PBW extension of K.
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