In this paper, we present families of quasi-convex sequences converging to zero in the circle group T, and the group J 3 of 3-adic integers. These sequences are determined by an increasing sequences of integers. For an increasing sequence a = {a n } ∞ n=0 ⊆ Z, put g n = a n+1 − a n . We prove that (a) the set {0} ∪ {±3 −(an +1) | n ∈ N} is quasi-convex in T if and only if a 0 > 0 and g n > 1 for every n ∈ N; (b) the set {0} ∪ {±3 an | n ∈ N} is quasi-convex in the group J 3 of 3-adic integers if and only if g n > 1 for every n ∈ N. Moreover, we solve an open problem from [8] by providing a complete characterization of the sequences a such that {0} ∪ {±2 −(an+1) | n ∈ N} is quasi-convex in T. Using this result, we also obtain a characterization of the sequences a such that the set {0} ∪ {±2 −(an+1) | n ∈ N} is quasi-convex in R.
Introduction
One of the mains sources of inspiration for the theory of topological groups is the theory of topological vector spaces, where the notion of convexity plays a prominent role. In this context, the reals R are replaced with the circle group T = R/Z, and linear functionals are replaced by characters, that is, continuous homomorphisms to T. By making substantial use of characters, Vilenkin introduced the notion of quasi-convexity for abelian topological groups as a counterpart of convexity in topological vector spaces (cf. [13] ). The counterpart of locally convex spaces are the locally quasi-convex groups. This class includes all locally compact abelian groups and locally convex topological vector spaces (cf. [2] ). Every locally quasi-convex group is maximally almost periodic (briefly, MAP), which means that its characters separate its points.
Unlike the "geometrically" transparent property of convexity, quasi-convexity remains an admittedly mysterious property. Although locally quasi-convex groups have been studied by many authors (cf. [1] , [2] , and [4] ), their work did not completely reveal the nature of the small quasiconvex sets. Aussenhofer proved that the quasi-convex hull of a finite subset of a MAP group is finite (cf. [1] ), and a slightly more general property was shown in [7] (many examples of finite quasiconvex sets are found in [3] and [10] ). Since finite sets are compact, the following statement-also known as the quasi-convex compactness property-established by Hernández, and independently, by Bruguera and Martín-Peinador, can be considered a generalization of Aussenhofer's theorem: A metrizable locally quasi-convex abelian group G is complete if and only if the quasi-convex hull of every compact subset of G is compact (cf. [9] and [5] ). Lukács extended this result, and proved that a metrizable abelian group A is MAP and has the quasi-convex compactness property if and only if it is locally quasi-convex and complete; he also showed that such groups are characterized by the property that the evaluation map α A : A →Â is a closed embedding (cf. [11, I.34] ).
Interest in the compact quasi-convex sets stems from the theory of Mackey groups (cf. [6] and [10] ). The paper [8] is dedicated to the study of countably infinite quasi-convex sets (in fact, sequences that converge to zero) in some familiar locally compact abelian groups such as R, and the compact groups T and J 2 (2-adic integers). In order to formulate the main results of [8] , we introduce some notations.
Let π : R → T denote the canonical projection. Since the restriction π |[0,1) : [0, 1) → T is a bijection, we often identify in the sequel, par abus de language, a number a ∈ [0, 1) with its image (coset) π(a) = a + Z ∈ T. We put T m := π([− ]) for all m ∈ N\{0}. According to standard notation in this area, we use T + to denote T 1 . For an abelian topological group G, we denote by G the Pontryagin dual of a G, that is, the group of all characters of G, endowed with the compact-open topology. Definition 1.1. For E ⊆ G and A ⊆ G, the polars of E and A are defined as
The set E is said to be quasi-convex if E = E ⊲⊳ .
Obviously, E ⊆ E ⊲⊳ holds for every E ⊆ G. Thus, E is quasi-convex if and only if for every x ∈ G\E there exists χ ∈ E ⊲ such that χ(x) ∈ T + . The set Q G (E) := E ⊲⊳ is the smallest quasiconvex set of G that contains E, and it is called the quasi-convex hull of E. In what follows, we rely on the following general property of quasi-convexity. 
Dikranjan and de Leo proved the following theorem.
be an increasing sequence of integers, and put g n = a n+1 − a n .
The question of whether the conditions formulated in Theorem 1.3(a) are also necessary in order to assure that K a,2 is quasi-convex was left open by Dikranjan and de Leo, and in fact, was formulated as an open problem (cf. [8, 5.1(a)]). One of the main results of this paper is the following theorem, which provides a complete solution to this open problem.
be an increasing sequence of non-negative integers, and put x n = 2 −(an+1) . The set K a,2 = {0} ∪ {±x n | n ∈ N} is quasi-convex in T if and only if the following three conditions hold:
(ii) the gaps g n = a n+1 − a n satisfy g n > 1 for all but possibly one index n ∈ N; (iii) if g n = 1 for some n ∈ N, then g n+1 > 2.
Theorem A also yields a complete characterization of the sequences a such that R a,2 is quasiconvex.
Theorem B. Let a = {a n } ∞ n=0 be an increasing sequence of integers, and put r n = 2 −(an+1) . The set R a,2 = {0} ∪ {±r n | n ∈ N} is quasi-convex in R if and only if the following two conditions hold:
(i) the gaps g n = a n+1 − a n satisfy g n > 1 for all but possibly one index n ∈ N; (ii) if g n = 1 for some n ∈ N, then g n+1 > 2.
It turns out that by replacing the prime 2 with 3 in parts (a) and (c) of Theorem 1.3, one obtains conditions that are not only sufficient, but also necessary.
be an increasing sequence of non-negative integers, and put
convex in T if and only if the following two conditions hold:
(i) a 0 > 0; (ii) the gaps g n = a n+1 − a n satisfy g n > 1 for all n ∈ N.
an . The set L a,3 = {0} ∪ {±y n | n ∈ N} is quasi-convex in J 3 if and only if the gaps g n = a n+1 − a n satisfy the condition g n > 1 for all n ∈ N.
In spite of the apparent similarity between the Main Lemma of [8] and Theorems 4.2 and 5.2, our techniques for proving Theorems C and D do differ from the ones used by Dikranjan and de Leo to prove Theorem 1.3 (a) and (c) (cf. [8] ). We believe that the techniques presented here can also be used to prove appropriate generalizations of Theorems C and D for arbitrary primes p > 2, at least as far as sufficiency of the conditions is concerned.
The paper is structured as follows. In §2, we present conditions that are necessary for the quasiconvexity of a sequence converging to zero. These results are used later on, in the proofs of the necessity of the conditions in Theorems A, B, and C. In order to cover all three cases, we consider sequences of rationals of the form 1 bn in R, where b n | b n+1 for every n ∈ N, as well as their images under π in T. §3 is dedicated to the proof of Theorems A and B, the latter being an easy consequence of the earlier. In §4, we prove Theorem C, and in §5, the proof of Theorem D is presented.
Necessary conditions in T and R for quasi-convexity
Let {b n } ∞ n=0 be an increasing sequence of natural numbers such that b n |b n+1 for every n ∈ N, and b 0 > 1. In this section, we are concerned with finding conditions that are necessary for
to be quasi-convex in T and R, respectively. We put q n = b n+1 b n for each n ∈ N.
Theorem 2.1. Suppose that S is quasi-convex in R. Then:
For the sake of transparency, we break up the proof of Theorem 2.1 into two lemmas, the first of which holds in every abelian topological group. Lemma 2.2. Let G be an abelian topological group, and h, h 1 , h 2 ∈ G. Then:
Hence,
, and so χ(4h) = 4χ(h) ∈ 4T 6 ⊆ T + . Hence, 4h ∈ Q G ({h, 3h, 6h}).
Therefore,
Hence, 5h ∈ Q G ({h, 4h, 8h}), as desired.
PROOF. Suppose that
∈ S, and so there is n 0 ∈ N such that
Since the sequence {b n } ∞ n=0 is increasing, the sequence {
is decreasing. Thus, n 0 < n 1 , n 2 , because , equation (6) can be rewritten as
where a, b ∈ N. Therefore, a = b = 2, which implies that
. Then
. Thus, {h 1 , 2h 1 , h 2 , 2h 2 } ⊆ S, and so by Lemma 2.2(a),
Consequently,
and 2q n+1 h = 1 bn . Thus, {h, q n+1 h, 2q n+1 h} ⊆ S, and since S is quasi-convex,
If q n+1 = 4, then by Lemma 2.2(c),
In either case,
By Lemma 2.3, this implies that n + 1 = n + 2. This contradiction shows that q n+1 = 3 and q n+1 = 4. Finally, we note that by (a), q n+1 = 2. Hence, q n+1 > 4, as desired.
In order to prove the analogue of Theorem 2.1 for quasi-convexity of X in T, we first establish a general result relating quasi-convexity of subsets of R to quasi-convexity of their projections in T.
Remark 2.4. The map
} is a homeomorphism. Indeed, it is continuous and open because π is so, and it is clearly surjective, so it remains to be seen that it is injective. Suppose that π(y 1 ) = π(y 2 ), where
). Then there is n ∈ Z such that y 1 = y 2 +n, and so y 1 −y 2 = n. Consequently, n ∈ (− 1 2
Hence, y 1 = y 2 , as required.
PROOF. Since π(Y ) is quasi-convex in T and π is a continuous group homomorphism, by Propo-
) = Y , and so
Hence, Y is quasi-convex in R, as desired.
) and
PROOF. By Theorem 2.5, the set αY is quasi-convex in R. The map f : R → R defined by f (y) = αy is a topological automorphism of R. Consequently, Y = f −1 (αY ) is quasi-convex in R, because quasi-convexity is preserved by topological isomorphisms.
} ⊆ X, and thus (using the fact that H ⊲ coincides with the annihilator H ⊥ for every subgroup H) one obtains that
Since the only accumulation point of X is 0, and the only accumulation point of
, it follows that Q T (X) ⊆ X, contrary to our assumption that X is quasi-convex. This contradiction shows that b 0 ≥ 4, and hence (a) holds.
Since b 0 ≥ 4, the set S satisfies that
), and S is compact (because it is consists of zero and a sequence that converges to 0). Clearly, π(S) = X, and by our assumption, it is quasi-convex. So, by Theorem 2.5, S is quasi-convex in R. Thus, by Theorem 2.1, (b) and (c) hold, as desired. Theorem 2.8. If X is quasi-convex in T, then for every n ∈ N, 4 | b n+1 implies that q n = 3. In particular, if 4 | b n for every n ∈ N, then q n = 3 for every n ∈ N.
In order to prove Theorem 2.8, we rely on the following proposition, which holds in every abelian topological group. For x ∈ G, put Tr x (G) = {χ(x) | χ ∈ G}. Clearly, Tr x (G) is a subgroup of T, and Tr 2x (G) = 2 Tr x (G). Proposition 2.9. Let G be an abelian topological group, and x ∈ G. Then the following are equivalent:
. Thus, χ(x) ∈ T + , and χ(3x) = 3 4
, and thus χ(x) = ± 1 4 , contrary to (ii). Hence,
⊲ . Then χ(x) ∈ T + and 3χ(x) = χ(3x) ∈ T + . Consequently, χ(x) ∈ {± 1 4 } ∪ T 3 . By (b), this implies that χ(x) ∈ T 3 ⊆ T 2 . Therefore, 2χ(x) = χ(2x) ∈ T + . Hence, 2x ∈ Q G ({x, 3x}), as desired. , then 2 divides the order of 2x, contrary to our assumption. Therefore, χ(2x) = ± 1 2 for all χ ∈ G, and the statement follows by Proposition 2.9(iii).
(b) The mapx : G → T defined byx(χ) = χ(x) is a homomorphism, and so the order of χ(x) divides the order of χ. Thus, if χ(x) = ± 1 4 , then 4 divides the order of χ, contrary to our assumption. Hence, χ(x) = ± 1 4 for all χ ∈ G, and the statement follows by Proposition 2.9(ii). , and thus {x, 3x} ⊆ X. Since b n+1 is not divisible by 4, the order of 2x is odd, and so by Corollary 2.10(a), 2x ∈ Q T ({x, 3x}). Consequently,
because X is quasi-convex. By Theorem 2.7, b 1 > b 0 ≥ 4, and so X = π(S), where S ⊆ [− ∈ S. This, however, is impossible, because
. This contradiction shows that q n = 3, as desired. Corollary 2.10 also has a useful application for the group J p of p-adic integers.
Corollary 2.11. Let p > 2 be a prime, and x ∈ J p . Then 2x ∈ Q Jp ({x, 3x}).
PROOF.
Recall that J p = Z(p ∞ ), and so every element in J p is of order p k for some k ∈ N. Thus, 4 does not divide the order of any element in J p . Therefore, the statement follows by Corollary 2.10(b).
Sequences of the form 2
−(an +1) in T and R
In this section, we prove Theorem A and B. The case of Theorem A where g n > 1 for every n ∈ N follows from Theorem 1.3(a). Thus, the main thrust of the argument in the proof of Theorem A is to show that the conclusion remains true if one permits g n 0 = 1 for a single index n 0 ∈ N. This is carried out by induction on n 0 . We start off with proving sufficiency of the conditions of Theorem A in a special case, where n 0 = 0 and a 0 = 1.
Proposition 3.1.
Suppose that a 0 = 1, a 1 = 2, 2 < g 1 , and 1 < g n for all n ≥ 2. Then K a,2 is quasi-convex in T.
Notation 3.2.
For g ∈ Z, we denote by a + g the sequence whose nth term is a n + g.
denote the sequence defined by a ′ n = a n+2 . Then for every n ∈ N,
Observe that
Let f : T → T denote the continuous homomorphism defined by f (x) = 8x. By (17),
Consequently, by Proposition 1.2,
By (15), one has a ′ 0 − 3 ≥ 2, and by (16), (a
Thus, according to Theorem 1.3(a), K a ′ −3,2 is quasi-convex in T, and so by (19),
Since a ′ 0 ≥ 5 by (15), one has K a ′ ,2 ⊆ T 16 . So, for i = −3, 3, 4,
As K a,2 ⊆ T + and T + = {1} ⊳ is quasi-convex, Q T (K a,2 ) ⊆ T + . Therefore, by (21),
Recall that K a ′ ,2 ⊆ T 16 . Thus, 
Similarly,
Hence, by (22),
In light of (17) and (28), we conclude by showing that
It will follow by symmetry that
To that end, we prove that for every x ∈ 1 8
+ K a ′ ,2 ). Then n ≥ 2, so x n ∈ T 16 , and
It remains to show that 2 an−1 − 1 and 2 an−1 − 7 are indeed in K ⊲ a,2 . By (15), a n ≥ 5 for every n ≥ 2. Thus,
On the other hand, if n ≤ m, then x m ∈ T 2 am−1 . Therefore,
Hence, by (17),
as desired.
Lemma 3.3.
Let Y ⊆ T be symmetric, m ∈ N\{0}, and 0 < k ≤ 2m.
PROOF. For x ∈ T, let x denote the distance of x from 0, that is, with some abuse of notations,
(a) Let f : T → T denote the continuous homomorphism defined by f (x) = kx. Since kY is quasi-convex in T, by Proposition 1.2,
On the other hand, Q T (Y ) ⊆ T m , because Y ⊆ T m , and T m = {1, . . . , m} ⊳ is quasi-convex. Thus,
If
+ Y , where y ∈ Y and i = 0, then 1 4m
with equality if and only if k = 2m, and (i) y = − and i = k − 1.
In either case, x = −y ∈ Y , because Y is symmetric. In all other cases (e.g., when k = 2m), one has x ∈ T m . Therefore, } ∪ T 4 is quasi-convex, because it is equal to {1, 3, 4}
⊳ . Thus,
Let f : T → T denote the continuous homomorphism defined by f (x) = 4x. Since 4Y ′ = 4Y is quasi-convex in T, by Proposition 1.2,
Since
one has
Hence, by (43), Using Lemma 3.3, the assumption that a 0 = 1 in Proposition 3.1 can be sufficiently relaxed to cover the base of the inductive proof of Theorem A. Corollary 3.4. Suppose that 0 < a 0 , g 0 = 1, 2 < g 1 , and 1 < g n for all n ≥ 2. Then K a,2 is quasi-convex.
PROOF.
Since the sequence a is increasing, one has K a,2 ⊆ T 2 a 0 −1 . The sequence a − a 0 + 1 satisfies the conditions of Proposition 3.1, and thus 2 a 0 −1 K a,2 = K a−a 0 +1,2 is quasi-convex. Hence, by Lemma 3.3(a) with k = m = 2 a 0 −1 , one obtains that K a,2 is quasi-convex, as desired.
PROOF OF THEOREM A. Suppose that K a,2 is quasi-convex in T, and put b n = 2 an+1 . Using the notations of Section 2,
By Theorem 2.7(a), b 0 = 2 a 0 +1 ≥ 4, and thus a 0 ≥ 1. By Theorem 2.7(b), there is at most one index n ∈ N such that q n = 2. Therefore, g n = 1 for at most one index n, and so g n > 1 for all but one n ∈ N, because {a n } ∞ n=0 is increasing. By Theorem 2.7(c), if q n = 2 for some n ∈ N, then q n+1 > 4. Hence, if g n = 1 for some n ∈ N, then g n+1 > 2.
Conversely, suppose that a satisfies (i)-(iii). If g n > 1 for all n ∈ N, then by Theorem 1.3(a), K a,2 is quasi-convex in T, and there is nothing left to prove. So, we may assume that there is n 0 ∈ N such that g n 0 = 1. In this case, by (ii), there is precisely one such index n 0 . We proceed by induction on n 0 .
If n 0 = 0, then by Corollary 3.4, K a,2 is quasi-convex in T. For the inductive step, suppose that the theorem holds for all sequences such that g n 0 = 1. Let a be a sequence that satisfies
denote the sequence defined by a ′ n = a n+1 − a 0 − 1. As g n 0 +1 = 1, by (ii), g n > 1 for all n = n 0 + 1. In particular, g 0 > 1, and so
This shows that a ′ satisfies (i). Since a satisfies (ii)-(iii) and
so does a ′ , and g ′ n 0 = 1. Thus, by the inductive hypothesis, K a ′ ,2 is quasi-convex in T. Put m = 2 a 0 −1 . Clearly,
The smallest member of the sequence a ′ + a 0 + 1 is
Hence, by Lemma 3.3(b) applied to the set Y = K a ′ +a 0 +1,2 ,
is quasi-convex in T. This completes the proof.
PROOF OF THEOREM B.
Suppose that R a,2 is quasi-convex in R, and put b n = 2 an+1 . Using the notations of Section 2,
By Theorem 2.1(a), there is at most one index n ∈ N such that q n = 2. Thus, g n = 1 for at most one index n, and so g n > 1 for all but one n ∈ N, because {a n } ∞ n=0 is increasing. By Theorem 2.1(b), if q n = 2 for some n ∈ N, then q n+1 > 4. Consequently, if g n = 1 for some n ∈ N, then g n+1 > 2.
Suppose that g n > 1 for all but possibly one index n ∈ N, and if g n = 1 for some n ∈ N, then g n+1 > 2. Then a ′ n = a n − a 0 + 1 satisfies the same conditions, because g ]. Therefore, by Corollary 2.6, R a,2 is quasi-convex in R.
Sequences of the form 3
−(an +1) in T
In this section, we present the proof of Theorem C. Recall that the Pontryagin dual T of T is Z.
Lemma 4.1.
PROOF. One has mη k (x n ) = m · 3 k−an−1 . Clearly, 3 i ∈ T + if and only if i = −1, and 2 · 3 i ∈ T + if and only if i = −1. Thus, for m = 1, 2, mη k (x n ) ∈ T + if and only if k − a n − 1 = −1, or equivalently, a n = k.
In order to prove Theorem 4.2, we rely on an auxiliary statement. We identify points of T with (−1/2, 1/2]. Recall that every y ∈ (−1/2, 1/2] can be written in the form
where c i ∈ {−1, 0, 1}. 
PROOF.
Since c i ∈ {−1, 0, 1}, one has
Thus,
Since y, 2y ∈ T + , one has y ∈ T 2 = [− ]. Therefore,
Hence, c 1 = 0, as desired.
c i 3 i be a representation of x ∈ T in the form (58). Then for every k ∈ N, one has
If x ∈ Q 1 ∩ Q 2 , then for every k ∈ J 1 = J 2 , the element y = η k (x) satisfies y ∈ T + and 2y ∈ T + . Thus, by Lemma 4.3, the coefficient of 1 3 in (62) is zero, that is, c k+1 = 0. Since J 1 = J 2 = N\a holds by Lemma 4.1, we have shown that if c i = 0, then i − 1 ∈ N\a, so i − 1 ∈ a, and therefore i = a n + 1 for some n ∈ N. Hence, x has the form
where ε n = c an+1 ∈ {−1, 0, 1}.
Let n 0 be the first index such that η k (z n 0 ) ≡ 1 0. Then k < a n 0 +1, and since k ∈ a, one has k < a n 0 . Consequently, η k (z n 0 ) ≤ 1 9
. Thus, η k (z n 0 +i ) ≤ 1 9 i+1 , because g n > 1 implies that a n 0 +i − a n 0 ≥ 2i. Therefore,
So,
Hence, η k (x) ∈ T + and 2η k (x) ∈ T + , as desired.
PROOF. Let χ = mη a k −1 and n ∈ N. If n < k, then a n + 2 ≤ a k (as g n > 1), and so
If k ≤ n < l, then a n + 2 ≤ a l (since g n > 1), so a n − a k + 2 ≤ a l − a k , and thus
because a n − a k + 2 ≥ 2. Finally, if l ≤ n, then
Since k < n and g n > 1, one has a k − a n ≥ 2, and so 2 3 an−a k +2 ∈ [0, 2 81 ]. Furthermore, n ≥ l implies that a n ≥ a l , and so 1 an−a l +2 ∈ [0, 1 9 ]. Therefore, χ(x n ) ∈ [0, PROOF OF THEOREM C. Suppose that K a,3 is quasi-convex, and put b n = 3
an+1 . Using the notations of Section 2,
By Theorem 2.7(a), b 0 ≥ 4, and thus a 0 > 0. Since 4 does not divide b n+1 , by Theorem 2.8, q n = 3. Consequently, g n = 1. Hence, g n > 1 for every n ∈ N, because {a n } ∞ n=0 is increasing. Conversely, suppose that a 0 > 0 and g n > 1 for every n ∈ N, and let x ∈ Q T (K a,3 )\{0}.
We show that x ∈ K a,3 . By Theorem 4.2, x can be expressed in the form x = N n=0 ε n x n , where N ∈ N ∪ {∞}, and ε n i ∈ {−1, 1} and n i < n i+1 for every i, because Q T (K a ) ⊆ Q 1 ∩ Q 2 . Assume that N > 0. By replacing x with −x if necessary, we may assume that ε n 0 = 1. We put ρ = ε n 1 , so that x = x n 0 + ρx n 1 + x ′ , where
Put k = n 0 , l = n 1 , m = 3 a l −a k + 2ρ, and χ = mη a k −1 . By Lemma 4.4, χ ∈ K ⊲ a,3 . Since k < l and g k > 1, one has that a l − a k ≥ 2. Thus, one obtains that
We claim that
If N = 1, then x ′ = 0, and (74) holds trivially, so we may assume that N > 1. Put s = n 2 . Since g n > 1 for all n ∈ N, one has a s+j − a s ≥ 2j, and thus 
because s = n 2 ≤ n i < n i+1 for all i ∈ N. Since k < l < s, g k > 1, and g l > 1, one has that a s − a l ≥ 2 and a s − a k ≥ 4. Therefore, as required. Hence, using the fact that a l − a k ≥ 2, we obtain that 
By (73), this implies that χ(x) ∈ T + , contrary to the assumption that x ∈ Q T (K a,3 ). Hence, N = 0, and x = x n 0 ∈ K a,3 , as desired.
Sequences of the form 3 an in J 3
In this section, we present the proof of Theorem D. Recall that the Pontryagin dual J 3 of J 3 is the Prüfer group Z(3 ∞ ). For k ∈ N, let ζ k : J 3 → T denote the continuous character defined by ζ k (1) = 3 −(k+1) . For m ∈ N, put J m = {k ∈ N | mζ k ∈ L ⊲ a,3 } and Q m = {mζ k | k ∈ J m } ⊳ .
Lemma 5.1. J 1 = J 2 = N\a.
PROOF.
One has mζ k (y n ) = m · 3 an−k−1 . Clearly, 3 i ∈ T + if and only if i = −1, and 2 · 3 i ∈ T + if and only if i = −1. Thus, for m = 1, 2, mζ k (y n ) ∈ T + if and only if a n − k − 1 = −1, or equivalently, a n = k. Theorem 5.2. If g n > 1 for every n ∈ N, then Q 1 ∩Q 2 = { ∞ n=0 ε n y n | (∀n ∈ N)(ε n ∈ {−1, 0, 1})}.
Recall that every element x ∈ J 3 can be written in the form x = PROOF OF THEOREM D. Suppose that there is n 0 ∈ N such that g n 0 = 1. Then y n 0 +1 = 3y n 0 , and thus by Corollary 2.11, 2y n 0 ∈ Q J 3 ({y n 0 , 3y n 0 }) ⊆ Q J 3 (L a,3 ). Since 2y n 0 ∈ L a,3 , this shows that L a,3 is not quasi-convex.
Conversely, suppose that g n > 1 for every n ∈ N, and let x ∈ Q J 3 (L a,3 )\{0}. We show that
x ∈ L a,3 . By Theorem 5.2, x can be expressed in the form x = ∞ n=0 ε n y n , where ε n ∈ {−1, 0, 1}, because Q J 3 (L a,3 ) ⊆ Q 1 ∩ Q 2 . By discarding all summands with ε n = 0, we obtain that x = N i=0 ε n i y n i , where N ∈ N∪{∞}, and ε n i ∈ {−1, 1} and n i < n i+1 for every i. Assume that N > 0. By replacing x with −x if necessary, we may assume that ε n 0 = 1. We put ρ = ε n 1 . Since n 2 ≤ n i for every i ≥ 2, y n 2 divides y n i for every i ≥ 2. Thus, x = y n 0 + ρy n 1 + y n 2 z, where z ∈ J 3 . Put k = n 0 , l = n 1 , and χ = (ρ3 a l −a k + 2)ζ a l +1 . By Lemma 5.3, χ ∈ L
