Introduction
Various local areas models (LAM) are used for short term (5-7 days) weather predictions. When the Primitive Equations (PEs) are used, it is customary to use the PEs without viscosity since, usually, the effects or viscosity are felt after a period of about one week. However, the use of the inviscid Primitive Equations is confronted to the challenging problem of finding suitable boundary conditions for these equations. The issue is explained, from the practitioner point of view in the tutorial article [48] . From the mathematical point of view the issue is to find suitable boundary conditions which make these equations well-posed. In particular it is known since the work of Oliger and Sundström [31] (see also [44] ) that the inviscid Primitive Equations are not well-posed for any set of local boundary equations unlike the related Euler equations of inviscid flows.
Traditionally the issue of the boundary equations for the inviscid Primitive Equations in a cube, is solved, in the linear case by considering a vertical expansion of these equations, which we recall and use below. Then suitable boundary conditions can be found for each of the modes of this expansion. It is explained in [17] that each mode of this expansion is identical to an inviscid shallow water equation and [17] contains a systematic study of the boundary conditions which are suitable for the inviscid linear shallow water equations; this work is being extended to the nonlinear case in e.g. [15, 16, 18] .
In a certain sense works like [17] give a sufficient answer to the LAM boundary condition problem, although a systematic implementation remains to be done. Assuming that the limited domain is embedded in a larger one which is computed with a coarser mesh, we know, which boundary data to extract from the coarse grid simulation to be used in the limited domain.
In relation with these practical issues we address in this article another delicate problem: namely to determine the boundary conditions for the inviscid Primitive Equations which result, from the viscous case, by letting the viscosity go to zero. This cannot be done directly, as far as we know, and the route that we follow here is to determine the different boundary layers generated, at small viscosity, by the viscous Primitive Equations and then we can obtain the desired convergences. More precisely, we surmise the boundary conditions for the inviscid PEs and then confirm this result by a convergence theorem.
Since the works of Lions, Temam and Wang on the local and global existence and regularity of solutions of the Primitive Equations (PEs) (see [26, 27] ), many advances have been done in the understanding of these equations which constitute a simplified model of the Navier-Stokes equations in the compressible case for the atmosphere, in the incompressible case for the ocean. Despite these simplifications, appearing after certain approximations as e.g. the Boussinesq or the hydrostatic approximation, the PEs continue to be the object of many theoretical and numerical mathematical studies. In this article, we continue the analysis of the boundary layers of the Linearized Primitive Equations (LPEs) as introduced in our previous works in dimension 2 in [10] and dimension 3 with periodicity in one or two directions in [12] . In the present work we deal with less regular domains. More precisely, we consider domains which contain corners restricting thus ourselves, in a first step, to the cube. Besides its concordance with many physical situations, the cube domain is numerically advantageous to handle computations for several applications like weather predictions among many others of course. Nevertheless, the particularity of the domain (here the cube) generates a new type of boundary layers called corner layers in addition to the boundary layers of classical types. The mathematical study of corner layers is very delicate in general; see e.g. the pioneering work [42] . Furthermore, these studies were mainly considered in the case of stationary linear problems. In order to understand the dynamics of the viscous PEs solution, when the viscosity goes to zero and up to the boundary (including the corners), we use the method of correctors that we construct in an explicit manner. Hence, the convergence results, valid up to the boundary, are then proven in suitable spaces that we will specify later on in this work.
We start the article by setting the viscous primitive equations and their expansion in the vertical direction mode by mode (see Section 2) . Then, in Section 3, we formally derive the inviscid limit problem for the viscous mode solutions when the viscosity is set to be 0. In Section 4, we construct the correctors and in Section 5 we prove some estimates for these correctors. Finally, in Section 6, we state and prove the main result which shows the convergence between the viscous and inviscid LPEs solutions confirming thus the validity of our somehow heuristical choices for the correctors. This study concerns all the vertical modes n > n c , i.e. the supercritical modes (see (2.10) ). The vertical modes 0 ≤ n ≤ n c which necessitate different methods will be studied in a separate work. The mode zero n = 0 of the LPEs, (2.11) and (3.2), seems similar to the linearized Euler equations but the solutions behave differently in some respect (see e.g. [3] for the inviscid LPEs, mode zero). The subcritical modes 1 ≤ n ≤ n c of the LPEs, see (2.12) and (3.1), are quite similar to the supercritical modes. However, the locations of some boundary layers and some inflows are different. The additional difficulties related to the subcritical boundary layers will be explained in more detail in Remark 6.1.
Of course this work makes systematic use of a number of tools and developments in boundary layer theory and in the study of the inviscid Primitive Equations. Important works in the mathematical analysis of boundary layers include e.g. the works of Eckhaus and de Jager [4] , Grasman [7] , Levinson [24] , Lions [25] , Masmoudi [28] , Oleinik and Samokhin [30] , O'Malley [32, 33] , Verhulst [46] , Višik and Ljusternik [47] . Beside these basic references we recall: on the engineering side the beautiful experimental book of Van Dyke [45] , the works of Prandtl [36] ; on the computational side, the works of Kellogg and Han [13] , Stynes [43] and that of Roos, Stynes and Tobiska [39] . More recent references are recalled in the review article [6] , including [8, 9, 14, 22, 29] .
The setting of the problem and modal decomposition
We consider the linearized primitive equations (LPEs) (u, v, w) represents the velocity of the fluid, ψ is proportional to the temperature and the density and φ is related to the pressure of the fluid (see e.g. [26, 27, 35] ). Eqs. (2.1) correspond to the linearization of the primitive equations around the flowŪ 0 in the direction Ox, U 0 constant > 0, andv 0 ,φ 0 ,ψ 0 = 0. There is also an underlying background stratification of the fluid temperatureψ which is linear in z and only appears through the constant coefficient N proportional to dψ/dz; N is called the buoyancy or Brunt-Väisälä frequency; see e.g. [34] . The boundary and initial conditions are chosen as follows, see [26, 35] :
and we assume the compatibility conditions:
In [12] we considered simpler boundary conditions where the solutions are periodic in one direction so that we can avoid the occurrence of corner boundary layers and then the boundary layers appear only in the non-periodic direction. In this article we consider the more intriguing and interesting case where boundary layers appear on all of the boundary and this includes ordinary, parabolic and corner boundary layers.
Here and for later analysis, we introduce a suitable scalar product for the space
where
. The existence and uniqueness of a solution U ε = (u ε , v ε , ψ ε ) to the system (2.1)-(2.4) is then classical thanks to the standard existence results for linear parabolic problems (see e.g. [12] ). We aim to investigate the limit of the solutions
in space and uniformly in time, and to show that they converge to the limit solution given below. Due to the loss of the higher order terms (i.e. Laplacian) in the limit problem (i.e. when ε = 0), the limit U 0 of U ε may not satisfy the boundary conditions (2.2) and (2.3). The equations for the limit solution, denoted by
However, the boundary conditions for U 0 are less easy. As mentioned above many choices of nonlocal boundary conditions can be considered which, associated with (2.7), produce the well-posed problem; see related studies in [35, 40] . However, one of our aims here is to find the boundary conditions satisfied by the limit U 0 of U ε and, in fact to prove the convergence of U ε to U 0 we need to study the boundary layers as shown below. In what follows, we will first formally derive the boundary conditions for U 0 and then confirm rigorously this choice by our error analysis and convergence theorems.
For that purpose, as in [10, 12, 40] , we need to expand the solutions U ε and U 0 with respect to the following normal modal decompositions:
, and the frequency λ n is given by:
As in [10, 40] , we consider three types of modes, namely the zero, sub-and super-critical modes. Let n c be such that
The mode n = 0 is called the zero mode, the modes 1 ≤ n ≤ n c are called subcritical, and the modes n > n c are called supercritical. We do not consider the non-generic case where L 3 N/πŪ 0 is an integer. Boundary conditions for the modes: viscous case. 11) and for n ≥ 1, 12) where λ n = nπ/L 3 , as in (2.9) . The boundary and initial conditions are chosen as follows: for n = 0,
and for n ≥ 1,
Here we note that the following compatibility conditions are inherited from (2.5): for n ≥ 0,
Here we note thatψ 0 ≡ 0.
Remark 2.1. In [12] we considered a periodic boundary in x and we have rather simpler boundary layers. However, in the non-periodic domain, as we will discuss later, various boundary layers occur at all nonperiodic boundaries including some corner boundary layers (see e.g. [42] for more on corner boundary layers).
For simplicity, we only consider in this article the supercritical modes. We simply set F u0 = F v0 =ũ 0 = v 0 = 0 and F un = F vn = F ψn =ũ n =ṽ n =ψ n = 0, 1 ≤ n ≤ n c , so that the zero and subcritical mode solutions (u n , v n , ψ n ) will not appear in the (LPEs) system. The zeroth and subcritical modes will be studied elsewhere as well as its coupling with the supercritical modes.
Boundary conditions for the modes: inviscid case
When submitted to the same expansions as (2.8), the inviscid solution
We recall also the equation satisfied by the mode n = 0 although, as we said, we will not study this mode in this article:
The inviscid problems (3.1) and (3.2) are supplemented with the same boundary and initial conditions, (2.13)-(2.17).
To regularize the parabolic boundary layersφ
un (see Lemma 5.1), we will need the compatibility conditions,
Throughout the paper, we will assume that (3.3) holds. For simplicity, by dropping the subscript n (we will reintroduce the dependence on n when it is necessary), we can rewrite the system (2.12), in M ′ , as follows:
The boundary and initial conditions associated with (3.4) are as in (2.15) and (2.16). Now, in a matrix form, we write
See e.g. [1, 23, 37, 38, 41] . The limit problem (i.e. ε = 0) of (3.5) is then:
where U 0 = (u 0 , v 0 , ψ 0 ) and D 0 is the matrix D ε with ε = 0. This is a symmetrizable Friedrichs hyperbolic system [5] .
Note that we assume all along the article that the compatibility conditions (2.17), related to the initial condition (2.16), hold for the solutions of (3.5). The boundary conditions for such a hyperbolic system are well-known, see e.g. [1] . However for the convenience of the reader and to prepare the notations -due also to the non-smooth specific geometry -we indicate hereafter the formal derivation of the boundary conditions for (3.5), corresponding to the modes n ≥ 1. This is just a conjecture to be confirmed by the main convergence theorem below, Theorem 3.1. We proceed as follows: in each directions Ox, Oy, we diagonalize the matrices B, C so that, for the dominant terms (that is not counting D 0 ), the system (3.7) is diagonal, and we prescribe the boundary condition on the parts of the boundary where the characteristics enter the domain. This is the same as requiring that B ≥ 0, C ≥ 0. Hence in the y direction the normal modes are
and we propose the boundary conditions, for 0 ≤ x ≤ L 1 ,
In the x direction, similarly to [10] , we use the combinations
The boundary conditions are not the same depending on whether the mode is sub-or supercritical, n < n c or n > n c . For the subcritical modes (1 ≤ n < n c ), we choose 11) and for the supercritical modes (n > n c ), we keep (3.11) 2,3 and just replace (3.11) 1 by 12) and thus, for 0 ≤ y ≤ L 2 ,
Finally, the boundary conditions for the limit problem (3.7) are given by (3.9), (3.11) and (3.13). Our choice for these boundary conditions will be justified below. However, the study of the existence of the solutions to the system (3.7) associated with the boundary conditions mentioned above will be the subject of a subsequent work [11] .
Positivity of the matrices B, C
The boundary conditions for the inviscid system are formally determined by the direction of the characteristics: we diagonalize the matrices B and C and, for the diagonalized system, we prescribe the boundary conditions where the characteristics enter the domain. This is the same as requiring that B ≥ 0, C ≥ 0.
We denote by A the operator:
with domain
the boundary conditions (3.9), (3.11) and (3.13)}. (3.15) The fact that the traces in (3.9), (3.11), (3.
loc of each side of M ′ . First, we state and prove the positivity of the operator B which is defined by (3.6).
Lemma 3.1. Under the boundary conditions (3.9), (3.11) and (3.13), the operator B, defined above, is positive, i.e.,
and recall (2.6). We first write that
where, by integration by parts in x and y, we have
18)
Then, we start by proving the positivity of the integral I 2 which is dependent of the boundary conditions at y = 0, L 2 valid for all the modes. Thus, using (3.8) and the boundary conditions (3.9), we infer that
and
This yields the positivity of I 2 . Now, we consecutively prove the positivity of the integrals I 1 and I 3 for which we will treat the sub-and super-critical modes separately. Indeed, for I 1 , the positivity is straightforward for the supercritical modes (n > n c ); it suffices to observe that
For the sub-critical modes (1 ≤ n ≤ n c ), we recall the definition of the combinations ξ = u + N −1 ψ and
given by (3.11), and we use the boundary conditions there. Hence, replacing in (3.17) u and ψ by their expressions in terms of ξ and η, we obtain
Therefore, the integral I 1 is nonnegative for all the modes.
Finally, note that from (3.11) 3 and (3.13) we have v(0, y) = 0 for all the modes. Now, using again the combinations ξ = u + N −1 ψ, η = u − N −1 ψ and thanks to (3.11) 2 , as for I 1 , we similarly find that I 3 ≥ 0 and thus the positivity of B is verified.
In what follows, we prove the positivity of the operator C.
Lemma 3.2.
Under the boundary conditions (3.9), (3.11) and (3.13), the operator C, given by (3.6), is positive, i.e.,
Proof. Let U = (u, v, ψ) ∈ D(A) and recalling (2.6), we easily see that
We use the combinations introduced in (3.
and the boundary conditions (3.9). Hence, we deduce that
This gives the positivity of C and thus achieves the proof of the lemma. Remark 3.2. Proving that the inviscid linear system is well-posed when supplemented with the boundary conditions (3.9), (3.11) and (3.13) is a task different from our objectives in this article. The proof of existence and uniqueness in L 2 has been established in [17] using the linear semigroup methods. However for the proofs below, we need further regularity for U 0 , namely we will assume that
We plan, in a separate work, to address the issue of regularity of U 0 which will require, we believe, several compatibility conditions on the data.
Main result
We now state the convergence results which constitute the main theorem in this article. The proof of the theorem below is addressed in Section 6.1. We also assume in (2.11), (2.12), (2.14), and (2.16) that both flows U ε , U 0 are supercritical; that is, we
Then there exists a constant κ > 0 independent of ε such that
where Θ is given in (6.2) and
Construction of the boundary layers
We now construct the boundary layer functions which correct the differences in the boundary values between U ε and U 0 on ∂M ′ for the modes n > n c . We first consider the boundary layer solutions of the dominating differential operators near the boundary and we then consider their approximate forms which can be explicitly expressed. Finally, we can set up the corner layers in the form of the intersection of the boundary layers occurring in any two adjacent edges. Depending on the nature of each boundary (characteristic or non-characteristic), the dynamics inside the boundary layer region may dramatically change. Indeed, this is merely related to the balance between the leading terms when we write the viscous equations in the fast (stretched) variables. In the following, we construct the boundary layer correctors and we distinguish them into two types, parabolic and ordinary boundary layers.
Parabolic boundary layers (PBL) for u
In the following, we will construct the correctors which solve the difference in the boundary values between the viscous solution u ε and the limit solution u 0 at the boundaries y = 0, L 2 . Hence, in addition to the ordinary boundary layers studied in Section 4.2 and as suggested in [12] , we construct a corrector ϕ u solution of:
The associated boundary and initial conditions to (4.1) are
We then approximate ϕ u by the following two PBLs, i.e. ϕ u ∼φ u =φ
Note that here the Dirichlet boundary conditionsφ 1 u =φ 2 u = 0 are assigned at x = 0 whereas periodic boundary conditions are imposed in [12] .
The parabolic boundary layersφ 1 u ,φ 2 u correct, respectively, the boundary values at y = 0 and y = L 2 . For the supercritical modes from (3.13) and the compatibility conditions (3.3), we note that 5) and from (2.16) and (2.17) we have in addition
We also note that (4.5) implies
Now, we aim to obtain explicit forms for the solutions of (4.3) and (4.4) with the compatibility conditions (4.5) and (4.6). Accordingly, we write the following generic problem for ϕ = ϕ(x, y, t) as
, and γ 0 is the trace operator at y = 0. Thanks to the conditions (4.5) and (4.6), we have
Indeed, assuming that (3.21) holds from (3.1) and (3.13) we find that at
. We now consider an odd smooth extension of g(x, t) in x as we will see below.
First and in order to solve Eq. (4.8), we extend ϕ to x < 0, as an odd function; that is we set
The functionφ then satisfies, for x ∈ R, t > 0, y > 0:
Here,g u (x, t) is the smooth odd extension ofḡ u (x, t) in x onto R (see (4.10)) whereḡ u is a smooth extension
Thus, thanks to (4.9), the odd extensiong u (x, t) and its derivative in x is continuous at x = 0 with (3.21) and hence
Denoting byφ =φ(ω, y, t) the Fourier transform in x ofφ, i.e.,φ = (2π)
 Rφ e −iωx dx and writinḡ y = y/ √ ε, we find thatφ t + (Ū 0 iω + ελ 2 )φ −φȳȳ = 0, and we have
The system (4.13) is the heat equation for e (Ū0iω+ελ 2 )tφ on a quarter plane (ȳ > 0, t > 0) (see [19] [20] [21] 42] ) and the explicit expression ofφ is found
Hence, we deduce the expression ofφ 1 u , the solution of (4.3), as follows: 15) whereφ is the inverse Fourier transform ofφ whose expression is given by (4.14). Here, we recall that ϕ = (2π)
Similarly, we obtain an analogous expression forφ 2 u , the solution of (4.4). Here and later it is useful to estimate the trace ofφ 
where γ is the trace operator at y = 0, L 2 . Similarly, we can verify |φ
8εT ); hence these trace norms are exponentially small. However, observing thatφ
1 at y = L 2 to handle the e.s.t. easily in the analysis below, we introduce a smooth cut-off function
(4.17)
We then define
More estimates onφ 1 u ,φ 2 u and thusφ u will be derived in Section 5.
1 That is exponentially small terms, i.e. terms exponentially small in all the classical norms, C r , H s .
Ordinary boundary layers (OBL) for
As suggested by [12] , the ordinary boundary layers θ ζ , θ χ resolve the boundary values of ζ
As in [12] , the equations of the correctors θ ζ and θ χ , which correct the boundary values of ζ 0 and χ 0 , respectively, at y = 0 and y = L 2 , are as follows: 
(4.20)
We then obtain that the approximate formsθ ζ ,θ χ of θ ζ , θ χ , which also satisfy Eq. (4.19), and are respectivelȳ
where 
23)
24)
25)
Here, we note that H ζ , H χ , Z ζ and Z χ are the homogeneous solutions of (4.19) and S ζ , S χ are the particular solutions corresponding to h, g. Note that Z ζ + S ζ and Z χ + S χ satisfy the zero boundary condition. As in [12] , we define the correctors, at y = 0, L 2 ,θ Using the cut-off function σ as in (4.17), we define 
Using the combinations 
To impose the boundary conditions for (4.32), we first obtain the general solutions of (4.32) which are
Here we note that
However, for r ± 3 , depending on the sign ofŪ 0 − N/λ we note that
where λ = λ n = nπ/L 3 . For supercritical modes, i.e.Ū 0 − N λ > 0, we observe that, for all λ = λ n > 0, there exist some c 1 , c 2 > 0,
Hence, we propose the following approximate formsθ ξ ,θ η ,θ v of θ ξ , θ η , θ v as
where the constants c 6 , c 8 , c 10 will be specified below.
OBL for
We have constructed θ
Thanks to the conditions (3.9), (3.11) and (3. 
OBL for u
Before we proceed, as we did in (4.29) and (4.28), using (4.42) and (4.43) we define the correctors, at
We determine the coefficients c 6 , c 8 inθ
Note that this quantity is zero at x = 0, y = 0, L 2 . Hence we just need to correct the boundary value at x = L 1 . From the explicit expressions of the correctors in (4.42) and (4.43), we obtain the approximate formθ We first correct the boundary value of u ε − u 0 at x = L 1 by setting To correct the boundary values of ψ ε − ψ 0 at x = L 1 , we set
From (4.49), (4.51) we then easily find c 6 , c 8 so that 
We have constructed boundary layers to resolve the discrepancies due to the outer solution U 0 along the boundary ∂M ′ . However, there are further discrepancies due to the boundary layers at the corners which will be discussed in Section 4.5. At this point, it is noteworthy to investigate the remaining boundary values as in Table 1 . Here, no further discrepancies near (0, 0), (0, L 2 ) arise and hence the corner boundary layers are suppressed at those two corners. This is because u 0 = v 0 = ψ 0 = 0 at (0, 0), (0, L 2 ) indicated from (3.13) for supercritical modes. However, we need to resolve the discrepancies at (
by the so-called corner boundary layers which we now introduce.
Corner boundary layers (CBL) for
As indicated in Table 1 we need to resolve the discrepancies at the corners (see Fig. 1 ) of thickness O( √ ε) and O(ε). To resolve all the discrepancies along ∂M ′ , using in (3.4) the stretched variables with the thickness of O(ε) and adding the stiff terms involving ελ 2 we introduce the corner boundary layers (ρ 
Table 1
Discrepancies along the boundaries ∂M ′ . Table 2 The boundary values of CBLs (ρ , t) , respectively. Thus, thanks to the superposition of solutions, we note thatφ
Similarly, we construct the corner boundary layers (ρ
(4.57)
From (4.56) we note the boundary values of the CBLs given in Table 2 where we used the fact that from (3.9) (v 
, and hence, all discrepancies indicated in Table 1 are thus resolved at y = 0, L 2 and no further ones occur.
Estimates on the boundary layers
Thanks to the explicit form of the approximate correctors, we easily estimate the correctors in the Sobolev spaces. We reintroduce here the dependence on n, i.e. λ = λ n = nπ/L 3 . Let us recall that we assume the compatibility conditions (3.3).
We first estimate the parabolic boundary layersφ un =φ 
Proof. Before we proceed, we recall that the solutionφ 1 un =φ is the inverse Fourier transform ofφ:
Thanks to the compatibility conditions (4.9), we first note thatĝ u (ω, 0) = 0. Hence differentiating in t and x, we obtain that, for i = 0, 1, For i = 0, m = 2, we see with (4.3) 1 that ε|φ 
This is valid for l = 0, 1. Here we used the following observation: integrating by parts
Hence, (5.1) follows using the fact that |y [10] ).
We next estimate the ordinary boundary layersθ 9) and for m = 0, 1, l = 0, 1,
where H ζ , H χ are as in (4.22) , Z ζ , Z χ as in (4.26), S ζ , S χ are as in (4.24)-(4.25), and
12) Proof. Recalling (4.22)-(4.27) it suffices, by symmetry, to estimate the following terms:
14)
2 n , and hence
where c 0 = (
We begin by estimating the first term H ζ . We infer from (5.14) that
Integrating over y, the estimate for H ζ follows.
Then, we estimate S ζ . We first estimate h(α y ) = h(x, α y , t) and, using (5.4) we find: for l = 0, 1, 20) and then estimate I(η) =  η 0 e −rnαy h(α y )dα y , η ≥ 0. Hence, we find
Hence, we find that
and thus
Differentiating (5.15) in y, we find that
Hence, taking the L Using (5.16) and (5.23) with y = 0, as we did in (5.19) we finally find that
This implies (5.11). The lemma thus follows.
Remark 5.2. From (5.17) we note that 
where 31) andγ is the trace operator at x = 0, L 1 .
Proof. We infer from the explicit expressions of the boundary layer correctors as in (4.45), (4.47), (4.52) that for n > n c and for 0 < c < 1: 
whereῩ n = (ρ un ,ρ vn ,ρ ψn ) is given in (4.56) and
Proof. By symmetry, it suffices to estimate Υ 
We first estimateΥ 1 n . For this, we need to estimate (
) which is the right-hand side of (5.36) with (ρ We note that the estimates as in Lemma 5.1 forφ
unx (L 1 , y, t) also hold. Letting then 
Thanks to the compact support of the cut-off functions σ(L 1 − x), σ(y), after elementary computations, we find that 40) which is exponentially small, and thus, we have y, t) . The terms with ελ 
Thus, using (4.41), (5.28), (5.23) and (5.27), the terms
) we thus deduce the same bound as (5.41) for R(ρ).
We are then ready to estimateΥ 
For the supercritical modes, observing thatŪ 0 − N/λ n > 0, we hence obtain
We now estimateῩ n = (ρ un ,ρ vn ,ρ ψn ) is given in (4.56) and thus (ρ un ,ρ vn ,ρ ψn ). For this, we just observe that
from Lemma 5.1, 48) and from Lemma 5.2, Multiplying (5.43) 1,2,3 by Φ, integrating over M ′ , and applying the Hardy inequality we then find that 
Global convergence analysis for the modes n > n c
In this section, we will confirm our choice for the correctors previously introduced and validate the approximations of the solutions of (2.1). Using the modal expansions and the boundary conditions chosen for U 02 we may write the global corrector in supercritical modes as
Here in (6.2), we collected all the correctors which resolve the boundary values between U ε and U 0 on
From (4.32) and (4.19) we first notice that, for all n ≥ 1, We now derive the equations for the quantities (θ u ,θ v ,θ ψ ), introduced in the definition of the global corrector (6.1):
(6.5c)
Proof of the main Theorem 3.1
We estimate the asymptotic errorW = (
For that purpose, we define the auxiliary correctors (θ φ ,θ w ), Using the auxiliary correctors (6.6), (6.5a)-(6.5c), we obtain from (2.1) and (2.7) the equation forW = (
where 9) and R 1 , R 2 , R 3 are as in (6.5a)-(6.5c), respectively. We further simplify (6.9). From (6.5) we find that We take, as in (2.6), the scalar product of (6.8) From the estimates of the boundary layers derived in Section 5 and in particular the pointwise estimates in the proofs therein we note that the term (L(W −W ), W ) = (L(Θ − Θ), W ) is exponentially small; it can be estimated and then absorbed by other norms. We now estimate the right-hand side of (6.14) term by term. We first see that
Here, by a b we mean a ≤ κb where κ > 0 is a constant independent of ε. Now, using the Hardy inequality, Remark 5.2 and Lemmas 5.1, 5.3 and 5.4, we deduce that From (6.14)-(6.19) we then obtain that
where Remark 6.1. For the subcritical modes (1 ≤ n ≤ n c ), since λ n is bounded andŪ 0 − N/λ n < 0, i.e. λ 1 ≤ λ n ≤ λ nc < N/Ū 0 , we have to modify the boundary layers constructed in Section 4. First, since λ n is bounded, the parameter ελ
