We propose a way of calculating the magnetic relaxation rate Q for anisotropic disk-shaped superconductors in the transverse magnetic field H, taking into account a flux-line curvature. It can be useful in analyzing experimental data on Q for single crystals of high-T c superconductors. With this method, the explicit formula for Q(H) is derived in the case of an isotropic disk with a creep activation barrier independent of magnetic induction. It is also shown that flux-line curvature in an anisotropic superconducting disk may result in a nonmonotonic Q(H). In addition, as an auxiliary result that may be of interest in itself, the critical state equations for an anisotropic disk are transformed to an easy-to-use form. ͓S0163-1829͑96͒01430-0͔
I. INTRODUCTION
At present there is a great body of experimental data on magnetic relaxation in high-T c superconductors. To describe the data the theory of Beasley et al. 1 ͒ However, all these theories were developed assuming that the spatial distribution of magnetic flux is one dimensional, i.e., strictly speaking, they are applicable to a cylinder in a field parallel to its axis or to a slab with a field in its plane. Single crystals of high-T c superconductors have the shape of thin platelets and the external magnetic field H, as a rule, is normal to the surface of the platelet in magnetic relaxation experiments. Then the magnetic flux lines are curved, and, strictly speaking, the results of Refs. 1-3 are unsuitable for an analysis of experimental data. Only when Hӷ͉H sf ͉ can one state with assurance that the magnetic relaxation rate, Qϵ(dM /d lnt), for a disk must coincide with the corresponding result for a cylinder of the same radius. ͑Here H sf is the self-field of currents in the critical state, t is the time, and M is the magnetic moment of a sample.͒
The magnetic relaxation in a thin superconducting disk in a transverse magnetic field was theoretically studied in Ref. 4 . In this reference, only the case of full flux penetration into the sample (HϾH sf z ) was treated where H sf z is the component of H sf that is normal to the disk plane. In addition, the creep activation barrier U was taken to be independent of the magnetic induction B, i.e., UϭU( j) where j is the current density ͓such a U implies that the critical current density j c , defined by U( j c )ϭ0, is also B independent͔. Under these assumptions, Q for the disk of radius R and thickness d coincides with the well-known result of Ref. 1 for the cylinder of the same radius, and is given by the formula ͓Eq. ͑15͒ of Ref.
4͔
Qϭ dR
͑1͒
where T is the temperature and U 0 ϵϪ j c ‫ץ/‪U‬ץ(‬ j) jϭ j c is the effective depth of a flux-pinning well. In this case, ( j c T/U 0 ) is the logarithmic rate of critical current decay.
With single crystals of high-T c superconductors in mind, in what follows we shall consider not-too-thin disks with
where (T) is the London penetration depth, H d is the component of H sf in the plane of the disk, and H c1 ab (T) is the value of the lower critical field in this plane. 5 Under these conditions the flux lines are severely curved in the superconducting disk unless HӷH sf z . Then, the assumption of the B-independent U can be met if the disk, i.e., the flux pinning in it, is isotropic. ͑Otherwise U is certain to depend on the direction of B.) Thus, when a curvature of flux lines occurs in a sample with anisotropic flux pinning, it is impossible to neglect the dependence of U on B, even though U is independent of ͉B͉, and a significant difference between the values of Q for the disk and the cylinder is likely. Indeed, the flux-line curvature results in the fact that j c and U 0 are not constants over the disk and hence Q is not given by Eq. ͑1͒ even with full flux penetration into the sample. Furthermore, Q does not need to be proportional to the ratio j c /U 0 averaged over the critical state of the disk, because changes of j ͑and thus M ) can be produced by variations in flux-line directions during the relaxation process. Such a mechanism of changes of the magnetic moment is absent in the cylinder, since the shape of the flux lines remains fixed there.
In Sec. II of this paper we propose a method of calculating the magnetic relaxation rate in anisotropic superconductors that have the shape of any axially symmetrical body. The method is based on the reduction of the magnetic relaxation problem to the calculation of some effective critical state. This approach is applicable to both the cases of full (HϾH sf z ) and partial (HϽH sf z ) flux penetration into the sample and there is no restriction on the B dependence of U. In the remainder of the paper we consider more closely the case of the disk with dӶR. It is shown in Sec. III that the appropriate equations can be simplified for the disk. In Sec. IV two results are obtained with these simplified equations. First, the explicit formula for the dependence of Q on H in the disk is derived in the case of UϭU( j). Second, it is shown that Q(H) may be a nonmonotonic function for anisotropic disk-shaped superconductors. Conclusions are given in Sec. V.
II. AXIALLY SYMMETRICAL BODY
Consider a uniaxial superconductor that has the shape of an axially symmetrical body with its axis aligned with that of the crystal. H is applied along this axis, too. At tϭ0 the external field either is abruptly turned on ͓zero-field-cooled ͑ZFC͒ regime͔ or decreases sharply from H to 0 ͑regime of remanent magnetization͒. We suppose that the minimum size of the sample considerably exceeds (T) and the characteristic value of the magnetic induction in the critical state ͑it is just H d for a disk͒ is far higher than H c1 (T). ͓These conditions are the generalization of inequalities ͑2͒ and a special treatment of the magnetic relaxation is necessary if one of them fails.͔ Then the geometrical barrier 6 generated by Meissner currents and the difference between B and the local value of a thermodynamic magnetic field are negligible. In addition, as in Refs. 1-4, we may consider the magnetic relaxation in the framework of the macroscopic approach. It is described by the equations
where E is the electric field intensity due to the flux-line motion. One has rϭ(,,z), jϭϯ ji , and EϭϯEi in the cylindrical coordinates with the z axis aligned with H. From here on the upper and lower signs correspond to ZFC and remanent magnetization regimes, respectively. The quantities j and E are always positive. Equations ͑3͒-͑5͒ must be supplemented by the relation between E and j. As in Refs. 1-4, one has
where U is the creep activation barrier and E 0 may be considered as a constant. 1 In the case under study UϭU( j,B). The explicit form of U depends on the flux-pinning model. It is convenient to transform formula ͑6͒ as follows. Differentiate Eq. ͑6͒ with respect to t,
and substitute (‫ץ‬B i /‫ץ‬t) and ‫ץ(‬ j/‫ץ‬t) resulting from Eqs. ͑4͒ and ͑5͒ into Eq. ͑7͒. In the case of the cylinder, it was shown 1 that Eqs. ͑3͒-͑5͒ and ͑7͒ admit the separation of the temporal and spatial variables to lowest order in the small parameter (T/U 0 )Ӷ1. This result can be readily extended to the case of any axially symmetrical body ͑see also Ref. 4͒ . We seek the solution in the form B͑r,t ͒ϭB͑ r,t 1 ͒ϩB͑ r͒ln͑t/t 1 ͒, ͑8͒
j͑r,t ͒ϭ j͑r,t 1 ͒ϩ j͑r͒ln͑t/t 1 ͒, ͑9͒
E͑r,t ͒ϭ͑ r͒/t, ͑10͒
where tуt 1 and the constant t 1 exceeds the duration of the nonlogarithmic relaxation of M which occurs at the initial stage of the process. The functions , j,B are fairly small ͓,B/B(t 1 ), j/ j(t 1 )ϳT/U 0 ͔ and thus the terms that are proportional to ln(t/t 1 ) may be omitted from the arguments of (‫ץ‬U/‫ץ‬B i ) and ‫ץ/‪U‬ץ(‬ j) in Eq. ͑7͒. Furthermore, B(r,t 1 ) and j(r,t 1 ) can be replaced by B c (r) and j c (B c ) which obey the critical state equations:
When a partially penetrated state occurs in the sample (HϽH sf z ), Eq. ͑12͒ is valid in the region of the body between its boundary ⌫ and some surface S ͑see Fig. 1͒ . In the remainder of the sample, i.e., in the region beneath S, jϭ0, BϭB(tϽ0), where B(tϽ0)ϭ0 for the ZFC regime and B(tϽ0)ϭH for the remanent magnetization regime. The surface S is defined by the equality
is also the boundary condition on B c . Another condition is that B should be continuous at ⌫. 
that follows from Eqs. ͑7͒-͑10͒. Here 
The set of equations ͑14͒-͑16͒ is akin to Eqs. ͑11͒ and ͑12͒. j fulfills the function of the critical current density ͑but j may be of either sign͒. It is linear in the ''induction'' B. B must be continuous at ⌫ and one more boundary condition on B is
Here B n is the component of B that is normal to S. ͓This condition follows from Eq. ͑14͒ and Bϭ jϭ0 in the region beneath S.
7
͔ Its tangential component, B t , at S can be found from the solution of Eqs. ͑14͒-͑17͒. Since B t ϭ0 beneath S, generally this component of B is discontinuous at this surface. The discontinuity of B t signifies the existence of ''currents'' circulating through S. Their appearance results from the fact that S separating the regions of jϭ0 and jϭ j c moves during the relaxation process. The surface density of these currents J s is expressible in terms of B t ͉ S by Eq. ͑15͒:
With this result we obtain the formula for Q,
The first integral is taken over the region between ⌫ and S. The second term describes the contribution of the surface ''currents'' to Q. Integration in it is carried out over S. Thus, the calculation of Q can be reduced to the treatment of two problems of the same type. First one calculates the critical state by Eqs. ͑11͒-͑13͒ and then the effective critical state in the same sample by Eqs. ͑14͒-͑17͒. In the case of the cylinder, it is easy to verify that this approach gives the result of Beasley et al. 1 The critical state in the superconducting disk was studied in Refs. 8-11. The proposed method enables one to use the results of these references to calculate Q in diskshaped superconductors.
III. DISK WITH dӶR
We now consider the case of a disk ͓Ϫd/2рz рd/2, (T)ӶdӶR͔ more closely. The above equations can be simplified if (d/R)Ӷ1. They are reduced to onedimensional integral equations and their computer solution is more readily obtainable. For definiteness, we shall discuss only the ZFC regime in the remainder of the paper ͑but the appropriate equations for the regime of remanent magnetization are given at the end of this section͒.
A. Critical state equations
Here we simplify the critical state equations ͑11͒-͑13͒. First let us transform them to the integral form. [8] [9] [10] [11] Given the expression for a magnetic field generated by a ring carrying a current, 7 B c can be found by integrating this expression over the volume of the disk. Eventually we have
where We shall show now that in formula ͑19͒ (⌬z) 2 can be neglected to the lowest order in (d/R) unless ϳd or (RϪ)ϳd. This statement is evident for l ϩ and k 0 . However, if RϾϾ s (z 0 )Ϫd, an interval of 0 (͉Ϫ 0 ͉Ͻd) exists that is a ''hazard'' to I Ϫ . Consider two cases: ͑1͒ RϪӷd, Ϫ s (z 0 )ӷd, and ͑2͒ ͉Ϫ s (z 0 )͉ϳd. In the first case let us take some L, so that dӶLӶmin͓RϪ, Ϫ s (z 0 )͔, and calculate the integral
in the sense of Cauchy's principal value. With the expansion of E(k 0 ) in the vicinity of k 0 ϭ1 we obtain
to the lowest order in (d/), whereas the integral over 0 in Eq. ͑19͒ is of the order j char . Here j char is the characteristic value of j c in the sample. In the second case D s (z 0 ) ϩL is not small:
but this is the case within a narrow range of z 0 that is of the order of
Here aϵ s (0) is a maximum value of s (z). Thus, after integration over z 0 , we obtain a small contribution of this term to B cz . Taken together, these estimates establish the above statement. Note that ⌬z must be taken into account in Eq. ͑19͒ when ϳd or (RϪ)ϳd. However, the contributions of these regions of the disk to integral quantities like M are of the order of (d/R) and ⌬z may be completely omitted from Eq. ͑19͒. In this approximation B cz is independent of z. The interchange of the order of integration in Eq. ͑19͒ gives the result
which is in complete agreement with the corresponding expression for an infinitely thin disk. 11 Here the integration is carried out in the sense of Cauchy's principal value, k 2 ϭ4r/(ϩr) 2 , and J(r) is the current density integrated over the disk thickness:
j͑r,z 0 ͒dz 0 .
In calculating J, it should be remembered that j(r,z 0 )ϭ0 for points (r,z 0 ) beneath S.
Let us now analyze Eq. ͑20͒. Simple estimates show that the region ͉ 0 Ϫ͉ϳd makes a major contribution to the integral over 0 if Rуу s (z 0 ). This is associated with a small denominator of I Ϫ , i.e., with l Ϫ 2 . The remainder of the integral and its value for Ͻ s (z 0 ) are comparatively small ͓they are of the order (d/R)͔. Thus it suffices to calculate Cϵ ⌬z
where integration is carried out over one of the intervals "ϪL,ϩL…, " s (z 0 ),ϩL…, (ϪL,R), in accordance with value of . After simple calculations that are analogous to the foregoing ones we obtain to the lowest order in (d/R) that
if (RϪ)ӷd and ͓Ϫ s (z 0 )͔ӷd. Here sgn(x)ϭ1 for xϾ0 and sgn(x)ϭϪ1 for xϽ0. If (RϪ)Ͻd or ͉Ϫ s (z 0 )͉Ͻd, ͉C͉ decreases sharply and becomes small. Since j(,z 0 )ϭ0 for Ͻ s (z 0 ), the integral over 0 in Eq. ͑20͒ can be described by formula ͑23͒ at any . Eventually we have
This implies the relation
which is the exact one for an infinitely thin disk. 11 In addition, the equation
and the boundary condition
follow from Eq. ͑24͒. ͑In deriving Eq. ͑26͒ the equality ͓d(sgnx)/dx͔ϭ2␦(x) has been used where ␦(x) is the delta function.͒ Thus, a small value of (d/R) enables one to neglect (‫ץ‬B cz ‫)ץ/‬ in Eq. ͑12͒. This result is easily understood. Indeed, the quantity B cz (,z) varies essentially over the scale R ͑in both of the coordinates͒, whereas B c (,z) is changed considerably through the thickness d. [8] [9] [10] Hence, ͉‫ץ‬B cz ‫͉ץ/‬ in Eq. ͑12͒ is small in comparison with ͉‫ץ‬B c /‫ץ‬z͉. The solution of Eqs. ͑26͒ and ͑27͒ can be found ͑see below͒ if it is remembered that j(,z)
Let us now discuss condition ͑13͒. Two equalities
and B c ͑ ,z ͉͒ S ϭ0, ͑28͒
result from this condition ͑we have also taken into account that B cz is independent of z). The first equality is easily understood with visual considerations ͑see Fig. 1͒ . Indeed, if dӶR, the surface S and hence flux lines near it are practically parallel with the disk plane. Equality ͑28͒ takes the place of boundary condition ͑27͒ in the region Ͻa since, as seen from Fig. 1 , currents do not circulate across the whole thickness of the disk there. We now write out the final form of the simplified critical state equations. The functions b () and b z () provide the shortened description of the critical state in the disk. They obey the equations
where L b is defined by formula ͑22͒. ͑Equation ͑29͒ follows from Eqs. ͑21͒ and ͑25͒. Relation ͑30͒ between b and b z results from the solution of Eqs. ͑26͒ and ͑27͒.͔ Equations ͑29͒ and ͑30͒ are valid for the fully penetrated critical state. When a partially penetrated critical state occurs in the sample, they are true for Ͼa. In the region Ͻa we have
The condition determing a is that b z () must be continuous at ϭa. Equations ͑29͒-͑31͒ suffice to calculate b z () and b (). Then the relation 2 c
resulting from Eqs. ͑26͒ and ͑28͒ determines the surface S.
Here z s () is the positive root of s (z)ϭ. Finally, taking into account formula ͑25͒, we obtain the magnetic moment of the disk in the critical state:
It should be noted that, in fact, Eqs. ͑29͒ and ͑31͒ were given in Ref. 11 . As pointed out in this reference a relation between J ͑i.e., b ) and b z in the region Ͼa is required to find the solution of these equations. Such a relation was not derived in Ref. 11 because the disk was considered as an infinitely thin one. The solution of the equations was obtained there when b ϭconst for Ͼa. Here we have derived the relation between b and b z . It is just Eq. ͑30͒. According to this formula, the condition b ϭconst corresponds to an isotropic case with j c ϭconst. Equations ͑29͒-͑33͒ provide the possibility of calculating M c in the general case of an anisotropic flux pinning in the superconducting disk.
B. Effective critical state equations
Now we simplify Eqs. ͑14͒-͑17͒. Since these equations are akin to Eqs. ͑11͒-͑13͒, we can use the results of Sec. III A. Then the functions b ͑ ͒ϵB ͑ ,zϭd/2͒, b z ͑ ͒ϵB z ͑ ,z ͒ (B z is independent of z inside the disk͒ provide the shortened description of the effective critical state. They obey the equations
for Ͻa and
for Ͼa. However, the relation which substitutes for Eq. ͑30͒ is modified. This is due to the fact that, according to Eq. ͑16͒, j depends not only on B , but on B c as well. To derive the relation between b and b z in this case let us find the solution of the equation
with the boundary condition B ͑ ,zϭ0 ͒ϭ0, taking into account the equality
͓This equality is obtained if one differentiates the identity U( j c ,B c )ϭ0 with respect to z and allows for Eq. ͑26͒ and (‫ץ‬B cz /‫ץ‬z)ϭ0.͔ After simple calculations, we have the required relation between b and b z in the region Ͼa:
Here the functions F i (b ,b z ) are of the form
where V 1 ϭT and V 2 ϭU B z
In deriving Eqs. ͑37͒ and ͑38͒, the integration over z has been trasformed to the integration over B by Eq. ͑26͒. Equations ͑34͒, ͑35͒, ͑37͒, and ͑38͒ suffice to calculate b () and b z (). 12 Knowing b , the surface density of the ''currents'' circulating through S, J s ϭ͑c/4 ͒B ",zϭz s ͑ ͒… is obtainable from the relation
This formula results from the solution of Eq. ͑36͒ in the region Ͻa. Finally, Eq. ͑18͒ is modified as follows:
Thus, at given U( j,B), we have the following way of calculating Q for the disk. First we find the solution of Eqs. ͑29͒-͑31͒ ͓i.e., b (), b z (), and a͔ and then the solution of Eqs. ͑34͒, ͑35͒, ͑37͒, and ͑38͒ ͓i.e., b () and b z ()͔. Finally, Q is calculated by Eq. ͑40͒. In this section the ZFC regime has been considered. To obtain the appropriate equations in the case of the regime of remanent magnetization, one changes the signs in the righthand sides of Eqs. ͑30͒ and ͑32͒, sets Hϭ0 in Eqs. ͑29͒ and ͑31͒, and replaces zero in the right-hand side of Eq. ͑31͒ by B z (tϽ0)ϭH and j c (b,0) in Eq. ͑32͒ by j c (b,H). As for Eqs. ͑34͒, ͑35͒, and ͑37͒-͑40͒, they remain the same. It should only be remembered that b Ͻ0 for the ZFC regime and b Ͼ0 for the regime of remanent magnetization.
IV. DISCUSSION
Let us apply the obtained results to the case UϭU( j). 13 Then j c ϭconst, F 1 ϭϪ(Tb /U 0 ),F 2 ϭ0, and from Eq. ͑30͒ follows b (Ͼa)ϭϪH d ϭconst. In this case Eqs. ͑29͒ and ͑31͒ coincide with those solved analytically 11 
