Power control has been shown to be an e ective way to increase capacity in wireless systems. In previous work on power control, it has been assumed that power levels can be assigned from a continuous range. In practice, however, power levels are assigned from a discrete set. In this work, we consider the minimization of the total power transmitted over given discrete sets of available power levels subject to maintaining an acceptable signal quality for each mobile. We have developed distributed iterative algorithms for solving a more general version of this integer programming problem, which is of independent interest, and have shown that they nd the optimal solution in a nite number of iterations which is polynomial in the number of power levels and the number of mobiles.
1 Introduction E cient resource utilization is a primary problem in cellular communications systems. Resource issues include assigning transmit power levels to users subject to acceptable signal quality, providing varying levels of service to di erent priority classes, and maintaining connections in the presence of user movements. Given a set of users that wish to be connected, transmit power levels must be assigned. We propose a distributed algorithm that determines if there is a power assignment providing an acceptable signal quality for each user and if so, provides a solution that minimizes the total transmitted power. Minimizing energy consumption is important when users have limited battery power.
A great deal of work has been done on power control. Algorithms have been developed and shown to minimize the number of channels required to accommodate every user PaT98], to maximize the minimum signal to noise ratio (SNR) with a constraint on the total transmitted power GZY95], and to minimize the total transmitted power RuB97], YaH95]. However, these algorithms all assume that power can be allocated from a continuous range. Our work does not make such assumptions and restricts assigned power levels to be from given discrete sets, more accurately re ecting actual systems. In addition, while our algorithms can be used to assign power levels in order to minimize the total transmitted power subject to obtaining acceptable SNRs for each mobile, our formulation is more general and can be applied to other linear and nonlinear integer programming problems, which are of independent interest. Furthermore, we show that our algorithms admit an on-line and distributed implementation, allowing the addition and deletion of constraints which correspond to arrivals and departures of users.
We rst formally de ne in Section 2 the problem which we are addressing. Then, in Section 3, we generalize the problem to an integer programming problem with certain constraints. In Section 4, we develop an iterative algorithm for solving this integer programming problem and show that the algorithm solves the problem in a nite number of iterations. The algorithm is simple to implement, can be implemented in a distributed environment, and requires computation which is polynomial in the number of variables and the cardinality of the discrete sets. In Section 5, we discuss variations of the iterative algorithm involving the addition and deletion of constraints. In Section 6, we discuss distributed versions of the iterative algorithm. In Section 7, we describe some computational results.
Problem Formulation
We consider a system of N cells in which M mobiles are to establish a connection. Each cell contains a single base station. Depending on the distance between a mobile and a base station as well as path loss, fading, and shadowing, the power received at base station s that is transmitted by mobile i is attenuated by a gain g is . Mobile i can communicate with a base station provided its signal to noise ratio is above some given threshold T i . We are given a nite set X i of discrete power levels from which to assign to mobile i. The goal is to determine whether there exists an assignment of power levels and base stations to all mobiles so that each mobile's signal to noise ratio is acceptable, and if so, nd an assignment that minimizes the total transmitted power.
Let w i denote the power transmitted by mobile i and s i denote the base station to which mobile i is assigned. The signal to noise ratio of mobile i at base station s i is then SN The relaxed version of problem (P c ), in which the power levels at which the mobiles are transmitting are selected from continuous intervals, can be solved by an iterative algorithm described by Yates and Huang YaH95] . At each iteration of their algorithm, each mobile adjusts its power to the minimum power necessary to obtain the threshold SNR at some base station under the assumption that all other users maintain their previous power levels. They show that synchronous and asynchronous versions of the algorithm converge to optimal solutions.
In the next section, we describe an integer programming generalization of problem (P c ) and provide an iterative algorithm to solve it. This algorithm is similar to that of Yates and Huang for the relaxed version of the power control problem.
Integer Programming Generalization
In this section, we provide an integer programming generalization of the power control problem, (P c ), described above. We consider a cost minimization problem with the following form: It can be seen that the power control problem is a special case of problem (P ). This is illustrated in the following example for the case of just two mobiles and two base stations.
Example 1: Consider the power control problem in which we have two mobiles and two base stations. The power levels are constrained to be integers less than or equal to some positive integer C. The problem can be formulated as a problem of type (P ) as follows: min w 1 + w 2 subject to w i 2 f0; 1; : : : ; Cg; i = 1; 2: The problem is illustrated in Fig. 2 for the case where g 11 = 4=5; g 21 = 4=5; T 1 = T 2 = 3=4; g 12 = 1=4; g 22 = 2=3; and 1 = 2 = 1:
The feasible region for each of the constraints are indicated in parts (a) and (b), and the intersection is indicated in part (c) The optimal solution is w = (3; 2). Note that the feasible region need not be a convex polyhedron. Let X denote the Cartesian product of X 1 ; : : : ; X M :
For any x = (x 1 ; : : : ; x M ) 2 X, i 2 f1; : : : ; M g, and z 2 X i , we make the following assumptions regarding (P ): 
In the case where the constraint functions h i are linear, Assumption 1 is satis ed if the corresponding constraint matrix has positive elements along the diagonal and nonpositive elements o the diagonal. As was seen in Ex. 1, the power control problem (P c ) is a special case of (P ). It is straightforward to show that it satis es Assumptions 1 and 2.
In general, we can view (P ) as a problem involving the allocation of discrete resources to M users. The resource allocation is represented by the vector x, where x i is the quantity of resource allocated to user i. Each user i requires that some objective, or constraint, is met, i.e., h i (x) b i . Assumption 1 essentially speci es that the e ects of resources allocated to other users impede or have no e ect on a user's ability to satisfy its constraint. Assumption 2 speci es that resources have nonnegative incremental costs. The goal is to minimize some function of the resources being allocated subject to satisfying each user's constraint. This integer programming problem and the algorithms described in this paper should be useful in contexts more general than power control.
Algorithms for Solving Problem (P)
In this section, we describe an algorithm that will determine an optimal solution of problem (P ) if one exists. If the problem has no feasible solution, the algorithm will determine that none exists. Note that if the problem is feasible, there is an optimal solution since there can be only a nite number of feasible points.
We rst de ne some additional notation:
= value of x after the tth iteration of an algorithm. x(t) x(t 0 ) means x i (t) x i (t 0 ); i = 1; : : : ; M: x(t) < x(t 0 ) means x i (t) x i (t 0 ); i = 1; : : : ; M; where x i (t) < x i (t 0 ); for some i: We assume that we start with a point x(0) = (x 1 (0); : : : ; x M (0)) such that if (P ) has a feasible solution, x(0) satis es x(0) x , where x = (x 1 ; : : : ; x M ) is some optimal solution. (An optimal solution is guaranteed to exist when (P ) has a feasible solution since the sets X i are assumed nite.) One possibility is to set x i (0) to the minimum value in X i :
x i (0) = minfz 2 X i g; i = 1; : : : ; M:
If problem (P ) has no feasible solution, there is no restriction on x(0). Note that if x(0) is feasible, then since x(0) x and Assumption 2 holds, x(0) must be optimal.
We de ne the set V i , for i = 1; : : : ; M , as follows:
Essentially, x is an element of V i if it satis es the ith constraint. For the problem in Ex. 1, the shaded regions in parts (a) and (b) of Given a point x(t) = (x l (t); : : : ; x M (t)) such that x(t) 2 X, select some index i 2 f1; : : : ; M g satisfying x(t) 6 2 V i .
If no such i exists, the algorithm terminates and returns the point x(t). (It will be shown that in this case, x(t) is optimal.) If such an i does exist, then if the set S i (x(t)) is empty, the algorithm terminates (it will be shown that in this case, the problem is infeasible). Otherwise, set x i (t + 1) to the smallest value in the set S i (x(t)); i.e., set x i (t + 1) to the smallest value in X i such that x(t + 1) 2 V i . For i 6 = i, we set x i (t + 1) = x i (t):
min S i (x(t)) for i = i x i (t) for i 6 = i; i = 1; : : : ; M:
The Minimum Feasible Value Assignment algorithm starts with an initial point x(0) and continuously applies the iteration described by Eq. 3 until a termination condition is reached. It is illustrated by the example that follows. As noted previously, the problem satis es Assumptions 1 and 2. The results of applying the MFVA algorithm to this problem is illustrated in Fig. 3 . The darkly shaded region represents the feasible region in which both constraints are satis ed. The lightly shaded region represents the region in which neither constraint is satis ed. At each iteration of the algorithm, each component remains less than or equal to that of the optimal solution, and a di erent constraint is satis ed, possibly causing a previously satis ed constraint to no longer be satis ed. The sequence of points generated by the algorithm therefore alternates between the regions where exactly one of the constraints is satis ed until a point is reached in which both of the constraints are satis ed. To prove that the algorithm terminates, we rst show that each application of iteration (3) to a vector x(t) results in a vector x(t + 1) such that one component is strictly greater than the corresponding component of x(t), i.e., that x i (t + 1) > x i (t), for some i 2 f1; : : : ; M g, while the remaining components remain unchanged. The number of iterations involving updating any particular component x i is then bounded by the number of values in the set X i since once x i is equal to the maximum value in X i , the set S i (x) must be empty. The number of iterations is therefore bounded by the number of values in all of the sets of X i .
Proposition 1: If x(t) 6 2 V i for some i 2 f1; : : : ; M g and S i (x(t)) is nonempty, then x i (t) < min S i (x(t)).
Proof: Since x(t) 6 2 V i , we have x i (t) 6 2 S i (x(t)). As a result, we obtain h i (x(t)) < b i :
For any z 2 S i (x(t)), we have
Combining Eqs. 4 and 5, we have
From Assumption 1, Eq. 6 and Eq. 2 imply that x i (t) < z.
As a result of Prop. 1, an iteration of the MFVA algorithm starting with a vector x(t) yields a vector x(t + 1) of which the ith component is strictly greater than that of x(t). Therefore, the MFVA algorithm terminates after a nite number of iterations for any initial point x(0). The algorithm either terminates when the current point x(t) satis es x(t) 2 V i for i = 1; : : : ; M , or when the set S i (x(t)) is empty for some i 2 f1; : : : ; M g such that x(t) 6 2 V i . The following proposition and corollary show that given an appropriate starting point x(0), the algorithm will terminate with an optimal solution in the former situation when the problem is feasible and will terminate in the latter situation when the problem is infeasible. In what follows, x refers to some optimal solution whenever problem (P ) is feasible. If problem (P ) is not feasible, x refers to the point such that x i = maxfz 2 X i g for i = 1; : : : ; M .
Proposition 2: If problem (P ) is feasible, and x(t) satis es x(t) x and x(t) 6 2 V i for some i 2 f1; : : : ; M g, then the set S i (x(t)) is nonempty. Therefore, we have h i (x) b i , and it follows that x i is an element of S i (x(t)). Therefore, S i (x(t)) is nonempty. The minimum of this set must be less than or equal to x i , and it therefore follows from Prop. 1 that x i (t) < min S i (x) x i :
It follows from Prop. 2 that if an iteration of the MFVA algorithm is executed, we have x(t) < x(t + 1) x .
Corollary 3: Given an initial starting point x(0) x , the MFVA algorithm terminates in a nite number of iterations under one of the following two conditions: either we have x(t) 2 V i for i = 1; : : : ; M , in which case x(t) is an optimal solution to (P ), or the set S i (x(t)) is empty for some i 2 f1; : : : ; M g such that x(t) 6 2 V i , in which case there is no feasible solution to (P ). Proof: We have shown that the MFVA algorithm terminates and that when this occurs, either the current point x(t) satis es x(t) 2 V i for i = 1; : : : ; M , or the set S i (x(t)) is empty for some i 2 f1; : : : ; M g such that x(t) 6 2 V i . Consider the former situation, and let x(t) be the resulting vector. Then we have x(t) 2 V i for i = 1; : : : ; M , and therefore x(t) is feasible. By induction using the results from Prop. 2, we have x(t) x , so x(t) must be optimal. Consider next the latter situation. If S i (x(t)) is empty for any i such that x(t) 6 2 V i , then from Prop. 2, problem (P ) is infeasible.
The main idea of the algorithm is to increase some component x i (t) of x(t) at each iteration while keeping x(t) x . Each component x i can be adjusted at most jX i j times, where j j denotes the cardinality of a set. There are therefore at most P M i=1 jX i j or max i=1;:::;M jX i jM iterations, by which point either the optimal solution has been found, or it is determined that the problem is infeasible.
As noted earlier, if during a particular iteration of the MFVA algorithm, i is some index satisfying x(t) 6 2 V i and the set S i (x(t)) is not empty, then S i (x(t)) consists of points greater than or equal to x i (t). We can construct a variant of the MFVA algorithm in which instead of setting x i (t+1) to the smallest value in S i (x(t)), we simply increase x i (t+1) to the next higher value in the set X i . It is straightforward to show that this single-step variant of the MFVA algorithm also nds the optimal solution of (P ) if one exists in a nite number of iterations, and that it has the same complexity bound on the number of required iterations as the standard MFVA algorithm. This variant may be useful in contexts where it is di cult to determine the set S i (x(t)). For instance, in the power control problem, it may be possible to only determine whether a mobile user has a su cient signal to noise ratio and not to determine what power level is necessary to satisfy the signal to noise threshold if the current ratio is not su cient. In this case, the power level of the mobile user can be incrementally increased until its threshold ratio is reached. Computational experiments show that the number of iterations required for the variant to nd the optimal solution is typically less than 5% greater than the number required for the standard MFVA algorithm to nd the optimal solution, so the potential convenience a orded by the variant described may be well worth the extra computation involved.
5 Modifying the Constraints of Problem (P ) In a cellular network, the number of users that need to be connected to the base station varies as users arrive and depart. The optimal power assignments change as a result of the arrivals and departures. In this section, we consider how the optimal solution to (P ) changes when the problem is modi ed as a result of increasing or decreasing the dimension of the optimization vector x, as well as adding or removing a constraint. In the context of the power control problem, this corresponds to the arrival or departure of a mobile.
Given an optimal solution x to problem (P ), we will show that an optimal solution to a new problem (P) that augments problem (P ) with an additional constraint can be found by using x as a starting point for the MFVA algorithm. Given an optimal solution x to problem (P ), we will show that an optimal solution to a new problem ( P ) that removes a constraint from problem (P ) can be found by using x as a starting point for an \inverse" algorithm that nds an appropriate starting point for the MFVA algorithm.
Addition of a Constraint
Assume problem (P ) is feasible and we have an optimal solution. Suppose we are given a new problem (P ) that di ers from the original in that the dimension of the optimization vector is increased by one, and it has one more constraint. Problem (P ) has the form Using an optimal solution to the original problem as a partial starting point, the MFVA algorithm can be used to solve the new problem, as shown in the next proposition.
Proposition 4: Let x be an optimal solution of (P ). Letx be an optimal solution of (P ) if (P ) is feasible, and letx be such thatx i = maxfz 2 X i g for i = 1; : : : ; M + 1; if (P ) is not feasible. Given the starting pointx(0) = (x 1 (0); : : : ;x M+1 (0)), wherex i (0) satis esx i (0) x i for i = 1; : : : ; M andx M+1 (0) satis es 0 x M+1 (0) x M+1 , the MFVA algorithm terminates in a nite number of iterations under one of the following two conditions: either we havex(t) 2 V i for i = 1; : : : ; M + 1, in which casex(t) is an optimal solution to (P ), or the set S i (x(t)) is empty for some i 2 f1; : : : ; M + 1g such thatx(t) 6 2 V i , in which case there is no feasible solution to (P).
Proof: Due to Corollary 3, it is su cient to show that if (P) is feasible, The rst three inequalities follow from Assumption 1 and the fact that we have 0 x M+1 (0) x . The last inequality follows sincex is feasible for problem (P).
x is therefore a feasible solution to problem (P ). Since for some i 2 f1; : : : ; M g, we have x i >x i , it follows that f (x) < f (x ), andx is a better solution than x to problem (P ), yielding a contradiction.
To insure that x M+1 (0) x M+1 , we can initialize x M+1 (0) as follows:
x M+1 (0) = minfz 2 X M+1 g:
Removal of a Constraint
Assume problem (P) is feasible and we have an optimal solution. We are given a new problem (P ) that di ers from the original in that it has one fewer variable and one fewer set of constraints. As in Sec. 5.1, if x M+1 = 0, we havê f (x 1 ; : : : ; x M+1 ) = f (x 1 ; : : : ; x M ); andĥ i (x 1 ; : : : ; x M+1 ) = h i (x 1 ; : : : ; x M ); i = 1; : : : ; M: We also use the same assumptions as in Sec. 5.1.
Letx be some optimal solution to (P). Sincex is feasible for (P ), we havê Therefore,x is feasible for (P ), and (P ) has an optimal solution. In order to nd an optimal solution to problem (P ), we can start with a solution x(0) initialized as follows:
x i (0) = minfz 2 X i g; i = 1; : : : ; M; and run the MFVA algorithm to solve problem (P ). Another possibility, which aims at a better starting point x(0), is to initialize x(0) as x i (0) =x i ; i = 1; : : : ; M; and run an \inverse" version of the MFVA algorithm. Recall that during an iteration of the MFVA algorithm, some component of x is increased to the smallest value in its feasible set so that its corresponding constraint is satis ed. Consider an \inverse" algorithm in which an iteration consists of some component of x being decreased to the smallest value in its feasible set so that its corresponding constraint is still satis ed. As illustrated in Fig. 4 , such an algorithm may not nd an optimal solution.
Instead, we consider an alternative \inverse" version of the MFVA algorithm that obtains a point x = (x 1 ; : : : ; x M ) such that x x , and then run the MFVA algorithm starting with x. This \inverse" algorithm is described below. We rst de ne for i = 1; : : : ; M , the set U i as follows: U i = fx 2 X j h i (x) b i ; g : For i = 1; : : : ; M , we also de ne the following set of scalars associated with a point x 2 X: R i (x) = fz 2 X i j h i (x 1 ; : : : ; x i?1 ; z; x i+1 ; : : : ; x M ) b i ; g : in the case where a constraint is removed. The algorithm iteratively decreases some component so that its corresponding constraint is still satis ed. Starting at the point (4,4), the algorithm terminates at the point (3,3) even though the optimal solution is the point (2,2).
Note that the sets U i and R i (x) are analogous to the sets V i and S i (x) de ned in Sec. 4. In these sets, the inequalities are reversed. Also note that by de nition of the two sets, if x is not an element of U i for any i = 1; : : : ; M , then R i (x) can not contain any values greater than or equal to x i due to Assumption 1. Furthermore, if x max i is the maximum value of R i (x), then R i (x) is the set of values in X i that are less than or equal to x max i : R i (x) = fz 2 X i j z x max i g; i = 1; : : : ; M: Typical Iteration of the Maximum Infeasible Value Assignment (MIVA) Given a point x(t) = (x 1 (t); : : : ; x M (t)) such that x(t) 2 X, select some index i 2 f1; : : : ; M g satisfying x(t) 6 2 U i .
If no such i exists, the algorithm terminates and returns the point x(t). (It will be shown that in this case, x(t) is optimal.) If such an i does exist, then if the set R i (x(t)) is empty, the algorithm terminates (it will be shown that in this case, the problem is infeasible).
Otherwise, set x i (t + 1) to the largest value in X i such that x(t + 1) 2 U i ; i.e., set x i (t + 1) to the largest value in the set R i (x(t)). For i 6 = i, we set x i (t + 1) = x i (t):
max R i (x(t)) for i = i x i (t) for i 6 = i; i = 1; : : : ; M:
The Maximum Infeasible Value Assignment algorithm starts with an initial point x(0) and continuously applies the iteration described by Eq. 7 until a termination condition is reached. It is illustrated by the example below. Using the MFVA algorithm, we can obtain the optimal solution w = (11; 11; 11). Suppose the second mobile user ends its connection, resulting in the following problem: Using the resulting point from the original problem, w = (11; 11), as the starting point, running the MIVA algorithm results in the pointŵ = (1; 1). The progression of the algorithm is illustrated in Fig. 5 . Note thatŵ i w i , for i = 1; 2, where w = (2; 2) is the optimal solution for this problem (P ), and thereforeŵ would be an appropriate starting point for the MFVA algorithm.
The proof of the algorithm terminating in a nite number of iterations is analogous to that of the MFVA algorithm. As in that case, each application of the iteration to a vector x(t) results in a vector x(t + 1) such that one component is strictly less than the corresponding component of x(t), i.e., that x i (t + 1) < x i (t), for some i 2 f1; : : : ; M g, As shown in the following proposition, given an appropriate starting point, the MIVA algorithm will terminate with an optimal solution to problem (Q) if (Q) is feasible. If (Q) is not feasible, the algorithm will terminate without a solution.
Proposition 5: Let x be an optimal solution to problem (Q) if (Q) is feasible. If (Q) is not feasible, let x be such that x i = minfz 2 X i g for i = 1; : : : ; M + 1.
Given a starting point x(0) x , the MIVA algorithm terminates in a nite number of iterations under one of the following conditions: either we have x(t) 2 U i for i = 1; : : : ; M , in which case x(t) is an optimal solution to (Q), or the set R i (x(t)) is empty for some i 2 f1; : : : ; M g such that x(t) 6 2 U i , in which case there is no feasible solution to (Q).
Proof: The proof is analogous to those of Prop. 2 and Cor. 3 and is omitted.
Returning to the problem of nding an optimal solution to (P ) given an optimal solution to (P), we propose to run the MIVA algorithm starting with the point x(0) initialized as follows:
x i (0) =x i ; i = 1; : : : ; M; (8) wherex is an optimal solution to (P ). If the algorithm terminates with a solution, we use the resulting point x as a starting point for the MFVA algorithm. If the algorithm terminates without a solution, we use the point x, where x i = minfz 2 X i g as a starting point for the MFVA algorithm. For this method to yield an optimal solution to problem (P ), we need the following condition. Under this condition, we can show that the proposed algorithm will nd an optimal solution to problem (P ). Note that the constraints provided by Eq. 9 and Eq. 10 form the feasible regions of (Q) and (P ), respectively. In what follows, let x denote an optimal solution to problem (Q) if (Q) is feasible. If (Q) is not feasible, let x be the point such that x i = minfz 2 X i g; i = 1; : : : ; M:
(11) Proposition 6: Let the Constraint Monotonicity Condition hold and consider the following sequence of steps. Starting with a point x(0) initialized according to Eq. 8, run the MIVA algorithm. If the algorithm nds an optimal solution to problem (Q), let x be this solution. Otherwise, if problem (Q) is infeasible, let x be the point given in Eq. 11. Run the MFVA algorithm starting with the point x. The resulting vector is an optimal solution to problem (P ).
Proof: We have already shown that the point x(0) is feasible for problem (P ).
As a result of the Constraint Monotonicity Condition, x(0) satis es x(0) x . The MIVA algorithm will therefore nd an optimal solution to (Q) if problem (Q) is feasible. Also as a result of the Constraint Monotonicity Condition, any solution x to (Q) satis es x x , where x is any optimal solution to (P ). If (Q) is not feasible, the point x given by Eq. 11 also satis es x x . Since (P ) has an optimal solution, it follows from Corollary 3 that running the MFVA algorithm starting with x will result in an optimal solution.
It can be shown that the power control problem satis es the Constraint Monotonicity Condition. If the Constraint Monotonicity Condition does not hold, the sequence of steps described in Prop. 6 is not guaranteed to nd an optimal solution to problem (P ) since any optimal solution x of problem (Q) may not satisfy x i x i , for i = 1; : : : ; M , where x is some optimal solution to problem (P ). To guarantee nding an optimal solution to problem (P ) we can start with a solution x(0) initialized as follows:
x i (0) = minfz 2 X i g; i = 1; : : : ; M;
and run the MFVA algorithm to solve problem (P ).
The following proposition provides an alternative condition under which the Constraint Monotonicity Condition holds. 
Distributed Algorithms
In this section, we consider synchronous and asynchronous distributed versions of the MFVA algorithm. We assume that problem (P ) is feasible and show that the algorithms will nd an optimal solution to problem (P ) in a nite number of iterations. If problem (P ) is not feasible, the arguments below can be modi ed to show that in this case, similar to the sequential version, the distributed algorithms will terminate with an infeasible solution.
6.1 Synchronous MFVA Given a point x(t) = (x 1 (t); : : : ; x M (t)) such that x(t) 2 X, we assume we have M processors, each of which is responsible for updating a component of x(t). Speci cally, for i = 1; : : : ; M , we have x i (t + 1) = d i (x 1 (t); : : : ; x M (t)) ; where x i is updated by processor i according to some given function d i . We also assume the updates occur simultaneously, and each processor receives all of the updated values in time for the next iteration. The synchronous parallel version of the MFVA algorithm is given below and illustrated in Fig. 6 . Given a point x(t) = (x 1 (t); : : : ; x M (t)) such that x(t) 2 X, each processor i such that x(t) 6 2 V i , sets x i (t + 1) to the smallest value in the set S i (x(t)); i.e., x i (t + 1) is the smallest value in X i such that x(t + 1) 2 V i . Each processor i such that x(t) 2 V i , sets x i (t + 1) = x i (t):
min S i (x(t)); if x(t) 6 2 V i ; x i (t); if x(t) 2 V i :
The following proposition shows that given an appropriate starting point, this algorithm obtains an optimal solution to problem (P ) in a nite number of iterations. Proposition 8: Let x be some optimal solution to problem (P ). Suppose the synchronous distributed version of the MFVA algorithm described by Eq. 13 is run with a starting point x(0) x . Then for some nite t, x(t) is an optimal solution to (P ) for all t t.
Proof: From Prop. 2, we have that x i x i (t + 1) > x i (t) for all i such that x(t) 6 2 V i . During each iteration for which we have x(t) 6 2 V i for at least some i, at least one component of x is strictly increased. Since the number of times each component of x can be increased is nite, the number of such iterations must also be nite. Therefore, for some nite t, we must have x( t) 2 V i for i = 1; : : : ; M , so x( t) must be feasible. By induction, we have x( t) x , so x( t) must be optimal.
According to the algorithm, we have x(t + 1) = x(t) for t t since x( t) 2 V i , for i = 1; : : : ; M .
Note that as currently stated, the algorithm continues inde nitely, even after an optimal solution has been obtained. One possible method for determining when an optimal solution has been obtained is for each processor to compare updated values of components with the previous values. When none of the components has changed, x(t) is an optimal solution and processors no longer need to update their components.
Asynchronous MFVA
In describing the asynchronous distributed version, we use the framework presented in ( BeT89], x6.1). Let x(t) = (x 1 (t); : : : ; x M (t)), where x i (t) = Value of the ith component of x at time t:
We assume that there is a set T = f0; 1; 2; : : :g of times at which one or more components x i (t) of x(t) are updated. Let T i be the set of times at which x i (t) is updated. As in the synchronous case, we assume we have M processors, each of which is responsible for updating a component of x(t). Here, however, we assume that the processors do not necessarily have access to the most recent values of the other components. Speci cally, we assume that for any i; j 2 f1; : : : ; M g, i j (t) is the time at which the value of the jth component that was most recently available at the processor updating x i (t) was last updated. Therefore, if each processor used the values of components most recently received, we would have Note that a processor may not necessarily receive updated values of a component in the order that they were sent; i.e., i j (t 1 ) < i j (t 2 ); for t 1 < t 2 ; may not necessarily hold.
The asynchronous version of the MFVA algorithm is given below.
For all i = 1; : : : ; M and all t 2 T i , let x i (t) = (x i 1 (t); : : : ; x i M (t)) be the vector of components being stored at time t by the processor updating x i (t). We j ( i j ( t)); j = 1; : : : ; M: Note that the values used to update x i (t) are the maximum of the ones received for each component instead of the ones most recently received. As will be seen in Prop. 9, updates of any component results in a value that is greater than or equal to the previous value. Therefore, using the maximum of the values received results in using the most recently updated values.
The following proposition shows that given an appropriate starting point, this algorithm eventually obtains an optimal solution to problem (P ).
Proposition 9: Let x be some optimal solution to problem (P ). Suppose the asynchronous distributed version of the MFVA algorithm described by Eq. 14 is run with a starting point x(0) x . Let the setT T be the set of times in which at least one component's value is changed. Then the setT contains a nite number of elements. Furthermore, if t is the maximum element ofT , then x( t) is an optimal solution to (P ).
Proof: From Prop. 2, we have that x i x i (t + 1) > x i (t) for all i such that t 2 T i and (x i 1 (t); : : : ; x i M (t)) 6 2 V i . If t 6 2 T i or (x i 1 (t); : : : ; x i M (t)) 2 V i , we have x i (t+1) = x i (t). Since the number of times each component of x can be increased is nite, the setT must contain a nite number of times. Let t be the maximum value inT . Since each update sent by a processor is eventually received by every other processor, we must have (x i 1 ( t); : : : ; x i M ( t)) 2 V i for i = 1; : : : ; M , and x i j ( t) = x j ( t) for i; j = 1; : : : ; M . Therefore, x( t) must be feasible. By induction, we have x( t) x , so x( t) must be optimal.
We do not discuss the issue of detecting when an optimal solution has been found.
This issue is addressed in BeT89], x8.1, as well as in SaB96] . A related issue is how to construct a parallel synchronous or asynchronous implementation of the algorithm of Sec. 5.2 for the case where a constraint is removed. One possibility is to run a (synchronous or asynchronous) parallel version of the MIVA, detect its termination using one of the schemes of BeT89], SaB96], and then run a (synchronous or asynchronous) parallel version of the MFVA.
Computational Results
We have implemented sequential versions of the MFVA and MIVA algorithms to obtain empirical results. We summarize the results as follows.
As noted in Sec. 4, the number of iterations is bounded by the number of values in all of the sets of feasible points for each component. In fact, the maximum number of iterations is the number required for the single-step variant to terminate. If the problem is feasible, the maximum number is the number of values in all of the sets of feasible points for each component less than or equal to the corresponding component of some optimal solution. If the problem is infeasible, the maximum number is the number of values in all of the sets of feasible points for each component. Computational experiments show that the number of iterations required for the MFVA algorithm to terminate is typically greater than 95% of the maximum bound.
When a new user enters the system, running the MFVA algorithm using as a starting point the optimal solution for the problem prior to the new user's arrival typically results in substantial computational savings. Table 1 shows results from a power control problem involving a system of ten by ten cells and approximately nine hundred mobile users. The number of iterations required to nd the optimal solution for an initial problem is given, along with the number of iterations required to nd the optimal solution when additional users enter the system. Mobile Users previous solution as starting point  starting from 0  914  5626  5626  915  46  5673  916  128  5803  917  26  5825  918  27  5847  919  79  5929  920 441 6372 * This value corresponds to a starting point of 0. Table 1 : Number of iterations required to nd an optimal solution using the previous solution as a starting point and using the vector (0; : : : ; 0) as a starting point.
Number of Number of iterations using Number of iterations
When an existing user departs from the system, running the MIVA algorithm to nd an appropriate point from which to run the MFVA algorithm typically results in solutions in which each component is very close to the minimum value in its corresponding feasible set. It therefore seems more e cient to simply run the MFVA algorithm starting with a vector in which each component is initialized to the minimum value in its corresponding feasible set. Additional computational results should be conducted to determine whether there are situations in which the MIVA algorithm yields computational savings. In practice, one may want to use the simpler heuristic algorithm mentioned rst in Section 5.2 (cf. Fig. 4 ) whenever a user departs from the system, and perform a reoptimization periodically or when a new user arrives that cannot be accommodated by running the MFVA algorithm starting from the current operating point.
Summary
In this paper, we considered the problem of minimizing the total power transmitted subject to providing acceptable SNRs to all users when power levels are to be assigned from discrete sets. We generalized this problem to an integer programming problem with certain constraints. We presented an iterative algorithm for the problem as well as synchronous and asynchronous distributed versions, and showed that they solve the problem in a nite number of iterations. We also discussed extensions applicable to the power control problem involving situations where a new user enters the system or where an existing user exits the system.
