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Abstract
We develop a model predictive control (MPC) design for systems with discrete-time dynamics evolving on
smooth manifolds. We show that the properties of conventional MPC for dynamics evolving on Rn are
preserved and we develop a design procedure for achieving similar properties. We also demonstrate that for
discrete-time dynamics on manifolds with Euler characteristic not equal to 1, there do not exist globally
stabilizing, continuous control laws. The MPC law is able to achieve global asymptotic stability on these
manifolds, because the MPC law may be discontinuous. We apply the method to spacecraft attitude control,
where the spacecraft attitude evolves on the Lie group SO(3) and for which a continuous globally stabilizing
control law does not exist. In this case, the MPC law is discontinuous and achieves global stability.
Keywords: Model predictive control; Geometric control; Manifolds; Lie groups; Spacecraft attitude.
1. Introduction
Conventional model predictive control (MPC) [2]
is developed for and usually applied to systems
whose discrete-time dynamics evolve on the “flat”
normed vector space Rn. However, the configu-
ration spaces of some systems are smooth mani-
folds that are not diffeomorphic to Rn. To design
the prediction dynamics for such systems, finite-
dimensional manifolds may be embedded in Rn,
and standard integration schemes employed to de-
rive the discrete-time update equation, enforcing
their evolution on the manifold through the use of
equality constraints. However, standard integration
techniques do not preserve symmetries for systems
evolving on manifolds, and this results in the in-
tegration not correctly representing the actual dy-
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namics. Because of this, specific methods for inte-
grating system dynamics that evolve on manifolds
have been developed in, for example, [3, 4, 5].
As a motivating example, consider the attitude
dynamics of a rigid body evolving on the mani-
fold SO(3). This manifold is a 3-dimensional space
which can be embedded in Rn for n ≥ 5 but is
not diffeomorphic to Rn for any n. The group
SO(3) is a particular case of a compact Lie group;
for mechanical systems whose configuration space
is a compact Lie group, the Lie group variational
integrator (LGVI) [6] has been developed to ob-
tain discrete-time update equations that preserve
the underlying group structure. Unlike ordinary
integration schemes, the LGVI also preserves the
conserved quantities of motion [7] and is therefore
a more realistic prediction model. Also unlike or-
dinary integration schemes, the LGVI equations of
motion are significantly different from convention-
ally used, discrete-time dynamics. For instance, the
LGVI for spacecraft attitude gives an equation of
the form [8],
gk+1 = gkfk, (1a)
fk+1J − Jf
T
k+1 = Jfk − f
T
k J + h
2uk, (1b)
Preprint submitted to Automatica October 12, 2018
where gk ∈ SO(3) is the orientation, fk ∈ SO(3)
is the change in gk, uk is related to the external
torques, h is the length of the integration step.
Indeed, (1b) is an implicit equation, and implicit
equations are seldom used in conventional MPC
prediction models.
The control of dynamics evolving on manifolds
present additional challenges. On manifolds with
Euler characteristic not equal to 1, there exist topo-
logical obstructions that imply the non-existence of
globally-stabilizing, continuous control laws. This
has been shown for the continuous-time setting [9],
and is a consequence of the Poincare´-Hopf theorem
[10]. In this paper, we appeal to the Lefschetz-Hopf
theorem and derive a similar result for discrete-time
dynamics.
In this paper we investigate the design of MPC
for systems evolving in manifolds, with the aim of
retaining properties of conventional MPC applied
to flat spaces. The applications of MPC to systems
whose dynamics evolve on manifolds have scarcely
been considered, with the exceptions of [11, 12],
which focus on computational issues, and have lim-
ited analysis of closed-loop properties.
In this paper3, we first show that MPC on smooth
manifolds achieves the same properties of conven-
tional MPC in Rn, namely, recursive feasibility and
asymptotic stability of the equilibrium. Then we
describe the design of the MPC terminal cost and
terminal set that achieves such properties.
As an additional contribution of this paper, we
show that when the manifold is compact, our MPC
is able to achieve global closed-loop asymptotic sta-
bility in the state-unconstrained case. In particular,
this property holds for manifolds with Euler char-
acteristic not equal to 1, for which a continuous,
globally stabilizing control law does not exist. Be-
cause MPC can produce discontinuous control laws
[13], the topological obstruction for such manifolds
is not restrictive in this case. Thus this paper high-
lights the capability to design possibly discontin-
uous, stabilizing feedback control laws with global
stability properties, by employing a systematic and
unified design procedure in the MPC framework.
A practical contribution of this paper is the pre-
sentation of a control law for the constrained control
3 This work is a significant extension of the authors pre-
liminary investigation in [1], which focused only on SO(3),
and did not present detailed proofs. The results in this paper
apply to general manifolds, and the theoretical results are
rigorously derived, including the non-existence of discrete-
time continuous control laws on certain types of manifolds.
of spacecraft attitude, in which we apply our MPC
scheme to the LGVI dynamics evolving on SO(3).
The paper is organized as follows. Section 2
develops the MPC scheme and the conditions for
closed-loop stability. Section 3 describes the de-
sign of the terminal penalty and terminal set con-
straint achieving closed-loop stability by exploiting
a specifically designed local control law. Section
4 proves the non-existence of a globally stabiliz-
ing, continuous control law under certain assump-
tions, and hence the discontinuity of the MPC law.
Section 5 presents simulation results for dynamics
evolving on the Lie group SO(3) and Section 6 sum-
marizes the conclusions.
1.1. Notation
The notation is standard with a few notable ex-
ceptions. The set ZN denotes the set of the first N
nonnegative integers and Z+ denotes the set of all
nonnegative integers. For a set A, its interior is de-
noted by intA, its closure by clA, and its boundary
by bdA. The setAN representsN copies ofA. The
identity matrix is denoted In ∈ R
n×n and an n-by-
m zero matrix is denoted 0n×m ∈ R
n×m. For two
functions f, g : R → R, f ◦ g is their composition,
and g(t) = o(f(t)) implies that limt→∞ g(t)/f(t) =
0. A function α : [0, a) → [0,∞) is said to be
class K if it is strictly increasing and α(0) = 0; fur-
thermore α is said to be class K∞ if a = ∞ and
α(x) → ∞ as x → ∞. Finally, for a sequence
{vk, vk+1, . . . , vk+N}, its predicted value at time k
is denoted by {vk|k, vk+1|k, . . . , vk+N |k}.
2. MPC on manifolds
We begin by developing a general MPC law for
application to smooth manifolds. In the construc-
tion of the control law, we follow ideas inspired by
conventional nonlinear MPC laws [2], for systems
whose dynamics evolve on Rn. For instance, in or-
der to ensure recursive feasibility of the finite hori-
zon optimal control problem and to enlarge the do-
main of attraction, we utilize a terminal set and ter-
minal cost function [2]. We thereby obtain a result
on system stability that rigorously generalizes MPC
stability results to a more generous class of systems
whose dynamics evolve on manifolds. In this set-
ting, we obtain a remarkable result that when the
manifold is compact and there are no state con-
straints, this MPC law may provide global asymp-
totic stability.
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Let M be an n-dimensional smooth manifold,
which is endowed with a metric d, and let U be a
compact subset of an m-dimensional smooth man-
ifold. Note that the fact that all smooth manifolds
are metrizable follows from Whitney’s embedding
theorem [10]. Furthermore, all smooth manifolds
admit a Riemannian metric [14]. Consider the dy-
namic update equation,
xk+1 = f(xk, uk), (2a)
f :M × U →M, (2b)
where xk ∈M and uk ∈ U . The evolution on man-
ifold is highlighted by using M in the domain and
co-domain of (2b); the function f is continuously
differentiable and satisfies f(xe, ue) = xe for some
xe ∈ M , which we refer to as the equilibrium of f ,
and some ue ∈ U .
The system is subject to state and control con-
straints,
xk ∈ X , uk ∈ U , (3)
where X and U are compact and connected subsets
of M and U , respectively, that satisfy xe ∈ intX
and ue ∈ intU .
We introduce a cost function VN :M ×U
N → R
satisfying,
VN
(
xk; {uk+i|k}i∈ZN
)
= F (xk+N |k) +
∑
i∈ZN
L(xk+i|k, uk+i|k), (4)
where xk+i+1|k = f(xk+i|k, uk+i|k) is the predicted
state at time k+ i+1 for i ∈ ZN . The functions L :
M×U → R and F :M → R are twice continuously
differentiable and have the following properties,
L(xe, ue) = F (xe) = 0, (5a)
L(xk, uk) ≥ L(xk, ue) ≥ γ(d(xk, xe)), (5b)
F (xk) ≥ α(d(xk, xe)), (5c)
for all xk ∈M and uk ∈ U , where γ is a class K∞,
α is a class K function.
We now introduce the target set and terminal
feedback law. These are required in order to en-
force recursive feasibility, ensuring that if the state
at the end of the prediction horizon is in the target
set, it and the associated feedback control satisfy all
constraints and are therefore feasible solutions to
the finite horizon optimal control problem. Specif-
ically, we introduce the target set XT ⊂ X , which
is compact and contains xe in its interior. We also
introduce a control law κ :M → U , which we refer
to as the local control law satisfying,
κ(xk) ∈ U , (6a)
f(xk, κ(xk)) ∈ XT , (6b)
F (f(xk, κ(xk)))− F (xk) ≤ −L(xk, κ(xk)), (6c)
for all xk ∈ XT .
The MPC control law is obtained through the
solution to the following problem,
min
{uk+i|k}i∈ZN
VN
(
xk; {uk+i|k}i∈ZN
)
, (7a)
subject to xk+i+1|k = f(xk+i|k, uk+i|k), (7b)
xk+i|k ∈ X , (7c)
uk+i|k ∈ U , ∀i ∈ ZN , (7d)
xk+N |k ∈ XT . (7e)
When the solution to (7) exists, it is denoted by
V∗N (xk) and the control sequence solving it is de-
noted by {u∗
k+i|k}i∈ZN .
The input obtained from the model predictive
control law at time k is the first element in the
sequence solving (7),
uk = u
∗
k|k. (8)
The MPC law defined above can be used on dif-
ferentiable manifolds. We will now show that the
domain of attraction of the equilibrium xe of the
closed-loop system defined by (2) and (8) coincides
with the set of initial conditions that can be steered
using open-loop control to the target set without vi-
olating the constraints. Define,
DN = {xk ∈M : ∃{uk+i|k}i∈ZN ∈ U
s.t. (7b)-(7e) are satisfied}. (9)
We state the main result below and provide the
proof in the appendix.
Theorem 1. Let x0 ∈ DN . Then (i) the finite
horizon optimal control problem (7) is feasible for
all k ∈ Z+ and (ii) xe ∈ M is the asymptotically
stable equilibrium for closed-loop system defined by
(2) and (8) with a basin of attraction DN , i.e., for
any x0 ∈ DN and ε > 0, there exists δ > 0 such
that d(x0, xe) < δ implies that d(xk, xe) < ε for all
k > 0, and furthermore, d(xk, xe)→ 0 as k→∞.
Note that whenever DN =M , Theorem 1 implies
that the control law (8) is globally stabilizing. In
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general, this may not be possible because DN is a
subset of X and X is a subset ofM . However, ifM
is a compact manifold, then X may be equal to M ;
in this case, a large enough N can be chosen so that
DN = X . Therefore, based on the following propo-
sition, it is possible to guarantee global asymptotic
stability in the case where M is compact.
Proposition 2. SupposeM is compact and let D∞
be the set of initial conditions x0 such that there
exists a sequence of control inputs steering x0 to
xe,
D∞ = {xk ∈M : ∃{uk+i|k}i∈Z+ ∈ U ,
lim
k→∞
xk+i|k = xe}. (10)
Suppose the system (2) is state-unconstrained so
that X = M and suppose D∞ = M . Then there
exists a finite N∗ such that DN∗ = M and there-
fore the closed-loop system defined by (2) and (8) is
globally asymptotically stable.
Proof. It is clear that for any finite N ≥ 0,
DN ⊂ D∞ = M and that the set cl(M \ XT ) =
cl(D∞ \ XT ) is a subset of D∞. Let N(x) = inf{i :
xk = x, ∃{uk+i|k}i∈Z+ ∈ U , xk+i|k ∈ XT } be the
minimum number of control steps required to guide
an initial condition x ∈ D∞ =M to the set XT . Ac-
cording to the definition of D∞ and the fact that
xe ∈ intXT , N(x) is finite for all x ∈ cl(M \ XT ).
Let N∗ = sup{N(x) : x ∈ cl(M \ XT )}. Since
cl(M \ XT ) is compact, N
∗ is finite.
Let x ∈ M . Therefore there exists a control
sequence {uk+i|k}k∈Z+ guiding xk = x to xe and
xk+N∗|k ∈ XT . The sequence {uk+i|k}k∈ZN∗ is fea-
sible for (7) because it satisfies both state and con-
trol constraints. Therefore, DN∗ ⊃ D∞ =M .
By Theorem 1, M is the domain of attraction of
the closed-loop system defined by (2) and (8), and
therefore the closed-loop system is globally asymp-
totically stable at xe. 
3. Local control law
The development of the control law (8) depends
on the design of target set XT and the local control
law κ : M → U with the properties enumerated in
(6). In this section, we describe a procedure to con-
struct XT and κ that satisfy the properties in (6)
for dynamics (2) evolving on manifolds. For con-
ventional MPC, the terminal set and terminal cost
are designed from a linearization of the dynamics
around the equilibrium [2]. In our approach, we
utilize diffeomorphisms to obtain local coordinates,
on which we construct a stabilizing controller; we
then transform the local control law to the coordi-
nates of the original system.
To begin, because M is an n-dimensional mani-
fold and U is a compact subset of anm-dimensional
manifold that contains ue in its interior, there exist
local diffeomorphisms at xe and ue [15, 10],
φ : V →M,ψ : W → U, (11)
where V ⊂ Rn and W ⊂ Rm are open neigh-
borhoods of xe and ue, respectively. Further-
more, because the equilibrium is in the interior of
both V and W , f is continuously differentiable,
and f(xe, ue) = xe, there exists an open neigh-
borhood V ′ × W ′ ⊂ V × W of (0, 0) such that
f(φ(V ′)× ψ(W ′)) ⊂ φ(V ). Therefore,
f ′ = φ−1 ◦ f ◦ (φ× ψ), (12)
and the derivative of f ′ at (0, 0) is,
df ′(0,0) = dφ
−1
0 ◦ df(xe,ue) ◦ (dφ0 × dψ0). (13)
Let ξk ∈ R
n and ηk ∈ R
m and let A = df ′(0,0) ◦
(In, 0m×n) and B = df
′
(0,0) ◦ (0n×m, Im). Define a
linear update equation,
ξk+1 = Aξk +Bηk. (14)
Let,
L′ =
1
λ
L ◦ (φ× ψ), (15)
where 0 < λ < 1 is a scalar parameter. Consider
the discrete-time algebraic Riccati equation,
0 = ATPA− P +Q (16)
− (ATPB +N)(BPBT +R)−1(ATPB +N)T,
where, [
Q N
NT R
]
= HessL′(0, 0). (17)
is the Hessian of L′ at (0, 0). A positive-definite
solution P to the algebraic Riccati equation (16)
exists if and only if the pair (A,B) is stabilizable
and the associated symplectic pencil does not have
eigenvalues on the unit circle [16]. A sufficient con-
dition implying the latter is that HessL′(0, 0) is
positive-definite.
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Suppose a positive-definite solution P exists for
(16). Let κ′ : Rn → Rm be a stabilizing feedback
control law for (14) where,
κ′(ξk) = −(BPB
T +R)−1(ATPB +N)Tξk. (18)
We introduce a set Pc ⊂ R
n and a function F ′ :
R
n → R where,
Pc = {ξ ∈ R
n : F ′(ξ) ≤ c}, (19)
F ′(ξ) = ξTPξ. (20)
Because P is the solution to the algebraic Riccati
equation (16), the design of the control law (18)
implies that the set Pc is compact and invariant
with respect to the closed loop dynamics (14), (18).
Our goal is to use Pc and κ
′ in order to design the
target set XT and local control law κ. The following
result is a proof of the existence of XT and κ.
Proposition 3. Let F = F ′ ◦ φ−1. Suppose there
exists a solution P > 0 to the algebraic Riccati equa-
tion (16). Then there exists c > 0 such that the set
XT ⊂ φ(Pc) and control law κ = κ
′ ◦φ−1 satisfy the
assumptions of (6).
Proof. Firstly, we show that F satisfies the
assumptions made in the design of the MPC
law. Because M is a smooth manifold, φ is
smooth and this, along with the smoothness of
F ′, implies that F is smooth. Furthermore,
F (xe) = F
′(φ−1(xe)) = F
′(0) = 0 which sat-
isfies (5a). Finally, due to the equivalence of
norms on Rn and (5b), there exists r > 0 such
that F (x) = F ′(φ−1(x)) = φ−1(x)TPφ−1(x) ≥
rφ−1(x)TQφ−1(x) = rL′(φ−1(x), 0) = rL(x, ue) ≥
r · γ(d(x, xe)). Since r · γ is a class K function, (5c)
is satisfied.
If c > 0, then by definition (19), the set Pc
has a non-empty interior, which contains the ori-
gin. Because V ′ contains the origin, there exists
c′ > 0 such that Pc′ ⊂ V
′ and κ′(Pc′) ⊂ U
′
and therefore φ(Pc′) = {x : F (x) ≤ c
′} because
F ′(φ−1(x)) = F (x).
Furthermore, because (xe, ue) is in the interior
of X × U and κ′ is C1, there exists c′′ > 0 such
that (φ(ξ), κ(φ(ξ))) ∈ X × U for all ξ ∈ Pc′′ . It
remains to show that there exists a c > 0 such that
XT = φ(Pc) satisfies conditions (6b) and (6c).
Note that,
f ′(ξk, ηk) = Aξk +Bηk + o(‖(ξk, ηk)‖),
L′(ξk, ηk) =
[
ξTk η
T
k
] [ Q N
NT R
] [
ξk
ηk
]
+ o(‖(ξk, ηk)‖
2),
F ′(ξk) = ξ
T
k Pξk.
Therefore, F ′(ξk+1) − F
′(ξk) + L
′(ξk, κ
′(ξk)) =
F ′ ◦ f ′(ξk, κ
′(ξk)) − F
′(ξk) + L
′(ξk, κ
′(ξk)) =
o(‖ξk‖
2). This implies that for xk ∈ Pc′ ,
F (xk+1) − F (xk) + L(xk, κ(xk)) = F ◦
f(xk, κ(xk)) − F (xk) + L(xk, κ(xk)) =
F ′ ◦ f ′(φ−1(xk), κ(φ
−1(xk))) − F
′(φ−1(xk)) +
λL′(φ−1(xk), κ(φ
−1(xk))) + o(‖φ
−1(xk)‖
2), and
therefore,
F (xk+1)− F (xk) + L(xk, κ(xk))
= −(1− λ)L′(φ−1(xk), κ(φ
−1(xk))) + o(‖xk‖
2).
Because L′ is positive definite, for any choice of
0 < λ < 1, there exists c′′′ ≥ 0 such that (6b) and
(6c) are satisfied. Let c = min(c′′, c′′′) to complete
the proof. 
4. Globally stabilizing control law
The results of Section 2 show that the MPC law
(8) is globally asymptotically stabilizing under cer-
tain assumptions. We will now show that this im-
plies that the control law generated by MPC is nec-
essarily discontinuous for certain classes of mani-
folds. Specifically, we will show that there does
not exist a globally stabilizing, continuously dif-
ferentiable control law for compact manifolds M
with Euler characteristic χ(M) not equal to 1. The
Euler characteristic is a topological invariant that
restricts the possible combinations of sinks and
sources that can exist for a continuous vector field
defined on the manifold [10]. Generally, only a
manifold with Euler characteristic of 1 admits a
continuous vector field with one sole sink and no
other equilibrium. As an example, the normed vec-
tor space Rn has an Euler characteristic of 1, the
sphere S2 has an Euler characteristic of 2, and all
compact Lie groups have an Euler characteristic of
0. Therefore, the sphere and compact Lie groups
do not admit continuous vector fields with one sink
and no other equilibrium.
We begin by noting that there exists no globally
stabilizing, continuously differentiable, continuous-
time control law on compact manifolds M [9]. The
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proof of the continuous-time result appeals to a
consequence of the Poincare´-Hopf theorem, which
states that the sum of fixed point indexes on M
must be equal to the Euler characteristic. Since
the index of a sink is equal to 1, if χ(M) 6= 1, the
set of fixed points on M cannot consist of solely a
sink. In discrete-time, the analogous result to the
Poincare´-Hopf theorem is the Lefschetz-Hopf theo-
rem, of which we use a strong version below.
Theorem 4 (Lefschetz-Hopf [17]). Let M be a
compact smooth manifold and let f0 : M → M be
a continuous map that is homotopic to the identity
map id :M →M . Suppose the set of points x ∈M
satisfying x = f0(x) is finite. Then,
∑
x0∈{x:x=f0(x)}
if0(x0) = χ(M), (21)
where if0(x0) is the fixed point index of f0 at x0.
The fixed point index is a property characterizing
an equilibrium. Note that when the fixed point is an
asymptotically stable equilibrium, i.e., a sink, then
its fixed point index is equal to 1. This fact is used
in the proof of the discrete-time analogue to Brock-
ett’s necessary condition [18] for systems where
M = Rn but, to the authors’ knowledge, an equiv-
alent result for M with χ(M) 6= 1 does not appear
elsewhere in the literature. Hence we present be-
low a theorem proving that there exists no globally-
stabilizing, continuous, discrete-time control law on
manifolds M with χ(M) 6= 1 whenever the closed-
loop dynamics are homotopic to the identity.
Theorem 5. Let M be a compact smooth mani-
fold. Consider the dynamics (2) and assume the
unforced dynamics map f0 : x 7→ f(x, ue) is homo-
topic to identity. Further assume that there exists
a control law uk = κ(xk) with globally asymptoti-
cally stable equilibrium x = xe, and define the re-
sulting closed-loop dynamics by xk+1 = f1(xk) =
f(xk, κ(xk)). If χ(M) 6= 1, then κ : M → U is not
continuous.
Remark 1. The homotopy assumption is crucial
since it ensures that the unforced dynamics corre-
spond to a continuous deformation of the system
from an equilibrium configuration. A case where
this assumption is violated is when the unforced
map satisfies f0(xk) = xe for all xk ∈ M . In this
case, κ(xk) = 0 is an asymptotically stabilizing con-
tinuous control law. Nevertheless, for mechanical
systems, the assumption is generally valid because,
for such systems, the dynamics (2) correspond to
a discretization of a continuous-time system, i.e.,
if x(0) = xk and uk = 0, then xk+1 = φ(x(0), h),
where h is the discretization step and φ is the con-
tinuous flow map.
Corollary 6. As a result of Proposition 2 and
Theorem 5, if there exists a control sequence that
is capable of steering any initial condition to xe,
then there exists a finite N such that the MPC law
is globally asymptotically stabilizing and therefore
the MPC law is discontinuous.
Proof of Theorem 5. Assume κ is continuous.
This implies that f1 is continuous. By assump-
tion, limk→∞ f1(xk) = xe for all x0 ∈ M . This
fact, along with the continuity of f1 implies that
M is connected. All connected manifolds are also
path-connected, so M is path-connected. Define a
continuous path pxk : [0, 1] → M from xe to xk.
Since f0 is homotopic to the identity, there exists a
homotopy H0 from idM to f0. Define the map H1 :
M×[0, 1]→M such thatH1(xk, t) = H0(xk, 2t) for
t ∈ [0, 12 ) and H1(xk, t) = f(xk, κ(pxk(2t− 1))) for
t ∈ [ 12 , 1]. Then, H1(xk, 0) = xk and H1(xk, 1) =
f1(xk). Because κ(xe) = ue, H1 is continuous and
is therefore a homotopy between idM and f1, i.e.,
f1 is homotopic to the identity.
The sole equilibrium is xe and if1(xe) = 1.
Therefore,
∑
x0∈{x:x=f1(x)}
if1(x0) = if1(xe) = 1.
However, χ(M) 6= 1, and, as a consequence of the
Lefschetz-Hopf theorem, this leads to a contradic-
tion. Therefore, κ cannot be continuous. 
5. Application to SO(3) and spacecraft atti-
tude control
In this section, we apply the previously devel-
oped techniques to the constrained control of space-
craft attitude.4 The orientation of a spacecraft can
be uniquely represented by an element of the Lie
group SO(3), which is the group of all orthogonal
matrices whose determinant is equal to 1. Phys-
ically, the first, second, and third columns of an
element g ∈ SO(3) represent the direction of the
x, y, and z axes, respectively, when viewed from
a fixed frame in R3. This allows us to derive the
4This example originally appeared in [1] and in this paper,
we report additional details, derivations, and include further
discussion relevant to this example
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discrete-time dynamics using Lie group variational
integrator techniques, resulting in a dynamic equa-
tion that ensures that state updates are elements of
SO(3) within a guaranteed numerical tolerance.
The LGVI spacecraft dynamics are given by (1).
In (1), gk ∈ SO(3) represents the spacecraft ori-
entation, fk ∈ SO(3) is a one time-step change in
gk ∈ SO(3), and uk ∈ so(3) is related to the applied
torque τk by the equation uk = τ
×
k , where so(3) is
the set of skew-symmetric 3-by-3 matrices5. Note
that the dynamics (1) of [1] are equivalent to the
dynamics (1) in this paper. In [1], the dynamics
are presented in Hamiltonian form, whereas here
we use the Lagrangian form (see [6], which presents
dynamics in both forms, for details).
To solve the implicit equation (1b), we use the
procedure from [19]. At time k, the quantities fk
and uk are known, so we letMk = Jfk−f
T
k J+h
2uk
so that fk+1J − Jf
T
k+1 =Mk. Then,
fk+1 = (Mk/2 + Sk)J
−1, (22)
where S is the solution to the algebraic Riccati
equation,
− (Mk/2)
TSk−Sk(Mk/2)−S
2
k+(J
2+M2k/4) = 0.
(23)
Note that (23) is solvable if and only if the term
J2 +M2k/4 is positive semi-definite, i.e.,
J2 +M2k/4  0, (24)
which is a convex constraint that can be enforced
by the MPC law [1].
5.1. MPC law
In this section, we develop an MPC-based space-
craft attitude controller. We begin by choosing an
appropriate cost function of the form (4) with,
L(gk, fk, uk) = tr(Qg(I3 − gk))
+
1
h2
tr(Qf (I3 − fk)) +
1
2
tr(uTkRuk), (25)
and with positive-definite symmetric matrices Qg,
Qf , and R. Next we construct a locally stabilizing
control law.
5
·
× is the map from elements of R3 to elements of so(3)
which preserves the cross product under multiplication, i.e.,
if C = a×, then a × b = Cb for any b ∈ R3, where × is the
cross-product.
The linearized dynamics (14) corresponding to
(1) evolve on R3 × R3 and, according to [8], are
given by,
[
ζk+1
ωk+1
]
= A
[
ζk
ωk
]
+Bτk, (26)
where ζk, ωk ∈ R
3 satisfy ζ×k = Log gk and
(hωk)
× = Log fk, where Log is the standard branch
of the matrix logarithm function. The matrices A
and B are,
A =
[
I3 h
0 I3
]
, B =
[
0
hI3
]
. (27)
In the language of Section 3, the composition of
the map ·× and the matrix exponential exp from ζk
to gk and from hωk to fk give the diffeomorphism
φ. The diffeomorphism ψ is the map ·×. We now
define L′ according to (15). Specifically, we choose
0 < λ < 1 so that,
λL′(ζk, ωk, τk) = tr(Qg(I3 − exp(ζ
×
k )))
+
1
h2
tr(Qf (I3 − exp(hωk)
×)) +
1
2
tr(τ×Tk Rτ
×
k ),
which implies that,
λL′(ζk, ωk, τk) =
1
2
ζTk Q˜gζk+
1
2
ωTk Q˜fωk+
1
2
τTk R˜τk
+ o(‖(ζk, ωk)‖
2), (28)
where Q˜g = tr(Qg)I3 − Qg, Q˜f = tr(Qf )I3 − Qf ,
and R˜ = tr(R)I3 −R.
The equation (28) can be used to define the Hes-
sian matrix of (17). We use (28) in order to con-
struct the terminal cost F and target set XT ⊂ Pc
according to the steps outlined in (16)-(20).
Thus, the MPC law (8) has been defined by the
finite horizon optimal control problem (7), which
has been formulated by using the constraint sets X
and U together with the cost functions F and L and
the terminal set XT designed above.
We now consider rest-to-rest controllability for
the dynamics (1) subject to constraints. We show
that, given a long enough prediction horizon, the
MPC control law is able to stabilize to the origin
any spacecraft attitude gk that is near to rest. In
the case that we consider, there is no constraint
on the spacecraft rotation gk; however there may
be limitations on the rate of change fk or allowed
torque τk.
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Corollary 7. Let the set DN be defined according
to the definition in (9) and the dynamics in (1).
Assume SO(3) × {I3} ⊂ X , where X satisfies the
properties given in Section 2. Then there exists a
finite number N such that SO(3)×V ′ ⊂ DN , where
V ′ ⊂ SO(3) is an open set containing I3.
The proof of the corollary is available in [1].
5.2. Simulation results
We present a numerical simulation of the MPC
law on SO(3). In the simulation, in order to provide
an example of discontinuity in the MPC law, we
simulate a rest-to-rest rotation from a rotation of
180 degrees to I3.
For the cost function (25), we choose the follow-
ing matrices: Qg = I3, Qf = J , R = 2I3, and
λ = 0.1. In both cases, the terminal constraint
set is chosen as XT = Pc, where Pc is defined as in
(19) and is chosen to be as large as possible. We set
N = 10 and, U is large enough that the constraints
are not active during our simulation.
Theoretically, a control law that is globally sta-
bilizing should exhibit a discontinuity, so our goal
for the simulation is to confirm that this is true
of our controller. The results for two simulations
are presented in Figs. 1-4. In the first simulation,
the initial rotation is 180 degrees about the z-axis,
and in the second case, it is close but not equal to
−180 degrees about the z-axis. The torque and an-
gular velocity on the z-axis are shown in Figs. 1-2,
respectively, where we can observe that, although
the initial conditions are very close to each other,
the trajectories are almost opposite in sign. This
shows that there is a discontinuity in the control
law. In fact, the discontinuity occurs exactly at the
location of the 180 degree rotation or at any resting
initial condition g0 for which tr(g0) = −1, because
these points lie on the branch cut of the Log func-
tion.
In Figs. 3-4, the direction of rotation is marked
with an arrow. We see that in one case, the control
rotates the spacecraft counter-clockwise whereas, in
the other case, the rotation is clockwise.
6. Conclusion
This paper presented a general MPC theory for
dynamics that evolve on smooth manifolds. An
MPC scheme was developed for manifolds that gen-
eralizes the results of conventional MPC in the case
of Rn. In the case of MPC on manifolds, a general
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Figure 1: τk,3 for initial rotation of 180 degrees (solid) and
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Figure 2: ωk,3 for initial rotation of 180 degrees (solid) and
−0.99 · 180 (dotted)
−1
−0.5
0
0.5
1 −1
−0.5
0
0.5
1
−1
0
1
2
y
 
x
 
z
Figure 3: Orientation maneuver corresponding to the initial
rotation of 180 degrees plotted at 2s increments
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Figure 4: Orientation maneuver corresponding to the initial
rotation of −0.99 · 180 degrees plotted at 2s increments
construction for a locally valid control law on man-
ifolds was derived, which was used in the design of
the MPC terminal cost and target set.
Results were presented that showed the globally
stabilizing properties of the MPC scheme as well as
the nonexistence of continuous discrete-time con-
trol laws on manifolds whose Euler characteristic
is not equal to 1. Thus, MPC achieves stability by
producing a discontinuous control law, even in cases
where a continuous globally stabilizing law does not
exist. The authors believe that the ability to gen-
erate, possibly discontinuous, stabilizing feedback
control laws for systems whose dynamics evolve on
manifold is appealing for practical applications.
Finally, an application of the results to a con-
strained spacecraft attitude control problem was
presented in the case of the matrix Lie group SO(3).
The simulation results that were presented showed
the expected discontinuity in the MPC law.
Appendix A. Proof of Theorem 1
In order to prove Theorem 1, we rely on discrete-
time Lyapunov stability theory for smooth man-
ifolds. Therefore, we begin by presenting the
Lyapunov stability analysis. Let M be an n-
dimensional smooth manifold with metric d. Con-
sider the following discrete-time dynamical system,
xk+1 = f(xk), (A.1)
where xk ∈ M and f : M → M is a continuous
function.
Definition 2. A point xe ∈M is called an equilib-
rium point of (A.1) if f(xe) = xe.
Note that if f(xe) = xe, then f
k(xe) = xe, for all
k ∈ Z+, where f
k+1 = f ◦ fk for all k ∈ Z+ and
f0 = idM .
Definition 3. An equilibrium point xe ∈M is said
to be Lyapunov stable if for any open neighbor-
hood U ⊂ M of xe, there exists an open neigh-
borhood W ⊂ M of xe such that for all x0 ∈ W ,
fk(x0) ∈ U , for all k ∈ Z+. It is said to be locally
asymptotically stable if it is Lyapunov stable and for
all x0 ∈ W , limk→∞ f
k(x0) = xe or, equivalently,
limk→∞ d(f
k(x0), xe) = 0.
Definition 4. Let xe be an equilibrium point of
(A.1). A function V : M → R is a Lyapunov
function if there exist two class-K functions α1, α2,
that satisfy α1(de(x)) ≤ V(x) ≤ α2(de(x)) for
all x in some neighborhood of xe, and ∆V(x) :=
V(f(x))−V(x) is negative semi-definite in a neigh-
borhood of xe. If ∆V(x) is negative definite in a
neighborhood of xe, then V is a strict Lyapunov
function.
More formally, the above definition implies that
V is a Lyapunov function if there exists a neigh-
borhood V of xe such that V(x) > 0, ∆V(x) ≤ 0
for all x ∈ V \ {xe}, and V(xe) = 0. If, instead of
∆V(x) ≤ 0, the condition ∆V(x) < 0 holds for all
x ∈ V \{xe}, then the Lyapunov function is a strict
Lyapunov function.
Theorem 8. Let xe be an equilibrium point of
(A.1).
(i) If there exists a Lyapunov function V, then xe
is Lyapunov stable.
(ii) If there exists a strict Lyapunov function V,
then xe is locally asymptotically stable.
Proof. The proof follows arguments similar to
the one given for the continuous-time case in [20].
(i) Let U ⊂ M be a neighborhood of xe. As
a consequence of Lemma 2.23 in [14], M ad-
mits a locally finite cover by precompact sets,
implying that there exists a neighborhood
U ′ ⊂ M of xe that is a subset of the union
of finitely many precompact sets, and there-
fore is itself precompact. Let U ′′ ⊂ U ∩ U ′
be an open neighborhood of xe on which
α1(de(x)) ≤ V(x) ≤ α2(de(x)) for all x ∈ U
′′.
Let Vε := {x ∈ M : de(x) ≤ ε} and choose
ε > 0 so that Vε is a subset of U
′′. By
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construction, Vε is a closed subset of a pre-
compact set and is therefore compact. Let
Vε(xe) ⊂ Vε be the connected component of Vε
containing xe. The interior of Vε(xe) is non-
empty and contains xe. Let x0 ∈ intVδ(xe)
where δ := α−12 (α1(ε)) ≤ ε. Since V(x0) ≤
α2(de(x0)) ≤ α2(δ) and V(f
k(x0)) − V(x0) =∑k
j=1(V(f
j(x0)) − V(f
j−1(x0))) ≤ 0, it fol-
lows that V(fk(x0)) ≤ V(x0) ≤ α2(δ), which
implies that de(f
k(x0)) ≤ α
−1
1 (V(f
k(x0))) ≤
α−11 (α1(ε)) = ε for all k ∈ Z+. Because Vε is
compact and V is positive definite in a neigh-
borhood of xe, there exists a constant ε
′ ≤ ε
such that Vε′ consists of only one connected
component, so that Vε′ = Vε′ (xe). As a con-
sequence, for any neighborhood U , there ex-
ists W = intVε′ such that for any x0 ∈ W ,
fk(x0) ∈ U for all k ∈ Z+. 
(ii) Let U ⊂M be a neighborhood of xe. Choose
ε′ > 0 so that V is positive definite, ∆V is
strictly negative definite on Vε′ , and Vε′ is a
compact set with only one connected compo-
nent. Let W = intVε′ as in the proof of (i),
implying that xe is Lyapunov stable. For all
x0 ∈ W , the sequence {α1(de(f
k(x0)))}k∈Z+
is a non-increasing sequence bounded below
by 0, and hence limk→∞ α1(de(f
k(x0))) =
β ≥ 0. We can show that β = 0 by con-
tradiction. Assume β > 0, implying that the
set Vε′ \ intVα−1
1
(β) does not contain xe. Be-
cause this set is compact and does not con-
tain xe, the strictly negative definite, contin-
uous function ∆V attains a negative maxi-
mum on this set. Denote the maximum by
−σ < 0. For any x0 ∈ W , V(f
k(x0)) =
V(x0) +
∑k
j=1(V(f
j(x0)) − V(f
j−1(x0))) ≤
V(x0) − kσ. For any k > V(x0)/σ, it fol-
lows that α1(de(f
k(x0))) ≤ V(f
k(x0)) < 0,
which contradicts the fact that α1 ◦de is posi-
tive definite. Therefore β = 0 and, because
α1 ◦ de is continuous and positive definite,
limk→∞ f
k(x0) = xe. 
Remark 5. Note that, because f is a function
whose domain and codomain are equal to M , fk,
where k ∈ Z+, is also a function whose domain
and codomain are equal to M . Therefore, the exis-
tence and uniqueness of the sequence {fk(x0)}k∈Z+
is guaranteed for any x0 ∈M .
Proof of Theorem 1. Given xk, denote by x
∗
k+i|k
the predicted state at time k + i by (7) at time k.
Assume xk ∈ DN so that there exists an opti-
mal sequence {u∗k|k, . . . , u
∗
k+N−1|k} solving (7). To-
gether, xk+1 = f(xk, u
∗
k|k) and x
∗
k+N |k ∈ XT imply
that {u∗
k+1|k, . . . , u
∗
k+N−1|k, κ(x
∗
k+N |k)} is feasible
for (7) at time k+1, which implies that xk+1 ∈ DN .
Since x0 ∈ DN , then by induction, xk ∈ DN for all
k ∈ Z+, proving (i).
For xk ∈ XT , let xk+i+1|k = f(xk+i|k, κ(xk+i|k))
for i ∈ ZN and xk|k = xk. Let Jκ :
XT → R be a function such that Jκ(xk) =
VN (xk, {κ(xk+i|k)}k∈ZN ). The function Jκ is posi-
tive definite on XT and continuous, because κ and
VN are continuous.
Let J : DN → R be a function such that J(xk) =
V∗N (xk). Let J
∗ = J |XT be the restriction of J to
the domain XT ⊂ DN . Let α1 = γ +Nα. To prove
that J∗ is a Lyapunov function we use the following
result.
Lemma 9. Let Jκ : M → R be a function that
is continuous and positive definite on a compact
neighborhood V ⊂ M of xe. Then there exists a
class-K function α2 such that Jκ(x) ≤ α2(de(x))
for all x ∈ V .
Proof. Let Jm(δ) = maxx∈V {Jκ(x) : de(x) ≤
δ}. By construction, Jm is a continuous and non-
decreasing function with domain [0, aNa], where 0 <
aNa < ∞, and satisfies Jm(0) = 0. This implies
that the domain can be decomposed into finitely
many closed intervals [0, aNa] = ∪i∈ZNa [ai, ai+1],
where Jm(δ) is strictly increasing on [ai, ai+1] when
i is even and Jm(δ) is constant on [ai, ai+1] when i
is odd.
Choose a small, positive scalar value σ > 0.
Let α2(0) = 0, α2(δ) = α2(ai) − Jm(ai) + Jm(δ)
for δ ∈ [ai, ai+1] when i is even, and α2(δ) =
α2(ai) + σ
δ−ai
ai+1−ai
for δ ∈ [ai, ai+1] when i is
odd. By construction, α2 is a class-K function
and Jm(δ) ≤ α2(δ) for all δ ∈ [0, aNa ]. Because
Jκ(x) ≤ Jm(de(x)) ≤ α2(de(x)) for all x ∈ V , the
proof is complete. 
According to the lemma, there exists a func-
tion α2 such that α1(de(x)) ≤ J
∗(x) ≤ Jκ(x) ≤
α2(de(x)) for all x ∈ XT , where α1 and α2 are class-
K functions.
By optimality, J(xk+1)−J(xk) ≤ −F (x
∗
k+N |k)−
L(xk, uk)+F (x
∗
k+N+1|k)+L(x
∗
k+N |k, κ(x
∗
k+N |k)) ≤
−L(xk, uk) ≤ −γ(d(xk, xe)) for any xk ∈ DN . This
implies that γ(de(xk)) → 0 as k → ∞, and there-
fore xk → xe as k →∞ for any xk ∈ DN . Therefore
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the equilibrium of xe is asymptotically stable and
its domain of attraction is DN , proving (ii). 
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