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Abstract 
Predictor-based stabilization results are provided for nonlinear systems 
with input delays and a compact absorbing set. The control scheme 
consists of an inter-sample predictor, a global observer, an approximate 
predictor, and a nominal controller for the delay-free case. The control 
scheme is applicable even to the case where the measurement is sampled 
and possibly delayed. The closed-loop system is shown to have the 
properties of global asymptotic stability and exponential convergence in 
the disturbance-free case, robustness with respect to perturbations of the 
sampling schedule, and robustness with respect to measurement errors. 
In contrast to existing predictor feedback laws, the proposed control 
scheme utilizes an approximate predictor of a dynamic type which is 
expressed by a system described by Integral Delay Equations. Additional 
results are provided for systems that can be transformed to systems with 
a compact absorbing set by means of a preliminary predictor feedback. 
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1. Introduction 
 
Remarkable progress has been made in recent years on the design of predictor feedback laws for 
nonlinear delay systems [3,4,5,7,8,9,10,11,14,15,16,17]. The main challenge to the 
implementation and design of predictor feedback for nonlinear delay systems is that, except for 
rare special cases, the solution mapping (used for the prediction) is not available explicitly.  
 
 The current status in the literature on input delay compensation is that when, in addition to 
input delays,  
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• the full state is not measured, 
• the measurement is sampled and possibly delayed, 
and when, in addition to global stability, the following properties are required in closed loop,  
• exponential convergence for the disturbance-free case, 
• robustness with respect to perturbations of the sampling schedule, 
• robustness with respect to measurement errors,  
 
predictor feedback designs are available only for two classes of systems: linear detectable and 
stabilizable systems and globally Lipschitz systems in strict feedback form [10]. 
 
 In this paper we present a result that removes the global Lipschitz restriction (an algebraic 
condition on the system’s right-hand-side) but imposes an assumption that the system has a 
compact absorbing set (a condition on the system’s dynamic behavior in open loop). Specifically, 
we consider general nonlinear systems of the form 
 
Uuxtutxftx n ∈ℜ∈−= ,,))(),(()( τ                                                        (1.1) 
 
where mU ℜ⊆  is a non-empty compact set with U∈0 , 0≥τ  is the input delay and 
nmnf ℜ→ℜ×ℜ:  is a smooth vector field with 0)0,0( =f . The measurements are sampled and the 
output is given by 
)())(()( iii erxhy τττ +−=                                                              (1.2) 
 
where h : ℜn → ℜk  is a smooth mapping with 0)0( =h , 0≥r  is the measurement delay, { }∞=0iiτ  is a 
partition of +ℜ  (the set of sampling times) and the input ℜ→ℜ+:e  is the measurement error. We 
focus on a class of nonlinear systems which is different from the class of globally Lipschitz 
systems: the systems with a compact absorbing set. A nonlinear system with a compact absorbing 
set is a system for which all solutions enter a specific compact set after an initial transient period 
(for systems without inputs the name “global uniform ultimate boundedness” is used in [13]; the 
term “dissipative system” is used in the literature of finite-dimensional dynamical systems; see 
[20] and the discussion on page 22 of the book [21]).  
 
 Though it may appear that we merely trade one major restriction (global Lipschitzness) for 
another (compact absorbing set), which imposes a strong requirement on the system’s open-loop 
behavior, the latter restriction is less frequently violated in applications. Many engineering 
systems belong to the class of systems with a compact absorbing set because finite escape is rare 
in physical processes, control inputs usually saturate, and limit cycles are a frequent outcome of 
local instabilities.  
 
 The contribution of our paper is twofold: 
a) predictor feedback is designed and stability is proved for the class of nonlinear delay 
systems with a compact absorbing set under appropriate assumptions (Theorem 2.2), 
b) the result is then extended to nonlinear delay systems that can be transformed to systems 
with a compact absorbing set by means of a preliminary predictor feedback (Theorem 2.4). 
In both cases, we provide explicit formulae for the predictor feedback and explicit inequalities for 
the parameters of the applied control scheme and the upper diameter of the sampling partition. 
The proposed predictor feedback guarantees all properties listed at the beginning of the section for 
the class of nonlinear delay systems with a compact absorbing set: global asymptotic stability and 
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global exponential attractivity in the absence of measurement error, robustness with respect to 
perturbations of the sampling schedule and robustness with respect to measurement errors.  
 
 Our predictor feedback design consists of the following elements:  
1) an Inter-Sample Predictor (ISP), which uses the sampled, delayed and corrupted 
measurements of the output and provides an estimate of the (unavailable) delayed 
continuous output signal, 
2) a global observer (O), which uses the estimate of the delayed continuous output signal and 
provides an estimate of the delayed state vector, 
3) an approximate or exact predictor (P), which uses the estimate of the delayed state vector 
in order to provide an estimate of the future state vector, and  
4) a delay-free controller (DFC), i.e., a baseline feedback law that works for the delay-free 
version of the system, which in the presence of delay uses the estimate of the future state 
vector in order to provide the control action.   
 
 We refer to the above control scheme as the ISP-O-P-DFC control scheme. In [10] the ISP-
O-P-DFC control scheme was shown to achieve all the objectives mentioned at the beginning of 
this section by using approximate predictors that are based on successive approximations of the 
solution map for linear detectable and stabilizable systems and globally Lipschitz systems in strict 
feedback form. Here, we show that the ISP-O-P-DFC control scheme guarantees all the objectives 
listed at the beginning of this section using dynamic approximate predictors for systems with a 
compact absorbing set.  
  
  This methodological difference relative to [10] merits further emphasis. We employ here a 
class of approximate predictors that are implemented by means of a dynamical system: the 
approximate predictor is a system described by Integral Delay Equations (IDEs; see [12]) and 
consists of a series connection of N  approximate predictors (each making a prediction for the 
state vector 
N
r τδ +=  time units ahead). Such dynamic predictors were introduced in [2,6] but here 
the predictor is designed in a novel way so that the prediction takes values in an appropriate 
compact set after an initial transient period. The dynamic predictor is different from other 
predictors proposed in the literature (e.g., exact predictors in [9,17], approximate predictors based 
on successive approximations in [7,10], approximate predictors based on numerical schemes in 
[11]). Theorem 2.4 employs a novel combination of approximate predictors and exact predictors 
in the control scheme, which can be used for other classes of nonlinear delay systems.  
 
    The main advantage of the dynamic predictor employed here over other predictor 
approximations (numerical [11] or successive approximations [7,10]) is the existence of simple 
formulas (provided in [2]), for the estimation of the asymptotic gain of the measurement error for 
certain classes of systems. In contrast, the predictor for which the effect of measurement errors is 
most difficult to quantify is the numerical predictor [11].  
 
     On the other hand, the disadvantages of the dynamic predictor are the difficulty of 
implementation (one has to approximate numerically the solution of the IDEs or the equivalent 
distributed delay differential equations) and that it works only for certain classes of nonlinear 
systems (globally Lipschitz systems and systems with a compact absorbing set). In contrast, the 
most easily programmable predictor is the numerical predictor [11], which is the crudest version 
of the predictor based on successive approximations [7,10] -- when only one successive 
approximation is used (and many grid points), then the predictor based on successive 
approximations coincides with the numerical predictor. 
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 Though our approach to stabilization of nonlinear systems with actuation and measurement 
delays is based on delay compensation via predictor design—an approach known for its ability to 
recover nominal performance in the absence of delay and after finite time in the presence of 
delay—this is not the only option for stabilization of nonlinear systems with large dead times. For 
certain classes of nonlinear systems other approaches exist that are capable of guaranteeing 
stability and robustness [18,19].   
 
 The paper is structured as follows. Section 2 contains the assumptions and the statements of 
the main results. The proofs are given in Section 3. Section 4 presents two illustrative examples. 
Concluding remarks are provided in Section 5.  
 
 
Notation. Throughout this paper, we adopt the following notation:  
 
∗  ),0[: +∞=ℜ+ .  A partition of +ℜ  is an increasing sequence { }∞=0iiτ  with 00 =τ  and +∞=∞→ ii τlim .  
∗  By  );(0 ΩAC , we denote the class of continuous functions on nA ℜ⊆ , which take values in 
mℜ⊆Ω . By );( ΩAC k , where 1≥k  is an integer, we denote the class of functions on nA ℜ⊆  with 
continuous derivatives of order k , which take values in mℜ⊆Ω . 
∗  By  )int(A , we denote the interior of the set nA ℜ⊆ . 
∗  For a vector nx ℜ∈ , we denote by x′  its transpose and by x  its Euclidean norm. mnA ×ℜ∈′  
denotes the transpose of the matrix nmA ×ℜ∈  and A  denotes the induced norm of the matrix 
nmA ×ℜ∈ , i.e., { }1,:sup =ℜ∈= xxAxA m .  
∗  A function +ℜ→ℜnV :  is called positive definite if 0)0( =V  and 0)( >xV  for all 0≠x . A 
function +ℜ→ℜnV :  is called radially unbounded if the sets { }MxVx n ≤ℜ∈ )(:  are either empty 
or bounded for all 0≥M . 
∗  For a function );(1 ℜ∈ ACV , the gradient of V  at nAx ℜ⊆∈ , denoted by )(xV∇ , is the row 
vector ⎥⎦
⎤⎢⎣
⎡
∂
∂
∂
∂=∇ )()()(
1
x
x
Vx
x
VxV
n
… .  
∗  The class of functions ∞K  is the class of strictly increasing, continuous functions ++ ℜ→ℜ:a  
with 0)0( =a  and +∞=+∞→ )(lim sas .  
 
 
2. Systems with an Absorbing Compact Set 
 
Consider the system (1.1), (1.2). Our main assumption guarantees that there exists a compact set 
which is robustly globally asymptotically stable (the adjective robust means uniformity to all 
measurable and essentially bounded inputs Uu →ℜ+: ). We call the compact set “absorbing” 
because the solution “is absorbed” in the set after an initial transient period.  
 
(H1) There exist a radially unbounded (but not necessarily positive definite) function 
);(2 +ℜℜ∈ nCV , a positive definite function );(1 +ℜℜ∈ nCW  and a constant 0>R  such that the 
following inequality holds for all Uux n ×ℜ∈),(  with RxV ≥)(  
 
)(),()( xWuxfxV −≤∇                                                                       (2.1) 
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Indeed, assumption (H1) guarantees that for every initial condition nx ℜ∈)0(  and for every 
measurable and essentially bounded input Uu →ℜ+:  the solution )(tx  of (1.1) enters the compact 
set { }RxVxS n ≤ℜ∈= )(:  after a finite transient period, i.e., there exists );(0 +ℜℜ∈ nCT  such that 
Stx ∈)( , for all ( ))0(xTt ≥ . Moreover, notice that the compact set { }RxVxS n ≤ℜ∈= )(:  is positively 
invariant. This fact is guaranteed by the following lemma which is an extension of Theorem 5.1 in 
[13] (page 211).  
 
Lemma 2.1: Consider system (1.1) under hypothesis (H1). Then there exists );(0 +ℜℜ∈ nCT  such 
that for every nx ℜ∈0  and for every measurable and essentially bounded input Uu →+∞− ),[: τ  the 
solution ntx ℜ∈)(  of (1.1) with initial condition 0)0( xx =  and corresponding to input 
Uu →+∞− ),[: τ  satisfies ( )RxVtxV ),(max))(( 0≤  for all 0≥t  and RtxV ≤))((  for all ( )0xTt ≥ .  
 
    Our second assumption guarantees that we are in a position to construct an appropriate local 
exponential stabilizer for the delay-free version system (1.1), i.e., system (1.1) with 0=τ . 
 
(H2) There exist a positive definite function ( )+ℜℜ∈ ;2 nCP , constants 0, 1 >Kμ  with )(21 xPxK ≤  
for all nx ℜ∈  with RxV ≤)( and a globally Lipschitz mapping Uk n →ℜ:  with 0)0( =k  such that the 
following inequality holds 
 
22))(,()( xxkxfxP μ−≤∇ , for all nx ℜ∈  with RxV ≤)(                                   (2.2) 
 
The requirement that the mapping Uk n →ℜ:  with 0)0( =k  is globally Lipschitz is not essential. 
Notice that if assumption (H2) holds for certain locally Lipschitz mapping Uk n →ℜ:  with 
0)0( =k  then we are in a position to define ( )( ) )())(,max(,1min1)(~ xkxVRRRxk +−+=  and we notice 
that assumption (H2) holds for the globally Lipschitz function Uk n →ℜ:~ . 
 
    Our third assumption guarantees that we are in a position to construct an appropriate local 
exponential observer for the delay-free version of system (1.1), (1.2), i.e., system (1.1), (1.2) with 
0==τr . 
 
(H3) There exist a symmetric and positive definite matrix nnQ ×ℜ∈ , constants 0>ω , Rb >  and a 
matrix knL ×ℜ∈  such that the following inequality holds 
 
( ) 2),())()((),()( xzuxfxhzhLuzfQxz −−≤−−+′− ω , 
for all Uu∈ , nxz ℜ∈,  with bzV ≤)(  and RxV ≤)(                                  (2.3) 
 
Indeed, assumption (H3) in conjunction with assumption (H1) guarantees that for every { }RxVxSx n ≤ℜ∈=∈ )(:)0(  and for every measurable and essentially bounded input Uu →ℜ+:  the 
solution of system (1.1), (1.2) with 
 
))((),( yzhLuzfz −+=                                                                       (2.4) 
 
satisfies an estimate of the form ( ) )0()0(exp)()( xztMtxtz −−≤− σ , for all 0≥t  for appropriate 
constants 0, >σM , provided that the initial estimation error )0()0( xz −  is sufficiently small. This 
is why system (2.4) is termed “a local exponential observer”. The reader should notice that 
assumption (H3) holds automatically for nonlinear systems of the form  
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1
1
32122
2111
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)(
xy
uxxfx
xxxfx
xxfx
nnn
=
+=
+=
+=

#


                                                                         (2.5)  
 
for every 0>> Rb  and for every non-empty set mU ℜ⊆ , where ℜ→ℜ iif :  ( ni ,...,1= ) are smooth 
mappings.  
 
In order to be able to construct a feedback stabilizer for system (1.1), (1.2) we need an additional 
technical assumption.  
 
(H4) There exist constants )1,0(∈c , baR <≤  such that the following inequality holds: 
 
( ) ( )
)()(
),())()((),()()(1)()))()((),()(( 2
xzQzV
uxfxhzhLuzfQxzzVczWxhzhLuzfzV −∇
−−+′−∇−+−≤−+∇  
for all Uu∈ , nxz ℜ∈,  with bzVa ≤< )( , 0)()( <−∇ xzQzV  and RxV ≤)(                     (2.6) 
 
Assumption (H4) imposes constraints for the evolution of the trajectories of the local observer 
(2.4). Indeed, inequality (2.6) imposes a bound on the derivative of the Lyapunov function 
);(1 +ℜℜ∈ nCV  along the trajectories of the local observer (2.4) for certain regions of the state 
space.  
 
    We are now ready to state the first main result of the paper. Notice that the dynamic feedback 
stabilizer is explicitly given and that all parameters included in the feedback stabilizer are requited 
to satisfy explicit inequalities that can be verified easily in practice.  
 
Theorem 2.2: Consider system (1.1), (1.2) under assumptions (H1-4). Define: 
 
))((:),,(ˆ yzhLuyzk −= , for all Uuyz kn ×ℜ×ℜ∈),,(  with RzV ≤)(                                            (2.7) 
 
( )′∇
∇
−−= )(
)(
),,())((:),,(ˆ 2 zVzV
uyzyzhLuyzk ϕ , for all Uuyz kn ×ℜ×ℜ∈),,(  with RzV >)(                (2.8) 
 
where +ℜ→ℜ×ℜ×ℜ mkn:ϕ  is defined by 
 
( )( )))(()()()(),()(,0max:),,( yzhLzVzVpzWuzfzVuyz −∇++∇=ϕ                                         (2.9) 
 
and ]1,0[: →ℜ+p  is an arbitrary locally Lipschitz function that satisfies 1)( =sp  for all bs ≥  and 
0)( =sp  for all as ≤ . Let +ℜ→ℜ:q  be a continuously differentiable function with 1)( =sq  for 1≤s  
and Kssq ≤)(  for 1≥s , where 1≥K  is a constant. Let ),1[: +∞→ℜnψ  be a smooth function that 
satisfies the following implication: 
 
( ) )(),(max)( zxbzVxV ψ≤⇒≤                                                                 (2.10) 
 
Let 0>N  be an integer and 0>sT , 0>σ  be constants so that: 
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⎟⎟⎠
⎞
⎜⎜⎝
⎛≤
Q
c
Pn 4
,~min
ωμσ , 111 <σδδ eMM fq  and  12 2
2
1 <ω
σ
c
QG
K
Q
eGT sTs                                    (2.11) 
 
 
where 
⎪⎪
⎪
⎭
⎪⎪
⎪
⎬
⎫
⎪⎪
⎪
⎩
⎪⎪
⎪
⎨
⎧
≠∈∈∈−
⎟⎟⎠
⎞
⎜⎜⎝
⎛−⎟⎟⎠
⎞
⎜⎜⎝
⎛
= ξξξ
ψξψ
ξ
xSzSSx
x
x
z
x
q
z
q
Mq ,,,:
)()(
sup: 2311 ,  ⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧ ≠∈∈∈−
−= ξξξ
ξ
xUuSSx
x
ufuxf
M f ,,,:
),(),(
sup: 411 , 
{ }RxVxS n ≤ℜ∈= )(::1 , { }bxVxS n ≤ℜ∈= )(::2 , ( ){ }23 ,)()(:: SzzKpzKxxS n ∈+≤ℜ∈= ψδψ , Nr τδ += , 
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧ ≠∈∈∈−
∇−∇= zxUuSzSx
zx
uzfzhuxfxh
G ,,,:
),()(),()(
sup: 211 , { }szUuzuzfsp n ≤×ℜ∈= ,),(:),(max:)( , , 
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
≠∈∈ℜ∈−
−
= wyUuSzwy
wy
uwzkuyzk
G k ,,,,:
),,(ˆ),,(ˆ
sup: 22   , { }24 ),(:: SzzKxxS n ∈≤ℜ∈= ψ , 
{ })(:)(max:~ 12 ScoxxPP ∈∇= , )( 1Sco  denotes the convex hull of 1S  and ],0(2 QK ∈  is a constant for 
which the inequality QxxxK ′≤22  for all nx ℜ∈ .  
 
Then there exist a constant 0>Γ  and a locally Lipschitz function ∞∈KC  such that for every 
partition { }∞=0iiτ  of +ℜ  with ( ) sii
i
T≤−+≥ ττ 10sup , ( )kLe ℜℜ∈ +∞ ; , ( )ni L ℜ−∈ ∞ );0,[0, δξ  ( Ni ,...,1= ), 
knwz ℜ×ℜ∈),( 00 , ( )nrCx ℜ−∈ ];0,[00 , ( )UrLu );0,[0 τ−−∈ ∞ , the solution of (1.1), (1.2) with  
 
))(),(),((ˆ))(),(()( ττ −−+−−= rtutwtzkrtutzftz , for 0≥t                                           (2.12) 
 
))(),(())(()( τ−−∇= rtutzftzhtw , for ),[ 1+∈ iit ττ , 0≥i                                                  (2.13) 
 
)()( ii yw ττ = , for 1≥i                                                                                        (2.14) 
 
∫ ⎟⎟⎟⎠
⎞
⎜⎜
⎜
⎝
⎛
+−−−+−+⎟⎟⎠
⎞
⎜⎜⎝
⎛ −++⎟⎟⎠
⎞
⎜⎜⎝
⎛
= −−
δ
τδδξψ
δξξψ
ξξ
0
1
1 ))1((),(
))((
)(
)(
))((
)(
)( dssrjtust
tz
st
qft
tz
t
qt j
j
j
j
j , for 0≥t , Nj ,...,1=  
            (2.15) 
 
with )()(0 tzt =ξ  and  
 
( ))()( tktu Nξ= , for 0≥t                                                                        (2.16) 
 
initial condition )()( 0, θξθξ jj =  for )0,[ δθ −∈  ( Nj ,...,1= ), ),())0(),0(( 00 wzwz = ,  )()( 0 θθ xx =  for 
]0,[ r−∈θ ,  )()( 0 θθ uu =  for )0,[ τθ −−∈ r , exists and satisfies the following estimate for all 0≥t : 
 
( ) ( ) ( )
( ) ( ) ( ) ( ) ( ))(sup)(sup)(sup)(sup)(sup
)(sup)(sup)()()(sup
01 0
0
0
0,
0
000
0
01 00
sesesuswzsxCe
stusttztwstx
ts
N
j tssr
j
ssr
t
sr
N
j
j
ssr
≤≤= ≤≤<≤−−<≤−≤≤−
−
<≤−−= <≤−≤≤−
Γ+⎟⎟⎠
⎞
⎜⎜⎝
⎛
+++++
≤+++++++
∑
∑
τδ
σ
τδ
ξ
ξ
      (2.17) 
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Remark 2.3:  
(a) As noted in the Introduction, Theorem 2.2 shows that the control scheme which consists of the 
series connection of (i) the sampled-data hybrid observer (2.12), (2.13), (2.14) which provides 
an estimate of the delayed state vector )( rtx − , (ii) the dynamic predictor (2.15) which 
provides an estimate of the future value of the state vector )( τ+tx  and (iii) the control law 
(2.16) is successful under assumptions (H1-4) provided that the upper diameter of the 
sampling partition 0>sT  is sufficiently small.  The result of Theorem 2.2 guarantees 
robustness with respect to perturbations of the sampling schedule (inequality (2.17) holds for 
every sampling partition { }∞=0iiτ  with upper diameter less or equal to 0>sT ).  
(b) The sampled-data hybrid observer (2.12), (2.13), (2.14) uses the local exponential observer 
involved in assumptions (H3), (H4) with some modifications. The first modification involves 
the replacement of the unavailable output signal )( rty −  with the signal )(tw , which is 
generated by the intersample predictor (2.13), (2.14) (see also [2]). The second modification is 
the addition of a “correction term” of the form ( )′∇
∇
− )(
)(
),,(
2 zVzV
uyzϕ  which has the task to 
guarantee the validity of the differential inequality )()),,(ˆ),()(( zWuyzkuzfzV −≤+∇  for all 
Uuyz kn ×ℜ×ℜ∈),,(  with bzV ≥)( . The “correction term” ( )′∇
∇
− )(
)(
),,(
2 zVzV
uyzϕ  was used in [2] in 
order to guarantee that the solution enters an appropriate compact set in finite time and in this 
appropriate compact set the local exponential observer works. 
(c) The input ℜ→ℜ+:e  quantifies the effect of measurement errors. Inequality (2.17) shows that 
the “asymptotic gain” of the closed-loop system with respect to the measurement error is 
linear, i.e. ( ) ( ) ( ) )(suplim)(sup)(sup)()()(supsuplim
01 00
testusttztwstx
tsr
N
j
j
ssrt +∞→<≤−−= <≤−≤≤−+∞→
Γ≤⎟⎟⎠
⎞
⎜⎜⎝
⎛
+++++++ ∑ τδ ξ . 
However, the ISS-like inequality (2.17) does not guarantee the ISS property with linear gain. 
In general, the locally Lipschitz function ∞∈KC  is nonlinear and the gain function with 
respect to the measurement error is nonlinear. 
(d) The predictor (2.15) is a system described by Integral Delay Equations (IDEs; see [12]) and 
consists of the series connection of N  predictors (each making a prediction for the state vector 
δ  time units ahead). Such dynamic predictors were used in [2,6] but here the predictor (2.15) 
has an important difference with other predictors: the use of the terms )(
))((
)(
1
1 t
tz
t
q j
j
−
−
⎟⎟⎠
⎞
⎜⎜⎝
⎛
ξψ
ξ
 instead 
of )(1 tj−ξ  guarantees that the prediction will take values in an appropriate compact set. The 
dynamic predictor (2.15) is different from other predictors proposed in the literature (e.g., 
exact predictors in [9,17], approximate predictors based on successive approximations in 
[7,10], approximate predictors based on numerical schemes in [11]).  
(e) An example of a function +ℜ→ℜ:q  that satisfies the requirements of Theorem 2.2 is the 
function 212:)( −− −= sssq  for 1>s  and 1)( =sq  for 1≤s . 
(f) Since the function ∞∈KC  is a locally Lipschitz function, it follows from estimate (2.17) that 
the dynamic hybrid controller (2.12), (2.13), (2.14), (2.15) and (2.16) guarantees not only 
global asymptotic stability but local exponential stability as well in the absence of 
measurement error. Notice that the stability properties of the closed-loop system are robust 
with respect to perturbations of the sampling schedule.  
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     The following result uses a preliminary predictor feedback in order to transform the given 
system to a system with a compact absorbing set. However, the result of Theorem 2.4 does not 
allow us to conclude Robust Global Asymptotic Stability for the closed-loop system: only 
exponential attractivity holds for the closed-loop system. The notion of forward completeness 
used in the statement of Theorem 2.4 is the standard notion used in [1]: the solution exists for 
times, all initial conditions and all measurable and locally essentially bounded inputs.  
 
Theorem 2.4: Consider the forward complete system  
 
mn tvtx
tvtxftx
ℜ∈ℜ∈
−=
)(,)(
))(),((
~
)( τ                                                                   (2.18) 
 
where 0>τ  is the input delay, nmnf ℜ→ℜ×ℜ:~  is a smooth vector field with 0)0,0(~ =f  and 
sampled measurements given by 
 
))(()( rxhy ii −= ττ                                                                       (2.19) 
 
where knh ℜ→ℜ:   is a smooth mapping with 0)0( =h , 0≥r  is the measurement delay and{ }∞=0iiτ  is 
a partition of +ℜ  (the set of sampling times). 
 
Suppose that there exist smooth functions lna ℜ→ℜ:1 , mla ℜ→ℜ:2  with 0)0(1 =a , 0)0(1 =a  and a 
non-empty compact set mU ℜ⊂  with U∈0  such that the vector field )))((,(~:),( 12 uxaaxfuxf +=  
satisfies assumptions (H1-4).  Moreover, suppose that there exists a locally Lipschitz vector field 
lmlg ℜ→ℜ×ℜ:  with 0)0,0( =g  such that the equation )),((),(~)( 11 vxagvxfxa =∇  holds for all 
mnvx ℜ×ℜ∈),( . Assume that the system 
 
 
Utut
tutatgt
l ∈ℜ∈
+=
)(,)(
))())((),(()( 2
θ
θθθ                                                          (2.20) 
 
is forward complete. Finally, suppose that there exists a mapping ( )mk rL ℜ−−×ℜΦ ∞ );0,[: τ  such 
that for every ( )mn Lvx ℜ+∞−×ℜ∈ ∞ );,[),( 0 τ  the solution ntx ℜ∈)(  of (2.18) with initial condition 
0)0( xx =  corresponding to input ( )mLv ℜ+∞−∈ ∞ );,[ τ   satisfies for all rt ≥ : 
 
))),((())((1 tvrtxhtxa −Φ=+τ                                                         (2.21) 
 
where ( ) )()( stvsvt +=  for )0,[ rs −−∈ τ .  
 
Let nmknk ℜ→ℜ×ℜ×ℜ:ˆ  be the vector field defined by (2.7), (2.8), (2.9) for certain locally 
Lipschitz function ]1,0[: →ℜ+p  that satisfies 1)( =sp  for all bs ≥  and 0)( =sp  for all as ≤ . Let 
+ℜ→ℜ:q  be a continuously differentiable function with 1)( =sq  for 1≤s  and Kssq ≤)(  for 1≥s , 
where 1≥K  is a constant. Let ),1[: +∞→ℜnψ  be a smooth function that satisfies implication (2.10). 
Let 0>N  be an integer and 0>sT , 0>σ  be constants so that (2.11) holds.  
 
Then for every partition { }∞=0iiτ  of +ℜ  with ( ) sii
i
T≤−+≥ ττ 10sup , ( )ni L ℜ−∈ ∞ );0,[0, δξ  ( Ni ,...,1= ), 
lknwz ℜ×ℜ×ℜ∈),,( 000 θ , ( )nrCx ℜ−∈ ];0,[00 , ( )UrLu );0,[0 τ−−∈ ∞ , ( )mLv ℜ−∈ ∞ );0,[0 τ , the solution of 
(2.18), (2.19) with (2.12), (2.13), (2.14), (2.15), (2.16) and  
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))(()()( 2 tatutv θ+= , for 0≥t                                                                (2.22) 
 
))())((),(()( 2 tutatgt += θθθ , for ),[ 1+∈ iit ττ , 0≥i                                                  (2.23) 
 
)),(()(
i
vy ii τττθ Φ= , for 1≥i                                                              (2.24) 
 
with )()(0 tzt =ξ  and initial condition )()( 0, ss jj ξξ =  for )0,[ δ−∈s  ( Nj ,...,1= ), 
),,())0(),0(),0(( 000 θθ wzwz = ,  )()( 0 sxsx =  for ]0,[ rs −∈ ,  )()( 0 susu =  for )0,[ τ−−∈ rs , )()( 0 svsv =  for 
)0,[ τ−∈s  exists for all 0≥t  and satisfies: 
 ( ) +∞<
+∞→
)(suplim tPe t
t
σ                                                                          (2.25) 
 
where ( ) ( ) ( ))(sup)(sup)()()()(sup:)(
01 00
stustttztwstxtP
sr
N
j
j
ssr
++++++++=
<≤−−= <≤−≤≤−
∑ τδ ξθ . 
Remark 2.5: Theorem 2.4 uses a combination of exact predictors (in the spirit of [9]; (2.21) is an 
exact prediction of ))((1 τ+txa ) and approximate predictors ((2.15), (2.16) provides an approximate 
prediction of  ))(( τ+txk ). Therefore, Theorem 2.4 generalizes the results in [9] and the result of 
Theorem 2.2. However, as remarked above the result of Theorem 2.4 is simple exponential 
attractivity for the closed-loop system. The existence of functions lna ℜ→ℜ:1 , mla ℜ→ℜ:2  
satisfying the assumptions of Theorem 2.4 is a restrictive assumption, which can be verified in 
certain cases (see Example 4.2 below).  
 
 
 
3. Proofs of Main Results  
 
We start with the proof of Theorem 2.2. 
 
Proof of Theorem 2.2: We first notice that the following inequality holds for all 
Uuwz kn ×ℜ×ℜ∈),,(  with bzV ≥)( : 
 
)()),,(ˆ),()(( zWuwzkuzfzV −≤+∇                                                             (3.1) 
 
Definition (2.8) implies ),,()))((),()(()),,(ˆ),()(( uwzwzhLuzfzVuwzkuzfzV ϕ−−+∇=+∇ . By 
distinguishing the cases 0))(()()(),()( ≤−∇++∇ wzhLzVzWuzfzV  and 
0))(()()(),()( >−∇++∇ wzhLzVzWuzfzV , using definition (2.9) and noticing that 1))(( =zVp  we 
conclude that (3.1) holds. 
 
Let { }∞=0iiτ  be a partition  of +ℜ  with ( ) sii
i
T≤−+≥ ττ 10sup , ( )nrCx ℜ−∈ ];0,[00 , ( )UrLu );0,[0 τ−−∈ ∞ , ( )ni L ℜ−∈ ∞ );0,[0, δξ  ( Ni ,...,1= ), knwz ℜ×ℜ∈),( 00 , ( )klocLe ℜℜ∈ +∞ ;  and consider the solution of (1.1), 
(2.12), (2.13), (2.14), (2.15), (2.16), with initial condition )()( 0, θξθξ ii =  for )0,[ δθ −∈  ( Ni ,...,1= ), 
),())0(),0(( 00 wzwz = ,  )()( 0 θθ xx =  for ]0,[ r−∈θ ,  )()( 0 θθ uu =  for )0,[ τθ −−∈ r  corresponding to input ( )klocLe ℜℜ∈ +∞ ; .  
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    We prove next that the solution exists for all 0≥t . In order to prove that the solution exists for 
all 0≥t , it suffices to show that the solution exists and is bounded for all ),0[ 1τ∈t . Indeed, if the 
solution exists and is bounded for all ),0[ 1τ∈t  then )( 1τx  and )( 1τz  can be uniquely defined and 
consequently )( 1τw  can be uniquely defined (by means of (2.14)). Therefore, all arguments can be 
repeated to the interval ),[ 21 ττ  and in the same way we obtain existence of solution for all 
intervals ),[ 1+ii ττ  ( ,...2,1,0=i ).     
 
Standard results in ordinary differential equations guarantee that the system  
 
))(),(())(()(
))(),(),((ˆ))(),(()(
τ
ττ
−−∇=
−−+−−=
rtutzftzhtw
rtutwtzkrtutzftz

                                                (3.2) 
 
has a local solution defined on ),0[ 1t  for some ( ]),min(,0 11 ττ +∈ rt . By virtue of (3.1) and Lemma 
2.1, it follows that the solution of (3.2) satisfies the following estimate: 
 
( )bzVtzV ),(max))(( 0≤                                                                                (3.3)  
 
for all 0≥t  for which the solution of (3.2) exists. Define the non-decreasing function: 
 { }szVUuzuzfzhs n ≤×ℜ∈∇=Ω )(,),(:),()(max:)( , for all ( )nzzVs ℜ∈≥ :)(min                (3.4) 
 
which is well-defined by virtue of the facts that mU ℜ⊆  is compact and  );(2 +ℜℜ∈ nCV  is a 
radially unbounded function. It follows from definition (3.4) and inequality (3.3), that the solution 
of (3.2) satisfies the following estimate for all ),0[ 1tt∈ : 
 
( )( )bzVTwtw s ),(max)( 00 Ω+≤                                                                     (3.5) 
 
A standard contradiction argument shows that the solution of (3.2) exists and satisfies (3.3), (3.5) 
for all )),min(,0[ 1 ττ +∈ rt .  
 
    Next consider the solution of the system (2.15), (2.16). System (2.15), (2.16) is a system 
described by Integral Delay Equations (IDEs) with input )(tz . The existence of ( ]),min(,0 11 ττ +∈ rt  
for which the solution of system (2.15), (2.16) is uniquely defined on ),0[ 1t  is a direct 
consequence of Theorem 2.1 in [12] (in conjunction with the fact that assumptions (H1), (H2) in 
[12] hold for system (2.15), (2.16)). Using the fact that the inequality )(
)(
zK
z
q ψξψ
ξ ≤⎟⎟⎠
⎞
⎜⎜⎝
⎛
 holds for 
all nnz ℜ×ℜ∈),(ξ  in conjunction with definition { }szUuzuzfsp n ≤×ℜ∈= ,),(:),(max:)( , we obtain 
the estimate   
 
( )))(())(()( tzKptzKtj ψδψξ +≤ , Nj ,...,1=                                               (3.6) 
 
for ),0[ 1tt∈  a.e.. The fact that system (2.15), (2.16) satisfies the Boundedness-Implies-
Continuation property (a consequence of Theorem 2.1 in [12]) in conjunction with estimates (3.3), 
(3.6) shows that the solution of (2.15), (2.16) exists and satisfies (3.3) and (3.6) for 
)),min(,0[ 1 ττ +∈ rt  a.e.. 
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    Finally, the solution of (1.1) exists locally and by virtue of (2.1) and Lemma 2.1 satisfies the 
estimate: 
 
( )RxVtxV )),0((max))(( 0≤                                                           (3.7)  
 
for all 0≥t  for which the solution of (1.1) exists. A standard contradiction argument in 
conjunction with the fact that );(2 +ℜℜ∈ nCV  is a radially unbounded function guarantees that the 
solution of (1.1) exists and satisfies (3.7) for all )),min(,0[ 1 ττ +∈ rt . 
 
   If 1ττ <+r  then all arguments may be repeated for the interval ))22,min(,[ 1 τττ ++∈ rrt  and 
continuing in this way we show that the solution of (1.1), (2.12), (2.13), (2.14), (2.15), (2.16) 
exists for all ),0[ 1τ∈t .  
 
   Lemma 2.1 in conjunction with (2.1) and (3.1) implies there exists );(0 +ℜℜ∈ nCT  such that 
(3.3), (3.7) hold for all 0≥t  and  
 
RtxV ≤))((  for all ( ))0(0xTt ≥  and btzV ≤))((  for all ( )0zTt ≥                                   (3.8) 
 
Indeed, the above conclusions for ))(( txV  are direct consequences of Lemma 2.1. The above 
conclusions for ))(( tzV  are consequences of Lemma 2.1 applied to system (2.12) with ),( uw  as 
inputs. Inequalities (3.6), (3.8) show that  
 
1)( Stx ∈ , 2)( Stz ∈ 3)( Stj ∈ξ  ( Nj ,...,1= ), for ( ) ( )( )00 ,)0(max zTxTt ≥  a.e.                              (3.9) 
 
where { }RxVxS n ≤ℜ∈= )(::1 , { }bxVxS n ≤ℜ∈= )(::2 , ( ){ }23 ,)()(:: SzzKpzKxxS n ∈+≤ℜ∈= ψδψ .  
 
Equation (1.1) implies that 
( )∫ +−−−+−++−+−+−=+− δ τδδδδ
0
))1((),)1(())1(()( dssrjtujsrtxfjrtxjrtx  for Nj ,...,1=  and rt ≥ . 
Using the previous equation in conjunction with (2.1), implication (2.10) and Lemma 2.1 (which 
imply that 1
))((
))1(( =⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
−++−
rtx
jsrtx
q ψ
δ  for all 0≥s , rt ≥  and Nj ,...,1= ), we get from (2.15): 
 
∫
∫
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−−−+−++−⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
−++−−
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
+−−−+−+⎟⎟⎠
⎞
⎜⎜⎝
⎛ −++
−+−⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
−+−−⎟⎟⎠
⎞
⎜⎜⎝
⎛
=+−− −−
δ
δ
τδδψ
δ
τδδξψ
δξ
δψ
δξψ
ξδξ
0
0
1
1
))1((),)1((
))((
))1((
))1((),(
))((
)(
))1((
))((
))1((
)(
))((
)(
)()(
dssrjtujsrtx
rtx
jsrtx
qf
dssrjtust
tz
st
qf
jrtx
rtx
jrtx
qt
tz
t
qjrtxt
j
j
j
j
j
                          (3.10) 
 
for all Nj ,...,1=  and rt ≥ . Equation (3.10) in conjunction with (3.9) the fact that the inequality 
)(
)(
zK
z
q ψξψ
ξ ≤⎟⎟⎠
⎞
⎜⎜⎝
⎛
 holds for all nnz ℜ×ℜ∈),(ξ  and the definitions 
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⎪⎪
⎪
⎭
⎪⎪
⎪
⎬
⎫
⎪⎪
⎪
⎩
⎪⎪
⎪
⎨
⎧
≠∈∈∈−
⎟⎟⎠
⎞
⎜⎜⎝
⎛−⎟⎟⎠
⎞
⎜⎜⎝
⎛
= ξξξ
ψξψ
ξ
xSzSSx
x
x
z
x
q
z
q
Mq ,,,:
)()(
sup: 2311 , 
⎪⎪
⎪
⎭
⎪⎪
⎪
⎬
⎫
⎪⎪
⎪
⎩
⎪⎪
⎪
⎨
⎧
≠∈∈−
⎟⎟⎠
⎞
⎜⎜⎝
⎛−⎟⎟⎠
⎞
⎜⎜⎝
⎛
= wzSzSwx
wz
x
w
x
qx
z
x
q
Mq ,,,:
)()(
sup: 212
ψψ
, 
⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ ≠∈∈∈−
−= ξξξ
ξ
xUuSSx
x
ufuxf
M f ,,,:
),(),(
sup: 411 , { }24 ),(:: SzzKxxS n ∈≤ℜ∈= ψ , implies that: 
 ( )
( ))()(sup
)()(1))1(()()()(
0
11
2111
δθθξδ
δδξδξ
θδ
jrtxtMM
rtxtzMMjrtxtMjrtxt
j
qf
qf
j
q
j
+−+−++
−−++−+−−≤+−−
≤≤−
−
                     (3.11) 
 
for all Nj ,...,1=  and ( ) ( )( ) ),max(,)0(max 00 δrzTxTt +≥ . Using (3.11) in conjunction with (2.11) we 
obtain: 
 
( ) ( )
( ) ( ) ( )tj
ttt
t
Ttt
fq
qf
t
j
Ttt
fq
q
t
j
Ttt
ejrtxtertxtz
eMM
MM
ejrtxt
eMM
M
ejrtxt
σ
δ
σ
σδ
σ
σδ
σ
δξδ
δ
δξδδξ
)()(sup)()(sup
1
1
))1(()(sup
1
)()(sup
000
00
11
21
1
11
1
+−−+−−−
++
−+−−−≤+−−
≤≤−≤≤
−≤≤≤≤                 (3.12) 
 
for all Nj ,...,1=  and ( ) ( )( ) ),max(,)0(max: 000 δrzTxTtT +=≥ . Using (3.12) we conclude that the 
following estimate holds 
 
( ) ( ) ( ) ( )
( )∑
= ≤≤−
−
≤≤
−
≤≤
+−−+
−−⎟⎟⎠
⎞
⎜⎜⎝
⎛ +++−
+≤+−
j
l
s
l
tst
lj
s
tst
jj
fq
qf
s
j
tst
elrsxs
ersxsz
eMM
MM
esxs
1
1
11
21
)()(sup
)()(sup...1
1
1
)()(sup
00
00
σ
δ
σ
σδ
σ
δξλ
λλδ
δτξ
                   (3.13) 
 
for all Nj ,...,1=  and ( ) ( )( ) ),max(,)0(max: 000 δrzTxTtt +=≥  with σδδλ eMM
M
fq
q
11
1
1
: −= .  
 
Next consider the evolution of the mapping ))(( txPt → . Inequality (2.2) and (3.9) imply that the 
following differential inequality holds for ( ) ( )( )00 ,)0(max zTxTt +≥τ  a.e.:   
 
( ) )()()(~)(2))(( 22 τξμ −−+−≤ ttxtxPMntxtxPdt
d
N
f                                          (3.14) 
 
where ⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ ≠∈∈−
−= ξξξ
ξ
xSSx
x
kxfxkxf
M f ,,:
))(,())(,(
sup: 312 , { })(:)(max:~ 12 ScoxxPP ∈∇=  and )( 1Sco  
denotes the convex hull of 1S . Since nnP ×ℜ∈  is a positive definite matrix. Completing the 
squares, integrating and noticing that there exists a constant 01 >K  with 221 ~2 xP
nPxxxK ≤′≤  for 
all 1Sx∈ , we obtain the following estimate for 0tt +≥τ , ( ) ( )( ) ),max(,)0(max: 000 δrzTxTt += : 
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⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
−−++≤ −−
≤≤+
−−−
)()(sup
2
~~
)(
2
~
)(
)(~2
1
0
1
)(~
2
0
0 τξμτ
μ
τ
τμ
ssxe
PM
K
Pnntx
K
Pnetx N
st
Pn
tst
ftt
Pn                    (3.15) 
 
Since 
Pn ~
μσ ≤  (see (2.11)), we obtain from (3.15) and (3.13) for 0tt +≥τ :  
 
( )
( ) ( ) ( )
( )∑
= ≤≤−
−
−≤≤
−
+
≤≤+
+−−+
−−⎟⎟⎠
⎞
⎜⎜⎝
⎛ +++−
++
+≤
N
l
s
l
tst
lN
f
s
tst
NN
fq
qff
ts
tst
elrsxs
PM
K
Pnn
ersxsz
eMM
MMPM
K
Pnn
etx
K
Pnesx
1
2
1
1
11
212
1
)(
0
1
)()(sup
2
~~
)()(sup...1
1
1
2
~~
)(
2
~
)(sup
00
0
0
0
σ
δ
σ
τσδ
τσσ
τ
δξλμ
λλδ
δ
μ
τ
                   (3.16) 
 
Next we establish the following inequality: 
 ( ) 2),()),(,(ˆ),()( xzcuxfuxhzkuzfQxz −−≤−+′− ω , for all USSuzx ××∈ 21),,(                         (3.17) 
 
Notice that inequality (2.3) and definitions (2.7), (2.8), (2.9) imply that (3.17) holds for the case 
azV ≤)( . Therefore, we focus on the case bzVa ≤< )( . Definition (2.8) gives: 
 ( )
( ) )()(
)(
)),(,(),())()((),()(
),()),(,(ˆ),()(
2 xzQzVzV
uxhzuxfxhzhLuzfQxz
uxfuxhzkuzfQxz
−∇
∇
−−−+′−≤
−+′−
ϕ                              (3.18) 
 
Inequalities (2.3), (3.18) and the fact that 0)),(,( ≥uxhzϕ  implies that (3.17) holds if 
0)()( ≥−∇ xzQzV . Moreover, inequalities (2.3), (3.18) show that (3.17) holds if 0)),(,( =uxhzϕ . It 
remains to consider the case 0)()( <−∇ xzQzV  and 0)),(,( >uxhzϕ . In this case, definition (2.9) 
implies ( ) 0))()(()()()(),()()),(,( >−∇++∇= xhzhLzVzVpzWuzfzVuxhzϕ . Then, inequality (2.6) gives: 
 
( ) ( )
)()(
),())()((),()())(()(1
)()))((1(),()()))((1(
)())()(()())((),()())),(,(
2
xzQV
uxfxhzhLuzfQxzzVpzVc
zWzVpuzfzVzVp
zWxhzhLzVzVpuzfzVuxhz
−∇
−−+′−∇−+
−+∇−+
≤+−∇+∇=
ξ
ϕ
                                       (3.19) 
 
Using (3.19), (2.1) and the fact that 1))((0 ≤≤ zVp , we obtain: 
 
( )
( ) ( )
( ) ( )),())()((),()(1
),())()((),()))(((1
)(),()()()(
)(
))((1
)(
)()())),(,(
2
2
uxfxhzhLuzfQxzc
uxfxhzhLuzfQxzzVpc
zWuzfzVxzQzV
zV
zVp
zV
xzQzVuxhz
−−+′−−−≤
−−+′−−−
+∇−∇
∇
−−
≤
∇
−∇− ϕ
 
 
Combining (2.3), (3.18) and the above inequality, we conclude that (3.17) holds.  
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Next consider the evolution of the mapping ( ) ( ))()()()( rtxtzQrtxtzt −−′−−→ . Inequality (3.17) and 
(3.9) imply that the following differential inequality holds for ( ) ( )( )00 ,)0(max zTxTrt +≥  a.e.:   
 
( ) ( ) ))(()()()(2)()(2)()()()( 22 rtxhtwrtxtzQGrtxtzcrtxtzQrtxtzdt
d −−−−+−−−≤⎟⎠
⎞⎜⎝
⎛ −−′−− ω           (3.20) 
 
where 
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
≠∈∈ℜ∈−
−
= wyUuSzwy
wy
uwzkuyzk
G k ,,,,:
),,(ˆ),,(ˆ
sup: 22 . Since nnQ ×ℜ∈  is a positive definite 
matrix there exists a constant QK ≤< 20  with QxxxK ′≤22  for all nx ℜ∈ . Completing the squares 
and integrating we obtain the following estimate for 0tt ≥ , ( ) ( )( ) ),max(,)0(max: 000 δrzTxTt += : 
 
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
−−+−−≤−−
−−
≤≤
−−
))(()(sup
2
)()()()(
)(
42
2
00
2
)(
2
0
0
rsxhswe
c
QG
K
Q
rtxtz
K
Q
ertxtz
st
Q
c
tst
tt
Q
c ωω
ω     (3.21) 
 
Since 
Q
c
4
ωσ ≤  (see (2.11)), we obtain from (3.21) for 0tt ≥ : 
 
( ) ( )))(()(sup2)()()()(sup
0
0
0
2
2
00
2
rsxhswe
c
QG
K
Q
rtxtze
K
Q
rsxsze s
tst
ts
tst
−−+−−≤−−
≤≤≤≤
σσσ
ω            (3.22) 
 
Finally, notice that since ( ) sii
i
T≤−+≥ ττ 10sup  the following estimate holds for every ),[ 1+∈ iit ττ  with 
0ti ≥τ : 
)()(sup)(sup))(()( 1
0
rsxszGTsertxhtw
ts
s
ts i
−−+≤−−
≤≤≤≤ τ
                                           (3.23) 
 
where ⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ ≠∈∈∈−
∇−∇= zxUuSzSx
zx
uzfzhuxfxh
G ,,,:
),()(),()(
sup: 211 . Notice that from the inequalities 
si Tt +≤τ , si Tt +≤ 0τ  and (3.23) we obtain for all sTtt +≥ 0 : 
 ( ) ( ))()(sup)(sup))(()(sup
00
1
0
rsxszeeGTseersxhswe s
tst
T
s
ts
ts
tsTt
s
s
−−+≤−−
≤≤≤≤≤≤+
σσσσ                    (3.24) 
 
Combining (3.22) and (3.24) we get for all sTtt +≥ 0 :  
 
( ) ( )
( ) ( )))(()(sup2)()(sup2
)(sup
2
)()()()(sup
000
0
0
2
2
2
2
1
0
2
2
00
2
rsxhswe
c
QG
K
Q
rsxsze
c
QG
K
Q
eGT
see
c
QG
K
Q
rtxtze
K
Q
rsxsze
s
Ttst
s
tst
T
s
ts
tts
tst
s
s −−++−−+
+−−≤−−
+≤≤≤≤
≤≤≤≤
σσσ
σσσ
ωω
ω
             (3.25) 
 
It follows from (2.11), (3.25) that the following estimate holds for all sTtt +≥ 0 : 
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( )
( ) ( )⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−+
−
+
−−
−
≤−−
+≤≤≤≤
≤≤
))(()(sup)(sup
2
2
)()(
2
)()(sup
00
0
0
0212
2
00
212
rsxhswesee
QeQGGTKc
QQG
rtxtze
QeQGGTKc
Qc
rsxsze
s
Ttstts
t
T
s
t
T
s
s
tst
s
s
s
σσ
σ
σ
σ
σ
ω
ω
ω
                            (3.26) 
 
Combining (3.16) and (3.26), we obtain the following inequality for all sTtt +≥ 0 : 
 ( )
( ) ( )∑
= ≤≤−≤≤
+≤≤
+
+−−++−−+
−−++≤
N
l
s
l
tstts
tt
s
Ttst
tt
elrsxsAseeArtxtzeA
ersxhswAetxAetx
s
1
5
0
4003
2
)(
01
)()(sup)(sup)()(
))(()(sup)()(
00
0
00
0
σ
δ
σσ
στσσ
δξ
τ
                      (3.27) 
 
for appropriate constants 0>iA  ( 5,...,1=i ). Combining (3.13), (3.24), (3.26), (3.27), using (2.16) 
and the fact that Uk n →ℜ: is globally Lipschitz with 0)0( =k  and defining  
 
( ) ( )( ) sTrzTxTT +++= τ2,)0(max: 000                                                                   (3.28) 
 
we obtain the following estimate for all 0≥t : 
 
( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ))(sup)(sup)(sup)(sup)(sup)(sup
)(sup)(sup)()()(sup
0100
)(
01 00
00000
0 sesusswszsxAe
stusttztwstx
ts
N
j Tsr
j
TsTsTsTsr
Tt
sr
N
j
j
ssr
≤≤= <≤−−<≤−≤≤≤≤≤≤−
−−
<≤−−= <≤−≤≤−
+⎟⎟⎠
⎞
⎜⎜⎝
⎛
++++
≤+++++++
∑
∑
γξ
ξ
τδ
σ
τδ
  (3.29) 
 
for appropriate constants 0, >γA . 
 
Estimates (3.3), (3.6), (3.7) and the fact that Uk n →ℜ: is globally Lipschitz with 0)0( =k  
guarantee that there exists a non-decreasing, smooth function ++ ℜ→ℜΔ :  such that  
 
( ) ( ) ( )
( ) ( ) ( )⎟⎟⎠
⎞
⎜⎜⎝
⎛
+++Δ
≤++++++
∑
∑
= <≤−−<≤−≤≤−
<≤−−= <≤−≤≤−
N
j sr
j
ssr
sr
N
j
j
ssr
suszsx
stusttzstx
1 000
01 00
)(sup)(sup)0()(sup
)(sup)(sup)()(sup
τδ
τδ
ξ
ξ
                                (3.30) 
 
for all 0≥t . Definitions (2.7), (2.8), (2.9) in conjunction with the fact that Ksq ≤)(  for all 0≥s , 
guarantee the existence of a smooth, non-decreasing function ++ ℜ→ℜ:G  such that the following 
inequality holds for every 0≥R : 
 
( )ζξ
ζξψ
ξ
+++++++≤
+++∇++⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛
321
33321
)(
)(),,(ˆ),(),()(),(,
)(
uuuwzxRG
huwzkuzfuzfzhuxfu
z
qf
, 
for all 4)(),,,( nzx ℜ∈ζξ , kw ℜ∈ , 3321 ),,( Uuuu ∈  with ( ) Ruzx i
i
≤+++
= 3,2,1
max,max ζξ         (3.31) 
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    In order to finish the proof, we notice that is suffices to prove that there exist smooth functions  
+++ ℜ→ℜ×ℜ:jp  for which ),( ⋅Rp j  and ),( tp j ⋅  are non-decreasing for every fixed ++ ℜ×ℜ∈),( tR  
( 4,3,2,1=j ) such that the following estimates 
 
( ) ( ) ( ) ( )⎟⎟⎠
⎞
⎜⎜⎝
⎛
+++++≤ ∑
= ≤≤<≤−−<≤−≤≤−
N
j tssr
j
ssr
sesuswzsxtRptx
1 0000
1 )(sup)(sup)(sup)0()0()(sup),()( τδ
ξ               (3.32) 
 
( ) ( ) ( ) ( )⎟⎟⎠
⎞
⎜⎜⎝
⎛
+++++≤ ∑
= ≤≤<≤−−<≤−≤≤−
N
j tssr
j
ssr
sesuswzsxtRptz
1 0000
2 )(sup)(sup)(sup)0()0()(sup),()( τδ
ξ               (3.33) 
 
( ) ( ) ( ) ( )⎟⎟⎠
⎞
⎜⎜⎝
⎛
+++++≤ ∑
= ≤≤<≤−−<≤−≤≤−
N
j tssr
j
ssr
sesuswzsxtRptw
1 0000
3 )(sup)(sup)(sup)0()0()(sup),()( τδ
ξ               (3.34) 
 
( ) ( ) ( ) ( )⎟⎟⎠
⎞
⎜⎜⎝
⎛
+++++≤+ ∑∑
= ≤≤<≤−−<≤−≤≤−=
N
j tssr
j
ssr
N
j
j sesuswzsxtRpttu
1 0000
4
1
)(sup)(sup)(sup)0()0()(sup),()()(
τδ
ξξ     (3.35) 
 
hold for all 0≥t  with ( ) ( ) ( )∑
= <≤−−<≤−≤≤−
+++=
N
j sr
j
ssr
suszsxR
1 000
)(sup)(sup)0()(sup:
τδ
ξ . Indeed, if estimates 
(3.32), (3.33), (3.34), (3.35) hold then by virtue of (3.28), (3.29) we conclude that (2.17) holds 
with γ=Γ :  and ( )))(~,(max:)(
4,3,2,1
)(~ sTspsAesC jj
sT
=
= σ  for all 0≥s , where ++ ℜ→ℜ:~T  is a smooth, non-
decreasing function that satisfies  
 { } )(~:)(max2 sTsxxTTr s ≤≤+++ τ , for all 0≥s                                                 (3.36) 
 
For convenience we use G  in order to denote ))(( RG Δ  with 
( ) ( ) ( )∑
= <≤−−<≤−≤≤−
+++=
N
j sr
j
ssr
suszsxR
1 000
)(sup)(sup)0()(sup:
τδ
ξ . Using (2.12), (3.30), (3.31) we get 
 
∫∫∫ −−+++≤ ttt dsrsuGdsswGdsszGztz
000
)()()()0()( τ                                     (3.37) 
 
for all 0≥t . Applying the Gronwall-Belman Lemma to (3.37) we obtain 
 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−−++≤ ∫∫ ttGt dsrsuGdsswGzetz
00
2 )()()0()( τ                                         (3.38) 
for all 0≥t . Using (2.13), (2.14), (3.30), (3.31) we get 
 
∫∫ −−++++≤ ≤≤−≤≤−
tt
tsrtsr
ii
dsrsuGdsszGseGsxGwtw
ττ
τ )()()(sup)(sup)0()(
0
                            (3.39) 
 
for all ),[ 1+∈ iit ττ . Since si Tt +≤τ  we obtain from (3.38), (3.39) for all ),[ 1+∈ iit ττ : 
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( )∫∫ −−++++++≤ ≤≤−≤≤−
t
Gt
s
t
Gt
s
Gt
s
tsrtsr
dsrsueGTGdssweTGzeGTseGsxGwtw
0
2
0
222
0
)(1)()0()(sup)(sup)0()( τ  
                            (3.40) 
 
Notice that (3.40) holds for all 0≥t . Applying the Gronwall-Belman Lemma to (3.40) and 
noticing that the Gronwall-Belman Lemma holds not only for continuous functions but also for 
piecewise continuous functions (and that the mapping )(twt →  is piecewise continuous on +ℜ ), 
we get 
( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
−−++++++≤ ∫≤≤−≤≤−
t
tsrtsr
teTGGt
s dsrsuzsesxweeGTGtw
Gt
s
00
2 )()0()(sup)(sup)0(1)1()(
22 τ         (3.41) 
 
for all 0≥t . Combining (3.38) with (3.41) we obtain 
 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
++++≤+ ∫
−−≤≤−≤≤−
t
rtsrtsr
dssuzsesxwtRatztw
τ
)()0()(sup)(sup)0(),()()(
0
1                     (3.42) 
 
for all 0≥t  with ( ) teTGGtsGt GtseeGTGetRa 22231 2)1(:),( ++= , where ))((: RGG Δ= . 
We next continue with )(tjξ  ( Nj ,...,1= ). We notice that (2.15) shows the mappings )(tt jξ→  are 
continuous for all 0≥t   ( Nj ,...,1= ). Using (2.15), (3.30), (3.11), in conjunction with the fact that 
Ksq ≤)(  for all 0≥s , we get 
∫∫
−−−
− ++≤
t
r
t
t
jjj dssuGdssGtKt
τδ
ξξξ )()()()( 1                                              (3.43) 
 
for all 0≥t  and Nj ,...,1= . Inequality (3.43) implies that the following inequality  
 
∫∫∫
−−−
− +++≤
t
r
j
t
jjj dssuGdssGdssGtKt
τδ
ξξξξ )()()()()(
0
0
1                                              (3.44) 
 
holds for all 0≥t  and Nj ,...,1= . Applying the Gronwall-Belman Lemma to (3.44) we obtain 
( ) ( )⎟⎟⎠
⎞
⎜⎜⎝
⎛
+++≤
<≤−−−
−≤≤ ∫ )(sup)()(sup)1()( 010 sGdssuGsKGtet js
t
r
j
ts
Gt
j ξδξξ δτ
                              (3.45) 
 
for all 0≥t  and Nj ,...,1= . Using induction, inequalities (3.42), (3.45), the fact that )()(0 tzt =ξ  and 
the fact that 1≥K  we obtain  
 
( )⎟⎟⎠
⎞
⎜⎜⎝
⎛
+⎟⎟⎠
⎞
⎜⎜⎝
⎛ ++++++
≤
∑∫
= <≤−−−
−
≤≤−≤≤−
j
l
l
s
t
r
j
tsrtsr
jjGt
j
s
K
Gdssu
K
GwsesxztRaKGte
t
1 0
1
0
1 )(sup)(
21)0()(sup)(sup)0(),()1(
)(
ξδ
ξ
δτ
 
             (3.46) 
 
for all 0≥t  and Nj ,...,1= . Let 0≥Λ  be a constant for which the inequality xxk Λ≤)(  for all 
nx ℜ∈ (since Uk n →ℜ: is globally Lipschitz with 0)0( =k  the existence of 0≥Λ  is guaranteed). 
Using (3.46) with Nj =  and (2.16) we get 
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( )⎟⎟⎠
⎞
⎜⎜⎝
⎛
+⎟⎟⎠
⎞
⎜⎜⎝
⎛ +++++≤ ∑∫
= <≤−−−
−
≤≤−≤≤−
N
l
l
s
t
r
N
tsrtsr
s
K
Gdssu
K
GwsesxztRatu
1 0
1
0
2 )(sup)(
21)0()(sup)(sup)0(),()( ξδ
δτ
    (3.47) 
 
for all 0≥t  with ),()1(:),( 12 tRaKGtetRa NNGt+Λ= , where ))((: RGG Δ= . Applying the Gronwall-
Belman Lemma to (3.44) we obtain 
 
( )⎟⎟⎠
⎞
⎜⎜⎝
⎛
+⎟⎟⎠
⎞
⎜⎜⎝
⎛ +++++≤ ∑∫
= <≤−−−
−
≤≤−≤≤−
N
l
l
sr
N
tsrtsr
s
K
Gdssu
K
GwsesxztRatu
1 0
01
0
3 )(sup)(
21)0()(sup)(sup)0(),()( ξδ
δτ
    (3.48) 
for all 0≥t  with 
t
K
GtRa
N
etRatRa
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +
−
=
1
2
21),(
23 ),(:),( , where ))((: RGG Δ= . Combining (3.42), (3.46) with 
(3.48) we obtain:  
( )⎟⎟⎠
⎞
⎜⎜⎝
⎛
+++++≤+ ∑∫
= <≤−−−≤≤−≤≤−
N
l
l
srtsrtsr
sdssuzsesxwtRatztw
1 0
0
0
4 )(sup)()0()(sup)(sup)0(),()()( ξδτ
         (3.49) 
 
( )⎟⎟⎠
⎞
⎜⎜⎝
⎛
+++++≤+ ∑∫∑
= <≤−−−≤≤−≤≤−=
N
l
l
srtsrtsr
N
j
j sdssuwsesxztRattu
1 0
0
0
5
1
)(sup)()0()(sup)(sup)0(),()()( ξξ
δτ
             (3.50) 
 
for all 0≥t  with ( ) ),(),(1)2(2:),( 1314 tRatRtaK
GtRa
N
+⎟⎟⎠
⎞
⎜⎜⎝
⎛ ++=
−δ , 
( )),(1)2(1),()1)((:),( 3
21
15 tRtaK
GtRaKGteNtRa
N
NNGt +⎟⎟⎠
⎞
⎜⎜⎝
⎛ +++Λ+=
−δ , where ))((: RGG Δ= . 
 
Finally, using (1.1), (3.30), (3.31) we get 
∫∫ −++≤ t
v
t
v
dssuGdssxGvxtx )()()()( τ                                                (3.51) 
 
for all 0≥≥≥ vtT . Combining (3.51) with (3.50) we get  
 
( ) ( ) ⎟⎠
⎞⎜⎝
⎛ +−++++−≤
≤≤−≤≤
)(sup),()(1)(sup),(1)()( 55 sxMTRavtGGsxTRavtGtx
vsrtsv
                      (3.52) 
for all 0≥≥≥ vtT , where ( )∑∫
= <≤−−−≤≤
+++++=
N
j
j
srTs
sdssusewzxM
1 0
0
0
)(sup)()(sup)0()0()0(: ξ
δτ
. Let 0>θ  be 
a constant with 2/1)),(1( 5 ≤+ TRaGθ . It follows from (3.52) that the inequality  
 
( ) ⎟⎠
⎞⎜⎝
⎛ ++≤
≤≤−
)(sup22)( sxMGtx
vsr
                                                              (3.53) 
 
holds for all 0≥≥ vT  and )],min(,[ Tvvt θ+∈ . Applying (3.53) repeatedly we get: 
 
( )( ) )(sup)2(2)2(2...22)(sup
0
sxGGGMsx
sr
iiii
isr ≤≤−≤≤−
++++++≤
θ
                                       (3.54) 
 
for all 0≥T  and all integers 0≥i with Ti ≤θ . Selecting 0≥i  so that [ ])),(1(21: 5 TRaGTi ++=  and 
iT /=θ , we get (3.32) with ( ) ( ))),(1(2151 5))2(2()),(1(21:),( tRaGtGtRaGttRp +++++= . Exploiting (3.32), 
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(3.49), (3.50) we get inequalities (3.33), (3.34), (3.35) for appropriate smooth functions  
+++ ℜ→ℜ×ℜ:jp  for which ),( ⋅Rp j  and ),( tp j ⋅  are non-decreasing for every fixed ++ ℜ×ℜ∈),( tR  
( 4,3,2=j ). The proof is complete.        
 
We next continue with the proof of Theorem 2.4. 
 
Proof of Theorem 2.4: We first notice that if the solution of the closed-loop system (2.18), (2.19) 
with (2.12), (2.13), (2.14), (2.15), (2.16), (2.22), (2.23), (2.24) exists for all 0≥t  then the 
following equalities hold:  
))(()( 1 τθ += txat , for all lt τ≥                                                           (3.55) 
 
))(),(()( τ−= tutxftx , for all ττ +≥ lt  a.e.                                               (3.56) 
 
where { }ri iil ≥≥= τττ ,1:min . The above equalities are direct consequences of (2.21) and the fact 
that the equation )),((),(~)( 11 vxagvxfxa =∇  holds for all mnvx ℜ×ℜ∈),( . Therefore, by virtue of 
Theorem 2.2, there exists a locally Lipschitz function ∞∈KC~  such that the solution of the closed-
loop system (2.18), (2.19) with (2.12), (2.13), (2.14), (2.15), (2.16), (2.22), (2.23), (2.24) satisfies 
the following estimate for all ττ +≥ lt :  
( ) ( ) ( )
( ) ( ) ( )⎟⎟⎠
⎞
⎜⎜⎝
⎛
++++++++++++
≤+++++++
∑
∑
= <≤−−<≤−≤≤−
−−−
<≤−−= <≤−≤≤−
N
j
l
sr
lj
s
lll
sr
t
sr
N
j
j
ssr
suswzsxCe
stusttztwstx
l
1 000
)(
01 00
)(sup)(sup)()()(sup~
)(sup)(sup)()()(sup
ττττξττττττ
ξ
τδ
ττσ
τδ
  (3.57) 
 
Since lna ℜ→ℜ:1  is a locally Lipschitz function with 0)0(1 =a , there exists a non-decreasing 
function ++ ℜ→ℜ:c  such that ( )xcxxa ≤)(1 , for all nx ℜ∈ . The previous inequality in conjunction 
with (3.55) and (3.57) implies the existence of a locally Lipschitz function ∞∈KC  such that the 
solution of the closed-loop system (2.18), (2.19) with (2.12), (2.13), (2.14), (2.15), (2.16), (2.22), 
(2.23), (2.24) satisfies the following estimate for all ττ +≥ lt : 
 
( ) ( ) ( )
( ) ( ) ( )⎟⎟⎠
⎞
⎜⎜⎝
⎛
++++++++++++
≤++++++++
∑
∑
= <≤−−<≤−≤≤−
−−−
<≤−−= <≤−≤≤−
N
j
l
sr
lj
s
lll
sr
t
sr
N
j
j
ssr
suswzsxCe
stusttzttwstx
l
1 000
)(
01 00
)(sup)(sup)()()(sup
)(sup)(sup)()()()(sup
ττττξττττττ
ξθ
τδ
ττσ
τδ
  (3.58) 
 
Inequality (2.25) is a direct consequence of estimate (3.58). Therefore, in order to prove Theorem 
2.4 it suffices to show that the solution of the closed-loop system (2.18), (2.19) with (2.12), (2.13), 
(2.14), (2.15), (2.16), (2.22), (2.23), (2.24) exists for all 0≥t .  
 
The arguments for the proof of the existence of the solution the solution of the closed-loop system 
(2.18), (2.19) with (2.12), (2.13), (2.14), (2.15), (2.16), (2.22), (2.23), (2.24) are exactly the same 
as those in the proof of the Theorem 2.2 except that: 
• we do not use (3.7) but instead we use the fact that (2.18) is forward complete in 
conjunction with the results in [1], and  
• we use the fact that system (2.20) is forward complete.    
 
The proof is complete.       
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4. Illustrative Examples 
 
This section is devoted to the presentation of two nonlinear control systems which can be 
stabilized by the results of Theorem 2.2 and Theorem 2.4.  
 
Example 4.1: This is an example of a two-dimensional nonlinear control system for which all 
assumptions (H1), (H2), (H3) and (H4) hold. It follows from Theorem 2.2 that the system can be 
stabilized globally asymptotically and locally exponentially by means of the ISP-O-P-DFC 
control scheme. The system is described by the equations  
 
ℜ⊂−∈ℜ∈=
−+−=
+−=
]24,24[)(,))(),(()(
)()()(
)()()()(
2
21
3
22
2
3
111
tutxtxtx
tutxtx
txtxtgxtx
τ

                                              (4.1) 
 
where 0≥τ  is the input delay  and 0>g  is a constant. The measured output is given by the 
equation: 
 
)()()( 1 iii erxy τττ +−=                                                                               (4.2) 
 
where { }∞=0iiτ  is the sampling partition (a partition of +ℜ ), 0≥r  is the measurement delay and the 
input ℜ→ℜ+:e  is the measurement error. We show next that assumptions (H1), (H2), (H3) and 
(H4) hold for system (4.1) provided that  
 
167
1≤g                                                                                           (4.3) 
 
We notice that system (4.1), (4.2) is a system of the form (1.1), (1.2) with ℜ⊂−= ]24,24[U  and 
⎥⎥⎦
⎤
⎢⎢⎣
⎡
+−
+−=
ux
xxgxuxf 3
2
2
3
11:),( . We start by showing that assumption (H1) holds with 2221 2
1
2
1:)( xxxV += , 
)(
2
1:)( xVxW =  and 4:=R . Indeed, using the inequalities 222121 2
1
2
1 xxxx +≤ , 2222 2
1
2
1 uxux +≤ , 322 ≤u  
and 42412 )(2 xxxV +≤  (which hold for all ]24,24[),( 2 −×ℜ∈ux ), we obtain: 
 
)(216
2
1
2
1
2
1
),()(
22
2
2
1
24
2
2
2
4
1
2
1
2
4
221
4
1
2
1
xVxxg
uxxxxg
uxxxxxgxuxfxV
−++⎟⎠
⎞⎜⎝
⎛ +≤
+−+−⎟⎠
⎞⎜⎝
⎛ +≤
+−+−=∇
 
for all ]24,24[),( 2 −×ℜ∈ux . Using (4.3) we get )(2
2
1 2
2
2
1 xVxxg ≤+⎟⎠
⎞⎜⎝
⎛ + , which combined with the 
above inequality gives: 
 
)(216)(2),()( 2 xVxVuxfxV −+≤∇                                                          (4.4) 
 
Inequality (4.4) shows that inequality (2.1) holds with )(
2
1:)( xVxW =  for all ]24,24[),( 2 −×ℜ∈ux  
with 4)( =≥ RxV .  
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We next show that assumption (H2) holds with ( )21221 22
1
2
1:)( gxxxxP ++= , 
4
1:1 =K , 4:
g=μ  and  
 
( )12221223122122221 612)14(23)14(Pr2121,4max,5min5:)( xgxxxgxgggxxgxxxk U ++−+++⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛ +−−=        (4.5) 
 
where UPr  denotes the projection on the set ℜ⊂−= ]24,24[U . Notice that since 2221 2
1
2
1:)( xxxV +=  
we obtain the following estimate 
 
( ) )(2)(236142)(2)134(
612)14(23)14(
22
1
2
2
2
12
23
1
2
21
2
xVxVgggxVgg
xgxxxgxgggxxg
++−+++≤
++−+++
 
 
for all 2ℜ∈x . Taking into account (4.3) and the above inequality we get:  
 
242)167100(2
612)14(23)14(
2
1
2
2
2
12
23
1
2
21
2
≤++≤
++−+++
gg
xgxxxgxgggxxg
 
 
for all 2ℜ∈x  with 4)( =≤ RxV . Consequently, we obtain from (4.5) for all 2ℜ∈x  with 
4)( =≤ RxV : 
 ( )1222122312212 612)14(23)14()( xgxxxgxgggxxgxk ++−+++−=                                        (4.6) 
 
Using (4.6) and the definition ( )21221 22
1
2
1:)( gxxxxP ++=  we obtain for all 2ℜ∈x  with 4)( =≤ RxV : 
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( ) ( )4124121221
1
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2
2
12
23
1
2
21
2
12
4
12
4
1
2
12
2
1
2
3
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23
212
4
1
2
12
2
1
22
612)14(23)14()(2
22
32)14()(22))(,()(
gxxxgxxggx
xgxxxgxgggxxgxkgxx
gxxxgxxggx
gxgxxgxkxgxxxgxxggxxkxfxP
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++−++++++
+−−+−−=
+−+++−++−+−−=∇
         (4.7) 
 
Finally, the inequality  
 
( ) 22212212221221221 2
1)41(4)41(2 xxgxxgxxggxxx +−≥−++≥++  
 
in conjunction with (4.3) implies the inequality  
 
( ) 222121221 2
1
2
12 xxgxxx +≥++                                                             (4.8) 
 
for all 2ℜ∈x . Inequality (4.8) in conjunction with (4.7) implies inequality (2.2) with 
4
: g=μ . 
Moreover, inequality (4.8) in conjunction with the definition ( )21221 22
1
2
1:)( gxxxxP ++=  implies the 
inequality )(21 xPxK ≤  with 4/1:1 =K .  
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We next show that assumption (H3) holds with  
 
⎥⎦
⎤⎢⎣
⎡
−
−=
1
1
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1:
p
p
Q , ( ) ( ) ( )( ) ⎥⎥⎦
⎤
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4
: p=ω , 7:=b           (4.9) 
 
where )1,0(∈p  is a constant. Indeed, by setting ( ) ( )( )2
2
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Using the fact that ( ) 0~ 31311 ≥− xze , ( ) 0~ 32322 ≥− xze  and the above inequality, we obtain for all 
Uu∈ , nxz ℜ∈,  with 7)( ≤zV  and 4)( ≤xV : 
 
( ) ( ) ( ) ( )7211~~2~~~1~~),(),()~(2 2122212121211 ++−+−−+−+≤+−′ eepepeeLpLpgepLgLeLuxfuzfQe  
 
Completing the squares in the above inequality (i.e., using the inequality 
( ) ( ) 2122221 ~72112~27211~~2 epepeep ++≤+ ), we obtain inequality (2.3) with 4: p=ω , 7:=b .  
 
Finally, we show that assumption (H4) holds with 6:=a  and arbitrary )1,0(∈c , provided that 
 
4/1≤p  and ( ) ( ) gp 222774 1237176597 −−+≤+                                               (4.10) 
 
More specifically, we show next that the following inequality  
 
)()))()((),()(( zWxhzhLuzfzV −≤−+∇                                                 (4.11) 
 
holds Uu∈ , nxz ℜ∈,  with 7)(6 ≤< zV  and 4)( ≤xV . Using the definitions 2221 2
1
2
1:)( xxxV += , 
)(
2
1:)( xVxW =  and the inequalities 222121 2
1
2
1 zzzz +≤ , 2222 2
1
2
1 uzuz +≤ , 322 ≤u  and 42412 )(2 zzzV +≤  
(which hold for all ]24,24[),( 2 −×ℜ∈uz ), we conclude that inequality (4.11) holds provided that 
the following (more demanding) inequality 
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2
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2
1 2
11221111
2
2
2
1 zVzVxzzLxzzLzzg +−≤+−+−++⎟⎠
⎞⎜⎝
⎛ +                          (4.12) 
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holds Uu∈ , nxz ℜ∈,  with 7)(6 ≤< zV  and 4)( ≤xV . Using (4.3) we get )(2
2
1 2
2
2
1 zVzzg ≤+⎟⎠
⎞⎜⎝
⎛ + , which 
implies that inequality (4.12) holds provided that the following (more demanding) inequality 
 
( ) )(216)(
2
5 2
112211 zVxzzLzLzV ≤+−++                                       (4.13) 
 
holds Uu∈ , nxz ℜ∈,  with 7)(6 ≤< zV  and 4)( ≤xV . Notice that for all nxz ℜ∈,  with 7)(6 ≤< zV  and 
4)( ≤xV , it holds that 141 ≤z , 142 ≤z , 221411 +≤− xz . The previous inequalities imply that 
inequality (4.13) holds provided that the following inequality holds: 
 
( )2772 4121 +≤+ LL                                                                    (4.14) 
 
Since ( )( )2
2
21 12
)1(2721142)1(
p
pgppgpLL −
−+++++=+ , it follows from (4.3) and (4.10) that 
inequality (4.14) holds.   
 
Define: 
)(:),,(ˆ 1 yzLuyzk −= , for all ]24,24[),,( 2 −×ℜ×ℜ∈uyz  with 82221 ≤+ zz                     (4.15) 
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uyzyzLuyzk ϕ , for all ]24,24[),,( 2 −×ℜ×ℜ∈uyz  with 82221 >+ zz        (4.16) 
 
where +ℜ→ℜ×ℜ×ℜ2:ϕ  is defined by 
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⎞
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and ]1,0[: →ℜ+p  is a locally Lipschitz function that satisfies 1)( =sp  for all bs ≥  and 0)( =sp  for 
all as ≤ . Let +ℜ→ℜ:q  be the continuously differentiable function with 212:)( −− −= sssq  for 1>s  
and 1)( =sq  for 1≤s  with 2)( =≤ Kssq  for 1≥s . Let ),1[: +∞→ℜnψ  be a smooth function defined 
by 2
2
1
2
1421:)( zz ++=ψ , which satisfies implication (2.10) with 2221 2
1
2
1:)( xxxV +=  and 7=b . 
Computing all constants involved in (2.11) and using all previous definitions, Theorem 2.2 
implies that there exist a constant 0>Γ  and a locally Lipschitz function ∞∈KC  such that for every 
partition { }∞=0iiτ  of +ℜ  with ( ) sii
i
T≤−+≥ ττ 10sup , ( )ℜℜ∈ +
∞ ;Lv , ( )20, );0,[ ℜ−∈ ∞ δξ Li  ( Ni ,...,1= ), 
ℜ×ℜ∈ 200 ),( wz , ( )200 ];0,[ ℜ−∈ rCx , ( )]24,24[);0,[0 −−−∈ ∞ τrLu , the solution of (4.1), (4.2) with  
 
))(),(),((ˆ
)()(
)()()()( 3
2
2
3
11 ττ −−+⎥⎥⎦
⎤
⎢⎢⎣
⎡
−−+−
+−= rtutwtzk
rtutz
tztztgztz , for 0≥t                              (4.18) 
 
)()()()( 2
3
11 tztztgztw +−= , for ),[ 1+∈ iit ττ , 0≥i                                                  (4.19) 
 
)()( ii yw ττ = , for 1≥i                                                                                   (4.20) 
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∫ ⎟⎟⎟⎠
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j , for 0≥t , Nj ,...,1=  
            (4.21) 
with )()(0 tzt =ξ  and  
( ))()( tktu Nξ= , for 0≥t                                                                        (4.22) 
 
initial condition )()( 0, θξθξ jj =  for )0,[ δθ −∈  ( Nj ,...,1= ), ),())0(),0(( 00 wzwz = ,  )()( 0 θθ xx =  for 
]0,[ r−∈θ ,  )()( 0 θθ uu =  for )0,[ τθ −−∈ r , exists and satisfies estimate (2.17) for all 0≥t , provided 
that 
N
r τδ += , 0>N  is an integer and 0>sT , 0>σ  are constants so that: 
( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
++< )1(8,2218min 2 p
p
g
gσ , ( )( )( )ge +++ +< 3034232145427 142127σδδ  and  ( ) 2/31)43(12 12 pLg ppeT sTs ++ −<σ  
    (4.23) 
    Of course, it should be noted that inequalities (4.23) are highly conservative. The control 
practitioner can use inequalities (4.23) only as a first step for the selection of the parameters. The 
next step is the determination of the optimal values of the parameters by means of extensive 
numerical experiments.         
 
Example 4.2: Consider the nonlinear system 
 
23
321
23
13
3
22
2
3
111
)(,))(),(),(()(
)()(
)())(()()(
)()()()(
ℜ∈ℜ∈=
−=
−++−=
+−=
tvtxtxtxtx
tvtx
tvtxptxtx
txtxtgxtx
τ
τ



                                              (4.24) 
 
where 0>τ  is the input delay, ( )ℜℜ∈ ∞ ;Cp  is a smooth function with 0)0( =p  and 0>g  is a 
constant. The measured output is given by the equation: 
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where { }∞=0iiτ  is the sampling partition (a partition of +ℜ ) and 0≥r  is the measurement delay. All 
assumptions of Theorem 2.4 are satisfied with  
31 :)( xxa = , 1=l , ⎥⎦
⎤⎢⎣
⎡
−
−= θ
θθ )()(2 pa , 2),( vvg =θ , ∫
−−
+=Φ
0
22 )(:),(
τr
dssvyvy , }0{]24,24[ ×−=U     (4.26) 
under the assumption that inequality (4.3) holds. Indeed, notice that after an initial transient period 
system (4.24) with  
⎥⎦
⎤⎢⎣
⎡−=
)(
))((
)()(
t
tp
tutv θ
θ , for 0≥t                                                                (4.27) 
 
)()()( 2 tutt +−= θθ , for ),[ 1+∈ iit ττ , 0≥i                                                  (4.28) 
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i
i r
ii dssvy
τ
ττ
ττθ )()()( 22 , for 1≥i                                                         (4.29) 
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is transformed to system (4.1) with the additional equation: 
 
)()()( 233 τ−+−= tutxtx                                                           (4.30) 
 
It follows from Theorem 2.4 that for every partition { }∞=0iiτ  of +ℜ  with ( ) sii
i
T≤−+≥ ττ 10sup , the 
solution of the closed-loop system (4.24) with (4.27), (4.28), (4.29), (4.18), (4.19), (4.20), (4.21) 
and (4.22) with )()(0 tzt =ξ  satisfies (2.25) provided that N
r τδ += , 0>N  is an integer and 0>sT , 
0>σ  are constants so that (4.23) holds. A closer inspection of the closed-loop system (4.24) with 
(4.27), (4.28), (4.29), (4.18), (4.19), (4.20), (4.21), (4.22) and  )()(0 tzt =ξ  reveals that not only the 
exponential attractivity property holds for the closed-loop system but also the properties of 
Lagrange and Lyapunov stability (see [8]).         
 
 
 
5. Concluding Remarks 
 
    In this work we have shown that the ISP-O-P-DFC control scheme can be applied to nonlinear 
systems with a compact absorbing set. The results guarantee the following properties are required 
in closed loop,  
• global asymptotic stability and exponential convergence for the disturbance-free case, 
• robustness with respect to perturbations of the sampling schedule, 
• robustness with respect to measurement errors,  
 
even when the full state is not measured and when the measurement is sampled and possibly 
delayed.  
 
    More remains to be done for the class of systems which can be transformed to a nonlinear 
system with a compact absorbing set by means of a preliminary predictor feedback. Although 
Theorem 2.4 guarantees global exponential attractivity in the absence of measurement errors, 
additional assumptions must be employed for the global asymptotic stability and exponential 
convergence in the disturbance-free case. 
 
   An extension of the previous results to the case where the control is applied through a zero order 
hold device is also an open problem and it is under investigation by the authors. 
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