Abstract. In this paper, we consider an elasticity system with residual stress. We are interested in recovery of the residual stress from one boundary measurement. We obtain uniqueness and the (best possible) Lipschitz stability results without any smallness assumption.
Introduction
We consider an elasticity system with residual stress R. Under reasonable conditions this system is time hyperbolic and hence the initial boundary value problem for it is well posed in standard energy spaces. We are interested in recovery of the residual stress from additional boundary data. This system is anisotropic, which creates a challenge for its identification: there are only recent results [9] , [10] when R is small. The goal of this paper is to obtain uniqueness and the (best possible) Lipschitz stability results without any smallness assumption. The residual stress model is of significant and growing interest for material science (i.g. for steel production), for geophysics, and more recently for elastic prospecting of human body. We let x ∈ R 3 and (x, t) ∈ Ω ⊂ R 4 . The residual stress is modeled by a symmetric second-rank tensor R(x) = (r jk (x)) 3 j,k=1 ∈ C 2 (Ω) which is divergence free ∇ · R = 0 [13] . Let u(x, t) = (u 1 , u 2 , u 3 ) : Ω → R 3 be the displacement vector in Ω. We introduce the operator of the linear elasticity with the residual stress A R u = ρ∂ 2 t u − µ∆u − (λ + µ)∇(divu) − ∇λdivu − 2 (u)∇µ − div((∇u)R), (1.1) where ρ ∈ C 1 (Ω), λ, µ ∈ C 2 (Ω) are density and Lamé parameters depending only on x, (u) = 1 2 (∂ i u j + ∂ j u i ). To state the main result we need the pseudo-convexity conditions with respect to the general partial differential operator of second order
in a bounded domain Ω of the space R n with the real-valued coefficients
We use the following convention and notations. Sums are over repeated indices j, k, l, m = 1, ..., n.
A function ψ is called pseudo-convex onΩ with respect to A if ψ ∈ C 2 (Ω), A(x, ∇ψ(x)) = 0, x ∈Ω, and
for some positive constant K, for any ξ ∈ R n and any point x ofΩ, provided
ν is the outward normal to the boundary of a domain, C, γ are generic constants (different at different places) depending only on the operators A R , A R(2) (but not on A R(1) , on the upper bound of the norms ||r jk || C 6 (Ḡ) , on the ellipticity constant of A R(1) , on the initial data u 0 , u 1 , the boundary data g 0 , on the function ψ, and on the domain Ω. Any additional dependence will be indicated. We recall that
is the norm in the Sobolev space H (k) (Ω) and 2 = (0) is the L 2 -norm. We will use the weight function ϕ = e γψ .
(1.4)
We have Theorem 1.1. Let ψ be pseudo-convex with respect to 2(µ; R); 2(λ + 2µ; R) inΩ. Then there are constants C, γ ∈ (0, 1) such that
for all u ∈ H 0 (3) (Ω) and C < τ .
In [8] this result was obtained when R is "small". The second large parameter was introduced by one of the authors around 1985 [5] and used then to obtain first uniqueness of the continuation results for the classical elasticity system and later on for the thermoelasticity system [4] . In [6] we obtained Carleman estimates with two large parameters for general scalar second order operators A and derived from these estimates Theorem 1.1. Now we state results about identification of residual stress from additional boundary data. In Theorems 1.2, 1.3 Ω = G × (−T, T ) where G is a bounded domain in R 3 with C 8 -boundary and Γ ⊂ ∂G × (−T, T ). Let u(; 1), u(; 2) be solutions to 6) corresponding to sets of coefficients R(; 1) and R(; 2), respectively. We will assume that u 0 ∈ H 9 (G),
. Then our conditions on the coefficients of residual stress systems and on G by known energy estimates (like in [3] , [9] ) imply that
(1.7)
We can consider the boundary stress data as measurements (observations). We introduce the norm of the differences of the lateral Cauchy data
By examining the equation (1.1), we can see that since residual stress tensor is divergence free it appears in the equation without first derivatives. It turns out that a single set of Cauchy data is sufficient to recover the symmetric (variable) matrix R. To guarantee the uniqueness, we impose some non-degeneracy condition on the initial data (u 0 , u 1 ). Let
(1.9)
Note that M(x) is a 6 × 6 matrix-valued function. We assume that
One can check that, for example,
) and u 1 (x) = (x 2 x 3 , x 1 x 3 , x 1 x 2 ) satisfy (1.10) with ε 0 = 2 6 . We first state the Hölder type estimate of determining coefficients in Ω(ε) defined as Ω ∩ {ψ > ε}.
This result is derived from Theorem 1.1 in [7] by combining Theorem 1.1 and methods of [8] .
If Γ is the whole lateral boundary and T is sufficiently large, then a much stronger (and in a certain sense best possible) Lipschitz stability estimate holds.
In Theorem 1.3 we assume that the system (1.1) is t-hyperbolic. A sufficient condition is
This condition is satisfied when any eigenvalue of the matrix R is strictly greater than −2µ, this happens when, for example,
Theorem 1.3. Let ψ be pseudo-convex with respect to 2(µ; R(; 2), 2(λ + 2µ; R(; 2)) inΩ. Assume that
Then there exist C such that for R(; 1), R(; 2) satisfying the condition
14) where C are depending only on the operator A R(;2) and on the function ψ.
This paper is devoted to a proof of Theorem 1.3. We observe that the condition (1.10) is quite restrictive for many applications. However, recently new measurements (in particular by using interior sources) become available and feasible in important geophysical and medical applications (e.g. [1] ). The nondeneracy conditions, like (1.10), are getting important since they explain what positions and intensities of sources are needed for stable reconstruction of coefficients of partial differential equations modeling corresponding physical phenomenae.
Pseudo-convexity conditions
Explicit and clear pseudo-convexity conditions on ψ(x, t) = |x − β| 2 − θ 2 t 2 for a isotropic hyperbolic operator of second order are given in [5] , section 3.4. The general case is much more difficult to handle. In [11] for a special anisotropic operator A it is shown that ψ(x, t) = x n − θ 2 t 2 is pseudo-convex with respect to A if the speed of propagation is monotone in the x n -direction. According to [12] ψ(x, t) = d
2 (x, a) − θ 2 t 2 (d is the distance in the Riemannian metric determined by the elliptic part of A) is pseudo-convex if sectional curvatures are nonpositive. We give explicit pseudo-convexity conditions for ψ(x, t) = |x − β| 2 − θ 2 t 2 in the most general case. Also we show that explicit smallness condition on R (compared to nonexplicit conditions in [8] , [9] ) suffices for pseudo-convexity. Smallness of residual stress is a natural assumption for applications to geophysics and material science. Observe that our choice of ψ is geometrically motivated (by Eucledean metric). Indeed, it is most natural choice for inverse problems when the metric generated by A is not known.
We denote by R the norm ( Lemma 2.1. Let θ, s be some numbers and β ∈ R n . Let ρ, λ, µ be constants, the matrix R be symmetric positive at any point of Ω and
Then the function ψ(x, t) = |x − β| 2 − θ 2 t 2 − d 2 is pseudo-convex with respect to the anisotropic wave operator
Proof uses standard calculations to verify pseudo-convexity condition (1.2) and is given in [6] . Assume that
Then the conditions (2.2), (2.3) are satisfied. So if in addition (2.1) holds we have the conclusion of Theorem 1.3. The condition (2.3) can be always achieved by choosing β at some distance from G. So condition of Theorem 1.3 are satisfied when observation time is sufficiently large and residual stress is relatively small. Now for a general second order operator we give explicit pseudo-convexity conditions of ψ(x, t) = |x − β| 2 − θ 2 t 2 , x, β = (0, . . . , 0, β n ) ∈ R n when β n is large enough, not assuming that R is small. In Lemma 2.2 G is a domain in R n and Ω = G × (−T, T ). We introduce the coefficient matrix 
for some ε 0 > 0 and all ξ ∈ R n . Let
Assume that ξ (M n · ∇)M ξ ≥ ε 0 |ξ| 2 for any ξ ∈ R n , for some ε 0 > 0, (2.5) and that one of the following conditions is satisfied : (1) the last column (or row) vector valued function M n of matrix M only depends on x n , or (2) n = 2 and a 22 ∂ 1 a 12 − a 12 ∂ 1 a 22 ≤ 0 on G.
Then there is large β n such that the function ψ is pseudo-convex with respect to A inΩ.
Proof of Lemma 2.2
To check the pseudo-convexity condition (1.2) we let
and
Using the first condition ξ 2 0 = n j,k=1 a jk ξ j ξ k of (1.3), we yield
, j, k = 1, . . . , n are all zeros, and since ∂ j ψ = 2(x j − β j ), j = 1, . . . , n, β = (0, ..., 0, β n ),
To achieve pseudo-convexity of ψ we need positivity of H 1 + H 2 provided (1.3) holds. To do so we we collect the (dominating) terms of H 1 + H 2 with large factor β n in
¿From the second condition (1.3),
where we also used (2.4). Consider the quadratic polynomial (2.6) by using (2.7):
where ... denotes terms bounded by C|ξ| 2 . Finally, it turns out that
where
In the case (1) (2.8) implies the positivity of (1.2), because the second sum is zero. When n = 2,
Due to the ellipticity condition (2.4), a 11 a 22 − a The proof is complete. We observe that the condition (2.5) has a clear meaning of monotonicity of the speed of the propagation with respect to x n and is known and used in geophysics. In the most important case n = 3 the additional conditions 
Proof of Theorem 1.3
Let u(; 1) and u(; 2) satisfy (1.6) corresponding to R(; 1) and R(; 2), respectively. Denote u = u(; 2) − u(; 1) and F = R(; 2) − R(; 1) = (f jk ), j, k = 1, ..., 3. By subtracting equations (1.1) for u(; 1) from the equations for u(; 2) we yield A R(;2) u = A(; u(; 1))F on Ω (3.1) where
Since the initial data for u(; 1), u(; 2) are the same,
Differentiating (3.1) in t and using time-independence of the coefficients of the system, we get
Since ∂G × (−T, T ) is noncharacteristic with respect to A R we can uniquely solve the equation A R(;2) U = 0 on ∂G × (−T, T ) for ∂ 2 ν U in terms of U, ∂ ν U, and their first and second tangential derivatives on ∂G × (−T, T ). 4) due to definitions of U in (3.3) and of F in (1.8).
By extension theorems for Sobolev spaces there exists U * ∈ H (3) (Q) such that
We introduce V = U − U * . Due to (3.3),
and due to (3.5)
(3.8) Since the system (3.7) is t-hyperbolic, by known energy estimates, (1.7), (3.8), and (3.6) give
Here and below ∇ is ∇ x On the other hand, by using the Carleman estimate of Theorem 1.1 and our choice of the weight function ϕ we will bound the right side of (3.9) by a small fraction of E(0) and given quantities.
To apply the Carleman estimate we need to cut off V near t = T and t = −T . We first observe that from the definition and the conditions (1.12)
(3.10)
We now choose a smooth cut-off function 0 ≤ χ 0 (t) ≤ 1 such that χ 0 (t) = 1 for −T + 2δ < t < T − 2δ and χ 0 (t) = 0 for |t| > T − δ. By the Leibniz' formula
(Ω), so we can apply the Carleman estimate (1.5) and (3.7) to get
Using the known identity ∆V = −curlcurlV + ∇divV and the boundary conditions (3.8), from known elliptic estimates in the Dirichlet problem for the Laplace operator in G we have
Hence integrating the energy bound (3.9) over (0, δ) we conclude that 
Conclusion
So far there are no proofs of Lipschitz stability estimates with constants not depending on R(2), but rather on their appropriate norms and constant K in the pseudo-convexity condition (1.2). It is desirable and realistic to obtain Carleman estimate (1.5) without ∇ on the right side and corresponding terms on the left side. Most likely it can be done by using Carleman estimates with two large parameters for general operators in Sobolev spaces of negative order or by using negative power of Laplacian in (1.5). Then one can obtain more natural stability estimates for inverse problems and to simplify their proofs. We plan to address these issues in near future. More challenging would be to obtain Carleman estimates, uniqueness of the continuation and coefficients identification results for the important system of transversally isotropic elasticity, where currently there are no results at all.
