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ON THE COMPLEXITY OF FINITE VALUED FUNCTIONS
SLAVCHO SHTRAKOV AND IVO DAMYANOV
Abstract. The essential variables in a finite function f are defined as vari-
ables which occur in f and weigh with the values of that function. The number
of essential variables is an important measure of complexity for discrete func-
tions. When replacing some variables in a function with constants the resulting
functions are called subfunctions, and when replacing all essential variables in
a function with constants we obtain an implementation of this function. Such
an implementation corresponds with a path in an ordered decision diagram
(ODD) of the function which connects the root with a leaf of the diagram.
The sets of essential variables in subfunctions of f are called separable in f . In
this paper we study several properties of separable sets of variables in functions
which directly impact on the number of implementations and subfunctions in
these functions.
We define equivalence relations which classify the functions of k-valued logic
into classes with same number of implementations, subfunctions or separable
sets. These relations induce three transformation groups which are compared
with the lattice of all subgroups of restricted affine group (RAG). This allows
us to solve several important computational and combinatorial problems.
1. Introduction
Understanding the complexity of k-valued functions is still one of the fundamen-
tal tasks in the theory of computation. At present, besides classical methods like
substitution or degree arguments a bunch of combinatorial and algebraic techniques
have been introduced to tackle this extremely difficult problem. There has been
significant progress analysing the power of randomness and quantum bits or mul-
tiparty communication protocols that help to capture the complexity of switching
functions. For tight estimations concerning the basic, most simple model switching
circuits there still seems a long way to go (see [4]).
In Section 2 we introduce the basic notation and give definitions of separable
sets, subfunctions, etc. The properties of distributive sets of variables with their
s-systems are also discussed in Section 2. In Section 3 we study the ordered decom-
position trees (ODTs), ordered decision diagrams (ODDs), and implementations
of discrete functions. We also discuss several problems with the complexity of
representations of functions with respect to their ODDs, subfunctions and separa-
ble sets. In Section 4 we classify discrete functions by transformation groups and
equivalence relations concerning the number of implementations, subfunctions and
separable sets in functions. In Section 5 we use these results to classify all boolean
(switching) functions with ”small” number of its essential variables. Here we cal-
culate the number of equivalence classes and cardinalities of equivalence classes of
boolean functions depending on 3, 4 and 5 variables.
Key words and phrases. Ordered decision diagram; implementation; subfunction; separable
set.
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2. Separable and Distributive Sets of Variables
We start this section with basic definitions and notation. A discrete function is
defined as a mapping: f : A→ B where the domain A = ×ni=1Ai and range B are
non-empty finite or countable sets.
To derive the means and methods to represent, and calculate with finite valued
functions, some algebraic structure is imposed on the domain A and the range B.
Both A and B throughout the present paper will be finite ring of integers.
Let X = {x1, x2, . . .} be a countable set of variables and Xn = {x1, x2, . . . , xn}
be a finite subset of X . Let k, k ≥ 2 be a natural number and let us denote by
Zk = {0, 1, . . . , k − 1} the set (ring) of remainders modulo k. The set Zk will
identify the ring of residue classes mod k, i.e. Zk = Z/kZ , where Z is the ring of all
integers. An n-ary k-valued function (operation) on Zk is a mapping f : Z
n
k → Zk
for some natural number n, called the arity of f . Pnk denotes the set of all n-ary
k-valued functions on Zk. It is well known fact that there are k
kn functions in Pnk .
The set of all k-valued functions Pk =
⋃∞
n=1 P
n
k is called the algebra of k-valued
logic.
All results obtained in the present paper can be easily extended to arbitrary
algebra of finite operations.
For a given variable x and α ∈ Zk, xα is defined as follows:
xα =
{
1 if x = α
0 if x 6= α.
We use sums of products (SP) to represent the functions from Pnk . This is the
most natural representation and it is based on so called operation tables of the
functions. Thus each function f ∈ Pnk can be uniquely represented of SP-form as
follows
f = a0.x
0
1 . . . x
0
n ⊕ . . .⊕ am.x
α1
1 . . . x
αn
n ⊕ . . .⊕ akn−1.x
k−1
1 . . . x
k−1
n
with α = (α1, . . . , αn) ∈ Znk , where m =
∑n
i=0 αik
i ≤ kn − 1. ” ⊕ ” and ”.”
denote the operations addition (sum) and multiplication (product) modulo k in
the ring Zk. Then (a0, . . . , akn−1) is the vector of output values of f in its table
representation.
Let f ∈ Pnk and var(f) = {x1, . . . , xn} be the set of all variables, which occur
in f . We say that the i-th variable xi ∈ var(f) is essential in f , or f essentially
depends on xi, if there exist values a1, . . . , an, b ∈ Zk, such that
f(a1, . . . , ai−1, ai, ai+1, . . . , an) 6= f(a1, . . . , ai−1, b, ai+1, . . . , an).
The set of all essential variables in the function f is denoted by Ess(f) and the
number of essential variables in f is denoted by ess(f) = |Ess(f)|. The variables
from var(f) which are not essential in f are called inessential or fictive.
The set of all output values of a function f ∈ Pnk is called the range of f , which
is denoted as follows:
range(f) = {c ∈ Zk | ∃(a1, . . . , an) ∈ Z
n
k , such that f(a1, . . . , an) = c}.
Definition 2.1. Let xi be an essential variable in f and c ∈ Zk be a constant from
Zk. The function g = f(xi = c) obtained from f ∈ Pnk by replacing the variable xi
with c is called a simple subfunction of f .
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When g is a simple subfunction of f we shall write g ≺ f . The transitive closure
of ≺ is denoted by . Sub(f) = {g | g  f} is the set of all subfunctions of f and
sub(f) = |Sub(f)|.
For each m = 0, 1, . . . , n we denote by subm(f) the number of subfunctions in f
with m essential variables, i.e. subm(f) = |{g ∈ Sub(f) | ess(g) = m}|.
Let g  f , c = (c1, . . . , cm) ∈ Zmk and M = {x1, . . . , xm} ⊂ X with
g ≺ g1 ≺ . . . ≺ gm = f, g = g1(x1 = c1) and gi = gi+1(xi+1 = ci+1)
for i = 1, . . . ,m − 1. Then we shall write g = f(x1 = c1, . . . , xm = cm) or equiva-
lently, g cM f and we shall say that the vector c determines the subfunction g in
f .
Definition 2.2. Let M be a non-empty set of essential variables in the function
f . Then M is called a separable set in f if there exists a subfunction g, g  f
such that M = Ess(g). Sep(f) denotes the set of the all separable sets in f and
sep(f) = |Sep(f)|.
The sets of essential variables in f which are not separable are called inseparable
or non-separable.
For each m = 1, . . . , n we denote by sepm(f) the number of separable sets in f
which consist of m essential variables, i.e. sepm(f) = |{M ∈ Sep(f) | |M | = m}|.
The numbers sub(f) and sep(f) characterize the computational complexity of the
function f when calculating its values. Our next goal is to classify the functions from
Pnk under these complexities. The initial and more fundamental results concerning
essential variables and separable sets were obtained in the work of Y. Breitbart [2],
K. Chimev [3], O. Lupanov [9], A. Salomaa [13], and others.
Remark 2.1. Note that if g  f and xi /∈ Ess(f) then xi /∈ Ess(g) and also if
M /∈ Sep(f) then M /∈ Sep(g).
Definition 2.3. Let M and J be two non-empty sets of essential variables in the
function f such that M ∩ J = ∅. The set J is called a distributive set of M in f ,
if for every |J |-tuple of constants c from Zk it holds M 6⊆ Ess(g), where g cJ f
and J is minimal with respect to the order ⊆. Dis(M, f) denotes the set of the all
distributive sets of M in f.
It is clear that if M /∈ Sep(f) then Dis(M, f) 6= ∅. So, the distributive sets
“dominate” on the inseparable sets of variables in a function. We are interested in
the relationship between the structure of the distributive sets of variables and com-
plexity of functions concerning sep(f) and sub(f), respectively, which is illustrated
by the following example.
Example 2.1. Let k = 2, f = x1x2⊕x1x3 and g = x1x2⊕x01x3. It is easy to verify
that the all three pairs of variables {x1, x2}, {x1, x3} and {x2, x3} are separable in
f , but {x2, x3} is inseparable in g. Figure 1 presents graphically, separable pairs in
f and g. The set {x1} is distributive of {x2, x3} in g.
Definition 2.4. Let F = {P1, . . . , Pm} be a family of non-empty sets. A set
β = {x1, . . . , xp} is called an s-system of F , if for all Pi ∈ F , 1 ≤ i ≤ m there
exists xj ∈ β such that xj ∈ Pi and for all xs ∈ β there exists Pl ∈ F such that
{xs} = Pl ∩ β. Sys(F) denotes the set of the all s-systems of the family F .
4 SLAVCHO SHTRAKOV AND IVO DAMYANOV
 
 
 
 
❅
❅
❅
❅
x2
x1
x3 x2
x1
x3
f = x1x2 ⊕ x1x3 g = x1x2 ⊕ x01x3
✉
✉✉
✉
✉✉ 
 
 
 
❅
❅
❅
❅
Figure 1. Separable pairs.
Applying the results concerning s-systems of distributive sets is one of the basic
tools for studying inseparable pairs and inseparable sets in functions. These results
are deeply discussed in [3, 14, 15].
Theorem 2.1. Let M ⊆ Ess(f) be a non-empty inseparable set of essential vari-
ables in f ∈ Pnk and β ∈ Sys(Dis(M, f)). Then the following statements hold:
(i) M ∪ β ∈ Sep(f);
(ii) ( ∀α, α ⊆ β, α 6= β) M ∪ α /∈ Sep(f).
Proof. (i) First, note that M /∈ Sep(f) implies |M | ≥ 2. Without loss of generality
assume that β = {x1, . . . , xm} ∈ Sys(Dis(M, f)) and M = {xm+1, . . . , xp} with
1 ≤ m < p ≤ n. Let us denote by L the following set of variables L = Ess(f) \
(M ∪ β) = {xp+1, . . . , xn}.
Since β ∈ Sys(Dis(M, f)) it follows that for each Q ⊆ L we haveQ /∈ Dis(M, f).
Hence there is a vector c = (cp+1, . . . , cn) ∈ Z
n−p
k such that M ⊆ Ess(g) where
g cL f .
Next, we shall prove that β ⊂ Ess(g). For suppose this were not the case and
without loss of generality, assume x1 /∈ Ess(g), i.e. g = g(x1 = d1) for each
d1 ∈ Zk. Let J ∈ Dis(M, f) be a distributive set ofM such that J ∩β = {x1}. The
existence of the set J follows because β is an s-system of Dis(M, f) (see Definition
2.4). Since J ∩ M = ∅ and x1 /∈ Ess(g) it follows that J ∩ Ess(g) = ∅. Now
M ⊂ Ess(g) implies that J /∈ Dis(M, f), which is a contradiction. Thus we have
x1 ∈ Ess(g) and β ⊂ Ess(g). Then Ess(f)\L =M∪β shows thatM∪β = Ess(g)
and hence M ∪ β ∈ Sep(f).
(ii) Let α, α ⊆ β, α 6= β be a proper subset of β. Let xi ∈ β \ α. Then
β ∈ Sys(Dis(M, f)) implies that there is a distributive set P ∈ Dis(M, f) of M
such that P ∩ β = {xi}. Hence P ∩ α = ∅ which shows that there is an non-empty
distributive set P1 for M ∪ {α} with P1 ⊆ P . Hence M ∪ α /∈ Sep(f). 
Corollary 2.1. Let ∅ 6= M ⊂ Ess(f) and M /∈ Sep(f). If β ∈ Sys(Dis(M, f))
and xi ∈ β then M \ Ess(f(xi = c)) 6= ∅ for all c ∈ Zk.
Theorem 2.2. [15] For each finite family F of non-empty sets there exists at least
one s−system of F .
Theorem 2.3. Let M be an inseparable set in f . A set β ⊂ Ess(f) is an s-system
of Dis(M, f) if and only if β ∩ J 6= ∅ for all J ∈ Dis(M, f) and α ⊆ β, α 6= β
implies α ∩ P = ∅ for some P ∈ Dis(M, f).
ON THE COMPLEXITY OF FINITE VALUED FUNCTIONS 5
Proof. ”⇐” Let β ∩ J 6= ∅ for all J ∈ Dis(M, f) and α & β implies α ∩ P =
∅ for some P ∈ Dis(M, f). Since β ∩ J 6= ∅ it follows that there is a set β′,
β′ ⊂ β ⊂ Ess(f) and β′ ∈ Sys(Dis(M, f)). If we suppose that β′ 6= β then
there is P ∈ Dis(M, f) with β′ ∩ P = ∅. Hence M ∪ β′ /∈ Sep(f) because of
P ∈ Dis(M ∪ β′, f) which contradicts Theorem 2.1.
”⇒” Let β be an s-system of Dis(M, f) and α & β. Let x ∈ β \ α and P ∈
Dis(M, f) be a distributive set ofM for which β∩P = {x}. Hence α∩P = ∅ and we
have P ∈ Dis(M∪α, f) andM∪α /∈ Sep(f) which shows that α /∈ Sys(Dis(M, f)).

3. Ordered Decision Diagrams and Complexity of Functions
The distributive sets are also important when constructing efficient procedures
for simplifying in analysis and synthesis of functional schemas.
In this section we discuss ordered decision diagrams (ODDs) for the functions
obtained by restrictions on their ordered decomposition trees (ODTs).
Figure 2 shows an ordered decomposition tree for the function g = x1x2⊕x01x3 ∈
P 32 from Example 2.1, which essentially depends on all its three variables x1, x2 and
x3. The node at the top, labelled g - is the function node. The nodes drawn as
filled circles labelled with variable names are the internal (non-terminal) nodes,
and the rectangular nodes (leaves of the tree) are the terminal nodes. The terminal
nodes are labelled by the numbers from Zk. Implementation of g for a given values
of x1, x2 and x3 consists of selecting a path from the function node to a terminal
node. The label of the terminal node is the sought value. At each non-terminal
node the path follows the solid edge if the variable labelling the node evaluates to
1, and the dashed edge if the variable evaluates to 0. In the case of k > 2 we can
use colored edges with k distinct colors.
The ordering in which the variables appear is the same along all paths of an
ODT. Figure 2 shows the ODT for the function g from Example 2.1, corresponding
to the variable ordering x1, x2, x3 (denoted briefly as 〈1; 2; 3〉). It is known that for
a given function g and a given ordering of its essential variables there is a unique
ODT.
We extend our study to ordered decision diagrams for the functions from Pnk
which were studied by D. Miller and R. Drechsler [10, 11].
An ordered decision diagram of a function f is obtained from the corresponding
ODT by reduction of its nodes applying of the following two rules starting from the
ODT and continuing until neither rule can be applied:
Reduction rules
• If two nodes are terminal and have the same label, or are non-terminal and
have the same children, they are merged.
• If an non-terminal node has identical children it is removed from the graph
and its incoming edges are redirected to the child.
When k = 2 ODD is called a binary decision diagram (BDD). BDDs are exten-
sively used in the theory of switching circuits to represent and manipulate Boolean
functions and to measure the complexity of binary terms.
The size of the ODD is determined both by the function being represented and
the chosen ordering of the variables. It is of crucial importance to care about
variable ordering when applying ODDs in practice. The problem of finding the
best variable ordering is NP-complete (see [1]).
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Figure 2. Decomposition tree for g = x1x2 ⊕ x01x3.
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Figure 3. BDD for f and g under the natural ordering of variables.
Figure 3 shows the BDDs for the functions from Example 2.1 obtained from their
decomposition trees under the natural ordering of their variables - 〈1; 2; 3〉. The
construction of the ODT for f under the natural ordering of the variables is left to
the reader.
The BDD of f is more complex than the BDD of g. This reflects the fact that f
has more separable pairs. Thus we haveM = {x2, x3} /∈ Sep(g), {x1} ∈ Dis(M, g)
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and {x1} ∈ Sys(Dis(M, g)). Additionally, the diagram of g starts with x1 - a
variable which belongs to an s-system of Dis(M, g). In this simple case we have
Sys(Dis(M, g)) = Dis(M, g) = {x1}.
Figure 3 shows that when constructing the ODD of a function, it is better to
start with the variables from an s-system of the family of distributive sets of an
inseparable setM in this function. In [5] it is shown that the BDDs of functions have
to be most simple when starting with variables from Sys(Dis(M, f)). Consequently,
the inseparable sets with their distributive sets are important in theoretical and
applied computer science concerning the computational complexity of the functions.
Next, we define and explore complexity measures of the functions in Pnk which
are directly connected with the computational complexity of functions. We might
think that the complexity of a function f depends on the complexity of its ODDs.
Let f ∈ Pnk and let DD(f) be the set of the all ODDs for f constructed under
different variable orderings in f .
Definition 3.1. Each path starting from the function node and finishing into a
terminal node is called an implementation of the function f under the given variable
ordering. The set of the all implementations of Df we denote by Imp(Df ) and
Imp(f) =
⋃
Df∈DD(f)
Imp(Df ).
Each implementation of the function f ∈ Pnk , obtained from the diagram Df of
f by the non-terminal nodes xi1 , . . . , xir and corresponding constants c1, . . . , cr, c ∈
Zk with f(xi1 = c1, . . . , xir = cr) = c, r ≤ ess(f), can be represented as a pair
(i, c) of two words (strings) over n = {1, . . . , n} and Zk where i = i1i2 . . . ir ∈ n∗
and c = c1c2 . . . crc ∈ Z∗k .
There is an obvious way to define a measure of complexity of a given ordered
decision diagram Df , namely as the number imp(Df ) of all paths in Df which
starts from the function node and finish in a terminal node of the diagram.
The implementation complexity of a function f ∈ Pnk is defined as the number of
all implementations of f , i.e. imp(f) = |Imp(f)|.
We shall study also two other measures of computational complexity of functions
as sub(f) and sep(f).
Example 3.1. Let us consider again the functions f and g from Example 2.1,
namely f = x1x2 ⊕ x1x3 and g = x1x2 ⊕ x01x3.
Then (123, 1011) is an implementation of f obtained by the diagram Df presented
in Figure 3, following the path pi = (f ;x1 : 1;x2 : 0;x3 : 1; terminal node : 1).
It is easy to see that there are six distinct BDDs for f and five distinct BDDs
for g. We shall calculate the implementations of f and g for the variable orderings
〈1; 2; 3〉 (see Figure 3) and 〈2; 1; 3〉, only. Thus for f we have:
ordering implementations
〈1; 2; 3〉 (1, 00); (123, 1000); (123, 1011); (123, 1101); (123, 1110)
〈2; 1; 3〉 (21, 000); (213, 0100); (213, 0111); (21, 100); (213, 1101); (213, 1110)
For the function g we obtain:
ordering implementations
〈1; 2; 3〉 (13, 000); (13, 011); (12, 100); (12, 111)
〈2; 1; 3〉 (21, 010); (213, 0000); (213, 0011); (213, 1000); (213, 1011); (21, 111)
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For the diagrams in Figure 3 we have imp(Df ) = 5 and imp(Dg) = 4.
Since f is a symmetric function with respect to x2 and x3 one can count that
imp(f) = 33. Note that the implementation (1, 00) occurs in two distinct diagrams
of f , namely under the orderings 〈1; 2; 3〉 and 〈1; 3; 2〉. Hence, it has to be counted
one time and we obtain that imp(f) is equal to 33 instead of 34.
For the function g, the diagrams under the orderings 〈1; 2; 3〉 and 〈1; 3; 2〉 have
the same implementations, i.e. the diagrams are identical (isomorphic). This fact
is a consequence of inseparability of the set {x2, x3}. Hence g has five (instead
of six for f) distinct ordered decision diagrams. Then, one might calculate that
imp(g) = 28.
For the other two measures of complexity we obtain: sub(f) = 13 because of
Sub(f) = {0, 1, x1, x2, x3, x02, x
0
3, x2⊕x3, x1x2, x1x
0
2, x1x3, x1x
0
3, f} and sub(g) = 11
because of Sub(g) = {0, 1, x1, x2, x3, x
0
1, x1x2, x
0
1x3, x1 ⊕ x
0
1x3, x1x2 ⊕ x
0
1, g}. Fur-
thermore, sep(f) = 7 because of M ∈ Sep(f) for all M , ∅ 6= M ⊆ {x1, x2, x3} and
sep(g) = 6 because of Sep(g) = {{x1}, {x2}, {x3}, {x1, x2}, {x1, x3}, {x1, x2, x3}}.
Lemma 3.1. A variable xi is essential in f ∈ Pnk if and only if xi occurs as a label
of an non-terminal node in any ODD of f .
Proof. ”⇒ ” Let us assume that xi does not occur as a label of any non-terminal
node in an ordered decision diagram Df of f . Since all values of the function f can
be obtained by traversal walk-trough all paths in Df from function node to leaf
nodes this will mean that xi will not affect the function value and hence xi is an
inessential variable in f .
” ⇐ ” Let xi /∈ Ess(f) be an inessential variable in f . It is obvious that for
each subfunction g of f we have xi /∈ Ess(g). Then we have f(xi = c) = f(xi = d)
for all c, d ∈ Zk. Consequently, if there is a non-terminal node labelled by xi in an
ODT of f then its children have to be identical, which shows that this node has to
be removed from the ODT, according to the reduction rules, given above. 
An essential variable xi in a function f is called a strongly essential variable in
f if there is a constant c ∈ Zk such that Ess(f(xi = c)) = Ess(f) \ {xi}.
Fact 3.1. If ess(f) ≥ 1 then there is at least one strongly essential variable in f .
This fact was proven by O. Lupanov [9] in case of Boolean functions and by A.
Salomaa [13] for arbitrary functions. Later, Y. Breitbart [2] and K. Chimev [3]
proved that if ess(f) ≥ 2 then there exist at least two strongly essential variables
in f . We need Fact 3.1 to prove the next important theorem.
Theorem 3.1. A non-empty set M of essential variables is separable in f if and
only if there exists an implementation (j, c) of the form
(j, c) = (j1j2 . . . jr−mjr−m+1 . . . jr, c1c2 . . . cr−mcr−m+1 . . . crc) ∈ Imp(f)
where M = {xjr−m+1 , . . . , xjr} and 1 ≤ m ≤ r ≤ ess(f).
Proof. ”⇐” Let
(j, c) = (j1 . . . jr−mjr−m+1 . . . jr, c1 . . . cr−mcr−m+1 . . . crc) ∈ Imp(f)
be an implementation of f and let M = {xjr−m+1 , . . . , xjr}. Hence the all variables
from {xjr−m+1 , . . . , xjr} are essential in the following subfunction of f
g = f(xj1 = c1, . . . , xjr−m = cr−m)
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which shows that M ∈ Sep(f).
”⇒” Without loss of generality let us assume that M = {x1, . . . , xm} is a non-
empty separable set in f and n = ess(f). Then there are constants dm+1, . . . , dn ∈
Zk such that M = Ess(h) where h = f(xm+1 = dm+1, . . . , xn = dn). From Fact
3.1 it follows that there is a variable xi1 ∈ M and a constant d1 ∈ Zk such that
Ess(h1) =M \ {xi1} where h1 = h(xi1 = d1). Consequently, we might inductively
obtain that there are variables xir ∈M and constants dr ∈ Zk for r = 2, . . . ,m, such
that Ess(hr) =M\{xi1 , . . . , xir} where hr = hr−1(xir = dr). Hence, the stringm+
1m+2 . . . n has a substring j1 . . . js such that (j1 . . . jsi1 . . . im, dj1 . . . djsd1 . . . dmd)
is an implementation of f with M = {xi1 , . . . , xim} and d = hm. 
Corollary 3.1. For each variable xi ∈ Ess(f) there is an implementation (j, c) of
f whose last letter of j is i, i.e. (j, c) = (j1 . . . jm−1i, cj1 . . . cjm−1cic) ∈ Imp(f),
m ≤ ess(f).
Note that there exists an ODD of a function whose non-terminal nodes are
labelled by the variables from a given set, but this set might not be separable. For
instance, the implementation (231, 0101) ∈ Imp(g) of the function g from Example
3.1 shows that the variables from the set M = {x2, x3} occur as labels of the
starting two non-terminal nodes in the BDD of g under the ordering 〈2; 3; 1〉, but
M /∈ Sep(g).
Lemma 3.2. If ess(f) = n, g  f with ess(g) = m < n then there exists a variable
xt ∈ Ess(f) \ Ess(g) such that Ess(g) ∪ {xt} ∈ Sep(f).
Proof. Let M = Ess(g). Then M ∈ Sep(f) and from Theorem 3.1 it follows that
there is an implementation (j, c) of the form (j, c) = (j1j2 . . . jr−mjr−m+1 . . . jr,
c1c2 . . . cr−mcr−m+1 . . . crc) ∈ Imp(f) where M = {xjr−m+1 , . . . , xjr} and 1 ≤ m ≤
r ≤ ess(f). Since m < n it follows that r−m > 0 and Lemma 3.1 shows that there
is xji ∈ Ess(h) where
h = f(xj1 = c1, . . . , xji−1 = ci−1, xji+1 = ci+1, . . . xjr−m = cr−m).
It is easy to see that Ess(h) =M ∪ {xji}. 
Now, as an immediate consequence of the above lemma we obtain Theorem 3.2
which was inductively proven by K. Chimev.
Theorem 3.2. [3] If ess(f) = n, g  f with ess(g) = m ≤ n then there exist
n−m subfunctions g1, . . . , gn−m such that
g ≺ g1 ≺ g2 ≺ . . . ≺ gn−m = f
and ess(gi) = m+ i for i = 1, . . . , n−m.
The depth, (denoted by Depth(Df)) of an ordered decision diagram Df for a
function f is defined as the number of the edges in a longest path from the function
node in Df to a leaf of Df .
Thus for the diagrams in Figure 3 we have Depth(Df ) = 4 and Depth(Dg) = 3.
Clearly, if ess(f) = n then Depth(Df) ≤ n+ 1 for all ODDs of f .
Theorem 3.3. If ess(f) = n ≥ 1 then there is an ordered decision diagram Df of
f with Depth(Df ) = n+ 1.
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Proof. Let Ess(f) = {x1, . . . , xn}, n ≥ 1. Since x1 is an essential variable it follows
that {x1} ∈ Sep(f). Theorem 3.2 implies that there is an ordering 〈i1; i2; . . . ; in−1〉
of the rest variables x2, . . . , xn such that for each j, 1 ≤ j ≤ n − 1 we have
gj ≺cJ f where J = {xi1 , . . . , xij}, c ∈ Z
J
k and Ess(gj) = {x1, xij+1 , . . . , xin−1}.
This shows that the all variables from J have to be labels of non-terminal nodes
in a path pi of the ordered decision diagram Df of f under the variable ordering
〈i1; i2; . . . ; in−1; 1〉. Hence pi has to contain all essential variables in f as labels at
the non-terminal nodes of pi. Hence Depth(Df ) = n+ 1. 
Theorem 3.4. Let f ∈ Pnk and Ess(f) = {x1, . . . , xn}, n ≥ 1. If M 6= ∅,
M ⊂ Ess(f) and M /∈ Sep(f) then there is a decision diagram Df of f with
Depth(Df) < n+ 1.
Proof. Without loss of generality, let us assume that M = {x1, . . . , xm}, m < n.
Since M is inseparable in f , the family Dis(M, f) of the all distributive sets of
M is non-empty. According to Theorem 2.2 there is a non-empty s-system β =
{xi1 , . . . , xit} of Dis(M, f). Since f(xi1 = c1) 6= f(xi1 = c2) for some c1, c2 ∈ Zk
it follows that there exists an ODD Df for f under a variable ordering with xi1
as the label of the first non-terminal node of Df . According to Corollary 2.1 for
all c ∈ Zk there is a variable xj ∈ M which is inessential in f(xi1 = c). Hence,
each path of Df does not contain at least one variable from M among its labels of
non-terminal nodes. Hence Depth(Df) < n+ 1. 
4. Equivalence Relations and Transformation Groups in Pnk
Many of the problems in applications of the k-valued functions are compounded
because of the large number of the functions, namely kk
n
. Techniques which involve
enumeration of functions can only be used if k and n are trivially small. A common
way for extending the scope of such enumerative methods is to classify the functions
into equivalence classes under some natural equivalence relation.
In this section we define equivalence relations in Pnk which classify functions with
respect to number of their implementations, subfunctions and separable sets. We
are intended to determine several numerical invariants of the transformation groups
generated by these relations. The second goal is to compare these groups with so
called classical subgroups of the Restricted Affine Group(RAG) [7] which have a
variety of applications such as coding theory, switching theory, multiple output
combinational logic, sequential machines and other areas of theoretical and applied
computer sciences.
Let us denote by SA the symmetric group of all permutations of a given no-
empty set A. Sm denotes the symmetric group S{1,...,m} for a natural number m,
m ≥ 1.
Let us define the following three equivalence relations: ≃imp, ≃sub and ≃sep.
Definition 4.1. Let f, g ∈ Pnk be two functions.
(i) If ess(f) = ess(g) ≤ 1 then f ≃imp g;
(ii) Let ess(f) = n > 1. We say that f is imp-equivalent to g (written f ≃imp
g) if there are pi ∈ Sn and σi ∈ SZk such that f(xi = j) ≃imp g(xpi(i) =
σi(j)) for all i = 1, . . . , n and j ∈ Zk.
Hence two functions are imp-equivalent if they produce same number of imple-
mentations, i.e. imp(f) = imp(g) and there are pi ∈ Sn, and σ, σi ∈ SZk such that
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(i1 . . . im, c1, . . . , cmc) ∈ Imp(f) ⇐⇒ (pi(i1) . . . pi(im), σ1(c1) . . . σm(cm)σ(c)) ∈
Imp(g).
Table 1 shows the classification of Boolean functions of two variables into four
classes, called imp-classes under the equivalence relation ≃imp. The second column
shows the number of implementations of the functions from the imp-classes given
at the first column. The third column presents the number of functions per each
imp-class.
Table 1. Imp-classes in P 22 .
[ 0, 1 ] 1 2
[ x1, x2, x
0
1, x
0
2 ] 2 4
[ x1x2, x1x
0
2, x
0
1x2, x
0
1x
0
2, x1 ⊕ x1x2,
x02 ⊕ x1x2, x
0
1 ⊕ x1x2, x
0
1 ⊕ x1x
0
2 ] 6 8
[ x1 ⊕ x2, x1 ⊕ x
0
2 ] 8 2
Definition 4.2. Let f, g ∈ Pnk be two functions.
(i) If ess(f) = ess(g) = 0 then f ≃sub g;
(ii) If ess(f) = ess(g) = 1 then f ≃sub g ⇐⇒ range(f) = range(g);
(iii) Let ess(f) = n > 1. We say that f is sub-equivalent to g (written f ≃sub g)
if subm(f) = subm(g) for all m = 0, 1, . . . , n.
It is easy to see that the equivalence relation ≃sub partitions the algebra of
Boolean functions of two variables in the same equivalence classes (called the sub-
classes) as the relation ≃imp (see Table 1).
Definition 4.3. Let f, g ∈ Pnk be two functions.
(i) If ess(f) = ess(g) ≤ 1 then f ≃sep g;
(ii) Let ess(f) = n > 1. We say that f is sep-equivalent to g (written f ≃sep g)
if sepm(f) = sepm(g) for all m = 1, . . . , n.
The equivalence classes under ≃sep are called sep-classes.
Since Pnk is a finite algebra of k-valued functions each equivalence relation ≃
on Pnk makes a partition of the algebra in the set of disjoint equivalence classes
Cl(≃) = {P≃1 , . . . , P
≃
r }. Then, in the set of all equivalence relations a partial order
is defined as follows: ≃1 ≤ ≃2 if for each P ∈ Cl(≃1) there is a Q ∈ Cl(≃2) such
that P ⊆ Q. Thus ≃1 ≤ ≃2 if and only if f ≃1 g ⇒ f ≃2 g, for f, g ∈ Pnk .
Theorem 4.1.
(i) ≃imp ≤ ≃sep; (iii) ≃imp 6≤ ≃sub;
(ii) ≃sub ≤ ≃sep; (iv) ≃sub 6≤ ≃imp.
Proof. (i) Let f, g ∈ Pnk be two imp-equivalent functions, i.e. f ≃imp g. We shall
proceed by induction on the number n = ess(f) of essential variables in f and g.
Clearly, if n ≤ 1 then f ≃sub g, which is our inductive basis. Let us assume that
f ≃imp g implies f ≃sep g if n < r for some natural number r, r ≥ 2.
Let f and g be two functions with f ≃imp g and ess(f) = ess(g) = r. Then there
are pi ∈ Sr and σi ∈ SZk for i = 1, . . . , r such that f(xi = j) ≃imp g(xpi(i) = σi(j)).
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LetM , ∅ 6=M ∈ Sep(f) be a separable set of essential variables in f with |M | = m,
1 ≤ m ≤ r. Theorem 3.1 implies that there is an implementation
(j, c) = (j1 . . . jr−mi1 . . . im, cj1 . . . cjr−mci1 . . . cimc)
of f obtained under an ODD whose variable ordering finishes with the variables
from M , i.e. M = {xi1 . . . , xim}. Then f(xj1 = cj1) ≃imp g(xpi(j1) = σj1 (cj1))
implies that
(pi(j1) . . . pi(jr−m)pi(i1) . . . pi(im), σj1 (cj1) . . . σjr−m(cjr−m )σi1(ci1 ) . . . σim (cim)σ(c))
is an implementation of g, for some σ ∈ SZk . Again, from Theorem 3.1 it follows
that pi(M) = {xpi(i1), . . . , xpi(im)} ∈ Sep(g). Since pi is a permutation of Sr it follows
that sepm(f) = sepm(g) for m = 1, . . . , r and hence ≃imp ≤ ≃sep .
(ii) Definition 2.2 shows that M ∈ Sep(f) if and only if there is a subfunction
g ∈ Sub(f) with g ≺cQ f where Q = Ess(f) \M and c ∈ Z
n−|M|
k . Hence
∀f, g ∈ Pnk , Sub(f) = Sub(g) =⇒ Sep(f) = Sep(g),
which implies that subm(f) = subm(g) =⇒ sepm(f) = sepm(g) and ≃sub≤≃sep.
(iii) Let us consider the functions
f = x01x2x3 ⊕ x1x
0
2x
0
3 (mod 2) and g = x2x3 ⊕ x1x
0
2x3 ⊕ x1x2x
0
3 (mod 2).
The set of the all simple subfunctions in f is: {x1x02, x
0
1x2, x1x
0
3, x
0
1x3, x2x3, x
0
2x
0
3}
and in g is: {x1x2, x1x3, x2x3, x2 ⊕ x1x02, x3 ⊕ x1x
0
3, x
0
2x
0
3 ⊕ 1}.
Hence f and g have six simple subfunctions, which depends essentially on two
variables. Table 1 shows that all these subfunctions belong to same imp-class and
the number of their implementations is 6. Thus we might calculate that imp(f) =
imp(g) = 36 and f ≃imp g.
The set of the all subfunctions with one essential variable in the function f is:
{x1, x2, x3, x01, x
0
2, x
0
3} and in g is: {x1, x2, x3}.
Then we have sub0(f) = sub0(g) = 2, sub1(f) = 6, sub1(g) = 3 and sub2(f) =
sub2(g) = 6 and hence f 6≃sub g. It is clear that sub(f) = 15, sub(g) = 12 and
≃imp 6≤ ≃sub.
(iv) Let us consider the functions
f = x1x
0
2x
0
3 ⊕ x1 (mod 2) and g = x1x2x3 (mod 2).
The simple subfunctions in f and g are:
f(x1 = 0) = 0, f(x3 = 0) = x1x
0
2 ⊕ x1, g(x2 = 0) = 0,
f(x1 = 1) = x
0
2x
0
3 ⊕ 1, f(x3 = 1) = x1, g(x2 = 1) = x1x3,
f(x2 = 0) = x1x
0
3 ⊕ x1, g(x1 = 0) = 0, g(x3 = 0) = 0,
f(x2 = 1) = x1, g(x1 = 1) = x2x3, g(x3 = 1) = x1x2.
Now, using Table 1, one can easily calculate that imp(f) = 23 and imp(g) = 21,
and hence f 6≃imp g. On the other side we have Sub(f) = {0, 1, x1, x2, x3, x02x
0
3 ⊕
1, x1x
0
3 ⊕ x1, x1x
0
2 ⊕ x1, f} and Sub(g) = {0, 1, x1, x2, x3, x2x3, x1x3, x1x2, g} which
show that subm(f) = subm(g) for m = 0, 1, 2, 3 and f ≃sub g. Hence ≃sub 6≤
≃imp. 
A transformation ψ : Pnk −→ P
n
k can be viewed as an n-tuple of functions
ψ = (g1, . . . , gn), gi ∈ P
n
k , i = 1, . . . , n
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acting on any function f = f(x1, . . . , xn) ∈ Pnk as follows ψ(f) = f(g1, . . . , gn).
Then the composition of two transformations ψ and φ = (h1, . . . , hn) is defined as
follows
ψφ = (h1(g1, . . . , gn), . . . , hn(g1, . . . , gn)).
Thus the set of all transformations of Pnk is the universal monoid Ω
n
k with unity
- the identical transformation. When taking only invertible transformations we
obtain the universal group Cnk isomorphic to the symmetric group SZnk . Throughout
this paper we shall consider invertible transformation, only. The groups consisting
of invertible transformations of Pnk are called transformation groups.
Let ≃ be an equivalence relation in Pnk . A mapping ϕ : P
n
k −→ P
n
k is called a
transformation, preserving ≃ if f ≃ ϕ(f) for all f ∈ Pnk . Taking only invertible
transformations which preserve ≃, we get the group G of all transformations pre-
serving ≃, whose orbits (also called G-types) are the equivalence classes P1, . . . , Pr
under ≃. The number of orbits of a group G of transformations in finite algebras
of functions is denoted by t(G).
Next, we relate groups to combinatorial problems trough the following obvious,
but important definition:
Definition 4.4. Let G be a transformation group acting on the algebra of functions
Pnk and suppose that f, g ∈ P
n
k . We say that f is G-equivalent to g (written f ≃G g)
if there exists ψ ∈ G so that g = ψ(f).
Clearly, the relation ≃G is an equivalence relation. We summarize and extend
the results for the ”classical” transformation groups, following [6, 7, 16], where these
notions are used to study classification and enumeration in the algebra of boolean
functions. Such groups are induced under the following notions of equivalence:
complementation and/or permutation of the variables; any linear or affine function
of the variables. Since we want to classify functions from Pnk into equivalence
classes, three natural problems occur.
• We ask for the number t(G) of such equivalence classes. This problem will
be partially discussed for the family of “natural” equivalence relations in
the algebra of boolean functions.
• We ask for the cardinalities of the equivalence classes. This problem is
important in applications as functioning the switching gates, circuits etc.
For boolean functions of 3 and 4 variables we shall solve these two problems,
also concerning imp-, sub- and sep-classes.
• We want to give a method which will decide the class to which an arbitrary
function belongs. In some particular cases this problem will be discussed
below. We also develop a class of algorithms for counting the complexities
imp, sub and sep for each boolean function which allow us to classify the
algebras Pn2 for n = 2, 3, 4 with respect to these complexities as group
invariants.
These problems are very hard and for n ≥ 5 they are practically unsolvable.
We use the denotation ≤ also, for order relation “subgroup”. More precisely,
H ≤ G if there is a subgroup G′ of G which is isomorphic to H .
Let us denote by IMnk , SB
n
k and SP
n
k the transformation groups induced by the
equivalence relations ≃imp, ≃sub and ≃sep, respectively.
Now, as a direct consequence of Theorem 4.1 we obtain the following proposition.
Proposition 4.1.
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(i) IMnk ≤ SP
n
k ; (iii) IM
n
k 6≤ SB
n
k ;
(ii) SBnk ≤ SP
n
k ; (iv) SB
n
k 6≤ IM
n
k .
We deal with ”natural” equivalence relations which involve variables in some
functions. Such relations induce permutations on the domain Znk of the functions.
These mappings form a transformation group whose number of equivalence classes
can be determined.
The restricted affine group (RAG) is defined as a subgroup of the symmetric
group on the direct sum of the vector space Znk of arguments of functions and the
vector space Zk of their outputs. The group RAG permutes the direct sum Z
n
k +Zk
under restrictions which preserve single-valuedness of all functions from Pnk . The
equivalence relation induced by RAG is called prototype equivalence relation.
In the model of RAG an affine transformation operates on the domain or space
of inputs x = (x1, . . . , xn) to produce the output y = xA⊕ c, which might be used
as an input in a function g. Its output g(y) together with the function variables
x1, . . . , xn are linearly combined by a range transformation which defines the image
f(x) as follows:
(1) f(x) = g(y)⊕ a1x1 ⊕ . . .⊕ anxn ⊕ d = g(xA⊕ c)⊕ a
tx⊕ d
where d and ai for i = 1, . . . , n are constants from Zk.
Such a transformation belongs to RAG if A is a non-singular matrix. The name
RAG was given to this group by R. Lechner in 1963 (see [8]) and it was studied by
Ninomiya (see [12]) who gave the name ”prototype equivalence” to the relation it
induces on the function space Pnk .
We want to extract basic facts about some of the subgroups of RAG which are
”neighbourhoods” or ”relatives” of our transformation groups - IMnk , SB
n
k and
SPnk .
First, we consider a group which is called CAnk (complement arguments) and
each transformation j ∈ CAnk is determined by an n-tuple from Z
n
k , i.e. CA
n
k =
{(j1, . . . , jn) ∈ Znk }. Intuitively, CA
n
k will complement some of the variables of a
function. If j = (j1, . . . , jn) is in CA
n
k , define j(x1, . . . , xn) = (x1⊕ j1, . . . , xn⊕ jn).
The group operation is sum mod k and written ⊕. For example if n = k = 3 and
j = (2, 1, 0) then j(x1, x2, x3) = (x1 ⊕ 2, x2 ⊕ 1, x3) and j induces a permutation
on Z33 = {0, 1, 2}
3. Then the following sequence of images: j : 000 → 210 →
120 → 000 determines the cycle (0, 21, 15) and if we agree to regard each triple
from Z33 as a ternary number, then the permutation induced by j can be writ-
ten in cyclic notation as (0, 21, 15)(1, 22, 16)(2, 23, 17)(3, 24, 9)(4, 25, 10)(5, 26, 11)
(6, 18, 12)(7, 19, 13)(8, 20, 14). In [6] M. Harrison showed that the boolean functions
of two variables are grouped into seven classes under the group CA22.
Another classification occurs when permuting arguments. If pi ∈ Sn then pi
acts on variables by: pi(x1, . . . , xn) = (xpi(1), . . . , xpi(n)). Each permutation induces
a map on the domain Znk . For instance the permutation pi = (1, 2) induces a
permutation on {0, 1, 2}3 when considering the algebra P 33 . Then we have pi :
010→ 100→ 010 and in cyclic notation it can be written as
(3, 9)(4, 10)(5, 11)(6, 18)(7, 19)(8, 20)(15, 21)(16, 22)(17, 23).
Snk denotes the transformation group induced by permuting of variables. It is clear
that Snk is isomorphic to Sn.
If we allow both complementations and permutations of the variables, then a
transformation group, called Gnk , is induced. The group action on variables is
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Table 2. Classes in P 22 under RAG.
[ 0, 1, x1, x2, x
0
1, x
0
2, x1 ⊕ x2, x1 ⊕ x
0
2 ]
[ x1x2, x1x
0
2, x
0
1x2, x
0
1x
0
2, x1 ⊕ x1x2, x
0
2 ⊕ x1x2, x
0
1 ⊕ x1x2, x
0
1 ⊕ x1x
0
2 ]
Table 3. Subgroups of RAG
Subgroup Equivalence relations Determination
RAG Prototype equivalence A-non-singular
GEnk genus A = P, a = 0
CFnk complement function A = I, a = 0, c = 0
Ank affine transformation a = 0, d = 0
Gnk permute & complement
variables (symmetry types) A = P, a = 0, d = 0
LFnk add linear function A = I, c = 0, d = 0
CAnk complement arguments A = I, a = 0, d = 0
LGnk linear transformation c = 0, a = 0, d = 0
Snk permute variables A = P, c = 0, a = 0, d = 0
represented by ((j1, . . . , jn), pi)(x1, . . . , xn) = (xpi(1)⊕j1, . . . , xpi(n)⊕jn) where jm ∈
Zk for 1 ≤ m ≤ n and pi ∈ Sn. The group Gn2 is especially important in switching
theory and other areas of discrete mathematics, since it is the symmetry group of
the n-cube. The classification of the boolean functions under G22 into six classes is
shown in [6].
Let us allow a function to be equivalent to its complements as well as using
equivalence under Gnk . Then the transformation group which is induced by this
equivalence relation is called the genera of Gnk and it is denoted by GE
n
k . Thus
the equivalence relation ≃gen which induces genera of Gnk is defined as follows
f ≃gen g ⇐⇒ f ≃Gn
k
g or f = g ⊕ j for some j ∈ Zk. Then there exist only
four equivalence classes in P 22 , induced by GE
2
2 . These classes are the same as the
classes induced by the group IM22 in the algebra P
2
2 (see [6] and Table 1, given
above).
Next important classification is generated by equivalence relations which allow
adding linear or affine functions of variables. In order to preserve the group property
we shall consider invertible linear transformations and assume that k is a prime
number such that LGnk the general linear group on an n-dimensional vector space
is over the field Zk. The transformation groups LG
n
2 and A
n
2 of linear and affine
transformations in the algebra of boolean functions are included in the lattice of the
subgroups of RAG. We extend this view to the functions from Pnk . The algebra of
boolean functions in the simplest case of two variables is classified in eight classes
under LG22 and in five classes under A
2
2. Table 2 presents both equivalence classes
of boolean functions from P 22 under the transformation group RAG.
The subgroups of RAG defined above are determined by equivalence relations
as it is shown in Table 3, where P denotes a permutation matrix, I is the identity
matrix, b and c are vectors from Znk and d ∈ Zk.
It is naturally to ask which subgroups of RAG are subgroups of the groups IMnk
or SBnk . The answer of this question is our next goal.
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Example 4.1. Let f = x1x
0
2x3 ⊕ x
0
1 and g = x1x
0
2x3 ⊕ x1x2 be two boolean
functions. Then
sub1(f) = sub1(g) = 3, sub2(f) = sub(g) = 3 and sub3(f) = sub3(g) = 1.
Hence f ≃sub g. In a similar way, it can be shown that f ≃imp g. The details are
left to the reader.
On the other side, one can prove that there is no transformation ϕ ∈ RAG
such that ϕ(x01) = x1x2 (see Table 2) and hence there is no affine transformation
ϕ ∈ RAG for which g = ϕ(f).
Consequently, each group among IMnk , SB
n
k and SP
n
k can not be a subgroup of
RAG.
Table 3 allows us to establish the following fact.
Fact 4.1. If f and g satisfy (1) withA /∈ {0,P, I} or a 6= 0 then f 6≃imp g, f 6≃sub g
and f 6≃sep g.
Proposition 4.2.
(i) LGnk 6≤ SP
n
k ; (ii) LF
n
k 6≤ SP
n
k ;
(iii) IMnk 6≤ RAG; (iv) SB
n
k 6≤ RAG.
Proof. Immediate from Fact 4.1 and Example 4.1. 
Let σ : Zk −→ Zk be a mapping and ψσ : Pnk −→ P
n
k be a transformation of P
n
k
determined by σ as follows ψσ(f)(a) = σ(f(a)) for all a = (a1, . . . , an) ∈ Znk .
Theorem 4.2. ψσ ∈ IMnk and ψσ ∈ SB
n
k if and only if σ is a permutation of Zk,
k > 2.
Proof. ”⇐” Let σ ∈ SZk be a permutation of Zk and let f be an arbitrary function
with ess(f) = n ≥ 0. We shall proceed by induction on n, the number of essential
variables in f .
If n = 0 then clearly ψσ(f) is a constant and hence f ≃imp ψσ(f) and f ≃sub
ψσ(f).
Assume that if n < p then f ≃imp ψσ(f) and f ≃sub ψσ(f) for some natural
number p, p > 0. Hence f(xi = j) ≃imp ψσ(f(xi = j)) and subm(f(xi = j)) =
subm(ψσ(f(xi = j))) for all i ∈ {1, . . . , n}, m ∈ {1, . . . , n− 1} and j ∈ Zk.
Let n = p. Let xi ∈ {x1, . . . , xn} = Ess(f) and j ∈ Zk, and let us set g =
f(xi = j). Then ψσ(g) = ψσ(f(xi = j) and ess(g) = n − 1 < p. Hence our
inductive assumption implies g ≃imp ψσ(g) and g ≃sub ψσ(g). Consequently, we
have
f(xi = j) ≃imp ψσ(f(xi = j)) and subm(f(xi = j)) = subm(ψσ(f(xi = j)))
for all xi ∈ {x1, . . . , xn} and j ∈ Zk, which shows that f ≃imp ψσ(f) and f ≃sub
ψσ(f).
”⇒” Let us assume that σ is not a permutation of Zk. Hence there exist two
constants a1 and a2 from Zk such that a1 6= a2 and σ(a1) = σ(a2). Let us fix the
vector b = (b1, . . . , bn) ∈ Znk . Then we define the following function from P
n
k :
f(x1, . . . , xn) =
{
a1 if xi = bi for i = 1, . . . , n
a2 otherwise.
Clearly, Ess(f) = Xn. On the other hand the range of f is range(f) = {a1, a2}
and σ(range(f)) = {σ(a1)}, which implies that ψσ(f)(c1, . . . , cn) = σ(a1) for all
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(c1, . . . , cn) ∈ Znk . Hence ψσ(f) is the constant σ(a1) ∈ Zk and Ess(ψσ(f)) = ∅.
Thus we have f 6≃imp ψσ(f) and f 6≃sub ψσ(f). 
Theorem 4.3. Let pi ∈ Sn and σi ∈ SZk for i = 1, . . . , n. Then f(x1, . . . , xn) ≃imp
f(σ1(xpi(1)), . . . , σn(xpi(n))) and f(x1, . . . , xn) ≃sub f(σ1(xpi(1)), . . . , σn(xpi(n))).
Proof. Let f ∈ Pnk be an arbitrary function and assume Ess(f) = Xn.
First, we shall prove that
f(x1, . . . , xn) ≃imp f(xpi(1), . . . , xpi(n))
and
f(x1, . . . , xn) ≃sub f(xpi(1), . . . , xpi(n)).
Let g = f(xpi(1), . . . , xpi(n)). Clearly, if n ≤ 1 then f ≃imp g and f ≃sub g. Assume
that if n < p then f ≃imp g and f ≃sub g for some natural number p, p ≥ 1.
Let us suppose n = p. Let xi ∈ Ess(f) be an arbitrary essential variable in f
and let c ∈ Zk be an arbitrary constant from Zk. Then we have
f(xi = c)(x1, . . . , xi−1, xi+1, . . . , xp) =
= g(xpi−1(i) = c)(xpi−1(1), . . . , xpi−1(i−1), xpi−1(i+1), . . . , xpi−1(p)).
Our inductive assumption implies f(xi = c) ≃imp g(xpi(i) = c) and subm(f(xi =
c)) = subm(g(xpi(i) = c)) for all xi ∈ Xn, m ∈ {1, . . . , p − 1} and c ∈ Zk. Hence
f ≃imp g and f ≃sub g.
Second, let us prove that
f(x1, . . . , xn) ≃imp f(σ1(x1), . . . , σn(xn))
and
f(x1, . . . , xn) ≃sub f(σ1(x1), . . . , σn(xn)).
Let h = f(σ1(x1), . . . , σn(xn)). Then we have
f(a1, . . . , an) = h(σ
−1
1 (a1), . . . , σ
−1
n (an)).
Hence, if (i1 . . . ir, ai1 . . . airc) ∈ Imp(f) then (i1 . . . ir, σ
−1
i1
(ai1) . . . σ
−1
ir
(air )c) ∈
Imp(h) for some r, 1 ≤ r ≤ n. Since σi is a permutation of Zk for i = 1, . . . , n it
follows that f ≃imp h. By similar arguments it follows that f ≃sub h. 
Corollary 4.1. (i) GEnk ≤ IM
n
k ; (ii) GE
n
k ≤ SB
n
k ; (iii) GE
n
k ≤ SP
n
k .
5. Classification of Boolean Functions
In this section we compare a collection of subgroups of RAG with the groups
of transformations preserving the relations ≃imp, ≃sub and ≃sep and to obtain
estimations for the number of equivalence classes, and for the cardinalities of these
classes in the algebra of Boolean functions. Our results are based on Proposition
4.2, Theorem 4.2 and Theorem 4.3. Thus we have
(2) GEn2 ≤ IM
n
2 , GE
n
2 ≤ SB
n
2 , LG
n
2 6≤ SP
n
2 and LF
n
2 6≤ SP
n
2 .
These relationships determine the places of the groups IMn2 , SB
n
2 and SP
n
2
with respect to the subgroups of RAG. Figure 4 shows the location of these groups
together with the subgroups of RAG.
M. Harrison [6] and R. Lechner [7] counted the number of equivalence classes
and the cardinalities of the classes under some transformation subgroups of RAG
for Boolean functions of 3 and 4 variables.
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The relations (2) show that if we have the values of t(GEn2 ) then we can count
the numbers t(IMn2 ), t(SB
n
2 ) and t(SP
n
2 ) because the equivalence classes under
these transformation groups are union of equivalence classes under GEn2 and hence
we have t(IMn2 ) ≤ t(GE
n
2 ) and t(SB
n
2 ) ≤ t(GE
n
2 ). Moreover, if we know the
factor-set Pn2 /≃gen of representative functions under ≃gen then we can effectively
calculate the sets Pn2 /≃imp , P
n
2 /≃sub and P
n
2 /≃sep because of P
n
2 /≃imp ⊆ P
n
2 /≃gen
and Pn2 /≃sub ⊆ P
n
2 /≃gen .
The next theorem allows us to count the number imp(f) of the implementations
of any function f by a recursive procedure. Such a procedure is realized and its ex-
ecution is used when calculating the number of the implementations and classifying
the functions under the equivalence ≃imp.
Theorem 5.1. Let f ∈ Pn2 be a boolean function. The number of all implementa-
tions in f is determined as follows:
imp(f) =


1 if ess(f) = 0
2 if ess(f) = 1
∑
x∈Ess(f)[imp(f(x = 0)) + imp(f(x = 1))] if ess(f) ≥ 2.
Proof. We shall proceed by induction on n = ess(f) - the number of essential
variables in f . The lemma is clear if ess(f) = 0. If f depends essentially on one
variable x1, then there is a unique BDD of f with one non-terminal node which has
two outcoming edges. These edges together with the labels of the corresponding
terminal nodes form the set Imp(f) of all implementations of f , i.e. imp(f) = 2.
Let us assume that
imp(f) =
n∑
i=1
[imp(f(xi = 0)) + imp(f(xi = 1))]
if n < s for some natural number s, 1 ≤ s.
Next, let us consider a function f with ess(f) = s. Without loss of gener-
ality, assume that Ess(f) = {x1, . . . , xn} with n = s. Since xi ∈ Ess(f) for
i = 1, . . . , n it follows that f(xi = 0) 6= f(xi = 1) and there exist BDDs of f whose
label of the first non-terminal node is xi. Let Df be a such BDD of f and let
(ij2 . . . jm, c1c2 . . . cmc) ∈ Imp(f) with m ≤ n. Hence
(j2 . . . jm, c2 . . . cmc) ∈ Imp(g)
where g = f(xi = c1). On the other side it is clear that if (j2 . . . jm, d2 . . . dmd) ∈
Imp(g) then (ij2 . . . jm, c1d2 . . . dmd) ∈ Imp(f). Consequently, there is an one-to-
one mapping between the set of implementations of f with first variable xi and first
edge labelled by c1, and Imp(g), which completes the proof. 
We also develop recursive algorithms to count subm(f) and sepm(f) for f ∈ Pn2 ,
presented below.
Table 4 shows the number of equivalence classes under the equivalence relations
induced by the transformation groupsGn2 , IM
n
2 , SB
n
2 and SP
n
2 for n = 1, 2, 3, 4. M.
Harrison found from applying Polya’s counting theorem (see [6]) the numbers t(G52)
and t(G62), which are upper bounds of t(IM
n
2 ), t(SB
n
2 ) and t(SP
n
2 ) for n = 5, 6.
Figure 4 and Table 5 show that for the algebra P 32 there are only 14 different
generic equivalent classes, 13 imp-classes, 11 sub-classes and 5 sep-classes. Hence
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Figure 4. Transformation groups in Pn2 (n = 3/n = 4)
Table 4. Number of classes under symmetry type, ≃imp, ≃sub
and ≃sep
n t(Gn2 ) t(IM
n
2 ) t(SB
n
2 ) t(SP
n
2 )
1 3 2 2 2
2 6 4 4 3
3 22 13 11 5
4 402 104 74 11
5 1 228 158 1606 < 1228158 38
6 400 507 806 843 728 < 400 507 806 843 728
three mappings that converts each generic class into an imp-class, into a sub-class
and into a sep-class are required. Each generic class is a different row of Table 5. For
example, the generic class №12 (as it is numbered in Table VIII, [7]) is presented
by 10-th row of Table 5. It consists of 8 functions obtained by complementing
function f and/or permuting and/or complementing input variables in all possible
ways, where f = x1x
0
2x3 ⊕ x1x2x
0
3 ⊕ x2x3. This generic class №12 is included
in imp-class №9, sub-class №8 and sep-class №5 which shows that imp(f) = 36,
sub(f) = 12 and sep(f) = 7. The average cardinalities of equivalence classes and
complexities of functions are also shown in the last row of Table 5.
Table 6 shows the sep-classes of boolean functions depending on at most five
variables. Note that there are 232 = 4294967296 functions in P 52 . All calcula-
tions were performed on a computer with two Intel Xeon E5/2.3 GHz CPUs. The
execution with total exhaustion took 244 hours.
2
0
S
L
A
V
C
H
O
S
H
T
R
A
K
O
V
A
N
D
IV
O
D
A
M
Y
A
N
O
V
Table 5. Classification of P 32 under ≃sep, ≃sub, ≃imp and genus.
sep- sep(f) func. sub- sub(f) func. imp- imp(f) func. Generic func. representative
class per class per class per class [7] per function f
№ class № class № class № class
1 0 2 1 1 2 1 1 2 1 2 0
2 1 6 2 3 6 2 2 6 9 6 x1
3 3 30
3 5 24 3 6 24 3 24 x1x2
4 7 6 4 8 6 10 6 x1 ⊕ x2
4 6 24 5 11 24 5 28 24 13 24 x1 ⊕ x1x3⊕
x2x3
5 7 194
6 9 64
6 21 16 2 16 x1x2x3
7 23 48 6 48 x1x
0
2x
0
3 ⊕ x1
7 12 48 8 30 48 7 48 x1x
0
2x
0
3⊕
x2x3
8 12 8 12 8 x1x
0
2x3⊕
9 36 16
x1x2x
0
3 ⊕ x2x3
9 15 26
5 8 x01x2x3 ⊕ x1x
0
2x
0
3
10 42 16 8 16 x1x
0
2x3⊕
x1x2x
0
3 ⊕ x
0
1x2x3
11 48 2 11 2 x1 ⊕ x2 ⊕ x3
10 13 24 12 32 24 14 24 x1 ⊕ x2x3
11 13 24 13 33 24 4 24 x1x
0
2x3 ⊕ x1x2x
0
3
aver. 6.2 51.2 10.6 23.3 26.0 19.7 18.3
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Table 6. Classes in P 52 under ≃sep
sep-
sep5(f) sep4(f) sep3(f) sep2(f) sep1(f)
se
p
(f
) functions
class per
№ class
1 0 0 0 0 0 0 2
2 0 0 0 0 1 1 10
3 0 0 0 1 2 3 100
4 0 0 1 2 3 6 240
5 0 0 1 3 3 7 1940
6 0 1 2 5 4 12 1920
7 0 1 3 4 4 12 2400
8 0 1 3 5 4 13 8160
9 0 1 4 4 4 13 120
10 0 1 4 5 4 14 8400
11 0 1 4 6 4 15 301970
12 1 2 7 9 5 24 20480
13 1 3 5 7 5 21 3840
14 1 3 5 8 5 22 9600
15 1 3 6 6 5 21 1920
16 1 3 6 7 5 22 1920
17 1 3 6 8 5 23 38400
18 1 3 7 7 5 23 1920
19 1 3 7 8 5 24 38400
20 1 3 7 9 5 25 130560
21 1 4 6 6 5 22 3000
22 1 4 7 7 5 24 34720
23 1 4 7 8 5 25 177120
24 1 4 7 9 5 26 274560
25 1 4 8 7 5 25 7680
26 1 4 8 8 5 26 274560
27 1 4 8 9 5 27 1847280
28 1 5 7 9 5 27 81920
29 1 5 8 8 5 27 600
30 1 5 8 9 5 28 1013760
31 1 5 8 10 5 29 38400
32 1 5 9 7 5 27 1200
33 1 5 9 8 5 28 449040
34 1 5 9 9 5 29 4093200
35 1 5 9 10 5 30 5443200
36 1 5 10 8 5 29 13680
37 1 5 10 9 5 30 5826160
38 1 5 10 10 5 31 4274814914
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