Abstract. Let E be a row-finite quiver and let E 0 be the set of vertices of E; consider the adjacency matrix N ′ E = (n ij ) ∈ Z (E 0 ×E 0 ) , n ij = #{ arrows from i to j}. Write N t E and 1 for the matrices ∈ Z (E 0 ×E 0 \Sink(E)) which result from N ′t E and from the identity matrix after removing the columns corresponding to sinks. We consider the K-theory of the Leavitt algebra
Introduction
We consider the K-theory of the Leavitt algebra L R (E) = L Z (E) ⊗ R of a row-finite quiver E with coefficients in a ring R. To state our results, we need some notation. Let E 0 be the set of vertices of E; consider the adjacency matrix N ′ E = (n ij ) ∈ Z (E0×E0) , n ij = #{ arrows from i to j}. Write N t E and 1 for the matrices ∈ Z (E0×E0\Sink(E)) which result from N ′t E and from the identity matrix after removing the columns corresponding to sinks. Our results relate the K-theory of L R (E) with the spectrum C = hocofiber(K(R)
In terms of homotopy groups, the fundamental property of C is that there is a long exact sequence (n ∈ Z)
/ / π n (C) / / K n−1 (R)
For a rather general class of rings (which includes all unital ones) and all row-finite quivers E, we show (Theorem 6.3) that there is a naturally split injective map
The cokernel of (1.2) can be described in terms of twisted nil-K-groups (see 5.10, 6.6) . We show that these nil-K-groups vanish for some classes of rings R, including the following two cases:
• R is a regular supercoherent ring (see 7.6 ). In particular this covers the case where R is a Noetherian regular ring.
• R is a stable C * -algebra (see 9.12).
In particular for such R we get a long exact sequence
We also consider Weibel's homotopy algebraic K-theory KH * (L R (E)). We show in 8.6 that for any ring R and any row-finite quiver, there is a long exact sequence
There is a natural comparison map K * → KH * ; if R is a regular supercoherent ring or a stable C * -algebra, then K * (R) → KH * (R) and K * (L R (E)) → KH * (L R (E)) are isomorphisms, so the sequences agree in these cases. We further compare, for a C * -algebra A, the algebraic K-theory of L A (E) with the topological K-theory of the Cuntz-Krieger algebra C * A (E); we show that the natural map γ
is an isomorphism in some cases, including the following two:
• A = C, E is finite with no sinks, det(1 − N t E ) = 0, and n ≥ 0 (see 9.4).
• A is stable, E is row-finite, and n ∈ Z (see 9.13). The rest of this paper is organized as follows. In Section 2 we recall the results of Suslin and Wodzicki on excision in K-theory and draw some consequences which are used further on in the article. The most general result on excision in K-theory, due to Suslin [26] , characterizes those rings A on which K-theory satisfies excision in terms of the vanishing of Tor groups over the unitalizationÃ = A⊕ Z. Namely A satisfies excision if and only if (1.4) TorÃ * (Z, A) = 0 ( * ≥ 0).
We call a ring A H ′ -unital if it satisfies (1.4); if A is torsion-free as an abelian group, this is the same as saying that R is H-unital in the sense of Wodzicki [33] . We show in Proposition 2.8 that if A is H ′ -unital and φ : A → A is an automorphism, then the same is true of both the twisted polynomial ring A[t, φ] and the twisted Laurent polynomial ring A[t, t −1 , φ]. We recall that, for unital A, the K-theory of the twisted Laurent polynomials was computed in [18] and [34] . If R is a unital ring and φ : R → pRp is a corner isomorphism, the twisted Laurent polynomial ring is not defined, but the corresponding object is the corner skew Laurent polynomial ring R[t + , t − , φ] of [3] . In Section 3 we use the results of [34] and of Section 2 to compute the K-theory of R ⊗ A[t + , t − , φ ⊗ 1] for (R, φ) as above, and A any nonunital algebra such that R ⊗ A is H ′ -unital (Theorem 3.6). In the next section we consider the relation between two possible ways of defining the incidence matrix of a finite quiver, and show that the sequences of the form (1.1) obtained with either of them are essentially equivalent (Proposition 4.4). In Section 5 we use the results of the previous sections to compute the K-theory of the Leavitt algebra of a finite quiver with no sources with coefficients in an H ′ -unital ring (Theorem 5.10). The general case of row-finite quivers is the subject of Section 6. Our most general result is Theorem 6.3, where the existence of the split injective map (1.2) is proved for the Leavitt algebra L A (E) of a row-finite quiver E. In the latter theorem, A is required to be either a ring with local units, or a Z-torsion free H ′ -unital ring. In Section 7 we specialize to the case of Leavitt algebras with regular supercoherent coefficient rings. We show that the sequence (1.3) holds whenever R is regular supercoherent (Theorem 7.6). For example this holds if R is a field, since fields are regular supercoherent; this particular case, for finite E, is used in [2] to compute the K-theory of the algebra Q R (E) obtained from L R (E) after inverting all square matrices with coefficients in the path algebra P R (E) which are sent to invertible matrices by the augmentation map P R (E) → R E0 . Section 8 is devoted to homotopy algebraic K-theory, KH. For a unital ring R, a corner isomorphism φ : R → pRp, and a ring A, we compute the KH-theory of R⊗ A[t + , t − , φ⊗ 1] (Theorem 8.4). Then we use this to establish the sequence (??) for any row finite quiver E and any coefficient ring A (Theorem 8.6). In the last section we compare the K-theory of the Leavitt algebra L A (E) with coefficients in a C * -algebra A with the topological K-theory of the corresponding Cuntz-Krieger algebra C zero map for n ≤ −1. In Theorem 9.13 we show that if B is a stable C * -algebra, then γ B n is an isomorphism for all n ∈ Z.
H ′ -unital rings and skew polynomial extensions
Let R be a ring andR = R ⊕ Z its unitization. We say that R is
Note that, for any, not necessarily H ′ -unital ring R,
Thus all these Tor groups vanish when R is H ′ -unital; moreover, in that case we also have
The definition of H ′ -unitary for left modules is the obvious one.
Example 2.1. If R is H ′ -unital then it is both right and left H ′ -unitary as a module over itself. Let φ : R → R be an endomorphism. Consider the bimodule φ R with left multiplication given by a · x = φ(a)x and the usual right multiplication. As a right module, φ R ∼ = R, whence it is right H ′ -unitary. If moreover φ is an isomorphism, then it is also isomorphic to R as a left module, via φ, and is thus left H ′ -unitary too.
Remark 2.2. The notion of H ′ -unitality is a close relative of the notion of H-unitality introduced by Wodzicki in [33] . The latter notion depends on a functorial complex C bar (A), the bar complex of A; we have C 
Proof. Tensoring with Q over Z is an exact functor fromÃ-modules toÃ ⊗ Q-modules which preserves free modules. Proof. It follows from the previous lemma and from the fact (proved in [28, 7.10] ) that the tensor product of H-unital Q-algebras is H-unital.
Example 2.5. The basic examples of H ′ -unital rings we shall be concerned with are unital rings and C * -algebras. The fact that the latter are H ′ -unital follows from the results of [26] and [28] (see [7, 6.5.2] and Theorem 2.6 below). If A is an H ′ -unital ring and B a C * -algebra, then A ⊗ B is H ′ -unital, by Corollary 2.4.
A ring R is said to satisfy excision in K-theory if for every embedding R ⊳ S of R as a two-sided ideal of a unital ring S, the map K(R) = K(R : R) → K(S : R) is an equivalence. One can show (see e.g. [6, 1.3] ) that if R satisfies excision in K-theory and R is an ideal in a nonunital ring T , then the map K(R) → K(T : R) is an equivalence too.
The main result about H ′ -unital rings which we shall need is the following. 
Proof. Put S = R ⊗Ã, and consider the idempotent f = e ⊗ 1 ∈ S. One checks that f is a full idempotent, so that K(f Sf ) → K(S) is an equivalence. Now apply excision. 
Here we have used only the left module structure of R; the identities above are compatible with any right module structure, and in particular with both the usual one and that induced by φ n . It follows that
Next we consider the case of the skew Laurent polynomials. We have a bimodule isomorphism
Thus since φ n R is left H ′ -unitary, the same argument as above shows that R[t, t −1 , φ] is H ′ -unital.
K-theory of twisted Laurent polynomials
Let X, N + , N − and Z be objects in a triangulated category T . Let φ : X → X and j ± : X ⊕ N ± → Z be maps in T . Let i ± : X → X ⊕ N ± be the inclusion maps. Define a map
is an exact triangle in T . Then
is an exact triangle in T , for suitable ∂ ′ . In particular,
Proof. Note that
Consider the maps Write ψ = ψ 1 ψ 2 ψ 3 . Then we have an exact triangle
The result follows.
Let φ : X → X be a map of spectra. We write φ −1 X for the colimit of the following direct system
Lemma 3.3. Let X and φ be as above, and consider the mapφ :
Proof. Writeφ : φ −1 X → φ −1 X for the induced map; we have a homotopy commutative diagram
Both the top and bottom rows are fibration sequences. We have to show that the map of stable homotopy groups f n : π n hocofiber(1 − φ) → π n hocofiber(1 −φ) induced by f is an isomorphism. Denote by φ n the endomorphism of π n (X) induced by φ. Note that φ n induces a Z[t]-action on π n X, and that
n π n X It follows that the long exact sequence of homotopy groups associated to the top fibration of (3.4) is the result of applying the functor Z[t, t −1 ]⊗ Z [t] to that of the bottom. In particular the left and right vertical maps in the diagram below are isomorphisms
It follows that f is an equivalence, as wanted.
It will be useful to introduce the following notation.
Notation 3.4.1. Let A be a unital ring and let φ :
Now let A be an arbitrary ring and let φ : A → A be an endomorphism. Write B = φ −1 A for the colimit of the inductive system
Then φ induces an automorphismφ : B → B and we can extend it to the unitizationB. Put
Observe that this definition of N K(A, φ) ± agrees with the above when A is unital and φ is an automorphism. Moreover we have
Proof. We have an exact sequence
by excision. Next, the fact that K-theory preserves filtering colimits (see [31, IV.6 ] for the unital case; the non-unital case follows from the unital case by using that unitization preserves colimits -because it has a right adjointand that
We shall make use of the construction of the corner skew Laurent polynomial ring S[t + , t − , φ], for a corner-isomorphism φ : S → pSp; see [3] . Theorem 3.6. Let R be a unital ring and let A be a ring. Let φ : R → pRp be a corner-isomorphism.
Then there is a homotopy fibration of nonconnective spectra
In other words,
Proof.
Step 1: Assume that φ is a unital isomorphism and A = Z. In this case the skew Laurent polynomial ring is the crossed product by Z; 
Application of Lemma 3.1 yields the fibration of the theorem; this finishes the case when φ is a unital isomorphism.
Step 2: Assume that B is an H ′ -unital ring and that φ : B → B is an isomorphism. Then by the previous step, the augmentationB → Z induces a map of fibration sequences
Since B[t ± , φ] and B[t + , t − , φ] are H ′ -unital by Proposition 2.8, the fibers of the vertical maps give the fibration of the theorem.
Step 3: Assume that R is unital and let φ be a corner isomorphism. Let A be an H ′ -unital ring. Write S = φ −1 R for the colimit of the inductive system
′ -unital by hypothesis, and H ′ -unitality is preserved under filtering colimits (see Remark 2.2). Sinceφ ⊗ 1 is an automorphism of B, Step 2 gives
Because K-theory commutes with filtering colimits, we have K(B) = (φ ⊗ 1)
Write ϕ n : R n → S for the canonical map of the colimit, and put e n = ϕ n (1). For n ≥ 0, there is a ring isomorphism
, where e n ⊗ 1 ∈ S ⊗Ã, such that ψ n (r ⊗ a) = ϕ n (r) ⊗ a, and ψ n (t + ) = (e n ⊗ 1)t(e n ⊗ 1), and ψ n (t − ) = (e n ⊗ 1)t −1 (e n ⊗ 1). Consider the map η :
In addition we have
Rewrite (3.7) using (3.8), (3.11) and (3.10) to finish the third (and final) step.
Matrices associated to finite quivers
Let E be a finite quiver. Write E 0 for the set of vertices and E 1 for the set of arrows. In this section we assume both E 0 and E 1 are finite, of cardinalities e 0 and e 1 . If α ∈ E 1 , we write s(α) for its source vertex and r(α) for its range. There are two matrices with nonnegative integer coefficients associated with E; these are best expressed in terms of the range and source maps r, s : E 1 → E 0 . If f : E 1 → E 0 is a map of finite sets, and χ x , χ y are the characteristic functions of {x} and {y}, we write
We identify these homomorphisms with their matrices with respect to the canonical basis. The matrices 
Lemma 4.3. The maps r * and s * induce inverse homotopy equivalences
Proof. Straightforward.
Proof. Note r * induces a map
From the long exact sequences of homotopy groups of the fibrations above, we obtain
0 By Lemma 4.3, the horizontal maps at the two extremes are isomorphisms; it follows that the map in the middle is an isomorphism too.
Recall that a vertex i ∈ E 0 is called a source (respectively, a sink) in case r −1 (i) = ∅ (respectively, s −1 (i) = ∅). We will denote by Sink(E) the sets of sinks of E.
K-theory of the Leavitt algebra I: finite quivers without sinks
Let E be a finite quiver and M = M E . The path ring of E is the ring P = P Z (E) with one generator for each arrow α ∈ E 1 and one generator p i for each vertex i ∈ E 0 , subject to the following relations
The ring P has a basis formed by the p i , the α, and the products α 1 · · · α n with r(α i ) = s(α i+1 ). We think of these as paths in the quiver, of lengths, 0, 1 and n, respectively. Observe that P is unital, with 1 = i∈E0 p i .
Consider the opposite quiver E * ; this is the quiver with the same sets of vertices and arrows, but with the range and source functions switched. Thus E * i = E i (i = 0, 1) and if we write α * for the arrow α ∈ E 1 considered as an arrow of E * , we have r(α * ) = s(α) and s(α * ) = r(α). The path ring P * = P (E * ) is generated by the p i (i ∈ E 0 ) and the α * ∈ E * 1 ; the relation (5.1) is satisfied, and we also have
The Leavitt path ring of E is the ring L = L Z (E) on generators p i (i ∈ E 0 ), α ∈ E 1 , and α * ∈ E * 1 , subject to relations (5.1), (5.2), and (5.3), and to the following two additional relations
From these last two relations we obtain
It also follows, in case E has no sinks, that the q β = ββ * are a complete system of orthogonal idempotents; we have
The ring L is equipped with an involution and a Z-grading. The involution x → x * sends α → α * and α * → α. The grading is determined by |α| = 1, |α
, where L 0,n is the linear span of all the elements of the form γν * , where γ and ν are paths with r(γ) = r(ν) and |γ| = |ν| = n. For each i in E 0 , and each n ∈ Z + , let us denote by P (n, i) the set of paths γ in E such that |γ| = n and r(γ) = i. The ring L 0,0 is isomorphic to i∈E 0 k. In general the ring L 0,n is isomorphic to
The transition homomorphism L 0,n → L 0,n+1 is the identity on the factors i∈Sink(E) M |P (m,i)| (Z), for 0 ≤ m ≤ n − 1, and also on the factor i∈Sink(E) M |P (n,i)| (Z) of the last term of the displayed formula. The transition homomorphism
is a block diagonal map induced by the following identification in L(E) 0 : A matrix unit in a factor M |P (n,i)| (Z), where i ∈ E 0 \ Sink(E), is a monomial of the form γν * , where γ and ν are paths of length n with r(γ) = r(ν) = i. Since i is not a sink, we can enlarge the paths γ and ν using the edges that i emits, obtaining paths of length n + 1, and relation (5.5) in the definition of L(E) gives
Assume E has no sources. For each i ∈ E 0 , choose an arrow α i such that r(α i ) = i. Consider the elements
One checks that t − t + = 1. Thus, since |t ± | = ±1, the endomorphism
is homogeneous of degree 0 with respect to the Z-grading. In particular it restricts to an endomorphism of L 0 . By [3, Lemma 2.4], we have
For a unital ring A, we may define the Leavitt path A-algebra L A (E) in the same way as before, with the proviso that elements of A commute with the generators p i , α, α * . Observe that
If A is a not necessarily unital ring, we take (5.9) as the definition of L A (E). We may think of L Z (E) as the most basic Leavitt path ring. Let e ′ 0 = |Sink(E)|. We assume that E 0 is ordered so that the first e
By a slight abuse of notation, we will write 1 − N t E for this matrix.
′ -unital ring, E a finite quiver, M = M E and N = N E . Assume the quiver E has no sources. We have
Moreover, if in addition E has no sinks then
Proof. If E has no sinks, then Proposition 4.4 applied to E * gives hocofiber(K(A)
Thus it suffices to prove the first equivalence of the theorem. By (5.8),
Note L 0 ⊗A is a filtering colimit of rings of matrices with coefficients in A. Since A is H ′ -unital by hypothesis, each such matrix ring is
As explained in the paragraph immediately above the theorem, we have L 0 = ∞ n=0 L 0,n . Since E has no sources, it follows that L 0,n is the product of exactly ne
′ -unital and K-theory is matrix stable on H ′ -unital rings (by Theorem 2.6). Moreover the inclusion L 0,n ⊂ L 0,n+1 induces
Now, for a path γ on E, we have
so that φ ⊗ 1 induces
Summing up, we get a commutative diagram
Note that elementary row operations take ∆ n − Ω n to 1 (n+1)e ′ 0 ⊕ (N t − 1); hence there is an elementary matrix h such that h(∆ n − Ω n ) = 1 (n+1)e ′ 0 ⊕ (N t − 1). Moreover one checks that h restricts to the identity on
. It follows that the inclusion i n+1 :
induces an equivalence
and that furthermore, the diagram
K-theory of Leavitt algebras II: row-finite quivers
A quiver E is said to be row-finite if for each i ∈ E 0 , the set s −1 (i) = {α ∈ E 1 | s(α) = i} is finite. This is equivalent to saying that the adjacency matrix N ′ E of E is a row-finite matrix. For a row-finite quiver E, the Leavitt path algebras L Z (E) and L A (E) are defined exactly as in the case of a finite quiver.
Recall that a complete subgraph of a quiver E is a subquiver F such that for every v ∈ F 0 either s
Lemma 6.1. Let E be a finite quiver and let F be a subquiver of E with d = |F | and
Then the following properties hold:
(2) Recall that we write 1
Note that v is a source in F ′ , so for every j ∈ F ′ 0 we have n For a path γ ∈ E n , with n ≥ 1, we denote by v(γ) the set of all vertices appearing as range or source vertices of the arrows of γ. If i ∈ E 0 is a trivial path, we set v(i) = {i}. Write L E = {γ ∈ E * | |v(γ)| = |γ| + 1}, the set of paths without repetitions of vertices. Denote by r E * and s E * the extensions of r E and s E respectively to the set of all paths in E.
Given a quiver with oriented cycles, we define a subquiverẼ of E by settingẼ
Observe that this is a well-defined quiver because, if s E (α) ∈Ẽ 0 , then r E (α) ∈Ẽ 0 as well. If E does not have oriented cycles, then we defineẼ as the empty quiver.
Lemma 6.2. Let E be a quiver. ThenẼ is a complete subgraph of E without sources, and if γ ∈ E * is a non-trivial closed path then γ ∈Ẽ * .
Proof. The result is clear in case E does not have oriented cycles. Suppose that E has oriented cycles. By definition,Ẽ is a complete subgraph of E. Observe that if i ∈Ẽ 0 then s −1 E * (i) ⊆Ẽ * . Now if γ ∈ E * is a non-trivial closed path we have s(γ) = r(γ) ∈Ẽ 0 and so γ ∈Ẽ * .
Pick v ∈Ẽ 0 . By construction there is γ = α 1 · · · α m ∈ r E * (v) such that |v(γ)| ≤ m. Hence there exists an index i such that there is a non-trivial closed path based on r E (α i ). Then r E (α i ) ∈Ẽ 0 and so v ∈Ẽ 0 . ThereforeẼ has no sources.
We are now ready to obtain our main general result for a row-finite quiver.
Theorem 6.3. Let A be either a ring with local units or an H ′ -unital ring which is torsion free as a Z-module, and let E be a row-finite quiver. Then there is a map
which induces a naturally split monomorphism at the level of homotopy groups
Proof. We first deal with the case of a finite quiver E. Set d = |E 0 | and d ′ = |Sink(E)|. Consider the subquiver F of E given by F 0 =Ẽ 0 ∪ Sink(E) and F 1 =Ẽ 1 . Using Lemma 6.2 we see that F is a complete subgraph of E such that every non-trivial closed path on E has all its arrows and vertices in F . Moreover we have Sink(F ) = Sink(E).
Set p = |F 0 | and k = d − p. Suppose that k > 0. In this case we will build a chain of complete subgraphs of E,
, and such that the following conditions hold for every i = 0, . . . , k − 1:
Suppose we have defined F i for 0 ≤ i < k. We are going to define F i+1 . We first show that there is
. Since the number of vertices in E 0 \ F i 0 is finite, proceeding in this way we will get either a vertex v ∈ E 0 \ F i 0 such that r E (s
But the latter case cannot occur: the path γ would not belong to L E and consequently we would obtain r E (α m ) ∈Ẽ 0 ⊆ F i 0 , a contradiction. Therefore we put
. By construction we get (i) and that F i+1 is a complete subgraph of E, and (ii) and (iii) follow from Lemma 6.1.
ℓ . Now by Lemma 6.2Ẽ is a quiver without sources. Note that
Theorem 5.10 we get a decomposition
This gives the result for F 0 = F . Applying inductively (ii) and (iii) to the quivers of the chain F = F 0 ⊂ F 1 ⊂ · · · ⊂ F k = E, and using Lemma 2.7, we get the assertions of theorem for finite E. Let E be a row-finite quiver. By [4, Lemma 3.2] , E is the filtered colimit of its finite complete subgraphs. Since filtered colimits are exact, hocofiber commutes with them, so we get the monomorphism in (6.4). To compute the cokernel of this map, note that the construction of the graphẼ is functorial in the category of row-finite quivers and complete graph homomorphisms. Moreover we getẼ = colimF , where F ranges on the family of all finite complete subquivers of E. For each i ∈Ẽ 0 we select an arrow α i ∈Ẽ 1 such that r(α i ) = i. This choice induces a compatible choice of arrows in the quiversF corresponding to finite complete subquivers F of E. Hence, if F 1 ⊆ F 2 are two finite complete subquivers of E, then the corresponding corner-isomorphisms φ
, and thus we obtain maps
, written in terms of the decomposition given in Theorem 5.10, is of the form κ + ⊕ κ − ⊕ κ, where κ is the map between the corresponding hocofiber terms. The result follows.
Remark 6.6. The proof above shows that cokernel of the map (6.4) can be expressed in terms of twisted nil-K-groups. If E is finite, the cokernel is (6.5) . In the general case, it is the colimit of the cokernels corresponding to each of the finite complete subquivers.
Leavitt rings with regular supercoherent coefficients
In this section we will determine the K-theory of the Leavitt path ring of a row-finite quiver over a regular supercoherent ring k.
Recall that a unital ring R is said to be coherent if its finitely presented modules form an abelian subcategory of the category of all modules. We say that R is regular coherent if it is coherent and in addition any finitely presented module has finite projective dimension. Equivalently R is regular coherent if any finitely presented module has a finite resolution by finitely generated projective modules. The ring R is called supercoherent in case all polynomial rings R[t 1 , . . . , t p ] are coherent, see [17] . Note that every Noetherian ring is supercoherent. A more general version of regularity was introduced by Vogel, see [5] . We will call this concept Vogel-regularity. For a coherent ring R, Vogel-regularity agrees with regularity ([5, Proposition 10]). Since Vogel-regularity is stable under the formation of polynomial rings ([5, Proposition 5(3)]), it follows that R[t 1 , . . . , t p ] is regular for every p in case R is regular supercoherent. Observe also that any flat universal localization R → RΣ −1 of a regular (super)coherent ring is also regular (super)coherent. This is due to the fact that every finitely presented RΣ −1 -module is induced from a finitely presented R-module ([24, Corollary 4.5]). In particular all the rings R[t 1 , t
p ] are regular supercoherent if R is regular supercoherent. Next we will compute the K-theory of the Leavitt algebra of a quiver E over a supercoherent coefficient ring k. As a first step, we consider the case where E is finite and without sources.
Proposition 7.1. Let E be a finite quiver without sources and let k be a regular supercoherent ring. Let
Proof. Since the ring corresponding to k[t 1 , . . . , t p ] is D[t 1 , . . . , t p ] , it suffices to show that D is regular coherent whenever k is so.
We are going to apply [17, Proposition 1.6]: If R = colim i∈I R i , where I is a filtering poset, the ring R is a flat left R i -module for all i ∈ I, and each R i is regular coherent, then R is regular coherent.
We will show that L 0 is flat as a left L 0,n -module. It is enough to show that
so that we only need to analyse the terms L 0,n+1 γγ * with γ ∈ E n+1 . Write γ = γ 0 α with γ 0 ∈ E n and α ∈ E 1 . For v ∈ E 0 set Z v,n = {β ∈ E 1 | r(β) = v and there exists η ∈ E n such that r(η) = s(β)}.
Thus L 0,n+1 is indeed projective as a L 0,n -module. By [17, Proposition 1.6] we get that L 0 is regular coherent. Now observe that D = colim(e i Be i ⊕ k), where e i is the image of 1 ∈ L 0 through the canonical map ϕ i : L 0 → B to the colimit. Since e i Be i ∼ = L 0 is unital, we get that e i Be i ⊕ k ∼ = L 0 × k, where L 0 × k denotes the ring direct product of L 0 and k, and so it is regular coherent by the above. By another application of [17, Proposition 1.6], it suffices to check that e i+1 Be i+1 ⊕ k is flat as a left e i Be i ⊕ k-module, which in turn is equivalent to checking that L 0 is flat as a left (1 − e)k × eL 0 e-module, where e = φ(1) = i∈E0 α i α * i . Recall that, for i ∈ E 0 , α i ∈ E 1 is such that r(α i ) = i. We have L 0 = (1 − e)L 0 ⊕ eL 0 and since (1 − e)L 0 is flat as a left (1 − e)k-module, it suffices to show that eL 0 is flat as a left eL 0 e-module. Because
we see that there is a central idempotent z in L 0 such that e ∈ zL 0 and e is a full idempotent in zL 0 , that is zL 0 = zL 0 eL 0 . Now a standard argument shows that eL 0 is indeed projective as a left eL 0 e-module. Indeed there exists n ≥ 1 and a finitely generated projective L 0 -module P such that
tensoring this with eL 0 we get eL 0 ⊕ eP ∼ = (eL 0 e) n , as wanted. This concludes the proof.
Our next lemma follows essentially from Waldhausen [30] .
Lemma 7.2. Let R be a regular supercoherent ring and let φ be an automorphism of R. Extend φ to an automorphism of R[t 1 , t
Proof. For n ≥ 1 this follows from [30, Theorem 4] , because, as we observed before, R[t 1 , t
p ], φ) + = 0 for every p ≥ 0, for every i ≥ n, and for every automorphism φ of R. To show the result for N K n−1 , it will be enough to show that
by induction hypothesis. It follows that
because N K n (R) = 0 again by induction hypothesis. On the other hand we have
Comparison of (7.3) and (7.4) gives
as desired.
Proposition 7.5. Let k be a regular supercoherent ring and let E be a finite quiver without sources. Set
⊗ k is the corner-isomorphism defined by φ(x) = t + xt − , as in Section 5. Note that since k is regular supercoherent and B is H ′ -unital we have N K(B,φ) ± = N K(B ⊕ k,φ) ± , where B ⊕ k denotes the k-unitization of B. Now it follows from Proposition 7.1 that B ⊕ k is regular supercoherent. Therefore Lemma 7.2 gives that N K(B ⊕ k,φ) ± = 0. It follows that N K(L 0 , φ) ± = N K(B,φ) ± = N K(B ⊕ k,φ) ± = 0 and so the result follows from Theorem 5.10. Theorem 7.6. Let k be a regular supercoherent ring and let E be a row-finite quiver. Then
It follows that there is a long exact sequence
Proof. The case when E is finite follows from Proposition 7.5 and the argument of the proof of Theorem 6.3. The general case follows from the finite case, by the same argument as that given for the proof of 6.3.
Corollary 7.7. Let k be a principal ideal domain and let E be a row-finite quiver. Then
and
Remark 7.8. If we only assume that k is regular coherent in Theorem 7.6, then the long exact sequence in the statement terminates at K 0 (L k (E)), although conjecturally the long exact sequence should still stand under this weaker hypothesis on k, see [5] .
Homotopy algebraic K-theory of the Leavitt algebra
Homotopy algebraic K-theory, introduced by C. Weibel in [32] , is a particularly well-behaved variant of algebraic K-theory: it is polynomial homotopy invariant, excisive, Morita invariant, and preserves filtering colimits. There is a comparison map
It is proved in [32] that if A is unital and
is an isomorphism for * ≤ n. In particular if A is unital and K-regular, that is, if it is K n -regular for all n, then (8.1) is an isomorphism for all * ∈ Z. Further, we have: 
Splitting off the summand K m (Z), we get the result.
Example 8.3. Examples of K-regular rings include regular supercoherent rings (see [30, Theorem 4] ), and both stable and commutative C * -algebras (see [23, 3.4, 3.5] and [16, 5.3] ). A theorem of Vorst (see [29] ) says that if a unital ring R is K n -regular, then it is K m -regular for all m ≤ n. If R is commutative unital and of finite type over a field of characteristic zero, then R is K −dim R -regular ( [9] ). Theorem 8.4. Let R be a unital ring and let A be a ring. Let φ : R → pRp be a corner-isomorphism. Then
Proof. We shall assume that A = Z and φ is an isomorphism; the general case follows from this by the same argument as in the proof of Theorem 3.6, keeping in mind that KH satisfies excision for all (not necessarily H ′ -unital) rings. By [10, Thm. 6.6.2] there exist a triangulated category kk and a functor j : Rings → kk which is matrix invariant and polynomial homotopy invariant, sends short exact sequences of rings to exact triangles, and is universal initial among all such functors. Hence the functor Rings → Ho(Spectra), A → KH(A), factors through an exact functor KH : kk → Ho(Spectra). By [10, Thm. 7.4.1] , there is an exact triangle in kk
Applying KH we get an exact triangle
Lemma 8.5. Let R be a unital ring, e ∈ R an idempotent. Assume e is full. Further let A be any ring.
Then the inclusion map eRe
The case A = Z follows from 2.7 applied to each of the polynomial rings R[t 0 , . . . , t n ]/ < t 0 + · · · + t n − 1 >. As in the proof of Lemma 2.7, the general case follows from the case A = Z by excision.
Theorem 8.6. Let A be a ring, and E a row-finite quiver. Then
Proof. The case when E is finite and has no sources follows from Theorem 8.4 using the argument of the proof of Theorem 5.10. The case for arbitrary finite E follows as in the proof of Theorem 6.3, substituting Lemma 8.5 for 2.7. The general case follows from the finite case by the same argument as in 6.3.
Example 8.7. As an application of the theorem above, consider the case when E is the quiver with one vertex and n + 1 loops. In this case, L Z (E) = L 1,n is the classical Leavitt ring [21] , and N t E = [n + 1]. Hence by Theorem 8.4, we get that KH(A ⊗ L 1,n ) is KH with Z/n-coefficients:
Thus the effect on KH of tensoring with L 1,n is similar to the effect on K top of tensoring a C * -algebra with the Cuntz algebra O n+1 ( [11] , [12] ). If A is a Z[1/n]-algebra, then KH * (A, Z/n) = K * (A, Z/n) [32, 1.6], so we may substitute K-theory for homotopy K-theory in the right hand side of (8.8).
Comparison with the K-theory of Cuntz-Krieger algebras
In this section we consider the Cuntz-Krieger C * -algebra C * (E) associated to a row-finite quiver E. If A is any C * -algebra, we write C *
A (E) = C * (E)⊗A for the C * -algebra tensor product. Since C * (E) is nuclear, there is no ambiguity on the C * -norm we are using here. Define a map γ
The purpose of this section is to analyze when the map γ A n is an isomorphism.
The following is the spectrum-level version of a result of Cuntz and Krieger [14] , [13] , later generalized by others; see e.g. [22, Theorem 3.2] . Theorem 9.1. Let A be a C * -algebra and E a row-finite quiver. Then
Proof. The proof follows the same steps as the one of Theorem 8.6. In particular, the same arguments allow us to reduce to the case of a finite quiver E with no sources. In this case essentially the same proof as in [13, Proposition 3.1] applies. Namely, note that L A (E) is isomorphic to a dense * -subalgebra of C * A (E), and let F be the norm completion of L 0 (E) ⊗ A in C * A (E). Then K⊗C * A (E) is a crossed product of K⊗F by an automorphismφ, and Pimsner-Voiculescu gives an exact triangle A (E) − −−− → ΣF where φ is just a corner-isomorphism. Since C * -alg −→ KK is universal amongst all stable, homotopy invariant, half-exact for cpc-split extensions functors to a triangulated category and
is one such functor which in addition maps mapping cone triangles to exact triangles in Ho(Spectra), the exact triangle (9.2) is exact in Ho(Spectra); see [15, Theorem 8.27] . But just as in the proof of Theorem 5.10, we get
This concludes the proof.
Proof. We have
by the five lemma. Next apply Theorems 6.3 and 9.1 to obtain the first assertion. For the second assertion, use Theorem 8.6. Proof. Because C is regular supercoherent, we have
by Theorem 7.6. Thus K n (L C (E)) = 0 for n ≤ −1, and γ C 0 is an isomorphism by the five lemma. Moreover if n = | det(1 − N t E )|, then n 2 K * (L C (E)) = 0, by (9.5) . Hence the sequence
is exact for all m. On the other hand, by (9.5) and Theorem 9.1, we have a map of exact sequences (m ∈ Z)
By a theorem of Suslin [27] the comparison map K m (C, Z/q) → K top m (C, Z/q) is an isomorphism for m ≥ 0 and q ≥ 1. Hence the map K * (L C (E), Z/q) → K top * (L C (E), Z/q) is an isomorphism, by Theorems 7.6 and 9.1. Combine this together with (9.6) and induction to finish the proof.
Remark 9.7. Chris Smith, a student of Gene Abrams, has given a geometric characterization of those finite quivers E with no sinks which satisfy det(1 − N t E ) = 0 [25] .
Example 9.8. It follows from the theorem above that the map γ A n is an isomorphism for every finite dimensional C * -algebra A. Let {A n → A n+1 } n be an inductive system of finite dimensional C * -algebras; write A and A for its algebraic and its C * -colimit. Because K-theory commutes with algebraic filtering colimits and K top commutes with C * -filtering colimits, we conclude that, for E as in the theorem abovem, the map K * (L A (E)) → K * (L A (E)) is an isomorphism for * ≥ 0.
Remark 9.9. Let E be a finite quiver with sinks,Ẽ ⊂ E as in Lemma 6.2, and F =Ẽ ∪ Sink(E). Then, by Theorem 7.6 and the proof of Theorem 6.3,
By naturality, γ C n restricts on K n (C) Sink(E) to the direct sum of copies of the comparison map K n (C) → K top n (C). Since the latter map is not an isomorphism for n = 0, it follows that γ C n is not an isomorphism either.
Remark 9.10. It has been shown that if A is a properly infinite C * -algebra then the comparison map K * (A) → K top * (A) is an isomorphism [8] . Thus K * (C * C (E)) → K top * (C * C (E)) is an isomorphism whenever C * C (E) is properly infinite.
The following proposition is a variant of a theorem of Higson (see [23, 3.4] ) that asserts that stable C * -algebras are K-regular.
Proposition 9.11. Let A be an H ′ -unital ring, and B a stable C * -algebra. Then A ⊗ B is K-regular.
Proof. By Lemma 2.3 we may assume that A is a Q-algebra. Since A → A[t] preserves H-unitality, the proposition amounts to showing that the functor A → K * (A ⊗ B) is invariant under polynomial homotopy.
Observe that if A is any C * -algebra, then A ⊗ (B⊗A) is H-unital, which implies that the functor A → E(A) = K * (A ⊗ (B⊗A)), which is stable (because K-theory is matrix stable on H ′ -unital rings), is also split exact. Hence E is invariant under continuous homotopies, by Higson's homotopy invariance theorem [19] . Thus E sends all the evaluation maps ev t : C[0, 1] → C to the same map. But since the evaluation maps ev i : A[t] → A factor through ev i : A ⊗ C[0, 1] → A, it follows that A → E(C) = K * (A ⊗ B) is invariant under polynomial homotopies, as we had to prove. Proof. The theorem is immediate from Corollary 9.12, Theorem 9.1, and the fact (proved in [20] for n ≤ 0 and in [28] for n ≥ 1) that the map K n (B) → K top n (B) is an isomorphism for all n. Remark 9.14. If B is stable, then C * B (E) is stable, and thus the comparison map K * (C * B (E)) → K top * (C * B (E)) is an isomorphism. Moreover we also have KH(C * B (E)) ∼ = K top * (C * B (E)), by 9.11.
