without any apparent regard to their environment or their history.
Stochasticity has several important mechanistic requirements as we will discuss. We will also speculate on why stochasticity is advantageous, and even critical in some circumstances, to the survival of the individual, the colony, or the species.
Stochasticity in Bacteria and Flies
Classic systems for the study of development offer numerous examples of cellular differentiation in which cell fate is not left to chance. For example, the bacterium Caulobacter crescentus gives rise to a motile, swarmer cell and a sessile, stalked cell every time it divides [1] . The generation of progeny with distinct cells fates is hard wired into the bacterium's cell cycle. Likewise, the capacity of the yeast Saccharomyces cerevisiae to switch mating types [2] and of the fly Drosophila melanogaster to generate neurons and glial cells is governed by intrinsically asymmetric processes of cell division [3] . Also not left to a roll of the dice is the decision to become a photoreceptor in the fly eye; in this case, cell fate is determined by the proximity of a precursor cell to a signaling peptide emitted by another nearby cell [4] .
In striking contrast are the examples of cell fate determination illustrated in Although these two systems could not be more different, they have in common that the choice of cell fate is made stochastically. The left-hand panel shows a field of B. subtilis cells that contains a fusion of DNA encoding the Green Fluorescent Protein to the promoter of a gene that is under the control of the DNA-binding protein ComK, the master regulator for entry into the state of competence [5, 6] . Competence is a specialized cell state involving the expression of about 100 genes. In the competence state, growth ceases and the cells become capable of taking up DNA from the environment and incorporating it into the chromosome by recombination. About twenty percent of the cells are active for ComK and the rest are not. Each cell makes a binary choice between these two states randomly [7] [8] [9] [10] . Presumably, entering the state of competence imparts a fitness advantage to B. subtilis that outweighs the cost of producing cells that temporarily stop growing. Interestingly, whereas the choice to entry into competence is made stochastically, exit from competence and resumption of growth occurs after a relatively fixed period of time [11] . Thus, competence exhibits both non-deterministic and deterministic features.
The right hand panel shows the retina of Drosophila melanogaster, which has a compound eye composed of multiple unit eyes known as ommatida. Each ommatidium consists of eight photoreceptor cells [12] . In each ommatidium a stochastic choice is made in one of the photoreceptors (called R7) to become one of two possible cell types [13] . Once this choice is made, the R7 cell instructs the photoreceptors lying directly underneath it in the ommatidium (called R8) to express either a blue-sensitive or a green-sensitive rhodopsin photopigment, as shown with antibodies against the two rhodopsins [14] . Here too, the choice is made randomly. A nearest-neighbor analysis shows that the chance of belonging to one fate is not influenced by the decision made by the neighbors: each ommatidium makes its choice independently [15] .
For both the bacteria and the ommatidia, the choice is not simply the equivalent of flipping a coin. Instead, it is biased: for the bacteria, the ratio of competent to non-competent cells is about 20:80 (actually, in bacteria that have not been domesticated in the laboratory, the proportion of competent cells is much lower) whereas, for the ommatidia, the ratio of the blue to the green subtype is 30:70. Interestingly, the 30:70 ratio of blue to green ommatidia is conserved between Drosophila and the house fly (Musca) in spite of over 120 millions years of independent evolution [16] . This observation suggests that the precise ratio has an important biological meaning. What is this meaning and what are the mechanisms underlying these stochastic choices [9] ?
Noise and bistability
Stochastic choices in cell fate require both a means to generate biological noise and mechanisms to stabilize decisions reached in response to it. Noise can arise from multiple sources, such as variations in the activity of individual genes within a cell or from cell-to-cell variations in overall metabolic activity, or from fluctuating levels of an external signal. For example, a given cell might enter into the state of competence (see above) as a response to noise in the intrinsic transcriptional activity of the gene for the competence regulatory protein ComK [9] .
Noise alone is insufficient to create binary switches between alternative cell fates. Fluctuations due to noise are generally small and transient; what is also needed are mechanisms to amplify these fluctuations and then to stabilize one choice or another. Systems of this kind are said to be bistable, that is, the system persists in one or another alternative state for prolonged periods of time [17] . Bistable systems often exhibit a kind of memory known as hysteresis. Put simply, hysteresis indicates that when a switch is thrown in one direction in response to a signal, it does not readily switch back when that signal is removed (much as when ferromagnetic material becomes magnetized in response to a magnetic field, it remains magnetized when the field is removed). Bistability ensures that once the switch is thrown, the circuit remains locked in a stable state. Bistability can be achieved by simple positive autoregulatory loops ( Fig.   2A ) or double negative loops (Fig. 2B) , or by more complex circuits, comprising several intermediary loops (Fig. 2C, see below) [18] . A classic example of a bistable system is the alternative lytic and lysogenic states of the bacterial virus lambda [19] . The virus is locked into lytic or lysogenic modes by mutually antagonistic repressors that inhibit each other's synthesis. When one repressor takes over, even weakly, the system switches for long periods of time in one direction (Fig. 2D) .
Bistability also requires mechanisms to render the switch hypersensitive, allowing a rapid and dramatic response once a threshold has been attained. In phage lambda, this is achieved by cooperative DNA-binding interactions among repressor molecule. For competence, production of the regulatory protein (ComK) is controlled by a positive feedback loop in which ComK stimulates its own synthesis [5, 7] . In this case, hypersensitivity is also achieved by cooperative DNA binding of ComK to its promoter. What these bistable systems have in common is that a regulatory switch is poised on a knife edge and can flip in one direction or the other when pushed by noise.
As mentioned above, stochastic choice is not simply the equivalent of flipping a coin. It is often biased in one direction or the other. In the case of competence, the basis is favor of non-competence is probably related to the basal level of transcription of the ComK gene [9] . A high basal level would allow more cells to attain the threshold necessary to set the positive feedback loop in motion whereas a low basal level would bias against high level production of ComK.
Bistability need not be governed by cell autonomous mechanisms.
Sometimes, as we shall see, bistability is achieved by interactions between cells (Fig. 4) [20] .
Cell autonomous choices
Why is choosing cell fate stochastically advantageous? We address this question first in the case of stochastic choices that are made cell-autonomously.
Perhaps the most attractive explanation comes from studies of stochastic switches in bacteria. It is well known that bacteria respond to adverse environmental conditions by inducing the expression of adaptive genes. Stochasticity allows bacteria to deploy different types of specialized cells in anticipation of possible adverse changes in the environment. A striking example is the persister state, which is observed in E. coli and many other bacteria, including pathogenic bacteria [21, 22] . Populations of E. coli cells are found to contain a tiny subpopulation of cells that have temporarily entered non-growing or slow growing states in which they can elude the action of antibiotics, which often require bacterial cells to be in a state of active growth to cause killing. Thus, when a population of E. coli cells is treated with, for example, the antibiotic ampicillin, the persister cells survive by virtue of their quiescence. Cells that exit the persister state after the antibiotic treatment has ended resume growth. An appealing interpretation of this phenomenon is that E. coli is hedging its bets against the future possibility of encountering antibiotics. If it waited to respond until after the antibiotic was present, it would be too late to adapt and the entire population would die. It is believed that persisters contribute to the difficultly of sterilizing patients infected with a pathogenic bacterium by antibiotic treatment, especially if the drug treatment is terminated prematurely. The mechanism that causes cells to enter the persister state, and to do so stochastically, is believed to involve two-gene modules that encode a toxin and an antitoxin. These twogene modules are ubiquitous in bacteria and persistence is thought to be due to an imbalance between the abundance of the toxin and its antitoxin. Normally, the antitoxin is in excess and it neutralizes the toxin. However, when the toxin is in excess, cell growth is arrested but the cells are not killed. Rather, they are simply in a state of stasis.
Another example of apparent bet hedging is swimming and chaining in B. Rather, in undomesticated bacteria, the switch is strongly biased in the direction of swimming.
What is the biological significance of the alternative swimming and chaining states? An appealing possibility is that the swimmers are nomadic cells in search of new food sources whereas the chains are sessile cells that exploit the current niche. Thus, B. subtilis would appear to be hedging its bets against the likelihood that its current food source will be exhausted while at the same time taking full advantage of existing food. In this regard, swimming and chaining provides an interesting parallel to the swimming and stalked cells produced by C. crescentus, where the goal of having nomadic and sessile cells may be the same. But, as mentioned above, the production of swimming and sessile cells in C. crescentus is hard-wired into the cell cycle and a single cell of each type is obligatorily produced each round of the cell cycle. Perhaps the best adaptation to the aquatic habitat of C. cresentus is a 1:1 ratio of each cell type whereas the soil habitat of B. subtilis might favor a higher proportion of motile cells.
In a population of animals, as in bacteria, individuals might choose to explore new territories as a way for the group to hedge its bets, even if it at a high cost for the explorers. However, when it comes to cell fate in metazoans, interpretations other than bet hedging must be invoked to explain stochastic choices because all cells depend on one another. Consider the case of olfactory receptors in mammals [24] . As for most sensory systems, only one type of olfactory receptor protein is produced in any given olfactory receptor neuron so as to avoid the sensory confusion that would occur if the same cell were to express more than one olfactory receptor gene. As the genome of the mouse devotes 4 percent of its protein-coding sequences to olfactory receptors, representing 1,000 genes, the task of achieving this sensory exclusion is formidable. To meet the challenge, each neuron chooses to express one olfactory receptor gene in a stochastic manner. It also prevents expression of all other olfactory receptor genes in this cell, and at the same time it informs the brain of its decision so as to allow it to process olfactory information [25, 26] .
Thus, only one of the 1,000 olfactory receptor genes (actually, only one of 2,000 copies, each gene being present in two alleles in a diploid organism) is randomly activated in any one cell and all others are maintained in the off state (Fig. 3A) .
Here, the explanation for using stochasticity is one of economy: a regulatory circuit designed to choose among 2,000 genes in a directed manner would need to be extraordinarily complex and would involve large numbers of regulatory genes.
The olfactory receptor decision is made in a cell autonomous manner (although it has to be communicated to the target neuron of the olfactory receptor neuron in the brain) [25, 26] , but its molecular mechanism remains poorly understood. An elegant model was proposed based on a transcriptional enhancer (the H locus) that could associate with, and thereby activate only one of the olfactory receptor genes in the genome [27] . However, this model (at least in its specific form) was recently challenged by the finding that a knock out mutation of the H locus has little or no consequence on olfactory receptor choice [28] .
Nonetheless, a similar mechanism apparently explains the stochastic choice in the distribution of green and red cones in the human retina, which express the M and L opsin genes, respectively [29, 30] . The M and L genes are located near each other, with their own promoters. However, a unique Locus Control Region (LCR) located upstream of both genes is required for their expression, but it can only activate one gene at a time [31] . When the LCR connects to the L gene through DNA looping, the connection is stabilized and the cell becomes an L cone for the life of the cell: the M gene cannot be expressed.
If the LCR associates by chance with the M gene, the M gene is expressed and the L gene is off (Fig. 3B) . Given the diploid nature of mammalian cells, how does the cone cell ensure that only one gene (M or L) is expressed? The answer is that the LCR-L-M cluster is located on the X chromosome. In humans and other mammals, only one X chromosome is expressed in females due to X chromosome inactivation and males, of course, have only one X chromosome.
Interestingly, the system has a built-in way to control the proportion of M/L cones: the gene closest to the LCR has more chances to be chosen by the LCR! It could be argued that the opsin system involves only a choice between two genes and therefore cannot be considered a case of stochasticity in cell fate choice.
However, the choice of M or L gene expression profoundly affects the fate of the cone cell; cone cells have a defined connectivity to other neurons that instructs the brain as to the type of signal it receives [32] .
A parallel can be made between the human color vision system and the visual system of the fly described above. As described above, R7 color photoreceptor cells exist in two types. Each type expresses a distinct rhodopsin gene, either rh3 or rh4, which encode molecules that are sensitive to different hues of UV light. The rh3 and rh4 genes are not clustered on the chromosome near a common LCR. Rather, the basis for stochasticity is attributed to the expression of a transcription factor called Spineless [13] . Somehow, the regulatory protein is only present in a subset of R7 cells and directs these cells to express rh4 rather than rh3. Just how Spineless becomes expressed exclusively in a subset of R7 cells is not understood. The choice between rh3 and rh4 is made cell autonomously in R7, but it has a profound consequence on a neighboring photoreceptor cell called R8, which is instructed to produce a green opsin if R7 is expressing rh4 and a blue opsin if it is expressing rh3 (see Fig. 1 ) [14, 33, 34] .
What is the meaning of stochasticity in the choice of photoreceptor cells in the eye of the fly or of a human? Because the retina in these two very different eyes is composed of many photoreceptors of different types, stochasticity is a simple mechanism to distribute two kinds of photoreceptors (in a particular ratio) across a large field and to avoid repetitive patterns that might limit the ability of the eye to perceive corresponding patterns in the visual field. Fishes, which live in murky waters where regular patterns would not be seen, distribute their color photoreceptors in a very regular pattern where no stochastic decision is made [35] .
Non-autonomous choices
In the preceding examples, a cell decides its fate stochastically in a manner that is independent of other cells. In some instances of cell autonomous decision making, the choice the cell makes influences the fate of other nearby cells. Nonetheless, the original cell fate decision was made independently of its neighbors. But not all stochastic decisions are cell autonomous. In some cases the decision is the result of back and forth interactions between two (or more) cells. In animals, the simplest system where non-cell autonomous decision making is seen is the choice between the Anchor Cell (AC) and the Ventral Uterine Cell (VU) fates in the nematode C. elegans [20] . Two neighboring precursor cells of the gonad can choose either fate. The two cells are the products of two parallel lineages that arose from a common ancestor several divisions earlier. However, small differences in the cell cycle of cells in these lineages lead one or the other of the two precursors to be born first. The firstborn cell is biased to become the VU cell but it does not make this decision alone. Rather, the decision-making process involves inhibitory lateral interactions between the two cells via the Lin-12 signaling pathway (known as the Notch pathway in flies and vertebrates), as we now explain.
Lin-12 is a receptor for the ligand Lag-2. The Lag-2 signal stimulates the activity of the Lin-12 pathway, resulting in the production of additional Lin-12 receptor. Thus, stimulating a cell with the Lag-2 ligand causes it to become hypersensitive to that ligand. Meanwhile, high levels of Lin-12 activity decrease the production of the ligand (Fig. 4A) . Therefore, a cell that is activated for Lin-12 has diminished capacity to stimulate its neighbor [20] . As with the paradigm of bistable processes that are noise driven, stochasticity in birth order (developmental noise) tips the switch in one direction or the other. This bias is then amplified and locked in by lateral actions between the two cells. The first born exhibits somewhat higher Lin-12 activity than its neighbor and hence has diminished levels of the Lag-2 ligand, perhaps because, being born first, it is stimulated by cryptic Lag-2 signals coming from other cells. Lag-2 signaling from the second-born neighbor results in yet higher levels of Lin-12 and yet lower levels of ligand in the first cell [20] . This sets up a self-reinforcing cycle of lateral inhibition in which the first born cell achieves higher and higher levels of Lin-12 and the second born cell, not receiving any stimulation from its neighbor, has lower and lower Lin-12 activity. High Lin-12 activity leads to the VU fate and low activity to the AC fate.
Lateral inhibition is also the basis for non-autonomous cell fate determination in the epidermis of the fly Drosophila melanogaster. One cell in a pro-neural cluster of equivalent cells becomes a neuroblast and it must do so to the exclusion of all the other cells in the cluster, which become epidermal cells [3, 36] . Flies use the same system as worms to achieve this (Fig. 4A) . Notch is the Lin-12 equivalent in flies and its ligand is called Delta, the equivalent of worm Lag-2. The neuroblast fate arises stochastically by transcription noise leading to a very small increase in the capacity of one cell in the cluster to produce more Delta and hence stimulate the Notch receptor pathway a little more in all of its neighbors. This signaling stimulates Notch production in the neighbors, increasing their sensitivity to Delta and, as in the AC/VU example, setting up a self-reinforcing cycle (Fig. 4A) . Meanwhile, the cell that, due to noise, exhibited an elevated signaling capacity attains a state of low Notch activity and hence becomes a neuroblast. Whereas in the nematode, loss of Lin-12 (Notch) function leads to the AC fate, in flies, loss of Notch function leads to the neuroblast fate.
All cells in the cluster are competent to become a neuroblast since killing the neuroblast, and thereby relieving lateral inhibitory signaling, allows another random cell to start the bistable loop again and to adopt the neuroblast fate [3, 36] .
An equivalent example of non-cell-autonomous decision making is not known in bacteria. But the phenomenon of cannibalism combines stochastic decision making with reciprocal intercellular interactions [37] . When grown under conditions of nutrient limitation, B. subtilis enters an elaborate developmental process that culminates in the formation of a dormant spore. Entry into sporulation is governed by the regulatory protein Spo0A, whose activation is governed by a bistable switch [37] [38] [39] . Thus, only some cells in the population (about half) are ON for Spo0A and the others OFF. The Spo0A-ON cells produce a toxin and a killing factor that kill the Spo0A-OFF siblings. The dying siblings, in turn, release nutrients that limit further Spo0A activation in the Spo0A-ON cells, thereby arresting sporulation or even reversing it. This phenomenon has been interpreted as bet hedging: Uncertain as to whether they are experiencing a temporary shortage of nutrients or the onset of a prolonged famine, the bacteria stall for as long as possible before committing to spore formation, even at the expense of fratricide. In the Notch signaling systems, intercellular interactions reinforced alternative cell fate decisions. In contrast, in the cannibalistic bacterial system, the reverse is true as the remaining cells are delayed in committing to the spore fate.
Bistable switches that are hard wired by upstream events
Not all bistable switches are driven by noise. In many cases, bistability is used to lock a cell in one or another fate but the decision is not left to chance. For instance, in the fly eye, two photoreceptors named R3 and R4 are derived from seemingly identical cells. Once again competition for Notch activation leads to a critical distinction between the R3 or R4 fates, and this distinction is crucial to promote the correct orientation of the ommatidium [40, 41] . However, in each of the 800 ommatidia, it is always the cell closer to the equator that becomes R3, the polar one becoming R4 (Fig. 4B) . Thus, all ommatidia rotate in the same orientation North of the equator and in the other orientation in the Southern (ventral) domain. This is because superimposed on circuitry that in other contexts (e.g. the choice between VU and AC fates in worms and neuroblast commitment in flies) is noise-driven, are gradients of other signaling proteins (e.g. Wnt) that drive the decision to the R4 fate [40] [41] [42] . The Wnt protein is at its highest concentration at the North and South poles and at its lowest at the equator.
Interestingly, it is not the absolute value of Wnt that matters. Rather, it is the relative difference in the level of signaling perceived, directly or indirectly, between the precursors of R3 and R4 that determines the outcome [40] . Thus, for each ommatidium, the precursor cell closest to the pole (where Wnt levels are higher) becomes R4 and the one closest to the equator (where Wnt is relatively lower) R3.
Another example of bistability in which the outcome of the switch is hard wired is the establishment of left-right asymmetry between the two neurons (ASE) that sense either Na + or Cl
n C. elegans [18] . The switch consists of a complex regulatory loop in which a micro RNA (mir-273) inhibits translation of the mRNA for a transcription factor (Die-1), which, itself turns on the synthesis of another micro RNA (lsy-6) (Fig. 2C) . Closing the loop, lsy-6 blocks the synthesis of the transcription factor (Cog-1) that is responsible for directing mir-273 synthesis. The left and right fates of ASE are specified by Die-1 and Cog-1, respectively (Fig. 2C) . The ASE switch has the same logic as the doublenegative loop that governs the alternative lytic and lysogenic states of phage lambda (Fig. 2D) . Thus, when Cog-1 is ON, the synthesis of mir-273 blocks the production of the transcription factor (Die-1) for the opposite cell fate (Fig. 2C) (just as one lambda repressor blocks the synthesis of the other repressor).
Conversely, when Die-1 is ON, it determines the right-hand fate and induces the synthesis of lsy-6 that prevents the accumulation of the transcription factor Cog- 
Conclusions
Most organisms exhibit characteristics that are reproducibly inherited from generation to generation, which strongly implies that development is hard wired.
However, certain developmental decisions are left to chance, sometimes out of necessity (when the choices are too many to be tightly controlled), or sometimes when it benefits the community to hedge its bets. In yet other cases, particular developmental outcomes are imposed on systems that are otherwise intrinsically stochastic. Nature knows how to make deterministic decisions, but, in contrast to
Einstein's view of the universe, She also knows how to leave certain decisions to a roll of the dice when it is to her advantage. 
