Over the past several months, with the emergence of one of the largest and most devastating pandemics the world has ever experienced, COVID-19, health care has rapidly been transformed around the world. One of the most significant transformations has been to a wide scale adoption of virtual and digital care, work and learning. As we make the shift, we are adopting new ways of caring and learning, but we must not lose sight of fundamental values, like providing compassionate, safe, and high-quality care and education.

In a recent web television series featuring a rather eccentric music conductor, *Mozart in the Jungle*, the conductor, Rodrigo, is asked to perform Mozart's unfinished Requiem. Rodrigo is full of angst and anxiety about the performance. The requested version of the piece was completed by a very special composer and conductor, WAM (Wolfgang Amadeus Mozart), an artificial intelligence expert system that has been fed the data of every Mozart composition and recording. WAM also conducts a piece, which is done *too perfectly* and then an incensed Rodrigo throws WAM into a nearby stream (WAM is a computer program and so virtually unharmed). Rodrigo then conducts the Requiem but strips the piece bare of its AI *perfections.* While performed beautifully, the donor is disappointed that Rodrigo set humanity back in its collective pursuit of progress.

How many clinicians and cancer educators can empathize with Rodrigo? The world is changing so fast around them that they are no longer practicing health care in the same way that they were trained and perhaps are now extremely uncomfortable in their new environment. Atul Gawande described the undelivered promises of the digitization of health care in the now famous piece *Why Doctors Hate Their Computers*, in which he states, "a system that promised to increase my mastery over my work has, instead, increased my work's mastery over me." \[[@CR1]\]. In the evolution of the digitization of health care, the emergence of AI in many facets of health and cancer care is raising questions about how we will work with AI to provide the best quality care to our patients. This is certainly a critical issue of our time. Will we embrace this new technology or cast it aside as Rodrigo did and seek the safety of the known, familiar and sacred?

Eric Topol has demonstrated that AI has the potential to change almost every aspect of health care. He has argued that applications are quickly evolving in the entire continuum of care, from embryo selection and early detection of genetic disorders to preventive, diagnostic, and predictive care \[[@CR2]\]. Several studies have recently demonstrated that AI systems are as good or equal to human experts in areas such as in the reading of imaging studies and in the diagnosis of certain skin lesions \[[@CR3], [@CR4]\]. But, early in 2020, an important and seminal paper was published in Nature demonstrating that in the diagnosis of breast cancer, the AI system outperformed the human experts in several respects \[[@CR5]\]. This study raises some very important questions about the relationship between AI and experts and how care should be delivered. If these systems are outperforming traditional diagnostic methods, do we not owe it to our patients to utilize the best tools available? In addition, it is important to note that in Topol's scan of the AI literature, almost half the studies were related to the cancer field \[[@CR2]\]. Cancer clinicians and educators will be on the front line of the advent of AI in health care and therefore need to move quickly in order to be prepared. We then need to ask ourselves, what role should we be prepared to play as cancer educators in the integration of AI into cancer care?

The pathway to the appropriate integration of AI into our organizations and the delivery of care is, at this point, unclear. Fountaine et al. have written a playbook for organizations to guide the adoption of AI. While they present clear options for success in multiple contexts, there is one simple common denominator for all organizations: there is a need to educate everyone---a certain level of AI literacy is essential at all levels of the organization \[[@CR6]\]. In a recent article, we have argued that the creation of an AI-enabled health care organization requires building awareness and capacity, gaining experience in developing and/or implementing AI initiatives and innovations, establishing strategic partnerships, and mobilizing and exchanging rapidly emerging knowledge and science related to AI \[[@CR7]\]. In addition, a certain level of AI literacy is required across the organization. The knowledge domains include (1) data governance and ethical principles, (2) basic statistics and the science of algorithms, (3) data visualization and data information exchange, and finally (4) an understanding of how AI will transform the processes related to care \[[@CR7]\]. Cancer educators must not only develop these skills but also take a leading role in ensuring that organizations are prepared to implement AI technologies in an appropriate and responsible manner.

There is an enormous risk that as we relentlessly pursue progress we can leave the most vulnerable behind and lose sight of the importance of compassionate care for our cancer patients. The National Academy of Medicine (NAM) has just released a seminal document entitled, *AI in Healthcare*: *The hope*, *the hype*, *the promise and the peril* \[[@CR8]\]. This document argues for "significant training or retraining of the workforce (Matheny, p. 104)" and the required shifts in entry to practice programs as well as professional development in the relevant science, engineering, and math literacy. The authors advocate for using the new model *Quintuple Aim of Equity and Inclusion*, focusing on AI, to reduce cost, improve population health, increase care team well-being, as well as enhancing the patient experience through equity and inclusion. Given the complexity of AI systems and the potential for reinforcing known bias, health care professionals will need the required education to take an active role in understanding and working with these new emerging technologies for the benefit of all patients. I would argue, however, that it is beyond the notion of equity and inclusion. In the evolution of AI in cancer care, we should challenge ourselves to use the technologies to provide compassionate, high quality care. The notion of digital compassion and digital empathy should evolve. We must educate health care professionals to have the capabilities to harness these tools to provide compassionate care and, at the same time, we should build the tools with the end-goal of compassionate care in mind \[[@CR9], [@CR10]\].

The emergence of new digital tools, the growth of data, and the emergence of artificial intelligence represent great opportunity for transformational change, and yet these technologies threaten the very existence of traditional healthcare as we know it. Can we imagine a day when our health care is delivered together with machines \[[@CR11]\]? The great Virginia Woolf wrote an amazingly poetic piece about a journey to an elusive lighthouse which serves as a literary exploration of the human condition in the face of uncertainly and rapid change. One of the characters, Lily Briscoe, attempts to document the journey to the lighthouse in a painting and the narrators tells us that after great effort, the lighthouse "had become almost invisible". Lily has a final moment of despair in her journey and then "\...she looked at her canvas; it was blurred. With a sudden intensity, as if she saw it clear for a second, she drew a line there, in the centre. It was done; it was finished. Yes, she thought, laying down her brush in extreme fatigue, I have had my vision" \[[@CR12]\]. The use of AI in health care can be equated to the journey to the lighthouse. On some days, the journey is too overwhelming to contemplate, but with a quest for understanding, we may have some precious moments of clarity.

For cancer educators, the advent of AI represents a grand challenge. The time has come for us to think about how the opportunity for augmented intelligence of cancer providers will transform the care our patients receive. The journey to the AI lighthouse will not be clear, it will not be easy, we will experience fatigue in braking through the haze to achieve a clear vision. But the literal or figurative dismemberment of AI in healthcare would come at the cost of progress and better patient care. And, thus, we must prepare our current and future providers to operate safely and compassionately in the new world of AI and augmented intelligence.
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