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FOREWORD 
The p r i n c i p a l  aim o f  h e a l t h  c a r e  r e s e a r c h  a t  IIASA h a s  been 
t o  deve lop  a f a m i l y  o f  submodels o f  n a t i o n a l  h e a l t h  c a r e  sys tems 
f o r  u s e  by h e a l t h  s e r v i c e  p l a n n e r s .  The model ing  work i s  pro-  
c e e d i n g  a l o n g  t h e  l i n e s  proposed i n  t h e  I n s t i t u t e ' s  c u r r e n t  R e -  
s e a r c h  P lan .  I t  i n v o l v e s  t h e  c o n s t r u c t i o n  of  l i n k e d  submodels 
d e a l i n g  w i t h  p o p u l a t i o n ,  d i s e a s e  p r e v a l e n c e ,  r e s o u r c e  need, re- 
s o u r c e  a l l o c a t i o n ,  and r e s o u r c e  s u p p l y .  
I n  t h i s  paper  A n a t o l i  Yashin f o c u s e s  on t h e  changing h e a l t h  
s t a t u s  o f  a  p o p u l a t i o n  a s  r e v e a l e d  by a m u l t i s t a t e  a n a l y s i s  o f  
t r a n s i t i o n s  between v a r i o u s  s t a t e s  o f  i l l n e s s  and t h e  h e a l t h y  
s t a t e .  The mathemat ica l  a p p a r a t u s  t h a t  h e  o u t l i n e s  y i e l d s  u s e f u l  
i n d i c e s  o f  t h e  f r e q u e n c i e s  o f  demands f o r  h e a l t h  c a r e  s e r v i c e s .  
Recent  r e l a t e d  p u b l i c a t i o n s  i n  t h e  H e a l t h  Care  Systems Task 
a r e  l i s t e d  a t  t h e  end o f  t h i s  p a p e r .  
Andre i  Rogers 
Chairman 
Human S e t t l e m e n t s  
and S e r v i c e s  Area 
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ABSTRACT 
Medico-demographic models a r e  used t o  d e s c r i b e  t h e  dynamic 
p r o p e r t i e s  o f  a  p o p u l a t i o n ' s  h e a l t h  s t a t u s .  I n  t h e s e  models t h e  
human p o p u l a t i o n  i s  r e p r e s e n t e d  a s  a  number o f  i n t e r a c t i n g  s o c i a l  
groups o f  i n d i v i d u a l s  whose dynamic p r o p e r t i e s  a r e  b i r t h ,  a g i n g ,  
d e a t h ,  and t h e  t r a n s i t i o n  of  a n  i n d i v i d u a l  from one s t a t e  t o  an- 
o t h e r .  The p r o b a b i l i t y  o f  t h e s e  t r a n s i t i o n s  p l a y s  a  c e n t r a l  r o l e  
i n  t h e  a n a l y s i s  o f  a  p o p u l a t i o n ' s  h e a l t h  s t a t u s .  
T h i s  p a p e r  c o n c e n t r a t e s  on t h e  e x p e c t e d  number o f  t r a n s i t i o n s  
hetween s t a t e s  o f  s e l e c t e d  groups o f  i n d i v i d u a l s  and o t h e r  v a r i -  
a b l e s  from b o t h  d i s c r e t e  and c o n t i n u o u s  t i m e  models u s i n g  t h e  
Markovian assumpt ion .  C o r r e l a t i o n  p r o p e r t i e s  o f  t h e  v a r i a b l e s  
g e n e r a t e d  by t h e  t r a n s i t i o n  p r o p e r t i e s  a r e  a l s o  i n v e s t i g a t e d .  
The d e r i v e d  fo rmulas  and p r o p e r t i e s  may h e l p  t h e  h e a l t h  c a r e  
d e c i s i o n  maker t o  e s t i m a t e  t h e  e x p e c t e d  f requency  o f  h o s p i t a l i -  
z a t i o n  and t h e  e x p e c t e d  number o f  v i s i t s  t o  p h y s i c i a n s  d u r i n g  a  
s e l e c t e d  t i m e  i n t e r v a l .  I t  a l s o  g i v e s  a  r e a s o n a b l e  b a s i s  f o r  
c a l c u l a t i n g  h e a l t h  c a r e  r e s o u r c e  demands w i t h i n  t h e  l i m i t s  of  t h e  
assumpt ions  used.  F o r e c a s t i n g  t r a n s i t i o n  p r o b a b i l i t i e s  h e l p s  i n  
d e t e c t i n g  p o s s i b l e  f u t u r e  problems t h a t  may a r i s e  i n  a  h e a l t h  
c a r e  system. 
CONTENTS 
1 . INTRODUCTION 
2 .  THE EXPECTED NUMBER OF EVENTS I N  THE DISCRETE TIME 
MARKOV PROCESS MODEL 
3 .  THE EXPECTED NUMBER OF EVENTS I N  THE CONTINUOUS TIME 
F I N I T E  STATE MARKOV PROCESS MODEL 
4 .  THE PROPERTIES OF THE SECOND MOMENTS OF RANDOM PROCESSES 
GENERATED BY THE SEQUENCE OF EVENTS- -DISCRETE TIME CASE 
5. THE PROPERTIES O F  THE SECOND MOMENTS OF RANDOM PROCESSES 
GENERATED BY THE SEQUENCE OF EVENTS --CONTINUOUS TIME 
CASE 
6 .  FURTHER GENERALIZATION OF THE TRANSITION MODEL 
7.  EXAMPLES 
8 .  CONCLUSION 
APPENDIX A: T h e  P r o o f  of T h e o r e m  1 
APPENDIX B: T h e  P r o o f  of T h e o r e m  2 
APPENDIX C: T h e  P r o o f  of T h e o r e m  3 
APPENDIX D: T h e  P r o o f  of T h e o r e m  4 
REFERENCES 
THE EXPECTED NUMBER OF TFANSITIONS FROM ONE STATE TO 
ANOTHER: A MEDICO-DEMOGRAPHIC MODEL 
1 .  INTRODUCTION 
H e a l t h  c a r e  s y s t e m s  a r e  s p e c i a l  r e g u l a t o r s  o f  t h e  h e a l t h  
s t a t u s  o f  a  p o p u l a t i o n .  Although t h e s e  sys tems  may v a r y  through-  
o u t  t h e  wor ld ,  t h e y  a l l  c a r r y  o u t  i d e n t i c a l  p r imary  f u n c t i o n s  and 
p u r s u e  i d e n t i c a l  g o a l s :  t h e  a v a i l a b i l i t y  o f  m e d i c a l  e x p e r i e n c e  
and knowledge t o  i n d i v i d u a l s  r e q u i r i n g  h e a l t h  c a r e .  
Throughout t h e  c e n t u r i e s  o f  human e v o l u t i o n ,  d i s e a s e  h a s  
appea red  i n  d i f f e r e n t  forms.  A t  t h e  b e g i n n i n g  o f  c i v i l i z a t i o n ,  
ep idemic  d i s e a s e s  w e r e  t h e  main danger  f o r  human b e i n g s .  S t e p  
by s t e p ,  t h e  spec t rum o f  d i s e a s e s  h a s  changed o v e r  t i m e ,  u n t i l  
now c a r d i o v a s c u l a r  d i s e a s e  and c a n c e r  a r e  t h e  main c a u s e s  o f  
m o r t a l i t y  i n  deve loped  c o u n t r i e s .  I n  r e s p o n s e  t o  t h e s e  d i s e a s e  
t r a n s f o r m a t i o n s ,  l o c a l  h e a l t h  c a r e  sys tems  c o n t i n u a l l y  change 
t h e i r  s t r u c t u r e s  and r e d e f i n e  t h e  emphas is  o f  t h e i r  programs.  N e w  
problems a r e  c o n t i n u a l l y  b e i n g  g e n e r a t e d  by t h e  r a p i d  change o f  
envi ronment  and t h e  soc ia l - economic  c o n d i t i o n s  o f  l l f e  I n  d l t -  
f e r e n t  c o u n t r i e s .  A r e  t h e  h e a l t h  c a r e  sys tems  ready  t o  meet 
t h e s e  problems?  One o f  t h e  main p u r p o s e s  o f  h e a l t h  c a r e  s y s -  
tem model ing  i s  t o  g i v e  a c o r r e c t  answer t o  t h i s  q u e s t i o n .  
Another  purpose  i s  t o  h e l p  h e a l t h  c a r e  d e c i s i o n  makers s o l v e  
t h e  management problems t h a t  a r i s e  from t h e s e  new c o n d i t i o n s .  
The d e c i s i o n  maker who l e a r n s  t o  u s e  t h e s e  models a s  a n  a i d  i n  
p o l i c y  p l a n n i n g  i s  more informed and t h e r e f o r e  a b l e  t o  make a  
w i s e r  d e c i s i o n .  
The a b i l i t y  t o  a d a p t  i s  a n  immanent p r o p e r t y  o f  n a t u r a l  
b i o l o g i c a l  l i v i n g  s y s t e m s .  When t h e s e  sys tems s t a r t  t o  l o s e  
t h i s  p r o p e r t y ,  t h e  p r o c e s s  o f  d e t e r i o r a t i o n ,  which comes from 
a g i n g ,  b e g i n s  t o  t a k e  p l a c e  and ends  w i t h  e i t h e r  d e a t h  o r  re- 
newal.  With in  t h i s  b i o l o g i c a l  f ranework,  one  can  s a y  t h a t  
s o c i a l  and o r g a n i z a t i o n a l  sys tems have one  remarkab le  pro-  
p e r t y :  t h e i r  a g i n g  and a d a p t a t i o n  p r o c e s s e s  a r e  c o n t r o l l a b l e .  
Re tu rn ing  t o  t h e  h e a l t h  c a r e  sys tems ,  we c a n  f o r m u l a t e  t h e  
problem o f  c o n t r o l l i n g  t h e  a d a p t a t i o n  p r o c e s s e s  t o  new con- 
d i t i o n s  and  u s e  t h e  modeling approach f o r  t h i s  purpose .  
The methodology used i n  h e a l t h  c a r e  modeling a d d r e s s e s  
t h e  p e c u l i a r i t i e s  o f  t h e  sys tem t h a t  d i s t i n g u i s h  i t  from o t h e r  
socio-economic sys tems (Venedic tov  1976, Yashin and 
Shigan 1978, Shigan e t  a l . 1 9 7 9 ,  Shigan and K i t s u l  1980) .  Some 
o f  t h e s e  p e c u l i a r i t i e s  a r e :  
-- The h e t e r o g e n e i t y  o f  t h e  human p o p u l a t i o n  from t h e  medi- 
c a l  p o i n t  o f  view 
-- The chang ing  o f  t h e  h e t e r o g e n e i t y  c h a r a c t e r i s t i c s  o v e r  
t i m e  
-- The i m p o r t a n t  r o l e  o f  t h e  human f a c t o r  a t  d i f f e r e n t  
l e v e l s  o f  c o n t r o l  
-- U n c e r t a i n t i e s  i n  t h e  l i n k s  between h e a l t h  c a r e  subsys tems 
and t h e  envi ronment  
-- The absence  o f  a  unique fo rmal  c r i t e r i o n  o f  managing 
h e a l t h  c a r e  sys tems  
-- The v a r i e t y  o f  t h e  s o u r c e s  o f  i n f o r m a t i o n  used f o r  
d e c i s i o n  making ( b i o l o g i c a l ,  p h y s i o l o g i c a l ,  m e d i c a l ,  
demographic,  e t c  . ) 
For t h i s  r e a s o n ,  models i n  h e a l t h  c a r e o f t e n  have a  p r o b a b i l i s t i c  
d e s c r i p t i o n ,  a r e  o r i e n t e d  t o  a  m u l t i c r i t e r i o n  o p t i m i z a t i o n ,  
c o n t a i n  b e h a v i o r a l  a s p e c t s ,  and u s e  formal  and i n f o r m a l  pro-  
c e d u r e s  t o  check t h e i r  v a l i d i t y  (Yashin and Shigan 1978) .  
The dynamic p r o p e r t i e s  o f  a p o p u l a t i o n ' s  m e d i c a l  h e t e r o -  
g e n e i t y  are d e s c r i b e d  w i t h  t h e  h e l p  o f  medico-demographic  
models .  The methodology o f  d e s i g n i n g  s u c h  models  p r e s u p p o s e s  
t h a t  t h e  p o p u l a t i o n  u n d e r  i n v e s t i g a t i o n  may b e  d i v i d e d  i n t o  
a f i n i t e  number o f  s o c i a l  g r o u p s .  I f  w e  l e t  N d e n o t e  t h e  num- 
b e r  o f  t h e s e  g r o u p s ,  w e  may numera te  them by 1 , 2 ,  ..., N and re- 
l a t e  e a c h  o f  them t o  s o c i a l ,  m e d i c a l ,  and  s p a t i a l  f a c t o r s ,  
which are commonto t h e  m a j o r i t y  o f  p e o p l e .  Two sets o f  s o c i a l  
g r o u p s  are r e l e v a n t  f o r  s e l e c t i o n  i n  medico-demographic  models .  
One o f  them c h a r a c t e r i z e s  t h e p o p u l a t i o n ' s  m e d i c a l  s t a t u s  and  
c o r r e s p o n d s  t o  u n h e a l t h y  g roups  w i t h  d i f f e r e n t  k i n d s  o f  ill- 
n e s s e s .  F o r  example ,  t h e  p e o p l e  who have  t u b e r c u l o s i s  may b e  
c o n s i d e r e d  a s  one  g r o u p ;  a n o t h e r  g r o u p  may c o n t a i n  t h e  p e o p l e  
w i t h  c a n c e r .  A more d e t a i l e d  c o n s i d e r a t i o n  would i n c l u d e  t h e  
d i f f e r e n t  s t a g e s  o f  t h e  d i s e a s e s .  " V a c c i n a t e d " ,  " i n i t i a l  
s t a g e " ,  " i n t e r m e d i a t e  s t a g e " ,  " a c t i v e  form" a r e  examples  o f  
such  d i v i s i o n s .  (Begun e t  a l .  1980, Waaler and  P i o t  1 9 6 9 ) .  
Another  s e t  o f  g r o u p s  c h a r a c t e r i z e s  t h e  h e a l t h y  p o r t i o n  
o f  t h e  p o p u l a t i o n .  The s t r u c t u r e  o f  t h i s  p a r t  a r i s e s  as a  
r e s u l t  o f  t h e  d i f f e r e n c e  i n  p r o b a b i l i t i e s  o f  f a l l i n g  i n t o  
i l l n e s s  i n  d i f f e r e n t  s o c i a l ,  p r o f e s s i o n a l ,  e t h n i c  or  s p a t i a l  
g roups .  These g r o u p s  i d e n t i f y  t h e  d i f f e r e n t  c h a n c e s  o f  be- 
coming ill a n d  may be  c a l l e d  r i s k  g r o u p s .  I n  s p e c i a l  c a s e s  
r e s e a r c h e r s  i n t r o d u c e  some a u x i l i a r y  g r o u p s  s u c h  as " l a t e n t  
i l l "  i n  s c r e e n i n g  models  ( P e t r o v s k i  e t  a l .  1978) o r  " s u s -  
c e p t i b l e "  i n  e p i d e m i c  d i s e a s e  models  (Waaler  and  P i o t  1 9 6 9 ) .  
The dynamic p r o p e r t i e s  o f  t h e  medico-demography model r e f l e c t  
b i r t h ,  a g i n g ,  and  d e a t h  p r o c e s s e s  as  w e l l  a s  t h e  t r a n s i t i o n s  
o f  i n d i v i d u a l s  f rom one  g roup  t o  a n o t h e r  (e . g . ,  t r a n s i t i o n s  
from t h e  s t a t e  o f  b e i n g  h e a l t h y  t o  b e i n g  ill, f rom ill t o  
d e a t h ,  a  change  i n  s o c i a l  s t a t u s ,  a  change  i n  r e s i d e n c e ,  e t c . )  
The c e n t r a l  p a r t  o f  o u r  r e s e a r c h  w i l l  b e  t h e  model o f  
i n d i v i d u a l  t r a n s i t i o n s .  One o f  t h e  g e n e r a l l y  a c c e p t e d  p ro -  
p e r t i e s  u s e d  i n  d e s c r i b i n g  i n d i v i d u a l  t r a n s i t i o n s  be tween 
s t a t e s  i s  t h e  Markovian p r o p e r t y .  I t  i m p l i e s  t h a t  t h e  i n d i v i -  
d u a l ' s  b e h a v i o r  i s  modeled by t h e  Markovian t y p e  o f  s t o c h a s t i c  
p r o c e s s  w i t h  a  f i n i t e  number o f  s t a t e s  i n  d i s c r e t e  o r  c o n t i n u o u s  
t i m e .  Using a  Markov model, one may d e r i v e  u s e f u l  c h a r a c t e r i s -  
t i c s  such a s  t h e  number o f  i n d i v i d u a l s  i n  d i f f e r e n t  g roups ,  
t h e i r  s p e c i f i c  s e x  andage  d i s t r i b u t i o n s ,  t h e i r  e x p e c t e d  p e r i o d  
of  s t a y  i n  t h e  g roup ,  and t h e  group from which t h e y  came. These 
c h a r a c t e r i s t i c s  a r e  a l s o  i m p o r t a n t  f o r  t h e  e s t i m a t i o n  o f  t h e  
i n f l u e n c e  o f  t h e  h e a l t h  c a r e  a c i t i v i t y  on e x t e r n a l  economic 
subsys tems.  The mathemat ica l  d e s c r i p t i o n  o f  t h e  medico-demo- 
g r a p h i c  model i s  c l o s e  t o  t h a t  used  i n  t h e  i n v e s t i g a t i o n s  o f  
m u l t i r e g i o n a l  m i g r a t i o n  (Rogers  1975) and manpower dynamics 
(Bartholomew 1 9 7 3 ) .  The main d i s t i n c t i o n  i s  t o  be  found i n  t h e  
i n t e r n a l  s t r u c t u r e  o f  t r a n s i t i o n  c o e f f i c i e n t s ,  t h e  spect rum 
o f  o u t p u t  v a r i a b l e s , a n d  t h e  p e c u l i a r i t i e s  o f  t h e  a v a i l a b l e  i n -  
f o r m a t i o n  t h a t  i s  used f o r  t h e  e s t i m a t i o n  o f  unknown p a r a m e t e r s .  
I n  t h i s  p a p e r  w e  c o n s i d e r  t h e  p r o p e r t i e s  o f  t h e  s p e c i a l  
c l a s s  o f  random v a r i a b l e s  g e n e r a t e d  by t h e  sampl ing  p a t h  o f  
such a  Markov p r o c e s s .  Among them a r e  t h e  e x p e c t e d  number 
o f  t r a n s i t i o n s  from one s t a t e  t o  a n o t h e r  d u r i n g  t h e  s e l e c t e d  
t i m e  i n t e r v a l ,  t h e  number of d e p a r t u r e s  from v a r i o u s  s t a t e s  
d u r i n g  t h e  s e l e c t e d  t i m e  i n t e r v a l ,  and t h e  number o f  e n t r i e s  
i n t o  v a r i o u s  s t a t e s  d u r i n g  t h e  s e l e c t e d  t ime  i n t e r v a l .  Ex- 
p r e s s i o n s  f o r  a v e r a g e  v a l u e s  o f  t h e s e  v a r i a b l e s  and a l s o  t h e  
s t r u c t u r e  o f  t h e i r  c o v a r i a n c e  m a t r i x  a r e  o f  i n t e r e s t  i n  t h i s  
model. I n  t h e  c a s e  o f  a  c o n s t a n t  i n t e n s i t y  m a t r i x  i n  con- 
t i n u o u s  t i m e ,  some o f  t h e  p r o p e r t i e s  o f  t h e  e x p e c t e d  number 
o f  e v e n t s  may be  found i n  A l b e r t  (1962) . 
2. THE EXPECTED NUMBER OF EVENTS I N  THE DISCRETE TIME MARKOV 
PROCESS MODEL 
The t r a n s i t i o n s  of  i n d i v i d u a l s   fro^ one s t a t e  o r  g roup  t o  
a n o t h e r  g e n e r a t e  a  sequence of  random e v e n t s  whose s t a t i s t i c a l  
p r o p e r t i e s  a r e  i n t e r e s t i n g  f o r  t h e  r e s e a r c h e r s  o f  m u l t i s t a t e  
p o p u l a t i o n  dynamics. One such sequence  may be r e p r e s e n t e d  
by t h e  t r a n s i t i o n s  between two s e l e c t e d  groups .  The a v e r a g e  
number of  t h e s e  t r a n s i t i o n s  d u r i n g  t h e  g i v e n  t i m e  i n t e r v a l  
i s  o f t e n  a n  i m p o r t a n t  f r equency  c h a r a c t e r i s t i c ,  u s e f u l  f o r  many 
s o c i a l ,  economic, and  medica l  a p p l i c a t i o n s .  The e x p e c t e d  num- 
b e r  o f  t r a n s i t i o n s  t h a t  a  p e r s o n  makes from one r e g i o n  t o  an- 
o t h e r  d u r i n g  a  s e l e c t e d  t i m e  i n t e r v a l  r e f l e c t s  t h e  m i g r a t i o n  
i n c l i n a t i o n s  o f  i n d i v i d u a l s ,  a  f a c t o r  t h a t  i n f l u e n c e s  t h e  eco- 
nomic s t a t u s  of  t h e  r e g i o n s .  The f requency  o f  changing pro-  
f e s s i o n a l  s t a t u s  r e f l e c t s  employment s i t u a t i o n s .  The p roper -  
t i e s  o f  t h e  e x p e c t e d  nurtbers of  t r a n s i t i o n s  a r e  i m p o r t a n t  
c h a r a c t e r i s t i c s  o f  mar r i age -d ivorce  p r o c e s s e s  i n  m u l t i s t a t e  
demographic models.  They a r e  a l s o  u s e f u l  i n  t h e  i n v e s t i g a -  
t i o n s  o f  c h i l d b e a r i n g ,  a b o r t i o n s ,  c r i m i n a l  b e h a v i o r ,  and r o a d  
a c c i d e n t s .  They may c h a r a c t e r i z e  t h e  f requency  o f  t r a n s i t i o n s  
between t h e  d i f f e r e n t  b r a n c h e s  o f  a n  economy, t h e  q u a n t i t y  o f  
b reakages  and r e p a i r s  of  t e c h n i c a l  equipment ,  t h e  e l i m i n a t i o n  
o f  t e c h n o l o g i c a l  p r o c e s s e s ,  and s o  on .  
I n  t h e  medica l  f i e l d  many t r a n s i t i o n s  c a n  be  a n a l y z e d  and 
p r o j e c t e d  th rough  a  Markov p r o c e s s  model, t h u s  p r o v i d i n g  u s  
w i t h  i n f o r m a t i o n  c o n c e r n i n g  n o t  o n l y  changes  b u t  a l s o  t h e  
e f f e c t s  t h e s e  changes  have on s o c i e t y .  I n  t h e  s i m p l e s t  c a s e  
o f  one group b e i n g  h e a l t h y  and a n o t h e r  ill, such a  model can  
p r e d i c t  t h e  e x p e c t e d  number of  p e o p l e  who w i l l  f a l l  ill d u r i n g  
a  s e l e c t e d  t i m e  i n t e r v a l  a s  w e l l  a s  d e f i n e  t h e  e x p e c t e d  dura-  
t i o n  of  t i m e  s p e n t  i n  t h i s  s t a t e  and t h e  e x p e c t e d  l o a d  on t h e  
medica l  s e r v i c e  sys tem.  The average  number o f  t r a n s i t i o n s  
between s t a g e s  o f  a  p a r t i c u l a r  d i s e a s e  c h a r a c t e r i z e s  t h e  pecu- 
l i a r i t i e s  o f  t h e  e v o l u t i o n  o f  t h a t  i l l n e s s ,  t h e  p r o p e r t i e s  of  
t h e  a p p l i e d  d r u g s ,  and t h e  p e c u l i a r i t i e s  o f  t h e  c u r i n g  p rocedure .  
A l l  t h e  examples mentioned above can  be  e x p r e s s e d  i n  a  
s i m i l a r  way m a t h e m a t i c a l l y .  Assume t h a t  t h e  b e h a v i o r  o f  
" s t a n d a r d "  i n d i v i d u a l s  i s  d e s c r i b e d  by t h e  d i s c r e t e  t i m e  
f i n i t e  s t a t e  Markov c h a i n  y ( t ) ,  w i t h  t h e  t r a n s i t i o n  prob- 
- 
a b i l i t i e s  m a t r i x  P = [ P i j  
- 
( t ) ]  i , j  = 1,N, t = 0 , 1 , 2  ,.... 
- 
The i n i t i a l  d i s t r i b u t i o n  i s  g iven  a s  P i ( 0 ) ,  i = 1 , N .  The 
d u r a t i o n  o f  p r o c e s s  y ( t )  i n  s t a t e  j  i s  i n t e r p r e t e d  a s  an  
i n d i v i d u a l  s t a y i n g  i n  group j .  
Denote by N i j ( t )  t h e  number o f  t r a n s i t i o n s  from i t o  j  t h a t  
a r e  made by i n d i v i d u a l  d u r i n g  t h e  t i m e  i n t e r v a l  [ O , t ] .  The p o i n t  
of o u r  i n t e r e s t  i s  t h e  e x p r e s s i o n  f o r  E N i j  ( t ) = P .  . (t)  , which i s  
1 3  
t h e  e x p e c t e d  number o f  t r a n s i t i o n s  from i t o  j  d u r i n g  t h e  t i m e  
i n t e r v a l  [ O , t ] .  The symbol E d e n o t e s  t h e  o p e r a t o r  of  t h e  mathe- 
m a t i c a l  e x p e c t a t i o n  and N . ( t )  w i l l  r e p r e s e n t  t h e  expec ted  
3 
number o f  e n t r i e s  t o  s t a t e  j  d u r i n g  t h e  t i m e  i n t e r v a l  [ 0 ,  t ]  . 
Besides  t h e  e x p e c t e d  number o f  t r a n s i t i o n s  between two s e l e c t e d  
g roups ,  some o t h e r  c h a r a c t e r i s t i c s  a r e  a l s o  i m p o r t a n t  f o r  u s e r s  
o f  medico-demographic models.  Among them a r e  t h e  e x p e c t e d  num- 
b e r  e n t e r i n g  a  s e l e c t e d  s t a t e ,  t h e  e x p e c t e d  t o t a l  number o f  
d e a t h s  f o r  a l l  r e a s o n s ,  t h e  average  number of  h o s p i t a l i z a t i o n s  
d u r i n g  t h e  y e a r ,  t h e  e x p e c t e d  number of  road  a c c i d e n t s ,  etc . ,  
a r e  a l l  examples o f  u s e f u l  o u t p u t  v a r i a b l e s  o f  t h i s  model. 
Other  i m p o r t a n t  o u t p u t  v a r i a b l e s  o f  medico-demographic 
models a r e  t h e  e x p e c t e d  numbers o f  d e p a r t u r e s  from s e l e c t e d  
s t a t e s .  The a v e r a g e  number o f  d e p a r t u r e s  from t h e  s t a t e  of  
b e i n g  h e a l t h y  d u r i n g  a  s e l e c t e d  t i m e  i n t e r v a l  c h a r a c t e r i z e s  
t h e  g e n e r a l  m o r b i d i t y  o f  a  r e g i o n .  The e x p e c t e d  number o f  
d e p a r t u r e s  from t h e  i n i t i a l  s t a g e  of  a  d e g e n e r a t i v e  d i s e a s e  
d u r i n g  a  s e l e c t e d  t i m e  i n t e r v a l  d e p i c t s  t h e  speed  o f  d i s e a s e  
development and may a l s o  r e f l e c t  t h e  e f f i c i e n c y  o f  t h e  c u r e .  
W e  w i l l  d e n o t e  t h e  e x p e c t e d  number o f  d e p a r t u r e s  from t h e  
s t a t e  i by t h e  symbol wi ( t )  . Some g e n e r a l i z a t i o n s  o f  t h e s e  
v a r i a b l e s  i n c l u d e  t h e  e x p e c t e d  number o f  t r a n s i t i o n s  between 
two d i f f e r e n t  sets o f  s o c i a l  g roups ,  t h e  e x p e c t e d  number 
e n t e r i n g  s e l e c t e d  s o c i a l  groups  o r  a v e r a g e  number of  depar-  
t u r e s  from such g roups  d u r i n g  some t i m e  i n t e r v a l .  These 
g e n e r a l i z a t i o n s  a r e  n e c e s s a r y  f o r  t h e  a g g r e g a t i o n  of t h e  
d a t a  i n  o r d e r  t o  d e s i g n  a  g e n e r a l  s t r a t e g y  f o r  a  p o p u l a t i o n ' s  
h e a l t h  sys tem.  
I f  A and B a r e  t h e  g i v e n  sets  o f  g r o u p s ,  w e  w i l l  d e n o t e  
by Urn ( t )  , wB ( t )  , and wA ( t)  a s  t h e  c o r r e s p o n d i n g  e x p e c t e d  
number o f  t r a n s i t i o n s  between sets A and B ,  t h e  e x p e c t e d  
number e n t e r i n g  se t  B ,  and t h e  expec ted  number d e p a r t i n g  
from set  A ,  r e s p e c t i v e l y .  The c o n v e n i e n t  e x p r e s s i o n s  f o r  
t h e s e  v a r i a b l e s  a r e  g i v e n  i n  t h e  f o l l o w i n g  theorem. 
THEOREM 1. Let yft) be the discrete time Markov process 
with finite number of states N and a one-step transition pro- 
bability matrix [ ~ ! k l  , j = , k=1,2,. . . . The following 23 
expressions are true for the expected number of events which 
were introduced above. 
t 
iA(t) = 1 1 1 Pi (k-1) Pij (k) 
iEA j$?A k=l 
The probabilities Pi fk), k=1,2,. . . , may be calculated from the 
discrete time Kolmogorov equations 
The proof of these formulas is given in Appendix A. 
3 .  THE EXPECTED NUMBER OF EVENTS I N  THE CONTINUOUS TIME FINITE 
STATE MARKOV PROCESS MODEL 
At tempts  t o  make t h e  model o f  i n d i v i d u a l  behav io r  more 
r e a l i s t i c  l e a d s  t o  g e n e r a l i z a t i o n s  o f  t h e  p r e v i o u s  Markov c h a i n  
scheme. One r e a s o n  f o r  t h i s  i s  t h e  f a c t  t h a t  i n d i v i d u a l  t r a n -  
s i t i o n s  may o c c u r  a t  a r b i t r a r y  t i m e  moments i n  a  s e l e c t e d  t i m e  
i n t e r v a l .  T h i s  c i r c u m s t a n c e  compels one t o  r e p l a c e  t h e  d i s c r e t e  
t i m e  scheme w i t h  t h e  more r e a l i s t i c  c o n t i n u o u s  t i m e  model. Thus 
i n  t h i s  s e c t i o n  t h e  i n d i v i d u a l ' s  t r a n s i t i o n  b e h a v i o r  w i l l  be 
d e s c r i b e d  by t h e  c o n t i n u o u s  t i m e  Markov p r o c e s s  which w i l l  be 
deno ted  by y ( t ) .  The method o f  i n v e s t i g a t i n g  t h e s e  t r a n s i t i o n s  
i n  c o n t i n u o u s  t i m e  w i l l  be based on t h e  p r e v i o u s  r e s u l t s ,  which 
w e r e  o b t a i n e d  f o r  t h e  d i s c r e t e  t i m e  c a s e ,  and on t h e  use  of some 
l i m i t e d  o p e r a t i o n s  (see Appendix B )  . 
L e t  q i j ( t ) ,  i , j = m  be  t h e  t r a n s i t i o n  i n t e n s i t i e s  o f  t h e  
c o n t i n u o u s  t i m e  Markov p r o c e s s  y  ( t)  , q i j  ( t)  > 0, i # 1 ,  
q j  ( t )  = - 1 q j i  ( t )  . W e  w i l l  use  t h e  same n o t a t i o n  f o r  t h e  
i 
e x p e c t e d  number o f  e v e n t s , a s  i n  t h e  d i s c r e t e  t i m e  c a s e .  The 
f o l l o w i n g  theorem g i v e s  us  t h e  e x p r e s s i o n  f o r  t h e s e  v a r i a b l e s .  
THEOREM 2 .  L e t  y ( t )  b e  t h e  c o n t i n u o u s  t i m e  Markov p r o c e s s  
w i t h  a  f i n i t e  number o f  s t a t e s  N and a  t r a n s i t i o n  i n t e n s i t y  
- 
m a t r i x  [ q i j  I ,  , = 1, t > O .  The f o l l o w i n g  e x p r e s s i o n s  a r e  
t r u e  f o r  t h e  e x p e c t e d  number o f  e v e n t s  g e n e r a t e d  by  y ( t ) :  
where P i ( s ) ,  i=G s a t i s f i e s  t h e  Kolmogorov fo rward  e q u a t i o n s :  
I n  a p p l i c a t i o n  one sometimes needs t o  know t h e  expec ted  num- 
b e r  o f  t r a n s i t i o n s  which o c c u r  d u r i n g  t h e  t i m e  i n t e r v a l  [ x , t ] ,  
where x  > 0. Denote t h i s  v a l u e  by Ni j  ( x ,  t)  . It  i s  n o t  d i f f i -  
c u l t  t o  s e e  t h a t  w i t h  t h e  h e l p  of  s i m i l a r  c a l c u l a t i o n s  w e  can  
f i n d  
Sometimes one may have  some a d d i t i o n a l  i n f o r m a t i o n  a b o u t  t h e  
s t a t e  o f  t h e  p r o c e s s  y ( t )  a t  t h e  i n i t i a l  t i m e  moment o r  a t  
t i m e  mcment x  > 0 .  So d e n o t i n g  by Ni j  ( x , t , k )  t h e  e x p e c t e d  
number o f  e v e n t s  which o c c u r  d u r i n g  t i m e  i n t e r v a l  [ x , t l  g i v e n  
y  ( 0 )  =k and by E:, ( x ,  t) t h e  e x p e c t e d  number o f  e v e n t s  which 
o c c u r  d u r i n g  t h e  same t i m e  i n t e r v a l  g i v e n  y ( x ) = k  and u s i n g  
t h e  c a l c u l a t i o n  a s  b e f o r e ,  w e  g e t  
where Pki (s )  and Pki ( x , s )  a r e  t h e  s o l u t i o n s  of  t h e  Kolmogorov 
e q u a t i o n s  
4 .  THE PROPERTIES OF THE SECOND MOMENTS OF RANDOM PROCESSES 
GENERATED BY THE SEQUENCE OF EVENTS --DISCRETE TIME CASE 
The expected number of events gives a good but often in- 
sufficient characterization of the point processes Ni(t), Nij(t), 
- 
Nj(t), i j = 1  t=0,1,2,...,. In applications, the properties 
which are connected with the behavior of the second moments of 
some processes generated by the given sequence of events are 
also useful. For example, the knowledge of the correlation 
characteristics between two processes generated by the two 
sequences of transitions between one couple of groups and an- 
other couple of groups correspondingly may be useful for the 
estimation of the medical demands in medico-demographic models 
when the information about some transitions is incomplete. The 
change in variance of the random number of transitions over time 
characterizes the accuracy of the forecast; the establishment of 
the independency propertfes between some of such processes sim- 
plifies the further investigationstand so on. 
In order to give a precise formulation of the results con- 
nected with the second moment properties, we introduce the pro- 
cesses p (t) with the help of equalities i j 
t 
pi j (t) =N..(t) - 1 Ii(s-l)Pij(s), i , j = m ,  t=0,1,2 ,...,. 1 3  s=l 
As is shown in Appendix A the variables 
coincide with the conditional mathematical expectations of the 
random variables hNij(s) given the history of the process y(t) 
up to time s-1. So the processes p (t) may be considered as i j 
a sequence of random numbers of transitions between i and j 
which are bounded by the conditional mathematical expectations. 
The remarkable property of the processes pij(t) is formulated 
in the following theorem. 
THEOREM 3 .  L e t  t h e  p r o c e s s e s  p ( t i  and p k m f t i  be  g e n e r a t e d  i j  
by  t h e  t r a n s i t i o n s  o f  t h e  p r o c e s s  y f t )  from t h e  s t a t e  i t o  s t a t e  
j  and from t h e  s t a t e  k  t o  s t a t e  m r e s p e c t i v e Z y .  Then  t h e  e x -  
p r e s s i o n  f o r  t h e  m a t h e m a t i c a l  e x p e c t a t i o n  o f  t h e  p r o d u c t  
' i j  f t )  p k ,  f t i  , i , j ,  k ,  m = m ,  i f j ,  k#m, t = 0 , 1 , 2 ,  . . . , i s  g i v e n  
by t h e  f o lZo win g  e q u a l i t y  
where 
i s  t h e  Kronecker ' s  symbol and P i ( s )  s a t i s f i e s  t h e  Kolmogorov 
e q u a t i o n  ( 7 ) .  
CoroZZary 1 .  From t h e  e q u a l i t y  (16)  one can  see immedia te ly  
t h a t  t h e  p r o c e s s e s  v i j  (t) and v k m ( t )  a r e  u n c o r r e l a t e d  i f  i#k  o r  
mfj .  
CoroZZary 2 .  The e x p r e s s i o n  f o r  t h e  v a r i a n c e  o f  t h e  pro-  
cess ' i j  (t) a l s o  f o l l o w s  from t h e  formula  (16)  when i = k ,  j=m. 
I t  i s  
The proof  of  t h i s  t h e o r e m i s  shown i n  Appendix C .  
5. THE PROPERTIES OF THE SECOND MOMENTS OF RANDOM PROCESSES 
GENERATED BY THE SEQUENCE OF EVENTS -- CONTINUOUS TIME 
CASE 
The cont inuous t ime case  a l s o  has  s i m i l a r  p r o p e r t i e s  of t h e  
second moment of t h e  analogous p roces ses .  A s  b e f o r e ,  we w i l l  
denote  by p i j ( t )  t h e  bounded processes  de f ined  by t h e  equa l i -  
t i e s :  
t 
u i j  (t)  = N~~ ( t)  - I I [ y ( s = i )  l q i j  ( s ) d s  , i ,  j = m ,  t > 0 (18) 
0 - 
The remarkable p rope r ty  of t h e s e  processes  i s  t h e  s u b j e c t  of 
t h e  fol lowing theorem. 
THEOREM 4 .  L e t  t h e  p r o c e s s e s  ' ( t l  and u k m ( t )  b e  gene-  i j  
r a t e d  b y  t h e  t r a n s i t i o n s  o f  t h e  p r o c e s s e s  y ( t )  from t h e  s t a t e  
i t o  s t a t e  j  and from t h e  s t a t e  k  t o  s t a t e  m J  r e s p e c t i v e l y .  
Then t h e  e x p r e s s i o n  f o r  t h e  m a t h e m a t i c a l  e x p e c t a t i o n  o f  t h e  
p r o d u c t  i l i j ( t ) " J t ) ,  i j  k , m = m ,  i j  m t l O  
i s  g i v e n  b y  t h e  f o l l o w i n g  e q u a l i t y  
C o r o l l a r y  I .  I f  k#1 o r  m#j t h e  p roces ses  p i j  ( t)  and 
'km ( t)  a r e  unco r re l a t ed .  
C o r o l l a r y  2 .  The va r i ance  of t h e  process  pi ( t )  i s  given 
by t h e  formula 
The p roo f s  of t h e  both  c o r o l l a r i e s  i s  s t r a i g h t f o r w a r d .  The 
proof of theorem 4 i s  shown i n  Appendix D. 
6 .  FURTHER GENERALIZATION O F  THE TRANSITION MODEL 
A number o f  s p e c i a l i s t s  i n  t h e  f i e l d  o f  demography, s o c i o l -  
ogy, and medica l  demography ( e . g . ,  Rogers 1981) a s s e r t  t h a t  t h e  
Markov p r o c e s s  model does  n o t  s a t i s f a c t o r i l y  d e s c r i b e  t h e  regu- 
l a r i t i e s  i n  a n  i n d i v i d u a l ' s  t r a n s i t i o n s  between d i f f e r e n t  groups .  
T h i s  i s  because  i n  t h e  Markov p r o c e s s  model one d o e s  n o t  u s e  t h e  
p a s t  h i s t o r y  o f  t h e  p r o c e s s ,  which can  fundamenta l ly  i n f l u e n c e  
t h e  f u t u r e  b e h a v i o r  o f  t h e  i n d i v i d u a l ' s  r e a l  l i f e .  The n e x t  
s t e p  i n  making t h e  t r a n s i t i o n  model c l o s e r  t o  r e a l i t y  i s  t h e  re- 
l a x a t i o n  o f  t h e  Markovian p r o p e r t y  u s i n g  t h e  more compl ica ted  
p r o c e s s  s i m u l a t i n g  t h e  i n d i v i d u a l ' s  t r a n s i t i o n s  between a  f i n i t e  
number o f  s t a t e s .  Semi-Markov p r o c e s s e s  a r e  o f t e n  used a s  t h e  
n a t u r a l  g e n e r a l i z a t i o n  o f  t h e  Markovian scheme. The main d i s -  
t i n c t i o n  between t h e s e  two k i n d s  o f  p r o c e s s e s  l i e s  i n  t h e  t y p e  
o f  d i s t r i b u t i o n s  f o r  t h e  t i m e  i n t e r v a l  t h a t  t h e  i n d i v i d u a l  s t a y s  
i n  some s e l e c t e d  s t a t e s .  I n  t h e  Markovian c a s e ,  t h i s  d i s t r i b u -  
t i o n  i s  e x p o n e n t i a l .  I n  t h e  semi-Markovian c a s e ,  it may be an  
a r b i t r a r y  d i s t r i b u t i o n  c o n c e n t r a t e d  on t h e  p o s i t i v e  h a l f  o f  t h e  
r e a l  l i n e .  Not u s i n g  t h e  ~ a r k o v i a n  p r o p e r t y  c o m p l i c a t e s  t h e  
c a l c u l a t i o n s  o f  t h e  o u t p u t  v a r i a b l e s  of  t h e  medico-demographic 
model and l e a d s  t o  t h e  u s e  o f  t h e  more s o p h i s t i c a t e d  t e c h n i q u e s  
o f  m a r t i n g a l e  t h e o r y  which i s  a l s o  s u i t a b l e  f o r  t h e  i n v e s t i g a -  
t i o n  o f  more complex s i t u a t i o n s .  
The methodology o f  m a r t i n g a l e  t h e o r y  h a s  been developed i n -  
t e n s i v e l y  d u r i n g  t h e  l a s t  decade.  I t  a l s o  h a s  many a p p l i c a t i o n s .  
The more p o p u l a r  examples o f  m a r t i n g a l e s  a r e  t h e  l i k e l i h o o d  
r a t i o  p r o c e s s ,  s t o c h a s t i c  i n t e g r a l s ,  t h e  sum o f  zero-mean random 
v a r i a b l e s ,  and t h e  r i s k  f u n c t i o n  i n  s t o c h a s t i c  o p t i m a l  c o n t r o l  
problems.  The n o t i o n  o f  m a r t i n g a l e s  X ( t )  i s  i n d i s t i n g u i s h a b l e  
from t h e  nondecreas ing  r i g h t - c o n t i n u o u s  f a m i l y  o f  a - a l g e b r a s  
( F t )  , t - > 0. The m a r t i n g a l e  X ( t )  i s  measurable  w i t h  r e s p e c t  t o  
Ft f o r  any c u r r e n t  t i m e  moment t - > 0. Sometimes it i s  s a i d  t h a t  
m a r t i n g a l e  X ( t)  i s  a d a p t e d  w i t h  r e s p e c t  t o  ( F t )  , t - > 0. The 
p r o p e r t i e s  t h a t  d i s t i n g u i s h  m a r t i n g a l e s  from o t h e r  s t o c h a s t i c  
p r o c e s s e s ,  a d a p t e d  w i t h  r e s p e c t  t o  f low ( F t ) ,  t - > 0 ,  a r e  a s  
f o l l o w s :  
In our consideration the flows of a-algebras are generated by 
the histories of the stochastic processes given on some basic 
probabiltiy space ( R  ,F.P) . Every point process Nij (t) has 
its own predictable (Ft) -adapted process A (t) called "compen- 
sator" (Liptser and Shirjaev 1978). m e  main property of this 
compensator is that the processes (t) ifj, t > 0, 
- "ij - 
i, j = 1 ,N defined by the equalities pij (t) = N.. (t) - Aij (t) 
1 3  
are (Ft) - adapted martingales. In the case of Markovian pro- 
cesses, the compensators A (s) were ij 
and 
respectively, Eor the cases of discrete and continuous time. 
The martingale properties of the processes pij(t) allow one 
to establish the following general relation between expected 
number of transitions from i to j and the corresponding com- 
pensators. This relation follows from the second condition in 
the definition of martingales and is as follows: 
(t) = E Aij (t) 
The next step in developing formal description methods for 
non-Markovian random jumping processes is the probabilistic 
representation of the compensators A (t), that is the repre- ij 
sentation Aij (t) in terms of probabilistic distributions re- 
lated with the jumping process y (t) . Such research, however, 
requires a more sophisticated apparatus of the martingale 
theory and its applications (Neveu 1975, Shirjaev 1980) and 
deserves separate consideration. 
7 .  EXAMPLES 
1)  Assume t h a t  e n t r i e s  i n t o  t h e  t r a n s i t i o n  i n t e n s i t y  m a t r i x  
do n o t  depend on t i m e ,  i . e . ,  q i j  ( t ) = q i j 0  The e x p r e s s i o n  f o r  
- 
Ni j  ( t)  w i l l  be 
where Ti i s  t h e  e x p e c t e d  t i m e  a n  i n d i v i d u a l  s h o u l d  spend i n  group 
i d u r i n g  t ime i n t e r v a l  [ O , t ] .  I f  N = 2  and j=2 r e p r e s e n t  a  t e r m i n a l  
s t a t e ,  t h e n  P l ( s )  i s  t h e  e x p o n e n t i a l  p r o b a b i l i t y  o f  s u r v i v a l  
OD So when t = O D ,  t h e n  N ( O D )  = q  I P l ( s ) d s  = 1  12 120 
t Note t h a t  I P i ( s ) d s  is  t h e  e x p e c t e d  t i m e  which an  i n d i v i d u a l  
n 
spends i n  s t a t e  i d u r i n g  t h e  t i m e  i n t e r v a l  [ O , t ] .  I n  t h e  c a s e  
when N=2 and J=2 i s  a  t e r m i n a l  s t a t e ,  t h i s  t i m e  c o i n c i d e s  w i t h  
t h e  expec ted  t i m e  of  l i f e  T, and i f  q 1 2  ( t)  i s  c o n s t a n t  
2 )  Cons ide r  now t h e  p o p u l a t i o n  c o n s i s t i n g  o f  two groups  
o f  l i v i n g  i n d i v i d u a l s :  t h e  f i r s t  group b e i n g  " h e a l t h y "  and t h e  
second,  "ill" . The t h i r d ,  a u x i l i a r y  group c o n s i s t s  o f  t h e  popu- 
l a t i o n  t h a t  h a s  d i e d  -- an a b s o r b i n g  s t a t e .  Assume t h a t  t h e  
e l e m e n t s  of  t h e  t r a n s i t i o n  i n t e n s i t y  m a t r i x  a r e  c o n s t a n t s  
I t  t u r n s  o u t  t h a t  t h e  Kolmogorov e q u a t i o n s  f o r  t h e  p r o b a b i l i t i e s  
of  s t a t e s  can b e  s o l v e d  i n  t h e  e x p l i c i t  form i n  t h i s  c a s e .  The 
e x p r e s s i o n s  f o r  t h e s e  p r o b a b i l i t i e s  a r e  a s  f o l l o w s :  
) A2t P2 (t)  = e I [ ( q 1 2 + q 1 3 + ~ 1 )  [ l - P 1  (011 + q 1 2 P 1  (O)] 
w h e r e  A 2  a n d  X are  g i v e n  b y  t h e  e x p r e s s i o n s  
< 
The e x p e c t e d  number of t r a n s i t i o n s  from s t a t e  1  t o  s t a t e  2  i s  
g i v e n  i n  t h e  f o l l o w i n g  e x p r e s s i o n s  
S e e  t h e  s i m i l a r  c a l c u l a t i o n s  i n  C h i a n g  ( 1 9 6 8 ) ,  Tuma e t  a l .  
( 1 9 7 9 ) .  I n  t h e  cases o f  f o u r  a n d  more  number o f  s ta tes  or i f  
t h e  e l e m e n t s  o f  t h e  t r a n s i t i o n  m a t r i x  d e p e n d  o n  t i m e ,  t h e  f o r -  
m u l a s  o b t a i n e d  f r o m  t h e o r e m s  1 ,  2 ,  3 ,  a n d  4 g i v e  c o n v e n i e n t  
c o m p u t a t i o n a l  e x p r e s s i o n s  f o r  s t a t i s t i c a l  c h a r a c t e r i s t i c s  i n  
t h e  random number o f  e v e n t s .  
3)  Cons ide r  a  p o p u l a t i o n  c o n s i s t i n g  of  t h e  same groups  o f  
p e o p l e  a s  above. 
I n  t h e  t a b l e s  below, q i j ,  where i , j = 1 , 2 , 3 ,  d e n o t e s  t h e  
t r a n s i t i o n  c o e f f i c i e n t  f o r  t h e  d i s c r e t e  t i m e  model; p  (i) , where 
i = 1 , 2 , 3 ,  r e p r e s e n t s  t h e  p r o b a b i l i t y  o f  b e i n g  i n  s t a t e  i; N i j t  
where i , j = 1 , 2 , 3 ,  i s  t h e  e x p e c t e d  number o f  t r a n s i t i o n s  from i t o  
j ;  T ( i ) ,  where i = 1 , 2 , 3 ,  d e n o t e s  t h e  tine s p e n t  by i n d i v i d u a l s  i n  
groups  ( i ) ,  and t i s  t h e  c u r r e n t  t i m e ,  which changes  from 1  t o  11. 
The t h r e e  groups  o f  i n d i v i d u a l s  may be i n t e r p r e t e d  a s  h e a l t h y  
(i o r  j = l ) ,  ill (i o r  j = 2 ) ,  o r  dead ( j = 3 ) .  
The f i r s t  t h r e e  t a b l e s  show t h e  r e s u l t s  of  c a l c u l a t i o n s  
based on c o n s t a n t  t r a n s i t i o n  p r o b a b i l i t i e s  ( q i j ,  where i , j = 1 , 2 , 3 ) .  
I n  t h e s e  c a s e s ,  - Ni qi j. T ( j  ) , f o r  any t i m e  moment t. (The de- 
pendence o f t h e  v a r i a b l e s  on t i s  o m i t t e d  i n  t h i s  formula . )  
Tab le  1  shows a  h i g h  p r o b a b i l i t y  o f  r e c o v e r y  ( q 2 1 = 0 . 8 ) ,  
which g e n e r a t e s  a  r e l a t i v e l y  h i g h  p r o b a b i l i t y  o f  i n d i v i d u a l s  b e i n g  
i n  t h e  " h e a l t h y "  g roup  (P1=0.441) o v e r  11 u n i t s  o f  t i m e .  The ex- 
p e c t e d  t r a n s i t i o n s  from " i l l "  t o  " h e a l t h y N  ( N 2 1 )  o v e r  11 t i m e  u n i t s  
i s  2.629. The e x p e c t e d t i m e t h a t  i n d i v i d u a l s  s p e n d i n  t h e  h e a l t h y  
s t a t e  ( T I )  i s  6.009 t i m e  u n i t s  and i n  t h e  ill s t a t e  ( T 2 )  i s  3.287. 
Table  2  d i f f e r s  from Tab le  1  i n  t h a t  t h e r e  i s  a  lower proba- 
b i l i t y  of  r e c o v e r y  ( q 2 1 = 0 . 1 ) .  A s  a  r e s u l t ,  t h e  p r o b a b i l i t y  o f  
b e i n g  h e a l t h y  a t  t h e  end o f  t h e  t i m e  i n t e r v a l  i s  a l s o  lower  ( P I =  
0.092) and t h e  e x p e c t e d  number o f  r e c o v e r i e s  i s  0.559. The 
e x p e c t e d  t i m e  t h a t  i n d i v i d u a l s  spend i n  t h e  h e a l t h y  s t a t e  i s  2.549, 
a s  a g a i n s t  5.592 i n  t h e  ill s t a t e .  
Tab le  3  i s  c h a r a c t e r i z e d  by t h e  h i g h  p r o b a b i l i t y  o f  t r a n s i -  
t i o n  from " i l l "  t o  "dead"  ( ~ 1 ~ ~ = 0 . 8 ) .  A s  a  r e s u l t  t h e  p r o b a b i l i t y  
o f  b e i n g  h e a l t h y  i s  0.004. The e x p e c t e d  number of  t r a n s i t i o n s  
from " i l l "  t o  " h e a l t h y "  i s  0.124 and t h e  e x p e c t e d  t i m e  t h a t  i n d i -  
v i d u a l s  spend i n  t h e  h e a l t h y  s t a t e  i s  s h o r t :  1.844. 
The l a s t  t h r e e  t a b l e s  show t h e  r e s u l t s  o f  c a l c u l a t i o n s  based 
on changing some o f  t h e  t r a n s i t i o n  p r o b a b i l i t i e s  q i j .  
Tab le  4 shows t h e  t r a n s i t i o n  p r o b a b i l i t y  from " h e a l t h y "  t o  
I l i l l "  changing t h e  v a r i a b l e  from 0.5 t o  0.9, o v e r  t i m e ,  which 
r e s u l t s  i n  a  h igh  l e v e l  of t r a n s i t i o n  p r o b a b i l i t y  from " i l l "  t o  
"dead". A s  a  r e s u l t  t h e  p r o b a b i l i t y  of a  person dying i s  0.999. 
Table 5 r e p r e s e n t s  t h e  c a s e  where t h e  p r o b a b i l i t y  of remaining 
ill i s  high (q22=0. 8 )  and morbidi ty  ( q I 2 )  changes a s  i n  Table 4 .  
Table 6 shows an i n c r e a s i n g  morbidi ty  (q ) and an i n c r e a s i n g  12 
p r o b a b i l i t y  of dying (qZ3)  . 
8 .  CONCLUSION 
The expected number of  even t s  which a r e  r e l a t e d  t o  t h e  
Markov t r a n s i t i o n  model may be c a l c u l a t e d  s u c c e s s f u l l y  i f  t h e  
corresponding t r a n s i t i o n  p r o b a b i l i t i e s  ( i n  d i s c r e t e  t ime)  o r  
t r a n s i t i o n  i n t e n s i t i e s  ( i n  cont inuous t ime)  a r e  known. The in -  
i t i a l  p r o b a b i l i t y  d i s t r i b u t i o n  f u n c t i o n s  over  t h e  s t a t e s  a r e  
supposed t o  be known too .  I n  r e a l i t y  t h e  t r a n s i t i o n  c o e f f i c i e n t s  
a r e  t h e  func t ions  of  t ime and t h e  i n d i v i d u a l ' s  age.  For i n s t a n c e ,  
some of  t h e s e  c o e f f i c i e n t s  i n  medico-demographic models demon- 
s t r a t e  age s p e c i f i c  morb id i ty ,  recovery,  and m o r t a l i t y  p a t t e r n s .  
I n  t h e  c a s e  of m u l t i r e g i o n a l  migra t ion  they a r e  t h e  age s p e c i f i c  
migra t ion  p a t t e r n s  and s o  on. 
The e s t i m a t i o n  of  t h e  t r a n s i t i o n  c o e f f i c i e n t  i s  a  very i m -  
p o r t a n t  problem which depends on t h e  a v a i l a b l e  d e s c r i p t i o n  of 
t h e  i n d i v i d u a l ' s  behavior ,  s t a t i s t i c a l  d a t a ,  and some a d d i t i o n a l  
hypotheses,  which e x p l a i n  t h e  mot iva t ion  o r  n e c e s s i t y  of  t h e  
t r a n s i t i o n .  The review of t h e s e  methods deserve  s p e c i a l  consid- 
e r a t i o n .  The expected number of even t s  i s  no t  t h e  on ly  important  
ou tpu t  c h a r a c t e r i s t i c  of  medico-demographic models. The expected 
t ime s p e n t  i n  s e l e c t e d  s t a t e s  is another  c h a r a c t e r i s t i c  of  t h e  
popula t ion  t h a t  i s  e s s e n t i a l  t o  h e a l t h  c a r e  managers. Combining 
t h e  expected number of t r a n s i t i o n s  wi th  t h e  expected t ime span 
i n  a  s e l e c t e d  s t a t e  p rov ides  u s e f u l  in format ion  f o r  d e c i s i o n  
makers who a r e  concerned wi th  t h e  h e a l t h  of  a  popula t ion .  
Table 1. Constant transition probabilities: high recovery rates. 
Time u n i t  
V a r i a b l e  1  2  3  4 5 6 7 8  9 10 1 1  
Transition probabilities from state i to state j 
9 1 1  0.500 0.502 0.500 3.502 0.5W 0.500 0.5CC 0.503 0.5W 9.500 0.503 
4 1  2  0.500 0.5W id..;rW 3 . j X  O.'jlW 0.500 3.5W 0.5m 0.503 0.5W 0.500 
9 1  3 0 . 3 . 0 . 0 . 9 . 0 . . 0 . 0 . 0 . 0 .  
9 2 1  3.303 0.9m 0.3rX, 0 .3w d.30 o.3m 0.303 0 . 8 0  0.303 0.3w 0.8W 
9 2  2  0.100 0 . l a  O . l X  3.130 3.130 0.1X) O.l!h) 0. lW joJ.1,30 3.1'30 3.130 
'23 d.100 0.1X 0.1'32 0.11~3 3.103 0.1W 0.19.3 0.1LQ O . l j 0  3.130 0.192 
9 3 1  0 . 0 . 0 . 0 . 0 . 3 . 0 . 3 . 0 . ' . 0 .  
'32 0 . 0 . 0 . 0 . 0 . 3 . 0 . 0 . 0 . 0 . 0 .  
9 3  3  1 .m 1 .m 1.000 1 .m 1 .om 1 .000 1.000 1 .m 1 .m 1 .m 1 .m 
Probabilities of being in state 1, 2, or 3 
p ( l )  0 . 8 a  0.560 0.616 3.566 0.555 0.531 0.513 0.494 0.476 0.458 0.441 
p ( 2 )  0.200 0.420 0.322 0.340 0.317 0.305 0.296 9.296 0.275 0.2b5 0.256 
p ( 3 )  0 .  0.02J 0.062 0.094 0.128 0.160 0.191 0.220 0.249 0.277 0.303 
Expected number of transitions from state i to state j 
N1 1  0.400 0.580 0 . 9 B  1.271 1'.543 1 .a14 2.070 2.317 2.555 2.784 3 . 0 4  
N12 3.400 0.680 0.988 1 .271 1 .548 1.814 2.070 2.317 2.555 2.784 3.924 
N13 0 . 3 . 0 . 0 . 0 . 0 . 0 . 0 . 0 . 0 . 0 .  
N21 0.160 0.496 0.754 1 .026 1 .279 1 .5Z7 1.764 1 .392 2.213 2.425 2 . 6 3  
N22 0.020 0.062 0.094 0.12d 0.160 0.191 0.220 0.249 0.277 0.303 0.329 
N23 0.020 0 .Oh2 0.094 0.1 28 0.1 60 0.191 0.220 0.249 0.277 0.733 0.329 
Ezpected times in state 1, 2, or 3 
T ( 1 )  3.3U.l 1 .360 1 .976 2.542 3.097 3.527 4 .I413 4.6-34 5 -139 5.567 6 .W9 
T ( 2 )  0.200 0.620 0.942 1 .282 1 .599 1 .gCB 2.205 2.391 2.760 3.031 3.2'37 
T ( 3 )  0. 3.323 0.932 3.176 0.304 0.464 0.657 0.876 1 .I27 1 .401 1 .704 
Table 2. Constant transition probabilities: low recovery and 
mortality rates. 
Time unit 
V a r i a b l e  1  2  3 4 5 6 7  8  9 1 0  1 1  
Transition probabilities from state i to state j 
Probabilities of being in state 1, 2, or 3 
p ( l )  d.900 0.421 0.266 0.199 0.165 0.145 0.131 0.120 0.110 0.101 0.092 
p ( 2 )  3.2W 0.560 0.653 0.659 0.627 0.584 0.5@ 0.498 0.459 0.421 0.337 
p  ( 3 )  0 .  3 . 0 0  0.076 U.142 3 . 2 3  0.270 0.329 0.383 0.433 3.178 0.521 
Expected number of tmnsitions from state i to state j 
Ezpected times in state 1, 2, or 3 
Table Constant transition probabilities: high mortality rates. 
Time u n i t  
V a r i a b l e  1 2 3 4 5 6 7  8 9 10 1 1  
- - 
Transition probabil i t ies  from s ta te  i t o  stage j 
Probabil i t ies  o f  being i n  s t a t e  1, 2, or 3 
p ( l )  0 . 8 0  0.420 0.252 d.151 0.091 0.054 0.033 0.020 0.012 0 . 0 7  0.004 
p ( 2 )  0.200 0.420 0.252 0.151 0.091 0.054 0.033 0.320 0.012 0.93' 0.504 
p ( 3 )  0 .  0.160 0.496 0.698 0.819 0.991 0 . 9 5  0.961 0.976 0.9% 0.992 
Expected number o f  t rans i t ions  from s ta te  i t o  s t a t e  j 
N1l C.403 0.61'3 0.736 0.812 0.857 0.884 0.901 0.910 0.916 0.920 0.922 
N1 2 0.403 0.610 0.736 0.912 0.857 0.884 0.901 0.910 0.916 0.920 0.922 N 1 3  0 . 0 . 0 . 0 . 0 . 0 . 0 . 0 . 0 . 0 . 0 .  N 2 1 3.020 0.062 0.087 0.102 0.111 0.117 0.120 0.122 0.123 0.124 0.124 N 2 2 0.020 0.062 0.037 0.102 0.111 0.117 0.120 0.122 0.123 0.124 0.124 
N23 0.160 0.496 0.698 0.819 0.991 0 . 9 3  0.951 0.976 0.986 0.992 0.995 
Expected times i n  s t a t e  1, 2, or 3 
T ( 1 )  0 . 3 0  1.223 1 .472 1.523 1 .714 1 .763 1 .801 1 .821 1 .832 1 .839 1 .844 
T ( 2 )  0.2% 0.620 0.872 1 .a23 1 .I14 1 .I68 1.201 1 .221 1 .232 1 .239 1 .244 
T ( 3 )  0 .  0.160 0.656 1 .354 2.172 3.063 3.998 4.959 5.975 6.921 7.913 
Table 4. Changing transition probabilities: increasing morbidity 
rates and high mortality rates. 
Time u n i t  
V a r l a b l e  1 2 3 4 5 6 7  8 9 1 0  1 1  
Transition probabil i t ies  from s ta t e  i t o  stage j 
'1 1 0.500 O.5W 0.403 0.403 0 . 3 0  0.30'2 0.203 0.200 0 . 1 0  0.100 0.1W 
'1 2 0 . 5 0  0.500 0.600 0.6CO 0 . 7 0  0.703 0 . 8 0  0 . 8 0  0.9W 0.9W 0.9W 
'1 3 0 . 0 . 0 . 0 . 0 . 0 . 0 . 0 . 0 . 0 . 0 .  
'21 0.100 0.100 0.130 0.100 0.100 0.100 0.llX) 0.100 0.130 0.103 0.liK) 
'2 2 0.100 O.l(X, 0.1X) 0.1m 0.130 0.100 0.100 0.130 0.1m 0.100 0.1m 
'23 G.9W 0.803 0.802 0 . 8 0  0.SW 0.803 0 . 3 0  0 . 8 0  0 . 8 0  0 . 9 0  0.8CO 
'31 0 . d . 0 . 0 . 0 . 0 . 0 . 3 . 0 . 0 . 0 .  
'32 0 . 0 . 3 . 3 . 3 . 0 . 0 . 0 . 0 . 0 . 0 .  
'33 1 .a00 1 .m 1 .000 1 .om 1 .om 1 .m 1.300 1 .m 1 .m 1 .m 1 .m 
Probabil i t ies  o f  being i n  s t a t e  1, 2, or 3 
p ( 1 )  0.8W 0.420 0.210 0.113 0.050 0.024 0.509 0.004 0.001 0.001 0.030 
p ( 2 )  0.200 0.423 0.294 0.155 0.095 0.044 0.024 0.010 0.035 0.1N2 0.001 
p ( 3 )  0 .  3.160 0.496 0.731 0.956 0.931 0.967 0.9% 0.994 0.998 0.999 
Expected number o f  t rans i t ions  from s ta te  i t o  s ta te  j 
N 1 l  ~ 4 0 3  0 -610 3.594 0 -739 3.754 d.762 d.763 0.764 0.764 0.764 0.764 
N1 2 0.400 0.610 0.736 d.804 0.839 0.856 0.863 0.867 0.8@ 0.868 0.869 N 1 3  0 . 0 . 0 . 0 . 0 . 0 . 0 . 0 . 0 . 0 . 0 .  N 21  0.020 0.062 0.091 0.107 0.116 0.121 0.123 0.124 0.125 0.125 0.125 
N22 0.023 0.062 0.031 0.137 0.116 0.121 0.123 0.124 0.125 3.125 0.125 
N23 3.160 0.496 0.731 3.856 0.931 0.967 0.986 0.994 0.958 0.599 1 .KO 
Expected times i n  s t a t e  1, 2, or 3 
~ ( 1 )  0.803 1 .223 1 .4W 1 .543 1 .533 1 .617 1 .627 1 .631 1.532 1 .633 1 .633 
T ( 2 )  0.200 0 . 6 a  3.914 1 .069 1 .I64 1 .209 1 .232 1 .242 1 .247 1.249 1 .250 
T ( 3 )  0 .  0.160 0.656 1 . 3 7  2.243 3.174 4.141 5.127 6.121 7.118 8.117 
Table 5. Changing transition probabilities: increasing morbidity 
rates and low recovery and mortality rates. 
Time unit  
Variable 1 2 3 4 5 6 7 8 9 10 11 
Transition probabilities from s ta te  i t o  s ta te  j 
Probabilities of being i n  s ta te  1, 2, or 3 
Expected nwnbsr of transit ions from s ta te  i t o  s ta te  j 
Expected times i n  s ta te  1, 2, or 3 
Table 6. Changing transition probabilities: increasing morbidity 
and mortality rates. 
Tine unit  
Variable 1 2 3 4 5 6 7 8 9 10 11 
Transition probabilities from s ta te  i t o  s ta te  j 
Probabilities of being i n  state 1, 2, or 3 
Expected nwnber of transit ions from s ta te  i t o  s ta te  j 
Expected times i n  s ta te  1, 2, or 3 
T (1)  0.503 1 .jX) 1 .749 2.1 19 2.365 2.570 2.682 2.768 2.803 2.827 2 . 8 3  
T(2) 0.230 O . 6 a  1 .04C 1.377 1.704 1.942 2.1 53 2.285 2.3d9 2.441 2.473 
T ( 3 )  3. 0.040 0.212 0.504 0.931 1 2.165 2.947 3.d03 4.732 5.692 
APPENDIX A: The Proof o f  Theorem 1 
I n  o r d e r  t o  c a l c u l a t e  t h e  v a l u e  of  N ( t ) ,  c o n s i d e r  t h e  i j  
inc rement  o f  t h e  N i j ( t )  a t  an  a r b i t r a r y  moment i n  t i m e  t:  
I t  i s  n o t  d i f f i c u l t  t o  see t h a t  f o r  A N i j ( t )  t h e  f o l l o w i n g  
e q u a l i t y  i s  t r u e  
A N i j  ( t)  = I [ y ( t - l ) = i ]  I [ y ( t ) = j ]  
where by I(-) w e  d e n o t e  t h e  i n d i c a t o r  o f  random e v e n t  ( 0 ) .  
L e t  F be t h e  h i s t C o r y  o f  t h e  p r o c e s s  y ( t )  up t o  t i m e  t. t 
The c o n d i t i o n a l  ma themat ica l  e x p e c t a t i o n  of  A N i j  ( t )  g i v e n  Ft-l 
may be w r i t t e n  a s  f o l l o w s  
The f a c t  t h a t  t h e  i n d i c a t o r  I [ y ( t - l ) = i l  i s  measurable  w i t h  res- 
p e c t  t o  Ft-, was used h e r e .  Using t h e  d e f i n i t i o n  o f  A N i j ( t )  w e  
c a n  r e p r e s e n t  t h e  e x p e c t e d  number o f  t r a n s i t i o n s  Nij (t) w i t h  
t h e  h e l p  o f  t h e  f o l l o w i n g  e x p r e s s i o n  
Taking t h e  m a t h e m a t i c a l  e x p e c t a t i o n  from b o t h  p a r t s  o f  e q u a t i o n  
( ~ . 1 )  w e  g e t  
E A N i j  (t)  = P i ( t - I )  P . .  1 3 ( t)  
and c o n s e q u e n t l y  from ( A .  2 )  
where p r o b a b i l i t i e s  P i ( k ) ,  k=0 ,1 ,2 ,  ..., may b e  r e c e i v e d  from 
t h e  d i s c r e t e  t i m e  ~ o l m o ~ o r o v  e q u a t i o n  
Al.  The Expected Number E n t e r i n g  S t a t e  j 
L e t  N .  ( t )  b e  t h e  number of p r o c e s s  y  (t)  t r a n s i t i o n s  from 3 
a r b i t r a r y  s t a t e s  t o  s t a t e  j. The e x p e c t e d  number of t h e s e  
t r a n s i t i o n s  N. (t)  = E N .  ( t)  may be  found from t h e  e v i d e n t  re- 
3 3 
l a t i o n s  
and c o n s e q u e n t l y  
A2. The Expected Number Depar t ing  from S t a t e  i 
i Denote by N ( t )  t h e  number o f  t r a n s i t i o n s  from s t a t e  i t o  
an a r b i t r a r y  s t a t e .  The expec ted  number o f  t h e s e  t r a n s i t i o n s  
-3. N ( t )  is g i v e n  by t h e  formula  
which c a n  be  o b t a i n e d  e a s i l y  by summing b o t h  p a r t s  o f  t h e  
e q u a t i o n  (1 .4 )  o v e r  j .  
A3. Some G e n e r a l i z a t i o n s  
Some g e n e r a l i z a t i o n s  o f  t h e s e  fo rmulas  f o r  t h e  e x p e c t e d  
number o f  t r a n s i t i o n s  are r e l a t e d  t o  t h e  t r a n s i t i o n s  from sane 
se t  o f  s ta tes  t o  a n o t h e r  s e t  o f  s t a t e s .  Assume t h a t  we are 
i n t e r e s t e d  i n  t h e  e x p e c t e d  number o f  t r a n s i t i o n s  from t h e  
set  o f  states A t o  t h e  set  o f  s ta tes  B ,  A fl B # 4 ,  d u r i n g  
t h e  t ime  i n t e r v a l  [ O , t ]  . Denote t h i s  v a r i a b l e  by %A,B ( t)  .
Using t h e  e q u a t i o n  ( A .  4 )  one can  e a s i l y  g e t  
Denote by Q(t)  t h e  e x p e c t e d  number o f  t h e  t r a n s i t i o n s  o f  t h e  
p r o c e s s  y ( t )  from any a r b i t r a r y  s t a t e  t o  t h e  se t  o f  s ta tes  B 
d u r i n g  t h e  t i m e  i n t e r v a l  [ O , t ]  . I t  i s  n o t  d i f f i c u l t  t o  g e t  
from (A.5) t h e  f o l l o w i n g  e x p r e s s i o n :  
I n  t h e  same way, i f  G A ( t )  d e n o t e s  t h e  number o f  t r a n s i t i o n s  
from t h e  se t  o f  t h e  s t a t e s  A t o  any a r b i t r a r y  s t a t e ,  from 
(A.6) one c a n  e a s i l y  g e t  
G A ( t )  = 1 1 1 P i ( k - l ) P i j  ( k )  
iEA j F A  k=l 
APPENDIX B: The P roo f  o f  Theorem 2 
C o n s i d e r  t h e  s e q u e n c e  o f  t h e  d i v i s i o n s  o f  t h e  t i m e  i n t e r -  
v a l  [ O , t ]  . 
h h h  h  A t h  = t h h  -t 1 O = t O t  t l t  t Z t .  *. th = t t k k - l =  ;Fi ' h = I t 2  ... 
Accord ing  t o  t.he d e f i n i t i o n  o f  t h e  t r a n s i t i o n  i n t e n s i t i e s  l e t  
h  
g i  j ( t )  b e  t h e  p r o b a b i l i t y  o f  b e i n g  i n  s t a t e  j a t  t i m e  moment tk h g i v e n  t h a t  y ( t )  was i n  t h e  s t a t e  i a t  t i m e  moment tk - Then 
i f  t h e  t i m e  i n t e r v a l  At :  i s  s m a l l  enough.  
h  Denote by y  ( k )  t h e  d i s c r e t e  t i m e  Markov c h a i n  which  
h  is  g e n e r a t e d  by t h e  c o n t i n u o u s  t i m e  p r o c e s s  y ( t )  a t  t i m e  tkt  
k=O,l  ... h .  The t r a n s i t i o n  p r o b a b i l i t i e s  f o r  t h e  d i s c r e t e  t i m e  
h p r o c e s s  y ( k )  are g i v e n  by t h e  e x p r e s s i o n s  ( B . 1 )  W e  w i l l  
d e n o t e  w i t h  i n d e x  h  t h e  v a r i a b l e s  which a r e  c o n c e r n e d  w i t h  
h  
t h e  d i s c r e t e  t i m e  Markov c h a i n  y  ( t ) .  Thus, f o r  t h e  e x p e c t e d  
number o f  e v e n t s  N:~  ( t ) ,  w e  have a c c o r d i n g  t o  t h e  formula  ( 1 )  
Tending ~t~ t o  z e r o  and u s i n g  t h e  e q u a l i t i e s  ( B .  1 )  w e  g e t  
- - 
Oenote a s  b e f o r e  by N.  . (t) , Ni (t) , f j  (t) 1 (t) 1 NAB ( t)  , gB(t)  I 
-A 1 3  N ( t )  , t h e  v a r i a b l e s  hav ing  t h e  same s e n s e  a s  i n  d i s c r e t e  t i m e  
and r e f e r r i n g  t o  t h e  c o n t i n u o u s  t i m e  p r o c e s s e s  y ( t ) .  
h  
I t  i s  c l e a r  from t h e  d e f i n i t i o n  of  t h e  Markov c h a i n  y  ( k )  
t h a t  t h e  f o l l o w i n g  i n e q u a l i t y  i s  t r u e  f o r  any t 2 0: 
Moreover, when h  t e n d s  t o  i n f i n i t y ,  ~l~ ( t )  s t e a d i l y  t e n d s  t o  
N i j ( t ) .  Changing t h e  o r d e r s  o f  t h e  l i m i t s  and t h e  mathemat ica l  
e x p e c t a t i o n  on t h e  l e f t - h a n d  s i d e  o f  t h e  formula  ( B . 2 )  we g e t  
APPENDIX C:  The Proof of Theorem 3 
Cons ide r  t h e  e x p r e s s i o n  f o r  t h e  p r o d u c t  pi ( t )  * p k m  ( t)  i n  
d i s c r e t e  t i m e .  According t o  t h e  d e f i n i t i o n  o f  t h e s e  p r o c e s s e s  
'i j  ( t )  , i t  j = n ,  g i v e n  by t h e  e x p r e s s i o n  (1 5 )  , w e  have t h a t  
Taking t h e  mathemat ica l  e x p e c t a t i o n  from b o t h  p a r t s  of  t h i s  
e q u a l i t y ,  we receive t h e  sum o f  t h e  f o u r  addendurns on t h e  
r i g h t - h a n d  s i d e .  The v a l u e s  of  each  o f  t h e s e  a r e  t h e n  c a l -  
c u l a t e d  s e p a r a t e l y .  
Note t h a t  t h e  p r o d u c t  Ni ( t )  N (t)  may be r e w r i t t e n  km 
i n  a n o t h e r  way 
F i r s t ,  c o n s i d e r  t h e  mathemat ica l  e x p e c t a t i o n  from t h e  f i r s t  
i t e m  o f  t h e  r i g h t - h a n d  s i d e  o f  t h e  e q u a t i o n  f o r  Ni ( t)  Nkm ( t )  
where P k m ( s )  d e n o t e s  t h e  t r a n s i t i o n  p r o b a b i l i t y  f o r  one s t e p  
from t h e  s t a t e  k  a t  t i m e  s-1 t o  t h e  s t a t e  m a t  t i m e  s ( a n o t h e r  
n o t a t i o n  may be  P k m ( s - 1 , s ) .  Now l e t  us  f i n d  t h e  e x p r e s s i o n  
f o r  
W e  have 
Using t h e  Markovian p r o p e r t y  o f  t h e  p r o c e s s  y  ( t )  w e  g e t  from 
( C .  1) 
Thus 
j N ~ ~ ( ~ - ~ ) A N ~ ~ ( I )  = 1 1 p i ( l - l ) p i j ( l ) p  ( l , s - l ) p k m ( s )  I s-l s = l  1 = 1  jk 
Making s i m i l a r  c a l c u l a t i o n s ,  we d e r i v e  t h e  mathematical  expec- 
t a t i o n  of t h e  second component 
t ak ing  i n t o  account  t h a t  E A N i j  ( t ) ~ N ~ , ( t ) ]  1 
where 6 i j , k m  i s  t h e  Kronecker ' s  symbol 
1 i f  i = k ,  j=m 
'ijmkrn = { 
0 i n  o t h e r  c a s e s  
t h e  exp res s ion  f o r  t h e  expected va lue  of  t h e  produc t  N i j ( t ) N k m ( t )  
becomes 
The product Ni (t) 1 Ik (s- 1 ) Pkm (s) may be rewritten as follows 
s= 1 
Taking the mathematical expectation from both parts of equality 
( c .  5)  and using the expression (C. 2)  for E [Nij (1-1) Ik (1-1) 1 we 
get 
Making the slmllar calculations we can set for 
the following expression: 
The product Ii (s-1) Pij (s) 1 Ik(s-1 Pk,(s) may be rewritten 
s=l s= 1 
as follows: 
Taking the mathematical expectation from both parts of this 
equality and taking into account the Markovian property of 
the process y(t), we get from (C.8) 
Summarizing the expressions (C. 4) , (C. 6 )  , (C. 7) , and (C.  911 
it is not difficult to get the assertion of theorem 3. 
APPENDIX D: The Proof of  Theorem 4 
L e t  y ( t )  be t h e  c o n t i n u o u s  t i m e  Markov p r o c e s s  w i t h  t h e  
t r a n s i t i o n  i n t e n s i t y  m a t r i x  [ q i j  (t) I i j=m. A s  i n  Appendix 
h 
B w e  w i l l  u s e  t h e  a u x i l i a r y  Markov c h a i n  y ( k )  which i s  gene- 
h 
r a t e d  by t h e  p r o c e s s  y ( t)  a t  t i m e  to,  t:. . . . t k  = t. w i t h  t h e  
h - ~  
one s t e p  t r a n s i t i o n  p r o b a b i l i t i e s  Pi ( t k - l  .tn) i j .  L e t  
h - 
p i  ( t)  i, 1 N be t h e  p r o c e s s e s  which c o r r e s p o n d  t o  t h e  
h Markov c h a i n  y ( k )  i n  accordance  w i t h  Appendix B .  
The ana logue  of  t h e  e x p r e s s i o n  ( C . l )  i s  t h e  formula  
h h h h 
U i j  ( t ) p k m ( t )  = N . .  1 7 ( t ) N k r n ( t )  
h 
where 1: (t:-l) i s  t h e  i n d i c a t o r  o f  t h e  e v e n t  {y ( s - 1 )  = k )  
h  I t  i s  n o t  d i f f i c u l t  t o  p r o v e  t h a t  t h e  p r o d u c t  p i ( t ) p Z m ( t )  
t e n d s  t o  t h e  p r o d u c t  p i j  ( t ) p k m ( t )  when h  t e n d s  t o  i n f i n i t y  where 
t h e  p r o c e s s e s  p i j  (t)  a r e  d e f i n e d  by t h e  formula  ( 1 8 ) .  The mathe- 
m a t i c a l  e x p e c t a t i o n  E [p:j (t) p Z m ( t )  1 t e n d s  a l s o  t o  t h e  E [ p .  . ( t ) p h ( t )  1 1 3  
T h e r e f o r e  it i s  n e c e s s a r y  t o  f i n d  t h e  c o r r e s p o n d i n g  e x p r e s s i o n s  
f o r  t h e  r i g h t - h a n d  s i d e  i n  (D . l )  and p a s s  t o  t h e  l i m i t  when h  
t e n d s  t o  i n f i n i t y .  Cons ide r  a t  t h e  b e g i n n i n g  t h e  f i r s t  addendum 
o f  t h e  r i g h t - h a n d  s i d e  o f  ( D .  1 )  . Remembering t h e  formula  (c.4 ) 
f o r  t h e  d i s c r e t e - t i m e  c a s e  w e  can  e a s i l y  w r i t e  
Tending t h e  v a l u e  o f  n t h  t o  z e r o  o r  t h e  same h  t o  i n f i n i t y  
and n o t i n g  t h a t  t h e  change o f  t h e  o p e r a t i o n s  l e a d s  t o  t h e  l i m i t  
w i t h  r e s p e c t  t o  h  and t a k i n g  t h e  mathemat ica l  expectation on t h e  
l e f t - h a n d  s i d e  o f  t h e  formula  ( D .  2 ) ,  a s  i n  Appendix B,  one g e t s  
t s  N i j ( t ) N k m ( t )  = I I P i ( u ) P  ( u ~ s ) q - . ( u ) q ~ ~  
1 0 0  jk  (s)  duds 1 3  
t s  + I I Pk ( " )Pmi(uIs )qkm(u)q i j  (s)  duds 
0 0 
I n  a  s i m i l a r  way, w e  c a n  g e t  t h e  f o l l o w i n g  con t inuous  t i m e  
a n a l o g s  of  e x p r e s s i o n s  f o r  t h e  d i s c r e t e  t i m e  p r o c e s s e s :  
The probabilities Pki(u,s) in these formulas satisfy the following 
Kolmogorov equations 
Collecting these expressions we get theorem 4. 
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