In order to correct for the effect of saturation on photometric measurements of meteors, we have developed a numerical model for saturation and apply it to data gathered using two generation III image intensified video systems on two nights (2008 October 31 and 2008 November 6). The two cameras were pointed in the same direction, and the aperture of one camera was set two stops below the aperture of the other. With these conditions, some meteors saturated one camera but not the other (group I); some saturated both cameras (group II); and some did not saturate either of them (group III). A model of meteor saturation has been developed which uses the image background value, angular meteor speed and the lateral width of the meteor image to simulate the true and saturated light curve of meteors. For group I meteors, we computed a saturation correction and applied it to the saturated light curve. We then compared the corrected saturated curve to the unsaturated curve from the other camera to validate the model. For group II meteors, a saturation correction is calculated and applied to both observed light curves, which have different degrees of saturation, and the corrected curves are compared. We collected 516 meteors, of which 30 were of group I, and seven of group II. For meteors in group I, an average residual of less than 0.4 mag was found between the observed unsaturated light curve and the model-corrected saturated light curve. For meteors in group II, the average residual between the two corrected light curves was 0.3 mag. For our data, the saturation correction goes from 0.5 to 1.9 mag for meteors in group I, and 1.2 to 2.5 mag for meteors in group II. Based on the agreement between the observed and modelled light curves (less than 0.4 mag over all meteors of all groups), we conclude that our model for saturation correction is valid. It can be used to extract the true luminosity of a saturated meteor, which is necessary to calculate photometric mass. Our model also demonstrates that fixed corrections to saturated meteor photometry, not accounting for background levels or angular velocities, do introduce significant error to meteor photometric analyses.
the idea of a meteoroid as a conglomerate of tiny grains began to emerge. Differential deceleration (inferred from the presence of wake), irregularities in light curves and shorter trail lengths further supported the idea that meteoroids are conglomerates of tiny grains.
However, Super-Schmidt cameras are restricted to meteors brighter than a magnitude of +3. A complete understanding of the physical structure of meteoroids and how they ablate can only be obtained by extending optical techniques to fainter meteors. This became possible with the introduction of low-light-level electrooptical techniques in the 1960s, modern versions of which have limiting magnitudes from +6 to +9 (cf. Hawkes & Jones 1986) .
The sensitivity of image intensified video is much greater than photographic film, but it has drawbacks. TV systems typically have much lower resolution than photographic film, resulting in larger errors in computed trajectories and orbits. Photometry is also more difficult: video is typically digitized as 8-bit grey-scale images, meaning each pixel can have a value from 0 to 255. A pixel saturates when too many photoelectrons are collected on one pixel, exceeding its full well capacity (Howell 2000) . When this happens, blooming can occur as the image of a bright object spills on to neighbouring pixels, but the maximum pixel value is truncated at 255. The cross-section of an unsaturated meteor is generally assumed to be Gaussian, but a saturated meteor is clipped above a pixel intensity of 253 ADU. In general, the brightness of a meteor which saturates a CCD detector will be underestimated due to the clipping. This will also cause the photometric mass to be underestimated.
The mass distribution index of meteoroids is important when estimating the hazard to spacecraft. Mass distribution indices of sporadic meteors can be calculated by plotting the distribution of masses of observed meteors (e.g. Hawkes & Jones 1975 , who found s = 2.02 ± 0.04 for TV meteors), or by counting the number of meteors observed with different limiting magnitudes (Clifton 1973 , s = 2.26; Cook et al. 1980 , s = 2.33). These two techniques have produced significantly different values for the mass distribution, and part of the difference may be due to saturation effects in mass calculations.
Density is an important property of meteoroids since it can help to determine their physical characteristics, particularly composition and structure. Because the photometric mass of a meteoroid is involved in the computation of its density, accurate photometric masses are critical to determining the density of the meteoroid. If the saturation correction is not applied for bright, saturated meteors, the photometric mass will be underestimated and the density derived will tend to be overestimated. Swift, Suggs & Cooke (2004) developed a program, METEOR44, to determine the unique saturation correction for a particular camera/lens set. In their setup, an artificial, fixed star of variable brightness is created in the laboratory using a turning wheel with a neutral density filter of varying density. Standard photometric routines are used to determine the magnitude of this artificial star and a powerlaw function is applied to fit the magnitude versus filter transparency. This power law can then be used to find the true magnitude of a meteor. Swift et al. (2004) applied this technique to one night of observations during the 2001 Leonid storm. The masses thus obtained were shown to be significantly different from those obtained with no saturation correction. The advantage of this technique is that a large dynamic range of brightnesses/saturation corrections can be measured under controlled conditions. The main difficulty with this method is that it is time consuming to set up (unless a dedicated lab setup is maintained), and must be redone each time the camera or intensifier settings are changed. Furthermore, the method uses only a point source in the calibration; most meteors have significant angular velocity and the spread of the meteor across the detector is not taken into account. Extended sources are also difficult to accurately replicate in the laboratory.
In this work, we will instead model the response of an image intensified video instrument, taking into account the angular speed of the meteor, the background of the image and the width of the meteor. The goal is to correct the clipped profile of a saturated meteor to account for the light which is missed. The model will be tested against actual meteor data taken with image intensified video cameras.
O B S E RVAT I O N S A N D E Q U I P M E N T
Data were collected on two nights: 2008 October 31 and 2008 November 6 from 04:00 to 10:00 UTC. Third generation (Gen III) ITT NiteMate microchannel plate image intensifiers with 18 mm GaAs detectors were used (for technical details about these Gen III intensifiers, see Hawkes et al. 2001 ). These were lens coupled to Cohu 4910 series video CCD cameras, which are high performance, relatively sensitive, monochrome CCD cameras with analogue output (Hawkes et al. 2001) . We used two of these systems, identified as T and Q, on each of which a 25-mm Fujinon f/0.85 lens was used as the objective.
Gen III intensifiers are similar to Gen II, in that they are less susceptible to blooming than first generation intensifiers when imaging bright point objects. The main improvement over previous generations is tube lifetime, sensitivity at longer wavelengths and the elimination of persistence from one video frame to another, making it possible to accurately measure the light from the meteor in each frame.
The observations took place at Elginfield, Ontario, Canada (43
• 11 58 N, 81
• 18 90 W), near London, Ontario. The two cameras, T and Q, had a common pointing direction of 42
• altitude and 181
• astronomical azimuth. Since no major showers were active, a convenient direction was chosen which was easily found with both cameras, since they had to be pointed identically. The 8-bit, 640 × 480 pixel images were streamed directly to computer at the standard NTSC rate of 30 interlaced frames per second. No compression routines were involved in the storage of the image data. Individual de-interlaced fields (60 s −1 ) were used in this work (see also Hawkes et al. 2001) .
The field of view of each system was 34.4
• × 24.9
• , producing a resolution of 0.05
• per pixel (3.1 arcmin per pixel). For a meteor occurring at an altitude of 100 km, one pixel represents 94 m. The limiting stellar magnitude of each video camera system was between +7.5 to +8 with the lens iris fully opened.
DATA A N D R E D U C T I O N
At the beginning of each night of observations, we set the gain of each camera (T and Q) identically. The f-stop on each of them was set to f/0.85 and the cameras were identically focused. Line profiles of pixel brightness across images produced by each camera were compared in real time to verify that the background was the same, so that the two cameras would have identical detection probabilities. On the first night, the gain of both cameras was set so that the background was 50 ADU; on the second night, in order to obtain more background stars for calibration on camera Q, we increased the gain on both cameras so that the background was 70 ADU.
To collect data for this saturation study, the lens aperture on camera Q was reduced two stops, to f/2, decreasing sensitivity by a factor of 4. With this arrangement, a very bright meteor which saturated camera T might not saturate camera Q. Our approach is to collect meteors where the light curve can be found with no saturation correction from the camera Q observation, and this can be used to correct the saturated part of the light curve from the camera T data. This will then be compared to the predicted correction from the saturation model. As well, we will examine a smaller number of common events saturated on both cameras (but to different degrees) and apply model corrections to both cameras to check for agreement.
On the first night of observations (2008 October 31) we collected 256 meteors, and on the second night (2008 November 06) 260 meteors were captured. The value of each pixel within a meteor trail determined whether or not a particular meteor was considered saturated. Since our system generates 8-bit images, any pixel with a value of 255 is saturated; but analysis showed that saturation in our system occurs sooner, at pixel values of 253, because of the digitization process. In Figs 1, 3 and 4, all pixels with values greater than 253 appear in solid grey to clearly discriminate them from unsaturated pixels. Based on the saturation data, we sorted the meteors into three different groupings. The first group consisted of all the meteors that saturated camera T and did not saturate camera Q (Figs 1 and 2): there were 30 meteors in this group. The second group (seven meteors) were very bright meteors which saturated both cameras T and Q (Figs 3 and 4) . The third group contains all the faint meteors which did not saturate either of the cameras. Group III contained 479 meteors, or nearly 93 per cent of the sample. This shows that most light curves collected with these cameras do not require saturation corrections: this work affects only the brightest meteors. The fraction of bright meteors will be higher during showers, which tend to have more large particles, so typical shower data would have a greater fraction of affected meteors. We should note, however, that the brighter meteors often penetrate deeper and show more deceleration so are more frequently used in physical studies requiring such data.
We were particularly interested in meteors belonging to groups I and II. In the case of group I, we can correct the saturated light curve from camera T with the model, and compare the result with the unsaturated light curve from camera Q to verify that the model correction is valid. For group II, where both cameras were saturated, we can correct both light curves with the model and confirm that the results are consistent.
We used standard routines for the meteor photometry. For both groups I and II meteors, each frame is flat fielded, and the photometric magnitude of the meteor is computed by calibrating the log-sum-pixel of the meteor with those of surrounding stars (cf. Hawkes et al. 2001; Hawkes 2002) . The log-sum-pixel of each star is calculated by taking a disc covering the whole star and a surrounding ring representing the background. The median value of pixels in the ring is subtracted from the disc (taking into account pixel areas), and the instrumental magnitude of the star is computed as the logarithm of the sum of the pixel intensities in the disc: these are compared to catalogue V magnitudes (from SKY2000v4, Myers et al. 2001 ) with a linear fit to obtain the calibration. The linear fit has a fixed slope of unity, and the offset of the line gives the calibration of the system. A typical error of 0.1-0.3 mag is found for each star. At fainter magnitudes, this error is dominated by counting statistics and shot noise in the intensifier. At brighter magnitudes, the error is primarily due to uncertainty in the photometric calibration. Photometric measurement errors are determined using standard error techniques, where the standard deviation of the photon count is governed by Poisson statistics. This gives an error in the photometric magnitude of 2.5/ √ N (where N is the pixel intensity sum, proportional to the number of photons), to which the error from the photometric calibration is added. The light curves are kept in apparent, rather than absolute, magnitudes, since the range to the two cameras is identical.
As an example, the light curve of meteor 20081031-093850, a group I member which occurred on 2008 October 31 at 09:38:50 UTC, is shown in Fig. 5 . The saturated light curve from Camera T has a peak magnitude of +2.3 ± 0.3, while the unsaturated light curve from camera Q has a peak magnitude of +1.5 ± 0.3. A maximum correction of 0.8 mag, added to the saturated light curve, is needed to make the two curves agree. Meteor 20081106-081528 shows a difference of 0.9 mag at peak magnitude between the saturated light curve from camera T and the unsaturated light curve from camera Q (Fig. 6 ). For this meteor, saturation occurs at a magnitude of about +2.8: from frame 27 to 38 the saturated light curve shows a plateau which is not seen in the unsaturated curve. Table 1 gives the relevant information for the 30 meteors of group I for which we apply model corrections.
S AT U R AT I O N C O R R E C T I O N M O D E L
When the individual frames of an unsaturated meteor are studied, we find that their transverse cross-sections have a Gaussian profile. This is consistent with the fact that a point source will have a Gaussian point spread function (PSF) and a meteor can be treated as a moving point source. In this work, we develop a new numerical model to correct the effects of saturation in bright meteor images. We will test the model using data from our specific Gen III image intensifiers coupled to video rate CCD cameras, but the approach is general and can be applied to most camera (except all-sky images since, with these systems, the meteor overhead appears much bigger than the one near the horizon).
Our frame-grabbers (based on the Brooktree 878 chipset) produce NTSC resolution images in an 8-bit YUV colour-space. Y (the luma component, as opposed to UV which are the chroma components) is defined in the interval 16-235, however our specific frame grabbers allow the range 16-253. Pixel intensities greater than 253 ADU are clipped to 253, which means that any photometric measurements of clipped meteors will be underestimates.
The saturation correction has two components: one generates artificial meteor images by smearing out a Gaussian profile to mimic a recorded meteor, and the other is a model which calculates the correction term to be applied to these synthetic events because of saturation. We can test the model on the data collected: the artificial meteors are used to explore how the correction is influenced by the input parameters, outside the range of the collected data.
Synthetic light curve
To make light curves for testing, we use three principal inputs: the meteor angular speed (in pixels s −1 ), the meteor width and the image background. Knowing the field rate of our camera, we determined the meteor angular speed by measuring the distance the meteor travelled in one field multiplied by the field rate. The entire image background is given by the average pixel intensity of the image background. The Gaussian standard deviation (width, σ ) of the meteor is estimated to be approximately one pixel. From other studies (Kaiser, Brown & Hawkes 2004 ) optical trail width is less than ∼10 m, much smaller than one pixel. In our simulated data, the background has a constant value, so the position of the meteor in the field is unimportant.
Our simulator uses each field (field being a de-interlaced frame and having a rate twice the frame rate, in our case 60 fields s −1 ). The image size is set by default to 640 × 480 pixels, the same as our recorded data. The time step for sliding the point source in the computation is set by default to 0.0001 s and the frame rate to 60 000/1001 s (60 fields s −1 ). The time step of 0.0001 is chosen to provide enough steps to make the simulated trail smooth. The bit depth of images created was 8 bits and the Gaussian sigma was 1 pixel, to match the measured meteor widths.
At the beginning of the computation, an image 640 × 480 pixels with the background value is created and a synthetic meteor starts at the position (x, y) = (50, 50) on the first field. This particular position is near the top left-hand corner of the image; the direction of the meteor is set to −20
• (going towards the bottom right-hand corner) to ensure that the entire meteor will remain inside the image for our range of required model angular speeds. The exact position and direction of motion is arbitrary.
To ensure that the change in meteor brightness with time were not missed, we choose an arbitrary function to simulate a light curve (Fig. 7) . In our model, the function we chose is given by the 
Note. Max saturated (observed): the brightest mag among all saturated photometrically measured points on the meteor light curve; Max unsaturated (observed): the brightest point among all unsaturated points; Max deviation at peak correction: deviation between the observed apparent magnitude and the modelled corrected magnitude (the average deviation is smaller); Peak correction: the largest correction applied to the saturated light curve by the model correction.
expression (1). Any smooth shape that covers the desired dynamic range can be used.
The function gives the magnitude of the simulated meteor as a function of time t (for t = 0, the magnitude value is 7, close to the faintest magnitude found in real light curves given by our Gen III cameras).
The total intensity (sum of all meteor pixels in one field) is calculated from the magnitude using equation (2) where M is the uncalibrated magnitude (equal to M minus the appropriate stellar calibration offset for this camera).
At each time step to the end of the field exposure, we draw a Gaussian whose amplitude A is given by (3) and spread the total intensity over a 10 pixel radius of the per-step meteor position using (4) where P is the ADU pixel value at the distance r. We choose 10 pixels, as the numerical values this far from the centre using our Gaussian expression become negligible. The position is then updated at each step and the process repeated. Because of the small width, there is little change in pixel value beyond a few pixels. When the frame is complete, the pixels are clipped to 253, to mimic the real data. See Fig. 8 for the algorithm:
Numerical saturation model
The saturation model can now be applied to the simulated data to investigate the effects of the input parameters on the saturation correction. For both the simulated and real data, the apparent magnitude, background value, meteor angular speed, frame rate and Gaussian width of the meteors are required for input. The model creates a single artificial meteor frame by smearing a Gaussian in a small (20 × 20 pixel) subframe, using the apparent magnitude to generate the intensity profile. This profile is clipped to simulate saturation, and its clipped magnitude is compared to the input. If the input is unsaturated, this model output will be the same as the input. If the input is saturated, the model output will be too small. If saturation is present, the artificial meteor is scaled by a small factor using an iterative procedure and the new output is compared until the model output matches the input.
As an illustration, we created a synthetic meteor with an angular speed of 300 pixels per second, a background of 50 ADU, and a Gaussian standard deviation (σ ) of 1 pixel (Fig. 9) . From the true Figure 8 . Diagram detailing the procedure used to create the artificial light curve. Tf is time of a de-interlaced frame (16 ms), N is the current frame number, dt is the time step, Tend is the light curve total time and I represents intensity of the simulated meteor in the virtual frame buffer that has no saturation limit. Two left bottom boxes: once a frame is complete, it is saved and will be used by a separate step while the program continues in the upward direction. synthetic light curve, by clipping each pixel with a value more than 253 to 253 ADU, we extracted the synthetic apparent light curve. This is what would be observed by a real-world camera. Using this apparent light curve, we were able to compute its corrected synthetic light curve using the model. The example shows that the corrected light curve is close to the original, unclipped light curve to within 0.3 mag (Fig. 10 ).
Effect of input parameters on saturation correction
There are three variables in our model that control where the saturation begins: background brightness, angular meteor speed and meteor width. The average background value in the image must first be measured, as it limits the true dynamic range of the image. For example, if the background level is 50 ADU, then there are 203 effective ADU before saturation. If the background is 75 ADU, then there are only 178 effective ADU before saturation. Fortunately, the background level is very straightforward to measure. In Figs 11 and 12, the angular meteor speed is fixed at 50 pixels s −1 , the Gaussian σ at 1 pixel and the background is varied from 10 to 70 ADU. The apparent magnitudes (i.e. what a real-world camera would see) are plotted against the corresponding true unsaturated magnitudes. Figure 12 . Saturation correction for saturated light curve as the background level is varied from 10 to 70 ADU. The correction represents the magnitude to be added to the apparent model magnitude to correct the effect of saturation to reach the true input model magnitude. For instance, for an apparent model magnitude of −9.0 mag, the correction term goes from about 0.5 mag for a meteor with a background of 10 ADU to almost 1.0 mag for a meteor with a background of 70 ADU.
These values are log-sum-pixels where calibration is not yet applied. This particular simulation, based on background variation, shows that the meteor saturation point (where the measured magnitude diverges from the true magnitude becomes fainter) when the background increases, as expected. Fig. 12 gives the saturation correction term versus the corresponding apparent magnitude.
The angular speed of the meteor is the next factor affecting the amount of saturation in an image. Because the meteor is a smeared out Gaussian, the faster it moves across the CCD, the more spread out its light will be, meaning that any individual pixel will not integrate as much light (i.e. the dwell time over any particular pixel is reduced). Like the background level, the angular speed is also straightforward to measure. To simulate the effects of angular meteor speed with our synthetically generated meteors, we kept the background fixed at 50 ADU and the meteor Gaussian standard deviation at 1 pixel, and varied the model meteor speed from 50 to 400 pixels s −1 . The saturation point as a function of meteor angular speed is shown in Fig. 13. Fig. 14 Figure 13 . Simulated saturation point with varying angular meteor speed from 50 to 400 pixels s −1 . True model magnitude is the magnitude measured taking into account the total amount of light as input from the model and apparent model magnitude is the magnitude which would actually be measured, taking into account the saturation effect. The meteor saturation point decreases (becomes fainter) as the speed decreases, as expected since light spreads over fewer pixel at lower angular speeds. term varies more with speed variation than with background variation. For instance, for an apparent uncalibrated saturated magnitude of −10.0 mag (see Fig. 14) , the correction term goes from about 0.5 mag for a speed of 400 pixels s −1 to 2.0 mag for a meteor speed of 200 pixels s −1 . Lastly, the width of the Gaussian profile used in the simulated images must correspond to the width of a real meteor. We found by direct measurement of many real meteor images that the vast majority of meteors have a constant Gaussian σ around 1 pixel for our systems; this is consistent with the fact that the luminous region around a meteor (cf. Kaiser et al. 2004 ) is much smaller than the pixel resolution (which is of order 100 m for the systems used in this study). We give in Figs 15 and 16 some results of simulated saturation corrections as the width is varied. We varied the meteor Gaussian width from 0.7 to 1.3 pixels and kept fixed the meteor speed at 250 pixels s −1 and the background at 50 ADU. The saturation starting point decreases (becomes fainter) as the meteor width decreases (a meteor with a smaller Gaussian width would start to saturate earlier than a meteor with a bigger Gaussian width). For instance, a meteor with a width of 0.7 pixels starts actual magnitude apparent magnitude 0.7 pxl 0.8 pxl 0.9 pxl 1.0 pxl 1.1 pxl 1.2 pxl 1.3 pxl ratio 1:1 Figure 15 . Simulated saturation point with varying meteor Gaussian width from 0.7 to 1.3 pixels. True model magnitude is the magnitude measured taking into account the total amount of light and apparent model magnitude is the model magnitude taking into account the saturation effect. Meteor saturation point decreases (becomes fainter) as the meteor width decreases. to saturate around −9.0 uncalibrated magnitude in our simulation, while the one with a width of 1.30 pixels will begin to saturate only around −10.0 uncalibrated magnitude. The correction term, as with angular meteor speed, varies more with meteor width than image background. For an uncalibrated saturated meteor frame of −10.0 mag (see Fig. 16 ), the correction term goes from 0.5 mag for a meteor width of 1.3 pixels to 2.0 mag for a meteor width of 0.8 pixels.
It is important to note that our model can introduce errors if meteors behave differently than we have assumed. For example, our correction is questionable if a meteor is not a point object (and thus has a non-Gaussian PSF); when it is very bright (causing ringing in the video signal due to camera bandwidth limitations); or when other artefacts are present (such as an extended wake along the meteor trail). It may be possible to include these effects in a future version of this correction model. However, as we will show in the next section, our numerical model produces good results when applied to typical observed meteors, so deviations would appear to be the exception not the rule. Another effect which must be considered is reciprocity failure, in which the response of a CCD becomes non-linear before just saturation. However, it seems the camera systems used in this study are not strongly affected by this effect. Hawkes (2002) notes that the intensified and CCD response are 'surprisingly' linear even well into the saturation regime (cf. Hawkes 2002, p. 110) . We neglect non-linear effects, but caution that such effects could be significant for large saturation corrections and/or other camera systems.
R E S U LT S
We first compared the simulated saturation correction with the observed group I meteor data. If the model correction makes the saturated light curve agree with the unsaturated one, we will have confidence using it in future studies to correct saturated light curves with our cameras. Each meteor will be simulated (using the observed parameters as input into the model) and the difference between the model saturated and model unsaturated magnitudes will be used to correct the observed saturated light curve. For each saturated curve, we obtain the background level, extracted from the meteor images from camera T, and the angular meteor speed, as the measured change in position of the meteor from one frame to another. The angular meteor speed is nearly constant from frame to frame. The Gaussian σ of the meteors was taken to be 1.0 pixel in all cases.
The magnitudes generated by the model are in instrumental magnitudes: we determine the offset to convert the observed light curve to an apparent visual magnitude by comparison with the stars in the image (around 100 stars for camera T and 80 stars for camera Q), and use the same conversion to calibrate the simulated light curve.
In practice, the model generates a simulated light curve, not the one that we observe. Actually, the shape does not matter as we are interested in the correction only at one specific magnitude. We run the model with the three input values measured on an observed meteor, and obtain a saturated and unsaturated curve. We use interpolation between two values closest to the observed saturated magnitude to find the corresponding unsaturated model magnitude, and take the difference to obtain a correction factor. This is subtracted from the observed saturated magnitude to obtain a corrected magnitude for the saturated curve. In calculating the uncertainty for the corrected light curve, we neglect the uncertainty introduced by errors in the model, since the measurement errors in the observed magnitude are expected to be much greater. We do not discriminate the saturated and unsaturated points in the observed camera T light curve, but calculate correction factors for all of them: the model automatically gives a correction of zero if a point on a light curve is not saturated.
Group I meteors
Application of this procedure to two typical group I meteors are shown. Meteor 20081031-093850 had a measured speed of 393 pixels s −1 . Fig. 17 shows the saturation correction calculated for this particular meteor; it shows that the meteor begins to saturate at around +3.0 apparent magnitude. The Fig. 18 also gives the correction term as more and more of the meteor is saturated, up to +2.2 apparent magnitude. The biggest correction term is about 0.8 mag. Fig. 19 shows the result when the model correction is added to the observed saturated light curve and compared with the observed unsaturated light curve for the same meteor. Fig. 20 shows the residuals between the model-corrected saturated curve measured by camera T and the unsaturated one observed by camera Q. The first 19 points in this plot are unaffected by the saturation correction since the meteor was unsaturated in both cameras at that time. The rms (residual average) including the first 19 points is 0.25 mag, showing that our saturation correction has very closely reproduced the unsaturated curve. The saturated and unsaturated light curves of meteor 20081106-081528, measured by camera T and Q, respectively, are plotted in Fig. 21 , and the saturation correction is given in Fig. 22 . We note that the meteor becomes saturated in camera T around +3.4 mag, 0.4 mag brighter than the previous night; this is because of the change in the background value.
The model-corrected saturated light curve is compared with the observed unsaturated light curve from cam Q in Fig. 23. Fig. 24 gives the residuals between the model-corrected saturated light curve and the observed unsaturated one. The average value in residuals is about 0.18 mag. Note that the first six points have residuals around 0.0 mag; these are unsaturated points in both cameras. Table 1 gives information for group I meteors. Column 1 gives the name of the meteor, based on the date and time the event occurred. Column 2 gives the observed angular velocity of the meteor in pixels per second as described above. Columns 3 and 4 contain the maximum value of the observed saturated light curve from camera T and the maximum value of the observed unsaturated light curve from camera Q. Column 5 lists the maximum difference between the saturated and unsaturated light curves, and column 6 gives the maximum correction value. The difference between columns 5 and 6 gives a measure of the deviation between the observed correction coming from the observed unsaturated light curve and the modelled correction provided by our saturation correction technique. Table 1 shows clearly that the background is strongly related to the starting saturation point, and it must be taken into account in any saturation correction. On 2008 October 31, when the background was set at 50 ADU, the peak saturated values for camera T occurred between +2.9 magnitude and +1.91 mag, while on 2008 November 06 -where the background reached the value of 70 ADU -the peak saturated values ranged from +3.5 to +2.4 mag. Table 1 shows that the maximum saturation correction for the 30 group I meteors was +1.8 magnitudes. This represents the information that would be lost if the saturation correction were not applied. At the peak correction, the difference between the observed unsaturated value and the corrected value varies, on average, from 0.1 to 0.3 mag. This demonstrates the importance of proper saturation correction, its variability and that our saturation correction technique is an effective way to account for all the light in saturated light curves.
Group II meteors
The main limitation of studying group I meteors is that there is an upper limit to the brightness of the meteors in this group due to the two stops difference in the lens between the cameras, and we are therefore not testing the saturation correction of the brightest meteors in the sample, since they saturate both cameras. In this case, we do not have a reference unsaturated light curve, but we can still test the consistency of the correction by applying it to both observed saturated light curves. Since the saturation level is different on the two cameras, the corrections applied will be different, but if they produce the same corrected light curve, we can have confidence in our technique for brighter meteors too.
For each camera, the determination of the saturation starting point is crucial since points which are unsaturated will not be corrected. This point is estimated from the modelled correction curve. We noted in the previous analysis that the smallest correction term is around 0.4 mag. The first modelled saturated point whose difference with its equivalent modelled unsaturated point has an absolute value greater than 0.4 mag (meaning that most of the meteor contains pixels with values greater than 253) will be considered the saturation starting point. All observed values fainter than the saturation starting point are unsaturated and therefore are not subject to any correction.
Among the 516 meteors collected on the two nights, we found seven meteors which saturated both cameras T and Q. Table 2 summarizes all the relevant information about these group II meteors. Since we are now applying the model to meteors from camera Q, we must take into account the background level of that camera as well. On October 31, when camera T had a background of 50 ADU, camera Q had a background of 30 ADU; on November 6, camera T had a background of 70 ADU and camera Q 50 ADU. We again assumed a Gaussian standard deviation σ of 1 pixel for all meteors. The angular speed is the same for both cameras. Note that these background differences do not affect measurements of unsaturated meteors.
As an example, 20081106-063244 is a very bright meteor which occurred on 2008 November 6 at 06:32:44 UTC. The angular meteor speed was 456.0 pixels s −1 . The two light curves and their corrections are shown in Fig. 25 . The peak observed brightness on camera T is +0.9 mag, and on camera Q, +0.2 mag. This clearly shows the different saturation levels on the two cameras because of the difference in sensitivity. The maximum deviation between the corrected light curve from camera T and the corrected light curve from camera Q is 0.6 ± 0.3 mag, while the average residual between the two corrected light curves is 0.3 ± 0.3 mag (Fig. 26) . Table 2 gives a summary of all seven meteors belonging to group II. The residual average between the two corrected light curves of from cameras T and Q ranges between 0.2 and 0.3 mag. The maximum deviation between the two corrections remains below 0.8 mag, which is larger than the deviation in group I, probably due to the errors introduced when correcting both curves. The maximum correction for meteors of group II ranges from 0.9 to 2.1 mag, a very significant correction because of saturation. Swift et al. (2004) is the only other work to attempt a correction for meteor saturation in video systems and report the procedure in detail. While we suggest that their technique applied to one night of observations during the 2001 Leonid storm gave different masses from those obtained without it, we need to note they did not take into account variations due to the background value of the camera and the angular meteor speed which do affect the apparent magnitude of a meteor in an intensified video system.
D I S C U S S I O N A N D C O N C L U S I O N
Our model was successful in correcting saturated light curves for group I meteors so that they matched the observed unsaturated Note. The table shows Max observed saturated (camera T): the brightest magnitude among all observed saturated points from camera T; Max observed saturated (camera Q): the brightest magnitude among all observed saturated points from camera Q; Max correction deviation, Average deviation: deviation between the observed saturated light curve of camera T and the correction applied to the light curve from the camera T and deviation between the observed saturated light curve of camera Q and the correction applied to the light curve from the camera Q; Peak correction: the largest correction applied to the light curve. curves. Brighter meteors cannot be directly compared with an unsaturated curve, but correction of two saturated curves with different saturation levels for group II meteors showed agreement between the two within error. Our saturation correction based on simulating the saturated meteors shows encouraging results even for very bright meteors. In our total sample, only 7 per cent of meteors saturated one or both cameras. Considering the small fraction of saturated meteors and the difficulty of reliably producing saturation corrections, it is clear why the full correction has not been attempted. Still, for those meteors which are saturated, our work has demonstrated that some meteors require corrections of up to 2.5 mag, which will introduce order of magnitude errors into calculations of photometric mass if the correction were not applied. Other systems may produce higher fractions of saturated meteors, making the correction even more important. Our technique is also of value because it requires only basic knowledge of the video system and meteor being corrected, so no optical lab is required. Our technique does require the simulations to be redone every time the camera settings are modified, to account for the change in background level, but since the model must be run for individual meteors this is not a significant drawback.
From our results, we emphasize that fixed corrections for meteor saturation (not taking into account angular velocity and changes in background levels) can be in error by more than several magnitudes in some cases.
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