We study a semilinear fractional order differential inclusion in a separable Banach space E of the form
Introduction
In the last years, the theory of differential equations and inclusions of fractional order attracted the attention of a large number of researchers. To a large extent, this is caused by its interesting applications in physics, enginery, biology, economics, and other sciences (see, e.g., monographs [1, 4, 9, 13, 22, 26, 28, 29, 31, 35] , and the references therein). It is worth noting, in this connection, that one of the most important advantages of fractional order models in comparison with those of integer order is that a fractional order derivative of a function depends on its past values and hence becomes a powerful tool for the description of memory and hereditary properties of some media. A particular advantage of such an approach appears in the investigation of nonlocal boundary value problems, that is, in the association with the differential equation or inclusion of that type an initial condition depending on the behavior of the whole solution.
In the present paper, for a semilinear fractional order differential inclusion in a separable Banach space E of the form C D q x(t) ∈ Ax(t) + F t, x(t) , t ∈ [0, T], (1.1)
we consider the problem of existence and approximation of mild solutions to this inclusion satisfying the following nonlocal boundary value condition:
x(0) ∈ (x). 
, T] × E E is a nonlinear multivalued map, and : C([0, T]; E)
E is a given multivalued map. The above boundary condition is fairly general and includes, besides obvious cases of the Cauchy problem ( (x) ≡ x 0 ∈ E), periodic ( (x) = x(T)), and antiperiodic ( (x) = -x(T)) problems, also the following particular cases:
(i) (x) = 1 T T 0 x(t) dt (mean value condition); (ii) (x) = n i=1 α i x(t i ) + ξ , with ξ ∈ E, α i = 0, t i ∈ [0, T], i = 1, . . . , n (multipoint discrete mean condition); (iii) (x) ≡ M, with M ⊂ E being a prescribed set (the generalized Cauchy problem). Among a large amount of papers dedicated to fractional-order equations and inclusions in Banach spaces, let us mention [3, 5, 15-17, 20, 21, 23, 24, 27, 33, 34, 36] , where various existence results were obtained. In particular, in [5] a technique based on the weak topology methods was used to study a semilinear fractional differential inclusion subjected to a nonlocal initial condition. Notice that the results on the existence of solutions to the Cauchy and the periodic problems for semilinear differential inclusions in a Banach space were obtained in the authors' papers [15, 17] by applying the methods of the theory of condensing multivalued maps. In [16] and [25] the authors justified the scheme of semidiscretization of the Cauchy problem for differential equations of the same type and presented results on the approximation of solutions to this problem. Notice also that the semidiscretization method for initial and periodic problems of ODEs in a Banach space was studied in [6, 11, 12, 30, 32] , among other works. In the present work, we develop and extend the investigations in the same direction.
The structure of the paper is as follows. In the next section, we recall necessary notions and facts from the theory of differential equations of fractional order, measures of noncompactness and condensing maps. In the third section, we introduce the translation multivalued operator along the trajectories of the problem under consideration and prove that it is condensing with respect of the Hausdorff measure of noncompactness (Theorem 3). Based on this result, we show that this multivalued operator has a fixed point and therefore our problem has a solution (Theorem 4). In the last section, we develop the semidiscretization scheme and apply it to justify the approximation of solutions to the considered nonlocal boundary value problem (Theorem 6).
Preliminaries

Differential equations of fractional order
Recall some notions and definitions, which we will need in the sequel (details can be found, e.g., in [22, 28, 29, 35] ).
Let E be a real Banach space.
Definition 1
The Riemann-Liouville fractional derivative of order q ∈ (0, 1) of a continuous function g : [0, a] → E is the function D q g given by
provided the right-hand side of this equality is well defined.
Here Γ is the Euler gamma-function defined by
Definition 2
The Caputo fractional derivative of order q ∈ (0, 1) of a continuous function
Definition 3 A function of the form
is called the Mittag-Leffler function.
Denote E q,1 by E q . Notice that from the relations (see, e.g., [33] )
where
it follows that
Consider a scalar Cauchy problem, i.e., an equation of the form 4) with the initial condition that the unique solution of this equation has the form
Measures of noncompactness and condensing maps
Let E be a Banach space. Introduce the following notation:
Definition 4 (see, e.g., [2, 18] ) Let (A, ≥) be a partially ordered set. A function β :
where co Ω denotes the closure of the convex hull of Ω.
A measure of noncompactness β is called:
) nonsingular if for each a ∈ E and each Ω ∈ Pb(E), we have β({a} ∪ Ω) = β(Ω); If A is a cone in a Banach space generating a partial order ≥, then the MNC β is called:
(3) regular if β(Ω) = 0 is equivalent to the relative compactness of Ω ∈ Pb(E); (4) real if A is the set of all real numbers R with the natural ordering;
As the example of a real MNC obeying all above properties, we can consider the Hausdorff MNC χ(Ω):
Notice that the Hausdorff MNC satisfies the semi-homogeneity condition, i.e.,
for every λ ∈ R and Ω ∈ P(E). More generally, if L : E → E is a bounded linear operator then
for every Ω ∈ P(E) (see, e.g., [2] ).
Recall that the norm of a set M ∈ Pb(E) is defined by the formula:
Definition 5 (see, e.g., [7, 10, 18] ) Let X be a metric space. A multivalued map F :
an open subset of X for each open set V ⊂ E;
Definition 6 (see, e.g., [10, 18] ) A multivalued map F : X → P(E) is said to be a Vietoris multivalued map, provided there exists a metric space X and a pair of continuous maps t : X → X and r : X → E such that:
(ii) for each x ∈ X the set t -1 (x) is acyclic, i.e., it has the same homologies as a one-point space;
The class of Vietoris multivalued maps is sufficiently broad. To demonstrate this, recall the following notions.
Definition 7
A metric space X is called contractible if there exist a point x 0 ∈ X and a continuous map (homotopy) h :
It is obvious that convex and, more generally, star-shaped sets are contractible.
Definition 8 (see [14] ) A compact metric space A is called an R δ -set if there exists a decreasing sequence {A n } of compact contractible sets such that
Notice that an R δ -set is acyclic, but need not be contractible (see an example in [10] ).
Definition 9
Let X be a metric space, E a Banach space. A u.s.c. multivalued map F :
It is easy to see that an R δ -multivalued map is a Vietoris map. In fact, as t and r we may take natural projections from the graph
. . , k such that F may be represented as the composition:
From Proposition 3.4.1(a) of [18] it follows that every R c δ -multivalued map is a Vietoris map.
Then, by applying Corollary 3.4.3 in [18] , we get the following fixed point theorem, which we will need in the sequel.
Theorem 1 Let M be a convex, closed and bounded subset of a Banach space E, and
Recall some notions (see, e.g., [7, 18] ). Let E be a Banach space.
Definition 11 For a given
The set of all
In the sequel we will need the following important property on the χ -estimation of the integral of a multivalued function.
Lemma 1 (see Theorem 4.2.3 in [18]) Let E be a separable Banach space and G
We will need the following auxiliary assertion which is an analogue of the known Gronwall lemma on integral inequalities.
Lemma 2 ([17], Lemma 13) Let a bounded measurable function
Existence result
For a semilinear fractional order differential inclusion in a separable Banach space E of the form
consider the problem of existence of mild solutions to this inclusion satisfying the following boundary value condition:
under the following basic assumptions. As earlier, the symbol C D q x denotes the Caputo fractional derivative of order q ∈ (0, 1).
Everywhere in the sequel we suppose that the linear operator A satisfies condition (A) A : D(A) ⊆ E → E is a linear closed (not necessarily bounded) operator generating a bounded C 0 -semigroup {U(t)} t≥0 of linear operators in E. We will assume that a nonlinear multivalued map F : [0, T] × E → Kv(E) obeys the following conditions: 
Remark 1 For the particular cases of the boundary conditions (i)-(iii) from the introduction section, the functional f has the form
For a given x ∈ C([0, T]; E), consider the multivalued function
From the above conditions (F1)-(F3) it follows (see, e.g., [18] , Theorem 1.3.5) that the multivalued function Φ x is L p -integrable for each p ≥ 1.
To solve our problem, we will use the superposition multivalued operator P
Definition 13 (see, e.g., [15] ) A mild solution to the Cauchy problem for inclusion (3.1) with initial condition
] is a function x ∈ C([0, T]; E) which can be represented as
where φ ∈ P ∞ F (x),
and the function ξ q (θ ) is defined by (2.1)-(2.2).
Remark 2 (see, e.g. [34, 35] 
.
Lemma 3 (see [34, 35]) The operator functions G and T possess the following properties:
(
1) for each t ∈ [0, T], G(t) and T (t) are linear bounded operators, more precisely, for each x ∈ E we have
(2) the operator functions G(·) and T (·) are strongly continuous, i.e., functions t ∈ [0, T] → G(t)x and t ∈ [0, T] → T (t)x are continuous for each x ∈ E.
Remark 3 Comparing formula (3.4) of a mild solution with (2.6), we get in a scalar case with η > 0:
Then, taking into account that in this case U(t) = e -ηt , from (3.5) and (3.6) we have the following estimates: From the results of [15, 17] about the existence and topological structure of solutions to the Cauchy problem (3.1) and (3.3), the next assertion follows. 
Theorem 2 Under conditions (A), (F1)-(F4), the solution set Σ
F x 0 is an R δ -set and, moreover, the multivalued map Σ : E → C([0, T]; E), defined as
Σ(x) = Σ
Theorem 3 Under assumptions (A), (F1)-(F4), suppose additionally that
(A1) the semigroup U is exponentially decreasing in the sense that
where μ(·) is the function from condition (F4). If
k := f(ξ ) < 1, where ξ (t) = E q ((-η + μ ∞ )t q ),
then the translation multivalued operator Θ is (k, χ)-condensing with respect to the Hausdorff MNC χ in E.
Proof Let Ω ⊂ D is a nonempty bounded set. For 0 ≤ t ≤ T consider the set
It is clear that Σ(Ω)(0) = Ω and
Σ(Ω)(t) ⊆ G(t)Ω
from where, by using property (F3), we get for 0 ≤ t ≤ T:
By using the estimates (see [3] )
we have
Applying estimates (3.7)-(3.8), we get
from where, by using Gronwall inequality, we conclude that the set Σ(Ω) is bounded. Then by Theorem 4.2.4 of [18] the function
is measurable. Applying the properties of the MNC χ (see Sect. 2.2), we get the following estimates:
By using estimates (3.9)-(3.10), we obtain
Applying Lemma 2 with K = 0, we get
Now by using condition ( 2) and denoting
giving the claim. Now we are in position to prove the main result of this section.
Theorem 4 Under conditions (A), (A1), and (F1)-(F4), let
where η is the constant from condition (A1) and λ = max{ μ ∞ , α ∞ } with functions α(·) and μ(·) from conditions (F3) and (F4), respectively. If
Proof For an arbitrary x 0 ∈ E, take a function x ∈ Σ F x 0
. Then for every t ∈ [0, T] we have
Consider a continuous function ρ : [0, T] → R given as
Then we have the following estimates:
Applying estimates (3.9)-(3.10), we get
By using Lemma 2, we obtain
Now, by using condition ( 1), we have
So, if we take
This means that the translation multivalued operator Θ transforms the ball B R (0) ⊂ E into itself, and hence, by Theorem 1, it has a fixed point x * ∈ B R (0). Therefore there exists a function
Approximation of solutions
In this section we will apply a semidiscretization scheme for the approximation of solutions to problem (3.1)-(3.2).
Along with inclusion (3.1), for a given sequence of positive numbers {h n } converging to zero, consider the inclusions
where h ∈ H = {h n } is the semidiscretization parameter,
satisfy conditions of type (F1)-(F4) for each h ∈ H with the functions α and μ not depending on h.
We suppose that for each h ∈ H there exist linear operators Q h : E h → E, Q 0 = I, and
where I h is the identity on E h and
as h → 0 for each x ∈ E. We suppose that the operators P h and Q h are uniformly bounded
The nonlocal boundary value condition for inclusion (4.1) will be considered of the following form:
For inclusion (4.1), besides condition (4.5), we will need the initial condition of the form Consider the integral equation
where f h ∈ P ∞ F h (x h ) and the operator functions G h and T h are defined similarly as in Definition 13:
Notice that a function x h ∈ C([0, T]; E h
) is a solution of Eq. (4.7) if and only if it is a mild solution of problem (4.1), (4.6) with y h 0 = x h (0). We will assume that (H1) for each x ∈ E,
Remark 4 Hypothesis (H1) may be equivalently formulated in terms of the strong convergence of the resolvents in the following way:
This is an analogue of the Trotter-Kato theorem (see, e.g., [19] , Chap. IX, Theorem 2.16 or [25] , Theorem 2.6).
In the sequel we will need the following assertion.
Lemma 4 ([16], Lemma 2)
For each x ∈ E, we have the following relations: Under above conditions, for each h ∈ H, there exists the translation multivalued operator Θ h : D h ⊂ E h E h along the trajectories of (4.1)-(4.5) defined as
Consider the multivalued map G : H × C([0, T]; E) C([0, T]; E) defined by the equality
Consider the family of multivalued maps Γ :
Theorem 5 Under the above conditions, suppose additionally that (A1 h ) the semigroups U h are exponentially decreasing in the sense that
for some η > k, where k is the constant from condition (H2). If
where ζ (t) = E q ((-η + k)t q ), then the family Γ is (m, χ E )-condensing in the sense that for every nonempty bounded set Ω ⊂ E we have
Proof Let Ω ⊂ E be a nonempty bounded set. For h ∈ H and 0 ≤ t ≤ T consider the set
Similarly to what was done while proving Theorem 3, one can show that the set 
is measurable and evidently bounded.
Applying the properties of the MNC χ (see Sect. 2) and (H2), (4.4) we get the following estimates:
Applying estimates (3.9)-(3.10), we have 
