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CHAPTER 1
Introduction
What’s common among the great batsman Sachin Tendulkar, the great athlete Usion
Bolt, the great tennis player Roger Fedrer and the great footballer Maradonna?
Answer : They spend hours after hours, days after days training!
Over the years, the author has taught material presented here to the graduate and
undergraduate students at IISER Pune and in various summer and winter schools meant
for graduate students and/or teachers. The author would like to thank the participants
of various ATM schools who enthusiastically responded to the lectures and tutorials.
(1) Why this? The idea behind these notes is to introduce matrix groups. The
groups we mostly encounter are matrix groups: most of the finite simple groups,
algebraic groups, Lie groups etc. Yet, in our undergraduate course on group
theory we do not introduce matrix groups. This is an attempt to correct that
mistake.
(2) For whom? This book grew out of an attempt to convince audience that
they can make use of Linear Algebra they know, to study some of the matrix
groups. Any PhD student, undergraduate student or teacher will benefit from
this. The topics presented here form bread and butter for group theorists,
number theorists, physicists and engineers.
(3) How to read this? This note is meant to be a supplement for those who have
studied first course in Linear Algebra and Group Theory. That is why its in the
form of exercises. The author confesses that some of the exercises throw big,
unknown words but they are not meant to scare you. It’s hoped that this will
enthuse you to look further.
We present some motivation behind this attempt. Author hopes that these stories will
enthuse the audience towards this material.
1.1. CFSG
One of the biggest achievements of the last century is “The Classification of Finite
Simple Groups”. It was born out of the following:
Can we classify all finite groups?
Let G be a finite group. If G has a proper normal subgroup N , it can be broken into
two pieces: N,G/N . However, usually it is not easy to construct the group G given the
5
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smaller groups. They fit in an exact sequence:
1→ N → G→ G/N → 1.
The problem of constructing G out of given other two is called ”Extension Problem”
and is a difficult problem. For example, to determine central extension one uses some
cohomology theory.
However, using the above idea we reduce the problem of classifying all finite groups
to the classification of finite simple groups. This has been achieved now. It has taken
efforts of more than a hundred year and several hundred mathematicians. Thus it is
usually not attributed to any one of them.
Theorem 1.1.1 (CFSG). A finite simple group is one of the following:
(1) Cyclic groups Z/pZ, where p is a prime.
(2) Alternating groups An for n ≥ 5.
(3) Finite groups of Lie type
(a) classical type
(b) exceptional type
(4) The sporadic groups 26 of them.
In our undergraduate group theory course we learn the first two family. The idea
here is to attempt to convince the audience that they can get familiar with the third
family as well using their knowledge of Linear Algebra, at least for sure the group of
classical type. For the history and more information please read the wikipedia article.
Here are the classical groups:
(1) Special Linear Groups
(2) Orthogonal Groups of odd dimension
(3) Symplectic Groups
(4) Orthogonal Groups of even dimension
(5) Unitary Groups
1.2. Representation theory
Let G be a group. While working with some examples of groups we quickly realise
that there is not much we know about them. One way is possibly to compare them with
some known groups. In this case we take the known groups as linear group, GL(V ), and
the comparison is made via all group homomorphisms from G to linear groups. More
precisely, we define a representation.
Fix a field k. A representation of G is a group homomorphism ρ : G → GL(V )
where V is a vector space over the field k. A subspace W ⊂ V is said to be invariant if
ρ(g)(W ) ⊂ W , for all g ∈ G. Further, a representation is said to be irreducible if it has
no proper invariant subspace.
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For a finite group G, it turns out that over algebraically closed field k when char(k) ∤
|G| the representations of the group can be understood via character theory. In this case
every representation can be written as a direct sum of irreducible representations. Thus,
the character theory is built on knowing basic group theory and linear algebra well.
1.3. Computational group theory
To understand a subject it is often important to know many examples. Even better,
if one could compute with these examples and verify before making any conjecture or
trying to solve a problem, would be divine. Due to advancement in computational power
the idea is to implement groups in the computer so that one is able to compute with
those examples. There are several computational softwares SAGE, GAP and MAGMA.
To make the idea clear: like any software there are two group of people, developers and
users. It goes without saying that knowing these packages adds an extra dimension to
one’s own research. It’s interesting to learn some of the fundamental problems in CGT.
1.4. Robotics, Computer graphics etc
In robotics basic mathematics suc as rotation and translation in 3 dimension is used.
One often works with the groups O2(R) and O3(R), and slightly more general, isometry
groups. In computer graphics Hamilton’s quaternions are used to achieve the desired
results.

CHAPTER 2
The Group SL2
The group SL2 is ubiquitous in mathematics. It appears
(1) in algebraic groups as a smallest example of simple algebraic groups SL2,
(2) in Lie groups as the group SL2(R),
(3) in complex analysis as mobius transformations SL2(Z),
(4) in topology as an example of free product PSL2(Z) ∼= Z/2Z ∗ Z/3Z,
(5) in finite group theory as a part of the finite simple groups PSL2(q),
(6) in number theory as the action of PSL2(Z) on the upper half plane,
(7) in K-theory as the group SL2(R) over a ring R with identity etc.
The exercises below are devoted to the ubiquity of this group.
2.1. Generation and Automorphisms of the group SL2(k)
Let k be a field. The group SL2(k) = {X ∈M2(k) | det(X) = 1}. Now define
x12(t) :=
(
1 t
1
)
and x21(s) :=
(
1
s 1
)
for t, s ∈ k. The matrices x12(t) and x21(s) are
called elementary matrices.
Exercise 2.1.1. With the notation as above,
(1) The maps X12 : k → SL2(k) given by t 7→ x12(t) and X21 : k → SL2(k) given by
t 7→ x21(t) are group homomorphisms where k is additive group of the field.
(2) Compute w(t) = x12(t)x21(−t−1)x12(t). What is w(−1)?
(3) Compute h(t) = w(t)w(−1).
(4) For c 6= 0, verify the following for an element in SL2(k),(
a b
c d
)
=
(
1 (a− 1)c−1
1
)(
1
c 1
)(
1 (d− 1)c−1
1
)
.
(5) Show that the group SL2(k) is generated by the set of all elementary matrices
{x12(t), x21(s) | t, s ∈ k}.
This exercise shows that the elementary matrices generate the group. These generators
are also called Chevalley generator.
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Exercise 2.1.2 (Bruhat decomposition). Let B =
{(
a b
a−1
)}
be the set of upper
triangular matrices in SL2(k). Show the following double coset decomposition of SL2(k),
B\SL2(k)/B = B
⋃
B
(
−1
1
)
B.
To solve this exercise take a matrix which is not upper triangular. Now, by multiplying
appropriate x12(t) from, first left and then right, reduce it to of the form w(s). Among
other things, this exercise shows that the group is generated by mostly upper triangular
matrices provided we throw in the permutation matrix. However, as t is varying over
k it seems we need a large number of generating elements. The following exercise says
that that is not necessarily the case.
Exercise 2.1.3. Prove that the group SL2(Fp) is generated by the two of its elements(
1 1
1
)
and
(
1
1 1
)
.
Exercise 2.1.4. Prove that the commutator subgroup [SL2(k), SL2(k)] = SL2(k)
if |k| ≥ 5.
In the view of earlier exercises it is enough to show that the elementary matrices are
commutator.
Exercise 2.1.5. Let k be a field with |k| ≥ 5. Show that any group homomorphism
ρ : SL2(k)→ k∗ is trivial.
Exercise 2.1.6 (Automorphism). (1) Let g ∈ GL2(k). The map ιg : SL2(k)→
SL2(k) defined by x 7→ gxg−1 is a group automorphism.
(2) Show that this gives a group homomorphism GL2(k) → Aut(SL2(k)) defined
by g 7→ ιg. What is the kernel of this map?
(3) Show that the map d : A 7→ tA−1 is an automorphism of SL2(k).
(4) Let σ ∈ Aut(k) be a field automorphism of k. Define a map σ : SL2(k) →
SL2(k) by
(
a b
c d
)
7→
(
σ(a) σ(b)
σ(c) σ(d)
)
. Show that it is an automorphism.
This exercise describes automorphisms of the group SL2(k). The first kind of automor-
phisms, ιg, are called inner automorphism if g ∈ SL2(k) and diagonal automorphism
otherwise. The automorphism d given by transpose-inverse is called the graph automor-
phism. This comes from the Dynkin-diagram automorphism. The maps induced by field
automorphisms are called field automorphism. It is a theorem of Steinberg and further
extended by Humphreys that any abstract automorphism of the group SL2(k) is of the
form ιgdσ, that is, compositions of the above maps. Further, if we consider only algebraic
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group automorphisms the field automorphisms are not there, as they are not morphism
of varieties.
2.2. The group SL2(Z)
The group SL2(Z) = {X ∈M2(Z) | det(X) = 1}. Let us recall some transformations
from complex analysis. We denote by C+, the extended complex plane.
Exercise 2.2.1. Consider the upper half plane U = {z ∈ C | Im(z) > 0} ∪ {∞}.
Denote U1 = {z ∈ U | |z| < 1}.
(a) Show that a Mo¨bius Transformation T : C+ → C+ defined by T (z) = az+bcz+d
where a, b, c, d ∈ R with the property ad − bc = 1 maps U to U . Thus, the
group of Mo¨bius Transformations, SL2(Z) as well as SL2(R), act on U .
(b) Consider s : U → U given by s(z) = −1z and τ : U → U given by τ(z) = z + 1.
Find the image of an element z ∈ U1 under s, τ, sτ, τs, sτs and τsτ . Draw
pictures in each case as what these elements do to U1 and C\U1.
(c) Show that −1 acts trivially.
(d) Show that s2 = 1, (sτ)3 = −1 and for any integer n > 0, (sτs)n 6= 1, (τsτ)n 6= 1.
Exercise 2.2.2. Using the exercise above solve the following.
(1) Show that the group SL2(Z) is generated by the two matrices S :=
(
−1
1
)
and T :=
(
−1
1 1
)
. Show that the subgroup generated by < S, T >=< S,U >
where U =
(
1 1
1
)
.
(2) Use this to prove that the group PSL2(Z) is a free product of Z/2Z and Z/3Z,
i.e., PSL2(Z) ∼= Z/2Z ∗ Z/3Z.
(3) Use this to prove that the group SL2(Z) is an amalgamated free product of
Z/4Z and Z/6Z over Z/2Z, i.e., SL2(Z) ∼= Z/4Z ∗Z/2Z Z/3Z.
Here is a brief idea how to go about it. The elements, ±I, are obtained by computing
power of S. Then show that the elements of the form
(
1 1
1
)
can be obtained by
computing S−1T . Use this to prove that
(
1 t
1
)
matrices can be generated by taking
power (including inverse) of the previous one. By multiplying with −I show that any
upper triangular matrix can be produced. Now to get a general matrix
(
a b
c d
)
we may
assume |a| ≥ |c|. Use division algorithm and multiplication by the upper triangular
matrices (from right) to reduce the size of a.
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Exercise 2.2.3. Finite groups are algebraic groups, thus < S > and < T > are
algebraic subgroups of SL2(C). However, the subgroup < S, T >= SL2(Z) is not an
algebraic subgroup.
Note that this exercise also points out that subgroup generated by two finite order
elements could be infinite.
2.3. Topological group SL2(R)
We consider M2(R) as Euclidean space R
4 with usual metric topology.
Exercise 2.3.1. Show that the map det: M2(R) → R given by A 7→ det(A) is a
continuous map.
Exercise 2.3.2. The set GL2(R) is an open set and SL2(R) is a closed set.
Exercise 2.3.3. (1) Show that SL2(R) is connected. (You can use the idea
of Chevalley generators from previous section which gives one-parameter sub-
groups.)
(2) Show that SL2(R) is not compact.
Exercise 2.3.4. Show that SO2(R) is a maximal compact connected subgroup of
SL2(R).
Exercise 2.3.5 (Iwasawa Decomposition). Let A =
(
a b
c d
)
∈ SL2(R). Use Gram-
orthonormalisation process on the row vectors of the matrix A to convert it to orthonor-
mal vectors. This idea will prove the following results:
(1) Write A = PS where P =
(
α β
δ
)
with α, δ > 0 and S ∈ O2(R).
(2) This shows that as a topological space SL2(R) ∼= R+ × R+ × R×O2(R).
(3) Using this prove that SL2(R) is connected.
(4) Prove that the fundamental group pi1(SL2(R)) ∼= Z.
2.4. Conjugacy classes and representations
Exercise 2.4.1. Determine the conjugacy classes inGL2(C), GL2(R), SL2(C), SL2(R).
Exercise 2.4.2. Show that the unipotents
(
1 a
1
)
form one conjugacy class in
GL2(k). However, they form k
∗/k∗2 many conjugacy classes in SL2(k). Thus when
k = Q, they form infinitely many conjugacy classes of unipotents.
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Exercise 2.4.3. Consider the group SL2(R). This group has a natural represen-
tation on 2-dimensional real vector space V2. We write this, say with basis {x, y}, as
follows: for g ∈ SL2(R) write g =
(
a b
c d
)
then,
g.x = ax+ cy and g.y = bx+ dy.
Now consider a real vector space Vn+1 for n ≥ 1 with basis
{xn, xn−1y, xn−2y2, . . . , xyn−1, yn}.
We define a representation ρn+1 : SL2(R)→ GL(Vn+1) as follows:
ρn+1(g)(x
iyj) := (g.x)i(g.y)j
where right hand side is expanded as polynomials. Show that ρn+1 is an irreducible
representation.
In this exercise one may consider the vector space Vn+1 as the space of all homoge-
neous polynomials of degree n. Another way to think about this space is that Vn+1 ∼=
Symn(V2), the n
th symmetric power. To prove irreducibility one makes use of the two
nice subgroups, the diagonals and the compact subgroup SO2(R).
Exercise 2.4.4. Compute all conjugacy classes of the group GL2(Fq) and SL2(Fq)
and number of elements in each conjugacy class. Make a table for the same.
Now we introduce more general version of this group. Let R be a commutative
ring with identity. Then SL2(R) is a group. Further the elementary matrices x12(t)
and x21(t) are in SL2(R) for t ∈ R. The subgroup generated by all of the elementary
matrices is called the elementary subgroup E2(R). In general, E2(R) is a subgroup of
SL2(R). One of the questions is to determine for what R they are equal. Certainly this
is the case when R is a field.
2.5. SL2(Q)
Let K = Q(
√
d) be a degree two field extension of Q where d is a squarefree integer.
Denote by K1 = {x ∈ K | N(x) = 1} where N(a+ b√d) = a2 − b2d.
Exercise 2.5.1. Show that the map φ : K∗ → GL2(Q) defined by a + b
√
d 7→(
a bd
b a
)
is an injective group homomorphism.
Exercise 2.5.2. Show that the map φ : K1 → SL2(Q) defined by a + b
√
d 7→(
a bd
b a
)
is an injective group homomorphism.
14 2. THE GROUP SL2
Exercise 2.5.3. Show that all elements of K∗ (identified with the image via φ) are
diagonalisable in GL2(C).
Exercise 2.5.4. Show that φ(K∗) is a centraliser of an element.
Exercise 2.5.5. Let K and L be two non-isomorphic field extensions of Q. Show
that the image subgroups of K∗ and L∗ are not conjugate in GL2(Q).
CHAPTER 3
GLn(k) and SLn(k)
Let k be a field. Let V be a vector space of finite dimension over k, say dimension
of V is n. By fixing a basis B = {e1, . . . , en} we can identify V with column vectors
kn. We denote the set GL(V ) (general linear group) by the set of all invertible linear
transformation. We know that using a fixed basis we can represent any element of GL(V )
be an invertible matrix, thus we can identify GL(V ) with GLn(k). We wish to study
GLn(k) as a group. The group SL(V ) (special linear group) is the linear transformations
of determinant 1 and are written in matrix form as SLn(k). The identity matrix is usually
written as I and ei,j represents the matrix with 1 at ij
th place and 0 elsewhere.
3.1. Some actions
Exercise 3.1.1. The group GL(V ) acts on V by evaluation. Show that there are
exactly two orbits {0} and V \{0}.
The set of all one dimensional subspaces of V is written as P(V ), called projective
space. This can be defined in another way as follows. Define an equivalence relation on
V \{0} by declaring v is related to w if there exists an scalar λ ∈ k∗ such that v = λw.
Then the set P(V ) is all equivalence classes.
Exercise 3.1.2. Show that GL(V ) acts on P(V ) transitively. This action has kernel
which is the center of the groups.
Exercise 3.1.3. Show that a matrix A ∈ Mn(k) is invertible if and only if its row
vectors form a basis of kn if and only if its column vectors form a basis of kn.
Exercise 3.1.4. Let k = Fq be the finite field with q elements.
(1) Show that |GLn(Fq)| = (qn − 1)(qn − q)(qn − q2) · · · (qn − qn−1).
(2) Compute the size of |P(Fnq )|?
Now we introduce some more groups: projective general linear group
PGLn(k) =
GLn(k)
Z(GLn(k))
and projective special linear group
PSLn(k) =
SLn(k)
Z(SLn(k)) .
15
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Exercise 3.1.5. Show that the center Z(GLn(k)) = {λ.In | λ ∈ k∗} ∼= k∗ and
Z(SLn(k)) = {λ.In | λ ∈ k∗, λn = 1}.
Exercise 3.1.6. (1) Show that the group PGLn(k) acts transitively on the set
of all (n+ 1)-tuples of points from P(kn).
(2) Show that PGLn(k) is 2-transitive on the points of P(k
n).
(3) Show that PGL2(k) is 3-transitive on P(k
1).
Exercise 3.1.7. Let G = GLn(k) and H = SLn(k). Show that H is a normal
subgroup of G. Consider the subgroup K = {diag(λ, 1 . . . , 1)}. Show that G is a semi-
direct product of H and K. Thus, the following short exact sequence is split:
1→ SLn(k)→ GLn(k) det→ k∗ → 1.
Exercise 3.1.8. Let G = GLn(Fp) where p is a prime.
(1) What is the |G|?
(2) Show that the set of upper triangular matrices with all diagonal entries 1 form
a Sylow p-subgroup of the group GLn(Fp).
(3) Show that G has (1+p)(1+p+p2)(1+p+p2+p3) · · · (1+p+ · · ·+pn−1) Sylow
p-subgroups.
For the above exercise, consider U as a Sylow p-subgroup consisting of upper triangu-
lar matrices with all diagonals 1. Consider its normalizer NG(U). Show thatNG(U) = B,
the set of all upper triangular matrices. Then the number np = |G|/|NG(U)| = |G|/|B|.
Exercise 3.1.9 (Grassmanian). Let V be a vector space over a field k of dimension
n. Consider the set of all r-dimensional subspaces denoted as Gr(V ).
(1) Show that GL(V ) acts on Gr(V ) given by g.W = g(W ) transitively.
(2) Determine the stabiliser. Can we restrict this action to SL(V )?
(3) Show that the number of elements in Gr(Fnq ) is
(qn − 1)(qn − q) · · · (qn − qr−1)
(qr − 1)(qr − q) · · · (qr − qr−1) .
(4) Show that |Gr(Fnq )| = |Gn−r(Fnq )|.
The space G(V ) =
⊕
Gr(V ) is called Grassmanian. It is a projective variety.
Exercise 3.1.10. Let V be a vector space and V ∗ its dual space. For a subspace
W of V define W ∗ = {f ∈ V ∗ | f(w) = 0∀w ∈ W}. Show that W 7→ W ∗ is a inclusion
reversing one-one map between subspaces of V and V ∗.
Exercise 3.1.11 (Cayley-Hamilton theorem). (a) Let A = (aij) be a n × n
upper triangular matrix, i.e., aij = 0 for all i > j. Find its characteristic
polynomial χA(X).
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(b) Prove the Cayley-Hamilton theorem for an upper triangular matrix A (by direct
calculation), that is, χA(A) ≡ 0.
(c) Use the part (b) to prove Cayley-Hamilton theorem for any complex matrix S,
i.e., show that χS(S) ≡ 0.
(d) Let R be a commutative ring with 1. Let S ∈Mn(R). Let χS(x) = det(x.I−S)
be the characteristic polynomial over R. Show that χS(S) ≡ 0.
3.2. Bruhat Decomposition
Denote the subgroup of all upper triangular matrices in GLn(k) by B. It is also
called a Borel subgroup. The set of permutation matrices obtained by permuting the
rows of identity matrix is a copy of the symmetric group in GLn(k). Then,
Theorem 3.2.1. The double coset decomposition
B\GLn(k)/B =
⊔
w∈Sn
BwB
where Sn denotes the set of all permutation matrices.
Denote by T the set of all diagonal matrices in GLn(k). It is called a maximal torus.
Exercise 3.2.2. (1) Prove that the normaliser of T is the set of all monomial
matrices. Show that ZGLn(k)(T ) = T .
(2) Show that NGLn(k)(T )/T
∼= Sn.
Let us recall the traditional row-column operations. There are three row operations
and three column operations each. The row operation R1 is to multiply an ith row by
some t ∈ k and add to jth row where i 6= j. The row operation R2 interchanges an ith row
with jth for i 6= j. The row operation R3 multiplies a row by a scalar λ ∈ k∗. Similarly,
there are three column operations C1, C2 and C3 analogous to the row operations. Let k
be a field and for t ∈ k, define xi,j(t) = I + tei,j ∈ GLn(k) for i 6= j where ei,j represents
the matrix with 1 at ijth place and 0 elsewhere.
Exercise 3.2.3. (1) Show that the multiplication by xi,j(t) from left (right) to
a matrix A is the row (column) operation R1 (C1).
(2) Show that the multiplication by a permutation matrix from left (right) is the
row operation R2 (C2).
(3) Show that the multiplication by a diagonal matrix diag(1, . . . , 1, λ, 1, . . . , 1)
where λ is at ith place, from left (right) is the row (column) operation R3
(C3).
(4) Let A be an invertible matrix. Show that by using the row-column operations
we can reduce it to identity.
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(5) Show that inverse of row-column operations are themselves. This algorithm is
used to compute inverse of a matrix.
However, now we allow only the first row and column operations R1 and C1.
Exercise 3.2.4. By computing nij(1) = xij(1)xji(−1)xij(1) show that we can still
do the R2 and C2 (well ! almost).
Thus we introduce our new row-column operations NR2 and NC2 where we multiply
by the above matrices nij replacing R2 and C2.
Exercise 3.2.5. By computing hij = nij(t)nij(−1) where nij(t) = xij(t)xji(−t−1)xij(t)
show that hij(t) is a diagonal matrix with t at i
th place and t−1 at jth place. Use this
to show we can still do R3 and C3, again almost.
Now, we introduce new row-column operations NR3 and NC3 where we multiply by the
above matrices hij(t) replacing R3 and C3.
Exercise 3.2.6 (Gaussian Elimination). Now we have row-column operations as
R1, NR2, NR3 and C1, NC2, NC3.
(1) Show that, using row-column operations, any invertible matrix A can be reduced
to a diagonal matrix diag(1, . . . , 1,det(A)).
(2) Show that if we use row-column operations xi,j(t) for i < j, that is only half of
the R1 and C1, then any invertible matrix A can be written as U1WU2 where
U1 and U2 are upper triangular matrices and W is a monomial (permutation of
a diagonal) matrix.
(3) Show that any matrix A (not necessarily invertible) can be reduced to a diagonal
matrix of kind diag(1, . . . , 1,det(A)) or diag(1, . . . , 1, 0, . . . , 0) by row-column
operations. Determine the number of non-zeros on the diagonal.
(4) Determine when an invertible matrix can be written as product of an upper
triangular matrix and a lower triangular matrix?
(5) Prove that SLn(k) is generated by the elementary matrices xij(t) where i 6= j
and t ∈ k.
Exercise 3.2.7. Let N ∈ Mn(k) be a nilpotent matrix. Show that exp(N) :=∑
r≥0
Nr
r! has only finitely many terms and is an invertible matrix.
Exercise 3.2.8. Consider the set sln(k) = {A ∈ Mn(k) | trace(A) = 0}. Compute
the exponentials of eij where i 6= j.
3.3. Parabolic subgroups
Now we introduce the parabolic subgroups. Let V be a vector space over field k of
dimension n. A flag F = (V0, V1, V2, · · · , Vr) is a strictly increasing sequence of subspaces
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satisfying
0 = V0 ( V1 ( V2 ( · · · ( Vi ( Vi+1 ( · · · ( Vr = V.
We say that this flag is of length r (this counts the number of proper inclusions). To a
flag F = (V0, V1, · · · , Vr) we associate a sequence of positive integers (n1, n2, . . . , nr) such
that dim(Vi) = n1+n2 · · ·+ni. Note that this sequence is a partition of n. The flag (0, V )
is called the trivial flag. It has length 1 and corresponds to partition n = n. A flag is
said to be complete if it has length n and corresponds to the partition n = 1+1+ · · ·+1.
We count unordered partitions in the sense that the partitions 1 + 2 and 2 + 1 of 3
are distinct. Now, we fix a basis of V , say, {v1, v2, . . . , vn}. Then to each partition of
n = n1 + n2 + · · · + nr we associate a standard flag as follows: We define the subspace
Vi =< v1, . . . , vn1+···+ni >. Conversely, every flag can be thought of this way with respect
to some basis. Let us denote by F, the set of all flags.
Exercise 3.3.1. (1) Show that GL(V ) acts on the set of all flags F given by
g(V1, V2, · · · , Vr) = (gV1, gV2, · · · , gVr).
(2) Show that each orbit contains a standard flag. Hence the orbits are in one-one
correspondence with partitions. How many orbits are there?
(3) Determine the stabilisers in each case. Note that it is enough to determine this
for the standard flag. We get the stair-case subgroups which in block matrix
form looks like this
P(n1,...,nr) =


GLn1 ∗ ∗ · · · ∗
0 GLn2 ∗ · · · ∗
... 0
. . . ∗
...
...
. . . ∗
0 0 · · · 0 GLnr


.
This subgroup is called standard parabolic subgroups of GLn.
The stabiliser of a flag is called a parabolic subgroup. The parabolic subgroup obtained
by stabiliser of a standard flag is called standard parabolic. All other parabolics are
conjugate of standard parabolics. The parabolic corresponding to a complete flag is
called a Borel subgroup. Note that the standard Borel subgroup is the set of all upper
triangular matrices. Further, every parabolic contains a Borel subgroup.
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Exercise 3.3.2 (Levi decomposition). Show that the standard parabolic subgroups
have a following decomposition:
P(n1,...,nr) =


GLn1 ∗ ∗ · · · ∗
0 GLn2 ∗ · · · ∗
... 0
. . . ∗
...
...
. . . ∗
0 0 · · · 0 GLnr


=


GLn1 0 0 · · · 0
0 GLn2 0 · · · 0
... 0
. . . 0
...
...
. . . 0
0 0 · · · 0 GLnr


⋉


In1 ∗ ∗ · · · ∗
0 In2 ∗ · · · ∗
... 0
. . . ∗
...
...
. . . ∗
0 0 · · · 0 Inr


.
This is obtained by defining a group homomorphism P(n1,...,nr) →
∏r
i=1GLni .
This kind of decomposition is not unique. We have simply exhibited one such. For
example, in the case of Borel this amounts to fixing a maximal torus.
3.4. Embedding field extensions in GLn(k)
Let K be a field extension of k of degree n. That is to say, considered K over k as a
vector space is of dimension n. Let α ∈ K. We define left multiplication map lα : K → K
defined by x 7→ αx.
Exercise 3.4.1. (1) What is the relation between minimal polynomial of the
element α and the minimal polynomial of linear map lα?
(2) What is the relation between the traces of α and lα?
(3) What is the relation between the norm of α and determinant lα?
Exercise 3.4.2. Prove that the map C → M2(R) defined by a+ ib 7→
(
a −b
b a
)
is
an injective ring homomorphism.
Exercise 3.4.3 (Trace Bilinear form). Define the bilinear form on the k-vector space
K as follows: B : K ×K → k by B(x, y) = trace(lxly).
(1) Show that B is a symmetric bilinear form.
(2) Show that B is non-degenerate if and only if K is a separable extension over k.
Since all field extensions of characteristics 0 are separable the trace bilinear form is
always non-degenerate. It’s the case for finite extensions of finite fields.
Exercise 3.4.4. Take the example of field Fp(t) and consider the extension given by
splitting the polynomial Xp − t. Show that the trace bilinear form is degenerate.
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3.5. Metric Topology
Consider the set Mn(R) with Euclidean topology (identified with R
n2).
Exercise 3.5.1. Decide if GLn(R) and SLn(R) are compact and/or connected.
Exercise 3.5.2 (Iwasawa decomposition). Use Gram-orthogonalisation to prove that
every matrix A in SLn(R) can be written as A = PS where P is an upper triangular
matrix with all diagonals > 0 and S ∈ On(R).
Exercise 3.5.3. Consider Mn(C) (as C
n2) with usual metric topology.
(a) Show that GLn(C) is a dense open subset of Mn(C).
(b) Show that the set of all diagonalisable matrices in GLn(C) is a dense subset.
3.6. Conjugacy classes in GLn(k)
When k is an algebraically closed field (for example k = C or F¯q) the conjugacy
classes are determined by Jordan canonical forms. Let us recall this from linear algebra.
We define the following: The linear transformations T and S on a finite dimensional
vector space V are said to be similar if there exists an invertible linear transformation
P such that PTP−1 = S. We note that if T and S are in GL(V ) they are similar if
and only if they are conjugate. The theory of Jordan canonical forms uniquely (almost)
associates a representative to each conjugacy class.
Theorem 3.6.1 (Jordan canonical forms). Recall?
Exercise 3.6.2. Let Jr(λ) be the r× r matrix with all diagonals λ and 1 at supper
diagonals (above diagonal).
(1) Find minimal and characteristic polynomial of Jr(λ)?
(2) Find minimal and characteristic polynomial of Jr¯(λ) := Jr1(λ)⊕ Jr2(λ)⊕ · · · ⊕
Jrk(λ) where notation r¯ = (r1, . . . , rk) written in decreasing order is a partition.
(3) Find minimal and characteristic polynomial of J := Jn1(λ1) ⊕ Jn2(λ2) ⊕ · · · ⊕
Jnm(λm).
(4) Find minimal and characteristic polynomial of J := Jn¯1(λ1) ⊕ Jn¯2(λ2) ⊕ · · · ⊕
Jn¯m(λm).
The above definitions are extended to matrices. Two matrices A and B are said
to be similar if there exists P ∈ GLn(k) such that PAP−1 = B. We note that the
similarity relation on GLn(k) is same as conjugacy relation. However, the next question
is to determine the conjugacy classes over any arbitrary field, specially when it is not
algebraically closed. Since the eigen values do not exist we can not use the Jordan
canonical form theory. Thus, one makes use of Rational canonical forms.
Exercise 3.6.3. Recall rational canonical forms?
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Exercise 3.6.4. Let V be a vector space over field k of dimension ≥ 2.
(1) If k = C every linear transformation has an eigen-vector. Show by an example
that this may not be true over R.
(2) Not every linear transformation is diagonalisable.
(3) Over C, every linear transformation is triangulable. Show by an example that
this may not be true over R.
(4) A linear transformation T is called nilpotent if T r = 0 for some r. Every
nilpotent linear transformation is triangulable.
(5) A linear transformation T is called unipotent if T − I is nilpotent. Every
unipotent linear transformation is triangulable.
Exercise 3.6.5. Let k be an algebraically closed field and G ⊂Mn(k) consisting of
commuting set of matrices.
(1) If all elements of G are diagonalisable then prove that G is simultaneously
diagonalisable.
(2) Give an example that this need not be true if G is not a commuting set.
(3) In general, show that G is triangulable in such a way that all diagonalisable
elements of G become diagonal at the same time.
3.7. Jordan-Chevalley decomposition
Let V be a finite dimensional vector space over a field k.
Definition 3.7.1. An element X ∈ End(V ) is said to be semisimple if it is diago-
nalisable over k¯. An element X ∈ End(V ) is said to be nilpotent if Xr = 0 for some r.
An element X ∈ End(V ) is said to be unipotent if X − 1 is nilpotent.
Exercise 3.7.2. Let X ∈ End(V ). Prove the following,
(1) X is nilpotent if and only if all eigen-values of X are 0. Prove that any such
transformation can be always upper-tiangulaised.
(2) X is unipotent if and only if all eigen-values of X are 1. Prove that any such
transformation can be always upper-tiangulaised and it is always invertible.
Exercise 3.7.3. Let X ∈ End(V ). Suppose W is an X-invariant subspace, i.e.,
X(W ) ⊂W . Prove the following:
(1) If X is semisimple then X|W is also semisimple.
(2) If X is nilpotent then X|W is also nilpotent.
(3) If X is unipotent then X|W is also unipotent.
Exercise 3.7.4. Let X ∈ End(V ). Suppose W1 and W2 are X-invariant subspaces
such that V =W1
⊕
W2. Prove the following:
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(1) If X|W1 and X|W2 both are semisimple then X is also semisimple.
(2) If X|W1 and X|W2 both are nilpotent then X is also nilpotent.
(3) If X|W1 and X|W2 both are unipotent then X is also unipotent.
We can easily find examples and show that not every linear transformation is of one of
the above form. However, it is very interesting to note that over algebraically closed
field k = k¯ every transformation is made of using only these transformations. We prove
this below. This idea is useful in algebraic groups as when we requre to prove something
for a group elementwise we first prove them for semisimple and unipotent elements and
then try to guess if we can prove for a general element.
Proposition 3.7.5 (Additive Jordan decomposition). Let k = k¯. Let T ∈ End(V ).
Then,
(1) There exists S,N ∈ End(V ) such that T = S + N where S is semisimple and
N is nilpotent satisfying the property that they commute, i.e., SN = NS.
(2) The transformations S and N are unique with the above property.
(3) There exists polynomials p(X) and q(X) without constants such that S = p(T )
and N = q(T ).
We sketch the proof of this in the following exercises.
Exercise 3.7.6. Let mT (X) be the minimal polynomial of T and its factorisation
over k = k¯ be
mT (X) =
∏
α∈k
(X − α)nα .
Consider Vα = {v ∈ V | (T − α)m(v) = 0, for some m ≥ 1}.
(1) Show that V =
⊕
α∈k Vα is a direct sum decomposition.
(2) Show that Vα = ker(T − α)nα and T (Vα) ⊂ Vα.
(3) Show that the minimal polynomial of Tα = T |Vα is (X − α)nα .
(4) Let us construct S now. Define a transformation S on V by defining it on each
Vα to be the scalar transformation α.IVα , where IVα is identity on Vα.
(a) Prove that S is semisimple.
(b) S and T commute. Check this on each Vα.
(c) Show that T − S is nilpotent on each Vα.
(5) Define N = T − S and prove that it is a nilpotent linear transformation.
(6) Thus we have T = S +N . Now, show that N and S commute. This prove part
1.
(7) Proof of part 2 is easy. Use the fact that only linear transformation which is
semisimple and nilpotent both is the 0 transformation.
To complete the proof we still need to prove part 3. Which we do in the following,
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Exercise 3.7.7. (1) Prove that the polynomials {(X − α)nα} are coprime.
Then use Chinese Remainder Theorem to show that there exists a polynomial
p(X) such that p(X) ≡ α (mod (X − α)nα) for all α and p(X) ≡ 0 (mod X).
(2) Show that S = p(T ).
(3) Now define q(X) = X − p(X) and show that q(T ) = N .
Exercise 3.7.8. Show that if T is invertible then S is also invertible. Further show
that S−1 is a polynomial in T . For this use that p(X) and mT (X) are coprime.
Using the above ideas conclude the following:
Proposition 3.7.9 (Jordan decomposition). Let k = k¯. Let T ∈ GL(V ). Then,
(1) There exists S,U ∈ GL(V ) such that T = SU where S is semisimple and U is
unipotent satisfying the property that they commute, i.e., SU = US.
(2) The transformations S and U are unique with the above property.
(3) There exists polynomials p(X) and q(X) without constants such that S = p(T )
and U = q(T ).
The importance of this theorem in algebraic groups is this, Chevalley proved that
Jordan decomposition continues to hold for algebraic subgroups of GL(V ). Which is to
say, that if we have an algebraic subgroup G of GL(V ) and T ∈ G then the components
T and U are again in G. Further he proved that this is a functorial property, that is,
semisimple and unipotent elements gets mapped to semisimple and unipotent elements
respectively under algebraic group homomorphisms. For example the classical groups,
such as, orthogonal groups and symplectic groups (over k = k¯) are algebaric subgroups.
Hence the Chevalley’s theorem would imply that the Jordan decomposition of elements
in these groups can be done with in those groups.
Exercise 3.7.10. (1) Let char(k) = 0. Show that every finite order element
in GLn(k) is semisimple.
(2) Show that the matrices
(
cos(θ) sin(θ)
− sin(θ) cos(θ)
)
are semisimple in SL2(C).
Exercise 3.7.11. Consider the subgroup H generated by the matrix
(
pi 1
pi−1
)
of
SL2. Does H contain semisimple and unipotent parts of each of its elements?
CHAPTER 4
Root Datum
In the theory of Lie algebras, we associate a combinatorial data to a semisimple Lie
algebra, called root system. The root systems are classified using their Dynkin diagram
and in turn we classify (semi)simple Lie algebras. In the theory of Linear algebraic groups
(over k = k¯) we associate root datum to a reductive group. In general root datum is
more general than root system.
4.1. Root Datum vs Root System
Definition 4.1.1 (Root Datum). A root datum Ψ = (X,R, Y,R∨) is a quadrpule
where
(a) X and Y are free Abelian groups of finite rank with a perfect pairing <,> : X×
Y → Z, and,
(b) R and R∨ are finite subsets of X and Y respectively, along-with a bijection
R→ R∨ denoted by α 7→ α∨.
This quadrpule satisfies the following properties:
(1) ∀α,< α,α∨ >= 2.
(2) sα(R) = R and s
∨
α(R
∨) = R∨ for all α ∈ R, where sα : X → X is in Aut(X)
given by sα(x) = x− < x,α∨ > α and s∨α ∈ Aut(Y ) given by s∨α(y) = y− <
α, y > α∨.
Recall that a perfect pairing here is a Z-bilinear map which induces isomorphism X
to Y ∗ when we fix first variable, and Y to X∗, when we fix the second variable. The
Weyl group of a root datum is defined as a subgroup W (Ψ) =< sα | α ∈ R >⊂ Aut(X).
Exercise 4.1.2. 0 /∈ R and W (Ψ) is finite.
4.2. Root datum of rank 1 semisimple algebraic groups
Let k be an algebraically closed field. Let G be a semisimple algebraic group of rank
1. There are two such groups: SL2(k) and PGL2(k). We try to understand their root
datum and how they differ a bit from each other.
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4.2.1. SL2(k). Let us first begin working with the group SL2(k). We fix the maxi-
mal torus T =
{(
t
t−1
)
| t ∈ k∗
}
. The Lie algebra is sl2(k) = {X ∈M2(k) | tr(X) =
0} and the Ad action is given by Ad : SL2(k) → GL(sl2(k)) where Adg(X) = gXg−1.
We restrict this action to T and decompose the Lie algebra sl2(k) as simultaneous eigen-
spaces.
Exercise 4.2.1. Compute the character group X(T ) of the torus and show that it
is isomorphic to Z generated by χ(diag(t, t−1)) = t.
Exercise 4.2.2. Show the decomposition sl2(k) =< h >
⊕
< e12 >
⊕
< e21 >
with respect to the Ad action of T . Here h = diag(1,−1). The following computation
will be useful to conclude this:
(1) Ad(diag(t, t−1))(h) = h,
(2) Ad(diag(t, t−1))(e12) = t
2e12 = 2χ(t)e12,
(3) Ad(diag(t, t−1))(e21) = t
−2e21 = −2χ(t)e21.
Hence, Φ = {2χ,−2χ} ⊂ X(T ) =< χ >∼= Z. Verify that < Φ >∼= 2Z ⊂ Z. Now, the
question is to determine the co-roots.
Exercise 4.2.3. Show that the co-character group Y (T ) of the torus is < ψ >∼= Z
where ψ : Gm → T given by t 7→ diag(t, t−1).
Exercise 4.2.4. For the root α = 2χ determine the co-root α∨ ∈ Y (T ) using the
condition that it must satisfy < α,α∨ >= 2.
Recall that the <,> : X(T ) × Y (T ) → Z is defined by < mχ,nψ >= mn, since
(mχ)(nψ)(t) = tmn. Hence we get α∨ = ψ and Φ∨ =< ψ >. Thus, the root datum
for the group SL2 is
(X(T ),Φ, Y (T ),Φ∨) = (< χ >, {2χ}, < ψ >, {ψ}) = (Z, 2Z,Z,Z).
Now we determine the root datum for PGL2.
4.2.2. PGL2(k). The group
PGL2(k) =
GL2(k)
Z(GL2(k)) =
GL2(k)
{diag(λ, λ) | λ ∈ k∗} .
We represent the maximal torus by T = {diag(λ, 1) | λ ∈ k∗} thought of as the image of
diagonal torus in GL2(k) identified as follows: diag(λ1, λ2) 7→ diag(λ1λ−12 , 1).
Exercise 4.2.5. Show that the character group X(T ) =< χ >∼= Z where the char-
acter χ is given by χ(diag(λ1λ
−1
2 , 1)) =
λ1
λ2
.
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The Lie algebra is pgl2 = M2(k)/{diag(λ, λ) | λ ∈ k} and hence we can take
e11, e12, e21 as a basis of this Lie algebra. Use the restriction of Ad map to the maximal
torus and do the simultaneous diagonalisation to prove the following.
Exercise 4.2.6. The root-space decomposition of the Lie algebra is
pgl2 =< h >
⊕
< e12 >
⊕
< e21 > .
To prove this verify the following, Ad(diag(λ1, λ2))(e11) = e11 and Ad(diag(λ1, λ2))(e12) =
λ1
λ2
e12.
Hence, Φ = {χ,−χ} ⊂ X(T ) is the corresponding root system. We also note that
< Φ >=< χ >= X(T ) ∼= Z. Now the question is to find the co-roots.
Exercise 4.2.7. Show that the co-character group Y (T ) =< ψ >∼= Z where ψ : Gm →
T given by ψ(λ) 7→ diag(λ, 1).
Now we need to compute the co-root χ∨. This can be done by the equation < χ, aψ >= 2
gives the value a = 2. Hence χ∨ = 2ψ. Hence the co-roots are Φ∨ = {2ψ,−2ψ}. Hence
the root datum for the group PGL2(k) is
(X,Φ, Y,Φ∨) = (< χ >, {χ,−χ}, < ψ >, {2ψ,−2ψ}) ∼= (Z,Z,Z, 2Z).
This example shows that the root datum of the two groups SL2(k) and PGL2(k) are
different and they can be distinguished by knowing the root datum.
4.3. Root datum of the reductive algebraic group GLn
In this section we have k = k¯. Some of the exercises might be repetition from previous
section but they have been included here for the sake of completeness.
Exercise 4.3.1. Show that GLn(k) is a Zariski-closed subset of k
n2+1. Thus its an
affine algebraic group of dimension n2.
Exercise 4.3.2. (1) Show that the set Dn(k) of all diagonals in GLn(k) is a
maximal torus.
(2) Any two maximal tori in GLn(k) are conjugate.
Hint: Since the centraliser of Dn(k) is itself, the first one follows.
Exercise 4.3.3. The set of all semisimple elements
Gs =
⋃
g∈GLn
gDn(k)g
−1 =
⋃
S maximal tori
S.
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Exercise 4.3.4. The set Nn(k) of all upper triangular matrices with 1 on diagonal
is a maximal connected unipotent subgroup of GLn(k). In fact, any unipotent subgroup
of GLn(K) can be conjugated to a subgroup of Nn(k). Hence, the set of all unipotents
Gu =
⋃
g∈GLn
gNn(k)g
−1.
Exercise 4.3.5.
NGLn(k)(Nn(k)) = Tn(k)
where Tn(k) is the set of all upper triangular matrices.
Exercise 4.3.6. Show that the group Tn(k) ∼= Dn(k)⋉Nn(k).
Exercise 4.3.7 (Weyl group). Consider T = Dn(k), a maximal torus. Then,
(1) ZGLn(k)(T ) = T .
(2) NGLn(k)(T ) is the set of all monomial matrices.
(3) The Weyl group
W (GLn, T ) =
NGLn(T )
ZGLn(T )
∼= Sn.
(4) The Weyl group is independent of choice of a maximal torus.
Recall that a matrix is said to be monomial if its each row and each column has exactly
one non-zero entry. It can be also thought of as permutations of a diagonal matrix.
We recall the notation of unordered partition. A partition of n is a sequence
(n1, . . . , nr) such that n = n1 + n2 + · · · + nr. For us the partition (1, 2) and (2, 1)
of 3 are different.
Exercise 4.3.8. For a partition n = n1 + n2 + · · ·+ nr consider the set
T(n1,...,nr) = {diag(λ1, . . . , λ1, . . . , λr, . . . , λr) | λ1, . . . , λr ∈ k∗}
of diagonal matrices where λi repeats ni many times.
(1) Show that T(n1,...,nr) is a torus.
(2) Any torus is conjugate to a subtorus of this form.
Exercise 4.3.9. Show that
ZGLn(T(n1,...,nr)) ∼= GLn1 × · · · ×GLnr .
Exercise 4.3.10. (1) Compute the normaliser NGLn(k)(T(n1,...,nr)).
(2) Compute the quotient group
W (GLn, T(n1,...,nr)) =
NGLn(T(n1,...,nr))
ZGLn(T(n1,...,nr))
.
For i 6= j define the ijth-elementary matrices xij(t) = I + teij.
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Exercise 4.3.11 (Root subgroups). Show that the map ψij : Ga → GLn(k) given
by t 7→ xij(t) is a morphism of algebraic groups.
Exercise 4.3.12. The group SLn(k) is generated by the set of all elementary matri-
ces {xij(t) | i 6= j, t ∈ k}. In fact, the Gaussian elimination algorithm using row-column
operations provides a proof of this.
Exercise 4.3.13. The commutator subgroup [GLn(k), GLn(k)] = SLn(k).
Exercise 4.3.14 (Lie Algebra). The set of all matrices gln(k) and the set of all trace
0 matrices sln(k) are the Lie algebra of the group GLn(k) and SLn(k) respectively.
Exercise 4.3.15. Fix i 6= j. Show that the map φij : SL2(k) → GLn(k) defined by
extending (
1 t
1
)
7→ xij(t),
(
1
t 1
)
7→ xji(t)
is a morphism of algebraic groups.
Exercise 4.3.16. With the notation as above,
(1) Compute nij(t) = xij(t)xji(−t−1)xij(t) and show that nij(t) ∈ NGLn(Dn).
(2) Compute hij(t) = nij(t)nij(−1) and show that it belongs to Dn(k).
(3) The elements nij := nij(1) gives all possible row permutations and hence gen-
erates the Weyl group W =
NGLn (Dn)
Dn
.
Exercise 4.3.17 (Bruhat decomposition). Let G = GLn and B = Tn(k) be a Borel
subgroup. Show that the double coset decomposition of G by B is
G =
⋃
w∈Sn
BwB.
Notice that, in this case the double cosets have a group structure induced from the
corresponding Weyl group. In general this is not true for an arbitrary finite group.
A character of an algebraic group G is a morphism of algebraic group χ : G→ Gm.
Exercise 4.3.18. (1) Show that the determinant map is a character on GLn.
(2) Show that the character group X(GLn) ∼= Z.
Exercise 4.3.19. Show that the set of all flags F is a projective variety and hence
complete. Thus the quotient GLn/P(n1,...,nr) is a complete variety. Hence the parabolic
subgroups P(n1,...,nr) are parabolic in algebraic group sense.
Exercise 4.3.20 (Levi decomposition). The parabolic subgroups P(n1,...,nr) have
decomposition LP ⋉UP where LP is called a Levi component which is a reductive group
and UP is the unipotent radical of P(n1,...,nr).
30 4. ROOT DATUM
Exercise 4.3.21 (Perfect Pairing). Consider the maximal torus T = Dn(k).
(1) The character group X(T ) =< χ1, . . . , χn >∼= Zn where χi : T → Gm is given
by χ(
∑
aieii) = ai.
(2) The co-character group Y (T ) =< ψ1, . . . , ψn >∼= Zn where ψj : Gm → T given
by ψj(t) = tejj.
(3) The pairing of X(T ) and Y (T ) is a map induced from the map
<,> : X(T )× Y (T )→ Aut(Gm) given by (χ,ψ) 7→ χψ.
Thus, computing with the above notation this gives the map <,> : Zn×Zn → Z
by < (a1, . . . , an), (b1, . . . bn) >=
∑
aibi.
Exercise 4.3.22. The map w : W (GLn, T )→ Aut(X(T )) given by n 7→ wn defined
by
(wn(χ))(t) = χ(n
−1tn)
is an injective map.
Exercise 4.3.23. We consider Ad action of GLn(k) on Mn(k) as follows: Adg(X) =
gXg−1. The maps Adg are vector space isomorphisms and hence we have Ad : GLn(k)→
GL(Mn(k)). In fact, they are algebra isomorphism of Mn(k).
We remark that the Lie algebra of the algebraic group GLn(k) is the set of all matrices
Mn(k) with Lie bracket defined by [A,B] = AB −BA.
Exercise 4.3.24. Let us consider the restriction of Ad action to the maximal torus
T = Dn(k). Thus we have Ad : T → GL(Mn(k)). Since T consists of commuting set
of semisimple elements, its image is simultaneously diagonalisable. Obtain the following
simultaneous eigenspace decomposition with respect to T ,
Mn(k) = dn(k)
⊕⊕
i 6=j
< eij > .
To get this prove the following:
(1) For the trivial character χ = 0 (in additive notation which maps everything to
the constant 1) we get Vχ = dn(k). This is because, {X ∈ Mn(k) | Adt(X) =
X∀t ∈ T} = ZMn(k)(T ) = dn(k).
(2) For i 6= j, Vχi−χj =< eij > where χi − χj ∈ X(T ) given by
(χi − χj)(diag(λ1, . . . , λn)) = λiλ−1j .
For this we need to verify
Adt(eij) = teijt
−1 = (χi − χj)(t)eij .
Now, we denote the set of non-zero characters appearing in the above decomposition by
Φ = {χi − χj | i 6= j} ⊂ X(T ).
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Exercise 4.3.25. The set Φ has rank n− 1, i.e., it spans n− 1 dimensional Abeilan
subgroup in Zn. Further, this can be obtained as kernel of the map X(T )→ Z given by∑
aiχi 7→
∑
ai.
Exercise 4.3.26. Take χ ∈ Φ, say χ = χi − χj.
(1) Then show that S = ker(χ) = {diag(λ1, . . . , λn) ∈ T | λi = λj} is a torus of
rank n− 1.
(2) Compute Gχ = ZGLn(S) which for i = 1, j = 2 looks like
=




GL2
∗
. . .
∗




and show that it is isomorphic to GL2 ×Gn−2m .
(3) Note that S ⊂ T ⊂ Gχ. In fact, S ⊂ Z(Gχ).
Exercise 4.3.27. Observe that T ⊂ Gχ is a maximal torus. Now define Wχ =
NGχ (T )
ZGχ(T )
, the Weyl group of Gχ with respect to T . Being isomorphic to the Weyl
group of Gχ/S with respect to T/S, it is generated by Wχ =< nχ > where nχ =
xij(t)xji(−t−1)xij(t).
Exercise 4.3.28. For each χ ∈ Φ, we have nχ obtained as above. Clearly, nχ ∈
W (GLn, T ). Compute wnχ (as in Exercise 4.3.22) and show that for χ = χi−χj, it maps
χi ↔ χj and fixes all others. Thus, in Aut(X) it is a permutation of basis elements.
Exercise 4.3.29. Let us fix a Borel B = Tn(k) containing our fixed diagonal maxi-
mal torus T . Then for χ = χi − χj,
(1) Gχ
⋂
Nn(k) = Xij , the root subgroup.
(2) Gχ
⋂
Nn(k)
− = Xji.
Recall that the co-root α∨ for α is defined by < α,α∨ >= 2 and wnα(x) = x− <
x,α∨ > α where wnα ∈ Aut(X) is already determined.
Exercise 4.3.30 (Co-roots). Thus, for χ = χi − χj we get χ∨ = ψi − ψj.
Hint: Let χ∨ =
∑
rmrψr. Now, we know wnχ(χr) = χr for r 6= i, j which gives,
χr = wnχ(χr) = χr− < χr,
∑
msψs > (χi − χj) = χr − mr(χi − χj) gives mr = 0.
Now χj = wnχ(χi) = χi− < χi,
∑
msψs > (χi − χj) = χi −mi(χi − χj), gives mi = 1.
Similarly, we get mj = −1.
The quadruple (X(T ),Φ, Y (T ),Φ∨) obtained here is the root datum of GLn and
determines it completely.

CHAPTER 5
(Real compact) Orthogonal group and Symmetry
We begin with the set Rn. To denote the elements of Rn we use coordinates. This
coordinate system provides a unique representation of each element with respect to the
coordinate system {e1, . . . , en}. This coordinate system is called the standard basis. The
set Rn has many structures.
The Euclidean space (Rn, d) is a metric space with the distance function
d(x, y) :=
√
(x1 − y1)2 + · · ·+ (xn − yn)2
where x = (x1, . . . , xn) and y = (y1, . . . , yn). This induces a topology on R
n. One can
study functions with various properties such as continuity, differentiability etc. Usually
we take n ≥ 2. An isometry of Rn is a map f : Rn → Rn such that d(f(x), f(y)) =
d(x, y) for all x, y ∈ Rn. Here we want to study isometries. We prove that isometries are
bijection and form a group. They are also called affine linear maps.
We recall that Rn is an n-dimensional vector space over the field R. Thus on Rn
we already have “nice” linear maps. The coordinate system provides a standard basis.
These linear maps can be represented as matrices with respect to the fixed standard basis.
First, we would like to determine which linear maps are isometry. For this purpose we
introduce norm on the vector space. The norm on the vector space Rn is given by
||x|| :=
√
x21 + · · ·+ x2n. We also have corresponding symmetric bilinear form given by
B(x, y) :=
∑n
i=1 xiyi. The norm and symmetric bilinear form are related and can be
obtained from each other.
5.1. O2(R) and C
The orthogonal group O2(R) = {A ∈M2(R) | tAA = I}.
Exercise 5.1.1. For a ∈ R2 define the translation map τa : R2 → R2 by τa(x) = x+a.
Show that τa is an isometry but not a linear map. Further show that τaτb = τa+b and
τ−1a = τ−a.
Exercise 5.1.2. Consider the rotation map ρθ : R
2 → R2 (around origin) given by
ρθ(x1, x2) = (cos(θ)x1 − sin(θ)x2, sin(θ)x1 + cos(θ)x2).
(1) Show that ρθ is an isometry. Also ρθ = ρθ+2pi.
(2) Show that ρθ is a linear, one-one and onto map. Write down its matrix.
33
34 5. (REAL COMPACT) ORTHOGONAL GROUP AND SYMMETRY
(3) ρθ1ρθ2 = ρθ3 where θ3 = θ1 + θ2 modulo 2pi.
Exercise 5.1.3. Given a non-zero vector v ∈ R2, consider the reflection map
rv : R
2 → R2 defined by rv(x) = x − 2B(x,v)||v||2 v. This is a reflection in the line pass-
ing through origin perpendicular to the vector v.
(1) Show that rv is an isometry and rv = rαv for any α 6= 0.
(2) Show that rv is a linear, one-one and onto map.
(3) Show that rv is characterised (among linear maps) by rv(v) = −v and rv(x) = 0
for x ⊥ v (i.e., B(x, v) = 0).
(4) Show that r2v = 1. What do you get if you compose two reflections.
Exercise 5.1.4. (1) Use the definition and show that
SO2(R) =
{(
cos(θ) − sin(θ)
sin(θ) cos(θ)
)
| 0 ≤ θ < 2pi
}
.
These elements are called rotations.
(2) Use the map det: O2(R)→ {±1} to show that | O2(R)SO2(R) | = 2.
(3) By fixing an element s ∈ O2(R)\SO2(R) prove thatO2(R) = SO2(R)
⋃
s.SO2(R).
Prove that we can take s =
(
1
−1
)
.
(4) Hence,
O2(R) =
{(
cos(θ) − sin(θ)
sin(θ) cos(θ)
)
,
(
cos(φ) − sin(φ)
− sin(φ) − cos(φ)
)
| 0 ≤ θ, φ < 2pi
}
.
(5) Prove that every element of O2(R)\SO2(R) has a fixed line. These are reflec-
tions.
(6) Show that SO2(R) is an Abelian group but O2(R) is not.
(7) Compute sρθs
−1 for ρθ ∈ SO2(R)?
(8) Prove that every element of SO2(R) is a product of two reflections. This is
simply writing ρθ = s.sρθ.
We explore its relation with complex numbers C. It is a coincidence that the space
R2 has a multiplication which makes it a field. The important fact is that the norm
N(x) = ||x||2 is multiplicative with respect to the multiplication defined by the complex.
Exercise 5.1.5. Show that with complex multiplication N(xy) = N(x)N(y). This
will not be satisfied if we took co-ordinate wise multiplication on R2.
Hurwitz proved that the only space which has multiplicative property for norm is n =
1, 2, 4 and 8. Later in the next chapter we introduce Hamilton’s quaternion on R4 and
provide the next example. The multiplication on R8 which makes norm multiplicative
makes it Octonion.
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Exercise 5.1.6. Consider C as one dimensional vector over itself and 2 dimensional
vector space over R with basis {1, i}.
(1) Let 0 6= α ∈ C. Write down the real matrix of left multiplication by α.
(2) Show that SO2(R) can be identified with the group SO2(R).
(3) Consider the conjugation map. What is its real matrix.
Exercise 5.1.7. (1) Prove that any finite subgroup of SO2(R) ∼= S1 is cyclic.
(2) Prove that any finite subgroup of O2(R) which is not contained in SO2(R) is a
dihedral group.
(3) Fix a prime p. Take the set {z ∈ S1 | zpr = 1 for some r}. Show that its a
group.
Exercise 5.1.8. Prove that O2(R) is not connected whereas SO2(R) is connected.
Exercise 5.1.9. Prove that O2(R) and SO2(R) both are compact groups.
5.2. On(R)
A linear transformation S : Rn → Rn is called orthogonal if ||S(x)|| = ||x|| for all
x ∈ Rn.
Exercise 5.2.1. Show that the following are equivalent for a linear transformation
S : Rn → Rn:
(1) S is orthogonal.
(2) S is an isometry.
(3) B(S(x), S(y)) = B(x, y) for all x, y ∈ Rn.
(4) S maps an orthonormal basis to an orthonormal basis.
(5) The matrix A of S with respect to the standard basis satisfies tAA = I.
We define the orthogonal group O(n) as the set of all orthogonal linear transfor-
mations. In the matrix form (with respect to the fixed standard basis)
O(n) := {A ∈Mn(R) | tAA = I}.
Exercise 5.2.2. Let A,B ∈ O(n). Show that:
(1) det(A) = ±1.
(2) AB ∈ O(n) and A−1 ∈ O(n).
We define the set SO(n) := {A ∈ O(n) | det(A) = 1}.
Exercise 5.2.3. Use the reflection defined in the next exercise to show that SO(n) ⊂
O(n) is proper.
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5.3. Isometries
Exercise 5.3.1 (Examples of isometry). (1) For a ∈ Rn we define translation
τa : R
n → Rn by τa(x) = x + a. Show that it’s an isometry but not a linear
map.
(2) For a non-zero vector v ∈ Rn define reflection rv : Rn → Rn by
rv(x) = x− 2B(x, v)||v||2 v.
Show that rv(v) = −v and rv fixes a (n − 1) dimensional hyperplane (which
one!) pointwise. Further it is an isometry and a linear map.
(3) For θ ∈ [0, 2pi) and fixed 1 ≤ l ≤ n − 1 we define ρl,θ : Rn → Rn by ρl,θ(el) =
cos(θ)el − sin(θ)el+1, ρl,θ(el+1) = sin(θ)el + cos(θ)el+1 and ρl,θ(ei) = ei for
i 6= l, l + 1. Show that ρl,θ is an isometry and is a linear map.
However the distance function and the norm ||.||, both are related on Rn.
Exercise 5.3.2. Show the following:
(1) d(x, y) = ||x − y||. Further d satisfies the 3 properties of being a distance
function.
(2) B(x, x) = ||x||2.
(3) B(x, y) = ||x+y||
2−||x||2−||y||2
2 . Further B is a symmetric bilinear map.
Exercise 5.3.3. Show that if f : Rn → Rn is a linear map which is also an isometry,
then f ∈ On(R).
Now we prove that any isometry is composition of a translation and an orthogonal map.
We remark that it is not clear from the definition of an isometry that it is a bijection.
Exercise 5.3.4. Let T : Rn → Rn be an isometry. Suppose T fixes origin and also
every element of the standard basis, i.e., T (0) = 0 and T (ei) = ei∀i. Then show that T
is identity.
Proof. Let x = (x1, . . . , xn) ∈ Rn and T (x) = y = (y1, . . . , yn). We want to prove
y = x. We are given that T is an isometry. Hence we have following equations, d(0, x) =
d(T (0), T (x)) = d(0, y) implies ||x|| = ||y||. Similarly, d(x, ei) = d(T (x), T (ei)) = d(y, ei)
implies ||x− ei|| = ||y − ei||. This gives the equation
x21+ · · ·+x2i−1+(xi− 1)2+ x2i+1+ · · ·+x2n = y21 + · · ·+ y2i−1+(yi− 1)2+ y2i+1+ · · ·+ y2n
which after expanding and combining with ||x|| = ||y|| gives xi = yi. This proves the
required result. 
Exercise 5.3.5. Let T : Rn → Rn be an isometry. Suppose T fixes origin. Then
show that T is an orthogonal linear transformation.
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Proof. Consider a matrix S of which columns are yi = T (ei). Then S defines a
linear map S : Rn → Rn with the property S(ei) = yi = T (ei) for all i. We claim that
S is an orthogonal transformation. For this verify that {y1, . . . , yn} is an orthonormal
basis, thus S maps an orthonormal basis to an orthonormal basis.
Now let us consider the map S−1T : Rn → Rn. This is an isometry. Further this
map fixes origin and all of the ei. Hence from previous exercise it must be the identity
map. This implies that T = S. 
Exercise 5.3.6. Let f : Rn → Rn be an isometry. Show that f = τaT where a = f(0)
and T ∈ On(R).
Proof. Consider the map τ−af which is an isometry. Clearly (τ−af)(0) = τ−a(f(0)) =
f(0)− a = 0. Thus from previous exercise τ−af is an isometry, say T ∈ On(R). Hence,
f = τaT . 
Thus we have the following,
Exercise 5.3.7. Let f : Rn → Rn be an isometry.
(1) Show that there exists a ∈ Rn and A ∈ On(R) such that f(x) = Ax+ a.
(2) Let f, f ′ be isometry given by f(x) = Ax+ a and f ′(x) = A′x+ a′. Show that
(ff ′)(x) = AA′x+ (Aa′ + a).
(3) Show that an isometry is one-one and onto map.
(4) Show that the set of isometries Iso(Rn) is closed under composition.
(5) Show that the inverse of an isometry is again an isometry. In particular,
f−1(x) = A−1x−A−1a.
(6) Show that Iso(Rn) is a group.
(7) Show that (fτbf
−1)(x) = τAb(x) where f(x) = Ax + a. Use this to show that
the set of translations is a normal subgroup of Iso(Rn).
(8) Prove that Iso(Rn) ∼= Rn ⋊On(R).
5.4. Symmetries and Platonic Solids
Exercise 5.4.1. This exercise leads to the Classification of Platonic solids.
Definition 5.4.2. A convex polyhedron in 3d is said to be regular if:
• Its faces are convex regular n-gons (for some n ∈ N, n ≥ 3) and any two faces
are congruent.
• Only possible intersections of faces are at edges.
• At each vertex the same number (say m) of faces meet.
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It is clear that n and m are at least 3. Regular convex polyhedra are also called
Platonic solids. Cube is an example of a Platonic solid with n = 4 and m = 3. For a
Platonic solid the pair (n,m) is called its Schla¨fli symbol.
Let P be a Platonic solid with Schla¨fli symbol (n,m). Let v be the number of
vertices of P , e be the number of edges of P and f be the number of faces of P . Solve
the following:
(5a) Show that nf = 2e = mv.
(5b) Show that 1m +
1
n >
1
2 .
(5c) Find all solutions (n,m).
Exercise 5.4.3. Compute the symmetry group of n-gons and Platonic solids.
5.5. Finite subgroups of O2(R) and O3(R)
These are some well known theorems worth attempting to give a prove.
Theorem 5.5.1. Any finite subgroup of O2(R) is isomorphic to either the cyclic
group Z/mZ or the dihedral group Dm.
Theorem 5.5.2. Any finite subgroup of O3(R) is isomorphic to one of the following:
the cyclic group Z/mZ, the dihedral group Dm, A4, S4 or A5.
A more general theory at this point is trying to understand finite Coxeter groups.
The finite Coxeter groups are defined as a subgroup generated by a bunch of finitely
many reflections in an Orthogonal group. This is very welll understood and leads to
classification via root systems, similar to simple Lie algebras. Interested reader can refer
to the book by Humphreys on this subject.
CHAPTER 6
Hamilton’s Quaternion
The set H = {a = a0 + a1i + a2j + a3k | a0, a1, a2, a3 ∈ R}, with addition and
multiplication defined below, is called the set of real quaternions or Hamilton’s quater-
nion. These operations make it an associative algebra (non-commutative ring as well as
a vector space over R). There is a much more general definition of quaternions over any
field (not just over R) which we describe in Chapter 9. The algebra operations on H are
defined as follows: for a = a0 + a1i+ a2j + a3k and b = b0 + b1i+ b2j + b3k, we have,
a+ b = (a0 + b0) + (a1 + b1)i+ (a2 + b2)j + (a3 + b3)k
a.b = (a0b0 − a1b1 − a2b2 − a3b3) + (a0b1 + a1b0 + a2b3 − a3b2)i
+(a0b2 − a1b3 + a2b0 + a3b1)j + (a0b3 + a1b2 − a2b1 + a3b0)k.
The multiplication can be simply obtained by using the following relations: i2 = −1 =
j2 = k2 and ij = −ji = k.
Exercise 6.0.1. Show that H is a division algebra. That is, it has all properties of
field except the multiplication is not commutative.
It has several properties similar to complex numbers C. We define conjugation by
a¯ = a0 − a1i− a2j − a3k.
Exercise 6.0.2. Compute and show that aa¯ = a20 + a
2
1 + a
2
2 + a
2
3 = a¯a is a real
number.
This leads to the definition of norm, N(a) = aa¯, and trace tr(a) = a+ a¯ = 2a0.
Exercise 6.0.3. (1) Show that the map N : H∗ → R∗ defined by a 7→ N(a) is
a multiplicative group homomorphism.
(2) Show that the map Tr : H→ R defined by a 7→ Tr(a) is an R-linear map.
Exercise 6.0.4. (1) How many solutions does the equation X2 + 1 have over
H? Compare your answer with solving equations over a field.
(2) For an a ∈ H show that it always satisfies the quadratic equationX2−(tr(a))X+
N(a) = 0.
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6.1. Realization of quaternions
There are several ways to think about quaternions. In various situation they can be
helpful in computation.
6.1.1. As double complex numbers. For a ∈ H we write
a = a0 + a1i+ a2j + a3k = (a0 + a1i) + (a2 + a3i)j = z1 + z2j
where z1, z2 can be thought of as elements in C. Thus we may think of H = C+Cj and
note that the new multiplication formula would be, for a = z1 + z2j and b = w1 + w2j,
a.b = (z1 + z2j).(w1 + w2j) = (z1w1 − w¯2z2) + (w2z1 + z2w¯1)j.
We remark that this formula can be further generalised to define an octonion algebra.
Exercise 6.1.1. Verified that the new formula is same as usual multiplication on
H. In this notation, N(a) = N(z1 + z2j) = N(z1) +N(z2) and a¯ = z1 + z2j = z¯1 − z2j
where the norm and conjugation on complex numbers are defined in usual way.
6.1.2. As 2 × 2 complex matrices. For a ∈ H we write a = z1 + z2j where
z1, z2 ∈ C as above. Now we identify a with the matrix a =
(
z1 −z2
z¯2 z¯1
)
in M2(C). Thus
we can think of H to be the set of 2×2 complex matrices of this kind. The multiplication
in this case is simply given by the matrix multiplication.
Exercise 6.1.2. Verify that the quaternion multiplication is same as matrix multi-
plication represented in this form, i.e,
a.b =
(
z1 −z2
z¯2 z¯1
)(
w1 −w2
w¯2 w¯1
)
=
(
z1w1 − z2w¯2 −z1w2 − z2w¯1
z¯2w1 + z¯1w¯2 −z¯2w2 + z¯1w¯1
)
.
Exercise 6.1.3. The norm N(a) = det
(
z1 −z2
z¯2 z¯1
)
= z1z¯1 + z2z¯2 and conjugation
is a¯ =
(
z¯1 z2
−z¯2 z1
)
= t(a¯). Also, trace is simply trace of the matrix.
Remember the following association in the matrix notation:
1 =
(
1
1
)
, i =
(
i
−i
)
, j =
(
−1
1
)
, j =
(
−i
−i 0
)
.
Exercise 6.1.4 (Four Square Identity). (1) Show that ab = b¯a¯, and hence,
N(ab) = ab.ab = abb¯a¯ = aN(b)a¯ = N(a)N(b).
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(2) Since the norm map is multiplicative, ie., N(ab) = N(a)N(b), write this in
expanded form to get the Four Square Identity.
(a20 + a
2
1 + a
2
2 + a
2
3).(b
2
0 + b
2
1 + b
2
2 + b
2
3)
= (a0b0 − a1b1 − a2b2 − a3b3)2 + (a0b1 + a1b0 + a2b3 − a3b2)2
+(a0b2 − a1b3 + a2b0 + a3b1)2 + (a0b3 + a1b2 − a2b1 + a3b0)2.
(3) Show that, over Z, the product of a sum of 4-squares is again a sum of 4-squares.
6.2. Application to Number Theory
One of the famous problem in number theory is Waring problem. It asks the following
question. Given a natural number r, does there exists a natural number f(r), such that
the polynomial function xr1+x
r
2+· · ·+xrf(r) takes value all positive integers if we substitute
integers. If yes, find the smallest value f(r). For r = 2, the answer is f(2) = 4 which is
the four square theorem. There are several proofs of this result and here we present one.
Theorem 6.2.1 (Four Square theorem). Every natural number is a sum of four
integer squares.
Lemma 6.2.2. Let p be an odd prime, say p = 2n + 1. Then there exists l,m ∈ Z
such that p|(1 + l2 +m2).
Proof. We know that Z/pZ is a field. Consider the set [n] = {0, 1, . . . , n}. Let
x 6= y ∈ [n]. Then x2 6≡ y2 (mod p). For if x2 ≡ y2 (mod p) then (x2 − y2) ≡ 0
(mod p) and hence either x− y = 0 or x+ y = 0 in Z/pZ. Since 0 < x+ y < n+ n < p
we can’t have x+ y = 0.
Hence T = {02, 12, . . . , n2} are all distinct mod p. Similarly the set −1 − T =
{−1 − 02,−1 − 12,−1 − 22, . . . ,−1 − n2} has all elements distinct. Both sets T and
−1−T have n+1 elements and hence they have a common element. That is there exists
l2 ∈ T and −1−m2 in− 1− T such that l2 = −1−m2 and we are done. 
Proof of the theorem. Let n be a natural number. One can easily verify this
theorem for n = 0, 1, 2, 3, 4. Thus we may assume n ≥ 5.
Step 1. We can reduce this theorem to prove only for primes. For if n is not a prime,
write n = n1n2 and use the four square identity. Since n1 and n2 both are sum of four
squares, so is the product n.
Step 2. If 2m is a sum of two squares then so is m. Let 2m = x2 + y2 then either
both x, y are even or both are odd. Then write m = (x−y2 )
2 + (x+y2 )
2.
Step 3. Let p be an odd prime. Then from the lemma a multiple of p is a sum of four
squares. That is, there exists l,m such that p|(1 + l2 +m2) and hence kp = 1 + l2 +m2
for some k. Further we assume 0 < k < p (else we may go mod p). Thus if we already
have k = 1 we are done. Otherwise we do the following.
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Step 4. We apply decent argument to arrive at a contradiction. Suppose there exists
m,a, b, c, d integers such that mp = a2 + b2 + c2 + d2 and 1 < m < p. We show that we
can find n such that 1 ≤ n < m and np = a′2 + b′2 + c′2 + d′2 for some a′, b′, c′, d′. This
would provide contradiction if we begin with minimal m with the required property.
Without loss of generality m > 1. If m is even, say m = 2n, then mp is even which is
a sum of 4 squares and hence step 2 implies that np is a sum of four squares and we are
done. Now we assume that m is odd > 2. Now pick w, x, y, z such that w ≡ a (mod m),
x ≡ b (mod m), y ≡ c (mod m) and z ≡ d (mod m) and −m2 < w, x, y, z < m2 . Thus,
w2 + x2+ y2+ z2 < 4.m
2
4 = m
2 and w2+ x2+ y2+ z2 ≡ a2+ b2+ c2+ d2 ≡ 0 (mod m).
Hence w2+x2+ y2+ z2 = nm for some n. Since w2+x2+ y2+ z2 < m2 we have n < m.
Check that n 6= 0.
Thus, (a2 + b2 + c2 + d2)(w2 + x2 + y2 + z2) = mp.nm = nm2p is a sum of 4
squares. Expanding out the left side (and replacing x, y, z by their negative) we get
(aw+bx+cy+dz)2+(−ax+bw−cz+dy)2+(−ay+bz+cw−dx)2+(−az−by+cx+dw)2 =
m2.np. Claim: m divides each term on left, (aw+bx+cy+dz), (−ax+bw−cz+dy), (−ay+
bz+cw−dx), (−az−by+cx+dw). For this, first we write each of this term mod m. We
get, (aw+bx+cy+dz) = a2+b2+c2+d2 (mod m) = 0 (mod m), (−ax+bw−cz+dy) = 0
(mod m), (−ay+bz+cw−dx) = 0 (mod m), (−az−by+cx+dw) = 0 (mod m). Hence,
by dividing on the both side in the equation by m2 we get that np is a sum of 4-squares.
This proves the required result. 
Exercise 6.2.3. Can you write every natural number as a sum of 2 or 3 squares?
What about sum of 2 or 3 cubes?
6.3. Application to Geometry
Let H = {a = a0 + a1i + a2j + a3k | ar ∈ R, i2 = −1 = j2, ij = −ji = k}
be the real quaternions defined above. Recall that the conjugation is defined by a¯ =
a0−a1i−a2j−a3k. We also denote tr(a) = a+ a¯ and N(a) = aa¯. Now, we can think of
H as a 4-dimensional vector space over R. Further we have a non-degenerate symmetric
bilinear form B on H induced from N given as follows:
B(x, y) =
N(x+ y)−N(x)−N(y)
2
=
1
2
[(x0 + y0)
2 + (x1 + y1)
2 + (x2 + y2)
2 + (x3 + y3)
2 − (x20 + x21 + x22 + x23)
−(y20 + y21 + y22 + y23)]
= x0y0 + x1y1 + x2y2 + x3y3.
The three dimensional subspace spanned by i, j, k is called imaginary subspace.
Exercise 6.3.1. Let V := Im(H) =< i, j, k > be the vector subspace of H.
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(a) For a = cos(θ)j + sin(θ)k, compute the matrix of the map φa : V → V defined
by φa(v) = ava
−1. Show that φa =

−1 cos(2θ) sin(2θ)
sin(2θ) − cos(2θ)

.
(b) Compute the matrix of the map ψ : V → V given by ψ(v) = ivi. Show that ψ
is a reflection. The matrix of ψ is diag(−1, 1, 1).
Exercise 6.3.2. Use the group homomorphism given by norm N : H∗ → R∗ defined
by a 7→ N(a) = aa¯ to show that H1 := ker(N) is a group. Hence, show that the sphere
S3 is a group.
It is an amazing fact that the sphere Sn ⊂ Rn+1 is a group if and only if n = 1, 3 or
7. This phenomena is related to being able to put composition algebra structure on Rm
which is possible if and only if m = 1, 2, 4 or 8. The composition algebras of dimension
1 is the field R, of dimension 2 is either R × R or C, of dimension 4 is either M2(R) or
H and of dimension 8, two possibilities, called octonions.
Exercise 6.3.3. For a non-zero a ∈ H define a map φa : H → H by φa(x) = axa−1.
Prove the following:
(1) Show that φa preserves norm, hence is in O4(H, N).
(2) Show that φa(1) = 1.
(3) Show that if x ⊥ 1 then φa(x) ⊥ 1. Thus φa restricts to 1⊥ = V .
Thus, we define a map a 7→ φa from H1 to SO3(R) and we get the following exact
sequence:
1→ {±1} → H1 → SO3(R)→ 1.
Exercise 6.3.4. Consider V = Im(H). Compute the conjugation map φa : V → V
for a = a0 + a1i and a = a2j + a3k.
Exercise 6.3.5. Show that the map φ : H1 → SO3(R) defined by a 7→ φa is a
surjective group homomorphism with kernel {±1}. Thus H1 is a double cover of the
group SO3(R).
In the above exercise, if needed, you may use connectedness.
Exercise 6.3.6. Show that an element of SO(3) always fixes a non-zero vector, i.e.,
1 is an eigenvalue. Thus up to conjugacy it is of the following form
1 cos(θ) − sin(θ)
sin(θ) cos(θ)

 .
Exercise 6.3.7. For a ∈ H1 define the map la : H → H by x 7→ ax. Show that its
an isometry. This defines a group homomorphism l : H1 → O4(R).
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6.4. The group SU2(C)
The group SU2(C) = {X ∈M2(C) | tX¯X = I,det(X) = 1}.
Exercise 6.4.1. Compute and show that X ∈ SU2(C) is of the form
(
w −z
z¯ w¯
)
for
some w, z ∈ C satisfying ww¯ + zz¯ = 1.
Exercise 6.4.2. (1) Recall the realization of H as 2× 2 complex matrices and
note that H1 is identified with SU2(C).
(2) Show that H1 ∼= S3 is group isomorphic to SU2(C).
(3) Use this to get the double cover map SU2(C)→ SO3(R).
H1 SU2(C)
SO3(R)
Exercise 6.4.3. Show that SU2(C) is simply connected and SO3(R) ∼= RP 3.
Here we describe the topology of SO3(R). Let us first recall how we get projective
spaces. We begin with RP 2. This is suppose to be obtained by antipodal identification
of S2. We can further think of this as the upper hemisphere with boundary circle being
identified, which after projecting down in the plane becomes solid circle (disc) in the
plane with points on the boundary being identified. We can carry forward this idea to
any higher dimension.
Now, any element A ∈ SO3(R) has a fixed axis and it is rotation in the perpendicular
plane. So, A can be associated to (v, θ) ∈ S2× [−pi, pi] where the first coordinate v repre-
sents a direction and the second coordinate represents the rotation amount. Notice that
the rotation by pi and −pi, in this representation, is same and hence in this representation
we have to further identify pi with −pi. Thus the object, S2 × [−pi, pi], is a solid sphere
(disc) of radius pi together with the property that points on the surface are identified.
This object is nothing but RP 3.
CHAPTER 7
Symplectic groups
Let V be a vector space of dimension 2l over a field k. We also assume char(k) 6= 2.
There is a unique non-degenerate skew-symmetric linear form β up to equivalence on V .
We fix a basis of V indexed as follows: {e1, . . . , el, e−1, . . . , e−l} which gives the following
skew-symmetric matrix J corresponding to the form β:
J =
(
Il
−Il
)
.
The symplectic group is the set of isometries of the form β, which in matrix form is the
set of symplectic matrices with respect to this form:
Sp2l = {X ∈ GL2l | tXJX = J}.
In the algebraic groups notation, this is a group of type Cl. We also define, the projective
symplectic group,
PSp2l =
Sp2l
Z(Sp2l)
.
Exercise 7.0.1. When l = 1, show that Sp2 = SL2.
Thus, we always assume l > 1.
Exercise 7.0.2. For g ∈ Sp2l, we have det(g) = 1. Hence, Sp2l is a subgroup of
SL2l.
Hint: Use Pfaffian to prove this. The Pfaffian Pf(A) is a polynomial associated to
a skew-symmetric matrix A which is non-zero when the matrix is invertible of even size.
It also has the propery that Pf(tXAX) = det(X)Pf(A).
Exercise 7.0.3. Show that the map GLl → Sp2l given by A 7→
(
A
tA−1
)
is an
injective group homomorphism.
Exercise 7.0.4. Compute the center Z(Sp2l) = {±I}.
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7.1. Symplectic Lie algebra
Notice that we are going to use {1, . . . , l,−1, . . . ,−l} as indices instead of using 1
upto 2l. The Lie algebra of the symplectic group Sp2l is
sp2l = {X ∈ gl2l | tXJ = −JX}
where gl2l is the set of 2l size matrices.
Exercise 7.1.1. For X ∈ sp2l show that tr(X) = 0.
Exercise 7.1.2. Let
(
W X
Y Z
)
be in sp2l written in block form of size l. Show that
Z = −tW , X = tX and Y = tY .
Hint: We can do block multiplication here.
Exercise 7.1.3. Show that the following set of elements for 1 ≤ i, j ≤ l,
{(ei,j−e−j,−i) for i 6= j, }∪{(ei,−j+ej,−i) for i < j, }∪{(e−i,j+e−j,i) for i < j},∪{ei,−i, e−i,i}
form a basis of the Lie algebra together with the diagonals {ei,i − e−i,−i}.
Exercise 7.1.4. Compute the dimension of the Lie algebra sp2l.
Exercise 7.1.5. Show that each of the matrices in the basis above (except the
diagonal ones) is nilpotent.
Exercise 7.1.6 (Chevalley generators). The following elements belong to the sym-
plectic group for any t ∈ k and for any 1 ≤ i, j ≤ l:
xi,j(t) = I + t(ei,j − e−j,−i) for i 6= j,
xi,−j(t) = I + t(ei,−j + ej,−i) for i < j,
x−i,j(t) = I + t(e−i,j + e−j,i) for i < j,
xi,−i(t) = I + tei,−i,
x−i,i(t) = I + te−i,i.
In fact, these matrices generate the symplectic group. This is a non-trivial exercise but
not very difficult. See https://arxiv.org/pdf/1504.03794.pdf for an algorithmic proof
similar to row-column operations in the SLn case.
Exercise 7.1.7. Assume that the Chevallley generators in the above exercise 7.1.6
generate the symplectic group. Use this to prove the following:
(1) For X ∈ Sp2l, we have det(X) = 1.
(2) For X ∈ Sp2l, we have tX ∈ Sp2l.
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7.2. Root Datum
Exercise 7.2.1. The set T = {diag(λ1, . . . , λl, λ−11 , . . . , λ−1l ) | λi ∈ k∗} is a maximal
torus in Sp2l. Thus, rank of Sp2l is l.
Exercise 7.2.2. Fix characters χi : T → Gm by χi(diag(λ1, . . . , λl, λ−11 , . . . , λ−1l )) =
λi. Show that the character group X
∗(T ) ∼= Zl.
Exercise 7.2.3. Fix co-characters µi : Gm → T by χi(t) = diag(1, . . . , t . . . , 1 . . . , . . . , 1)
where t is at ith place. Show that the co-character group X∗(T ) ∼= Zl.
Exercise 7.2.4. Consider the Ad : Sp2l → GL(sp2l) given by Ad(g)(X) = gXg−1.
We restrict this map to the maximal torus T and obtain the simultaneous decomposition
of sp2l,
sp2l = t
⊕ ⊕
χ∈X∗(T )
gχ

 .
Show that the diagonals t form a T -invariant subspace with respect to the 0 character.
Show that each of the basis vectors in the exercise 7.1.3, other than the diagonals, form
a 1 dimensional T -invariant subspace gχ.
Hint: Use the action to compute the eigen-values which are the charcters in the
exercise below. Since these turn out to be distinct they are, each one of them, all
possible eigen-spaces.
Exercise 7.2.5. Compute the set of all non-trivial characters appearing in the above
decomposition P ⊂ X∗(T ). Show that
P = {χi − χj | 1 ≤ i 6= j ≤ l}
⋃
{±(χi + χj) | 1 ≤ i < j ≤ l}
⋃
{±2χi | 1 ≤ i ≤ l}.
Exercise 7.2.6 (Co-characters). Compute the co-charactrs Q = P∨ ⊂ X∗(T ) and
show that P∨ = {µi − µj | 1 ≤ i 6= j ≤ l}
⋃{±(µi + µj) | 1 ≤ i < j ≤ l}⋃{±µi | 1 ≤ i ≤
l}.
Exercise 7.2.7. Consider the isotropic flag
0 ⊂ V1 ⊂ . . . ⊂ Vi ⊂ . . . ⊂ Vl
where Vi =< e1, . . . , ei >. Then B, the stabiliser of this flag, is a Borel subgroup. Let
us explicitely compte this subgroup. For g ∈ B, g(ei) ∈ Vi =< e1, . . . , ei > for 1 ≤ i ≤ l.
Now, we know G(W⊥) ⊂W⊥. Thus,
V ⊥l ⊂ V ⊥l−1 ⊂ . . . ⊂ V ⊥i ⊂ . . . ⊂ V ⊥1 ⊂ 0⊥
and is naturally fixed by g as well. That is,
< e1, . . . , el >⊂< e1, . . . , el, e−l >⊂ . . . ⊂< e1, . . . , el, e−2, . . . , e−l >⊂ V.
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Thus we get g(e−1) ∈< e1, . . . , el, e−1, . . . , e−l >, g(e−2) ∈< e1, . . . , el, e−2, . . . , e−l >,
and, in general g(e−i) ∈< e1, . . . , el, e−i, . . . , e−l >. Hence, the elements of B are of the
form
(
W X
tW−1
)
where W is upper triangular. Thus, a Borel in Sp2l containing the
fixed diagonal maximal torus is{(
W X
tW−1
)
|W
}⋂
Sp2l.
Exercise 7.2.8. Thus a system of positive roots is
R+ = {χi ± χj | 1 ≤ i < j ≤ l}
⋃
{2χi | 1 ≤ i ≤ l}
and a set of simple roots is
∆ = {χ1 − χ2, . . . , χl−1 − χl, 2χl}
Exercise 7.2.9 (Weyl group). Show that the Weyl group is Sl ⋉ (Z/2Z)
l.
7.3. GSp2l
The similitude symplectic group is
GSp2l = {X ∈ GL2l | tXJX = λJ, for some λ ∈ k∗}.
The scalar λ = λX varies with X and is called similitude factor of the element X.
Exercise 7.3.1. The map Ψ: GSp2l → k∗ given by X 7→ λX is a group homomor-
phism with kernel Sp2l.
Exercise 7.3.2. The set of scalars {α.I ∈ GL2l | α ∈ k∗} is the center of GSp2l.
Exercise 7.3.3. The elements of GSp2l induce automorphisms of Sp2l acting via
conjugation.
CHAPTER 8
Orthogonal groups
Let k be an algebraically closed field of char 6= 2. Let V be a vector space of
dimension n. We write n = 2l or 2l + 1 depending on when n is even or odd. We fix a
basis {e1, . . . , el, e−1, . . . , e−l} when n is even and {e0, e1, . . . , el, e−1, . . . , e−l} when n is
odd. Recall that the orthogonal group is
On = {g ∈ GLn | tgJg = J}
where J =
(
Il
Il
)
when n = 2l and J =

1 Il
Il

 when n = 2l + 1. Its connected
component is the special orthogonal group SOn = On ∩ SLn. Its Lie algebra is
on = {X ∈ gln | tXJ = −JX}.
8.1. Root datum of Dl type
Let us first deal with even dimensional one which is also called Dl type.
Exercise 8.1.1. Let
(
W X
Y Z
)
be in o2l. Show that Z = −tW , X = −tX and
Y = −tY . Hence, the following set of elements for 1 ≤ i, j ≤ l,
(ei,j − e−j,−i) for i 6= j,
(ei,−j − ej,−i) for i < j,
(e−i,j − e−j,i) for i < j,
form a basis of the Lie algebra together with the diagonals ei,i − e−i,−i.
Exercise 8.1.2. The set T = {diag(λ1, . . . , λl, λ−11 , . . . , λ−1l ) | λi ∈ k∗} is a maximal
torus in O2l. Thus, the rank of O2l is l.
Exercise 8.1.3. Fix characters χi : T → Gm by χi(diag(λ1, . . . , λl, λ−11 , . . . , λ−1l )) =
λi. Show that X
∗(T ) ∼= Zl.
Exercise 8.1.4. Fix co-characters µi : Gm → T by χi(t) = diag(1, . . . , t . . . , 1 . . . , , 1)
where t is at ith place. Show that X∗(T ) ∼= Zl.
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Exercise 8.1.5. Consider the Ad : O2l → GL(o2l) given by Ad(g)(X) = gXg−1. We
restrict this map to the maximal torus T and obtain the simultaneous decomposition of
o2l. Show that the diagonals form a T -invariant subspace with respect to 0 character.
Show that each of the basis vector in the above exercise 8.1.1, other than diagonals,
forms a 1 dimensional T -invariant subspace.
Exercise 8.1.6. Compute P ⊂ X∗(T ). Show that
P = {χi − χj | 1 ≤ i 6= j ≤ l}
⋃
{±(χi + χj) | 1 ≤ i < j ≤ l}.
Exercise 8.1.7. Compute Q = P∨ ⊂ X∗(T ). This gives us the root datum
(X∗(T ), P,X∗(T ), P
∨).
Exercise 8.1.8 (Borel subgroup). Consider the isotropic flag
0 ⊂ V1 ⊂ . . . ⊂ Vi ⊂ . . . ⊂ Vl
where Vi =< e1, . . . , ei >. Then B, the stabiliser of this flag, is a Borel subgroup.
Explicitely compute this and get the elements of B which are of the form
(
W X
tW−1
)
where W is upper triangular.
Exercise 8.1.9. The Weyl group is isomorphic to Sl ⋉ (Z/2Z)
l−1.
8.2. Root datum of type Bl
Now to deal with n = 2l + 1.
Exercise 8.2.1. The Lie algebra elements are
o2l+1 =




tc −tb
b W X
−c Y −tW

 | X = −tX,Y = −tY

 .
Thus along with diagonals, the following form a basis, 1 ≤ i, j ≤ l,
ei,0 − e0,−i
e0,i − e−i,0
(ei,j − e−j,−i) for i 6= j,
(ei,−j − ej,−i) for i < j,
(e−i,j − e−j,i) for i < j,
Exercise 8.2.2. The set T = {diag(1, λ1, . . . , λl, λ−11 , . . . , λ−1l ) | λi ∈ k∗} is a maxi-
mal torus in O2l+1. Thus, the rank of O2l+1 is l.
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Exercise 8.2.3. Compute P ⊂ X∗(T ) by the action of maximal torus on the Lie
algebra. Show that
P = {±χi | 1 ≤ i ≤ l}
⋃
{χi − χj | 1 ≤ i 6= j ≤ l}
⋃
{±(χi + χj) | 1 ≤ i < j ≤ l}.
This root datum is dual of Cl type.
Exercise 8.2.4. Compute the co-characters P∨.
Exercise 8.2.5. Compute the centraliser of the element diag(1,−1,−1) in SO(3).

CHAPTER 9
Quaternion Algebra
Quaternion algebras are central object in mathematics. The real quaternions were
discovered by Hamilton in 1843. However one can define quaternions over any field k.
There are several ways to construct a quaternion algebra. We collect some of them here
for fields of characteristic 6= 2.
9.1. Introduction and Definition
Let k be a field. In this note we consider algebras over k which are associative (unless
mentioned otherwise) with identity and need not be commutative. A k-algebra which
has no proper two-sided ideal with center k is called a central simple algebra. Artin-
Wedderburn theorem gives structure of such a finite dimensional algebra. It says that
any central simple algebra is isomorphic to Mn(D) where D is a central division algebra
over k. A quaternion algebra (sometimes called generalised quaternion algebra) over k
is a central simple algebra over k of dimension four. The Artin-Wedderburn theorem
implies that any quaternion algebra is either isomorphic toM2(k) (called split quaternion
algebra) or is isomorphic to a division algebra over k of dimension 4. In this note we will
describe several ways of constructing quaternions over a field of characteristic 6= 2.
Apart from being a central object in mathematics, specially in number theory and
algebraic groups, quaternions play fundamental role in physics and computer graphics.
We will briefly indicate these in the section on applications.
Let k be a field of characteristic 6= 2. Let a, b ∈ k∗. Then we can define a mul-
tiplication on the four dimensional k-vector space Q = k.1 ⊕ ki ⊕ kj ⊕ kij by i2 = a,
j2 = b, ij = −ji and 1 is multiplicative identity. This makes Q a central simple algebra
and hence is a quaternion algebra. We denote this algebra Q =
(
a,b
k
)
. In fact, any
quaternion algebra is of this form.
We have conjugation operation on Q defined by x¯ := x0−x1i−x2j−x3ij where x =
x0+x1i+x2j+x3ij. This satisfies the following relation xy = y¯x¯. We can define trace and
norm of an element by tr(x) := x+ x¯ = 2x0 and N(x) := xx¯ = x
2
0−x21a−x22b+x23ab and
check that every element x ∈ Q satisfies a quadratic polynomial X2−tr(x)X+N(x) = 0.
The norm on Q is a quadratic form < 1,−a,−b, ab > which, in fact, is a Pfister form
< 1,−a >< 1,−b >. Further the norm is multiplicative, i.e., N(xy) = N(x)N(y). We
denote the space of pure quaternions by Q0 = {x ∈ Q | tr(x) = 0} = {x ∈ Q | x0 = 0}.
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The space Q0 is characterised by x ∈ Q such that x2 ∈ k and has quadratic form
N0 =< −a,−b, ab >. Observe that N0 is restriction of N to Q0. We abuse notation and
denote the corresponding bilinear form by N0 as well.
In the constructions below we would need to understand quadratic e´tale algebras.
Any such algebra is of the form K ∼= k[X]/ < X2−a > for some a ∈ k∗. Thus K ∼= k×k
(also called split) or is a quadratic field extension. The algebra K is split if and only if
a ∈ (k∗)2. By taking norm we get norm subgroup Da = NK/k(K∗) = {x − ay2} ⊂ k∗.
To get a quaternion algebra we need b ∈ k∗ as well. If we take b ∈ k∗ −Da then we get
quaternion division algebras.
9.2. Graded tensor product
We refer to [Gr] chapter 8, page 71 for this section. Let A and B be two finite
dimensional associative (not necessarily commutative) k-algebras with identity. Then the
algebra A⊗B is an algebra where multiplication is defined by (a⊗b).(a′⊗b′) = aa′⊗bb′.
Further if A and B both are commutative then A⊗B is commutative.
Now suppose A = A0 ⊕ A1 and B = B0 ⊕ B1 are Z/2Z graded where the subscript
denotes the degree; 0 degree term and degree 1 term. Then we have graded tensor
product A⊗ˆB with algebra product defined as follows:
(a⊗ b).(a′ ⊗ b′) = (−1)deg(b) deg(a′)aa′ ⊗ bb′
where degree 0 term is (A0⊗B0)⊕ (A1⊗B1) and degree 1 term is (A0⊗B1)⊕ (A1⊗B0).
Notice that even if A and B are commutative A⊗ˆB need not be.
We begin with two quadratic e´tale algebras K and L over k, say K = k[α] = k⊕ kα
and L = k[β] = k ⊕ kβ with α2 = a and β2 = b. We have natural grading on K and L.
We consider K⊗ˆL with basis 1 = 1⊗ 1, i = α⊗ 1, j = 1⊗ β and ij = α⊗ β. We claim
that this gives us a quaternion algebra Q ∼=
(
a,b
k
)
. We note that,
i2 = (α⊗ 1).(α ⊗ 1) = (−1)0.1α2 ⊗ 12 = a.1
j2 = (1⊗ β).(1 ⊗ β) = (−1)1.012 ⊗ β2 = b.1
ij = (α⊗ 1).(1 ⊗ β) = (−1)0α⊗ β = α⊗ β
ji = (1⊗ β).(α ⊗ 1) = (−1)1.1α⊗ β = −ij.
Proposition 9.2.1. Let K and L be two quadratic e´tale extensions of k. Then K⊗ˆL
is a quaternion algebra. Conversely, if Q is a quaternion algebra over k then there exist
quadratic e´tale extensions K and L of k such that Q ∼= K⊗ˆL.
Proof. Form the discussion above it follows that given K and L, the graded tensor
product K⊗ˆL is a quaternion algebra. For converse, let Q =
(
a,b
k
)
. Then consider
K = k[i] and L = k[j]. This will give us Q ∼= K⊗ˆL. 
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Further if either K or L is split then Q is definitely split. In case both K and L are
field and either b 6∈ Da or a 6∈ Db then Q is division.
9.3. Composition Algebras and Doubling Method
A composition algebra C over a field k is a not necessirly associative algebra over k
with identity together with a non-degenerate quadratic form N on C which is multiplica-
tive, i.e., N(xy) = N(x)N(y) for all x, y ∈ C. It turns out that the possible dimensions
of a composition algebra over k are 1, 2, 4, 8. Composition algebras of dimension 1 and
2 are commutative and associative, those of dimension 4 are associative but not commu-
tative and are quaternion algebras, and those of dimension 8 are neither commutative
nor associative called octonion algebra or Cayley algebra. For more details we refer to
the chapter 1 of [SV].
Let K be a quadratic e´tale algebra over k. Denote the non-trivial k-automorphism
of K by x 7→ x. Let λ ∈ k∗ and Q = K ⊕K. Define multiplication on Q as follows:
(x1, y1).(x2, y2) = (x1x2 + λy1y2, x1y2 + x2y1).
This makes Q an algebra and is called doubling method. Suppose K = k[α] with
α2 = a ∈ k∗. The automorphism of K is x = x1 + αy1 7→ x = x1 − αy1, i.e., α = −α.
Clearly (1, 0) is identity of Q. Denote i = (α, 0) and j = (0, 1). Then
i2 = (α, 0)(α, 0) = (α2, 0) = a(1, 0)
j2 = (0, 1)(0, 1) = (λ.1, 0) = λ(1, 0)
ij = (α, 0)(0, 1) = (0, α) = α(0, 1)
ji = (0, 1)(α, 0) = (0, α) = −α(0, 1) = −ij
Thus Q ∼=
(
a,b
k
)
where a = α2 and b = λ. Further any quaternion algebra can be
constructed this way. Clearly if K is split or λ ∈ Da we get split quaternion algebra.
9.4. Clifford Algebra
Let V be a vector space of dimension n over k. Suppose V has a quadratic form q
on it. Then we have Clifford algebra C(V, q) of dimension 2n defined by:
C(V, q) =
T (V )
〈{v ⊗ v − q(v).1 | v ∈ V }〉
where T (V ) is tensor algebra. This algebra is Z/2Z graded where grading is induced
from that of T (V ). We refer to [Gr], chapter 8 for more details.
Let V be a two dimensional vector space with a non-degenerate quadratic form q on
it. The Clifford algebra construction above gives us an algebra of dimension 4. We claim
that this algebra is a quaternion algebra. Suppose {x, y} is an orthogonal basis of V with
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q(x) = a and q(y) = b both a, b ∈ k∗ as q is non-degenerate. Then T (V ) ∼= k[x, y], non-
commutative polynomial ring in two variables, and C(V, q) ∼= k[x, y]/〈x2−a, y2− b, xy+
yx〉. By denoting i = x and j = y we see that C(V, q) ∼=
(
a,b
k
)
. Further any quaternion
algebra can be obtained this way by taking V as space generated by orthogonal basis i
and j.
What condition on (V, q) gives a division quaternion algebra?
9.5. Cyclic Algebra
Let K/k be a cyclic field extension of degree n, i.e., K/k is Galois with Galois group
Gal(K/k) ∼= Z/nZ =< σ >. Take b ∈ k∗. We define multiplication on n-dimensional
K-vector space A = K.1 ⊕Ke⊕Ke2 ⊕ · · · ⊕Ken−1 to make it an algebra as follows:
en = b, e.β = σ(β)e.
The algebra A = (K/k, σ, b) is called a cyclic algebra. For further details we refer to [Pi]
chapter 15, in particular, section 15.1.
We begin with a quadratic e´tale algebra K = k[α] ∼= k[X]/ < X2−a > over k with σ
the non-trivial automorphism of K. We fix b ∈ k∗. Consider a two-dimensional K-vector
space Q = K.1⊕K.e and define multiplication by e2 = b and e.β = σ(β)e. We claim that
the algebra obtained this way is a quaternion algebra. Define i = α1 and j = 1e. Then,
i2 = α2 = a, j2 = 1e.1e = e2 = b, ij = α1.1e = αe, ji = 1e.α1 = σ(α)e = −αe = −ij.
Further any quaternion algebra can be obtained this way. Note that if K is a field and
b 6∈ Da we get a division algebra.
9.6. 3-dimensional quadratic space with trivial discriminant
To motivate the construction of this section we begin with analysing the multiplica-
tion on quaternions. We have Q = k ⊕Q0. Thus multiplication on Q
xy = (x0 + x1i+ x2j + x3ij)(y0 + y1i+ y2j + y3ij)
= (x0y0 + x1y1a+ x2y2b− x3y3ab) + (x0y1 + x1y0 − x2y3b+ x3y2b)i
(x0y2 + x1y3a+ x2y0 − x3y1a)j + (x0y3 + x1y2 − x2y1 + x3y0)ij
can be rewritten as:
xy = (x0y0 −N0(x, y), x0w + y0v + v × w)
where x = (x0, v) and y = (y0, w) for v,w ∈ Q0 and × : Q0×Q0 → Q0 is a cross product
defined by v × w = −(x2y3 − x3y2)bi + (x1y3 − x3y1)aj + (x1y2 − x2y1)ij. We need to
check that this is a unique well defined cross product (i.e., (Q0,×) satisfies properties of
being a Lie algebra) on Q0 with respect to N0. Other properties are easy to verify using
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the above formula except the Jacobi identity: u× (v×w)+w× (u×v)+v× (w×u) = 0.
We verify the following formal formula to compute the cross product:
v × w = det

−bi −aj ijx1 x2 x3
y1 y2 y3


u× (v × w) = det

 −bi −aj iju1 u2 u3
−b(x2y3 − x3y2) a(x1y3 − x3y1) x1y2 − x2y1


= vN0(u,w) − wN0(u, v).
Hence,
u× (v × w) + w × (u× v) + v × (w × u)
= vN0(u,w) − wN0(u, v) + uN0(w, v) − vN0(w, u) + wN0(v, u)− uN0(v,w)
= 0
We see that (Q0, N0) has trivial discriminant which determines the cross product.
Check that for any u = u1i+u2j+u3ij we getN0(u, v×w) = u1(x2y3−x3y2)ba−u2(x1y3−
x3y1)ab+u3(x1y2−x2y1)ab = abdet

u1 u2 u3x1 x2 x3
y1 y2 y3

. Note that ∧3 V =< i∧ j∧ ij >∼= k
and
∧3N0(i∧j∧ij) = (−a)(−b)ab = (ab)2. Hence the map ψ : ∧3(Q0, N0)→ (k,< 1 >)
given by i∧j∧ij 7→ ab.1 (i.e., multiplication by ab) is an isomorphism of one-dimensional
quadratic spaces where < 1 > denotes the bilinear form (x, y) 7→ xy on k. Thus v × w
is uniquely determined by N0(u, v × w) = ψ(u ∧ v ∧w).
We give a construction for quaternion algebra starting from a rank 3 quadratic space
V over k, with trivial discriminant. This construction is adaptation of the construction
for Cayley algebras in [Th]. Let B : V × V → k be a non-degenerate bilinear form.
Suppose that the discriminant of (V,B) is trivial. That is, there exists ψ :
∧3(V,B) →
(k,< 1 >) which is an isomorphism of quadratic spaces. We use this to define a vector
product × : V × V −→ V by the formula, B(u, v × w) = ψ(u ∧ v ∧ w), for u, v, w ∈ V .
Let Q = k ⊕ V be a k-vector space of dimension 4. We define a multiplication on Q by,
(a, v)(b, w) = (ab−B(v,w), aw + bv + v × w)
where a, b ∈ k and v,w ∈ V . With this multiplication, Q is a quaternion algebra over
k, with norm N(a, v) = a2 + B(v, v). The isomorphism class of Q is independent of ψ
chosen. One can show that all quaternion algebras arise this way.
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9.6.1. 3-dimensional vector space and cross product. Let V be a 3 dimen-
sional vector space with a non-degenerate quadratic form N = 〈a, b, c〉 with respect to
basis {e1, e2, e3}. We wish to define a cross product on V uniquely determined by N .
Denote N˜ = 〈 cb , ca , ab〉. Now define the cross product × : V ×V → V by the following
formal formula:
v × w = det

be1 ae2
c
abe3
x1 x2 x3
y1 y2 y3


where v = (x1, x2, x3) and w = (y1, y2, y3). It is easy to verify that this is bilinear and
v×v = 0. To verify the Jacobi identity we first check the following formula u×(v×w) =
vN˜(u,w) − wN˜ (u, v) for all u, v, w ∈ V .
u× (v × w) = det

 be1 ae2
c
abe3
u1 u2 u3
b(x2y3 − x3y2) −a(x1y3 − x3y1) cab(x1y2 − x2y1)


= x1e1(
c
a
u2y2 + abu3y3)− y1e1( c
a
u2x2 + abu3x3) + x2e2(
c
b
u1y1 + abu3y3)
−y2e2(c
b
u1x1 + abu3x3) + x3e3(
c
b
u1y1 +
c
a
u2y2)− y3e3(c
b
u1x1 +
c
a
u2x2)
= vN˜(u,w) − wN˜(u, v)
Further we want the cross product to be uniquely determined byN , i.e., N(u, v×w) =
0 if u = v or u = w. We verify the following formal formula:
N(u, v × w) = det

abu1 abu2
c2
abu3
x1 x2 x3
y1 y2 y3


and the equation N(v, v×w) = 0 gives c2 = (ab)2, i.e., Q should have trivial discriminant.
9.7. Geometric Method
To a quaternion algebra Q =
(
a,b
k
)
one associates a conic C(a, b) given by the
equation ax2+ by2 = z2 in the projective space P 2. The attached conic does not depend
on choice of a basis and isomorphism of Q is equivalent to k-isomorphism of associated
conics. Further one can prove that the quaternion algebra Q is split if and only if
the attached conic C has a k-rational point. We refer the section 1.3 in [GZ] for this
construction and proofs.
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9.8. Embedding inside Matrix algebra
Let Q =
(
a,b
k
)
be a quaternion algebra. Denote K = k[X]/ < X2 − a >= k[α]. The
following map gives an embedding of Q inside M2(K):
(x0 + x1i) + (x2 + x3i)j = z1 + z2j 7→
(
z1 bz2
z2 z1
)
.
One can also check that norm and trace is determinant and trace of the corresponding
matrix.
9.9. Some Facts and Applications
9.9.1. Classification over certain fields. Classifying quaternion algebras over a
field up to isomorphism is not an easy task. Here we mention some for example.
Theorem 9.9.1. (1) Over an algebraically closed field the only quaternion is
matrix algebra.
(2) Over a finite field the only quaternion algebra is matrix algebra.
(3) Over reals any quaternion algebra is either isomorphic toM2(R) or H =
(
−1,−1
R
)
.
For the airthmetic aspect of quaternions the standard source of reference is [Vi].
9.9.2. Groups of type A1. Let G be an algebraic group defined over k. It is one
of the important problem in the theory of algebraic groups to classify them. Given a
quaternion algebra Q over k one can form the group SL1(Q) which is a group defined
over k of type A1. In fact any group of type A1 can be obtained this way.
9.9.3. Merkurjev-Suslin Theorem.
Theorem 9.9.2. Any 2-torsion element in Brauer group of k is equivalent to Q1 ⊗
Q2 ⊗ · · · ⊗Qn where Qi are quaternion algebra over k.
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