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Abstrakt
Tato bakala´rˇska´ pra´ce se zaby´va´ studiem a aplikac´ı algoritmu˚ segmentace poprˇed´ı z vi-
deosekvenc´ı porˇ´ızeny´ch nepohyblivou kamerou. Prvn´ı cˇa´st pra´ce je rozbor pojmu˚ pouzˇity´ch
ve vy´kladu. Druha´ cˇa´st je veˇnova´na popisu algoritmu˚ segmentace a jejich porovna´n´ı. Vybrane´
algoritmy jsou implementova´ny v jazyce Python s pouzˇit´ım knihovny OpenCV a v prostrˇed´ı
MATLAB. Trˇet´ı cˇa´st popisuje tvorbu syste´mu pro sledova´n´ı na´vsˇteˇvn´ık˚u interaktivn´ı multi-
media´ln´ı instalace.
Kl´ıcˇova´ slova




This bachelor thesis deals with the study and application of background subtraction
algorithms for videos from static cameras. The first part focuses on theoretical descrip-
tion of terms, which are used in the document. The aim of the second part is to explain
and compare segmentation algorithms. Some of algorithms are implemented by using Python
with OpenCV library and MATLAB. The third part describes the formation of a visitor
monitoring system for interactive multimedia installation.
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1 U´vod
Segmentace poprˇed´ı neboli detekce pohybu je prvn´ı krok pro na´sledne´ zpracova´n´ı dat:
trasova´n´ı, analy´zu chova´n´ı, detekci podezrˇely´ch prˇedmeˇt˚u.
Budeme vycha´zet z prˇedpokladu, zˇe se sce´na skla´da´ ze staticky´ch objekt˚u - pozad´ı
(Background) a pohybuj´ıc´ıch se objekt˚u – poprˇed´ı (Foreground). Zmeˇny hodnot pixel˚u
pozad´ı v pr˚ubeˇhu pozorova´n´ı jsou bud’ male´, nebo zˇa´dne´. Poprˇed´ı je naopak charakterizova´no
rychlou zmeˇnou hodnot pixel˚u. Vy´stupem segmentace jsou zpravidla oblasti odpov´ıdaj´ıc´ı
objekt˚um v pohybu (naprˇ´ıklad postaveˇ nebo vozidlu), s nimizˇ na´sledneˇ pracujeme.
Bezchybne´ oddeˇlen´ı objekt˚u za´jmu od pozad´ı ve videosekvenci je trivia´ln´ı u´loha
pro cˇloveˇka. Avsˇak ne pro pocˇ´ıtacˇ, ktery´ reaguje pouze na zmeˇny. K chybne´mu zarˇazen´ı
pixel˚u do poprˇed´ı docha´z´ı naprˇ´ıklad v prˇ´ıpadeˇ nehomogenn´ıho pozad´ı: hladina vody, stromy
ve veˇtru, pohyblive´ schody nebo odrazy slunce. Dalˇs´ı zdroje chyb jsou zmeˇny v osveˇtlen´ı
sce´ny a automaticke´ u´pravy kamery (vyva´zˇen´ı b´ıle´, automaticke´ ostrˇen´ı). Mu˚zˇe take´ doj´ıt
k opacˇne´mu proble´mu: objekty ve skutecˇnosti patrˇ´ıc´ı poprˇed´ı budou chybneˇ zahrnuty do po-
zad´ı. Naprˇ´ıklad kdyzˇ se objekt na neˇjakou dobu zastav´ı. Tud´ızˇ, u´kolem algoritmu˚ je segmen-
tovat sn´ımek co nejv´ıc tak, jak by to udeˇlal cˇloveˇk.
Existuje velke´ mnozˇstv´ı prˇ´ıstup˚u, ktere´ se liˇs´ı zp˚usobem modelova´n´ı pozad´ı, vy´pocˇetn´ı
slozˇitost´ı, na´roky na pameˇt’, robustnost´ı. Klasifikace algoritmu˚ segmentace nen´ı pevneˇ da´na.
V literaturˇe mu˚zˇeme nale´zt klasifikace metod naprˇ´ıklad podle rychlosti, prˇesnosti a na´rok˚u
na pameˇt’ [30], nebo podle vlastnost´ı algoritmu˚, ktere´ mohou by´t rekurzivn´ı cˇi nerekurzivn´ı.
[14] V te´to pra´ci budu pouzˇ´ıvat klasifikaci navrhnutou Thierry Bouwmansem [13], a to podle
matematicke´ podstaty metod. Zameˇrˇ´ım se prˇedevsˇ´ım na klasicke´ prˇ´ıstupy, protozˇe z nich
vycha´z´ı veˇtsˇina pokrocˇilejˇs´ıch metod.
Bakala´rˇskou pra´ci lze rozdeˇlit na neˇkolik cˇa´st´ı. Prvn´ı cˇa´st je veˇnova´na kra´tke´mu roz-
boru pojmu˚ pouzˇity´ch ve vy´kladu, a to jak matematicke´ho apara´tu, tak i pojmu˚ z oblasti
zpracova´n´ı obraz˚u. Prˇ´ıstupy jsou pouzˇity i k tvorbeˇ obra´zk˚u z te´to sekce. Na´sleduje popis
algoritmu˚ segmentace a jejich porovna´n´ı. Vybrane´ algoritmy jsou implementova´ny v jazyce
Python s pouzˇit´ım knihovny OpenCV [5] a v prostrˇed´ı MATLAB [2]. Posledn´ı cˇa´st popisuje
tvorbu syste´mu pro sledova´n´ı na´vsˇteˇvn´ık˚u interaktivn´ı multimedia´ln´ı instalace.
1
2 Vybrane´ pojmy
Tato cˇa´st slouzˇ´ı k vysveˇtlen´ı (nebo prˇipomenut´ı) neˇktery´ch pojmu˚ a na´stroj˚u, o ktery´ch
je zmı´neˇno v na´sleduj´ıc´ım vy´kladu. Pro informace tykaj´ıc´ı se oblasti zpracova´n´ı obrazu jsou
take´ uvedeny pozna´mky ohledneˇ specificˇnosti cˇinnosti prˇ´ıslusˇny´ch funkc´ı knihovny OpenCV.
Doporucˇuju se na tuto cˇa´st obracet jen v okamzˇiku, kdy se v textu objev´ı odkaz.
2.1 Matematika
Informace z te´to sekce jsou nezbytne´ pro pochopen´ı statisticky´ch prˇ´ıstup˚u k segmentaci
pozad´ı 3.2. Cˇerpa´no z [28].
Strˇedn´ı hodnota
Cˇasto potrˇebujeme zna´t ”pr˚umeˇrne´”hodnoty na´hodny´ch velicˇin1, obzvla´sˇt’ kdyzˇ pra-
cujeme s velky´mi soubory dat. Pro diskre´tn´ı na´hodnou velicˇinu X naby´vaj´ıc´ı hodnot x1, x2...,





Jedna´ se o va´zˇeny´ pr˚umeˇr mozˇny´ch hodnot velicˇiny X s vahami odpov´ıdaj´ıc´ımi jed-
notlivy´m pravdeˇpodobnostem. P (x) je pravdeˇpodobnostn´ı funkce. Da´le v textu pro strˇedn´ı
hodnotu bude pouzˇito znacˇen´ı µ. Ve veˇtsˇineˇ prˇ´ıpad˚u pocˇ´ıta´me jako aritmeticky´ pr˚umeˇr.
Rozptyl
Rozptyl neboli disperze (Variance) je mı´rou variability na´hodne´ velicˇiny. Je to strˇedn´ı
hodnota kvadra´tu odchylky od strˇedn´ı hodnoty.
DX = E((X − EX)2) (2)
Znacˇ´ıme σ2.
Pokud pracujeme s na´hodny´mi vektory X = (X1, ...Xn), strˇedn´ı hodnota a rozptyl
jsou vektory hodnot pro jednotlive´ slozˇky: EX = (EX1, ..., EXn) a DX = (DX1, ..., DXn)
Smeˇrodatna´ odchylka






Kovariance vyjadrˇuje za´vislost dvou na´hodny´ch velicˇin X a Y , je definova´na jako
strˇedn´ı hodnota soucˇinu odchylek X a Y od jej´ıch strˇedn´ı hodnoty.
cov(X,Y ) = E((X − EX)(Y − EY )) = E(XY )− EXEY (4)
Kovariancˇn´ı matice
Kovariancˇn´ı matice na´hodne´ho vektoru X = (X1, ...Xn) je cˇtvercova´, symetricka´
(AT = A), na diagona´le ma´ rozptyly, mimo diagona´lu kovariance. Je definova´na na´sleduj´ıc´ım
zp˚usobem:




cov(X1, X1) cov(X1, X2) · · · cov(X1, Xn)





cov(Xn, X1) cov(Xn, X2) · · · cov(Xn, Xn)

Gaussovo rozdeˇlen´ı pravdeˇpodobnosti
Gaussovo neboli Norma´ln´ı rozdeˇlen´ı N(µ, σ2) je definova´no strˇedn´ı hodnotou µ a roz-






2σ2 ,−∞ < x <∞ (5)
Jedna´ se o nejcˇasteˇji pouzˇ´ıvane´ rozdeˇlen´ı.
Obra´zek 1: Gaussovo rozdeˇlen´ı, krˇivka
Vlastn´ı cˇ´ısla a vlastn´ı vektory matice
Cˇ´ıslo α je vlastn´ı cˇ´ıslo cˇtvercove´ matice A, jestli existuje nenulovy´ vektor x takovy´,
zˇe Ax = αx. x nazy´va´me vlastn´ım vektorem odpov´ıdaj´ıc´ım vlastn´ımu cˇ´ıslu α. Vlastn´ı vektory
prˇ´ıslusˇne´ navza´jem r˚uzny´m vlastn´ım cˇ´ısl˚um jsou linea´rneˇ neza´visle´.
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2.2 Barevne´ prostory
Barevny prostor definuje za´kladn´ı barvy a pravidla jejich mı´cha´n´ı.
RGB
Barevny´ prostor RGB se skla´da´ ze trˇ´ı barev: cˇervene´ (Red), zelene´ (Green) a modre´
(Blue). Kazˇda´ barva ma´ rozsah od 0 (nen´ı zastoupena) do 255 (maxima´ln´ı intenzita).
Slozˇen´ım vsˇech slozˇek s maxima´ln´ı hodnotou intenzity dostaneme b´ılou barvu, s minima´ln´ı
barvu cˇernou.
Obra´zek 2: RGB prostor, model
Lidske´ oko nen´ı stejneˇ citlive´ na kazˇdou barvu, proto se k vy´pocˇtu jasu pouzˇ´ıva´ vztah:
I = 0.299R+ 0.587G+ 0.114B (6)
Obra´zek 3: Rozklad obra´zku na jednotlive´ kana´ly: cˇerveny´, zeleny´, modry´
Z historicky´ch d˚uvod˚u knihovna OpenCV pracuje s prostorem BGR mı´sto RGB. [27]
HSV
HSV je barevny´ model, ktery´ nejv´ıce odpov´ıda´ vjemu a intuitivn´ımu popisu barev
cˇloveˇkem. Skla´da´ se ze trˇ´ı slozˇek:
Odst´ın (Hue) prˇedstavuje prˇevla´daj´ıc´ı barevny´ to´n (cˇerveny´, zeleny´...). Meˇrˇ´ı se
jako poloha na barevne´m kole (0◦ azˇ 360◦).
Sytost (Saturation) urcˇuje cˇistotu barvy neboli prˇ´ımeˇs sˇedi. Meˇn´ı se v rozmez´ı od 0%
(sˇeda´) do 100% (plneˇ syta´). Na barevne´m kole vzr˚usta´ sytost od strˇedu k okraj˚um.
Jas (Value) vyjadrˇuje relativn´ı sveˇtlost nebo tmavost barvy a ma´ rozsah 0% (cˇerna´)
azˇ 100% (b´ıla´).
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Obra´zek 4: HSV prostor, model
Obra´zek 5: Rozklad obra´zku na jednotlive´ slozˇky: odst´ın H, sytost S, jas V
Vy´hodou HSV prostoru je oddeˇlen´ı jasu od barvy, t´ım pa´dem mensˇ´ı citlivost na zmeˇny
v osveˇtlen´ı. Tento prostor se cˇasto pouzˇ´ıva´ v oblasti zpracova´n´ı obrazu, a to naprˇ´ıklad k u´cˇelu
detekce konkretn´ı barvy (kuprˇ´ıkladu plet’ove´).




Media´n je sˇiroce pouzˇ´ıvany´ filtr v oblasti zpracova´n´ı obrazu. Vyuzˇ´ıva´ se tehdy,
kdy potrˇebujeme odstranit sˇum z obra´zku (prˇedevsˇ´ım sˇum s velky´mi rozd´ıly v jasu, tzv. s˚ul
a peprˇ sˇum), ale zachovat hrany objekt˚u.
Pod pojmem media´novy´ filtr si mu˚zˇeme prˇedstavit cˇtvercove´ oke´nko, ktere´ je tvorˇeno
lichy´m pocˇtem pixel˚u. Tohle oke´nko se postupneˇ posouva´ pode´l pixel˚u obra´zku. Kazˇdy´ pixel
nacha´zej´ıc´ı se ve strˇedu oke´nka nahrazujeme media´nem z hodnot sousedn´ıch pixel˚u. [16]
Obra´zek 6: Princip media´nove´ho filtru
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origina´ln´ı obra´zek obra´zek s sˇumem s˚ul a peprˇ obra´zek po aplikaci filtru
Obra´zek 7: Media´novy´ filtr, 5x5
Gauss
Gaussovsky´ filtr je rozsˇ´ıˇren´ı obycˇejne´ho pr˚umeˇrova´n´ı (Filtr pr˚umeˇrova´n´ı pracuje
na stejne´m principu jako media´n, ale mı´sto media´nu pocˇ´ıta´ pr˚umeˇr z hodnot okoln´ıch pixel˚u),
ale pouzˇ´ıva´ prˇi tom Gaussove rozdeˇlen´ı. 2.1 Docha´z´ı tedy ke konvoluc´ı kazˇde´ho obrazove´ho
bodu s Gaussovy´m ja´drem. Je uzˇitecˇny´ pro vyhlazova´n´ı obrazu, odstraneˇn´ı sˇumu a detail˚u.
[16]
origina´ln´ı obra´zek obra´zek po aplikaci filtru
Obra´zek 8: Gaussovsky´ filtr, (13,13)
2.4 Morfologicke´ operace
Matematicka´ morfologie je nelinea´rn´ı prˇ´ıstup ke zpracova´n´ı obrazu, nejcˇasteˇji je apli-
kova´na na bina´rn´ı obraz. Pouzˇ´ıva´ se k odstraneˇn´ı sˇumu, zjednodusˇen´ı tvar˚u a segmentaci
obrazu, a to prˇedevsˇ´ım tam, kde je pozˇadova´n kra´tky´ cˇas zpracova´n´ı. [20]
Obra´zek 9: Prˇ´ıklady strukturn´ıch element˚u 5x5: cˇtverec, elipsa, krˇ´ızˇ
Obra´zky lze modelovat pomoc´ı bodovy´ch mnozˇin. Eukleidovsky´ prostor E2 je definicˇn´ı
obor pro popis rovinny´ch u´tvar˚u. [19] Morfologicka´ transformace je relace mnozˇiny bod˚u
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obrazu s mensˇ´ı bodovou mnozˇinou neboli strukturn´ım elementem, ktery´ mu˚zˇe mı´t r˚uzny´ tvar
podle potrˇeby. Transformaci lze prˇedstavit jako systematicky´ pohyb strukturn´ıho elementu
po obrazu a vyhodnocen´ı odezvy podle typu operace.
Existuje neˇkolik za´kladn´ıch operac´ı:
Dilatace (Dilation) mnozˇiny bod˚u obra´zku I strukturn´ım elementem K je definova´na
jako vektorovy´ soucˇet:
I ⊕K = {d ∈ E2 : d = i+ k, ∀i ∈ I, ∀k ∈ K} (7)
Slouzˇ´ı k zaplneˇn´ı maly´ch deˇr a u´zky´ch za´liv˚u v objektech, zveˇtsˇuje p˚uvodn´ı velikost
objektu.
Eroze (Erosion) je dua´ln´ı operace k dilataci, prˇedstavuje rozd´ıl vektor˚u:
I 	K = {e ∈ E2 : e+ k, pro∀k ∈ K} (8)
Pouzˇ´ıva´ se pro zjednodusˇen´ı struktury objekt˚u (objekty spojene´ tenky´mi cˇa´rami
se rozdeˇl´ı na neˇkolik samostatny´ch, objekty mensˇ´ı nezˇ strukturn´ı element zmiz´ı), k detekci
hran (odecˇten´ım erodovane´ho obrazu od origina´lu).
Otevrˇen´ı (Opening) je eroze na´sledovana´ dilatac´ı.
I •K = (I ⊕K)	K (9)
Rozdeˇluje objekty, zjednodusˇuje strukturu objekt˚u, odstranˇuje sˇum.
Uzavrˇen´ı (Closing) je dilatace na´sledovana´ eroz´ı.
I ◦K = (I 	K)⊕K (10)
Spojuje bl´ızke´ objekty, zaplnˇuje d´ıry, vyhlazuje obrysy.
Obra´zek 10: Origina´l obra´zku
a) b) c) d)
Obra´zek 11: Vliv morfologicky´ch operac´ı pro strukturn´ı element elipsa 5x5 a) dilatace b)
eroze c) otevrˇen´ı d) uzavrˇen´ı
Knihovna OpenCV vyzˇaduje cˇerne´ pozad´ı a b´ıly´ objekt, pracuje s b´ıly´mi oblastmi.
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2.5 Obrazove´ momenty
Obrazovy´ moment (Image moment) je ”va´zˇeny´ pr˚umeˇr”intenzit pixel˚u. Pouzˇ´ıva´ se
pro popis vlastnost´ı objekt˚u po segmentaci, naprˇ´ıklad tvaru a strˇedu. [23] Da´le budeme
prˇedpokla´dat, zˇe pracujeme s binarn´ımi obra´zky.





I(x, y) je jasova´ (obrazova´) funkce.
Moment m00 je ”hmotnost”, pro bina´rn´ı obraz prˇedstavuje plochu objektu. Sourˇadnice
strˇedu objektu (”teˇzˇiˇsteˇ”) neboli centroid spocˇ´ıta´me jako pod´ıly moment˚u prvn´ıho rˇa´du a plo-
chy:
xc = m10/m00 (12)
yc = m01/m00 (13)





(I(x, y)(x− xc)j(y − yc)i) (14)
Vy´hodou centra´ln´ıch moment˚u je to, zˇe jsou invariantn´ı v˚ucˇi transformaci posunut´ı
(translation). Pouzˇ´ıvaj´ı se pro popis tvaru objektu.
Momenty obrys˚u jsou definova´ny stejneˇ, ale vy´pocˇet se prova´d´ı pomoc´ı Greenove´ veˇty.
[6]
2.6 Kalman˚uv filtr
Kalman˚uv filtr (Kalman filter) je rekurzivn´ı filtr pouzˇ´ıvany´ k modelova´n´ı stav˚u
dynamicke´ho linea´rn´ıho syste´mu. Vyuzˇ´ıva´ meˇrˇen´ı zat´ızˇena´ sˇumem (s nulovou strˇedn´ı hodno-
tou a Gaussovy´m rozdeˇlen´ım) a z nich vypocˇ´ıta´va´ odhad potrˇebne´ hodnoty. Informace jsem
cˇerpala z [37].
Mezi vy´hody filtru patrˇ´ı rychlost a maly´ na´rok na pameˇt’, cozˇ umozˇnˇuje pouzˇ´ıvat
filtr v aplikac´ıch pracuj´ıc´ıch v rea´lne´m cˇase. Kalman˚uv filtr se pouzˇ´ıva´ v mnoha oborech,
naprˇ´ıklad v letectv´ı, na´morˇnictv´ı, radiokomunikaci, bioinzˇeny´rstv´ı. Lze ho vyuzˇit i v oblasti
pocˇ´ıtacˇove´ho videˇn´ı k u´cˇelu trasova´n´ı objekt˚u.
Rˇekneme, zˇe ma´me vektor x, hodnoty ktere´ho nemu˚zˇeme prˇ´ımo zmeˇrˇit, ale chceme
zna´t, a to v kazˇde´m cˇasove´m okamzˇiku. Pak ma´me k dispozici jiny´ vektor velicˇin dane´ho
syste´mu, avsˇak zat´ızˇeny´ sˇumem - vektor pozorova´n´ı neboli vektor meˇrˇeny´ch velicˇin z. Filtrace
znamena´, zˇe na za´kladeˇ znalost´ı o vektoru z mu˚zˇeme odhadnout vektor x.
Syste´m lze popsat rovnicemi:
xk = Axk−1 + Buk + wk−1
zk = Hxk + vk
Prvn´ı rovnice je stavova´, popisuje vy´voj stavove´ho vektoru x. Druha´ rovnice je rovnice
pozorova´n´ı, vyjadrˇuje vztah mezi vektorem pozorova´n´ı z a stavovy´m vektorem x. w je sˇum
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syste´mu a v je sˇum meˇrˇen´ı. Prˇedpokla´da´me, zˇe sˇumy jsou vza´jemneˇ neza´visle´. Matice A
vyjadrˇuje prˇenos neboli vztah mezi aktua´ln´ım a budouc´ım stavem. Matice H popisuje vztah
mezi meˇrˇeny´mi velicˇinami a stavem syste´mu. Index k je cˇas pro prˇ´ıslusˇny´ sn´ımek, kdyzˇ
se jedna´ o videosekvenci.
Kalman˚uv filtr pracuje ve dvou fa´z´ıch: predikce a korekce, ktere´ tvorˇ´ı cyklus. V pre-
dikcˇn´ı fa´zi se na za´kladeˇ prˇedchoz´ıho meˇrˇen´ı odhaduje budouc´ı stav syste´mu. Ve fa´zi korekce
se s pouzˇit´ım hodnot soucˇasne´ho meˇrˇen´ı a prˇedchoz´ı predikce odhaduje soucˇasny´ stav.
Rovnice popisuj´ıc´ı predikcˇn´ı fa´zi:
xˆ−k = Axˆk−1 + Buk−1
P−k = APk−1A
T + Q
Vektor xˆ−k je pocˇa´tecˇn´ı hodnota stavove´ho vektoru, strˇ´ıˇska oznacˇuje odhad. Matice P
je kovariancˇn´ı matice 2.1 chyby odhadu vektoru xˆ−k , Q je kovariancˇn´ı matice sˇumu syste´mu.










k + Kk(zk −Hxˆ−k )
Pk = (I−KkH)P−k
Matice R je kovariancˇn´ı matice sˇumu meˇrˇen´ı. Matice K je Kalmonovo zes´ılen´ı, ktere´
funguje jako va´ha a urcˇuje, jake´ mnozˇstv´ı informace z meˇrˇen´ı bude akceptova´no.
Pokud nen´ı meˇrˇen´ı k dispozici (jednotlive´ objekty se prˇekry´vaj´ı, dosˇlo ke ztrateˇ ob-
jektu), mu˚zˇeme pouzˇit odhad.
Obra´zek 12: Prˇ´ıklad cˇinnosti Kalmanova filtru, zelena´ tecˇka odpov´ıda´ odhadu
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3 Metody segmentace poprˇed´ı
Algoritmy segmentace pracuj´ı na principu modelova´n´ı pozad´ı a na´sledne´m porovna´n´ı
vstupn´ıho sn´ımku s modelem. Nalezene´ rozd´ıly mohou odpov´ıdat pohybuj´ıc´ımu se objektu
cˇili poprˇed´ı. Pro objekt plat´ı vzorec: d(It, B) > T , kde T je prah urcˇuj´ıc´ı jak velka´ mus´ı
by´t zmeˇna pro prˇiˇrazen´ı dane´ho pixelu do poprˇed´ı; It - hodnota pixelu soucˇasne´ho sn´ımku
(skala´r pro jasove´ slozˇky, vektor pro barevne´), B je model pozad´ı. d je funkce vzda´lenosti,
ktera´ mu˚zˇe by´t vypocˇ´ıta´na r˚uzny´mi zp˚usoby, naprˇ´ıklad: [11]
Rozd´ıl hodnot
d0 = |It −Bt| (15)
Euklidovska´ vzda´lenost, kde R,G,B 2.2 jsou cˇervena´, zelena´ a modra´ slozˇka:
d2 = (I
R
t −BRt )2 + (IGt −BGt )2 + (IBt −BBt )2 (16)
Mahalanobisova vzda´lenost, kde µt a Σt odpov´ıdaj´ı strˇedn´ı hodnoteˇ 2.1 barvy pixelu
a kovariancˇn´ı matici 2.1:
dM = |It − µt|Σ−1t |It − µt|T (17)
Podle [11] d0 je o neˇco me´neˇ efektivn´ı, protozˇe nepracuje s barvou.
Vy´stupem algoritmu˚ segmentace jsou oblasti oznacˇene´ zpravidla b´ılou barvou, od-
pov´ıdaj´ıc´ı objekt˚um v pohybu - maska. Chceme, aby nalezene´ oblasti byly co nejv´ıc plynule´
a maxima´lneˇ odpov´ıdaly vjemu cˇloveˇka. Vstupn´ı sn´ımek a sn´ımek po spra´vne´ segmentaci
neboli Ground Truth (GT) lze pozorovat na obra´zku.
sn´ımek s objektem GT
Obra´zek 13: Vstupn´ı sn´ımek a maska, odpov´ıdaj´ıc´ı vjemu cˇloveˇka
U´skal´ı spocˇ´ıva´ v tom, zˇe pocˇ´ıtacˇ nedoka´zˇe vn´ımat sce´nu podobny´m zp˚usobem,
jako cˇloveˇk. Proto se do masky obcˇas zapocˇ´ıta´va´ sˇum, zmeˇny barev zp˚usobene´ sveˇtelny´mi
podmı´nkami, st´ıny, pohyby na pozad´ı. A naopak se nezapocˇ´ıta´vaj´ı oblasti, co maj´ı stejnou
barvu jako pozad´ı a nebo objekty, ktere´ se na neˇjakou dobu zastavily. Lepsˇ´ıch vy´sledk˚u lze
dosa´hnout pouzˇit´ım filtr˚u rozostrˇen´ı (Media´n, Gauss 2.3) aplikovany´ch bud’ na kazˇdy´ vstupn´ı
sn´ımek (v prˇ´ıpadeˇ zˇe syste´m nevyzˇaduje precizn´ı vy´sledky a rozostrˇene´ obra´zky na vstupu
budou dostacˇuj´ıc´ı), nebo na vy´slednou masku. Tyto filtry odstran´ı sˇum a zmı´rn´ı prˇechody
mezi oblastmi s odliˇsny´mi barvami. Dalˇs´ı mozˇne´ vylepsˇen´ı kvality masky je pouzˇit´ı r˚uzny´ch
kombinac´ı morfologicky´ch operac´ı. 2.4
Hlavn´ı rozd´ıl v algoritmech segmentace je zp˚usob, jaky´m je modelova´no pozad´ı.
V na´sleduj´ıc´ıch sekc´ıch budou popsa´ny r˚uzne´ prˇ´ıstupy k tomuto proble´mu.
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3.1 Za´kladn´ı (Basic)
Za´kladn´ı metody jsou zalozˇeny na vytva´rˇen´ı modelu pozad´ı (referencˇn´ıho sn´ımku)
z existuj´ıc´ıch sn´ımk˚u a na´sledne´m porovna´va´n´ı kazˇde´ho pixelu referencˇn´ıho a soucˇasne´ho
sn´ımk˚u.
Rozd´ıly metod spocˇ´ıvaj´ı ve zp˚usobu nalezen´ı referencˇn´ıho obra´zku - B. Mu˚zˇe to by´t:
1. Sn´ımek sce´ny bez pohybu, cˇasto - prvn´ı sn´ımek ve videosekvenci (Static Frame Dif-
ference (Static)).
+ jednoduchy´, intuitivn´ı zp˚usob
- model pozad´ı je staticky´, nedoka´zˇe se prˇizp˚usobit k meˇn´ıc´ım se podmı´nka´m; velka´
citlivost na nejmensˇ´ı zmeˇny; ne vzˇdy ma´me takovy´ sn´ımek k dispozici
prvn´ı sn´ımek rozd´ıl sn´ımk˚u maska
Obra´zek 14: Pozad´ı - prvn´ı sn´ımek, vy´sledky
2. Prˇedchoz´ı sn´ımek B = It−1 (Frame Difference (FD))
+ adaptace na zmeˇny; objekty, ktere´ se zastavily nejsou nada´le detekova´ny
- objekt poprˇed´ı je tvorˇen jenom hranic´ı
Obra´zek 15: Pozad´ı - prˇedchoz´ı sn´ımek, vy´sledek
3. Pr˚umeˇr z N prˇedchoz´ıch sn´ımk˚u (Mean Filter (Mean)) [30] Aktualizace prob´ıha´ tak,
zˇe odstran´ıme nejstarsˇ´ı sn´ımek a prˇida´me soucˇasny´.
+ rˇesˇ´ı proble´m, kdy nema´me sn´ımek bez poprˇed´ı k dispozici
- na´rok na pameˇt’ (v kazˇdy´ okamzˇik potrˇebujeme N * velikost sn´ımku); vznik falesˇny´ch
objekt˚u
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pr˚umeˇr sn´ımk˚u rozd´ıl sn´ımk˚u maska
Obra´zek 16: Pozad´ı - pr˚umeˇr z 10 prˇedchoz´ıch sn´ımk˚u, vy´sledky
pr˚umeˇr sn´ımk˚u rozd´ıl sn´ımk˚u maska
Obra´zek 17: Pozad´ı - pr˚umeˇr z 50 prˇedchoz´ıch sn´ımk˚u, vy´sledky
4. Aktualizovany´ model pozad´ı (Running Average (Adaptive)) [18] podle
Bt+1 = (1− α)Bt + αIt (18)
kde α je koeficient (0 azˇ 1 [11]), ktery´ urcˇuje rychlost aktualizace pozad´ı. Cˇ´ım mensˇ´ı
je α, t´ım mensˇ´ı vliv na model pozad´ı maj´ı na´hle zmeˇny.
+ doka´zˇe reagovat na zmeˇny
- vznik falesˇny´ch objekt˚u pro velke´ hodnoty α
pozad´ı rozd´ıl sn´ımk˚u maska
Obra´zek 18: Aktualizovane´ pozad´ı s parametrem α=0.1, vy´sledky
pozad´ı rozd´ıl sn´ımk˚u maska
Obra´zek 19: Aktualizovane´ pozad´ı s parametrem α=0.01, vy´sledky
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Vy´sˇe uvedene´ algoritmy byly implementova´ny v jazyce Python pomoc´ı knihovny
OpenCV. Pracovala jsem s obra´zky odst´ın˚u sˇedi. Ve svy´ch experimentech jsem pouzˇila Gaus-
sovsky´ filtr s ja´drem (5,5) 2.3, aplikovany´ na kazˇdy´ vstupn´ı sn´ımek a na´sledne´ zpracovan´ı
masky morfologicky´mi operacemi. Hodnota prahu (Treshold) je 25 (empiricke´ nastaven´ı,
kompromis: objekt je co nejv´ıc videˇt, nen´ı sˇum na pozad´ı). Pouzˇita´ vzda´lenost: d0.
Za´kladn´ı metody jsou velice citlive´ na zmeˇny v obraze, a to i na nejmensˇ´ı zmeˇny
v osveˇtlen´ı, obcˇas i neviditelne´ okem (st´ıny, blika´n´ı zˇa´rovek). Jsou za´visle´ na hodnoteˇ para-
metr˚u: prahu, pocˇtu sn´ımk˚u pro tvorbu referencˇn´ıho obra´zku a dalˇs´ıch. Mu˚zˇe doj´ıt naprˇ´ıklad
k ”zapamatova´n´ı”pozice objektu, ktery´ z˚ustal na stejne´m mı´steˇ delˇs´ı dobu a pak zase zacˇal
meˇnit polohu. A nebo take´ naopak k rychle´mu ”zapomenut´ı”prˇedchoz´ı polohy, t´ım pa´dem
k detekci jen cˇa´sti objektu, ktera´ je v dane´m okamzˇiku v pohybu.
Obra´zek 20: Prˇ´ıklady chybne´ detekce poprˇed´ı
Vy´sˇe uvedene´ metody se zpravidla nepouzˇ´ıvaj´ı v za´kladn´ım proveden´ı, ale v kombi-
naci s jiny´mi metodami. Avsˇak mohou by´t dostacˇuj´ıc´ı pro idea´ln´ı podmı´nky: vnitrˇn´ı sce´na
s konstantn´ım nebo pomalu se meˇn´ıc´ım osveˇtlen´ım.
3.2 Statisticke´ (Statistical)
3.2.1 Gaussovske´ (Gaussian)
Running Gaussian Average (1G) Modelova´n´ı pozad´ı pomoc´ı sn´ımk˚u (prˇ´ıstupy
z prˇedchoz´ı sekce) vyzˇaduje konstantn´ı sce´nu bez sˇumu a artefakt˚u. V rea´lne´ situaci takovy´
stav je teˇzˇko dosazˇitelny´, proto neˇkterˇ´ı autorˇi navrhuj´ı modelovat kazˇdy´ pixel pozad´ı pomoc´ı
Gaussova rozdeˇlen´ı pravdeˇpodobnosti 2.1 pro neˇkolik za sebou jdouc´ıch sn´ımk˚u. [38] Pixel
s n´ızkou hodnotou pravdeˇpodobnost´ı (mimo Gaussovou krˇivku) je povazˇova´n za poprˇed´ı.
Grafy v te´to sekci zna´zornˇuj´ı historii hodnot intenzity konkretn´ıho pixelu videosek-
vence, histogramu a Gaussova rozdeˇlen´ı pro tyto hodnoty. Je videˇt, zˇe nejcˇasteˇji zastoupena´
hodnota intenzity je prˇiblizˇneˇ 150, Gaussovo rozdeˇlen´ı ma´ vrchol pra´veˇ v bodeˇ kolem 150
(strˇedn´ı hodnota rozdeˇlen´ı).
Pro kazˇdy´ pixel ze se´rie N obra´zk˚u pocˇ´ıta´me strˇedn´ı hodnotu a rozptyl. 2.1 S kazˇdy´m
novy´m sn´ımkem parametry jsou aktualizova´ny podle na´sleduj´ıc´ıch vzorc˚u: [12]
µt = (1− α)µt−1 + αIt (19)
σ2t = (1− α)σ2t−1 + α(It − µt)(It − µt)T (20)
kde α je ucˇ´ıc´ı konstanta, It je soucˇasna´ hodnota pixelu.
Na´sledneˇ prob´ıha´ kontrola podle:
|It − µt| > T = kσt (21)
T je pra´h a pocˇ´ıta´ se jako na´sobek odchylky.
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Historie hodnot intenzity pixelu

















Obra´zek 21: Prˇ´ıklad parametr˚u pro jeden konkre´tn´ı pixel videosekvence
vstupn´ı sn´ımek maska
Obra´zek 22: Vy´sledek segmentace pro metodu 1G, implementace pomoc´ı knihovny [33]
Metoda ma´ mensˇ´ı na´rok na pameˇt’. V kazˇdy´ okamzˇik potrˇebuje ukla´dat jenom 2 hod-
noty: strˇedn´ı hodnotu µt a odchylku σt mı´sto N prˇedchoz´ıch hodnot dane´ho pixelu. [30]
Pouzˇ´ıva´ se zpravidla ve vnitrˇn´ıch sce´na´ch s pomalu se meˇn´ıc´ımi sveˇtelny´mi podmı´nkami. [12]
Mozˇne´ vylepsˇen´ı metody je pouzˇit´ı HSV-barevne´ho prostoru, ktery´ je v´ıce odolny´
proti pomaly´m zmeˇna´m v osveˇtlen´ı, protozˇe oddeˇluje od sebe barvu a jas. [12]
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Mixture Of Gaussian (MOG) V prˇedchoz´ı metodeˇ bylo pouzˇito jedno rozdeˇlen´ı. 2.1
Pro u´cˇel detekce vozidel Friedman a Russel [15] tento pocˇet zveˇtsˇili a pouzˇili 3 prˇedem urcˇene´
oddeˇlene´ rozdeˇlen´ı: pro barvu silnice, barvu vozidel a barvu st´ın˚u. Nejtmavsˇ´ı odpov´ıdalo
st´ın˚um, rozdeˇlen´ı s veˇtsˇ´ım rozptylem 2.1 vozidl˚um, zbyle´ silnici. Mı´sto modelova´n´ı hodnot
pixel˚u s pouzˇit´ım konkre´tn´ıch rozdeˇlen´ı, Stauffer a Grimson [4] navrhli modelovat kazˇdy´ pixel
obra´zku samostatneˇ za pomoc´ı smeˇsi gausia´n˚u (MOG). Autorˇi tvrd´ı, zˇe prˇ´ıstup umozˇnˇuje
rychle´ prˇizp˚usoben´ı modelu pozad´ı k meˇn´ıc´ım se sveˇtelny´m podmı´nka´m, opakuj´ıc´ım se po-
hyb˚um element˚u sce´ny a ke zmeˇna´m v geometrii sce´ny (naprˇ´ıklad parkova´n´ı aut).
Podle hodnot rozptylu gausia´n˚u a cˇetnosti vy´skytu pixel˚u lze posoudit, ktery´ z nich
odpov´ıda´ pozad´ı. Pokud rozptyl je n´ızky´ a pixely se objevuj´ı s vysokou cˇetnost´ı, jedna´ se o po-
zad´ı, barva pixelu je uvnitrˇ krˇivky rozdeˇlen´ı. Naopak pixely mimo oblasti gausia´n˚u mu˚zˇeme
povazˇovat za poprˇed´ı. Metoda je na´rocˇneˇjˇs´ı na pameˇt’, protozˇe pro kazˇdy´ pixel potrˇebujeme
v´ıce parametr˚u. Zat´ızˇen´ı je u´meˇrne´ pocˇt˚u pouzˇity´ch gausia´n˚u.
Za´pis {X1...Xt} = {I(i) : 1 ≤ i ≤ t} popisuje takzvany´ ”pixel proces” - posloupnost
hodnot urcˇite´ho pixelu za cˇas t. Xi je skala´r, kdyzˇ se jedna´ o obraz v barva´ch sˇedi nebo vektor
pro barevny´ obraz. I je intenzita pixelu.
Minule´ hodnoty pixelu jsou modelova´ny pomoc´ı K (veˇtsˇinou 3 azˇ 5 [4]) gausia´n˚u,




ωi,t ∗ η(Xt, µi,t,Σi,t) (22)
kde K je pocˇet rozdeˇlen´ı, ω je va´ha: urcˇuje, jak velkou cˇa´st dat obsahuje konkre´tn´ı i-ty
gausia´n (va´hy jsou normova´ny, jejich soucˇet je roven 1), µ je strˇedn´ı hodnota i-te´ho gausia´nu










n je da´no pocˇtem barevny´ch slozˇek, pro RGB model 2.2 je 3.
Pro zjednodusˇen´ı vy´pocˇtu vycha´z´ıme z prˇedpokladu, zˇe cˇerveny´, zeleny´ a modry´ kana´l
jsou na sebe neza´visle´ a maj´ı stejny´ rozptyl. Proto kovariancˇn´ı matici mu˚zˇeme povazˇovat
za diagona´ln´ı, ve tvaru:
Σk,t = σ
2I (24)
kde I je jednotkova´ matice.
Hodnota intenzity kazˇde´ho pixelu nove´ho sn´ımku je porovna´va´na s existuj´ıc´ımi
K rozdeˇlen´ımi. Kontrola se prova´d´ı podle:
|Xt − µ| < 2.5σ (25)
Pro barevny´ obraz se kontrola prova´d´ı pro vsˇechny trˇi slozˇky. Pokud se jedna´ o po-
zad´ı, mus´ı podmı´nka platit pro vsˇechny barevne´ kana´ly. Jestli podmı´nka plat´ı a rozdeˇlen´ı,
do ktere´ho byl pixel prˇideˇlen odpov´ıda´ pozad´ı, znamena´ to, zˇe pixel patrˇ´ı do pozad´ı.
Kdyzˇ rozdeˇlen´ı nen´ı pozad´ım, pixel patrˇ´ı do poprˇed´ı.
Jestli podmı´nka neplat´ı ani pro jeden z K gausia´n˚u, je vytvorˇeno nove´ rozdeˇlen´ı
se strˇedn´ı hodnotou odpov´ıdaj´ıc´ı hodnoteˇ aktua´ln´ıho pixelu Xt, s velkou hodnotou rozptylu
a n´ızkou va´hou. Protozˇe v kazˇdy´ okamzˇik ma´me prˇesneˇ K gausia´n˚u, nejme´neˇ pravdeˇpodobne´
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rozdeˇlen´ı (to, co ma´ nejnizˇsˇ´ı va´hu a nejveˇtsˇ´ı rozptyl) je odstraneˇno. Va´hy se prˇepocˇ´ıta´vaj´ı
podle:
ωk,t = (1− α)ωk,t−1 + α(Mk,t) (26)
kde α je ucˇ´ıc´ı konstanta (learning rate), definuje rychlost zmeˇn parametr˚u rozdeˇlen´ı), Mk,t
je 1 pro prˇ´ıpad shody a 0 pro zby´vaj´ıc´ı.
Hodnoty µ a σ se prˇepocˇ´ıta´vaj´ı pouze u gausia´nu, u ktere´ho dosˇlo ke shodeˇ v aktua´ln´ı
hodnoteˇ pixelu:
µt = (1− ρ)µt−1 + ρXt (27)
σ2t = (1− ρ)σ2t−1 + ρ(Xt − µt)T (Xt − µt) (28)
kde
ρ = αη(Xt|µk, σk) (29)
To znamena´, zˇe kdyzˇ dojde k vy´skytu objektu nepatrˇ´ıc´ıho do pozad´ı, model se pozmeˇn´ı
tak, zˇe novy´ objekt bude vyja´drˇen jedn´ım z gausia´n˚u. Pokud se objekt bude nacha´zet
v urcˇite´m mı´steˇ delˇs´ı dobu, bude postupneˇ zahrnout do pozad´ı.
Na za´kladeˇ parametr˚u rozptylu a cˇetnosti vy´skytu jednotlivy´ch gausia´n˚u lze posou-
dit, ktere´ z gausia´n˚u patrˇ´ı do pozad´ı a ktere´ do poprˇed´ı. Jak jizˇ bylo uvedeno, pozad´ı je
charakterizova´no co nejmensˇ´ı hodnotou rozptylu a co nejveˇtsˇ´ı hodnotou cˇetnosti vy´skytu.
Pokud serˇad´ıme gausia´ny podle parametru r = ω/σ, dostaneme rˇadu, kde gausia´n s nejveˇtsˇ´ı
pravdeˇpodobnost´ı patrˇ´ıc´ı do pozad´ı bude na zacˇa´tku, nejme´neˇ pravdeˇpodobny´ na konci. Kolik




ωk > T ) (30)
T je pra´h urcˇuj´ıc´ı deˇl´ıc´ı rovinu pro gausia´ny modelu pozad´ı. V prˇ´ıpadeˇ volby male´
hodnoty prahu T bude dana´ soustava schopna reagovat pouze na male´ zmeˇny (sˇum, pomala´
zmeˇna osveˇtlen´ı).
Obra´zek 23: MOG, tvorba modelu pozad´ı
Vy´hodou metody je, zˇe existuj´ıc´ı model pozad´ı nebude znicˇen, kdyzˇ dojde je zmeˇneˇ.
Barva ve smeˇsi z˚usta´va´ tak dlouho, dokud rozdeˇlen´ı nebude mı´t nejnizˇsˇ´ı pravdeˇpodobnost
a nebude nahrazeno novy´m.
Prˇ´ıstup mu˚zˇe by´t pouzˇit ve venkovn´ıch sce´na´ch, kdy docha´z´ı k pomaly´m zmeˇna´m
v pozad´ı.
Bylo navrzˇeno mnozˇstv´ı vylepsˇen´ı dane´ho algoritmu na u´rovni parametr˚u, barevny´ch
model˚u, zp˚usob˚u detekce poprˇed´ı atd. [12] Naprˇ´ıklad, knihovna OpenCV (verze 3.0) ma´ im-
plementovanou vylepsˇenou verzi algoritmu. Vy´hodou modifikace je to, zˇe algoritmus urcˇuje
potrˇebne´ mnozˇstv´ı rozdeˇlen´ı pro kazˇdy´ pixel, cozˇ zajiˇst’uje lepsˇ´ı adaptaci k meˇn´ıc´ım se
podmı´nka´m. Doka´zˇe detekovat i st´ıny, ktere´ budou oznacˇeny sˇedou barvou.
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Obra´zek 24: MOG, sche´ma algoritmu [21]
vstupn´ı sn´ımek maska
Obra´zek 25: Vy´sledek segmentace pro metodu MOG
3.2.2 Podprostorove´ (Subspace learning)
Analy´za hlavn´ıch komponent (Principal Components Analysis (PCA)) je metoda
v´ıcerozmeˇrne´ analy´zy promeˇnny´ch. Byla zavedena Karlem Pearsonem v roce 1901 a zobecneˇna
Haroldem Hotellingem v roce 1933. [10]
C´ılem analy´zy hlavn´ıch komponent je transformace dat z p˚uvodn´ıch promeˇnny´ch
do mensˇ´ıho pocˇtu umeˇly´ch dekorelovany´ch promeˇnny´ch - hlavn´ıch komponent. Komponenty
jsou vza´jemneˇ neza´visle´ linea´rn´ı kombinace p˚uvodn´ıch promeˇnny´ch. Hlavn´ı komponenty vy-
jadrˇuj´ı rozptyl (promeˇnlivost) p˚uvodn´ıch dat. Jsou serˇazeny dle d˚ulezˇitosti: od nejveˇtsˇ´ıho
rozptylu k nejmensˇ´ımu. To znamena´, zˇe prvn´ı hlavn´ı komponenta obsahuje veˇtsˇinu infor-
mac´ı o rozptylu p˚uvodn´ıch dat, druha´ pak mensˇ´ı mnozˇstv´ı a tak da´le. Nejme´neˇ infor-
mac´ı je soustrˇedeˇno v posledn´ı komponenteˇ. Pro dostatecˇne´ vysveˇtlen´ı variability p˚uvodn´ıch
promeˇnny´ch stacˇ´ı bra´t v u´vahu jenom neˇkolik prvn´ıch hlavn´ıch komponent. Nedocha´z´ı tedy
k velke´ ztra´teˇ informac´ı, protozˇe nevyuzˇite´ komponenty obsahuj´ı male´ mnozˇstv´ı informace
a odpov´ıdaj´ı sp´ıˇse sˇumu (jej´ıch rozptyl je maly´).
Analy´za hlavn´ıch komponent se pouzˇ´ıva´ v oblasti rozpozna´va´n´ı tva´rˇ´ı a v oblasti kom-
prese obraz˚u.
Obecny´ postup: [32]
1. z´ıskat vstupn´ı data, spocˇ´ıtat jejich strˇedn´ı hodnotu; 2.1
2. odecˇ´ıst strˇedn´ı hodnotu od kazˇde´ho datove´ho souboru pro kazˇdou dimenzi (tak z´ıska´me
data se strˇedn´ı hodnotou rovnou nule – normalizovana´ data);
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3. spocˇ´ıtat kovariancˇn´ı matici 2.1 (je vzˇdy cˇtvercova´, nxn, kde n odpov´ıda´ pocˇtu dimenz´ı);
4. z kovariancˇn´ı matice vypocˇ´ıtat vlastn´ı cˇ´ısla (n) a vlastn´ı vektory (n) 2.1 (maj´ı by´t
jednotkove´);
5. serˇadit vlastn´ı vektory podle hodnot vlastn´ıch cˇ´ısel: od nejveˇtsˇ´ıho (vy´znamne´ho)
k nejmensˇ´ımu (nevy´znamne´mu). Vlastn´ı vektor s nejvysˇsˇ´ı hodnotou vlastn´ıho cˇ´ısla je
pra´veˇ prvn´ı hlavn´ı komponenta dane´ho souboru;
6. vybrat si jen m (m < n) prvn´ıch hodnot, to znamena´, zˇe budeme mı´t m-dimenziona´ln´ı
data. Da´le zformovat vektor rys˚u (Feature Vector), cozˇ je matice, jej´ızˇ jednotlive´
sloupce jsou vlastn´ımi vektory;
7. extrahovat novy´ datovy´ soubor, normalizovat vstupn´ı data (krok 2). Vy´sledna´ data
z´ıska´me vyna´soben´ım vektoru rys˚u a matice novy´ch normalizovany´ch dat. Pu˚vodn´ı
osy (naprˇ´ıklad x, y, z) mohou by´t nahrazeny vlastn´ımi vektory, procha´zej´ıc´ı smeˇrem
maxima´ln´ıho rozptylu.
Dobrou vizualizac´ı metody je reprezentace lidske´ tva´rˇe pomoc´ı tzv. vlastn´ıch tva´rˇ´ı
(Eigen Faces). [35] Ze sady obra´zk˚u dle postupu spocˇ´ıta´me vlastn´ı vektory. Kdyzˇ tyhle
vektory zobraz´ıme, zjist´ıme, zˇe prˇipomı´naj´ı oblicˇej cˇloveˇka, proto se mı´sto pojmu ”vek-
tor”pouzˇ´ıva´ ”tva´rˇ”. Novy´ oblicˇej na vstupu lze poskla´dat z r˚uzneˇ zastoupeny´ch jednotlivy´ch
vlastn´ıch tva´rˇ´ı.
Obra´zek 26: Vlastn´ı tva´rˇe, sada obra´zk˚u na vstupu (vlevo) a vlastn´ı vektory (vpravo) [22]
Analy´zu hlavn´ıch komponent lze pouzˇit i k modelova´n´ı pozad´ı. Oliver [29] konstruuje
vlastn´ı prostor (Eigenspace), ktery´ modeluje pozad´ı zp˚usobem, popsany´m vy´sˇe, to znamena´:
Vezmeme N vstupn´ıch sn´ımk˚u a spocˇ´ıta´me jej´ıch strˇedn´ı hodnotu µ.
Od kazˇde´ho vstupn´ıho obra´zku odecˇteme strˇedn´ı hodnotu, t´ım z´ıska´me normalizovany´
vektor X = [X1. . . XN ], kde Xi = Ii − µ. Da´le spocˇ´ıta´me kovariancˇn´ı matici Σ, ze ktere´ de-
kompozic´ı z´ıska´me vlastn´ı vektory a vlastn´ı cˇ´ısla a necha´me si pouze M nejveˇtsˇ´ıch hodnot.
Na´sledneˇ zformujeme vektor rys˚u ΦM - matici obsahuj´ıc´ı M vlastn´ıch vektor˚u. Pomoc´ı vek-
toru rys˚u budeme modelovat pozad´ı.
Jakmile ma´me novy´ vstupn´ı sn´ımek It, odecˇteme od neˇj strˇedn´ı hodnotu µ a zobraz´ıme
do prostoru vytvorˇene´ho vlastn´ımi obra´zky pozad´ı. T´ım dostaneme sourˇadnice ve vlastn´ım
prostoru: Wt = (It − µ)TΦM . Na´sledneˇ rekonstruujeme pozad´ı: Bt = ΦMW Tt + µ. De-
tekce poprˇed´ı prob´ıha´ tak, zˇe spocˇ´ıta´me vzda´lenost mezi vstupn´ım obra´zkem a zobrazeny´m
obra´zkem. To znamena´, zˇe detekujeme to, co se prˇidalo ”nav´ıc”. Objekt patrˇ´ı do poprˇed´ı,
kdyzˇ |It −Bt| > T .
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Obra´zek 27: PCA, tvorba vlastn´ıho prostoru
Obra´zek 28: PCA, detekce poprˇed´ı
Pohybuj´ıc´ı se objekty jsou typicky male´ a neobjevuj´ı se na stejne´m mı´steˇ v N sn´ımc´ıch,
proto jejich prˇ´ıspeˇvek ve vy´sledne´m modelu nen´ı podstatny´. To znamena´, zˇe vlastn´ı prostor
dobrˇe modeluje staticke´ pozad´ı, sˇpatneˇ pohybuj´ıc´ı se prˇedmeˇty poprˇed´ı.
vstupn´ı sn´ımek rozd´ıl sn´ımk˚u maska
Obra´zek 29: Vy´sledek segmentace pro metodu PCA
Dany´ algoritmus je postaven na maticovy´ch vy´pocˇtech, proto je implementova´n
v prostrˇed´ı MATLAB. K tvorbeˇ vlastn´ıho prostoru jsem pouzˇila kolem 120 sn´ımk˚u a 3 vlastn´ı
vektory.
Vy´sˇe popsa´na metoda ma´ urcˇita´ omezen´ı [17]: objekty poprˇed´ı musej´ı by´t male´ a ne-
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vyskytovat se na stejne´m mı´steˇ beˇhem tvorby vlastn´ıho prostoru; vy´pocˇetn´ı na´rocˇnost ak-
tualizace modelu; omezen´ı na obra´zky odst´ın˚u sˇedi (barevne´ obra´zky vyzˇaduj´ı veˇtsˇ´ı pocˇet
dimenz´ı); proble´m s meˇn´ıc´ımi se sveˇtelny´mi podmı´nkami. Lze pouzˇit ve venkovn´ıch sce´na´ch
s maly´mi objekty poprˇed´ı.
3.3 Shlukove´ (Clusters)
Shlukove´ modely obecneˇ jsou zalozˇeny na tom, zˇe vstupn´ı data lze na za´kladeˇ po-
dobny´ch vlastnost´ı roztrˇ´ıdit do jednotlivy´ch skupin – shluk˚u. Data s podobny´mi vlastnostmi
by meˇly by´t co nejbl´ızˇ k sobeˇ, jednotlive´ shluky co nejda´l. Podobnost je urcˇena pomoc´ı
vzda´lenost´ı jednotlivy´ch objekt˚u.
Codebook Princip metody spocˇ´ıva´ v tom, zˇe se pro kazˇdy´ pixel obrazu tvorˇ´ı tzv. ko´dova´
kniha (Codebook (CB)), do ktere´ se ukla´daj´ı ko´dova´ slova (Codeword) – hodnoty, ktere´
charakterizuj´ı pixel. [24]
Obra´zek 30: Struktura ko´dove´ knihy
Ma´me tre´novac´ı sekvenci X = {X1, X2..., XN} pro pixel, kde X1...XN jsou RGB
vektory. C = {C1, C2, ..., CL} je ko´dova´ kniha, C1...CL jsou ko´dova´ slova. Pro kazˇdy´ pixel
mu˚zˇe mı´t ko´dova´ kniha r˚uznou de´lku. Pixel ze stabiln´ı oblasti sn´ımku lze vyja´drˇit jedn´ım
ko´dovy´m slovem (jednou barvou). Zat´ımco pro pixel, ktery´ se nacha´z´ı naprˇ´ıklad v oblasti
bl´ızko stromu ve veˇtru, potrˇebujeme trˇi barvy: zelenou pro list´ı, modrou pro oblohu, hneˇdou
pro k˚uru.
Kazˇde´ ko´dove´ slovo se skla´da´ z RGB vektoru (zastoupen´ı jednotlivy´ch barevny´ch
slozˇek, tvorˇ´ıc´ıch vy´slednou barvu) vi = (R¯i, G¯i, B¯i) a 6 parametr˚u charakterizuj´ıc´ıch ko´dove´
slovo auxi =< Iˇi, Iˆi, fi, λi, pi, qi >:
• Iˇ , Iˆ: minima´ln´ı, maxima´ln´ı hodnoty jasu, ktere´ meˇlo;
• f : frekvence, s jakou se objevovalo;
• λ: (Maximum negative run-length) maxima´lneˇ dlouhy´ cˇasovy´ interval beˇhem
ktere´ho se neopakovalo;
• p, q: prvn´ı a posledn´ı cˇasovy´ okamzˇik kdy se objevilo.
Barevne´ a jasova´ slozˇky jsou oddeˇlene´, aby si algoritmus byl schopen poradit
se zmeˇnami v osveˇtlen´ı.
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Beˇhem tre´novan´ı je kazˇdy´ pixel porovna´n se soucˇasnou ko´dovou knihou. T´ım urcˇujeme,
ktere´ ko´dove´ slovo mu odpov´ıda´ (jestli takove´ existuje).
Zarˇazen´ı pixelu do poprˇed´ı nebo pozad´ı se prova´d´ı na za´kladeˇ barevne´ vzda´lenosti
a jasu (jas se mus´ı nacha´zet uvnitrˇ prˇijatelny´ch hranic). Pokud pixel nesplnˇuje tyto dveˇ
podmı´nky (nen´ı v ko´dove´ knize), patrˇ´ı do poprˇed´ı a je prˇida´n do ko´dove´ knihy. Pokud od-
pov´ıda´ neˇktere´mu ko´dove´mu slovu, znamena´ to, zˇe patrˇ´ı do pozad´ı.
Proces konstrukce ko´dove´ knihy vypada´ na´sledovneˇ: [24]
1. L← 0, C ← pra´zdna´ mnozˇina (← znamena´ prˇiˇrazen´ı)
2. for t = 1 to N do
(a) Xt = (R,G,B), I ← R+G+B
(b) Najdi ko´dove´ slovo Cm z C = {Ci|1 ≤ i ≤ L} odpov´ıdaj´ıc´ı Xt podle podmı´nek:
1) barevne´ zkreslen´ı (Xt, vm) ≤ 1
Barevne´ zkreslen´ı se meˇrˇ´ı podle: δ =
√||xt||2 − ρ2, kde xt = (R,G,B) je vstupn´ı
pixel, ci je ko´dove´ slovo, vi = (R¯i, G¯i, B¯i)
||xt||2 = R2 +G2 +B2
||vi|| = R¯i2 + G¯i2 + B¯i2
< xt, vi >





2) jas (I,< Iˇm, Iˆm >) = true
(c) Jestli C je pra´zdna´ nebo nedosˇlo ke spojen´ı, L← L+ 1. Vytvorˇ nove´ ko´dove´ slovo
CL pro ktere´ bude platit vL ← (R,G,B), auxL ←< I, I, 1, t− 1, t, t > .
(d) V jine´m prˇ´ıpadeˇ aktualizuj odpov´ıdaj´ıc´ı ko´dove´ slovo
sestavene´ z vm = (R¯m, G¯m, B¯m) a auxm =< Iˇm, Iˆm, fm, λm, pm, qm > nastaven´ım:




2) auxm ←< min{I, Iˇm},max{I, Iˆm}, fm + 1,max{λm, t− qm}, pm, t >
end for
3. Pro kazˇde´ ko´dove´ slovo Ci, i = 1...L nastav λi ← max{λi, (N − qi + pi − 1)}.
Detekce poprˇed´ı pro aktua´ln´ı pixel prob´ıha´ podle:
1. x = (R,G,B), I ← R+G+B
2. Pro vsˇechna ko´dova´ slova najdi ko´dove´ slovo Cm odpov´ıdaj´ıc´ı X podle:
1) barevna´ vzda´lenost (X, vm) ≤ 2, kde 2 je pra´h pro detekci;
2) jas (I,< Iˇm, Iˆm >) = true
3. poprˇed´ı, kdyzˇ nejsou spojen´ı;
pozad´ı - v jine´m prˇ´ıpadeˇ.
Vy´hodou metody je mensˇ´ı na´rok na pameˇt’, model pozad´ı je kompaktn´ı. Metoda mu˚zˇe
by´t pouzˇita ve venkovn´ıch sce´na´ch i s mı´rneˇ dynamicky´m pozad´ım.
Prˇ´ıklady vylepsˇen´ı algoritmu [13]: adaptivn´ı aktualizace ko´dove´ knihy; dvouvrstvy´
model ko´dove´ knihy (jedna vrstva obsahuje soucˇasne´ sn´ımky pozad´ı, druha´ se pouzˇ´ıva´ k mo-
delova´n´ı novy´ch sn´ımk˚u pozad´ı); pouzˇit´ı jiny´ch barevny´ch prostor˚u.
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vstupn´ı sn´ımek maska
Obra´zek 31: Vy´sledek segmentace pro metodu CB, implementace pomoc´ı [26]
4 Porovna´n´ı algoritmu˚ segmentace
V prˇedchoz´ı sekci byly vysveˇtleny principy cˇinnosti vybrany´ch algoritmu˚, uvedeny
uka´zky vy´stup˚u na prˇ´ıkladu jedne´ videosekvence, strucˇneˇ diskutova´ny silne´ a slabe´ stra´nky
kazˇde´ metody (veˇtsˇinou podle autor˚u).
Tohle vsˇak nestacˇ´ı k relevantn´ımu hodnocen´ı algoritmu˚. Ve veˇtsˇineˇ rea´lny´ch situac´ı
nema´me sta´le´ pozad´ı: osveˇtlen´ı se meˇn´ı (a to jak postupneˇ, tak i na´hle); pozad´ı mu˚zˇe obsa-
hovat pohyb (list´ı stromu˚, pohyblive´ schody); geometrie pozad´ı se postupneˇ meˇn´ı (parkovan´ı
aut). Dalˇs´ı proble´m je, zˇe docha´z´ı k situaci, kdy cˇa´st poprˇed´ı ma´ stejnou barvu, jako pozad´ı
za n´ı (naprˇ´ıklad kus oblecˇen´ı postavy stejne´ barvy jako podlaha, skrˇ´ınˇ...). Pot´ızˇe p˚usob´ı sˇum
(pro videa, porˇ´ızena´ nekvalitn´ı kamerou) a st´ıny, ktere´ meˇn´ı svoji polohu spolu s prˇedmeˇtem.
Algoritmus by meˇl by´t schopen si poradit i s takovy´mi prˇ´ıpady.
K hodnocen´ı kvality algoritmu˚ se zpravidla pouzˇ´ıvaj´ı sn´ımky obsahuj´ıc´ı spra´vneˇ
oznacˇene´ poprˇed´ı - GT. Kazˇdy´ pixel sn´ımku se po segmentaci neˇjaky´m algoritmem po-
rovna´va´ s odpov´ıdaj´ıc´ım pixelem sn´ımku po spra´vne´ segmentaci. Rozd´ıly se zapocˇ´ıta´vaj´ı
do prˇ´ıslusˇny´ch parametr˚u:
• True Positives (TP) - pixely, ktere´ byly zahrnuty do poprˇed´ı, ve skutecˇnost´ı
patrˇ´ı poprˇed´ı;
• True Negatives (TN) - pixely, ktere´ byly zahrnuty do pozad´ı, ve skutecˇnost´ı patrˇ´ı po-
zad´ı;
• False Positives (FP) - pixely, ktere´ byly zahrnuty do poprˇed´ı, i kdyzˇ ve skutecˇnosti
jsou pozad´ım;
• False Negatives (FN) - pixely, ktere´ nebyly zahrnuty do poprˇed´ı, i kdyzˇ ve skutecˇnost´ı
jsou poprˇed´ım.
Prˇedstavme si, zˇe ma´me dva bina´rn´ı obra´zky (s hodnotami pixel˚u 0-pozad´ı a 255-
poprˇed´ı): na´sˇ sn´ımek (v tomto prˇ´ıpadeˇ sn´ımek po segmentaci neˇjaky´m algoritmem) - F







Jakmile ma´me vsˇechny hodnoty, mu˚zˇeme vypocˇ´ıtat na´sleduj´ıc´ı parametry:
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• Prˇesnost (Presicion) neboli pocˇet spra´vneˇ detekovany´ch pixel˚u poprˇed´ı deˇleny´ cel-





• Vy´teˇzˇnost, u´plnost (Recall) neboli pocˇet spra´vneˇ detekovany´ch pixel˚u poprˇed´ı deˇleny´









TP + TN + FP + FN
(33)
Existuje i rˇada dalˇs´ıch, pouzˇ´ıvaj´ıc´ıch naprˇ´ıklad statisticke´ parametry, specificˇnost
vn´ıman´ı, rozlozˇen´ı chyb: F-score, PSNR (Peak Signal–Noise Ratio), SSIM (Structural SI-
Milarity), D-Score. [34] Avsˇak v na´sleduj´ıc´ım hodnocen´ı budou pouzˇity trˇi vy´sˇe uvedene´.
K vy´pocˇt˚um jsem si vybrala 4 r˚uzna´ videa z verˇejneˇ dostupny´ch databa´z´ı: ”Perception
Test Images Sequences”[7] a ”Wallflower Test Images Sequences”[9]. Vy´hodou je, zˇe kromeˇ
samotne´ videosekvence soubory obsahuj´ı i neˇkolik obra´zk˚u spra´vne´ segmentace poprˇed´ı. Zvo-
lila jsem si videa se sce´na´rˇi, deˇlaj´ıc´ı algoritmu˚m proble´my: pohybuj´ıc´ı se list´ı stromu˚; na´hle´
zmeˇny v osveˇtlen´ı; shodne´ barvy prˇedmeˇt˚u poprˇed´ı a pozad´ı; objekty poprˇed´ı, ktere´ se za-
stavily; video, neobsahuj´ıc´ı ”cˇiste´”pozad´ı.
Na videa jsem aplikovala 6 r˚uzny´ch algoritmu˚:
• Za´kladn´ı:
– Staticke´ pozad´ı - prvn´ı sn´ımek videosekvence (Static)1;
– Aktualizovane´ pozad´ı (Adaptive) 4;
• Gaussovske´:
– Jeden gausia´n (1G) 3.2.1;
– Smeˇs gausia´n˚u (MOG) 3.2.1;
• Podprostory: Vlastn´ı pozad´ı (PCA) 3.2.2;
• Shlukove´: Ko´dova´ kniha (CB) 3.3.
K segmentaci poprˇed´ı jsem pouzˇila program UMD Background Subtraction od autor˚u
[26] (pro metodu ko´dova´ kniha) a knihovnu BGSlibrary [33] (pro zbytek) a to z d˚uvodu veˇtsˇ´ı
relevantnosti vy´sledk˚u a zamezen´ı vlivu chyby programa´toru (veˇtsˇina algoritmu˚ je implemen-
tova´na v jednom prostrˇed´ı, jediny´m stylem).
Prˇ´ıslusˇne´ parametry pro algoritmy byly nastaveny podle autor˚u: [34], [25].
Da´le jsem postupneˇ ve dvojic´ıch porovna´vala vy´stupy algoritmu˚ s obra´zky spra´vne´
segmentace. Na´sledneˇ, pro kazˇdou videosekvenci jsem vypocˇ´ıtala prˇ´ıslusˇne´ parametry,
a to podle postup˚u uvedeny´ch vy´sˇe.
V na´sleduj´ıc´ıch odstavc´ıch uvedu prˇ´ıklady vy´stup˚u.
23
Static Adaptive 1G MOG PCA CB













Tabulka 1: Parametry algoritmu˚, kde T je pra´h, α je ucˇ´ıc´ı konstanta, LF je pocˇet sn´ımku
pro tre´nova´n´ı, n je pouzˇity´ pocˇet Gaussovy´ch rozdeˇlen´ı, HS je velikost historie, Dim je pocˇet
dimenz´ı, N je pocˇet tre´novac´ıch sn´ımk˚u
1. Kampus (Campus with wavering tree branches)
Ma´me video silnice, po ktere´ jezd´ı auta a chod´ı chodci. Pode´l silnice rostou stromy.
Stromy ve veˇtru jsou klasicky´m prˇ´ıkladem dynamicke´ho pozad´ı, ktere´ p˚usob´ı proble´m
beˇhem detekce poprˇed´ı.
Sn´ımek Spra´vna´ segmentace 1G Adaptive
1G MOG PCA CB
Obra´zek 32: Vy´sledky segmentace pro videosekvenci Kampus
Static Adaptive 1G MOG PCA CB
TN 119638 189297 196801 196281 138303 189745
TP 6592 5576 4395 5371 6484 4024
FP 78264 8605 1101 1621 59599 8157
FN 306 1322 2503 1527 414 2874
Precision 0.07768 0.3932 0.79967 0.76816 0.09812 0.33035
Recall 0.95564 0.80835 0.63714 0.77863 0.93998 0.58336
Accuracy 0.61636 0.95153 0.9824 0.98463 0.70697 0.94614
Tabulka 2: Kampus, vy´sledky pro 10 dvojic sn´ımk˚u 160x128
2. Sveˇtla (Lobby in an office building with switching on / off lights)
Dalˇs´ı video je pouzˇito pro demonstraci vlivu zmeˇny sveˇtelny´ch podmı´nek. Docha´z´ı tedy
k vyp´ınan´ı a na´sledne´mu rozsv´ıcen´ı sveˇtel.
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Sn´ımek Spra´vna´ segmentace Static Adaptive
1G MOG PCA CB
Obra´zek 33: Vy´sledky segmentace pro videosekvenci Sveˇtla
Static Adaptive 1G MOG PCA CB
TN 167226 199245 195086 199425 167226 78954
TP 3154 748 772 1352 3154 3596
FP 32993 974 5133 794 32993 121265
FN 1427 3833 3809 3229 1427 985
Precision 0.08725 0.43438 0.13074 0.63001 0.08725 0.0288
Recall 0.6885 0.16328 0.16852 0.29513 0.6885 0.78498
Accuracy 0.83193 0.97653 0.95634 0.98036 0.83193 0.40308
Tabulka 3: Sveˇtla, vy´sledky pro 10 dvojic sn´ımk˚u 160x128
3. Obchod (Shopping center)
V na´sleduj´ıc´ı videosekvenci ma´me hodneˇ objekt˚u poprˇed´ı. Neˇktere´ objektu velice po-
malu meˇn´ı svoji polohu, z˚usta´vaj´ı na jednom mı´steˇ delˇs´ı dobu. Dalˇs´ı proble´m je, zˇe video
neobsahuje sn´ımky ”cˇiste´ho”pozad´ı neboli pozad´ı bez pohybu.
Sn´ımek Spra´vna´ segmentace Static Adaptive
1G MOG PCA CB
Obra´zek 34: Vy´sledky segmentace pro videosekvenci Obchod
25
Static Adaptive 1G MOG PCA CB
TN 535773 748580 765971 749164 616310 492405
TP 42754 23319 22472 31009 42468 20082
FP 232421 19614 2223 19030 151884 275789
FN 8252 27687 28534 19997 8538 30924
Precision 0.15537 0.54315 0.90998 0.6197 0.21851 0.06787
Recall 0.83822 0.45718 0.44058 0.60795 0.83261 0.39372
Accuracy 0.70621 0.94226 0.96245 0.95236 0.80417 0.62559
Tabulka 4: Obchod, vy´sledky pro 10 dvojic sn´ımk˚u 320x256
4. Maskova´n´ı (Camouflage)
Na´sleduj´ıc´ı videosekvence zna´zornˇuje maskova´n´ı. Vid´ıme blikaj´ıc´ı obrazovku pocˇ´ıtacˇe,
prˇed kterou se postav´ı muzˇ.
Sn´ımek Spra´vna´ segmentace Static Adaptive
1G MOG PCA CB
Obra´zek 35: Vy´sledky segmentace pro videosekvenci Maskova´n´ı
Static Adaptive 1G MOG PCA CB
TN 6528 7203 7820 6596 531 7924
TP 9998 930 9656 6314 10168 9281
FP 2107 1432 815 2039 8104 711
FN 270 9338 612 3954 100 987
Precision 0.82594 0.39373 0.92217 0.7559 0.55648 0.92884
Recall 0.9737 0.09057 0.9404 0.61492 0.99026 0.90388
Accuracy 0.87425 0.43025 0.92451 0.68296 0.56599 0.91017
Tabulka 5: Maskova´n´ı, vy´sledky pro dvojici sn´ımk˚u 160x120
Provedene´ hodnocen´ı meˇlo ryze demonstracˇn´ı charakter. Dosazˇene´ vy´sledky nejsou
postacˇuj´ıc´ı pro relevantn´ı analy´zu robustnosti algoritmu˚. U´plne´ hodnocen´ı by meˇlo
by´t prova´deˇno na mnohem veˇtsˇ´ım pocˇtu r˚uzneˇ kvalitn´ıch a dlouhy´ch videosekvenc´ı,
zna´zornˇuj´ıc´ıch rozmanite´ situace, ktere´ mohou nastat v rea´lne´m zˇivoteˇ. Nav´ıc metoda CB
je implementovana ve vlastn´ım programu. Avsˇak precizn´ı hodnocen´ı nebylo c´ılem te´to pra´ce.
Vy´sledky kompletn´ıch hodnocen´ı za´jemci najdou naprˇ´ıklad v cˇlanc´ıch [34], [13], [11].
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Nicme´neˇ, lze dospeˇt k neˇktery´m za´veˇr˚um. Je zrˇejme´, zˇe parametry Precision, Recall
a Accuracy pro kvalitn´ı algoritmus by meˇly by´t v kazˇde´ situaci co nejveˇtsˇ´ı. Ted’ se pod´ıva´me
podrobneˇji na kazˇdou videosekvenci.
Video ”Kampus”meˇlo zna´zornit vliv dynamicke´ho pozad´ı na vybrane´ algoritmy. Nej-
lepsˇ´ıch vy´sledk˚u dosa´hly statisticke´ prˇ´ıstupy: 1G a MOG. Dalˇs´ı video ”Sveˇtla”obsahuje na´hle´
zmeˇny v osveˇtlen´ı. Pomoc´ı tohoto videa lze hodnotit schopnost prˇ´ıstup˚u prˇizp˚usobit se
meˇn´ıc´ım se podmı´nka´m. Z pouhe´ho pozorova´n´ı a kvantitativn´ıch vy´sledk˚u lze rˇ´ıct, zˇe nej-
rychlejˇs´ı adaptaci proka´zaly algoritmy Adaptive a MOG. Na´sleduje sce´na z obchodu, kde
nema´me k dispozici sn´ımky pozad´ı bez pohybu a docha´z´ı k zastaven´ı objekt˚u poprˇed´ı. Dalˇs´ı
pot´ızˇ p˚usob´ı st´ıny a leskla´ podlaha. Zv´ıteˇzily statisticke´ metody. Posledn´ı situaci je mas-
kova´n´ı. Muzˇ se postav´ı prˇed obrazovkou pocˇ´ıtacˇe. Nejlepsˇ´ıch vy´sledk˚u dosa´hly metody 1G
a CB. Prˇekvapiveˇ jsem zjistila, zˇe relativneˇ komplikovana´ metoda PCA nedosa´hla citelneˇ
lepsˇ´ıch vy´sledk˚u, nezˇ za´kladn´ı metody. Mohlo to by´t zp˚usobeno nevhodny´m nastaven´ım pa-
rametr˚u.
Cˇasto rozhoduj´ıc´ım parametrem prˇi vy´beˇru algoritmu je jeho vy´pocˇetn´ı rychlost. Byl
zjiˇsteˇn cˇas v ms, potrˇebny´ pro zpracova´n´ı kazˇde´ho sn´ımku videosekvence. Static je pochopi-
telneˇ nejrychlejˇs´ı metoda. Nejpomalejˇs´ı je MOG, cˇas ke zpracova´n´ı je neˇkolikana´sobneˇ veˇtsˇ´ı
nezˇ u ostatn´ıch prˇ´ıstup˚u. Je d˚ulezˇite´ podotknout, zˇe vy´sledky plat´ı pouze pro parametry
uvedene´ vy´sˇe.
Potrˇebne´ mnozˇstv´ı pameˇti pro modelova´n´ı pozad´ı je za´visle´ na parametrech kon-
kretn´ıho algoritmu. Naprˇ´ıklad MOG potrˇebuje K kra´t v´ıc nezˇ 1G, kde K je pocˇet pouzˇity´ch
rozdeˇlen´ı. Velikost pameˇti pro PCA je u´meˇrna´ pocˇtu pouzˇity´ch vlastn´ıch vektor˚u, pro CB -
pocˇtu ko´dovy´ch slov. Za´kladn´ı metody jsou nejme´neˇ na´rocˇne´ na pameˇt’.
Citelneˇ lepsˇ´ıch vy´sledk˚u lze dosa´hnout precizn´ım nastavova´n´ım parametr˚u algoritmu˚
pro kazˇdou konkre´tn´ı situaci. Prˇ´ıklady vylepsˇen´ı po zvolen´ı vhodny´ch parametr˚u lze videˇt
v [34].
Static Adaptive 1G MOG PCA CB
Precision 0.28656 0.44112 0.69064 0.69344 0.24009 0.33897
Recall 0.86401 0.37985 0.54666 0.57416 0.86284 0.66648
Accuracy 0.75719 0.82514 0.95643 0.90008 0.72727 0.72125




C´ılem interaktivn´ı instalace ”Hear me” je zprostrˇedkovat jej´ım na´vsˇteˇvn´ık˚um kontakt
naprˇ´ıcˇ cˇasem, pocit z prozˇitku neˇcˇeho uzˇ uplynule´ho a mozˇnost neveˇdomeˇ zanechat svoji
”stopu”pro dalˇs´ı na´vsˇteˇvn´ıky. Projekt je vy´sledkem spolupra´ce neˇkolika lid´ı: Anastasia Ko-
zitsyna (autorka te´to bakala´rˇske´ pra´ce, CˇVUT FEL - sledova´n´ı na´vsˇteˇvn´ık˚u), Karel Anton´ın
(by´valy´ student CˇVUT FEL - tvorba prostorove´ho zvuku), Jiˇr´ı Nizˇn´ık (FAMU - nahra´va´n´ı
zvuku).
Instalace je zalozˇena na interakci jednoho na´vsˇteˇvn´ıka s imagina´rn´ı postavou (i po-
stavami), vytvorˇenou pouze zvukem, v uzavrˇene´m prostoru. Imagina´rn´ı postava bude simu-
lova´na pomoc´ı prostorove´ho zvuku, k jej´ı ztva´rneˇn´ı bude vyuzˇito za´znamu krok˚u a dalˇs´ıch
projev˚u prˇedchoz´ıho u´cˇastn´ıka. Zvuk bude na´sledneˇ k na´vsˇteˇvn´ıkovi prˇena´sˇen prˇes prostorova´
slucha´tka. Zaj´ıma´ na´s reakce cˇloveˇka, jehozˇ smyslove´ vjemy budou silneˇ omezeny, na tako-
vouto interakci.
Vsˇechno se bude odehra´vat v uzavrˇene´ mı´stnosti velikosti prˇiblizˇneˇ 4,5x4,5m s jedn´ım
vchodem (dverˇe). Mı´stnost bude relativneˇ tmava´, jen na jedne´ jej´ı straneˇ bude umı´steˇn slaby´
zdroj sveˇtla.2
Prˇed vchodem do mı´stnosti na na´vsˇteˇvn´ıka budou nasazeny nezbytne´ senzory:
• vy´stroj na hlavu –helma, slouzˇ´ıc´ı neˇkolika u´cˇel˚um:
1. umı´steˇn´ı slucha´tek a zvukove´ techniky pro sn´ıma´n´ı zvuku (uvnitrˇ helmy) a syste´mu
pro sledova´n´ı pohybu (seshora helmy);
2. omezen´ı pohybu hlavy na´vsˇteˇvn´ıka pro snadneˇjˇs´ı sledova´n´ı;
3. omezen´ı videˇn´ı;
4. psychologicky´ efekt. Prˇedpokla´da´me, zˇe se na´vsˇteˇvn´ıci budou kv˚uli teˇmto ome-
zen´ım pohybovat pomalu a obezrˇetneˇ.
• chra´nicˇ urcˇite´ho typu se zvukovou za´znamovou technikou, ktery´ bude upevneˇn u cho-
didla.
Po nasazen´ı vy´sˇe uvedeny´ch zarˇ´ızen´ı na´vsˇteˇvn´ık dostane pouze jednu instrukci: ”Jdi
za sveˇtlem”. Na´sledneˇ mu bude pokynuto, aby vesˇel do mı´stnosti, a zavrˇou se za n´ım dverˇe.
Po celou dobu v mı´stnosti (2-3 minuty) budou sn´ıma´ny a zaznamena´ny:
• poloha a u´hel natocˇen´ı hlavy na´vsˇteˇvn´ıka;
• zvuk krok˚u - mikrofonem na noze, prˇ´ıpadne´ dalˇs´ı reakce (hlasity´ dech, smı´ch, polknut´ı...)
– mikrofonem uvnitrˇ masky.
Informace se vyuzˇij´ı pro ztva´rneˇn´ı dalˇs´ı imagina´rn´ı postavy, se kterou bude interagovat
na´sleduj´ıc´ı u´cˇastn´ık.
2Pu˚vodn´ı prˇedstava se liˇsila: chteˇli jsme mı´t nasv´ıcenou mı´stnost (z d˚uvodu mozˇnosti pouzˇit´ı levneˇjˇs´ı, me´neˇ
kvalitn´ı kamery), ale u´plneˇ omezit vizua´ln´ı vjem cˇloveˇka, a to prostrˇednictv´ım prˇedn´ı cˇa´sti helmy (o helmeˇ -
v dalˇs´ım textu). Avsˇak, po neˇkolika pokusech se zjistilo, zˇe by se cˇloveˇk v ciz´ım prostoru bez mozˇnosti videˇt
nec´ıtil pohodlneˇ, nav´ıc by nemeˇl zˇa´dny´ orientacˇn´ı bod. Interaktivn´ı instalace je veˇc zamı´ˇrena´ na na´vsˇteˇvn´ıka,
jako provozovatele´ mus´ıme v prvn´ı rˇa´deˇ zajistit pohodl´ı a bezpecˇ´ı. Z teˇchto d˚uvod˚u bylo rozhodnuto upustit
od p˚uvodn´ı prˇedstavy a vydat se jiny´m smeˇrem. Tak vznikla soucˇasna´ podoba pr˚ubeˇhu instalace.
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Prvn´ıch neˇkolik des´ıtek sekund nebude spousˇteˇn zˇa´dny´ zvukovy´ vy´stup. C´ılem je ne-
chat cˇloveˇka prˇizp˚usobit se prostrˇed´ı, navyknout si na mı´stnost tak, aby polevila pocˇa´tecˇn´ı
nervozita. Ne vsˇak azˇ tak dlouho, aby se zacˇal nudit.
Zacˇa´tek dalˇs´ı cˇa´sti bude ozna´men spusˇteˇn´ım zvuku otevrˇen´ı dverˇ´ı (anizˇ by se tyto dverˇe
v mı´stnosti opravdu otevrˇely). To bude znamenat, zˇe do mı´stnosti ”vpust´ıme”imagina´rn´ı
postavu - stopu prˇedchoz´ıho na´vsˇteˇvn´ıka. Na´vsˇteˇvn´ık bude mı´t nyn´ı mozˇnost sledovat jej´ı
pohyb prostrˇednictv´ım nasloucha´n´ı zvuku v prostoru. Ted’ uzˇ je na neˇm, jak se zachova´.
(Jestli se bude snazˇit postaveˇ vyhnout a nebo naopak: kra´cˇet ve sˇle´peˇj´ıch, sledovat jej´ı pohyb.)
Po urcˇite´m, sta´le se zmensˇuj´ıc´ım cˇasove´m intervalu prˇida´va´me dalˇs´ı postavy. V posledn´ı fa´zi
se k postava´m prˇida´va´ i dronovy´ zvuk, ktery´ graduje a postupneˇ se prˇiblizˇuje k posluchacˇi,
azˇ se dosta´va´ na te´meˇrˇ neu´nosnou hranici. V tomto momentu vsˇechna reprodukce i za´znam
uticha´ a nakonec otevrˇeme dverˇe.
Jiny´mi slovy: Po odchodu na´vsˇteˇvn´ıka z mı´stnosti bude i jeho stopa (pozice a zvuk,
nahra´vany´ beˇhem jeho na´vsˇteˇvy) prˇida´n do pameˇti instalace, takzˇe nyn´ı bude i on jeden
z mnoha na´vsˇteˇvn´ık˚u, kterˇ´ı se budou neviditelneˇ procha´zet onou mı´stnost´ı.
Shrnut´ı:
Pr˚ubeˇh jedne´ iterace instalaci lze popsat v neˇkolika bodech:
1. Prˇ´ıprava (prˇed vstupem do mı´stnosti) - umı´steˇn´ı potrˇebny´ch zarˇ´ızen´ı, sdeˇlen´ı pokyn˚u;
2. Vpusˇteˇn´ı na´vsˇteˇvn´ıka do mı´stnosti - nen´ı spousˇteˇn zˇa´dny´ signa´l, na´vsˇteˇvn´ık si navyka´
na mı´stnost;
3. ”Vpusˇteˇn´ı”imagina´rn´ı postavy - interakce na´vsˇteˇvn´ıka se zvukovou stopou;
4. Ukoncˇen´ı - ukoncˇen´ı zvukove´ho vy´stupu, otevrˇen´ı dverˇ´ı.
Obra´zek 36: Instalace, sche´maticke´ zna´zorneˇn´ı
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5.2 Obrazova´ cˇa´st
Popis rˇesˇen´ı Sledova´n´ı na´vsˇteˇvn´ıka v mı´stnosti je jedn´ım z krok˚u, potrˇebny´ch ke spra´vne´mu
fungova´n´ı instalace. V kazˇdy´ okamzˇik vy´stupy jsou:
• poloha cˇloveˇka (x,y sourˇadnice);
• u´hel natocˇen´ı hlavy
Tyto u´daje jsou vyuzˇity k vy´pocˇtu prostorove´ho zvuku.
Zpracova´n´ı zvuku a obrazu zajiˇst’uje jediny´ program, napsany´ v jazyce C++
s pouzˇit´ım extern´ıch knihoven. Nejpodstatneˇjˇs´ı pozˇadavek kladeny´ na cely´ syste´m, je fungo-
van´ı v rea´lne´m cˇase, bez zpozˇdeˇn´ı. Male´ zpozˇdeˇn´ı by nebylo proble´mem prˇi pomale´m pohybu
na´vsˇteˇvn´ıka v mı´stnosti. Avsˇak kdyzˇ dojde k na´hle´mu otocˇen´ı (naprˇ´ıklad, na´vsˇteˇvn´ık uslysˇ´ı
zvuk otev´ıraj´ıc´ıch se dverˇ´ı, prˇirozenou reakc´ı je pod´ıvat se do smeˇru, odkud zvuk prˇicha´z´ı),
zpozˇdeˇny´ zvuk by nep˚usobil veˇrohodneˇ. Obrazova´ cˇa´st by meˇla zateˇzˇovat co nejmı´nˇ. Za´rovenˇ
mus´ı by´t stabiln´ı a nena´chylna´ k mozˇny´m maly´m zmeˇna´m v osveˇtlen´ı.
Jak jizˇ bylo uvedeno v popisu instalace, p˚uvodn´ı prˇedstava o vzhledu mı´stnosti se liˇsila
od fina´ln´ı: mı´sto relativneˇ tmave´, mı´stnost meˇla by´t konstantneˇ nasv´ıcena. Mozˇny´m rˇesˇen´ım
pro trasova´n´ı bylo pouzˇit´ı algoritmu˚ segmentace poprˇed´ı z prˇedchoz´ıch sekc´ı a na´sledny´
vy´pocˇet sourˇadnic na´vsˇteˇvn´ıka. Z´ıska´n´ı doplnˇkove´ informace v podobeˇ u´hlu natocˇen´ı hlavy
by mohlo by´t vyrˇesˇeno pomoc´ı pokry´vky hlavy se specia´ln´ım vzorem, jednoznacˇneˇ urcˇuj´ıc´ım
stranu oblicˇeje a za´tylku.
Prvn´ı cˇa´st experimentu se ty´kala aplikace algoritmu˚ segmentace na video porˇ´ızene´
v mı´stnosti. Nı´zˇe jsou prˇedstaveny vy´sledky pro neˇkolik algoritmu˚.
Sn´ımek Spra´vna´ segmentace Static
Adaptive 1G MOG
Obra´zek 37: Video z mı´stnosti, vy´sledky
To, zˇe vy´sledky nejsou uspokojive´, lze posoudit pouhy´m pohledem. Prvn´ı pot´ızˇ spocˇ´ıva´
v tom, zˇe v mı´stnosti jsou nainstalova´ny za´rˇivky, jejichzˇ blika´n´ı nen´ı videˇt okem, ale lze
pozorovat na videoza´znamu. Toto blika´n´ı p˚usob´ı periodicke´ zmeˇny hodnot intenzit pixel˚u,
proto docha´z´ı k falesˇne´ detekci poprˇed´ı. Dalˇs´ı nesna´z prˇina´sˇ´ı zp˚usob pohybu na´vsˇteˇvn´ıka:
pomalu meˇn´ı svoje polohu, delˇs´ı dobu z˚usta´va´ na stejne´m mı´steˇ. Cˇasto proto prˇesta´va´ by´t
detekova´n a je zarˇazen do pozad´ı.
Vzhledem k provedeny´m zmeˇna´m v koncepci instalace a po dohodeˇ s vedouc´ım pra´ce
byl zvolen jiny´ zp˚usob segmentace objekt˚u za´jmu, a to podle barvy. Uka´zalo se, zˇe tento
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prˇ´ıstup odpov´ıda´ pozˇadavk˚um, uvedeny´m vy´sˇe: je rychly´ a stabiln´ı. Ma´me idea´ln´ı podmı´nky:
zna´me´ prostrˇed´ı, mozˇnost manua´ln´ıho ovla´da´n´ı kamery, mozˇnost nastavovat a pr˚ubeˇzˇneˇ kon-
trolovat potrˇebne´ parametry.
Prˇedlozˇene´ rˇesˇen´ı je popsa´no v na´sleduj´ıc´ıch odstavc´ıch.
Vybaven´ı:
• Kamera Nikon 7000D, objektiv Sigma ryb´ı oko 10mm
• Hardware pro sledova´n´ı na´vsˇteˇvn´ıka
• USB-prodluzˇovac´ı kabel, 5m
Proces z´ıska´va´n´ı potrˇebny´ch informac´ı lze rozdeˇlit do jednotlivy´ch krok˚u.
0. Vy´roba hardwaru3
Materia´ly:
• Diody cˇervena´ (2.1V; 50mA) a zelena´ (3.2V; 25mA)
• Odpory 33R Ohm a 47R Ohm
• Krabicˇka pro baterky 2xAA + vyp´ınacˇ
• Dra´ty, buzˇ´ırka
• Mı´cˇky pro ping-pong
Kazˇda´ dioda bude umı´steˇna uvnitrˇ b´ıle´ho pingpongove´ho mı´cˇku, slouzˇ´ıc´ıho k rozptylu
sveˇtla, t´ım z´ıska´me 2 r˚uznobarevne´ konstantneˇ nasv´ıcene´ body pro trasova´n´ı objektu. Sv´ıt´ıc´ı
mı´cˇky na nevelky´ch tycˇka´ch budou umı´steˇny seshora helmy v konstantn´ı vzda´lenosti, tak,
zˇe zelena´ barva bude oznacˇovat zadn´ı stranu hlavy a barva cˇervena´ oblicˇej.
Obra´zek 38: Uka´zka umı´steˇn´ı mı´cˇk˚u
1. Kalibrace kamery
K zachycen´ı obrazu se pouzˇ´ıva´ zrcadlova´ kamera s objektivem ryb´ı oko (Fish eye),
prˇipevneˇna´ na strop uprostrˇed mı´stnosti. Dane´ umı´steˇn´ı je vy´hodne´ z toho d˚uvodu, zˇe se cela´
mı´stnost nacha´z´ı v zorne´m poli kamery, cozˇ znamena´, zˇe nen´ı potrˇeba sn´ımat obraz dveˇma ka-
merami a vytva´rˇet stereo nebo umeˇle omezovat prostor pro na´vsˇteˇvn´ıka. Da´le oproti umı´steˇn´ı
kamery v rohu mı´stnosti nemus´ıme rˇesˇit prostorove´ transformace obrazu. Kamera je prˇes USB
prˇipojena k pocˇ´ıtacˇi. Software SparkoCam [8] umozˇnˇuje pouzˇit´ı kamery pro prˇenos videa
v rea´lne´m cˇase (zrcadlova´ kamera funguje jako web kamera).
3Bude prob´ıhat soucˇasneˇ s vy´robou helmy. Zat´ım zkousˇ´ıme s ”mobiln´ı”verz´ı: diody uvnitrˇ mı´cˇk˚u jsou
napa´jeny z 3V baterek.
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Kladnou stra´nkou ryb´ıho oka je velke´ zorne´ pole, avsˇak tyto objektivy nezachycuj´ı
obraz tak, jak ho vid´ı cˇloveˇk. Vady, ktere´ zp˚usobuj´ı neprˇesnosti zobrazen´ı nazy´va´me distorze
neboli zkreslen´ı objektivu. Pro ryb´ı oko jsou hodnoty zkreslen´ı velke´, pro prˇesneˇjˇs´ı vy´sledky
je potrˇeba tyto vady odstranit a nebo asponˇ zmı´rnit - zkalibrovat.
Distorze ma´ dveˇ slozˇky: radia´ln´ı a tangencia´ln´ı. Radia´ln´ı distorze je posun polohy
zobrazene´ho bodu od spra´vne´. Velikost odchylky se meˇn´ı s radia´ln´ı vzda´lenost´ı od strˇedu ob-
jektivu. Kv˚uli radia´ln´ımu zkreslen´ı se rovne´ prˇ´ımky sta´vaj´ı zakrˇivene´. Tangencia´ln´ı zkreslen´ı
souvis´ı s centrac´ı cˇocˇek, beˇzˇneˇ se neuvazˇuje, prˇedpokla´da´ se, zˇe u kvalitn´ıch objektiv˚u je jeho
vliv zanedbatelny´. [36]
Model objektivu ryb´ı oko lze popsat rovnicemi. Zkreslen´ı je ve tvaru:





kde ki jsou koeficienty distorze, θ = atan(r), r =
√
(x/z)2 + (y/z)2. x, y, z jsou sourˇadnice
objektu v prostoru. Zkreslene´ (pozorovane´) sourˇadnice [x′; y′], kde x′ = (θd/r)x, y′ = (θd/r)y.
Ke kalibraci jsem pouzˇila standardn´ı skript knihovny OpenCV camera calibrate.cpp.
Vstupem jsou sn´ımky sˇachovnice, porˇ´ızene´ pod r˚uzny´m u´hlem a na r˚uzny´ch vzda´lenostech
od kamery a vlastn´ı parametry sˇachovnice: velikost cˇtverc˚u, pocˇet roh˚u v obou smeˇrech.
Principem je z´ıska´va´n´ı vy´znamny´ch bod˚u na obra´zku (v nasˇem prˇ´ıpadeˇ jsou to rohy cˇtverc˚u)
a porovna´n´ı vzda´lenost´ı mezi teˇmito body v obrazove´m a rea´lne´m prostorech. Cˇ´ım v´ıc sn´ımk˚u
program zpracuje, t´ım prˇesneˇjˇs´ı bude kalibrace. Vy´stupem je matice kamery (camera mat-
rix) obsahuj´ıc´ı parametry cˇocˇek fx, fy a opticky´ch center cx, cy ve tvaru:
fx 0 cx0 fy cy
0 0 1

a koeficienty distorze (distortion coefficients). Tyto hodnoty jsou na´sledneˇ vyuzˇity jako
vstupn´ı parametry funkc´ı k odstraneˇn´ı zkreslen´ı. [3]
sˇachovnice s body p˚uvodn´ı sn´ımek sn´ımek po kalibraci
Obra´zek 39: Prˇ´ıklad kalibrace ryb´ıho oka
2. Vytva´rˇen´ı masky
Pouzˇit´ı kvalitn´ı kamery umozˇnˇuje manua´ln´ı nastaven´ı expozici tak, zˇe ve vy´sledne´m
obrazu budou videˇt jen dva zmı´neˇne´ barevne´ body: cˇerveny´ a zeleny´.
Prvn´ım krokem je prˇevod sn´ımku do HSV prostoru. 2.2
Na´sleduje definice rozsah˚u barev. K tomuto u´cˇelu jsem vytvorˇila pomocny´ program,
umozˇnˇuj´ıc´ı nastavovat kazˇdy´ parametr zvla´sˇt’ v rea´lne´m cˇase. C´ılem je vytvorˇit masku, ktera´
co nejprˇesneˇji pokry´va´ objekt za´jmu a eliminuje jine´ objekty a sˇum.
Jakmile ma´me definovane´ rozsahy, pomoc´ı funkc´ı inRange (kontroluje, jestli pixel
patrˇ´ı do definovane´ho rozsahu) mu˚zˇeme vytvorˇit masku pohybuj´ıc´ıho se objektu. Pixely od-
pov´ıdaj´ıc´ı definovane´mu rozsahu budou mı´t b´ılou barvu, zbytek z˚ustane cˇerny´. Masku je
potrˇeba upravit (odstranit sˇum, zaplnit male´ d´ıry) s pouzˇit´ım morfologicky´ch operac´ı. 2.4
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Obra´zek 40: Prˇ´ıklad nastaven´ı parametr˚u kamery





Obra´zek 41: Prˇ´ıklad barevne´ segmentace v HSV prostoru
3. Z´ıska´va´n´ı sourˇadnic a u´hlu
Da´le pracujeme jen s vytvorˇenou maskou. Prˇedpokla´da´me, zˇe maska ma´ podobu vy-
plneˇne´ho kruhu, mu˚zˇeme vyhledat kontury (findContours) a vypocˇ´ıtat obrazove´ momenty
(moments). 2.5 Na´sledny´m vy´pocˇtem z´ıska´va´me x,y sourˇadnice kazˇde´ho mı´cˇku v obrazove´m
prostoru (480x640px). [31]
Vy´stup potrˇebny´ pro zvukovou cˇa´st je strˇed u´secˇky, ohranicˇene´ mı´cˇky. Strˇed u´secˇky
simuluje strˇed hlavy cˇloveˇka neboli polohu usˇ´ı.
Zby´va´ vypocˇ´ıtat u´hel natocˇen´ı hlavy. Jeden mı´cˇek (zeleny´) bude referencˇn´ım,
prˇes tento bod provedeme vertika´lu. Hledany´ u´hel je u´hel mezi vertika´lou a druhy´m
(cˇerveny´m) mı´cˇkem, prˇicˇemzˇ na jednu stranu hodnota u´hlu je kladna´ 0◦ azˇ 180◦, na dru-
hou za´porna´ 0◦ azˇ −180◦. Cˇ´ım da´le od sebe se budou mı´cˇky nacha´zet, t´ım vy´razneˇjˇs´ı bude
u´hel. Avsˇak nesmeˇji by´t tak daleko, aby rusˇily na´vsˇteˇvn´ıka.
Obra´zek 42: Vy´pocˇet u´hlu na prˇ´ıkladu v´ıcˇek
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Optimalizace a opatrˇen´ı Hleda´n´ı barev v cele´m sn´ımku zbytecˇneˇ zateˇzˇuje program. Mı´sto
toho lze definovat oblast za´jmu (Region Of Interest) - cˇtverec urcˇite´ velikosti kolem mı´cˇk˚u.
Pokud se nepodarˇ´ı nale´zt mı´cˇky v tomto okol´ı, hleda´n´ı pokracˇuje v cele´m sn´ımku.
Program si mus´ı poradit i s nouzovy´m prˇ´ıpadem, kdy jeden z mı´cˇk˚u (a nebo i oba)
zmiz´ı, naprˇ´ıklad, na´vsˇteˇvn´ık zvedne ruku. To mu˚zˇe zp˚usobit proble´m s vy´pocˇtem zvuku (zvuk
”ulet´ı”). V takove´m prˇ´ıpadeˇ lze pouzˇit Kalman˚uv filtr 2.6, ktery´ doka´zˇe predikovat budouc´ı
sourˇadnice mı´cˇk˚u vzhledem k prˇedchoz´ım hodnota´m. To znamena´, zˇe pokud se podarˇilo naj´ıt
strˇed mı´cˇku, u´hel a strˇed budou pocˇ´ıta´ny pomoc´ı skutecˇny´ch sourˇadnic. Ale kdyzˇ dojde
k chvilkove´ ztrateˇ, vy´pocˇet bude proveden podle predikovany´ch hodnot.
Obra´zek 43: Uka´zka vy´stupu programu
Okomentovany´ ko´d je na CD.
Hodnocen´ı Program funguje dle ocˇeka´va´n´ı. Manua´ln´ı nastavovan´ı parametr˚u kamery
a rozsah˚u barev umozˇnˇuje kvalitn´ı segmentaci objekt˚u za´jmu.
Nı´zˇe uvedene´ hodnoty plat´ı pro Intel(R) Core(TM) i5-2450M CPU 2.50GHz, 4GB,
x64. Pr˚umeˇrny´ cˇas, potrˇebny´ k zpracova´n´ı jednoho sn´ımku je 0,1ms (sn´ımek s pouzˇit´ım ROI,
kdy nedosˇlo ke ztra´teˇ mı´cˇk˚u) a 0,4ms (pro nouzovy´ prˇ´ıpad, kdy dosˇlo ke ztrateˇ, vyhleda´va´n´ı
se prova´d´ı v cele´m sn´ımku, k vy´pocˇt˚um slouzˇ´ı predikovana´ hodnota). Vyuzˇit´ı CPU je od 30
do 40%, jak i v prˇ´ıpadeˇ cˇasu parametr je za´visly´ na tom, o jakou situaci se jedna´. Vyuzˇit´ı
pameˇti je kolem 40MB.
5.3 Zvukova´ cˇa´st
Vybaven´ı
• Bezdra´tove´ mikrofony Sennheiser EW100 G2 2 kusy
• Prostorova´ slucha´tka Zalman MCH MML 1000 HF Suround Sound Stereo Headphones
• Zvukova´ karta Steinberg UR22
Zvukova´ cˇa´st ma´ dveˇ fa´ze: nahra´va´n´ı rea´lne´ho zvuku a vy´pocˇet prostorove´ho zvuku,
neboli tvorba imagina´rn´ı postavy.
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Obra´zek 44: Zjednodusˇene´ sche´ma obrazove´ cˇa´sti programu. Prˇ´ıkazy v zeleny´ch bloc´ıch maj´ı
by´t aplikova´ny na oba mı´cˇky
K u´cˇelu nahra´va´n´ı slouzˇ´ı 2 bezdra´tove´ vsˇesmeˇrove´ mikrofony. Jeden je prˇipevneˇn
k noze na´vsˇteˇvn´ıka a zaznamena´va´ kroky, druhy´ je umı´steˇn v helmeˇ v u´rovni krku a je
potrˇebny´ pro nahra´va´n´ı projev˚u emoc´ı.
Vy´pocˇet zvukove´ho vy´stupu zajiˇst’uje knihovna irrKlang [1], ktera´ se stara´ o za´znam
a prˇehra´va´n´ı zvuku, a jeho korektn´ı prostorove´ umı´steˇn´ı. Zvuk je simulova´n s pouzˇit´ım
vy´stupu obrazove´ cˇa´sti - sourˇadnic v 2D prostoru.
Prˇestavme si, zˇe ted’ jsme v okamzˇiku, kdy uplynula prvn´ı minuta v mı´stnosti. Stoj´ıme
v jej´ı prave´m rohu. V ten samy´ okamzˇik (jedna minuta v mı´stnosti) prˇedchoz´ı na´vsˇteˇvn´ık
prˇesˇlapoval v leve´m rohu. Ve slucha´tka´ch uslysˇ´ıme zvuk krok˚u, ktery´ prˇicha´z´ı z tohoto rohu.
Kdyzˇ budeme tocˇit hlavou, tak i zvuk se bude meˇnit.
Pozici posluchacˇe zada´va´me prˇ´ımo, zat´ımco pozici prˇedchoz´ıho na´vsˇteˇvn´ıka dopocˇ´ıta´va´me
pro aktua´ln´ı cˇasovy´ okamzˇik linea´rn´ı interpolac´ı dvou za´znamu˚ s nejmensˇ´ı cˇasovou vzda´lenost´ı
od aktua´ln´ıho ubeˇhnute´ho cˇasu od zacˇa´tku pr˚uchodu.




V prvn´ı cˇa´sti pra´ce byl proveden teoreticky´ rozbor nezbytny´ch matematicky´ch pojmu˚
a prˇ´ıstup˚u z oblasti zpracova´n´ı obrazu. Tyto prˇ´ıstupy byly implementova´ny ve vhodny´ch
programovac´ıch prostrˇed´ıch a slouzˇily pro tvorbu obra´zk˚u.
Druha´ cˇa´st pra´ce byla veˇnova´na algoritmu˚m segmentace poprˇed´ı z videosekvenc´ı
porˇ´ızeny´ch nepohyblivou kamerou. Zvolila jsem si neˇkolik r˚uzny´ch prˇ´ıstup˚u k proble´mu, kazˇdy´
jsem podrobneˇ popsala. Vybrane´ algoritmy byly implementova´ny. Na´sledneˇ bylo provedeno
porovna´n´ı algoritmu˚, diskutova´ny jejich silne´ a slabe´ stra´nky, mozˇnosti pouzˇit´ı a vylepsˇen´ı.
Vy´sledky lze naj´ıt v sekci 4. Na tomto mı´steˇ bych chteˇla uve´st jen strucˇnou tabulku.4



























Tabulka 7: Souhrnny´ popis algoritmu˚, kde N , K, M , N jsou pocˇty sn´ımk˚u, Gaussovy´ch
rozdeˇlen´ı, vlastn´ıch vektor˚u a ko´dovy´ch slov, α je ucˇ´ıc´ı konstanta - parametry maj´ıc´ı vliv
na zat´ızˇen´ı algoritmu˚.
Posledn´ı kapitola se ty´kala tvorby interaktivn´ı multimedia´ln´ı instalace. Nejdrˇ´ıv se
cˇtena´rˇ mohl sezna´mit s principem fungova´n´ı a umeˇlecky´m vy´znamem instalace, na´sledoval
podrobny´ rozbor obrazove´ cˇa´sti (realizace syste´mu sledova´n´ı na´vsˇteˇvn´ık˚u) a kra´tke´ sezna´men´ı
s cˇa´st´ı zvukovou. V soucˇasne´ dobeˇ instalace je ve vy´stavbeˇ. Pla´nujeme ji otevrˇ´ıt verˇejnosti
na konci cˇervna 2016.
4U metody CB nen´ı uvedeno hodnocen´ı rychlosti, protozˇe rychlost vy´pocˇtu je hodneˇ za´visla´ na slozˇitosti
vstupn´ıho videa.
36
7 Obsah prˇilozˇene´ho CD
Ve slozˇce ”Segmentace poprˇed´ı > Algoritmy” je vstupn´ı video a zdrojove´ ko´dy, jimzˇ
je veˇnova´na druha´ cˇa´st pra´ce. Nacha´zej´ı se v prˇ´ıslusˇny´ch slozˇka´ch s na´zvy podle zkratek, za-
vedeny´ch ve vy´kladu (naprˇ´ıklad, ”Segmentace poprˇed´ı > Algoritmy > Static”). Kazˇda´ slozˇka
obsahuje soubor s implementac´ı a prˇ´ıklad vy´stupu.
Ve slozˇce ”Segmentace poprˇed´ı > Porovna´n´ı” jsou materia´ly, jejichzˇ pomoc´ı bylo
provedeno hodnocen´ı algoritmu˚: obra´zky po segmentaci, obra´zky GT a prˇ´ıslusˇny´ program
pro vy´pocˇet parametr˚u.
Implementaci syste´mu pro sledova´n´ı na´vsˇteˇvn´ık˚u lze nale´zt ve slozˇce ”Instalace >
Tracking”, slozˇka ”Instalace” obsahuje take´ pomocny´ program slouzˇ´ıc´ı k nastaven´ı rozsah˚u
barev v HSV prostoru.
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