Various random regression models have been advocated for the fitting of covariance structures. It was suggested that a spline model would fit better to weight data than a random regression model that utilizes orthogonal polynomials. The objective of this study was to investigate which kind of random regression model fits best to weight data of pigs. Two random regression models that described weight of individual pigs, one using orthogonal polynomials, and the other using splines, were compared. A comparison with a multivariate model, Akaike's information criterion, and the Bayesian-Schwarz information criterion were used to select the best model. Genetic, permanent environmental, and total variances increased with age.
Introduction
Many phenotypes, such as body composition, body weight, and feed intake, of an individual pig change with age. There is evidence that changes in performance of animals with age are influenced by genetic factors (e.g., Mrode and Kennedy, 1993; Atchley, 1998; Atchley et al., 1997) . From an animal breeding point of view, interest lies in genetic parameters that describe the change of such traits in time. These genetic parameters reflect to what extent and how genetic changes in performance patterns over time can be achieved by selection. Kirkpatrick et al. (1990) showed that phenotypic changes with age could be represented as a function of 1
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Heritabilities for the multivariate model ranged from 0.14 to 0.19, and for both random regression models the heritabilities were fluctuating around 0.17. Both genetic and phenotypic correlations decreased when the interval between measurements increased. The spline model needed fewer parameters than the multivariate and polynomial models. Akaike's information criterion was least for the spline model and greatest for the multivariate model. The Bayesian-Schwarz information criterion was least for the polynomial model and greatest for the multivariate model. Residuals of all models were normally distributed. Based on these results, it is concluded that random regression models provide the best fit to pig weight data.
time. Traditionally, traits that are measured in time are analyzed with a multitrait model, defining the phenotypic values at distinct ages as different traits. One advantage of random regression models over multivariate models is that for random regression models it is possible to calculate (co)variances between or at every age or time point. Compared with a multivariate model, a random regression model estimates variances and covariances smoother and with less bias (Kirkpatrick et al., 1990) . In comparison, a random regression model needs fewer parameters to describe the same data as a multivariate model. Random regression models provide a method for analyzing independent components of variation that reveal specific patterns of change over time. Two curve-fitting methods use patterned covariance matrices in the analysis of longitudinal data (i.e., random regressions and spline fitting). The advantage of spline functions is that those functions do not exhibit the end-effects of a polynomial, which tends to bend more sharply at the extremities (Verbyla et al., 1999) . Information on pig growth using these methods is very limited. The objective is to investigate which kind of random regression model best fits to weight data of pigs. 
Material and Methods

General
Originally the data set contained measurements on 3,445 animals, all boars. Selecting the boars that had at least 25 paternal half-sibs resulted in a data set that contained 1,315 animals, which were weighed three times. The first weight was taken at the beginning of the test period, when pigs were approximately 25 kg and 9 wk old. The second weight was taken after 8 wk in the test period, when the pigs weighed approximately 75 kg. The last weight coincides with the end of the test period, 8 wk later, when the pigs weighed approximately 130 kg. Distribution of weight recordings over age (in days) is shown in Figure 1 . The boars were from two lines, a sow line and a boar line. For all animals, sire and dam were known. Data were collected from March 1995 until December 1998. Pigs were grouphoused and had ad libitum access to feed. On average, each sire had 33 offspring, resulting in about 100 records per sire.
Statistics
All models were fit as a sire-model using ASREML (Gilmour et al., 2000) . The general model was
where y ijk represents the weight of offspring j of sire i at age k, Fixed is representing the fixed effects described under the heading Fixed Effects, Sire ik represents the effect of sire i at age k, PE jk represents the effect of individual animal j at age k, and e ijk is the random residual term, which is modeled as a constant over time.
The sire component describes ¹⁄₄ of the genetic variance, and is the genetic component of the model. Three possible ways to model the sire component were considered: 1) in a multivariate model with each measurement treated as a separate trait, resulting in three traits; 2) in a random regression model, where the sire component was fitted as a function of age using a polynomial; and 3) in a random regression model, where the sire component was fitted as a function of age using a spline. The PE component is the same for all models and accounts for repeated observations on the same individual; this component includes ³⁄₄ of the genetic variance. Fixed effects are the same for all models.
Fixed Effects
Fixed effects were the same for all models. Fixed effects were fitted as a function of age. Fixed effects were (in parentheses are the number of classes). A second-order polynomial on age for the line (2) effect; a first-order polynomial on age for the measurement (3) effect; a first-order polynomial on age for the date (129) of measurement effect; and a spline term with 50 knots, which were evenly spaced over the age range, as average curve.
Individual Animal Effect
Individual animal effect was modeled similarly for all models, to account for covariances between repeated records on the same animal. Individual animal effect was fit using a second-order polynomial, because there are three measurements for each individual animal. Polynomials of choice were Legendre polynomials, defined for the range of −1 to +1. For the j th age (a j ) stan-dardized to this range, a * j , the r th polynomial is given as (e.g., Spiegel, 1968) Φ(a
where m is an index number needed to determine the r th polynomial. This gives individual animal effect as
where PE jk is the individual animal j at age k, a * j is the standardized age on which the polynomials are modeled (see Eq. [2]), and β jr is the set of random regression coefficients for individual animal j. Variance-covariance matrix for individual animal effect was calculated as P = Φ′B PE Φ, where B PE is the estimated variance-covariance matrix of the polynomial effects and Φ is a matrix containing the polynomial coefficients for the ages of interest (i.e., 70, 100, 130, 160, and 190 d [4] with Fixed representing the fixed effects concerning y ijk , as described above. The term A ik stands for the random effect of sire i for measurement k, PE jk stands for the random effect of the individual animal j at age k, and is modeled using a second order polynomial function of age (see Eq.
[3]), and e ijk is the random residual term, which is constant over time and traits.
Polynomial Model. Records from all ages were analyzed simultaneously by fitting a random regression model with age at weighing as covariable. A set of functions on age for each sire was fitted as random effect. A random regression model was fitted on orthogonal polynomials of age. A fourth-order polynomial was fitted for each sire. We choose a fourth-order polynomial because then variance components of the polynomial still were significantly different from zero. Polynomials of choice were Legendre polynomials (see Eq.
[2]). This gives a model for weight y ijk recorded for sire i and individual animal j at age k, a * ijk on the standardized age scale, as [5] with Fixed representing the fixed effects pertaining to y ijk , as described above. The term β ir denotes the set of l random regression coefficients for sire i, PE jk denotes the effect of individual animal j at age k modeled as a second-order polynomial function of age (see Eq.
[3]), e ijk denotes the random residual term. Sire variancecovariance matrix for ages of interest was calculated as G polynomial = Φ′BΦ where G polynomial is the sire variancecovariance matrix for ages of interest, Φ is a matrix containing the random effects of the polynomial for the ages of interest (70, 100, 130, 160, and 190 d) , and B is the estimated variance-covariance matrix of the polynomial coefficients. Genetic variance-covariance matrix was equal to 4 times the sire variance-covariance matrix, G polynomial .
Spline Model.
A cubic spline is a smooth curve over an interval formed by linked segments of cubic polynomials at certain knot points, such that the whole curve and its first and second differentials are continuous over the interval (Green and Silverman, 1994) . The ASREML package of Gilmour et al. (2000) fits splines as described by Verbyla et al. (1999) . Natural cubic splines can be incorporated into the standard mixed model (White et al., 1999; Verbyla et al., 1999) . For a complete overview, see Verbyla et al. (1999) . This gives a model for weight y ijk recorded for sire i and individual animal j at age t ijk
with Fixed representing the fixed effects, as described above, pertaining to y ijk , b i0 denotes the intercept for sire i, b i1 denotes the slope for sire i, and b il denotes the random regression coefficient for sire i at knot l. The t ijk denote the age of measurement, z l (t ijk ) represents the spline coefficient for age t ijk . And PE jk denotes effect of individual animal j at age k, modeled as a third-order polynomial function of age (see Eq.
[3]). Finally, e ijk is the random residual term. Sire variance-covariance matrix for ages of interest was calculated as G spline = β′Zβ, where G spline is the sire variance-covariance matrix for ages of interest, β is a matrix containing the random effects of the spline for the ages 70, 100, 130, 160, and 190 d, and Z is the estimated variance-covariance matrix of the spline coefficients. Genetic variancecovariance matrix was equal to 4 times the sire variance-covariance matrix, G spline . 
Model Comparison
Selection of models was based on Akaike's information criterion (Akaike, 1973) . Akaike (1973) proposed a simple and useful criterion (AIC) for selecting the best-fit model among alternative models: AIC = −2 log (maximum likelihood)
[7] + 2 (number of model parameters)
Differences between AIC values are important, not the absolute size of AIC values. The model with the lowest AIC is considered the best. Various experiences verify the applicability of AIC in model selection (Wada and Kashiwagi, 1990; Burnham and Anderson, 1998 ). Another widely used information criterion is the BayesianSchwarz information criterion (BIC), which takes into account model uncertainty as well. The BayesianSchwarz information criterion is stricter than the AIC. The BIC is defined as BIC = −2 log (maximum likelihood) − log (n) [8] × (number of model parameters)
where n is equal to the number of records used in the analysis (Burnham and Anderson, 1998) .
Results
Distribution of the weight recordings over age is shown in Figure 1 . From the figure, it is clear that measurements are from three discrete periods of growth. The description of the data is given in Table 1 . The SD for age was about the same for all three weighings, around 8.7 d. Average live weight increased 
Multivariate Model
Variance components estimated with the multivariate model are shown in Table 2 . Both the genetic and the permanent environmental variance components increased over time. Heritabilities, genetic correlations, and phenotypic correlations are shown in Table 3 . Heritability is increasing over time. It was least (0.14) at the first weighing and greatest (0.19) at the third weighing. Genetic correlation was greatest (0.99) between the second and third weights. Genetic correlation was least (0.48) between the first and third weights. Phenotypic correlations ranged from 0.23 between the first and third weights to 0.61 between the first and second weights.
Polynomial Model
Variance components for the polynomial model were calculated at 70, 100, 130, 160, and 190 d of age and are shown in Table 4 . The estimated genetic, permanent environmental, and total variance components are increasing over time. It can be seen that total variance and permanent environmental variance decrease slightly at an early age and then increase.
Estimated heritabilities for the whole period are in Figure 2 . One can see that heritability is highest at the beginning, subsequently dropping and then increasing again, and after that fluctuates around a value of 0.17. In Table 5 are the heritabilities and correlations for the ages 70, 100, 130, 160, and 190 d. For the ages in Table  5 , heritability was least (0.13) at 130 d of age and greatest (0.20) at 160 d of age. Genetic correlations between adjacent ages were high and decreased slightly as the interval between ages increased. Phenotypic correlations between adjacent ages are somewhat lower than the genetic correlations. Phenotypic correlations also declined more markedly as the interval between ages increased.
Spline Model
Variance components for the spline model calculated at 70, 100, 130, 160, and 190 d of age are shown in Table 6 . The estimated genetic, permanent environmental, and total variance components increased over time. Genetic variance increased over the whole period.
Estimated heritabilities for the entire period are in Figure 2 . The heritability is greatest at the beginning, subsequently dropping and then slightly increasing again, and after that decreases again. Heritability fluctuates around 0.17 and has a tendency to decrease as pigs grow older. In Table 7 are the heritabilities and correlations between weight at 70, 100, 130, 160, and 190 d of age. For the ages in Table 7 , heritability was least (0.14) at 100 d of age and greatest (0.20) at 160. Genetic correlations between adjacent ages were high and they slightly decreased as the interval between ages became greater. Genetic correlations between ad- jacent ages at a later stage were greater than genetic correlations at the early stage of the test period. Phenotypic correlations between adjacent ages were greatest and decreased when ages became further apart. Phenotypic correlations between adjacent ages were somewhat lower than the genetic correlations between adjacent ages. Phenotypic correlations declined more rapidly as the interval between ages became greater.
Model Comparison
Log likelihoods, AIC, and BIC for the three models are shown in Table 8 . Log likelihood was least for the polynomial model and greatest for the multivariate model. The number of estimated parameters was least for the spline model and greatest for the polynomial model. Akaike's information criterion was least for the spline model and greatest for the multivariate model. The Bayesian-Schwarz information criterion was least for the polynomial model and greatest for the multivariate model. Sevón-Aimonen et al. (1997) used third-degree polynomials to estimate genetic parameters for growth traits in pigs; their heritability estimates ranged within 0.14 through 0.21, which is comparable to the heritability estimates in our study. Meyer (2000) modeled the weight of Australian beef cattle with random regression models and concluded that random regression models were well suited to the analysis of growth data.
Discussion
When comparing the results obtained with the polynomial and multivariate models, the variance components estimated with both models are similar. Heritabilities estimated from the polynomial model show a When comparing both random regression models, it can be seen that the spline model requires fewer parameters than the polynomial model. The total variance estimated with the polynomial model increases more rapidly than the total variance estimated with the spline model (Tables 4 and 6 ). Variance components at 70, 100, 130, 160, and 190 d of age are similar for both random regression models. The phenotypic correlations are likewise similar for the polynomial and the spline models, which probably results from the permanent environment effect being modeled the same in both models. Genetic correlations are somewhat greater in the spline model compared with the polynomial model. In general, correlations estimated with the polynomial model and the spline model show the same pattern and are similar. In both random regression models, genetic and phenotypic correlations are decreased when the interval between ages increased.
In Figure 3 is the estimated fixed spline term for all three models. This spline term is about the same for all three models. In Figure 3 , the effect of measurements done at a certain weight instead of at a certain age can be seen. First we see the effect of the pig that reaches 25 kg at an early age and then the pigs that reach 25 kg at a later stage. Subsequently, we see the effect of the pigs that reach 75 kg at an early age and then the pigs that reach 75 kg later. The same occurs at the third measurement. The two model selection criteria applied, AIC and BIC, are not in agreement on which model is best. But they both show that a random regression model performs better than a multivariate model on these data.
Forcing the error term to be constant over time and traits for all models is not correct because variances are increasing from the beginning to the end of the test. By doing so, the variance heterogeneity is forced into the PE term. This PE term takes into account repeated records on the same individual. A better way of modeling the error term would be to model a separate error term for each day, independent of error terms at other days.
Implications
The variance of live weight increases during the lifetime of a pig; the total variance at the end of the test period is about 20 times higher than the variance at the beginning of the test period. Both random regression models fit better to the data than does the multivariate model. Residuals of all models had a normal distribution. Random regression models gave better estimates and take into account that measurements are not all done at the same age. Even with the data we had, three measurements per individual animal, the random regression models did a better job than the traditional multivariate model.
