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Summary
Summary
Satellites flying in close proximity can provide many advantages over a single monolithic system 
when performing a mission. However, the balance between minimising fuel and maintaining safe 
trajectories creates the inevitable dilemma of trading fuel for safety or vice versa to preserve 
formation life. Multi-satellite trajectory planning for proximity operations is traditionally completed 
days or weeks in advance of a manoeuvre due to the complex dynamics of relative motion. Allowing 
satellite formations the flexibility to perform path-planning operations on-board each spacecraft can 
significantly reduce the ground operations burden and increase the responsiveness of a formation to 
reconfiguration events. To meet rapid manoeuvre requirements for future multi-satellite missions, 
collision-free path-planning and execution must be completed on-board a satellite.
This thesis presents a novel approach for real-time multi-satellite collision avoidance path-planning 
and execution which can be implemented autonomously on-board individual spacecraft in a 
formation. A systematic study of the effects of perturbations during optimal reconfiguration and a 
heuristic model of reconfiguration in relative motion creates a basis for building multi-satellite 
collision-free trajectory planning and control tools. Utilising an analytic reconfiguration model, a new 
semi-analytic collision identification approach is developed which increases the dimensional 
understanding and allows for focused collision avoidance planning. Implementation of this approach 
in conjunction with a sequential pareto-optimal trajectory deviation strategy to produces an innovative 
collision avoidance path-planner. A new analytic model predictive control system is developed which 
implements collision-free manoeuvre plans in the presence of perturbations and other uncertainties. 
Additionally, approaches are presented for extending the heuristic motion model. A new relative 
motion model is developed including J2 perturbations and using cylindrical coordinates which allows 
for higher-fidelity modelling of long-duration, large-separation relative motion. Such models further 
decrease fuel usage during the execution of multi-satellite collision-free reconfiguration.
Comparisons with traditional methods demonstrate a substantially reduced computational burden 
allowing these to be the first such path-planning tools to be validated on spacecraft hardware. 
Controller demonstration also shows a dramatic decrease in fuel usage when compared with 
traditional analytic controllers at nearly equal computation time. Satellite hardware testing validates 
that both the semi-analytic collision avoidance and analytic model predictive controller are real-time 
solutions to safe on-orbit formation reconfiguration.
Keywords: Collision Avoidance; Formation Flying; Optimal Control; Model Predictive Control; J2 
Linearized Relative Motion
Email: lsauter@alum.mit.edu
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Chapter 1. Introduction
Chapter 1.
1. Introduction
1.1 Research Motivation
Earth’s orbital environment is not as empty as it once was... In an age when space operations include 
activities such as manoeuvring spacecraft for debris avoidance, formation maintenance, inspection, 
and docking missions, ever more burden is being placed on operators to plan and execute manoeuvres 
in a dynamic space environment. Just as it is improbable to think of a centralised operator being 
responsible for traffic management in a large city or even on a country road, operations involving 
multiple manoeuvring spacecraft in close proximity could quickly overwhelm a centralised ground 
planning system. Much like each vehicle on the ground has an internal planning and collision 
avoidance mechanism, formation flying spacecraft must also exercise decentralised planning and 
control to enable future missions.
The use of multiple satellites to perform a singular mission has many advantages and disadvantages 
over a traditional monolithic satellite system. A formation of satellites allows for a distribution of 
payloads both temporally and spatially. One example of disparate satellites sensors performing a 
common mission is that of the NASA/CNES “A-train” satellite constellation [1]. This loose pseudo 
formation in a leader-follower configuration also allows for new satellite addition, and thus new 
payloads. Potentially, a formation of satellites can be made with smaller satellites which can be 
launched more rapidly, independently over time, and on cheaper launch vehicles. While formations 
may be an attractive alternative, drawbacks do arise when compared to a monolithic system. 
Reconfiguration of a formation typically must be carried out by manoeuvring each member of that 
formation. Thus a limiting factor on such missions is the available fuel on each spacecraft. 
Additionally, manoeuvring spacecraft increase mission operations planning to ensure mission success 
and safe operation. Formation operations are traditionally planned in a centralised fashion on the 
ground. While missions from Apollo to the Automated Transfer Vehicle have demonstrated 
automated rendezvous operations coordinated by ground control, truly autonomous (i.e. self-planning 
and navigating) satellites, free of ground planning, are needed to realise decentralised planning and 
execution of future missions [2].
One future mission is the DARPA F6 program [3]. This mission is seeking to deploy a cluster of 
satellites to perform a common mission via distributed operations. One of the mission objectives is the 
“development of safe, autonomous, efficient and rapidly re-configurable multi-body cluster flight
21
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techniques” including a demonstration of a “rapid defensive cluster scatter and re-gather manoeuvre” 
[4, 5]. The collision avoidance associated with commanding and controlling clusters of multiple 
spacecraft from the ground is known to be a problem for fixture formation flying missions [6, 7]. The 
F6 program also needs to perform rapid and safe manoeuvres on a timeline which may preclude the 
use of traditional ground based mission control. To meet this requirement, a quick and distributed 
approach is needed to autonomously plan and execute the desired collision-free rapid formation 
manoeuvres on-board.
This thesis contributes to the state-of-the-art in distributed formation flying operations in three 
significant ways: 1) a new method is developed for distributed planning of fuel-optimal collision-free 
reconfiguration trajectories; 2) a new analytic controller is developed to ensure safe execution of 
planned manoeuvres; and 3) hardware verification is performed validating these approaches for 
planning and executing rapid formation manoeuvres. Hardware verification also demonstrates 
suitability for on-board satellite implementation. The developed approaches are unique in that they 
use analytic methods to solve complex formation flying dynamics, avoiding the computationally 
burdensome numerical analysis and approximation methods of traditional planning operations. As 
such, these approaches are the first to be demonstrated on small satellite hardware for real-time use in 
an autonomous system.
1.2 Defining Formation Flying and Reconfiguration
Both constellations and formations of satellites perform a common mission from a composition of 
many unique spacecraft. In a constellation, satellite orbits may vary greatly from one another. 
Examples of typical constellations of satellites include: the Disaster Monitoring Constellation, the 
Global Positioning System, RapidEye, Milstar, Iridium, and many others. The relative spacing of 
satellites to one another is established so that there is little chance of a collision with other members 
of the constellation. In contrast, a formation of satellites is a set of spacecraft which share a common 
reference orbit and whose dynamics can be described as a function of that reference orbit [8]. 
Additionally, a formation with three or more member satellites is often referred to as a cluster of 
satellites. The close proximity of these satellites makes relative guidance and control paramount to 
avoiding collisions in the long term. Here guidance and control of a formation encompasses the 
maintenance and manipulation of a trajectory. Reconfiguration in relative motion is defined as the act 
of trajectory manipulation and maintenance.
With the exception of the NASA A-Train, which could be considered a constellation, most existing 
formation flying missions have used no more than two satellites in close proximity. In nearly all 
existing missions only one of those satellites is manoeuvring with respect to a relatively stationary 
companion. Figure la) illustrates the F6 mission concept where a cluster of satellites is flying in close 
formation. Figure lb) illustrates a potential future extension of the cluster concept from a few
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satellites to a large num ber acting together to perform  a mission. In the future, satellites will need to 
m anoeuvre while in close proxim ity to other m anoeuvring vehicles to enable cluster scattering and 
other m anoeuvres desired by F6 and other proposed m issions like: TechSat-21, Terrestrial Planet 
Finder, QB50, and Laser Interferom eter Space A ntenna [9-12].
Figure 1. a) DARPA’s System F6 and b) a Future Cluster Mission Concept1
Initially form ation flying m issions focused on rendezvous and docking, a them e that is still prevalent 
w ith operations to the International Space Station (ISS). A few o f  these missions included COSM OS 
186 and 188, Apollo, Progress, Soyuz, Space Shuttle, Autom ated Transfer Vehicle, and H-II Transfer 
Vehicle [2, 13]. Prim arily requiring human guidance and control for relative m otion operations, such 
missions now rely on a series o f  autom ated sequences coordinated by ground planner [2]. Currently 
there are also a series o f  leader-follower form ation flying m issions dem onstrating long-term  
coordinated flight including: GRACE, GRAIL, and TarraSAR-X/TanDEM -X [14, 15]. Finally, 
several m issions have also looked at various levels o f  autonom ous operations w ith highly 
manoeuvrable vehicles including: XSS-10, X SS-11, DART, SNAP-1, Orbital Express, BX-1, ETS- 
VII, SPHERES, and PRISM A [16-24], Formations typically range from  tens o f  metres to tens o f 
kilom etres in size, w hich is the desired operating range o f  the F6 m ission and also the scale o f 
expected m anoeuvres explored in this thesis [5, 25]. As dem onstrated in a num ber o f  m issions in close 
formation, collision avoidance is o f utm ost im portance [26, 27]. M inim ising fuel usage is also a key 
consideration w hile m anoeuvring in a formation. This trade-off between m inim ising fuel and 
m aintaining safe trajectories creates the inevitable dilem m a o f  trading fuel for safety or vice versa. 
The single m anoeuvring satellite techniques developed for these m issions led to my interest in 
extending collision-free operations to larger formations, where two or more vehicles are m anoeuvring 
sim ultaneously.
1 Defense Advanced Research Projects Agency, Tactical Technologies Office, System F6 Website, 2011, 
http://www.darpa.mil/Our_Work/TTO/Programs/System_F6.aspx
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1.3 Research Aim and Objectives
The overall aim of this research is:
To develop the first set of computationally-fast collision-free fuel-optimal reconfiguration algorithms 
which are usable on-board individual satellites in relative motion for planning and execution of multi­
satellite formation flying missions, which ultimately reduces ground operation burden and increases 
responsiveness to reconfiguration events.
There are three main objectives of this work as derived from the aim:
1. Develop a semi-analytic collision-identification and optimal-avoidance approach which 
demonstrates deterministic, fuel-optimal, and computationally fast performance for multi­
satellite reconfiguration events.
2. Develop a simple analytic form of model predictive control with implicit collision-free 
motion to allow for near real-time guidance control during reconfigurations.
3. Verifiably reduce the computational burden of the above tools, compared to traditional 
approaches, for use in a distributed scheme on-board small satellites.
Underlying these objectives is the desire to understand the limits of the models, and where possible 
incorporate measures into the design to increase trajectory safety and reduce fuel consumption.
1.4 Discussion of the Problem
It is important at this stage to highlight the basics of the problem that is being explored, namely: the 
development of a deterministic set of collision-free reconfiguration planning and execution tools 
which can be used autonomously on spacecraft for rapid multi-satellite reconfiguration events. As will 
be discussed in the following chapters, several authors have developed tools for collision-free path- 
planning and collision-free guidance control. The following list highlights common issues facing 
traditional approaches to the problem, and discussion follows regarding my rationale and approaches 
to tackling these issues:
• Numeric approximation versus analytic solutions
• Deterministic solutions for distributed planning
• The curse of dimensionality
• The dimensions of reconfiguration
• Testing in a realistic environment
Numeric versus analytic
Numeric approximation is a common method of solving the nonlinear dynamics described by relative 
motion reconfiguration. A typical numerical analysis incurs a computational load by arriving at a
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solution through the evaluation of the system at small time-steps to a desired time. Numeric 
approximations are prone to round-off errors, discretisation errors, and stability issues [28]. In 
contrast, an analytic expression is a mathematical function that is differentiable at every point in the 
domain and lends itself readily to a solution [29]. Thus, one can directly solve for a solution at the 
desired time with an analytic expression. For this reason, analytic expressions are very fast, and 
computationally efficient. Additionally, through the application of a heuristic approach, analytic 
expressions can also be created from nonlinear dynamic models [30]. A heuristic approach is defined 
here as a simplified technique for problem solving used to speed up the process of finding a 
satisfactory solution.
Distributed planning
Both deterministic and nondeterministic solutions to multi-satellite formation reconfiguration with 
collision constraints have been developed. Specific authors and methods will be discussed later on in 
this research. Nondeterministic approaches by definition contain a certain level of randomness and as 
such they may produce different results to the same input on consecutive iterations [31]. In contrast, 
deterministic approaches produce the same output to the same input for any consecutive iteration. 
Nondeterministic approaches are known to provide solutions which may not converge, provide 
inconsistent computational time, or get trapped in local minima and thus optimality cannot be 
guaranteed [32-34]. In application to formation flying, nondeterministic approaches cannot be 
simultaneously executed in a distributed manner during multi-satellite formation reconfiguration 
unless, a centralised planner is utilised to avoid obtaining different solutions per vehicle. This 
approach would necessitate a single satellite performing the full load of the computation and require 
complete inter-satellite communication, and possibly negotiation, with all members of the formation 
[35]. Deterministic methods are ideally suited for decentralised execution as each member produces 
consistent planning results reducing the burden of inter-satellite communications. However, 
deterministic approaches are often hindered by the curse of dimensionality when deriving their 
globally optimal solutions as discussed next.
Dimensionality
As noted in other methods of multi-satellite reconfiguration path-planning [36-39], a problem’s 
computational burden increases exponentially with the number of satellites in the formation. This is 
due to the NP-complete nature of the problem arising from the total number of possible satellite 
interactions [40]. Most traditional approaches to deterministic path-planning required a global 
solution involving all members of the reconfiguration. As the number of members increase, the 
number of interactions grows exponentially. However, as illustrated by Scharf in Ref [41] even as the 
number of possible interactions between satellites increases, the actual number of potential collision 
remains relatively low. Rather than solving for all possible combinations of satellite interactions,
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interactions which pose a collision risk to each satellite individually are identified. Focus is limited to 
only those interactions with a collision risk when forming the deterministic solution. Thus potential 
collision interactions are handled in a sequential manner (first-come-first-avoided) to produce a piece- 
wise optimal avoidance strategy. This strategy reduces the complexity from an exponential growth, 
based the number of satellites in the formation and all their possible interactions, to nearly linear 
growth based on the number of collisions identified per satellite. With this approach computation time 
is saved and convergence guaranteed at the expense of a minor increase in fuel usage when compared 
with the globally optimal approach to reconfiguration.
Reconfiguration
In this work, I assume that the initial and final mission orbits, on either end of a reconfiguration, will 
be stable and collision-free as desired by the mission. Stable formation geometries have been explored 
by several authors and will not be investigated here [42-44]. Instead, this research will specifically 
look at the reconfiguration problem. Reconfiguration is defined here as the maintenance or 
manipulation of a spacecraft’s orbit. In particular, the reconfiguration problem can be summarised as 
a two-point boundary-value problem where a spacecraft must physically move from an initial state, 
position and velocity, at a specific time, to a final state at a specific time. To ensure maximum mission 
effectiveness, it is expected that members of a formation must reach stable formation geometries at a 
specific time. For this reason, I will not explore variants of the two-point boundary-value problem 
including free end-time, free end-state, or both.
Verification and validation
The final issue related to collision-free reconfiguration planning and execution focuses on the 
verification and validation of effectiveness. Several authors referenced in this work discuss the 
expected performance of their work [38, 41, 45]. However, most of these analyses are based on 
extrapolated performance from desktop computers [46, 47]. Results from desktop computers, run on 
current processors and operating systems, do not directly translate to the performance-limited 
processors and operating systems used on-board satellites. The computational burden of path-planning 
and control on-board a satellite can be large as illustrated by the PRISMA mission, where only the 
control piece could be natively flown on-board the spacecraft [18]. Additionally, some approaches to 
path-planning rely on the use of non-native commercial software for optimisation which would 
require implementation on hardware [48]. The approach I have taken in this research is to generate 
code, without reliance on external software including numerical solvers, and validate its performance 
on actual satellite representative hardware. Because the intent of using a formation of satellites in 
place of a large monolithic satellite, special attention is given to flight hardware from small satellite 
and formation flying missions.
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1.5 Contributions of This Research
The field of collision-free optimal reconfiguration planning and execution is not new. However, there 
currently are no multi-satellite formations using any of the existing approaches to execute 
simultaneous manoeuvres. To that end, this research focuses on applications to future missions 
including F6. The intent of this work is to provide a new heuristic approach to planning and execution 
of satellite reconfiguration in relative motion using analytic approaches. Demonstration of these 
approaches on representative satellite hardware illustrates the effectiveness for implementation in a 
future formation flying mission. The major contribution to the field is the development of a complete 
set of algorithms that is capable of planning and near real-time execution of simultaneous formation 
reconfiguration in a distributed scheme on actual satellite hardware. In addition, the planning and 
execution of a reconfiguration is just one small part of what may be needed for autonomous formation 
flying missions like F6. In that respect, this thesis also frames the problem by investigating the 
contribution and effects of component models and technologies for planning and execution including: 
the limits of relative motion models and effects of orbital perturbations; relative motion sensing 
technologies; thuster implementation approaches; collision-free satellite deployment; the passive safe 
nature of trajectories where the probability of collision in the event of thruster failure is non-zero; and 
the inclusion of orbital perturbations to reduce controller fuel usage. In addition, I show that these 
contributions also are applicable to the wider field of formation flying and reconfiguration through 
specific applications.
1.5.1 Research Novelty
The novelty of this research can be summarised by:
• The first systematic study of the effects of perturbations during optimal reconfiguration
• Development of a semi-analytic collision identification approach for use in simultaneous 
reconfigurations
• Optimal deviation direction determination from phase-space decoupling of relative motion on 
optimal reconfiguration trajectories
• Development of a new fuel-optimal collision avoidance planning scheme
• Creation of an analytic controller for executing collision-free reconfiguration
• Development of new relative motion models which compensate for heuristic model 
assumptions
• Bench-top demonstration of algorithms on satellite hardware with near real-time execution
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1.5.2 Publications
The results of this research have been reported in the following publications:
1. L. Sauter, L. Garcia-Tabemer, and P. Palmer, "Finite Element Approach with Analytic 
Enhancement for Onboard Fuel-Optimal Collision-Free Formation Reconfiguration," 
presented at the 8th International ESA Conference on Guidance, Navigation & Control 
Systems, Karlovy Vary, Czech Republic, 2011.
2. L. Sauter and P. Palmer, "Path Planning for Fuel-Optimal Collision-Free Formation Flying 
Trajectories," presented at the IEEE Aersopace Conference, Big Sky, MT, 2011.
3. C. Bridges, L. Sauter, and P. Palmer, "Formation Deployment & Separation Simulation of 
Multi-Satellite Scenarios using SatLauncher," presented at the IEEE Aersopace Conference, 
Big Sky, MT, 2011.
4. L. Sauter and P. Palmer, "An Onboard Semi-Analytic Approach to Collision-Free Formation 
Reconfiguration," IEEE Transactions on Aerospace and Electronic Systems, accepted and 
awaiting publication, Vol. 48, No. 3, pp. 2638-2652,2012.
5. L. Sauter and P. Palmer, "Analytic Model Predictive Controller for Collision-Free Relative 
Motion Reconfiguration," Journal of Guidance, Control, and Dynamics, Vol. 35, No. 4, pp. 
1069-1079,2012.
1.6 Thesis Structure
The structure of this thesis is organised as follows:
Chapter 2 presents the fundamentals in collision-free formation flying and reconfiguration planning. 
The purpose of this chapter is to inform the reader of the state-of-the-art and identify areas where 
potential contributions can be made from this research. Additionally, this chapter highlights how this 
research builds from existing research in the field.
Chapter 3 explores the choice and value of the analytic reconfiguration model chosen as the basis of 
the collision-free planning and execution. Sources of error in the heuristic model are quantified with 
regards to real-world system behaviour. A study of the effects of these error sources on 
reconfigurations also contributes to the design of appropriate safety regions.
Chapter 4 develops a means for identifying collisions on initially planned fuel-optimal 
reconfiguration trajectories including the safety regions. Semi-analytic solution results are tested and 
compared with other approaches to collision identification. A passive-safe analysis allows for an 
extended understanding of safety in the event of system failures during reconfiguration. Additionally, 
two scenarios are given to highlight the effectiveness of collision identification in events other than 
reconfiguration.
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Chapter 5 creates an approach to avoid collisions that have been identified on the planned trajectory 
through a fuel-optimal deviation. An approach to piece-wise optimal avoidance is developed to handle 
multiple collision events during simultaneous manoeuvres. The complete collision identification and 
avoidance planning is tested on three reference scenarios. These reference scenarios explore the 
applicability of the semi-analytic approach to handle problems involved with traditional collision-free 
reconfiguration planning as discussed earlier.
Chapter 6 extends the collision-free planning approach to the execution of a reconfiguration through 
the use of an analytic model predictive controller. Traditional collision constraints are handled 
implicitly allowing for speed comparable with current analytic reactive control methods at a fraction 
of the fuel usage. Performance is tested and heuristics are developed for tuning control parameters for 
maximum performance.
Chapter 7 explores the implementation of the planning and execution tools, developed in earlier 
chapters, on spacecraft hardware. The complete control system is examined from sensor input 
performance, to expected satellite data handling system, to the expected trusted implementation 
approach. Algorithm performance is then validated on small satellite hardware.
Chapter 8 explores additional approaches ameliorating error sources generated by the use of a 
heuristic reconfiguration model. Increasing model accuracy reduces fuel usage in execution of desired 
trajectories. Increased model accuracy comes at the price of increased model complexity. Methods 
presented provide alternative approaches to decreasing controller fuel usage for reconfigurations 
beyond the limits of the faster heuristic approach.
Chapter 9 provides a short summary and draws conclusions from the presented research. An 
assessment is delivered as to the effectiveness of this work in achieving the desired aims and 
objectives given in this chapter. In addition, the novelty and impacts of the research are discussed 
with regards to contributions to the state-of-the-art. Finally, areas in which additional research may 
yield further contributions to the field are noted as follow-on efforts.
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Chapter 2.
2. Formation Flying Theory
This chapter reviews trends in previous works relevant to collision-free formation flying. Problems 
identified in approaches motivate a means of creating an alternative approach to formation 
reconfiguration planning and execution. Since the goal of the thesis is to develop collision-free 
planning and execution tools for multi-satellite relative motion reconfiguration, this chapter is 
arranged into five sections based on each element: relative motion, reconfiguration, trajectory 
planning, collision prevention, and control during execution. A description of the concepts and 
equations of relative motion for a formation of satellites is presented first. Assumptions and 
extensions to a linear model of relative motion are presented along with alternative representations of 
relative motion based on the choice of reference frames. Following an understanding of the natural 
motion of a satellite, the second section discusses the general reconfiguration problem for satellites in 
relative motion. Such manoeuvring, whether to achieve new mission geometry or maintain current 
geometry in light of disturbances, is always needed. Various reconfiguration approaches have been 
developed and are explored. Special emphasis is given to a fuel-optimal continuous-thrust approach 
with an analytic solution. The third section presents a short description of collisions prevention when 
planning trajectories, and the typical approaches to establishing safety regions around satellites to 
avoid collisions. Traditional planning and coordinating approaches for execution a simultaneous 
reconfiguration of multiple satellites is presented in the fourth section. Automated, deterministic and 
nondeterministic approaches are a few of the traditional methods for planning multi-satellite 
manoeuvres. Collision safety and fuel usage are the two important parameters which constrain the 
optimisation of a simultaneous reconfiguration. The last section discusses control approaches 
developed to execute collision-free plans to complete a formation reconfiguration. While many 
control methods demonstrate adequate capability, special interest is given to controllers which 
anticipate the dynamics of manoeuvring in relative motion as a means to save fuel and ensure safety. 
This section includes strategies to overcome current issues identified in real-time collision-free 
planning and execution.
2.1 Formation Flying Concepts and Heritage
Describing relative motion of satellites in proximity to one another has been an active area of interest 
and research since well before artificial satellites. Some of the most well-known equations to describe
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relative motion are Hill’s equations [49]. These equations describe motion from an observer on, and 
rotating with, a circular orbit. Hill’s description of relative motion was later reintroduced to artificial 
satellite developers by Clohessy and Wiltshire [50] in 1960. Both papers describe a rotating frame 
now known as the Local Vertical Local Horizontal (LVLH) frame which is illustrated in Figure 2. 
Pointing radially away from the Earth in the direction of the position vector {Rref) is the x axis of the 
frame, the y axis points in the direction of the velocity vector (Fre/), and the z axis completes the 
right-handed coordinate frame pointing in the direction of the orbital angular momentum vector. The 
position vector of the satellite is Æsat, and the relative position vector is freZ.
r rel.
Figure 2: LVLH Coordinate-System Geometry for Relative Motion
The Hill-Clohessy-Wiltshire (HCW) equations, describing the motion of relative position and velocity 
in the LVLH frame, are given in Equation (1), where n  is the mean motion of the reference orbit. For 
convenience, the relative motion state (containing both position and velocity) is denoted as freZ. The 
derivation of the HCW relative motion model is found in Appendix A., and only the resulting
equations are presented here. To express an inertial difference in position in the relative frame a basis
transformation is required, and presented in the following section. Assuming that the thrust 
acceleration is zero, i.e. TX y i&z = 0, Equations (2) and (3) present the closed form solution to (1), for 
both in-plane motion in the x and y axis and for out-of-plane (or cross-track) motion in the z axis 
respectively. Note that out-of-plane motion is completely decoupled from the in-plane motion, and n 
is the same as in (1).
x —2 n ÿ  —3 n2 x = Tx ^
ÿ  + 2 n x  = Ty I (1)
z  — n2 z  = TZ )
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Equations (2) and (3) represent an analytic description of the motion of a relative state, freZ (ti), at 
some time related to another relative state, freZ (t2), at some other arbitrary time by means of a state 
transition matrix <&#civ(Y), where t = t2 — t1 . Equations (2) and (3) are summarised as: freZ(t2) = 
®hcw(j ) ireiit-L), where freZ = [nx x  ny ÿ  nz z]T is the relative state expressed in the 
LVLH frame. Note the hat on the relative state vector at time t2 signifies that the state is a result of 
natural HCW motion (i.e. no thrusting). A closed relative orbit can be obtained directly from (2), by 
eliminating the secular drift in the in-plane direction. Applying the following constraint will create a 
closed 2-1 elliptical closed orbit in relative motion: y (ti)  + 2nx(t1) = 0. These 2-1 ellipses, or 
football orbits, are so named because the oblate shape of the orbit which is twice as wide in-track as it 
is radially.
Any satellite in relative motion can be used as the origin of the LVLH frame. Motion of all other 
objects will follow HCW motion as observed from that origin. If the origin is shifted to another 
satellite, the perspective changes but the motion of all other objects are still governed by the same 
dynamics.
In Ref [51], Palmer presents an approach to completely decoupling HCW in-plane motion via linear 
combinations of the states. Palmer uses the transform relationship of Equation (4) along with the J3 
matrix of Equation (5) to transform the in-plane coordinates, freZl tQ 4, to a set of phase-space, or 
commonly known as Palmer space, coordinates, p. The subscripts 1 to 4 represent the first four, in­
plane, elements of the relative state vector.
'Pareil to 4 [P i P2 P s P 4 ]r (4)
r—3 0 0 - 2
T = 00
1
2
0
- 1
0
0 (5)
■ 2 0 0 1-
The phase-space state transition matrix defined in Equation (6), where t  is the same difference in time 
from (2). From (6), it is apparent that the first two states, p1)2, are decoupled from the remaining two 
states, p3)4 .
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c o s ( t )  s i n ( T )  0 0
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(6)
Relative orbit eccentricity and inclination differences create the oscillation observed in the dynamics 
of the p1_2 states. Relative semi-major axis differences create the dynamics observed in the final 
states including a secular relative drift. Note that if one eliminates the differences in semi-major axis, 
i.e. no relative drift, a closed stable relative-orbit can be achieved solely from the oscillations in 
eccentricity and the coupled dynamics (this will be discussed later in reference to safety ellipses) [51]. 
With this description we now have a simple description of fully decoupled relative motion at any 
arbitrary time. This research is formulated around the use of the HCW and decoupled equations of 
relative motion. Formations for this work are considered to be in Earth orbit. But, the HCW equations 
put no restriction on the central body of motion. These equations and most of the approaches 
developed here could just as easily be applied to other planets, lunar, or solar relative orbits. Whatever 
the choice in central body, the use of HCW dynamics should be examined in terms of its assumptions, 
limitations, and contexts to provide a justification for use.
2.1.1 Inertial to Local Transformation
Throughout this thesis there are many relative motion comparisons and calculations done in both the 
Earth Centred Inertial (ECI) frame and the LVLH frame. These reference frames are expressed in 
Figure 2 and the transformation between frames can also be found in many astrodynamic references 
[52-56]. There exists a simple transformation between the difference in satellite position states 
SRinert =  Rsat ~  Rref - The transformation has the following form: f rei = R  rei SRinert, where
R  rei  is the rotation matrix from inertial to the rotating relative frame. R  rei  has the following form:
inert inert
R  rei  —  
inert
^ref ^ref  3 r e / '
|fire/| |Cre/| |3re/|.
(7)
3 re/  in (7) is the angular momentum vector of the reference orbit given by: 3re/ = Rref x ^re/> and 
third axis of the LVLH basis set. Cref  is the second axis of the basis set and is given by: Cre/  = 
3re/ x R ref-  Because R  rei  is an orthogonal matrix, the following expressions can be used to convert
inert
back from the relative frame to the initial frame: S R i n e r t  =  R inert rreix , where R  rei  ~ 1 =  R  rei 7  =
rei ' ' inert inert
R inert  [52]. The difference in velocities of the satellites in the inertial frame is: S V i n e r t  =  V s a t  — V r e f .
rei
Accounting for the rotation of the frame, the velocity transformation from inertial frame to the relative 
frame has the following form:
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(8)
3 re/ in (8) is the derivative of the angular momentum vector of the reference orbit, 3 re/ = Rref x 
R r e f ,  and is not changing in Keplerian motion. This means that all 3 re/ terms simplify to Ü for HCW 
motion. The conversion of local velocity to the inertial frame is accomplished in much the same 
manner as position by solving (8) for S V in e r t  by component.
2.1.2 Assumptions
The HCW equations of relative motion, and the decoupled phase-space motion, are formulated by 
making three assumptions: 1) a circular reference orbit; 2) small relative separation from the frame 
origin; and 3) no additional orbital perturbations. The origin of these assumptions stems from the 
mathematical simplifications needed to arrive at (1). Equation (1) requires that the reference frame 
origin rotates at a constant angular velocity. This means that the reference orbit is assumed to be 
circular to achieve a constant mean motion. The second assumption in the HCW description of 
relative motion stems from placing the LVLH linear coordinate frame on to this circular reference 
orbit. Satellites venturing too far from the origin of this frame will appear to move in a nonlinear 
fashion. The final assumption comes from the fact that Equation (1) only accounts for Keplerian 
orbital dynamics about a spherical Earth. Additional accelerations caused by orbital perturbations are 
simply not accounted for in the equations of motion. Researchers, including Junkins, Alfriend, Sabol, 
and Yue, have explored these assumptions and endeavoured to quantify the extent to which orbital 
eccentricity, large separations, and gravitational perturbations create modelling error growth [43, 57- 
59]. However within the constraints of these assumptions, HCW equations are a good representation 
of relative motion which has been used by many missions including human spaceflight rendezvous 
[2].
There has been much interest in developing relative motion models which account for dynamics 
beyond the limits imposed by the HCW assumptions. Elliptical orbits lead to a variable rotation rate in 
the reference frame. Early on Anthony, Lawden, and Tschauner-Hemple developed generalised 
models for relative motion in elliptical orbits [60-62]. More recently Inalhan et al. developed an 
approximate set of linearized equations for elliptic relative orbits [63]. Furthermore, these authors 
showed that the HCW equations are a very good approximation of motion in nearly circular reference 
orbits where the primary Keplerian gravity is the dominant force. The coupled nature of the 
differential equations does not lend readily to a closed form analytic solution. Alfriend notes that for 
orbits with eccentricity greater than the order of the J2 perturbation, 0(1 O'3), the eccentricity becomes
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a dominant source of modelling error within the analytic description of HCW motion [64]. Yamanaka 
and Ankerson developed a simple analytic state transition approach to describe eccentric relative 
motion [65]. Gim and Alfriend later created a full geometric approach for eccentric motion including 
effects of differential gravity [66, 67]. Several other authors have since made additional contributions 
to the description of eccentric relative motion including Vaddi et al. who incorporated differential 
gravity and eccentricity effects as perturbations of in-plane HCW motion [68]; Gurfil develops 
equations and necessary conditions for energy matching between relative elliptic orbits [69]; 
Condurache and Martinusi develop an exact solution for relative motion about eccentric, parabolic 
and hyperbolic reference orbits using tensor theory [70]; Sengupta et al. also developed a tensor 
approach to describing relative motion using non-singular orbital elements [71]; and Palmer and Imre 
describe relative motion between two neighbouring Keplerian orbits in an inertial frame [72]. Most 
recently, Kristiansen defined a relative motion model for arbitrary eccentricity using constants of 
orbital motion [73].
In addition to the assumption on zero eccentricity, the linearized dynamics of HCW relative motion 
means that there is inherent error in modelling motion that is significantly separated from the origin. 
The HCW motion implies that the x axis displacement is negligible as long as the y axis displacement 
remains small. If strict rectilinear coordinates are maintained for along-track displacement, the radial 
errors equate to a difference in semi-major axis [25]. This difference between the y axis and z axis of 
the LVLH frame and the circular reference orbit can be seen in Figure 3 where the curvature of the 
reference orbit is exaggerated to illustrate the error. This figure also illustrates the typical LVLH 
planes of motion.
x
Surface of in-plane {x, y) motion ▲
Surface of motion 
Out-of-plane (ÿ/Z)
Sphere at reference 
orbit altitude
Figure 3: LVLH Rectangular Frame Placed on Circular Reference Orbit
The rectangular planes of motion clearly separate radially from the reference orbit sphere (the sphere 
where orbital motion actually takes place). Un-modelled radial errors have the potential to lead to a 
drifting motion in-plane. Numerous authors have sought to tackle this issue by reformulating the 
relative motion problem. Alfriend and Schaub both highlight approaches for mapping HCW motion 
on to a curvilinear or cylindrical reference frames so as to account for this error [25, 54]. Sauter and 
Bridges have presented a closed-form analytic extension of the HCW equations using polar
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coordinates and conservation of angular momentum to describe motion without the rectilinear axis 
restrictions [74].
The final HCW assumption means that perturbations to the orbital motion cause orbits to migrate 
away from the Keplerian model. There are various orbital perturbations which can affect orbital 
motion ranging from: the non-spherical shape of the Earth, atmospheric drag, solar radiation pressure, 
and third-body effects to name a few [56]. Figure 4 illustrates the effect of typical orbital 
perturbations on an orbit [75]. The primary Keplerian gravity is the dominant acceleration followed 
by either the J2 geo-potential perturbation or drag depending on the altitude. In this figure, the average 
atmospheric drag is provided, but this value can vary depending on solar conditions. However, since 
relative motion involves orbits that are comparatively close to one another, orbital perturbations will 
generally affect all satellites in the formation in nearly the same manner. Small relative differences in 
the actual orbits will cause differential perturbation effects, which in turn will cause the formation to 
fall apart over time [43]. The magnitude of these differential effects is variable based on the relative 
separation and orbital element differences. Roberts notes that for a formation of satellites, in a 600 km 
Low Earth Orbit (LEO) orbit, the dominant perturbation effect, from relative J2 acceleration 
differences, is only 5x1 O'7 m/s2 at 100 m separation [76]. The other dominant perturbation effect is 
from drag which diminishes rapidly with altitude above the atmosphere, dropping to an order of 10"9 
m/s2 for a 600 km orbit. For most low Earth orbits J2 is the predominant perturbation. Sabol also 
notes that only 50 m/s per year of velocity change is needed to correct for drag and J2 perturbations 
for each kilometre of separation; the majority of which, 38 m/s, is due to just J2.
Primary gravity
Lunar gravity
Solar gravity
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Figure 4: Acceleration Magnitudes of Orbital Perturbations [75]
The basic HCW representation of motion suffers because it cannot conveniently represent inertial 
orbit perturbations in the rotating LVLH frame [77]. To account for these perturbations many authors 
have formulated the equations of motion in terms of a difference in relative orbital elements or in
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terms of an inertial description of relative motion. Using relative elements has the advantage that 
relative perturbation effects can be modelled using Lagrange’s planetary equations or Gauss’s 
variational equations [52]. Alfriend, Schaub, and Gim derived some of the first analytic mappings 
between relative orbital elements and LVLH frame [57]. Their approach also allowed for the inclusion 
of h  orbital perturbations. Schweigart and Sedwick developed an linearized model to account for the 
mean variations in orbital elements from the J2 perturbations for nearly circular relative orbits [78]. 
Xu, Tsoi, and Sneeuw later attempted an analytic solution in the LVLH frame using the Schweigart 
and Sedwick model and frequency matching [79]. Vadali developed a relative motion model through 
a geometric approach using a unit sphere [80]. Carter also developed a modification to the HCW 
equations which includes differential drag effects [81]. Ross built a linearized model of J2 
perturbations in the LVLH frame by treating them as a generic perturbing acceleration [82]. Palmer 
and Halsall developed an alternate geometric approach for describing periodic motion about a 
secularly drifting guiding centre using epicycle orbital elements [42]. This description for nearly 
circular orbits includes both J2 and J3 perturbation effects. D’Amico adds a J2 perturbation to 
Eskstein’s description of relative motion in terms of differential inclination vector and deferential 
eccentricity vector differences [83, 84]. Recently, Vadali developed a linearized expression for 
relative motion in the LVLH frame about a J2-perturbed mean orbit including short periodic effects 
[85]. Additionally, many other authors have made contributions to the field by describing 
perturbations in relative motion using relative orbital elements. These descriptions of relative motion 
with perturbations require typically require numeric iterations to find future states. Alternatively, 
models using relative orbital element approaches return analytic results. But they require a good initial 
estimate of mean orbital elements and two transformations: one to obtain osculating elements and one 
to get states expressed in the LVLH frame. Clearly the effects of orbital perturbations on HCW 
motion are understood, and there are various approaches to compensating for the largest of the errors 
for natural motion. However, a closed form analytic solution to the equations of relative motion in the 
LVLH frame still eludes research attempts.
2.1.3 Choice of Frames
Authors typically pick either the ECI or LVLH reference frame to meet a particular need or out of 
personal preference. Each frame has its own particular strengths and weaknesses as outlined here. A 
number of authors have made the argument for the use of relative orbital elements rather than a 
Cartesian representation of relative motion [25, 54]. As illustrated in the previous section, this 
approach is directly applicable for describing the inertial effects on orbital motion. The use of relative 
elements allows for the incorporation of eccentric motion, which applies to an arbitrary separation 
between satellites, and can include perturbation effects. Relative orbit elements essentially mitigate 
the assumptions made with the HCW equations. However, some variants of relative elements can 
develop singularities for small eccentricities and when modelling additional forces. Element
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differences are difficult to visualise and use when describing the motion of one-vehicle relative to 
another in a local frame. One exception is Eskstein, Montbuck, and D’Amico’s approaches to a 
pseudo understanding of helical relative motion in terms of the relative inclination and eccentricity 
vector separation [84, 86-88]. Collision-free relative orbits are created by ensuring these vectors are 
anti-parallel. This element difference analysis ensures the orbits will not physically cross at points 
where such similar orbits might naturally cross, like at nodes and at equal altitudes. Use of relative 
inclination and eccentricity vector separations is constrained to only describing closed helical orbits 
about the reference orbit. On the other hand, the direct description of relative motion in the LVLH 
frame makes for an easy visualisation and straightforward understanding of relative motion. The 
analytic solution to the HCW equations also makes it easy to solve for motion at any arbitrary time as 
opposed to having to solve Kelper’s problem at each time as found in some approaches using future 
true anomaly as the independent variable [52]. Conversely, it is more difficult to incorporate inertial 
effects into equations defined in a rotating frame.
The choice of orbital frames is also important when describing manoeuvring in relative motion. Orbit 
reconfiguration and control using mean elements alone requires filtering and revaluation after each 
manoeuvre [42, 84, 89]. Translating manoeuvres to the body frame in LVLH requires a 
transformation between mean and osculating elements and then another transformation to LVLH 
coordinates. Each transformation also introduces additional modelling errors [37, 76]. Alternatively, 
LVLH sensor, thruster, and relative position data must be transformed into relative elements for 
control, incurring similar errors. On the other hand, relative motion data are directly available in the 
LVLH frame. Control can be applied without transformations and without singularities. The following 
chapter will also show that control accelerations are relatively large in the local frame compared with 
other forces, and relatively small in the inertial frame. This makes higher precision orbital propagation 
of perturbation forces more of a factor in the inertial frame than in the local rotating frame when 
considering differential effects.
2.1.4 Types of Formations
While not the focus of this work, it is important to note various ways in which formations are 
designed so that representative initial and final reconfiguration states are used when testing 
reconfiguration schemes. The design of non-separating formation requires a closed, invariant, relative 
orbit. Conditions for a closed relative orbit can be easily obtained from (2) or (6) as mentioned earlier. 
Formations of closed orbits generally require each relative motion object to have the same orbital 
semi-major axis as the reference orbit. It is readily apparent from Kepler’s third law that a relative 
semi-major axis difference, 8a, will lead to a drift in relative position due to the difference in relative 
mean motion, 8n, where 8n «  ^-8a. This drift would mean that it would take t  % p0/3nôa  orbital
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periods to travel a relative distance, p0 [42]. Eliminating 8a is one method for ensuring a non-drifting 
relative orbit.
One type of closed orbit is commonly used is known as a safety ellipse. Safety ellipses are passively- 
safe orbits that do not intersect the LVLH origin. They are passively safe such that even with a minor 
drift the orbit would circumscribe a helix about the reference orbit. Safety ellipses have been the 
preferred means of formation flying on some past current and future missions: XSS-11 [16], PRISMA 
[26, 84], and QB50 [74, 90]. Several more missions have or are also planning to use safety ellipses [2, 
6, 83, 91-98]. Safety ellipse orbits are sometimes called: 2-1 ellipses or football orbits. As noted 
earlier these orbits can also be described and manipulated using relative inclination and eccentricity 
vector separations including J2 perturbations as is done with PRISMA and TanDEM-X/TerraSAR-X 
missions [26, 99]. A cluster of satellites in safety ellipses is one clear example of a formation design 
which can passively eliminate collision risk. Scharf presents a survey of additional authors who have 
looked at the problem of creating similar natural closed relative orbits and formation geometries in the 
presence of orbital perturbations [8]. Most notably, Schaub explored invariant formation design in the 
presence of J2 perturbations, while Sabol also included drag effects [43, 89]. Halsall also presents a 
geometric approach to formation development which is invariant to J2 and J3 perturbations [42]. By 
ensuring that the relative motion of a formation of satellites is stable and closed, the risk of collision 
can be minimised. Since satellite missions will generally desire to maintain a closed relative 
formation, collision-free stable orbits serve as a good starting and ending points for exploring relative 
motion manoeuvring.
2.2 Optimal Reconfiguration
Satellites flying in close proximity to one another will at some point require a manoeuvring operation. 
These operations may be simple maintenance operations in response to perturbations, complete 
reconfigurations, or rendezvous manoeuvres. Manoeuvring can be represented as a two-point 
boundary-value problem where a spacecraft must physically move from an initial state to some final 
state over a fixed time. In past literature, authors have modelled the thrust acceleration in several 
forms from impulsive velocity changes (AV) at the beginning and end of the manoeuvre to continuous 
thrust acting throughout the manoeuvre. Fuel is a valuable quantity and mission life is directly related 
to available AV [19]. For this reason, it is critical that an optimal strategy is used when planning 
reconfiguration manoeuvres to minimise fuel consumption. This summary of a few key contributions 
to optimal reconfiguration for formation flying is broken up into two large categories: impulsive 
thrust options and continuous thrust options. Recent works are also highlighted to demonstrate the 
trend of research. A collection of these options for some of the early formation control works can also 
be found in Scharf [100].
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2.2.1 Impulsive Thrust
The impulsive AV needed to drive an object in natural motion from one position to another position is 
readily obtained from the guidance problem developed by Clohessy-Wiltshire [50]. This problem is 
best summarised as a two-point boundary-value-problem or targeting problem. In this problem, the 
control is found to drive a vehicle from an initial-state to some end-state in a desired time. One 
method of solving the boundary-value problem is with an instantaneous AV at the initial and final 
states. The solutions for augmented AV to the HCW equations are also presented in Fehse [2], Kelley 
and later Pontani develop pursuit and evasion strategies for manoeuvring [101-103]. Several attempts 
have been made to optimise the duration and number of bums needed for the above two-point 
boundary-value problem when the availability of thrust is constrained. Van der Ha, and later Vaddi 
and Yokoyama using Gauss’s variational equations, develop analytic solutions using two impulses 
with a coast phase [44, 104, 105]. These results lead to the intuitive solution that the minimum fuel 
transfers should be completed in half an orbit starting and finishing at an apses of the inertial orbit, 
similar to a Hohmann transfer [52]. Hamel used an innovative approach to finding the minimum fuel 
AV needed by transferring the orbital elements into a representative fuel equivalency space, similar to 
the hodograph plane [106]. More recently, Jifuku developed a three-bum strategy with a sub-optimal 
controller using two bums to control in-plane motion and one for out-of-plane motion [107].
Optimal reconfiguration is by nature an optimisation problem. Traditionally, a number of different 
methods have been explored for solving the problem using optimal control, programming, and 
nonlinear solvers. Generally two-impulse strategies give rise to multiple impulse strategies where 
alternative methods of solving for the optimal control are generally considered. The earlier noted 
works which focused on relative eccentricity and inclination vectors used both dual and multiple- 
impulse strategies to maintain the anti-parallel nature of the difference vectors [84, 87, 88]. From 
Waespy’s initial approach to reconfiguration using linear programming, it has been the focus of study 
by a number of groups [108]. Notably, researchers including Breger, Tillerson, Larsson, and Richards 
devised consecutively studied the application of linear, mixed-integer, and quadratic programming to 
solve the optimal transfer problem [94, 109-111]. Programming techniques fix the initial and final 
boundary conditions and split the trajectory into some number of intermediate states at a small time- 
step, r. Dynamics between intermediate states can be written as: rreZ(t + t )  = d>H C iy ( T ) f reZ (t) + 
uT(t), where the HCW dynamics are typically used for natural motion. Commercial software then 
optimises the thrust acceleration, uT(t), and the relative states, f rei(t), at each intermediate step, 
within the desired constraints, to minimise the total fuel usage. The profile of all thrusts at each time- 
step forms the multiple impulse reconfiguration strategy. Garcia-Tabemer formulated a Finite 
Element Method (FEM) analysis reconfiguration problem as a similar fashion to programming 
techniques [48]. Programming and finite-element analysis solvers require an initial guess at 
intermediate states and thrusts to ensure convergence and the optimality of the solution [112].
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Generalising the reconfiguration problem further, Jackson, Kim, Li, and Mailhe all notably used 
genetic algorithms to find globally optimal reconfiguration strategies using a limited number of A Vs 
[113-116]. More recently, Pontani applied genetic algorithms to reconfiguration, treating the problem 
as a particle swarm [103]. Finite element, linear program and genetic algorithm approaches have the 
ability to add in constraints like collision avoidance, plume impingement, fuel-balancing, and various 
others.
Lawden showed, with optimal control theory, that if multiple impulses are made in the direction of the 
Lagrange multipliers of the boundary constraints, also known as the co-state vector or primer vector, a 
fuel optimal trajectory is achieved [62]. In his work, Lawden showed that if the magnitude of primer 
vector ever reached unity, a correction bum is needed to maintain an optimal path. Allowing for 
multiple impulses often allows for a further decrease in the total AV needed for a manoeuvre. A large 
body of work builds from Lawden’s primer vector theory when considering control with many 
coinciding impulses. Several notable authors including Lion, Carter, Komhuser, Pmssing, and 
Jezewski have used the primer vector approach to perform optimal reconfigurations in the past [117- 
121]. More recently, Jiang has extended this solution to look at the general Lambert orbit transfer 
problem, and Kim has applied it to improve upon genetic algorithm transfer solutions [114, 122]. 
Kim and Garcia-Tabemer note that multiple-impulse trajectories also reduce the total fuel 
consumption when compared to the two-impulse trajectories for the same boundary conditions [112, 
114]. As the number of impulses increase the control used takes on the appearance of a continuous 
thrust transfer. Gurfil also notes that continuous thrust transfers require less fuel than an impulsive 
manoeuvre based controllers over the same transfer time [123].
2.2.2 Continuous Thrust
A fuel optimal approach for continuous reconfiguration can take advantage of low thrust electric 
propulsion technology, which coincidentally is becoming more prevalent for orbital maintenance and 
transfers. Hinz developed one of the first continuous, constant, low-thrust transfer schemes [124]. 
Gobetz further developed the solution to include variable continuous thrust [125]. The problem was 
later addressed by both D’Souza and Yan et al. who used optimal control techniques to develop semi- 
analytic approaches towards continuous thrust solutions which require numerical integration to solve 
for the state-transition matrix inversions [126, 127].
Palmer developed the first complete analytic representation of the optimal continuous thrust transfer 
[128]. He tackled the reconfiguration problem by expressing the variable functions which describes 
the relative thrust acceleration, r x>y,&z(t) from Equation (1), as a Fourier series. An optimal control 
strategy is used to minimise the energy used over time which translates to minimising the magnitude 
of the Fourier coefficients subject to boundary constraints, the initial and final states. Parseval’s 
theorem is used to transform the cost function to the Fourier domain as well as translating the infinite
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sum of thrust coefficients back to the time domain. The result is a solution to Equation (1) for 
continuously variable thrust functions for relative motion in the HCW frame which minimises energy 
usage. This analytic model forms the heuristic model of relative reconfiguration which will be built 
upon throughout this thesis. The closed form analytic solutions to the thrust, 7(t), at some time in the
LVLH frame for each state are given in Equation (9), where (3 = nx and A = ^ | esc ( j )  | j  (A| + A|).
These functions are in terms of the Lagrange parameters, À, of the cost function.
r*(£) = W + 5 sin (nt “ (i+atan
Ty(.t) = i  (X, +  A,) -  i j ï  + J  cos ^nt " 0  + atan ^  
csc ( f )  | +  (n t -  [ |  + atan ( ^ ) )
(9)
r ,(0  = 5
As expected, continuous thrust results match Lawden’s discrete transfer results obtained from 
multiple optimal thrusts along the primer vector as the number of impulses increases [62]. Equation 
(10) represents the optimal costs of the transfer as a function of the Lagrange parameters and the 
boundary constraints, X .
(10)
The boundary constraints are found by subtracting the desired end states, freZ(t2), from the initial 
states propagated without thrust to the final time, freZ(t2), via Equations (2) and (3): X  = rreZ(t2) — 
^HCwC^reiCh)- Equations (11) and (12) highlight the relationship between the boundary 
constraints and the Lagrange parameters for in-plane and out-of-plane LVLH motion respectively, 
where F+ = ((3 ±  sin((3))/(l — cos((3) ). Note that at exactly integer orbit values of (3 a singularity 
can arise. The solution this singularity can be found in Palmer’s original work [128].
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The linear dynamics of the optimal reconfiguration problem are expressed as:
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rVeiOz) = ®Hcw(j)rrei(.ti) + G(|3) I(t2) (13)
In (13), the matrix G((3) T(t) represents the effect on the state from thrust integrated to some time, t. 
The closed form analytic description of G((3) and T(t) are represented in Equations (14) and (15) 
respectively for in-plane motion, and in Equation (16) for the out-of-plane thrust integral.
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Note that for out-of-plane motion G((3) is a 2x2 identity matrix [128]. In the equations (15) and (16), 
the constants of optimal thrust are:
r = e s c ( 0  J (A | +  À2); T0 =  ^ (A i +  A4); ^  =  j ; 0  =  |  +  a t a n ( ^ ) i Ç =  ^  +  atan ( ^ )
Equation (17) illustrates how the in-plane optimal thrust can also be decoupled to describe motion on 
an optimal path in phase-space [51].
p(t2) =  T  « J W O O T -V ti)  + CPG(|3))T(t2) (17)
With equation (17), a completely analytic representation of natural motion and motion along a fuel- 
optimal continuous-thrust trajectory within the LVLH frame is represented in decoupled phase-space. 
Note that since this motion is along an optimal path, any other trajectory with boundary conditions on 
this path will produce the same solutions for the optimal thrust constants (thus the sub-path is still 
optimal): F, T0, 7], 0, and ç. This analytic approached developed by Palmer is the basis of the 
reconfiguration model used for collision-free planning and execution in this thesis.
Palmer’s work was shortly followed by Yan who found a semi-analytic approach to optimal 
reconfiguration using pseudospectral methods [126]. Cho, following the same approach as Palmer, 
extended the results to optimal reconfiguration in elliptical relative motion [129]. Cho later 
generalises the fuel optimal reconfiguration solution for the two-point boundary-value problem in 
relative motion involving a rotating coordinate frame [130]. Lee further extends this solution through
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a perturbation analysis by adding linearized effects from J2, differential gravity, and differential 
eccentricity effects to compensate for the limitations of the HCW linear reconfiguration model [131, 
132]. However, the linear models used are based on the extrapolation of the initial osculating elements 
as mean orbital element solutions. In results, Lee finds that perturbations to the thrust equations are 
very small and not significant until the simulation conditions reach the limits of the HCW 
assumptions. Also, results are mixed as some initial inclinations, mean anomalies, and true anomalies 
actually create more error than the HCW based solutions. Richards and Breger (as noted earlier), and 
more recently Massari, Mueller, and Epenoy have employed linear programming approaches with 
small time-steps and Keplerian dynamics to approach near-continuous thrust with collision avoidance 
constraints [38, 45,133-135].
Within any formation there will be the need for some sort of reconfiguration or maintenance 
manoeuvre to be performed. The fuel carried on-board is the limiting factor to manoeuvring and to 
maintaining the desired mission geometry, thus fuel-optimal manoeuvring is a must. Optimal 
reconfiguration is solved through various methods primarily focused around themes of discrete 
manoeuvres and continuously variable thrust manoeuvers.
2.3 Collisions in Relative Motion
For all satellites there is the potential of a collision with another satellite if the orbital paths come 
close to one another. In most situations the actual probability of colliding with another spacecraft is 
very low [136]. This is because these are chance encounters of two orbital planes at nearly the same 
altitude. These types of collision often have very high closing speeds and cannot be accurately 
modelled as a relative motion problem [135]. However, satellites in formation share nearly the same 
orbit and have more opportunities for close encounters with other satellites of the formation. These 
encounters can be modelled with relative motion dynamics and generally have much lower closing 
speeds. It is this second set of collisions, concerning satellite in formation, which is the focus of this 
thesis.
In addition to natural motion encounters, satellite manoeuvring in close proximity to one another run a 
potentially greater risk of colliding with a fellow satellite in formation. While Scharf notes that this 
probability is often low for manoeuvring satellites, the probability is still non-zero and increases as 
the minimum allowable closing distance increases [41]. In fact, when manoeuvring in close proximity 
to another satellite with a large minimum allowable closing distance, or keep-out zone, a collision 
may be unavoidable without proper collision avoidance planning as illustrated in Figure 6. Inspection 
missions, like the one performed by PRISMA, are another example where collision would be 
unavoidable without proper path-planning [137]. Traditionally, keep-out zones encompass the 
allowable position uncertainty of objects in a formation and provide a safety buffer around the 
anticipated position. The uncertainty in buffer size is often due to measurement errors in determining
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a relative state and modelling errors for estimating future states. Added safety buffers are generally 
directed by the mission and may be based on the any of the following mission characteristics: physical 
configuration of the satellite, mission importance, monetary value, and sensor or communication 
interference.
The size and shape of a keep-out zone is important for manoeuvre planning. Keep-out zones that are 
too small may not fully separate satellites at closest approach, while zones which are too large or 
inappropriately shaped will require more thrusting to circumnavigate. Various authors have modelled 
formation planning with keep-out zones shaped as spheres of constant radius for simplicity [21, 48, 
84, 87, 133, 134, 138-140]. In this manner, a relative distance measurement at some time is used to 
establish when a satellite gets too close to an obstacle. Some authors have used somewhat greater 
rigor in their definitions by extending them to ellipsoidal regions representing the covariance of 
position uncertainty, this is also often done for the high velocity collision types [135, 136, 141]. 
Authors using program methods for trajectory planning add additional constraints to obtain more 
complex keep-out zone shapes including polygons [38, 45, 142]. The increased keep-out zone 
complexity from the additional constraints further increases the computational burden [38]. The 
trajectory planning approach used typically dictates the shape of a keep-out zone to simplify trajectory 
optimisation. As such trajectory planning methods generally stick to one type of keep-out zone: 
spherical or rectangular. No method has yet documented an approach which works equally well 
computationally for planning with either ellipsoidal or rectangular keep-out zones.
2.4 Constrained Path-planning
With the safety of mission-critical and expensive satellites on the line during any reconfiguration, 
there is a great interest in collision avoidance. The need for autonomous on-board planning was stated 
nearly a decade ago with Kapilia [6]. He states that ground-based command and control systems for 
cluster reconfiguration will be excessively burdened and may not provide sufficiently rapid corrective 
control commands for formation reconfiguration and collision avoidance. Also, both Zetocha and I 
can personally attest that command and control for a manoeuvring formation can be very burdensome 
for ground operations [7, 143]. Several issues complicate planning a reconfiguration involving 
multiple spacecraft simultaneously manoeuvring in the midst of non-manoeuvring spacecraft. If one 
considers the F6 requirements for rapid cluster scattering, presumably for debris avoidance, adequate 
ground based planning and communication may not be possible or excessively burdensome. 
Additionally, ground based planning may not be feasible to meet reactive collision avoidance 
planning needs if on-board sensors identify a non-cooperative object for immediate avoidance. 
Typically, an abort manoeuvre is pre-planned for automated execution on spacecraft which require 
reactive collision avoidance [2, 144-146]. However, fuel optimality in these manoeuvres is often not 
discussed and is a critical component of continued mission life. In any autonomous planner,
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constraints must be added to the fuel-optimal reconfiguration problem to account for collision 
avoidance. With several future missions planning on using highly manoeuvrable satellites, this type of 
constrained optimisation problem is an appropriate topic of investigation.
2.4.1 Current Automated and Autonomous Path-planning Systems Approaches
Historically with manned formation flight, path-planning has not focused on fuel-optimisation or 
autonomous operations but on safety. Consequently missions like Apollo, Progress, Soyuz, Space 
Shuttle, Automated Transfer Vehicle, and the H-II Transfer Vehicle rely on automated systems 
following safe flight plans rather than autonomously planned trajectories [2, 13, 144]. As a result of 
numerous years of rendezvous experience, all ISS approaches are automated to ingress from the 
bottom, -x, to minimise collision risks [24]. An automated approach example is illustrated in Figure 5, 
safe-hold points are built into the profile. Safe-hold points in the approach trajectory allow a 
manoeuvring vehicle to maintain a passive-safe relative orbit while waiting for ground approval 
before proceeding. Automated trajectories often include passive safe elements and abort trajectory 
elements which allow safe operation in the absence of affirmative ground control. Such automated 
trajectories are accomplished with impulsive thrusting and generally suited for in-plane motion of 
two-vehicle formations.
x
Abort Trajectory
Safe Hold Point /Safe Hold Point Target
\ /
} Abort Trajectory A pproach Trajectory
Passive Safe Orbit
Phasing Orbit
Figure 5: Automated Closing Trajectories and Safe-hold Points
When discussing current automated operations in the “homing/closing/fmal” range (roughly the same 
tens of kilometres to tens of metres used for formation flying), that these safety-critical operations are 
continually monitored by ground operators [2, 144]. One can imagine that this type of operation 
would become prohibitive when dealing with many manoeuvring vehicles, or vehicles which are 
actively traversing between passive-safe relative orbits (i.e. continuous thrust transfers). Intuitively, 
simultaneous reconfiguration manoeuvres may inadvertently bring elements of a formation into 
unsafe or even collision situations. If path-planning is performed on the ground, mission planners
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must balance the safety of the mission with the fuel expended to perform needed manoeuvres. Such 
manoeuvres would be planned in advance to be uploaded to the formation and executed, as has been 
done with formation flying missions including the most current PRISMA mission [137]. Vehicles 
requiring reactive planning for avoidance would need a more autonomous planning approach to avoid 
delays stemming from ground-based command and control. Clearly, for continuous thrust 
reconfigurations with multiple manoeuvring vehicles, a more robust, timely, and autonomous 
trajectory planning approach is needed.
2.4.2 Deterministic and Nondeterministic Path-planning
The cluster reconfiguration problem involves multiple satellite manoeuvres, each represented by a 
two-point boundary-value optimisation problem, with a common time of flight. This allows all the 
members of the formation to achieve the common mission by arriving in the right place, at the same 
time, and at minimal fuel cost. Planning simultaneous manoeuvres on fuel-optimal trajectories is a 
complex nonlinear optimisation problem constrained by safety requirements. To enable autonomous 
trajectory planning, such problems must be solved on-board a satellite in a mission relevant amount of 
time.
Both deterministic and nondeterministic approaches to multi-satellite fuel-optimal reconfiguration 
with collision constraints have been developed with varying levels of applicability to on-board 
implementation. In terms of deterministic approaches to path-planning, Garcia-Tabemer et al. applied 
a finite element analysis to reconfiguration of multiple satellites where time-steps are considered the 
elements [48]. Many small time steps are used as nodes and the trajectories between the nodes are the 
elements. A nonlinear optimisation software package is used to minimise the velocity expended while 
ensuring that a minimum separation distance is maintained. Richards et al. used a mixed-integer linear 
program with thousands of collision constraints and the commercial software tool CPLEX2 to find 
optimal trajectories [38, 109]. Breger et al. continued this work by including trajectories which 
naturally do not collide during the reconfiguration for a range of spacecraft faults [37, 110]. Massari 
et al. developed an accompanying approach with inequality constraints via an interior point method 
[134]. Campbell formulated an algorithm to find minimum time and fuel manoeuvres switching times, 
where collisions are handled through the start and finish times of the manoeuvre [147, 148]. Singh et 
al. formulated a deep-space optimal control reconfiguration problem with two spacecraft by making 
the cost function independent of time [39]. The approach is limited by the number of satellites that are 
added to the constraints and has to be solved numerically. Kim et al. makes a similar contribution for 
dual and multi-spacecraft manoeuvring in deep-space [149, 150]. These papers recognise that the 
approach may lead to sub-optimal solutions. Note, deep-space approaches ignore natural motion
2 IBM ILOG CPLEX Optimizer, IBM, Accessed N ov 2011, http://www-01.ibm.com/software/integration/optimization/cplex-optimizer/
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dynamics found when orbiting a primary body. While deterministic solutions are promising, both the 
finite element and programming methods can be very computationally burdensome and their 
complexity grows quite rapidly with the addition of more satellites and constraints.
Nondeterministic approaches can also be used to obtain solutions to the constrained reconfiguration 
problem in a distributed system. Recently, authors including Izzo, Saaj, Mclnnes, Bawady, and 
Bandyopadhyay have considered the possibility of formation control in deep-space and Earth orbit 
with the use of artificial potential functions [151-156]. Artificial potential function methods use 
various control schemes to construct and then reduce the potential barriers around satellites to 
generate collision-free trajectories. While the process is deterministic, the solution may not be. An 
issue arises when trying to implement an approach like this in practice in that one cannot predict the 
control needed along a trajectory and solutions may get trapped into local minimums or not converge 
at all [32]. Frazzoli, Garcia, and Aoude created path-planning approaches using random tree search 
algorithms from the artificial intelligence field [34, 138, 142]. As noted in discussing trajectory 
generation, genetic algorithms are another global optimisation approach taken by authors to find 
trajectories for spacecraft manoeuvring with imposed collision constraints [113-116]. 
Nondeterministic optimisation methods approach fuel optimality but cannot guarantee optimality or 
solution convergence. Additionally, these quasi-random searches can be computationally expensive 
and cannot be simultaneously executed in a distributed path-planning environment, i.e. any two 
satellites performing the same algorithm will not necessarily achieve the same answer. Because of the 
inconsistency of nondeterministic approaches, such methods cannot be implemented individually on 
satellites which must separately plan their joint manoeuvre without relying heavily on inter-satellite 
communication and negotiation.
Additionally, a number of authors have also looked at collision-free whole-formation manoeuvre 
planning strategies. For example: Huntington and Rao use a gauss pseudospectral method to 
reconfigure a tetrahedral formation of satellites [157]. Mueller and Thomas used a distributed linear 
programming approach to manoeuvre a formation based on a team hierarchy [158]. Schlanbush used a 
null-space based controller to maintain ridged formation geometry [159, 160]. Xu applied a 
biologically inspired approach from hover flies which reduces reconfiguration motion to a single axis 
behind the other satellite [161]. Such approaches are interesting but restrict the mission and 
individual satellite flexibility by requiring whole formation manoeuvres.
2.4.3 Current Path-planning Limitations
With the discussed deterministic and nondeterministic approaches, there are also a few issues to 
address before any method can be implemented on-board small-satellites for collision-free path 
generation. While many of these manoeuvring approaches are innovative, such approaches have not 
been demonstrated for planning on or with satellite flight hardware. These approaches suffer from an
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exponential increase in  com putational burden as the num ber o f  satellites in the form ation increases 
[36-39]. This is the curse o f  dim ensionality m entioned in Chapter 1. N one o f  the m ethods address 
collision identification except through the use o f  a relative distance calculation on discrete time-steps. 
Thus the tim e-step length is a critical variable to the accuracy o f  collision identification and trajectory 
avoidance solutions and the num ber o f  iterations. This problem  was m ade apparent in Figure 6, where 
Richards uses a determ inistic linear program m ing approach to plan a collision-free path [38]. It is 
clearly visible in this graphic that m otion on the “collision-free” trajectory intersects the sim ulated 
ISS, traversing through one cross-m em ber and cutting short the com ers o f  another, between collision- 
free points at each tim e-step. Sm aller tim e-steps gain a better understanding o f  m otion but further 
increase the com putational burden.
Figure 6: “Collision-Free” Linear Programming Trajectory Solution [38]
Often traditional approaches also require unique com m ercial-off-the-shelf (COTS) software program s 
to solve for the trajectories, which m ight not fit on a satellite processor [162]. Continuing w ith mixed- 
integer linear program  examples, often models contain a large num ber o f  nonlinear inequality 
constraints including: obstacle avoidance, collision avoidance, and plum e avoidance. N onlinearities 
are rem oved by adding slack variables to the linear constraints. In one example from  Richards, greater 
than 9000 constraints are used to describe the reconfiguration [38]. A tw o-satellite reconfiguration 
exam ple took 1800 s to generate using CPLEX. Com putation tim e was reduced w ith tim e-step 
grouping (tem porarily rem oving constraints w ithin a group o f  tim e-steps, analogous to a larger time- 
step and larger gaps in the path solution) to 67 s o n  a dedicated 1 GHz desktop processor. Only a few 
authors have m entioned the actual com putation required for m ulti-satellite path-planning, and none 
have tested their algorithm s on satellite representative hardware which is their target for autonomous 
planning.
In review  o f  traditional path-planning approaches it is clear that a new  m ethod is needed to allow for 
autonom ous collision-free path-planning. Standard in-plane autom ated approach plans are restrictive 
and form ulated for tw o-vehicle m anoeuvres. Traditional m ulti-satellite planning approaches suffer 
from  m any o f  the problem s identified in Chapter 1 in that they are based on num eric approxim ations
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at discrete time-steps; only a few methods are deterministic and those are plagued by the curse of 
dimensionality; additionally none of the methods reviewed present any validation testing on satellite 
hardware. Clearly a heuristic analytic approach is needed that: does not rely on COTS optimisation 
software, runs quickly on satellite hardware, is deterministic for distributed implementation, and 
allows for a continuous description of motion to avoid discrete time-step analysis. Methods to address 
these issues can be found in Ref [162] and is further developed in Chapters 4 and 5.
2.5 Trajectory Control Systems
Once path-planning is complete each satellite must execute the desired path to achieve new formation 
geometry. In reality, the implementation of these paths is fraught with noise and uncertainty. 
Modelling uncertainties arise due to perturbations and linearization errors, as discussed earlier. Un­
modelled noise may arise due to imperfection in thrust alignment and actuation, and in imperfect 
sensing of relative states. For this reason autonomous mission reconfiguration will not only require a 
path planner, but also some means to control the execution of that plan. Creating an analytic control 
algorithm for collision-free manoeuvring, which can operate in a timely manner on a small spacecraft, 
is necessary to realise the responsiveness needed for a fractionated satellite system.
One method of execution is to use a control law where a model of the desired flight profile is used as 
a reference. Errors are reduced while following the desired path by continually correcting the current 
position and velocity. The PRISMA formation flying mission is an example where model predictive 
control (MPC) is used for individual satellite reconfiguration [18]. Here, a trajectory destination is 
planned via ground input or an A* search algorithm and the MPC is used to follow the collision-free 
path between points. However, the computation time needed for sensing, estimating, and execution 
take the majority of the flight processor’s time. The implementation of collision-free path-following 
and formation control can take several forms from the use of a traditional Proportional-Integral- 
Derivative (PID) control, Sliding Mode Control (SMC), H°° control, Lyapunov control, and even 
Model Predictive Control (MPC) [100, 163, 164]. Reactive controllers, like a PID or Lyapunov 
controller, require that thrust be applied continuously to account for observed errors [123]. This 
means that reactive controllers typically use more fuel than controllers which can anticipate system 
dynamics. A low-thrust controller, which can anticipate and compensate for expected motion, would 
appear to be the desired approach for limiting fuel usage when executing a collision-free trajectory.
2.5.1 Model Predictive Control
Model predictive control is one control method which anticipates system behaviour to proactively 
correct for observed disturbances. Model predictive control has been used several times for space 
applications including the PRISMA mission [145, 165]. The MPC optimal control problem seeks to 
minimise the expected state deviation by providing control over some finite time horizon in the future.
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The optimal control problem can be solved via a forward looking linear quadratic regulator (LQR) 
approach [163, 164], quadratic programming as demonstrated by Larsson [111], or even with a 
nonlinear solver as demonstrated by Holzinger [166]. Breger, Richards, and Tillerson successively 
built model predictive controllers for formation reconfiguration, with collision avoidance constraints 
[53, 95, 167-169]. Gautam and Baolin solve an iterative linear matrix inequalities problem as part of 
the MPC for formation control [170, 171]. Bacconi applies an MPC, also known as a receding- 
horizon strategy, to maintain relative formation geometry [172]. Shim, Dunbar, Camponogara and 
others have also looked treating the entire formation as a multiple-input, multiple-output plant for 
distributed formation flying [173-175]. Each of these team control concepts put a heavy 
computational burden on only one satellite to compute the collision-free control for that satellite and 
others in the formation. As with path-planning, controller approaches which rely on non-native 
optimisation software, like linear programming, must be re-solved at each time-step incurring an 
additional computation burden. Such approaches are well suited for formation stabilisation and 
maintenance but do not naturally lend themselves to distribution on-board satellites performing 
unique reconfigurations [32, 34]. Recently, Hartley et. al. explored the use of linear and quadratic 
programming for model predictive control and trajectory generation for a two-satellite Mars sample 
return mission example with the intent of future on-board use [176]. Noting the computational burden 
of numerical optimisation within a constrained MPC, Hartley approximates collision constraints at 
large time increments to reduce computational demands. Hartley also approximates the performance 
of the programming approach on two arbitrary microprocessors by scaling of desktop performance. 
What is needed for actual on-board implementation is an analytic trajectory-following controller 
which can independently execute a planned trajectory in light of disturbances while avoiding 
collisions with other members of the formation. One method to address real-time on-orbit control with 
model predictive control can be found in Ref [177] and is further developed in Chapter 6.
2.6 Summary
This chapter explored the theory and current work of collision-free multi-satellite reconfiguration 
planning and execution. The first part of this chapter focused on the natural and thrust perturbed 
motion dynamics acting on single satellite. The principle HCW description of relative motion is 
discussed along with its three primary assumptions. Additionally, the concept of fully decoupled 
relative motion is presented. Various approaches to ameliorate the limitations caused by the HCW 
equations are presented. Such methods describe perturbed relative motion with either mean relative 
orbital elements expressed in the inertial frame or linearized approximations in the LVLH frame. For 
the prospects of reconfiguration and control, the use of the rotating LVLH frame provides advantages 
over inertial motion models in terms of the direct application of thrust and simplified understanding of 
motion. Various approaches to reconfiguration of satellites in relative motion are presented including
52
Chanter!. Formation Flvine Theory
impulsive and continuous thrust models. With additional thrust opportunities, multi-impulse 
trajectories tend toward continuous thrust trajectories with reduced total fuel usage. Emphasis is 
therefore given to the development of an analytic, low-thrust, solution to fuel-optimal reconfiguration 
in the LVLH frame. Heuristics approaches were also presented for relative motion modelling and 
optimal thrust reconfiguration. While not as accurate as more complex modelling approaches, 
heuristic methods are often fast and provide a good approximation of the dynamics.
Moving beyond the dynamics of any one satellite, the remainder of the chapter focused on the 
planning and execution of multi-satellite manoeuvres. Typical safety regions around satellites were 
presented and are incorporated to prevent collisions when planning trajectories. Traditional ground- 
based approaches for planning two-satellite, in-plane, approach trajectories used by many automated 
missions are not applicable to large cluster manoeuvres. In situations where formation reconfiguration 
is frequent, as demonstrated by PRISMA [18], or uncertain, as expected by the F6 Program [5], 
advanced ground path-planning may be prohibitive or not even be possible. In such situations it is 
advisable to eliminate the ground portion and make path-planning autonomous on-board each 
satellite. Current autonomous planning approaches for multi-satellite manoeuvres, using both 
deterministic and nondeterministic means, were presented. Distributed and deterministic path- 
planning is desired for on-board calculations while in formation [47]. Centralised and team forms of 
path-planning require current knowledge and cross-communication with all satellites in the formation, 
and place a heavy computational burden on the planning satellite(s) [35, 178]. Nondeterministic 
methods may work but require time-intensive calculations and inter-satellite communication to 
negotiate collision-free motion throughout the manoeuvre. Deterministic and nondeterministic 
methods are also often troubled by one or more of the following: large computational burdens, 
reliance on commercial software, discrete time-step analysis, or exponential dimensionality issues. 
These issues, as also highlighted in Chapter 1, are common in distributed multi-satellite planning and 
presently impede actual implementation on future autonomous missions. Additionally, none of these 
approaches has been tested in their intended environment: autonomously on satellite hardware.
Lastly, this chapter explored methods for executing the planned collision-free trajectories. Controllers 
which anticipate expected behaviour, like MPC, are used as a means of ensuring collision-free 
reconfiguration in relative motion while minimising fuel usage. However, traditional MPC 
implementation can be so computationally burdensome, as demonstrated, that it monopolises the 
satellite processor capability. A less computationally intensive approach is needed to incorporate both 
planning and execution approaches on-board a satellite. Review of current theory and approaches of 
collision-free relative motion reconfiguration motivate the need for new heuristic methods of 
collision-free multi-satellite reconfiguration. As addressed in Chapter 1, the remaining focus of this 
work is on new heuristic methods which address the issues faced by traditional approaches, and allow 
for hardware-validated autonomous path-planning and execution of multi-satellite reconfigurations.
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Chapter 3.
3. Heuristic Relative Motion Model
Accurate real-time collision identification and avoidance during relative motion reconfiguration is a 
challenging problem as highlighted in the previous chapter. Current approaches are too 
computationally burdensome to be incorporated in flight hardware. Approaches tend to focus on a 
discrete time-step analysis and become exponentially more complex as the number of satellites in a 
formation increases. To address these problems, the use of a simple analytic model is proposed for 
individual satellite reconfiguration in relative motion based on the approach developed by Palmer 
[128]. This approach will be the basis of the collision-free planning and execution tools for multi­
satellite manoeuvres. Palmer built his reconfiguration model on the HCW equations of motion. As 
such, this heuristic reconfiguration solution and the analytic tools developed later are also subject to 
the same inherited HCW assumptions. In addition, the approach assumes a variable, but continuous, 
thrust for orbit control and a perfect understanding of the initial reconfiguration boundary-value 
problem. While this model is only an approximation of actual motion, the algorithm is analytic and 
requires no additional optimisation software for a solution. Thus the approach is simple and can be 
implemented rapidly. However for collision-free planning, speed of implementation must be balanced 
with model accuracy.
This chapter examines and quantifies the HCW-based, i.e. heuristic, reconfiguration model accuracy 
within the expected environment. The accuracy of relative natural motion models in the expected 
environment has been examined by authors in the past. But none fully examine model accuracy 
during a continuous thrust reconfiguration. The motion of a satellite during reconfiguration is a 
function of the acceleration due to the primary gravity field and due to the continuous thrust applied. 
The first section briefly describes the use of the base reconfiguration model for multi-satellite 
collision avoidance planning and execution. The following section examines the quality of the 
heuristic model in a realistic environment. The model is examined in terms of its acceleration 
components: the applied thrust and the natural dynamics. The left-hand and right-hand sides of (1), on 
page 32, respectively describe the natural and applied accelerations profiles acting on a spacecraft 
over time. Small errors in natural motion acceleration will be compounded by applying a thrust which 
doesn’t account for the same errors. Recognising that some level of model inaccuracy is unavoidable, 
the final section quantifies the modelling errors. By quantifying the modelling errors, reconfiguration 
planning can be improved with the inclusion of tolerances in the motion for expected error. The
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quantifying of known errors also allows for a determination of the quality of a heuristic model 
compared with the relative ease of its use and can improve collision-free planning.
3.1 Formulation of the Basic Distributed Multi-Satellite Planning Model
This section briefly outlines the process of trajectory planning for reconfiguration using a 
computationally efficient heuristic multi-satellite reconfiguration model. As mentioned the basis of 
the analytic model used for future collision-free trajectory planning was developed by Palmer in [128] 
and extended to decoupled relative motion in [51]. Reconfiguration planning for any one satellite 
consists of identifying an initial relative state and a desired final relative state. The time of flight 
between these states is a variable determined by the mission. To ensure all satellites arrive in their 
intended final states at the proper time to perform a mission, transfer time is assumed to be a given 
constant. The states and flight time for the reconfiguration form the boundary conditions for a two- 
point boundary-value problem, given the mean motion of the reference orbit. Equations (9) through 
(16), from page 44, are used to specify the energy optimal thrust for the desired boundary conditions. 
Optimal thrust from (9) is directly applied to natural motion accelerations through (1) resulting in a 
description of the state during reconfiguration at any time as given by (13) on page 44 (or (17) on 
page 44 for decoupled relative motion). In (1) the left-hand side of the equations represent the 
accelerations due to a gravity field and the right-hand side represents the accelerations due to an 
applied thrust. Thus a complete analytic reconfiguration trajectory for a satellite is planned from only 
four elements. This trajectory profile is for only one satellite of the formation and is created in the 
absence of safety constraints. The use of a simplified analytic model for trajectory planning must be 
justified in terms of: model accuracy versus computational efficiency. Any quantifiable errors in the 
model should also be incorporated to make trajectory plans adequate for use in the relevant 
environment.
For motion involving multiple manoeuvring satellites, the process just described must be repeated for 
each member of the formation. Knowledge of the boundary conditions for each satellite allows for an 
initial estimate of the trajectories of all satellite by each member of the formation. This full list of 
boundary conditions for the multi-satellite reconfiguration is known as a seed. Note that non­
manoeuvring satellites can also be included in the seed by using the natural motion states over the 
same manoeuvre time. Seed information is given to all the satellite in the formation to enable 
distributed path-planning. The reconfiguration model for individual planning and the formation seed 
data allows each satellite to analytically calculate the trajectories of all the other satellites in the 
formation. This calculation creates a deterministic picture of the whole formation reconfiguration for 
each satellite free of collision constraints, and is the basic multi-satellite reconfiguration model.
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3.1.1 Distributed Deterministic Planning
Central to the discussion of autonomous path-planning on-orbit, is the discussion regarding how the 
computational load a manoeuvre is distribution amongst the formation. Campbell notes that there are 
three generic hierarchies for distributing path-planning duties: centralised hierarchy, team hierarchy, 
or completely distributed hierarchy [35]. In a centralised hierarchy, one satellite plans manoeuvres for 
all satellites in the formation. In a team hierarch, a few satellites are planning the manoeuvres for a 
subset of the whole formation. In a distributed hierarchy, all satellites perform their own planning and 
thus share a similar computational burden. Campbell argues that as formation planning gets pushed 
out to individual satellites the burden of inter-satellite communication and coordination increases [35]. 
However, the method in which manoeuvres are planned can significantly affect this argument. As 
discussed in Section 2.4.2 on page 48, path-planning is accomplished with either a deterministic or 
nondeterministic process. Applying a deterministic or non-deterministic strategy within each 
hierarchy imposes differing requirements for inter-satellite communications. A centralised hierarchy 
can implement either planning strategy with no added complication since all plans originate from a 
single source. For both team and distributed planning hierarchies, the use of nondeterministic or 
deterministic path-planning may also drive a need for inter-satellite negotiation. Additionally, 
centralised and team hierarchies require added inter-satellite communication than in a distributed 
hierarchy since plans must be distributed. Nondeterministic trajectory planning approaches impose a 
higher degree of inter-satellite negotiation, as each satellite must negotiate their unique trajectory 
solution with other satellites until a comprehensive collision-free manoeuvre plan is developed. 
Deterministic schemes may also require some limited negotiation to determine who will be 
performing avoidance manoeuvres in the common reconfiguration plan. Both inter-satellite 
communication and negotiation impose delays within the planning process as well as requirements at 
the hardware level for all satellites in a formation. The need for inter-satellite communication and 
negotiation can be minimised by using a rule-based distributed and deterministic planning hierarchy. 
In such a scheme each satellite uses a deterministic process to establish a common reconfiguration 
plan, and a rule-set is used to handle conflicts on a case by case basis. This rule-based distributed and 
deterministic process is similar to many every-day collision-free reconfiguration planning examples 
from walking down a crowded street, driving with traffic, to flying near other aircraft.
For distributed processes to be successful they must produce repeatable and universal collision-free 
trajectory results regardless of the system computing them, i.e. a deterministic approach. Traditional 
deterministic approaches of de-conflicting trajectories with safety constraints were shown in Section
2.4.2 to be computationally burdensome for several reasons. One of the main reasons for the burden 
of traditional deterministic approaches is that the entire collision-free plan is developed and optimised 
on each satellite. This approach creates a globally optimal solution, but is needlessly exploring the 
entire N n~1 possible trajectory interactions for N  satellites in a formation. Considerable computation
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time can be saved by allowing each satellite to only plan its trajectory rather than also having to plan 
all the other trajectories. Using a rule-set, that satellite would only need to consider N — 1 
interactions. However imposing a rule-set does not guaranty global fuel optimality. But if rules allow 
for a piece-wise optimal solution for each interaction, then a pareto-optimal solution can be achieved 
[179]. The pareto-optimal solution stems from minimising both the cost of fuel used and computation 
time for planning for a manoeuvre. In this manner, a distributed approach is created which reduces 
computational burden by eliminating redundant trajectory planning for the (N — l ) ^ " 1 peripheral 
interactions. Thus, this approach grows linearly with respect to the number of satellites in the 
formation, and does not suffer from exponential growth in computation time which hinders traditional 
multi-satellite planning approaches [36-39].
3.1.2 Relative Motion Reconfiguration Testing
For multi-satellite formation reconfiguration, comprehensive testing over all possible reconfiguration 
scenarios and with all possible initial and final states is simply not practical. Instead, this thesis will 
focus on reconfigurations which start and finish in closed natural-motion orbits. Manoeuvres between 
closed relative orbits are the most representative of actual formation flying missions. Representative 
cases given are generally conservative in nature and meant to stress the reconfiguration model. 
Averaged results over the representative sub-set of tests provide an indication of the approach’s 
performance distribution. As a general disclaimer, model performance in any one scenario, in this 
thesis or any other relative motion work, may not be representative of behaviour for all possible 
reconfiguration boundary conditions. But, as a wise man once "said, “All models are wrong, but some 
are useful3.” Performance tests using representative formation manoeuvres provide one such metric of 
model utility.
3.2 Examination of Reconfiguration in Relative Motion
Errors in state knowledge arise from the use of a simplified model for relative motion, imperfect 
sensor measurements, and also from disturbances on-orbit. The heuristic model for reconfiguration 
described above assumes a perfect understanding of the initial reconfiguration boundary-value 
problem. Changes in the two-point boundary-value problem, which defines the thrust acceleration 
profile, directly change the thrust profile. In addition, un-modelled relative motion model errors will 
affect the acceleration profile of the assumed gravitational field. Unaccounted for changes in either of 
these acceleration profiles mean that realistic satellite behaviour will not follow the desired model 
behaviour. This section explores known error sources and provides a justification for the continued 
use of the heuristic model for reconfiguration planning.
3 Quote from Jerry Jon Sellers, 2009, NSSI, Space 200, also attributed to Professor George E.P. Box
58
Chapter 3. Heuristic Relative Motion Model
3.2.1 State Knowledge Errors
State errors directly translate into errors from the assumed two-point boundary-value problem 
defining the reconfiguration. Because such errors can arise from several sources, it is important to 
understand the effects of imperfect state knowledge on fuel-optimal manoeuvres. The effects of small 
state errors on the two-point boundary-value problem can be examined by a perturbation analysis of 
reconfiguration dynamics. The linear dynamics of the optimal reconfiguration problem are expressed 
as in (13) on page 44. Performing an analysis of variations on (13) with regards to the initial relative 
state, 5frei(t0) =  [Sx Sx Sy Sÿ Sz 5z]r , leads to (18) assuming there is no change in the 
thrust implementation. In (18), G, and T are the same as identified in (13).
Sfreldh) =  ®HCw(jWrel(ti)  +  G((3) Tfe) (18)
The effect of a small deviation in the initial relative state, ôîrei, will be multiplied by the dynamics 
and added to the accumulated thrust over time. To compensate for a deviation in the initial state, a 
change in the applied thrust is needed to arrive at the desired destination. Exploring the effects of a 
deviation in the initial relative state on the required thrust over the same flight time, the state deviation 
first causes a change in the reconfiguration boundary conditions: 83C. Taking the deviation of 
Equation (27) of Ref [51] for decouple motion results in Equation (19), and the deviation of Equation 
(13) of Ref [128] for out-of-plane motion results in Equation (20), where: B = ti/2  + (3/2,
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A deviation in boundary conditions, Equation (29) of Ref [51] for decouple motion, in turn creates a 
deviation in the primer vector, ÔÀ, as shown in (21) and (22) for in-plane motion and out-of-plane 
motion respectively, where F+ is the same as in (11) on page 43.
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From  (9) it is apparent that small deviations in X necessitate a change in the phase and m agnitude o f 
thrust applied. W ithout a change to the thrust functions to account for the trajectory deviation, any 
deviation in the state is am plified in tim e by 4>H av , and the error is further aggravated by the 
application o f uncorrected thrust as noted in (18). The exam ple in Figure 7 shows w hat happens to 
the a) position error and b) velocity error over time, during a reconfiguration, as a result o f  an 
unaccounted for 1% initial state deviation. Radial and in-track deviations, 2 m  and 0.004 m/s 
respectively, in initial position and velocity w ere applied to in-plane m otion on the nom inal 
reconfiguration trajectory from [128].
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Figure 7: In-Plane a) Position Error and b) Velocity Error during Reconfiguration from an Initial 1%
State Deviation
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Small initial state errors can cause significant state error growth during the reconfiguration. A 
combined deviation in both position and velocity could cause an even larger state error over time. In 
the example, a 1% error caused up to a 350% growth in error during the reconfiguration. Note that 
these errors include both secular growth and periodic terms. Some error will actually decrease over 
the course of an orbit. However, the extent of the trajectory deviation error remains a factor just the 
same. To compensate for deviations in the state, and thus deviations in boundary conditions, 6%, it 
can be found that there is an associated deviation in cost, SJ, as shown in (23).
5J = XT 8X  (23)
In (23), any deviation in state causes a minimum deviation in cost to reach the correct destination, 
assuming an optimal reconfiguration path correction is taken immediately. Non-optimal correction 
strategies will incur a larger energy cost to reach the desired terminal state.
As illustrated, perturbations to the two-point boundary-value problem create known errors in the 
thrust implemented versus the thrust required to arrive at an intended destination. Any path-planning 
approach will incur similar costs for initial state errors. Unfortunately, it may not be possible to 
correct for all state knowledge before planning a reconfiguration. This means that feedback control 
will be necessary. Thrust modelling errors are only one part of the primary accelerations influencing a 
manoeuvring spacecraft; the gravity field the spacecraft moves through also induces acceleration 
errors if not properly modelled.
3.2.2 HCW Limitations on the Heuristic Reconfiguration Model
It is important to note, as Alffiend also states, feedback control can easily be used to compensate for 
errors in state knowledge and perturbations [64]. However, minimising fuel usage is essential. For a 
manoeuvring formation, lifetime is defined by the first satellite running out of fuel and becoming non- 
operational. A lower fuel usage is obtained by using more accurate relative motion models. But, 
model accuracy comes at the expense of mathematical complexity and computation time [58]. The 
assumptions made in the HCW model were introduced in Section 2.1.2 on page 35. These 
assumptions impact the accuracy of the gravity acceleration profile in the reconfiguration model. This 
section attempts to determine to what extent the linear HCW equations can be used for modelling 
reconfiguration in the presence of more realistic acceleration profiles. It is important to understand the 
impacts and limitations to the heuristic model, as well as possible methods of compensating for the 
limitations.
In review, there are three assumptions that go into the usage of the HCW equations and 
reconfiguration models: 1) circular reference orbit, 2) small relative separation, and 3) no additional 
perturbations. While there is a great body of research into to the description of relative motion on 
eccentric orbits, this thesis focuses on near circular orbits only. The histogram in Figure 8 illustrates
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that the m ajority o f satellite m issions fly in nearly circular orbits, i.e. w ith an eccentricity less-than 
10"3. This collection o f  orbital eccentricities was com piled from the N ORAD m aster satellite 
catalogue via the CelesTrak web interface on 12 O ctober 2011 [180]. N ote non-active satellites, 
including debris, are not included as they are not perform ing a mission.
1 0 -
Eccentricity
10 10
Figure 8: Histogram of Active Satellite Eccentricity
O f the 487 unclassified active satellites (with an active mission as defined by SATCAT and the 
SPACEW ARN  Bulletin [180]), 76.39%  have an eccentricity o f  the same order or sm aller than J2 = 
1.0826 x 10'3. Hence 372 active satellites are in nearly circular orbits w here the H C W  equations are 
applicable. M ost notably are the great num ber o f  satellites in circular orbit, such as geostationary 
(GEO) spacecraft, w hich already successfully utilise the H CW  dynam ics to plan stable formations 
[87]. In addition, nearly all o f  the past form ation flying m issions addressed in Chapter 1 used circular 
reference orbits. W hile there have been some plans for future missions w ith eccentric orbits, like 
PROBA-3 [181], the m ajority w ill likely be in circular orbits if  they follow  current m ission trends. 
Hence, the rationale for restricting the focus o f this research to nearly circular orbits is based on the 
fact that a large m ajority o f  past and current satellite missions fly in such orbits.
As illustrated in Section 2.1.2 on page 35, using a rectilinear coordinate frame in H CW  motion leads 
to an inherent error as actual orbital m otion curves away from the horizontal frame at a distance from  
the origin. This difference between the linear LVLH frame and the curved orbital m otion is evident in 
the ÿ  axis o f  Figure 2 on page 32. The ÿ axis departs tangentially from the true circular reference 
orbit. Since the reference orbit is assum ed to be circular, the relationship between the horizontal 
displacem ent, Ay, and the radial error, Aa, is approxim ated by Equation (24), and is based on the 
sem i-m ajor axis, a, o f  the reference orbit.
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Ay =  (a  +  Aa) 2 -
2a 
a + Aa
(24)
Figure 9 illustrates the radial error along the x  axis which arises from a separation along the ÿ or z 
axes. Note that the radial error is in metres and the in-track displacement is in kilometres.
30
20
o 5 10 15 20
In-track D isp lacem ent (km)
Figure 9: Radial Modelling Error Inherent in HCW Motion for a 7000 km LEO Orbit
The second HCW assumption only produces small radial errors as demonstrated in Figure 9. The use 
of a Cartesian frame on a circular reference frame is not a bad assumption given the large radius of 
curvature of the orbit. Again, nearly all of the past formation flying missions addressed in Chapter 1 
operate within tens of kilometres range from one another, moving through various separation 
distances over the course of an orbit [25]. Similarly for orbits with eccentricity less than J2, Alffiend 
notes that for formations of less than 30 km separation, the neglected nonlinear terms from the HCW 
model are still of the order 0(1 O'3) [64]. In context of the F6 mission, use of an HCW model would 
only impart a roughly 7 m radial error at the extreme operating distance, of roughly 10 km, based on 
the maximum separation requirement of the mission’s scatter-manoeuvre [5]. As this example helps to 
illustrate the assumption of small relative separation distances is reasonable for typical formation 
flying missions. Because the separation assumption generally imparts errors of less than 0.1% of the 
separation distance, this small but quantifiable error is acceptable given that current and anticipated 
formations operate within the noted 30 km maximum range.
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During reconfiguration the eccentricity and relative spacing will change slightly throughout flight. 
However, the maximum possible eccentricity change is roughly: Se ~ Sx/a, where a is the semi­
major axis of the reference orbit and 6% is the change of the radial distance [52]. Thus radial changes 
in excess of tens of kilometres would be needed to create eccentricities greater than the 0(1 O'3). From 
Figure 9, an in-track or cross-track manoeuvre of greater than tens of kilometres is also needed to 
create nonlinear modelling errors greater than the 0(1 O'3). The most extreme formation abort 
manoeuvres, like the F6 scatter, call for only 10 km of separation. Thus, the first two assumptions are 
applicable for expected formation reconfiguration manoeuvres.
The heuristic reconfiguration model used here also assumes no perturbation effects. In addition, most 
of the deterministic reconfiguration path-planning approaches from Section 2.4, starting on page 46, 
also assume HCW motion. Golikov states that it is not necessary to completely model perturbations
[182]. This is because relative perturbation effects are only proportional to the size of the formation. 
Limiting formation size by the constraints of the previous two HCW assumptions ensures that 
formations are several orders of magnitude smaller than the orbital radius. Lee also states that 
perturbations are not a factor for reconfigurations with small formations and relatively short transfer 
times, i.e. within the limits of the HCW assumptions [131]. In contrast, many relative motion models 
discussed in Section 2.1, and those being used for station keeping and impulsive thrust manoeuvres on 
PRISMA, have been developed to include relative orbital perturbations [26]. These two opposing 
views do not present a clear understanding of perturbation inclusion for modelling reconfigurations. 
The question is whether orbital perturbations are a factor for reconfiguration in relative motion and, if 
so, to what extent do perturbations impact the reconfiguration model.
Geo-potential accelerations, like J2, can affect a formation in several ways. J2 and other perturbation 
effects accumulate model error as a function of time, are variable based on the relative distance 
between each satellite in a formation, and are a function of the orbital inclination [64, 75]. Simply 
imposing formation size and shape limitations may not keep modelling error below a manageable 
level as it does with the first two HCW assumptions. Each of these impacts should be examined when 
exploring the effects of perturbations on relative reconfigurations.
Figure 4 on page 37 and Section 2.1.2 showed that for typical orbital motion the J2 geo-potential 
perturbation is the largest external force for LEO orbits above nearly 150 km altitude. The figure 
presents the inertial accelerations felt by one satellite. On the other hand, the thrust being provided for 
reconfiguration is in the local rotating frame. A common reference frame must be used to accurately 
compare the effects of thrust and perturbations on a reconfiguration. To assess the scope of error 
induced by several perturbations during reconfiguration, the analytic reconfiguration model from Ref 
[128] was compared to numerically propagated orbits with perturbations and the desired thrust 
accelerations from the analytic reconfiguration model. Results are presented for comparison in both 
the inertial (ECI) and local (LVLH) frames. It is important to note that accelerations expressed in the
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LVLH frame are the difference between the inertial accelerations felt by the reference orbit and the 
reconfiguring satellite (also referred to as relative accelerations). An example reconfiguration is used 
for testing, where a satellite is manoeuvring from one closed relative orbit to another closed relative 
orbit. The initial and desired final relative positions are given in Table 1 where p0 =  500m, unless 
otherwise stated. p0 is a metric defining the relative formation size and the manoeuver distance is 
roughly 2p0. Figure 10 illustrates the reconfiguration in the LVLH frame. The reference orbit is a 
7000 km circular LEO orbit at 28.5° inclination, with the satellites starting at the descending node, 
and the manoeuvre time of flight, t , is a half of the orbital period (unless otherwise varied). 
Accelerations are obtained from the gradient of the a-spherical geo-potential function along each axis 
as given in Ref [56] pgs. 590-591. Maximum accelerations throughout the manoeuvre were used for 
comparison.
Table 1: Initial and Final States for Relative Motion Limit Viability Testing
Initial /  Final x(m ) y(m ) z(m) x (m/s) ÿ  (m/s) z (m/s)
Initial Po -Po 2p0 0.0 -2np0 0.0
Final -Po Po 2p0 0.0 2np0 0.0
Transfer Orbit
Initial Orbit
o-.I Final Orbiti—
O -500v
-1000
500
1500
1000
500
-500 -500
-1000-1000 -1500
R adial (X)(m) In T rack  (Y)(m)
Figure 10: Transfer Orbit in the LVLH Frame
When the LVLH motion, given in Figure 10, is depicted in the ECI frame the transfer orbit is 
indistinguishable from the initial and final inertial orbits. The optimal analytic thrust accelerations 
required for this reconfiguration, as expressed in the LVLH frame, are given in Figure 11 as a 
function of the transfer time.
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Figure 11: Analytic Thrust Profile for Formation Reconfiguration Manoeuvre
Peak relative thrust for the m anoeuvre was com pared w ith the peak natural m otion accelerations in 
either a com m on LVLH or ECI frame. Three separate tests were perform ed based on the ways in 
w hich perturbation accelerations affect relative m otion modelling. In each test, one o f  the initial 
conditions was varied w hile the others w ere held fixed. Test 1 exam ined the effects o f  form ation size 
by varying p 0 from  one m etre to 5 km (10 km o f actual travel). The results o f  Test 1 are given in 
Figure 12 for accelerations felt in the a) ECI fram e and the relative accelerations in the b) LVLH 
frame. Each o f  the three te s t’s figure include a com parison o f  the accelerations from: prim ary gravity, 
J2 geo-potential, J3 geo-potential, drag, and optim al-thrust. The differential accelerations o f each o f 
these types are shown in the LVLH results. A dditionally, the ballistic coefficient o f  the satellite was 
considered to be double the reference orbit ballistic coefficient for drag com parison, where the 
reference ballistic coefficient was a conservative 4.57x106 knïVkg for a 150 kg satellite. In the ECI 
frame, prim ary gravity and perturbation accelerations are as expected for a 621.86 km altitude orbit 
(note these results are not norm alised as in Figure 4 on page 37).
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Figure 12: Test 1: Acceleration Comparison for Various p0 in the a) ECI and b) LVLH Frames
Figure 12a illustrates that inertial accelerations are independent o f  the relative form ation size, except 
for relative thrust which naturally requires more accelerations to make large manoeuvres. In the 
LVLH frame, optimal thrust accelerations are o f  the same order as prim ary differential gravity 
accelerations and nearly two orders o f  m agnitude greater than differential J2 accelerations. Exploring 
the accum ulating effects o f  acceleration differences, Test 2 explores the accum ulated effects o f  
perturbations by varying m anoeuvre durations from  five seconds to two orbital periods. The results o f
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Test 2 are given in Figure 13 for accelerations felt in the a) ECI frame and the relative accelerations in 
the b) LVLH frame.
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Figure 13: Test 2: Acceleration Comparison for Various x in the a) ECI and b) LVLH Frames
As expected, Figure 13a illustrates that inertial accelerations are independent of the reconfiguration 
duration, except for relative thrust which naturally requires more acceleration to complete a set 
manoeuvre in a short amount of time. In the LVLH frame, optimal thrust accelerations vary from an 
order of magnitude greater to an order of magnitude less than the primary differential gravity 
accelerations. For reasonable orbital reconfiguration times, less than two orbital periods, optimal
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thrust accelerations remain nearly an order of magnitude greater than differential J2 accelerations. 
The final test explores the effects of varying inclination for a particular manoeuvre from zero degrees 
to 90 degrees. Similarly, the results of Test 3 are given in Figure 14 for accelerations felt in the a) ECI 
frame and the relative accelerations in the b) LVLH frame.
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Figure 14: Test 3: Acceleration Comparison for Various Inclinations in the a) ECI and b) LVLH Frames
Results from Figure 14 illustrate that both inertial and relative gravity accelerations are variable as a 
function of inclination, and the relative optimal thrust acceleration is not. However, these results
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illustrate the variation of inclination is not a crucial factor for relative motion reconfiguration 
compared with the flight time and manoeuvre distance.
In summary, these results highlight several interesting factors when modelling reconfiguration in 
relative motion. The first point of note for all tests in the ECI frame is that the J2 geo-potential 
perturbation is the largest acceleration after the primary gravity (with the exception of the optimal 
thrust required for very short manoeuvre times). The implications of this result mean that the J2 
perturbations will be a more dominating acceleration than even local manoeuvre accelerations for 
inertial based modelling. Models which rely on an inertial based definition of relative motion, i.e. 
orbital elements and epicycle elements, must also include J2 effects to the same order of accuracy as 
the excepted relative thrust to accurately model reconfiguration. Inclination, J3, and differential drag 
acceleration effects are generally not a factor for relative motion reconfiguration. While important to 
consider, the J2 accelerations are still several orders of magnitude greater than any of the other natural 
accelerations.
The second interesting observation from these test results is that in the LVLH frame, the optimal 
thrust is generally on the same order magnitude as the primary differential gravity, and a couple 
orders of magnitude greater than relative J2 accelerations. This makes sense as the optimal thrust is 
designed for local manoeuvring and not for large scale orbit transfer. For missions requiring 
proximity operations, which are all of the true formation flying missions discussed in Chapter 1, 
modelling relative thrust accelerations in the local frame is more important than modelling J2 effects. 
This result is as expected based on Lee’s observations [131]. Wnuk also notes that the HCW 
equations are sufficiently accurate for relatively short duration manoeuvres with small formations
[183]. Based on the small differential accelerations, Roberts mentions that the HCW frame is more 
appropriate for high precision and close proximity formation flying [76]. Controlling states in the 
local frame, a controller must at least compensate for differential gravity and thrust accelerations. 
Since these accelerations are at least an order of magnitude greater than the relative J2 acceleration, 
reconfiguration models should first focus on modelling optimal reconfiguration dynamics over the 
inclusion of other geo-potential perturbations. Optimal thrust does decrease to nearly the levels of J2 
for extremely long manoeuvres. In such manoeuvres the required thrust is extremely small. The 
precise application of extremely small thrust is constrained by the physical capability of the thruster, 
and imprecise application of thrust also becomes another potential source of error. Regardless of the 
choice in frames, for natural motion modelling it is advisable to include J2 and other perturbation 
effects to account for accumulated secular changes in relative motion between manoeuvres.
These results also help to answer the question of the importance of J2 in relative reconfiguration 
models. Since the heuristic reconfiguration model already accounts for primary gravity effects and the 
optimal thrust accelerations, the two largest acceleration sources are accounted for by at least an order 
of magnitude. Eccentricity and nonlinearity assumptions made in the HCW model, within reasonable
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restrictions on formation size and orbit shape, also create errors on the same order as the expected 
differential J2 accelerations. So is it necessary to model J2 during reconfiguration? The answer is yes 
and no. No, it is not necessary for a first order model of reconfiguration over the expected range of 
formation sizes, manoeuvre times, and orbital inclinations. But yes, J2 should be included for 
extremely large reconfigurations in terms of size and flight time, where the HCW assumptions no 
longer hold anyway. In these large reconfiguration scenarios, models must also account for 
eccentricity and nonlinear effects as all the HCW model assumptions break down. While not 
necessary for a first order understanding of relative motion, including the effects of J2 can help 
determine expected modelling error bounds since J2 acts on the same scale as the limits of the HCW 
assumptions. Additionally, more accurate manoeuvring models may help reduce controller fuel usage 
by reducing the need to compensate for differences in the natural accelerations modelled. More 
accurate models, like those requiring numerical propagation, are of little use if they are too 
computationally complex for timely use on-board a satellite. Since the focus of this thesis is on the 
speed at which collision-free motion can be planned on-board a spacecraft, the HCW based optimal 
reconfiguration model from [128] is a perfectly reasonable choice for expected formation 
reconfigurations.
3.3 Using Perturbations to Bound Model Errors
In the previous section, HCW modelling assumptions including orbital perturbations were shown to 
cause only minor accelerations when observed in the relative frame. The lack of inclusion of these 
effects allows for a good first order model of reconfiguration in relative motion. But, it was also noted 
that the unaccounted accelerations will cause accumulated errors over time. This section explores and 
quantifies the expected magnitude of these unaccounted accelerations in reconfiguration models. By 
quantifying these effects over time, a safety bound (keep-out zones) encompassing known state error 
can be established around expected relative trajectories.
The accumulated effects from the use of a first order model were obtained in a similar manner to the 
previous section’s tests. Using the same initial conditions described in Table 1, three pairs of orbit 
ECI models, including satellite and reference orbits, were propagated forward using Keplerian 
motion, J2 perturbed motion, and motion with higher order perturbations. The high order perturbations 
model includes accelerations from: Higher order geo-potential harmonics up to J6, drag, solar
radiation pressure effects, and third body effects from the Sun and Moon. In the test to follow, 
satellite and reference orbit pairs were propagated forward at five second time intervals for the desired 
time of flight using a fourth order Runge-Kutta algorithm. The analytic optimal thrust acceleration, at 
each time-step, was converted to the ECI frame and added to the equation of motion for the satellite. 
The effects of orbital perturbations were found by comparing both the numerically propagated
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satellite and reference orbit pairs with and without perturbations. Relative perturbations effects were 
obtained once the satellite motion was transformed into the LVLH frame.
Resembling the last section, two tests were used to compare perturbation errors based on formation 
size and time of flight (inclination differences were excluded since the effects were negligible as 
noted in the last section). The first test compared the maximum position error over a range of 
reconfiguration distances: 10 m < p0 < 10 km. The results are shown in Figure 15. These results 
show a linear error growth over reconfiguration distance (i.e. formation size) of about 0.01 * p0. h  is 
the largest contributor to this error, in agreement with previous analysis. Total perturbation effects 
have very little effect on the error trend and are barely distinguishable from the J2 only results.
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Figure 15: Modelling E rror during Reconfiguration as a Function of Formation Size
The second test compared the maximum position error over a range of reconfiguration times of flight: 
30 sec < t < 1 period. The results are shown in Figure 16. These results show little error growth per 
increase in the time of flight. The simulations indicate that error is very much a function of the 
relative size of a formation and reconfiguration distance. The slope of the error growth is a function of 
the accumulated acceleration errors. As manoeuvre time increases, the effects also grow in time but at 
diminishing rate. This is due to the J2 acceleration vector being averaged out over the course of a 
relative reconfiguration. Essentially, short periodic error terms dominate for short manoeuvre times, 
and secular error growth dominates for long manoeuvres.
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Figure 16: Model E rror during Reconfiguration as a Function of Time-of-Flight
The near linear nature of these results makes estimating the impacts of higher order effects relatively 
straight forward. Accumulated errors grow by roughly 1 m for every 50 m of the reconfiguration 
distance, and 1 m for every 200 sec of manoeuvre time. These results show that if the expected 
positional error throughout reconfiguration is understood, an effective safety area can be created 
around the desired trajectory. For reconfigurations such as those used in many parts of this work 
where p0 ~ 200 m, safety areas of between 5 m to 20 m should be used based on the time of flight. 
With this understanding and accommodating for modelling errors, the heuristic model of relative 
reconfiguration can be used for collision-free motion research. Note, even higher accuracy ground- 
based planning approaches use keep-out zones to account for uncertainties in the implementation of 
collision-free reconfiguration. The use of keep-out zones is consistent with traditional planning, while 
the rationale for the sizing of these keep-out zones is more explicit.
3.4 Summary
This chapter has examined the reconfiguration model and assessed the applicability of that model to 
known error sources. In the first section, an analytic HCW based reconfiguration model for one 
satellite can be extended to find the trajectories of multiple-satellite reconfiguration manoeuvres. The 
heuristic model forms a basic formation reconfiguration plan, but does not yet include optimisation 
for collision avoidance constraints. The next section examines the effects of modelling errors in the 
heuristic model with respect to the primary acceleration sources: relative thrust and the natural 
accelerations. Error in one or both of these acceleration models leads to an orbital reconfiguration 
where a satellite does not arrive at its desired end state. Unaccounted for differences in the initial state
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of the two-point boundary-value problem creates thrust profile errors during execution which are only 
aggravated by natural motion errors. Examining the modelling of orbital perturbations in both the ECI 
and LVLH frames illustrate that, for reconfiguration problems it is better to work in the relative 
LVLH frame. Relative perturbation effects have orders of magnitude less effect on motion in the 
LVLH frame. In the local frame, the primary accelerations are the primary gravity and the thrust. Both 
of which are accounted for in the heuristic reconfiguration model. In the ECI frame, J2 and other 
perturbations play a more significant role and must be modelled to an accuracy comparable to relative 
thrust accelerations in order to obtain an accurate representation of a reconfiguration. However even 
in the local LVLH frame, un-modelled errors will cause deviations from any planned trajectory in a 
realistic environment. Such error was examined and quantified to account for the impacts on 
trajectory planning. Quantification results show a near linear growth in position uncertainty as 
reconfiguration distance and manoeuvre time are increased. These results provide an estimate to help 
gauge trajectory uncertainties for planning purposes. Once satellites start executing planned 
trajectories in close proximity to other satellites, there is the potential for an inadvertent collision. This 
potential for collisions, together with model uncertainty, not only motivates the need for collision 
constraints and avoidance within trajectory planning tools, but also for a controller to ensure the 
successful execution of any collision-free reconfiguration plans. Modelling errors highlighted in this 
chapter can be mitigated with the use of more accurate relative motion models. However, more 
accurate models generally mean increased complexity and thus generally requires increased 
computation burden. The heuristic model already accounts for most of the desired motion and is fast 
due to its analytic nature. For these reasons, the heuristic model with trajectory uncertainty bounds is 
used to create the multi-satellite collision-free trajectories. An analytic controller is then developed to 
ensure safety and minimise fuel usage during reconfiguration.
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Chapter 4.
4. Semi-Analytic Collision Identification
This chapter develops a method for collision identification while planning a trajectory amongst other 
drifting or manoeuvring satellites. Collision identification is one of the first steps to path-planning 
followed by trajectory shaping to avoid collisions. This chapter develops a semi-analytic method for 
identification which does not require a step-by-step analysis along each point in the trajectory, allows 
for various keep-out zone sizes and shapes, and allows for a determination of the point of closest 
approach. This chapter first explores the development of keep-out zones for bounding positional 
uncertainty and adding a spatial safety buffer. The technique for collision identification is based on 
the fully decoupled HCW reconfiguration model. The development explores identification of satellites 
under the influence of natural and optimally-controlled motion as viewed from another satellite in 
either of these states of motion. The approach assumes that satellites will be on optimal 
reconfiguration trajectories defined in Section 2.2.2 on page 42 to include natural motion drifting. The 
second section of this chapter presents the process for identifying the point of closest approach, which 
is later used for optimal deviation away from a collision. Additionally, an approach is presented for 
rapid collision identification in the event of an early termination of a manoeuvre. This analysis allows 
for a stochastic measure of the passive-safe nature of a reconfiguration trajectory. The final section 
presents two real-world applications, in addition to reconfiguration path-planning, where these 
collision identification techniques prove useful.
4.1 Rationale of Collision Identification
A goal of the following chapters is to create path-planning tools which focus on the number of 
collisions a satellite may face rather than the number of satellites in the formation. As noted earlier, 
for any given reconfiguration of a formation the actual number of inter-satellite collisions is relatively 
low despite the formation size [41]. Multi-satellite path planning approaches are often based on 
numeric approximations with discrete time-step evaluations and often use COTS software to 
formulate the optimal planning solution. While these approaches provide for the inclusion of 
additional constraints and higher order relative motion models, the example given in Figure 6, 
originally from Ref [38], showed that traditional approaches, like linear programming, can run into 
issues when approximating safety between time-steps. The combination of complexity, numeric 
approximation and COTS software of traditional approaches create a high computational burden for
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on-board implementation. For these reasons, the problem is approached via an analytic model. While 
the simplifications made for an analytic model introduce error. Chapter 3 illustrated that the error is 
limited and can be compensated for. The use of HCW dynamics allows for a complete analytic 
description of motion by eliminating discrete time-step analysis and allowing for a native algorithm 
base, i.e. free of COTS software. The heuristic model provides a rapid approach for collision- 
identification with safety margins. Focusing on the rapid identification problem will allow for 
avoidance planning around the number of collision rather than systematically considering all possible 
trajectory interactions, which is traditionally done with commercial optimising approaches.
4.2 Collision Identification with Keep-out Zones
The primary need for keep-out zones is to keep all satellites safe by encompassing the allowable 
position uncertainty of objects manoeuvring within a formation. This uncertainty is often due to 
measurement errors in determining a relative state and modelling errors for estimating future states. 
Keep-out zones that are too small may not fully separate satellites at closest approach, while zones 
which are too large or inappropriately shaped will require more thrusting to circumnavigate collisions. 
The appropriate size of a keep-out zone is greatly dependent on state uncertainty and the mission of 
that satellite. Section 3.3 on page 71 presented one input into the size of a keep-out zone based on 
expected modelling errors. In this work, both ellipsoidal (to include spherical) and rectangular keep- 
out zones are explored. The general size and shape dimensions of each satellite’s unique keep-out 
zone are left as an input into the path planning approach. This allows mission designers to uniquely 
describe the keep-out zone size and shape for each satellite in the formation. For demonstration 
purposes, the size of keep-out zones used in this research is selected as necessary to account for 
position uncertainty or modelling errors as discussed in Section 3.3, and the shape was also selected to 
be the most computationally conservative.
As addressed in the development of the HCW equations, a useful product of the linear HCW model is 
that any relative observer will see other satellites following HCW dynamics from their perspective. In 
this way an origin of the LVLH frame can be placed on any satellite in the formation, and the 
observed motion of the other satellites can be described by HCW dynamics. By placing an origin on a 
satellite, collision identification can be reduced to an identification of when another satellite gets 
within keep-out tolerances of the origin. A collision with the origin in-plane is when both the x  and y  
positions simultaneously equal zero. This condition is described by Equation (25) for phase-space 
motion. Equation (25) is found by setting nx and ny, in frel, equal to zero within (4), on page 33, and 
reducing the four equations to two by eliminating x  and ÿ. A collision with the origin in the LVLH 
frame also requires that the z position also equals zero at the same time that Equation (25) is satisfied.
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Pi + 2p4 — 0 (25)
Ps — 2p2 = 0
Equation (25) describes a collision only at the exact origin in-plane, and does not include a keep-out 
zone. While this expression alone is not very useful, keep-out zone tolerances can be directly added 
around zero in (25). Equations (26), (27), and (28) are the resulting set of phase-space collision 
identification equations incorporating a rectangular keep-out zone centred on the origin. 
Simultaneously satisfying (26) to (28), at a unique time, signifies entry into a rectangular keep-out 
zone around the origin.
IPi(t) +  2p4(t)| <  n|Çx(t)| (26)
|2p2(t) -P 3 (t ) l  Sn |(y (t)| (27)
|z(t)| <  n|(z(t)| (28)
Small displacements, ±Çx(t), ±Çy(t), and ±Çz(t), represent scalable rectangular keep-out zone 
tolerances, either constant or functions of time, along each axis of the LVLH frame about the origin. 
The inequality conditions in (26) to (28) serve as constraints to the motion, such that any time that all 
the equations are satisfied there has been a collision. In (26) to (28), keep-out zone tolerances are 
multiplied by the mean motion, n, to be consistent with the phase-space representation. In this way, 
the keep-out zones can be uniquely adapted to each satellite in the formation depending on its shape 
or mission.
A scalable ellipsoidal keep-out zone is created about the origin by arranging (26) to (28) to satisfy 
Equation (29), where E^e), £(27> and E(28] represent the left-hand side of (26) to (28) respectively.
E{26) E{27) E(28) (29)
(nÇx)2 (nÇy)2 (nÇz)2 “
To apply (26) to (28) to a particular satellite, the origin of the LVLH frame is centred on that satellite, 
either moving or stationary. The relative state of a satellite with respect to another satellite in relative 
motion is defined by p12, where p12 = freZl — freÎ2. The motion of satellite one with respect to 
satellite two is defined by the HCW dynamic of (2) using p12 as the new relative state, freZ. When 
comparing two satellites in this linear system, the unique keep-out zone tolerances for each satellite 
can be added together to get combined Çx, Çy, and Çz for analysis.
Traditionally, collision conditions are calculated at each time-step in the analysis of a manoeuvre, 
which may have dire consequences when the time-steps are too large. However with an analytic 
description of relative motion, the framework of (26) to (28) can be used to directly solve for the exact 
time and state of a collision given only the initial reconfiguration seed data.
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4.2.1 Natural Motion
Satellites in natural motion follow trajectories approximated by (2). Placing the origin of the LVLH 
frame on the satellite for which collision identification is desired, a collision with that satellite is 
found by identifying when the relative motion crosses the moving origin, i.e. x = y = z = 0. Appling 
(4) to initial relative state produces a phase-space description of the initial relative state, p0. 
Multiplying the state transition matrix given in (6) and p0 describes the relative state, in phase-space, 
at any future time, t, provided both satellites are in natural motion. The same can be done with out-of­
plane states and (3). Applying the state conditions for a collision given in (25), Equations (30) to (32) 
describe the conditions for a collision in natural motion in terms of initial relative states. Following 
from (26) to (28), keep-out zone tolerances can be added to form inequality constraints.
The exact time of a collision takes place once all three of Equations (30) to (32) indicate entry into the 
keep-out zone along their respective axes. Figure 17 illustrates the relative distance of one satellite 
from the origin placed on another satellite in the x  axis by (30), y  axis by (31), and z  axes by (32) 
(each distance is scaled by n, the mean motion) over one orbit. In this example, the satellite starts near 
the other satellite and drifts away much like a deployment. The simple oscillatory motion from 
eccentricity differences, along the x  axis, and from out-of-plane motion, along the z  axis, can be 
distinguished from the drifting oscillation, along the y  axis, caused by semi-major axis differences. 
The dotted horizontal lines on either side of zero represent rectangular keep-out zone boundaries 
nÇx(t), nÇy(t), and nÇz(t) from (30) to (32). For the example chosen in Figure 17, motion starts 
inside of the keep-out zone because all three of the equations fall within their respective horizontal 
keep-out zone boundaries at the same time. The oscillation in the x  axis is first to leave a boundary.
|2p4o +  p io cos(nt) +  p2osin(nt) | <  n|<;x(t)|
| - p 3o -  3ntp4o -  2plo sin(nt) +  2p2o cos(nt)| <  n|Çy(t)l 
|nz0 cos (nt) +  z0sin(nt)| <  n|Çz(t)|
(30)
(31)
(32)
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Figure 17: Relative Collision Distance Functions over One Orbit above Timelines Indicating Time within
Keep-out Zone Tolerances
By subtracting the right hand sides, zero-crossings for (30) to (32) represent the entry or exit from  a 
boundary o f  the keep-out zone in that axis o f  motion. Equations (30) and (32) can be explicitly solved 
for tim e to find zero crossings. I f  the constant offset in (30) is greater than the am plitude o f  the 
oscillations, and i f  both o f  these are greater than the tolerance n |Ç x (t) | then no collision is ever 
possible. One exam ple o f  this type o f  orbit is the safe phasing orbit illustrated in Figure 5 on page 47. 
The transcendental nature o f  (31) implies that an analytic solution for tim e cannot be found from  this 
equation. However, the slope, caused by the drifting term  (3 n tp 4o), provides finite num ber o f  zero 
crossings before drifting away from  zero. In cases where there is no secular drift because o f  a 
com mon sem i-m ajor axis o f  the satellites, the equations turn into three separate oscillations w ith 
constant frequencies.
By adding Equations (30) and (32), a com bined equation for m otion can be created w ith initial offset 
term s, terms including oscillatory motion over time, and the secular drift term. Solving for the secular 
drift tim e results in Equation (33) for the maxim um  tim e in which a sim ultaneous entry can occur. 
Oscillation term s in (33) have been replaced by only their com bined am plitude. Equation (33) does 
not provide the exact tim e o f  a com bined keep-out zone distance, (Çx +  Çy +  Çz), crossing, but rather 
the tim e when a collision is no longer possible even with oscillations. For (33) use a minus sign for 
positive values o f  p4o, and plus for negative values.
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(Pi0 “  2p2o -  n z 0) 2 +  (2plo + p2o -  z 0f  + (p3o + 2p4o + n(Cx + Cy + W ) (33)
|3np4o
To identify collisions, a timeline of the boundary crossings is developed for each equation. 
Representative timelines for the example obtained from (30) to (32), along with a combined timeline 
representing the simultaneous crossings, are illustrated in Figure 17 below the graphical description of 
relative distance. The start of the first combined timeline is identified as the collision point and the 
state and time data are recorded for further planning tools. If no overlap is found, the trajectory is 
collision-free in natural motion.
Ellipsoidal keep-out zones can be added to the collision identification process by building from 
rectangular keep-out zones. Applying (30) to (32) into the form for ellipsoidal keep out zones 
described by (29) results in Equation (34), and describes the condition for a collision with an 
ellipsoidal boundary about the origin in terms of relative distance. Similar to rectangular keep-out 
zone development, nÇx(t), nÇy(t), and nÇz(t) represent the maximum keep-out zone extent along the 
x, ÿ, and z axes respectively.
1 > (4pJo + 4p4oplo cos(nt) + 4p4op2o sin(nt) + p^ocos2(nt)
+ 2plop2o cos(nt) sin (nt) + p!o sin2 (n t)) (n&)~2 
+ (4p2o sin2 (nt) -  8plop2o cos (nt) sin (nt) + 4 p |o cos2 (nt)
-  4p3op2o cos(nt) -  12p4op2ontcos(n t) + 4p3oplo sin(nt)
+  12p4oplon tsin (n t) +  p io + 6p3op4o n t + 9 n 2t 2p lo)(nÇy)
(34)
- 2
+ (n2z^cos2(nt) +  2nz0z0plo cos(nt) sin(nt) + z 2sin2(n t)) (nÇz) 2
This equation does not allow one to solve for the time of collision directly. To solve for collision 
times, a rectangular keep-out zone is created which encapsulates the ellipsoid with tolerances equal to 
the maximum allowable error squared for that axis. If a collision is identified on the more 
conservative rectangular keep-out zone, that collision time is used as the starting point to find the 
zeros of Equation (34) using Newton’s method. The zero crossing time indicates the exact collision 
time with the ellipsoid boundary. The use of Newton’s method for zero finding is the only numeric 
element to this otherwise analytic solution. Figure 18 illustrates another example trajectory in the 
LVLH frame which first intercepts with a rectangular keep-out zone boundary at tj and then with an 
ellipsoidal boundary at t2.
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Figure 18: Trajectory Intersecting Rectangular at tj and an Ellipsoidal Keep-out Zones at t 2
For m ultiple satellite formations, collision identification analysis can be com pleted by repeating this 
analysis once for each o f  the satellites in the formation. Since num eric iteration is only needed i f  a 
collision is identified, and i f  an ellipsoidal keep-out zone is desired, the approach is com putationally 
fast. The collision identification approach presented here is designed for natural m otion trajectories. 
The following section explores the inclusion o f  pow ered trajectories w ithin the collision identification 
process.
4.2.2 Optimal Trajectories
Extending collision identification in natural m otion to m otion along an optim al reconfiguration 
trajectory follows the same approach as collision identification in natural motion. The phase-space 
state along an optim al path is defined by (17) and is only a function o f  the initial relative state p 0, in 
phase-space, and the desired future time, t. By fully expanding (17) the full decoupled expression for 
phase-space m otion on an optim al trajectory is given by Equation (35), where r  is the flight tim e to 
get to t  from the initial time, (3 =  nx, and the com ponents o f  T(t) are given in (15) and contain the 
optimal thrust constants for the specific tw o-point boundary value problem.
c o s (r)  s in ( r )  
- s i n ( r )  c o s ( t ) . Pl'Zo +
-212(f)
213(f)P i,2 (f)
P 3 , 4 ( t )  =  [ g  3f  ]  P 3 ,4 0 +
The same can be done with out-of-plane states using (16) as seen in Equation (36).
3pii(t) -  S l^ f)
I i ( f )  J
(35)
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nz(t)l _  c o s ( t )  sin(r)
. i ( t )  _  l - s i n ( T )  c o s ( t )
Is(0
M t ) .
(36)
Equations (35) and (36) represent a fully decoupled expression for motion along an optimal thrusting 
path. With these expressions, the earlier collision identification process can be repeated for the first 
time on an other-than-natural motion trajectory. Applying the state conditions for a collision given in 
(25), Equations (37) to (39) describe the conditions for a collision with a keep out zone while moving 
on an optimal path, where the full expressions for T(t) from (15) are used for completeness. If the 
thrust parameters are set to zero these equations reduce to (30) to (32).
For collision identification with two manoeuvring satellites, the relative origin of the LVLH frame is 
shifted to, and moves with, the other satellite. Since the expressions of optimal motion are 
represented in terms of unique initial conditions and times of flight, the relative motion between any 
two satellites at any time is found from a linear shift of their states. The relative state between any 
two satellites, is P1 2 (j'rei 2 0>i~rei i0> 0  = T’rei l if r e i i 0> 0  *rez 2 (Trei 20> 0» where Trei i is the relative 
state on an optimal trajectory at time t of the first satellite as a function of the initial relative state, 
frei i  , and frei 2 is the same for the second satellite. Additionally, initial conditions, given by a 
subscript o, occur at t  =  0. Applying (35) and (36) to this shift in origin, Equation (40) represents 
what optimal thrust motion would looks like, expressed in phase-space coordinates, to another 
satellite also moving on an optimal path. In (40) f  = P p12 is the phase-space representation of 
shifted relative motion. For simplification the variable X± is used to denote the thrust and state 
elements associated with satellite one and the same is true for X2 and satellite two.
cos(0) — —  sin(0)j cos(nt) < n|Çx|
16 . z x 3 1
lP40 + 3A sin(0) + —ntr0 —-
(37)
z 4 Jq 5 At 4A \
+ f - 2 p 2o + —  + -^ -s in (0 ) -  —  cos(0)J cos(nt) (38)
+ ^2plo -  - ^ c o s ( 0 )  - ^ s i n ( 0 ) j  sin(nt) < n|Çy|
|(nz0 - y s in ( ç ) )  cos(nt) + (z0 + ^ s in ( ç ) (39)
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_ 2 ( / 2X1 ( t )  “  I2 X2 M )
2(^ 3X1(0  “  IsXzCO) .
? _  [ cos(t) sin(%)! [PioXi “  PioX2
'2 l-s in (O  cos(t)J lP20Xi “  P20x2
F z^ -x _  r l  3t 1 fPSoXi -  P30X21 p P f/lX iO D  -  11X 2(0) -  3 ( /4X1( 0  -  14X 2(0)
^ W - l o  i J k x . - p ^ x J  +  l ( /1Xl( t ) - I 1X2(t))
? 5 .6 ( t )  =  [ “ :
_  [  c o s ( t )  s i n ( r )  
- s in (T )  c o s ( t )
n (zox1 -  ZoX2)
zoXi -  ZoX2 .
(/sx i(0  -  15X2 (0 ) 
(4 x i(0  -  ^ ( O ) .
(40)
With these expressions, the earlier collision identification process can again be repeated for collision 
identification between any two satellites moving on unique optimal paths. Equations (41) to (43) 
describe the collision conditions for satellite freZ x moving on an optimal path with respect to an origin 
linearly shifted to satellite freZ 2, also on a different optimal path. Again the full expressions for the 
unique ï(t) components for each satellite, from (15), are used for completeness.
 ^ lX 3n 1X^  +  2 [p4°xi “  P4oX2] +   ^ Xln— “  [ s i n ^ x j  “  s in (0X2)] +  2 [j0Xl -  %,xJ t  
-  n t 2 [ J i X l -  J i X2]
([P 2„x, -  P2,x J  -  ■2-^ 1 ~  -  ! k - ~ .Ax2] t [sin(0Xi) -  si„ ( 0X2)]
'5 A^x‘4n AX^  [ c ° s (8 x j  -  cos( 0 x J ] j  sin(nt)
+ ( [P..X, -  pl0x2] - 8[r«> - ^ ] _ 5[Ax -A x2] t[cos(0xJ _  cos(02)]
< n|Çx|
+
+
(41)
“  --"AXln AX^  [sin(0xJ  -  sin(0X2)]j cos(nt)
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[P so X , -  P3„X 2]  -  4 ^ ° X ln  ^  +  4 A^ x ‘ n  A x ^  h s ( 0 X l)  -  m s ( 0 x 2 ) ]
+  (3n[p4oXl -  P4oX2] +  -g" -  Jlx2] +  3[Axi -  Ax2][sin (0Xl) -  sin (0X2)]
+  _ 7 ox2] - - n 2t2[T1Xl -  ?ix2]) t
+  ^ - 2 [P20x1 -  P20x2] +  4 ^ °Xln J°X^  +  5 tAxi 2 Ax2 -^- [sin(0Xl) -  sin(0x2)] (42)
-  4 A^xin A—  [cos(0Xl) -  cos(0x2) ] j  cos(nt)
[PioXi -  PioxJ -  ~ 5 A^Xl 2 [cos(0Xl) -  cos(0X2)]
-  1:L^ Ax2n AXz'- [sin(0Xl) -  s in (0X2) ] j  sin(nt) <  nKy|
n[zoXl -  z0x2] -  ^ Xl [sink x J  “  sin( % ) l )  c o s M
+  ([zoXl -  zoX2] +  ^ Xl2J h -  [sinfcxJ  “  sin(çX2)] (43)
+  ^ Xl 9 rX2^  [cos(çXl) -  cos(çx2) ] )  Sin(nt) < n|Çz|
Equations (41) to (43) are a natural extension of (37) to (39) for collision identification with more 
than one manoeuvring satellite. Again, the simultaneous zero-crossings for Equations (41) to (43) 
represent the entry or exit from a rectangular keep-out zone boundary in that axis of motion. As with 
elliptical keep-out zones, zero crossing times are identified using Newton’s method on each equation 
based on initial starting points. Starting points are created by finding the approximate half-period of 
each Taylor series approximation of the trigonometric function of Equations (41) to (43) and using 
every half period throughout the manoeuvre time; or just half of the manoeuvre time for flight times 
less than one period. Only positive collision times within the total manoeuvre time are considered as 
valid keep-out zone entry times for each equation. A combined timeline is established from the valid 
entry times, where the first point of this time indicates the state and time of the first entry into the 
keep-out zone, i.e. the first collision.
Collision identification with ellipsoidal keep-out zones is accomplished in the same manner as earlier 
by fitting (41) to (43) into the form for ellipsoidal keep out zones described by (29). The equations in 
(29) need only be replaced by: E ^ ,  and E ^ ,  which represent the left-hand sides of equations 
(41) to (43) respectively without the absolute values. Equation (44) illustrates the form of the
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modified equation for an ellipsoidal keep-out zone. Using a conservative rectangular keep-out zone to 
encapsulate the desired keep-out zone ellipsoid, a collision identified on the rectangular keep-out zone 
serves as the starting point for Newton’s method to find the zero crossings of (44), indicating a 
collision with the ellipsoid boundary.
^  ^  1 (44)(nÇx) 2 (nÇy) 2 (nÇz) 2
Collision identification on optimal reconfiguration paths only requires knowledge regarding the two- 
point boundary-value problem for each satellite and the respective keep-out zone sizes. This 
information is given by the planning seed data: time of flight, initial and desired final states, and keep- 
out zone tolerances. This analysis identifies collisions throughout the manoeuvre duration and need 
only be run once before the manoeuvre. As noted previously, multiple satellite collision identification 
can be completed by repeating this analysis once for each of the satellites in the formation.
4.2.3 Point of Closest Approach
The previous sections provide utility for identifying if and when a collision takes place between 
objects in natural motion and during optimal manoeuvring. However, for collision avoidance it is 
necessary to establish the point of closest approach between satellites. Satellite keep-out zones can 
come in any size or shape, and while it is important to identify when a collision with the boundary 
occurs, it will also important for trajectory avoidance to identify when the path would come closest to 
the centre of this keep-out zone. Rationale will be further discussed in the following chapter.
Since (41) to (43) represent the distance to another satellite, a non-negative quadratic metric for 
relative velocity can be created squaring the derivatives of these equations and added together to give.
|v |2 = (É(41,)2 + (£(«2))2 + ( % » ) 2 (45)
Taking the minimum of (45), after a collision has been identified, represents the time when the 
satellites are no longer approaching one another and are thus at the point of closest approach. Once a 
collision has been identified for a rectangular or an ellipsoidal keep-out zone, the minimum approach 
time is the closest zero crossing of (45) following entry into a keep-out zone region. This use of 
Newton’s method to find the minimum adds another iteration loop to complete the semi-analytic 
approach for collision identification.
4.2.4 Implementation Discussion
As previously mentioned in Section 3.1.1 on page 57, the heuristic multi-satellite reconfiguration 
model assumes a deterministic and distributed implementation. As such, each satellite must identify if 
there is a collision on Af -  1 trajectories for a formation of N  satellites. The distributed nature of 
analysis reduces the number of computations required, and provides computation time that grows
85
Chapter 4. Semi-Analvtic Collision Identification
linearly with respect to the number of satellites in the formation. Just like the traffic management 
problem, this form of distributed path-planning is only possible if all members follow the same rule- 
set. Implementation of deterministic avoidance rules is the subject of the next chapter.
4.2.5 Performance Testing
Testing of the semi-analytic collision identification scheme was completed on an Intel® Core™ Duo 
CPU E8400 at 3 GHz desktop computer. The collision finding algorithm was written as a C function 
and executed as part of a trajectory planning tool set. Timing results illustrate the average 
computation time to identify a collision per satellite trajectory. Performance results are based on 
simulations of Chapter 5, and the average CPU clock time provides the timing information from over 
26,000+ individual trajectories across the simulations. Implementation of this collision identification 
for multiple manoeuvring satellites using rectangular keep-out zones in natural motion takes an 
average of 0.20 ms with a standard deviation of 0.068 ms. This increases to 0.58 ms to implement, 
with ellipsoidal keep-out zones and the identification of minimum approach distance, due to the extra 
iterations involved. This result has a standard deviation of 0.072 ms. More detail concerning actual 
satellite representative hardware testing of these approaches is given in Chapter 7. These desktop- 
computer based tests provide a measure of performance but are not representative of actual 
performance on satellite hardware. Since collision avoidance is just one part of the planning process, 
performance assessments with other deterministic planning methods is saved for later when there is a 
more equitable comparison of approaches.
4.3 Passive-Safe Manoeuvring
The primary assumption for collision avoidance on an optimal trajectory assumes that satellites will 
manoeuvre on trajectories without deviation. In the event of a thruster failure or malfunction on the 
spacecraft, the satellite would deviate from the planned trajectory. Assuming the spacecraft can shut 
off all thrusting in the event of a system malfunction, that satellite becomes a natural motion obstacle 
to the formation. Ideally one would like to ensure that all manoeuvres are planned such that they are 
passively safe. This implies that a satellite will not collide with any other satellite in the event of a 
system malfunction throughout the planned manoeuvre. Because the semi-analytic method derived 
above only relies on iterations for zero crossing points, the approach is very quick and can be 
extended for rapid collision identification in the event of a failure.
Passive safe analysis assumes that a given reconfiguration trajectory is already found to be collision- 
free. Passive-safe trajectory analysis traditionally uses a time-step by time-step relative distance 
measure at each time increment for each possible departure trajectory [45, 166]. This introduces a 
double discretisation of the possible collision space: one discretisation along the original manoeuvring 
trajectory which provides possible departure points, and a longer discretisation of each departing
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natural motion path. This analysis can be very fast computationally when the duration of the analysis 
is very short or large time-steps are used. Breger, in his passive safe analysis, used a horizon of safety 
equal to one orbit after a failure, and developed a metric for the probability of a collision in the event 
of a failure during the manoeuvre (passive-safety metric) [45].
The semi-analytic collision identification process can also be applied to passive-safety analysis. By 
using the algorithms described in Section 4.2 and discretisation of the shorter manoeuvre trajectory 
for departure points, the discretisation of the longer departing trajectories can be eliminated. 
Additionally, the semi-analytic collision identification is valid for motion within the HCW frame 
regardless of how long it remains in the frame. So, the function is not limited to only giving a passive 
safety metric over some finite duration, like one period. The semi-analytic method is ideal for 
establishing collision likelihood for a long time in the future, but this approach is still limited by the 
fidelity the discretisation time-step size used on the manoeuvre trajectory. Equation (46) is the 
probability of a passive collision over a whole manoeuvre, and is found in [45]. PcoZ is the sum of the 
probabilities of failure at any time increment during a manoeuvre multiplied by the probability of a 
failure at that increment. Pfaiiure is the probability of departure from the manoeuvre trajectory at any 
increment, i.e. a thruster failure, and is given by: Pfaiiure = 1 /M, where M is the total number of 
discretisation time-step on the manoeuvre trajectory.
Pcol =  -  P fa iiu r e )  P fa iiu re  B  4^<
In Equation (46), 5  is a binary variable for the probability of a collision on the departure trajectory at 
increment i, and is directly found at any future time using the semi-analytic collision identification 
method. B = 1 if there is a collision on increment i, else B = 0. Figure 19 illustrates two in-plane 
optimal trajectories with identical boundary states of the reconfiguration example given in [128] and a 
slightly larger time of flight of 900 s. The larger time of flight was added to allow the trajectories to 
come close enough for a passive collision. The optimal trajectory on the right was discretised using a 
30 s time increment. The departure trajectories (solid lines) drawn emanate from the right manoeuvre 
trajectory towards a satellite also manoeuvring some distance away on the left trajectory. These lines 
are only drawn for the duration of the manoeuvre. Also the lighter lines connecting the departure 
trajectories represent all possible departure locations at each 30 s time increment. Only the 
intersections of points in this mesh represent the traditional analysis points using a double time-step 
analysis while the whole mesh represents the possible passive collision space during the manoeuvre 
time.
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Figure 19: Possible Collision Space for Departure Trajectories Considered in a Passive-Safe Analysis
U sing the sem i-analytic approach for collision identification on departure trajectories essentially 
increases the dim ensionality o f  passive collision space (safety is gauged now  on lines o f  trajectories 
instead o f  a set o f  grid points). This greater dim ensionality provides a m ore insightful understanding 
o f  the passive safe nature o f  trajectories. In the exam ple figure, there is a long stretch o f  the second 
satellite’s trajectory w hich passes through the grid and w ould not be identified as a possible collision 
using the traditional approach as the trajectory passes between grid points. The sem i-analytic 
approach also provides an understanding o f  long-term  collision risk at no additional com putation 
burden. Figure 20 presents the probability o f  passive collision, as a function o f the tim e o f  departure 
from  the m anoeuvre trajectory, over the course o f  the com plete reconfiguration exam ple shown in 
Figure 19. To generate a significant collision probability, large 50 m  spherical keep-out zones were 
included around each satellite. The total probability o f  a passive collision integrated over the 
m anoeuvre is listed on Figure 20.
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Figure 20: Instantaneous Probability of Collision over Time
In this example, the probability of a collision is high initially but drops to zero shortly after 200 s. The 
fidelity of the total probability of collision is dependent on the time-step discretisation used on the 
manoeuvre trajectory. Shorter time-steps provide a more accurate representation of safety-but also 
lead to a larger computational burden. Another example where this time-step discretisation can create 
inadvertent collision trajectories is found in Breger’s work exploring passive safe collision analysis 
using mixed-integer linear programming [45]. Figures 6  and 14, of reference [45], highlight a series of 
in-plane “safe” abort trajectories which are meant to avoid the drawn obstacle in the event of a failure 
during a rendezvous manoeuvre. It is apparent in the figure that the closest abort trajectory also clips 
the. edge of the obstacle between increment steps. Passive-safety analysis is presented here as avenue 
of improving the dimensionality of traditional approaches. While a passive-safety analysis provides 
additional collision information, it is presented here as a proof of concept. Incorporation of a passive 
safe analysis into the general heuristic approach for collision identification is not pursued further and 
is left for future work.
4.4 Reference Mission Applications
Section 4.3 demonstrated how the collision identification methods of Section 4.2 can be used to aid in 
the process of long-term passive-safe assessment of reconfiguration manoeuvres. Additionally, the 
semi-analytic collision identification approach can aid in a range of mission applications beyond 
formation reconfiguration including: the assessment of collision risk at GEO and the deployment of 
multiple small satellites. The direct application of collision identification at GEO shows how the 
algorithms can provide an assessment of collision risk for neighbouring GEO satellites not in a stable 
formation. Application to deployment of 50 small satellites as part of the QB50 mission, demonstrates
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algorithm utility in establishing deployment parameters for establishing a safe non-drifting relative 
formation.
4.4.1 Collision Identification for Galaxy-15
The collision identification approach was simulated for GEO satellites near the “zombie” satellite, 
Galaxy-15 (NORAD 28884). Galaxy-15 suffered a failure on 15 April 2010 and drifted 
uncontrollably through the GEO belt causing several satellites to proactively manoeuvre to avoid a 
collision [184]. While not a traditional formation, Galaxy-15’s drift orbit placed it near several other 
satellites which all share approximately the same orbit. The similar orbit allows the HCW equations to 
be used to describe the relative motion of the disparate set of satellites. Upon an analysis of existing 
GEO satellites within 581 km (maximum of 4 km vertical error in the HCW frame) of Galaxy 15 on 
13 July 2010, two satellites were found to be in the “local area” and possibly at risk of a collision: 
Ciel 2 (NORAD 33453) at 129 deg West, and Glaxay-13/Horizons-1 (NORAD 27954) at 127 deg 
West. The NORAD master satellite catalogue via the CelesTrak web interface was used for this 
analysis. Applying the semi-analytic collision identification approach on each of these satellites, no 
collision risks were found for an assumed 4 km diameter spherical keep-out zone about each satellite 
given the known vertical error from the HCW model. However, if a larger keep-out zone is assumed, 
8 km diameter sphere, a collision with Galaxy-13 was identified. The process took only milliseconds 
to run on a desktop computer, and would take slightly longer on actual satellite hardware. A relatively 
fast and efficient collision assessment, done autonomously on-board a satellite, provides valuable 
information for planning station-keeping manoeuvres or alerting ground controllers of possible risks. 
Shortly after this analysis, Galaxy-13 did in fact perform a series of manoeuvres to avoid collision and 
radio interference [185]. This serves as a real-world validation of the utility of the semi-analytic 
collision identification approach. While designed for formation reconfiguration planning, this brief 
application highlights both the applicability of this work for non-formation flying missions, and 
justification for moving some day-to-day ground operations planning to autonomous execution on a 
satellite.
4.4.2 Collision-free Formation Deployment for QB50
In addition to using collisions identification approaches for non-traditional formations, these 
approaches can be applied to other formation flying-like problems including formation establishment 
from deployment such as the joint ESA and NASA mission concept called QB50 [12, 186]. In this 
mission, 50 CubeSats are launched from a single non-manoeuvring launcher. The objective is the 
insertion of these satellites into a stable relative formation for in-situ temporal and spatial sensing in 
the lower thermosphere. Collision avoidance must be established at launch through a single AV. This 
mission desires a relatively tight formation with no relative drifting between elements so as to be
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close enough for inter-satellite communication. This section outlines the process of creating a 
collision-free stable formation upon deployment, which is also presented in ref [74].
CubeSats are assumed to be in an evenly distributed arrangement for deployment around the launch 
vehicle as illustrated in Figure 21. If the nose of the launch vehicle is pointed towards the y  axis and 
satellite will be deployed into the x - z plane of motion in a LVLH frame centred on the launcher. 
Using x - z  plane, the launch angle, <p, is measured from the (+) x  axis. A common perpendicular 
deployment velocity, AVS, from surface of the launcher is also assumed. This velocity would be 
imparted from a simple spring deployment mechanism. The deployment velocity components in the x  
- z  plane are found with Equation (47) for simple rotational motion. In (47), L is the launcher radius 
and e is its rotation rate about the y  axis.
AVX =  AVS cos((p ) -  eL sin(cp) |
AVZ =  AVS sin(cp) +  eL cos(cp) j
*
Figure 21: Example of 50 CubeSats Ready for Deployment in the QB50 Mission
Establishing a formation that is collision-free is essential to formation flying missions which do not 
have independent orbital manoeuvring capability. Collision identification approaches are used create a 
collision-free formation geometry by defining the minimum deployment velocity. Assuming the kick- 
off velocity, AV, is instantaneous from a rotating launcher, this AV must be added to the natural 
motion dynamics. Applying a AV term to each velocity component in (4), the phase-space initial 
states for natural motion with a kick-off AV are given in Equation (48), where AVy is assumed to be 
zero but shown here for completeness.
Pi0 = -3 n x 0 -  2(y0 +  AVyo) '
P20 =  x0 + AVXo I (48)
p3o = 2x0 + 2AVXo -  ny0 
p4o = 2nx0 + ÿo+  AVyo >
Inserting the expressions for p0, from (48), into (31) on page 78 illustrates that the desired separation
distance, py , is a function of the release height on the spinning launcher in the x  axis as defined by:
py = 1211X0 . py , defined along the y  axis, is the desired separation distance between satellites one
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orbital period apart from one another in formation. To avoid collision with the launcher after 
deployment, py must be greater than the launcher keep-out zone tolerance, Çy. Note that no relative
launch angle, as measured from the (+) x  axis, when released appropriate release height, x0, is 
reached assuming the deployment takes place from the surface of the launcher.
Since the desired height only occurs at a certain angle from the radial axis as defined by (49), 
following launches must also be at this angle. This drives a need for a spinning launcher during 
deployment about the y  axis. The desired rotation rate of the launcher is given in Equation (50) to 
place Nsat satellites per orbit into a formation within py of each other, where (J)Sat is the angular 
separation between consecutive satellites around the launcher.
To ensure safety after kick-off and to maintain the desired maximum separation between members
LVLH frame to one of the other satellites in the formation and using (30) to (32) with (48), an exact 
AVS can be found to ensure a minimum member-to-member relative-separation distance. Following 
this process one can deploy a series of satellites from a single launcher and a common AVS requiring 
only a constants. The stable orbit that results will appear to corkscrew about the ÿ  axis of the 
launcher while slowly drifting away forming a helix formation. The relative spacing of the satellites in 
the formation will be relatively constant. Executing this example for a QB50 like deployment, the 
resulting formation is depicted in Figure 22. The orbital path is drawn for the first set of satellites to 
illustrate the helix trajectory from the launcher’s origin.
Figure 22: In-plane Example of 50 CubeSats after Deployment in the QB50 Mission
Results of this example show that collision identification concepts can successfully applied to 
formation establishment. Formation are deployed free of collision with the launcher and in a manner 
in which the whole formation maintains a constant collision-free geometry.
4.5 Summary
This chapter has established a means to identify the safety of a formation prior to planning 
reconfigurations by exploiting decoupled relative motion and heuristic manoeuvring algorithms. 
Initially, this chapter defined keep-out zones for spacecraft in formation. With this framework, an
velocity in the y  axis is required for a safe release. Equation (49) is derived from solving for the
(49)
(50)
one orbital period apart from one another, the kick-off velocity must be: 0 < AVS < . Shifting the
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approach is developed to identify collisions in both natural motion and along optimal trajectories, as 
well as for the motion of multiple manoeuvring satellites. This approach only requires knowledge of 
the boundary constraints for manoeuvring satellites, and thus only needs to be completed once 
initially to determine collision-free motion throughout the manoeuvre and within the LVLH frame. 
Decoupling relative motion models allows for a semi-analytic collision identification process which 
increases the dimensionality of traditional discrete time approaches. This eliminates the threat of 
trajectories which inadvertently cross into keep-out zones between discrete analysis points, which has 
plagued traditional approaches. The distributed semi-analytic nature of this process allows for 
extremely fast implementation on-board a satellite. Speed improvements are gained over traditional 
approaches by only executing calculation-costly iterations near times when a collision is likely or has 
already been identified, and by exploiting a distributed analysis focusing on only collision threats 
facing the satellite performing the calculation. This approach reduces exponential growth to nearly 
linear growth in complexity as a function of the number of satellites. As illustrated, this is a novel 
approach to rapidly identify the exact time, state, and closest approach point using rectangular or 
ellipsoidal keep-out zones for multiple manoeuvring satellites. This process becomes the second 
segment of a multi-satellite collision-free reconfiguration planner, following the initial multi-satellite 
trajectory establishment. Additionally, this chapter also explored utility of semi-analytic collision 
identification beyond formation reconfiguration, and showed that it can be successfully applied to a 
range of applications including: increased dimensionality in passive-safety analysis, non-traditional 
formation collision identification, and collision-free formation deployment. This fast, semi-analytic 
collision-identification method is an invaluable next step towards autonomous collision-free path- 
planning on-board a satellite.
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Chapter 5.
5. Sequential Collision Avoidance
5.1 Approach Rationale
In review, distributed and deterministic path-planning is desired to realise autonomous on-board 
multi-satellite formation reconfiguration [47]. Centralised and team forms of path-planning require 
current knowledge and cross-communication with all satellites in the formation, and place a heavy 
computational burden on the planning satellite(s) [35, 178]. Nondeterministic methods may work but 
would require time-intensive calculations and inter-satellite communication in order to negotiate 
collision-free motion throughout the manoeuvre. This chapter completes the new distributed approach 
to deterministic collision-free path-planning for multi-satellite reconfiguration. Section 2.4.3 on page 
49 illustrated that traditional path-planning approaches are impractical for implementation on-board 
due to computational burden on the system, especially with large constellations. A heuristic 
reconfiguration model for individual satellite path-planning is applied to create an initial 
reconfiguration model for all the satellites in a formation. Collision identification, discussed in the 
last chapter, allows the avoidance problem to focus on anticipated collisions rather than exploring all 
possible interactions at each moment. This chapter exploits the heuristic phase-space motion model 
and the collision identification process to produce a collision avoidance strategy. By means of a 
deviation from the fuel-optimal reconfiguration, trajectories are sequentially shaped around multiple 
collision events. The resulting approach proves to be fully deterministic, distributable, 
computationally fast, and well suited for autonomous on-board implementation. This approach solves 
typical hurdles found when implementing traditional approaches such as the computation time being 
proportional to the number of satellites in a formation and a reliance on external COTS optimisation 
software.
5.2 Optimal Trajectory Deviation
Once a collision has been identified along an optimal trajectory, the exact time and state of the 
collision is forwarded to path-planning tools for trajectory shaping around the collision. In general, a 
fuel-optimal trajectory is shaped by finding the least cost deviation from the original trajectory which 
allows for motion around an obstacle at the point of closest approach to that obstacle. Applying this 
definition allows a satellite, within its keep-out zone, to follow a shaped path which circumvents the
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keep-out zone of the other satellite. The optimal trajectory deviation problem is illustrated in Figure 
23 for the deviation of an optimal trajectory around a representative obstacle. Shaping is 
accomplished by breaking up the current trajectory into two unique boundary-value problems; a 
trajectory segment from tj to Y where the terminal state is deviated, and a segment from Y to t2 where 
the initial state is deviated. Here Y represents the time of closest approach to the obstacle after the 
initial collision. In this manner, the problem is similar to linear reactive collision avoidance schemes 
of nondeterministic approaches [21, 41] which follow “steering behaviours” for “unaligned collision 
avoidance” similar to autonomous agents or characters in video games [187]. Unlike these steering 
behaviours, the approach developed in this chapter is not reactive and allows for an optimal deviation 
from the trajectory within the desired time of flight. The approach accomplishes this by identifying 
deviations which exploit natural motion dynamics, and by deterministically forecasting all required 
manoeuvres. Because the approach is deterministic it can be replicated for simultaneous planning on 
all satellites in a formation.
Optimal Path
f  Segment 2 of the  
r deviated path from Y 
(initial deviation)
Obstacle at t  = Y
yt** Deviation a t t  = Y
*  Segment 2 of the 
deviated path to  Y 
(final deviation)
Figure 23: Optimal Path Deviation
The deviation costs for moving a boundary condition of an optimal path at Y are found by taking the 
variation of: J  = ■ 7C, given earlier in (10), with respect to either the initial or terminal boundary
constraint. Equation (51) represents the cost variation to a change in the boundary conditions and 
Lagrange parameters. For the second segment, from Y to t2, %(Y) is represented by 3C(Y) = 
fret(t2) -  ^>HCw(y to t2)frez(Y). Likewise, for the first segment, from to Y, X(Y) is represented 
by 7C(Y) = rreZ(Y) -  **cw (ti to Y ) f ^ ( t J .
SJ(Y) = i ( 6 X(Y) -^(Y ) + X(Y) ■ 07C(Y)) (51)
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The variation in the Lagrange multipliers at Y, ÔÀ(Y), from (51) is found by taking the variation of 
Equations (11) and (12), also on page 43, with respect to the boundary constraints for in-plane and 
out-of-plane motion respectively. Equations (52) and (53) are the generic expressions for a variation 
in the boundary constraints, given also given earlier in (21) and (22) in Section 3.2.1, on page 60, but 
repeated for clarity. Note the inverse for (53) has already been performed.
to 400 — n
(3/2
1 Kf- +ï f+)
'2X2
'2X2
8
3P
5A5)6 (Y) = 2n
1 -  cos((3)
(3 + sin(P)
1 -  co s(P )
p -  sin (P )J
^ 5 ,6 0 0
- 1
6%Tito400 (52)
(53)
In general terms, (52) and (53) are the resulting variation in Lagrange multipliers at Y, ÔÀ(Y) for in­
plane and out-of-plane motion respectively as a function of a variation in the boundary constraint 
vector at Y, 6%(Y). The constant matrices multiplying 6%(Y) in either (52) or (53) can be 
represented respectively by J 7. In general terms, (51) can be expressed as Equation (54), where the 
relationship between X and %  is genetically: X = T K  and T  = T t .
5J(Y) = U 8 K t (Y )T K (Y )  +  T0Ct (Y)80C(Y)) (54)
Again using the expression X = T3C, (54), and by extension both (52) for in-plane motion and (53) 
for out-of-plane motion, nicely simplify to Equation (55).
8000 = A(Y) ■ 8X00 (55)
This powerful expression illustrates that the cost variation, ÔJ, is really only a function of the 
variation in the boundary constraints. Additionally, ÔJ is a product of the amount to which the 
variation of the boundary constraint lies along the primer vector.
Since cost is directly a function of SJC(Y), this variation must be explored in depth with regards to 
which boundary is being varied. The variation in the boundary constraint vector at Y, 8 X 0 0 ’ is same 
as the variation presented in Section 3.2.1 on page 59. Equations (19) and (20), on page 59, represent 
an initial state variation, ôfreZ(Y), in the boundary constraints. Note, this expression was derived from 
the variation of Equation (27) of Ref [51] for decoupled motion and Equation (13) of Ref [128] for 
out-of-plane motion. A brief summary of this derivation is presented again here for completeness.
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From Equation (27) of Ref [51] for in-plane motion: M7C'l t 0 4 (t2) = to 4 (^2 )■> where 7C'l t o 4  = 
[X2 %3 X 4 and 1^  t0 4 = [I2 I3 I4 Ii]r  are the resorted boundary constraint vectors
and integrated thrust vectors respectively. The transfer time Y to t2 of the second trajectory segment is 
genetically used here and can be replaced with t± to Y without loss of generality. ï( t2) from phase- 
space is related to the relative states by: T(t) = C(5,rreZlto4 (t2) -  T  <E>//cw(Y to t2)freilto 4 C0)- 
Combining these expressions produces Equation (56), where (3 = n x ,n  is the mean motion, t  is the 
transfer time, T  is from (5) page 33,
M = 2x 2 * s i n  ( I )  0 2x2
0 2x2 2^x2
, c =
_ 2 0  
0  2
'2 x 2
'2 x 2
i  p
0 0 0 1-j
,N = 1
0
0
1
0
0
0
0
0 0 1 0 -
and V  =
c°s(f)
-s m (f )
sin
cos
©
©
'2 x 2
'2 x 2
" f  1
0 1 J
to 4 (t2) = NM- 1 V C ^rreil t0 4 (t2) -  N M -^ C P  VHcwWrreh to 4 OO (56)
Note that in (56) X* is resorted back to X  by multiplying by N. Given the boundary transfer time, a 
variation in X  is only a function of the variation in freZl t0  4 since all the other matrices are constant. 
Hence a variation in the initial boundary condition of (56), for the second segment from Y to t2, is 
given in Equation (57), which is the same as that presented in (19).
6jCl t o 4 (Y) =  -N M -K P C P  < I W « 6 f « , l t o 4 CY) (57)
In addition, it follows that a variation in the terminal boundary condition of (56), for the first segment 
from to Y, is given by Equation (58).
6% i 4 (Y) =  N M -lV C P S fr e i i  t0 4C 0  (58 )
Similarly for out-of-plane motion, Equation (13) of Ref [128] provides a direct relation between 
boundary conditions and the out-of-plane states as illustrated in Equation (59) for the second 
trajectory segment, where B+ = t t /2  ± (3/2, /? = nx, n is the mean motion, and x is the transfer time.
sin (0 # 5 ,6 0 0  = ■ c o s (B _ ) s in (B _ ) l  r n z (t2) co s (B + ) s in (B +) l rnz(Y)'-  s in (B _ ) cos(B _)J  L z ( t 2) . -  s in (B + ) cos(B +)J L z(Y ) (59)
A variation in the initial boundary condition of (59), for the second segment from Y to t2, is given in 
Equation (60), which is the same as that presented in (20).
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xnr n n =  ~ 1 [ C0S(B+) sin(B+)l \nz00 
’ sin ( f )  I "  sm(B+) cos(B+)J I i ( Y )  J (60)
In addition, it follows that a variation in the terminal boundary condition of (59), for the first segment 
from t± to Y, is given by Equation (61).
_  1 f co s(B + ) s in (B +) l  rnz(Y)"
sin  ( I )  I "  s in (B +)  c o s (B +)J I z (Y ) J (61)
With expressions for the variation in 8K(Y) as a function of the initial or final boundary constraints, 
the resulting cost variation can be developed. Using (55), the cost variation for an initial state 
variation, is found by substituting (57) and (60) in for 6 %(Y). The resulting expressions for initial 
state variation, ôfreZ(Y), are given in Equations (62) and (63) for in-plane and out-of-plane motion 
respectively.
SJytot, = HCW
%6x(Y)
6x(Y )
n ôy(Y )
L 6y(Y )J
=  À,
=  T
5,6
cot
rnSz(Y) 
l  ôz(Y ) J
(62)
(63)
Equations (62) and (63) represent the cost variation for the second segment of the shaped trajectory 
taking the satellite from some initially deviated waypoint at Y to the desired final location at t2. 
Likewise, the cost variation with respect to a final state variation, is found analytically by substituting 
(21) and (22) for SÀ(Y), and by substituting (19) and (20) in for 8X(Y). The resulting expressions for 
final state variation, 6 rreZ(Y), are given in Equations (64) and (65) for in-plane and out-of-plane 
motion respectively.
6J t l «oY = Xl t 0 4 'NM- 1¥CJ>
nôx(Y )
6x(Y )
nSy(Y )
L 6 y (Y )J
cot ©
- ©
n ôz(Y )
6±(Y )J
(64)
(65)
Equations (64) and (65) are the cost variations for the first segment of the shaped trajectory taking the 
satellite from some initial state at tj to the deviated waypoint at Y. Equations (62) to (65) each express 
the first-order cost deviation to an optimal path resulting from an initial or final state variation for 
both in-plane and out-of-plane motion. Clearly, the deviation in cost, ÔJ, is a function of the dot
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product of the primer vector, XT, and the pseudo state deviation (the initial or final state deviation 
pre-multiplied by the transformation matrices). A pseudo primer vector, Xr x t0 4 is created by 
multiplying X l t 0  4TN = XJ^  t0 4. By absorbing the resorting matrix N, the first two elements of Xr 
can be broken up from the last two elements for direct comparison with decoupled phase-space 
elements produced by the remaining right hand-sides of (62) and (64). This process has reduced a six­
dimensional deviation problem into three problems with two-dimensions expressed in phase-space. 
Each two-dimensional expression is the dot product between a rearranged primer vector and a state 
deviation in phase-space.
By selecting a state deviation which forces the phase-space state deviation to be perpendicular to the 
pseudo primer vector, the first order cost deviation is reduced to zero. The phase-space decoupling 
significantly aids in the determination of a perpendicular deviation direction for in-plane motion. 
Phase-space decoupling of in-plane motion within (62) and (64) allows for a unique solution to the 
deviation needed in each state which eliminates cost in each phase-space component. The decoupled 
nature allows the first two components of the phase-space state deviation to be separated from the 
final two components. Decoupling in (62) and (64) is apparent as V, C, M-1, and are each
block diagonal matrices. Note the optimal deviation direction, D, for any two-component vector, 
X £  = [ A y  A k ]  is given by: DT =  [ A &  — A y ] .  Once the decoupled equations provide unique deviation
solutions, in-plane state deviations are recombined with the solutions from out-of-plane motion to 
form the optimal six-dimensional deviation vector. In this manner, phase-space decoupling allows for 
a novel approach to optimal deviation for any manoeuvring trajectory.
Once a terminal state deviation direction for segment 1, Dti toY, and an initial state deviation 
direction for segment 2, DYto t2 , are identified, the optimal trajectory must be joined together at Y. 
Deviation directions may not be collinear, but they will lie close to one another. This is because both 
deviations are derived from the same point along the trajectory. A single deviation direction is 
selected from the two directions to allow first segment of the trajectory to smoothly join the second 
segment of the trajectory at Y. Since the selected deviation direction may not lie along the optimal 
deviation direction for one or both segments; there will be an associated cost increase. The deviation 
direction is selected from the segment with the longest transfer time. The longer segment time means 
that that associated additional costs will accumulate over a greater period. In this way, the final 
deviation direction selected should favour the segment with the longest transfer time to minimise the 
total cost. Exploring the effect of the selecting the largest deviation on cost in more detail, Figure 25 
illustrates the additional transfer cost associated with selecting the deviation of one segment over 
another, or picking some average in between. This figure illustrates the additional cost as a function of 
both when the deviation takes place (given in percentage of the total transfer time), and amount of 
second segment deviation (an initial state deviation) used in a weighted average deviation direction
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scheme (given in percentage weighting). In this way, a 100% weighting is the same as selecting only 
D y to t2 as the deviation direction; anywhere between 1% to 99% means using a weighted average 
direction; and 0% means using only Dtl t0 Y as the deviation direction. The weighted average 
deviation direction for analysis is given in Equation (6 6 ).
BY = Dy,o t2 B r + B t i toY! 5 b  (66)
x  10
0.8
= 0.4.
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Figure 24: Surface plot of Additional Cost Deviation as a Function of Avoidance Time and the Deviation
Weighting
In Figure 25, the range of transfer time for when a deviation takes place was limited to 20% to 80% to 
show stricter throughout the manoeuvre. At the extremities of the range the additional costs increase 
greatly following the same profile. From this surface plot it can be seen that the least additional cost is 
obtained by using the deviation direction of the segment with the longer transfer time to or from the 
deviation. Additional cost is further minimised when the deviation is near the mid-point of the 
trajectory. The trajectory optimal trajectory used in this example is the same as the reconfiguration 
example given in [128].
A deviation vector provides an optimal deviation direction at Y but not necessarily the needed 
magnitude of deviation since no keep-out information is incorporated in the selection of the deviation 
direction. To handle this problem, the magnitude of the deviation is iteratively increased until the 
keep-out zones no longer intersect throughout both segments of the new trajectory. Both positive and 
negative magnitudes are considered along the identified deviation direction. This problem of 
magnitude selection is illustrated in Figure 25 where an optimal deviation direction is selected and
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extended for avoidance around a rectangular keep-out zone from  the deviation directions for each 
segment. In this figure, the separation o f  the initial deviation directions is greatly exaggerated for the 
illustration. Also, the first m agnitude iteration m isses the keep-out zone at Y but the trajectory 
intersects the com er o f  the keep-out zone at an earlier time. The second iteration is a collision-free 
deviation, only ju st m issing the com er o f  the obstacle.
/  /
Deviation from  
Second Segm ent at Y
D eviated paths from Y  
(1st and 2nd Iter.)
t = Y
Deviation from  
First Segm ent at Y
Combined Deviation  
Direction at Y
D eviated paths to  Y  
(1st and 2 nd Iter.)
Figure 25: Example Deviation Selection via Iteration
In m ulti-satellite reconfiguration m anoeuvres, the distributed avoidance planning means that satellites 
m ust all follow  the same rules to cooperatively orchestrate a formation w ide collision-free 
reconfiguration. For cooperative de-confliction o f  trajectories between two m anoeuvring objects, the 
original m otion along the two trajectories m ust also be considered when selecting the direction each 
satellite w ill use to avoid the other. A  sim ple determ inistic process is developed to ensure predictable 
and repeatable behaviours as observed by each satellite. The m agnitude o f  deviation is selected such 
that each o f  the satellites efficiently m oves away from  one another. The rules also dictate if  the 
m agnitude o f  deviation is to be positive or negative for each satellite and iterated upon. The geom etry 
o f  a collision for two m anoeuvring satellites is illustrated in Figure 26.
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*+D+D
Figure 26: Simultaneous Manoeuvre Geometry
Here p12 is the vector difference of positions of satellites Xi and X2 at the time of minimum approach. 
The angle between p12 and the positive deviation direction of the first satellite, +£>!, will be referred 
to as bi and the angle between p12 and the positive deviation direction of the second satellite, +D2, 
will be referred to as b2. The (+) and (-) directions are only given here as an example. The relative 
velocity vectors for each satellite, f i  and r 2 , are given in the figure. If the angle between r 1 and r 2, 
known as b3, is less than tt/2  radians, the satellites are moving towards one another. Table 2 
describes the conditions for selecting the deviation direction sign for each satellite to ensure 
cooperative de-confliction with minimal fuel usage. Each satellite trajectory is deviated along D± and 
D2 with the appropriate sign and scaled until the trajectories avoid one another. The deviation rules 
are common to any combination of satellites performing trajectory shaping. This process provides for 
a collision-avoidance solution which is repeatable and deterministic between any two satellites.
Table 2: Deviation Selection Criteria for Cooperative De-confliction
Angle b3 Angle From +D1 71&lor2 >  2 ' n &lor2 ^  2
b3 < tt/2
h +Di -Di
b2 +D2 -d 2
b3 > n /2
h -5 i +Dt
b2 +d 2 +D2
The time to converge to a viable deviation state is directly dependent on the size of the keep-out zone 
being avoided and the magnitude of the deviation step size (smaller step sizes allow for the least 
additional fuel usage by minimising the miss distance at the expense of increased computation time). 
A deviation step size proportional to the size of the obstacle generally leads to a uniform convergence 
for all obstacle sizes. Collision identification checks ensure that the motion along each of the deviated 
trajectory elements is collision-free. This process produces an optimally deviated trajectory around
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obstacles along an optimal reconfiguration path. The next section discusses the optimality of the 
solution and results of analysis of the optimality.
5.2.1 Avoidance Sharing
The magnitude of each deviation attempt during a trajectory shaping iteration can be scaled according 
to a predetermined weighting. This weighing allows satellites the flexibility to manage their 
cooperative deviation to allow for preferences in fuel conservation, payload priority, etc. By assigning 
a weighting value to the reconfiguration seed, as discussed in Section 3.1 starting on page 56, conflict 
resolution is cooperatively determined based on relative seed preference. For example, a satellite with 
a top seed weighting preference would have priority based on limited fuel reserves or mission needs. 
In this case, any satellite with a lesser seed weighting would be required to perform the larger share, 
or all, of the deviation when avoiding the collision. For this research, a seed was given to all satellites 
ranging from 0 to 1 and various seed combinations are explored. If satellites on a collision course 
have the same seed level, i.e. 0 .2  and 0 .2 , then they will equally share the manoeuvring duty by 
scaling their deviation magnitudes equally.
Fuel Equalisation Strategy through Avoidance Sharing
Each time the command for a reconfiguration is given to a formation, or generated due to an on orbit 
event, a new set of seed data must be transmitted to the satellites of the constellation. One advantage 
to the common use of seed information across all satellites is that reconfiguration manoeuvres can be 
accomplished to help equalise the fuel usage across the formation. One strategy for implementing 
fuel equalisation would be to adjust the seed weightings between manoeuvres. Seed weightings adjust 
the behaviour for each satellite, and in turn allow for formation level behavioural changes during each 
manoeuvre. Thus satellites which are low on fuel can be given a higher seed weighting, thus making 
them obstinate against large manoeuvres when avoiding vehicles with fuel to spare. Likewise new 
members to a formation can be given a low seed weighting since they may have fuel to spare. This 
approach is similar to a stigmergy approach for independently accomplishing a common objective, in 
this case fuel balancing [47]. The detailed use of stigmergy to balance fuel usage across a formation 
over several manoeuvres is beyond the scope of the thesis objectives and is left as an avenue for 
future research.
5.2.2 Optimality of Deviation
The approach to deviating from a fuel-optimal trajectory is derived using calculus of variations. 
Minimising the first order variation of the boundary conditions on either side of collision creates an 
optimal deviation direction. Combining two deviation directions, to ensure a smoothly joined 
trajectory, each new deviation may no longer be the minimum cost deviation for either section. This 
trajectory shaping approach for collision avoidance assumes: a satellite starts initially on a deviated
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trajectory, aims for the desired deviation waypoint which has been scaled to just miss the other keep- 
out zone, and after departing from the waypoint follows a trajectory back to the desired final state 
arriving at the desired time. This section tests the fuel optimality of this assumption for a trajectory 
deviation around a collision. Note that the scope of this analysis is limited by the assumption made in 
Chapter 1 in that all reconfigurations must be completed at a specific time to meet mission needs. In 
this manner, a change to the final time of arrival is not considered. However staying true to the two- 
point boundary-value problem, there are four alternative avoidance strategies one could implement to 
deviate from an optimal trajectory for collision avoidance. These are:
1) Aiming for any other point, in six-dimensions, on the keep-out zone surrounding the obstacle, 
i.e. picking another deviation direction.
2) Delaying a manoeuvre by drifting to a collision-free trajectory or vice versa performing a 
collision-free manoeuvre which drifts into the correct final position at the final time.
3) Delay departure until a later point along the original trajectory, or aim for a return to the 
original trajectory sooner than at the terminal state, or both delay the departure and arrive 
back on the original trajectory early.
4) Extend the magnitude of the deviation well past “just missing” the obstacle, as second order 
cost variations are not accounted for in the original deviation choice.
These four approaches are illustrated for an in-plane manoeuvre in Figure 27, where the original 
trajectory (solid line) passes through the obstacle (dotted circle). Two alternative trajectories are 
shown as dashed lines for each approach, and the numbering is the same as outline above. For the 
original trajectory shaping approach to be considered optimal none of the alternative approaches 
should provide a lower additional fuel cost to avoid the same collision. This section proves by 
numerical analysis that the original deviation approach is in fact the deviation for minimum cost 
avoidance during a reconfiguration manoeuvre. Analysis of each deviation strategy is handled in-tum.
K ey
Original Trajectory
  Drift Segment
•••••  Obstacle 
 Alternative Trajectory
Figure 27: Four Alternative Approaches to Collision Avoidance
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As a precursor to this analysis, it should be noted that the fuel-optimal reconfiguration trajectory from 
Chapter 1 is the lowest cost path meeting the two-point boundary-value problem conditions. Because 
the system dynamics are linearized, there are no sinks or sources that would cause the neighbouring 
trajectories to deviate erratically or chaotically from this initial trajectory. Closely neighbouring 
trajectories will follow nearly the same path as the prime trajectory and also be nearly optimal in fuel 
costs. Figure 28 demonstrates that neighbouring cross-track trajectories lie close to one another given 
a slightly deviated initial or final boundary condition. The original trajectory lies in the middle where 
the trajectories change shading, starting at 5 m and ending at -5 m in both cases. While it was shown 
earlier that a small initial deviation in boundary conditions can grow rapidly over a reconfiguration, 
this figure shows that even deviated paths will still follow nearly the same path as the original 
trajectory.
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Figure 28: Collection of Neighbouring Cross-Track Trajectories with Deviated Boundary Positions
Returning to the optimality testing of alternative trajectory shaping strategies, the example 
reconfiguration used for analysis in this section follows the reconfiguration conditions of the example 
outlined in [128]. In the noted reference, this example moves satellites from points in initial closed 
relative motion orbits to mirrored points across the horizontal axis in the same time. This mimics a 
manoeuvre where satellites may have to change the relative baseline configuration within a formation. 
Since the satellites are in identically mirrored orbits, only one was used for this analysis. An artificial 
5 m radius spherical keep-out zone was applied directly on the mid-point of the trajectory. A collision 
is created in a similar fashion to earlier passive-safe analysis, by adjusting the time of flight of the 
satellites to 1279 s, which allows the fuel-optimal trajectories to collide at the origin.
Alternative Strategy 1 - The first alternative deviation strategy, from Figure 27, tests the assumption 
whether the combined deviation direction generated earlier is the lowest cost deviation for the whole 
trajectory. Scharf et. al. tackle this same issue for reactive avoidance through a parametric analysis of 
points on the surface of the keep-out zone [41]. Similar to [41], using the points on spherical keep-
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out zone around an obstacle will provide a perspective on the costs of various distance and velocity 
aim-points. Figure 29 illustrates the additional costs per phase-space deviation direction in terms of 
out-of-plane position and velocity. The lowest cost deviation directions are highlighted on the phase- 
space plane on the figure at the lowest cost points. In phase-space it is clear to see that there is a 
distinct direction to minimise the cost deviation. Testing a fine grid of 2,004,002 vertices of a, 6 - 
dimensional 1,0 0 0 -faced, bounding sphere surrounding an obstacle, produced no lower cost deviation 
direction. As expected, the originally derived minimum solution from phase-space produces the 
minimum cost deviation because a direction is chosen from (62) and (64) on page 99 to be 
perpendicular to the primer vector resulting in zero first-order cost.
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Figure 29: Additional Cost as a Function of Cross-Track Deviation in Phase-Space
Alternative Strategy 2 - The second alternative deviation strategy, from Figure 27, tests the 
assumption that departing immediately on a new trajectory to a waypoint near the closest approach to 
the other obstacle and then back to the terminal point is in fact the lowest cost approach. Since drifting 
in natural motion is free of any fuel costs, potentially a satellite could drift from an initial starting 
point to a point where the lowest cost trajectory is collision-free. Vice versa a satellite could also 
depart on a collision-free trajectory and arrive at a position in which a free drift would align with the 
desired terminal conditions at the final time. Note that the two-point boundary-value problem 
conditions are preserved in both scenarios. However, by allowing a drift on either end one is creating 
another two-point boundary-value problem inside of the other’s constraints. Thus the new solution 
requires a manoeuvre in a shorter amount of time, which traditionally leads to higher fuel
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consumption. To fully test this strategy, both the late departure and early arrival scenarios were tested 
by extending the drift time on either end of the boundary states over one second increments up to the 
total allowable flight time. The additional costs for a late departure or an early arrival are given in the 
semi-log plots of Figure 30 for a) a late departure and b) an early arrival. Note that trajectories with a 
delay time of less than around 200 s were not collision-free. While the additional costs are low 
initially, they never become negative in either case.
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Figure 30: Additional Manoeuvre Cost for a) Late Departure and b) Early Arrival
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All the collision-free trajectory alternatives are illustrated in Figure 31 in the LVLH frame for both a) 
the late departures and b) the early arrivals. The original trajectory which collides with an obstacle is 
also drawn in the figure for comparison. In the figure, the spherical keep-out zone appears to be 
elongated due to the scaling of the out-of-plane axis, and the sheer number of alternative trajectories 
gives the appearance of a solid manifold. In these figures it is apparent that the longer you wait to 
perform a manoeuvre the straighter the reconfiguration trajectory becomes.
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Figure 31: Collection of Collision-Free Trajectories for a) Late Departures and b) Early Arrivals
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Alternative Strategy 3 - The third alternative deviation strategy, from Figure 27, also tests the 
original strategy’s assumption of an immediate departure on to a deviated trajectory and a return back 
to the original trajectory only at the terminal point. In this case, the departure time from, or arrival 
time back to, the original optimal trajectory is considered. This is different from the previous 
alternative strategy in that the original trajectory is maintained until some departure time or return 
time. This is similar to what would happen in a steering strategy approach with a finite look-ahead 
time [21, 41, 187]. In such steering strategies, a controller is used to reactively avoid collisions on the 
original path rather than a following deviated path-plan. Note again that this problem generates 
another imbedded two-point boundary-value problem for a collision avoidance manoeuvre in some 
time less than the total flight time available. The additional manoeuvre cost for a range of deviation 
points initially, up to the time of a collision, and back to the optimal trajectory at the terminal point is 
given in Figure 32. Results again show no negative costs illustrating that the initial departure to the 
terminal point is the lowest cost collision avoidance strategy. The results for an initial departure to 
some point on the original trajectory after the collision exactly mirror the results in Figure 32. These 
results illustrate that reactive collision avoidance manoeuvring is not as cost effective as pre-planned 
trajectory shaping around collisions. The results from combining both a departure at some time on the 
original trajectory back to another point on the trajectory at a later time, creates nearly double the 
manoeuvre costs given in Figure 32. Note, the notch in these results at around 170 s is a result of the 
algorithm selecting the opposite deviation direction around the obstacle to minimise cost.
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Figure 32: Additional Cost for a Later Departure from the Optimal Path
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Alternative Strategy 4 - The fourth and final alternative deviation strategy, from Figure 27, tests the 
assumption that the smallest deviation allowing for a collision-free orbit is the lowest cost solution. 
The alternative theory suggests that since second order costs are not accounted for with the deviation 
direction selected, a large scale deviation may exploit second order effects to reduce the overall 
transfer costs. It should be noted that this theory requires that the avoidance waypoint be extended 
some distance from the original path. Intuitively, the larger length of travel implies a larger transfer 
cost. To test this strategy, the deviation direction was multiplied by a range of scale factors producing 
a set of waypoints with zero first order costs. Figure 33 illustrates the additional transfer cost of 
trajectories as a function of the scale factor used to produce the deviation. The gap near the minimum 
of the results is where deviations do not provide enough displacement to generate collision-free 
trajectories. It is apparent from these results that second order costs increase geometrically from the 
minimum cost with an increase in deviation magnitude. The collection of collision-free trajectories is 
displayed in Figure 34. The gap in this collection of trajectories, on either side of the original 
trajectory, is from the absence of trajectories which collide with the obstacle.
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Figure 33: Additional Cost from Second Order Effects per Increase in Deviation Scale Factor
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R adial (X)(m) in Track (Y)(m)
Figure 34: Large Selection of Deviated Trajectories around a Collision
This section has highlighted four alternative approaches to deviating around a collision from  the 
m inim um  deviation direction found earlier in Section 5.1. Testing each theory against a representative 
reconfiguration exam ple shows that the original deviation strategy, using the m inim um  deviation 
direction, provides the low est cost avoidance approach for a tw o-point boundary-value problem.
5.3 M ultiple Spacecraft Avoidance
An im portant area o f  interest for form ation reconfiguration involves the collision identification and 
m anoeuvring in the presence o f  other m anoeuvring spacecraft. This is a vital requirem ent for rapid 
distributed planning that is needed for a form ation scatter or re-gather m anoeuvre [5]. It is assumed 
here that each o f  the spacecraft in the form ation utilises the same distributed path-planning software. 
Thus each satellite w ill follow  optim al paths, identify collisions in the same m anner and generate the 
least cost collision avoidance path. Several authors have noted that the possibility o f  colliding with 
another satellite during a m ulti-satellite reconfiguration is small and m ultiple collisions are even less 
likely [38, 45, 136, 148, 188]. Scharf observes through sim ulations that the probability o f  a collision 
for form ation reconfiguration is exceedingly small [41]. He finds that there are 226 out o f 722,000 
trajectories com binations, roughly (226/722k) — 0.031% , get w ithin 100 m  o f each other. In this 
exam ple, each satellite o f  the 20 satellites in the 4 km x 2 km safety ellipse sim ultaneously 
reconfigured to the position o f  another satellite in that formation. Even satellites in close form ation 
are surrounded by vast em pty space and traditional reconfiguration m anoeuvres m ay never actually 
interact w ith many or even a few o f  the other satellites in the formation. Despite the low probability o f 
m ultiple collisions on a single trajectory, the developm ent o f  an autonom ous path-planner m ust be
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able to avoid any number of collisions along a path. This section illustrates a deterministic method 
for pareto-optimal planning by using rule-based multi-satellite collision avoidance. Rather than 
finding the globally optimal multi-satellite avoidance trajectory which can be computationally 
expensive, an efficient pareto-optimal solution is obtained from sequentially built piece-wise-optimal 
trajectory segments [179].
5.3.1 Sequential Avoidance Approach
As noted in other methods of deterministic path-planning [36-39], a problem’s computational burden 
increases exponentially with the number of satellites in the formation. This is due to the NP-complete 
nature of the problem arising from the total number of possible satellite interactions [40]. This 
approach focuses only on the few identified collisions along any optimal trajectory as stated earlier, 
rather than solving for all possible combinations of satellite interactions. Each collision for a 
particular trajectory is handled in a sequential, first-come first-avoided, manner similar to a greedy 
algorithm [189]. Once the first segment of the optimal deviation is calculated around an obstacle as 
described in the previous section, the algorithm calculates a further deviation in the second segment 
needed to avoid the next subsequent collision event. In this manner, the second segment of each 
avoidance trajectory is split into two further segments around subsequent collisions until the final 
segment is collision-free. This one-collision-at-a-time horizon allows for a piece-wise optimal, pareto- 
optimal, solution with guaranteed convergence. Following this scheme, global optimality is traded for 
computational efficiency by not optimising for all the other possible interactions with trajectories and 
interactions, most of which pose no threat. This sequential greedy approach to path-planning is 
accomplished in advance of a manoeuvre. The complete multi-satellite avoidance trajectory is 
comprised of the initial and final states as well as all of the way-point states and times. Before any 
manoeuvre the new trajectories can be retransmitted to the formation for additional avoidance of any 
secondary collisions as a result of the deviated trajectories. The new guidance plan also can be 
communicated to satellites in the formation during the manoeuvre if needed to allow for any on-the- 
fly re-planning in the event of any satellite failures. Because of the deterministic nature of this 
scheme, only small a list of waypoints and their associated times is needed to completely recreate the 
collision-free trajectory. The combination of sequential avoidance with semi-analytic collision 
identification forms the basis of a novel deterministic multi-satellite collision-free path-planning 
approach.
5.3.2 Passive-Safe Implementation
The passive-safe collision identification method outlined in Section 4.3, starting on page 86, can also 
be applied to the decision criteria for multi-satellite avoidance manoeuvres. The approach to 
identifying whether a trajectory is passive-safe, or is below some minimum collision-probability 
threshold, is easily applied to each of the sequential trajectory segments in avoidance planning.
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Restricting path-planning solutions to be completely passive-safe will often result in solutions with 
extremely deviated trajectories. This is due to the inherent nature of satellites on originally colliding
that the most productive use of this analysis is identifying the probability of collision as a safety 
metric. If conditions permit, the entire reconfiguration manoeuvre could be aborted if the metric is 
higher than some minimum threshold. New boundary constraints, like the destination states or time, 
can then be requested and a more passively-safe manoeuvre executed.
5.4 Performance Testing
This section outlines a set of collision avoidance example problems which evaluate the utility and 
viability of the semi-analytic collision avoidance planning for on-board implementation. Since the 
approach is run in a distributed fashion on each spacecraft in a constellation, examples with more 
satellites are not necessarily harder problems for any one satellite to compute. Problems which stress 
the magnitude of deviation and number of collisions circumvented per trajectory are of key 
importance. A few typical and stressing formation manoeuvres are considered here. These are not 
comprehensive of all possible formation reconfigurations, but provide a framework for evaluating the 
utility of this approach. The example reconfigurations considered here are designed to stress 
computational burden based on traditional metrics such as: the number of satellites and the number of 
collisions. Additionally, ellipsoidal keep-out zones are used throughout testing as they provide a 
conservative estimate of computation time since they require at least two Newton’s Method iterations 
per collision. These tests also explore the impact of second order costs added to the system while 
performing pareto-optimal manoeuvres. The trajectory planning metrics considered are the 
computation time and the total velocity change needed, (AP). Additionally, the total memory usage 
provides an understanding of the impact to on-board implementation. Fuel optimal trajectories 
without any collision avoidance are used to denote the minimum possible AF required.
Identical to testing performed in Section 4.2.5 on page 86, results of the semi-analytic sequential 
avoidance scheme were completed on an Intel® Core™ Duo CPU E8400 at 3 GHz desktop computer. 
The algorithms were written and executed in C. Equation (67) gives the total AV as calculated from 
the total optimal thrust accelerations, T(t)), and the time-of-flight, (r), for any manoeuvre based 
on an equivalent uniform thrust.
Algorithm timing was found using the average CPU clock time for multiple runs. Only slight 
randomness is introduced into the clock timing results due to background applications sharing
trajectories colliding again in the event of a failure on one or both of the spacecraft. The author found
T
(67)
t=o
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processor resources. A dedicated processor would produce repeatable timing solutions. Computation 
time and AV metrics are used to generate several tables of results for comparison. Note from the last 
chapter, that the collision identification piece by itself takes a maximum 0.58 ms to complete using 
ellipsoidal keep-out zones. This collision identification time is included as part of the total avoidance 
planning results. The total static memory required for the multi-satellite path-planning algorithm is
178.8 KB. This is substantially less than traditional approaches, for example the FEM’s commercial 
optimiser alone requires 2.546 MB of static memory. The common reference altitude for formations 
in the following examples is 621.863 km (7000 km LEO orbit).
5.4.1 Multiple Satellite Reconfiguration
The first example consists of a three-satellite reconfiguration. The first two satellites of this 
reconfiguration follow the example outlined in [128] and used in Section 5.2.2. In this example, the 
time of flight has been increased such that satellite 1 and satellite 2 now collide at the origin. An 
additional third satellite in this example collides with satellite 1 shortly after the first collision with 
satellite 2. The initial and final states of all three satellites are given in Table 3. The manoeuvre takes 
place over flight time of 1279 s and the satellites each have spherical keep-out zones with a 10 m 
radius. Satellites have an equal seed weighting and thus equally share the required manoeuvring to 
avoid a collision.
Table 3 Initial and Final States for Example Set 1
Satellite # Initial / Final x (m) y (m) z(m ) x (m/s) 3> (m/s) z  (m/s)
Sat 1
Initial 200 200 10 0.0 -0.4312031 0.0
Final -200 200 -10 0.0 0.4312031 0.0
Sat 2
Initial -200 -200 -10 0.0 0.4312031 0.0
Final 200 -200 10 0.0 -0.4312031 0.0
Sat 3
Initial 0.0 -275 10 -0.2156015 0.0 0.0
Final 0.0 125 -10 0.2156015 0.0 0.0
Given the initial seed data, a three-satellite collision-free path-plan was generated. Table 4 illustrates 
the total AV needed for optimal transfer without avoidance manoeuvres as well as the additional AV 
needed for a collision-free trajectory. The computation time required to generate the collision-free 
path plan per satellite is given in the last column. The second row of Table 4 shows that path-planning 
is completed 16 ms using an additional 27 mm/sec in AV, 1.2% of the total fuel originally needed. 
Figure 35 shows the reconfiguration trajectories before (left) and after (right) collision avoidance 
planning. The collision events, shown in Figure 35, are noted with circles. Note that the trajectories 
for satellite 2 and 3 appear to cross before and after the avoidance; however, this is a figment of the 
image perspective and the trajectories are separated in the cross-track direction.
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Table 4 Metric Comparison of Results for Example Set 1
Paths
Sat 1 
Results 
(mm/s)
Sat 2 
Results 
(mm/s)
Sat 3 
Results 
(mm/s)
Total
Results
(mm/s)
Computation 
time (ms)
Without
Avoidance 825.86 825.86
624.01 2275.73 0.0025
Sequential 
Additional AV 11.93 1.91
13.34 27.18 16.0
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Figure 35: 3-Satellite Trajectories Before and After Collision Avoidance Planning
The first exam ple represents a typical reconfiguration between three satellite trajectories traveling to 
different points on unique closed relative orbits. N ote that the initial orbits states and tim ing were not 
random  and established to create m ultiple collision events for testing. The second testing example is 
an extension o f  the first example to understand the effects o f  further collisions on the path-planning. 
For this example, a satellite is set upon a linear drifting trajectory w hich has been tim ed to collide 
w ith subsequent satellites on closed orbits. This exam ple is not too dissim ilar from  the actual Galaxy- 
15 uncontrolled drift near several geostationary orbits [184]. But in this example, only the drifting 
satellite w ill be m anoeuvring w hile the other satellites w ill stick to their natural m otion trajectories. 
The initial and final states o f  the drifting satellite are given in Table 5. The exam ple m anoeuvre takes 
place over a tim e o f  flight o f  6184 s, the tim e necessary to drift naturally from  the initial to final 
conditions given in Table 5, and each o f  the satellites has spherical keep-out zones w ith a 2 m  radius.
Table 5 Initial and Final States for Example Set 2
Initial / 
Final
X
(m)
y
(m)
z
(m) x  (m/s) ÿ  (m/s)
z  (m/s)
Drift Sat
Initial 100 500 0 0.0 -0.4312031 0.0
Final 100 -500 0 0.0 0.4312031 0.0
The num ber o f  non-drifting satellites, which create collisions with the drifting satellite, was varied 
and individual boundary conditions w ere established dynam ically for each test based on the num ber 
o f  desired collisions. To create m ultiple collisions, the desired collision states for the non-drifting
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satellites were evenly distributed over the length of the drift orbit, and timed so that the positions 
exactly matched the drifting satellite. Each of the non-drifting satellites was established into a 2 x 1 x 
2 safety ellipse (where 2 x Ix 2 is the along-track x radial x cross-track normalised dimension in the 
LVLH frame). The boundary conditions for the non-drifting satellites are found by back propagating 
and forward propagating, using (2) on page 33, from the desired collision-states to common starting 
and ending times. In this manner the, non-drifting satellites follow natural motion path which exactly 
collide with the drifting satellite at some time. The common out-of-plane motion added to each non- 
drifting satellite ensures only one intersection with the drift orbit and no other collisions with non­
drifting satellites.
Figure 36 shows both the computation time and the total AF needed to perform the collision 
avoidance as a function of the number of satellites to avoid. Variations in the velocity and 
computation time are due in large part to the amount of time between collisions and the deviation 
direction selected. The total AF shows nearly quadratic growth as the number of avoidance 
manoeuvres increases. The computation time is more interesting because it remains relatively constant 
with a variation in time of only ±0.33 s. In the next example, it is shown that this difference is well 
within the range of computation time differences based on starting conditions of any avoidance. These 
results show that the computation time of this algorithm has at most a shallow linear growth in time 
rather than the exponential growth experienced by other collision avoidance methods [36-39]. A 
comparative computation time is later illustrated in Figure 43.
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Figure 36: Computation Time and AV Required as a Function of the Number of Collisions Avoided
While the collision time increases as the number of collision increases, the computation time wavers. 
This wavering is a factor of the iterations required on each sequential avoidance planning. Once a 
satellite avoids one satellite the deviated trajectory can make it easier to avoid future obstacles. 
Figure 37 shows the optimally deviated path of a satellite avoiding four other satellites with
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exaggerated keep-out zones. The initial trajectory was a straight line intersecting each o f  the four 
elliptical trajectories. This figure is a virtual reality m odel viewed along the trajectory o f the 
m anoeuvring satellite, only two o f  the other satellites are in view  at this m om ent but all four satellite 
tracks are visible w ith the coordinate axis in the middle.
C ollision avoidance  
trajectory  
(orig inally  linear)
-  N on -d riftin g
satellite trajectories
Figure 37: View along the Modified Trajectory for a 4-Satellite Collision Avoidance Manoeuvre
The third example consists o f  another form ation o f  satellites in a shared 2 x 1 x 1  safety ellipse about 
the origin. This is representative o f  a stable form ation o f  satellites which w ill not collide in natural 
motion. In this example, a reconfiguration m ust be executed so that every satellite in the formation 
avoids a large debris object approaching the form ation before returning to the original orbit. Note this 
exam ple explores the F6 m ission requirem ent [4] for a rapid form ation scatter and re-gather 
m anoeuvre. This experim ent tests the effects o f  starting location and the num ber o f  satellites in the 
form ation on com putation time. The initial states o f  the first satellite, and the initial and final states o f 
the debris, are given in Table 6. Initial conditions for the other satellites are generated by propagating 
the first satellite’s initial states, also given in Table 6, forward in tim e by T; w ith (2) on page 33. 
P ropagation tim e for the zth satellite, Tt, is given by: T; =  where n  is the m ean m otion o f  the 
reference orbit and N  is the total num ber o f  satellites in the formation. This evenly spaces the satellites 
in tim e w ithin a safety ellipse defined by the initial conditions o f  the first satellite. Final conditions are 
generated by propagating all satellites forward by the debris flight tim e o f  3000 s. The debris is given 
a large relative spherical keep-out zone w ith a 1 km radius, and each o f  the satellites has spherical 
keep-out zones w ith  a 5 m  radius.
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Table 6 Initial and Final States for Example Set 3
Satellite # Initial / Final
X
(m)
y
(m) z(m ) x  (m/s) ÿ  (m/s) z  (m/s)
Sat 1 Initial 100 0.0 0.0 0.0 -0.2156015 0.1078008
Debris
Initial 0.0 0.0 2000 0.0 0.0 0.0
Final 0.0 0.0 -2000 0.0 0.0 0.0
Figure 38 provides the computation time required for debris avoidance per satellite for a formation of 
varying numbers of satellites. The dotted line represents the computation time for a satellite with the 
same starting position regardless of the number of satellites in the formation. Vertical bars represent 
the extent of the computation times needed for satellites given their varying starting locations. The 
mean computation time is represented by the solid line.
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Figure 38: Scatter Manoeuvre Computation Times per the Number of Satellite in a Formation
Results show that computation time for one collision is essentially independent of the number of 
spacecraft in the formation. The initial conditions provide more relative variability to the computation 
time. Figure 39 illustrates this variability in computation time for each satellite based on the starting 
position, the separation angle around the ellipse from the first satellite defined by Sat 1 in Table 6. 
The figure provides the mean and standard deviation computation times for the 50 satellite formation.
119
Chanter 5. Sequential Collision Avoidance
M ean = 0 .52342  sec  
o  — 0 .15292  sec
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Figure 39: Scatter Manoeuvre Computation Time Based on Starting Position
In this figure, the peaks in com putation tim e arise from  satellites w hich start near the largest radial 
extent. Despite the large radial extent, these locations are the closest to the origin, and thus take m ore 
tim e iterating to the com m on safe distance outside o f  the debris’ large keep-out zone. Figure 40 
explores the average AV  required per satellite in the formation, and the vertical bars represent the 
range o f  AV  needed per satellite in that form ation. This data shows that the average total AV  required 
per satellite is essentially constant regardless o f  the num ber o f satellites in formation. This result is 
expected because the velocity change required is m ore dependent on the distance travelled, the extent 
o f  deviations, and the tim e o f  flight rather than the specific starting and ending locations. Individual 
satellite AV  requirem ent also follow  the same trend in com putation as illustrated in Figure 39 with 
satellites closer to the origin requiring slightly m ore AV  than their counterparts starting further out.
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Figure 40: Total Velocity Change per the Number of Satellites in a Formation
Figure 41 is a screenshot o f  an 8-satellite scatter manoeuvre. The picture illustrates the respective 
keep-out zones as well as the collision-free paths. The tim e o f  flight is roughly one h a lf  o f  the natural 
m otion orbital period, so trajectories appear to be continuous from  where they start and end. This 
figure displays the satellites several seconds into the manoeuvre.
Figure 41: Snapshot of the 8-Satellite Formation Performing a Collision Avoidance Scatter Manoeuvre to
Avoid the Keep-out Zone of a Large Debris
Not that in the figure the debris is m oving on an out-of-plane trajectory to the form ation, m aking in­
plane m otion the least-cost avoidance manoeuvre. The F6 m ission requirem ents specifically required 
a form ation to scatter to a range o f  10 km in 5 min [5], A ssigning the debris keep-out zone radius 
equal to the desired scatter range, 10 km, and a tim e o f flight equal to double the required scatter tim e, 
10 min, the average satellite AV  required was found to be 227 m/s. This could easily be outside the 
range o f  a small satellite’s lifetime m anoeuvring capability, let alone for one manoeuvre. Increasing 
the m anoeuvre tim e to 45 min, roughly half an orbit, the average AV  needed dropped to 53.5 m/s per
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satellite. Further lengthening the time of flight to 50 min and decreasing the scatter range to 1 km 
provides the A7 results presented in Figure 40. These conditions were also used for results throughout 
this example. These results illustrate that the F6 mission requirements are feasible for planning on­
board a spacecraft. However, the current requirements for a 10 km scatter in 5 min drives the need for 
satellites with significant manoeuvring capability and large fuel reserves, which may not be desired 
for all future satellites in the program.
5.4.2 Comparison with Traditional Planning Schemes
As described in Chapter 2, Section 2.4, several authors have explored the complex trade of developing 
multi-satellite fuel-optimal reconfiguration path-plans with collision avoidance constraints. Usually 
approaches focus on solving the global optimal solution for the total minimum fuel usage across all 
trajectories. Mixed integer linear programming is a trajectory planning tool which uses a large 
number of nonlinear inequality constraints including: obstacle avoidance, collision avoidance, and 
plume avoidance to solve for a collective set of collision-free trajectories [38, 45]. Even with the 
large number of constraints, the programming approach claims to be capable of real-time avoidance 
planning [38]. Because programming is also one of the leading approaches in the field of 
deterministic multi-satellite path planning, it serves as a good benchmark for computation time 
comparisons. Using an example from [38], the implementation of an in-plane avoidance manoeuvre 
with 25 time-steps, at 40 s each, with three-satellites (similar to example 1 from the last section) took
7.8 s to solve on a 1 GHz computer with a commercial solver. Scharf extrapolated these results to 
representative hardware for a 20-satellite formation and estimated that the computation time would 
take over 28 hrs to solve on-orbit [47]. This large growth in computation time is a product of the curse 
of dimensionality which, as Scharf highlights, drives the need for distributed or reactive planning. 
Applying the avoidance algorithm outlined in this chapter to the original 3-satellite reconfiguration 
example took an average of only 16 ms. Also, the 20-satellite example took between 46 ms (with 2 
avoided collisions) to 356 ms (with 19 avoided collisions) to generate with this approach. These 
results are also summarised in Table 8.
Table 7 Computation Time Comparison
Number of Satellites 
in Formation Linear Programming (s) Semi-analytic Method (s)
3 7.8 0.016
20 Greater than 100,800
0.046 (2 avoidances) to 
0.365 (19 avoidances)
As enumerated in Table 8, the computation time for the semi-analytic approach is nearly 488 times 
faster than the reference, for the three-satellite example, and between 0.28 to 2.19 million times faster 
than the 20-satellite programming results highlighted by Scharf. Additionally, this approach does not
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limit analysis to discrete time-steps and has no reliance on commercial software. This illustrates 
drastic computational speed improvement of an analytic approach compared with a leading 
deterministic planning approach.
5.4.3 Application of Concepts to Other Path-planning Approaches
In addition to a direct comparison with the leading approach to deterministic path-planning, this semi- 
analytic approach can be applied to less computationally efficient approaches to improve speed. The 
finite element method approach to collision-free reconfiguration by Garcia-Tabemer is one such 
example [48]. In this approach, many small time steps are used as nodes and the trajectories between 
the nodes are the elements. A nonlinear software package is used to find the global minimisation of 
velocity expended while ensuring that minimum separation distances are maintained. To combine the 
approaches, the discrete time elements are removed and a fuel-optimal trajectory is generated 
analytically. This establishes the problem as a one element grid between two nodes, the start and final 
times of the boundary-value problem. Using this trajectory as a starting point immediately eliminates 
the 300+ nodes to achieve an accurate representation of the optimal motion in LEO. A large number 
of nodes are required as the traditional FEM approach assumes linear motion between any two nodes, 
and does not account for the natural motion of orbital dynamics. The error in representing a LEO 
reconfiguration with the finite element method as a function of nodes needed can be seen in semi-log 
plot of Figure 42. The other axis illustrates the computation time required to achieve that accuracy. 
These results are for the trajectory of satellite one from Table 3 of example 1. Thus, using an analytic 
trajectory between any two nodes removes errors in calculating the state while also eliminating the 
growth in computational time.
•Position Error Computation Time
8 000
7 00010.00
«
o
E
6 000
1.00
I 4 0 0 0UJ
cA 3000
”  0.10
£ 2000
1000
0.01
110 1 6 0 210 2 6 010 60
o.
E
«3
Number of Elements
Figure 42: Finite Element Modelling Error and Computation Time as a Function of the Number of Finite
Elements Used in the Model
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The optimal analytic reconfiguration path serves as a baseline for the trajectories of each satellite in 
the formation. Collision avoidance around an obstacle at any point along the trajectory can be thought 
of as a deviation to the optimal path. With the collision identification process of Chapter 4, the time of 
closest approach to a collision a trajectory is used to insert a node back into the FEM approach. In this 
way, a small number of nodes are added to the optimisation process, one for each collision identified. 
The boundary conditions states at the inserted nodes are the variables for optimisation. This process 
dynamically adds nodes at each collision point. The states are variable for each satellite in the 
constellation at each node. A finite element nonlinear solver, NPSOL4 or SNOPT5, collectively 
generates collision-free trajectories for all satellites in the formation by varying the state variables at 
each node. Because the problem is nonlinear, the program requires a good initial guess at the 
intermediate node states or it will not converge. The number of variables, II, the solver uses for 
trajectory generation is reduced from: II = +300 • N • 6 to U = N • Q • 6, where +300 is initial 
number of nodes needed, N is the number of satellites each with 6 states, and Q is the number of 
collisions. The real benefit can be seen in the significant reduction in II because Q «  +300. Hence 
the number of nodes is reduced to the number of predicted collisions rather than a large set of 
arbitrary nodes. This method simultaneously solves for the globally optimal collision-free trajectories 
for all satellites in the formation at once. The following section illustrates the reduction in 
computation time for the finite element approach due to the addition of analytic path generation and 
collision identification.
Application Results
The following sub-section outlines results of combining the finite element approach for global 
avoidance with the semi-analytic approach on the first example from Section 5.4.1. The collision-free 
fuel optimal trajectory will be used to denote the minimum possible âV needed. The results were 
completed on an Intel® Core™ i5 CPU M430 at 2.27GHz notebook computer running Linux. The 
algorithms were written and executed in C. The total AV figures were calculated from the total 
optimal thrust squared costs from [128] and the time of flight of the manoeuvre based on the 
equivalent uniform thrust from (67) on page 114. Algorithm timing is found using the CPU clock 
time.
The initial conditions from Table 3 on page 115 were used for a direct comparison test with the semi- 
analytic results of example 1. Table 8 illustrates the total AV needed and computation time for 
reconfiguration. The first row illustrates what the expected total velocity change needed for the no­
avoidance optimal path. The second row presents the results of the traditional unmodified FEM
4 NPSOL Nonlinear Optimization Tool, Phillip Gill, http://www.sbsi-sol-optimize.com/asp/sol product npsol.htm
5 SNOP Large Scale Nonlinear Optimization Tool, Phillip Gill, http://www.sbsi-sol-optimize.com/asp/sol product snopt.htm
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approach applied to the reconfiguration problem with collision avoidance. Only 200 elements were 
used in this analysis to save computation time resulting in modelling errors of centimetres as observed 
in Figure 42. Traditional FEM computation time results also show a fourfold increase in computation 
time with collision constraints added over path generations without collision constraints. The last row 
represents the results from combined FEM and semi-analytic path-planning approach.
Table 8 Metric Comparison of Results for a Three Satellite Reconfiguration
Paths
Sat 1 
Results 
(mm/s)
Sat 2 
Results 
(mm/s)
Sat 3 
Results 
(mm/s)
Total
Results
(mm/s)
Computation 
time (s)
Analytic Path 
without Avoidance 825.86 825.86 624.01 2275.73 2.5x10"6
Traditional FEM 
(200 Elements) 
Additional AV
0.0 24.44 3.81 29.26 6091.170
Enhanced FEM 
Additional AV
3.31 1.35 5.59 10.25 380.130
The computation time for this enhanced FEM approach has a percentage decrease of 93.76% from the 
traditional FEM. This enhancement of the traditional FEM approach not only reduces the computation 
time, but also reduces approximation errors introduced from the use of hundreds of nodes using linear 
dynamics. The effect produces a result which uses less total fuel for the formation during 
reconfiguration. Comparing these results with the sequential semi-analytic approach results in Table 4 
on page 115, it is clear that the global optimality obtained from the enhanced FEM approach allows 
for a total AV savings of 16.93 mm/s. This result comes from the fact that the global solution 
optimises for every possible trajectory deviation combination rather than using sequential approach to 
achieve a pareto-optimal solution. Fuel savings comes at the expense of computation time. The semi- 
analytic algorithm runs in roughly 1/24,000* the computation time of the solution obtained with the 
enhanced FEM. While it may produce a slightly lower total cost for the three-satellite solution, the 
enhanced FEM approach also suffers from an exponential growth in computation time with respect to 
the number of satellites in a formation. Additionally, the enhanced FEM approach is reliant on 
commercial software for optimisation. The use of a commercial nonlinear optimisation toolbox, in 
this case, was prohibitive to implementation on a flight like processor, and is discussed more in detail 
in Chapter 7.
Testing of the enhanced FEM approach for multiple collision avoidance further illustrates the 
diminishing benefit of a globally optimal approach. Figure 43, similar to Figure 36 on page 117, 
provides the computation time for multi-satellite collision avoidance using both global-optimisation 
from the enhanced FEM approach and the sequential-optimisation from the semi-analytic approach. 
Note that the computation time is given on a log scale.
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Figure 43: FEM and Sequential Computation Times for Multiple Obstacle Avoidance
In the sim ulation w ith 13 obstacles avoided, both approaches are w ithin 5.6 cm/s difference in terms 
o f  the required AV, but the global m ethod takes nearly  1 lOOx longer to compute. This figure confirms 
that the global approach is significantly m ore expensive in terms o f  the com putation tim e required, 
even w ith the analytic enhancement. A dditional testing o f  large form ations in the scatter m anoeuvre 
exam ple was not possible. The capability o f  the solver was exceeded due in part to the computation 
tim e and com plexity o f  interactions for form ations w ith greater than 20 satellites, which is another 
lim itation from  com m ercial software.
5.5 Summary
This chapter has presented an approach to m ulti-satellite collision-free trajectory shaping for collision 
avoidance. The optim al deviation direction is found w ith respect to a lowest cost deviation direction 
from  an optim al trajectory. A  determ inistic approach for m anoeuvre sharing is created by scaling this 
deviation w ith respect to: keep-out zone size, relative direction o f  travel, and seed values. Based on a 
predeterm ined weighting, satellites can also exhibit com plex m anoeuvre sharing behaviour for fuel 
balancing or other purposes. The optim ality o f  any one trajectory shaping is dem onstrated to be the 
fuel-optim al when com pared w ith alternative and reactive approaches to avoidance. The sequential 
application o f  this approach to m ultiple obstacle avoidance allows for piece-w ise optim al solutions 
that are very close to nonlinear optim iser solutions for global optimality. This means computation 
speed is dependent on the num ber o f  collisions and size o f  keep-out zones rather than the num ber o f 
satellites in a formation. U tility o f  this approach is dem onstrated w ith several representative 
reconfiguration examples w hich test the lim its o f  traditional path-planning approaches. Results show
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that computation time is nearly independent of the number of satellites in a formation. The total AV 
needed to perform a manoeuvre increases with the number of avoidances required, rather than the 
number of satellites. Differences in the initial conditions can create variability in total velocity needed 
per manoeuvre. However, on average the total AV needed is nearly constant across a formation of 
satellites. Examples also illustrate how the semi-analytic collision avoidance can be directly applied 
to achieving the formation scattering requirements of the DARPA F6 mission.
In comparison to traditional approaches, the distributed semi-analytic approach trades fuel usage for a 
decrease in complexity and computation time. However, the total AV results obtained through pareto- 
optimisation are found to be very close to the optimal solution from a nonlinear optimiser, and even 
match global optimal solutions for one-satellite avoidance manoeuvres. The semi-analytic approach 
delivers a dramatic reduction in computation time from nearly 488 times to 2.19 million times faster 
than traditional trajectory planning depending on the number of satellites in a formation. This method 
also eliminates the need for commercial software tools, and also eliminates the need for discrete time- 
step analysis. Additionally, this approach can also be merged with other deterministic path-planning 
approaches like the finite element method. Results show that inclusion of the analytic approach helped 
to reduce the computation time of one traditional path-planning approach by nearly 177%, while also 
increasing modelling accuracy. While comparative testing was limited to formations of 20 satellites or 
less, due to limitations in the commercial optimisation tools, the semi-analytic path-planning approach 
easily computed collision-free reconfiguration solutions for 50+ satellite formations. The combination 
of the heuristic reconfiguration model, semi-analytic collision identification, and trajectory shaping 
complete the approach for collision-free multi-satellite path-planning. The dramatic reduction in 
computational burden and the deterministic nature of the solution illustrate how this approach is a 
feasible solution to distributed multi-satellite path-planning.
127
Chanter 5. Sequential Collision Avoidance
128
Chapter 6. Analytic Traiectorv-Followine Control
Chapter 6.
6. Analytic Trajectory-Following Controller 
6.1 The Need for Control
This chapter develops a control segment to implement the collision-free path-planning developed in 
the previous chapter. A closed-loop trajectory-following controller allows the satellite to follow a 
planned, open-loop, trajectory in light of disturbances and noise. The ability to correct a trajectory 
while avoiding collisions is of great importance for the successful implementation of multi-satellite 
collision-free reconfiguration. Figure 44 illustrates an in-plane representation of a desired piece-wise 
optimal reconfiguration path around obstacles that could have been generated from the initial path- 
planning approaches of Chapters 4 and 5. In the development of the reconfiguration plan, optimal 
trajectory segments are joined around collision events at the points of closest approach to the 
obstacles. The keep-out zones used in planning provide a desired safety distance around a satellite, 
which when aggregated over the trajectory, forms a safety-corridor (or keep-in zone) around the 
trajectory as denoted by the dotted lines in the figure. Maintaining a satellite’s motion inside of this 
region implicitly ensures collision-free multi-satellite manoeuvring during a reconfiguration.
Collision-free
trajectory
Obstacles
Figure 44: Planned Collision-Free Reconfiguration Path (In-Plane)
Autonomous implementation of a path-following control schemes can take several forms from the use 
of a traditional Proportional-Integral-Derivative (PID) control, to a Sliding-Mode Control (SMC), FT 
control, Lyapunov control, and Model Predictive Control (MPC) to name a few. The goal of this 
chapter is to create a controller which can exploit the natural dynamics for path-following using 
minimal additional fuel and with minimal computational burden. A novel control method is
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introduced based on the general form MPC for trajectory following. This method is completely 
analytic, exploits natural dynamics, and does not require large iterative matrix inversions or external 
solvers typical of traditional MFCs. The approach also uses less additional fuel than reactive control 
methods like PID control.
6.2 Model Predictive Control
Model predictive control works by generating control inputs based on the solution of a discrete-time 
optimal control problem. The MPC optimal control problem seeks to minimise the observed and 
expected state deviation by modifying the control required over some finite time horizon in the future. 
The optimal control problem can be solved using either a forward looking linear quadratic regulator 
(LQR) [163, 164], a linear or quadratic program [95, 111, 167-169], or a nonlinear solver [166]. The 
solution to the optimal control problem produces a corrective control profile over some finite time 
horizon. Typically only the first increment of the control profile is executed. Once a new observation 
of the state is obtained, the control cycle repeats, a new optimal control problem is formulated, and 
the solution provides the next control input. Model predictive control uses the anticipated model of 
system behaviour to proactively correct for observed disturbances. Constraints on the control can be 
implicitly or explicitly added through this control process, thus making the MPC control algorithm 
highly dynamic and capable [163]. The use of implicit constraints generally makes overly 
conservative solutions in comparison to explicit constraints, which is beneficial when the constraints 
deal with vehicle safety. Figure 45 gives the flow of a general MPC algorithm. In this figure, H is the 
control horizon time length, N  is the number of increments within the horizon, w, and w, are the 
weights given to state deviation (o-J,) and control (ut) used respectively, and finally o,- and dt are the 
observed and desired states at some increment (/).
States are 
sampled at 
some time (y
Move ahead one-time step 
and restart the process 
(Prediction horizon, H, is 
shifted forward)
Constraints 
added to any of 
these  steps
Develop control strategy to 
minimize cost, J,  over a time 
horizon based on predicted 
behavior: [ t -  (t + H)]
• A pproach is not optimal but
traditionally g ives very good (Commonly done with LQR or 
Linear/Quadratic Programming)results
Implementthe 
first step of the 
control
Figure 45: MPC Algorithm Flow
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Solving the optimal control for the minimum state deviation using LQR requires a solution to the 
recursive Riccati Equation. Solving the Riccati Equation can be computationally burdensome due to 
the required matrix inversions and iteration through each time-step to the desired horizon [163, 164]. 
Traditional control approaches which rely on non-native optimisation software, like linear 
programming, must be re-solved at each control step incurring a computational burden.
A new MPC formulation is developed here following the algorithm described above with the exact 
analytic solution for optimal relative motion reconfiguration. The optimal control solution is solved 
directly using the analytic solution of [128] without the need of an LQR Riccati Equation or linear 
programming solver. This controller is designed to follow a collision-free path developed in Chapter 
5, but it can also be used for formation maintenance and station-keeping [162]. Maintenance and 
station-keeping manoeuvres are a sub-set of the reconfiguration problem and will not be specifically 
addressed here.
In an MPC, constraints can be added at any of the three stages identified in Figure 45. For example, 
collision avoidance constraints can be explicitly added to the cost fimction of the MPC as is often 
done with linear programming methods [95, 111, 167-169]. Another point in the MPC process in 
which constraints can be added is through the implementation of control. In this manner, control force 
is limited by either a reactive control layer or by the maximum thrust actuation capability. While not 
using MPC for control, the SPHERES mission uses a similar approach to active constraint handling 
within its reactive collision avoidance controller [21]. Finally, constraints can be added implicitly 
through the desired optimal path as is done with this approach. This is accomplished by following a 
collision-free trajectory which already accounts for the collision constraints. The controller minimises 
the sum of the fuel usage over the horizon such that the satellite is kept close enough to a specified 
reference trajectory to avoid collisions. By ensuring that the controller achieves relatively rapid 
convergence and that any dead-hand is inside of planned safety range, collision-free constraints can be 
maintained with guaranteed stability of the solution within the limitations of thrust actuation 
capability. Constraint handling is implicit in the design of this controller. In summary, constraints can 
be added to an MPC directly through constrained path-re-planning, directly through a reactive control 
layer to account for unforeseen events, indirectly by following collision-free trajectories within safety 
tolerances, or through a combination of these techniques.
6.2.1 Analytic MPC Development
A new MPC formulation is developed here following the principals described above and the exact 
analytic solution for optimal relative motion reconfiguration. This provides a computationally 
efficient solution compared with traditional implementations of MPC control for relative motion 
reconfiguration. Figure 46 illustrates the approach taken here for analytic model predictive control for 
path following.
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New planning state at
end of the horizon
New trajectory*
Actual state at t\
Figure 46: Graphical Representation of MPC Planning Phase
In this approach, an observation of the actual state and the generation of a corrective path constitute a 
step of the control loop. At each control step the relative states are obtained from observations and 
compared with the desired states at that time to get a state difference. In Figure 46, an observation 
identifies a small deviation in the desired state at t^. The magnitude of state difference is used to 
determine the relative position and velocity error. If the relative state errors are below a user defined 
threshold then a corrective path does not need to be generated and the control is left to continue 
implementing the nominal path’s thrust. In this manner a dead-hand around the desired trajectory is 
created to avoid excessive thrusting similar to that created by Richards [169]. If the relative state 
errors are above the threshold, the optimal reconfiguration path is generated to correct back to the 
planned trajectory from the new actual state, freiOh), to the desired final state, frei(ti +  H), at some 
length of time, H, in the future known as the horizon. Equation (68) results as a slight modification to 
(13) on page 44, where the time of flight, t , is replaced by the horizon time + H.
rrei( t i  +  H) =  PreiOi +  H) +  G l(ti +  H) (68)
When a new path is generated analytically to the desired destination, only the first increment of thrust 
is executed until the time of the next observation. The process is repeated at each observations and the 
desired aim state is also moved forward. The free variables to tune this controller are the length of the 
horizon window, H, the controller time-step, At, and the size of the trajectory dead-hand. The process 
and rules of thumb developed for initially selecting these control variables are discussed in the 
following section.
This simple MPC implementation, using the direct analytic processes, allows for a solution at each 
time-step regardless of the error displacement. Because constraints are handled implicitly, this 
approach is free of the typical issues related to stability and feasibility found in other approaches to 
MPC [169, 171]. However, this method is limited to controlling the motion of the executing satellite 
in a single-input single-output format. Thus it is well suited for path following, station keeping, but 
not for collective formation planning typical in distributed multiple-input multiple-output MPC 
schemes [173, 175, 190-193]. Tillerson, Richards, and later Breger, show that the linear programming 
approach is also relatively fast at computing optimal solutions, but does run into problems regarding
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the stability of solutions due to robustness issues from sensor noise [95, 168, 169]. Linear programs 
and other multiple-input multiple-output schemes may find themselves outside of a convex solution 
space providing sub-optimal solutions or no solutions at all. One method of tackling this problem is to 
actively manage the constraints through relaxation and tighten schemes [167-169]. The implicit 
controller developed here always has a feasible solution within the limits of the actuation authority. 
An analytic solution also eliminates the burden of varying constraints and re-solving the optimal cost 
function at each controller step thus producing a very fast control method. The analytic MPC focuses 
only on solving for the optimal cost of an individual satellite’s motion, as such is well suited for 
distributed implementation. Algorithm 1 illustrates the implementation of the analytic MPC following 
the generic MPC flow from Figure 45. In the algorithm, S is the segment time length and Ct is the 
current time in that segment. A lower time limit, HL , is used to prevent excessive control for small 
horizons near the end of the segment. This limit is based on the desired accuracy achieved versus the 
maximum control allowed by the system.
Algorithm 1: Analytic MPC Process
1. States are observed at t: frel(t)
2. States are compared with desired states at t: frei(f) and state error
obtained: 8rrei(t)
3. If ôfrei(t)  is greater than trajectory dead-hand limit, then proceed to 4.
Else, provide desired optimal thrust T(t), wait for next observation and 
return to 1.
4. Use freiit) as the initial boundary condition to plan an optimal corrective 
trajectory back to rrel(t +  H), over a flight time of H. The analytic optimal 
planning process outlined in Section 2.2.2, on page 42, is used to generate 
the optimal corrective thrust, Tc(t),  which minimises the transfer cost:
J  =^X-7C from (10).
5. Implement the first increment of Tc(t)  over the time-step, At.
6. Wait for next observation and return to 1.
Collision-free paths, developed in the previous chapters, are segmented trajectories of optimal 
reconfiguration elements joined at points of closest approach to obstacles [162]. These pareto-optimal 
trajectories form the basis for path-following control. When a control horizon is large, the MPC will 
seek to proactively smooth the trajectory segment connections and often cut short the 
circumnavigation of obstacles [163]. To prevent the controller from cutting short a circumnavigation
133
Chapter 6. Analytic Trajectory-Following Control
between trajectory segments, the horizon is decreased to some minimum value when approaching the 
end of each segment. This forces the controller to closely follow the current trajectory rather than 
smoothing links to future trajectory segments. Richards also notes that a variable horizon control is 
well suited for transient control problems like a reconfiguring spacecraft [169]. Figure 47 illustrates 
the flow chart used to determine the variable horizon length, H. In the flow chart, S is the segment 
time length and Ct is the current time in that segment, and H0 is the original horizon length. A lower 
time limit, HL , is used to prevent excessive control for small horizons near the end of the segment. 
This limit is based on the desired accuracy achieved versus the maximum control allowed by the 
system.
Is a new H needed
No
H = H.
Yes
H = S-Ct
No H =S-C tH < ^
Yes
H = Hi
Figure 47: Flow Chart for Selecting Variable Horizon Length
Figure 48 is a simple illustration of horizon control on the three-segment trajectory from Figure 44 
where there are two obstacles to avoid. Here the lines perpendicular to the trajectory represent the 
horizon at each observation point. The spacecraft starts in the upper right and proceeds to the lower 
right. This approach decreases the chance of collision by reducing the MFC’s ability to cut comers, 
with slightly increased fuel usage when compared with a fixed horizon approach. The effectiveness 
of this implicit collision avoidance approach is highlighted in the following results.
134
Chanter 6. Analytic Traiectorv-Followine Control
Horizon window
Obstacles
Figure 48: Graphical Representation of Variable Horizon Control for Collision Avoidance 
6.3 Application and Results
To provide a more realistic approximation of controller performance, the expected sources, 
observations, and noise must be understood. One means of obtaining highly-accurate relative orbit 
state observations is provided by Carrier-phase Differential GPS (CDGPS) measurements [53, 99, 
137, 194-196]. Relative position data could also be provided from ground observations and 
triangulation, relative ranging instruments like radars and lidars, or even provided from relative visual 
observations. CDGPS will be used here as it is a simple means to get good relative state information, 
and it has been validated on formation flying missions [137]. Various sources of relative ranging 
techniques are explored in the following chapter in Section 7.2.1 on page 151, as well as the rationale 
for accuracy estimates used in testing. For controller testing purposes, CDGPS is used for state 
sensing with an accuracy of 1 cm in position and 0.5 mm/s in velocity. As discussed earlier, the 
HCW dynamics used for modelling reconfiguration and collision avoidance do not directly account 
for orbital perturbations like J2. A controller can be used to negate perturbations effects not accounted 
for in the relative motion model. Since J2 is the largest of the known perturbation effects, the 
principal relative acceleration difference can be included in the controller model as a disturbance [56]. 
J2 effects are principally based on the size of the relative orbit and the inclination. Since this scheme is 
generalised for all orbital cases, a worst possible J2 relative acceleration of 11 pm/s2 is added to 
simulations as acceleration noise, double Roberts’ conservative prediction for a 600 km orbit [76].
The application of this analytic MPC approach was tested against a 3-satellite reconfiguration 
example from Section 5.4.1 on page 115. The avoidance trajectories were illustrated in Figure 35 on 
page 116. Specifically Satellite l ’s trajectory was used for controller validation. Both the trajectory 
prior to collision avoidance shaping (single segment) and post collision avoidance shaping (three 
segments) from Figure 35 are used for testing. From Table 4 on page 116, the first trajectory requires 
825.86 mm/s of AV and the other requires 837.79 mm/s to execute. For trajectory-following
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simulations, Satellite 1 starts with a large additional 2 m displacement in each axis as well as an 
additional 2 cm/s of velocity displacement in each axis from the initial conditions given in Table 3 on 
page 115. This large initial position and velocity error away from the desired direction of travel will 
force the controller to respond initially showing transient response characteristics. Uniform white 
noise is added at every control step simulating sensor observation noise and disturbances at the levels 
given above. Initially the allowable state dead-band, AX, is set to zero to determine the performance 
over a range of time-step sizes, At, and horizon lengths, H.
Figure 49a illustrates the performance of the analytic MPC in terms of total additional velocity needed 
and Figure 49b illustrates the position error. Each is a function of the time-step, At, and the horizon 
length, H (in terms of number of time-steps), for a single segment reconfiguration, i.e. a reference 
trajectory before collision avoidance shaping. Horizon lengths exceeding the segment time of flight 
are not possible thus giving a curved structure to the results. Results exceeding a AV greater than 1.0 
m/s, or the position error greater than 10.0 m are excluded to show a greater variation near over the 
test range.
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Figure 49: a) Additional AV and b) Average Position Error from Analytic MPC with a Fixed Horizon
Length on a Single-Segment Trajectory
Several authors note that the M PC generally uses less control when the horizon is extended [53, 95, 
163, 164, 168, 169]. This is also dem onstrated in the results. W hile decreasing the needed control, 
increasing the horizon also increases position error as illustrated in Figure 49b. M PC perform ance is 
variable based on the control param eters o f  tim e-step and horizon length. The results o f  the same 
analysis to a m ulti-segm ent collision avoidance trajectory are given in Figure 50a and b. Results 
w ithout a variable horizon, for control near collisions, are also given in Figure 51a and b. N ote that 
the horizon control scheme was implemented to address collision requirem ents with a m inim um  
horizon length o f 10 s.
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Figure 50: a) Additional AV and b) Average Position Error from Analytic MPC with a Fixed Horizon
Length on a Three-Segment Trajectory
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Figure 51: a) Additional AV and b) Average Position Error from Analytic MPC with Variable Horizon
Length on a Three-Segment Trajectory
It is clear from these results on the three-segm ent trajectory that variable horizon control uses less 
additional AV, and has less position error over the same control param eter envelope (when com pared 
w ith the traditional M PC approach in Figure 50). The envelope o f  available tim e-steps and horizon 
lengths, w ithout exceeding error limits, is substantially reduced in Figure 50b com pared with that o f 
Figure 51b. The horizon control approach, Figure 5 la , is m ore susceptible to AV growth at sm aller 
tim e steps but less susceptible at long horizon tim es when com pared with the fixed horizon results in 
Figure 50a. Additionally, horizon control decreases the averaged position error by roughly ha lf o f  the 
fixed horizon approach, while substantially increasing the operating envelope. One im portant 
difference between these results is that the horizon control approach only obtains slightly negative AV 
results at large time-steps. The fixed horizon results in Figure 49a and Figure 50a both have large
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areas with negative AV solutions, which implies that the controller is cutting comers to conserve fuel. 
This is because the implicit collision avoidance constraints are better upheld with the variable horizon 
control approach. For the results generated above, the average re-plan time for the analytic results is 
0.114 ms on an Intel® Core™ Duo CPU E8400 at 3 GHz desktop computer. This is far faster than the 
1 s to 3 s re-planning time needed for linear programming with relaxed constraints [53] or the 0.577 s 
needed for an LQR solution as applied to this same problem. This computation time is on the same 
scale as a reactive PID control cycle of 0.075 ms also when applied to this problem.
6.3.1 Tuning MPC Control Parameters
The design results above also illustrate the scope of the control parameter design envelope. While 
there is not a perfect set of controller settings for all possible reconfiguration scenarios, it is clear that 
the size and shape of the envelope is dependent on the type of trajectory and the MPC approach used. 
These results are used to help define rules of thumb for selecting good initial starting values for the 
initial variable horizon length and time-step. Settings can be further optimised for specific controller 
applications.
As expected, results show larger horizons generally need less additional AV but have a higher average 
position error. Analysis shows that keeping the time-step size proportional to 1/1000th the horizon 
length in seconds places the control parameters in the lower left comer of the position error and 
additional AV envelopes from Figure 49. Keeping the time-step proportional to the horizon length as 
described above, the average position error and AV needed for the single segment trajectory is given 
in Figure 52. Here the horizon length is given in terms of the number of time-steps needed to reach 
that horizon time-span.
140
Chapterô. Analytic Traiecton’-Followine Control
•Additional Delta V Needed — — Average Position Error
90.6
0.5
0.4
0.3
0.2
 V-----
o
-0.2
0 1 000 2000 3000 4 000 5000 6000 7000 SOX 9 0 X  10X 0
Horizon Steps
Figure 52: Additional AV and Average Position Error using a Step-Size Proportional to Horizon Length
The point where the additional velocity curve is minim ised, w ith respect to additional growth in 
position error, is the desired point for this controller. This m inim um  occurs at the intersection o f  these 
curves, when the additional AV and position error lines cross. The horizon step-size o f  roughly 2560 
steps is considered the m inim um  point in this example. A  rule o f  thumb can be created from this point 
for m inim ising both the additional AV and position error. Here the additional velocity is near zero 
and the average position error is on the order o f  1.5 m to 2 m. A horizon tim e o f  roughly 20%  o f  the 
total tim e o f  flight produces the best trade-off between additional AV and position error. Breger found 
that a horizon length 80% o f  the total time o f  flight worked well for a linear program m ing approach 
w ith multiple-inputs and m ultiple-outputs [168]. However, these results found that 80% o f  the tim e o f 
flight using analytic M PC control allows the controller to further decrease the fuel used but at the 
expense o f  increased position error. N ote that the additional AV only decreases slightly from  the 
interception point, while the average relative position error nearly triples in size. A  horizon length o f 
80% o f  the time o f  flight also places the controller on the upper portion o f  the operating envelope as 
seen in Figure 51.
Controller parameters m ust be tuned initially to provide the best perform ance. A rule-of-thum b can be 
used to provide a starting point for further tuning. The rule-of-thum b for this analytic MPC has the 
following form: the horizon length is found in term s o f  the num ber o f  tim e-steps using 20%  o f  the 
time o f flight result. I f  the tim e-step o f  the control cycle is variable then it should be set to 1/1000th 
the horizon length to reduce the position error and additional AV. For exam ple a 1279 s flight tim e, 
would have a (1 2 7 9  ■ 0.2) =  255.8  s horizon (2558 steps) with a step-size o f  0.256 s. W ith the
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control variables obtained from the rule of thumb, the actual performance of the controller over the 
duration of the reconfiguration is given for both the variable horizon and fixed horizon approaches in 
Figure 53 and Figure 54 respectively. Both results are found for control along the three-segment 
collision-free trajectory example used earlier.
4 .5
3 .5
1
8
w  2 .5  |
1.5
0 .5
20 2 510
Time (min)
15
Figure 53: Magnitude of Position E rror from Analytic MPC with Horizon Control
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Figure 54: Magnitude of Position Error from Analytic MPC with Fixed Horizon Length
The total additional AV required is 66 mm/s, with less than 0.7 m position error at steady-state, using 
the variable horizon approach. The total additional AV required for the fixed horizon approach is 22 
mm/s with around 4.7 m position error at steady state. The small, l/3x, decrease in required fuel
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needed from  a fixed horizon com es at the expense o f  a significant, 6.7x, increase in the average 
position error. If, for example, a 2 m keep-out zone is used during collision-free path-planning instead 
o f  the 10 m keep-out zones currently used in Figure 35, then clearly the fixed horizon approach w ould 
not meet im plicit collision avoidance constraints. The position error in Figure 54, at the closest 
approach to the first obstacle, is nearly at a m axim um . Figure 55 provides additional results, for the 
variable horizon M PC example results o f  Figure 53, in term s o f  a) the actual control accelerations 
needed, and b) the resulting in-plane trajectory. In Figure 55a, the radial, in-track, and cross-track 
thrust accelerations are displayed by blue, green, and red lines respectively. In Figure 55b, the 
trajectory starts in the upper right and finishes in the lower right.
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Figure 55: a) Control Required and b) In-plane Trajectory Results with Variable Horizon MPC Control
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At this point, the effects of adding a controller dead-band can be explored for analytic MPC control. A 
dead-band of 0.4 m position error and 0.02 m/s velocity error around the nominal trajectory was used 
for testing. The modified position error results with a dead-band are given in Figure 56. Note that the 
average steady-state position error has increased slightly to 1.5 m but the total AV usage has 
decreased by nearly half to 36.2 mm/s. Additionally, the average run time for the MPC to generate a 
trajectory has also decreased to 0.077 ms, nearly matching PID controller speed of 0.075 ms found 
earlier.
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Figure 56: Magnitude of Position Error from Analytic MPC with Variable Horizon Control and a Dead-
Band
6.3.2 Comparison with PID Control
A PID controller is an alternative approach for reactive analytic trajectory-following control. Since a 
reactive PID controller has already been used as a benchmark for comparing the computational speed 
of analytic MPC control, this section will also compare fuel usage across controller types. Figure 57 
shows the position error of a tuned PID controller to the same initial conditions as the above analytic 
MPC controller. Because the PID is also following the three-segment collision-free trajectory, it 
shares the implicit collision avoidance constraint. The tuned gains for the controller are: Kp = 0.08, Ki 
= 0.001, and Kd = 0.04. The total additional AV required is 27,909 mm/s with less than 0.5 m position 
error at steady state for the three-segment avoidance trajectory. This is nearly 423 times more 
expensive in terms of AV for the about the same position error as shown in Figure 53. The MPC 
variant clearly requires far less AV than a PID approach for path-following in relative motion. 
Additionally, Figure 58 provides a) the control accelerations and b) the resulting in-plane trajectory 
for direct comparison with the analytic MPC results in Figure 55. In Figure 58a, the radial, in-track, 
and cross-track thrust accelerations are displayed by blue, green, and red lines respectively.
144
Po
sit
io
n 
Er
ro
r 
frn
'
Chapter 6. Analytic Traiecton’-Followine Control
3 5
2.5
2
1.5
1
0.5
0
10 15 20 250 5
Time (min)
Figure 57: Magnitude of Position Error from PID Control
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6.4 Summary
This chapter developed a new  analytic model predictive control system for the execution o f  collision- 
free reconfiguration. The controller developm ent builds from  the heuristic model for optimal 
reconfiguration in relative m otion and sem i-analytic collision-free path-planning. Im plicit collision 
avoidance requirem ents are m et by follow ing a sem i-analytic pre-planned collision-free trajectory 
solution. The optimal guidance solution is always feasible w ithin the lim its o f  the control authority. 
To help ensure im plicit collision requirem ents, the horizon length is varied to ensure a keep-in zone 
around the desired trajectory. By adjusting the horizon length w ithin trajectory segments the 
controller focuses on m eeting safety requirem ents near potential collision events. Results also
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validate that using a variable horizon approach is better at minimising position error, especially at the 
critical segment junctions. A rule of thumb is developed for selecting the control parameters of an 
initial horizon length of about 20% of the time of flight at a step-size of 1/1000* that horizon length. 
Using an analytic MPC for path-following incurs only a minor increase in AV from anticipated pre­
planned trajectory AV. In comparison the analytic MPC uses less than 423x the AV of a representative 
PID controller with the same error tolerance, and is as fast computationally. The use of a dead-band in 
the controller is an effective method for further reducing the required AV once an acceptable level of 
position error has been established. The analytic nature of this MPC approach makes it much faster 
than linear programming and LQR approaches to model predictive control for satellite reconfiguration 
with collision avoidance constraints. Additionally, if explicit constraints are also desired, the 
algorithm can be run in conjunction with a semi-analytic collision avoidance planner. Hardware 
verification in the following chapter further illustrates that analytic model predictive control with 
either implicit or explicit constraints can meet the real-time on-board processing needs of future 
formation flying missions. A complete collision-free reconfiguration toolbox is now complete, and 
contains a heuristic reconfiguration model, collision identification and avoidance planning, and now 
MPC control for implementing the desired reconfiguration.
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Chapter 7.
7. Implementation and Validation on Satellite Hardware
This chapter demonstrates the applicability of collision-free reconfiguration planning tools on existing 
satellite hardware. Rationale for the verification and validation on hardware is first given to motivate 
the chapter. A discussion of the end-to-end implementation of a collision-free reconfiguration 
planning and execution scheme follows. This discussion allows for an understanding of 
reconfiguration planning in the context of the actual implementation with other hardware elements of 
a satellite system. A primary focus of this thesis is the application of planning and execution 
algorithms on actual satellite processing hardware. In that respect, a survey of existing satellite 
processor technology is presented along with the rationale for the selection of hardware testing 
material. Finally, hardware testing of planning and execution software is summarised to validate these 
approaches for use on-board satellite systems.
7.1 Rationale for Hardware Testing
One of the key issues highlighted in Chapter 1 with regards to existing path-planning approaches is 
the lack of actual hardware verification of intended on-board autonomous software algorithms. 
Previous chapters have discussed the performance of path-planning algorithms as run on desktop 
computers. While this provides a good reference for comparison with other approaches to path- 
planning, it does not answer the true applicability of this work on representative flight hardware. The 
following sections of this chapter explore the computation time on representative satellite hardware 
using the algorithms and code already demonstrated on a desktop computer. The execution of any 
code is hardware dependent and will differ per application, so a spectrum of responses is explored 
from the latest processor technology to legacy technology. The results of simulations on actual 
satellite hardware illustrate that the approach developed in this thesis is not only viable for on-board 
implementation, but also is one of the most practical and fastest running approaches for collision-free 
multi-satellite reconfiguration planning and execution.
In order for a satellite to autonomously plan a reconfiguration in response to an event, several key 
information trigger points must be met. A satellite must first detect that a reconfiguration is required. 
This may take the form of a ground commanded initiation, initiation from relative state error via on­
board sensors, or initiation from the determination of an imminent collision. The specific sensors or 
communication requirements for detecting an imminent collision from external conditions or relative
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m otion states is not the focus o f  this work. Instead, this w ork assum es that the trigger for a 
reconfiguration has already occurred. The on-board com puter m ust then plan the reconfiguration 
trajectory to the desired end state. A m anoeuvring system on the satellite then implements the 
trajectory. From  the tim e a reconfiguration trigger has been received to the point o f  sending the 
trajectory to an orbit actuation system represents the on-board planning time. As expressed earlier, if  
the actual planning tim e is too long, the mission itse lf could be jeopardised. I f  the reconfiguration 
involves station keeping, a plan taking a large fraction o f  an orbit w ould only exacerbate the station 
keeping situation. Also, in a scenario like F6 form ation scatter, planning tim e could m ean the 
difference between w hether a form ation scatters to safety from  some threat or not.
7.2 From  Observations to Actuation: End-to-End Im plem entation
This section describes a notional end-to-end im plem entation o f  an autonom ous collision-free 
reconfiguration. Figure 59 illustrates a notional inform ation flow  diagram  for a reconfiguration event.
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Figure 59: On-board Formation Flying Planning and Control Flow Diagram
Initially, observations are needed to create a relative state determ ination. Routinely, relative 
observations m ay signal the need for a m aintenance m anoeuvre or ground controllers may issue 
directives for a form ation geom etry change. Additionally, notification o f  an im m inent collision, via 
in-situ observations or ground input, m ay also trigger a planning event like a form ation scatter. W ith 
relative state data and intended destination received as a seed for com mon reconfiguration, planning 
schem es discussed in Chapter 4 and 5 are executed on-board. Time to com plete this plan is highly
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dependent on the processor used as shown in this chapter. Once a plan is developed, it is sent to the 
controller for im plementation. D epending on the orbit actuator used, typically a continuous or a m ulti­
im pulse thrust scheme, the im plem entation o f  desired acceleration is executed. Feedback from 
observations and internal accelerations allow  the controller developed in Chapter 6 to proactively plan 
thruster firings to minimise fuel. Once a destination is reached, the satellite assum es a nom inal 
operations mode until the next reconfiguration event is triggered. The observation accuracies and 
thruster im plem entation approach can im pact the effectiveness the controller. As such, each o f  these 
pieces is discussed with application to testing.
7.2.1 Relative State Observation Accuracy
Traditional relative motion state observation is accom plished via tw o-line elem ent differences, 
absolute GPS states, relative GPS m easurem ents, cross-link transceiver ranging, radar ranging, laser 
range finders, and im aging sensors [2, 197]. However, several o f  these m etrology system s require 
technology which cannot currently be flown on many small satellites in tenus o f  size, weight, or cost 
[76, 84, 198]. The relative accuracy and effective ranges are sum m arised in Figure 60 [2]. The 1% line 
on the figure refers to a rule o f  thum b given by Fehse for sensor accuracy in tenus o f  range needed to 
perform  a relative m otion m ission [2],
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Figure 60: Operating Ranges and Accuracies of Traditional Relative Motion Sensors |2]
One com paratively easy m ethod o f  highly accurate relative orbit states observation on cunen t 
form ation flying missions is provided by Carrier D ifferential GPS (CDGPS) m easurem ents [53, 99, 
137, 194-196], Relative position data could also be provided from: ground observations and 
triangulation, relative ranging instruments like radars and lidars, or even provided from  relative visual 
observations. CDGPS will be used here as it is a sim ple means to get good relative state inform ation.
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and it has been validated on formation flying missions [137]. Using only relative GPS state 
measurements, Tillerson estimated the sensor noise would produce errors in the relative states of 
about 20 cm in position and 1 mm/s in velocity [95]. Busse estimated that CDGPS implementation 
could reduce the sensor noise to around 1 cm in position and 0.5 mm/s in velocity [196]. Leung 
demonstrated that relative state noise can be further reduced to 1.5 mm in position and 5 pm/s in 
velocity [195]. Application of Leung’s approach on the PRISMA mission results in sensor noise 
closer to Busse estimates with 5.5 cm to 18 cm in position and 0.2 mm/s to 2.5 mm/s in velocity 
[137]. The noise level was proportional to the amount of manoeuvring taking place. Considering 
these results and Busse’s estimates, 1 cm in position and 0.5 mm/s in velocity were used in 
simulations in this chapter. These uncertainty values are used throughout the simulations in this 
research as the expected noise in position and velocity. Considering the general rule of thumb for 
relative motion flying that sensor measurement accuracy must be of the order of 1% of range or 
better, the minimum usable range for CDGPS is about 1 metre [2]. This means that the CDGPS will 
work well with expected formation reconfigurations explored in this research. As illustrated in 
Chapter 3, the dynamics used for modelling reconfiguration and collision avoidance do not directly 
account for orbital perturbations to include J2 effects. However, a tuned controller can also be used to 
negate effects of perturbations on the relative motion model, especially the J2 perturbations.
7.2.2 Continuous and Discrete Application of Thrust
While not specifically the subject of this work, it is beneficial to understand how one might 
implement a collision-free trajectory using orbit actuation tools. Trajectories generated in this research 
focus on continuous thrust profiles. Continuous thrust profiles can be achieved with two different 
schemes. The first is the direct application of a continuous and variable thrust using an electric 
propulsion system. Such a system allows for the exact thrust profile to be followed throughout a 
manoeuvre. Electric propulsion systems typically provide high efficiency propulsion with high power 
consumption and low thrust [199]. Propulsion systems which are more commonly used for formation 
flying spacecraft are chemical and cold or warm gas propellants [13]. Since only a small amount of 
acceleration is required for relative motion control, the minimum impulse (impulse-bit) of a thruster is 
a concern for higher-thrust chemical systems. Small thrusters like cold or warm gas systems typically 
provide a relatively low-thrust with small impulse-bits. A continuous thrust trajectory can be 
simulated using many small discrete thrust impulses. A scheme of pulse-width modulation is 
commonly applied to provide a variable thrust. In this scheme, if a required thrust is greater than the 
available thrust, that thruster is left on until the accumulated force reaches the desired thrust level. In 
the same respect, if the thrust is lower than the thrust level the duration of the thrust is modulated to 
achieve the same acceleration over the control cycle. Figure 61 illustrates a modulated thrust profile 
(bottom) generated to emulate the continuous thrust profile (top). A ImN thruster is used in this 
example to demonstrate large pulses with a pulsed-width modulation scheme.
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Figure 61: Pulse-Width Modulated Thrust Profile for Continuous Thrust Emulation
As illustrated, the required thrust level is extremely small for optimal reconfiguration over several 
hundred metres separation. For this reason, a small minimum impulse-bit is desired for a relative 
motion thruster. If the minimum impulse is too large, then the controller would need to wait for longer 
periods between thruster firings, which in turn would degrade the ability of the controller to follow a 
continuous path. Additionally, even small relative velocity changes create large impacts in relative 
distance. For example, as little as 0.3 mm/s velocity adjustment could cause 6 metres of drift in just 
one typical LEO orbit [18]. While small, this drift may be outside an acceptable level for precision 
control. To approximate a continuous thrust profile, small impulse-bit thrusters are necessary. The 
PRISMA mission noted that the actual thruster impulse-bit obtained was between 0.6 to 0.4 mm/s 
[26]. The thruster is actuated at a one Hertz control rate. If the PRISMA mission thrusters were 
applied to the three-satellite avoidance example of Section 5.4 on page 114, an average impulse of 
0.66 mm/s is needed at the same one Hertz control rate. This example illustrates how existing 
technology, like the PRISMA cold-gas pulse-modulated system, is a viable orbit actuation tool for 
implementing the collision-free path-planning created in this work.
7.3 Satellite Processing Trends
External interfaces into the satellite system from the greater formation flying environment include: 
communication with the ground, relative orbit sensing, and orbit actuation. In the context of the 
satellite system outlined in Figure 59, the remaining elements of the formation flying planning and 
execution system are all completed within a central processing unit. Central processing units are
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tasked with a variety of functions including several not associated with formation flying like telemetry 
gathering, communications, payload data processing, and many other functions. Computer systems on 
satellites may also contain more than one processing unit to help distribute the work load. Devoting a 
single processing unit to formation planning and execution is one possibility to help enable on orbit 
autonomous operation. However, devoting a sole unit to the performance of an infrequent task may be 
impractical for future satellite design. It is also important that no task overburdens the processor. For 
example, if a control algorithm takes too long to compute, the satellite may drift out of an intended 
safe region while processing the proper collision-free movements. Additionally, manoeuvre 
computations should take less time to generate than the manoeuvre duration or the results cannot be 
used within a real-time controller. In reality, processes that take a long time to calculate also take 
away critical processing time from other critical functions and incur an additional power drain on the 
satellite system [199].
The central processing units on satellites vary greatly. The estimated throughput of a computer is 
usually measured in terms of millions of instructions per second (MIPS). This throughput metric is 
proportional to the clock speed of the processor [199]. Processor speed has generally increased over 
time and serves as a baseline for comparison of computation performance. Processors can either be 
self-contained chips or be hosted on programmable logic chips. These are referred to as hard-core and 
soft-core processors respectively. Table 9 lists a few of the processor types that have flown on satellite 
systems, along with the system, the typical clock speed of the processor, and the relevant references. 
Processors, in use on more current missions, range in clock-speeds from around 40 to 200 MHz.
Table 9 Satellite Processor Flight Heritage
Processor
Type Processor
Typical Clock 
Speed (MHz) Relevant Space Missions References
RCA 1802 1 to 6.4 Shuttle, Voyager, Viking, & Galileo
Ref: [200], 
Footnote: 6, & 7
Hard-core
Processors
MIL-STD- 
1750A or 
1750A
1 to 20
Cassini, Misti 1,2, 3, MGS, 
Landsat7, NOAA GOES, MSX, 
Rosetta, Cluster, Aqua, Aura, 
&Terra
Ref: [201], 
Footnotes: 8, & 9
Mongoose V 10 to 15 EO-1, MAP, Space Tech 5 Series 
Satelites, Contour, New Horizons,
Footnote: 10
6 NASA; History Page, Hubble Page, Shuttle Press Kit, & JPL TSSSM page; Accessed Nov 2011; http://history.nasa.gov/computers/Ch6- 
3.html, http://hubble.nasa.gov/a_pdf/news/facts/CoProcessor.pdf, http://www.shuttlepresskit.com/sts-103/eva7.htm, 
opfin.jpl.nasa.gov/files/1,3_Elliott.pdf
7 CPU Shack Satellite History Page, Accessed Nov 2011, http://www.cpushack.com/space-craft-cpu.html
8 Military Standard Sixteen-Bit Computer Instruction Set Architecture, Accessed Nov 2011, http://www.xgc.com/manuals/ml750- 
ada/ml 750/bookl .html
9 ALAA Computer Systems, Accessed Nov 2011, http://www.aiaa.org/pdfiinside/05_TC_Highlights/aiaa-cps.pdf
10 Product Summary Page, Accessed Nov 2011, http://www.synova.com/proc/mg5.html
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ICeSat
Intel 80386SX, 
EX, & Intel 
80387SL
12 to 40
Shuttle, Hubble, ISS, Sampex, 
SMEX, SWAS, TRACE, WIRE, 
Fuse, & SSTL spacecraft 
including UoSat-12
Ref: [200], 
Footnotes: 6,11, 
12, & 13
BAE RAD6000 33
Mars Pathfinder, Spirit and 
Opportunity Rovers, Coriolis, 
Deep-Space 1, Gravity Probe B, 
HESSI, SMEX-lite, Swift, 
Globalstar, ISS, & SD3RS Low
Ref: [199], 
Footnote: 14
Intel 80486 50 Hubble Footnotes: 6, & 15
RAD750& 
PowerPC 750FL 100 to 200+
MRO, XSS-11, Fermi Gamma 
Ray Telescope, World View 1, 
LRO, WISE, Juno, Kepler, SDO, 
Deep Impact, and SSTL TDS
Footnotes: 6,13, & 
14
StrongARM 100 to 300 SNAP-1 Ref: [19]
Soft-core
Processors LEON 3 & FT 40 PRISMA
Ref: [202], 
Footnote: 16
It is apparent from this table that the clock speeds, and proportionally the MIPS, of actual flight 
hardware are often orders of magnitude less than those of common desktop computers, like the 1 to 3 
GHz processors used in the previous simulations of this, and in the testing of traditional approaches. 
As such, code that performs quickly on desktop computers will have significantly different 
computational performance on flight hardware. In addition, some commercial software programs will 
not even compile on some flight processors due to their static size and resource requirements. An 
example of this is demonstrated later in this chapter. Because of performance variability and code 
compatibility issues, it is necessary to perform actual validation of software on flight hardware to 
truly get a feel for on-orbit performance and speed.
11 PC Guide Online, http://www.pcguide.com/ref/cpu/fam/g3I386SX-c.html
12 CPU World Website, Accessed Nov 2011, http://www.cpu-world.com/CPUs/80386/
13 On-board Data Handling: OBC 386 Data Sheet and OBC750 data sheet, SSTL, Accessed Nov 2011, http://microsat.sm.bmstu.ru/e- 
library/SSTL/Subsys_OBC386.pdf & http://www.sstl.co.uk/assets_sstl/Downloads/OBC750%20Datasheet_0135084_vl03.pdf
14 BAE Systems, Accessed Nov 2011, http://www.baesystems.com/ProductsServices/bae_prod_s2_rad6OOO.html- 
http://www.baesystems.com/BAEProd/groups/public/documents/bae_publication/bae_pdf_eis_sfhvre.pdf; 
http://www.baesystems.com/ProductsServices/bae_prod_s2_rad750.html;
http://www.baesystems.com/BAEProd/groups/public/documents/bae_publication/bae_pdf_eis_rad750.pdf; &
http://www.baesystems.eom/BAEProd/groups/public/@businesses/@eandis/documents/bae_pubIication/bae_pdf_eis_rad750_pwr_pc_mp.p
df
15 The Register Online, Accessed Nov 2011, http://www.theregister.co.uk/1999/12/27/hubble_telescope_gets_intel/
16 Aeroflex Gaisler’s Product Sheet Websites; LEON-3 FT-RTAX, LEON-4, Tools download site with ‘GRTools’ for Eclipse; Accessed 
Nov 2011; http://www.gaisler.com/cms/; http://www.gaisler.com/doc/leon3ft-rtaxproduct_sheet.pdf; & 
http://www.gaisler.com/cms/index.php?option=com_content&task=view&id=338&Itemid=231
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7.4 Implementation of Path-planning Code
The approaches developed in Chapters 4 through 6 were tested on a two representative satellite 
processors testing either end of the spectrum of current processors from Table 9. The PRISMA 
mission, also performing limited autonomous formation flying, is currently using the LEON-3 soft­
core processor on an field programmable gate array (FPGA) chip [202]. The LEON-3 is the European 
Space Agency’s standard satellite processor and is comparable with the lower end speeds of modem 
processors [203]. Additionally, the STRaND CubeSAT mission from the Surrey Space Centre and the 
SSTL is using a hard-core ARM-9 processor as an experimental on-board computer [204]. 
STRaND’s actual flight hardware processor was used for ARM-9 testing and represents the upper end 
speed of satellite processing capability. The ARM family of processors is used on numerous ground 
applications. The StrongARM variant flew on SNAP mission and other variants have been proposed 
for satellite systems [19,205]. Specifications for the hardware testing boards are outlined in Table 10.
Table 10 Hardware Platform Specifications
Hardware LEON-3 Specifications ARM-9 Specifications
Fabric Logic 
Processor Implementation 
Frequency 
On-chip Memory 
Storage Memory 
Primary Debug Interface 
Other Interfaces
Spartan-3 FPGA 
LEON-3 soft-core 
40 MHz 
Variable (to 32 kB)
8 M x 8 Flash 
16 Mx32  SDRAM 
JTAG 
Serial, Ethernet, USB 
Configurable
ASIC 
ARM-9 32-bit RISC 
155 MHz 
8 kB Ins. & 4 kB Data 
256 MB Flash 
256 MB SDRAM 
Serial, Ethernet 
I2C, USB, PCI
Software
Operating System Bare-bone Embedded Linux
The Spartan-3 FPGA development board from Pender, GR-XC3S1500, was used to implement the 
LEON-3 for testing [206]. C-code was compiled with a bare-bone compiler from an Eclipse integrated 
development environment (IDE) using maximum compiler optimisation and the standard debug 
mode. This board can also be configured to be fault-tolerant with protection against single event 
effects through triple modular redundancy techniques. Ground testing of this processor was 
completed in a similar manner to Ref [202]. A Digi W1-9C development board was used for ARM-9 
testing [207]. In this case, C-code was also compiled as an embedded Linux executable using 
maximum compiler optimisation and the standard debug mode. Both processors have or will soon be 
flown on small satellite missions making them good candidates for representative hardware testing.
7.4.1 Collision Identification and Path-planning Testing
Testing was performed using the same initial conditions and code used to generate the performance 
results in Chapters 4 to 6. Computation time testing of collision identification functions, as well as the
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com bined collision identification and avoidance planning functions w ere com pleted using the CPU 
clock time functions in C-code. Basic collision identification com pleted in Section 4.2.5, on page 86, 
took only 7.5 s, on the T-SIM 2 sim ulator (available from  the m anufacturer o f  the Spartan-3 FPGA 
developm ent board)16 for the LEON-3. The actual hardware im plem entation was com pleted in 7.49 s 
on the LEON-3 and 0.36 s on the ARM -9.
Hardware testing results are presented in Table 11 for a selection o f  the m ost stressing, in tenus o f 
num bers o f  satellites, tests com pleted in Section 5.4.1 page 115 for path-planning. This table provides 
a com parison between the earlier desktop results, the LEON-3 hardw are results, and the ARM -9 
hardware results. Note, the m ulti-satellite collision-free path-planning algorithm  only requires 178.8 
kB o f static m emory space. Pictures o f the bench top testing hardware are also found in Figure 62 for 
both the LEON-3 and ARM -9 boards.
Table 11 Selected Hardware Test Results for Path-Planning
Test Desktop Results (ms) LEON-3 Results (s) ARM-9 Results (s)
Satellite 1 o f Exam ple 1 16 86.57 4.78
20-satellite formation: 356 1385.16 69.21
Exam ple 2
50-satellite formation: 523
M ean 112.38 M ean 4.67
Exam ple 3 a  10.57 a  2.12
Figure 62: Bench Top Testing Hardware for a) the LEON-3 and b) the ARM-9
H ighlighting a few o f these results, the 3-satellite collision avoidance m anoeuvre took only 4.78 s on 
the ARM -9. This is faster than the 7.8 s needed to plan a sim ilar m anoeuvre using a traditional 
program m ing approach to path-planning on a desktop com puter [38]. In the 50-satellite formation 
scatter example hardware results equate to 0.08% o f  the low Earth orbit using an ARM -9 (or 1.93% 
with the LEON-3), and only 5.4x10"3% o f a geostationary orbital period using an ARM -9 (or 0.13%  
with the LEON-3). Com putation speed is independent o f  the orbit altitude and tim e o f  flight. I f  a 
single satellite is used to calculate the whole formation plan, rather than ju s t its own trajectory, the 
total calculation time was only 233.76 s on the ARM -9. Finally, note that for the 20-satellite collision 
avoidance planning took on average between 3.83 s (with 1 collision to avoid) to 69.21 s (with 19
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collisions to avoid) on the ARM-9 hardware. This is significant improvement over the +28 hrs 
estimated for a similar linear programming, estimates based on a RAD750 running at greater than 200 
MHz14 [41, 46].
Additionally, comparison testing with the traditional and enhanced FEM algorithm from section 5.4.3 
on page 123 could not be conducted on this hardware. This is due to the commercial nonlinear solver 
used by this approach, which requires a static memory space of 2.546 MB. This result raises the 
question as to whether traditional approaches using complex commercial optimisation software can 
actually be performed on the limited computer processing capability of modem satellite hardware.
7.4.2 Controller Testing
Tests from Section 6.3 for the MPC controller were performed on the Spartan-3/LEON-3 and Arm-9 
processors using the same C-code and CPU clock timing functions as used during desktop CPU 
testing. The average re-planning time of the MPC on the ARM-9 was 3.37 ms, and 60 ms on the 
LEON-3. As expected hardware results are comparatively slower than the desktop results of 0.114 ms 
without the use of a dead band. The average times were found from over 5000 re-planning events 
using the 3-segment collision avoidance profile illustrated in Figure 35 on page 116. Bemporad notes 
that computation time needed for on-line use of an MPC needs to be on the order of one millisecond 
[208]. The analytic MPC on the ARM-9 meets this desired requirement for on-line implementation. 
This computation speed also allows the analytic MPC to be part of a typical one Hertz control cycle 
for collision-free relative motion reconfiguration as used on both the PRISMA and SPHERES 
missions [21,26].
As noted in the comparison example from last section, the constrained cost function optimisation for a 
collision-free planning using linear programming took 7.8 s to solve using a 1 GHz desktop computer 
with a commercial solver [38]. This example is simplified for an in-plane avoidance manoeuvre with 
three satellites and only 20 time-steps. For implementation in an MPC this linear program needs to be 
re-solved at every time-step requiring a re-planning. Even without a conversion to an equivalent 
hardware processor, this approach is (7.8 s / 3.37 ms) = 2,315 times slower than the analytic MPC on 
an ARM-9. One might argue that this is not a fair comparison, as the linear programming uses 
explicit collision avoidance constraints at each step while the analytic MPC has no explicit 
constraints. However, the semi-analytic collision avoidance reference plan, used to provide the 
implicit constraints, takes only 4.78 s to generate the collision-free reference trajectory on the ARM-9 
processor [162]. Explicit collision avoidance constraints can be obtained by executing the semi- 
analytic path-planning approach before the analytic MPC at each control step. If this combination is 
used for comparison it is still 3 s faster on the 155MHz ARM-9 than the simplified linear program 
running on the 1 GHz desktop computer. The analytic MPC with implicit, or even explicit collision
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constraints, is faster than current collision avoidance control approaches and is directly applicable to 
on-board usage in small satellites.
7.5 Summary
The end-to-end implementation of collision-free reconfiguration planning and execution involves 
many systems working in conjunction with one another to perform the mission. The focus of this 
chapter was to look at the effect of the primary execution elements on the performance of 
reconfiguration mission. Various observation technologies exist with the most applicable to relative 
motion testing being carrier-phase differential GPS. Orbit control actuation is performed by both 
impulsive and continuous thrust means. Continuous thrust profiles produced as part of this thesis can 
be implemented on either system with the use of a thrust modulation scheme. While hardware 
execution establishes the system level context for reconfiguration planning and execution, the primary 
focus of this thesis is the application of planning and execution algorithms on actual satellite 
hardware. In that respect, a survey of existing processor technologies and speeds from satellite 
missions is used to define a realistic spectrum of flight-like clock speeds for testing. The LEON-3 and 
ARM-9 were selected as reasonable candidates for hardware testing due to their current and future use 
as small satellite mission processors, and they bound the performance on either end of the spectrum of 
existing processing speeds. C-code used for testing in previous chapters was compiled on each of 
these processors. Simulation code for collision identification, collision avoidance, and control 
performed without issue on the satellite hardware. Tests show that, while slower than a desktop 
computer, these approaches were not unreasonable for on-board use in formation flying satellites. A 
comparison with a linear programming approach (one of the quickest documented approach to path- 
planning) also illustrates how the approaches presented in this work can substantially reduce 
computation time from an expected 28+ hrs, with an existing approach, down to between 3.83 s to 
69.21 s. Additionally the analytic controller runs in 3.37 ms, equivalent with speed of traditional PID 
control, and can easily be incorporated in a typical one Hertz control cycle.
If there is an urgent need for a reconfiguration of a formation on-orbit, there may not be time enough 
for ground planning. In an event such as this, an autonomous on-board multi-satellite collision-free 
path-planning and execution tool can save valuable time and valuable satellite resources. Ground 
controllers will no longer need to make hard choices between safety and fuel usage (mission life) 
when planning multi-satellite reconfiguration. The semi-analytic tools developed here can be 
embedded in flight code to provide planning which already accounts for safe and fuel-optimal multi­
satellite reconfiguration. The hardware tests completed in this chapter, illustrate how both the semi- 
analytic collision-free path-plan and analytic model predictive controller are real-time solutions for 
safe multi-satellite formation reconfiguration.
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Chapter 8.
8. Design and Application of Higher Order Models for Error Mitigation
The purpose of this chapter is to explore various approaches to extending the relative motion model to 
better account for the known HCW assumption errors, and apply these approaches to provide fuel 
savings during reconfiguration. While in Chapter 3, Section 3.2.2 starting on page 61, it was shown 
that for expected formation reconfiguration the HCW model is a good approximation for relative 
motion. However, if one desires to reconfigure a formation beyond the tens of kilometres, or with a 
flight time of greater than an orbital period, then the HCW approximations no longer hold and an 
alternative relative motion model is required. At large separation distances, errors from differential 
perturbations and nonlinearities of motion create large errors from the linear assumption of the HCW 
model. Additionally, large flight times mean that un-modelled perturbations will create large secular 
changes in motion from the Keplerian motion assumption of the HCW model. While methods to 
address the circular orbit assumption of the HCW model will not be addressed here, several 
approaches are considered to address the first two assumptions and allow for long baselines and long 
times of flight. Approaches explored here include: a cylindrical relative motion model for large 
baseline modelling, incorporation of relative geo-potential perturbations using second order epicycle 
elements for long-term modelling, and a combined approach for modelling relative motion over large 
baselines with geo-potential perturbations. The second section explores the application of natural 
motion models with better accuracy within the existing heuristic reconfiguration approach to allow for 
increased fuel savings during manoeuvres. While the primary heuristic model remains a fast and 
effective approach to the initial planning and execution of nominal multi-satellite formations, a 
controller enhanced with a better accuracy natural motion models can be used to obtain some 
marginal fuel savings for reconfigurations at the limits of the heuristic model constraints.
8.1 Approaches for Mitigating Heuristic Model Assumptions
This section outlines several new approaches to help mitigate the sources of error introduced with the 
HCW-based analytic reconfiguration model. In a similar manner to the discussion in Section 3.2.2 
concerning HCW motion assumptions, three new relative motion models are created to account for: 
nonlinear dynamic effects caused by large relative separation distances, second order J2 perturbation 
effects, and a new analytic representation of J2 relative motion with decoupled kinematics and 
dynamics also allowing for large separation distances. As discussed in Section 2.1, starting on page
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31, there have been m any previous attem pts to better model relative m otion beyond the lim itations 
im posed by HCW . The approaches developed here are novel as they can either model m otion at any 
separation distance, provide a second order J2 approxim ation in the relative frame, or treat perturbed 
orbital and relative m otion as an extension o f  attitude m odelling allowing for m otion at any separation 
distance w ith first order J2 perturbations.
8.1.1 Cylindrical Relative Motion M odel
Previously it was noted in Section 2.1, and illustrated in Figure 3 on page 36, the H CW  equations 
assum e a linear LVLH fram e superim posed on a curved reference trajectory. The true curvature o f  the 
y  axis creates radial errors, in the x  axis, w hen approxim ating m otion w ith any horizontal 
displacem ent as illustrated in Figure 9 on page 63. Radial errors however, can be large even with 
relatively small angular separation between the satellite and the fram e origin w ith respect to the centre 
o f  the Earth. This approxim ation is overcom e by reform ulating in-plane equations o f  relative m otion 
in polar form  in term s o f  a radial displacem ent from  a reference orbit, 5s, and an angular separation 
from  the reference orbit, 6,  about the centre o f  the Earth. This form ulation still assumes near circular 
orbits and H CW  like out-of-plane motion. Relative m otion in term s o f  the new  reference coordinates 
is illustrated in Figure 63.
's,
N.
X
\
\
\
\
Figure 63: Polar Relative Motion Reference Frame
Linearizing about radial displacem ent and using conservation o f  angular m om entum , relative m otion 
equations are derived which allow  for arbitrary relative separation angles w ith respect to the Earth. 
The reform ulation can be seen in Equations (69) and (70) for in-plane and out-of-plane motion 
respectively. In these equations, the angular m om entum  o f  the satellite is defined as: 3  =  
(a  +  6 s )2(0  +  n ) ,  a and n  are the sem i-m ajor axis and mean m otion o f  the reference orbit
os
/
/
/
o  -yi 2  '3 c' r 2  __ cx
— L =  332_2a2n4’ - n  +  e2e A  and
e2 =  By assum ing a small angle approxim ation for 9,  it can be shown that (69) and (70) 
sim plify to (2) and (3) on page 33. The derivation o f  these equations can be found in Appendix B as 
well as the follow ing reference from  Bridges and Sauter [74].
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Equation (69) provides for a com pletely analytic description o f relative m otion w ith no lim its on the 
in-track separation differences. This is the first com plete form ulation for in-plane m otion at any 
separation angle and even allows for m odelling the relative m otion o f  satellites on opposite sides o f  
the Earth, well beyond the linear range o f  the H CW  equations. However, since the out-of-plane H CW  
solutions are m aintained in (70), these solutions are lim ited to relatively small separations in out-of­
plane motion. Testing this approach for the relative m otion o f two satellites com pared w ith the HCW  
description o f  motion in the LVLH frame is illustrated in Figure 64 for an in-plane drifting satellite. In 
this figure the satellite starts at the circled location and drifts periodically to the left.
>—  HCW  E q n s  T rajectory  
P o la r  E q n s T rajectory
r  20
-50
In T rack  (Y )(m )
Figure 64: In-plane Motion Described by Cylindrical and HCW Models Showing Good Agreement Close
to the Origin of the LVLH Frame
As observed in this figure, in-plane motion is nearly identical to HCW  m otion using (69) for relatively 
small in-plane separation distances. Once the separation between satellites increases, the relative 
position difference between the two models increases because the linear frame approxim ation o f  the 
HCW  model is not present for in-plane motions in (69). The difference in relative position error as a 
function o f tim e is given in Figure 65. Accounting for variations from  the relative m otion, results 
closely follow  the predicted errors o f  the linearized HCW  fram e from Figure 9 on page 63.
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Figure 65: Relative Difference Between Cylindrical and HCW Models As a Satellite Moves Away from
the Origin Over Time
U nfortunately, this model is still subject to some o f  the same assum ptions as the H CW  equations 
nam ely, they assume near circular orbits and K eplerian m otion. As a result, long propagation times 
and angular separation differences create a large error when com pared w ith absolute m otion, due to 
the drifting o f  relative orbital planes caused by the differential J2 perturbations. This error drives the 
need for an analytic expression for relative m otion w hich can be used for long propagation tim es or 
over large separation distances. The follow ing sections address the effect o f  J2 perturbations on 
relative motion.
8.1.2 Second O rder Vadali-Hashida Approach
Several attem pts have been m ade to address the effects o f  J2 perturbations on m otion in the LVLH 
fram e as discussed in Section 2.1. Several authors have successfully developed relative motion 
m odels using relative orbital elements as discussed in Section 2.1.3 on page 38. However, the LVLH 
fram e is preferred for m odelling relative m otion because o f  the direct application o f  reconfiguration 
thrust. Geo-potential perturbations are generally described in term s o f  an Earth centred frame [56], 
w hich m akes applying them  to an arbitrary relative fram e difficult. In order to incorporate inertial 
perturbation effects in the relative frame, some inertial orbital inform ation m ust be incorporated into 
the relative description o f  motion. In review, Schweigart and Sedwick developed the first linearized 
LV LH  relative m otion model accounting for J2 perturbations using m ean variations in orbital elements 
[78]. W hile a good initial approxim ation, the Schweigart and Sedwick model tends to fall apart after 
several orbits due because it is linearized to the initial motion o f  the reference orbit [25]. From  this 
initial model, authors have developed follow-on m odels w hich tend to m aintain accuracy for longer 
propagation times. Recently, Vadali developed a linearized expression for relative m otion in the
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LVLH frame about a J2-perturbed mean orbit including short periodic effects [85]. This model claims 
to maintain very good accuracy of relative motion for over 15 orbits, but also claims that an even 
more accurate model can be obtained with the inclusion of second order J2 terms, 0 (j|). Hashida and 
Palmer presented an analytic description for modelling orbital motion in terms of mean epicycle 
elements which contain periodic and secular 0(Ji) terms [209-211]. This description of motion 
assumes near circular orbits in an axisymmetric geo-potential field. Combining Hashida’s OQl) terms 
within the approach presented by Vadali allows for a new and improved model of J2 relative motion in 
the LVLH frame.
In general terms, Vadali applies mean orbital elements to the general equation for acceleration in a 
rotating frame, as perceived by an observer in that frame:
f  = VFg2B + VFgj2 -  2ô> X  f  -  ai x frei -  ô) x (ôi x freZ) (71)
In (71), f rei = [x y  Z]T is the relative state vector, the VFg2B and VFgj2 terms represent 
differential forces of Keplerian gravity and the J2 geo-potential respectively, and <ü is the angular rate 
vector of the local frame of the reference satellite with respect to the inertial frame. VFgj2 comes 
directly from Schweigart and Sedwick [78], and VFg2B is a product of the derivation of the HCW 
equations and can also be found in Appendix A. VFg2B and VFgj2 are given in Equations (72) and 
(73) respectively, where | Rref  | is the magnitude of the reference orbit position, [i is the gravitational 
parameter, G = 6n2J2 ( j1), J2 is the magnitude of the second harmonic of the geo-potential, and n and 
Uj are the mean motion and semi-major axis of the reference orbit respectively [85].
VF,g2B
I W
—2% 
y
VF9 h  = G
1 -  3sin2(/)sin2(A) sin2(/)sin(2A)
sin2(/)sin(2A) + sin2(/) ^ s in 2(A) -  ^
-1
sin(2/)sin(X) —-sin(2/)cos(A)
sin (27) sin (A)
-1
— sin(2/)cos(A)
+ sin'G) sin2 (A) + i )
r r e l
(72)
(73)
The angular rate vector is found from the skew-symmetric matrix cH x =  AT(X)À (X), where A = 
Furthermore, R is a rotation matrix about the subscript axis by the bracketed 
angle. The generic angular rate vector, 05, is given in Equation (74),where I  is the reference 
inclination, fl is the reference right ascension of the ascending node, and A is the argument of latitude. 
For J2 perturbed motion each of these orbital elements is a function of time. For Keplerian motion 
A = n therefore nJ = [0 0 n]T, i.e. the mean motion about the perpendicular axis to the orbital
plane.
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ü) =
H sin (7 ) s in  (A) +  /c o s (A )  
Ù s in ( / )  co s (A) +  /s in (A )  
f l c o s ( / )  +  Â
(74)
Vadali simplifies this expression for w with mean orbital elements eliminating the second term of cJ. 
To avoid any errors from simplification the full expression for <ü is used in this formulation. Note that 
the use of (71) and (74) are limited to describing the motion of a single reference frame with regards 
to the inertial frame. Therefore this description is limited to relative motion with relatively small 
separation distances, where differential J2 motion between satellite orbital planes is negligible.
Conveniently, the variables: ft, /, A, and r  used in equations (71) to (74) are also the epicycle elements 
used to describe orbital motion. The complete analytic 0(11) description of epicycle elements is given 
in [209] starting on page 48. For second order solutions, orbital eccentricity coupling terms must also 
be included beyond the secular and short periodic effects used by Vadali [209]. In general, each of the 
epicycle elements is comprised of the following terms: x totai = xKepierian epicycle + ^secular + 
Xshort periodic  +  *  eccen tric ity  coupling, where % is a place holder for any one of the individual 
epicycle elements. Applying these equations to (71) to (74), provides OQf) description relative 
motion in the LVLH frame.
Comparative Testing
Vadali’s model was replicated for testing using the information provided in his paper [85]. Initial 
relative state conditions and mean elements from his first example are used here for comparative 
testing in this sub-section. Comparison results were generated by propagating the relative state 
conditions with an HCW model, the first order Vadali model, and the second order model. Figure 66 
provides the relative position errors from a J2 numerically propagated reference in a) each axis of the 
LVLH frame and b) for the magnitude error over a one-week period.
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Figure 66: One-week Comparison of HCW, 0(J2), and OQj)  Models for a) In LVLH and b)Total
Magnitude
In Figure 66a, it is apparent that the HCW  model does not account for secular drift in-plane, which 
leads to an increasing error in the ÿ  axis over time. Both the first and second order models have 
periodic error which builds up over time, but the second order model has much less error overall. 
Figure 67 explores the first and second order J2 model results over the first 15 orbits.
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Figure 67: First 15-Orbit Comparison of 0( ]2), and O fll) Models in LVLH
This figure illustrates that the second order m odel provides a very good fit to J2 relative m otion in­
plane and nearly equal quality as the first order m odel out-of-plane. It should be noted that w hile this 
approxim ation is o f  second order relative m otion it is still bound by the H CW  assum ptions for nearly 
circular orbits (im posed by the use o f  epicycle elements) and close relative orbits (from the 
description o f a singular rotating frame). W hile two m odels have been presented for describing 
m otion beyond a lim it o f  the H CW  description, the cylindrical and OQ l), both models are still subject 
to two o f  the original H CW  assum ptions. The next section creates a novel approach to describing 
relative m otion by relaxing two H C W  assumptions.
8.1.3 Decoupled J 2 Relative M otion Model
A ttem pts to expand the definition o f  relative m otion beyond the LVLH assum ptions often include 
m ean classical or epicycle orbital elements, as explained in Section 2.1.3 starting on page 38 [25, 42, 
54, 57, 84]. A n elem ent description o f  m otion is convenient because future states o f  a satellite are 
found from  simple analytic expressions rather than num eric integration [56]. In order to derive simple 
elemental descriptions o f m otion, geo-potential functions are averaged to provide a long-term  
understanding o f  orbital m otion free o f  short-term  perturbations effects. An elemental description o f 
orbital m otion allows for arbitrary eccentricity and is not lim ited to rectangular reference frames. 
Again, only the J2 geo-potential is considered here since that is the largest perturbing acceleration. An 
accurate description o f  orbital m otion for an existing satellite using mean elements requires an initial 
fit to several observed states. Once the m ean elements for a satellite are known, a relatively accurate 
osculating description o f  the satellite state can be obtained for any point in  the future. To extend the
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description of relative motion beyond LVLH limitations, relative motion can be described by a 
difference in mean elements or in the equations of motion for each individual satellite. In this manner, 
full orbital information is retained by the relative elements or relative equations of motion. Typically 
relative elements or equations of motion are simplified by assuming some commonality between 
mean elements. Vadali, D’Amico, Alfriend, and others often formulate relative elemental motion 
about a reference semi-major axis, inclination, and right ascension of the ascending node [25, 84, 85]. 
Palmer and Halsall also described relative motion about a secularly drifting guiding centre using 
epicycle orbital elements [42]. In all of these descriptions, simplified equations are obtained by 
assuming satellites are and will remain close to the common reference point for some time in the 
future. This restrictive definition limits the model to satellites which are relatively close together. In 
order to allow for generalised relative motion, simplifications about a common reference orbit must be 
removed while still retaining a simplified description of motion. ■
A new formulation for relative motion is defined here by redefining perturbed satellite motion as a 
combination of kinematic motion of an orbital frame and dynamic motion in that frame. The 1st order 
formulation of J2 motion from epicycle elements, from page 41 of [209], divides naturally into this 
form of kinematic and dynamic motion. Dynamic equations of motion for a satellite are described by 
the two polar coordinates: r  and A for motion on the orbital plane. The kinematic description of the 
orientation of the orbital frame is defined by two rotation angles: fl and I. Figure 68 illustrates 
epicycle coordinates for describing orbital motion as well as the E-frame for constant angular 
momentum, 3, in the orbital plane. Note that the use of epicycle elements restricts this definition of 
motion to satellites in near circular orbits. This is the cost of a simplified expression for J2 perturbed 
motion.
k
Equatorial Plane
! Ascending Node, N
Figure 68: Epicycle Elements and E-Frame Representation
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Equations of motion for epicycle motion on an orbital frame can be further simplified by defining in­
plane orbital motion about a constant angular momentum as observed in the rotating frame. The 
rotating reference frame which contains all of the dynamics motion is called the E-frame, and is 
defined by on the orbital plane by the vectors: êls ê2, and the orbital angular momentum, 3. Since the 
J2 perturbation will torque a satellite, 3  will precess and nutate about the k axis of the inertial frame. 
By splitting up A into two angles: A' and tn, a rotating reference frame is defined which will observe a 
constant angular momentum, / ,  and thus ensuring dynamic motion is restricted to the ê1 and ê2 plane. 
A brief summary of the approach follows; the full derivation can be found in Appendix C. Equation 
(75) describes the in-plane angular momentum in-terms of the standard epicycle elements (r and A), 
and the modified elements (r, A', and m) for motion on the orbital plane.
/  =  r 2A = r 2 — (A' — nr) (75)
Equation (76) is the full first order epicycle expression A from Ref [209].
A = a  + K2a + 2(£m sin(a) + 77m( l  -  cos(a))) -  AA sin(2a) (76)
In (76), a =  a0m + n r  is the epicycle phase after some time t , n  is the mean motion, and the epicycle 
constants for the next few equations are defined later in Equation (83). The expression for m  is 
selected to eliminate the secular drift term: K2a and the short periodic term: AA sin(2a) of (76). In 
addition, the short periodic term: Ar sin(2a) is added to eliminate the short periodic term in r  leaving 
/  constant. The expression for nr to maintain a constant angular momentum in the rotating frame, / ,  
is given in Equation (77) and the resulting /  is given in Equation (78).
üj = K2a +  (Ar -  AA)sin(2a) (77)
i  =  a 2n ( l  + p2) (78)
The kinematic motion of the orbital frame is defined by a set of three rotation sequences. The 
combined rotation matrix, A, needed to transform the inertial frame to the E-frame is given by 
Equation (79), where each angle is a function of time. Like the previous section, R  represents a 
rotation matrix about the subscript axis by the bracketed angle.
A = i?3 (m)R1(/)/?3(n) (79)
Using (79), the motion on the orbital plane is totally decoupled from the movement of the orbital 
plane. The generic planar dynamics of satellite motion in the E-frame are given by Equations (80) and 
(81) for the respective position, Re, and velocity, Re, of that satellite.
Rj = [r cos(A') r  sin(A') 0]T (80)
Re = [f cos(A') — rX' sin(A') f  sin(A') + rX' cos(A') 0]T (81)
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The modified epicycle description of motion for the epicycle elements used in (79) to (81) are given 
in Equation (82), where a is the same as in (77). In (82), am, a0jn, £m, r]m, I0m, and Q0m are the 
standard mean epicycle parameters, which are typically established for a satellite through an 
estimation process like nonlinear least squares [209, 212].
r  = am( l  + p2 -  Om cos(a) + rjm sin(cr)) +  Ar cos(2cr))' 
A' = a + sin(a) + 77m( l  -  cos(a))) -  Ar sin(2a)
I = I0m + A /(l -  cos (2a))
H = n 0 + u 2(cc- 0.5 sin(2o:))
(82)
Also for (77) and (82), the standard epicycle elements are formulated using the following constants as
defined in [209], where A2 = J2 f— ) , J2 is the magnitude of the second harmonic of the geo-
\am.'
potential, and is the equatorial radius of the Earth:
Ar = 0.25 A2 sin2(/0m)
AA = 0.125 A2(7cos2(/0J  -  l )  
p2 = -0 .25A 2(3cos2(/oJ - l )  
u2 = —1.5A2 cos(/0m) 
k2 = 0.75 A2(5 cos2(/0m) -  1) J
(83)
Once the motion of any two individual satellites is established, relative motion between those 
satellites is easily be found. Similar to Schaub and Halsall approaches, relative equation of motion 
differences are presented in terms of individual orbital elements. The relative position, pe, and 
velocity, pe, of satellite 2 as observed from satellite 1 are defined by Equation (84).
A  = fi3(A')[Sffe2- R ei]
fie = fi3a ' ) [ ^ 2 -  + fisOT [$ (X 2 -Z5s x we2)  -
(84)
In (84), the motion of any one satellite is defined through a simple rotation matrix where S = A-lAJ, A 
is from (79) and defined by the elements of the satellite denoted in the subscript; the skew-symmetric 
form of the relative angular velocity of the frame is defined as: <5* = —STS. The full expression for 
ù)s can also be found in Appendix C.
Equation (84) provides the full description of relative motion for any two satellites. This motion is not 
constrained by orbital separation distance and includes 1st order J2 perturbations. Note that this 
approach requires that the epicycle parameters for each satellite are known, as they would be for any 
satellite observed for a length of time in natural motion.
Comparative Testing
Results were generated by numerically propagating the J2 perturbed host and reference satellite orbits 
and comparing those states with the analytic results of the new decoupled epicycle model. The
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decoupled motion model is not constrained by orbital separation distance and includes 1st order J2 
perturbations. Using a 2 x 1 x 2 safety-ellipse, three representative tests were completed including:
1) A nominal closed orbit within the HCW limits (similar to the closed orbit used for testing in 
the previous section)
2) A formation separated by 90° in true anomaly
3) A large baseline formation which exceeds traditional HCW constraints.
All examples were propagated for a week’s worth of orbits. Initial relative coordinates as defined by 
Table 1 on page 65, with y = 0, are used as a seed for fitting 1st order epicycle parameters for the 
satellite. Table 12 provides the initial epicycle parameters of the satellite for each test case and the 
common 1st order epicycle parameters for the reference satellite. The formation size metric, p0, from 
Table 1 is also listed in the table for each example.
Table 12 Initial Epicycle Parameters for Example Relative Motion Testing
Example # Po (m) Om (km) “ om(deg) Vm
^°m
(deg)
^Om
(deg)
1 -  Nominal 
Formation 250 6993.71696
-5.532
xlO-4
-5.012
xlO"4
-1.197
xlO*8 98.000 359.996
2 - 90° Separated 
Formation 250 7012.24308 89.859
-3.079
xlO"4
1.735
xlO'3 97.989 359.979
3 -  Large 
Baseline 
Formation
25,000 6994.05592 -5.697xlO'2
-4.016
xlO"4
2.142
xlO"6 98.000 359.588
Reference
Satellite N/A 6993.71624
2.092
xlO"5
-4. 655 
xlO*4
-1.990
xlO'8 98.000
9.807
xlO"5
Error between the analytic model and numeric propagation is depicted in Figure 69 for all three 
experiments in order: a), b), and c). While the initial 1st order epicycle fit causes some error growth, 
there is also error growth within the numeric propagation. Note that these tests were run with a 60 s 
time step, versus the 5 s time-step used for testing in the previous section. This means that numeric 
errors are larger than those observed in the 2nd order model testing.
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Figure 69: Modelling Errors for: a) a Nominal Formation, b) a 90° Separated Satellite, and c) a Large
Baseline Formation
173
Chanter 8. Desi en and A nnlication of Hieher Order Models for Error Mitigation
M odelling error results show that despite a satellite being separated by a quarter o f  an orbit distance or 
separated out o f  the plane by nearly 50 km, the error magnitudes are nearly identical. This shows that 
error is m ore o f  a function o f  propagation tim e than o f  separation distance. The results also show that 
the m odel does a good job  tracking J2 perturbations as generic HCW  m otion cannot track realistic 
relative orbit drift. This relative orbit drift over a week, for the nom inal baseline form ation o f  example 
1, is illustrated in Figure 70.
600 
400 
200 
I  °
N
-200
•400
-600 
400
Figure 70: Motion of a 500 x 250 x 500 m J2 Perturbed Relative Orbit over One-Week
Results show that this approach creates a relatively simple analytic description o f  relative m otion 
w hich elim inates two o f  the three assum ptions im posed when using the H CW  description o f natural 
relative motion.
8.2 A lternative N atural Motion Models Applied to Heuristic Reconfiguration
Each o f  the three m odels developed in Sections 8.1.1 to 8.1.3 provide a description o f  natural relative 
m otion. Table 13 provides a b rie f sum m ary o f  the key advantages and disadvantages o f  each approach 
for describing natural relative motion:
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Table 13 Key Relative Motion Model Advantages and Disadvantages
Relative Motion 
Model Advantages
Disadvantages
Cylindrical
- Allows for large in-plane separation 
- Simple analytic model 
- Only needs relative state data
- No orbital perturbations 
- Limited out-of-plane capability
2nd Order J2
- Includes 2nd order J2 effects 
- Lowest modelling error over time
- Numerical iteration required
- Good mean elements estimate required
- Need relative and reference inertial 
states
Decoupled J2
- Allows for large in-plane separation 
- Includes 1st order J2 effects 
- Simple analytic model 
- Low modelling error over time
- Good mean elements estimate required
- Need reference and satellite inertial 
states
Both of the J2 relative motion models, like any mean element model, require a good initial estimate of 
epicycle parameters to describe perturbed relative motion. Establishing a good initial estimate of 
epicycle parameters requires observation of the natural orbit over some time. Figure 71 provides the 
RMS error for a 1-orbit propagation, in comparison with a J2 numeric propagation, as a function of the 
observation time used in creating the 1st order least squares estimate of epicycle parameters [209].
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Figure 71: 1-Orbit RMS Error as a Function of Observation Time
As shown in this figure, observation times of nearly half an orbit are needed to produce relatively 
accurate estimates of the epicycle parameters. Since this chapter seeks to apply more accurate relative 
motion models for reconfiguration, the effects of manoeuvring on the mean epicycle parameters must
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be considered. The initial epicycle param eters should be used to model m otion during a m anoeuvre. 
This is because the epicycle description itself does not account for thrust effects on the initial 
param eters. However, during a m anoeuvre the physical orbital elements are changing and as such the 
m ean orbital description o f  m otion before a m anoeuvre m ay not m atch the final orbit after a 
m anoeuvre. Using the reconfiguration exam ple illustrated in Figure 10 on page 65, the best estim ate 
o f  epicycle param eters for the desired final orbit were com pared w ith the best estimate o f  epicycle 
param eters prior to the manoeuvre. Figure 72 below  illustrates the change in four o f  the epicycle 
param eters as a function both the size o f  a m anoeuvre and the duration o f the m anoeuvre where: a) is 
the difference in am (km), b) is the difference in I0m (radians), c) is the difference in ù 0m (radians), 
and d) is the difference in a 0jn (radians). In this figure, form ation size, i.e. the reconfiguration distance 
travelled, is varied from  1 m  to 12 km, and the reconfiguration flight tim e is varied from 0.1 orbits to 
2 orbits.
a) b)
0.6 1 1.5
Time of Flight (Orbits) Time ot Flight (Orbits)
c)
0 026
0.02 g
0.0 5 5
0.5 1 1.5
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0.5 1 1.6
Time of Flight (Orbits)
Figure 72: Change in Four of the Epicycle Parameters Resulting from a Manoeuvre
This figure shows that each o f  the epicycle param eters do change from  the beginning to the end o f a 
m anoeuvre and m ore dram atically as m anoeuvres increase in size and duration. N ote that these 
results only show the best estim ate o f  epicycle param eters before and after a m anoeuvre and do not
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illustrate the variation in each param eter which w ould be needed to accurately model m otion 
throughout the manoeuvre. So, a nom inal difference in epicycle param eters m eans that the old 
param eters w ill not accurately model natural m otion after the manoeuvre. F igure 73 provides the 
satellite position error (m) after a m anoeuvre from  two perspectives: a) a top-dow n view  o f  the full 
analysis space, and b) a side view o f  flight time. These results illustrate the difference in states 
between a m odel using the best estimate o f  epicycle param eters prior to the m anoeuvre and a m odel 
using the best estimate o f  epicycle param eters after the manoeuvre. W hile the stripes in Figure 73a 
appear to indicate a saw-tooth shape o f  position error as a function o f  the tim e o f  flight, this is a 
figm ent o f  the course data set and the p lot facet shading. The error as a function o f tim e o f  flight alone 
is show n in Figure 73b. This is the same data set as shown from  a perspective looking dow n the 
form ation size axis.
Time of Flight (Orbits)
Time ot Flight (Orbits)
Figure 73: Position Error (m) from Using Initial Instead of Final Epicycle Parameters in Terms of a) the
Analysis Space and b) Just the Time of Flight
These results clearly show that a mean element description o f  relative m otion, while good for natural 
motion, cannot accurately model relative m otion during a reconfiguration. These results are consistent 
w ith L ee’s approach to using m ean orbital m otion w ithin his reconfiguration model, where advantages 
from using higher order models are highly dependent on the boundary conditions [131, 213]. 
Reconfigurations which place the satellite near the original mean orbit benefit, while those that do not 
approach the mean orbit have m ore relative errors. Such conditions w ould allow higher order m odels 
to be used during reconfiguration but impose very strict lim itations on possible reconfiguration 
m anoeuvres.
Each o f  the previously developed models was created to provide a more accurate representation o f  
relative m otion to reduce fuel usage for any reconfiguration. Since the m odels can accurately model 
natural relative motion, they still can be used in conjunction with the heuristic reconfiguration model 
to reduce fuel usage. The incorporation o f  a relative m otion model into optimal reconfiguration can be
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accom plished in two ways: first, the hom ogenous relative m otion solution, ^ Hcw^re\ Oh) =  freiC^ z)» 
from  equation (13) on page 44, can be replaced w ith the perturbed relative m otion 
solution r relpert( t2) from  the new  m odel as shown:
f r e lC tz )  =  f re lp e r t( t 2)  + G((3) I(t2) (85)
The im plem entation o f  (85) does not entirely account for perturbations to the intended trajectory 
because the integrated thrust solution, T(t2) =  J^2 THCW(t), is still form ed from  the H CW  equations. 
The second approach is to incorporate the new  m odel into the optim al thrust solution such that 
I ( t 2) =  / tt2 Tpert(t). This approach implies that the epicycle param eters are also updated throughout
the tim e-span: t 2 -
The first approach can be readily applied to the existing analytic M PC control. Since only a natural 
m otion solution is required, no update to the initial epicycle param eters is needed. Only after the 
m anoeuvre w ill new  param eters need to be established. D ifferencing the desired future states from  the 
observed state, 0?relpert( t2), provides a m ore accurate representation o f  ‘i’tfC w C O ^relC ti) from (18) 
on page 59. A dding the desired heuristic thrust over the same tim e-span results in the following 
variation to an desired trajectory: ô frel( t 2) =  ô?relpert( t 2) +  J^2 THCW(t) .  Correcting for ô f rei in the
final states allows some o f  the perturbations to natural m otion to be accounted for w hile also using the 
analytic solution for optimal thrust. N ote the largest two local accelerations are already accounted for 
in the heuristic optim al thrust solution. This partial com pensation approach is illustrated in Figure 74 
for an in-plane reconfiguration in the LVLH frame.
X
Corrected Trajectory
\ Perturbed Trajectory
. Perturbed 
pert Thrust-Free 
Motion
Planned Trajectory
Unperturbed 
Thrust-Free Motion
Figure 74: Partial Correction Approach for Perturbed Optimal Reconfiguration
In the figure, the trajectory deviations are purposefully exaggerated for ease o f  viewing. N ote that this 
approach is subject to the same error from using initial m ean elements once a new trajectory plan is
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created at some later time. Since the controller is re-planning frequently some of the initial modelling 
errors may be averaged out as the model progresses though various states. This attempt at partial 
compensation of optimal thrust, including perturbations, may account for a portion of the expected 
error. But to fully account for expected perturbation effects, the optimal thrust must also account for 
perturbed relative motion and update the model’s mean elements accordingly.
8.2.1 Application Testing
The patched controller methodology was tested using both numerical and epicycle relative motion 
models in the analytic MPC design. Tests were performed in a similar manner to the controller 
testing of Section 7.4.2 on page 158. However, for this testing it is important to establish the 
magnitude of fuel saving and position error when using higher order natural motion models versus the 
using standard heuristic model. Throughout Chapter 3, the heuristic model has been shown to 
accurately model relative motion in the presence of perturbations within the limits of relative motion. 
Specifically, Section 3.1 on page 56 illustrated that the heuristic reconfiguration modelling errors for 
actual motion, while small near the origin of the HCW frame, will grow as the reconfiguration 
distance and reconfiguration time are increased. Known errors were incorporated into the keep-out 
zones around satellites to provide a barrier of safety to account for model inaccuracy. Later, a 
controller was developed to compensate for model noise and disturbances and keep a satellite with a 
safety corridor around the desired trajectory. However, it was also asserted in this chapter that 
additional fuel savings can be obtained by a controller which includes a higher order relative motion 
model. Such a controller would spend less fuel compensating for natural accelerations which are not a 
part of the heuristic model. This section will test this assertion against several trajectories both inside 
the limits of HCW relative motion (where we should see only marginal fuel savings), and beyond the 
limits of HCW motion (where more fuel saving should be obtained). Table 14 provides four 
representative testing conditions for an analytic controller. The boundary conditions match those 
given for satellite 1 in Table 3 on page 115 unless otherwise noted in this table.
Table 14 Test Conditions for J2 Enhanced Controller Testing
Small Formation Baseline Large Formation Baseline
Short
Reconfiguration
Time
- No change in the reconfiguration
flight time of 1,279 s
- No change in the final states for a
200 m reconfiguration
- No change in the reconfiguration flight
time of 1,279 s
- Final states were multiplied by 100 to 
get roughly a 20 km reconfiguration
Long
Reconfiguration
Time
- 2.1 Orbit reconfiguration flight 
time of 12,240 s
- No change in the final states for a 
200 m reconfiguration
-2.1 Orbit reconfiguration flight time of 
12,240 s
- Final states were multiplied by 100 to 
get roughly a 20 km reconfiguration
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There perturbed relative motion models were incorporated into the analytic MPC code from Section 
6.3, on page 135, for testing. The three relative motion models include: the 1st order Vadali model 
[85], the 2nd order Vadali-Hashida model, and the decoupled J2 model. Acceleration noise was 
removed and replaced with the actual J2 acceleration felt by the states and integrated forward at the 
controller time-step [76]. Standard observation sensor noise for position and velocity did not change. 
The analytic MPC from the heuristic model was executed in a side-by-side comparison with an 
analytic MPC using the more accurate natural motion models to calculate frelpert(t2) as part of each 
trajectory re-planning. Table 15 lists the average fuel savings over the heuristic model obtained for 
each of the test cases given in Table 14 and each of the relative motion models. Table 15 also 
provides the relative position error difference obtained from the heuristic model and the perturbed 
motion models. The rule of thumb developed in Section 6.3.1 on page 140 was used to define the 
controller step-size and horizon length. The average AY required for the a small reconfiguration 
distance is between 0.600 m/s to 0.800 m/s for short and long reconfiguration times respectively, and 
the average AV grows to 221.100 m/s to 153.300 m/s for short and long reconfiguration times 
respectively during a large reconfiguration distance.
Table 15 J 2 Enhanced-Controller Results
Small Reconfiguration 
Distance
Large Reconfiguration 
Distance
Model AV Savings (mm/s)
APos Error 
(m)
AV Savings 
(mm/s)
APos Error 
(m)
Short
0(J2) Model 0.029 -0.001 -1.728 -2.680
Reconfiguration
Time
0(J!) Model -0.077 0.001 2.292 -7.642
Decoupled Model 4.142 -0.320 690.144 -1427.443
Long
OQ2) Model 0.059 0.000 -41.143 -4.884
Reconfiguration
Time
0(11) Model 0.010 0.000 -9.119 -6.683
Decoupled Model 0.640 -2.549 -62,216.662 -1585.929
Results show that position error is generally worse for all reconfiguration conditions and velocity 
savings are variable. Position error is expected as a result of using both the unmodified initial epicycle 
elements through the reconfiguration, and the controller compensating for J2 motion while trying to 
follow a heuristically planed trajectory. Results of Table 15 show the average results over 50 
simulations to gauge the effect of sensor noise on the results. Sensor noise added a variation around 
each of the results. The standard deviation of this variation in results for the reconfiguration tests is 
enumerated in Table 16.
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Table 16 Standard Deviation of J2 Enhanced-Controller Results
Small Reconfiguration 
Distance
Large Reconfiguration 
Distance
AV Savings 
(mm/s)
APos Error 
(m)
AV Savings 
(mm/s)
APos Error 
(m)
Short Reconfiguration 
Time 39.661
0.175 35.038 0.218
Long Reconfiguration 
Time 31.407 1.703
32.967 2.632
When the sensor noise variability is taken into account, results show that there is in fact a marginal 
gain in fuel savings using the combined controller approach for large reconfigurations over a short 
time, using the decoupled J2 relative motion model. Table 16 clearly shows that there is roughly a 35 
mm/s standard deviation to velocity caused by sensor noise. This is greater than most all of the AV 
savings observed. However, Table 14 also shows that there are significant AV losses for long duration 
reconfigurations over large distances. This is a product of the forward looking controller attempting to 
compensate for J2 natural motion driving the state away from the HCW planed solution. The 
accumulation of the corrective thrust over the long time frame creates significant errors in position as 
well as significantly higher fuel usage. Generally, fuel savings are marginal at best when compared to 
the total thrust expended. This result is expected as the effects of differential J2 perturbations are still 
two orders of magnitude less than the applied thrust. Figure 75 illustrates a comparison of the a) 
position error and b) expended thrust for both the controller accounting for J2 perturbations and the 
standard heuristic MPC. Results are presented for a large-baseline short-reconfiguration time example 
from Table 15. Computation time for each control step, using the numeric J2 implementation, in these 
tests is on average 2.913 s, considerably longer than the analytic MPC.
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Figure 75: Controller Comparison Results for a) Position Error and b) Thrust Acceleration
These results show that the enhanced controller, which accounts for J2 natural m otion, is not a perfect 
solution for perturbation com pensation and can even exacerbate position errors. The heuristic model 
still appears to provide the low est fuel usage and position error in light o f  perturbations when driving 
to the original heuristic planning solution. In addition, the heuristic controller is analytic w hile the 
enhanced controller requires num erical iteration to include J2 natural motion. Current J2 num eric 
relative motion m odels could also be applied to the planning portion o f  the optimal control problem  
that defines a reconfiguration. W hile im plem entation o f  a num eric J2 relative m otion model into both 
planning and reconfiguration control solutions m ay allow  for m ore accurate solutions, it currently 
w ould come at the expense o f com putation tim e from num eric iterations. Traditional relative m otion 
m odels m ust also account for the change in m ean orbital elem ents during reconfiguration. Ideally, a
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full reconfiguration solution, including J2 perturbations, could provide additional fuel savings and 
decreased position error. However, the use of a J2 optimal path may vary greatly from the current 
HCW derived path, and as such this would require a new method for collision identification and 
avoidance. Development of a general optimal control approach incorporating J2 relative motion, and 
the appropriate collision avoidance planning, is left as a possible avenue for future work.
8.3 Summary
This chapter has explored approaches to allow for collision-free path planning beyond the constraints 
imposed by the heuristic reconfiguration model. Three relative motion models were created for 
modelling natural motion beyond various limitations of an HCW model. Testing showed that these 
models can: model motion well beyond the linear LVLH frame, include J2 orbital perturbations, or 
both. Modelling error, compared with traditional models and numeric integration, is significantly 
reduced while also eliminating some constraints found in the heuristic model. However, the limits of 
using these natural motion models for reconfiguration are also addressed. Mean elements change 
during reconfiguration, and if not properly adapted for applied thrust, create the possibility of large 
modelling errors. In light of this potential, an approach is presented to modify the previously 
developed analytic MPC controller to numerically include J2 natural motion. This approach allows 
some of the J2 disturbance to natural dynamics to be included in the controller thrust compensation. 
Results show only a minor increase in fuel savings for a particular group of reconfigurations, and 
generally increased position error. This is expected since relative J2 perturbations are nearly two 
orders of magnitude smaller than relative thrust, and any controller following a J2 perturbed path 
would naturally drift away from the desired HCW path. Results from this chapter show the potential 
for improved relative natural motion modelling. However, the results also reaffirm that the heuristic 
reconfiguration model is adequate for all but the most extreme reconfiguration scenarios.
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Chapter 9.
9. Conclusions
This chapter summarises the concepts and conclusions obtained throughout the execution of this 
research. The first section contains a summary of each chapter’s conclusions. This leads to an 
assessment of this research in terms of achieving the initial goals and objectives as outlined in Chapter 
1. Major contributions to the state-of-the art are discussed in next section. Following the contributions 
to the state-of-the art, the final section discusses possible avenues for continued research and 
contributions.
9.1 Summary of Research Conclusions
Chapter 2 explored the theory and current work of collision-free multi-satellite reconfiguration 
planning and execution. Review of current theory and approaches of collision-free relative motion 
reconfiguration motivates the need for new heuristic methods of collision-free multi-satellite 
reconfiguration. Emphasis is given to the development of an analytic, low-thrust solution to fuel- 
optimal reconfiguration in the LVLH frame. While not as accurate as more complex modelling 
approaches, heuristic methods are fast and provide a good approximation of the dynamics. Traditional 
ground-based approaches for planning two-satellite approach trajectories are not applicable to multi­
satellite manoeuvres. In situations where formation reconfiguration is frequent, as demonstrated by 
PRISMA [18], or uncertain, as expected by F6 [5], advanced ground path-planning may be not 
possible or is prohibitive. Current autonomous planning approaches for multi-satellite manoeuvres, 
using both deterministic and nondeterministic means, are often troubled by one or more of the 
following: large computational burdens, reliance on commercial software, discrete time-step analysis, 
and exponential dimensionality issues. Furthermore, none of these traditional path-planning 
approaches have been tested on satellite hardware. Execution of traditional planning manoeuvres 
using model predictive control can be so computationally burdensome that it monopolises a satellite’s 
processor capability [18]. These issues are common in distributed multi-satellite planning and are an 
impediment to future missions requiring rapid autonomous path-planning on-board a satellite. These 
issues present the need for a less computationally intensive approach to planning and execution multi­
satellite reconfigurations. From this chapter it was concluded that traditional approaches to multi­
satellite formation reconfiguration are ill-suited to provide timely on-orbit planning results, and a 
new approach is needed.
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Chapter 3 examined the reconfiguration model and assessed the applicability of that model to 
handling known error sources. As the first part of a heuristic path-planning tool, an analytic HCW- 
based reconfiguration model for one satellite is extended to find the trajectories of multiple-satellite 
reconfiguration manoeuvres. The heuristic model forms a basic formation reconfiguration plan, but 
does not yet include optimisation for collision avoidance constraints. Through a comprehensive 
examination, the effects of modelling errors were explored in the heuristic model with respect to the 
primary acceleration sources: relative thrust and the natural accelerations. Error in one or both of 
these acceleration models lead to an orbital reconfiguration where the satellite does not arrive at a 
desired end state. Examining the modelling of orbital perturbations in both the ECI and LVLH frames 
illustrate that relative perturbation effects have orders of magnitude smaller effect on relative motion 
in the LVLH frame. But even in the local LVLH frame, small modelling errors will cause deviations 
from any planned trajectory over time. Errors were examined and quantified to account for the 
impacts on trajectory planning. Quantification results show a near linear growth in position 
uncertainty as reconfiguration distance and manoeuvre time are increased. These results provide an 
estimate to help gauge trajectory uncertainties for planning purposes. Once satellites start executing 
planned trajectories in close proximity to other satellites, there is the potential for an inadvertent 
collision. This potential for collisions, together with model uncertainty, not only motivates the need 
for collision constraints and avoidance within trajectory planning tools, but also for a controller to 
ensure the successful execution of any collision-free reconfiguration plans. The heuristic model 
developed in this chapter successfully models primary relative motion and is fast due to its analytic 
nature. For these reasons, it was concluded that a heuristic model is a sufficiently accurate basis for 
building multi-satellite collision-free trajectory planning and control tools.
Chapter 4 established a means to identify the safety of a formation reconfiguration by exploiting 
decoupled relative motion and heuristic manoeuvring algorithms. With this framework, a new 
approach is developed to identifying collisions in both natural motion and along optimal trajectories. 
This novel approach rapidly identifies the exact time, state, and closest approach state using 
rectangular or ellipsoidal keep-out zones for multiple manoeuvring satellites. With increased 
dimensionality, this collision identification process eliminates inadvertent collisions between discrete 
analysis points, which plague traditional approaches. Additionally, the distributed semi-analytic 
nature of this process allows for extremely fast implementation on-board a satellite. Speed 
improvements are gained over traditional approaches by focusing on only collision threats facing the 
satellite performing the calculation. Calculation-costly iterations are focused only used when a 
collision is likely or has already been identified. These steps reduce exponential growth in model 
complexity to nearly linear growth as a function of the number of satellites. This process becomes the 
second segment of a multi-satellite collision-free reconfiguration planner, following the initial multi­
satellite trajectory establishment. Additionally, this chapter also explored the novel utility of semi-
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analytic collision identification beyond formation reconfiguration, and showed that it can be 
successfully applied to a range of applications including: increased dimensionality in passive-safety 
analysis, non-traditional formation collision identification, and collision-free formation deployment. 
Results illustrate that the semi-analytic collision-identification process is both rapid and novel. This 
approach increases typical dimensional understanding and allows for focused collision avoidance 
planning.
Chapter 5 developed an approach to collision-free trajectory shaping for collision avoidance. This is 
the final segment of multi-satellite collision-free manoeuvre planning. An innovative method is 
created which establishes the optimal deviation direction from a phase-space decoupling of the 
optimal reconfiguration trajectory. By scaling this deviation with respect to the keep-out zones, 
relative motion, and seed values, a deterministic approach is created to allow for manoeuvre sharing 
or multi-satellite collision avoidance. Computation speed of this approach is based on the number of 
collisions and size of keep-out zones rather than the number of satellites in the formation. The 
sequential application of multiple obstacle avoidance allows for piece-wise optimal solutions which 
demonstrate fuel usage comparable with the global optimality solution obtained from nonlinear 
optimisers. This chapter also illustrated the utility of this heuristic approach against several complex 
manoeuvre examples testing the limits of traditional path-planning approaches. The results validate 
that computation time is nearly independent of the number of satellites in the formation and only 
grows linearly with the number of collisions. Examples also illustrated how this approach directly 
meets formation scattering requirements DARPA’s F6 mission. In regards to the issues faced by 
traditional approaches, results conclude that this method eliminates the need for commercial software 
tools and dramatically reduces computation time, by orders o f magnitude, for large formations. 
Additionally, this approach can also be merged with other deterministic path-planning approaches like 
the finite element method. Results show that the inclusion o f analytic approach helps to reduce the 
computation time by nearly 177%. With a dramatic reduction in computational burden and a 
deterministic solution for sequential collision avoidance, this chapter completes a feasible approach to 
distributed multi-satellite collision-free path-planning for autonomous use on-board a satellite.
Chapter 6 develops a new analytic model predictive control system for collision-free relative motion 
reconfiguration. The controller development builds from the heuristic reconfiguration model and the 
semi-analytic collision-free path-planning method. Implicit collision avoidance requirements are met 
by following a pre-planned collision-free trajectory solution. Adjusting the horizon length on the 
collision-free reference trajectory segments focuses the controller on meeting safety requirements near 
potential collision events. A rule of thumb is developed for selecting the control parameters of the 
MPC to minimise fuel usage and ensure safety. This approach is greater than 423 times cheaper, in 
terms of fuel usage, than a representative RID controller with the same error tolerance and nearly 
equal computation time. The chapter concludes, and results verify, that the analytic nature o f this
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MPC approach makes it much faster than traditional linear programming and LQR approaches to 
executing multi-satellite reconfiguration with collision avoidance constraints. Additionally, if explicit 
constraints are desired, the algorithm can be run in conjunction with a semi-analytic collision 
avoidance planner and still exceed the performance of traditional methods.
Chapter 7 explores the first end-to-end implementation of collision-free reconfiguration planning 
and execution tools on-board satellite hardware. A survey of existing processor technologies and 
speeds from satellite missions is presented and used to define a realistic spectrum of flight-like clock 
speeds for testing. The LEON-3 and ARM-9 were selected as reasonable candidates for hardware 
testing due to their current and future use as small satellite mission processors, and they bound the 
performance on either end of the spectrum of processing speeds. C-code for collision identification, 
collision avoidance, and control from earlier chapters all compiled and performed without issue on the 
satellite hardware, which is not the case for traditional planning software. Tests show that, while 
slower than on a desktop computer, these approaches were not unreasonable for on-board use in 
formation flying satellites. In a comparison with a linear programming method (one of the quickest 
documented approaches to path-planning), computation time was substantially reduced from an 
expected 28+ hours down to 4.63 seconds with the approach developed in this work. Additionally, the 
analytic controller for trajectory execution runs in 3.37 milliseconds on satellite hardware. Such 
performance allows this controller to be easily incorporated in a typical one-Hertz control cycle. 
Testing performance on actual satellite hardware validates reconfiguration planning and execution 
algorithms. Such algorithms are necessary if future satellites are to realise autonomous on-orbit 
formation manoeuvres when ground planning is not feasible. The hardware tests conclude that both 
semi-analytic collision avoidance planning and analytic model predictive control are near-real-time 
solutions for safe on-orbit formation reconfiguration.
Chapter 8 presented various approaches for improvement of the natural relative motion model 
beyond the constraints of the HCW model. The use of second order epicycle elements was illustrated 
to provide a new long-term prediction natural motion capability for perturbed orbits. Decoupling of 
dynamic and kinematic motion using modified epicycle elements also provided for a new analytic 
solution for natural motion over large separation distances. However, it is shown that traditional 
higher order mean element models of natural motion should not be used for reconfiguration 
modelling. An approach is developed to include relative J2 natural motion into the analytic MPC 
reconfiguration controller. Results conclude that the primary heuristic model remains a fast and 
effective approach to the planning and execution o f nominal multi-satellite formations. However, a 
controller enhanced with a Jz natural motion model may provide additional fuel savings for 
reconfigurations at the limits of the heuristic model constraints.
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9.2 Assessment of Objectives
As defined in Chapter 1, the overall aim of this research was:
To develop the first set o f computationally-fast collision-free fuel-optimal reconfiguration algorithms 
which is usable on-board individual satellites in relative motion for planning and execution o f multi­
satellite formation flying missions, which ultimately reduces ground operation burden and increases 
responsiveness to reconfiguration events.
This thesis has outlined a process for accomplishing this aim in terms of three main objectives. What 
follows is an assessment of this research towards accomplishing the aim and objectives of this 
research.
• The first objective of this research was to develop a semi-analytic collision-identification and 
optimal-avoidance approach which demonstrates deterministic, fuel-optimal, and 
computationally fast performance for multi-satellite reconfiguration events. Chapter 3, 4, & 5 
developed a computationally efficient algorithm set for deterministic collision-free 
reconfiguration planning based on a heuristic model and safety bounds. Actual performance 
testing from Chapter 5 was later demonstrated on satellite representative hardware in Chapter 
7. Tests illustrate that the performance greatly exceeds that achieved by traditional 
approaches, and is fully applicable on satellite hardware for near real-time implementation.
• The second objective was to develop a simple analytic form of model predictive control with 
implicit collision-free motion to allow for near real-time guidance control during 
reconfigurations. Chapter 6 presents a model predictive control approach which is analytic 
and performs at computational speeds comparable with traditional reactive control schemes at 
a fraction of the fuel usage. Testing in Chapters 6 and 7 illustrate speeds which allow 
implementation in standard control architectures, and performance speeds also allow for 
explicit constraint inclusion through re-planning.
• The third objective was to verify the computational burden of the planning and execution 
tools for use in a distributed scheme on-board small satellites. Testing results throughout 
Chapters 5, 6, and 7 have illustrated the decreased computational burden over a range of 
reconfiguration scenarios. Tests were also conducted on the high and low end of expected 
processor capability demonstrating both performances for near real time on-board use, and 
that these tools can be used even when some traditional approaches cannot be implemented 
physically.
• An underlying goal was to understand the limits of the simple heuristic model, and 
incorporate measures into the design to increase trajectory safety and reduce fuel 
consumption. Chapter 3 delved into the performance capability of the underlying model and 
created safety metrics to account for known limitations in the model. Chapter 8 presented an
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assortment of model improvements which can be implemented in the actuation of a 
manoeuvre to reduce fuel usage for some reconfigurations types.
Considering these objectives and the corresponding research, each objective was achieved fully. 
Novel approaches have been created through the research to aid in the successful completion of the 
research objectives and thus achieving the research aim. The following section outlines the 
contributions to the state of the art from this research as well as possible avenues for extending this 
research.
9.3 Contributions to the State of the Art
Six novel contributions to the state of the art have been accomplished in this research as initially 
described in Chapter 1 :
• The first systematic study of the effects o f perturbations during optimal reconfiguration -  
Prior to this work it was stated that perturbation effects should not have a dramatic effects for 
reasonable reconfigurations. Analysis proved that the HCW model is a good approximation 
for perturbed reconfigurations within the limits of reasonable satellite manoeuvres. Results 
also validate and explain results achieved by other authors.
• Development o f a semi-analytic collision identification approach for use in simultaneous 
reconfigurations -  Traditional approaches to collision identification have relied on discrete 
analysis of trajectories allowing for gaps in knowledge. This approach increases the 
dimensionality of the problem, eliminates gaps, and allows for deterministic computation on 
distributed systems. This approach is also the first to successfully exploit decoupled relative 
motion dynamics for collision identification incorporating either ellipsoidal or rectangular 
keep-out-zones.
• Determination o f the optimal deviation direction through phase-space decoupling of relative 
motion on optimal reconfiguration trajectories -  This is the first such approach to identify the 
least cost deviation direction around a collision analytically using phase-space decoupling of 
relative motion.
• Development o f a new fuel-optimal collision avoidance planning scheme -  Prior to this 
sequential trajectory shaping scheme around collisions, research has focused on globally 
optimising all the manoeuvre trajectories using linear, nonlinear, and stochastic approaches. 
Prior approaches either focused on nondeterministic solutions, which cannot be replicated for 
a distributed system, or relied on commercial solvers for deterministic global optimal 
solutions. This approach reduces complexity of the problem from an exponential analysis 
based on the number of satellites to a near-linear analysis based on the number of collisions.
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Collisions are avoided in a sequential piece-wise optimal manner leading to a near globally 
optimal solution.
• Creation of an analytic model predictive controller for executing collision-free 
reconfiguration -  This is the first use of implicit collision constraints in a model predictive 
controller with an analytic solution to the cost function. Prior MPC approaches are based on 
re-evaluating the optimal control problem during each planning cycle.
• Development o f new relative motion models which compensate for heuristic model 
assumptions -  Prior to this work, inclusions of differential gravity, eccentricity, or 
perturbations in relative motion models often use of relative orbital elements in the inertial 
frame or numeric approximations in the local frame of motion. This work developed a fully 
analytic description of relative motion in polar form with and without J2 perturbations, which 
are both free from relative separation assumptions. A second order J2 relative motion model 
was also developed from epicycle elements to allow for long-term orbit propagation.
• Demonstration of algorithms on satellite hardware with near real-time execution -  This is the 
first such demonstration of the full collision-free planning and execution algorithms on 
satellite hardware. Prior to this work, autonomous collision avoidance planning and control 
algorithms have been proposed, but these are too computationally burdensome to meet current 
and anticipated formation needs. No actual demonstrations of performance on relevant 
hardware has been presented, a fact apparent on actual missions where only elements of 
autonomous planning or control are implemented due to computation burden. Not only does 
this complete collision-free planning and execution approach fit and operate on relevant 
hardware, without the need for commercial optimisation software used by many approaches, 
performance results show that it is capable of near-real time execution.
The aggregation of these novel concepts and approaches may allow for the first implementation of on­
board collision-free reconfiguration path-planning and execution. Such autonomous implementation is 
vital to realising future multi-satellite formation missions.
9.4 Future Work
This research presented the first realisable approach to the on-board planning and execution of multi­
satellite collision-free reconfiguration trajectories. The approach presented was built around heuristic 
models of reconfiguration which allow for computationally efficient solutions. While this works helps 
to address problems in traditional multi-satellite path-planning, there are various other avenues for 
continued research in this field. The following are a few research topics that I believe to be the most 
interesting and important for future study:
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Flight implementation of algorithms in an autonomous closed-loop experiment -  Developed 
models were tested on a desktop computer and on flight hardware. Before now, end-to-end 
autonomous planning techniques were not possible for satellite implementation. A foil end-to-end 
experiment using satellite sensors and actuators would help illustrate its utility and validate the safety 
of this approach for use on future satellite systems.
Development of an analytic fuel-optimal reconfiguration model including higher order relative 
motion models -  Various approaches to improve the heuristic natural motion models have been 
explored in this research. Any of these methods could be further developed for use in satellite 
reconfiguration planning. A higher order analytic reconfiguration model including effects from 
differential gravity, orbital eccentricity, and geo-potential perturbations would provide a more precise 
understanding of relative safety during manoeuvres with a reduced computational burden compared 
with traditional numeric approaches.
Development of a fully analytic passive-safety analysis for reconfiguration -  The approach 
presented allows for an increase in the dimensionality of the reconfiguration problem, but still relies 
on a discrete analysis of departure trajectories. Elimination of this final discretisation would allow a 
complete understanding of the collision risk of a satellite in the event of a failure during 
reconfiguration. This knowledge could also better enhance the trajectory planning and collision 
avoidance process by limiting possible trajectories to only those that are deemed passively safe.
Fuel-balancing over multiple reconfigurations using stigmergy -  An approach was presented to 
allow a common weighting to the deviation each satellite performed when avoiding another craft. 
Using stigmergy, satellites can be modelling behavioural as agents during any single manoeuvre [47]. 
Over multiple manoeuvres, individual satellite behaviour could be manipulated, by means of the 
common weighting, to allow equalised foel usage over the constellation and thus increase the 
effective formation lifetime.
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The following is a brief description of an approach taken to derive the generalised Hill-Clohessey- 
Wiltshire (HCW) equations for relative orbital motion. As a reminder, the HCW equations define the 
motion of a satellite as seen from a rotating reference frame origin. For example, if two satellites are 
in nearly identical orbits, these equations can be used to describe the motion of one satellite as seen 
from the other satellite. A graphical representation of a satellite with respect to a rotating reference 
point is illustrated in Figure 2 of Chapter 2. The first assumption made in the HCW equations of 
motion is based on using a Keplerian potential of V = ~ b  with no perturbations, where fj. is the 
gravitational constant and r  is the radial distance in the unit direction (Q  of the centre of the Earth. 
In a Keplerian potential, it is also helpful to express ji by Kepler’s third Law as /z = a 3n 2, where a is 
the semi-major axis and n  is the mean motion of an orbit. Since motion will be expressed in a rotating 
reference frame, accelerations in the rotating frame are given by (Al).
fj =  rj. +  203 x  fr +  à) x  fj. +  co x  (c3 x  rç.) (A l)
The subscripts i and r in (Al) relate to the inertial and rotating reference frames respectively. 
Genetically, the right-hand side of (Al) can be written out as follows for the acceleration, velocity, 
and position in rotating coordinates (x, y, z).
ïT = rxx + fyÿ + rzz
ïr = fxx + ryy + fzz
Fr = rxx + ryy  + rzz
Applying a second assumption of the HCW equations, that the satellite is in a nearly circular orbit, the 
rate of change of the frame, w, can be simplified to the constant angular velocity of the orbital mean 
motion which is expressed as vector perpendicular to the orbital plane, i.e. the third axis, z, in the 
rotating frame: m = nz km/s. Additionally since the orbit is assumed to be near circular, the rate of 
change of the rotating reference is constant and d> = 0. With these assumptions, the right-hand side of 
(Al) can be further simplified to: fr + 2(ü x fr + 55 x (05 x fr). Expressing this equation in terms of 
the elements of the rotating coordinates and simplifying, the right hand side of (Al) becomes:
rx -2nry ~n2rx
fy + 2nrx + —n2ry
A L o . 0 .
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The left-hand side of (Al) requires the gradient of the potential function (F) in terms of the rotation 
coordinate frame: fj =  — The inertial acceleration is more easily expressed in the rotating frame
as all of the Kepler acceleration is in the radial direction, -rx. Note that the magnitude of rr is rr = 
J rx +  ry + rz • With this definition the gravity potential is expressed as:
The motion of a satellite about a reference point in the rotating frame is given in Figure Al. Note that 
at this point, the equations of motion have been expressed in terms of rotating coordinates centred at 
the centre of Earth. However, the equations should be expressed at the rotating reference point, which 
is at a distance a from the centre of Earth. The vector s is the relative position vector from a reference 
point to the satellite in rotation coordinates: s = + syy  + szz. Note that elsewhere in the thesis, s is
referred to as r rej, however that notation has been dropped here to avoid confusion with multiple 
subscripts.
Figure A l: Relative Motion Geometry in the Rotating Relative Frame
If the third assumption of the HCW equations is applied, i.e. that the satellite remains relatively close 
to the reference point, then in the rotating Cartesian frame the relative distance of the satellite in the ÿ
position vector, Rsat = rxx + ryy  + rzz, can be directly related to the components of the relative 
position vector s as follows: (rx -  a)x = sx, ryÿ  = syy, rzz = szz. Appling the coordinate change to the
y
A
z
and z axis is approximately the same as the absolute distance of the satellite. The components of the
definition for the magnitude of rr and applying binomial expansion to the 1 / r 3 terms in the gradient 
of the potential, the left-hand side of (Al) becomes:
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' - I -
- n 2(a -  2sxy 
—n2sy 
- n 2sz
Note that these equations have been linearized assuming a relatively small s. Applying the same 
coordinate change to the definition on the right-hand side of (Al), the full expression for the equations 
of motion is written as:
n2(a -  2 s x )' Sx '—2 n à y - n 2 ( s x  + a)
- n 2s y = Sy + 2 n s x + - n 2s y
.  ~ n 2s z A. L o 0
Further reducing and adding a relative thrust acceleration term along each axis the final equations 
become:
sx -  2nsy — 3n2sx — Tx
sy + 2nsx = Ty
sz ~ n2sz = Tz
These linear second-order equations now match those given in Equation (1), of Chapter 2. The 
homogenous solutions to these differential equations can easily be obtained via typical differential 
equation solving methods like using Laplace operators (approach illustrated in ref [56]).
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Appendix B: Linearized Cylindrical Relative 
Motion Derivation
The following is a description of the derivation for polar equations of relative motion. Referencing 
Section 8.1.1 on page 162, the force of gravity can be directly related to the mass times acceleration, 
assuming a constant angular rotation rate for some point in the orbit, / ,  expressed in polar form:
w = k - Rf2
Where, |i is the gravitational parameter and R is the magnitude of the satellite’s position
Note that this motion is only defined in the orbital plane. The out-of-plane motion remains decoupled 
and shares the same solution as the HCW equations. The angular separation of the satellite from some 
stationary point on an orbit, f, can be related to the relative separation angle, 6, from a point moving 
on the reference orbit with a constant mean motion, n, is: /  =  a  + 6, where a is the separation of the 
moving reference point with respect to that same stationary point on the orbit. Defining angular 
momentum squared, 3 2, and multiplying the above equation by R, one can directly replace variables 
for the constant of orbital motion.
3 2 = R4f 2 
—R[i = R3R — 3 2
Refining our definition for the position of the secondary satellite with respect to the host reference 
orbit, R, and again assuming a circular reference orbit: R = a + s. Where, a is the semi-major axis of 
the reference orbit and s is the radial displacement as shown in Figure 63. Using Kepler’s 3rd law, an 
expression is developed for the relative radial distance as a function of angular momentum and the 
mean motion of the reference orbit. Additionally the expression for the angular separation velocity 
can also be represented in terms of 5 and 3-
—a3n2 (a +  s) = (a + s )3s — 3 2 
fa2 = ( 0 t f
Using binomial expansion and linearizing about s, i.e. s2 terms are essentially zero, a second order 
differential equation for radial displacement and an equation for the angular velocity arises. If one 
assumes that (a + s )3 «  a 3 the b term simplifies to the mean motion of the circular reference orbit,
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n, and the n 2 term multiples by a. This equation and the standard form of the solution for the radial 
displacement about a circular reference orbit are given:
ct 2
s  +  b2s  =  — — n 2 
Where, b = — —a* a
The solutions for the second order differential equation of radial displacement are given for radial 
displacement and rate of change of that displacement in terms of the initial conditions.
s(t)  = D1 c o s (b t )  +  D2 s in  (h t )  +  L
s(t)  =  —D jh  s in (b t )  +  D2b co s (h t)
Where, Dj. = s ( t0) -  L,f>2 = and L =
Substituting the equation for radial displacement into the angular separation velocity and integrating 
gives an equation for angular separation from a stationary point. Angular separation velocity with 
respect to the moving reference frame by the following relationship: f  = Q + n, because à  = n for
circular orbits. Integrating, and solving for initial conditions results in the following equations for the
angular separation and separation velocity as a function of time and initial conditions.
0(t) = s(t0)G1 sin(6t) + (1 -  cos(it)) + 0(to) -  + C2t -  GaL sin(bt)
0 ( t )  =  s ( t0)G1 c o s (h t )  +  s( t0)G1 s in (h t)  + G2 -  G^L co s  (h t)
Where, ^  and G2 = ^  — n + b G ^
n s(t2y " cos(t) sin(r) 0 0 n s fa y e3( l  -  cos(t))"
s ( t2) - s in (r ) cos(t) 0 0 s(ti) +
£3sin(r))
n0(t2) £2sin(T) e2( l  -  cos (t)) 1 0 720 (tO 6lT +  £4sin(T)
-  8 (t2) . .e2cos(r) e2sin(r) 0 0. .0 ( t! )J . €1 +  £4COS(t) .
3<> 2‘X3 —2^ /  'X2 \Wheret =  n ( t2 -  t^ ;  ^  — - n -  — ; e2 = — ; e3 = ^ - l ? n j ;  e4 = - e 2e3
This completes the derivation of the polar form of relative motion allowing for large separation angles 
and only linearizing about the radial displacement. Note that R = a for the reference orbit. These 
equations can be written more compactly as illustrated in (69), where the decoupled out-of-plane 
motion is also given in (70). If the earlier noted assumption, (a + s )3 «  a 3, is made and carried 
through, the polar EoRM reduce to the following with minor errors compared with the above solution.
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Appendix C: Decoupled J2 Relative Motion 
Derivation
The following is a slightly more detailed derivation for decoupled equations of J2 relative motion. 
Referencing Section 8.1.3 on page 168, this appendix formulates relative motion by redefining 
perturbed satellite motion as a combination of kinematic motion of an orbital frame and dynamic 
motion on that frame. The 1st order formulation of J2 motion from epicycle elements, from [209] on 
page 41, divides naturally into this form of kinematic and dynamic motion. Dynamic equations of 
motion for a satellite are described by the two polar coordinates: r  and A for motion on the orbital 
plane. The kinematic description of the orientation of the orbital frame is defined by two rotation 
angles: Ü and I. Figure Cl illustrates epicycle coordinates for describing orbital motion as well as the 
E-frame for constant angular momentum, 3, in the orbital plane. Note that the use of epicycle 
elements restricts this definition of motion to satellites in near circular orbits. This is the cost of a 
simplified expression for J2 perturbed motion.
k
Equatorial Plane
Î Ascending Node, N
Figure C l: Epicycle Elements and E-Frame Representation
Equations of motion for epicycle motion on an orbital frame can be further simplified by defining in­
plane orbital motion about a constant angular momentum as observed in the rotating frame. The 
rotating reference frame which contains all of the dynamics motion is called the E-frame, and is
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defined on the orbital plane by the vectors: êl5 ê2, and the orbital angular momentum, 3. Since the J2 
perturbation will torque a satellite, 3  will precess and nutate about the k axis of the inertial frame. The 
torque imparted on 3, and the subsequent motion, is captured by each of the epicycle elements. This 
allows epicycle elements to directly map to the physical location of the satellite at any time. To create 
a more simplified model for perturbed orbital motion it would be good if an instantaneous orbital 
plane could be defined, similar to the classical orbital element description of Keplerian motion. In 
classical orbital elements, and even the Keplerian epicycle model, dynamic motion in the plane is 
independent of the rotation angles needed to define that plane relative to an inertial Earth observer. In 
classical orbital elements, dynamic motion on the orbital plane is defined by the radius, r, and the 
argument of latitude, u (or true anomaly, v, for elliptical motion). This dynamic motion is decoupled 
from the kinematic rotations which define that plane of: right ascension of the ascending node, fl, 
inclination, /, and for noncircular orbits the argument of perigee, <u. In a Keplerian orbit, the 
kinematic rotation angles are fixed. However, for a J2 perturbed orbit these angles change [56]. 
Traditional variation of parameter approaches allow for a linear approximation of the change in each 
of these models over time. In a similar manner the J2 first order epicycle equations provide a set of 
equations for the changing epicycle elements as a function of time. However, using either approach a 
set of kinematic rotations at any point in time to the orbital plane will provide a position vector in that 
plane but a velocity vector out of that plane as the angular momentum is also changing as a function 
of time. In this way the orbital plane is defined at any point by an instantaneous node vector and the 
position vector. This formulation makes it difficult to complete another rotation to a local frame for 
relative motion modelling. In addition, each satellite will have a unique set of orbital parameters 
creating unique changes to its orbital dynamics over time. At this point it is much easier to consider a 
decoupled system, like the Keplerian case, where all the dynamics take place on a set plane and that 
plane is defined by a set of kinematic rotations which are functions of time. In this manner, the orbital 
plane is treated very similarly to body frame in standard attitude dynamics problems.
To allow for a decoupling of the frame kinematics from the orbital plane dynamics, the first thing to 
do is define the desired orbital plane. Here we consider the orbital plane to contain both the position 
and velocity vector, and which is defined by the ê1? ê2, and 3  as depicted in Figure Cl. Note, other 
frames of reference could include an angular momentum vectors with variable magnitude, but this 
would further complicate the position and velocity expression on the orbital plane. To simplify motion 
on the orbital plane the epicycle angle A must be split into one part containing the simple orbital 
oscillation and another which contains the perturbation effects. By splitting A into: A' and m, a 
rotating reference frame is defined which will observe a constant angular momentum, / ,  and thus 
ensuring dynamic motion is restricted to the ê1 and ê2 plane. The following equation describes the in­
plane angular momentum in-terms of the standard epicycle elements (r and A), and the modified 
elements (r, Az, and nr) for motion on the orbital plane:
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j  = r 2l  = r 2^ ( À '  -  gj)
The full first order epicycle expression A from Ref [209] is given by:
A = a + K2a  +  2(fm sin (a) + Tjm( l  — cos(cr))) -  AA sin(2a:)
In this equation, a  =  a0jn + n r  is the epicycle phase after some time t, n  is the mean motion, and the
epicycle constants for the next few equations are defined in Equation CL The expression for m is
selected to eliminate the secular drift term: K2a and the short periodic term: AA sin (2 a) of A. In 
addition, the short periodic term: Ar sin(2cr) is added to eliminate the shart periodic term in r  leaving 
/  constant. The expression for m  to maintain a constant angular momentum in the rotating frame, f ,  
is given as: and
zj = K2a +  (Ar — AA)sin(2a)
The new dynamics of orbital motion for position, Re, and velocity, Re :
Rj = [r cos(A') r  sin(A') 0]T
Re = [r cos(A') — rX' sin (A') r  sin (A') + rX' cos(A') 0]T
Where the epicycle elements: r  and A' are defined by:
r  = am( l  + p2 -  Om cos (a) + r]m sin(a)) + Ar cos(2a:))
Az = a  + 2(£m sin(fr) + r}m( l  -  cos(a))) -  Ar sin(2a)
Where am, a0m, £m, rjm, I0m, and fl0m are the standard mean epicycle parameters, which are typically 
established for a satellite through an estimation process like nonlinear least squares [209, 212]. Note, 
the constants l0m, and fi0m will be used further below. Using these new epicycle element definitions 
results in a relative angular momentum magnitude in the E-Frame of:
/  = a2n  (1 + 2p)
/  is clearly constant in time as observed from the E-frame. To achieve this decoupling to dynamic 
motion, the kinematic motion of the orbital frame is defined by a set of three rotation sequences. The 
combined rotation matrix, A, needed to transform the inertial frame to the E-frame is given by 
A = i?3 (GT)R1(/)/?3(n), where each angle is a function of time. R represents a rotation matrix about 
the subscript axis by the bracketed angle.The epicycle description of motion for the epicycle elements 
fî and / have not changed and are given by:
H = D.0m + u 2( a -  0.5 sin(2a))
/ = 70m + A/(l -  cos(2a))
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Annendix C: Decounled .A Relative Motion Derivation
In the above modified epicycle equations, the following standard epicycle constants are used as 
defined in [209]:
Ar = 0.25 A2 sin2(/0m)
AA = 0.125 A2(7 cos2(/0m) -  l )
Pi =  -0 .25 A2(3 cos2(/0J  -  1)  ^ Cl
u2 = —1.5A2 cos(l0m) 
k 2 = 0.75 A2(5 cos2(/0m) -  l )  ,
Where A2 = J2 (— ), J2 is the magnitude of the second harmonic of the geo-potential, and I?® is the
V O jn/
equatorial radius of the Earth.
Once the motion of any two individual satellites is established, relative motion between those 
satellites is easily found. Similar to Schaub and Halsall approaches, relative equation of motion 
differences are presented in terms of individual orbital elements. The relative position, pe, and 
velocity, ^ e, of a satellite 2 as observed from satellite 1 are defined by:
pe = R3(X%Sire2-R -ei] _  |
Pe =  ^ 3 ) [ S f l e2 — ^e i ]  ^ 3 ^  ^ e 2)  — ^ e i ] j
The motion of any one satellite is defined through a simple rotation matrix, where S  =  A]A2, and 
defined by the elements of the satellite denoted in the subscript; the skew-symmetric form of the 
relative angular velocity of the frame is defined as: 60* = - 5 T5. The full expression for c5s is:
ojs ( l )  =  -  Ù2) -  i2c{m2) +  / 1 ( c ( u j 2 ) c ( / 2 1 -  n2) +  c(/2)s(tz72)s(/21 -  f32))
+  rbi (s(nT2)(c ( /1)s ( /2) -  s ( /1)c (/2)c (Ï2i - 122) )  +  s ( /1)c(nr2)s(/21 -  f i 2) )  
ùjs (2 )  =  s ( / 1) c ( g t 2 ) ( / 2 1 — 122)  +  /2s(m2) +  71(s(tiT2)c(/31 — /32) +  c(/2)c(m2)5(731 — 722))
+  mi (c(nj2)(c ( /1)s ( /2) -  s ( /1)c (/2)c -  /32))  -  s ( /1)s(zz72)s(721 -  /32))
5js (3) =  cC/iX-tix -  i22) +  nr2 +  dr1(c(/1)c (/2) +  s ( /1)s ( /2)c(/21 -  /22)) -  I1s ( I 2) s ( n 1 -  f i 2)
Where 5() and c() represent the sin() and cos() functions respectively, and the subscripts denote the 
satellite for which the epicycle elements apply. pe and pe provide the full description of relative 
motion for any two satellites. This motion is not constrained by orbital separation distance and 
includes 1st order J2 perturbations. Note that this approach requires that the epicycle parameters for 
each satellite are known, as they would be for any satellite observed for a length of time in natural 
motion.
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