Abstract. In questioned document examination many different problems arise: documents can be forged or altered, signatures can be counterfeited, etc. When experts attempt to identify such forgeries manually, they use among others line orientation as a feature. This paper describes an automatic mean for measuring the line justification and helping the specialist to find suspicious lines. The goal is to use this method as one of several screening tools for scanning large document collections for the potential presence of forgeries. This method extracts the text-lines, measures their orientation angle and decides the validity of these measured angles based on previously trained parameters.
Introduction
Questioned document examination is a broad field with many different problems. The questions may be about the age of a document, about the originality of a document [1] , about the author of a handwritten document, or about the authenticity of the content of the document. In this context, a reoccurring question is whether the content of a document has been altered or not e.g. by adding additional text to the document.
In the case of a contract, one of the contracting parties may add something to an already signed contract, e.g. by printing an additional lines on the page. Forgery could also be done by pasting printed lines on existing parts of the document and then copying the document in order to obtain an original looking document. In either of these cases, even if it is well done, the chance of having small differences in line orientation is high. The differences may be so small that they cannot be detected by a human eye.
In this paper we present a method to help the examiner to detect these differences more rapidly by automatically detecting misaligned lines in printed text. Tools for doing this manually do exist and seem to be used by the community [2] . Our approach uses an automatic line finder to extract the lines from the documents. This is used to estimate the variance of line orientations on training documents. Using these parameters, the questioned document can be analyzed for suspicious lines. To our best knowledge this is the first work into the direction of automating this process.
The remaining parts of this paper are organized as follows: Section 2 describes the general approach. Section 3 presents more details about the automatic line finder algorithm used. In Section 4 preliminary results are presented. Section 5 concludes the paper.
Description of the approach
Detecting variations in the horizontal alignment of lines can be done in different ways. One possibility would be to measure one line manually and to define a threshold. This is cumbersome and not very robust. Therefore we follow a trainable and statistically motivated approach: in a first step, the rotation angles of the lines are modelled using a normal distribution. In the second step the questioned document is checked whether the lines fit the model or not.
The alignment of the text-lines is measured by the rotation angle θ of the textline. For a given a set of training images, the text-lines and their corresponding rotation angle are extracted. As scanned document images tend to vary slightly in the rotation angle, the mean rotation for each page is computed. For all the text-line rotation angles in a page this mean is subtracted to achieve a normal distribution with µ θ = 0. Then the standard deviation σ θ is computed using maximum likelihood estimation.
The obtained parameters are used in the second step to evaluate the alignments of text-lines in a questioned document. Therefore the text-lines are extracted in the same way as for the training. The distribution of the obtained line rotation angles is translated to obtain a mean values of 0. Then for each line angle it is checked whether it is in the 68%, 95% or 99.7% confidence interval or not. Finally this information is added to the image by coloring the lines respectively to obtain a graphical representation of the results.
Line Finding
The presented method for forgery detection uses text-line extraction for Roman script text-lines. Although several methods exist for extracting text-lines from scanned documents [3] , we use the text-line detection approach by Breuel [4] since it accurately models the orientation of each line [5] . We will first illustrate the geometric text-line model since it is crucial for the understanding of this work.
Breuel proposed a parameterized model for a text-line with parameters (r, θ, d), where r is the distance of the baseline from the origin, θ is the angle of the baseline from the horizontal axis, and d is the distance of the line of descenders from the baseline. This model is illustrated in Figure 1 . The advantage of explicitly modeling the line of descenders is that it removes the ambiguities in baseline detection caused by the presence of descenders. g e o m e tr ic la y o u t a n a ly s is
1. An illustration of Roman script text-line model proposed by Breuel [4] . The baseline is modeled as a straight line with parameters (r, θ), and the descender line is modeled as a line parallel to the baseline at a distance d below the baseline.
Based on this geometric model of Roman script text-lines, we use geometric matching to extract text-lines from scanned documents as in [4] . A quality function is defined which gives the quality of matching the text-line model to a given set of points. The goal is to find a collection of parameters (r, θ, d) for each text-line in the document image that maximizes the number of bounding boxes matching the model and that minimizes the distance of each reference point from the baseline in a robust least square sense. The RAST algorithm [6, 7] is used to find the parameters of all text-lines in a document image. The algorithm is run in a greedy fashion such that it returns text-lines in decreasing order of quality.
Consider a set of reference points {x 1 , x 2 , · · · , x n } obtained by taking the middle of the bottom line of the bounding boxes of the connected components in a document image. The goal of text-line detection is to find the maximizing set of parameters ϑ = (r, θ, d) with respect to the reference points {x 1 , x 2 , · · · , x n }:
The quality function used in [4] is:
where
The first term in the summation of Equation 2 calculates the contribution of a reference point x i to the baseline, whereas the second term calculates the contribution of a reference point x i to the descender line. Since a point can either lie on the baseline or the descender line, maximum of the two contributions is taken in the summation. Typically the value of α is set to 0.75, and its role is to compensate for the inequality of priors for baseline and descender such that a reference point has more chances to match with the baseline as compared to the descender line. The contribution of a reference point to a line is measured using Equation 3 and its value lies in the interval [0, 1]. The contribution q (r,θ) (x) is zero for all reference points for which d (r,θ) (x) ≥ . These points are considered as outliers and hence do not belong to the line with parameters (r, θ). In practice, = 5 proves to be a good choice for documents scanned at usual resolutions ranging from 150 to 600dpi. The contribution q (r,θ) (x) = 1 if d (r,θ) (x) = 0 which means the contribution of a point to a line is one if and only if the point lies exactly on the line.
The RAST algorithm is used to extract the text-line with maximum quality as given by Equation 1. Then all reference points that contributed with a nonzero quality to the extracted text-line are removed from the list of reference points and the algorithm is run again. In this way, the algorithm returns textlines in decreasing order of quality until all text-lines have been extracted from the document image.
Evaluation and Results
To our best knowledge no dataset exists for questioned document examination evaluation. Therefore we generated some test images. Three images were generated by two different means: two images were generated by pasting a piece of paper containing a modified line of text over an existing one and then copying the document again using a multi function printer. The third image was generated by printing supplementary text on the original document. The three pages were extracted from the German version of the Treaty establishing a Constitution for Europe 3 . The original document images and the forged ones can be found in Figure 2 and Figure 3 The training set consisted of 5 other document images from the treaty. All images were scanned with a resolution of 300dpi. For each line it was determined in what confidence interval its rotation angle lies. Lines in the 68% confidence interval remain white. The lines lying outside the 68% but inside the 95% interval are colored light red. The remaining lines are colored darker red for being still inside the 99.7% interval and totally dark red for being outside. Results for the three images be found in Table 1 . For this Table, a line is considered as a fake line if it is outside of the 99.7% interval.
A visualization of the results for the three images can be found in Figure 4 , Figure 5 and Figure 6 respectively. It can be seen that false positives occurs quite frequently on short lines. On a short line the angle can be determined only quite roughly due to the discretization error. It can also be seen that printing text on an existing document may lead to alignments that are neither detectable by this method nor by manual inspection.
Conclusion and Future Work
In this paper we presented a method for helping the examiner to extract the line alignment feature that can be used to identify supplementary added content
TITEL III

GLEICHHEIT
Artikel II-80
Gleichheit vor dem Gesetz
Alle Personen sind vor dem Gesetz gleich.
Artikel II-81
Nichtdiskriminierung
(1) Diskriminierungen insbesondere wegen des Geschlechts, der Rasse, der Hautfarbe, der ethnischen oder sozialen Herkunft, der genetischen Merkmale, der Sprache, der Religion oder der Weltanschauung, der politischen oder sonstigen Anschauung, der Zugehörigkeit zu einer nationalen Minderheit, des Vermögens, der Geburt, einer Behinderung, des Alters oder der sexuellen Ausrichtung sind verboten.
(2) Unbeschadet besonderer Bestimmungen der Verfassung ist in ihrem Anwendungsbereich jede Diskriminierung aus Gründen der Staatsangehörigkeit verboten.
Artikel II-82
Vielfalt der Kulturen, Religionen und Sprachen Die Union achtet die Vielfalt der Kulturen, Religionen und Sprachen.
Artikel II-83
Gleichheit von Frauen und Männern
Die Gleichheit von Frauen und Männern ist in allen Bereichen, einschließlich der Beschäftigung, der Arbeit und des Arbeitsentgelts, sicherzustellen.
Der Grundsatz der Gleichheit steht der Beibehaltung oder der Einführung spezifischer Vergünstigungen für das unterrepräsentierte Geschlecht nicht entgegen.
Artikel II-84
Rechte des Kindes in a document. Using an automatic line finder and a statistical model for the distribution of the line angles, we are able to detect lines whose rotation angles differ from those of the other lines. Preliminary results show that the proposed method is able to identify these lines. As the first results are promising but not yet carried on to a state of practical use, further work will have to be done. One important question is to analyze whether scanning in higher resolutions can improve the results or not. Furthermore, parameter estimation that is robust against outliers could be used to adapt the method to run on a single page and by this avoiding training of the method. Another possibility would be an interactive system where the examiner can choose the level of variation in line orientations that is allowed. A further interesting problem is the extension of the method to non-Latin script. Therefore the line model would have to be adapted to work on different scripts.
Image true positive true negative false positive false negative Image 1  1  26  2  1  Image 2  3  31  2  1  Image 3  0  23  0  5  Table 1 . Results of our approach for the three images. True positives are the lines that are faked and that have been detected as such. True negative are lines that have not been forged and that have not been reported as forged. False positive and false negative are the respective erroneous decisions. Fig. 4 . Result for the first image. It can be seen that the single word forgery cannot be detected by this method, but the modified line at the bottom is recognized. Short lines tend to be problematic as the accuracy is just too low to estimate the rotation angle accurately. 
