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Abstract—The core of adaptive system is user model con-
taining personal information such as knowledge, learning 
styles, goals which is requisite for learning personalized 
process. There are many modeling approaches such as 
stereotype, overlay, plan recognition but they don’t bring 
out the solid method for reasoning from user model. This 
paper introduces the statistical method that combines 
Bayesian network and overlay modeling so that it is able to 
infer user’s knowledge from evidence collected during 
user’s learning process. 
Index Terms—Bayesian network, overlay model, user 
model. 
I. INTRODUCTION 
User modeling is the new trend of enhancing the 
adaptability of e-learning system. User models are classi-
fied into stereotype model, overlay model, differential 
model, perturbation model, plan model. 
• Stereotype [27] is a set of user’s frequent characteris-
tics. In general, stereotype represents a category or 
group of learners. 
• In overlay modeling, learner model is the subset of 
domain model. The domain is decomposed into a set 
of elements and the overlay model is simply a set of 
masteries over those elements. 
• Differential model is basically an overlay on ex-
pected knowledge, which in turn is an overlay on ex-
pert’s domain knowledge. 
• Perturbation model represents learners as the subset 
of expert’s knowledge plus their mal-knowledge. 
• Modeling user must follow three below steps: 
• Initialization is the process that gathers information 
and data about user and constructs user model from 
this information. 
• Updating intends to keep user model up-to-date. 
• Reasoning new information about user out from 
available data in user model. 
 
Reasoning is complex but essential and interesting, es-
pecially, there is need to deal with uncertain or imprecise 
information in user modeling. For example, answering the 
question: “The student failed the exam, so most probably 
he doesn’t master the knowledge” is involved in process-
ing uncertain information. The approaches which solve 
this problem primarily base on theory of artificial intelli-
gence (AI) or statistics. Both AI and statistics have par-
ticular advantages and drawbacks but statistical method is 
appropriate to evaluate learner’s performance by collect-
ing evidence. Bayesian network which is the marriage 
between Bayesian inference and graph theory has a solid 
mathematical fundamental. Additionally, overlay model 
can represent very clearly user’s knowledge. 
In this paper, we propose the combination of overlay 
model and Bayesian network so that it is able to take full 
advantages of strong points of both of them. 
Section 2: survey of Bayesian inference and Bayesian 
network, the core of our method. Section 3: Applying 
Bayesian network to overlay model. Section 4: Evaluation 
of this method and conclusion. 
II. BAYESIAN NETWORK 
A. Bayesian rule 
Bayesian inference, a form of statistical method, is re-
sponsible for collecting evidence to change the current 
belief in given hypothesis. The more the observed evi-
dence, the higher degree of belief in hypothesis is. First, 
this belief is assigned an initial probability. Note, in clas-
sical statistical theory, the random variable’s probability is 
objective (physical) through trials. But, in Bayesian 
method, the probability of hypothesis is “personal” be-
cause its initial value is set subjectively by expert. When 
evidence is gathered enough, the hypothesis is considered 
trustworthy. 
Bayesian inference is based on Bayesian rule with some 
special aspects: 
( | ) * ( )
( | )
( )
P E H P H
P H E
P E
=
(Formula 1) 
H is probability variable denoting a hypothesis existing 
before evidence 
E is also probability variable notating an observed evi-
dence 
P(H) is prior probability of hypothesis. It is also hy-
pothesis’ initial value 
P(H | E), conditional probability of H with given E, is 
called posterior probability. It tell us the changed belief in 
hypothesis when occurring evidence 
P(E | H) is conditional probability of occurring evi-
dence E when hypothesis is true. In fact, likelihood ratio is 
P(E | H) / P(E) but P(E) is constant value. So we can con-
sider P(E | H) as likelihood function of H with fixed E. 
P(E) is probability of occurring evidence E together all 
mutually exclusive cases of hypothesis. If  H and E are 
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discrete, ( ) ( | ) * ( )P E P E H P H
H
= ∑ , otherwise 
( ) ( | ) ( )f e f e h f h dh= ∫  with h and e being continuous, f 
denoting probability density function. Because of being 
sum of products of prior probability and likelihood func-
tion,  P(E) is called marginal probability. 
Note: H, E must be random variables according to sta-
tistical theory. 
B. Bayesian network 
Bayesian network is combination of graph theory and 
Bayesian inference. It having a set of nodes and a set of 
directed arcs is the directed acyclic graph (DAG). Each 
node represents a random variable which can be an evi-
dence or hypothesis in Bayesian inference. Each arc re-
veals the cause-effect relationship among two nodes. If 
there is the arc from node A to B, we call “A causes B” or 
“A is the parent of B”, in other words, B depends condi-
tionally on A. Otherwise there is no arc between A and B, 
it asserts the conditional independence. Note, in Bayesian 
network context, terms: node and variable are the same. 
A node has a local conditional probability distribution 
(CPD). If variables are discrete, CPD is simplified as table 
(CPT). When one node is conditionally dependent on an-
other, there is a corresponding probability (in CPT or 
CPD) measuring the influence of causal node on it. In case 
node has no parent, its CPT degenerate into prior prob-
abilities. 
For example, in figure 1, event “cloudy” is cause of 
event “rain” or “sprinkler”, which in turn is cause of 
“grass is wet”. So we have three causal relationships of: 1-
cloudy to rain, 2- rain to wet grass, 3- sprinkler to wet 
grass. This model is expressed below by Bayesian net-
work with four nodes and three arcs corresponding to four 
events and three relationships. Every node has two possi-
ble values True (1) and False (0) together its CPT. 
Suppose we use two letters xi and pa(xi) to name a node 
and a set of its parent, correspondingly. X is vector which 
was constituted of all xi, X = (x1, x2,..., xn). The global joint 
probability distribution p(X) being product of all local 
CPDs or CPTs is formulated as: 
 ( 1, 2, ..., ) ( | ( ))
1
n
p x x xn p xi pa xi
i
= ∏= (Formula 2) 
Suppose Ωi is the subset of pa(xi) such that xi must de-
pend conditionally and directly on every variable in Ωi. In 
other words, there is always an arc from each variable in 
Ωi to xi and no intermediate node between them. 
Thus, formula 2 becomes: 
( 1, 2, ..., ) ( | )
1
n
p x x xn p xi i
i
= Ω∏= (Formula 3) 
In figure 1, according to formula 2: 
( , , , ) ( ) ( | ) ( | ) ( | , , )p C R S W p C p R C p S C p W C R S=  
Applying formula 3, p(S | C) = p(S) due to the condi-
tional independence assertion about variables S and C. 
Furthermore, because S is intermediate node between C  
 
Figure 1.  Bayesian network (a classic example about “wet grass”) 
and W, we should remove C from p(W | C, R, S), hence, 
p(W | C, R, S) = p(W | R, S). In short, the expansion of 
formula 3 is shown below: 
( , , , ) ( ) ( ) ( | ) ( | , )p C R S W p C p S p R C pW R S=     (Formula 4) 
C. Inference in Bayesian network 
Using Bayesian reference, we need to compute the pos-
terior probability of each hypothesis node in network. In 
general, the computation based on Bayesian rule is known 
as the inference in Bayesian network. 
Reviewing figure 1, suppose W becomes evidence vari-
able which is observed the fact that the grass is wet, so, W 
has value 1. There is request for answering the question: 
how to determine which cause (sprinkler or rain) is more 
possible for wet grass. Hence, we will calculate two poste-
rior probabilities of S (=1) and R (=1) in condition W 
(=1). These probabilities are also called explanations for 
W. 
( , 1, , 1)
,( 1 | 1)
( , , , 1)
, ,
p C R S W
C Sp R W
p C R S W
C R S
= =∑
= = = =∑
 (Formula 5) 
( , , 1, 1)
,( 1 | 1)
( , , , 1)
, ,
p C R S W
C Rp S W
p C R S W
C R S
= =∑
= = = =∑
(Formula 6) 
In fact, formulas 5 and 6 are expansion of  formula 1. 
Applying (4) to (5) & (6): 
p(R=1|W=1)=0.4475/0.7695=0.581<p(S=1|W=1)=0.4725
/0.7695=0.614 
It is concluded that sprinkler is the most likely cause of 
wet grass.  
III. APPLYING BAYESIAN NETWORK TO OVERLAY 
MODEL 
The basic idea of overlay modeling is that the user 
model is the subset of domain model. Straightforward, the 
domain is decomposed into a set of knowledge elements 
and the overlay model (namely, user model) is simply a 
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set of masteries over those elements. Suppose that the 
mastery of each element varies from 0 (not mastered) to 1 
(mastered), to wit weighted overlay. The relationship of 
element A to element B is often prerequisite relationship, 
so, we can deduce that user must comprehend A before 
learning B. Then the expert model is the overlay with 1 
for each element and the learner model is the overlay with 
at most 1 for each element. 
Although overlay model is the simple but powerful 
method to represent user model, it does not provide the 
way to infer user’s knowledge from evidence collected in 
user’s learning process. Overlay modeling should associ-
ate with other statistical approach in solving this problem 
and Bayesian network is the best choice. So, we combined 
Bayesian network and overlay model by following steps: 
1. The structure of overlay model is considered as 
Bayesian network. Thus, knowledge elements in do-
main become variables (or nodes) in Bayesian net-
work. Instead of using the weight of each element as 
above, we assign the probability to each variable for 
estimating the mastery of knowledge. All variables 
are binary (0 – not mastered and 1 – mastered). Note, 
knowledge item, knowledge element and concept are 
synonymical terms. 
2. The prerequisite relationships between knowledge 
elements are known as the conditional dependence 
assertions in Bayesian network. Accordingly, each 
node has a CPT. 
3. All knowledge elements are defined as hidden vari-
ables (hypothesis). Other learning objects or events 
(such as: tests, exams, exercises, user’s feedback, 
user’s activities) which are used to assess or evaluate 
user’s performance in learning process are consider 
as evidence variables. We must add them to Bayes-
ian network along with determining the conditional 
dependence relationship between them and remain-
ing hidden variable, namely, specifying their CPTs. 
Inferring user’s knowledge is to compute posterior 
probability of hidden variables (according to formula 
5, 6) when evidence variables change their values. 
This process can be known as knowledge diagnosis. 
After three steps above, it is necessary to solve two 
main problems:  
• Specifying the structure of model including nodes 
and arcs is the task of developing qualitative model, 
which is done by experts such as teachers, lecturers, 
supervisors, automatic engine. 
• Specifying the important parameters which are CPTs 
of all variables. This task called development of 
quantitative model is described in section 3.1. 
A. Specifying CPTs of variables 
Suppose Java course is constituted of four concepts 
considered as hidden variables whose links are prerequi-
site relationships. Additionally, there are two evidence 
variables: “Questions > 10” and “Exercise: set up…”. 
That learner asks more than 10 questions is to tell how 
much her/his amount of knowledge. Like that, evidence 
“Exercise: set up…” proves whether or not he/she under-
stands concept “Class & Object”. The number (in range 
0…1 ) that measures the relative importance of each pre-
requisite or evidence is defined by expert or teacher. In 
other words, this is the weight of arc from parent node to 
child node. All weights concerning the child variable will  
 
Figure 2.  Combination of Bayesian network and overlay model (evi-
dence nodes are unshaded, otherwise, hidden nodes are shaded) 
 
Figure 3.  Bayesian overlay model and its parameters in full (evidence 
nodes are unshaded, otherwise, hidden nodes are shaded) 
build up its CPT. Sum of weights of all arcs to/from each 
child/parent node in case of hidden/evidence variable 
should be 1. It means that each weight is normalized. 
Your attention please, the relationship between hidden 
variable (H) and evidence variable (E) must be from H to 
A because the process that computes posterior probability 
of hidden variable with evidence is the knowledge diagno-
sis. So, evidence variable has no child and its parents must 
be hidden variables. In short, there are two kinds of rela-
tionships: 
• Prerequisite relationships among hidden variables. 
• Diagnostic relationships of hidden variables to evi-
dence. The mastery of concepts (hidden) effects on 
the trust of evidence. However, if learner failed an 
examination, it is not sure about her/his lack of 
knowledge or ability because she/he can make a mis-
take unexpectedly. 
In this example, node J (Java) has three parents: C 
(Control structure), O (Class & Object), I (Interface) 
which in turn are corresponding to three weights of pre-
requisite relationship: w1=0.1, w2=0.5, w3=0.4. Condi-
tional probability of J is computed as follows: 
p(J  |  C, O, I) = w1*h1 + w2*h2 + w3*h3 
where
1
1
0
 if  C J h
otherwise
== ⎧⎨⎩
1
2
0
  if  O J h
 otherwise
== ⎧⎨⎩           
1  
3
0
 if  I Jh
otherwise
== ⎧⎨⎩  
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Note: {J, C, O, I} is complete set of mutually exclusive 
variables (of course, each also variable is random and bi-
nary). Generalizing about formula 7, it is that: 
( 1 | 1, 2, ..., ) *
1
n
p X Y Y Yn wi hi
i
= = ∑=  (Formula 7) 
where 
1
0
  if  Yi X  hi
 otherwise
== ⎧⎨⎩  with given random binary vari-
ables X, Yi. Obviously, p(not X | Y1, Y2,…, Yn) = 1 - p(X 
| Y1, Y2,…, Yn). 
 
Applying formula 7, CPT of J, E, Q is determined be-
low: 
TABLE I.   
CPTS OF J, E, Q NAMELY T1, T2, T3 
T1 
C  O   I p(J = 1) P(J = 0) 
1- p(J = 1) 
1   1   1 1.0   (0.1*1 + 0.5*1 + 0.4*1) 0.0 
1   1   0 0.6   (0.1*1 + 0.5*1 + 0.4*0) 0.4 
1   0   1 0.5   (0.1*1 + 0.5*0 + 0.4*1) 0.5 
1   0   0 0.1   (0.1*1 + 0.5*0 + 0.4*0) 0.9 
0   1   1 0.9   (0.1*0 + 0.5*1 + 0.4*1) 0.1 
0   1   0 0.5   (0.1*0 + 0.5*1 + 0.4*0) 0.5 
 0   0   1 0.4   (0.1*0 + 0.5*0 + 0.4*1) 0.4 
0   0   0 0.0   (0.1*0 + 0.5*0 + 0.4*0) 1.0 
 
 
 
 
 
 
 
 
 
 
 
Because concepts C, O, I has no prerequisite knowledge 
for understanding, their CPTs are specified as prior prob-
abilities obeying uniform distribution (assigned medium 
value 0.5 in most cases). 
TABLE II.   
CPTS OF J, E, Q NAMELY T4, T5, T6 
P(C=1)   P(C=0) 
0.5            0.5 
 
P(O=1)   P(O=0) 
0.5            0.5 
 
P(I=1)   P(I=0) 
0.5            0.5 
B. Inferring user’s knowledge 
Suppose a leaner did well the exercise “Set up… ” and 
asked more than 10 question. That is to  say the oc-
currence of two evidence, namely, E = 1 and Q = 1. It is 
necessary to answer the question: How mastered is 
learner over the concept “Java”? Thus, the posterior con-
ditional of hidden variables J with fixed events E =1 and 
Q=1, p(J = 1 | C, O, I , E = 1, Q = 1), must be computed. 
According to formula 5, 6: 
( 1, , , , 1, 1)
, ,( 1 | , , , 1, 1)
( 1, , , , , )
, , , ,
p J C O I E Q
C O Ip J C O I E Q
p J C O I E Q
C O I E Q
= = =∑
= = = = =∑
 
where p(J, C, O, I, E, Q) is global joint probability dis-
tribution, p(J, C, O, I, E, Q) = p(C) * p(O) * p(I) * p(E|O) 
* p(Q|O) * p(J|C,O,I). 
Applying all CPTs in table 1, 2, 3, 4, 5, 6, it is able to 
determined p(J, C, O, I, E, Q). After that, we compute p(J 
= 1 | C, O, I , E = 1, Q = 1) to answer above question. 
Note, the set of all parents of a hidden node is the com-
plete set of mutually exclusive hidden variables and the 
set of all evidence nodes which are children of a hidden 
node is the complete set of mutually exclusive evidence 
variables. 
IV. CONCLUSION 
There is no doubt that the combination of Bayesian 
network and overlay model gives us the appropriate ap-
proach for user modeling but it has two disadvantages: 
• The expense of data storage is high. A Bayesian net-
work which has n variables together n CPTs with 2n 
parameters (values in CPTs) under constraint: “each 
variable is binary (0 and 1)”. If variables are not bi-
nary, the number of parameters are huge, so, it is dif-
ficult to store them in memory. 
• The computation of posterior probability which is ba-
sis of inference consumes much time when executing 
in runtime because it is rather complex. 
The first cause which is the inherent attribute of Bayes-
ian network can be only restricted by programming tech-
nique when implementing network and it would be best to 
declare binary variables. On the other hand, it is the done 
to use CPT instead of continuous probability den-
sity/distribution function for solving the second problem. 
As already discussed,  the structure and parameters 
(CPTs) in our model are fixed and specified by experts. 
However, they must be evolved after each occurrence of 
evidence. When learning machine is concerned, structural 
learning is process of gradual improving the structure of 
model and correspondingly, parametric learning is process 
of changing the parameters so as to be more suitable. We 
will discuss the improvement on qualitative model (struc-
ture) and quantitative model (parameters) in the other pa-
per. 
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