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introduce an asset pricing model in which an asset's expected return depends on its covariance with the market return and its coskewness with the market return. The authors define asset coskewness as representing the component of asset skewness that is related to the market's portfolio skewness.
Many studies test the significance of the relation between expected return and coskewness risk, but do so without paying attention to the risk aversion or skewness preference parameter that would be consistent with the price of coskewness risk. Dittmar (2002) examines nonlinear pricing kernels with coskewness and other higher moment risks. He concludes that without preference restrictions, these pricing kernels perform well in explaining the cross-section of returns. However, these pricing kernels are not consistent with economic theory. In a setting with standard preferences and static prices of risk, the pricing kernel can be interpreted as a scaled marginal utility. As a result, under these assumptions, to be consistent with positive marginal utility and the no arbitrage condition, the pricing kernel should be positive, and to be consistent with decreasing absolute risk aversion it should be decreasing in the aggregate wealth (market return). Over a reasonable range of wealth states, these pricing kernels increase as the aggregate wealth increases.
Jackwerth (2000), Rosenberg et al. (2002) and Aït-Sahalia and Lo (2000) also document the puzzling behavior of the pricing kernel, which affects the absolute risk-aversion function and renders it negative over a reasonable range of wealths. Indeed, sometimes the absolute risk-aversion function increases as the aggregate wealth increases. Jackwerth and Brown (2004) argue that the perplexing behavior of the pricing kernel can be attributed to the existence of a second state variable, in addition to the market return, which they call "volatility momentum". However, these authors mention that their arguments are true only with an implausible parameter of the risk aversion. Carr and Wu (2008) examine the pricing of individual stock volatility and find that the premium on individual stock volatility is negative and cannot be explained by traditional pricing factors such as the market and the Fama and French (1993) three-factor model. These authors argue that to be able to understand most asset pricing puzzles, future research should build pricing models in which the pricing kernel depends on the market volatility risk. If their argument is true, then how can we construct an equilibrium model or a partial equilibrium model that can deliver a pricing kernel as a function of the market volatility risk? Ang et al. (2006) show empirically that the expected return on risky assets depends not only on the market beta, but also on the volatility beta. They estimate the price of the market volatility risk and find that it is significant at -1% per year. However, they leave unanswered the question of what value of the risk aversion or skewness preference should be consistent with the estimated price of volatility risk. Bollerslev and Zhou (2008) find that the market variance risk is priced. They argue that the difference between the market volatility under the physical and risk neutral measure is closely related to the risk aversion, and that periods of high market volatility premium are associated with high risk aversion. But they leave unanswered the question of what value of the risk aversion is consistent with high market volatility premium. I ask if high risk aversion falls in a reasonable range. Bakshi and Madan (2006) use a quadratic pricing kernel to account for coskewness risk and show that the market volatility premium is determined by a nonzero risk aversion and higher moments such as market skewness. If their finding is true, then investor skewness preference should also impact the volatility premium as well. Therefore, I ask if investor skewness preference is high in periods of high volatility premium. Clearly the price of both coskewness and volatility risk are related through investor risk aversion and skewness preference. But if that is so, then I ask how risk aversion and skewness preference determine the price of market volatility risk and skewness risk. Ang et al. (2006) show that the market volatility is not the only priced factor. They show that the idiosyncratic volatility of individual stocks is also priced. However, in contrast to Merton's (1987) prediction, they find that on average, stocks with high idiosyncratic volatility earn low returns. If the true relation is not negative, then how can researchers explain their findings? Recent studies such as Fu (2008) show that Ang et al. (2006) should use the conditional idiosyncratic volatility as a measure of idiosyncratic volatility risk. Controlling for the conditional volatility risk with GARCH model, they find that on average, stocks with high idiosyncratic volatility earn high returns. I ask if the assumption of GARCH specification of idiosyncratic volatility risk restricts the sign of the relation between idiosyncratic volatility and expected returns.
In this paper, I attempt to answer these questions. I build a partial equilibrium model in which investors trade in a multi-period market. I go beyond the representative agent utility models by allowing heterogeneity of preferences among agents. I make no assumptions about the functional form of investor utility functions and the distribution of asset returns. Instead, I provide a general framework that maps heterogeneity of preferences into the pricing kernel. Thus, I provide a structural interpretation to the pricing kernel involving coskewness and volatility risk.
My pricing kernel is a function of two deep structural parameters, the average value of investor risk-tolerances (inverse of the Arrow-Pratt measure of investor risk aversions) and skewness preference. I extend the frameworks of Samuelson (1970) and; Judd and Guu (2001) to a dynamic market model in which each investor maximizes his or her expected utility. My intertemporal portfolio choice is a dynamic problem in which each investor chooses asset allocations conditional on current wealth. My model setup is a dynamic extension of Harvey and Siddique (2000) , Kraus and Litzenberger (1976) , Rubinstein (1973) and is also related to Brandt et al. (2005) . As a result, the aggregate pricing kernel in equilibrium depends on both coskewness and market volatility risk.
I show that the price of coskewness and market volatility are restricted by investor preferences. Further, I provide a closed-form solution for the prices of coskewness and market volatility risk in terms of mean average of investor risk aversions and skewness preferences. The price of coskewness and volatility risk are highly nonlinear functions of the mean risk aversion and mean skewness preference. I use industry portfolio returns and estimate both the risk aversion and skewness preference parameters with different proxies for the market volatility. I also consider different subsample periods for industry portfolio returns. The risk aversion is estimated to be between 2 and 5 while the skewness preference ranges from 1.05 to 2.25. The parameters are in majority statistically significant. The implied price of coskewness associated to these estimates ranges from -3.2% to -1.29% per year and the implied price of the market volatility ranges from -1.2% to -0.19% per year. These estimates are in a reasonable range and consistent with the literature.
I also investigate the impact of the risk aversion and skewness preference on the price of the market volatility risk over time. I find that periods of high price of volatility risk is sometimes associated with high risk aversion and low or stable skewness preference, sometimes to high skewness preference and low and stable risk aversion, and sometimes to both high risk aversion and high skewness preference.
Second, I examine the puzzling behaviors of the pricing kernel. I show that my estimated pricing kernel is consistent with economic theory. It is decreasing in the aggregate wealth and increasing in the market volatility. When I project my estimated pricing kernel on a polynomial function of the market return, doing so produces the puzzling behaviors observed in pricing kernel. The missing market volatility priced factor in the pricing kernel and the lack of a structural interpretation of the price of coskewness and volatility risk in terms of investor risk aversion and skewness preference, in previous studies, could be the cause of the puzzling behaviors of the pricing kernel.
Third, I study the negative relation between idiosyncratic volatility and expected returns, and ask why investors pay a premium for stocks that have a greater level of idiosyncratic risk. To answer this question, I use pricing kernels to examine the sources of the idiosyncratic volatility premium. I find that the premium on idiosyncratic volatility risk is determined by a nonzero risk aversion and firms non-systematic coskewness. I define non-systematic coskewness as the non-systematic component of asset skewness that is related to the market portfolio's skewness. I find that when this non-systematic component is positive, the difference in Fama-French (1993) alphas between the valued-weighted decile portfolio with the highest and lowest non-systematic coskewness is not significant. In contrast, when the non-systematic coskewness is negative, a long-short portfolio holding the highest non-systematic coskewness decile of stocks and shorting the lowest non-systematic coskewness decile of stocks has a highly significant alpha of 0.96% per month (with a t-statistic of 2.862). This result suggests that when the non-systematic coskewness is negative, investors pay a premium for stocks that have a greater level of non-systematic coskewness. Conversely, when stock's non-systematic coskewness is positive, investors receive very little reward from holding the highest non-systematic coskewness decile of stocks and shorting the lowest non-systematic coskewness decile of stocks.
To study the negative relation between idiosyncratic volatility and expected returns, I sort stocks on idiosyncratic volatility and form value-weighted decile portfolios. Consistent with previous studies, I find that the Fama-French (1993) alphas of the high-idiosyncratic decile exceeds the alpha of the low-idiosyncratic decile by -1.38 (with a t-statistic of -3.02). When I control for the long-short portfolio that holds the highest non-systematic coskewness decile of stocks and short the lowest non-systematic coskewness decile of stocks, I find that the Fama-French (1993) alphas of the high-idiosyncratic decile exceeds the alpha of the low-idiosyncratic decile by -0.37 (with a t-statistic of -0.98).
I also relate my findings to recent studies that use GARCH specification of idiosyncratic volatility risk. I show that by assuming GARCH specifications, these papers restrict the relation between idiosyncratic volatility and stock returns to be positive. Therefore, it is impossible to use a GARCH type of specification and arrive at a negative relation between idiosyncratic volatility and expected returns.
The paper is organized as follows. In Section I, I describe the features of my partial equilibrium model. In Section II, I discuss the equilibrium pricing kernel and its implication for asset pricing. In Section III, I describe the data set and discusses the empirical results of our basic model. In Section IV, I investigate the sources of the idiosyncratic volatility premium. In Section V, I relate my findings to studies on idiosyncratic volatility that uses GARCH specification of idiosyncratic volatility risk. Section VI concludes.
I. The Model
I develop an approximated equilibrium model with heterogeneous investors. I do so to characterize the pricing kernel and endogenously link the pricing kernel to both coskewness and volatility risk with a structural interpretation of the market prices of the aggregate volatility and coskewness risk. I keep the model standard, and summarize it by a finite number of investors who make the optimal allocation decisions in a multi-period market. I exclude intermediate consumption from the model. The heart of the model is the return decomposition. This decomposition is crucial to obtain the closed-form solution for the optimal portfolio weight at any trading date and the aggregate pricing kernel in equilibrium.
A. Investor Preferences and Portfolio Optimization
I consider an economy in which there are many investors with heterogeneous preferences and endowments. In this economy, investors are indexed by i = 1, ..., I and trade in n risky assets and a safe asset at times τ = t, t + 1, ...,T − 1. I use R kτ +1 , k = 1, ...n to denote, the return from investing $1 at time τ in each security. All assets are traded in competitive markets without transaction costs and taxes. I consider the portfolio choice at time t of investor i, who maximizes the expected utility of wealth at some terminal date T < ∞ by trading in n risky assets and a safe asset at times τ = t, ..., T − 1. Formally, the investor's problem is:
subject to the sequence of budget constraints
τ is the vector of portfolio weights on the risky assets chosen at time τ , and R e τ +1 = R τ +1 − R f 1 n is the n-dimensional portfolio weight vector of excess returns on the risky assets from time τ to τ + 1. The function u i (.) measures the investor's utility of terminal wealth W (i) T . I assume that the individual asset allocation shares fulfill the market clearing conditions
where θ τ −1 R τ represents the aggregate future wealth. I use the small noise expansion approach to solve the portfolio choice (1). To solve for the optimal asset allocation, I follow Samuelson (1970) and Judd and Guu (2001) , assuming that the distribution of the returns belongs to a family of "compact"or "small-risk" distributions. I define the small-risk distribution as some specified parameter ε goes to zero, all the distributions converge to a sure outcome. I can decompose any random vector R kτ +1 that belongs to this family as follows:
Here, the coefficient a kτ (ε) is a function of the ε parameter, which characterizes the scale of risk. In terms of Brownian motion, ε is the square root of time, and the drift and diffusion terms are given by R f + ε 2 a kτ (ε) and (εY kτ +1 ) respectively. Throughout this paper, ε refers to the scale risk parameter in the small noise expansions framework. I note that there are no restrictions on the distribution of Y kτ +1 . Hence, the distribution of R kτ +1 is general and is not restricted to a specific distribution. All asset returns are not correlated through ε, since the correlation between two assets k and j is independent of ε. The term ε 2 a kτ (ε) is the risk premium on the risky asset. The function a kτ (ε) that characterizes this premium is unknown.
The return's decomposition (3) shows that the return is a function of the scaled risk parameter ε. As a result, it follows that the first-order conditions of (1) implicitly define the portfolio weight as a function of ε. Like most Taylor expansion series 1 , I assume that the small noise expansion of ω
where Q = 1 and ω
represents the jth derivative of the portfolio weight evaluated at ε = 0. I note that an approximation with Q = 1 works well when investors have homogeneous preferences. Approximating the portfolio weight with Q = 1 is sufficient to show that, in equilibrium, the pricing kernel depends on three factors: the market return, the coskewness factor and the volatility of the market return. My approach is more intuitive than the standard contingent state approach to equilibrium. As shown in Hart (1975) and Elul (1995) , the incomplete markets paradigm focuses on the difference between the number of contingent states and the number of assets. It depends on how many assets are missing and the number of agents in the economy. It is difficult to interpret such indices of incompleteness. The main reason is that we can count neither the number of contingent states nor the number of different kinds of agents in a real economy 2 . To characterize investor preferences, I assume that all agents have utility functions that exhibit non-satiation (u i > 0), risk aversion (u i < 0), and a preference for positive skewness (u i > 0). At ε = 0, the following parameters characterize the investor's preferences:
where 1/τ i is the Arrow-Pratt absolute measure of risk aversion and ρ i represents the skew-tolerance. Next, I consider the average values:
1 See Brandt et al. (2005) . 2 The impact of asset incompleteness on economic performance is related to the diversity of investor objectives than to the number of states and the number of agents. Therefore, the number of different agents in an economy is a poor measure of agent diversity because an economy with 1000 types of investors with different risk aversions and skewness preferences close to the mean risk aversion and mean skewness preferences is less diverse than an economy with 20 types of investors with substantially different risk aversions and skewness preferences.
where τ is the cross-sectional average of investor risk tolerances and ρ represents the weighted average of investor skewness preferences. The intertemporal portfolio choice in equation (1) 
II. Pricing Kernels with Coskewness and Volatility Risk
I use the small noise expansion approach proposed by Judd and Guu (2001) , without knowledge of investor utility functions. Using this approach makes it possible for me to derive the closed-form solution for the optimal portfolio weights by assuming that risky asset returns can be decomposed according to equation (3). In the Appendix, I show how I derive the optimal shares of wealth invested in risky securities. I then examine the asset pricing implications of the investor optimization problem. By using the optimal portfolio weights, I can recover the functional form for the parameter a τ (.) appearing in the return decomposition, and use it to derive the functional form of the pricing kernel in equilibrium.
PROPOSITION 1 : The pricing kernel for the period [t, T ] is
where
and
where r M ν is the demeaned market return. The indicator function 1 τ ≤T −1 equals one if τ ≤ T − 1 and zero otherwise. Proof See the Appendix. The pricing kernel derived in Proposition 1 gives a structural interpretation of the market prices of risk in terms of the cross-sectional average of investor risk tolerance, τ , and the cross-sectional average of investor skewness preferences ρ. If investors have identical preferences and different endowments, then my model predicts that the aggregate pricing kernel will remains unchanged. Moreover, the aggregate pricing kernel is still valid if the representative agent assumption applies. What really matters in equilibrium is the mean average of investor preferences.
In nonlinear pricing kernels literature, the usual route is to assume the existence of a representative agent, then expand the agent's marginal utility in Taylor series and then drop the higher moments that are economically unimportant for explaining returns. This approach produces a pricing kernel that is a polynomial function of the market return, and does not depend on the volatility of the market return. If the volatility of the market return is priced, it should be relevant for explaining the cross-section of risky returns. To my knowledge, this paper is the first to show how the volatility risk factor enters the pricing kernel. To compute the risk premium on the risky asset from time ν − 1 to ν, assume that the investor invests at time ν − 1 in the asset k for 1 period. Then, the pricing kernel should price correctly returns, that is E ν−1 m ν−1,ν R kν = 1. Therefore, the risk premium on the risky asset over this period is
The resulting asset pricing model is a generalization of Rubinstein (1973) , Kraus and Litzenberger (1976) , Harvey and Siddique (2000) , and Ang et al. (2006) . Since the mean risk aversions 1 τ and mean skewness preferences ρ are positive, λ SKD is negative and assets with negative β SKD (coskewness) have higher expected returns than assets with positive coskewness and identical characteristics. The asset's risk premium decomposition shows that the prices of coskewness and volatility risk have a structural interpretation in terms of the average value of investor risk tolerance and skewness preferences. My results indicate that the price of coskewness and volatility risk are restricted by investor risk aversion and skewness preference. Moreover, the sign of the price of market volatility risk depends on the average values of investor preferences. If the cross-sectional average of investor skewness preference ρ is larger than one, then the price λ SKD of the market volatility risk is negative.
The main prediction of this model is that stocks with different loadings on volatility risk have different average returns, and high volatility is associated with high future expected returns. In contrast, when ρ is lower than one, the price of the market volatility risk is positive. Ang et al. (2006) use the risk premium specification to estimate the price of the market volatility. However, their approach leaves open the question of what value of investor risk aversion and skewness preferences are consistent with the prices of coskewness and volatility risk. My theoretical model makes it possible to address this issue. I am interested in estimating investor risk aversion and skewness preference, and then using these structural preference parameters to estimate both the market price of coskewness and volatility risk.
To examine the sources of the variance risk premium, I consider the pricing kernel generated by my model over the time period [t, t + 1] described in Proposition 1. Hence, the market variance premium can be expressed as 3
where σ M t , S M t and K M t represents the standard deviation, the skewness and the kurtosis of the market return. The variance premium can be attributed to exposure to higher moments such as skewness, kurtosis and the correlation between the market volatility and the squared of the market return; the risk-averse behavior of the investors; and investor preferences for skewness. At a basic level, equation (14) shows that the variance premium is related to nonzero risk aversion ( 1 τ ). The result in equation (14) has special relevance. At a theoretical level, the equation states that there are three sources of negative market variance premium. First, a negative skewness (S M t ) and high positive kurtosis (K M t ) causes the variance premium to be more negative. Second, if the average skewness preference ρ is higher than one, then a high correlation of the market volatility with the squared market return causes the variance risk premium to be even more negative. Third, for a given risk aversion level, raising the level of skewness preferences could generate a more pronounced negative variance premium.
III. The Empirical Framework A. Estimation Methods
My main goal is to estimate the cross-sectional average of risk aversions and skewness preferences, then check whether these preference parameters are reasonable, and then use these values to recover the price of coskewness and volatility risk. To compare my results with those in recent studies on the pricing of volatility risk, I consider the two-period model. I assume that the investor invests at time t in the asset k for one period and then reinvests the payoff in the safe asset for the remaining period. This assumption leads me to collect the vector of errors
where R t+1 is the vector of risky assets. The Euler equation will be
From Proposition 1, I can define the pricing kernel m t,t+1 as:
Equation (15) implies E [ t+1 |Z t ] = 0, which forms a set of moment conditions that I can utilize to test the asset pricing model via Hansen's (1982) generalized method of moments (GMM); E[] denotes the unconditional expected operator. Z t represents the set of instrumental variables. If the pricing kernel prices correctly returns, then the sample version of the moment conditions is:
where Θ =
τ , ρ is the set of parameters to be estimated. As the sample size T increases, g T (Θ) should be sufficiently close to zero. Hansen (1982) shows that a test of model specification can be obtained by minimizing the quadratic form:
where W T is the GMM weighting matrix. However, Chapman (1997) shows that the standard GMM estimator in a Euler equation test may result in acceptance of the pricing kernel due to noise in the pricing kernel. In a different framework, Hansen and Jaganathan (1997) use the same criterion function as in the standard GMM approach but specify the weighting matrix as the second moment of the returns. I follow Dittmar (2002) and use the Hansen and Jagannathan weighting matrix in the estimation process.
B. Data
I use the 30 monthly industry portfolios obtained from Kenneth French's website 4 . The sample period is from January 1986 to December 2006, and yields a total of 252 observations. For the market portfolio, I use the value-weighted NYSE/AMEX/NASDAQ index. This index is also known as the value-weighted index of the Center for Research in Security Prices (CRSP).
As a proxy the volatility of the market return, I use the options implied volatility estimators. The Chicago Board Options Exchange (CBOE)s VXO implied volatility index provides investors with up-to-the-minute market estimates of expected volatility by using the real-time S&P 100 index option bid/ask quotes. The VXO is a weighted index of American implied volatilities calculated from eight near-the-money, near-to-expiry, S&P 100 call and put options based on the Black-Scholes (1973) pricing formula.
As an alternative to the VXO index, I also use the CBOE's newer VIX index, which is obtained from the European style S&P 500 index option prices and which is based on "model-free"implied volatilities. The VIX incorporates information from the volatility skew by using a wider range of strike prices rather than just at-the-money series. I use historical monthly data on the VIX from 1990 to 2006. I use both VXO and VIX rather than the realized volatility, because the implied volatility is more informative than is the realized volatility (see Guo and Whitelaw, 2006) . I also use the difference between implied and realized variance, or the variance premium as a proxy of the market volatility factor. I compute the realized volatility using S&P 500 daily data.
C. Results
I estimate the mean of the pricing kernel, the cross-sectional average of investor risk aversions and the cross-sectional average of investor skewness preferences. I then use these parameters to compute the price of the market, coskewness and volatility risk. I investigate three different sub-sample periods. Table I presents results of GMM tests when I estimate the pricing kernel (18). I estimate the preference parameters by using the Hansen and Jagannathan (1997) weighting matrix. Column (1) shows the mean of the pricing kernel and columns (2) and (3) present the risk aversion and skewness preferences, respectively. Column (4) gives the Hansen and Jagannathan (1997) distance measure with p-values for the test of model specification in parentheses. Columns (5) through (7) present the implied price of market, coskewness and volatility risk that I obtain when I use the estimated preference parameters. P -values for tests of the coefficients appear in parentheses.
The set of returns used covers different sample periods. As my proxy for the volatility of the market return, I use the CBOEs VXO and VIX implied volatility. Panel A presents the results when I use the VXO. I show that the estimated coefficients for the risk aversion are reasonable and range from two to four. The p-values indicate that most of the estimated risk aversions are statistically significant at the 5% level, except for the short sample period January 1996 to December 2006. The distance measure and p-values suggest that the estimated pricing kernel cannot be rejected at the 5% level when I use the sample periods January 1986 to December 2000 and January 1986 to December 2006. Panel A also reports the implied price of the market, coskewness and market volatility risk. The price of the market is positive and ranges from 6% to 10% per year. The price of coskewness risk is negative and ranges from -1.87% to -1.3% per year and the price of the market volatility ranges from -0.4% to -0.2% per year. The sign of the prices of market, coskewness, and volatility risk is consistent with my model's prediction and the results in previous studies. For the sample period from January 1986 to December 2000, I find that the price of the volatility risk is about -0.38% annually. To test whether these prices of risk are statistically significant, I use the Delta-method to compute t-statistics of the prices and find that the price of the market risk is significant (with p-value of 0.044), but that the prices of coskewness and volatility risk are not significant. The results are not reported.
However, this result does not suggests that the prices of volatility and coskewness risks are not significant. The main reason for this finding is that the Delta method is based on a linear approximation of the price of risk in terms of risk aversion and skewness preference. Linear approximations do not incorporate nonlinear components of the price of risk. While the price of the market is linear in the risk aversion, the price of coskewness and volatility risk are highly nonlinear functions of both risk aversion and skewness preference. My results indicate that the price of the volatility risk is a nonlinear function of the risk aversion and skewness preference parameters that turn to be significant at the 5% level. As a result, the volatility risk premium defined in equation (14) is significantly different from zero and is time-varying.
To investigate how changes in skewness and risk aversion parameters cause changes in the prices of the volatility and coskewness risk, I examine ten-years windows, yielding a total of 120 observations. Every year, from 1996 to 2006, I use the past ten years' data and estimate the pricing kernel. The risk aversion and skewness preference are mostly statistically significant 5 . Figure 1 plots the time series of the estimated risk aversion and skewness preference. As is evident from the figure, both the risk aversion and the price of market volatility risk are somewhat higher in magnitude during the 1998 to 2000 part of the sample. This result suggests that high risk aversion may imply a high price of market variance risk and consequently a high volatility premium. This figure also shows that the risk aversion estimated is stable during the 2002 to 2006 part of the sample, but the price of the market volatility is somewhat higher in magnitude, particularly during the 2004 to 2006 part of the period. Over the same period, the estimated skewness preference is higher (ranging from one to 2.4). This result suggests that changes in the price of the market volatility and hence in the volatility premium, could also be caused by changes in investor skewness preference while their risk aversion is stable. Figure 1 also plots the price of coskewness risk, and shows that the price of coskewness preference and volatility risk tend to move together during the 1998 to 2001 and 2002 to 2006 periods. There is at least one explanation to this co-movement. The price of volatility risk is a sum of two quantities: the first is the price of coskewness risk and the second is the square of the risk aversion parameter.
Panel B in Table I reports the results when I use the VIX. With this new measure, the risk aversion parameter ranges from two to 4.75, which represent a marginal increase compared to the estimated values with the old volatility measure VXO. Both the skewness preference and risk aversion are statistically significant. The prices of both the coskewness and volatility risk are slightly higher in magnitude compared to the implied prices of risks when I use the VXO, except for the sample period January 1996 to December 2006. The price of the volatility risk ranges from -1.2% to -0.62%, and the price of coskewness risk ranges from -2.86% to -1.7% per year. The distance measure and p-values suggest that the estimated pricing kernel is rejected at 5% level.
In Figure 2 , I plot the time-series of risk aversion, skewness preference, prices of coskewness and volatility risk. The results in this figure confirms my previous findings that periods of high volatility premium is due to high risk aversion or high skewness preference or both.
C.1. Controlling for Size, Book-to-Market and Momentum Factors
I investigate the robustness of my results by estimating an alternative specification of the pricing kernel that incorporates the Fama and French (1993) size and book-to-market characteristics. I augment the pricing kernel with the size and book-to-market factors. I also control for the momentum factor of Jegadeesh and Titman (1993) . The augmented pricing kernel has the form
In this pricing kernel, r SM Bt+1 represents the excess return on a portfolio of small-cap stocks over large-cap stocks, r HM Lt+1 represents the excess return on a portfolio of high market-to-book stocks over low market-to-book stocks, and r M OM t+1 represents the return on the momentum portfolio of Jegadeesh and Titman (1993) . Table II reports the estimated risk aversion and skewness preference, and the implied price of market, coskewness and volatility risk 6 . Panel A presents the results when I use the VXO as my proxy for the market volatility. The table shows that the estimated risk aversion ranges from four to 4.3, and that the results are significant at 10% level. The skewness preferences are also statistically significant, except for the sample period January 1996 to December 2006. The implied price of the volatility risk ranges from -1.04% to -0.19%, while the price of coskewness ranges from -3.2% to -1.96% per year. Panel B reports the results when I use the VIX as my proxy for the market volatility. The estimated risk aversion ranges from 3.4 to 4.6 and is significant at the 5% level when the full sample is used in the estimation process. The implied price of coskewness risk ranges from -2.95% to -1.7% per year, while the implied price of the market volatility risk ranges from -0.94% to -0.89% per year. After controlling for the size, book-to-market and momentum factors, I find that both the estimated risk aversions and skewness preferences and the implied prices of coskewness and market volatility risk are in a reasonable range.
C.2. Explaining the Puzzling Behavior of Pricing Kernels
To gauge the ability of the estimated pricing kernel to explain recent puzzles documented in studies mentioned earlier, I use a setting with standard preferences and static prices of risk. By doing so, I can interpret the pricing kernel as a scaled marginal utility. Under these assumptions, to be consistent with positive marginal utility and the no arbitrage condition, the pricing kernel should be positive, and be consistent with decreasing absolute risk aversion it should be decreasing in the aggregate wealth (market return).
I plot my estimated pricing kernel as function of the market return and volatility of the market return. The estimated mean pricing kernel, risk aversion and skewness preference, are those reported in Table I . Figures 3 and 4 depict the estimated pricing kernel when I use the VXO and VIX as my proxies for market volatility. The support for the graphs is the range of the returns on the valueweighted index and the implied volatility difference. These figures show that the pricing kernel is decreasing as the market return increases and is increasing when the market volatility increases. This result makes my pricing kernel consistent with preference theory.
To further examine this suggestion, I project the estimated pricing kernel on the polynomial function of the market return alone. The projected pricing kernel has the form m t,t+1 = n j=0 b j r j M t+1 . I use different values for n, as in n equals three, four, and five, and find that the results remain unchanged. Therefore, I present only the result for n equals five. Figures 5 and 6 depict the projected pricing kernel when I use both the VXO and VIX. The support for the graphs is the range of the returns. These Figures show that for various subsamples, the projected pricing kernel, increases when the aggregate wealth (market return) increases.
My findings suggests that the missing market volatility factor in the pricing kernel and a lack of a structural interpretation of the pricing kernel in terms of investor preferences are plausible explanations to the pricing kernel puzzle. My estimated risk aversion and skewness preference are reasonable, and more importantly, the implied prices of coskewness and market volatility have the expected sign and are within a reasonable range.
IV. Sources of the Idiosyncratic Volatility Puzzle
I assume that I can compute the idiosyncratic volatility by using an asset pricing model in which f t+1 represents the set of demeaned systematic risky factors. By using the following decomposition of individual stocks return variance, I can examine the sources of the idiosyncratic volatility puzzle
where β kt represents the coefficient after regressing asset expected excess return on the systematic risk factor and σ 2 kf t = V ar t (β kt f t+1 ) represents the systematic volatility. σ 2 εkt represents the idiosyncratic volatility.
I define idiosyncratic risk as the risk that is unique to a specific firm, so I also refer to it as firm-specific risk. By definition, idiosyncratic risk is independent of the common movement of the market. To understand the idiosyncratic volatility puzzle, it is first important to understand how it is priced. Given an asset pricing model with f t+1 as the set of risky factors, from (22) it follows that this premium can be decomposed into two components:
In a CAPM model where the market return is the only risk factor, the first component of (23) is related to the market variance premium. Since the market variance premium is priced (see Bollerslev and Zhou, 2008 ), this component is significantly different from zero. If the idiosyncratic volatility is priced, the second component of (23) which is the premium on the idiosyncratic volatility should be significantly different from zero. Proposition 2 below gives the conditions under which this nonsystematic premium component is zero.
PROPOSITION 2 : I consider the following regression
where r kt+1 is the excess return on the risky asset k. Equation (24) implicitly defines the pricing kernel as
and the non-systematic variance premium equals to
with Proof See the Appendix for the proof. In regression (24), the idiosyncratic shock is uncorrelated with the risk factor f t+1 . However, the regression does not tell me whether the higher-order components of the shock are uncorrelated to the risk factor f t+1 . If the idiosyncratic shock and the stock return are jointly and normally distributed, then by using Stein Lemma 7 , I can show that the idiosyncratic volatility risk is not priced and that γ kt = 0. Idiosyncratic volatility is priced due to the presence of higher moments in the stock returns, in the risky factors or in both, non-zero risk aversion.
To examine the source of the higher moments that causes the idiosyncratic volatility puzzle, I consider the pricing kernel generated by the simple CAPM model which takes the form
and establish the relation between the expected excess return and idiosyncratic volatility risk. In the CAPM model, the expected excess return is given by the expression
where β kt is the asset's beta. Using Proposition 2, the non-systematic variance premium is
If the idiosyncratic shock and the market return are jointly and normally distributed, then the nonsystematic variance premium is zero and idiosyncratic volatility is not priced. I assume that idiosyncratic shock and the market return are not jointly and normally distributed. Therefore, γ kt = 0. The non-systematic coskewness γ kt is inversely related to the sensitivity of the asset's expected excess return to the asset's non-systematic skewness, that is
] is the non-systematic component of the skewness of the return's distribution.
By replacing the idiosyncratic shock ε kt+1 in this equality and taking the partial derivative
and replacing
by its value (use Equation (29)), I derive the the final result (31). I also interpret γ kt as the non-systematic component of asset's skewness that is related to the market's portfolio skewness 8 . To analyze the impact of the non-systematic coskewness on an asset's expected excess return, I set the risk aversion parameter 1 τ to three. Figure 7 presents changes in the slope (31) due to changes in the non-systematic coskewness and its impact on asset expected excess return. When γ kt is positive, all else equal, an increase in γ kt from 0.009 to 0.018 decreases the slope. Thus, an asset initially represented by point A changes and moves to point B, resulting in a decrease in its expected excess return. In contrast when γ kt is negative, all else equal, an increase in γ kt from -0.018 to -0.009 increases the slope. Hence, an asset initially represented by point A changes and moves to point B, resulting in an increase in its expected excess return.
A. Estimating Idiosyncratic Volatility
To investigate this prediction, I use all the NASDAQ, AMEX, and NYSE stocks and consider industrial firms 9 . The sample period is from January 1971 to December 2006. To reduce the impact of infrequent trading on idiosyncratic volatility estimates, I require that firms have a minimum of 120 trading days (non-zero observations) in a year. I also exclude equity prices lower than one dollar. I first compute the idiosyncratic volatility at the end of each month using the past 12 months daily observations. I use different models to compute the idiosyncratic volatility: the CAPM model, the Fama and French (1993) three-factor model, the Fama and French three-factor model augmented with the Jegadeesh and Titman (1993) momentum factor and the Harvey and Siddique (2000) market coskewness model. I then rank stocks based on their idiosyncratic volatility to form value-weighted decile portfolios and then hold the portfolios over the next month. I rank the stocks based on their past idiosyncratic volatility risk into ten groups and form ten value-weighted portfolios in 10% increments from 10% to 100%. Figure 8 depicts the mean average return across deciles. The figure shows that on average, regardless of the model used to compute the idiosyncratic volatility risk, stocks with high idiosyncratic risk earn lower returns than do stocks with low idiosyncratic volatility risk.
The mean average returns reported in Panel A of Table III are strongly and almost monotonically declining in idiosyncratic volatility risk regardless of which model I use. The mean average returns for the value-weighted portfolio return with the lowest-idiosyncratic volatility risk (10% Low) are positive and ranges from 1.04% to 1.07% per month. The mean average returns for the value-weighted portfolio return with the highest-idiosyncratic volatility risk (10% High) are significantly negative and range from -0.22% to -0.16% per month. A long-short portfolio holding the volatile decile of stocks and shorting the safest decile has a mean average return ranging from -1.29% to -1.19% with robust Newey-West (1987) t-statistics ranging from -2.64 to -2.48. Panel B reports each model alpha, showing robust Newey-West t-statistics in square brackets. A long-short portfolio holding the volatile decile of stocks and shorting the safest decile has an alpha ranging from -1.47% to -1.37% and robust Newey-West t-statistics ranging from -3.15 to -3.1. When I correct for risk using either the CAPM model, the Fama and French (1993) model, the Fama and French (1993) model, the Fama and French (1993) model augmented with the momentum factor of Jegadeesh and Titman (1993) and the Harvey and Siddique (2000) models, I worsen the anomalous poor performance of volatile stocks rather than correcting it.
Since the idiosyncratic anomaly is robust to the models used, I use the CAPM model as a benchmark to compute the idiosyncratic volatility in the rest of the paper.
B. Non-Systematic Coskewness and Expected Returns
I find a strong positive cross-sectional relation between the average returns and non-systematic coskewness when the non-systematic coskewness is negative and there is a weak negative cross-sectional relation between the average returns and non-systematic coskewness when the non-systematic coskewness is positive. This finding is consistent with my theoretical motivation. In this section, I assess how average returns vary across stocks with different levels of non-systematic coskewness.
My model predicts that if stocks' non-systematic coskewness is negative (positive), then on average, stocks with high non-systematic coskewness earn higher (lower) returns than do stocks with low nonsystematic coskewness. To verify my prediction, I use the past 12 months daily returns to compute the non-systematic coskewness at the end of each month. I form two groups of stocks, those with negative and those with positive non-systematic coskewness. Within each group, I rank the stocks based on their past non-systematic coskewness into ten groups and form ten value-weighted portfolios in 10% increments from 10% to 100%.
When the non-systematic coskewness is positive, the mean average returns reported in the Panel A of Table IV are strongly and almost monotonically declining in non-systematic coskewness risk. The mean average returns for the value-weighted portfolio with the lowest non-systematic coskewness risk (10% Low) is positive at 1.07% per month, and the mean average returns for the value-weighted portfolio with the highest non-systematic coskewness (10% high) is significantly lower at 0.62% per month. However, a long-short portfolio holding the highest non-systematic coskewness decile of stocks and shorting the lowest non-systematic coskewness decile has an average return of -0.45% per month which is not statistically significant (the t-statistic is -1.045).
When the non-systematic coskewness is negative, the mean average returns reported in the Panel A of Table IV are strongly and almost monotonically increasing in non-systematic coskewness risk. The average returns for the value-weighted portfolio with the lowest non-systematic coskewness risk (10% Low) is positive at 0.32% per month, and the average returns for the value-weighted portfolio with the highest non systematic coskewness (10% High) is significantly higher at 1.14% per month. A long-short portfolio holding the highest non-systematic coskewness decile of stocks and shorting the lowest nonsystematic coskewness decile has an average return of 0.83% per month which is statistically significant (the t-statistic is 2.3). These results confirm my model's prediction that on average, stocks with high non-systematic coskewness earn on average higher returns than do stocks with low non-systematic coskewness.
To correct for the CAPM or Fama and French (1993) three-factors, for each of the ten valueweighted portfolio returns and the "10-1 "portfolio returns formed by ranking stock based on nonsystematic coskewness, I run the regression:
where f represents the market excess returns when I use the CAPM and the Fama and French (1993) three-factors when I use the Fama and French (1993) model. I define 10-1 as the difference in returns between portfolio 10 and portfolio 1. When I correct for risk using either the CAPM or the FamaFrench (1993) three-factor model, there is a striking variation in alpha across the portfolios in Table  IV . First, when the non-systematic coskewness is positive, the value-weighted portfolios with low non-systematic coskewness have highly significant alphas, but the value-weighted portfolios with high non-systematic coskewness portfolio have non significant alphas. In contrast, when the non-systematic coskewness is negative, the value-weighted portfolios with low non-systematic coskewness have non significant alphas and the value weighted portfolios with high non-systematic coskewness have highly significant alphas. Moreover, when the non-systematic coskewness is negative, a long-short portfolio holding the highest non-systematic coskewness decile of stocks and shorting the lowest non-systematic coskewness decile has a highly significant alpha of 1% per month (the t-statistic is 3.101) when I control for the CAPM, and a highly significant alpha of 0.96% per month (the t-statistic is 2.86) when I control for the Fama and French three-factor. These results suggest that when the nonsystematic coskewness is negative, the alphas of the value-weighted portfolio with the highest nonsystematic coskewness exceeds the Fama-French alphas of the value-weighted portfolio with the lowest non-systematic coskewness by about 1% per month. Equation (23) shows that the premium on the idiosyncratic volatility risk is tied to the asset's nonsystematic coskewness when I use the CAPM model as my benchmark model. This equation shows that if I use the CAPM model to compute the idiosyncratic volatility, then there are only two sources of idiosyncratic volatility premium. Idiosyncratic volatility is priced due to nonzero risk aversion and nonzero non-systematic coskewness. Therefore, my model predicts that the non-systematic coskewness will be helpful in solving the idiosyncratic volatility anomaly.
C. Explaining the Low Returns of High Idiosyncratic Volatility Stocks
To explain the anomalous underperformance of high idiosyncratic volatility stocks, I consider the following explanation. I construct a long-short portfolio relative to non-systematic coskewness when it is negative. I construct this portfolio by holding the highest non-systematic coskewness decile of stocks and shorting the lowest non-systematic coskewness decile. For each of the ten value-weighted portfolio returns, and the 10-1 portfolio returns formed by ranking stocks based on the idiosyncratic volatility, I run the regression:
where f represents the market excess returns when the CAPM is used and the Fama and French (1993) three-factor model when I use the Fama and French (1993) three-factor model. I refer υ − to as the value-weighted portfolio return formed with the 10% lowest non-systematic coskewness stocks and υ + the value-weighted portfolio return formed with the 10% highest non-systematic coskewness stocks. I then formulate the following hypothesis based on my theoretical model's prediction.
H1: Because the expected excess return on the long-short portfolio (υ + − υ − ) is positive, my model predicts that the non-systematic coskewness factor will explain the idiosyncratic volatility anomaly if the value-weighted portfolio with high idiosyncratic volatility risk has non significant betas on the market and significant negative loadings on the long-short portfolio (υ + − υ − ); and that the difference in returns between the value-weighted portfolio with the highest idiosyncratic volatility risk and the value-weighted portfolio with the lowest idiosyncratic volatility risk has a non significant alpha, non significant beta on the market, and significant negative loading on the long-short portfolio (υ + − υ − ). Table V reports the regression alphas and betas when I use the market excess return and the longshort portfolio (υ + − υ − ) as explanatory variables. The table reports robust t-statistics in brackets. Panel A reports the result when I use the full sample of industry firms to construct the ten valueweighted portfolio returns and the 10-1 portfolio returns based on idiosyncratic volatility. The alphas reported in the first row of Panel A are all positive. More importantly, the alpha for the 10-1 portfolio return is -0.53% per month (the t-statistic is -1.46), and therefore is not significant. Without controlling for the non-systematic coskewness factor, I show earlier in table III that the CAPM produces a highly significant alpha of -1.466% per month with a t-statistic of -3.153. Furthermore, as predicted, all betas on the excess market return are not statistically significant. In addition, Panel A shows that the beta on the excess market return for the 10-1 idiosyncratic portfolio is equal to zero with a t-statistic of 0.002.
In contrast almost all betas on the long-short portfolio υ + − υ − are negative and highly significant. These betas become more and more negative as I move from the value-weighted portfolios with lower idiosyncratic volatility to the value-weighted portfolios with higher idiosyncratic volatility. The betas ranges from -0.062 to -1. With the exception of the value-weighted portfolio with the lowest idiosyncratic volatility, all t-statistics range from -13.86 to -4.74. More importantly, the 10-1 portfolio loads negatively on the long-short portfolio υ + − υ − with a value -0.936 and a t-statistic of -9.732.
These results indicate that stocks with high idiosyncratic volatility risk have high negative betas on the long-short return. Since the expected return on the long-short portfolio is positive, it follows that on average, stocks with high idiosyncratic volatility earn lower returns. Another interpretation is that stocks with high idiosyncratic volatility have high negative betas on the long-short return and hence highly negative non-systematic coskewness. As noted in section B, when the non-systematic coskewness is negative, stocks with highly negative non-systematic coskewness earn, on average lower returns.
Panel B of Table V presents similar results when I restrict the sample of firms to form the ten value-weighted decile portfolios based on idiosyncratic volatility risk. As noted in section B, I find that when the non-systematic coskewness is positive, the difference in returns between stocks with high nonsystematic coskewness and low non-systematic coskewness is not significant. According to Proposition 2, this result suggests that the non-systematic component of their volatility is not priced. I also find that; when the non-systematic coskewness is negative, the difference in returns between stocks with high non-systematic coskewness and low non-systematic coskewness is about 1% per month, which is highly significant. This result suggests that the non-systematic volatility premium is priced when it is negative. For this reason, I exclude from the sample firms with positive non-systematic coskewness because the non-systematic component of their volatility is not priced. As the results indicate, it is apparent that compared to the same alphas in Panel A, in Panel B, the difference in alphas between the portfolio with the highest idiosyncratic volatility risk and the value-weighted portfolio with the lowest idiosyncratic volatility risk reduces from -0.53 (the t-statistic is -1.46) to -0.358 (the t-statistics is -1.039). Without controlling for the non-systematic coskewness factor, as in Table III ,, the CAPM produces an alpha of -1.466% per month (with a t-statistic of -3.153). When I compare the results from Panel B of Table V with those in Table III , the non-systematic coskewness factor reduces the 10-1 portfolio's alpha from -1.466% (with a t-statistic of -3.153) per month to -0.358% (with a t-statistic of -1.039). Furthermore, the majority of betas on the excess market are not significant. Similar to the results reported in Panel A, the betas on the priced factor (υ + − υ − ) are all negative and are mostly highly significant.
In Table VI , I repeat the same exercise as in Table V by using the Fama and French (1993) 
V. Relation to other research on idiosyncratic volatility
Recent papers such as Fu (2008), Brockman and Schutte (2007) assume that risky assets' return follow an asymmetric GARCH model. These papers use EGARCH method to estimate conditional idiosyncratic volatility and confirm that the relation between stock returns and conditional idiosyncratic volatility is positive in both U.S. and international data. Similarly Spiegel and Wang (2006) and Eiling (2006) adopt the EGARCH models to estimate conditional idiosyncratic volatility and also find the positive relation in the U.S. data.
To explain why these authors find a positive relation between the idiosyncratic volatility and expected excess return when GARCH models and its extensions are used to compute the idiosyncratic volatility risk, I begin by assuming that the asset's return is described by Equation (24) with the market return as a single risky factor. In addition, I assume that the idiosyncratic risk ε kt+1 is normally distributed with conditional variance described by a model that belongs to a family of GARCH models. Further, I assume that the idiosyncratic volatility is described by an asymmetric GARCH model based on Glosten, Jagannathan and Runkle (1993) 
where ε kt+1−j = h kt+1−j z t+1−j with z t+1−j ∼ N (0, 1) and h kt+1−j = σ 2 kt−j . The indicator function I t+1−j equals 1 if ε kt+1−j < 0, and zero otherwise. When δ 1 > 0, the model (36) accounts for the leverage effect, that is, that bad news (ε kt+1−j < 0) raises the future volatility more than does good news (ε kt+1−j ≥ 0) of the same absolute magnitude. Under assumption (36), the non-systematic coskewness γ kt is 10
10 The proof of this expression appears in the Appendix.
where the coefficients α 1 and δ 1 are both positive. Thus a negative correlation of the idiosyncratic volatility with the market return causes the non-systematic coskewness to be negative. In my sample, the average correlation of idiosyncratic volatility with the market return is negative. According to my model's prediction, if the non-systematic coskewness is negative, then on average, stocks with high non-systematic coskewness earn high returns. In my sample, the average correlation of idiosyncratic volatility with the non-systematic coskewness is positive which implies that stocks with high idiosyncratic volatility risk have high non-systematic coskewness. Thus, if I assume a GARCH specification for individual stock returns, the non-systematic coskewness in Equation (37) will be negative and stocks with high idiosyncratic volatility will have high non-systematic coskewness and therefore would earn in average higher returns. This finding could explain why under GARCH specifications, recent studies find that stocks with high idiosyncratic volatility earn high expected returns. This reasoning is valid even under a simple GARCH model in which δ 1 = 0.
VI. Conclusion
Recent papers such as Ang et al. (2006) estimate the price of the market volatility risk and find that the volatility of the market is priced. Its price is about -1% per annum. Bollerslev and Zhou (2008) use a model-free approach and show that the difference between the volatility of the market under the risk-neutral measure and the volatility of the market under the physical measure is significant, and that the magnitude of return predictability of the variance premium easily dominates that afford by standard predictor variables. These authors suggest that temporal variation in the risk and risk aversion play an important role in determining the variance premium and also argue that period of high volatility premium is intimately associated with high risk aversion.
However, these papers leave unanswered the question of what value of risk aversion is consistent with the estimated price of market volatility or the observed volatility premium. To answer this question, I build a partial equilibrium model in which investors trade in a multi-period market. As a result, the aggregate pricing kernel in equilibrium depends on both coskewness and market volatility risk factor. I show that the price of coskewness and market volatility are restricted by investor risk aversion and skewness preference, and I provide a closed-form solution for the prices of coskewness and market volatility risk in terms of investor risk aversion and skewness preference. I use industry portfolio returns and estimate both the risk aversion and skewness preference parameters, using different proxies for the market volatility. The risk aversion ranges from two to five while the skewness preference ranges from 1.05 to 2.25. The parameters are mostly statistically significant. The implied price of coskewness associated to these estimates ranges from -3.2% to -1.29% per year and the implied price of the market volatility ranges from -1.2% to -0.19%. These estimates are in a reasonable range and consistent with the literature. I also investigate the impact of the risk aversion and skewness preference on the price of the market volatility risk over time. I find that periods of high price of volatility risk is sometimes associated to high risk aversion and low or stable skewness preference, sometimes to high skewness preference and low and stable risk aversion, or sometimes to both high risk aversion and high skewness preference.
I also examine the puzzling behaviors of the pricing kernel. I show that my estimated pricing kernel is consistent with economic theory, in that it is decreasing in the aggregate wealth (market return) and increasing in the market volatility. When I project my estimated pricing kernel on the polynomial function of the market return alone, doing so produces the puzzling behaviors observed in pricing kernel. I argue that the missing market volatility priced factor in the pricing kernel and the lack of a structural interpretation of the price of coskewness and volatility risk in terms of investor risk aversion and skewness preference noted in previous studies could be the cause of the puzzling behaviors of the pricing kernel. Finally, I examine the negative relation between idiosyncratic volatility and expected returns, and ask why investors pay a premium for stocks that have a greater level of idiosyncratic risk? To answer this question, I study the source of idiosyncratic volatility premium by using pricing kernels. I find that the premium on idiosyncratic volatility risk is determined by a nonzero risk aversion and firms non-systematic coskewness. I define non-systematic coskewness as the non-systematic component of asset skewness that is related to the market portfolio's skewness. I find two results. First, when this non-systematic component is positive, the difference in Fama-French (1993) alphas between the valued-weighted decile portfolio with the highest non-systematic coskewness and the value-weighted decile portfolio with the lowest non-systematic coskewness is not significant. In contrast, when the nonsystematic coskewness is negative, a long-short portfolio holding the highest non-systematic coskewness decile of stocks and shorting the lowest non-systematic coskewness decile of stocks has a highly significant alpha of 1% per month.
I also study the negative relation between idiosyncratic volatility and expected returns. My results show that the non-systematic coskewness is helpful in solving the idiosyncratic volatility anomaly. I relate my findings to recent studies that use GARCH specification of the idiosyncratic volatility risk. I show that by assuming GARCH specifications, these studies restrict the relation between idiosyncratic volatility and stock returns to be positive. Therefore, it is impossible to use a GARCH type of specification and arrive at a negative relation between idiosyncratic volatility and expected returns.
Appendix Appendix A: The Optimal Asset Allocation
To give a formal proof of all propositions, I first use the bifurcation theorem (see Therorem 4, Page 8 in Judd and Guu (2001)) to solve the optimization problem (1). Following the bifurcation theorem, the optimal portfolio weight is a function of the small noise expansion parameter ε and is given by:
where ω
ν−1 (0) represents the level and slope of the portfolio weights. To determine these quantities, I solve backward the optimization problem (1). Appendix A contains the proof of the optimal portfolio weight (A1) and the risk premium function a τ (.) appearing in the return decomposition (3). Appendix B contains the proof of all propositions.
Proof I consider the First-Order Conditions (hereafter FOCs)
at time ν − 1 ∈ {t, ..., T − 1}. I discuss below the steps needed to solve (A2) for the optimal portfolio weight.
First
Step: I proceed in an intuitive fashion to arrive at a solution validated by the bifurcation theorem. I want to solve ω 
In the rest of this proof, I denote: ω
To solve the FOCs for ω
ν−1 (0), I consider the FOCs as shown in Equation (A2) and denote:
The choice of ω
ν−1 (ε) , ε = 0. Implicit differentiation of Equation (A3) with respect to ε implies:
Differentiating H ω
ν−1 , ε with respect to ε and ω
ν−1 respectively, I find:
Now, I look for a bifurcation point ω
To do this, notice that:
in (A6), and take the limit to get
in (A5) and substitute the result in Equation (A4) to derive:
which simplifies to:
Recall that, the market clearing conditions take the form as expressed in Equation (2). Thus, near 0, I write the market clearing conditions as
I take the sum of Equation (A9) for i = 1, ..., I and use these market clearing conditions (see Equation A10)) to obtain:
with
Now, I plug Equation (A11) in Equation (A9) and get:
where Σ ν−1 is the variance-covariance matrix defined by:
Second
Step: I want to solve for the slope of the weights ω 
where Hε represents the first derivative of H (., .) with respect to ε.
Now, I check whether det H ωε ω (i)
ν−1 (0) , 0 = 0 where H ωε (., .) represents the second derivative of H with respect to ω and ε respectively. It can show that
and det Hωε ω
Since Equations (A13), (A14) and (A16) are satisfied, I use the bifurcation theorem (see Theorem 4 in Judd and Guu (2001)) to solve the FOCs for ω 
where H εε (., .) represents the second derivative of H (., .) with respect to ε. Furthermore h
ν−1 is analytical and can be approximated by a Taylor series. In particular the first order derivative equals
In the rest of this proof, I denote
Now, I compute the second derivative of H with respect to ε:
Hεε ω
I expand expression above and take its limit as ε approaches zeros to get:
I replace the two equations above in Equation (A19), use the definition of preference parameters as specified in Equations (5) and (6) to get
with:
I assume that the market clearing conditions hold, in the neighborhood N , and I differentiate the market clearing conditions with respect to ε and evaluate the result at ω
ν−1 (0) ,0 , then get:
Notice that:
I take the sum of Equation (A21) for i = 1, ..., I and use the market clearing conditions (A22) to get
Now, I replace Equation (A23) in Equation (A21) and get
In the following proofs, I will use the analytical expressions a ν−1 (0) , a ν−1 (0), derived in Equations (A11) and (A23).
I then replace the excess market squared return by its expression
and the pricing kernel m t+1 by its expression to get the final result.
Proof of Proposition 2 I Note that the covariance of the pricing kernel and the square of the idiosyncratic shock is 
I then replace m t,t+1 in (B6) and get the final result.
If the idiosyncratic shock and the factor f t+1 are jointly normally distributed, Using Stein Lemma, it can be shown that
Since Etε kt+1 = 0, it follows that Covt(f t+1 , ε 2 kt+1 ) = 0.
Proof of the Analytical Expression of Non-Systematic Coskewness with GARCH Specification I take the expectation of (36) under the physical measure, and the expectation of (36) under the risk neutral measure and show that the spread of these expected values equals
I use the idiosyncratic risk ε kt+1 = σ kt z kt+1 and express the non-systematic volatility premium as
I recover 1 − V ar * t [z t+1 ] from (B8) and replace the result in (B9) to get
and I replace this last expression in (B10) to get
From equation (30), I can also write the non-systematic volatility risk premium as.
I equate equations (B12) and (B13) to get the final result. Table I presents results of GMM tests of the Euler equation condition, Em T t R t+1 R f = 1 using the pricing kernel derived in Proposition 1 when the investment horizon h = T − t = 2. I estimate the preference parameters by using the Hansen and Jagannathan (1997) weighting matrix ER t+1 R t+1 . Column (1) presents the mean of the pricing kernel, Columns (2) and (3) present the risk aversion and skewness preference respectively. Column (4) presents the HansenJagannathan distance measure with p-values for the test of model specification in parentheses. Columns (5) -(7) present the annualized price of market, coskewness and market volatility risk, using the estimated preference parameters. The P -values for tests of the coefficients appear in parentheses. The set of returns I use in my estimations are those of 30 industry-sorted portfolios augmented by the return on a one-month Treasury bill, covering the sample periods 01/1986-12/2000, 01/1996-12/2006 and 01/1986-12/2006 R f = 1 using the pricing kernel derived in Proposition 1 when the investment horizon h = T − t = 2 augmented with Fama and French (1993) size and book-to-market factors. I estimate the preference parameters by using the Hansen and Jagannathan (1997) weighting matrix ER t+1 R t+1 . Column (1) presents the mean of the pricing kernel, Columns (2) and (3) present the risk aversion and skewness preference respectively. Column (4) presents the HansenJagannathan distance measure with p-values for the test of model specification in parentheses. Columns (5) -(7) present the annualized price of market, coskewness and market volatility risk, using the estimated preference parameters. The P -values for tests of the coefficients appear in parentheses. The set of returns I use in my estimations are those of 30 industry-sorted portfolios augmented by the return on a one-month Treasury bill, covering the sample periods 01/1986-12/2000, 01/1996-12/2006 and 01/1986-12/2006 At the end of each month, I split the sample into two groups, stocks with positive non-systematic coskewness and stocks with negative non-systematic coskewness. Within each group, I sort stocks into decile portfolios and then form value-weighted decile portfolios every month by sorting these stocks based on their non-systematic coskewness. When γ kt is negative, I refer to the value-weighted portfolio formed with the lowest 10% non-systematic coskewness as υ − and the highest 10% non-systematic coskewness as υ + . The term 10-1 refers to the difference in expected return between portfolio 10 and portfolio 1. I use the 10-1 return (υ + − υ − ) as a control variable in the CAPM linear regression model. Panel A reports the CAPM alphas when I control for the 10-1 return (υ + − υ − ). I form value-weighted decile portfolios every month by sorting stocks based on their idiosyncratic volatility relative to the CAPM model. I then run a regression of each decile idiosyncratic volatility portfolio return on a constant, the market return, the Fama and French (1993) three-factor and the 10-1 return (υ + − υ − ). Robust Newey-West (1987) t-statistics appear in square brackets. The panel also reports the coefficient betas on the priced factor (υ + − υ − ). In Panel B, I form value-weighted decile portfolios every month by first excluding firms with positive γ kt and then sorting stocks based on their idiosyncratic volatility relative to the CAPM model. The panel reports the CAPM alphas when I control for the 10-1 return (υ + − υ − ). I run a regression of each idiosyncratic volatility decile portfolio return on a constant, the market return, the Fama and French (1993) Figure 7 depicts the impact of the non-systematic coskewness on the asset expected excess return when the risk aversion parameter is set to three. I obtain the red (blue) line when γ kt is low (high). Jegadeesh and Titman (1993) , and HS indicates the Harvey and Siddique (2000) market coskewness model.
