Abstract -The problem to track time-varying parameters in cellular radio systems is studied. The focus is on estimation based only on the signals that are readily available. Previous work have demonstrated very good performance relying on analog measurement. In a real system most of the information is lost due to quantization and sampling at a rate that might be as low as 2 Hz (GSM case). Therefore a different approach is required and for that matter a Maximum Likelihood Estimator has been designed and exemplified in the case of GSM. The needed probability functions of the measurements cannot be described analytically. Instead point-mass approximations can be obtained from Monte-Carlo simulations for each point in a grid covering the interesting parameter space. The proposed algorithm can be tuned to track both slowly and fastly varying parameters individually. Since most computations take place in the base stations, the estimator is ready for implementation in a second generation wireless system. No update of the software in the mobile stations is needed.
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I. INTRODUCTION
For proper operation of a high-capacity cellular radio system, power control is an essential feature. Among others, there are three important aspects to consider. 0 Extracting relevant information from the available measurements.
0 Design a linear power control algorithm and tune 0 Incorporate nonlinear components to handle con-
The first issue is dealt with here, while the others are discussed in [l, 21 . Several transmitter power control algorithms have been proposed to improve the capacity. To avoid extensive signaling in the network, the parameter for optimized performance.
straints and priorities. it is desirable to use distributed algorithms, where the transmitter powers are locally controlled based on local measurements or estimates. For an overview, see [4, 51 and the references therein. Most algorithms are relying on accurate C/I estimates, and popular methods for estimation with good performance are described in [6, 71. In those approaches, however, it is assumed that analog signal strength measurements are available, which is not the case in a real system. Instead the information is regularly available in measurement reports. One of the core problems is to locally extract as much relevant information as possible from these reports. This includes the carrier signal and the distribution of the interference, which are used to compute the C/I. A power control algorithm that is utilizing this additional information is described in It is common that the measurement reports are comprising coarsely quantized values reflecting the perceived quality (Quality Indicator, &I) and signal strength (Received Signal Strength Indicator, RSSI). These values are depending on the parameters to be estimated. Hence, the measurement reports contain information from two conceptually different information sources, which leads to a sensor fusion formulation of the problem. This paper utilizes Maximum Likelihood Estimation based on point-mass approximations of the required probability density functions. The system and channel model is described in Section 11, followed by a discussion on ML estimation and implementation aspects. The performance is illustrated by simulations, and some concluding remarks are found in Section V.
PI.

MODELING System Model
Signal gains and power levels can be expressed using either logarithmic (e.g. clB or dBm) or linear scales.
To avoid confusion we will employ the convention of indicating linearly scaled values with a bar. Thus g i j 0-7803-5565-2/99/$10.00 0 1999 IEEE is a value in linear scale, and gzJ the corresponding value in logarithmic scale. Assunie that the rn mobile stations on a specific radio channel are transmitting using the powers p,(t), where 1 = 1 , . . . , m. The signal between mobile station t and base station J is attenuated by the signal gain gzj ( t ) (< 0). Thus the corresponding connected base station will experience a desired carrier signal C,(t) = p , ( t ) + g,, ( t ) and an interference plus noise I, ( t j where iji(t) denotes the thermal noise. The C/I at base station i is defined by rdt) = PZ(tj + g i i ( t ) -lZ(t).
In the rest of the article, only the situation at receiver .i will be considered. Therefore, the i index will be dropped for simplicity.
Interference
The interference can be viewed as a stochastic variable with a distribution parameterized by
where mr is the mean value. Estimators used in previous work are only characterizing the interference by its mean value, see e.g. [8] , and therefore this approach describes the interference more thoroughly. Thus the parameters to be estimated are given by
As an example, consider frequency hopping GSM, where the characteristics of the interference distribution is approximated by using a simulation model. The gains of the transmitted powers in the random frequency hopping network were modeled by the path loss, shadow fading and multipath fading. Thermal noise was also included in the model. The results are found in Figure 1 , from which we conclude that it is reasonable to model the interference as Gaussian. This result proved to be relatively independent not only of network specific parameters such as cell radius and reuse, but also of the distribution of the transmitted powers. Most probably, there are more accurate models, but the issue is essentially to find a model that is good enough to serve the purpose of modeling the interference for estimation. The conclusion is that the interference distribution can approximately be characterized by its mean value mr and its standard deviation U I (different for each user). This is a result in the same direction as in [9] . Thus the parameters to be estimated in this case are 
Measurements
As argued in the previous section, the interference is characterized by its mean, m l , and standard deviation, g.r. These will affect the outcome of the measurements together with the carrier power, C, = p , + s,,.
The measurements can be modeled as probability functions depending on these parameters.
In GSM the measurement report,s consist of RXLEV and RXQUAL [lo] . RXLEV ILS a signal strength measure, which has been quantized in 64 levels, and RXQUAL is a logarithmic measure of the Bit Error Rate (BER), quantized in 8 levels. In general it is not possible to get simple analytical expressions for these functions. However, point-mass approximations can be obtained from simulations for each point in a grid covering the interesting parameter space. Given a point (i.e. a set of parameter values), C-and Isequences can be generated, from which the measurement report can be formed using, models of the modulation and coding. Monte-Carlo simulations yield point-mass approximations of the probability functions as exemplified in Figure 2 . The corresponding procedure can be applied when forming the probability function of RXLEV. 
MAXIMUM LIKELIHOOD ES-TIMATION
The estimator can be constructed in numerous ways, but we have chosen a Maxinium Likelihood (ML) estimator [ll, 121, since it successfully enables data fusion and is an implementationally simple algorithm. The method of ML estimation is based on a simple idea. Different probability density functions generate different data samples and any given data sample is more likely to have come from a particular distribution than from others. The basic ideas will be illustrated by the following example.
A Simple Example
Consider an exponentially distributed stochastic variable x, parameterized by 6'
Let the true value be 8 = 5. Assume that a measurement 2 1 = 4.3 has been observed. In order to estimate 8 , we form the likelihood function 
Adaptive Estimation
This far a fixed parameter has been assumed. In a real situation, however, the parameter may be timevarying, and therefore uduptivity is important. This is introduced by employing exponential forgetting of the joint likelihood function, which can be implemented by the following recursion log it(e) = log fx e) + x log (e).
The estimate is then obtained as i M L ( t )
= arg max qe).
When there are several parameters to be estimated and several measurements available, all of the above apply. The measurement at time t, xt, and the parameter 8 are now vectors. A fundamental result from statistics states that when the measurements are independent, the joint probability function is obtained as the product of the probability functions of each of the measurements.
If the probability function is (close to) zero at some grid points for a certain measurement, the value of the likelihood function will remain (for a while close to) zero at those points. Consequently, the likelihood function is blocked from growing at those points, inhibiting the adaptivity to varying parameters. A solution is to use a threshold value, f m z n , and when updating the likelihood use the probability function gx(Z2,e) = Finally, the parameters may be changing at different rates. This is solved by post-filtering the estimates using exponential filtering [4, 131. with different forgetting factors pk f&(t + 1) = (1 -pk)e,ML(t + 1) + Thus, we propose the following estimation algorithm:
observing a second measurement, the procedure could be repeated analogously as in Figure 3b . Even better is to utilize both measurements using the joint likelihood function, defined as the product of the two like- 1 -pz)e^YL(t + 1) + p&t) 
IV. SIMULATIONS
The simulation environment is GSM specific and the measurements are available as measurement reports as in the real system. The simulator parameters are summarized in Table 1 . In order to get a feel for ML estimation, we first consider a simple case. All parameters are fixed except mr which changes abruptly, due to new mobiles admitted into the system. In this case, the simulator is only used to generate a sequence of measurement reports, which are fed to the estimator.
The results are found in Figure 4 , where we see that the estimator is able to track the parameters. The operation of the estimator in this case is further illuminated by Figure 5 . The normal situation is that the carrier C and mean interference mr are subject to fast variations due to shadow and multipath fading, see [14] . The measurement reports in Figure 6 are obtained from network siniulations. These are fed to the estimator and the estimated parameters are compared to the true values, see Figure 7 .
Despite the loss of information in the quantization, the estimates are reasonably accurate. In the example in Figure 7 , we obtain the following Root Mean Squared Errors (RMSE):
RMSE{mr -rizr} = 2.0 dB and RMSE{y -'y} = 2.1 dB. 
V. CONCLUSIONS
In this work we have focused on estimation in cellular radio systems based only on the signals that are readily available. Previous work have demonstrated very good performance relying on analog measurement. In a real system most of the information is lost due to quantization and sampling at a rate that might be as low as 2 Hz (GSM case). Therefore a different approach is required and for that matter a Maximum Likelihood Estimator has been designed and exemplified in the case of GSM. The needed probability functions of the measurements cannot be described analytically. Instead point-mass approximations can be obtained from Monte-Carlo simulations for each point in a grid covering the interesting parameter space. Using different forgetting factors, the proposed algorithm can be tuned to track parameters varying at different rate individually. Simulations indicate good performance both when the parameters are varying slowly, and when subject to fast variations as in realistic cases. The algorithm is ready for implementation in a second generation wireless system. The only component that neecls to be updated is the software in the base stations, where the output powers are computed. However, this estimation method is general, and will be useful in a third generation wireless system as well. 
