We calculate properties like equilibrium lattice parameter, bulk modulus and monovacancy formation energy for nickel (Ni), iron (Fe) and chromium (Cr) using KohnSham density functional theory (DFT). We describe relative performance of local density approximation (LDA) and generalized gradient approximation (GGA) for predicting such physical properties for these metals. We also make a relative study between the exchange correlation functionals, namely, PW91 and PBE, two different flavors of GGA. Our calculations show that DFT is inherently unable to predict the monovacncy formation energy accurately. We calculate the correction for the surface intrinsic error corresponding to an exchange correlation functional using the scheme implemented by Mattson et al. [Phys. Rev. B 73, 195123 (2006)]. We compare the effectiveness of the correction scheme for the free-electron like Al and 3d-transition metals, namely, Ni, Fe and Cr. The disagreement of the corrected vacancy formation energy with experimental value is found to be less in Al as compared to the transition metals. The reasons for the ineffectiveness of this correction scheme in 3d-transition metals are discussed. PACS number(s): 71.15. Mb, 71.20.Be, 73.90.+f 
I. INTRODUCTION
Using fundamental laws of quantum mechanics to predict material behavior on atomic scale has become very popular during last few decades.
1 Ab initio calculations are playing a crucial role in understanding physics, chemistry and biology. The Kohn-Sham (KS) density functional theory 2 (DFT) based electronic structure calculation is a widely accepted and most successful method in this field. According to Kohn, 3 DFT focuses on quantities in real, three dimensional coordinate spaces, mainly on ground state electron density. 3 The single particle KS equations, in principle, account for all ground state many body effects when used with exact exchange correlation (XC) functionals. 3 Therefore, it is clear that practical usefulness of DFT for describing ground state properties depends entirely on whether approximations for this XC functional could be found which are sufficiently simple and accurate. The simplest approximation of XC functional is the local density approximation (LDA). 2, 4 In this approximation, XC functional depends on the exchange correlation energy per particle of a uniform electron gas of a given density.
This prescription is exact for a uniform electron gas and a priori expected to be fairly accurate for systems having a slow variation of electronic density on the scales of local Fermi wavelength and Thomas Fermi wavelength. 3 LDA can fail in systems where electron-electron interaction effects are dominant. An important improvement over LDA is the generalized gradient approximation (GGA) of electron density where the XC functional depends on electron density and its spatial variation. 5, 6, 7 But all such treatments of XC functional and its consequent improvements may be inappropriate in systems for which assumption of uniform or slowly varying electron density is inapplicable. 8 According to Kohn and Mattson, 8 the KS single particle wave function makes a transition from oscillatory to a decaying type where the electron charge density makes a sharp jump. Therefore, the uniform density based assumption of DFT, breaks down in describing such cases. One such situation arises due to the presence of a vacancy in a material, since it introduces a steep variation of electronic density near the vacant site. 9, 10 Such electronic density gradient resembles the variation near a surface region of a material. 9 This gives rise to a qualitative difference between the perfect bulk and a system with a vacancy. The DFT based total energy calculation of such a system leads to inaccurate estimation of vacancy formation energy. 9 According to Mattson and Kohn, 10 there are two complementary ways to improve the accuracy of a DFT calculation of vacancy formation energy:
(1) First, one can continue to develop more accurate local, quasi-local or universal approximations such as LDA, GGA and weighted density approximation all of which presume enough local resemblance with a uniform electron gas. Armiento et al. 11 designed a DFT XC functional, AM05 that can treat systems with electronic surfaces better than previously available XC functionals. 11 Very recently Perdew et al. 12 proposed a revised version of PBE, known as PBEsol, for treating solids along with their surfaces. 12 Later this PBEsol functional was tested by Ropo et al. 13 for bulk properties of 3d metals where the measure of inaccuracy for both PBE and PBEsol were seen to be comparable. 13 They concluded that the two newly developed functionals AM05 and PBEsol are superior in estimating metallic bulk and surface properties to former gradient level approximation. 13 Through these improvements of XC functionals, the accuracy in the estimation of vacancy formation energy by DFT can be improved.
(2) The second method involves dividing the material into two regions. 10 In one part of the system, away from the vacancy, the usual method of DFT holds well, whereas in the other part of the system in the immediate neighborhood of the vacant site, use of DFT is not accurate. This region is treated differently with other methods. This region, at the interface between the bulk and the vacant site, can be treated by an analytic formulation or by Monte-Carlo methods. Finally, these two results are integrated such that both the descriptions are well matched at the boundary.
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In the present work, we adopt the ideas of the second method but make a useful variation.
To start with, we treat the whole system with DFT. Since, DFT is known to be inaccurate in describing the surfaces of a vacancy, we need to introduce a correction in the energetics of the region around the vacant site. A general outline for this scheme is as follows: 9, 10, 14, 15 First, the surface is approximated to represent that of a simplified reference system devoid of the detailed spatial structure. For this reference system, a surface self-energy correction (energy/unit surface area) is determined as a function of electron density related parameters of this system. Secondly, the density of the actual system is invoked to get the reference system parameters. This correction scheme was first developed by Mattson and Kohn, where the reference system has an exponential variation of the effective KS single particle potential in the region near the surface. 10 This model is based on two parameters, one depends on the bulk density and the other describes the density profile at the surface. However, for this model while the surface exchange energy data are available, the surface correlation energy data are not available.
Therefore, we would not be able to obtain the required accuracy in calculating the correction for the surface self-energies. 9 Since, exact data of both surface exchange and surface correlation energy are available for a jellium surface; 9 we use a correction scheme based on jellium surface model. 14 This model was first implemented for the evaluation of surface intrinsic error by Mattson et al. 9 Here, the bulk density is the only adjustable parameter. 9, 15 The mapping from real system to one parameter reference system is done by using the mean bulk density of the real system. 9, 15 Mattson applied this correction scheme for Pt, Pd and Mo, and showed that the corrected values of vacancy formation energy were in good agreement with experimental data available. 9 But in this scheme, it is assumed that PW91 5, 6 and PBE 7 have the same surface intrinsic error and they applied PBE corrections to PW91 results. 14 Later, Mattson et al. 14 showed that PBE's performance at surface is better than PW91, but still not as good as LDA's performance. 14 Therefore, they derived a new scheme for the surface intrinsic error correction specific for PW91, and also derived new simplified surface corrections for PBE and LDA. 14 An important assumption in their approach is to use the known error of a functional in one system as a correction in a similar system with unknown error. 14 They calculated XC surface energies ( XC σ ) for jellium surface, for each XC functional. They also calculated the most accurate XC jellium surface energies (
) for the same XC functional, using the "improved random phase approximation" (RPA+). 16 The difference of these two surface energy terms,
, is used as the correction for surface energies for that particular XC functional in general. 14 In compact parameterized form, the surface intrinsic error is given by: We have chosen 3d-transition metals in order to examine the validity of such an approach. Descriptions of many electronic properties of 3d-transition metals, by DFT using LDA and GGA, are known to be erroneous owing to the delocalized mixed character of the 3d-states. 17 Thus, it is interesting to examine the use of the results of a jellium model to correct for the surface effects in the vacancy formation energy. Inspired by this, we perform KS DFT calculations of vacancy formation energy for nickel (Ni), iron (Fe) and chromium (Cr) for which 3d-orbitals play an important role to decide their physical properties.
II. CALCULATION DETAILS
We perform the DFT calculations using VASP 18, 19, 20 
III. RESULTS AND DISCUSSIONS
Here we discuss the results of the computation described above. In section A, we discuss the equilibrium lattice parameters and bulk modulus for Ni, Fe and Cr. In section B, we present the results of the calculation of vacancy formation energies for these metals. In section C, we describe a comparative study of the results obtained from calculations done by PW91 and PBE XC functionals. 17 , for 3d metals. It may be noted that in all these approaches the atom cores are ignored; and the consequences of this are expected to be different in GGA and LDA models. Hence, the inadequacy of considering only the valence electrons, whose contributions are essentially identical, might account for the eventual disagreements in the final results.
A. Equilibrium lattice parameter and bulk modulus

B. Vacancy formation energy
The formation energy is calculated using the following formula:
Here, E(N,0) represents total energy of the perfect system with N atoms of the supercell and E(N-1,1) is the energy of the system when one of the atoms is replaced by a vacancy.
Calculated vacancy formation energies and the corresponding existing experimental and computed data available in literature are tabulated in Table II Magneton, respectively, which are in good agreement with experimentally available data. 31 However, for Cr, we have used a simple antiferromagnetic configuration though the magnetic ground state of Cr is controversial. 32 Even after spin relaxation, the eventual magnetic moment was seen to be zero, supporting our model of the ground state.
However, the source of large deviations in the vacancy formation energy from experimental data in Cr is not clear.
C. PW91 vs. PBE
We Fig.3 . From these plots, it is clear that, the vacancy has been created in Al at a site where valence charge density is already low; but for Ni, Fe and Cr, vacancies have been created at high charge density region.
Further, the comparison of figures 3a and 3b shows an increase of valence charge density by ~10% at vacant lattice site in Al, whereas, for Ni, Fe and Cr, the valence charge density at vacant site decreases by ~100%. The plot, as shown in Fig. 2e , also suggests that whenever a vacancy is introduced in Al, electrons surrounding the vacant site move towards it, thereby, resulting in a slow variation of electronic density at the interface. But for Ni, Fe and Cr, as observed from Figs.2f, 2g and 2h respectively, valence electrons remain concentrated near atomic cores and therefore, no significant change in electronic density ensues in and around the vacant sites. Therefore, unlike Al, creation of vacancies in Ni, Fe and Cr result in abrupt change of valence electron density around the vacant sites. This becomes evident also from the plots shown in Fig.3b . The feature of the change in electronic density is similar to the variation in the charge density near the surface region of a system. In such a region, the basic assumptions of DFT, namely, the uniform or slowly varying electronic density does not hold good. 8 Therefore, the error in Secondly, we need to estimate the exposed surface area because of the creation of vacancies. This is performed in two ways. In one, we have followed Mattson and scaled the equivalent sphere radius from the value for Al as given by Carling et al. But for the bcc Fe and Cr, this is further scaled by the ratio, 2 3 , of the nearest neighbor distances in bcc and fcc lattices. 9 We have also computed the exposed surface area by using the vacancy formation volume given by:
Here, V(N,0) and V(N-1,1) represent the volume of a N atom system and the system where one atom is replaced by a vacancy respectively. We obtain the values of f V from our first principle calculations. Whenever a vacancy is created in a material, other atoms in the system relax. The degree of relaxation is more for neighboring atoms of the vacant site and it decreases in the farther neighboring shells. The exposed surface can be regarded as the surface enclosing the volume around the vacant lattice site after full relaxations. This volume is regarded as the vacancy formation volume f V , which is calculated according to the equation (4). Now, this volume is approximated to be an equivalent sphere. In the second way of calculating exposed surface area, we have used the radius of this sphere and obtain the exposed surface area as ( )
. Thus knowing the bulk electron density and using the correction scheme discussed earlier, we calculate the intrinsic surface error per unit area and finally estimate the total correction by multiplying the error/area with the net exposed area. In order to test the method, we have carried out a calculation using PAW potential with PBE as XC functional for Al for which experimental as well as computed data are already available in literature. 14 In table IV, we present the calculated values of the exposed surface area for a monovacancy in Ni, Fe and Cr, using different XC functionals. We also tabulate the bulk electron density values for these metals, the surface self-energy correction per unit area and the total correction corresponding to each XC functional. Table V and V, we have labeled the columns containing data using exposed surface area calculated by Mattson's technique as "MATT" and the columns of data using exposed surface area by first principle technique as "FP".
In Table IV , we notice that the intrinsic surface error per unit area calculated from equation (1) is minimum for LDA based XC functionals and maximum for PW91 XC functionals in all kind of PPs. The correction for PBE and PW91 are also different.
Calculated values of exposed surface area differ largely between "MATT" and "FP" using PW91. LDA, however, offers good match between "MATT" and "FP" values.
Earlier in this paper we expressed the possibility and expectation of improving the estimate of the vacancy formation energy by incorporating the surface energy corrections in general for all metals. This implies a positive correction is needed for Ni, negligible correction for Fe and a negative correction for Cr. The energy correction can be negative when obtained through Equation (1) In Figs.2 and 3 , we have already observed that, Al is more like a free-electron system, whereas, in Ni, Fe and Cr, valence electrons are almost localized at the atomic sites.
Therefore, a jellium should describe the electron distribution of Al well. In the jellium model, the metal is regarded to consist of interacting electrons in which a uniform positive charge background exists to maintain charge neutrality. 34 At zero temperature, the properties are dependent only on the electronic charge density. 34 Therefore, this gives a fair approximation for free electron systems like the s-band 34 and sp bonded metals. 35 Though jellium model can explain free electron and nearly free electron systems fairly well, it suffers from some drawbacks. This model leads to error in the wavefunctions near the atomic core. 34 The model can not describe the d-bands of Ni, Fe and Cr properly, since the d electrons are localized around atoms and their wavefunctions substantially differ from that of the free electrons. 34 Jellium based models fail to account for the s-d coupling encountered in transition metals. 34 The band structures of transition metals reveal the existence of band edges a few electron volts below the Fermi level. 34 The wavefunctions near such band edges are important in the considerations of the surface properties. 34 Thus, the jellium based models can not adequately account for the surface contributions to the vacancy formation energy in 3d-transition metals.
V. CONCLUSIONS
The detailed DFT study of bulk properties like equilibrium lattice parameter and bulk modulus for the 3d-transition metals like Ni, Fe and Cr, using various XC functionals under PAW and US PP based formalisms, has been carried out. It shows that GGA gives better estimate of these equilibrium properties than LDA for these metals. A general combination of XC functional and PP formalism can not be identified to work well for all situations. However, LDA is seen to be more consistent than GGA in predicting monovacancy formation energy for these metals. Our result demonstrates that both LDA and GGA PP based DFT calculations make inaccurate estimate for vacancy formation energy. The mismatch between reported experimental value and the computed value for
Cr is quite large. Therefore, we conclude that even the so-called simple problem of calculating vacancy formation energy is not straightforward. Attempts have been made to resolve this issue using a jellium based model developed by Mattson et al. 14 who implied its universal applicability contrary to our results. In fact, a negative surface energy correction, often needed as in the case of Cr, in high electron density systems like metals, is impossible to obtain using this formalism. Thus, in many cases the surface energy correction increases the disagreement with experiments in stead of reducing it. Although this effect is small in Al, it is considerably large in the 3d transition metals, namely, Ni, Fe and Cr, studied here. We have analyzed the reason for its marked failure in accounting for the 3d transition metals. In this work, we also report evidence for the non-equivalence of PBE and PW91 though we do not establish it unambiguously and quantitatively.
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