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ここから，それらに属する 28 個の商品画像データと，カテゴリに属するかどうかを問う 7 つの質問文
(図 3.2)を作成した．この 7つの質問を，28個の商品画像データに対して行うこととし，元となるマイク
















■タスクの委託 Yahoo!クラウドソーシングを通して，作成されたマイクロタスク 1 つにつき，20 人の
ワーカに問い合わせ，20個の結果を得る．ワーカの必要人数の削減のため，重複のない 5つのマイクロタ
スクを 1セットとし，それぞれのワーカに 1セット単位でタスクの委託を行った．このセットを作成する
ためにダミーのマイクロタスクを 4個作成し，マイクロタスク数が 5で割り切れる数（196 + 4 = 200）に
設定した．また，ワーカに対する 1セットあたりの報酬は 2円に設定し，ワーカは多くとも 1セットのタ
スクしか処理できないよう設定した．得られる最大の Viewpointの数は 200 20 = 4000であるが，理由




Q を質問文の集合，A を取り得る判断の集合（A = f はい;いいえ g），C を取り得る選択肢の集合
（C = A [ fUnsureg）とする．このとき，タスク結果の各インスタンスを (w; q; d; a; r) という組で表す．
ここで，rは，ワーカ w 2W が提示された画像データ dを対象とする質問文 q 2 Qに対して判断 a 2 Aを
行った理由である．ワーカが q に対して「わからない」と回答した場合，そのワーカには「はい」「いいえ」
両方の判断の理由を入力してもらう．その場合，我々は 2つのインスタンス (w; q; d;はい; r1); (w; q; d;い
いえ; r2)を手に入れる．




ここで，Viewpoint r ! cはタスク結果のインスタンス (w; q; d; a; r)から入手することができる．なぜ
なら，もし aが「はい」（もしくは「いいえ」）であれば，cは肯定形（あるいは否定形）の記述に定まるか
らである．例えば，先ほどコーヒーの例における cは，「これはコーヒーですか？」という質問 q に対する
「はい」という判断 aによって，「これはコーヒーである」という結論 cが導き出せる．したがって本論文で
は，必要であれば r ! (q; a)という記法で Viewpointを表すこととする．
3.3.3 Viewpointの型
論理構造の観点から，Viewpointの型を定義する．Viewpointを表す論理式 r ! cにおいて，回答理由




PP型 (r ! c): （例）ラベルにコーヒーと書いてあるので，これはコーヒーである．
NP型 (:r ! c): （例）コーヒーでない証拠がないので，これはコーヒーである．
PN型 (r ! :c): （例）これはカレーである．したがって，コーヒーではない．
NN型 (:r ! :c): （例）コーヒー豆から作られていないので，コーヒーではない．
これらに加えて，次の 2つの複合型を定義する．ここで複合型とは，回答理由に肯定形と否定形の両方
が含まれているものであり，回答理由 r1;:r2; : : :間の論理演算子（「かつ」「または」など）は区別しない．
PNP型 (r1;:r2 ! c): （例）ラベルにコーヒーと書いてあり，かつコーヒーでないという証拠がないた
め，コーヒーである．
PNN型 (r1;:r2 ! :c): （例）液体の色が黒でなく，透明であるので，コーヒーでない．
また，「コーヒーだからコーヒーである」というような Viewpointをトートロジーと呼ぶ．




P型 (c! c): （例）コーヒーであるから，コーヒーである．
N型 (:c! :c): （例）これはコーヒーでない．したがって，コーヒーではない．




Viewpoint の収集を行った後，各 Viewpoint に対して，型を表すラベルを手動で付与する．ここで，
















型 ID 質問文 回答 理由を入力するためのフォームに記述された文章
PP 型 PP1 これはお茶ですか？ はい 粉末緑茶という単語がパッケージに書かれているので，
お茶である．
PP2 これは炭酸飲料ですか？ はい サイダーと記載してあるため．
NP 型 NP1 これはインスタント食品ですか？ はい 茶葉をポットに入れて作る，といった本格的な作り方
の食品ではないので，はい，となりうる．
PN 型 PN1 これはコーヒーですか？ いいえ ドレッシングはコーヒーではないので
PN2 これはお茶ですか？ いいえ コーヒー
NN 型 NN1 これは緑茶ですか？ いいえ ミルクティーに緑茶の成分は入っていないから
NN2 これは調味料ですか？ いいえ 調味料は，料理に味をつけるもの．
PNN 型 PNN1 これはコーヒーですか？ いいえ これはハーブ茶であり，コーヒーは原料に含まれない
ので，コーヒーではない．




PP2. 「サイダーと記載してある」が回答理由 r であり，回答 aが「はい」であるため，結論 cが「炭酸
飲料である」となり，PP型となる. ここで，結論 cは判断 aによって決まるため，理由を入力するための
フォームに記述された文章には，結論 cが書かれていなくともよい．
NP1. 回答理由 r が「茶葉をポットに入れて作る，といった本格的な作り方の食品ではない」という否定
形であり，回答 aが「はい」であるため，NP型となる．
PN1. 一見すると NNに見える．しかし，文章中の「コーヒーでない」は回答理由 r を述べたものではな












に Viewpointを表す文章となっていると考えられる．したがって，回答理由 r は「料理に味をつけるもの
でない」，結論 cが「調味料ではない」であるので，NN型となる．一般に，その Viewpointに関して (1)
質問が「これは Xですか？」である．(2)記述された文章に，Xであるための必要条件が含まれる．(3)回
答 aが「いいえ」である．の 3つを全て満たすとき，その Viewpointを NN型となる．
PNN1. 記述された文章には，「これはハーブ茶であり」「コーヒーは原料に含まれない」という 2つの回





PP型 (P)NP型 PN型 NN型 PNN型 P型 N型 W型 Total
247 2 824 110 95 23 4 108 1,413
17.5% 0.1% 58.3% 7.8% 6.7% 1.6% 0.3% 7.6% 100%






NN型となる．また，理由を表す部分の 2つ目については，回答理由 rが肯定形，回答 aが否定形である典







ションを行った．その結果，2 人のアノテータ間で異なるアノテーションがされたのは 1,413 個中わずか
28個であった．2人のアノテータ間のアグリーメントを表す一般的な尺度である 統計量 [9]は，0.968と
いう非常に高い値となり，アノテーションガイドラインが明確であることが示された．
また，表 3.2に，各 Viewpointの型の数と割合を示す．W型は wrong型の略記である．この統計から，
PN型の数が多い一方，PNP型,NP型がコーパス内に 1つしか存在しないことがわかる．PNP型，NP型




















■主観評価タスクの作成 3.3.1項で述べたように，Viewpoint r ! (q; a)を得るために，ワーカにある画
像データ dを対象とした質問 q に対して回答 aを下した理由 r を尋ねた．主観評価タスクは，このように




ステップ 1．(w; q; d; a; r)から得られた Viewpoint r ! (q; a)それぞれに対して，正しい回答が aである
データ d0( 6= d)をランダムに選ぶ．これは，質問 qに対する回答を，dと d0 で同じにするためである．ここ
で，型が wrongである Viewpointに対しては，タスクを作成しない．その理由は，wrong型の Viewpoint
はそもそも意味をなさないためである．
ステップ 2．ステップ 1によって選ばれた d0 それぞれに対して，図 4.1に示すような主観評価タスクを作
成する．主観評価タスクには 2つの質問が含まれる．1つ目の質問は，その Viewpointを収集したときに
行った質問 q と同じものである．この質問は，提示する d0 に対して，ワーカが正しい回答 aができるかを








■実験結果 表 4.1 に，主観評価タスクの結果を示す．各行は，Viewpoint の型ごとに結果を集計したも
のとなっており，各行 2 列目は提示する d0 に対して，少なくとも 1 人のワーカが正しい回答 a を行った





type 1 人以上が正しい判断をした数 過半数が「役立つ」と判断した数 割合
PP 型 247 96 38.9%
NP 型 1 0 0.0%
PNP 型 1 1 100.0%
PN 型 824 115 14.0%
NN 型 110 48 43.6%
PNN 型 95 22 23.1%
P 型 23 22 95.7%
N 型 4 3 75.0%
表 4.1: クラウドが「役立つ」と判断した Viewpointの数と割合
この結果から，他のデータに対して「役立つ」と答えた人の割合が，各型で明らかに異なることがわか
る．重要なのは以下の点である．
 P型と N型は，他のデータに「役立つ」とされる Viewpointの割合が明らかに高い．これは，P型
と N型が「インスタント食品であるから，インスタント食品である」というようなトートロジーで
あり (3.3.3項参照)，どのデータに対しても当てはまるものであったからであると考えられる．
 PN型は，他のデータに「役立つ」とされる Viewpointの割合が，PP型と NN型に比べて低い．こ
れは，PN型は「これはブラックコーヒーであるので，炭酸飲料ではない」など特定のデータ（ここ
では，「ブラックコーヒー」）に対する判断にしか役立たないものが多かったからであると考えられ










る．ここで，Viewpoint r ! cにおいて，r の表す集合は大きくなれば大きくなるほど cに近づいていく．















 設定 A: 質問文を書き換える人に全ての Viewpointを見せる








らった結果，3 6 = 18個の書き換えられた質問文を得た．
これらの 18個の質問文それぞれと 28個の画像データを組み合わせて，合計 18 28 = 504個のタスク
を生成し，それらをワーカに委託した．6つのタスクを 1セットとし，それぞれのワーカは 1セット単位で
にタスクを処理してもらった．報酬は 1セットにつき 3円に設定し，1人のワーカにつき 3セットまで処
理できるようにした．
これら 504個のマイクロタスクを Yahoo!クラウドソーシングを通して，作成されたタスク 1つにつき，
20人のワーカに問い合わせ，20個の結果を得た．その結果，全部で 504 20 = 10; 080の結果を得た．そ
の際のワーカの数は 620人であった．










もとの質問文 もとの質問文による正答率 設定 Aでの正答率 設定 Bでの正答率
これはインスタント食品ですか？ 75.5% (4.3%) 88.8% (4.5%) 90.1% (1.1%)
これは調味料ですか？ 88.9% (1.4%) 96.6% (4.0%) 94.6% (1.5%)
これはお茶ですか？ 91.2% (1.7%) 94.4% (5.3%) 92.5% (2.6%)
表 4.2: 書き換え前と書き換え後の質問文を用いたタスクの正答率．括弧内の割合は「わからない」と回答
した人の割合を表す．












■実験結果 図 4.2のグラフに結果を示す．x軸が書き換えの際に見せた Viewpointの数であり，y軸は提
示した Viewpointに含まれる有用な Viewpointの割合である．有用とされた Viewpointは全体の平均で
9.3個であった．エントロピーを用いた手法では，第 3.3.1章で得られた回答から計算されたエントロピーが
高い順に，Viewpointを順位付けする．いま，tをマイクロタスク，aを tに対する回答とする．ここで，aの




























のを使用した．文書分類と同じように，Viewpoint iを入力ベクトル xi 2 Rm で表現し，出力ラベル yi が
Viewpointの型を表すとする．入力ベクトルは，以下の 4ステップで作成する．
(1) 各 Viewpoint r ! (q; a)の q を分析し，質問対象物を特定する．例えば，q ="これはインスタント食
品ですか？"の場合，「インスタント食品」が質問対象物となる．その後，Viewpointの回答理由 r の
文字列の中から，質問対象物を特別なシンボル T で置き換える．




(4) 各極大部分文字列の出現数を，入力ベクトルの特徴量として用いる．すなわち，入力ベクトル xi の j
次元目の値 nを，対応する極大部分文字列がその Viewpoint i内に出現した回数であるとする．


















■分類器の評価 評価に用いる尺度は，精度 (正しくラベル付けされた Viewpointの割合)，適合率 P（分
類器が「有用である（PP型, NN型, PNN型のどれかである）」と判断した Viewpointのうち，実際に有
用であった Viewpoint の割合），再現率 R(有用な Viewpoint のうち，分類器が「有用である」と判断し
た Viewpoint の割合)，そして P と R の調和をとる F 値 F1（F1 = 2PR=(P + R))）を用いる．テスト
の結果，精度は 85.3% であった，また，F値について，最も良かった結果は適合率 P = 85:8% ，再現率
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