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SUBELLIPTIC ESTIMATES FOR QUADRATIC
DIFFERENTIAL OPERATORS
Karel Pravda-Starov
Imperial College, London
Abstrat. We prove global subellipti estimates for quadrati dierential opera-
tors. Quadrati dierential operators are operators dened in the Weyl quantization
by omplex-valued quadrati symbols. In a previous joint work with M. Hitrik, we
pointed out the existene of a partiular linear subvetor spae in the phase spae
intrinsially assoiated to their Weyl symbols, alled singular spae, whih rules spe-
tral properties of non-ellipti quadrati operators. The purpose of the present paper
is to prove that quadrati operators whose singular spaes are redued to zero, are
subellipti with a loss of derivatives depending diretly on partiular algebrai prop-
erties of the Hamilton maps of their Weyl symbols. More generally, when singular
spaes are sympleti spaes, we prove that quadrati operators are subellipti in any
diretion of the sympleti orthogonal omplements of their singular spaes.
Key words. Quadrati dierential operators, subellipti estimates, singular spae,
Wik quantization.
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1. Introdution
1.1. Misellaneous fats about quadrati dierential operators. Sine the
lassial work by J. Sjöstrand [11℄, the study of spetral properties of quadrati
dierential operators has played a basi rle in the analysis of partial dierential
operators with double harateristis. Roughly speaking, if we have, say, a las-
sial pseudodierential operator p(x, ξ)w on Rn with the Weyl symbol p(x, ξ) =
pm(x, ξ) + pm−1(x, ξ) + . . . of order m, and if X0 = (x0, ξ0) ∈ R
2n
is a point where
pm(X0) = dpm(X0) = 0,
then it is natural to onsider the quadrati form q whih begins the Taylor expansion
of pm at X0 in order to investigate the properties of the pseudodierential operator
p(x, ξ)w. For example, the study of a priori estimates suh as hypoellipti estimates
of the form
||u ||m−1 ≤ CK (|| p(x, ξ)
wu ||0 + ||u ||m−2) , u ∈ C
∞
0 (K), K ⊂⊂ R
n,
then often depends on the spetral analysis of the quadrati operator q(x, ξ)w . See
also [6℄, as well as Chapter 22 of [7℄ together with further referenes given there.
In [11℄, the spetrum of a general quadrati dierential operator has been determined,
under the basi assumption of global elliptiity for the assoiated quadrati form.
In a reent joint work with M. Hitrik, we investigated spetral properties of non-
ellipti quadrati operators. Quadrati operators are pseudodierential operators
dened in the Weyl quantization,
(1.1) q(x, ξ)wu(x) =
1
(2pi)n
∫
R2n
ei(x−y).ξq
(x+ y
2
, ξ
)
u(y)dydξ,
by some symbols q(x, ξ), where (x, ξ) ∈ Rn × Rn and n ∈ N∗, whih are omplex-
valued quadrati forms. Sine these symbols are quadrati forms, the orresponding
operators in (1.1) are in fat dierential operators. Indeed, the Weyl quantization
1
2of the quadrati symbol xαξβ , with (α, β) ∈ N2n and |α + β| ≤ 2, is the dierential
operator
xαDβx +D
β
xx
α
2
, Dx = i
−1∂x.
One an also notie that quadrati dierential operators are a priori formally non-
selfadjoint sine their Weyl symbols in (1.1) are omplex-valued.
Considering quadrati operators whose Weyl symbols have real parts with a sign,
say here, Weyl symbols with non-negative real parts
(1.2) Re q ≥ 0,
we pointed out in [5℄ the existene of a partiular linear subvetor spae S in the phase
spae Rnx × R
n
ξ intrinsially assoiated to their Weyl symbols q(x, ξ), alled singular
spae, whih seems to play a basi rle in the understanding of the properties of these
non-ellipti quadrati operators. We rst proved in [5℄ (Theorem 1.2.1) that when
the singular spae S has a sympleti struture then the assoiated heat equation
(1.3)
{
∂u
∂t
(t, x) + q(x, ξ)wu(t, x) = 0
u(t, ·)|t=0 = u0 ∈ L
2(Rn),
is smoothing in every diretion of the orthogonal omplement Sσ⊥ of S with respet
to the anonial sympleti form σ on R2n,
(1.4) σ
(
(x, ξ), (y, η)
)
= ξ.y − x.η, (x, ξ) ∈ R2n, (y, η) ∈ R2n,
that is, that, if (x′, ξ′) are some linear sympleti oordinates on the sympleti spae
Sσ⊥ then we have for all t > 0, N ∈ N and u ∈ L2(Rn),
(1.5)
(
(1 + |x′|2 + |ξ′|2)N
)w
e−tq(x,ξ)
w
u ∈ L2(Rn).
We also proved in [5℄ (Theorem 1.2.2) that when the Weyl symbol q of a quadrati
operator fullls (1.2) and an assumption of partial elliptiity on its singular spae S
in the sense that
(1.6) (x, ξ) ∈ S, q(x, ξ) = 0⇒ (x, ξ) = 0,
then this singular spae always has a sympleti struture and the spetrum of the
operator q(x, ξ)w is only omposed of a ountable number of eigenvalues of nite mul-
tipliity, with a struture similar to the one known in the ase of global elliptiity [11℄.
In the present paper, we are interested in investigating the rle played by the
singular spae when studying subellipti properties of quadrati operators. We shall
rst prove that quadrati operators whose singular spaes are redued to zero, fulll
global subellipti estimates
(1.7)
∥∥(〈(x, ξ)〉2(1−δ))wu∥∥
L2
. ‖q(x, ξ)wu‖L2 + ‖u‖L2,
where 〈(x, ξ)〉 = (1 + |x|2 + |ξ|2)1/2, with a loss of derivatives δ > 0 whih an
be diretly haraterized by algebrai onditions on the Hamilton maps of their Weyl
symbols. More generally, when singular spaes S have a sympleti struture, we prove
that quadrati operators are subellipti in any diretion of the sympleti orthogonal
omplements of their singular spaes Sσ⊥, in sense that, if (x′, ξ′) are some linear
sympleti oordinates on Sσ⊥ then
(1.8)
∥∥(〈(x′, ξ′)〉2(1−δ′))wu∥∥
L2
. ‖q(x, ξ)wu‖L2 + ‖u‖L2,
where again, the loss of derivatives δ′ > 0 an be diretly haraterized by algebrai
onditions on the Hamilton maps of their Weyl symbols.
3Before giving the preise statement of our main result, we shall reall misellaneous
fats and notations about quadrati dierential operators. In all the following, we
onsider
q : Rnx × R
n
ξ → C
(x, ξ) 7→ q(x, ξ),
a omplex-valued quadrati form with a non-negative real part
(1.9) Re q(x, ξ) ≥ 0, (x, ξ) ∈ R2n, n ∈ N∗.
We know from [8℄ (p.425) that the maximal losed realization of the operator q(x, ξ)w ,
i.e., the operator on L2(Rn) with the domain
D(q) =
{
u ∈ L2(Rn) : q(x, ξ)wu ∈ L2(Rn)
}
,
oinides with the graph losure of its restrition to S(Rn),
q(x, ξ)w : S(Rn)→ S(Rn).
Assoiated to the quadrati symbol q is the numerial range Σ(q) dened as the
losure in the omplex plane of all its values,
(1.10) Σ(q) = q(Rnx × R
n
ξ ).
We also reall from [7℄ that the Hamilton map F ∈M2n(C) assoiated to the quadrati
form q is the map uniquely dened by the identity
(1.11) q
(
(x, ξ); (y, η)
)
= σ
(
(x, ξ), F (y, η)
)
, (x, ξ) ∈ R2n, (y, η) ∈ R2n,
where q
(
·; ·
)
stands for the polarized form assoiated to the quadrati form q. It
diretly follows from the denition of the Hamilton map F that its real part Re F and
its imaginary part Im F are the Hamilton maps assoiated to the quadrati forms Re q
and Im q, respetively. One an notie from (1.11) that a Hamilton map is always
skew-symmetri with respet to σ. This is just a onsequene of the properties of
skew-symmetry of the sympleti form and symmetry of the polarized form,
(1.12) ∀X,Y ∈ R2n, σ(X,FY ) = q(X ;Y ) = q(Y ;X) = σ(Y, FX) = −σ(FX, Y ).
Assoiated to the symbol q, we dened in [5℄ its singular spae S as the following
intersetion of kernels,
(1.13) S =
(+∞⋂
j=0
Ker
[
Re F (Im F )j
])
∩ R2n,
where the notations Re F and Im F stand respetively for the real part and the
imaginary part of the Hamilton map assoiated to q. Notie that the Cayley-Hamilton
theorem applied to Im F shows that
(Im F )kX ∈ Vet
(
X, ..., (Im F )2n−1X
)
, X ∈ R2n, k ∈ N,
where Vet
(
X, ..., (Im F )2n−1X
)
is the vetor spae spanned by the vetors X , ...,
(Im F )2n−1X , and therefore the singular spae is atually equal to the following nite
intersetion of the kernels,
(1.14) S =
( 2n−1⋂
j=0
Ker
[
Re F (Im F )j
])
∩R2n.
41.2. Statement of the main results. In this paper, we shall rst study the spei
ase where the singular spae S is redued to {0}. By assuming that
(1.15) S = {0},
we an therefore onsider the smallest integer 0 ≤ k0 ≤ 2n− 1 suh that
(1.16)
( k0⋂
j=0
Ker
[
Re F (Im F )j
])
∩ R2n = {0},
and state the following result:
Theorem 1.2.1. Consider a quadrati operator q(x, ξ)w whose Weyl symbol
q : Rnx × R
n
ξ → C
(x, ξ) 7→ q(x, ξ),
is a omplex-valued quadrati form fullling (1.9) and (1.15) then the operator q(x, ξ)w
fullls the following global subellipti estimate
(1.17) ∃C > 0, ∀u ∈ D(q),
∥∥(〈(x, ξ)〉2/(2k0+1))wu∥∥
L2
≤ C
(
‖q(x, ξ)wu‖L2 + ‖u‖L2
)
,
where k0 stands for the smallest integer 0 ≤ k0 ≤ 2n− 1 suh that (1.16) is fullled,
and 〈(x, ξ)〉 = (1 + |x|2 + |ξ|2)1/2.
We shall begin our few omments about the result of Theorem 1.2.1 by notiing
that the estimate (1.17) is easy to obtain in the ase where k0 = 0. Indeed, we shall
hek in the following, that in this ase the operator q(x, ξ)w is neessarily ellipti,
and we reall from [11℄ that, when q(x, ξ)w is an ellipti quadrati operator whose
Weyl symbol fulll (1.9),
1
that is, an operator whose Weyl symbol q(x, ξ) is globally
ellipti on the phase spae R2n,
(1.18) (x, ξ) ∈ R2n, q(x, ξ) = 0⇒ (x, ξ) = 0,
then one an onstrut a parametrixe induing that this ellipti quadrati operator
denes a Fredholm operator of index 0 with disrete spetrum (Theorem 3.5 in [11℄),
(1.19) q(x, ξ)w : B → L2(Rn),
where B is the Hilbert spae
B =
{
u ∈ L2(Rn) : q(x, ξ)wu ∈ L2(Rn)
}
(1.20)
=
{
u ∈ L2(Rn) : xαDβxu ∈ L
2(Rn) if |α+ β| ≤ 2
}
,
with the norm
‖u‖2B =
∑
|α+β|≤2
‖xαDβxu‖
2
L2(Rn).
We therefore have in this ase the natural a priori estimate
(1.21) ∃C > 0, ∀u ∈ B,
∥∥(〈(x, ξ)〉2)wu∥∥
L2
≤ C
(
‖q(x, ξ)wu‖L2 + ‖u‖L2
)
,
whih gives the estimate (1.17) of Theorem 1.2.1 when k0 = 0.
A notieable example of quadrati operator fullling the assumptions of Theo-
rem 1.2.1 is the Fokker-Plank operator
K = −∆v +
v2
4
−
1
2
+ v.∂x −
(
∂xV (x)
)
.∂v, (x, v) ∈ R
2,
1
One an atually only assume that Σ(q) 6= C, when n = 1, see Lemma 3.1 in [11℄.
5with a quadrati potential
V (x) =
1
2
ax2, a ∈ R∗.
Here, we onsider this non-ellipti operator only in the one-dimensional ase, but it is
of ourse just for onveniene reasons. Considering this example, our Theorem 1.2.1
allows to reover the global subellipti estimate proved by B. Heler and F. Nier in
[2℄ (Proposition 5.22),
(1.22) ∃C > 0, ∀u ∈ D(K), ‖Λ2/3x u‖
2
L2 + ‖Λvu‖
2
L2 ≤ C
(
‖Ku‖2L2 + ‖u‖
2
L2
)
,
where
Λx = (−∆x + x
2/4)1/2 and Λv = (−∆v + v
2/4)1/2.
The Fokker-Plank operator with a quadrati potential an indeed be expressed as
K = q(x, v, ξ, η)w −
1
2
,
with a Weyl symbol
q(x, v, ξ, η) = η2 +
1
4
v2 + i(vξ − axη),
whih is a non-ellipti omplex-valued quadrati form whose real part is non-negative.
By heking that the assoiated Hamilton map
q(x, v, ξ, η) = σ
(
(x, v, ξ, η), F (x, v, ξ, η)
)
,
is given by
F =


0 12 i 0 0
− 12ai 0 0 1
0 0 0 12ai
0 − 14 −
1
2 i 0

 ,
and that the singular spae
S = Ker(Re F ) ∩Ker(Re F Im F ) ∩R4,
is equal to {0}, we therefore dedue from Theorem 1.2.1 the global subellipti estimate
(1.23) ∃C > 0, ∀u ∈ D(K),
∥∥(〈(x, v, ξ, η)〉2/3)wu∥∥
L2
≤ C(‖Ku‖L2 + ‖u‖L2).
Notie that the improvement in the variables (v, η) appearing in the estimate (1.22)
is easily obtained by using the Cauhy-Shwarz inequality in the following estimate
2‖Λvu‖
2
L2 − ‖u‖
2
L2 = 2Re(Ku, u) ≤ 2‖Ku‖L2‖u‖L2 ≤ ‖Ku‖
2
L2 + ‖u‖
2
L2.
The work of B. Heler and F. Nier in [2℄ about this partiular example of the
Fokker-Plank operator with a quadrati potential has been the starting point of our
investigation of subellipti properties for quadrati dierential operators. Neverthe-
less, the reader will notie that our proof of Theorem 1.2.1 will not use the same
approah as the one followed by B. Heler and F. Nier. Indeed, the proof of (1.22) in
[2℄ really takes advantage of the very spei struture of the Fokker-Plank operator
and seems diult to adapt in a general setting. For our proof, we shall rather use a
multiplier method inspired from the work of F. Hérau, J. Sjöstrand and C. Stolk in [4℄,
one we will have ahieved the onstrution of a weight funtion (Proposition 2.0.1).
One an explain the loss of derivatives (See (1.7)), δ = 2k0/(2k0+1) appearing in
the estimate (1.17) by the following informal disussion. There are two dierent types
of points X0 = (x0, ξ0) in the phase spae R
2n
: those for whih Re q(X0) > 0 and
those for whih Re q(X0) = 0. Diulties will ome from the presene of this seond
6type of points, and the fat that the set ∂Σ(q) ∩ Σ∞(q), where (See Theorem 1.4
in [1℄),
Σ∞(q) =
{
z ∈ C : z = lim
j→+∞
q(xj , ξj), |(xj , ξj)| → +∞ when j → +∞
}
,
may not be empty in general. In order to deal with that kind of points, we shall take
advantage from the notieable property that the average of the real part of q,
(1.24) 〈Re q〉T (X) =
1
2T
∫ T
−T
Re q(etHImqX)dt≫ |X |2,
by the ow generated by the Hamilton vetor eld of its imaginary part
H
Imq =
∂Im q
∂ξ
.
∂
∂x
−
∂Im q
∂x
.
∂
∂ξ
,
is always a positive denite quadrati form when its singular spae S = 0. This
partiular property (proved in [5℄) ensures that the operator q(x, ξ)w is of prinipal-
type
dIm q(X0) 6= 0,
in any non-zero point X0 ∈ R
2n
for whih Re q(X0) = 0. We also notied in [5℄
(See Remark, Setion 2) that the property (1.24) indues that one an nd for any
non-zero point X0 ∈ R
2n
suh that Re q(X0) = 0, a positive integer 1 ≤ k ≤ 2n− 1
suh that
(1.25) ∀ 0 ≤ j ≤ 2k − 1, Hj
ImqRe q(X0) = 0 and H
2k
ImqRe q(X0) 6= 0.
All the points are therefore of nite type. Sine moreover the ondition (P ) holds
beause of the sign property of Re q, one an miroloalize the operator q(x, ξ)w in
a neighborhood of a point X0 ∈ R
2n
suh that (1.25) holds, to the subellipti model
operator with large parameter Λ ≥ 1,
Dt + iΛ
2t2k,
where roughly speaking, Λ ∼ (x2 + ξ2)1/2; for whih the lassial a priori estimate
(1.26) ‖Dtu+ iΛ
2t2ku‖L2 & (Λ
2)
1
2k+1 ‖u‖L2,
is fullled. This informal disussion allows to understand from (1.26) from where the
loss of derivatives appearing in (1.17) omes. Indeed, the integer k0 in Theorem 1.2.1
that we haraterize there by other algebrai properties on the Hamilton map, an
also be haraterized as the smallest integer 0 ≤ k0 ≤ 2n − 1 suh that for any
X ∈ R2n, X 6= 0,
∃ 0 ≤ k ≤ k0, ∀ 0 ≤ j ≤ 2k − 1, H
j
ImqRe q(X) = 0 and H
2k
ImqRe q(X) 6= 0.
Let us now onsider the more general ase where the singular spae S dened in
(1.14) has a sympleti struture, that is, that the restrition of the sympleti form
σ to S is non-degenerate. We reall (see [5℄) that this assumption is always fullled
when the symbol q fullls (1.9) and an assumption of partial elliptiity on its singular
spae S,
(x, ξ) ∈ S, q(x, ξ) = 0⇒ (x, ξ) = 0.
By denoting now k0 the smallest integer 0 ≤ k0 ≤ 2n− 1, suh that
(1.27) S =
( k0⋂
j=0
Ker
[
Re F (Im F )j
])
∩R2n,
one an generalize Theorem 1.2.1 as follows:
7Theorem 1.2.2. Consider a quadrati operator q(x, ξ)w whose Weyl symbol
q : Rnx × R
n
ξ → C
(x, ξ) 7→ q(x, ξ),
is a omplex-valued quadrati form fullling (1.9). When its singular spae S has a
sympleti struture then the operator q(x, ξ)w is subellipti in any diretion of Sσ⊥
in the sense that, if (x′, ξ′) are some linear sympleti oordinates on Sσ⊥ then we
have
(1.28) ∃C > 0, ∀u ∈ D(q),
∥∥(〈(x′, ξ′)〉2/(2k0+1))wu∥∥
L2
≤ C
(
‖q(x, ξ)wu‖L2 + ‖u‖L2
)
,
where k0 stands for the smallest integer 0 ≤ k0 ≤ 2n− 1 suh that (1.27) is fullled,
and 〈(x′, ξ′)〉 = (1 + |x′|2 + |ξ′|2)1/2.
As we will see in the following, Theorem 1.2.2 will be dedued from a simple
adaptation of the analysis led in the proof of Theorem 1.2.1.
Aknowledgements. The author is partiularly grateful to M. Hitrik and N. Lerner
for very enrihing omments and remarks about this work.
2. Proof of Theorem 1.2.1
In the following, we shall use the notation SΩ
(
m(X)r,m(X)−2sdX2
)
, where Ω is
an open set in R2n, r, s ∈ R and m ∈ C∞(Ω,R∗+), to stand for the lass of symbols a
verifying
a ∈ C∞(Ω), ∀α ∈ N2n, ∃Cα > 0, |∂
α
Xa(X)| ≤ Cαm(X)
r−s|α|, X ∈ Ω.
In the ase where Ω = R2n, we shall drop for simpliity the index Ω in the notation.
We shall also use the notations f . g and f ∼ g, on Ω, for respetively the estimates
∃C > 0, f ≤ Cg and, f . g and g . f , on Ω.
The proof of Theorem 1.2.1 will rely on the following key proposition. Considering
q : Rnx × R
n
ξ → C
(x, ξ) 7→ q(x, ξ),
a omplex-valued quadrati form with a non-negative real part
(2.1) Re q(x, ξ) ≥ 0, (x, ξ) ∈ R2n, n ∈ N∗,
we assume that there exist a positive integer m ∈ N∗ and an open set Ω0 in R
2n
suh
that the following sum of m+ 1 non-negative quadrati forms satises
(2.2) ∃c0 > 0, ∀X ∈ Ω0,
m∑
j=0
Re q
(
(Im F )jX
)
≥ c0|X |
2,
where the notation Im F stands for the imaginary part of the Hamilton map F as-
soiated to the quadrati form q, then one an build a bounded weight funtion with
the following properties:
Proposition 2.0.1. If q is a omplex-valued quadrati form on R2n verifying (2.1)
and (2.2) then there exists a real-valued weight funtion
g ∈ SΩ0
(
1, 〈X〉−
2
2m+1 dX2
)
,
suh that
(2.3) ∃c1, c2 > 0, ∀X ∈ Ω0, Re q(X) + c1HImq g(X) + 1 ≥ c2〈X〉
2
2m+1 ,
8where the notation H
Imq stands for the Hamilton vetor eld of the imaginary part
of q.
The onstrution of this weight funtion will really be the ore of this paper. Its
proof, whih is tehnial, is given in Setion 4. Let us mention that beause of
its simple properties, this weight funtion may also be of further interest for future
studies of doubly harateristi pseudodierential operators with prinipal symbols
whose Hessians at ritial points fulll (1.9) and (1.15).
Before proving this proposition, we shall explain how we an dedue Theorem 1.2.1
from it. In doing so, we shall use as previously mentioned a multiplier method in-
spired from the work [4℄ of F. Hérau, J. Sjöstrand and C. Stolk about Fokker-Plank
operators. In their analysis, they are led to establish a similar estimate as (1.17) in
the ase where the non-negative integer k0 in Theorem 1.2.1 is equal to 1. One an
indeed hek that their subellipti assumption for their symbols at ritial points, say
here X0 = 0,
∃ε0 > 0, Re p(X) + ε0H
2
ImpRe p(X) ∼ |X |
2,
is equivalent to the fat that their Hessians in these points fulll (2.2) with m = 1 and
Ω0 = R
2n
. In order to dene our multiplier, we shall use the Wik quantization of the
weight funtion given by Proposition 2.0.1. The denition of the Wik quantization
and some elements of Wik alulus, we need here, are realled in the appendix
(Setion 5.1).
To hek that we an atually dedue Theorem 1.2.1 from Proposition 2.0.1, we
begin by onsidering a omplex-valued quadrati form q on R2n, n ≥ 1, with a non-
negative real part and a zero singular spae S = {0}. We know from (1.16) that one
an nd a smallest integer 0 ≤ k0 ≤ 2n− 1 suh that
(2.4)
( k0⋂
j=0
Ker
[
Re F (Im F )j
])
∩ R2n = {0}.
We then notie, as in [5℄ and [10℄, that (2.4) indues that the following sum of k0 +1
non-negative quadrati forms
(2.5) ∃c0 > 0, ∀X ∈ R
2n, r(X) =
k0∑
j=0
Re q
(
(Im F )jX
)
≥ c0|X |
2,
is a positive denite quadrati form. Let us indeed onsider X0 ∈ R
2n
suh that
r(X0) = 0. Then, the non-negativity of the quadrati form Re q indues that for all
j = 0, ..., k0,
(2.6) Re q
(
(Im F )jX0
)
= 0.
By denoting by Re q(X ;Y ) the polar form assoiated to Re q, we dedue from the
Cauhy-Shwarz inequality, (1.11) and (2.6) that for all j = 0, ..., k0 and Y ∈ R
2n
,∣∣
Re q
(
Y ; (Im F )jX0
)∣∣2 = ∣∣σ(Y,Re F (Im F )jX0)∣∣2
≤ Re q(Y ) Re q
(
(Im F )jX0
)
= 0.
It follows that for all j = 0, ..., k0 and Y ∈ R
2n
,
σ
(
Y,Re F (Im F )jX0
)
= 0,
whih implies that for all j = 0, ..., k0,
(2.7) Re F (Im F )jX0 = 0,
sine σ is non-degenerate. We nally dedue (2.5) from (2.4).
9In the ase where k0 = 0, the quadrati form Re q is positive denite. This
implies that the quadrati form q is ellipti. As previously mentioned, the result of
Theorem 1.2.1 is in this ase a straightforward onsequene of lassial results about
ellipti quadrati dierential operators realled in (1.21).
We an therefore assume in the following that k0 ≥ 1 and nd from Proposi-
tion 2.0.1 a real-valued weight funtion
(2.8) g ∈ S
(
1, 〈X〉
− 22k0+1 dX2
)
,
suh that
(2.9) ∃c1, c2 > 0, ∀X ∈ R
2n, Re q(X) + c1HImq g(X) + 1 ≥ c2〈X〉
2
2k0+1 .
For 0 < ε ≤ 1, we onsider the multiplier dened in the Wik quantization by the
symbol 1 − εg. We reall that the denition of the Wik quantization and some
elements of Wik alulus are realled in Setion 5.1. It follows from (2.8), (5.4),
(5.7), (5.8) and the Cauhy-Shwarz inequality that
(2.10) Re
(
qWiku, (1− εg)Wiku
)
=
(
Re
(
(1− εg)WikqWik
)
u, u
)
≤ ‖1− εg‖L∞(R2n)‖q
Wiku‖L2‖u‖L2 . ‖q
Wiku‖2L2 + ‖u‖
2
L2 . ‖q˜
wu‖2L2 + ‖u‖
2
L2,
where
(2.11) q˜(x, ξ) = q
(
x,
ξ
2pi
)
,
beause the operator (1− εg)Wik whose Wik symbol is real-valued, is formally self-
adjoint. Indeed, the symbol r(q) dened in (5.8) is here just onstant sine q is a
quadrati form. The fator 2pi in (2.11) omes from the dierene of normalizations
hosen between (1.1) and (5.9) (See remark in Setion 5.1). Sine from (5.10),
(1− εg)WikqWik =
[
(1 − εg)q +
ε
4pi
∇g.∇q −
ε
4ipi
{g, q}
]
Wik
+ S,
with ‖S‖L(L2(Rn)) . 1, we obtain from the fat real Hamiltonians get quantized in
the Wik quantization by formally selfadjoint operators that
Re
(
(1− εg)WikqWik
)
=
[
(1− εg)Re q +
ε
4pi
∇g.∇Re q +
ε
4pi
H
Imq g
]
Wik
+ Re S,
beause g is a real-valued symbol. Sine Re q ≥ 0 and g ∈ L∞(Rn), we an hoose
the positive parameter ε suiently small suh that
∀X ∈ R2n, 1− εg(X) ≥
1
2
,
in order to dedue from (2.9), (2.10) and (5.3) that
(2.12)
(
(〈X〉
2
2k0+1 )Wiku, u
)
. ‖q˜wu‖2L2 + ‖u‖
2
L2 +
∣∣((∇g.∇Re q)Wiku, u)∣∣,
beause from (5.1) and (5.2), 1Wik = Id.
By denoting X˜ =
(
x, ξ/(2pi)
)
and Op
w
(
S(1, dX2)
)
the operators obtained by the
Weyl quantization of symbols in the lass S(1, dX2), it follows from (5.7), (5.8) and
usual results of symboli alulus that
(2.13)
(
〈X〉
2
2k0+1
)
Wik
−
(
〈X˜〉
2
2k0+1
)w
∈ Opw
(
S(1, dX2)
)
and
(2.14)
(
〈X˜〉
1
2k0+1
)w(
〈X˜〉
1
2k0+1
)w
−
(
〈X˜〉
2
2k0+1
)w
∈ Opw
(
S(1, dX2)
)
,
sine k0 ≥ 0. By using that((
〈X˜〉
1
2k0+1
)w(
〈X˜〉
1
2k0+1
)w
u, u
)
=
∥∥(〈X˜〉 12k0+1 )wu∥∥2
L2
,
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we therefore dedue from (2.12) and the Calderón-Vaillanourt theorem that
(2.15)
∥∥(〈X˜〉 12k0+1 )wu∥∥2
L2
. ‖q˜wu‖2L2 + ‖u‖
2
L2 +
∣∣((∇g.∇Re q)Wiku, u)∣∣.
Then, we get from (2.8) and (5.3) that
(2.16)
∣∣((∇g.∇Re q)Wiku, u)∣∣ . (|∇Re q|Wiku, u).
Realling now the well-known inequality
(2.17) |f ′(x)|2 ≤ 2f(x)‖f ′′‖L∞(R),
fullled by any non-negative smooth funtion with bounded seond derivative, we
dedue from another use of (5.3) that
(2.18)
(
|∇Re q|Wiku, u
)
.
(
((Re q)
1
2 )Wiku, u
)
.
(
(1 + Re q)Wiku, u
)
,
sine Re q is a non-negative quadrati form and that
2(Re q)
1
2 ≤ 1 + Re q.
By using the same arguments as in (2.10), we obtain that(
(1 + Re q)Wiku, u
)
=
(
(Re q)Wiku, u
)
+ ‖u‖2L2 = Re(q
Wiku, u) + ‖u‖2L2
≤ ‖qWiku‖L2‖u‖L2 + ‖u‖
2
L2 . ‖q
Wiku‖2L2 + ‖u‖
2
L2 . ‖q˜
wu‖2L2 + ‖u‖
2
L2.
It therefore follows from (2.15), (2.16) and (2.18) that
(2.19)
∥∥(〈X˜〉 12k0+1 )wu∥∥2
L2
. ‖q˜wu‖2L2 + ‖u‖
2
L2.
In order to improve the estimate (2.19), we arefully resume our previous analysis
and notie that our previous reasoning has in fat established that∥∥(〈X˜〉 12k0+1 )wu∥∥2
L2
.
∣∣
Re
(
qWiku, (1− εg)Wiku
)∣∣+ ∣∣((∇g.∇Re q)Wiku, u)∣∣+ ‖u‖2L2
.
∣∣
Re
(
qWiku, (1− εg)Wiku
)∣∣+ |Re(qWiku, u)|+ ‖u‖2L2
.
∣∣
Re
(
q˜wu, (1− εg)Wiku
)∣∣+ |Re(q˜wu, u)|+ ‖u‖2L2,
beause (1− εg)Wik is a bounded operator on L2(Rn),
(2.20) ‖(1− εg)Wik‖L(L2) ≤ ‖1− εg‖L∞(R2n).
By applying this estimate to
(
〈X˜〉
1
2k0+1
)w
u, we dedue from (2.14) and the Calderón-
Vaillanourt theorem that
(2.21)
∥∥(〈X˜〉 22k0+1 )wu∥∥2
L2
.
∣∣∣Re(q˜w(〈X˜〉 12k0+1 )wu, (1− εg)Wik(〈X˜〉 12k0+1 )wu)∣∣∣
+
∣∣∣Re(q˜w(〈X˜〉 12k0+1 )wu, (〈X˜〉 12k0+1 )wu)∣∣∣+ ∥∥(〈X˜〉 12k0+1 )wu∥∥2L2 + ‖u‖2L2.
Then, by notiing that the ommutator
(2.22)
[
q˜w,
(
〈X˜〉
1
2k0+1
)w]
∈ Opw
(
S
(
〈X〉
1
2k0+1 , 〈X〉−2dX2
))
,
beause q˜ is a quadrati form, and that
(2.23)
(
〈X˜〉−
1
2k0+1
)w(
〈X˜〉
1
2k0+1
)w
− Id ∈ Opw
(
S(〈X〉−2, 〈X〉−2dX2)
)
,
we dedue from standard results of symboli alulus and the Calderón-Vaillanourt
theorem that∥∥[q˜w, (〈X˜〉 12k0+1 )w]u∥∥
L2
.
∥∥[q˜w, (〈X˜〉 12k0+1 )w](〈X˜〉− 12k0+1 )w(〈X˜〉 12k0+1 )wu∥∥
L2
+ ‖u‖L2
.
∥∥(〈X˜〉 12k0+1 )wu∥∥
L2
+ ‖u‖L2.(2.24)
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By introduing this ommutator, we get from the Cauhy-Shwarz inequality and
(2.24) that∣∣∣Re(q˜w(〈X˜〉 12k0+1 )wu, (〈X˜〉 12k0+1 )wu)∣∣∣ . ∣∣∣Re(q˜wu, (〈X˜〉 12k0+1 )w(〈X˜〉 12k0+1 )wu)∣∣∣
+
∥∥(〈X˜〉 12k0+1 )wu∥∥2
L2
+ ‖u‖2L2.
By using that another use of the Cauhy-Shwarz inequality and the Calderón-Vaillanourt
theorem with (2.14) gives that∣∣∣Re(q˜wu, (〈X˜〉 12k0+1 )w(〈X˜〉 12k0+1 )wu)∣∣∣ . ‖q˜wu‖L2∥∥(〈X˜〉 22k0+1 )wu∥∥L2+‖q˜wu‖L2‖u‖L2,
we dedue from (2.19) and the previous estimate that∣∣∣Re(q˜w(〈X˜〉 12k0+1 )wu, (〈X˜〉 12k0+1 )wu)∣∣∣
. ‖q˜wu‖L2
∥∥(〈X˜〉 22k0+1 )wu∥∥
L2
+ ‖q˜wu‖2L2 + ‖u‖
2
L2.
By using again the Cauhy-Shwarz inequality, (2.19), (2.20), (2.21) and (2.24), this
estimate implies that∥∥(〈X˜〉 22k0+1 )wu∥∥2
L2
.
∣∣∣Re([q˜w, (〈X˜〉 12k0+1 )w]u, (1− εg)Wik(〈X˜〉 12k0+1 )wu)∣∣∣(2.25)
+
∣∣∣Re(q˜wu, (〈X˜〉 12k0+1 )w(1− εg)Wik(〈X˜〉 12k0+1 )wu)∣∣∣ + ‖q˜wu‖2L2 + ‖u‖2L2
.
∣∣∣Re(q˜wu, (〈X˜〉 12k0+1 )w(1− εg)Wik(〈X˜〉 12k0+1 )wu)∣∣∣ + ‖q˜wu‖2L2 + ‖u‖2L2
. ‖q˜wu‖L2
∥∥(〈X˜〉 12k0+1 )w(1 − εg)Wik(〈X˜〉 12k0+1 )wu∥∥
L2
+ ‖q˜wu‖2L2 + ‖u‖
2
L2,
beause we get from (2.20) and (2.24) that∣∣∣Re([q˜w, (〈X˜〉 12k0+1 )w]u, (1− εg)Wik(〈X˜〉 12k0+1 )wu)∣∣∣ . ∥∥(〈X˜〉 12k0+1 )wu∥∥2L2
+
∥∥(〈X˜〉 12k0+1 )wu∥∥
L2
‖u‖L2.
Notie now that (2.8), (5.5) and (5.6) imply that[(
〈X˜〉
1
2k0+1
)w
, (1− εg)Wik
]
∈ Opw
(
S(1, dX2)
)
,
sine (1 − εg)Wik = g˜w, with g˜ ∈ S(1, dX2) and k0 ≥ 0. By introduing this new
ommutator, we dedue from the Calderón-Vaillanourt theorem, (2.14), (2.19) and
(2.20) that∥∥(〈X˜〉 12k0+1 )w(1− εg)Wik(〈X˜〉 12k0+1 )wu∥∥
L2
.
∥∥(〈X˜〉 12k0+1 )wu∥∥
L2
+
∥∥(1 − εg)Wik(〈X˜〉 12k0+1 )w(〈X˜〉 12k0+1 )wu∥∥
L2
.
∥∥(〈X˜〉 12k0+1 )wu∥∥
L2
+
∥∥(〈X˜〉 12k0+1 )w(〈X˜〉 12k0+1 )wu∥∥
L2
.
∥∥(〈X˜〉 22k0+1 )wu∥∥
L2
+
∥∥(〈X˜〉 12k0+1 )wu∥∥
L2
+ ‖u‖L2
.
∥∥(〈X˜〉 22k0+1 )wu∥∥
L2
+ ‖q˜wu‖L2 + ‖u‖L2.
Realling (2.25), we an then use this last estimate to obtain that
(2.26)
∥∥(〈X˜〉 22k0+1 )wu∥∥2
L2
. ‖q˜wu‖2L2 + ‖u‖
2
L2.
By nally notiing from the homogeneity of degree 2 of q˜ that we have
(q˜ ◦ T )(x, ξ) =
1
2pi
q(x, ξ),
12
if T stands for the real linear sympleti transformation
T (x, ξ) =
(
(2pi)−
1
2x, (2pi)
1
2 ξ
)
,
we dedue from the sympleti invariane of the Weyl quantization (Theorem 18.5.9
in [7℄) that ∥∥(〈X〉 22k0+1 )wu∥∥2
L2
. ‖qwu‖2L2 + ‖u‖
2
L2,
whih proves Theorem 1.2.1.
3. Proof of Theorem 1.2.2
This setion is devoted to the proof of Theorem 1.2.2. We begin by realling that
the sympleti invariane property of the Weyl quantization (Theorem 18.5.9 in [7℄)
allows us to freely hoose the linear sympleti oordinates (x, ξ) in whih we want
to express our symbol q in our proof of Theorem 1.2.2. Considering
q : Rnx × R
n
ξ → C
(x, ξ) 7→ q(x, ξ),
a omplex-valued quadrati form with a non-negative real part
Re q(x, ξ) ≥ 0, (x, ξ) ∈ R2n, n ∈ N∗,
and assuming that its singular spae S has a sympleti struture, we dedue from
Proposition 2.0.1 in [5℄ that one an nd some linear sympleti oordinates in R2n,
(x, ξ) = (x′, x′′; ξ′, ξ′′) ∈ R2n,
with (x′, ξ′) and (x′′, ξ′′) some linear sympleti oordinates respetively in Sσ⊥ and
S; suh that we an write the symbol q as the sum of two quadrati forms
(3.1) q(x, ξ) = q1(x
′, ξ′) + iq2(x
′′, ξ′′),
where q1 is a omplex-valued quadrati form on R
2n′
with a non-negative real part
and q2 is a real-valued quadrati form on R
2n′′
. More preisely, we proved in [5℄
(Proposition 2.0.1) that the spaes S and Sσ⊥ are stable by the real and imaginary
parts of the Hamilton map F of the symbol q; and that the two quadrati forms q1
and q2 are atually equal to
q1(x
′, ξ′) = σ
(
(x′, ξ′), F |Sσ⊥(x
′, ξ′)
)
and iq2(x
′′, ξ′′) = σ
(
(x′′, ξ′′), F |S(x
′′, ξ′′)
)
.
By denoting F1 = F |Sσ⊥ the Hamilton map of q1, we rst hek that (1.27) implies
that the non-negative quadrati form
(3.2) r(X ′) =
k0∑
j=0
Re q1
(
(Im F1)
jX ′
)
,
is atually positive denite on Sσ⊥. Indeed, onsider X ′0 ∈ S
σ⊥
suh that r(X ′0) = 0.
As in (2.7), it follows that Re F1(Im F1)
jX ′0 = 0 for all 0 ≤ j ≤ k0, whih aording
to (1.27), implies that X ′0 ∈ S ∩ S
σ⊥ = {0}.
Let us rst onsider the ase where k0 ≥ 1. As in the proof of Theorem 1.2.1,
one an nd from (3.2) and Proposition 2.0.1 a real-valued weight funtion in the
variables X ′ = (x′, ξ′) ∈ Sσ⊥,
(3.3) g1 ∈ S
(
1, 〈X ′〉
− 22k0+1 dX ′2
)
,
suh that
(3.4) ∃c1, c2 > 0, ∀X
′ ∈ Sσ⊥, Re q1(X
′) + c1HImq1 g1(X
′) + 1 ≥ c2〈X
′〉
2
2k0+1 .
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When k0 = 0, it is suient to just take g1 = 0 to fulll (3.4). Then, as previously
in (2.10), one an use the multiplier dened in the Wik quantization by the symbol
1− εg1, for 0 < ε ≤ 1; and onsider the quantity
Re
(
qWiku, (1− εg1)
Wiku
)
.
By notiing from (3.1) that we have this time
Re
(
(1−εg1)
WikqWik
)
=
[
(1−εg1)Re q1+
ε
4pi
∇g1.∇Re q1+
ε
4pi
H
Imq1 g1
]
Wik
+Re S1,
with ‖Re S1‖L(L2) . 1, sine
H
Imq g1 = HImq1 g1,
beause of the variables tensorization. Next, one an exatly resume our analysis led
in the proof of Theorem 1.2.1 from (2.12) in order to nish the proof of Theorem 1.2.2.
4. Proof of Proposition 2.0.1
We prove the proposition 2.0.1 by indution on the positive integerm ≥ 1 appearing
in (2.2). Let m ≥ 1, we shall assume that the proposition 2.0.1 is fullled for any
open set Ω0 of R
2n
, when the positive integer in (2.2) is stritly smaller than m.
In the following, we denote by ψ, χ and w some C∞(R, [0, 1]) funtions respetively
satisfying
(4.1) ψ = 1 on [−1, 1], supp ψ ⊂ [−2, 2],
(4.2) χ = 1 on {x ∈ R : 1 ≤ |x| ≤ 2}, supp χ ⊂ {x ∈ R : 1/2 ≤ |x| ≤ 3},
and
(4.3) w = 1 on {x ∈ R : |x| ≥ 2}, supp w ⊂ {x ∈ R : |x| ≥ 1}.
More generially, we shall denote by ψj , χj and wj , j ∈ N, some other C
∞(R, [0, 1])
funtions satisfying similar properties as respetively ψ, χ and w with possibly dier-
ent hoies for the positive numerial values whih dene their support loalizations.
Let Ω0 be an open set of R
2n
suh that (2.2) is fullled. Considering the quadrati
form
(4.4) rk(X) = Re q
(
(Im F )k−1X ; (Im F )kX
)
, k ∈ N∗,
and dening
(4.5) gm(X) = ψ
(
Re q
(
(Im F )m−1X
)
〈X〉−
2(2m−1)
2m+1
)
〈X〉−
4m
2m+1 rm(X),
where ψ is the funtion dened in (4.1), we get from Lemma 5.2.1 that
H
Imq gm(X) = 2ψ
(
Re q
(
(Im F )m−1X
)
〈X〉−
2(2m−1)
2m+1
)
Re q
(
(Im F )mX
)
〈X〉
4m
2m+1
(4.6)
+ 2ψ
(
Re q
(
(Im F )m−1X
)
〈X〉−
2(2m−1)
2m+1
)
Re q
(
(Im F )m−1X ; (Im F )m+1X
)
〈X〉
4m
2m+1
+ H
Imq
(
ψ
(
Re q
(
(Im F )m−1X
)
〈X〉−
2(2m−1)
2m+1
)) rm(X)
〈X〉
4m
2m+1
+ ψ
(
Re q
(
(Im F )m−1X
)
〈X〉−
2(2m−1)
2m+1
)
H
Imq
(
〈X〉−
4m
2m+1
)
rm(X).
We rst hek that
(4.7) gm ∈ S
(
1, 〈X〉−
2(2m−1)
2m+1 dX2
)
.
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In order to verify this, we notie from Lemma 5.2.6 that the two quadrati forms
(4.8) Re q
(
(Im F )m−1X ; (Im F )mX
)
and Re q
(
(Im F )m−1X ; (Im F )m+1X
)
,
belong to the symbol lass
(4.9) SΩ
(
〈X〉
4m
2m+1 , 〈X〉−
2(2m−1)
2m+1 dX2
)
,
for any open set Ω where Re q
(
(Im F )m−1X
)
. 〈X〉
2(2m−1)
2m+1
. To hek this, we just
use in addition to Lemma 5.2.6 the obvious estimates
Re q
(
(Im F )mX
) 1
2 . 〈X〉 and Re q
(
(Im F )m+1X
) 1
2 . 〈X〉.
Moreover, sine
(4.10) 〈X〉−
4m
2m+1 ∈ S
(
〈X〉−
4m
2m+1 , 〈X〉−2dX2
)
,
we obtain (4.7) from (4.1), (4.4), (4.5), (4.8), (4.9) and Lemma 5.2.2.
Denoting respetively A1, A2, A3 and A4 the four terms appearing in the right
hand side of (4.6), we rst notie from (4.1), (4.8), (4.9), (4.10) and Lemma 5.2.2 that
(4.11) A2 ∈ S
(
1, 〈X〉−
2(2m−1)
2m+1 dX2
)
.
Next, by using that
Im q ∈ S
(
〈X〉2, 〈X〉−2dX2
)
,
sine Im q is a quadrati form, we get from (4.1), (4.4), (4.8), (4.9), (4.10) and
Lemma 5.2.2 that
(4.12) A3 ∈ S
(
〈X〉
2
2m+1 , 〈X〉−
2(2m−1)
2m+1 dX2
)
,
sine
H
Imq
(
ψ
(
Re q
(
(Im F )m−1X
)
〈X〉−
2(2m−1)
2m+1
))
∈ S
(
〈X〉
2
2m+1 , 〈X〉−
2(2m−1)
2m+1 dX2
)
.
By using now that
H
Imq
(
〈X〉−
4m
2m+1
)
∈ S
(
〈X〉−
4m
2m+1 , 〈X〉−2dX2
)
,
we nally obtain from another use of (4.1), (4.4), (4.8), (4.9) and Lemma 5.2.2 that
(4.13) A4 ∈ S
(
1, 〈X〉−
2(2m−1)
2m+1 dX2
)
.
Sine the term A3 is supported in
supp ψ′
(
Re q
(
(Im F )m−1X
)
〈X〉−
2(2m−1)
2m+1
)
,
we dedue from (4.6), (4.11), (4.12) and (4.13) that there exists χ0 a C
∞(R, [0, 1])
funtion satisfying similar properties as in (4.2), with possibly dierent positive nu-
merial values for its support loalization, suh that, ∃c1, c2 > 0, ∀X ∈ R
2n
,
H
Imq gm(X) + c1 + c2χ0
(
Re q
(
(Im F )m−1X
)
〈X〉−
2(2m−1)
2m+1
)
〈X〉
2
2m+1
(4.14)
≥ 2ψ
(
Re q
(
(Im F )m−1X
)
〈X〉−
2(2m−1)
2m+1
)
Re q
(
(Im F )mX
)
〈X〉
4m
2m+1
.
Realling (2.2), one an nd some positive onstants c3, c4 > 0 suh that
(4.15)
m−1∑
j=0
Re q
(
(Im F )jX
)
≥ c3|X |
2,
on the open set
(4.16) Ω1 =
{
X ∈ R2n : Re q
(
(Im F )mX
)
< c4|X |
2
}
∩Ω0.
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Whenm ≥ 2, one an nd aording to our indution hypothesis a real-valued funtion
(4.17) g˜m ∈ SΩ1
(
1, 〈X〉−
2
2m−1 dX2
)
,
suh that
(4.18) ∃c5 > 0, ∀X ∈ Ω1, Re q(X) + c5HImq g˜m(X) + 1 & 〈X〉
2
2m−1 .
For onveniene, we set in the following g˜1 = 0 when m = 1. By hoosing suitably
ψ0 and w0 some C
∞(R, [0, 1]) funtions satisfying similar properties as the funtions
respetively dened in (4.1) and (4.3), with possibly dierent positive numerial values
for their support loalizations, suh that
(4.19) supp ψ0
(
Re q
(
(Im F )mX
)
|X |−2
)
w0(X)
⊂
{
X ∈ R2n : Re q
(
(Im F )mX
)
< c4|X |
2
}
,
and setting
(4.20) Gm(X) = gm(X) + ψ0
(
Re q
(
(Im F )mX
)
|X |−2
)
w0(X)g˜m(X), X ∈ Ω0,
we dedue from a straightforward adaptation of the Lemma 5.2.2 by realling (4.1)
and (4.3) that
(4.21) ψ0
(
Re q
(
(Im F )mX
)
|X |−2
)
w0(X) ∈ S
(
1, 〈X〉−2dX2
)
.
Aording to (4.7) and (4.17), this implies that
(4.22) G1 ∈ SΩ0
(
1, 〈X〉−
2
3 dX2
)
and Gm ∈ SΩ0
(
1, 〈X〉−
2
2m−1 dX2
)
,
when m ≥ 2. Sine from (4.21),
H
Imq
(
ψ0
(
Re q
(
(Im F )mX
)
|X |−2
)
w0(X)
)
∈ S
(
1, 〈X〉−2dX2
)
,
beause Im q is a quadrati form, we rst notie from (4.16), (4.17) and (4.19) that
H
Imq
(
ψ0
(
Re q
(
(Im F )mX
)
|X |−2
)
w0(X)
)
g˜m(X) ∈ SΩ0
(
1, 〈X〉−
2
2m−1 dX2
)
,
and then dedue from (4.14), (4.16), (4.18), (4.19) and (4.20) that there exist c6, c7 > 0
suh that for all X ∈ Ω0,
Re q(X) + c6HImq Gm(X) + 1 + c7χ0
(
Re q
(
(Im F )m−1X
)
〈X〉−
2(2m−1)
2m+1
)
〈X〉
2
2m+1
& ψ
(
Re q
(
(Im F )m−1X
)
〈X〉−
2(2m−1)
2m+1
)
Re q
(
(Im F )mX
)
〈X〉
4m
2m+1
+ ψ0
(
Re q
(
(Im F )mX
)
|X |−2
)
w0(X)〈X〉
2
2m−1 ,
when m ≥ 2. Sine
〈X〉
2
2m−1 & 〈X〉
2
2m+1
and
Re q
(
(Im F )mX
)
〈X〉
4m
2m+1
& |X |
2
2m+1 ,
when Re q
(
(Im F )mX
)
& |X |2, we dedue from the previous estimate by distinguish-
ing the regions in Ω0 where
Re q
(
(Im F )mX
)
. |X |2 and Re q
(
(Im F )mX
)
& |X |2,
aording to the support of the funtion
ψ0
(
Re q
(
(Im F )mX
)
|X |−2
)
,
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that one an nd a C∞(R, [0, 1]) funtion w1 with the same kind of support as the
funtion dened in (4.3) suh that
(4.23) ∃c8, c9 > 0, ∀X ∈ Ω0, Re q(X) + c8HImq Gm(X)
+ c9w1
(
Re q
(
(Im F )m−1X
)
〈X〉−
2(2m−1)
2m+1
)
〈X〉
2
2m+1 + 1 & 〈X〉
2
2m+1 ,
when m ≥ 2. When m = 1, we notie from (2.2) that
(4.24) Re q
(
Im FX
)
& 〈X〉2,
on any set where
(4.25) |X | ≥ c10 and Re q(X) ≤ 〈X〉
2
3 ,
if the positive onstant c10 is hosen suiently large. Moreover, sine in this ase
G1 = g1 and that Re q ≥ 0, one an dedue from (4.1), (4.3), (4.14), (4.24) and (4.25),
by distinguishing the regions in Ω0 where
Re q(X) . 〈X〉
2
3
and Re q(X) & 〈X〉
2
3 ,
aording to the support of the funtion
ψ
(
Re q(X)〈X〉−
2
3
)
,
that the estimate (4.23) is also fullled in the ase m = 1. Continuing our study of
the ase where m = 1, we notie from (4.3) and Re q ≥ 0, that one an estimate
w1
(
Re q(X)〈X〉−
2
3
)
〈X〉
2
3 . Re q(X),
for all X ∈ R2n. It therefore follows that one an nd c11 > 0 suh that for all
X ∈ Ω0,
Re q(X) + c11HImq G1(X) + 1 & 〈X〉
2
3 ,
whih proves Proposition 2.0.1 in the ase where m = 1, and our indution hypothesis
in the basis ase.
Assuming in the following that m ≥ 2, we shall now work on the term
w1
(
Re q
(
(Im F )m−1X
)
〈X〉−
2(2m−1)
2m+1
)
〈X〉
2
2m+1 ,
appearing in (4.23). By onsidering some onstants Λj ≥ 1, for 0 ≤ j ≤ m− 2, whose
values will be suessively hosen in the following, we shall prove that one an write
that for all X ∈ R2n,
(4.26) w1
(
Re q
(
(Im F )m−1X
)
〈X〉
2(2m−1)
2m+1
)
≤ W˜0(X)Ψ0(X)
+
m−2∑
j=1
W˜0(X)
( j∏
l=1
Wl(X)
)
Ψj(X) + W˜0(X)
(m−1∏
l=1
Wl(X)
)
,
with
(4.27) Ψj(X) = ψ

 ΛjRe q((Im F )m−j−2X)
Re q
(
(Im F )m−j−1X
) 2m−2j−3
2m−2j−1

 , 0 ≤ j ≤ m− 2,
(4.28) Wj(X) = w2

Λj−1Re q((Im F )m−j−1X)
Re q
(
(Im F )m−jX
) 2m−2j−1
2m−2j+1

 , 1 ≤ j ≤ m− 1,
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(4.29) W˜0(X) = w1
(
Re q
(
(Im F )m−1X
)
〈X〉
2(2m−1)
2m+1
)
,
where ψ is the C∞(R, [0, 1]) funtion dened in (4.1), and w2 is a C
∞(R, [0, 1]) funtion
satisfying similar properties as the funtion dened in (4.3), with possibly dierent
positive numerial values for its support loalization, in order to have that
(4.30) supp ψ′ ⊂
{
w2 = 1
}
and supp w′2 ⊂
{
ψ = 1
}
.
In order to hek (4.26), we begin by notiing from (4.3), (4.28) and (4.29) that for
0 ≤ j ≤ m− 1,
(4.31) Re q
(
(Im F )m−j−1X
) 1
2m−2j−1 & Re q
(
(Im F )m−jX
) 1
2m−2j+1
& ... & Re q
(
(Im F )m−1X
) 1
2m−1 & 〈X〉
2
2m+1 ,
on the support of the funtion
supp
(
W˜0
j∏
l=1
Wl
)
, if 1 ≤ j ≤ m− 1, or, supp W˜0, if j = 0.
Notie that the onstants in the estimates (4.31) only depend on the values of the
parameters Λ0,...,Λj−1 but not on Λl, when l ≥ j. This shows that the funtions
Ψ0;
( j∏
l=1
Wl
)
Ψj , for 1 ≤ j ≤ m− 2; and
m−1∏
l=1
Wl,
are well-dened on the support of the funtion W˜0. Now, by notiing from (4.1),
(4.3), (4.27), (4.28) and (4.30) that
(4.32) 1 ≤ Ψj +Wj+1,
on the support of the funtion
supp
(
W˜0
j∏
l=1
Wl
)
, if 1 ≤ j ≤ m− 2, or, supp W˜0, if j = 0,
we dedue the estimate (4.26) from a nite iteration by using the following estimates
W˜0 ≤ W˜0Ψ0 + W˜0W1
and
W˜0
( j∏
l=1
Wl
)
≤ W˜0
( j∏
l=1
Wl
)
Ψj + W˜0
( j+1∏
l=1
Wl
)
,
for any 1 ≤ j ≤ m− 2. One an also notie that (4.32) implies that
(4.33) 1 ≤ Ψj +
m−2∑
k=j+1
( k∏
l=j+1
Wl
)
Ψk +
m−1∏
l=j+1
Wl,
on the support of the funtion
supp
(
W˜0
j∏
l=1
Wl
)
, if 1 ≤ j ≤ m− 2, or, supp W˜0, if j = 0.
Sine Re q ≥ 0, we then get from (4.31) that
(4.34) ∀X ∈ R2n, W˜0(X)
(m−1∏
l=1
Wl(X)
)
〈X〉
2
2m+1 ≤ a˜Λ0,...,Λm−2Re q(X),
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where a˜Λ0,...,Λm−2 is a positive onstant whose value depend on the parameters
(Λl)0≤l≤m−2.
We dene
(4.35) pj(X) = W˜0(X)
( j∏
l=1
Wl(X)
)
Ψj(X)
rm−j−1(X)
Re q
(
(Im F )m−j−1X
) 2m−2j−2
2m−2j−1
,
for 1 ≤ j ≤ m− 2, and
(4.36) p0(X) = W˜0(X)Ψ0(X)
rm−1(X)
Re q
(
(Im F )m−1X
) 2m−2
2m−1
,
where the quadrati forms rk are dened in (4.4). We get from (4.1), (4.3), (4.27),
(4.28), (4.29), (4.31), Lemma 5.2.2, Lemma 5.2.4, Lemma 5.2.5 and Lemma 5.2.7 that
(4.37) pj ∈ S
(
1, 〈X〉−
2(2m−2j−3)
2m+1 dX2
)
.
for any 0 ≤ j ≤ m− 2.
We shall now study the Poisson brakets H
Imq pj . In doing so, we begin by writing
that
H
Imq pj(X) =
(
H
ImqW˜0
)
(X)
( j∏
l=1
Wl(X)
)
Ψj(X)
rm−j−1(X)
Re q
(
(Im F )m−j−1X
) 2m−2j−2
2m−2j−1
(4.38)
+ W˜0(X)
( j∏
l=1
Wl(X)
)(
H
ImqΨj
)
(X)
rm−j−1(X)
Re q
(
(Im F )m−j−1X
) 2m−2j−2
2m−2j−1
+ W˜0(X)
( j∏
l=1
Wl(X)
)
Ψj(X)HImq
(
Re q
(
(Im F )m−j−1X
)− 2m−2j−22m−2j−1) rm−j−1(X)
+ W˜0(X)
( j∏
l=1
Wl(X)
)
Ψj(X)
H
Imq rm−j−1(X)
Re q
(
(Im F )m−j−1X
) 2m−2j−2
2m−2j−1
+
j∑
l=1
W˜0(X)
(
H
ImqWl
)
(X)
( j∏
k=1
k 6=l
Wk(X)
)
Ψj(X)
rm−j−1(X)
Re q
(
(Im F )m−j−1X
) 2m−2j−2
2m−2j−1
,
for 1 ≤ j ≤ m − 2. We denote by respetively B1,j , B2,j , B3,j , B4,j and B5,j the
ve terms appearing in the right hand side of (4.38). We also write in the ase where
j = 0,
H
Imq p0(X) =
(
H
ImqW˜0
)
(X)Ψ0(X)
rm−1(X)
Re q
(
(Im F )m−1X
) 2m−2
2m−1
(4.39)
+ W˜0(X)
(
H
ImqΨ0
)
(X)
rm−1(X)
Re q
(
(Im F )m−1X
) 2m−2
2m−1
+ W˜0(X)Ψ0(X)HImq
(
Re q
(
(Im F )m−1X
)− 2m−22m−1) rm−1(X)
+ W˜0(X)Ψ0(X)
H
Imq rm−1(X)
Re q
(
(Im F )m−1X
) 2m−2
2m−1
,
and denote as before by respetivelyB1,0, B2,0, B3,0 and B4,0 the four terms appearing
in the right hand side of (4.39).
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Sine the onstants in the estimates (4.31) only depend on the values of the param-
eters Λ0,..., Λj−1; but not on Λl, when l ≥ j; we notie from (4.26), (4.31) and (4.34)
that there exist a0 > 0 and some positive onstants aj,Λ0,...,Λj−1 , for 1 ≤ j ≤ m− 1,
whose values with respet to the parameters (Λl)0≤l≤m−2 only depend on Λ0,..., Λj−1;
but not on Λl, when l ≥ j; suh that for any onstants (αj)1≤j≤m−2, with αj ≥ 1;
and X ∈ R2n,
w1
(
Re q
(
(Im F )m−1X
)
〈X〉
2(2m−1)
2m+1
)
〈X〉
2
2m+1 ≤ a0W˜0(X)Ψ0(X)Re q
(
(Im F )m−1X
) 1
2m−1
(4.40)
+
m−2∑
j=1
αjaj,Λ0,...,Λj−1W˜0(X)
( j∏
l=1
Wl(X)
)
Ψj(X)Re q
(
(Im F )m−j−1X
) 1
2m−2j−1
+ am−1,Λ0,...,Λm−2Re q(X).
The positive onstant a0 is independent of any of the parameters (Λl)0≤l≤m−2. Setting
(4.41) p = a0p0 +
m−2∑
j=1
αjaj,Λ0,...,Λj−1pj ,
we know from (4.37) that
(4.42) p ∈ S
(
1, 〈X〉−
2
2m+1 dX2
)
.
For any ε > 0, we shall prove that after a proper hoie for the onstants (Λj)0≤j≤m−2
and (αj)1≤j≤m−2, with Λj ≥ 1, αj ≥ 1, whose values will depend on ε; one an nd
a positive onstant c12,ε > 0 suh that for all X ∈ R
2n
,
(4.43) c12,εRe q(X)+HImq p(X)+ε〈X〉
2
2m+1 ≥ w1
(
Re q
(
(Im F )m−1X
)
〈X〉
2(2m−1)
2m+1
)
〈X〉
2
2m+1 .
One this estimate proved, Proposition 2.0.1 will diretly follow from (4.22), (4.23),
(4.42) and (4.43), if we hoose the positive parameter ε suiently small and onsider
the weight funtion
g = c13,εGm + c14,εp,
after a suitable hoie for the positive onstants c13,ε and c14,ε.
Let ε > 0, it therefore remains to hoose properly these onstants (Λj)0≤j≤m−2
and (αj)1≤j≤m−2, with Λj ≥ 1, αj ≥ 1, in order to satisfy (4.43).
Realling from (5.22) that
(4.44) ∀ 0 ≤ j ≤ m− 2, H
Imq rm−j−1(X) = 2Re q
(
(Im F )m−j−1X
)
+ 2Re q
(
(Im F )m−jX ; (Im F )m−j−2X
)
,
one an notie by expanding the term 2am−1,Λ0,...,Λm−2Re q+HImq p by using (4.38),
(4.39) and (4.41) that the terms in
a0B4,0 +
m−2∑
j=1
αjaj,Λ0,...,Λj−1B4,j,
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produed by the terms assoiated to 2Re q
(
(Im F )m−j−1X
)
while using (4.44), give
exatly two times the term
a0W˜0(X)Ψ0(X)Re q
(
(Im F )m−1X
) 1
2m−1
(4.45)
+
m−2∑
j=1
αjaj,Λ0,...,Λj−1W˜0(X)
( j∏
l=1
Wl(X)
)
Ψj(X)Re q
(
(Im F )m−j−1X
) 1
2m−2j−1
+ am−1,Λ0,...,Λm−2Re q(X),
for whih we have the estimate (4.40). To prove the estimate (4.43), it will therefore
be suient to hek that all the other terms appearing in (4.38) and (4.39) an also
be all absorbed in the term (4.45) after a proper hoie for the onstants (Λj)0≤j≤m−2
and (αj)1≤j≤m−2; at the exeption of a remainder term in
ε〈X〉
2
2m+1 .
We shall hoose these onstants in the following order Λ0, α1, Λ1, α2, ...., αm−2 and
Λm−2.
We suessively study the remaining terms in (4.38) and (4.39), by inreasing value
of the integer 0 ≤ j ≤ m− 2. We rst notie from (4.1), (4.3), (4.27), (4.29), (4.39),
Lemma 5.2.8 and Lemma 5.2.12 that one an hoose the rst onstant Λ0 ≥ 1 suh
that for all X ∈ R2n,
(4.46) a0|B1,0(X)| . Λ
− 12
0 〈X〉
2
2m+1 ≤
ε
m− 1
〈X〉
2
2m+1 .
By notiing from (4.3) and (4.29) that the estimates
(4.47) Re q
(
(Im F )mX
)
. 〈X〉2 . Re q
(
(Im F )m−1X
) 2m+1
2m−1 ,
are fullled on the support of the funtion W˜0, we dedue from (4.1), (4.3), (4.27),
(4.29), (4.39), Lemma 5.2.8, Lemma 5.2.9 and Lemma 5.2.10 that the modulus of the
term B3,0 and the seond term in B4,0 assoiated to
2Re q
(
(Im F )mX ; (Im F )m−2X
)
,
while using (4.44), that we denote here B˜4,0, an both be estimated as
a0|B3,0(X)|+ a0|B˜4,0(X)| . Λ
− 12
0 W˜0(X)Ψ0(X)Re q
(
(Im F )m−1X
) 1
2m−1 ,
for all X ∈ R2n. By possibly inreasing suiently the value of the onstant Λ0 whih
is of ourse possible while keeping (4.46), one an ontrol these terms with the good
term (4.45). The value of the onstant Λ0 is now denitively xed. In (4.39), it only
remains to study the term B2,0.
About this term, we dedue from (4.1), (4.3), (4.27), (4.29), (4.39), Lemma 5.2.8
and Lemma 5.2.11 that for all X ∈ R2n,
(4.48) a0|B2,0(X)| . W˜0(X)W1(X)Re q
(
(Im F )m−1X
) 1
2m−1 .
By using now (4.31) and (4.33) with j = 1, we obtain that for all X ∈ R2n,
a0|B2,0(X)| ≤ cm−1,Λ0,...,Λm−2W˜0(X)
(m−1∏
l=1
Wl(X)
)
Re q(X)
+
m−2∑
j=1
cj,Λ0,...,Λj−1W˜0(X)
( j∏
l=1
Wl(X)
)
Ψj(X)Re q
(
(Im F )m−j−1X
) 1
2m−2j−1 ,
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whih implies that
(4.49) a0|B2,0(X)| ≤ cm−1,Λ0,...,Λm−2Re q(X)
+
m−2∑
j=1
cj,Λ0,...,Λj−1W˜0(X)
( j∏
l=1
Wl(X)
)
Ψj(X)Re q
(
(Im F )m−j−1X
) 1
2m−2j−1 ,
where the quantities cj,Λ0,...,Λj−1 stand for positive onstants whose values depend
on Λ0,..., Λj−1, but not on (Λk)j≤k≤m−2 and (αk)1≤k≤m−2, aording to the remark
done after (4.31). One an therefore hoose the onstant α1 ≥ 1 in (4.41) suiently
large in order to absorb the term of the index j = 1 in the sum appearing in the right
hand side of the estimate (4.49) by the term of same index in the good term (4.45).
This is possible sine the onstants a1,Λ0 and c1,Λ0 are now xed after our hoie of
the parameter Λ0.
This ends our step index j = 0 in whih we have hosen the values for the two
onstants Λ0 and α1 ≥ 1. We shall now explain how to hoose the remaining onstants
(Λj)1≤j≤m−2 and (αj)2≤j≤m−2 in (4.41) in order to satisfy (4.43). This hoie will
also determine the values of the onstants (aj,Λ0,...,Λj−1)1≤j≤m−2 appearing in (4.41).
After this step index j = 0, we have managed to absorb all the terms appearing in
(4.39) in the good term (4.45) at the exeption of a remainder oming from (4.46)
and (4.49),
m−2∑
j=2
cj,Λ0,...,Λj−1W˜0(X)
( j∏
l=1
Wl(X)
)
Ψj(X)Re q
(
(Im F )m−j−1X
) 1
2m−2j−1
+
ε
m− 1
〈X〉
2
2m+1 ,
where one reall that the positive onstants cj,Λ0,...,Λj−1 only depend on Λ0,...,Λj−1,
but not on (Λk)j≤k≤m−2 and (αk)1≤k≤m−2.
We proeed in the following by nite indution and assume that, at the beginning
of the step index k, with 1 ≤ k ≤ m − 2, we have already hosen the values for the
onstants (Λj)0≤j≤k−1 and (αj)1≤j≤k in (4.41); and that these hoies have allowed
to absorb all the terms appearing in the right hand side of (4.39) and (4.38), when
1 ≤ j ≤ k − 1, in the good term (4.45) at the exeption of a remainder term
(4.50)
k
m− 1
ε〈X〉
2
2m+1+
m−2∑
j=k+1
c˜j,Λ0,...,Λj−1,α1,...,αk−1W˜0(X)
( j∏
l=1
Wl(X)
)
Ψj(X)Re q
(
(Im F )m−j−1X
) 1
2m−2j−1 ,
where the quantities c˜j,Λ0,...,Λj−1,α1,...,αk−1 stand for positive onstants whose values
only depend on Λ0,..., Λj−1, α1,..., αk−1; but not on (Λl)j≤l≤m−2 and (αl)k≤l≤m−2.
We shall now explain how to hoose the onstants Λk and; αk+1, when k ≤ m− 3;
in this step index k in order to absorb the terms appearing in the right hand side of
(4.38), when j = k, at the exeption of a remainder term of the type (4.50) where k
will be replaed by k+1; in the good term (4.45). Sine the onstants (Λj)0≤j≤k−1
and (αj)1≤j≤k have already been hosen, we shall only underline in the following the
dependene of our estimates with respet to the other parameters (Λj)k≤j≤m−2 and
(αj)k+1≤j≤m−2, whose values remain to be hosen.
We notie from (4.1), (4.3), (4.27), (4.28), (4.29), (4.31), (4.38), Lemma 5.2.8 and
Lemma 5.2.12 that one an assume by hoosing the onstant Λk ≥ 1 suiently large
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that for all X ∈ R2n,
(4.51) αkak,Λ0,...,Λk−1 |B1,k(X)| . Λ
− 12
k 〈X〉
2
2m+1 ≤
ε
m− 1
〈X〉
2
2m+1 ,
sine the onstants αk, Λ0,....,Λk−1 have already been xed. Next, we dedue from
(4.1), (4.3), (4.27), (4.28), (4.29), (4.31), (4.38), Lemma 5.2.8, Lemma 5.2.9 and
Lemma 5.2.10 that the modulus of the term B3,k and the seond term in B4,k asso-
iated to
2Re q
(
(Im F )m−kX ; (Im F )m−k−2X
)
,
while using (4.44), that we denote here B˜4,k, an both be estimated as
αkak,Λ0,...,Λk−1 |B3,k(X)|+ αkak,Λ0,...,Λk−1 |B˜4,k(X)|
. Λ
− 12
k W˜0(X)
( k∏
l=1
Wl(X)
)
Ψk(X)Re q
(
(Im F )m−k−1X
) 1
2m−2k−1 ,
for all X ∈ R2n. By possibly inreasing suiently the value of the onstant Λk whih
is of ourse possible while keeping (4.51), one an ontrol these terms with the good
term (4.45).
For 1 ≤ l ≤ k, we shall now study the term
B5,k,l(X) = W˜0(X)
(
H
ImqWl
)
(X)
( k∏
j=1
j 6=l
Wj(X)
)
Ψk(X)
rm−k−1(X)
Re q
(
(Im F )m−k−1X
) 2m−2k−2
2m−2k−1
,
appearing in the term B5,k in (4.38). By notiing that
Re q
(
(Im F )m−l−2X
)
∼ Λ−1l Re q
(
(Im F )m−l−1X
) 2m−2l−3
2m−2l−1 ,
on the support of the funtion H
ImqWl+1, it follows from (4.1), (4.3), (4.27), (4.28),
(4.29), (4.31), (4.47), Lemma 5.2.8 and Lemma 5.2.13 that for all X ∈ R2n,
αkak,Λ0,...,Λk−1 |B5,k,1(X)| . Λ
− 12
k W˜0(X)Ψ0(X)Re q
(
(Im F )m−1X
) 1
2m−1
and
αkak,Λ0,...,Λk−1 |B5,k,l(X)|
. Λ
− 12
k W˜0(X)
( l−1∏
j=1
Wj(X)
)
Ψl−1(X)Re q
(
(Im F )m−lX
) 1
2m−2l+1 ,
when l ≥ 2. By possibly inreasing again the value of the onstant Λk, one an
therefore ontrol the term αkak,Λ0,...,Λk−1B5,k with the good term (4.45). The value
of the onstant Λk is now denitively xed.
About the term B2,k, we dedue from (4.1), (4.3), (4.27), (4.28), (4.29), (4.31),
(4.38), Lemma 5.2.8 and Lemma 5.2.11 that for all X ∈ R2n,
(4.52) αkak,Λ0,...,Λk−1 |B2,k(X)|
. W˜0(X)
( k+1∏
l=1
Wl(X)
)
Re q
(
(Im F )m−k−1X
) 1
2m−2k−1 .
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By distinguishing two ases, we rst assume in the following that k ≤ m− 3. In this
ase, by using (4.31) and (4.33) with j = k + 1, we obtain that for all X ∈ R2n,
αkak,Λ0,...,Λk−1 |B2,k(X)| ≤ c
′
m−1,Λ0,...,Λm−2,α1,...,αkW˜0(X)
(m−1∏
l=1
Wl(X)
)
Re q(X)
+
m−2∑
j=k+1
c′j,Λ0,...,Λj−1,α1,...,αkW˜0(X)
( j∏
l=1
Wl(X)
)
Ψj(X)Re q
(
(Im F )m−j−1X
) 1
2m−2j−1 ,
whih implies that
(4.53) αkak,Λ0,...,Λk−1 |B2,k(X)| ≤ c
′
m−1,Λ0,...,Λm−2,α1,...,αkRe q(X)
+
m−2∑
j=k+1
c′j,Λ0,...,Λj−1,α1,...,αkW˜0(X)
( j∏
l=1
Wl(X)
)
Ψj(X)Re q
(
(Im F )m−j−1X
) 1
2m−2j−1 ,
where the quantities c′j,Λ0,...,Λj−1,α1,...,αk stand for positive onstants whose values
only depend on Λ0,..., Λj−1, α1,..., αk, but not on (Λl)j≤l≤m−2 and (αl)k+1≤l≤m−2.
Indeed, we reall that the onstants appearing in the estimates (4.31) only depend on
the values of the parameters Λ0,..., Λj−1; but not on (Λl)j≤l≤m−2 and (αl)1≤l≤m−2.
One an therefore hoose the onstant αk+1 ≥ 1 in (4.41) suiently large in order to
absorb the term of index j = k+1 in the sum (4.50); and the term of index j = k+1
in the sum appearing in the right hand side of the estimate (4.53), by the term of
same index in the good term (4.45).
When k = m−2 and taking Λm−2 = 1, it follows from (4.31), used with j = m−1,
and (4.52) that for all X ∈ R2n,
αm−2am−2,Λ0,...,Λm−3 |B2,m−2(X)| . W˜0(X)
(m−1∏
l=1
Wl(X)
)
Re q(Im FX)
1
3
(4.54)
. Re q(X).
This proess allows us to ahieve the onstrution of the weight funtion p satisfying
(4.43), whih ends the proof of (4.43). This also ends the proof of Proposition 2.0.1. 
5. Appendix
5.1. Wik alulus. The purpose of this setion is to reall the denition and basi
properties of the Wik quantization that we need for the proof of Theorem 1.2.1. We
follow here the presentation of the Wik quantization given by N. Lerner in [9℄ and
refer the reader to his work for the proofs of the results realled below.
The main property of the Wik quantization is its property of positivity, i.e., that
non-negative Hamiltonians dene non-negative operators
a ≥ 0⇒ aWik ≥ 0.
We reall that this is not the ase for the Weyl quantization and refer to [9℄ for an
example of non-negative Hamiltonian dening an operator whih is not non-negative.
Before dening properly the Wik quantization, we rst need to reall the denition
of the wave pakets transform of a funtion u ∈ S(Rn),
Wu(y, η) = (u, ϕy,η)L2(Rn) = 2
n/4
∫
Rn
u(x)e−pi(x−y)
2
e−2ipi(x−y).ηdx, (y, η) ∈ R2n.
where
ϕy,η(x) = 2
n/4e−pi(x−y)
2
e2ipi(x−y).η, x ∈ Rn,
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and x2 = x21+ ...+x
2
n. With this denition, one an hek (see Lemma 2.1 in [9℄) that
the mapping u 7→Wu is ontinuous from S(Rn) to S(R2n), isometri from L2(Rn) to
L2(R2n) and that we have the reonstrution formula
(5.1) ∀u ∈ S(Rn), ∀x ∈ Rn, u(x) =
∫
R2n
Wu(y, η)ϕy,η(x)dydη.
By denoting by ΣY the operator dened in the Weyl quantization by the symbol
pY (X) = 2
ne−2pi|X−Y |
2
, Y = (y, η) ∈ R2n,
whih is a rank-one orthogonal projetion,(
ΣY u
)
(x) =Wu(Y )ϕY (x) = (u, ϕY )L2(Rn)ϕY (x),
we dene the Wik quantization of any L∞(R2n) symbol a as
(5.2) aWik =
∫
R2n
a(Y )ΣY dY .
More generally, one an extend this denition when the symbol a belongs to S ′(R2n)
by dening the operator aWik for any u and v in S(Rn) by
< aWiku, v >S′(Rn),S(Rn)=< a(Y ), (ΣY u, v)L2(Rn) >S′(R2n),S(R2n),
where < ·, · >S′(Rn),S(Rn) denotes the duality braket between the spaes S
′(Rn) and
S(Rn). The Wik quantization is a positive quantization
(5.3) a ≥ 0⇒ aWik ≥ 0.
In partiular, real Hamiltonians get quantized in this quantization by formally self-
adjoint operators and one has (see Proposition 3.2 in [9℄) that L∞(R2n) symbols dene
bounded operators on L2(Rn) suh that
(5.4) ‖aWik‖L(L2(Rn)) ≤ ‖a‖L∞(R2n).
Aording to Proposition 3.3 in [9℄, the Wik and Weyl quantizations of a symbol a
are linked by the following identities
(5.5) aWik = a˜w,
with
(5.6) a˜(X) =
∫
R2n
a(X + Y )e−2pi|Y |
2
2ndY , X ∈ R2n,
and
(5.7) aWik = aw + r(a)w ,
where r(a) stands for the symbol
(5.8) r(a)(X) =
∫ 1
0
∫
R2n
(1 − θ)a′′(X + θY )Y 2e−2pi|Y |
2
2ndY dθ, X ∈ R2n,
if we use here the normalization hosen in [9℄ for the Weyl quantization
(5.9) (awu)(x) =
∫
R2n
e2ipi(x−y).ξa
(x+ y
2
, ξ
)
u(y)dydξ,
whih diers from the one hosen in this paper. Beause of this dierene in nor-
malizations, ertain onstant fators will naturally appear in the ore of the proof
of Theorem 1.2.1 while using ertain formulas of Setion 5.1, but these are minor
adaptations. We also reall the following omposition formula obtained in the proof
of Proposition 3.4 in [9℄,
(5.10) aWikbWik =
[
ab−
1
4pi
a′.b′ +
1
4ipi
{a, b}
]
Wik
+ S,
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with ‖S‖L(L2(Rn)) ≤ dn‖a‖L∞γ2(b), when a ∈ L
∞(R2n) and b is a smooth symbol
satisfying
γ2(b) = sup
X∈R2n,
T∈R2n,|T |=1
|b(2)(X)T 2| < +∞.
The term dn appearing in the previous estimate stands for a positive onstant de-
pending only on the dimension n, and the notation {a, b} denotes the Poisson braket
{a, b} =
∂a
∂ξ
.
∂b
∂x
−
∂a
∂x
.
∂b
∂ξ
.
5.2. Some tehnial lemmas. This seond part of the appendix is devoted to the
proofs of several tehnial lemmas.
Lemma 5.2.1. If l1, l2 ∈ N then
(5.11) H
Imq Re q
(
(Im F )l1X ; (Im F )l2X
)
= 2Re q
(
(Im F )l1+1X ; (Im F )l2X
)
+ 2Re q
(
(Im F )l1X ; (Im F )l2+1X
)
,
where Re q(X ;Y ) stands for the polarized form assoiated to the quadrati form Re q.
Proof of Lemma 5.2.1. We begin by notiing from (1.11) and the skew-symmetry
property of Hamilton maps (1.12) that the Hamilton map of the quadrati form
r˜(X) = Re q
(
(Im F )l1X ; (Im F )l2X
)
,
is given by
(5.12) F˜ =
1
2
(
(−1)l1(Im F )l1Re F (Im F )l2 + (−1)l2(Im F )l2Re F (Im F )l1
)
,
sine for any l1, l2 ∈ N,
(−1)l1σ
(
X, (Im F )l1Re F (Im F )l2X
)
= σ
(
(Im F )l1X,Re F (Im F )l2X
)
(5.13)
= Re q
(
(Im F )l1X, (Im F )l2X
)
.
Then, a diret omputation (see Lemma 2 in [10℄) shows that the Hamiton map of
the quadrati form
H
Imq r˜ =
{
Im q, r˜
}
=
∂Im q
∂ξ
.
∂r˜
∂x
−
∂Im q
∂x
.
∂r˜
∂ξ
,
is given by the ommutator −2[Im F, F˜ ], that is,
H
Imq r˜(X) = −2σ
(
X, [Im F, F˜ ]X
)
.
A omputation using (5.13) then allows to diretly get (5.11). 
Lemma 5.2.2. Consider a C∞(R) funtion f suh that
f ∈ L∞(R) and ∃c1, c2 > 0, supp f
′ ⊂
{
x ∈ R : c1 ≤ |x| ≤ c2
}
,
then for all 0 < α ≤ 1 and k ∈ N,
(5.14) f
(
Re q((Im F )kX)〈X〉−2α
)
∈ S(1, 〈X〉−2αdX2).
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Proof of Lemma 5.2.2. It is suient to hek that
(5.15) ∇
(
Re q((Im F )kX)〈X〉−2α
)
∈ SΩ
(
〈X〉−α, 〈X〉−2αdX2
)
,
where Ω is a small open neighborhood of supp f ′
(
Re q((Im F )kX)〈X〉−2α
)
. We de-
due from (2.1), (2.17) and the fat that Re q((Im F )kX) is a quadrati form that
Re q
(
(Im F )kX
)
∼ 〈X〉2α
and
|∇
(
Re q((Im F )kX)
)
| . Re q((Im F )kX)1/2 . 〈X〉α,
on Ω. By notiing that 0 < α ≤ 1, 〈X〉r ∈ S(〈X〉r, 〈X〉−2dX2), for any r ∈ R, and
that the funtion Re q((Im F )kX) is just a quadrati form, we diretly dedue (5.15)
from the previous estimates and the Leibniz's rule, sine
Re q((Im F )kX) ∈ SΩ
(
〈X〉2α, 〈X〉−2αdX2
)
. 
Lemma 5.2.3. For all s ∈ R and 0 ≤ j ≤ m− 2, we have
Re q
(
(Im F )m−j−1X
)s
∈ SΩ
(
Re q
(
(Im F )m−j−1X
)s
,Re q
(
(Im F )m−j−1X
)−1
dX2
)
,
if Ω is any open set where
Re q
(
(Im F )m−j−1X
)
& 〈X〉
2(2m−2j−1)
2m+1 .
Proof of Lemma 5.2.3. Realling that the symbol Re q
(
(Im F )m−j−1X
)
is a non-
negative quadrati form and that we have from (2.17) that
(5.16)
∣∣∇Re q((Im F )m−j−1X)∣∣ . Re q((Im F )m−j−1X) 12 ,
whih implies that for all s ∈ R,∣∣∣∇(Re q((Im F )m−j−1X)s)∣∣∣
Re q
(
(Im F )m−j−1X
)s .
∣∣∇Re q((Im F )m−j−1X)∣∣
Re q
(
(Im F )m−j−1X
)
(5.17)
. Re q
(
(Im F )m−j−1X
)− 12 ,
on Ω, we notie that the result of Lemma 5.2.3 is therefore a straightforward onse-
quene of the Leibniz's rule. 
Lemma 5.2.4. Consider the funtion Ψj dened in (4.27) then for any 0 ≤ j ≤ m−2,
Ψj ∈ SΩ
(
1,Re q
(
(Im F )m−j−1X
)− 2m−2j−32m−2j−1 dX2),
if Ω is any open set where
Re q
(
(Im F )m−j−1X
)
& 〈X〉
2(2m−2j−1)
2m+1 ,
whih implies in partiular that
Ψj ∈ SΩ
(
1, 〈X〉−
2(2m−2j−3)
2m+1 dX2
)
.
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Proof of Lemma 5.2.4. We rst notie from (4.1) and (4.27) that
Re q
(
(Im F )m−j−2X
)
∼ Re q
(
(Im F )m−j−1X
) 2m−2j−3
2m−2j−1 ,
on Ω ∩ supp Ψ′j . Sine from (2.17),∣∣∇Re q((Im F )m−j−2X)∣∣ . Re q((Im F )m−j−2X) 12(5.18)
. Re q
(
(Im F )m−j−1X
) 2m−2j−3
2(2m−2j−1) ,
on Ω∩ supp Ψ′j , we dedue that the quadrati symbol Re q
(
(Im F )m−j−2X
)
belongs
to the lass
(5.19) SΩ∩suppΨ′
j
(
Re q
(
(Im F )m−j−1X
) 2m−2j−3
2m−2j−1 ,
dX2
Re q
(
(Im F )m−j−1X
) 2m−2j−3
2m−2j−1
)
,
It follows from Lemma 5.2.3 that
Re q
(
(Im F )m−j−2X
)
Re q
(
(Im F )m−j−1X
) 2m−2j−3
2m−2j−1
∈ SΩ∩suppΨ′
j
(
1,
dX2
Re q
(
(Im F )m−j−1X
) 2m−2j−3
2m−2j−1
)
,
whih implies that
Ψj ∈ SΩ
(
1,Re q
(
(Im F )m−j−1X
)− 2m−2j−32m−2j−1 dX2).
This ends the proof of Lemma 5.2.4. 
Lemma 5.2.5. Consider the funtion Wj dened in (4.28) then for any 1 ≤ j ≤
m− 1,
Wj ∈ SΩ
(
1,Re q
(
(Im F )m−j−1X
)−1
dX2
)
,
if Ω is any open set where
Re q
(
(Im F )m−j−1X
)
& 〈X〉
2(2m−2j−1)
2m+1 ,
whih implies in partiular that
Wj ∈ SΩ
(
1, 〈X〉−
2(2m−2j−1)
2m+1 dX2
)
.
Proof of Lemma 5.2.5. By notiing from (4.3) and (4.28) that
Re q
(
(Im F )m−j−1X
)
∼ Re q
(
(Im F )m−jX
) 2m−2j−1
2m−2j+1
and
Re q
(
(Im F )m−jX
)
& 〈X〉
2(2m−2j+1)
2m+1 ,
on Ω ∩ supp W ′j , and that the two derivatives ψ
′
and w′2 of the funtions appearing
in (4.27) and (4.28) have similar types of support as the funtion dened in (4.2), we
notie that we are exatly in the setting studied in Lemma 5.2.4 with j replaed by
j − 1. We therefore dedue the result of Lemma 5.2.5 from our analysis led in the
proof of Lemma 5.2.4. 
Lemma 5.2.6. If l1, l2 ∈ N then∣∣
Re q
(
(Im F )l1X ; (Im F )l2X
)∣∣ ≤ Re q((Im F )l1X) 12Re q((Im F )l2X) 12 ,∣∣∇Re q((Im F )l1X ; (Im F )l2X)∣∣ . Re q((Im F )l1X) 12 + Re q((Im F )l2X) 12 .
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Proof of Lemma 5.2.6. By reason of symmetry, we an assume in the following that
l1 ≤ l2. Realling that the quadrati form Re q is non-negative, the rst estimate is
a diret onsequene of the Cauhy-Shwarz inequality. About the seond estimate,
we reall from (5.12) that the Hamilton map of the quadrati form
Re q
(
(Im F )l1X ; (Im F )l2X
)
,
is
1
2
(
(−1)l1(Im F )l1Re F (Im F )l2 + (−1)l2(Im F )l2Re F (Im F )l1
)
.
A diret omputation as in (3.18) of [10℄ shows that
(5.20) ∇Re q
(
(Im F )l1X ; (Im F )l2X
)
= (−1)l1+1σ(Im F )l1Re F (Im F )l2X
+ (−1)l2+1σ(Im F )l2Re F (Im F )l1X
where
σ =
(
0 In
−In 0
)
.
The notation In stands here for the n by n identity matrix. We dedue from (2.17)
and (5.20) that for any k ∈ N,
(5.21) |(Im F )kRe F (Im F )kX | .
∣∣∇Re q((Im F )kX)∣∣ . Re q((Im F )kX) 12 .
By using twie the estimate (5.21) with respetively X and (Im F )l2−l1X , and the
index k = l1, we dedue from (5.20) the seond estimate of Lemma 5.2.6. 
Lemma 5.2.7. Consider the quadrati form rm−j−1 dened in (4.4) then for any
0 ≤ j ≤ m− 2,
rm−j−1(X)
Re q
(
(Im F )m−j−1X
) 2m−2j−2
2m−2j−1
∈ SΩ
(
1,Re q
(
(Im F )m−j−1X
)− 2m−2j−32m−2j−1 dX2),
if Ω is any open set where
Re q
(
(Im F )m−j−1X
)
& 〈X〉
2(2m−2j−1)
2m+1
and
Re q
(
(Im F )m−j−2X
)
. Re q
(
(Im F )m−j−1X
) 2m−2j−3
2m−2j−1 ,
whih implies in partiular that
rm−j−1(X)
Re q
(
(Im F )m−j−1X
) 2m−2j−2
2m−2j−1
∈ SΩ
(
1, 〈X〉−
2(2m−2j−3)
2m+1 dX2
)
.
Proof of Lemma 5.2.7. Sine from Lemma 5.2.6,
|rm−j−1(X)| . Re q
(
(Im F )m−j−1X
) 2m−2j−2
2m−2j−1
and
|∇rm−j−1(X)| . Re q
(
(Im F )m−j−1X
) 1
2 + Re q
(
(Im F )m−j−2X
) 1
2
. Re q
(
(Im F )m−j−1X
) 1
2 ,
on Ω, we get that the quadrati form rm−j−1 belongs to the symbol lass
SΩ
(
Re q
(
(Im F )m−j−1X
) 2m−2j−2
2m−2j−1 ,Re q
(
(Im F )m−j−1X
)− 2m−2j−32m−2j−1 dX2).
One an then dedue the result of Lemma 5.2.7 from Lemma 5.2.3. 
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When adding a large parameter Λj ≥ 1 in the desription of the open set Ω, a
straightforward adaptation of the proof of the previous lemma gives the following
L∞(Ω) estimate with respet to this parameter.
Lemma 5.2.8. Consider the quadrati form rm−j−1 dened in (4.4) then for any
0 ≤ j ≤ m− 2,∥∥
Re q
(
(Im F )m−j−1X
)− 2m−2j−22m−2j−1 rm−j−1(X)∥∥L∞(Ω) . Λ− 12j ,
if Ω is any open set where
Re q
(
(Im F )m−j−1X
)
& 〈X〉
2(2m−2j−1)
2m+1
and
Re q
(
(Im F )m−j−2X
)
. Λ−1j Re q
(
(Im F )m−j−1X
) 2m−2j−3
2m−2j−1 .
In the following lemmas, we shall arefully study the dependene of the estimates
with respet to the large parameter Λj ≥ 1.
Lemma 5.2.9. For any 0 ≤ j ≤ m− 2, we have for all X ∈ Ω,∣∣∣∣∣∣
H
Imq rm−j−1(X)
Re q
(
(Im F )m−j−1X
) 2m−2j−2
2m−2j−1
− 2Re q
(
(Im F )m−j−1X
) 1
2m−2j−1
∣∣∣∣∣∣
. Λ
− 12
j Re q
(
(Im F )m−j−1X
) 1
2m−2j−1 ,
if Ω is any open set where
Re q
(
(Im F )m−j−1X
)
& 〈X〉
2(2m−2j−1)
2m+1 ,
Re q
(
(Im F )m−j−2X
)
. Λ−1j Re q
(
(Im F )m−j−1X
) 2m−2j−3
2m−2j−1 ,
Re q
(
(Im F )m−jX
)
. Re q
(
(Im F )m−j−1X
) 2m−2j+1
2m−2j−1 .
Proof of Lemma 5.2.9. We begin by writing from (4.4) and Lemma 5.2.1 that
(5.22) H
Imq rm−j−1(X) = 2Re q
(
(Im F )m−j−1X
)
+ 2Re q
(
(Im F )m−jX ; (Im F )m−j−2X
)
.
Lemma 5.2.9 is then a onsequene of the following estimate∣∣
Re q
(
(Im F )m−jX ; (Im F )m−j−2X
)∣∣
≤ Re q
(
(Im F )m−jX
) 1
2
Re q
(
(Im F )m−j−2X
) 1
2
. Λ
− 12
j Re q
(
(Im F )m−j−1X
)
,
fullled on Ω that we obtain from Lemma 5.2.6. 
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Lemma 5.2.10. For any 0 ≤ j ≤ m− 2, we have for all X ∈ Ω,∣∣∣Re q((Im F )m−j−1X) 2m−2j−22m−2j−1H
Imq
(
Re q
(
(Im F )m−j−1X
)− 2m−2j−22m−2j−1 )∣∣∣
. Re q
(
(Im F )m−j−1X
) 1
2m−2j−1 ,
if Ω is any open set where
Re q
(
(Im F )m−j−1X
)
& 〈X〉
2(2m−2j−1)
2m+1 ,
Re q
(
(Im F )m−j−2X
)
. Λ−1j Re q
(
(Im F )m−j−1X
) 2m−2j−3
2m−2j−1 ,
Re q
(
(Im F )m−jX
)
. Re q
(
(Im F )m−j−1X
) 2m−2j+1
2m−2j−1 .
Proof of Lemma 5.2.10. We begin by writing from Lemma 5.2.1 that
(5.23) H
Imq Re q
(
(Im F )m−j−1X
)
= 4Re q
(
(Im F )m−j−1X ; (Im F )m−jX
)
.
Sine
Re q
(
(Im F )m−j−1X
) 2m−2j−2
2m−2j−1H
Imq
(
Re q
(
(Im F )m−j−1X
)− 2m−2j−22m−2j−1)
= −
2m− 2j − 2
2m− 2j − 1
H
Imq Re q
(
(Im F )m−j−1X
)
Re q
(
(Im F )m−j−1X
) ,
Lemma 5.2.10 is then a onsequene of the following estimate∣∣
Re q
(
(Im F )m−j−1X ; (Im F )m−jX
)∣∣
(5.24)
≤ Re q
(
(Im F )m−j−1X
) 1
2
Re q
(
(Im F )m−jX
) 1
2
. Re q
(
(Im F )m−j−1X
)1+ 12m−2j−1 ,
fullled on Ω that we obtain from Lemma 5.2.6. 
Lemma 5.2.11. Consider the funtions Ψj and Wj+1 dened in (4.27) and (4.28)
then for any 0 ≤ j ≤ m− 2, we have for all X ∈ Ω,
|H
ImqΨj(X)| . Λ
1
2
j Re q
(
(Im F )m−j−1X
) 1
2m−2j−1Wj+1(X),
if Ω is any open set where
Re q
(
(Im F )m−j−1X
)
& 〈X〉
2(2m−2j−1)
2m+1 ,
Re q
(
(Im F )m−j−2X
)
. Λ−1j Re q
(
(Im F )m−j−1X
) 2m−2j−3
2m−2j−1 ,
Re q
(
(Im F )m−jX
)
. Re q
(
(Im F )m−j−1X
) 2m−2j+1
2m−2j−1 .
Proof of Lemma 5.2.11. We begin by notiing from (4.28) and (4.30) that
(5.25)
∣∣∣∣∣∣ψ′

 ΛjRe q((Im F )m−j−2X)
Re q
(
(Im F )m−j−1X
) 2m−2j−3
2m−2j−1


∣∣∣∣∣∣ .Wj+1(X),
and by writing from Lemma 5.2.1 that
(5.26) H
Imq Re q
(
(Im F )m−j−2X
)
= 4Re q
(
(Im F )m−j−2X ; (Im F )m−j−1X
)
.
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It follows from Lemma 5.2.6 that for all X ∈ Ω,∣∣
Re q
(
(Im F )m−j−2X ; (Im F )m−j−1X
)∣∣
(5.27)
≤ Re q
(
(Im F )m−j−2X
) 1
2
Re q
(
(Im F )m−j−1X
) 1
2
. Λ
− 12
j Re q
(
(Im F )m−j−1X
) 2m−2j−2
2m−2j−1 .
Then, by writing that
H
Imq

 ΛjRe q((Im F )m−j−2X)
Re q
(
(Im F )m−j−1X
) 2m−2j−3
2m−2j−1

 = ΛjHImq Re q
(
(Im F )m−j−2X
)
Re q
(
(Im F )m−j−1X
) 2m−2j−3
2m−2j−1
−
2m− 2j − 3
2m− 2j − 1
ΛjRe q
(
(Im F )m−j−2X
)
H
Imq Re q
(
(Im F )m−j−1X
)
Re q
(
(Im F )m−j−1X
)1+ 2m−2j−32m−2j−1 .
Lemma 5.2.11 is a onsequene of (4.27), (5.23), (5.24), (5.26), (5.27) and (5.28), sine
Re q
(
(Im F )m−j−2X
)
∼ Λ−1j Re q
(
(Im F )m−j−1X
) 2m−2j−3
2m−2j−1 ,
on the support of Ψ′j . 
Lemma 5.2.12. For m ≥ 2, onsider the funtion W˜0 dened in (4.29) then for all
X ∈ R2n,
|H
ImqW˜0(X)| . 〈X〉
2
2m+1 .
Proof of Lemma 5.2.12. Sine |∇Im q(X)| . 〈X〉, beause Im q is a quadrati form,
Lemma 5.2.12 is then a onsequene of (4.3), (4.29) and Lemma 5.2.2. 
Lemma 5.2.13. Consider the funtion Wj+1 dened in (4.28) then for any 0 ≤ j ≤
m− 2, we have for all X ∈ Ω,
|H
ImqWj+1(X)| . Λ
1
2
j Re q
(
(Im F )m−j−1X
) 1
2m−2j−1Ψj(X),
if Ω is any open set where
Re q
(
(Im F )m−j−1X
)
& 〈X〉
2(2m−2j−1)
2m+1 ,
Re q
(
(Im F )m−j−2X
)
. Λ−1j Re q
(
(Im F )m−j−1X
) 2m−2j−3
2m−2j−1 ,
Re q
(
(Im F )m−jX
)
. Re q
(
(Im F )m−j−1X
) 2m−2j+1
2m−2j−1 .
Proof of Lemma 5.2.13. One an notie from (4.1), (4.3), (4.27), (4.28) and (4.30)
that
(5.28) ∀ 0 ≤ j ≤ n− 2,
∣∣∣∣∣∣w′2

 ΛjRe q((Im F )m−j−2X)
Re q
(
(Im F )m−j−1X
) 2m−2j−3
2m−2j−1


∣∣∣∣∣∣ . Ψj(X),
and that the derivatives of Ψj and Wj+1 are exatly the same types of funtions. It
follows that Lemma 5.2.13 is just a straightforward onsequene of Lemma 5.2.11. 
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