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Abstract. In Electrical Impedance Tomography (EIT) one wants to
image the conductivity distribution of a body from current and voltage
measurements carried out on its boundary. In this paper we consider
the underlying mathematical model, the inverse conductivity problem,
in two dimensions and under the realistic assumption that only a part
of the boundary is accessible to measurements. In this framework our
data are modeled as a partial Neumann-to-Dirichlet map (ND map).
We compare this data to the full-boundary ND map and prove that
the error depends linearly on the size of the missing part of the bound-
ary. The same linear dependence is further proved for the difference
of the reconstructed conductivities – from partial and full boundary
data. The reconstruction is based on a truncated and linearized D-bar
method. Auxiliary results include an extrapolation method to estimate
the full-boundary data from the measured one, an approximation of the
complex geometrical optics solutions computed directly from the ND
map as well as an approximate scattering transform for reconstructing
the conductivity. Numerical verification of the convergence results and
reconstructions are presented for simulated test cases.
1. Introduction
In electrical impedance tomography (EIT) a body is probed with an
electrical current to obtain information about the inner conductivity dis-
tribution. In this application full-boundary measurements are not always
possible. This is especially true in three-dimensional medical imaging; but
even in two dimensions we may be unable to access parts of the boundary.
For example, when monitoring an unconscious patient in an intensive care
unit, we usually have only access to the front part of the patient’s chest.
These limitations motivate the study of the inverse conductivity problem
with partial-boundary data.
In this work we extend the theory of direct reconstructions by the D-bar
method from full-boundary data to partial-boundary measurements. Fur-
thermore, we are interested in the error that is introduced to the data and
to the reconstructed conductivity by restricting the measurement to a part
of the boundary.
We consider a two-dimensional bounded domain Ω ⊂ R2 to which a cur-
rent f is injected from part of the boundary Γ ⊂ ∂Ω. The problem of EIT
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can then be modelled by the conductivity equation with Neumann boundary
conditions
(1.1)
∇ · σ∇u = 0, in Ω,
σ ∂u∂ν = f, on Γ ⊂ ∂Ω,
σ ∂u∂ν = 0, on Γ
c = ∂Ω \Γ.
For uniqueness we assume that the solutions u satisfy
∫
∂Ω uds = 0 and
due to conservation of charge
∫
Γ fds = 0. We are interested in recovering
the conductivity σ from boundary measurements, i.e. the trace u|∂Ω, under
given current patterns f . This measurement is modelled by the Neumann-to-
Dirichlet, or current-to-voltage map, that associates every possible current
pattern with the corresponding voltage on the boundary. Given a current
on the full boundary ϕ ∈ H˜−1/2(∂Ω) (the space of H−1/2 functions with
zero mean on ∂Ω) then the Neumann-to-Dirichlet map (ND map) is given
by the operator
Rσ : H˜
−1/2(∂Ω)→ H1/2(∂Ω), Rσϕ = u|∂Ω .
For the computational reconstruction of σ one ideally wants to represent the
ND map with respect to an orthonormal basis on the full boundary. But
if the currents are only supported on a part of the boundary, this is not
directly possible. For this reason we introduce a partial ND map. Let us
first consider a linear and bounded operator I from H˜−1/2(∂Ω) to a subspace
of functions supported only on Γ
(1.2) H
−1/2
Γ (∂Ω) := {ϕ ∈ H˜−1/2(∂Ω) : supp(ϕ) = Γ and
∫
Γ
ϕ = 0}.
Then the partial ND map is defined as the composition
R˜σ := Rσ I,
with the mapping properties R˜σ : H˜
−1/2(∂Ω) I−→ H˜−1/2Γ (∂Ω)
Rσ−−→ H1/2(∂Ω).
By this formulation we are able to interpret the measurements and we can
represent the ND map with respect to an orthonormal basis, as discussed in
Section 2.
In our main result, Proposition 3.2, we analyse the error of measured
traces from the partial ND map compared to the full ND map. In particular
we choose the basis functions to be ϕn(θ) =
1√
2pi
einθ, and h = |Γc| be
sufficiently small. Then for some constant C = C(n) > 0, with possible
dependence on n, the following error estimate holds
(1.3) ‖(R˜σ − Rσ)ϕn‖L2(∂Ω) ≤ Ch.
In the case that C is independent of n we prove, in Theorem 4.3, linear
dependence of the reconstruction error when using the partial ND map.
That is, given a truncation radius R > 0 in the scattering transform, the
(truncated) reconstructions σR from full-boundary data and σ˜R from partial-
boundary data, then we have for some C = C(R) > 0 that
(1.4) ‖σ˜R − σR‖L2(Ω) ≤ Ch.
We discuss shortly the difference of full-boundary and partial-boundary
data as well as the underlying physical behaviour. In the full-boundary
case, i.e. Γ = ∂Ω, the Dirichlet-to-Neumann data are equivalent to the
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Neumann-to-Dirichlet data. This is not true any more for partial-boundary
data, where the graphs of the two operators represent different subsets of the
Cauchy data. This can be further emphasized by the fact that the partial-
boundary Dirichlet problem is nonphysical in many applications. That is,
given a noninsulating body (e.g. a human), applied voltages on a part of the
boundary will immediately distribute to the full boundary. Thus, partially
supported Dirichlet data do not represent a common physical problem. On
the other hand, if one injects current only on a subset Γ ⊂ ∂Ω, the current
will stay zero on ∂Ω \Γ. We stress that even in this setting the resulting volt-
age distribution will be supported on the full-boundary. This is an essential
problem for the measurements: we need in our representation the measure-
ment information on ∂Ω. This limitation is overcome by an extrapolation
procedure of the measured data, as we will discuss in Section 2.2.
Theoretical results for the inverse conductivity problem with partial bound-
ary data mainly concentrate on the uniqueness question. That means, does it
follow from infinite-precision data that the conductivities are equal? Unique-
ness has been proved in several cases for the Dirichlet-to-Neumann problem,
including the important works [4, 12, 25, 28, 30]. A thorough survey of these
results can be found in [29]. For the more physical Neumann-to-Dirichlet
problem there are just a few uniqueness results published. In particular for
C2 conductivities and coinciding measurement and input domains in R2 by
[26], in higher dimensions in [19], and for different input and measurement
domains in [9]. A more pratical case with bisweep data has been addressed
in [22]. We would like to note that these results are of great importance for
the theoretical understanding, but are so far not readily applicable for the
computational reconstruction task. Furthermore, given only (very limited)
finite data uniqueness can not be guaranteed any more, as demonstrated
for the point electrode model in [8]. A constructive uniqueness proof has
been published by Nachman and Street [39] for dimension n ≥ 3. The proof
is based on the Dirichlet-to-Neumann problem as well and hence does not
apply to the problem at hand. A stability estimate was established in [20],
showing log-log-type stability of the partial-data problem, in contrast to
log-type stability for the full-boundary case [1].
Reconstruction algorithms can be roughly divided into two classes: di-
rect and indirect methods. Algorithms based on direct inversion are closely
related to theoretical studies and demand a deep understanding of the math-
ematical structure of the problem. An investigation on direct inversion from
partial-boundary data has been done in [18] based on the D-bar method
by utilizing localized basis functions (Haar wavelets) to recover the com-
plex geometric optics (CGO) solutions. Another direct approach is complex
spherical probing with localized boundary measurements [23, 24].
On the other side, indirect approaches for the partial-boundary problem
are more common and perform very well in reconstruction quality, but tend
to be slow. Typically those approaches consist in minimizing a carefully
chosen penalty functional, which is based on a thorough understanding of
physical aspects of the imaged target. In this category there are many
algorithms available. We mention a few that are of importance in our per-
ception. Those include reconstruction algorithms based on sparsity priors
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Phantom Full boundary
reconstruction
75% of boundary
reconstruction
Figure 1. Reconstructions of a human chest phantom
from simulated data. In the middle reconstruction from full-
boundary data and on the right the reconstruction from mea-
surements on 75% of the boundary. The measurement do-
main is indicated by the black line. Both reconstructions are
plotted with the same colorscale. The quality of the recon-
struction from partial-boundary data seems to be sufficient
for detecting the collapse of a lung, for example.
for simulated continuum data [14] and planar real measurements [15]. Algo-
rithms based on the complete electrode model [7, 44], which takes contact
impedances at the electrodes into account, include domain truncation ap-
proaches [5, 6, 36], difference imaging [35], and electrode configurations that
cover only a certain part of the boundary [38, 47]. In particular the com-
plete electrode model is a partial-boundary problem, for which Hyvo¨nen
[21] proved linear dependence of the data error on the maximal electrode
distance, similar to our estimate (1.3).
In this paper we use as reference the D-bar algorithm by Knudsen et al.
[32] based on results of Novikov [42] and Nachman [41], see also [31, 43].
This approach is heavily dependent on the Dirichlet-to-Neumann map (DN
map). As we discussed this is not a problem for full-boundary measurements
(essentially equivalent to the ND map), but it is for the partial-boundary
case. Therefore, we need some adjustments when having only the partial
ND map available. In Section 2 we carefully define the partial ND map and
derive a representation by boundary layer potentials. In Section 3 we define
the operator I : H˜−1/2(∂Ω)→ H˜−1/2Γ (∂Ω) and then we establish the error
estimate (1.3) of the measured traces from the partial ND map to the full
ND map.
In Section 4 we derive equations for the CGO solutions and the scattering
transform in case we have only the ND map available. In perspective of the
error estimate, we treat the partial ND map as a noisy perturbation of the
full ND map. The resulting integrals are evaluated by applying a Born
approximation as in [43]. For practical truncation radii this approach is
known to differ only minimally from the full nonlinear one. As a theoretical
conclusion we prove the linear dependence of the reconstruction error (1.4)
in Theorem 4.3.
In the computational Section 5 we demonstrate that the error estimates
hold numerically and present reconstructions for a simple circular inclusion
and a Heart-and-Lungs phantom on the unit disk. We also present a more
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realistic chest phantom on a non-circular domain, see Figure 1. For better
readability, a short discussion is directly presented with the computations.
The results are then followed by our conclusions in Section 6.
Notation. Throughout the paper, C(α, β, . . .) is a positive constant de-
pending on parameters α, β, . . ..
2. Partial-boundary measurements and data extrapolation
In this chapter we introduce our setting of the inverse problem for electri-
cal impedance tomography with continuum data supported on a part of the
boundary. We will derive a formulation of the partial ND map that allows
us to represent the measured data and analyse the error we are doing in
comparison to full-boundary data.
Γ
Figure 2. Illustration of the subset Γ ⊂ ∂Ω in black with
Ω the unit disk and a simple conductivity with circular in-
clusion.
Given our domain of interest Ω ⊂ R2, we inject a current f with zero mean
on part of the boundary Γ ⊂ ∂Ω. The setting of EIT can be modelled by
the conductivity equation with Neumann boundary condition (1.1). For the
Neumann data we introduced in (1.2) the space H˜
−1/2
Γ (∂Ω) ⊂ H˜−1/2(∂Ω)
of functions only supported on Γ. Let ϕ˜ ∈ H˜−1/2Γ (∂Ω) with ϕ˜ |Γ = f . Then
we can rewrite the boundary condition in (1.1) as
(2.1) σ
∂u
∂ν
= ϕ˜, on ∂Ω .
From this boundary condition we can model the measurement process, given
a partial current pattern ϕ˜, the ND map is defined as
Rσ ϕ˜ = u|∂Ω.
The resulting voltages are supported on the whole boundary ∂Ω and repre-
sent the actual measurement. For now we assume that we can measure on
the full-boundary ∂Ω. This assumption is obviously not practical and hence
we discuss in Section 2.2 how to estimate the full-boundary measurements
from restricted data.
To get further understanding of the boundary value ϕ˜, we introduced a
linear and bounded operator I : H˜−1/2(∂Ω) → H˜−1/2Γ (∂Ω) and defined the
partial ND map by R˜σ := Rσ I . The operator I will be specified in Section
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3. Let the partial-boundary function ϕ˜ be produced by ϕ˜ = Iϕ for some
ϕ ∈ H˜−1/2(∂Ω). Then we immediately obtain the identity
(2.2) Rσ ϕ˜ = Rσ Iϕ = R˜σϕ.
Now we can properly define the main question of this study.
Inverse Problem 2.1. By injecting partial current patterns Iϕ = ϕ˜ ∈
H˜
−1/2
Γ (∂Ω) as Neumann boundary data for
∇ · σ∇u = 0, in Ω,
σ ∂u∂ν = ϕ˜, on ∂Ω,
we can model the measurements as
Rσ ϕ˜ = R˜σϕ = u|∂Ω.
We want to know from the knowledge of the partial Neumann-to-Dirichlet
map
R˜σ : H˜
−1/2(∂Ω)→ H˜1/2(∂Ω),
how well we can recover σ.
The key quality of this formulation is that we can represent our measure-
ments via an orthonormal basis of L2(∂Ω). For instance, let Ω be the unit
disk. We choose the orthonormal basis given by the Fourier basis functions
ϕn(θ) =
1√
2pi
einθ for n ∈ Z\{0}. Now we can obtain a matrix approxima-
tion R˜σ of the partial ND map from the measurements Rσ ϕ˜n = un|∂Ω with
respect to the orthonormal basis as
(R˜σ)n,` = (R˜σϕn, ϕ`) = (Rσ ϕ˜n, ϕ`) =
1√
2pi
∫
∂Ω
un|∂Ω(θ)e−i`θdθ.
2.1. Representing the ND map by boundary layer potentials. In
this section we derive a representation of the partial ND map based on
boundary layer potentials. This way we are able to analyse the error we are
doing compared to full-boundary data in a general setting.
Let Gσ(x, y) be the Green’s functions of the conductivity equation with
Neumann boundary conditions, that is
−∇ · σ∇Gσ(x, y) = δ(x− y), for x, y ∈ Ω,(2.3)
σ ∂ν G(x, y) = 1/|∂Ω|, for y ∈ ∂Ω, x ∈ Ω.(2.4)
We have the following integral representation formula for a solution u of the
conductivity equation (see [37, Theorem 7.7]):
u(x) =
∫
∂Ω
σ(y) ∂ν u(y)Gσ(x, y)dsy, ∀x ∈ Ω,
with the condition
∫
∂Ω u = 0. Taking the limit x → ∂Ω, we obtain the
identity
u(x) = (Sσ ∂ν u)(x), ∀x ∈ ∂Ω,
where Sσ : H
−1/2(∂Ω)→ H1/2(∂Ω) is the single layer operator given by
Sσϕ(x) =
∫
∂Ω
σ(y)Gσ(x, y)ϕ(y)dsy.
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Thus, in this representation, the Neumann-to-Dirichlet map coincides with
the single layer operator restricted to the space H˜−1/2(∂Ω):
Rσ = Sσ : H˜
−1/2(∂Ω)→ H˜1/2(∂Ω).
Furthermore, this representation is used to define the partial ND map, by
using the identity (2.2)
(2.5) R˜σϕ = Rσ Iϕ = Sσ(Iϕ) = u|∂Ω,
and the difference of ND maps can then be simply expressed by
(2.6) (R˜σ − Rσ)ϕ = Rσ(ϕ˜−ϕ) = Sσ(ϕ˜−ϕ).
2.2. Measurement extrapolation. We have so far assumed that we can
measure the data on the full boundary, which is of course not a reason-
able assumption. In a realistic setting we can measure only on the same
area where we inject the currents, due to restrictions in accessibility. More
precisely, given a partial current pattern ϕ˜ ∈ H˜−1/2Γ (∂Ω), the measurement
u|∂Ω = Rσ ϕ˜ is only known on Γ. We denote the actual measurement by
u˜ := u|Γ.
We propose an extrapolation procedure to estimate u|∂Ω from u˜. In principle
it is possible to do the extrapolation on the single measured boundary trace
u˜, but the task is a lot simpler if one uses difference data, see Figure 3 for an
illustration. The D-bar method we base this study on needs difference data
to a constant conductivity, i.e. the difference of ND maps Rσ,1 := Rσ − R1.
The difference map is a smoothing operator. This can be seen by repre-
senting the ND maps by layer potentials as in Section 2.1. The principle
part of the difference is just the difference of single layer operators. As-
suming that the conductivity coincides with the constant background close
to the boundary, this difference is indeed a smoothing operator.1 We note
that this can be generalized to any smooth background and is not limited to
constants as reference data. Thus, for the extrapolation task any difference
data is sufficient.
Now we are left with the extrapolation on the difference measurement
g˜ := (Rσ,1 ϕ˜)|Γ .
The extrapolation is best adjusted to the problem at hand, but for simple
conductivities, such as a circular inclusion close to the boundary as used in
Figure 3, we propose to use cubic extension of the traces. For this we pa-
rametrize the complement of the measurement area Γc = ∂Ω \Γ by an open
interval Γc = (−a, a), with a = h/2. Then we know the boundary values at
g˜(±a), and we can numerically calculate the derivatives g˜′(±a). This way
we can define a unique cubic polynomial that extends the measurement g˜ to
Γc and denote the estimated data by g. The question left is, how well does
the extended data g approximate the difference data Rσ,1 ϕ˜?
Note that we are essentially using spline interpolation on two interpolation
points, for which the error bound is known to be O(h4), see for instance [10].
We will see in the next section that the convergence of partial ND maps is of
lower order and hence the convergence rate is conserved under this choice.
1Thanks to Petri Ola for his insight!
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Input ϕ˜ Full data u|∂Ω Partial data u|Γ
Difference data Rσ,1 ϕ˜ Measured difference g˜ Estimated g
Figure 3. Illustration of input and measurement data from
the setting in Figure 2. The first row shows the input data
(Left) and the full-boundary trace (Middle) next to what
we can actually measure on Γ (Right). The lower row shows
that extrapolation on difference data is indeed an easier task.
The ideal data (Left) next to the measurement restricted to
Γ (Middle). (Right) The estimated trace in green compared
to the ideal data in red.
3. The partial ND map
As we have seen, we can write the ND map in terms of boundary layer
potentials. In this section we will use this approach to carry out an error
analysis. We start by establishing the notation of the operator I that maps
orthonormal current patterns from H˜−1/2(∂Ω) to the subspace H˜−1/2Γ (∂Ω).
Further, we will give some basic properties of the partial ND map. Let us
start with a definition.
Definition 3.1. Let I be a linear and bounded operator from H˜−1/2(∂Ω)
to the subspace H˜
−1/2
Γ (∂Ω), we will call I the partial-boundary map. The
partial ND map is then given as the composition R˜σ := Rσ I : H˜
−1/2(∂Ω) I−→
H˜
−1/2
Γ (∂Ω)
Rσ−−→ H1/2(∂Ω).
The ND map Rσ is a linear, bounded, and self-adjoint operator, by stan-
dard theory of elliptic PDEs [16]. The partial ND map is easily seen to
be linear and bounded as composition of two linear and bounded operator.
From the dual pairing we have
〈R˜σϕ, φ〉 = 〈Rσ ϕ˜, φ〉 = 〈ϕ˜,Rσφ〉
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by self-adjointness of Rσ. Since Rσ I 6= IRσ, we get that R˜σ is not self-
adjoint on H˜−1/2(∂Ω). Assuming I is a projection operator, we have Iϕ = ϕ
for ϕ ∈ H˜−1/2Γ (∂Ω), from which we can deduce that the partial ND map R˜σ
is self-adjoint on H˜
−1/2
Γ (∂Ω). Anyhow, we will not need this result in our
further analysis.
Let us now introduce two simple choices for the partial-boundary map.
Scaling The first map shifts and scales the functions ϕ to the partial-boundary
Γ. We give here the definition for the unit disk, where the boundary
∂Ω can be parametrized by an angle θ ∈ [0, 2pi]. Then we denote
Γ = [θ1, θ2] ⊂ [0, 2pi] and the partial-boundary map is given by
Is ϕ(θ) =
{
ϕ
(
θ−θ1
r
)
if θ ∈ Γ,
0 else ,
with r =
|Γ|
| ∂Ω | .
Cut-off The second option is a cut-off with mean correction, that is
Ic ϕ(θ) =
{
ϕ(θ)− 1|Γ|
∫
Γ ϕ(τ)dτ if θ ∈ Γ,
0 else .
The mean is subtracted to make sure that Ic ϕ ∈ H˜−1/2Γ (∂Ω). Note
that this choice is clearly a projection.
3.1. Error analysis for the chosen maps. With the previous definitions
we can prove the main result of this study, the convergence for the partial
ND map. The goal is to prove an error estimate of the partial ND map to the
full-boundary ND map. The estimate depends on the length of the missing
boundary h = |Γc| and hence we can establish a convergence result to full-
boundary data. In the proof we restrict ourselves to the unit disk and the
exponential Fourier basis functions. The methodology is straightforward
and can be readily generalized to other basis functions and more general
domains. For the two choices Is and Ic of the partial-boundary map we
obtain a linear convergence rate.
Proposition 3.2 (Error of the partial ND map). Let Ω ⊂ R2 be the unit
disk, σ ∈ L∞(Ω) be a conductivity with 0 < σ0 ≤ σ(x) and σ ≡ 1 close to
∂Ω. Denote the partial ND maps as R˜cσ = Rσ I
c and R˜sσ = Rσ I
s. Let the
basis functions be ϕn(θ) =
1√
2pi
einθ for n 6= 0, and Γ = {eiθ ∈ ∂Ω : θ ∈
[h/2, 2pi − h/2]}. Then there is a constant C > 0 independent on n such
that:
‖(R˜cσ − Rσ)ϕn‖L2(∂Ω) ≤ Ch, for 0 < h ≤ pi,(3.1)
‖(R˜sσ − Rσ)ϕn‖L2(∂Ω) ≤ Cn2h, for 0 < h <
2pi
n+ 1
.(3.2)
For the cut-off case, this is equivalent to the operator estimate
(3.3) ‖R˜cσ − Rσ‖L2(∂Ω)→L2(∂Ω) ≤ Ch.
Proof. Starting from (2.6), we have
‖(R˜σ − Rσ)ϕn‖L2(∂Ω) = ‖Sσ(I−1)ϕn‖L2(∂Ω).
We recall that the single layer operator Sσ involves the Green’s function
Gσ(x, y) defined by properties (2.3), (2.4). Using the classical result [34,
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Theorem 7.1], as well as the a priori bounds on σ, there exists a constant
K > 0 such that
K−1G1(x− y) ≤ Gσ(x, y) ≤ KG1(x− y), for x, y ∈ Ω,
where G1 is the following fundamental solution of the Laplace equation:
G1(x) = − 1
2pi
log |x|.
Let S1 be the classical single layer operator
S1ϕ(x) =
∫
∂Ω
G1(x− y)ϕ(y)dsy.
Then we have
‖Sσ(I−1)ϕn‖L2(∂Ω) ≤ C‖S1(I−1)ϕn‖L2(∂Ω).
We can now use [41, Lemma 7.1] that states boundedness of S1 : H
s(∂Ω)→
Hs+1(∂Ω) for −1 ≤ s ≤ 0, which yields for s = −1 that
‖S1(I−1)ϕn‖L2(∂Ω) ≤ C‖(I−1)ϕn‖H−1(∂Ω),
where ‖ϕ‖2H−1(∂Ω) =
∑
k∈Z(1 + k
2)−1|ϕ̂(k)|2 and
ϕ̂(k) =
1
2pi
∫ 2pi
0
ϕ(θ)e−ikθdθ.
We are now left with explicitly calculating the Fourier coefficients for the
two choices of the partial-boundary map. For the cut-off case, i.e. I = Ic we
have
(3.4) (Ic−1)ϕn(θ) = −CΓχΓ − χΓcϕn(θ),
where χΓ (resp. χΓc) is the characteristic function of Γ (resp. Γ
c) and
CΓ =
1
|Γ|
∫
Γ
1√
2pi
einθdθ =
−2 sin(nh/2))
(2pi − h)n .
Straightforward computations of the Fourier coefficients of (3.4) and the
basic estimate | sin(x)| ≤ |x| show that | ̂(Ic−1)ϕn(k)| ≤ Ch, for h ≤ pi
and the constant is independent of n. This finishes the proof of the error
estimate for the cut-off case.
For the scaling case, i.e. I = Is, we have, by definition
(3.5) (Is−1)ϕn(θ) = χΓϕn
(
θ − h/2
2pi − h 2pi
)
− ϕn(θ).
The Fourier coefficients are
̂(Is−1)ϕn(k) = ie
− i
2
hk(eihk − 1)(2pi − h)
(
√
2pi)3(2(k − n)pi − hk) , for k 6= n,
̂(Is−1)ϕn(n) =
2(2pi − h) sin(hn2 )
(
√
2pi)3hn
− 1√
2pi
,
which satisfy, for h < 2pin+1 ,
| ̂(Is−1)ϕn(k)| ≤ Ch, for k 6= n,
| ̂(Is−1)ϕn(n)| ≤ Chn2.
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This gives the error estimates for the scaling case. 
These estimates immediately extend to difference data.
Corollary 3.3. Under the assumptions of Proposition 3.2 we have
‖(R˜cσ,1 − Rσ,1)ϕn‖L2(∂Ω) ≤ Ch,(3.6)
‖(R˜sσ,1 − Rσ,1)ϕn‖L2(∂Ω) ≤ Cn2h,(3.7)
where Rσ,1 := Rσ − R1, R˜σ,1 := R˜σ − R˜1.
For the cut-off case this is equivalent to the operator estimate
(3.8) ‖R˜cσ,1 − Rσ,1‖L2(∂Ω)→L2(∂Ω) ≤ Ch.
We note that the above estimates hold for more general partial-boundary
maps I that have at least linear convergence on ∂Ω with respect to h: that
is, for some C > 0,
‖(I−1)ϕn‖H−1(∂Ω) ≤ Ch.
To conclude this chapter we recall that the extrapolation error of partial-
boundary measurements is of higher order, as described in Section 2.2. Thus,
the data error is governed by restricting the input currents and not by the
limitation of the measurement domain.
4. CGO solutions and reconstructing the conductivity
In this section we present a fast way to compute the CGO solutions or di-
rectly the scattering transform for the reconstruction. For this we use a Born
approximation as introduced and studied in [31, 43]. It has been recently
shown that using this approximation to obtain the scattering transform can
lead with modern computing power to a real time D-bar reconstruction al-
gorithm [11]. This is achieved by an initialization step and parallelization.
In particular the scattering transform can be parallelized in the parame-
ter k ∈ C\{0} and solving the D-bar equation can be done independently
for each point z ∈ Ω. We will discuss in the following how to obtain the
CGO solutions and scattering transform from the ND map. But first we
need a short overview of the classical D-bar method for C2-conductivities
to establish the terminology.
4.1. The classical D-bar method for EIT. We give a very brief review of
the standard D-bar method to compute direct reconstructions for EIT with
full-boundary data. As the D-bar method we refer to [32], which is based
on Novikov’s [42] and Nachman’s [41] results. We consider the conductivity
equation with Dirichlet condition
(4.1)
∇ · σ∇u = 0, in Ω,
u|∂Ω = f, on ∂Ω .
Let the conductivity σ ∈ C2(Ω) be bounded by 0 < σ0 ≤ σ(x) ≤ C for
all x ∈ Ω and σ ≡ 1 close to ∂Ω. The measurement is modelled by the
Dirichlet-to-Neumann map
Λσ : f 7→ σ∂u
∂ν
∣∣∣∣
∂Ω
.
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The basis of the algorithm is to transform the conductivity equation to a
Schro¨dinger type equation by change of variables v =
√
σu to
(−∆ + q)v = 0.
The potential q = ∆
√
σ√
σ
is extended from Ω to C by setting σ(z) ≡ 1 for
z ∈ C\Ω. The main idea of the D-bar method is to look for special Complex
Geometric Optics (CGO) solutions ψ(z, k), as introduced in [13, 46], that
satisfy
(4.2) (−∆ + q(·))ψ(·, k) = 0,
for an auxiliary variable k ∈ C with the asymptotic condition e−ikzψ(z, k)−
1 ∈W 1,p(R2), with 2 < p <∞.
These CGO solutions can be recovered for k ∈ C\{0} by solving a Fred-
holm boundary integral equation of the second kind
ψ(z, k) = eikz −
∫
∂Ω
Gk(z − ζ) [Λσ − Λ1]ψ(ζ, k) dS(ζ),
where Gk is Faddeev’s Green’s function for the Laplacian [13], with asymp-
totics matching ψ.
Having the CGO solutions we can compute the scattering transform for
k 6= 0 by
(4.3) t(k) =
∫
∂Ω
eik¯z¯(Λσ − Λ1)ψ(z, k)ds.
We set µ(z, k) = ψ(z, k)eikz. With the scattering transform t(k) obtained,
the reconstruction of σ can then be recovered by solving the D-bar equation
for z ∈ Ω
(4.4) ∂k µ(z, k) =
1
4pik¯
t(k)e−k(z)µ(z, k),
with the modified exponential ek(z) = e
i(kz+k¯z¯). Here we used the com-
plex derivative ∂k =
1
2
(
∂
∂k1
+ i ∂∂k2
)
, for k = k1 + ik2. The reconstructed
conductivity is then given by
lim
k→0
µ(z, 0) =
√
σ(z),
where one can substitute k = 0 for the limit as shown by the analysis in
[2, 33].
4.2. Recovering the CGO solutions and scattering transform from
the ND map. The classical D-bar method uses the DN map, but in our
setting we have only the partial ND map available. For full-boundary data
we could invert the measurement matrix to obtain the DN matrix, but the
partial-boundary measurement matrix is not invertible. That means we need
to compute the CGO solutions and the scattering transform directly from
the ND map. We restrict the analysis to the full-boundary ND map and
treat the partial ND map in the following as noisy input data.
In the case of DN maps the derivation is done with Alessandrini’s identity
[1], which states a relation of two DN maps for different potentials. It is
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straightforward to adjust this to a modified Alessandrini’s identity for the
Neumann problem: given two solutions vi ∈ H1(Ω) of
(4.5)
(−∆ + qi)vi = 0 in Ω,
∂ν vi = ϕi on ∂Ω,
then the following identity holds,
(4.6)
∫
Ω
(q1 − q2)v1v2dz = −
∫
∂Ω
ϕ1(Rq1 − Rq2)ϕ2ds.
With the identity (4.6) we can continue to derive the equation used to
obtain the CGO solutions, summarized in the following result.
Proposition 4.1. Let σ ∈ C2(Ω) be bounded by 0 < σ0 ≤ σ(x) ≤ C for
all x ∈ Ω and σ ≡ 1 close to ∂Ω. Given the Complex Geometric Optics
solutions ψ(z, k) for k ∈ C\{0} and z ∈ ∂Ω, with Ω ⊂ R2 the unit disk. The
following equation holds
(4.7) ψ(z, k) = eikz − (Bk − 1
2
)(R1 − Rσ) ∂ν ψ(·, k),
where Bk is the double layer operator
Bkφ(z) = p.v.
∫
∂Ω
(∂ν Gk(z − ζ))φ(ζ)ds(ζ)
and Gk is Faddeev’s Green’s function. The normal derivative of Gk(z − ζ)
for z, ζ ∈ ∂Ω with respect to ζ is given by
(4.8) ∂ν Gk(z − ζ) = 1
2pi
Re
(
ζ
eik(z−ζ)
z − ζ
)
.
Proof. The boundary integral equation ψ can be obtained similar as in the
DN case. Consider the modified Alessandrini’s identity (4.6) and choose
q2 = q =
√
∆σ/
√
σ, v2 = ψ(·, k), q1 = 0, and v1 = Gk(z− ζ) with z /∈ Ω¯, we
have
(4.9)
−
∫
Ω
Gk(z−ζ)q(ζ)ψ(ζ, k)ds(ζ) =
∫
∂Ω
(∂ν Gk(z − ζ)) (Rq−R0) ∂ν ψ(ζ, k)ds(ζ).
From the Lippmann-Schwinger-type equation for the CGO solutions we have
the identity
(4.10) ψ = eikz −Gk ∗ (qψ),
which can be used to rewrite the left hand side of (4.9). Then taking the
limit z → ∂Ω in the double layer potential (right hand of (4.9)) introduces
the usual jump term [40, 45] and we obtain
(4.11) ψ(z, k) = eikz − (Bk − 1
2
)(R0 − Rq) ∂ν ψ(·, k).
Next we want to express the above boundary integral equation by the ND
map Rσ. For that let v be the solution of (4.5) and consider the conductivity
equation
∇ · σ∇u = 0 in Ω, ∂ν u = φ.
We have by assumption that ∂ν σ|∂Ω = 0, then we obtain
Rqφ = v|∂Ω = σ1/2u|∂Ω = σ1/2Rσ(σ1/2φ).
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Further, the assumption that σ ≡ 1 near the boundary yields the identity
Rq = Rσ
and (4.7) follows.
We are left to show (4.8) the derivation of the normal derivative of Gk, for
this we use the explicit form of the integral defining Gk. We will concentrate
on the case k = 1, the general case follows by the identity Gk(z) = G1(kz)
and G1 = e
izg1(z). Further, we can represent g1(z) by the exponential-
integral function Ei(z) as done in [3] by
(4.12) g1(z) = − 1
4pi
e−iz(Ei(iz) + Ei(−iz¯)) = − 1
2pi
e−izRe(Ei(iz)).
Thus,
G1(z) = e
izg1(z) = − 1
2pi
Re(Ei(iz)).
The exponential-integral function Ei(z) can be easily evaluated by modern
software such as MATLAB. However, the most important property for us is
that the derivative is given by
∂zEi(z) =
ez
z
.
For the argument z− ζ, with z, ζ ∈ ∂Ω and z− ζ 6= 0 the normal derivatives
in direction of ζ are then given by
∂ν Ei(i(z − ζ)) = −ζ e
i(z−ζ)
z − ζ , and ∂ν Ei(−i(z¯ − ζ¯)) = −ζ¯
e−i(z¯−ζ¯)
z¯ − ζ¯ .
Together we obtain
∂ν G1(z − ζ) = − 1
4pi
(
−ζ e
i(z−ζ)
z − ζ − ζ¯
e−i(z¯−ζ¯)
z¯ − ζ¯
)
=
1
2pi
Re
(
ζ
ei(z−ζ)
z − ζ
)
.

The equation (4.7) obtained cannot be solved without further knowledge
about the normal derivative ∂ν ψ. We would need to state the boundary
integral equation with ∂ν ψ on the left side, which has been done in [27]. For
our purpose the formulation (4.7) is sufficient, since we compute it with the
help of a Born approximation to compute the CGO solutions. But before we
discuss this in the next section, let us obtain an equation for the scattering
transform in a similar fashion. The scattering transform is defined as
t(k) =
∫
Ω
q(ζ)eik¯ζ¯ψ(ζ, k)ds(ζ).
By the modified Alessandrini’s identity (4.6) and the choices q1 = 0, v1 =
eik¯z¯, q2 = q =
√
∆σ/
√
σ and v2 = ψ(·, k) we obtain
t(k) =
∫
∂Ω
(
∂ν e
ik¯ζ¯
)
(R1 − Rσ) ∂ν ψ(ζ, k)ds(ζ).
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4.3. Born approximation and reconstruction error. We present the
integral formulas to obtain the CGO solutions and the scattering transform
separately by using a Born approximation as utilized in [31, 43]. We ap-
proximate the CGO solutions with their asymptotic behaviour, i.e.
ψ ≈ eikz.
On the unit disk the normal derivative is simply given by
∂ν e
ikz = ikzeikz.
Now we can compute approximate CGO solutions from equation (4.7) by
evaluating the following equation
(4.13) ψND(z, k) := eikz − (Bk − 1
2
)(R1 − Rσ) ∂ν eikz.
The CGO solutions can be of particular interest, since they contain non-
linear information of the inverse conductivity problem and can be used as a
data fidelity term as shown in [17].
If one is instead just interested in computing the reconstruction, the approx-
imate scattering transform can be directly obtained from
tND(k) :=
∫
∂Ω
(
∂ν e
ik¯ζ¯
)
(R1 − Rσ) ∂ν eikζds(ζ).(4.14)
This can then be used to solve the D-bar equation (4.4) to get the recon-
struction of σ. Computationally it is not feasible to compute the scattering
transform for all k ∈ C\{0}. Therefore we define a cut-off radius R > 0 and
compute
tNDR (k) =
{
tND(k) if |k| < R,
0 else.
We use tNDR (k) to solve the D-bar equation (4.4) and denote the recon-
structed conductivity by σR.
So far we used the full-boundary ND map Rσ. Interpreting the partial ND
map R˜σ as a noisy approximation to Rσ, we can use the results of Section 3.1
to establish an error estimate for the reconstruction from partial-boundary
data. The essential step is to verify that the linear estimate holds for the
scattering transform.
From now on we will restrict our analysis to the partial ND map R˜cσ con-
structed with the cut-off operator Ic, since we need the operator estimate
(3.8) in the proof. Anyhow, for the computations with finite matrix ap-
proximations of the ND maps, the results can be extended for both partial-
boundary maps.
Proposition 4.2. Let Ω ⊂ R2 be the unit disk and Γ = {eiθ ∈ ∂Ω : θ ∈
[h/2, 2pi − h/2]}. Let σ ∈ C2(Ω) be bounded by 0 < c ≤ σ(x) ≤ C for all
x ∈ Ω and σ ≡ 1 close to ∂Ω. For a fixed cut-off radius 0 < R < ∞,
let texpR be computed from R1,σ and t˜
exp
R from R˜
c
1,σ (cut-off case). Then for
0 < h ≤ pi, there are constants C,L > 0 such that
(4.15)
∣∣∣∣∣texpR (k)− t˜
exp
R (k)
k¯
∣∣∣∣∣ ≤ Ch|k|e2L|k|, for |k| ≤ R.
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Proof. Estimating for fixed k, we have by∣∣∣∣∣texpR (k)− t˜
exp
R (k)
k¯
∣∣∣∣∣ =
∣∣∣∣1k¯
∫
∂Ω
(
∂ν e
ik¯z¯
)
(Rσ,1 − R˜c1,σ) ∂ν eikzdz
∣∣∣∣
≤
∣∣∣∣1k¯
∣∣∣∣ ∥∥∥(∂ν eik¯z¯) (Rσ,1 − R˜c1,σ) ∂ν eikz∥∥∥L1(∂Ω)
≤
∣∣∣∣1k¯
∣∣∣∣ ∥∥∥∂ν eik¯z¯∥∥∥L2(∂Ω) ∥∥∥(Rσ,1 − R˜c1,σ) ∂ν eikz∥∥∥L2(∂Ω)
≤ Ch|k|
∥∥∥∂ν eik¯z¯∥∥∥
L2(∂Ω)
∥∥∥∂ν eikz∥∥∥
L2(∂Ω)
,
where we used the operator inequality (3.8). The last norms can be bounded
by
‖ ∂ν eik¯z¯‖L2(∂Ω) = ‖ik¯z¯eik¯z¯‖L2(∂Ω) ≤ |k|‖zeik¯z¯‖L2(∂Ω) ≤ C|k|eL|k|,
which yields the proof. 
The error estimate of the scattering transform is the crucial result for the
reconstruction error, since the reconstructed conductivity depends contin-
uously on the scattering transform as shown and utilized in several papers
[31, 32]. Following this we can establish the linear dependence of the recon-
structions.
Theorem 4.3 (Reconstruction error). Let Ω,Γ, σ, R, texpR , t˜
exp
R satisfy the as-
sumptions of Proposition 4.2. Let σR and σ˜R be conductivities reconstructed
from texpR , t˜
exp
R respectively. Then, for 0 < h ≤ pi, there exists a constant
C = C(R) > 0 such that
(4.16) ‖σR − σ˜R‖L2(Ω) ≤ Ch.
Proof. We want to apply Lemma 2.1 from [32], that states continuous de-
pendence of the solution to the D-bar equation on the scattering transform,
for which we first need to show boundedness of texpR (k)/k¯ and t˜
exp
R (k)/k¯. By
the same arguments of the proof of Proposition 4.2 we have
(4.17)
∣∣∣∣texpR (k)k¯
∣∣∣∣ ≤ C|k|eL|k|,
∣∣∣∣∣ t˜
exp
R (k)
k¯
∣∣∣∣∣ ≤ C|k|eL|k|,
for some constants C,L > 0 and for |k| ≤ R. Now [32, Lemma 2.1] for the
solutions of the D-bar equation gives
(4.18) ‖µR(x, ·)− µ˜R(x, ·)‖Cα(B0(R)) ≤ C
∥∥∥∥∥texpR −t˜
exp
R
k¯
∥∥∥∥∥
Lp∩Lp′ (B0(R))
,
where the constant depends on the support of the scattering transform with
3/4 < p < 2, α < 2/p− 1, and 1/p′ = 1− 1/p. The right hand of (4.18) can
be estimated by using Proposition 4.2:∥∥∥∥∥texpR −t˜
exp
R
k¯
∥∥∥∥∥
Lp∩Lp′ (B0(R))
≤ C(R)h.(4.19)
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The reconstruction at a point x ∈ Ω is given by σR(x) = µR(x, 0)2, σ˜R(x) =
µ˜R(x, 0)
2 resp., and we obtain
‖σR − σ˜R‖L2(Ω) = ‖µR(·, 0)2 − µ˜R(·, 0)2‖L2(Ω)
= ‖(µR(·, 0)− µ˜R(·, 0))(µR(·, 0) + µ˜R(·, 0))‖L2(Ω)
≤ C‖µR(·, 0)− µ˜R(·, 0)‖L2(Ω)
≤ C‖µR(·, 0)− µ˜R(·, 0)‖L∞(Ω).
Further, for fixed x ∈ Ω
|µR(x, 0)− µ˜R(x, 0)| ≤ C‖µR(x, ·)− µ˜R(x, ·)‖L∞(B0(R))
≤ C‖µR(x, ·)− µ˜R(x, ·)‖Cα(R2).
The linear dependence (4.16) in the claim follows from (4.18) and (4.19). 
5. Computational results
The first results presented in this section are for phantoms on the unit
disk, for which we have proven linear convergence of the data error. We
will verify that the estimates hold. In the following we will investigate how
well the CGO solutions are preserved visually. Reconstructions are then
presented and we verify the reconstruction error proved in Theorem 4.3. In
the last part of our computations we will present a more realistic medical
motivated Heart-and-Lungs phantom on a non-circular chest-shaped mesh.
For better readability, we have included a short discussion at the end of each
subsection. But first we need to address a few computational aspects.
The equations (4.13) and (4.14) are defined for all k ∈ C\{0}. Obviously
this is computationally not feasible and we need to restrict ourselves to solv-
ing on a disk of a radiusR: this approach is a proven regularization technique
[32] in the DN case. The instability under noise can be easily observed in
the scattering transform, see Figure 4 for an illustration. For full-boundary
data with noise, the instability forms outside a stable circle with radius
R > 0 such that |k| < R, hence for stabilizing the reconstruction procedure
a cut-off radius is a well working approach. With partial-boundary data this
is not the case any more as seen in the right column of Figure 4. Thus, we
propose to use an additional threshold parameter c > 0 and set
tNDR,c(k) =
{
tNDR (k) if |Re(tNDR (k))| < c or |Im(tNDR (k))| < c.
0 else.
This approximate scattering transform will then be used to solve the D-bar
equation (4.4) to obtain a reconstruction
σR,c(z) = (µR,c(z, 0))2.
5.1. Verifying the error estimates. In this section we verify that the
error estimates from Section 3.1 hold also numerically. From Proposition
3.2 we have the linear error estimates for single currents ϕn(θ) =
1√
2pi
einθ.
At first we are interested if the asymptotic behaviour holds for the con-
stant conductivity σ ≡ 1, i.e. the classical Laplace equation. The error of
the scaling basis depends also on the order n ∈ Z\{0}. Since we compute
only for small n, this has no notable effect on the computational conver-
gence. The computed relative errors can be seen in Figure 5, on the left for
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Figure 4. Computed scattering transform texp(k) for
|k| < 6 of the circle phantom. The scattering transform
for full-boundary data (Left) is stable in the disk of radius
6. Full boundary data with noise (Middle) causes instability.
In the partial data case for 50% of the boundary (Right) we
see that the instability does not form in the typical circular
manner. This suggests to use a cut-off radius combined with
a threshold parameter.
the scaling partial-boundary map and on the right for the cut-off case. We
emphasize that for this error estimate we assume to know the measurement
on the whole boundary ∂Ω, whereas the Neumann data is only supported
on Γ. The error is computed with respect to the known analytical solution
Rσϕn(θ) =
1
|n|√2pie
inθ.
The next test is to verify that the convergence rates are preserved under
conductivities different to 1. We use a circular inclusion and the Heart-and-
Lungs phantom for comparison. The computed relative errors can be seen
in Figure 6. These computations are still for ideal full-boundary measure-
ments. Here we computed the reference full-boundary measurements with
high accuracy for the computation of the error.
At last we compute the partial ND matrices (R˜σ)n,` = (R˜σϕn, ϕ`), with
16 basis functions, such that n, ` ∈ {±1,±2, . . . ,±8}. The error estimate for
the difference partial ND map has been stated in Corollary 3.3 and can be
directly used to estimate the error of computed ND matrices. The difference
partial ND matrices R˜σ,1 are computed from ideal measurements and from
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Data error: Scaling Data error: Cut-off
Figure 5. Relative error of measurements from the partial
ND map to the full-boundary ND map. Computations are
for the Laplace equation and different order n of the current
patterns. On the left for the scaling and on the right for the
cut-off partial-boundary map.
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Data error: Scaling Data error: Cut-off
Figure 6. Relative error of measurements from the partial
ND map to the full-boundary ND map for different conduc-
tivities σ and fixed order n = 1. We compare the constant
conductivity, a circular inclusion close to the boundary Γ and
the Heart-and-Lungs phantom. On the left for the scaling
and on the right for the cut-off partial-boundary map.
extrapolated boundary traces. The resulting relative errors are plotted in
Figure 7.
In all three examples the convergence for small h has linear behaviour and
follows the predicted rate. In Figure 5 one can see that for higher order n
the convergence breaks down for large h due to numerical instabilities. For
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Figure 7. Relative error of the difference partial ND
matrices to the full-boundary ND matrix for both partial-
boundary maps. On the left for the circular inclusion and on
the right for the Heart-and-Lungs phantom, with comparison
of ideal full-boundary information and extrapolated data.
smaller order the convergence rate is preserved up to 50% of missing bound-
ary, that is |Γc| = pi. For the three different conductivities, the convergence
graphs have very similar shape as seen in Figure 6, only the constants of the
error term change slightly. Introducing the extrapolation for computing the
ND matrices, we can see in Figure 7 that the error is preserved and only
a slight difference for large h occurs due to inaccuracies in the estimation
process.
5.2. Computing the CGO solutions. We compute the CGO solutions
directly from the ND map, as discussed in Section 4.3. The approximate
CGO solutions ψND(z, k) can then be computed for fixed k ∈ C\{0} from
(4.13). For illustrating the results we use the concept of the CGO sinogram
in the unit disk as introduced in [17]. That is for ϕ, θ ∈ [0, 2pi] and r > 0
the CGO sinogram is given by
Sσ(θ, ϕ, r) = µ(e
iθ, eiϕ)− 1
= exp(−irei(ϕ+θ))ψ(eiθ, eiϕ)− 1.
(5.1)
For a fixed radius r > 0 the CGO sinogram consists of all CGO solutions with
|k| = r and hence is especially suitable for illustration. In Figure 8 one can
see the CGO sinogram for the circular inclusion phantom and the radius r =
2. The reference solution is computed by solving the Lippmann-Schwinger
type equation (4.10) for µ directly from the knowledge of the conductivity.
The approximate CGO solutions are computed from the ND map by (4.13).
We compare the results for full-boundary data to measurements from 75%
of the boundary for both partial-boundary maps.
From Figure 8 one can see in the second column that approximating
the CGO solutions by (4.13) seems to be reasonable. The characteristics
are well preserved and only minimal differences can be seen. Restricting
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Figure 8. Computed CGO sinogram Sσ(θ, ϕ, r) for |k| =
r = 2 of a circular inclusion. (Left) Reference by solving the
Lippmann-Schwinger type equation for µ. The solutions to
the right are computed from (4.13) for full-boundary data
and 75% of the boundary available. We plotted the angular
variable θ for z on the x-axis and ϕ for k on the y-axis of
each image.
the input currents and measurements to 75% of the boundary introduces
clear instabilities in the CGO solutions. It is interesting to note that for
ϕ ∈ [0, 3pi/2] the solutions are rather stable and the instabilities occur mostly
for the argument ϕ > 3pi/2.
5.3. Reconstructions on the unit disk. The first test case is a simple
circular inclusion located close to the measurement boundary Γ, with radius
r = 0.15, conductivity value 2, and smoothed at the inclusion boundary.
We have computed reconstructions with decreasing percent of the boundary
available. The measured voltages are extrapolated with the cubic spline
approach as described in 2.2. The partial ND matrices are formed from
32 basis functions and the reconstructions are computed by using the Born
approximation approach for the scattering transform and then solving the
D-bar equation to obtain the reconstructions in Figure 9. The radius for
computing the scattering transform and threshold values are presented in
Table 1.
The second test case is the medical motivated Heart-and-Lungs phantom
on the unit disk. The conductivity is piecewise constant and hence repre-
sents more realistic measurements. The conductivity values are 0.5 for the
lungs filled with air and 2 for the heart due to the blood. The measurement
boundary Γ is again centred on the left. Reconstructions can be seen in Fig-
ure 10 and the corresponding parameter choices for the scattering transform
in Table 1.
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Figure 9. Reconstructions of a phantom with circular in-
clusion (conductivity value 2) with decreasing percentage of
the boundary available. The measurement domain is centred
on the left as indicated for each reconstruction by the black
line. The first row shows reconstructions for the cut-off basis
functions and the lower row for scaling basis functions.
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87.5% 75% 50%
Figure 10. Reconstructions of the Heart-and-Lungs phan-
tom with decreasing percentage of the boundary available.
The measurement domain is centred on the left as indicated
by the black lines. The conductivity values are 0.5 for the
lungs and 2 for the heart.
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87.5% 75% 50% 25%
Circle: cut-off - R = 5 R = 4.5 R = 4.5
- c = 5 c = 6 c = 8
scaling - R = 5 R = 5 R = 4
- c = 4 c = 4 c = 4
HnL: cut-off R = 4 R = 4 R = 4 -
c = 10 c = 8 c = 8 -
scaling R = 4 R = 4 R = 5 -
c = 10 c = 10 c = 10 -
Table 1. Values chosen for computing t˜
ND
R,c(k) for each case
presented. The values are chosen such that features in the
image are close to the original and contrast is maximized.
At last we verify that Theorem 4.3 holds numerically. As stated in the
theorem, we compute the reconstruction error for a fixed cut-off radius for all
reconstructions. The resulting errors are plotted in Figure 11 for both of the
phantoms in the unit disk. Theorem 4.3 only covers the cut-off case, since we
do not have an operator norm for the scaling basis. As mentioned before, in
case we only have a finite matrix approximation of the ND map available the
result extends to the scaling case as well. The predicted linear convergence
rate is achieved for both basis functions with extrapolated measurements. It
is interesting to note that the graphs have similarities in their shape to the
error in ND matrices. This is due to the continuity of solutions of the D-bar
equation, that means the behaviour of the data error directly translates to
the reconstruction error.
h h
‖σ˜
R
−
σ
R
‖ 2
/
‖σ
R
‖ 2
‖σ˜
R
−
σ
R
‖ 2
/
‖σ
R
‖ 2
Circular inclusion Heart-and-Lungs
Figure 11. Relative error of reconstructions from extrapo-
lated measurements with fixed cut-off radius R = 3 and no
threshold. On the left for the circular inclusion and on the
right for the Heart-and-Lungs phantom.
The reconstructions in Figure 9 and Figure 10 have very similar char-
acteristics. In general the contrast of the reconstruction decreases with
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Phantom
Combined data
reconstruction
Figure 12. Reconstruction of the Heart-and-Lungs phan-
tom by combining the data acquired on 75% of the boundary
with the scaling and cut-off basis. Some contrast is lost, but
features are nicely preserved and separated.
the measurement domain available. For the cut-off basis we see that the
reconstruction is centred close to the measurement boundary, whereas for
the scaling basis the reconstruction tends to move into the middle of the
domain. This suggests a numerical experiment of combining the data as
R˜σ,1 = 1/2(R˜
c
σ,1 + R˜
s
σ,1) and use this for computing the reconstruction, as
illustrated in Figure 12.
5.4. Reconstructions for a human chest phantom. We consider a
Heart-and-Lungs phantom defined on a chest-shaped mesh (see Figure 13).
The conductivity values in this case are 0.5 for the lungs filled with air and
3 for the heart.
For the simulation of the ND map we first need to define an orthonormal
basis on the boundary: Let r : [0, 2pi] → [0, 2pi], s 7→ r(s) be the arclength
parametrization of ∂Ω (where Ω is our chest region), i.e. if γ(s) = eir(s), then
|γ′(s)| = 1. The functions ϕn = (2pi)−1/2einr(s) then form an orthonormal
basis of L2(∂Ω) and the ND map can be simulated as before. Thus, we
compute the partial ND matrix as
(R˜σ)n,` = (R˜σϕn, ϕ`) = (Rσ ϕ˜n, ϕ`) =
1√
2pi
∫
∂Ω
un|∂Ω(r(s))e−i`r(s)ds.
This also applies when computing the scattering transform over ∂Ω. The
D-bar equation is then solved for each point in the chest mesh.
The reconstructions are all displayed in Figure 13. For the measurement
domain we have chosen two positions of the patient, lying sideways and on
the back. The position of the measurement domain was chosen such that it
reasonably represents the accessible part of the patient. In all four cases the
reconstruction quality seems to be sufficient for detecting the collapse of a
lung, for example. The heart is pushed to the boundary in some reconstruc-
tions and seems to disappear. This could be overcome by reconstructing on
a slightly larger mesh to catch the disappearing features.
6. Conclusions
The inverse problem of electrical impedance tomography with the realistic
assumption that only part of the boundary is accessible for measurements
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Figure 13. Reconstructions of a human chest phantom
with two measurement positions. (Left) A sideways lying
patient with 66% of the boundary available for measurements
and (Right) a patient lying on the back with 75% of the
boundary available. The measurement domain is indicated
by the black line. Results for both choices of the partial-
boundary map are illustrated.
has been studied. In this setting it is important to consider the Neumann
problem rather than the Dirichlet problem, since partially supported Dirich-
let boundary conditions are nonphysical in many applications. In this con-
text we have introduced a partial Neumann-to-Dirichlet map: represented
as a composition of the ND map and a partial-boundary map. The choice
of the partial-boundary map is crucial for the error analysis and the recon-
struction quality. For an electrode model involving contact impedances one
could choose it as the nonorthogonal projection introduced in [21]. This
suggests that our approach can be extended to real measurement data.
Our main result, Proposition 3.2, shows that the error between the partial
ND map and the full ND map depends linearly on the length of the missing
boundary. This result assumes knowledge of the measurement on the whole
boundary. If one restricts the measurement domain to the same area as the
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current input, one has to extend the data to the full boundary. This is done
via an extrapolation procedure on the difference data, such that the linear
error estimate is preserved. Thus, the error in the data is not governed by
restriction of the measurement domain, but by restricting the input current.
Computation of the CGO solutions and the scattering transform is done
directly from the ND map by utilizing a Born approximation. The ap-
proximate reconstructions are then computed from the truncated scattering
transform. Further, if the choice of partial-boundary map permits to estab-
lish an operator estimate for the partial ND map, we can prove that the
reconstruction error from the partial ND map (compared to full ND map)
has linear dependence as well.
In the computational section we have verified that the error estimates
hold asymptotically when the missing boundary is small. For finite data
the reconstruction error holds also for partial-boundary maps that do not
provide an operator estimate. It is of particular interest to note that the fea-
tures of the reconstructions depend heavily on the choice of partial-boundary
map. This suggests that more research can be done to optimize the choice
of boundary currents for the partial data problem.
There are several approaches one could imagine to improve direct recon-
struction from the partial ND map. One possibility is to combine data from
measurements with several choices of partial boundary map as illustrated
in Figure 12. For the chest reconstructions in Figure 13 one can see that
some features seem to disappear from the image. This could be overcome by
reconstructing on a slightly larger mesh and outlining the original domain
in the reconstruction.
Acknowledgements
This work was supported by the Academy of Finland through the Finnish
Centre of Excellence in Inverse Problems Research 20122017, decision num-
ber 250215. AH and MS were partially supported by FiDiPro project of the
Academy of Finland, decision number 263235.
References
[1] G. Alessandrini, Stable determination of conductivity by boundary measurements,
Applicable Analysis, 27 (1988), pp. 153–172.
[2] J. A. Barcelo´, T. Barcelo´, and A. Ruiz, Stability of the inverse conductivity
problem in the plane for less regular conductivities, Journal of Differential Equations,
173 (2001), pp. 231–270.
[3] M. Boiti, J. P. Leon, M. Manna, and F. Pempinelli, On a spectral transform of a
KdV-like equation related to the Schro¨dinger operator in the plane, Inverse Problems,
3 (1987), pp. 25–36.
[4] A. L. Bukhgeim and G. Uhlmann, Recovering a potential from partial Cauchy data,
Communications in Partial Differential Equations, 27 (2002), pp. 653–668.
[5] D. Calvetti, P. J. Hadwin, J. M. Huttunen, D. Isaacson, J. P. Kaipio, D. Mc-
Givney, E. Somersalo, and J. Volzer, Artificial boundary conditions and domain
truncation in electrical impedance tomography. part i: Theory and preliminary results,
Inverse Problems and Imaging, 9 (2015), pp. 749–766.
[6] D. Calvetti, P. J. Hadwin, J. M. Huttunen, J. P. Kaipio, and E. Somer-
salo, Artificial boundary conditions and domain truncation in electrical impedance
tomography. part ii: Stochastic extension of the boundary map., Inverse Problems and
Imaging, 9 (2015), pp. 767–789.
DIRECT INVERSION FROM PARTIAL-BOUNDARY DATA 27
[7] K. Cheng, D. Isaacson, J. Newell, and D. Gisser, Electrode models for elec-
tric current computed tomography, IEEE Transactions on Biomedical Engineering, 36
(1989), pp. 918–924.
[8] L. Chesnel, N. Hyvo¨nen, and S. Staboulis, Construction of indistinguishable
conductivity perturbations for the point electrode model in electrical impedance to-
mography, SIAM Journal on Applied Mathematics, 75 (2015), pp. 2093–2109.
[9] F. J. Chung, Partial data for the neumann-to-dirichlet map, Journal of Fourier
Analysis and Applications, 21 (2015), pp. 628–665.
[10] P. Deuflhard and A. Hohmann, Numerical analysis in modern scientific comput-
ing: an introduction, vol. 43, Springer Science & Business Media, 2012.
[11] M. Dodd and J. L. Mueller, A real-time D-bar algorithm for 2-D electrical
impedance tomography data, Inverse problems and imaging, 8 (2014), pp. 1013–1031.
[12] D. Dos Santos Ferreira, C. E. Kenig, J. Sjo¨strand, and G. Uhlmann, Deter-
mining a magnetic Schro¨dinger operator from partial Cauchy data, Communications
in mathematical physics, 271 (2007), pp. 467–488.
[13] L. D. Faddeev, Increasing solutions of the Schro¨dinger equation, Soviet Physics
Doklady, 10 (1966), pp. 1033–1035.
[14] H. Garde and K. Knudsen, Sparsity prior for electrical impedance tomog-
raphy with partial data, Inverse Problems in Science and Engineering, DOI:
10.1080/17415977.2015.1047365 (2015), pp. 1–18.
[15] M. Gehre, T. Kluth, C. Sebu, and P. Maass, Sparse 3D reconstructions in
electrical impedance tomography using real data, Inverse Problems in Science and
Engineering, 22 (2014), pp. 31–44.
[16] D. Gilbarg and N. S. Trudinger, Elliptic Partial Differential Equations of Second
Order, Springer, 1977.
[17] S. J. Hamilton, A. Hauptmann, and S. Siltanen, A data-driven edge-preserving
D-bar method for electrical impedance tomography, Inverse Problems and Imaging, 8
(2014), pp. 1053–1072.
[18] S. J. Hamilton and S. Siltanen, Nonlinear inversion from partial EIT data: com-
putational experiments, Contemporary Mathematics, 615 (2014), pp. 105–129.
[19] B. Harrach and M. Ullrich, Local uniqueness for an inverse boundary value prob-
lem with partial data, in Proc. Amer. Math. Soc., to appear.
[20] H. Heck and J.-N. Wang, Stability estimates for the inverse boundary value problem
by partial Cauchy data, Inverse Problems, 22 (2006), pp. 1787–1796.
[21] N. Hyvo¨nen, Approximating idealized boundary data of electric impedance tomogra-
phy by electrode measurements, Mathematical Models and Methods in Applied Sci-
ences, 19 (2009), pp. 1185–1202.
[22] N. Hyvo¨nen, P. Piiroinen, and O. Seiskari, Point measurements for a neumann-
to-dirichlet map and the caldero´n problem in the plane, SIAM Journal on Mathemat-
ical Analysis, 44 (2012), pp. 3526–3536.
[23] T. Ide, H. Isozaki, S. Nakata, and S. Siltanen, Local detection of three-
dimensional inclusions in electrical impedance tomography, Inverse problems, 26
(2010), p. 035001.
[24] T. Ide, H. Isozaki, S. Nakata, S. Siltanen, and G. Uhlmann, Probing for elec-
trical inclusions with complex spherical waves, Communications on pure and applied
mathematics, 60 (2007), pp. 1415–1442.
[25] O. Imanuvilov, G. Uhlmann, and M. Yamamoto, The Caldero´n problem with
partial data in two dimensions, American Mathematical Society, 23 (2010), pp. 655–
691.
[26] O. Imanuvilov, G. Uhlmann, and M. Yamamoto, Inverse boundary value problem
by partial data for the neumann-to-dirichlet-map in two dimensions, arXiv preprint
arXiv:1210.1255, (2012).
[27] M. Isaev and R. Novikov, Reconstruction of a potential from the impedance bound-
ary map, Eurasian Journal of Mathematical and Computer Applications, 1 (2013),
pp. 5–28.
[28] V. Isakov, On uniqueness in the inverse conductivity problem with local data, Inverse
Problems and Imaging, 1 (2007), pp. 95–105.
28 A. HAUPTMANN, M. SANTACESARIA, AND S. SILTANEN
[29] C. Kenig and M. Salo, Recent progress in the Caldero´n problem with partial data,
Contemp. Math, 615 (2014), pp. 193–222.
[30] C. Kenig, J. Sjostrand, and G. Uhlmann, The Caldero´n problem with partial
data, Annals of Mathematics-Second Series, 165 (2007), pp. 567–592.
[31] K. Knudsen, M. Lassas, J. Mueller, and S. Siltanen, D-bar method for electrical
impedance tomography with discontinuous conductivities, SIAM Journal on Applied
Mathematics, 67 (2007), p. 893.
[32] K. Knudsen, M. Lassas, J. Mueller, and S. Siltanen, Regularized D-bar method
for the inverse conductivity problem, Inverse Problems and Imaging, 3 (2009), pp. 599–
624.
[33] K. Knudsen and A. Tamasan, Reconstruction of less regular conductivities in the
plane, Communications in Partial Differential Equations, 29 (2004), pp. 361–381.
[34] W. Littman, G. Stampacchia, and H. F. Weinberger, Regular points for elliptic
equations with discontinuous coefficients, Annali della Scuola Normale Superiore di
Pisa-Classe di Scienze, 17 (1963), pp. 43–77.
[35] D. Liu, V. Kolehmainen, S. Siltanen, A.-m. Laukkanen, and A. Seppa¨nen,
Estimation of conductivity changes in a region of interest with electrical impedance
tomography, Inverse Problems and Imaging, 9 (2015), pp. 211–229.
[36] D. Liu, V. Kolehmainen, S. Siltanen, and A. Seppa¨nen, A nonlinear approach to
difference imaging in EIT; assessment of the robustness in the presence of modelling
errors, Inverse Problems, 31 (2015), p. 035012.
[37] W. C. H. McLean, Strongly elliptic systems and boundary integral equations, Cam-
bridge university press, 2000.
[38] J. Mueller, D. Isaacson, and J. C. Newell, A reconstruction algorithm for
electrical impedance tomography data collected on rectangular electrode arrays, IEEE
Transactions on Biomedical Engineering, 49 (1999), pp. 1379–1386.
[39] A. Nachman and B. Street, Reconstruction in the Caldero´n problem with partial
data, Communications in Partial Differential Equations, 35 (2010), pp. 375–390.
[40] A. I. Nachman, Reconstructions from boundary measurements, Annals of Mathe-
matics, 128 (1988), pp. 531–576.
[41] , Global uniqueness for a two-dimensional inverse boundary value problem, An-
nals of Mathematics, 143 (1996), pp. 71–96.
[42] R. Novikov, A multidimensional inverse spectral problem for the equation −δψ +
(v(x) − eu(x))ψ = 0, Functional Analysis and Its Applications, 22 (1988), pp. 263–
272.
[43] S. Siltanen, J. Mueller, and D. Isaacson, An implementation of the recon-
struction algorithm of A. Nachman for the 2-D inverse conductivity problem, Inverse
Problems, 16 (2000), pp. 681–699.
[44] E. Somersalo, M. Cheney, and D. Isaacson, Existence and uniqueness for elec-
trode models for electric current computed tomography, SIAM Journal on Applied
Mathematics, 52 (1992), pp. 1023–1040.
[45] O. Steinbach, Numerical Approximation Methods for Elliptic Boundary Value Prob-
lems, Springer, 2008.
[46] J. Sylvester and G. Uhlmann, A global uniqueness theorem for an inverse bound-
ary value problem, Annals of Mathematics, 125 (1987), pp. 153–169.
[47] P. J. Vauhkonen, M. Vauhkonen, T. Savolainen, and J. P. Kaipio, Three-
dimensional electrical impedance tomography based on the complete electrode model,
IEEE Transactions on Biomedical Engineering, 46 (1999), pp. 1150–1160.
