Part 1 of this paper [Appl. Opt. 14, 666 (1975)] dealt with the cw radar and analog communications uses of three-frequency nonlinear heterodyne detection. In this paper, we evaluate the technique for a number of specific pulsed radar and digital communications applications. Both the vacuum channel and the lognormal turbulent atmospheric channel are considered. It is found that the advantages of the technique in the pulsed/digital system are similar to those obtained in the cw/analog system. Computer generated error probability curves as a function of the input signal-to-noise ratio are presented for a variety of binary receiver parameters and configurations and for various levels of atmospheric turbulence. Orthogonal and nonorthogonal signaling schemes, as well as dependent and independent fading, are considered. When Doppler information is poor, performance is generally superior to that of the conventional heterodyne system.
Introduction
Part 1 of this paper' was primarily concerned with the behavior of the three-frequency nonlinear heterodyne system for applications in cw radar and analog communications. As such, a determination of the output signal-to-noise ratio (SNR) 0 was sufficient to characterize the system. In Part 2 we investigate applications in synchronous digital communications and pulsed radar and therefore examine system performance in terms of the error probability Pe. Evaluation of the probability of error under various conditions requires a decision criterion as well as a knowledge of the signal statistics; we now investigate operation of the three-frequency nonlinear heterodyne scheme in the time domain rather than in the frequency domain.
Because of the added complexity of dealing in the time domain, we limit our investigation to sinewave signals, Gaussian local oscillator (LO) noise, and.envelope detection. The configuration of such a receiver is therefore similar to that considered previously in Part 1, with the addition of an envelope detector (see Figs. 1 and 13 of Ref. 1). We therefore examine the case of a particular square-law envelope detector, consisting of a square-law device, a narrowband fil-ter, and an envelope detector. 2 Although envelope detection is generally suboptimum because it is insensitive to phase, it is easy to implement practically and is therefore widely used. 3 We begin with an investigation of binary communications and pulsed radar for both nonorthogonal and orthogonal signaling formats in the vacuum channel. We then examine envelope probability distributions and binary signaling for sinewave signals in the lognormal channel (clear air turbulent atmosphere). The advantages of the three-frequency nonlinear heterodyne scheme in the digital communications/pulsed radar configuration are similar to those cited in Part 1 for cw radar/analog communications.
Envelope Probability Distributions for Sinewave Signals Plus Gaussian Noise (Vacuum Channel)
We assume here, as in Part 1, that the fields incident on the mixer are parallel, plane-polarized, and spatially first-order coherent over the detector aperture. In general, therefore, the input to the squarelaw device, as previously [see Eq. (19), Part 1], will be two narrowband signals plus white Gaussian noise with zero mean resulting from the LO, over the band (° f,). Thus s(t) = A cos(wGt + a,) + Ab cos(wbt + 'kb), (1) with A, Ab, fea, and 'Ob stochastic processes. The amplitudes are assumed to be independent of the phases. In this section, we treat the specific case of sinusoidal signals, i.e., A and Ab constant and hka, 'kb independent random variables uniformly distributed over (0,27r).
In the time domain, the white Gaussian noise, which arises from the LO, can be expressed as
k=i (2) Here, k = k coo with coo = 2'r/2T. If the input signal is a pulse, the pulse duration is the time interval
(-T,T).
The coefficients Uk and Vk may therefore be written as
and
N6(t -t').
Here N is the height of the white noise spectrum.
The input x(t) to the square-law device can now be written as
We note that for co small, it will always be possible to find integers m and n such that mwo and nwo are very close to wa and cOb, respectively. This implies that T is much larger than 27r/coa and 27r/Cwb.
By direct substitution, we find the output of the square-law device y(t) to be 
+ AbE vJsin{(wA + b)t + b} + sin{(wb)t
A
Since Uk and Vk are linear transformations of the Gaussian random variable n(t), they are also Gaussian random variables; 5 furthermore it can be shown that for T large, all Uk's and Vk's are uncorrelated and independent of one another. 6 Since the mean of n(t) is taken to be zero, we find
and similarly
while the variance (uk 2 ) is given by
In calculating these quantities, we have assumed that the Gaussian noise n( Since it is the effective bandwidth rather than the shape of the final narrowband filter that is important,' we choose a realizable impulse response for this filter given by
This choice facilitates the computation in the time domain and provides accord with signal-to-noise ratios calculated previously. (1 lb) and, after a great deal of calculation, 7 u and v turn out to be the sum of an infinite number of random variables, and therefore Gaussian. The means and variances of u and v are found to be 7
and (13) assuming o, fc << fn. It is also found that
indicating that u and v are uncorrelated and independent processes. Equations (12), (13) , and (14) it may be shown that the output of the final narrowband filter will be a sinewave signal plus a Gaussian random process of nonzero mean. For noise alone, the output will simply be Gaussian. Thus the envelope distribution for noise will be Rayleigh, and that for signal-plus-noise will be Rician. This is, we might add, the same result obtained for conventional two-frequency heterodyne detection, although the means and variances will not have the same relationship in both cases.
For fc << f as prescribed previously, it is not difficult to verify that the above description in the time domain is in accord with the frequency-domain results presented in Part 1. Since the relationship between the pulse width T and the minimum bandwidth of the final filter is governed by the Fourier transform property TB -1 (see Ref. 10), Eq. (13) for the noise power in this regime may be written as
. (15) Using Eq. (a), we therefore obtain for the output signal-to-noise ratio,
Using an input signal-to-noise ratio given by
we finally obtain
These expressions are valid in the regime f/ << fn and are analogous to Eqs. (40) and (41) of Part 1. Our treatment is therefore consistent with that presented previously.' According to Eq. (10) and the discussion following, in the presence of signal plus noise, the output of the narrowband final filter z(t), after being passed through the envelope detector, is given by the Rician distribution"
. (20) Here, r represents the envelope of z(t), 2 We may use the asymptotic expansion for x << 1 (see
and for x >> 1,
In the presence of noise alone, i.e., for A, = Ab = 0, the probability density function for the envelope fo(r) is the Rayleigh distribution
Here U0.2 is the noise power in the absence of signal,
i.e.,
We note that in this nonlinear problem 2 5d o! because of the presence of s X n terms in 0-2. In the usual linear systems problem these terms do not appear, and U = 002.
Ill. Binary Communications and Pulsed Radar (Vacuum Channel)
Given the probability distributions for the output signals, we can proceed to investigate binary communications and pulsed radar systems performance on choosing a decision rule. In the following, we consider both orthogonal and nonorthogonal formats for digital signaling.
A. Nonorthogonal Signaling Formats
We first consider pulse-code modulation where it is the intensity that is modulated. This simple nonorthogonal scheme is frequently referred to as PCM/ IM.1 3 The signal is considered to be present when a Qfj(r)
For simplicity, we assume throughout that the different types of errors are equally costly. Since the signals are pulse coded, the value of r chosen is the average value over the pulse width. The decision threshold rD is the value of r for which the equality in Eq. (24) 
Therefore, with kp and Q fixed, the solution to Eq. (28) for ro, which we call PO, is a function only of to. If we further define
the quantity t = (ao2/2)to
also a function only of 40. Thus, P 0 is a function only of t. The decision threshold rD -P 0 o is therefore a function of both t and 0.
The probability of a decoding error Pe is given by
O rD which in the present case may be written as
Replacing r/ by r', we can rewrite the first integral 
which is also a function only of t. Therefore, with fixed kp(af f/B) and fixed Q, the probability of error Pe is a function only of the output signal-to-noise ratio t-(SNR)Q.
By use of Eq. (18), in turn, Pe can be written in terms of (SNR)i. Computer results for the probability of error are presented in Fig. 1 [Eq. (21) Also shown in Fig. 1 is the Pe vs SNR curve for the conventional two-frequency heterodyne system in which no square-law device is used and fn must be narrowed to Af to provide a detectable signal. The output for this case is again a sinewave signal plus a narrowband (Af) Gaussian noise. 13 Thus the computation is the same as for the three-frequency heterodyne case with a2 = 02 and t = ~0 = (SNR)i. The probability of error at a given signal-to-noise ratio for the ordinary heterodyne system is seen to be higher than for the three-frequency system. This results from the exclusion of noise demanded by the final bandpass filter where f&/B > 1, thus providing higher (SNR)X and lower Pe for the three-frequency system. Since the Rician and Rayleigh distributions have been calculated only for B << fc (hence B << fn) and for, white noise, the optimum three-frequency case considered in Part 1 is not shown in Fig. 1 .
B. Pulsed Radar Application
The three-frequency nonlinear heterodyne system can also be used for pulsed radar applications. The configuration is similar to that considered previously. Pulses are sent to the target and the maximum likelihood test is used to determine whether the target is or is not present (reflected or scattered signal deemed present or absent). For a detailed treatment of conventional range-gated pulsed radar applications, the reader is referred to the book by Davenport and Root.14
C. Orthogonal Signaling Formats
We consider a number of orthogonal signaling formats-we begin with frequency-shift keying (FSK), which is also referred to as PCM/FM. In such a scheme, the frequency of one of the transmitted beams is fixed at the value fl, whereas the frequency of the other is caused to shift between two values, f2 and 2' (not to be confused with the Doppler shifted [2' considered in Part 1 of this paper). When a 1(0) is transmitted, the second carrier will be at frequency f2 (f2').
The difference frequency will therefore shift between fc = f, -f2 and f,' = A -f2' (assuming f1 f2,f2'). The 0) is transmitted, the signal will ideally pass through the top (bottom) narrow bandpass filter along with the noise; only noise will be present at the other filter.
For such an orthogonal format, the optimum single detector receiver chooses the largest signal as the correct one. Let the outputs of the first and second envelope detectors be represented by r 1 and r 2 , respectively; the probability density functions for r 1 and r2 
where f ) and /0(-) are given by Eqs. (20) and (22), respectively. Using the decision rule of the largest, errors occur when r 2 > r 1 . The error probability P 0 , is, therefore,
This can be readily shown to be a function only of t.
In exactly the same manner, the error probability P 0 O when 0 is transmitted, is given by the same expression; thus Po = P. The over-all probability of error P 0 is therefore given by
which is presented in Fig. 1 in dashed form with the same parameters as for the PCM/IM case. The conventional heterodyne case is also shown.1 3 The improvement obtained by using the orthogonal PCM/ FM signaling format is seen to be substantial. In this case, however, transmitter power is required for sending both a 0 and a 1.
Another binary orthogonal pulse-code modulation scheme is polarization modulation (PCM/PL). Thus the bit 1(0) is represented by right (left) circular or vertical (horizontal) linear polarization. At the transmitter, a polarization modulator converts the laser beam into one of two polarization states. At the receiver (see Fig. 3 ), the circularly polarized beam may be passed through an optical filter and then be converted to horizontal or vertical linear polarization by a quarter-wave plate. The linear polarization components are spatially separated (e.g., by a Wollaston prism) so the vertically polarized component will strike the upper photodetector and the horizontally polarized component will strike the lower photodetector. With 100% modulation, when the bit 1 is transmitted, only vertical polarization will appear at the receiver and the radiation will ideally strike only the upper detector. When a 0 is transmitted, only horizontal polarization will appear and a signal will ideally strike only the lower detector. The choice of largest decision rule is used for decoding. It is not difficult to see that the results for P 0 in this case are identical to those for the PCM/FM system. Depolarization effects of the atmosphere, which are not generally large, will result in a decrease of (SNR)i and thus (SNR)Q (see Refs. 15-18).
The final orthogonal format that we consider is binary pulse-position modulation (PPM/IM). In this scheme, each bit period is divided into two equal subintervals. If a 1(0) is transmitted, the pulse is caused to occur in the first (second) subinterval. A block diagram for one implementation of such a system is presented in Fig. 4 . The upper (lower) gate is open for every initial (final) subinterval, and closed for every final (initial) subinterval. A time delay equal to the subinterval length is provided for the signal in the upper gate so the outputs for both intervals can be compared at the same time. The rule of largest decision is used for decoding. The results for the probability of error are again the same as those for the PCM/FM system. The input signals for the PCM/FM, PCM/PL, and PPM/IM systems possess the orthogonality property naling case is a straightforward generalization of the binary case.19
IV. Envelope Probability Distributions for Sinewave Signals Plus Gaussian Noise (Lognormal Channel)
The first portion of this paper was concerned with the calculation of system performance for the vacuum channel; we now turn to the error probabilities for three-frequency nonlinear heterodyne detection for the atmospheric channel. The behavior of the clear-air turbulent atmosphere as a lognormal channel for optical radiation has been well documented both theoretically and experimentally.
which is equivalent to setting m =-0x2.
Using Eq. (11a), the output amplitude A by
If Ua and Ub are independent, we obtain
Furthermore,
is given
LT; s,)Sj (t)dt = 0, where Sl(t) is the signal waveform representing a 1 state, and So(t) is the signal waveform representing a 0 state. Such orthogonal modulation schemes are generally superior to nonorthogonal schemes in terms of error probability performance' 6 -' 8 and have the further advantage of requiring no more than a simple comparison for optimum reception. The M-ary sig- Since the quantities yaa lnua and Yb lnUb will both be normally distributed as from which we obtain the probability density for A:
where we have made use of Eq. (42b). We also consider the situation Uc = Ub = U, which would arise if both incoming signals were sufficiently close in frequency and space that they suffered precisely the same fluctuations at each instant of time. 2 3 This case is more likely to occur in a practical situation than the independent case. For dependent fluctuations, then,
and nA = ln(A) + 2 nu.
Since lnu has the normal distribution /L(U) as given by Eq. (44), we find that the variable YL = lnA has the normal probability density function:
By variable transformation, we obtain the probability 
V. Binary Communications (Lognormal Channel)
Under the assumptions leading to Eq. (52) and considering the various modulation schemes discussed previously, the probability of error in the presence of the lognormal turbulent atmosphere is given by Pe(turbulent) = f P 0 (quiescent)fA(A)dA. (54) This quantity was calculated using the Columbia University IBM-OS360 computer, and the results are presented in Figs. 5-8. In Figures 5 and 6 , the quantities Ac and Ab were assumed to be independent with the same signal power (Aa 2 ) = (Ab 2 ). The error probability curves displayed in these figures correspond to two values of the log-amplitude var- properly reduce to the quiescent atmosphere data presented in Fig. 1 . Computer results also indicate that the probability of error curves depend only on the signal-to-noise ratio and not on the absolute noise level in the presence of the lognormal channel, as well as in its absence.
From the graphical data presented in Figs. 1, 5, 6, 7, and 8, it is clear that orthogonal signaling formats yield better performance than nonorthogonal PCM/IM (this is also the case for direct detection 16 -18 ). Error probabilities are seen to increase with increasing atmospheric turbulence levels. Independent fluctuations in the two signal beams serve as a kind of diversity and thereby improve receiver performance. In all cases, furthermore, it is evident that three-frequency nonlinear heterodyne detection can provide improved performance over conventional heterodyne detection, particularly as the ratio fB increases. Finally, receiver performance for the cases of phase detection with a maximum likelihood criterions and phase-shift keying (PSK) have also been obtained. 7 Though PSK is definitely superior to phase detection, neither scheme provides very satisfactory performance.
VI. Future Work
The results obtained here may be extended in a number of directions. Stochastic signals, rather than of M-ary communications is possible, as is the generalization from a single detector to an array of detectors. 1 6-18 Consideration could be given to the optimum matched filter detector rather than the envelope detector discussed earlier. While the present treatment consists of a per symbol analysis, prediction could be used to estimate the atmospheric turbulence level over a time period from a particular symbol, for example. In short, the usual variations possible with the conventional heterodyne system may be extended and/or modified for application to the three-frequency nonlinear heterodyne technique proposed here. This work was supported in part by the National Science Foundation. One of us (M.C.T.) is grateful to the John Simon Guggenheim Memorial Foundation for assistance.
