Cliniical Syndromes in a Sample of Depressed Patients: A General Practice Material
Differential treatment response (Overall et al. 1966 , Hollister et al. 1966 , Carney et al. 1965 , Kay et al. 1969 gives added point to the classification of depressive states but striking differences exist in patterns of psychiatric morbidity between hospital and general practice (Cooper 1966 ) and hypotheses founded on hospital populations may not apply in the community. This paper describes a taxonomical study in which weighted scores derived by factor analysis of clinical features were used to identify natural groupings of patients in a general practice population.
Eight general practitioners identified, during a period of three months, 223 patients as being currently in need of treatment for depression and not suffering from schizophrenia, coarse brain damage or mental subnormality; 133 of these patients were interviewed by one of us (T J F) within one week of identification. A few patients refused to attend or failed to keep their appointment but the commonest cause of failure in the 90 patients not interviewed was reluctance of the practitioner to suggest that his patient attend for psychiatric interview. No major clinical or demographic characteristic distinguished the two groups.
At interview 52 clinical features were recorded as present or absent by definitions printed on a semi-structured' interview schedule. A one in three "Present address: St Loman's Hospital, Dublin 'Available on request from Dr S Brandon random sample was also given a fully structured interview (Spitzer et al. 1964 ) and use was made of a number of standard psychiatric rating scales. The interviewer had no clinical responsibility for the patients and at follow up 3-4 months later, record cards, treatment methods and previously recorded clinical data were not available for scrutiny. Unless otherwise stated, methods and results refer to 126 screened cases followed up personally at 3-4 months.
Statistical Methods and Hypotheses
A principal components analysis of the correlations between 28 features of current illness present in more than 10 % of patients (Table 1) was repeated several times with the experimental addition of features descriptive of personality and of history; a total of 43 features was finally included in the correlation matrix. With the aid of a varimax rotation' six covariant clusters of clinical features were isolated which represented the major individual differences amongst the patients. Only the four most prominent of these 'statistical syndromes' are considered here and the number of features in each has been reduced to five. Further analyses of the correlations within each 'syndrome' yielded only one factor of significance which was a general factor (the test of significance was that described by Burt 1952) ; using the (unrotated) factor loadings thus provided, weighted cluster scores were computed. Each of the 126 patients had 4 scores, indicating the extent to which his or her clinical picture corresponded to that depicted in each of the 4 clusters. The distributions of these scores describe the case 'An automatic procedure which concentrates the factor loadings either towards zero or towards unity whilst keeping the factors orthogonal. The varimax factors enabled unbiased selection of high-loading features; otherwise natural (unrotated) factors were used throughout 21 I 331 
-556 -475 414 734 * For clarity, loadings between ±+0-2 omitted Cluster A ('responsive') occupied one pole of the principal factor. It depicted a syndrome of depressed mood which could be temporarily alleviated. Other features included environmental precipitants, self-pity, a tendency to project and an 'immature personality'. The more or less normal distribution of cluster scores (Fig 1) suggested A was a common trait and gave no support for the hypothesis that it identified a distinct class of patient.
Cluster B ('distinct quality') stemmed from the same factor as A but from the opposite pole and comprised a qualitatively distinct and constant depression, subjective retardation, regular morning accentuation of symptoms and depressive loss of affect. Since cluster scores for B correlated -0-63 (P<0 001) with those for A, the presence of 'distinct quality' and so on tended to preclude the presence of A features and vice versa. A bimodal and significantly abnormal distribution of scores for B (Fig 1) confirmed the research hypothesis, with the patients falling into two distinct groups according to whether they corresponded to B or were distinguished by an absence of B features.
Cluster C ('neurotic-phobic') was dominated by a history of maladaptive stress reaction ('neurotic'), situational phobias, circumscribed panic attacks, persistent anxiety and 'obsessional personality'. material in terms of each cluster in turn and the following hypotheses can be tested: (1) Null hypothesis: a more or less normal distribution of scores would suggest that a cluster was a common trait distributed continuously throughout the material as would be the case, for example, for height or weight.
(2) A distribution which was multimodal and significantly abnormal would confirm that a cluster identified one or more classes or subgroups of patients distinct from the remainder.
Relationship Between the Clusters
The extent to which a patient's score on one cluster determined his score on the others was measured by calculating the correlations between the four sets of cluster scores in 107 cases.
Results
The hierarchical structure of the four 'statistical syndromes' is in Table 2 (2) Self-pity 65% (2) 
Section ofPsychiatry
The trimodal distribution of scores for C (Fig 1,C) suggested this dimension discriminated three distinct groups of patients. The incidence of C features in each group (Table 3) showed: (a) A group of 29 patients who in addition to diffuse anxiety (93%) were also disabled by situational phobias (76 %) and panic attacks (72 %); in addition, 93 % had a previous history of maladaptive stress reaction. (b) A large middle group with simple anxiety states (73%) but a low (10%) incidence of phobias or panic attacks. (c) A third group of 34 patients with a zero incidence of C features, that is, a non-anxious group.
A 'responsive reactive' There was a slight tendency for patients typical of cluster C to possess the features of A in addition (r=0-22, P<0 05), but not those of B(r=-0-18,P<0-1).
The groups were compared for mean neuroticism (N) and extraversion (E) scores, using EPI' scores recorded at follow up, when 75 % of patients were recovered or improved (Table 4) . Highest mean N scores occurred in the phobic and the lowest in the non-anxious groups with the trend for E in the opposite direction. The trend for N was significant at the 5 % level, but that for E was insignificant. (N and E did not have any discriminating value in other clusters.) 'Eysenck Personality Inventory Cluster D ('severe-suicidal') showed the least conformity to any familiar nosological entity or patient type. The severity r"atings in this cluster had been validated against Hamilton's, Beck's and other scales of functional disability. D had dominated a general factor where most of the features had loadings of similar sign, suggesting it was a trait of general severity as defined by the sum ofall 43 clinical features. This interpretation received strong support from the skewed distribution of cluster scores, which was sharply curtailed on the 'nondepressed' side of the mode (Fig 1,D) . D had negligible correlations with A (r--0-02) and C (r=001); correlation with B was 0-26 (P< 0 01), that is, patients with 'distinct quality' and so on tended to have a number of other features whereas patients with the 'responsive' or 'neurotic-anxious' patterns might or might not have other features as well.
Depersonalization (15 % of cases) had its highest positive correlations with phobias, anxiety and panic attacks. It also correlated significantly with severity of depressed mood. Consequently, although depersonalization owed its primary allegiance to the anxiety pattern in cluster C, patients with this feature were consistently found to have a wide range of other features as well.
The Overall Pattern Table 5 depicts the 3 major factors which emerged when the correlations between the 20 variables of A, B, C and D were analysed. The pattern was symmetrical, with ten features at either pole of the first bipolar factor (19% total variance). The second factor (11 % total variance) was general and was dominated by anxiety features, severity ratings and depersonalization. This symmetry was achieved by systematically jettisoning 23 features without strong affinity for any of the four major clusters, whilst retaining the whole case material and avoiding the uncertain procedure of manual rotation. It was now possible to test the hypothesis that these factors were reflecting patient subgroups. The distribution of factor scores on Table 4 Mean EPI neuroticism and extraversion scores (at follow up) in three groups * by correspondence to cluster C Correspondence to C
Like
Average Unlike EPI scale N=26 N=54 N=28 F P Neuroticism 17-6 14-6 14-0 4-15 <005 Extraversion 8-2 11-3 12 5 2-4 NS *Like=Clusterscore> -1-0 SD Average= Cluster score-1 0 to + 1 0 SD Unlike = Cluster score > + 1 0 SD 0, 0, 8, 20, 11, 18, 27, 21, 12, 8, 1 (X'==13-8, degrees of freedom= 8; NS) +, Nondichotomous variables the first factor (Fig 1, ABCD) , although bimodal, did not depart significantly from normal (the distribution on Factor 2 was unimodal). Strictly speaking, the bimodality might have occurred by chance and there was no proof of distinct patient subgroups. But it had earlier been shown that subgroups did exist; they did not emerge in this analysis because Factor 1 was made up of clusters A, B, C and D together. The distribution of factor scores represented the summation of the distributions for each of the individual clusters. The combination of two multimodal (B and C) with two unimodal (A and D) distributions had resulted in a slightly abnormal distribution and the obliteration of the class differences.
DISCUSSION

Computer Logic versus Clinical Diagnosis
If a factor analysis carried out by computer is used to test for discrete patient subgroups, then only those questions should be asked which are relevant to the hypothetical distinctions under examination. A psychiatrist confronted with a patient with typically schizophrenic delusions may, for the purpose of diagnosis, disregard depressive or neurotic features in the same patient. The computer, however, is not possessed of this clinical acumen; in the factor analysis the clinical features are weighted, not by their clinical, but by their mathematical importance. A somewhat analogous situation has been described by Harris (1968) who pointed out that a normal distribution of red cell acid phosphatase activity in random population samples results from the summation of the several abnormal distributions of qualitatively different enzyme types. It would appear that the problem under review is widely recognized in the field of human biology.
The number of variables (features) is critical; as the number increases the greater is the probability that class differences will be obscured by 'statistical noise' from irrelevant variables. The significantly abnormal distributions for B and C were not merely the result of using only 5 variables since unimodal distributions occurred for A and for D. Furthermore, significantly abnormal (bimodal) distributions persisted for the combinations AB, AC and BD (10 variables) but not for other pairs of clusters. The optimal number of features consistent with the demonstration of distinct subgroups is doubtless a function of the discriminating power of the chosen features as well as the composition of the patient sample. Sandifer et al. (1966) , using a deceptively simple approach, demonstrated a striking bimodality of scores on a scale of 15 features carefully chosen for their discriminating power between endogenous and non-endogenous depression. Their results resemble those obtained here for cluster B, with the important difference that the B features were selected from 38 others, not by the investigator, but by the factor analysis. We believe that in studies where significantly abnormal distributions have not emerged (Hamilton & White 1959 , Rosenthal & Gudeman 1967 , Kendell 1968 ) class differences were obscured in part by failure to exclude irrelevant variables before calculating factor scores. Significantly, the only factor analytic study in this field which demonstrated bimodal and significantly abnormal distributions of factor scores was that of Roth et al. (1967) who selected the 18 best discriminators from a total of 35 clinical features. Finally it is emphasized that although subgroups may easily be missed they cannot be demonstrated unless they are actually contained in the data.
Reliability and Bias:
The Mental Status Schedule (MSS) The significant results described could not have arisen through lack of reliability, since random errors favour unimodal and not multimodal distributions. The predictable correlation between the clinical features and the scores from self-rated scales are against the possibility that the data were generated by systematic bias. Further evidence is presented below. A one in three sample (49 patients) was given a fully structured interview (Spitzer MSS) which severely limits the opportunity for, clinical cross-examination; the possibility that 'halo effect' will significantly influence the data is thereby reduced. One advantage of this technique is that the reliability and bias of the rater may be estimated by comparing his ratings of standard tape-recorded interviews with those made by 12 'experts', experienced users of the interview (Fleiss et al. 1965) . A separate analysis of the correlations between 22 features selected from the MSS substantially reproduced the clusters derived from the Newcastle inventory. Since the interviewer (T J F) had a coefficient of reliability of 092 and negligible bias compared with the 'experts' in New York (Endicott 1966, personal communication) , it is unlikely that the data from the Newcastle inventory were generated solely by clinical preconception.
Heuristic Value
Discrepancies with previous hospital studies should help in setting limits to the generality of hypotheses founded on hospital populations. Preliminary impressions are that the factor patterns are significantly related to patterns of seeking and obtaining medical care in general practice, as well as to short-term outcome. The data suggest that the material is neither homogeneous nor explicable in terms of a simple dichotomy. We anticipate that these data will enhance the value of a longer follow up of this cohort of patients, now in the planning stage. (1965) demonstrated that factor analysis of clinical data from series of depressed patients yielded bipolar factors distinguishing between the typical features of endogenous depressionlike retardation and early morning wakeningand the typical features of reactive depressionlike psychological precipitation and hysterical personality traits. Carney and his co-workers also demonstrated that a consecutive series of patients with depressive illnesses could be shown to consist of two quite distinct populations by deriving a bimodal distribution curve from a discriminant function analysis. Recently Gurney and her colleagues have extended these studies of depressive illnesses to the whole gamut of affective states and claim to have demonstrated that the majority of patients fall neatly into one of four categories, endogenous depression, neurotic depression, anxiety state and Roth's (1959) 'phobic anxiety depersonalization syndrome' (Roth et al. 1965 , Roth 1969 ). The results of these studies are consistent with one another and are based on a commendable variety of patient populations; Carney's patients were'consecutive admissions to hospital for ECT, Kiloh & Garside's were outpatients and Fahy has now studied a series of patients seen in general practice (Fahy et al. 1969) .
Unfortunately, there are reasons for treating these claims by the Newcastle school with caution in spite of their attractive simplicity. Many different workers, in Sweden, in the USA and in Australia, as well as in this country, have tried to elucidate the classification of depressive states in broadly similar ways: none has succeeded in obtaining such clear-cut results. Moreover, those workers who have tried to replicate the studies of the Newcastle school have failed to do so. McConaghy 
