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PERTURBED GRADIENT DESCENT WITH OCCUPATION TIME
XIN GUO, JIEQUN HAN, AND WENPIN TANG
Abstract. This paper develops further the idea of perturbed gradient descent, by
adapting perturbation with the history of state via the notation of occupation time for
saddle points. The proposed algorithm PGDOT is shown to converge at least as fast as
perturbed gradient descent (PGD) algorithm, and is guaranteed to avoid getting stuck
at saddle points. The analysis is corroborated by experimental results.
1. Introduction
Gradient descent, which dates back to Cauchy [7], aims to minimize a function f :
Rd → R via the iteration:
xt+1 = xt − η∇f(xt), t = 0, 1, 2, . . . , (1.1)
where η > 0 is the step size, x0 ∈ Rd is the initialization, and∇f is the gradient of f . Due
to its simple form and fine computational properties, gradient descent and its variants
(e.g., stochastic gradient descent) are bedrocks of many machine learning algorithms:
principle component analysis [5], phase retrieval [6], and deep neural network [40], just
to name a few. In the era of data deluge, many problems are concerned with large-
scale optimization, i.e., the intrinsic dimension d is large. Gradient descent turns out to
be efficient in dealing with convex optimization, where the first-order stationary point
∇f(x) = 0 is necessarily the global minimum point. Algorithmically, it involves finding a
point with small gradient ||∇f(x)|| < . A classical result of Nesterov [33] (see Theorem
2.2 below) showed that the time required by gradient descent to find such a point is of
order −2, independent of the dimension d.
In non-convex settings, applying gradient descent will still lead to an approximate
first-order stationary point. However, this is not sufficient since for non-convex functions,
first-order stationary points can be global minimum points, or local minimum points, or
saddle points, or local maximum points. Inspired by annealing in metallurgy, Kirkpatrick
et al. [25] developed simulated annealing to approximate the global minimum of a given
function. [18] proposed a diffusion version of simulated annealing, and proved that it
converges to the set of global minimum points. However, subsequent works [19, 30, 31,
32] revealed that it may take exponentially long time (of order exp(1/)) for diffusion
simulated annealing to be -close to the global minimum. Some recent efforts, e.g.,
methods based on Le´vy flights [37] or Cuckoo’s search [48] showed empirically faster
convergence to the global minimum. Yet the theory of these algorithms is far-fetched,
and finding the global minimum remains hard in general.
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Fortunately, in many non-convex problems, it suffices to find a local minimum. Indeed,
there has been a line of recent work arguing that local minima are less problematic, and
that for many non-convex problems there are no spurious local minima. That is, all local
minima are comparable in value with the global minimum. Examples include tensor
decomposition [13, 16, 17, 41], semidefinite programming [2, 29], dictionary learning [42],
phase retrieval [43], robust regression [28], low-rank matrix factorization [3, 14, 15, 36],
and certain classes of deep neural networks [8, 10, 23, 24, 27, 35, 45, 47]. Nevertheless,
as shown in [9, 11, 20], saddle points may correspond to suboptimal solutions, and it
may take considerably long time to move from saddle points to a local minimum point.
Thus, saddle points are the main bottleneck for gradient descent in many non-convex
optimization problems.
Ge et al. [13] took the first step to demonstrate that by adding noise at each iteration,
gradient descent can escape all saddle points in polynomial time. Additionally, [12,
26] proved that with random initialization, gradient descent converges to the global
minimum. Furthermore, Jin et al. [21, 22] proposed a perturbed gradient descent (PGD)
algorithm, and showed that it is efficient – the time complexity is almost independent of
the dimension d, and hence overcomes the curse of dimensionality.
In this paper, we develop further the idea of perturbed gradient descent by adapting
perturbation with the history of states. Recall that [21, 22] used the following perturba-
tion update when perturbation condition holds:
x′t = xt + Unif(B
d(0, r)),
xt+1 = x
′
t − η∇f(x′t),
where Unif(Bd(0, r)) is a point picked uniformly/randomly in the ball of radius r. Our
key idea is to replace Unif(Bd(0, r)) with non-uniform perturbations, whose mechanism
depends on the current state xt and the history of states {xs; s ≤ t}. There are con-
ceivably many ways to add non-uniform perturbation based on the current and previous
states, here we choose to adapt perturbation with ‘occupation times’ that we will ex-
plain. The heuristics come from the following one-dimensional picture, see Figure 1
below. Imagine that there is a saddle point at 0, and gradient descent approaches 0 from
the right. Perturbed gradient descent will add a noise with probability 1/2 both to the
Figure 1. Illustration of perturbation adapted with occupation times.
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right and to the left. To the right gradient descent is again stuck at the the saddle point
0, however to the left there is a possibility to escape from 0 and find a local minimum.
Therefore it is reasonable to add noise with a larger probability to the left, since it has
spent a long time on the right and has yet to explore the left side more.
The previous intuition can be quantified via the notion of occupation times Gt (the
number of {xs}s<t to the left of xt) and Dt (the number of {xs}s<t to the right of xt).
By definition, Gt + Dt = t for each t = 0, 1, . . .. If Gt is larger, perturbation will push
the iterate xt to the right and if Dt is larger, perturbation will push to the left. More
precisely,
xt+1 =
{
xt − rUnif(0, 1) with probability w(Dt)w(Gt)+w(Dt) ,
xt + rUnif(0, 1) with probability
w(Gt)
w(Gt)+w(Dt)
,
(1.2)
where w : {0, 1, . . .} → (0,∞) is an increasing weight function on the nonnegative integers
(e.g., w(n) = 1 + nα for α > 0). By applying this one-dimensional dynamics in each
direction, we propose the following perturbed gradient descent algorithm adapted with
occupation times (Algorithm 1).
Algorithm 1 Perturbed Gradient Descent Adapted with Occupation Time (Meta Al-
gorithm)
for t = 0, 1, . . . do
if perturbation condition holds then
for i = 1, . . . , d do
Git ← #{s < t : xis < xit} and Dit ← #{s < t : xis ≥ xit}
xit ←
 x
i
t − rUnif(0, 1) with probability w(D
i
t)
w(Git)+w(D
i
t)
,
xit + rUnif(0, 1) with probability
w(Git)
w(Git)+w(D
i
t)
,
xt+1 ← xt − η∇f(xt)
Algorithm 1 is a state dependent adaptive algorithm, which perturbs gradient descent
in a non-uniform direction according to the history of states. The aforementioned heuris-
tics suggest that it have some advantages over perturbed gradient descent. Indeed, we
will show that it converges at least as fast as perturbed gradient descent (see Theorem
3.1 below), and this is further corroborated by our experimental results. Moreover, Al-
gorithm 1 is closely related to several existing optimization and probabilistic tools, which
also explain why it is of benefit.
• Simulated annealing can be regarded as gradient descent with random perturba-
tions. It takes the form
xt+1 = xt − η∇f(xt) + C
ln t
N (0, I d), C > 0,
where N (0, I d) is the multivariate Gaussian variable with mean 0 and covariance
matrix I d. Both Algorithm 1 and simulated annealing are gradient descent with
adapted perturbations. However, perturbation in simulated annealing is only
4 XIN GUO, JIEQUN HAN, AND WENPIN TANG
time adapted while perturbation in Algorithm 1 is state adapted (with the history
of states).
• In every dimension of the algorithm, the dynamics (1.2) can be viewed as vertex-
diminishing random walk, which is a counterpart to vertex reinforced random
walk [38, 46] defined by
Zt+1 =
{
Zt − 1 with probability w(Gt)w(Gt)+w(Dt) ,
Zt + 1 with probability
w(Dt)
w(Gt)+w(Dt)
.
(1.3)
It is well known [44, 46] that vertex-reinforced random walk exhibits localization
at a finite number of points for some choices of w(·), e.g., w(n) ∼ nα with
α ≥ 1. In contrast to vertex-reinforced walk, vertex-diminishing walk will never
be localized or stuck at some points (see Theorem 3.2 below). Though it is unclear
whether vertex-diminishing walk is recurrent, or transient, or neither, this non-
localization property facilitates the process to escape from saddle points.
• Algorithm 1 shares some similar spirit with gradient descent with momentum such
as the heavy ball method [39] and Nesterov’s accelerated gradient method [34]. In
these methods, a “momentum” term βt(xt−xt−1) is added to control oscillations
and to accelerate in low curvatures along the direction close to momentum. The
preferred direction therein is similar to Algorithm 1, in which the perturbation is
adapted with the history of states and prone to the direction of recent momentum.
Notations: Below we collect the notations that will be used throughout this paper. The
notation || · || is used for both the Euclidean norm of a vector, and the spectral norm of
a matrix.
– For a function f : Rd → R, let ∇f and ∇2f denote its gradient and Hessian, and
f? := minx∈Rd f(x) denote its global minimum.
– For x = (x1, . . . , xd) and r > 0, let Bd(x, r) := {y : ||y − x|| ≤ r} be the d-
dimensional ball centered at x with radius r, and Cd(x, r) := {y : |yi − xi| ≤
r for 1 ≤ i ≤ d} be the d-dimensional hypercube centered at x with distance r
to each of its surfaces.
– For A a square matrix, let λmin(A) be its minimum eigenvalue.
– For S a finite set, let #S denote the number of elements in S.
– For D a domain, let Unif(D) be the uniform distribution on D, e.g. Unif(0, 1) is
the uniform distribution on [0, 1].
We use the symbol O(·) to hide only absolute constants which do not depend on any
problem parameter.
The rest of the paper is organized as follows. Section 2 provides background on the
continuous optimization and recalls some existing results. Section 3 presents the main
result and its proof. Section 4 concludes by a few experiments to corroborate our analysis.
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2. Background and existing results
In this section, we provide background on the continuous optimization. We also recall
a few existing results, which will be used later.
2.1. Results of gradient descent. We start with a classical result of gradient de-
scent applied to convex functions.
Definition 2.1.
(1) A differentiable function f : Rd → R is `-gradient Lipschitz if ||∇f(x1)−∇f(x2)|| ≤
`||x1 − x2|| for all x1,x2 ∈ Rd.
(2) A twice differentiable function f : Rd → R is α-strongly convex if λmin(∇2f(x)) ≥
α for all x ∈ Rd.
The gradient Lipschitz condition controls the amount of decay in each iteration, and
the strong convexity condition guarantees that the unique stationary point is the global
minimum. The ratio `/α is often called the condition number of the function f . The
following theorem shows the linear convergence of gradient descent to the global minimum
x?, see [4, Theorem 3.10] and [33, Theorem 2.1.15].
Theorem 2.2. [4, 33] Assume that f : Rd → R is `-gradient Lipschitz and α-strongly
convex. For any  > 0, if we run gradient descent with step size η = `−1, then the number
of iterations to be -close to x? is 2`α log
( ||x0−x?||

)
.
Now we move to the non-convex setting. In this case, it is generally difficult to find
the global minima. A popular approach is to consider the first-order stationary points
instead.
Definition 2.3. Let f : Rd → R be a differentiable function. We say that
• x is a first-order stationary point of f if ∇f(x) = 0;
• x is an -first-order stationary point of f if ||∇f(x)|| ≤ .
For gradient Lipschitz functions, gradient descent converges to the first-order station-
ary points. The following theorem from [33, Section 1.2.3] quantifies the convergence
rate of the latter.
Theorem 2.4. [33] Assume that f : Rd → R is `-gradient Lipschitz. For any  > 0, if
we run gradient descent with step size η = `−1, then the number of iterations to find an
-first-order stationary point is `(f(x0)−f
?)
2
.
Note that in both Theorem 2.2 and Theorem 2.4, the time complexity of gradient
descent are independent of the dimension d. For a non-convex function, a first-order
stationary point can be either a local minimum, or a saddle point, or a local maximum.
The following definition is taken from [21, Definition 4].
Definition 2.5. Let f : Rd → R be a differentiable function. We say that
• x is a local minimum if x is a first-order stationary point, and f(x) ≤ f(y) for
all y in some neighborhood of x;
6 XIN GUO, JIEQUN HAN, AND WENPIN TANG
• x is a saddle point if x is a first-order stationary point but not a local minimum;
Assume further that f is twice differentiable. We say a saddle point x is strict if
λmin(∇2f(x)) < 0.
For a twice differentiable function f , note that λmin(∇2f(x)) ≤ 0 for any saddle point
x. So by assuming a saddle point x to be strict, we rule out the case λmin(∇2f(x)) = 0.
In the next subsection, we will review a perturbed gradient method which allows to jump
out of strict saddle points.
2.2. Results of perturbed gradient descent. One drawback of gradient descent in
non-convex optimization is that it may get stuck at saddle points. To escape from saddle
points, [21] proposed a perturbed gradient descent algorithm which we review here. To
proceed further, we need some vocabularies regarding the Hessian of the function f .
Definition 2.6. A twice differentiable function f : Rd → R is ρ-Hessian Lipschitz if
||∇2f(x1)−∇2f(x2)|| ≤ ρ||x1 − x2|| for all x1,x2 ∈ Rd. Furthermore, we say that
• x is a second-order stationary point of f if ∇f(x) = 0 and λmin(∇2f(x)) ≥ 0;
• x is a -second-order stationary point of f if ||∇f(x)|| ≤  and λmin(∇2f(x)) ≥
−√ρ.
To simplify the presentation, assume that all saddle points are strict (Definition 2.5).
In this situation, all second-order stationary points are local minima. The basic idea of
the perturbed gradient descent is as follows. Imagine that we are currently at an iterate
xt which is not an -second-order stationary point. There are two scenarios:
(1) The gradient ||∇f(xt)|| is large, and a usual iteration of gradient descent xt+1 =
xt − η∇f(xt) is enough;
(2) The gradient ||∇f(xt)|| is small but λmin(∇2f(xt)) ≤ −√ρ (large negative). So
xt is around a saddle point, and a perturbation ξ is needed to escape from the
saddle region: x˜t = xt + ξ.
[21] proposed a perturbed gradient descent (PGD) algorithm for an `-gradient Lipschitz
and ρ-Hessian Lipschitz function f . Their main result, Theorem 3 in [21] stated below,
shows that the time complexity of PGD is almost dimension-free (with a log factor).
Theorem 2.7. [21] Assume that f : Rd → R is `-gradient Lipschitz and ρ-Hessian
Lipschitz. Then there exists cmax > 0 such that for any δ > 0,  ≤ `2/ρ and c ≤
cmax, PGD algorithm outputs an -second-order stationary point with probability 1 − δ,
terminating within the number of iterations
O
(
`(f(x0)− f?))
2
log4
(
d`(f(x0)− f?)
2δ
))
.
Comparing with Theorem 2.4, PGD takes almost the same order of time to find a
second-order stationary point as gradient descent does to find a first-order stationary
point.
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3. Main results and proofs
In this section, we formalize the idea of adaptation with occupation times in perturbed
gradient descent. We show that the resulting algorithm converges rapidly to a second-
order stationary point. The proof relies on a geometric characterization of saddle points
in [21].
3.1. Perturbed gradient descent adapted with occupation times. Perturbed gra-
dient descent adds a uniform random perturbation when stuck at saddle points. From the
discussion in the introduction, it is more reasonable to perturb with non-uniform noise
whose distribution depends on occupation times. Recall that w : {0, 1, . . .} → (0,∞)
is an increasing weight function on the nonnegative integers. The following algorithm
adapts PGD with random perturbation depending on the occupation dynamics. We
follow the parameter setting as in [21]. Our algorithm performs gradient descent with
step size η, and get a perturbation of amplitude r near saddle points at most once every
tthres iterations. The threshold tthres ensures that the dynamics of the algorithm is mostly
gradient descent. The threshold gthres determines if a perturbation is needed, and the
threshold fthres decides when the algorithm terminates.
Algorithm 2 Perturbed Gradient Descent Adapted with Occupation Times (PGDOT)
χ← 3 max
{
log
(
d`(f(x0)−f?)
c2δ
)
, 4
}
, η ← c` , r ← 
√
c
χ2`
gthres ← 
√
c
χ2
, fthres ← cχ3
√
3
ρ , tthres ← χ`c2√ρ
tnoise ← −tthres − 1
for t = 0, 1, . . . do
if ||∇f(xt)|| ≤ gthres and t− tnoise > tthres then
x˜t ← xt, tnoise ← t
for i = 1, . . . , d do
Git ← #{s < t : xis < xit} and Dit ← #{s < t : xis ≥ xit}
xit ←
 x˜
i
t − r√dUnif(0, 1) with probability
w(Dit)
w(Git)+w(D
i
t)
,
x˜it +
r√
d
Unif(0, 1) with probability
w(Git)
w(Git)+w(D
i
t)
,
if t− tnoise = tthres and f(xt)− f(x′tnoise) > −fthres then
return x′tnoise
xt+1 ← xt − η∇f(xt)
The next theorem gives the convergence rate of Algorithm 2: PGDOT finds a second-
order stationary point in the same number of iterations (up to a constant factor) as PGD
does.
Theorem 3.1. Assume that f : Rd → R is `-gradient Lipschitz and ρ-Hessian Lipschitz.
Then there exists cmax > 0 such that for any δ > 0,  ≤ `2/ρ and c ≤ cmax, Algorithm 2
(PGDOT) outputs an -second-order stationary point with probability 1− δ, terminating
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within the number of iterations
O
(
`(f(x0)− f?))
2
log4
(
d`(f(x0)− f?)
2δ
))
.
The proof of Theorem 3.1 is based on a geometric characterization of saddle points
– thin pancake property. In Section 3.2 we will discuss this property, and show how it
is used to prove Theorem 3.1. Moreover, the following theorem suggests that PGDOT
avoids getting stuck at saddle point, as the dynamics of vertex-diminishing random walk
prescribed in (1.2) does not localize.
Theorem 3.2. Let {Zt, t = 0, 1, . . .} be vertex-diminishing random walk defined by
Zt+1 =
{
Zt − 1 with probability w(Dt)w(Gt)+w(Dt) ,
Zt + 1 with probability
w(Gt)
w(Gt)+w(Dt)
,
where w : {0, 1, . . .} → (0,∞) is an increasing function such that w(n)→∞ as n→∞.
Then
P (∃t0 > 0, k ≤ ` : Zt ∈ {k, . . . , `} for all t ≥ t0) = 0.
Proof. Suppose by contradiction that with positive probability, the walk is localized at
some points {k, . . . , `}. We focus on the left end k. Let τkn be the time at which the point
k is visited n times. For n sufficiently large, the point k + 1 is visited approximately at
least n times by τkn . So at time τ
k
n , the walk moves from k to k + 1 with probability
bounded from above by C/w(n) for some constant C > 0. Consequently, the probability
that the walk is localized at {k, . . . , `} is less than ∏n>0 Cw(n) . By standard analysis,∏
n>0
C
w(n) = 0 if w(n)→∞ as n→∞. This leads to the desired result. 
3.2. Thin pancake property and proof of Theorem 3.1. Recall that an -second-
order stationary point is a point with small gradient, and where the Hessian does not
have a large negative eigenvalue. Let us put down the basic idea in Section 2.2 with the
parameters in Algoirthm 2 (PGDOT). If we are currently at an iterate xt which is not
an -second-order stationary point, there are two cases:
(1) The gradient is large: ||∇f(xt)|| ≥ gthres;
(2) xt is close to a saddle point: ||∇f(xt)|| ≤ gthres and λmin(∇2f(xt)) ≤ −√ρ.
The case (1) is easy to deal with by the following elementary lemma.
Lemma 3.3. Assume that f : Rd → R is `-gradient Lipschitz. Then for gradient descent
with step size η < `−1, we have f(xt+1)− f(xt) ≤ −η2 ||∇f(xt)||2.
The case (2) is more subtle, and the following lemma gives the decay of the function
value after a random perturbation described in Algorithm 2 (PGDOT).
Lemma 3.4. Assume that f : Rd → R is `-gradient Lipschitz and ρ-Hessian Lipschitz.
If ||∇f(xt)|| ≤ gthres and λmin(∇2f(xt)) ≤ −√ρ, then adding one perturbation step
as in Algorithm 2 followed by tthres steps of gradient descent with step size η, we have
f(xt+tthres)− f(xt) ≤ −fthres with probability at least 1− d`√ρe−ξ.
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[21] proved Lemma 3.4 for PGD, and together with Lemma 3.3 yields Theorem 2.7.
We will use the same argument, with Lemmas 3.3 & 3.4 leading to Theorem 3.1 for
PGDOT.
Now let us explain how to prove Lemma 3.4 via a purely geometric property of saddle
points. Consider a point x˜ satisfying the condition ||∇f(x˜)|| ≤ gthres and λmin(∇2f(x˜)) ≤
−√ρ. After adding the perturbation in Algorithm 2, the resulting vector can be viewed
as a distribution over the cube C(d)(x˜, r/
√
d). Similar as in [21], we call C(d)(x˜, r/
√
d)
the perturbation cube which is divided into two regions:
(1) escape region χescape which consists of all points x ∈ C(d)(x˜, r/
√
d) whose function
value decreases by at least fthres after gthres steps;
(2) stuck region χstuck which is the complement of χescape in C
(d)(x˜, r/
√
d).
The key idea is that the stuck region χstuck looks like a non-flat thin pancake, which
has a very small volume compared to that of C(d)(x˜, r/
√
d). This claim can be formalized
by the following lemma [21, Lemma 11].
Lemma 3.5. [21] Assume that x˜ satisfies ||∇f(x˜)|| ≤ gthres and λmin(∇2f(x˜)) ≤ −√ρ.
Let e1 be the smallest eigenvalue of ∇2f(x˜). For any δ < 1/3 and any u,v ∈ C(d)(x˜, r/
√
d),
if u − v = µre1 and µ ≥ δ/(2
√
d), then at least one of u and v is not in the stuck region
χstuck.
To prove Lemma 3.4, it suffices to check that P(χstuck) ≤ Cδ for some C > 0. This
criterion is general for any (random) perturbation. Let O1, . . . ,O2d be the orthants cen-
tered at x˜; that is, the space Rd is divided into 2d subspaces according to the coordinate
signs of · − x˜. The symbol sgn(Oi) ∈ {−1, 1}d denotes the coordinate signs of y − x˜ for
any y ∈ Oi. For 1 ≤ i ≤ 2d, let
pi :=
∏
sgn(Oi)k=−1
w(Dkt )
w(Gkt ) + w(D
k
t )
∏
sgn(Oi)k=+1
w(Gkt )
w(Gkt ) + w(D
k
t )
be the probability that the random perturbation drives x˜ into C(d)(x˜, r/
√
d) ∩Oi. Con-
sequently,
P(χstuck) =
2d∑
i=1
pi
Vol(χstuck ∩ Oi)
Vol(C(d)(x˜, r/
√
d) ∩ Oi)
,
where Vol(·) denotes the volume of a domain. It is easy to see that Vol(C(d)(x˜, r/√d) ∩
Oi) = (r/
√
d)d. By Lemma 3.5 and the slicing volume bound [1], Vol(χstuck ∩ Oi) ≤√
2(r/
√
d)d−1 δr√
d
. Therefore,
Vol(χstuck ∩ Oi)
Vol(C(d)(x˜, r/
√
d) ∩ Oi)
≤
√
2δ,
which implies that P(χstuck) ≤
√
2δ.
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4. Empirical results
In practice, we use Git(h) := #{t − tcount ≤ s < t : xit − h ≤ xis < xit} and Dit(h) :=
#{t− tcount ≤ s < t : xit ≤ xis < xit + h} instead of Git and Dit in Algorithm 2. Here h is
a hyperparameter characterizing the occupation over a small interval. tcount is another
hyperparameter prescribing how long one should keep track of the history of xt in order
to approximate the occupation time with a constant memory cost. We choose the weight
function in Algorithm 2 as w(n) = 1+n0.3. All the hyperparameters used in the numerical
examples are listed in Table 1.
Example 1 Given N ∈ Z+, L ∈ R+, define a function f˜ : R+ → R+ as
f˜(r) =

r3, r ∈ [0, 12L),
(r − nL)3 + 14nL3, r ∈ [nL− 12L, nL+ 12L), n = 1, . . . , N,
(r −NL)3 + 14NL3, r ∈ [NL+ 12L,∞).
For x = (x1, . . . , xd) ∈ Rd, we define f(x) = f˜
(
1
d
∑d
i=1 x
2
i
)
. Figure 2 (a)(b) gives the
visualization of this example in the case of N = 4, L = 1. Figure 2 (c) presents the
training curves of f given by gradient descent (GD), PGD, and PGDOT. The initial
values are all same, and PGD and PGDOT are run 5 times considering the randomness
of perturbation. We can see that PGDOT performs better and is more robust than PGD.
0 1 2 3 4 5
r˜
0.0
0.5
1.0
1.5
f˜
(r˜
)
(a) staircase-like
function f˜
x1 −2−1
0
1
2
x2
−2
−1
0
1
2
f
(x
)
0.0
0.2
0.4
0.6
0.8
1.0
1.2
(b) Landscape of
f(x) with x ∈ R2
0 500 1000 1500 2000
iteration
0.0
0.2
0.4
0.6
0.8
1.0
1.2
lo
ss
GD
PGD (5 runs)
PGDOT (5 runs)
(c) Learning
curves when
d = 4
Figure 2. Example 1 in the case of N = 4, L = 1.
Example 2 Next we consider a nonlinear regression problem, adapted from learning
time series data with a continuous dynamical system. The loss function is defined as
f(x) =
1
N
N∑
i=1
(yˆ(si;x)− y∗(si))2,
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where {si}Ni=1 are N sample points, y∗(s) is the target function, and yˆ(s) is the function
to fit with the form
yˆ(s;x) =
M∑
m=1
(am cos (λms) + bm sin (λms))e
wms.
In this example, we assume y∗(s) = Ai(ω[s − s0]), where ω = 3.2, s0 = 3.0, and
Ai(s) is the Airy function of the first kind, given by the improper integral Ai(s) =
1
pi
∫∞
0 cos
(
u3
3 + su
)
du.
For the specific regression model, we assume M = 4 and use N = 50 data points with
si = i/10, i = 0, . . . , 49. Figure 3 (a) shows the target function and the fitted function
obtained by PGDOT. We use three algorithms to optimize the parameters and present
the learning curves in Figure 3 (b). It is clearly seen that there are saddle points when the
loss is around 1, and the proposed PGDOT helps to escape those saddle points efficiently.
0 1 2 3 4 5
s
−1.0
−0.5
0.0
0.5
1.0
y
y∗(s)
yˆ (s)
(a) The target function y∗(t)
and fitted function yˆ(t) ob-
tained by PGDOT
0 10000 20000 30000
iteration
10−2
10−1
100
lo
ss
GD
PGD (5 runs)
PGDOT (5 runs)
(b) Performance of different
optimizers
Figure 3. Numerical experiment of Example 2.
Table 1. Hyperparameters.
d # of steps h tcount η tthres gthres r
Example 1 4 2500 0.04 200 0.04 4 0.01 0.04
Example 2 16 35000 0.04 200 0.04 4 0.02 0.04
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