Here we show that sexual selection can have an effect on the rate of mutation. We simulated the fate of a genetic modifier of the mutation rate in a sexual population with and without sexual selection (modelled using a female choice mechanism). Female choice for 'good genes' should reduce variability among male subjects, leaving insufficient differences to maintain female preferences. However, female choice can actually increase genetic variability by supporting a higher mutation rate in sexually selected traits. Increasing the mutation rate will be selected against because of the resulting decline in mean fitness. However, it also increases the probability of rare beneficial mutations arising, and mating skew caused by female preferences for male subjects carrying those beneficials with few deleterious mutations ('good genes') can lead to a mutation rate above that expected under natural selection. A choice of two male subjects was sufficient for there to be a twofold increase in the mutation rate as opposed to a decrease found under random mating.
Introduction
There is now evidence that female subjects can gain genetic quality benefits for their offspring when they choose to mate with ornamented male subjects (Petrie, 1994; Mller and Alatalo, 1999) . This makes it even more difficult to explain how genetic variance is maintained in the preferred male trait and in any fitness-determining loci that are revealed by the trait (Ritchie, 1996) . Theoretically, fitness variation among male subjects should rapidly be diminished, leaving insufficient differences to maintain female preferences. This problem of how genetic variation can be maintained under sexual selection is known as the 'lek paradox' (Kirkpatrick and Ryan, 1991) .
A number of theories have been proposed to explain this paradox (Pomiankowski and Mller, 1995; Rowe and Houle, 1996; Holland and Rice, 1998; Wilkinson et al., 1998; Lesna and Sabells, 1999; Sheldon, 1999; Randerson et al., 2000; see Tomkins et al., 2004 ; for a review). Predominant among these are the idea that sexual traits are condition-dependent (condition being controlled by relatively large numbers of loci which together result in high levels of genetic variation) (Rowe and Houle, 1996) , and the idea that variability is maintained by modifier genes (which act to increase the number of genes contributing to a trait) (Pomiankowski and Mller, 1995) . However, these theories have been criticized on the grounds that non-sexual traits may also be conditiondependent and that modifier genes may themselves go to fixation (Turner, 1995; Neff, 2000) . Others suggest that sufficient levels of genetic variation in fitness can be maintained as a result of frequency-dependent or temporally and spatially varying selection (Charlesworth, 1987; Rice, 1988; Hartl and Clark, 1989; Kokko and Lindstrom, 1996; Roff, 1998) . However, evidence that additive genetic variation is actually higher in secondary sexual characters than in non-sexual traits (Pomiankowski and Mller, 1995; Petrie et al., ms) despite sexual traits being subjected to sexual and natural selection suggests that the maintenance of genetic variation under sexual selection remains a key problem in evolutionary biology.
Mutation is the source of genetic variation (Falconer and Mackay, 1996; Houle et al., 1996) , yet it would appear unlikely that the maintenance of genetic variation in sexual traits could be explained by an adaptive increase in mutation rate. This is because, notwithstanding the finding that the optimum mutation rate may be higher (Leigh, 1973) , selection will tend to drive the mutation rate downwards (Metzgar and Wills, 2000; Sniegowski et al., 2000) . Nevertheless, recent work has highlighted modifiers of the mutation rate, in particular mutator genes, which were originally identified in bacteria (Cox, 1976) . Simulations have shown how mutators could spread through asexual populations by hitch-hiking with beneficial mutations (Taddei et al., 1997; Tenaillon et al., 1999) . They have also been demonstrated to increase the rate of adaptive evolution, at least in certain conditions (de Visser et al., 1999) , though others have found that mutator lines did not differ in fitness (Sniegowski et al., 1997) .
In sexual populations, recombination can be expected to disrupt hitch-hiking unless the mutator and associated beneficial mutation are strongly linked (Johnson, 1999; Partridge and Barton, 2000) . Because of the increasing mutational load associated with the mutator, we would expect that once the beneficial becomes fixed, there will be selection for individuals in which reversion to the wild-type has occurred or in which recombination between the mutator and the loci under selection has occurred. As yet, there are few studies relating to these predictions (Gillespie, 1981; Tenaillon et al., 2000) . However, this reasoning takes no account of the effects of sexual selection on the fate of mutator genes, and all recent simulation models in sexual populations have assumed random mating. Here, we show how one mechanism of sexual selection, female choice, can support an increase in mutation rate above that expected under natural selection, and we argue that this effect can contribute to the maintenance of genetic variability in fitness-related traits.
Methods
We simulated the fate of a modifier of the mutation rate in sexually reproducing populations with and without sexual selection. Our approach followed work on asexual populations (Taddei et al., 1997) , and as in those simulations, the parameters reflected literature estimates where available, subject to the constraint that the model was intended as a simple abstraction of reality and not an attempt to simulate an entire genome. The simulations began by setting up a population of P individuals, half of each sex. Individuals were given a pair of homologous 'chromosomes' (i.e. we assume diploidy) each bearing a 'mutator gene' and an associated string of 10 'viability genes'. We do not assume that these genes constituted the entire genome; only that there are no interactions between the genes of interest and those at other sites and that all other things are equal. Each viability gene was subjected to a mutation process in which the rates of deleterious, lethal and beneficial mutations varied between simulations but were always given by d4lXb. The absolute rates of mutation were determined by the mutator gene M, which increased the rates of all types of mutation at the viability loci by a factor B m where B was either 2 or 10 and m was initialized at zero and allowed to evolve through mutation. We assume that the mutator gene affected DNA repair only in a relatively small region of the genome (Metzgar and Wills, 2000) , namely the set of viability genes referred to above, and we exclude from consideration unaffected areas. Furthermore, the mutator does not affect its own mutation rate. Mutations are more likely to disrupt the DNA repair mechanism than improve it, so we would expect that the rate of reversion of the mutator should be lower than the rate of mutation to the mutator genotype. However, so as not to bias the simulations in the direction of the mutator, we conservatively set the mutator gene so that m mutated upwards and downwards in increments of 1 with probability 10 À3 in each direction. The mutator gene was assumed to be adjacent to the first of the row of viability genes, and the crossover rate between the mutator and the first viability gene was the same as between each other gene.
Individuals were subjected to a mortality process, whereby their probability of survival was a function of their genetic quality. Deleterious mutations were assumed to have larger phenotypic effects than beneficial mutations: deleterious mutations reduced the wild type fitness of 1 by 0.05; beneficial mutations increased it by 0.02, and individuals with lethal mutations had zero fitness (Taddei et al., 1997) . The model assumed codominance with additive fitness effects, so the effects of mutations were summed to give genetic qualities, which determined individual survivorship in a mortality process. Therefore an individual in the first generation with two deleterious mutations at one locus, for example, would have had a 90% chance of surviving to breed. In later generations, fitness values were re-scaled as proportions of the maximum fitness in that generation.
Surviving individuals reproduced, either with random mating or with female choice. Random mating involved selecting a male and a female subject at random. In the case of female choice, a female subject was selected at random, and a set of F male subjects was selected at random. The female then bred with the male of highest genetic quality from that set. This 'best of n' rule is the most widely used rule in modelling female choice (Janetos, 1980; Johnstone and Earn, 1999) . For each mating, one offspring was produced by bringing together chromosomes contributed by both parents. This was carried out by selecting a chromosome at random from each parent and allowing crossover between each adjacent gene with probability x. The process of selecting parents and producing offspring was repeated until the population was replaced by a new generation of P individuals. Implicit in our model is the assumption that, in addition to determining survival, the mutations that a male accumulates determine the condition of some trait, which is used by female subjects in mate choice. Thus, we assume that a male's 'good genes' are 'revealed' in the trait and the female subjects use that information to select the best male. This assumption is supported by the literature on 'good genes' effects in sexual selection (Mller and Alatalo, 1999) and by the demonstration that sexual traits can reveal genetic quality (David et al., 2000; Hale et al., ms) . It is also consistent with other sexual selection models (Kokko et al., 2002) . For each mating, one offspring was produced by bringing together chromosomes contributed by both parents and allowing crossover between each adjacent genes.
All results were based on sets of 10 simulations, each of 20 000 generations. Unless otherwise stated, standard parameters used were population size P ¼ 1000 individuals, crossover rate between adjacent genes x ¼ 0.01; mutation rates for deleterious, lethal and beneficial mutations d ¼ 10
, respectively. These mutation rates were based as far as possible on available literature estimates (e.g. Drake et al., 1998) . Mutation rates were in each case multiplied by the mutator value which was initialized at 2 0 ; the power mutated upwards and downwards in increments of 1 at a rate of 10 À3 in each direction. A second programme sharing similar assumptions was written in a different language (Visual Basic) by a different programmer (R Ascroft), showing that the results we obtained were not an anomalous feature of the programme or any subjectivity on behalf of the programmer.
Simulation results: evolution of mutation rate under sexual selection
Given that an increase in mutation rate would have increased the number of deleterious mutations, we predicted that mutations in the mutator gene, which raised the mutation rate above the starting level, should have been selected against. This prediction was upheld Sexual selection and the evolution of evolvability M Petrie and G Roberts in the case of random mating, but with female choice fixation of mutation rates of several times the starting parameters occurred (Figure 1 ).
This shows that female choice has an effect on the evolution of a mutator gene when compared to random mating, but a key question is whether the level of female choice required is within a realistic range. We found that increasing female choice did increase the mean mutation rate, but that a choice of two male subjects was sufficient for there to be an approximately twofold increase in average rate (M ¼ 2.1470.34), as opposed to the decrease found with no choice (M ¼ 0.3570.14; t 18 ¼ 5.25, Po0.0005; Figure 2a ). Our results therefore show that we require only that female subjects choose between two male subjects for there to be an effect on the evolution of the mutation rate.
What were the consequences for the evolutionary dynamics of new mutations? Comparing cases with no female choice and with choice between two male subjects, the number of beneficial mutations accumulating per genome per generation n b increased (n b ¼ 0.005779.9 Â 10 À5 and 0.08671.5 Â 10 À3 , respectively; t 18 ¼ 54.12, Po0.0005; Figure 2b ) whereas the number of deleterious mutations n d decreased (n d ¼ 6.8 Â 10 À5 7 1.1 Â 10 À6 and 6.4 Â 10 À6 78.6 Â 10 À7 , respectively; t 18 ¼ 45.29, Po0.0005; Figure 2c ). As female choice increased further from 2 to 20 male subjects, beneficial mutations continued to increase, whereas deleterious mutations also showed some increase ( Figure 2c ). These processes reflect a balance between the strong selective effect of female choice in fixing beneficial and removing deleterious mutations, and the effect of the increasing mutation rate associated with increasing female choice, which results in more new mutations arising.
To test the strength of sexual selection in our simulations we calculated the variance in male mating success (Wade and Arnold, 1980) . To give an illustrative example, we sampled from the midpoint (generation 10 000) of simulations with random mating and with female subjects choosing the best of 10 male subjects. In the latter case, the variance in male mating success was 17.98, considerably higher than the 2.19 found under random mating. Thus, our female choice rule was effectively implementing sexual selection. Nevertheless, Sexual selection and the evolution of evolvability M Petrie and G Roberts the way we implemented the 'best of n' algorithm by allowing female subjects to choose from different sets of male subjects meant that the mating skew at a population level was relatively low. Thus, in the above example, the maximum number of matings achieved by any one male was 24, or 2.4% of those available (compared with 0.7% under random mating). This is low compared with estimates from lekking species (Hö glund and Alatalo, 1995).
Sexual selection or natural selection?
Our results might be due to the strength of selection rather than to sexual selection operating in a different manner from natural selection. To test this, we ran simulations in which there was no female choice but instead there was a second round of natural selection (the fitness-dependent mortality process). The effect of the extra round of natural selection was evident both in the reduced number of deleterious mutations (which decreased from 6. À5 times the initial mutation rate, respectively, t 18 ¼ 1.28, P ¼ 0.216). Therefore, increasing the strength of natural selection did not allow for an increase in the rate of mutation. Intuitively, this is not surprising as natural selection will act to reduce the mutation rate as this produces a net survival cost to the individual. Sexual selection, on the other hand, can result in the evolution of traits that carry survival costs, like the peacock's train, which is heavy and cumbersome to carry around (Petrie, 1992) . Sexual selection as we have shown can result in an increase in mutation rate. We have shown that female choice which results in a variance in male mating success can have this effect.
Realistically, female subjects may not always choose the best male subjects, whether because phenotype is influenced by environmental effects as well as genotype; because of imperfect discrimination by female subjects; or because of costs associated with searching for and selecting the best male subjects. Allowing for imperfect female choice did reduce the magnitude of the effect of sexual selection on the mutator, but did not eliminate it. For example, with female subjects choosing the best of two male subjects with probability 0.75 the mean mutator was 1.1470.19, which was less than that for perfect selection of the best of two male subjects (2.1470.34, t 18 ¼ 2.56, P ¼ 0.02) but nevertheless greater than that for random mating (0.3570.046, t 18 ¼ 3.97, P ¼ 0.001).
Although we have modelled female choice explicitly, other mechanisms of sexual selection that result in variance in male mating success could theoretically also have the effect of opposing natural selection and allowing the evolution of an increase in the rate of mutation, by whatever mechanism this is achieved. For example, male/male competition acting on say a genetic modifier of the rate of recombination may also have the same main result of sexual selection promoting genetic variation. However, confirmation of this must await further detailed modelling which is currently beyond the scope of this present paper.
Are our results peculiar to sexual selection? Could another form of selection result in the same effect? Our results suggest that all that is necessary for the maintenance of an increased mutation rate (which is under genetic control) is a genetic benefit that outweighs the genetic costs of an increase in mutation rate. Female choice for good genes in our model provides that genetic benefit, and this is realistic as there is ample evidence from nature that this occurs. It is possible that some other genetic benefit could also overcome the inevitable genetic costs associated with an increased mutation rate. For example, some form of kin selection/group selection/demic selection may provide the same effect. However, while it is known that kin selection can outweigh the costs of altruism (Hamilton's rule) no one has considered the possibility that kin selection could maintain an elevated mutation rate, and no one has modelled this. Although we would dearly like to explore the other possibilities suggested by our model and our results this must remain a task for the future as it is beyond the scope of this paper.
Some workers argue that it is unnecessary to distinguish between sexual and natural selection and that sexual selection is a form of natural selection. This is true in a strict sense and as argued clearly by Stearns and Hoekstra (2000) many traits besides sexually selected characters reduce survival, including reproduction itself. However, although Darwin's distinction between natural and sexual selection is not logically necessary it is however extremely useful in understanding the evolution of traits, including processes at the level of genome, that also carry survival costs.
What happens to variance in fitness?
Compared to the random mating case, we have shown that sexual selection can cause the mutation rate to increase. However, in order to show that this can resolve the lek paradox, we need to show that this increase in mutation rate counters the loss of variance in fitness that otherwise results from female choice. Sexual selection (as represented by an increase from 1 to 10 in the number of male subjects from which female subjects can select the best) reduced variance between individuals in their numbers of both beneficial (1.8470.41 and 0.3370.05; t 18 ¼ 3.62, P ¼ 0.005) and deleterious (1.9270.15 and 0.03770.004; t 18 ¼ 12.24, Po0.0005) mutations (Figure 3) . However, this reduction in variance was less in the presence of a mutator gene that allowed evolution of higher mutation rates. This is shown by the fact that, under female choice, variances were higher when mutation rate was variable than when it was constant (for beneficial mutations variances were 1.0770.22 and 0.3370.05, respectively, t 18 ¼ 3.33, P ¼ 0.008; and for deleterious mutations, 0.5670.13 and 0.03770.004 respectively, t 18 ¼ 3.90, P ¼ 0.004). There is therefore evidence both that mutation rates can evolve upwards under female choice and that this effect can counteract the effect of female choice in reducing variance.
Sexual selection and the evolution of evolvability
M Petrie and G Roberts
What is the effect of varying the parameters used?
How robust is our finding that mutation rates can increase under female choice to variations in the parameters used? A key parameter is the rate of beneficial mutations: as it is so difficult to measure empirically, it is particularly important to know how dependent are our results on this factor. We found that decreasing the rate of beneficial mutations by several orders of magnitude while holding deleterious mutations constant had little effect on the fate the mutator (Figure 4a ). In contrast, decreasing the rate of deleterious mutations while holding the rate of beneficials constant had a more marked effect (Figure 4b ). However, these results are contingent on a particular set of parameter values and therefore must be treated with caution. Further simulations are required to fully investigate all combinations of rates of beneficial and deleterious mutations.
Examining the effects of other parameters, as population size increased from 250 individuals to 2000, mean mutator increased from 2.3070.40 to 12.8172.34. Lowering the rate of mutation in the mutator gene itself lowered the mean level of the mutator from 6.3671.44 with rates of 10 À3 both forwards and backwards to 1.3272.56 with rates of 10
À6
. Correspondingly, when the forward rate (10
À3
) was higher than the backward rate Figure 3 Variance in fitness in relation to sexual selection and mutation rate. Variance in fitness is expressed as variance in numbers of (a) beneficial and (b) deleterious mutations. Random mating (where female subjects mate with a randomly selected male) is compared with female choice (where female subjects mate with the male of highest genetic quality of 10 randomly chosen male subjects). Mutation rate is either held constant (at rates d, l and b) or is allowed to vary as some multiple of these rates as determined by a mutator gene. Parameters as in Figure 1 unless otherwise indicated. Sexual selection and the evolution of evolvability M Petrie and G Roberts (10 À6 ) the mean mutator increased to 24.0470.95, whereas when the rates were reversed it decreased to 0.1070.02. Given that mutations are more likely to disrupt the DNA repair mechanism than improve it (Taddei et al., 1997) , we would expect that the rate of reversion of the mutator should be lower than the rate of mutation to the mutator genotype, so we predict an increase in mean mutator level rather than a decrease. Changing the increments by which the mutator evolved had little effect on the results (with random mating the mean mutator was 0.3570.05 when it incremented in powers of 2, compared with 0.155370.0289 when incrementing with powers of 10; whereas with female choice 10, the mutator was 6.3671.44 when it incremented in powers of 2 versus 6.572670.6639 when it incremented in powers of 10.
Why does female choice have such an effect on the fate of mutator genes? Previous theory concerning increases in mutation rate has emphasized the role of hitch-hiking of a mutator gene with a closely linked beneficial mutation (Taddei et al., 1997) . The unstable dynamics we observed were similar to those reported by these authors, suggesting that similar processes may have been at work. We therefore expect the mutator to be sensitive to the rate of crossing over: because it is disadvantageous, it should be lost as soon as any beneficial to which it is linked has reached fixation. Consistent with this argument, we found that the mutator did decrease from 8.7771.32 with a 0.005 probability of a break between any two adjacent genes, to 5.3770.96 with a 0.05 probability. We consider this to be a relatively high rate of crossing over, given our assumption that we are dealing with a mutator that affects only a set of closely linked genes over a small region of a chromosome. There remains a substantial increase in the mutation rate despite the fact that the mutator and the furthest of the 10 genes were then assorting independently.
Evidence for the robustness of our results is provided by the fact that a separate set of simulations developed by another programmer in a different language showed a similar contrast between an increase in the mutator gene under female choice and its decline under random mating.
At the end of the day it must be borne in mind that the results, although controversial, are based on a comparison of two situations, one with female choice and one without. The genetic architecture, rate of crossing over, population size and so on are identical in both conditions; the only difference comes when a female has a chance to mate with the better of two male subjects.
Discussion: a self-sustaining resolution to the lek paradox Our results show that mutation rate can increase under sexual selection, and that this process counteracts the reduction in genetic variance caused by sexual selection. The effect appears to be owing to hitch-hiking of a mutator gene with beneficial mutations. Such an effect has been reported in bacteria but was thought to be less prevalent in sexual systems owing to recombination (Johnson, 1999; Tenaillon et al., 2000) . Our finding is that sexual selection has a decisive effect on whether a mutator can increase in a sexual population. Why should hitch-hiking of a mutator be more prevalent under sexual selection? Assuming that accumulated mutational load is apparent through some revealing trait (Pomiankowski et al., 1991) , and assuming that female subjects choose male subjects on the basis of this trait, then female subjects will be able to select to breed with those male subjects that carry the beneficial mutations that are associated with the mutator gene, but which have accumulated relatively few of the deleterious mutations that will also be more common among those carrying the mutator. Thus, although the mutator is not selected directly, female choice acts on it indirectly, facilitating its establishment and reducing the rate at which it is lost. There is a further advantage to male subjects in this system. Male subjects of high genetic quality will on average have greater mating success and this could also result in the costly mutator gene becoming established and maintained in the population. The cyclical dynamics we observe by which mutators arise, are maintained for several generations and are lost are similar to those reported for asexual populations (Tenaillon et al., 1999) . This discussion highlights an important distinction between the hitch-hiking process and the process proposed by Pomiankowski and Mller (1995) by which variance is maintained through the operation of genetic modifiers. In their model, an accelerating fitness function means that increasing variance is adaptive. In ours, the spread of the variance-increasing modifier is actually maladaptive.
Our results have implications for the problem of how variability is maintained under sexual selection, the lek paradox. A successful resolution to this problem has remained elusive, despite a number of recent theories. Previously, female choice has been thought to reduce variation, but we have shown here that it can actually select for continued generation of variation through mutational input in those traits, which are subject to sexual selection. The crucial aspect of our mechanism is that, unlike other proposed mechanisms, it is selfsustaining. It has previously been shown that variance among male subjects is required for female choice to be adaptive (Petrie and Lipsitch, 1994 ); now we have gone full circle by showing that choice promotes variability, and so will itself increase the selection pressure for choice.
The mechanism explicitly involves 'good genes' effects: we assume female subjects prefer male subjects of high genetic quality and that genetic quality is revealed in sexual ornamentation. However, while we have framed our model in terms of female choice, we would stress that any mechanism of sexual selection (such as male-male competition or sperm competition) that resulted in mating skew in favour of those of highest genetic quality is equally compatible with our model. That is, were the male of highest genetic quality to win a contest among n male subjects to mate with a female, we would obtain precisely the same results.
Is the effect we find particular to sexual selection? This is difficult to know as without modelling different forms of selection that can oppose survival costs we will not know, and this would require extensive further work. In particular, it would be very interesting to model those forms of selection that have been developed to explain costly altruism (for example, group selection) which may also allow for an elevated mutation rate. Interestingly, Sexual selection and the evolution of evolvability M Petrie and G Roberts sexual selection has also been invoked to explain costly altruism (Roberts, 1998) . Sexual selection is a widely recognized mechanism that operates counter to natural selection and can act to produce higher mutation rates, in an exactly analogous way to how sexual selection produces and maintains morphological traits (such as the peacock's train) that are costly under natural selection.
Although it is increasingly being recognized that adaptability may itself be subject to selection, the processes that could increase adaptability are not thought to operate in sexual organisms (Partridge and Barton, 2000) . Our results contrast with this theory and show that there are mechanisms whereby adaptability may be increased in sexual populations. However, our model does require a continued need for adaptation. The models assume that it is possible to improve the genome, even if only very rarely and by a small degree. We therefore still require explanations of what is driving the need for adaptation, whether it be evolutionary arms races between parasites and hosts (Hamilton and Zuk, 1982) or male subjects and female subjects (Holland and Rice, 1998) .
We have advanced a hypothesis about how variability could be maintained under female choice. Whether factors that control the mutation rate, be they mutators or some other mechanism (e.g. modifiers of the recombination rate (Burt and Bell, 1987) ), operate in the way proposed by our model is a matter for empirical investigation. Our theory predicts that sexual selection will not lead to the fixation of variation in male sexual characters and that there will continue to be genetic benefits from female choice. Consistent with this, interspecific variation in the proportion of extra-pair offspring is positively related to genetic variability (Petrie et al., 1998) . Our mechanism can explain how, despite being subject to strong directional selection, sexual traits can be more phenotypically variable and have higher additive genetic variation than non-sexual traits (Pomiankowski and Mller, 1995) . We predict that there should be a higher mutation rate in sexually selected species, particularly where female subjects choose among a large number of male subjects and where this results in high mating skew (Hö glund and Alatalo, 1995) , and that mutation rates will be higher in sexual as opposed to non-sexual traits, as a mutation modifier associated with such traits will be selected against. Furthermore, the greater accumulation of beneficial mutations that we observed with female choice leads us to predict that there will be a higher rate of evolution in sexually selected lineages. There are no direct tests but there is some evidence that is consistent: the Y chromosome in mammals mutates four to seven times faster than the X in mammals, as does the Z in birds (Ellegren and Fridolfsson, 1997) . A recent study of the male to female mutation bias (a m ) which was estimated by comparing Z-linked and W-linked substitution rates in gametologous introns found that a m differences between avian clades positively covaried with both generation time and sexual selection measured as the frequency of extra pair paternity (Bartosch-Harlid et al., 2003) . Mller and Cuervo (2003) have recently found evidence for an increased mutation rate in species with more intense sexual selection. Increased mutation was not associated with increased sperm production, and they independently suggest that species with intense sexual selection may maintain elevated mutation rates because sexual selection continuously benefits viability alleles expressed in condition-dependent characters.
Our results could also be important in understanding the maintenance of sexual reproduction. Theoretical work on the evolution of sex has tended to assume that individuals mate randomly, yet our simulations illustrate just how powerful is mate choice in determining the evolutionary dynamics of new mutations (Agrawal, 2001; Siller, 2001) . This means that, whether the advantages of sex lie in bringing beneficial combinations together or removing deleterious mutations (Barton and Charlesworth, 1998) , mate choice and its effect on mutation rate could shift the balance of costs and benefits towards sexual reproduction.
Lastly, we have modelled a genetic modifier of the mutation rate or a mutator gene, but we predict that our results, which demonstrate the role of sexual selection on the maintenance of genetic variation, are not exclusive to this particular mechanism but will operate on any other costly genetic mechanism that introduces genetic variation, for example, recombination (which is not a genomewide mechanism).
To conclude, our simulation model shows that organisms with some form of sexual selection can potentially deal with higher mutational loads/rates, although the applicability of the model to real systems is unclear and needs empirical testing. We would also like to see the development of further models along similar lines and hope that one day an analytical model could be developed to fully test the generality of the theoretical idea.
