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Abstract
We propose a new quantum approach for describing a system of n interacting particles with
variable mass connected by an unknown field with variable form (n-VMVF systems). Instead
of assuming any particular nature for variation of the masses and field, we propose to find them
from the laws that rule the dynamic of the systems. In this context, we consider masses and field
are functions depending only on the particle positions and velocities, excluding the presence
of hidden variables. The quantum approach follows the modern method for constructing the
quantum theory where quantum states are defined over a Hilbert space, and the operators are
obtained from the canonical transformations of the corresponding classical theory. The classical
theory results on two sets of second-order Hamilton constrained equations, while the Hilbert
space is defined over the extension of the complex number, which is done from an unsolvable
equation on the complex domain. This new approach does not contradict the existing theoretical
theories in Particle Physics.
We add a new set of equations to the rectangular’s in order to solve the classical problem
and in agreement with the inclusion of new dynamical variables. The new and independent
set of equations are the Lagrange equations using the 3-D set of angular coordinates. The
four-dimensional space-time naturally appears in the problem when the position of the particle
is expressed as a function of angular coordinates. This transformation set the 3-D space of the
angular coordinates as the stereographic projection of the 4-D sphere defined by the Lorentz
condition in the space-time. The inclusion of mass as a variable quantity forces us to modify
the D’Alembert’s principle to ensure the compliance of the relativity principle under a Galilean
transformation for the particle system. In consequence, we identify two sets of constraints,
each one for every coordinate system. We construct the Lagrange function from the starting
Lagrangian L =
∑
n
1
2
mnx
ν
nxν,n − Aν x˙ν,n and forcing the system to satisfy linear and angular
conservation laws. The obtained constraints are added to the initial Lagrangian by the Lagrange
multiplier method and obtain not one, but two Lagrange functions and with them, two set of
Lagrange equations for finding the final solution. Also, the x¨ dependency’s of the constraints
functions set the necessity of extending the classical theory up to second order of the Lagrange
function L(q, q˙, q¨).
The extension of the classical Lagrange’s theory up to the second order derivative results on
a new set of second order Hamilton equations defining a new canonical variable s = ∂L
∂q¨
. The
identity transformation introduces a new set of canonical variables fi as the poles a set of con-
straints which depend only on the velocities of all particles F2i(¯˙q), removing the Ostrogradsky’s
instability. The new variable si shows to be the generator for the negative displacement of the
pole fi(¯˙q) whose value is modified along the evolution of the system, being fi = 0 the value for
the identity transformation. The momentum pi remains as the generator of the displacement
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of coordinate qi. We also evaluate the canonical transformations with the angular coordinates
which have the angular momentum li as the generator of the rotation of angular coordinate ξi
and the angular momentum bi =
∂L
∂ξ¨
as the generator of an negative displacement of the pole
fi(
¯˙ξ).
We propose the extension of the complex numbers to be domain where the new quantum
space should be developed. Beside it seem more appropriated to applied on the obtained
classical mechanics, it also introduces new concepts, like negative and imaginary probabilities
which may solve the problems of infinities. The new vector space named Extended Complex and
represented as E, has a new extended complex unit k, defined as the solution of the unsolvable
equation in the complex domain: |k|2 = k∗k = i, so it does not violate the fundamental theorem
of algebra. The new space definition also requests the inclusion of a new mapping operation
represented as k• so the product k∗•k•k∗k = i∗i = 1. We study the properties of the vector
space like positive-definiteness, linearity, and conjugated symmetry.
In the last, we put together all the obtained results and propose a new framework for the
quantum treatment for n-VMVF systems. In that, any physical state is represented by what
we define as the extended ket
∣∣∣∣ αβ
〉
. We also define others two components mathematical
entities like bras and operators. The action of a quantum operator acting over a space ket is
represented now as:(
A†
B
) ∣∣∣∣ αβ
〉
=
∣∣∣∣ γζ
〉
.
Based on the properties of the extended complex vector space, two new normalization conditions
are settled for any new physical states. We study the eigenvalues equations, the series expansion,
measurements and the quantum representation for momentum operator p and s. Also, time
evolution in the Schro¨dinger and Heisenberg pictures are introduced within this approach to
obtain the equation for the eigenvalue of energy.
Keywords: Quantum mechanic, variable mass, Unified field Theory, hypercomplex numbers
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Introduction
Particle physics is the branch of physics that studies the constituents of matter and radia-
tion knowns as particles. Specifically, it investigates the irreducibly smallest detectable particles
and the fundamental interactions necessary to explain their behavior. Modern particle physics
research is addressed mainly to subatomic particles, including the atomic constituents such as
electrons, protons, neutrons. Those particles are produced by radioactive and scattering pro-
cesses, such as photons, neutrinos, and muons, as well as a wide range of exotic particles. At the
same time, there are others particles from what protons, neutrons are made and they are known
as elementary or fundamental particles. An elementary particle is a subatomic particle with
no substructure, thus not composed of other particles like the fundamental fermions (quarks,
leptons, antiquarks, and antileptons) as well as the fundamental bosons (gauge bosons and
the Higgs boson). Those last ones generally are the ”force particles” that mediate interactions
among the fermions.
The quantum Revolution took place in the first quarter of the twentieth century in the
understanding of microscopic phenomena. Quantum mechanics not only replaced classical
mechanics as the theory to explain microscopic experiments as Plank radiation laws, the Bohr
atom, de Broglie’s matter wave and so forth, but it also revised fundamental concepts of
what most people know as reality. Quantum mechanic also governs the dynamics of particles;
which exhibit wave-particle duality, displaying particle-like behavior under certain experimental
conditions and wave-like behavior in others. In more technical terms, they are described by
quantum state vectors in a Hilbert space. This approach is resumed in what some authors
call “quantum mechanical way of thinking”. This modern point treats quantum states as
vectors in an abstract complex vector space whose dimension is determined by the degree
of freedom of the physical system under study. The algebra of the complex space gives the
algebra of the theory while physics equations are included from classical mechanics, specifically
from Lagrangian/Hamiltonian formulation. The success of the quantum mechanic theory is
undisputed, pointing to a trustworthy strategy to follow when we study any physical phenomena
at the quantum length scale. Quantum mechanics also introduce fundamental concepts and
materialistic conceptions from its results like the ladder operators, a†, a−, which increases and
decreases the eigenvalue of another operator, respectively.
Quantum mechanic works fine until it deals with a relativistic particle, starting with photons
which have rest mass zero, and correspondingly travel in the vacuum at speed c. Once the
conceptual framework of quantum mechanics was established, theoreticians like Born, Jordan,
Heisenberg, Dirac, P. Jordan among others, direct their efforts to extend quantum methods to
fields and particles starting precisely with photons and the quantization of electromagnetic field.
The most successful outcome of these works was the inception of quantum field theory (QFT)
which provide a suitable procedure for transferring the discreteness of physical quantities on
the treatment of particles in quantum mechanics to an equal treatment of fields.
Most of the problems that puzzle theoretical physics are related to the processes that take
place at high energies and involve the variation of the properties of the particles. Examples of
this process are the nuclear reactions, particle decay, fusion process, among others. One of the
properties that change in a particle reaction is the mass of the particle. Several variable masses
theories in modern physics have been applied to study this problem. However, most of them
are based on spontaneous symmetry breaking which is rooted in quantum field theory.
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The theoretical bases of QFT are extracted from the quantum mechanic theory, which
relies on classical mechanics as the theory from where it extracts the expressions for quantum
operators. This fact can be troublesome since the Lagrange, and Hamilton’s classical theory is
developed considering that particle mass remains constant. The theoretical frame for including
the appearance or vanishing of particles is the definition of the “annihilation” and “creation”
operators, from the notions of the ladder operators on Quantum mechanic, for the destruction
and creation of particles in the QFT theory.
The String theory has also evolved into a candidate for describing the dynamics of the
elementary particle not without controversy. It proposes the unification of quantum mechanics
and general relativity assuming that particles are replaced by small strings and branes. The
theory claims that the particle with a single mass value and the force’s charge are created
because of a specific oscillatory pattern of the string. String theories usually require extra
dimensions of spacetime for their mathematical consistency. In bosonic string theory, spacetime
is 26-dimensional, while in superstring theory it is 10-dimensional, and in M-theory it is 11-
dimensional. This feature and the lack of experimental verification of some of its results are
the main drawbacks of the theory.
Recently, some authors have the opinion that rest mass should not be treated as a fixed
quantity. An interesting review of this topic is found in Journal of Physics: Conference Series
615 (2015) 012016. The author cites some anomalous nuclear reactions in condensed matter
that can be explained assuming the variation of the rest mass. Among other approaches of
variable mass theory, we can find the historical time models, introduced in the 1930s by Fock
and Steuckelberg and developed later by Horwitz and others (1, 2). Also, Greenberger develops
a modern variant of the content of general relativity and the principle of equivalence. In the first
approach, the proper time of particles is treated as the quantum operator with time coordinate
describing the causal evolution of the system while Greenberger’s approach addresses the time
coordinate as an operator, with proper time (which is formally similar to historical time) being a
real-valued parameter which parametrizes the causal evolution of the system (2). An important
conclusion extracted from these works is that variable mass theories are compatible with the
requirement of general relativity.
It is our understanding that any quantum mechanic based theory, like QFT, constructed to
describe the system with variable masses should be built on a quantum theory which in turn
is built over a classical theory that consider the the mass as a variable quantity.
Its also know the connexion between the occurrence of subatomic particles and fields. In
the Standard Model, the electromagnetic, strong, and weak interactions are associated with
elementary particles, whose behaviors are modeled in quantum mechanics. For example, the
strong interaction is carried by gluons, binding the quarks to form hadrons, such as protons
and neutrons. The weak interaction is carried by the W and Z bosons and is responsible for
the radioactive decay while photons carry the electromagnetic field interaction. In theories of
quantum gravity, the graviton is the hypothetical elementary particle that mediates the force
of gravity. The treatment of the gravitational field within quantum mechanics bring up one of
the major unsolved problems in physics since there is no theory of gravitational interaction that
reconciles with the currently popular Standard Model of particle physics. The main obstacle
for combining the general relativity with quantum mechanics is a mathematical problem with
the renormalization of the gravitational field.
Because of the relationship between fields and mass generation, it is also our understanding
that any quantum mechanic based theory whose treat mass as a variable quantity, should also
treat the field as a variable magnitude for a consistent approach.
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Main Tasks, methodology, and assumptions
The modern formalism of quantum mechanic success in the construction of the theory using
elemental axioms. Thus, the intention to follow this formalism in the in the study of variable
masses systems under quantum mechanics scope. While look at the idea of associate quantum
generators to generators of classical canonical transformations, the following questions come
out:
- What will be the quantum generator, which changes the state described by mass m0 to
m0 + dm? In quantum operators terms what will be the operatorM whose action over a state
ket is
M(dm)|m0〉 = |m0 + dm〉? (0.1)
and, if such an operator exists,
- what would be its associated canonical transformation in classical mechanics?
Both questions are the primary motivation for this work. Although Davidson’s approach (1)
is radical and it must be acknowledged as visionary, we have the opinion that the analysis should
begin by trying, first, to answer previous questions. As references (1, 2) recall, there is no direct
evidence that rest masses can change. However, it is our point of view that the inertial mass,
as the measurement of an object’s resistance to being accelerated by force, indeed changes. For
example, if there is a neutron in the initial state which decays into an electron, a proton, and
an electron anti-neutrino, we can assume that the mass of the particles of the system change
if the mass of the “appeared” particles vary from the zero value. Our election of setting the
inertial mass as a variable quantity ignores any nature of such variation or any particular law
or principle which may imply any assumption about it, among then the relativistic. In that
case, the concept of the rest mass can be no longer applied in here. Instead, the variation of
the particle masses should be given only by the universal laws of motion.
We have to set out starting point for our approach. The modern construction of the quantum
mechanics is done by passing over from the Hamiltonian theory to the quantum theory. The
quantum field theories, which are based on the quantum theory, present a high degree of
difficulty. As an alternative, many others theories have been developed. However, it is our
thinking that the assumption of the variable character of the inertial mass is so fundamental
that it can not be included any other way different from starting from the classical action.
There are many others reasons for that choice. They are well discussed by Dirac at “Lectures
of Quantum mechanics” (3). In the text, Dirac concludes by saying: “I don’t think one can
in any way shot-circuit the route of starting with an action integral, getting a Lagrangian,
passing from the Lagrangian to the Hamiltonian, and then passing from the Hamiltonian to
the quantum theory.”
Now there is the issue related to the dependency of the unknown variables of masses and
field. We set the field and masses as variables. However, should they be treated in the same
framework than the position of the particle? In the affirmative case, the classical theory defines
a generalized momentum associated with a conservation law, which at the same time should
be connected to a property of the space or matter. In the absence of a generalized coordinate,
its generalized momentum must be conserved, and the alleged property of the space or matter
must emerge. To the best of our knowledge, there is no known property from space or matter
which lead to a conservation law for the momentum of the mass as a generalized coordinate.
Because of that, the positions of the particles should be the only generalized coordinates of the
system. We solve this issue by proposing the masses of the particle and the field as functions
of the position of the particle and its derivatives.
We expect momentum depends not only on mass but also on its derivative. That could allow
the description of particles with zero mass value and non-zero mass derivative. In that case, we
will have a particle with zero mass value but with a well-defined momentum. We also presume
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that the variable mass approach will allow the study of physical systems including particle
with zero mass and zero momentum value, which is impossible in modern quantum mechanic.
In that case, we may be describing the ground state of a particle which means we may be in
the presence of de description of a particle of vacuum. Also, the creation and annihilation of
particles during field interaction could mean the variation of the mass of particles from zero to
some real value and vice versa.
We study particle systems with a fixed number of particles which depends on the phenomena
under analysis. We consider the deviation of masses for all particles forming part of the reaction:
photon electrons, protons, deuterons, vacuum particles and others. The number of particles
of the system is then defined as the maximum number of particles involved in the reaction
during the reaction’s time. For instance, in the electron-positron pair formation, we consider a
two-particle system from the beginning: one being the energetic photon and other being a zero
mass particle which may be defined, after the final result of the approach are obtained, as one
vacuum particle. Same way, if there is a process which includes the creation or destruction of
an intermediate particle, then that particle should also be included as part of the system.
Following modern quantum mechanic approach, to accomplish the main objective, three
tasks are defined:
1. to develop a classical theory that includes particle mass and field variation with the final
goal of obtaining the infinitesimal canonical transformations of the system.
2. to create a vector space where the quantum mechanic for variable mass can be developed
in
3. to construct a quantum theory that includes mass variation using previous results, in-
cluding and adapting quantum axioms that from our point of view, must be taking into
account.
Since the Lagrangian and Hamiltonian approaches, as we know them today, are constant
mass-based theories, they are probably not sufficient to describe the physics needed for particles
system with variable masses. However, the clear understanding and abstract concepts that
Lagrangian or Hamiltonian formulation provided, make both of them an excellent start point
for include mass variation within the classical theory.
In section 1, we review the construction of the ordinary quantum mechanic as the path
to follow for construct a quantum mechanic with variable masses and field. Among the main
ideas, we reinterpret the normalization axiom as a relation between expectation values and space
vectors properties. In section 2 we develop the classical theory, starting for the D’Alembert
principle, which must be modified because of the mass variation inclusion. In that section,
relativistic effects are introduced, and with the previous principle modification, we construct
two Lagrangians of second order needed for describing n-VMVF systems. In section 3, we
develop the second order Hamilton theory for each obtained Lagrangian in the previous chapter,
which differs from the Ostrogradsky’s higher order Hamiltonian construction. We obtain the
canonical transformations and their generators. In Section 4 is developed a new space where the
theory can be developed, in logical consistency with the classical results and also as a possible
solution for the normalization issues of the actual quantum theories. Finally, in Section 4 the
obtained results from classical theory are added to a new Hilbert space taken over the extension
of the complex numbers, following the same methodology than the modern construction of
Quantum Mechanics. In this chapter, we introduce new axioms according to the outcome from
previous chapters like two new normalization conditions for the state vector. We also cover
the main aspects of conventional quantum mechanic theory as eigenvalues and eigenvectors,
measurement, quantum dynamics and temporal evolution.
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1. Modern Quantum mechanics
We briefly describe this formalism and comment the main concepts that, from our point of
view, are the cornerstone for developing a quantum approach for particle systems that include
masses and field variations.
1.1. Mathematical description of Quantum mechanics
Several experiments, such the Stern-Gerlach’s, show the complex space as the analytical
framework to develop the quantum theory (4) pp.23, pp.40. On quantum theory, a physical
state is represented by a vector in a complex based vector space called by Dirac as “ket” and
denoted by |α〉.
This vector space must adhere to a number of requirements called axioms. Let u, v and w
are vectors in V and a, b are scalars in F , then the following relations are satisfied:
• Associativity of addition: u + (v + w) = (u + v) + w
• Commutativity of addition: u + v = v + u
• Identity element of addition: There exists an element 0 ∈ V , called the zero vector, such
that v + 0 = v for all v ∈ V .
• Inverse elements of addition: For every v ∈ V , there exists an element v ∈ V , called the
additive inverse of v, such that v + (− v) = 0.
• Compatibility of scalar multiplication with field multiplication:
a(bv) = (ab)v
• Identity element of scalar multiplication: 1v = v, where 1 denotes the multiplicative
identity in F
• Distributivity of scalar multiplication with respect to vector addition: a(u + v) = au +
av
• Distributivity of scalar multiplication with respect to field addition:
(a + b)v = av + bv
These axioms allows states to satisfy the superposition principle in Quantum mechanics
meaning that if a state is described by two kets |α〉 and |β〉 then the ket vector
|γ〉 = a|α〉+ b|β〉 (1.1)
also describe the system by itself being a, b complex numbers.
Operators X are the mathematical entities that modify the states and use to represent
physical magnitudes like position, momentum, etc. Operators act over the kets from the left
side, and the result is a new ket like:
X|α〉 = |γ〉. (1.2)
If a product of one operator with a vector state results in a same vector state times a
complex number:
A|a′〉 = a′|a′〉, A|a′′〉 = a′′|a′′〉, .... (1.3)
then the set of complex numbers a′, a′′... are known as “eigenvalues, ” and the set of vectors
state |a′〉, |a′′〉 ... as “eigenvectors” of that operator.
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To introduce intuitive geometrical notions such as the length of a vector, the angle between
two vectors or the orthogonality between vectors it must be defined an operation, mapping,
that associates each pair of vectors in the space with a scalar quantity. That operation is called
inner product. Formally the inner product space is a vector space with an additional structure
V over the field F of complex numbers C together with an inner product:
〈·, ·〉 : V × V → F. (1.4)
The inner product satisfied three axioms for all vectors x, y, z ∈ V and all scalar a ∈ F :
• Conjugate symmetry:
〈x, y〉 = 〈y, x〉 (1.5)
• Linearity in the first argument:
〈x, ay〉 = a〈x, y〉
〈ax, y〉 = a¯〈x, y〉
〈x, y + z〉 = 〈x, y〉+ 〈x, z〉
〈x+ y, z〉 = 〈x, z〉+ 〈y, z〉 (1.6)
• Positive-definiteness:
〈x, x〉 ≥ 0 (1.7)
〈x, x〉 = 0⇒ x = 0 (1.8)
where z¯ denotes the complex conjugate of z.
The necessity of introducing inner product lead to the concept of a 1-1 mapping space called
“bra” space. If ket vector exists then bra vector must also exist and also the dual vector of its
spanned eigenkets which are named eigenbras. The dual correspondence between ket and bra
space is:
c|α〉 DC←→ c∗〈α|
a′|a′〉, a′′|a′′〉, ... DC←→ 〈a′|a′∗, 〈a′′|a′′∗, ...
a|α〉+ b|β〉 DC←→ 〈α|c∗α + 〈β|c∗β (1.9)
Operators act on a bra from the right side, and the result is also another bra vector. The
corresponding mapping of the ket X|α〉 is 〈α|X† being X† the Hermitian adjoint operator of
X. An operator X is to say to be Hermitian if X† = X.
Inner product is defined as
〈α|β〉 = (〈α|) · (|β〉). (1.10)
Its postulate, following complex vector space axioms, that inner product satisfy
〈α|α〉 ≥ 0
〈α|β〉 = 〈β|α〉∗, (1.11)
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from where can deduce 〈α|α〉 is a real nonnegative number. Experiments, observations, and
optical phenomena probe the probabilistic nature of quantum mechanics, included in the for-
malism through the axiom:
〈α|α〉 = 1. (1.12)
An observable is a real magnitude represented by a hermitian operator. It can include that
the set of eigenvectors of observable forms an orthonormal basis and its eigenvalues are real.
Previous axiom eq. 1.12 together with the composition axiom derive the probabilistic in-
terpretation of quantum states in modern quantum theory. Indeed, an arbitrary ket can be
spanned by eigenkets |a′〉:
|α〉 =
∑
a′
ca′ |a′〉. (1.13)
Expansion coefficients ca′ are found using the unitary operator representation over an orthonor-
mal basis
1 =
∑
a′
|a′〉〈a′|. (1.14)
Indeed, any state vector can be spanned using unitary operator
|α〉 = 1|α〉 =
∑
a′
|a′〉〈a′||α〉
=
∑
a′
(〈a′|α〉)|a′〉 ca′ ≡ 〈a′|α〉. (1.15)
On the other side, normalization condition 1.12 impose
〈α|α〉 =
∑
a′a′′
c∗a′′ca′〈a′′|a′〉
=
∑
a′
|ca′|2 = 1. (1.16)
If the sum of all real and nonnegative coefficients is equal to the unity then the probabilistic
association can be made. This idea is reinforced when studying the expectation value for an
operator.
The expectation value of an observable for system at the state vector |α〉, is defined as:
〈A〉 = 〈α|A|α〉 (1.17)
The measured value of an observable A can be computed by expanding the state vector as a
linear combination of its eigenstates and using the orthonormal condition
〈α|A|α〉 =
∑
a′a′′
〈α|a′〉〈a′|A|a′′〉〈a′′|α〉 =
∑
a′
a′|〈a′|α〉|2 =
∑
a′
a′|ca′ |2 ≡
∑
a′
a′Pa′ , (1.18)
where Pa′ is the weight of the state |a′〉 on the general state |α〉, pointing out the probabilistic
nature of the theory.
Observables A and B are said to be compatible if [A,B] = 0, otherwise they are classified
as non compatible observables. Operator
[ , ](X, Y )⇒ [X, Y ] (1.19)
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Is called commutator operator of X and Y and it plays a crucial role in quantum mechanics. An
outstanding property inherent to quantum systems with no analogue in the classical mechanic
theory is the uncertainty relation of Heisenberg. Following the complex vector space algebra it
is shown, that the two operators A and B satisfy the referred relation
〈(∆A)2〉〈∆B)2〉 ≥ 1
4
|〈[A,B]〉|2. (1.20)
The uncertain relation asserts a fundamental limit to the precision with which two mean value of
operators can be measured. There is no limit for compatible observables. In fact, two compati-
ble observables with non-degenerate spectra share the same set of eigenvalues and eigenvectors.
The uncertainty relation has no analogue in classical mechanics and is a mathematical inequal-
ity obtained from the Schwarz’s lemma, and the pure real and pure complex character of the
expectation value of Hermitian and anti-Hermitian operators respectively, in a complex based
Hilbert’s space (4).
1.2. The relation between expectation value and normalization
Quantum Mechanics states that |α〉 and c|α〉 represent the same state. This axiom leads to
the normalization as a requirement for physical states:
〈α|α〉 = 1. (1.21)
This relation is the cornerstone for the probabilistic interpretation of quantum mechanic. How-
ever, the last axiom may have a different point of view that we hope it can be useful for
obtaining equivalent relations on others vector spaces. Normalization condition can be seen as
a relationship more than an axiom if it is written such as:
“The expectation value of the operator identity defined on a vector space 1 must
be 1 for any physical vector of such space”.
In others words, for complex vector space and expectation value defined as 〈A〉 = 〈α|A|α〉
we have
〈α|1|α〉 = 1. (1.22)
For this statement take place, expectation value must be already defined. This fact is kind of
contradictory since both concepts: normalization condition and expectation value are Quantum
mechanic’s axioms. However, it is our thought, both concepts are related, and they must be
consistently defined. The definition of the expectation value of an operator has to take into
account the form of how an operator must act over a state; in this case A|α〉 = |β〉; and what
happens when the resulting state remain the same: A|α〉 = cα|α〉, being cα ∈ C.
The logic to follow is:
1. the expectation value of an operator laying on an arbitrary state must be an operation
involving the algebraic entities: kets, bras, operators and scalars and the result of such
operation is a scalar.
2. the expectation value must be a function, named F , which depend on the inner product
of space vectors modified by the operator, since this is the only defined operation whose
result is a scalar:
〈A〉 = F(V × (AV )) = F((VA)× V )→ F, (1.23)
where we use the notation of eq. 1.4 and A represents the operator.
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3. the expectation value of operator identity is a function depending only inner products
and must be equal to scalar unity 1 for any physical state as:
〈I〉 = F(V × (IV )) = F(V × V )→ 1, (1.24)
which is a real nonnegative number.
Resuming, we need to determine a compatible expectation value definition that will lead
to a basic vector space operation depending on the inner product that permits us to write a
relation like expression 1.2. Following these ideas, and taking into account the properties of
the inner product in complex space, the simplest proposal for the function which describes the
expectation value of the unitary operator is:
〈I〉 = F(V × V ) ≡ 〈α|α〉, (1.25)
whose result, according to complex number domain, is always a real and nonnegative number.
The new restriction for space vector representing a physical state is:
〈α|α〉 = 1 (1.26)
and the expectation value for any operator A in the physical state α is be defined as:
〈A〉 ≡ 〈α|A|α〉 (1.27)
In general, space vectors are constrained only to the axioms of complex numbers domain;
however, once operators, as the analytic representation of measurable quantities, are included,
then the previous restriction should also be added for normalizing the results.
1.3. Translation operator
The dynamic equations to describe the quantum state evolution are obtained by introducing
the concept of translation or spatial displacement. The infinitesimal translation operator T (dx)
translates a well-localized state around x into another well localized state around x + dx:
T (dx)|x〉 = |x + dx〉, (1.28)
where a possible arbitrary phase factor is set to the unit by convention.
Translation operator must fulfill some properties. To preserve the norm of the translated
ket, operator T (dx) needs to be unitary. Also, two successive infinitesimal translation must be
equal to a single translation operation by the sum of the two displacement vectors i.e
T (dx′)T (dx′′) = T (dx′ + dx′′) (1.29)
Also, translation in the opposite-direction are expected to be the same as the inverse of the
original translation:
T (−dx) = T −1(dx) (1.30)
The fourth property demands that the translation operator reduces to identity operator when
dx→ 0. The infinitesimal translation operator has the form:
T (dx) = 1− iK · dx, (1.31)
being the components of vector operator K Hermitian operators. In fact, most of the infinites-
imal operators that perform a variable displacement can be written as the sum of the identity
operator plus the generator operator times the differential value of the displaced quantity.
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The action of the position operator x over a position ket is
x|x′〉 = x′|x′〉, (1.32)
and it can be proved, ignoring second order terms in dx, that position and infinitesimal trans-
lation operators satisfy the relation
[x, T (dx′)] = dx′, (1.33)
or
[xi,Kj] = iδij1. (1.34)
Now it only rests to find the form of the action of the physical operators like momentum over
a state ket. That is where classical mechanic enters in the construction of the theory.
1.4. Classical mechanics in Quantum mechanics
So far we show quantum mechanics space properties can be established using the properties
of complex vector space. Also, transformations of quantum states, like translation operator, was
defined using common sense and also the algebraical properties the operators and the resulting
state must have. Until this point, nothing but complex number algebra and logic was used. To
complete the theory, physics need to be applied concepts like momentum, mass, velocity, and
laws like momentum and energy conservation need also be incorporated. This is masterly done
by borrowing the notion of infinitesimal canonical transformation from classical mechanics as
generators of the same transformations in quantum mechanics. For example, linear momentum
is the classical generator for the infinitesimal translation (5)
xnew ≡ X = x + dx, pnew ≡ P = p. (1.35)
The generating function F2 of the canonical transformation depending on generalized momen-
tum and coordinates have the form:
F(x,P) = x ·P + p · dx, (1.36)
where generating function
F(x,P) = x ·P (1.37)
is proven to be the identical canonical transformation.
The expression of eq. 1.36 has a remarkable similarity to infinitesimal translation operator
of eq. 1.31. The exact relation between the K and p can be settled from a dimensional analysis
and the expression is:
K =
p
universal constant with dimension of action
. (1.38)
This constant is critical since it connects quantum mechanics expectation values with macro-
scopic quantities that were defined before quantum mechanics was developed. The universal
constant is the well-known ~ constant. The infinitesimal translation operator is then written
as:
T (dx) = 1− ip · dx
~
, (1.39)
being 1 the identity operator defined in the quantum space.
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The finite translation operator is defined assuming that finite spatial displacement ∆x′xˆ
value is compounded of N -infinitesimal translations of ∆x′xˆ/N letting N → ∞. Using the
successive infinitesimal translations property of infinitesimal translation operator, the finite
operator has the form:
T (∆x′xˆ) = lim
N→∞
(
1− ip · xˆ
~
∆x′
N
)N
= exp
(
− ip · xˆ∆x
′
~
)
. (1.40)
The relation between K and p can be included in relations 1.34 which coerce operatorsx
and p to satisfy:
[xi,pj] = iδij~, (1.41)
and set, according Heisenberg’s uncertain relation, the limit:
〈(∆x)2〉〈∆p)2〉 ≥ ~
2
4
. (1.42)
The commutators between momentum and position operators are
[xi,xj] = 0, [pi,pj] = 0 and [xi,pj] = iδij~, (1.43)
and set one of the cornerstones of quantum mechanics.
Dirac observes that quantum and classical relations are related just by replaced classical
Poisson brackets by commutators as:
[ , ]cassical → [ , ]
i~
(1.44)
where
[ , ]cassical ≡
∑
s
(∂A
∂qs
∂B
∂ps
− ∂A
∂ps
∂B
∂qs
)
(1.45)
The reason is that quantum commutators and classical Poisson brackets satisfied the same
algebraic properties (4). There are significant differences between them, however, despite the
classical or quantum nature of the operator, the following properties can be proved:
[A,A] = 0,
[A,B] = [B,A],
[A, c] = 0 being c an scalar,
[A + B,C] = [A,C] + [B,C],
[A,BC] = [A,B]C + B[A,C],
[A, [B,C]] + [B[C,A]] + [C[,B]] = 0. (1.46)
The last relation is known as Jacobi identity is a measures of how the order of the placement
of parentheses in a multiple product affects the result of the operation.
Modern quantum mechanics formalism set the quantum dynamics equations first examining
momentum operator representation in x-basis. The action of infinitesimal translation operator
acting over an arbitrary ket can be studied expanding the ket into a x-basis vectors:
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(
1− ip∆x
′
~
)
|α〉 =
∫
dx′T (dx′)|x′〉〈x′|α〉
=
∫
dx′|x′ + dx′〉〈x′|α〉
=
∫
dx′|x′〉〈x′ − dx′|α〉
=
∫
dx′|x′〉
(
〈x′|α〉 − dx′ ∂
∂x′
〈x′|α〉
)
. (1.47)
The comparison of both sides leads to:
〈x′|p|α〉 = −i~ ∂
∂x′
〈x′|α〉. (1.48)
In general
〈x′|pn|α〉 = (−i~)n ∂
n
∂x′n
〈x′|α〉. (1.49)
Similar results are obtained for the rotation operator acting over a quantum state described
with the angular coordinate |θ〉.
1.5. Quantum dynamics
The study of the evolution of the quantum system follows a similar procedure of modifying
the quantum state by a transformation operator extracted from the classical mechanic. How-
ever, in this case, time is considered as a continuous parameter instead of a degree of freedom.
There are several approaches for the time evolution of quantum systems. Two of the most
important is the Schro¨dinger picture where the operators are constant with time, and the vec-
tor states vary with the evolution of system; on the contrary of Heisenberg picture, where the
vector state remains fixed, and the operators change with time. Nevertheless, their different
point of view, the probability amplitude, known as the transition amplitude, is the same for
both approaches.
Time evolution operator U(t, t0) describes the system evolution with time, changing a state
that stays at some reference time t0 to time instant t. Time evolution is studied in a similar
way than translation, and that reinforces the accuracy of the formalism.
In Schro¨dinger picture time-dependent state is denoted by:
|α, t0; t〉, (t > t0), (1.50)
that change with time as:
|α, t0; t〉 = U(t, t0)|α, t0〉. (1.51)
It can be showed that infinitesimal time evolution operator have the form:
U(t0 + dt, t0) = 1− iHdt~ , (1.52)
where the generator of the time evolution is the Hamiltonian operator H times a universal
constant. Again, the similarity is extracted from systems time evolution in classical theory.
The eigenvalues of the Hamiltonian operator
H|E ′〉 = E ′|E ′〉 (1.53)
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are known as the energy eigenvalues of the system. The constant character of energy eigenvalues
also has a remarkable similarity to the constant character of Hamiltonian in the classical theory.
The total time derivative of Lagrange functions in the classical theory is
dL
dt
=
∑
j
∂L
∂qj
dqj
dt
+
∂L
∂q˙j
dq˙j
dt
+
∂L
∂t
(1.54)
from where its defined the energy function:
h =
∑
j
q˙j
∂L
∂q˙j
− L, (1.55)
that remains constant if the Lagrange function does not explicitly involve time. On the other
side, Hamilton function, H(q, p), corresponds to a different mathematical formalism and provide
a more abstract understanding of the classical theory, and with it, a set of equations to solve a
classical problem. In the classical theory, the Hamilton function is proven to be the generator
for the time evolution of the system. If energy function h and Hamiltonian H(q, p) are the same
function, then the energy of the system remains constant with time. However, it is essential,
for future developments, to differentiate both concepts.
The Shro¨dinguer equation for time evolution is obtained using the composition property
and have the expression
i~
∂
∂t
U(t, t0) = HU(t, t0), (1.56)
or
i~
∂
∂t
|α, t0; t〉 = H|α, t0; t〉. (1.57)
In the Shro¨dinguer picture, nevertheless the state ket changes, eigenkets remain constant
with time. By left multiplying bra 〈x′|, we find that the x-basis expansion coefficients satisfy,
i~
∂
∂t
〈x′|α, t0; t〉 = 〈x′|H|α, t0; t〉. (1.58)
If Hamiltonian operator H is expressed in the x representation like
H =
p
2m
+ V (x) (1.59)
where momentum operator representation is given by equation 1.49 and the potential energy
V (x) is a local hermitian operator i.e 〈x′|V (x)|x′′〉 = V (x′)δ(x′ − x′′), then eq. 1.58 have the
form
i~
∂
∂t
〈x′|α, t0; t〉 = − ~
2
2m
∇′2〈x′|α, t0; t〉+ V (x′)〈x′|α, t0; t〉, (1.60)
which is the well-known Schro¨dinger equation in the x-basis representation.
The Schr¨odinger and Heisenberg approaches appear as the result of the associative property
of vector states. Because of this property, inner product can be written as:
〈β|X|α〉 → (〈β|U †)(t, t0)X(U(t, t0)|α〉) = 〈β, t0; t|X|α, t0; t〉 (1.61)
or
→ 〈β|(U †(t, t0)XU(t, t0))|α〉 = 〈β|X(t0; t)|α〉. (1.62)
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Time evolution on Heisenberg’s picture now takes place only for operators. According to the
above equation 1.62, operators change like
A(H)(t) = U †(t)A(S)U(t), (1.63)
where H and S superscripts stand for Heisenberg and Schro¨dinger respectively. Assuming that
A(S) do not explicitly depend on time, the total time derivative is obtained by differentiating
equation 1.63:
dA(H)
dt
=
∂U †
∂t
A(S)U + U †A(S)∂U
∂t
= − 1
i~
U †HU U †A(S)U + 1
i~
U †A(S)U U †HU . (1.64)
Finally, the equation of motion in the Heisenberg picture is
dA(H)
dt
=
1
~
[A(H),H]. (1.65)
This equation is another example of Dirac’s rule eq. 1.44 and shows the classical time derivative
of classical observable A:
A|a′〉 = a′|a′〉 (1.66)
Finally, it is important to check how the eigenvalue equation
A|a′〉 = a′|a′〉 (1.67)
evolves with time under Heisenberg picture. Multiplying by U †(t) operator and using unitary
condition, eigenvalue equation can transform as
U †A U U †|a′〉 = a′U †|a′〉. (1.68)
The eigenvalue equation under Heisenberg picture, where operators change as equation 1.63,
can be written as:
A(H)(U †|a′〉) = a′(U †|a′〉). (1.69)
As time goes on, the base ket change as
|a′〉H ≡ U †|a′〉S. (1.70)
For both approaches, the transition amplitude and expansion coefficients are the same: in
the Shro¨dinguer picture we have
cScha′ (t) = 〈a′| · (U |α, t0 = 0〉) (1.71)
while in the Heisenberg picture, the coefficients are
cHeisa′ (t) = (〈a′|U) · |α, t0 = 0〉. (1.72)
We have exposed the main topics that, from our point of view, should be taken into account
in developing a quantum approach that includes the variable feature of the particle masses and
field. Once the normalization relation is related to the mean value of the Identity operator,
we think that the method shows no forced idea in the construction of the theory, following the
“quantum mechanical way of thinking”. We have to define then a right vector space which
provides the analytical properties of the state vector, and the classical generator of the classical
transformations which reveals the form of the operators when acting over such states.
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2. Lagrange theory for n-VMVF systems.
This work proposes a new quantum theory for n-VMVF systems. It follows the modern
quantum mechanic formalism where states are vectors and defined quantum generators from
canonical transformations in classical theory (4). In this section, we propose the classical
Lagrange approach for n-VMVF systems with the objective of finding the Lagrange function
for those kinds of systems.
The main difficulty constructing a theory that includes variable particle masses is that we
do not know how masses or field vary; so how can we assure for an isolated system that relevant
laws like linear or angular momentum conservation are satisfied? In other words, we need to
know the solution of the equation to solve the equation. Is that possible? The answer is yes
because we do have the solution for isolated systems which, according to D’Alembert Principle,
is the sum of applied and inertial forces acting on every particle of the system. In this case, we
can solve the problem by finding those forces and constrain the system, so the solution matches
the referred forces.
2.1. Equation of motions for single isolated particle with variable mass
The construction of a classical theory that takes into account masses and field variation
must start from the very beginning. Variable masses in time, mostly depending on velocity,
has been studied on several problems of the classical mechanic using Newton’s second law. It
is well-known that the mass variation of a single particle violates the relativity principle under
a Galilean transformation. The second Newton law state that the force F acting on a particle
with mass m and velocity v is equal to the time derivative of the momentum:
F =
d(mv)
dt
= m
dv
dt
+ v
dm
dt
(2.1)
A contradiction appears in the presence of null force F = 0 if mass varies with time (dm
dt
6= 0).
In effect, Newton’s first law says particle will remain at rest in a system where it is originally at
rest, but, according to equation 2.1, it is also accelerated by a force of value −m˙v in a system
where particle moves with velocity v (6).
One way to solve this contradiction is to set constraints on the variation of mass with time
like: to consider the mass lost as isotropic, so the last term of equation 2.1 vanish (6). However,
in this work, we plan to study particle mass variation, and for that, we consider it as a degree
of freedom, same as position. The space properties and conservation laws should give the only
acceptable constraints equations for the system.
We can conclude then, based on the previous discussion that isolated particle whose mass
varies with no restriction can no longer exist, and this is the first axiom of this approach.
The relativity principle under Galilean transformation will be satisfied for the particle with
variable mass if there is some external “action” to suppress the violation. On an isolated particle
system, the external action must proceed from the particles the system is composed of. Then,
it should exist a coordinated action of all particles of the system to preserve the equilibrium
of the system. We assume that the response time of the system of those variations is zero
or what is the same, we are proposing a system whose components interact via instantaneous
interactions. We have no knowledge of any existing classical phenomena involving isolated n-
particles with masses changing in a coordinated way so the system, as a single object and also
that the variation of the mass of one particle instantaneously causes a change in the system.
However, the reason to develop a classical mechanic in the construction of quantum theory
for n-particle system with variable masses is for obtaining the canonical transformations and
use it as a mold for the quantum transformations to find the form of the quantum observable
operators. Also, a correct classical theory will be the behavior of systems described by the
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new quantum approach the limit of large quantum numbers as stated by the correspondence
principle.
An important issue is the instantaneous interactions approach. We hypothesize that this
behavior exists when length scale is in the order of system’s de Broglie wavelength e.i at the
quantum scale. In quantum mechanics, because of the Heisenberg’s Uncertainty Principle, if
the distance between particles is small enough, there will exist a spatial volume where the
probability to find all the particle at the same point is no null. The phase diagram of figure 1
represents the phase volume of tree particles at the quantum scale. Each particle corresponding
Figure 1: Phase diagram for 3 particle at quantum scale.
phase volume A1, A2 and A3 is displayed as equal squares of volume ~. At close enough distance
there will exist a phase volume shared by all particles, represented by the gray area Ac. In that
subspace, each point has a not null probability of finding all particle together at the same time.
We suppose that the existence of this commonplace volume allows the particle system to behaves
as a single object, so its components properties, such as every particle position, masses, became
intrinsic properties of a unique object. Under this point of view, masses and field derivatives
will instantaneously vary in a “harmonic way”, so the system can satisfy conservation laws as
one single physical object.
2.2. D’Alembert’s Principle
From the classic theory, D’Alembert’s principle states “The total virtual work of the im-
pressed forces plus the inertial forces vanishes for reversible displacements”. Indeed, the virtual
work for particles in equilibrium condition is∑
n
(F(a)n − p˙n + fn) · δrn = 0, (2.2)
where F
(a)
n are the applied forces, p˙n are the constraint forces and the dynamical effects are
included by a “reversed effective force” −p˙n. The method of transforming the dynamical
problem into a static phenomenon by the inclusion of the “reversed effective force” is known in
the literature as the Bernoulli and D’Alembert’s method.
The restriction of set the net virtual work of the constraint forces to zero,∑
n
fn · δrn = 0 or
∑
n
(F(a)n − p˙n) · δrn = 0, (2.3)
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is known in the literature as the D’Alembert’s principle. The existence of constraint forces
implies that δrn are not entirely independent but connected by constraint equations. This fact
means coefficients δrn can be no longer zero in equation 2.3 e.i F
(a)
n − p˙n 6= 0.
The D’Alembert’s principle as stated, however, can no longer be applied to an isolated
particle with variable mass since it led to a contradiction in the application of Newton’s second
law. In effect, for particle number equal to one and in the absence of constraint forces e.i, for
the free particle case, each component of δrn ≡ δr is considered independent. Then, either δr
or (F(a) − p˙) must be zero, which means that particle is not allowed to move or the second
Newton law must be satisfied. While δr = 0 provide no physical interest for us, last option was
proven unsatisfactory for a free particle with a variable mass.
A particle system with variable masses, however, must satisfy the equilibrium condition as
an isolate physical object, which means the net force on the particle must vanish as∑
n
Fn = 0. (2.4)
The equilibrium condition is related to physical laws such as the linear and the angular mo-
mentum conservation laws which reflect space properties like homogeneity and isotropy. The
fact that second Newton’s law can be no longer applied to each particle of the system, Fn 6= 0,
means that there must exist a “coordinated action” between particles so that the system can
remain in equilibrium. This actions must take place through an internal field, and it will depend
on all the degrees of freedom of the system.
The force acting over every particle Fn can be divided into applied and constraint forces
Fn(r¨1, r¨2...r¨n, r˙1, r˙2...r˙n, r1, r2...rn) ≡ F(a)n − p˙n + fn 6= 0. (2.5)
In general, these forces depend on the position and velocities of all the particle of the system,
so the virtual work of the force acting on particle n by displacing any other particle of the
system
(F(a)n − p˙n + fn) · δrn′ n 6= n′ (2.6)
have no reason to be null. The virtual displacement of particle n does a virtual work on the
position rn due to the δrn term, but also on the other particles because the forces that act over
the others particles also depend on the particle n position and its derivatives with time.
We can divide the constrained forces into two types: the constrained forces related to geo-
metric restrictions and the constraints related to the coordinated action between the particles
of the system for the particle system with variable mass satisfy the equilibrium condition. The
first type of constraints groups those we are used to known, and they are usually connected to
geometrical restrictions. For example, those that: keeps the distance between particles constant
in a rigid body, or maintain the gas molecules moving inside a container, or force particles to
move on a particular surface. The constraints of the first type can be removed from the physical
system, and they set relations between the geometric coordinates of the system which originates
the generalized coordinates. There are several classifications for this type of constraints. One
of the most important, of such type of constraints are the holonomic constraints which relate
the particle coordinates in the form
f(r1, r2, ...rn, t) = 0 or f({rn}, t) = 0. (2.7)
On the other side, the constraints related to the “coordinate action” between particles when
masses vary taking into account are intrinsic of the system, and they can not be removed,
otherwise the system won’t satisfy the equilibrium condition. The constraint of the second
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type set relations to all the variables of the system, including masses and field derivatives.
Such type of constraints relate all the variables of the system like
f({rn}, {r˙n}, {mn},A, t) = 0. (2.8)
Note that is not possible to define independent generalized coordinates from intrinsic constraints
such the particle’s positions can be expressed in the form
rn = rn(q1, q2...q3N−k, t), (2.9)
where k is the number of constraint equations.
We can separate then the constraints, fn, into the geometrical’s f
(g)
n and the intrinsic con-
straints f
(i)
n like
fn = f
(g)
n + f
(i)
n . (2.10)
Starting from the equilibrium condition for the system, and decomposing all forces on the
applied forces, the geometrical and the intrinsic constraint forces and substituting them on
equilibrium condition for the n-VMVF systems, the eq. 2.4 becomes∑
n
(F(a)n + f
(i)
n − p˙n) · δrn′ +
∑
n
f (g)n · δrn′ = 0. (2.11)
We propose then a modification of the D’Alembert Principle for n-VMVF systems such as:
“The total virtual work of the sum of the impressed, the intrinsic constraint and the inertial
forces vanishes for the reversible displacements of any particle of the system”.
Note that we have included the terms “intrinsic constraint”, “system” and “any particle”
which covers all the above discussion for particle systems with variable masses. Also, if the
masses of the particle are constants, all the constraints are geometrical and the second law of
Newton is satisfied for every single particle. In that case, the modified principle reduces to the
original D’Alembert principle.
The modified principle can be written as∑
n
f (g)n · δrn′ = 0. (2.12)
which led to the equation∑
n
(F(a)n + f
(i)
n − p˙n) · δrn′ = 0. (2.13)
The term constraint forces exclude those effects related to intern strengths that keep the equi-
librium condition of the system and also that principle does not apply for irreversible displace-
ments, such as sliding friction.
Equation 2.13 can be separated on contributions of constant and variable mass terms. In-
deed, eq. 2.13∑
n
{(F(a)n + f (i)n − p˙n)[m˙n=0] + (F(a)n + f (i)n − p˙n)[m˙n 6=0]} · δrn′ = 0. (2.14)
The last term represents the dynamical, the intrinsic constraints and the applied force includ-
ing mass variations while the first one includes only mass function dependency but not its
derivatives. If we neglect mass changes, then there are no intrinsic constraints and the second
Newton’s law is satisfied:
(F(a)n − p˙n
)
[m˙n=0]
= 0, (2.15)
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then the solution can be found by solving the set of equations:∑
n
(
F(a)n + f
(i)
n − p˙n
)
[m˙n 6=0] · δrn′ = 0. (2.16)
From Lagrange’s point of view, equation 2.13 means that the application of Lagrange op-
erator over the Lagrangian of the system, Lsys, using the degree of freedom q of the particle n,
will result in the equation of motion of the system in equilibrium.
LqnLsys ≡
[ d
dt
( ∂
∂q˙n
)
− ∂
∂qn
]
Lsys
=
N∑
n′=1
P˙qn′ −Qqn′ = 0 ∀ n = 1, 2... (2.17)
where P˙qn′ , Qqn′ are the generalized dynamical and applied force on particle n, respectively,
and where the last term also includes the intrinsic constraint since such constraints are also a
type an applied force. For example, the equation of motion for an isolated 2-particle system in
equilibrium on the x-direction is:[ d
dt
( ∂
∂x˙1
)
− ∂
∂x1
]
Lsys =
[ d
dt
( ∂
∂x˙2
)
− ∂
∂x2
]
Lsys = P˙x1 + P˙x2 −Qx1 −Qx2 = 0 (2.18)
The Lagrangian operator depends on both x1 and x2 acting over the function L result in the
same equation of motion, meaning equation 2.18 is n-degenerated. This degeneration feature
is the base idea to obtain the final Lagrangian function.
We can divide the terms on those who contain the mass variation and those who do not,
as shown equation 2.14, and it suggests that the final Lagrangian can be split into two terms:
one related to particle mass variations and other to the static masses:
Lsys = L[m˙n=0] + L[m˙n 6=0] =
N∑
n′=1
Lspn′ + L[m˙n 6=0]. (2.19)
The last term is the well known Lagrangian for interacting particles with constant masses
system while L[m˙n 6=0] vanishes for constant particle mass.
2.3. Constructing Lagrangian for isolated n-VMVF systems. Initial assumptions.
The present work is restricted to study isolated n-VMVF systems. The main difference
of this classical approach of n-particle systems with the ordinary classical theory is that the
particle masses and field are considered variables or degree of freedom of the system to be
found in the final solution. The critical issue for this problem is that the Lagrange function
for n-VMVF systems is unknown, mostly because there are no conservation laws related to
these variables. The present section has the primary goal of constructing this function. Once
the Lagrange function is fully determined, then externals field can be added in the standard
way as an external field with a defined form and geometric constraint can be included as they
commonly do.
Let us start by defining the generalized coordinates. For isolated n-VMVF systems there
are no applied forces F
(a)
n . Also, we can consider that there are no geometric constraint f
(g)
n
or equations connecting coordinates. In that case, Cartesian coordinates x, y, z describe the
system as the generalized coordinates and masses and field will be considered as functions of
all particle positions and velocities:
U(r1, r2, ..rn, r˙1, r˙2, ...r˙n), mi(r1, r2, ..rn, r˙1, r˙2, ...r˙n). (2.20)
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That means that the D’Alembert principle of equation 2.13 take the form∑
n
(f (i)n ({r˙l}, {rl})− p˙n({r˙l}, {rl})) · δrn′ = 0, (2.21)
where rl ≡ rl(x, y, z). This equation means that the generalized forces Qqn′ in equation 2.17
includes only the intrinsic constraint forces.
As the next step, we can make use of the classification for the Lagrangian terms relative
to mass variation as shown in equation 2.19 and associate the term L[m˙n=0], with no loss of
generality, to the last term in 2.21. Note that, until this point, we can assume p ≡ mr˙ with no
relation with the Hamiltonian momentum p that we will extract once the Lagrangian is fully
determined.
According the classical mechanics theory (5), the Lagrange function for isolated non-interacting
particles considering constant mass, e.i. f
(i)
n = 0, is the well-known expression of linear momen-
tum p˙ = mr˙ and after few analytic operations:∑
i
p˙iδri =
∑
i,j
mir¨i
∂ri
∂qj
δqj (2.22)
where qj are the generalized coordinates. Using some relations between derivatives is obtained:
∑
i
mir¨i
∂ri
∂qj
=
∑
i
{ d
dt
[ ∂
∂q˙j
(∑
i
1
2
mir˙i
2
)]
− ∂
∂qj
(∑
i
1
2
mir˙i
2
)}
, (2.23)
from where is defined the well-known Lagrange function for isolated noninteracting particle
systems
L0 =
∑
i
1
2
mir˙i
2, such as
d
dt
[∂L0
∂q˙j
− ∂L0
∂qj
]
= 0. (2.24)
The Lagrangian term in equation 2.19 related to the mass variation incorporate then only
the intrinsic constraints. It must be identified with a unique field for connecting particles and
“transport” the information between particles as the coordinated action needed for the system
satisfy the equilibrium condition. Let represent this action with the potential energy U . In this
case, the Lagrangian will have the form:
L =
∑
n
1
2
mnr˙
2
n − U, (2.25)
where U must tend to zero when the mass of the particle is constant. As mentioned before, the
inclusion of particle mass variations comes with a big problem: both, Lagrangian, particularly
the U term, nor generalized momentum are unknown at this point. However, by making some
considerations, it is possible to construct the Lagrangian for isolated n-VMVF systems.
From the extension of D’Alembert principle, we know that the result of Lagrange equation
is the sum of the applied, intrinsic and inertial forces over all particles. Lets name the sum of
the applied and intrinsic forces as the applied net force for abbreviation. We can find those
forces if we assume that
‘The net applied and inertial forces acting on every particle of the system are the
same forces acting on each particle measured by an external observer on an inertial
frame. In that case, each particle of the system is considered as isolated and the
external forces acting over it, as the action of the other particles through the field.”
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Even we show that particles with variable mass cannot be isolated without violating univer-
sal laws, the system can be described by an observer at rest in an inertial frame by computing
every particle motion. From the observer point of view, there is no way to say whether the
particle is or isn’t part of an isolated system. Only the observation of the phenomena along
the passing of time can tell if the set of particles behave as the components of such a system.
At any time, the inertial observer can describe the motion of every particle assuming particle
as isolated and influenced by the external action of a field. This field depends on several vari-
ables, in this case, the position and velocities of the other particles, which from an isolated one
particle system, must be considered parameters. At any time then, the observer can compute
the inertial and dynamical forces of every particle P˙n,i and Qn,i respectively in any direction i.
It is the zero summation of all measured forces during the evolution of the phenomenon, which
indicates the presence of an isolated system of n particles.
Under the previous statement, a particle system can be considered as a set of isolated
particle subsystems where the forces acting on each one of them resume the action of the
others particles. Each particle of the system feels the influence of the other particles through
the action of the field. The Lagrangian Lspn for a single particle under the action of external
forces derivable from potential function U is:
Lspn =
1
2
mnr˙
2
n − U. (2.26)
The net applied and inertial forces are obtained from the Lagrange equations
P˙n,x −Qn,x = Ln,xLspn ≡
[ d
dt
∂
∂x˙n
− ∂
∂xn
]
(
1
2
mnr˙
2
n − U), (2.27)
where coordinates of particle n are the variable while the coordinate of the others particle are
considered parameters. Under these condition, the net forces are
U(r1, r2, .., r˙1, r˙2, ...) ≡ U(rn, α1, .., r˙n, β2, ...)
mn(r1, r2, .., r˙1, r˙2, ...) ≡ mn(rn, α1, .., r˙n, β2, ...). (2.28)
being αi, βi the before introduced parameters.
Before we go further, we need to take a look at the form of the proposed Lagrangian. From
the algebraic point of view, beyond the approach of particle system being considered as a set
of isolated one particle systems, first the system must be solvable, which means the numbers
of variables must be the same as the number of independent equations. To accomplish this
objective and also to reduce the complexity of the solution, we need to make some assumptions
for the mass and field functions(ansatz ):
Mass
We consider mass variation generated by internal changes in the structure of the particle,
and it depends only on particle position, e.i
mn ≡ mn(rn) (2.29)
which means that mass derivatives satisfy
∂(l)mn
∂x
(l)
n
,
∂(l)mn
∂y
(l)
n
,
∂(l)mn
∂z
(l)
n
6= 0, ∂
(l)mn
∂x
(l)
n′
,
∂(l)mn
∂y
(l)
n′
,
∂(l)mn
∂z
(l)
n′
= 0 ∀ n 6= n′
∂(l)mn
∂x˙
(l)
n′
,
∂(l)mn
∂y˙
(l)
n′
,
∂(l)mn
∂z˙
(l)
n′
= 0 ∀ n, n′ l = 1, 2... (2.30)
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Davidson reference (1) also presumes mass densities depend only on particle position
The mass variation we proposed, should be related to intrinsic properties. It differs from
the change related to the inertial coordinate system that appeared at relativistic energies
depending on particle velocity. The present classical approach with particle mass and
field variation is developed, first, at non-relativistic speeds. Later, we expect to include
relativistic concepts writing a suitable Lagrangian in its covariant form.
Field
In physics, the fundamental fields describe what are known as fundamental interactions.
They are the interactions that do not appear to be reducible to more basic interactions
in any processes in nature. Most of the fundamental theories for forces are developed
using this characterization. There are four fundamental interactions known to exist: the
gravitational, electromagnetic, the strong and the weak interactions. All four are believed
to be related, and to unite into a single force all energies and at any length scales, which
is currently one of the major unsolved problems in physics. Over the past few centuries,
all modern physics rests at two main theoretical frameworks: the general relativity and
the quantum field theory. The main difficulty of the unification problem lies on include
quantum mechanical effects into gravity.
One of the main consequences of treating field and mass as variables of the system to be
found is precisely the no classification of the field. The final solution of that variable will
include then, in one single function, all the mentioned fundamental interactions and their
coupling, if they exist.
Another consequence of the unique field approach is that the nature of the interaction, and
with it, the physical properties of the matter that are the cause of the existence of those
interactions like electric charge, spin, baryon charge among others, are all within a single
field. It should not be an obstacle since this properties contribution are included in the
interaction as constant value; for example, the potential function of the electromagnetic
field has the form U = qnA · r˙, being qn the electric charge of the particle.
Lagrange and Hamilton’s classical theory include fields in the form of potential energy. In
our case, the field is the medium to connect particle, and nothing is said about its nature
which we assume undefined. However, the undoubted success and abstract concepts
introduced in the electromagnetic theory led us to include some of its basics ideas. We
can presume the existence of two fields generated from all the particles of the system: one
scalar φ and other vectorial A. We propose the form of the potential energy for the field
connecting particles in the system as
Un = qA · r˙n − qφ, (2.31)
where fields A and φ are considered to be time independent. In this case, the proposition
for the Lagrange function for particle n under the action of an external field, Lspn , have
the form:
Lspn =
1
2
mnr˙
2
n − φ+ A · r˙n (2.32)
From electromagnetic theory, we borrow the ideas of set scalar field φ depend only on
fixed source contributions e.i
φ ≡ φ(r1, r2, ..) (2.33)
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We also presume the Gauge invariance of these fields e.i, and they can be chosen to satisfy,
the Lorentz condition:
∇A + 1
c2
∂φ
∂t
= 0 (2.34)
The preference for the form of potential energy like 2.31 is based on the following facts:
• It has a well tested covariant form for U = Aν x˙ν and ∂νAν = 0 (7).
• Its Lagrange invariant equations combined with the Maxwell equation provide a com-
plete description of classical dynamics of interacting particles and electromagnetic
field.
• The Lagrange equation of motions obtained using the electromagnetic potential en-
ergy, using x-coordinate as example
mx¨ = x˙
∂Ax
∂x
+ y˙
∂Ay
∂x
+ z˙
∂Az
∂x
− ∂φ
∂x
− dAx
dt
(2.35)
permit to define two vector fields E and B, still with undefined nature, transforming
motion equation like
mx¨ = Ex + (x˙×B)x (2.36)
where
E = −∇φ− ∂A
∂t
(2.37)
and
B = ∇× A. (2.38)
Note that while the last equations resemble the homogeneous Maxwell’s equations.
However, different from the Classic Electrodynamics theory, the dynamic behavior
of fields A and φ is given by the Lagrange equations of motions and not by the
set of inhomogeneous Maxwell’s equations. This last set of equations includes what
the electromagnetic theory acknowledge as the source of the electromagnetic field:
charge density and current which are related to the dynamical properties of particles
position and velocities respectively. In our case, the sources of the proposed field are
the dynamic properties of the system, which means that they include the particle
positions, velocities and masses, and field derivatives.
• Being invariant under Gauge transformation make that vector fields E and B remain
unchanged if fields A and φ transforms as
A′ → A +∇Λ and φ′ → φ = ∂Λ
∂t
. (2.39)
Once the Lagrangian for isolated particle systems using Cartesian coordinates is established,
the analysis can be extended to others generalized coordinates and the action of external forces.
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2.4. Single particle motion equation in Cartesian coordinates
The extension of D’Alembert principle for n-VMVF systems states that the Lagrange equa-
tion of motion is the sum of the generalized inertial and net applied forces acting on every
particle. This fact is the key in the construction of the final Lagrangian since we suppose
that they are the same forces acting on each particle assuming every particle is isolated and
affected by the others through the external action, as mentioned on section 2.3. We are in the
position now, after established previous assumptions for mass and field functions, to define the
expression for the force acting on every particle of the isolated system in Cartesian coordinates.
For example, the inertial and net applied force in Cartesian coordinate on the x direction
for n particle under the action of external field is found from the Lagrange equation
P˙n,x −Qn,x = Ln,xLspn , (2.40)
where the external influence of the particles over the particle n is on fields A and φ. Using
Lagrangian 2.32 the inertial and net applied force in the x-direction have the form:
P˙n,x −Qn,x = Ln,xLspn ≡
[ d
dt
∂
∂x˙n
− ∂
∂xn
]
(
1
2
mnr˙
2
n − φ+ A · r˙n)
=
d
dt
(
mnx˙n + r˙n
∂A
∂x˙n
+ Ax
)
− 1
2
∂mn
∂xn
r˙2n +
∂φ
∂xn
− r˙n ∂A
∂xn
= mnx¨n + (~∇nmn · r˙n)x˙n + r¨n∂A
∂x˙
+ r˙n
d
dt
( ∂A
∂x˙n
)
+ (~∇rnAx)r˙n + (~∇r˙nAx)r¨n −
1
2
∂mn
∂x
r˙2n +
∂φ
∂xn
− r˙n ∂A
∂xn
(2.41)
(2.42)
The obtained inertial and net applied forces show its dependency with mass and potential
derivatives. We treat these derivatives functions as a new set of variables of the system.
2.5. The theory of Special Relativity in n-VMVF systems.
The number of degrees of freedom of the system has increased. We must include then a new
set of equations, so the equation system remains solvable. So far the set of equation of motion
in eq. 2.40 was settled using Cartesian coordinates r(x, y, z). This set of coordinates constitute
a plane space, and they describe the translation of the system in a three-dimensional space.
The Lagrange equations using this coordinates reproduce the conservation of linear momentum
at all directions, in correspondence with the homogeneity of the space. We should look for
another set of coordinates which are related to other conservation laws and other properties of
the space. Others coordinates system like cylindrical, spherical, elliptical, etc., won’t increase
the number of the independent equation because they are related to Cartesian coordinates
through the transformation relations. The set of independent Lagrange equations must come
from a set of coordinates also independent from Cartesian’s.
We propose the set of rotation angles r(θ, φ, χ), used in the description of the rotation of
physical systems as the new independent set of coordinates needed for increasing the number
of equations of the system. The Lagrange equations depending on the rotation angles led
to the conservation of angular momentum law in the absence of external torques which is
related to the isotropy of space. The set of angular coordinates forms a curved space and is
independent of the Cartesian set of coordinates. In fact, it is not possible transforming the
position vector expressed in Cartesian coordinates r(x, y, z) into a vector expressed by the set
of angles r(θ, φ, χ). There is a mathematical obstruction in that transformation. Also, it is
well-known that the most general motion of a particle can is divided into one rotation plus one
translation.
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The situation does not get better if the angles are also added as three more variables to
the problem. This issue can be overcome since the particle position can be represented in
both of set of coordinate. We need to find the relation between both sets, however as already
mentioned there is no coordinate transformation between them. Nevertheless, the relation can
be set with an extra parameter. Indeed, a vector position can be expressed as functions of the
angles of three independent rotations by describing the Cartesian space with an extra dimension
r(x, y, z)→ r(x, y, z, w) and imposing the condition:
x2 + y2 + z2 + w2 = R2. (2.43)
where R = cte is the new parameter. The constant value for R makes both sets of coordinates
{x, y, z} and {θ, φ, χ} independent.
The equation 2.43 is the well known Lorentz condition. Unexpectedly, we start developing
the theory under Newtonian approach planning to extend the final result to its invariant form
as every “good” theory should be. However, the need of describing the system using the 3-D
angular coordinates to increase the number of independent equations, force the inclusion of the
relativistic approach.
Under this point of view, the Lorentz condition in the space-time defines the 4-D surface
which sets the 3-D space for the angular variables for all particles. We can say that the 3-D
space of the angular coordinates is the stereographic projection of the 4-D sphere given by the
Lorentz condition in the space-time.
It well knows the relation of the 4-component with time. By this approximation, we should
treat the fourth coordinate as a dependent variable to make space Euclidean, but based on all
the knowledge acquired from physics community; we assume the modern approach of treating
all coordinates as part of a non-Euclidean space. So, from now on, we develop the theory under
Lorentz approach and apply the well know Minkowski algebra. We expand the theory increasing
the Cartesian position vector r(x, y, z) to a 4-vector, represented in its contravariant form by
r(x0, x1, x2, x3), whose inner product with its covariant form (1-form) remains unchanged in all
inertial frames of reference.
One of the most studied sets of angular coordinates is the Euler angles set, which are defined
to describe the transformation from given Cartesian coordinates system to another by a set of
three consecutive rotations. The position as a function of Euler angles includes parameter R
as the length of vector position. On the other side, a Lagrangian depending on Euler angles
have a non-quadratic form, so they are not the best candidates in our study.
We propose the use of the spherical coordinates for four-dimensional Euclidean space. The
transformation equations between the two set of variables are:
x ≡ x1 = R sin θ sinφ sinχ,
y ≡ x2 = R sin θ sinφ cosχ,
z ≡ x3 = R sin θ cosφ,
w ≡ x0 = R cos θ. (2.44)
The theory must now be extended to its relativistic formulation. We consider some aspects
in this formulation:
• In the present theory, the four components of vector position xν are not independent
due to Lorentz constraint. However, we follow Dirac point of view, from where such
constraint is treated as how he described: “a weak condition” (8), what means that the
constraint should be imposed after all derivation processes have been carrying through.
The scalar and vector fields,φ and A are now replaced by the four-dimensional field Aν .
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The proposed relativistic Lagrangian, Ln, for a single particle under the action of an
external field, now has the form:
Ln =
1
2
mnr˙
ν
nr˙n,ν − Aν r˙n,ν (2.45)
• All the angular and Lorentzian coordinates of the particles of the n-VMVF systems are
related by equation like equation 2.44 like
x1n = R sin θn sinφn sinχn,
x2n = R sin θn sinφn cosχn,
x3n = R sin θn cosφn,
x0n = R cos θn. (2.46)
As the relation is a particular transformation between coordinates of each particle in the
same space, the parameter R should be considered not related to each particle itself but
the entire system. The definition of this value must be settle on future works.
• The choice of writing the Lagrangian on its “invariant” form like equation 2.45, explicitly
assume the first postulate of the Theory of Relativity known as the principle of relativity
which states that
“The laws of physics are the same for all observers in uniform motion relative
to one another”.
However, the second postulate, which states that
“The speed of light in a vacuum is the same for all observers, regardless of their
relative motion or of the motion of the light source”
cannot be applied in this approach, not without set restrictions to the motion of the
particle system. Indeed, because of the chosen transformation from equation 2.46, the
square value of the velocity of a particle is
r˙νnr˙n,ν = R
2(θ˙2n + φ˙
2
n sin
2 θn + χ˙
2
n sin
2 θn sin
2 φn), (2.47)
while from the second postulate of the relativistic theory, we have
r˙νnr˙n,ν = c
2, (2.48)
being c the speed of the light. This relation implies that the angular velocity of the
particle are restricted to the equation:
θ˙2n + φ˙
2
n sin
2 θn + χ˙
2
n sin
2 θn sin
2 φn =
c2
R2
. (2.49)
Also, the kinetic energy of the particle system, neglecting all mass and field variations
using Lorentzian and angular coordinates can be written as
E =
N∑
n=1
1
2
mnr˙
ν
nr˙n,ν =
N∑
n=1
1
2
mnR
2(θ˙2n + φ˙
2
n sin
2 θn + χ˙
2
n sin
2 θn sin
2 φn). (2.50)
In particular, the rotation energy will have a constant value equal ER =
∑N
n=1
1
2
mnc
2. It
is a well-known fact that the second postulate of the Theory of Relativity is based on the
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invariance of Maxwell’s equations. However, as one of the main assumptions of this work
is precisely the unknown form of the field, and because of that, the second postulate of the
theory of relativity should be analyzed and also it relation with the parameter R. Also,
because the above exposed, the first postulate should not be applied to laws of physics
which include fields with a defined form.
• According to the exposed ideas, we must discuss the relativity principle under this ap-
proach. As shown, the expansion of our 3-D to a 4-D space for relating the rectangular
coordinates from vector position with its angular coordinates given by equation 2.46
x1n = R sin θn sinφn sinχn,
x2n = R sin θn sinφn cosχn,
x3n = R sin θn cosφn,
x0n = R cos θn, (2.51)
results in the inclusion of the Lorentz condition of equation 2.43
x20 + x
2
1 + x
2
2 + x
2
3 = R
2
to the rectangular coordinates. It is well known the relation of the Lorentz condition
with the relativity principle. We adopt in here such principle; however with some issues
according to the assumptions of this work. From the accepted universal knowledge about
this topic, we know the physical meaning of the new coordinate and its relation with time
in the form x4 = ict. The combination of the three-dimensional Euclidean space and time
satisfying the Lorentz condition 2.43 into a four-dimensional manifold is known as the
Minkowski space.
According to the second Einstein’s postulate, c is the speed of the light, and it is con-
stant at all inertial frames. As explained in the last item, we should not make such an
assumption because of the undefined form of the field feature of this work. However, c
should be a constant with the dimension of velocity, independent of the coordinates at
that point. The conservation of the relation 2.43 imply that the coordinates of two point
of the space-time satisfy
3∑
i=0
x2i =
3∑
k=0
x2k, (2.52)
moreover, that they are connected by a linear coordinate transformations known as the
Lorentz transformation which in general connect two coordinate frames that move at
constant velocity relative to each other. The general form of the Lorentz transformation
for a general boost is
c t′
x′
y′
z′
 =

γ −βx γ −βy γ −βz γ
−βx γ 1 + (γ − 1)β2xβ2 (γ − 1)βxβyβ2 (γ − 1)βxβzβ2
−βy γ (γ − 1)βyβxβ2 1 + (γ − 1)
β2y
β2
(γ − 1)βyβz
β2
−βz γ (γ − 1)βzβxβ2 (γ − 1)βzβyβ2 1 + (γ − 1)β
2
z
β2


c t
x
y
z
 (2.53)
where β = v
c
= ‖~v‖
c
and γ = 1√
1−β2
.
• One of the invariants against Lorentz transformation is the infinitesimal square of the
distance in the Minkowski space,
ds2 = ds
′2 = dx20 + dx
2
1 + dx
2
2 + dx
2
3. (2.54)
32
For establishing clear relations for the differentiation of any vector in the spacetime,
was defined as the invariant quantity known as the proper time of the system. By the
inclusion of this concept to our problem, the covariant Lagrange equations evolve now,
not on time, but on the proper time or τ . The covariant Lagrange operator depending
on the Lorentzian coordinates is:
Ln,ν ≡
[ d
dτ
∂
∂x˙νn
− ∂
∂xνn
]
, xν = {x0, x1, x2, x3} (2.55)
while the same operator depending on the angular coordinates is
Ln,ξ ≡
[ d
dτ
∂
∂ξ˙n
− ∂
∂ξn
]
, ξ = {θ, φ, χ}. (2.56)
• The relativistic formulation of the present approach, along with the extra dimension,
it also includes new variables to the description of the problem related with this new
coordinate. They are
∂mn
∂x0n
,
∂mn
∂x˙0n
,
∂A0
∂xνn
,
∂A0
∂x˙νn
,
∂Ai
∂x0n
,
∂Ai
∂x˙0n
. (2.57)
The new variables which appear because the inclusion of the relativistic framework, how-
ever, they must not increase internal degrees of freedom of the system. These quantities
must be related trough constraints in somehow with the already existing variables in the
non-relativistic picture. In that case, to keep variables number equal to the number of
equations, some approximations need to be made. Our approximations star from the ini-
tial assumptions for particle masses and field functions on section 2.3. These conjectures
include particle masses depending only on its particle position, the scalar field depend-
ing only on fixed source contributions also and the Gauge invariant condition to connect
the scalar and the vectorial field. Now, in the relativistic frame, we use the simplified
approach of considering the scalar field as the four component of a four-component field
set the gauge condition as the connection to relate its components. The approaches of
section 2.3 in the relativistic frame, have the form:
∂mn
xνn′
≡ ∂mn
xνn′
δnn′ ,
∂mn
x˙νn′
= 0
∂A0
∂x˙νn
= 0, ∂νA
ν = 0 ∀ n. (2.58)
• Mass variations can be classified into two types: the “structural” variations and the
inertial’s. The first type includes the ones introduced in the non-relativistic approach,
and that entitle this work. Their first derivatives are ∂mn
∂xin
with {x1n, x2n, x3n} ≡ {x, y, z}.
The inertial variation, ∂mn
∂x0n
, is related to the inertial frames of references and introduced
within the Lorentz coordinate system.
The constraint equation for ∂mn
∂x0n
can be obtained from the relativistic motion equation for
an isolated particle. The mass variation for an isolated particle in the Minkowski space,
different from the Euclidean space, satisfies the relativistic principle under a Lorentzian
transformation. It is the fourth mass derivative component, the quantity that allows the
conservation of relativistic momentum. If structural mass variations are neglected, e.i
mass variations will depend only on x0n coordinate. Using the relativistic Lagrangian of
equation 2.45 is applied in the isolated free particle case, the equation of motion has the
form:
LµL ≡
[ d
dτ
∂
∂x˙µ
− ∂
∂xµ
](1
2
mx˙ν x˙ν
)
= 0
d
dτ
(mx˙µ)− x˙
ν x˙ν
2
∂m
∂xµ
δ0µ = m˙x˙µ +mx¨µ −
x˙ν x˙ν
2
∂m
∂xµ
δ0µ = 0.
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Multiplied both sides and sum by x˙µ, we have:
m˙x˙µx˙
µ +mx¨µx˙
µ − x˙
ν x˙ν
2
∂m
∂xµ
δ0µx˙
µ = 0
m˙c2 +mx¨µx˙
µ − x˙µx˙
µ
2
∂m
∂x0
x˙0 = 0, (2.59)
where we use the Einstein summation notation. We recall in here that in our approach
x˙µx˙
µ 6= c2. As we stated before, the only existed mass variation is related to inertial
frames of reference, i.e it depends only on the x0 component, so the mass variation with
time is:
m˙ =
∂m
∂x0
x˙0. (2.60)
Constraint equation for the inertial variation of mass property have the final form:
1
2
∂m
∂x0
x˙0x˙µx˙
µ +mx¨µx˙
µ = 0. (2.61)
It is useful to obtain some relations for the Lorentzian and angular’s coordinates.
From Goldstein (5), we get the equations:
d
dt
(∂xl
∂qi
)
=
∂x˙l
∂qi
and
∂x˙l
∂q˙i
=
∂xl
∂qi
, (2.62)
However, using the compound derivative law, we obtain can other relations up to the second
order derivatives. Indeed,
x˙l =
∑
i
∂xl
∂qi
q˙i +
∂xl
∂t
x¨l =
d
dt
(∑
i
∂xl
∂qi
q˙i +
∂xl
∂t
)
=
∑
i
[∑
j
∂2xl
∂qi∂qj
q˙iq˙j +
∂xl
∂qi
q¨i + 2
∂2xl
∂qi∂t
q˙i
]
+
∂2xl
∂t2
. (2.63)
On the other side, deriving x˙l and x¨l we obtain
∂x˙l
∂qk
=
∑
i
∂2xl
∂qi∂qk
q˙i +
∂2xl
∂t∂qk
∂x¨l
∂qk
=
∑
i
[∑
j
∂3xl
∂qi∂qj∂qk
q˙iq˙j +
∂2xl
∂qi∂qk
q¨i + 2
∂3xl
∂qi∂qk∂t
q˙i
]
+
∂3xl
∂t2∂qk
∂x¨l
∂q˙k
=
∑
i
[∑
j
∂2xl
∂qi∂qj
(q˙iδjk + q˙jδik) + 2
∂2xl
∂qi∂t
δik
]
=
∑
i
2
∂2xl
∂qi∂qk
q˙i + 2
∂2xl
∂t∂qk
= 2
∂x˙l
∂qk
∂x¨l
∂q¨k
=
∑
i
∂xl
∂qi
δik =
∂xl
∂qk
. (2.64)
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Also
d
dt
(∂x˙l
∂qk
)
=
d
dt
(∑
i
∂2xl
∂qi∂qk
q˙i +
∂2xl
∂t∂qk
)
=
∑
i
[∑
j
∂3xl
∂qi∂qj∂qk
q˙iq˙j +
∂2xl
∂qi∂qk
q¨i + 2
∂3xl
∂qi∂qk∂t
q˙i
]
+
∂3xl
∂t2∂qk
(2.65)
comparing 2.64 and 2.65 we get the relation
d
dt
(∂x˙l
∂qk
)
=
∂x¨l
∂qk
or
d2
dt2
(∂xl
∂qk
)
=
∂x¨l
∂qk
. (2.66)
Applying previous results to our coordinates systems and using compound derivative law up to
the second order, the derivative on angular variables can be replaced as:
∂
∂ξi
=
∂xν
∂ξi
∂
∂xν
+
∂x˙ν
∂ξi
∂
∂x˙ν
+
∂x¨ν
∂ξi
∂
∂x¨ν
=
∂xν
∂ξi
∂
∂xν
+
d
dτ
(∂xν
∂ξi
) ∂
∂x˙ν
+
d2
dτ 2
(∂xν
∂ξi
) ∂
∂x¨ν
∂
∂ξ˙i
=
∂x˙ν
∂ξ˙i
∂
∂x˙ν
+
∂x¨ν
∂ξ˙i
∂
∂x¨ν
=
∂xν
∂ξi
∂
∂x˙ν
+ 2
d
dτ
(∂xν
∂ξi
) ∂
∂x¨ν
∂
∂ξ¨i
=
∂x¨ν
∂ξ¨i
∂
∂x¨ν
=
∂xν
∂ξi
∂
∂x¨ν
(2.67)
In matrix notation we have:
~∇ξ = Dνξν +
d
dτ
(
Dνξ
)
ν˙ +
d2
dτ 2
(
Dνξ
)
ν¨
~∇ξ˙ = Dνξν˙ + 2
d
dτ
(
Dνξ
)
ν¨
~∇ξ¨ = Dνξν¨ (2.68)
where elements Dνξ correspond to a 3× 4 matrix of the ∂x
ν
∂ξi
derivatives. The resulting relations
was computed up to second order derivative for later uses. Dνξ expressions are obtained from
transformation relations between sets Dνξ expressions are obtained from transformation rela-
tions between sets {x0, x1, x2, x3} and {θ, φ, χ} showed in eq. 2.44. From this definition, we
get:
cos θ = x0/R (2.69)
cosφ = x3/(R sin θ) = x3/
√
R2 − (x0)2 (2.70)
cosχ = x2/(R sin θ sinφ) = x2/
√
R2 − (x0)2 − (x3)2 (2.71)
tanχ = x1/x2. (2.72)
After some straightforward derivation steps we obtain matrix Dνξ :
Dνξ =

x1x0√
R2−(x0)2
x2x0√
R2−(x0)2
x1x3√
R2−(x0)2 −
√
R2−(x0)2
R
x1x3√
R2−(x0)2−(x3)2
x2x3√
R2−(x0)2−(x3)2 −
√
R2−(x0)2−(x3)2 0
x2 −x1 0 0
 . (2.73)
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2.6. Single particle motion equation in Lorentzian and angular coordinates
We update now the inertial and net applied forces acting on an isolated particle under the
action of an external field of section 2.4 and use the new sets of coordinates: the Lorentzian
and the angular’s.
The net applied, and inertial forces in Lorentzian coordinates are computed from the single
particle relativistic Lagrangian assuming system depend only on the n-particle coordinates
while other particles coordinates are considered as parameters. In that case, the µ component
of the inertial and applied forces acting on particle n is
P˙n,µ −Qn,µ = Ln,µ(1
2
mnx˙
ν
nx˙n;ν − Aν x˙n;ν)
≡
[ d
dτ
∂
∂x˙µn
− ∂
∂xµn
]
(
1
2
mnx˙
ν
nx˙n;ν − Aν x˙n;ν)
=
d
dτ
[
mnx˙n;µ −
(∂Aν
∂x˙µn
)
x˙νn − Aµ
]
−
[1
2
∂mn
∂xµn
x˙νnx˙n;ν −
(∂Aν
∂xµn
)
x˙n;ν
]
(2.74)
(2.75)
or
P˙n,µ −Qn,µ = mnx¨n;µ +
[
νnmnx˙n;ν
]
x˙n;µ −
(∂Aν
∂x˙µn
)
x¨n;ν − d
dτ
(∂Aν
∂x˙µn
)
x˙n;ν
− ∂Aµ
∂xνn
x˙νn −
∂Aµ
∂x˙νn
x¨νn −
1
2
∂mn
∂xµn
x˙νnx˙n;ν +
(∂Aν
∂xµn
)
x˙n;ν , (2.76)
On the other side, is we replace ξn,i... i = (1, 2, 3) by the already introduced components
θ, φ, χ for particle n, respectively, the ξi component of the angular forces acting on particle n,
known in literature as “torque” and represented as L˙ ξn,i − T ξn,i , is:
L˙ ξn,i − T ξn,i = Lξn,i(
1
2
mnx˙
ν
nx˙n;ν − Aν x˙n;ν)
≡
[ d
dτ
∂
∂ξ˙n,i
− ∂
∂ξn,i
]
(
1
2
mnx˙
ν
nx˙n;ν − Aν x˙n;ν)
=
[ d
dτ
(
Dµξn,in,µ˙
)
−Dµξn,in,µ −
d
dτ
(
Dµξn,i
)
n,µ˙
]
(
1
2
mnx˙
ν
nx˙n;ν − Aν x˙n;ν)
= Dµξn,i
[ d
dτ
(
n,µ˙
)
−n,µ
]
(
1
2
mnx˙
ν
nx˙n;ν − Aν x˙n;ν)
= Dµξn,i
(
P˙n,µ −Qn,µ
)
, (2.77)
where the Lagrange operator is transformed into the xνn’s representation using the relations 2.68
and taking into account that because there is no x¨νn dependency in the relativistic Lagrangian,
ν¨ = 0. An example of the previous result, the angular component ξn,3 ≡ χ of the resultant
force has the expression:
Lξn,3(
1
2
mnx˙
ν
nx˙n;ν − Aν x˙n;ν) = L˙ ξn,3 − T ξn,3
= Dµξn,3
(
P˙n,µ −Qn,µ
)
= x2
(
P˙n,1 −Qn,1
)
− x1
(
P˙n,2 −Qn,2
)
, (2.78)
which is the well-known expression in tree dimensions T = r× F.
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2.7. Equations of motion for n-VMVF systems
The Lagrangian of n-VMVF is unknown at this point. However, from the extension of the
D’Alembert principle, we know that the solution of Lagrange equation is the sum of the inertial
and the net applied forces of all particles. On the other case, under the assumption of section
2.3, we have that those forces are the net forces for isolated particles under the action of the
external field. Starting from an initial Lagrange function, if we compare the forces from both
approaches, we can obtain then a set of relations that will constraint the motion of the particles
of the system. We need to perform such comparison for both set of independent equations. In
general, for isolated systems, the net applied and inertial forces in the Lorentzian and angular
coordinates are just the results we obtain on the previous section. We have then the solution
for the Lagrange equation for both sets of coordinates.
In summary, our set of equations is:
Ln,µLsys = 0 (2.79)
Ln,µLsys =
∑
n′
P˙n′,µ −Qn′,µ = 0 (2.80)
Lξn,iLsys = 0 (2.81)
Lξn,iLsys =
∑
n′
L˙ ξn′,i − T ξn′,i =
∑
n′
Dµξn′,i
(
P˙n′,µ −Qn′,µ
)
= 0. (2.82)
Equations 2.79 and 2.81 correspond to the least action principle for any isolated system
while equations 2.80 and 2.82 are related to the conservation law of linear and angular mo-
mentum respectively for isolated systems, which, at the same time, is connected with space’s
homogeneity and isotropy and also with the conservation the of the total energy. The masses
and the field derivatives are degrees of freedom of the whole system; however, they are not
generalized coordinates of the variational problem. This solution, which involves this kind of
treatment and includes two sets of constrained Lagrange equations which at the same time
outcome in two different Lagrangian, is new as a solution of a classical problem, at least to the
best of our knowledge.
Recalling equation 2.19, the total Lagrangian for particle n-VMVF systems can be divided
into two terms,
Lsys = L[m˙n=0] + L[m˙n 6=0] =
N∑
n′=1
Lspn′ + L[m˙n 6=0],
where the first term considers constant masses and is equal to the well-known Lagrangian for
particle system under the action of a field Lsp:
Lsp =
∑
n′
Lspn′ =
∑
n′
1
2
mn′x˙
ν
n′x˙n′;ν − Aν x˙n′;ν . (2.83)
The strategy to follow for obtaining the final Lagrangian for n-VMVF systems is to propose
an initial Lagrangian and obtain its Lagrange equations. The n-degeneracy characteristics of
the Lagrange equations led to n independent equations by comparing the derived equations
with the equations 2.79 and 2.81. Those constraints should be included in the final Lagrangian
using the Lagrange multiplier method.
According to the classification for the Lagrange function in 2.19, we can start assuming
the Lagrange function Lsys = Lsp. From there we obtain the Lagrange equations, this time
assuming all the position of the particles as variables of the system.
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Motion and constraint equation for n-VMVF systems using Lorentzian coordinates
The motion equation of particle n in the µ direction as a constituent of an isolated n-VMVF
system using the proposed Lagrangian is
Ln,µ(Lsp) = Ln,µ(
∑
n′
1
2
mn′x˙
ν
n′x˙n′;ν − Aν x˙n′;ν) = 0
≡
[ d
dτ
∂
∂x˙µn
− ∂
∂xµn
]
(
∑
n′
1
2
mn′x˙
ν
n′x˙n′;ν − Aν x˙n′;ν .) = 0
We divide the Lagrange’s function into on term related to the particle n and another grouping
the terms of the rest of the particles
Ln,µ(
∑
n′
Ln′) = Ln,µ(Ln +
∑
n′ 6=n
Ln′). (2.84)
The first term, using equation 2.76, have the form:
Ln,µLn =
[ d
dτ
∂
∂x˙µn
− ∂
∂xµn
]
(
1
2
mnx˙
ν
nx˙n;ν − Aν x˙n;ν)
=
d
dτ
[
mnx˙n;µ −
(∂Aν
∂x˙µn
)
x˙n;µ − Aµ
]
−
[1
2
∂mn
∂xµn
x˙νnx˙n;ν −
(∂Aν
∂xµn
)
x˙n;µ
]
= P˙n,µ −Qn,µ −
∑
l 6=n
(∂Aµ
∂xνl
x˙νl +
∂Aµ
∂x˙νl
x¨νl
)
, (2.85)
where all particle potential dependency is now taking into account, since field, we are now
considering include all particles contributions as constituent parts of the system.
The only nonnull terms in the last part of motion equation 2.84 is related to potential since
1
2
mnx˙
ν
nx˙n;ν depends only on particle n coordinates. In that case, we obtain:
Ln,µ(
∑
n′ 6=n
Ln′) = Ln,µ(
∑
n′ 6=n
−Aν x˙n′;ν)
= −
∑
n′ 6=n
{ d
dτ
[(∂Aν
∂x˙µn
)
x˙n′;ν
]
−
(∂Aν
∂xµn
)
x˙n′;ν
}
. (2.86)
Putting all together, the motion equation of particle n in the µ direction is
Ln,µLsp = P˙n,µ −Qn,µ −
∑
n′ 6=n
{ d
dτ
[(∂Aν
∂x˙µn
)
x˙n′;ν
]
−
(∂Aν
∂xµn
)
x˙n′;ν
+
∂Aµ
∂xνn′
x˙νn′ +
∂Aµ
∂x˙νn′
x¨νn′
}
= 0. (2.87)
Comparing the obtained motion equation and the result of the extension of D’Alembert
principle
Ln,µ(Lsp) =
∑
n′
P˙n′,µ −Qn′,µ, (2.88)
we obtain we obtained 3-n independent equation:
Φµn =
∑
n′ 6=n
{
(P˙n′,µ −Qn′,µ) + d
dτ
(∂Aν
∂x˙µn
)
x˙n′;ν +
∂Aν
∂x˙µn
x¨n′;ν
− ∂A
ν
∂xµn
x˙n′;ν +
∂Aµ
∂xνn′
x˙νn′ +
∂Aµ
∂x˙νn′
x¨νn′
}
= 0. (2.89)
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After rearrange the last equation and put it together to the least action principle equation we
have the 6-n independent equations needed to solve the problem:
Ln,µ(Lsp) = Ln,µ(
∑
n′
1
2
mn′x˙
ν
n′x˙n′;ν − Aν x˙n′;ν) = 0 (2.90)
and
Φµn =
∑
n′ 6=n
[(
αn′m′nx˙n′;α
)
gνµ −
1
2
∂mn′
∂xµn′
x˙νn′ +
d
dτ
(∂Aν
∂x˙µn
− ∂A
ν
∂x˙µn′
)
+
∂Aν
∂xµn′
− ∂A
ν
∂xµn
]
x˙n′;ν
+
[
mn′g
ν
µ +
∂Aν
∂xµn
− ∂A
ν
∂xµn′
+
∂Aµ
∂xνn′
]
x¨n′;ν (2.91)
Actually, there are 8-n equations, however, Minkowski’s constraint reduce to 6-n independent
equations as mentioned before.
Equations depend on variables
{xνn}, {x˙νn}, {x¨νn}, {
∂mn
∂xµn
}, { d
dt
(∂mn
∂xµn
)}, { d2
dt2
(∂mn
∂xµn
)},
{∂A
ν
∂xµn
}, { d
dt
(∂Aν
∂xµn
}), { d2
dt2
(∂Aν
∂xµn
}), {∂Aν
∂x˙µn
}, { d
dt
(∂Aν
∂x˙µn
)}, { d2
dt2
(∂Aν
∂x˙µn
)}. (2.92)
which means we need more equations for the system being solvable. Thus, the inclusion of
angular variables.
Motion and constraint equation for n-VMUF systems using angular coordinates
We now compute the inertial and the net applied forces using angular coordinates to obtain
the other set of independent equations needed to solve the problem. The motion equation
of particle n rotating around axis in the i direction for isolated n-VMVF systems using the
starting Lagrangian is
Lξn,i(Lsp) = Lξn,i(
∑
n′
1
2
mn′x˙
ν
n′x˙n′;ν − Aν x˙n′;ν) = 0
= Dµξn,i
[ d
dτ
(
n,µ˙
)
−n,µ
]
(
∑
n′
1
2
mn′x˙
ν
n′x˙n′;ν − Aν x˙n′;ν) = 0
≡ Dµξn,i
[ d
dτ
(
n,µ˙
)
−n,µ
]
(Ln +
∑
n′ 6=n
Ln′). (2.93)
Using previous results in eq. 2.85, the first term in the sum is:
Lξn,i(Ln) = Dµξn,i
[ d
dτ
(
n,µ˙
)
−n,µ
]
Ln
= Dµξn,i
[
P˙n,µ −Qn,µ −
∑
n′ 6=n
(∂Aµ
∂xνn′
x˙νn′ +
∂Aµ
∂x˙νn′
x¨νn′
)]
. (2.94)
The only nonnull terms of the last part are related to the field’s addends as eq. 2.86. In that
case, we obtain:
Lξn,i(
∑
n′ 6=n
Ln′) = D
µ
ξn,i
[ d
dτ
(
n,µ˙
)
−n,µ
]
(
∑
n′ 6=n
Ln′)
= −Dµξn,i
∑
n′ 6=n
{ d
dτ
[(∂Aν
∂x˙µn
)
x˙n′;ν
]
−
(∂Aν
∂xµn
)
x˙n′;ν
}
. (2.95)
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Putting all together we have
Lξn,iLsp = Dµξn,i
{
P˙n,µ −Qn,µ −
∑
n′ 6=n
d
dτ
[(∂Aν
∂x˙µn
)
x˙n′;ν
]
−
(∂Aν
∂xµn
)
x˙n′;ν
+
∂Aµ
∂xνn′
x˙νn′ +
∂Aµ
∂x˙νn′
x¨νn′
}
= L˙ ξn,i − T ξn,i −Dµξn,i
∑
n′ 6=n
{ d
dτ
(∂Aν
∂x˙µn
)
x˙n′;ν +
∂Aν
∂x˙µn
x¨n′;ν
−
(∂Aν
∂xµn
)
x˙n′;ν +
∂Aµ
∂xνn′
x˙νn′ +
∂Aµ
∂x˙νn′
x¨νn′
}
. (2.96)
Comparing with D’Alembert extended principle for angular coordinates:
Lξn,iLsp =
∑
n′
L˙ ξn′,i − T ξn′,i =
∑
n′
Dµξn′,i(P˙n
′,µ −Qn′,µ), (2.97)
we obtain we other set of 3-n independent equations:
Ψin =
∑
n′ 6=n
L˙ ξn′,i − T ξn′,i +Dµξn,i
[ d
dτ
(∂Aν
∂x˙µn
)
x˙n′;ν +
∂Aν
∂x˙µn
x¨n′;ν
−
(∂Aν
∂xµn
)
x˙n′;ν +
∂Aµ
∂xνn′
x˙νn′ +
∂Aµ
∂x˙νn′
x¨νn′
]
= 0, (2.98)
By rearranging the last equation and put it together with the least action principle in
angular coordinates, we another 6-n independent equations:
Lξn,iLsp(Lsp) = Lξn,iLsp(
∑
n′
1
2
mn′x˙
ν
n′x˙n′;ν − Aν x˙n′;ν) = 0 (2.99)
and
Ψin =
∑
n′ 6=n
{
Dµξn′,i
[(
αn′m′nx˙n′;α
)
gνµ −
1
2
∂mn′
∂xµn′
x˙νn′ −
d
dτ
(∂Aν
∂x˙µn′
)
− ∂Aµ
∂xn′;ν
+
∂Aν
∂xµn′
]
+Dµξn,i
[ d
dτ
(∂Aν
∂x˙µn
)
+
∂Aµ
∂xn′;ν
− ∂A
ν
∂xµn
]}
x˙n′;ν
+
{
Dµξn′,i
[
mn′g
ν
µ −
∂Aν
∂xµn′
]
+Dµξn,i
[∂Aν
∂xµn
+
∂Aµ
∂xn′;ν
]}
x¨n′;ν (2.100)
We also note the same dependency of variables as Lorentzian case as shown in equation
2.95.
We are then, in the presence of a non-holonomic constraint problem. Equations connecting
the generalized coordinates of a system are written as
f(r¨1, r¨2..., r˙1, r˙2..., r1, r2...) = 0. (2.101)
We have, in total, a set of 12-n independent equations depending on variables 2.95.
There are some comments on the method we use. The first one is the fact that coordinates
are now connected by the constraint equations 2.91 and 2.100. This may look contradictory
since position coordinates were set as independent from the beginning. However, we lost no
generality if we set the new degree of freedom of the system e.i masses and field derivatives as
the dependent variables. The second issue is the one-to-one correspondence between constraint
equations and the initial proposed Lagrangian. In fact, if another initial Lagrangian is proposed,
then others constraint equations will be obtained. In other words, the construction of the final
Lagrangian depends only on
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• the proposition for the inertial and the net applied forces acting on all particles of the
system
• the degeneracy of the extension of the D’Alembert Principle
• our proposal for considering the inertial the net applied forces as the same forces acting
on isolated particles as mentioned in section 2.3.
2.8. Second order Lagrangian.
On the last sections, we obtain 2 set of 6-n independent equations of motions for n-VMVF
systems eqs. 2.91, 2.90, 2.100 and 2.99, each for every independent set of coordinates. The
constraint relations from equation refRotConstraintEq and 2.91 have the dependency
ϕi(x, y1, y2, ...yn, y˙1, y˙2, ...y˙n, y¨1, y¨2, ...y¨n) = 0 (i = 1, 2, ....m;m < n), (2.102)
so, the integrand also should have the form
Lsys(x, y1, y2, ...yn, y˙1, y˙2, ...y˙n, y¨1, y¨2, ...y¨n) = 0. (2.103)
This dependency implies the necessity to expand Euler-Lagrange equations. We follow the same
method shown on Goldstein’s (5) or Elsgoltz’s (9) textbooks for generating these equations from
least action principle.
Let us consider Lagrangian as part of the family of functions F that satisfied
δJ(y1, y2, ...yn) =
∫ x1
x0
F (x, y1, y2, ...yn, y˙1, y˙2, ...y˙n, y¨1, y¨2, ...y¨n)dx = 0, (2.104)
Let us also consider Lagrangian dependent of parameter α which labels possibles solutions
functions yi(x, α). These functions are expressed as
y1(x, α) = y1(x, 0) + αη1(x)
y2(x, α) = y2(x, 0) + αη2(x)
. . . . . . . . . . . . . . . . . . . . . . . .
yn(x, α) = yn(x, 0) + αηn(x), (2.105)
being yi(x, 0), the solutions for the extremal problem and ηi(x) are arbitrary and well-behaved
functions. ηi(x) functions are continuous and nonsingular between x0 and x1 with also contin-
uous first, second and third derivatives. Functions ηi(x) and their derivatives vanish at x0 and
x1. Variational principle states J depending on parameter α
J(y1, y2, ...yn) =
∫ x1
x0
F (x, {yi(x, α)}, {y˙i(x, α)}, {y¨i(x, α)})dx, (2.106)
will have a stationary point if the variation(dJ
dα
)
α=0
= 0. (2.107)
Differentiating variational J by standard methods we obtain
dJ
dα
=
∫ x1
x0
∑
i
(∂F
∂yi
∂yi
∂α
+
∂F
∂y˙i
∂y˙i
∂α
+
∂F
∂y¨i
∂y¨i
∂α
)
dx. (2.108)
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Integrating by parts, the second integrand becomes:∫ x1
x0
∑
i
∂F
∂y˙i
∂y˙i
∂α
dx =
∫ x1
x0
∑
i
∂F
∂y˙i
d
dx
(∂yi
∂α
)
dx
=
∂F
∂y˙i
∂yi
∂α
∣∣∣∣x1
x0
−
∫ x1
x0
∑
i
d
dx
(∂F
∂y˙i
)∂yi
∂α
dx
=
∂F
∂y˙i
ηi(x)
∣∣∣∣x1
x0
−
∫ x1
x0
∑
i
d
dx
(∂F
∂y˙i
)∂yi
∂α
dx = −
∫ x1
x0
∑
i
d
dx
(∂F
∂y˙i
)∂yi
∂α
dx. (2.109)
Integrating by parts twice, the third integrand becomes:∫ x1
x0
∑
i
∂F
∂y¨i
∂y¨i
∂α
dx =
∫ x1
x0
∑
i
∂F
∂y¨i
d
dx
(∂y˙i
∂α
)
dx
=
∂F
∂y¨i
∂y˙i
∂α
∣∣∣∣x1
x0
−
∫ x1
x0
∑
i
d
dx
(∂F
∂y¨i
)∂y˙i
∂α
dx
=
∂F
∂y¨i
η˙i(x)
∣∣∣∣x1
x0
−
∫ x1
x0
∑
i
d
dx
(∂F
∂y¨i
)∂y˙i
∂α
dx = −
∫ x1
x0
∑
i
d
dx
(∂F
∂y¨i
)∂y˙i
∂α
dx
= − d
dt
(∂F
∂y¨i
)∂yi
∂α
∣∣∣∣x1
x0
+
∫ x1
x0
∑
i
d2
dx2
(∂F
∂y¨i
)∂yi
∂α
dx =
∫ x1
x0
∑
i
d2
dx2
(∂F
∂y¨i
)∂yi
∂α
dx. (2.110)
Substituting in the differentiation of the variational J
dJ
dα
=
∫ x1
x0
∑
i
[ d2
dx2
(∂F
∂y¨i
)
− d
dx
(∂F
∂y˙i
)
+
∂F
∂yi
]∂yi
∂α
dx. (2.111)
Multiplying by δα and using:(dJ
dα
)
α=0
δα = δJ and
(∂yi
dα
)
α=0
δα = δyi (2.112)
we obtain
δJ =
∫ x1
x0
∑
i
[ d2
dx2
(∂F
∂y¨i
)
− d
dx
(∂F
∂y˙i
)
+
∂F
∂yi
]
δyidx (2.113)
this relation all variations δyi are considered independents. We can apply the so-called funda-
mental lemma of the calculus of variations and obtain the extended Euler-Lagrange equations:
d2
dx2
(∂F
∂y¨i
)
− d
dx
(∂F
∂y˙i
)
+
∂F
∂yi
= 0 (2.114)
Following the same procedure, it can be proved that for higher n-order variational∫
F (x, y, y(1), ...y(n))dx, (2.115)
Euler-Lagrange equations have the form:
n∑
i=1
(−1)n d
n
dxn
( ∂F
∂y
(n)
i
)
+
∂F
∂yi
= 0. (2.116)
These results are summarize on the textbook of R. Courant and D. Hilbert “Methods of
Mathematical Physics” (10).
Note that the extension of Euler-Lagrange equations do not affect the way the constraint
equation were found since the initial non-interacting particles Lagrangian have no r¨ dependency.
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2.9. Second order constrained Lagrangian
We defined a set of constraint that connects the coordinates of the particle up the second-
order and also the masses, and field derivatives showed in equations (eq. 2.91) (2.100). The
existence of these relations means that some virtual displacements of the generalized coordinates
from the second-order Lagrangian
L(x, y1, y2...yn, y˙1, y˙2...y˙n, y¨1, y¨2...y¨n) (2.117)
where
{yn} ≡ {rn, ∂mn
∂xn,i
,
∂A
∂xn,i
,
∂A
∂x˙n,i
}, (2.118)
are not independent. In this case, the fundamental lemma of calculus of variations to obtain
Euler-Lagrange equations can no longer be applied, and the extended Lagrange equations 2.114
are no longer valid.
One of the most efficient procedures to treat these displacements is the well-known method
of the undetermined multipliers (9) developed by Lagrange. This method is a strategy to solve
the extremal problem for functions or functionals subject to equality constraint relations. Thus,
given the functional
J =
∫ x1
x0
F (x, y1, y2...yn, y˙1, y˙2...y˙n, y¨1, y¨2...y¨n)dx, (2.119)
and the equality constraint relations
ϕi(x, y1, y2...yn, y˙1, y˙2...y˙n, y¨1, y¨2...y¨n) = 0 (i = 1, 2, ....m;m < n), (2.120)
under a proper selection of constants λi, it is proved that if functions yj j = (1, 2, ..n) are
extremes of the problem then, they also are extremes for the generalized functional:
J∗ =
∫ x1
x0
(
F +
m∑
i=1
λi(x)ϕi
)
dx =
∫ x1
x0
F ∗dx. (2.121)
The system is then solved considering functions y1, y2..., yn and λ1, λ2 ..., λm as arguments of
variational J∗.
The proof is similar to the method exposed on reference (9) for ϕ(yi, y˙i) dependence. The
constraint equations ϕi are independent, so they satisfy
D(ϕ1, ϕ2, ....ϕm)
D(y¨1, y¨2 ....y¨m)
6= 0. (2.122)
In that case, y¨1, y¨2 ... y¨m variables can be determined as
y¨i = Ψi(x, y1, y2...yn, y˙1, y˙2...y˙n, y¨1, y¨2...y¨n) i = 1, 2...,m, (2.123)
being yi (i = m + 1,m + 2...n) functions whose variations δyi are arbitrary and, also with the
variations of its derivatives δy˙i and δy¨i, vanish at x0 and x1 points. If y1...yn are arbitrary
functions that satisfies m equations ϕi, the variation of these equations are
δϕi =
n∑
j=1
∂ϕi
∂yj
δyj +
∂ϕi
∂y˙j
δy˙j +
∂ϕi
∂y¨j
δy¨j = 0, (2.124)
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where higher arbitrary variation order of δyj, δy˙j and δy¨j are omitted since their influence
are minimized when computing the variation of the variational function where only first order
rearranging of δyj, δy˙j and δy¨j matters (9).
Multiplying by undetermined factor λi(x) and integrating over dx:∫ x1
x0
λi(x)δϕidx =
∫ x1
x0
{ n∑
j=1
λi(x)
∂ϕi
∂yj
δyj + λi(x)
∂ϕi
∂y˙j
δy˙j + λi(x)
∂ϕi
∂y¨j
δy¨j
}
dx = 0. (2.125)
Integrating by parts, the second integrand become∫ x1
x0
n∑
j=1
λi(x)
∂ϕi
∂y˙j
δy˙jdx =
n∑
j=1
λi(x)
∂ϕi
∂y˙j
δyj
∣∣∣x1
x0
−
∫ x1
x0
n∑
j=1
d
dx
(
λi(x)
∂ϕi
∂y˙j
)
δyjdx
= −
∫ x1
x0
n∑
j=1
d
dx
(
λi(x)
∂ϕi
∂y˙j
)
δyjdx (2.126)
and the third integrand become∫ x1
x0
n∑
j=1
λi(x)
∂ϕi
∂y¨j
δy¨jdx =
n∑
j=1
λi(x)
∂ϕi
∂y¨j
δy˙j
∣∣∣x1
x0
−
∫ x1
x0
n∑
j=1
d
dx
(
λi(x)
∂ϕi
∂y¨j
)
δy˙jdx
=
n∑
j=1
− d
dx
(
λi(x)
∂ϕi
∂y¨j
)
δyj
∣∣∣x1
x0
+
∫ x1
x0
n∑
j=1
d2
dx2
(
λi(x)
∂ϕi
∂y¨j
)
δyjdx
=
∫ x1
x0
n∑
j=1
d2
dx2
(
λi(x)
∂ϕi
∂y¨j
)
δyjdx, (2.127)
because variations δyi and its derivatives y˙i at x0 and x1 points are null. Putting all together,
we have:∫ x1
x0
λi(x)δϕidx =
∫ x1
x0
n∑
j=1
[
λi(x)
∂ϕi
∂yj
− d
dx
(
λi(x)
∂ϕi
∂y˙j
)
+
d2
dx2
(
λi(x)
∂ϕi
∂y¨j
)]
δyjdx.
(2.128)
Adding these m equations to δJ variation
δJ =
∫ x1
x0
n∑
j=1
[ d2
dx2
(∂F
∂y¨j
)
− d
dx
(∂F
∂y˙j
)
+
∂F
∂yj
]
δyjdx (2.129)
we obtain
δJ =
∫ x1
x0
n∑
j=1
[ d2
dx2
(∂F ∗
∂y¨j
)
− d
dx
(∂F ∗
∂y˙j
)
+
∂F ∗
∂yj
]
δyjdx (2.130)
being
F ∗ = F +
m∑
i=1
λi(x)ϕi. (2.131)
Variations δyi are not arbitrary since they are restricted with constraints ϕi. However, factors
λi(x) can be chosen to satisfy
d2
dx2
(∂F ∗
∂y¨j
)
− d
dx
(∂F ∗
∂y˙j
)
+
∂F ∗
∂yj
= 0 (j = 1, 2, ...m), (2.132)
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We have then a set of linear equations depending on
λi,
∂λi
∂x
and
∂2λi
∂x2
. (2.133)
If δyj, (j = 1, 2, ...m), are chosen, without any loss of generality, as the nonarbitrary variations
then equations 2.130 reduce to
δJ =
∫ x1
x0
n∑
j=m+1
[ d2
dx2
(∂F ∗
∂y¨j
)
− d
dx
(∂F ∗
∂y˙j
)
+
∂F ∗
∂yj
]
δyjdx, (2.134)
where δyj (j = m+ 1,m+ 2, ...n) are now independent and allow to apply fundamental lemma
of the calculus of variations and obtain:
d2
dx2
(∂F ∗
∂y¨j
)
− d
dx
(∂F ∗
∂y˙j
)
+
∂F ∗
∂yj
= 0 (j = m+ 1,m+ 2, ...n). (2.135)
Thereby, functions y1(x), y2(x)...yn(x) that extreme the variational J(y1, y2, ...yn) and constants
λ1(x), λ2(x)...λm(x) must satisfy the set of n+m equations
d2
dx2
(∂F ∗
∂y¨j
)
− d
dx
(∂F ∗
∂y˙j
)
+
∂F ∗
∂yj
= 0 (j = 1, 2, ...n) (2.136)
and
ϕi(x, y1, y2...yn, y˙1, y˙2...y˙n, y¨1, y¨2...y¨n) = 0 (i = 1, 2, ....m). (2.137)
2.10. Lagrangian for n-VMVF systems
So far, we extend the Lagrange equations up to the second order because of the r¨ dependency
in the constraints in Lagrange equations for n-VMVF systems. Also, the Lagrange method of
the undetermined multipliers was extended to treat the second order constraints. We are in a
position now to apply all previous results to the n-VMVF isolated systems and find the finals
Lagrangians.
The second order Lagrange operators in Lorentzian and angular coordinates are:
Ln,ν ≡
[
− d
2
dτ 2
∂
∂x¨νn
+
d
dτ
∂
∂x˙νn
− ∂
∂xνn
]
, xν = {x1, x2, x3, x4} (2.138)
and
Ln,ξ ≡
[
− d
2
dτ 2
∂
∂ξ¨n
+
d
dτ
∂
∂ξ˙n
− ∂
∂ξn
]
, ξ = {θ, φ, χ}. (2.139)
Using relations 2.68, the angular extended Lagrangian eq 2.139 takes the form:
Ln,ξi = −
d2
dτ 2
[
Dµξn,in,µ¨
]
+
d
dτ
[
Dµξn,in,µ˙ + 2
d
dτ
(
Dµξn,i
)
n,µ¨
]
−
[
Dµξn,in,µ +
d
dτ
(
Dµξn,i
)
n,µ˙ +
d2
dτ 2
(
Dµξn,i
)
n,µ¨
]
= − d
2
dτ 2
(
Dµξn,i
)
n,µ¨ − 2 d
dτ
(
Dµξn,i
) d
dτ
(
n,µ¨
)
−Dµξn,i
d2
dτ 2
(
n,µ¨
)
+
d
dτ
(
Dµξn,i
)
n,µ˙ +Dµξn,i
d
dτ
(
n,µ˙
)
+ 2
d2
dτ 2
(
Dµξn,i
)
n,µ¨
+ 2
d
dτ
(
Dµξn,i
) d
dτ
(
n,µ¨
)
−Dµξn,in,µ −
d
dτ
(
Dµξn,i
)
n,µ˙
− d
2
dτ 2
(
Dµξn,i
)
n,µ¨.
= −Dµξn,i
d2
dτ 2
(
n,µ¨
)
+Dµξn,i
d
dτ
(
n,µ˙
)
−Dµξn,in,µ. (2.140)
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Finally,
Ln,ξi = Dµξn,i
[
− d
2
dτ 2
(
n,µ¨
)
+
d
dτ
(
n,µ˙
)
−n,µ
]
. (2.141)
We can apply the undetermined multipliers method of Lagrange for rearranging the obtained
equations of motions for n-VMVF systems resumed in equations 2.90,2.99, 2.91 and 2.100.
According to the previous section, solutions that minimize the former Lagrangian and satisfy
two independent set of constraint equations for each set of coordinates, also minimize two
Lagrangian:
L1 = Lsp +
∑
n
λνnΦνn and L2 = Lsp +
∑
i,n
βinΨin . (2.142)
Let’s name the constructed Lagrangian with the Lorentzian coordinates as LT and the La-
grangian constructed using the angular as LR. T and R’s index stands for the translation and
rotation transformations since they are the operation described with Lorentzian and angular
coordinates, respectively. Also as both Lagrangians describe the physical system, we can write
them as a single two-components Lagrangian like
Lsys ≡
 LT
LR
 =
 Lsp +∑n λνnΦνn
Lsp +
∑
i,n βinΨin
 , (2.143)
where we introduce 7-n independent constants λνn and βin . Note that, while λ
ν
n constants need
to be included in the covariant form, βin constant is invariant under Lorentz transformation.
We use the matrix notation for expressing the general Lagrangian. The matrix representation
remark the necessity of solving the two Lagrangians to find the solution for all the new degrees
of freedom of the system
{xνn}, {
∂mn
∂xµn
}, {∂A
ν
∂xµn
}, {∂A
ν
∂x˙µn
}. (2.144)
Thereby, the solutions that extreme Hamilton’s least action principle and constants λνn and βin
for n-VMVF systems must satisfy the equations, using the extended Lagrangian expressions
eq. 2.138 and 2.141,
Ln,µ,ξiLsys ≡
 Ln,µLT
Ln,ξiLR
 =

[
− d2
dτ2
∂
∂x¨µn
+ d
dτ
∂
∂x˙µn
− ∂
∂xµn
]
LT
Dµξn,i
[
− d2
dτ2
(
n,µ¨
)
+ d
dτ
(
n,µ˙
)
−n,µ
]
LR
 = 0 (2.145)
and
Ωn,µ,ξi ≡
 Φνn
Ψin
 = 0. (2.146)
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LT and LR functions can be obtained substituting 2.146 in 2.143 as
LT = Lsp +
∑
n
λµnΦµn
=
∑
n
1
2
mnx˙
ν
nx˙n;ν − Aν x˙n;ν +
∑
n′ 6=n
λµn
[
(P˙n′,µ −Qn′,µ) + d
dτ
(∂Aν
∂x˙µn
)
x˙n′;ν
+
∂Aν
∂x˙µn
x¨n′;ν − ∂A
ν
∂xµn
x˙n′;ν +
∂Aµ
∂xνn′
x˙νn′ +
∂Aµ
∂x˙νn′
x¨νn′
]
=
∑
n
1
2
mnx˙
ν
nx˙n;ν − Aν x˙n;ν +
∑
n′ 6=n
λµn
[
mn′x¨n′;µ + (νn′mn′x˙n′;ν)x˙n′;µ
−∂A
ν
∂x˙µn′
x¨n′;ν − d
dτ
(∂Aν
∂x˙µn′
)
x˙n′;ν − ∂Aµ
∂xνn′
x˙νn′ −
∂Aµ
∂x˙νn′
x¨νn′ −
1
2
∂mn′
∂xµn′
x˙νn′x˙n′;ν
+
∂Aν
∂xµn′
x˙n′;ν +
d
dτ
(∂Aν
∂x˙µn
)
x˙n′;ν +
∂Aν
∂x˙µn
x¨n′;ν − ∂A
ν
∂xµn
x˙n′;ν +
∂Aµ
∂xνn′
x˙νn′ +
∂Aµ
∂x˙νn′
x¨νn′
]
, (2.147)
to finally obtain
LT =
∑
n
1
2
mnx˙
ν
nx˙n;ν − Aν x˙n;ν +
∑
n′ 6=n
λµn
[
mn′x¨n′;µ + (νn′mn′x˙n′;ν)x˙n′;µ
−∂A
ν
∂x˙µn′
x¨n′;ν − d
dτ
(∂Aν
∂x˙µn′
)
x˙n′;ν − 1
2
∂mn′
∂xµn′
x˙νn′x˙n′;ν +
∂Aν
∂xµn′
x˙n′;ν +
d
dτ
(∂Aν
∂x˙µn
)
x˙n′;ν
+
∂Aν
∂x˙µn
x¨n′;ν − ∂A
ν
∂xµn
x˙n′;ν
]
(2.148)
The rotation Lagrangian for n-VMVF systems is
LR = Lsp +
∑
i,n
βinΨin
=
∑
n
1
2
mnx˙
ν
nx˙n;ν − Aν x˙n;ν +
∑
i,n′ 6=n
βin
[
L˙ ξn′,i − T ξn′,i +Dµξn,i
[ d
dτ
(∂Aν
∂x˙µn
)
x˙n′;ν
+
∂Aν
∂x˙µn
x¨n′;ν − ∂A
ν
∂xµn
x˙n′;ν +
∂Aµ
∂xνn′
x˙νn′ +
∂Aµ
∂x˙νn′
x¨νn′
]
(2.149)
or
LR =
∑
n
1
2
mnx˙
ν
nx˙n;ν − Aν x˙n;ν +
∑
i,n′ 6=n
βinD
µ
ξn′,i
[
mn′x¨n′;µ + (νn′mn′x˙n′;ν)x˙n′;µ
−∂A
ν
∂x˙µn′
x¨n′;ν − d
dτ
(∂Aν
∂x˙µn′
)
x˙n′;ν − ∂Aµ
∂xn′;ν
x˙n′;ν − ∂Aµ
∂x˙n′;ν
x¨n′;ν − 1
2
∂mn′
∂xµn′
x˙νn′x˙n′;ν +
∂Aν
∂xµn′
x˙n′;ν
]
+Dµξn,i
[ d
dτ
(∂Aν
∂x˙µn
)
x˙n′;ν +
∂Aν
∂x˙µn
x¨n′;ν − ∂A
ν
∂xµn
x˙n′;ν +
∂Aµ
∂xn′;ν
x˙n′;ν +
∂Aµ
∂x˙n′;ν
x¨n′;ν
]
(2.150)
So far, we obtain the extended rotation and Translation Lagrangians. However, both La-
grangians depend on the defined degrees of freedom of this methodology, means the particle
coordinates and masses and field derivative but also on the particle mass mn and the vector
potential Aν . Because of that, we need to express both functions with expressions depending
on their derivatives. Using Taylor series expansion, mass, and vector potential can be written
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as:
mn(x
ν
n) = mn(0) +
∂mn
∂xµn
∣∣∣
0
xµn +
1
2!
∂2mn
∂xµnxαn
∣∣∣
0
xµn
2xαn
2....
Aν({xµ}, {x˙µ}) = Aν(0) +
∑
n
∂Aν
∂xµn
∣∣∣
0
xµn +
∂Aν
∂x˙µn
∣∣∣
0
x˙µn +
∑
n′
1
2!
∂2Aν
∂xµnxαn′
∣∣∣
0
xµn
2xαn′
2
+
1
2!
∂2Aν
∂x˙µnx˙αn′
∣∣∣
0
(x˙µn)
2(x˙αn′)
2 + 2
1
2!
∂2Aν
∂xµnx˙αn′
∣∣∣
0
(xµn)
2(x˙αn′)
2.... (2.151)
If we consider series expansion up to linear terms, the final extended Lagrangians have the
form:
LT =
∑
n
1
2
(mn(0) +
∂mn
∂xµn
xµn)x˙
ν
nx˙n;ν − (Aν(0) +
∂Aν
∂xµn
xµn +
∂Aν
∂x˙µn
x˙µn)x˙n;ν +
∑
n′ 6=n
λµn
[
(mn′(0)
+
∂mn′
∂xµn′
xµn′)x¨n′;µ + (νn′mn′x˙n′;ν)x˙n′;µ −
∂Aν
∂x˙µn′
x¨n′;ν − d
dτ
(∂Aν
∂x˙µn′
)
x˙n′;ν − 1
2
∂mn′
∂xµn′
x˙νn′x˙n′;ν
+
∂Aν
∂xµn′
x˙n′;ν +
d
dτ
(∂Aν
∂x˙µn
)
x˙n′;ν +
∂Aν
∂x˙µn
x¨n′;ν − ∂A
ν
∂xµn
x˙n′;ν
]
(2.152)
and
LR =
∑
n
1
2
(mn(0) +
∂mn
∂xµn
xµn)x˙
ν
nx˙n;ν − (Aν(0) +
∂Aν
∂xµn
xµn +
∂Aν
∂x˙µn
x˙µn)x˙n;ν+∑
i,n′ 6=n
βinD
µ
ξn′,i
[
(mn′(0) +
∂mn′
∂xνn′
xνn′)x¨n′;µ + (νn′mn′x˙n′;ν)x˙n′;µ −
∂Aν
∂x˙µn′
x¨n′;ν − d
dτ
(∂Aν
∂x˙µn′
)
x˙n′;ν
− ∂Aµ
∂xn′;ν
x˙n′;ν − ∂Aµ
∂x˙n′;ν
x¨n′;ν − 1
2
∂mn′
∂xµn′
x˙νn′x˙n′;ν +
∂Aν
∂xµn′
x˙n′;ν
]
+Dµξn,i
[ d
dτ
(∂Aν
∂x˙µn
)
x˙n′;ν +
∂Aν
∂x˙µn
x¨n′;ν − ∂A
ν
∂xµn
x˙n′;ν +
∂Aµ
∂xn′;ν
x˙n′;ν +
∂Aµ
∂x˙n′;ν
x¨n′;ν
]
. (2.153)
Also the constraint equations 2.91 and 2.100 are modified substituting the approximation
for particle mass and field functions like
Φ(L)µn =
∑
n′ 6=n
[(
αn′m′nx˙n′;α
)
gνµ −
1
2
∂mn′
∂xµn′
x˙νn′ +
d
dτ
(∂Aν
∂x˙µn
− ∂A
ν
∂x˙µn′
)
+
∂Aν
∂xµn′
− ∂A
ν
∂xµn
]
x˙n′;ν
+
[(
mn′(0) +
∂mn′
∂xµn′
)
gνµ +
∂Aν
∂xµn
− ∂A
ν
∂xµn′
+
∂Aµ
∂xνn′
]
x¨n′;ν (2.154)
and
Ψ
(L)
in
=
∑
n′ 6=n
{
Dµξn′,i
[(
αn′m′nx˙n′;α
)
gνµ −
1
2
∂mn′
∂xµn′
x˙νn′ −
d
dτ
(∂Aν
∂x˙µn′
)
− ∂Aµ
∂xn′;ν
+
∂Aν
∂xµn′
]
+Dµξn,i
[ d
dτ
(∂Aν
∂x˙µn
)
+
∂Aµ
∂xn′;ν
− ∂A
ν
∂xµn
]}
x˙n′;ν
+
{
Dµξn′,i
[(
mn′(0) +
∂mn′
∂xµn′
)
gνµ −
∂Aν
∂xµn′
]
+Dµξn,i
[∂Aν
∂xµn
+
∂Aµ
∂xn′;ν
]}
x¨n′;ν (2.155)
We refer these constraints like Φ
(L)
µn Ψ
(L)
in
, indicating the Lagrange picture, so we won’t
confuse it with the Hamilton picture that we study in the next chapter.
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Under an external potential depending on particle positions, the extended Lagrangian equa-
tion should have have the form:
Ln,µ,ξiL ≡
 Ln,µ(LT − V (xν))
Ln,ξi(LR − V (ξi))
 = 0 and Ωn,µ,ξi ≡
 Φνn
Ψin
 = 0 (2.156)
Constraint equation has been included on Lagrangian using Lagrange multiplier method
increasing the new variables λµn and βin . Some constraints were used in the generation of
previous results like some equations of 2.58
∂mn
xνn′
≡ ∂mn
xνn′
δnn′ ,
∂mn
x˙νn′
= 0
∂A0
∂x˙νn
= 0.
However, not all constraint equations were added. Indeed, relativistic constraints equations
2.43, the last equations of 2.58 and 2.61:
xνnxν;n = R
2
n, ∂νA
ν = 0 ∀ n
1
2
∂mn
∂x0n
x˙0nx˙µx˙
µ +mnx¨µ;nx˙
µ
n = 0. (2.157)
have a different nature and are related to the inertial frame of references. In this case, we chose
to adhere to the Dirac’s idea of treating them as weak constraints and include these relations
after all derivative process have been carrying out.
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3. Hamilton theory for n-VMVF systems.
In the previous section, we obtained a set of equations needed to solve the dynamics of
n-VMVF systems. They are the result of applying the extension of the Lagrange operator up
to second order for two independent set of coordinates over a staring Lagrangian for particle
systems with fixed masses, which outcome in a set of constraints. Using those constraints, we
construct two finals extended Lagrangians with a x¨ν dependency with the Lagrange multiplier
method. After some approximations, we were able to obtain a set of equations and the same
numbers of variables including the particle masses and the field derivatives.
On the other hand, while Lagrangian has no physical meaning, Hamiltonian provide more
in-depth knowledge of the classical mechanic structure and sets equals status for coordinates
and momenta as independent variables. Hamiltonian is related to essential system features such
as energy and also provide significant relations between symmetry and conservation laws. From
Hamilton theory, we can define infinitesimal canonical transformations and their generators.
Finding the classical generators is the primary objective of our classical approach, so we can
use them in a quantum theory that includes particle masses and field variations.
3.1. Ostrogradsky’s Hamiltonian construction for Two Derivative Lagrangian
Theories with higher order Lagrangians have been explored along the evolution of physics.
Individually, theories of second-order Lagrangian rise a remarkable interest because they are
renormalizable (11) in four dimensions. For the treatment of such higher derivative systems,
Ostrogradsky generalizes the construction of the Hamilton function (12). We briefly expose his
main ideas.
Let us consider the extended Lagrange equation for a single particle 2.114
d2
dt2
(∂L
∂q¨
)
− d
dt
(∂L
∂q˙
)
+
∂L
∂q
= 0
describing a system whose Lagrange function L(q, q˙, q¨) depends nondegenerately upon q¨, which
means imply that the Hessian ∂
2L
∂q¨2
6= 0. In this case, the four derivative term can be expressed
as function of the others as
....
q =
....
q (
...
q , q¨, q˙, q), (3.1)
or what is the same, the solution depend on four quantities of initial data
q = q(
...
q 0, q¨0, q˙0, q0, t). (3.2)
This solution indicates the existences of four canonical variables in the phase space. Ostrograd-
sky (12) propose to define these variables as
Q1 ≡ q, Q2 ≡ q˙, P1 ≡ ∂L
∂q˙
− d
dt
∂L
∂q¨
, P2 ≡ ∂L
∂q¨
. (3.3)
The nondegeneracy of the Lagrange function, implies that, q¨ can be solve in terms of q¨ =
A(Q1, Q2, P2) excluding momentum P1 which is only needed for the third derivative.
Ostrogradskys Hamiltonian is obtained using the Legendre transformation
H(Q1, Q2, P1, P2) = P1Q2 + P2A(Q1, Q2, P2)L(Q1, Q2, A(Q1, Q2, P2). (3.4)
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The Hamilton equations are
Q˙1 =
∂H
∂P1
= Q2 (3.5)
Q˙2 =
∂H
∂P2
= A+ P2
∂A
∂P2
− ∂L
∂q¨
∂A
∂P2
= A (3.6)
P˙2 = − ∂H
∂Q2
= −P1 − P2 ∂A
∂Q2
+
∂L
∂q˙
+
∂L
∂q¨
∂A
∂Q2
= −P1 + ∂L
∂q˙
(3.7)
P˙1 = − ∂H
∂Q1
= −P2 ∂A
∂Q1
+
∂L
∂q
+ +
∂L
∂q¨
∂A
∂Q1
=
∂L
∂q
(3.8)
The first two equations reproduce the phase space transformation q˙ = Q2 and q¨ = Q˙2 while the
others show that the evolution of momentum P1 depends on the evolution of P2. The equations
exhibit the time evolution of the system generated by Ostrogradskys Hamiltonian, which is also
the conserved Noether current if Lagrangian have no explicit dependence of time (13).
The Ostrogradskys Hamiltonian 3.4 is linear in the canonical momentum P1, which means
that there is an instability related to the fact that the Lagrangian depends on fewer coordinates
than the defined canonical coordinates. Besides, from our point of view, this method also
mixture the derivatives ∂
(n)L
∂q(n)
, what means that the new canonical variables involve combinations
of values
...
q 0, q¨0, q˙0, q0 in equation 3.2. This feature may unnecessarily obscure the physical
meaning of the future canonical variables in systems where each addend depend only on one of
the variable’s derivative (q¨, q˙, q) like the one we are studying.
3.2. Extended Hamilton equations
Our proposal for obtaining the canonical variables for an extended Lagrangian start by
writing the total time derivative of a general extended Lagrangian as:
dL
dt
=
∑
i
∂L
∂qi
dqi
dt
+
∂L
∂q˙i
dq˙i
dt
+
∂L
∂q¨i
dq¨i
dt
+
∂L
∂t
(3.9)
or, using the extended Lagrange equations 2.114
d2
dt2
(∂L
∂q¨i
)
− d
dt
(∂L
∂q˙i
)
+
∂L
∂qi
= 0
dL
dt
=
∑
i
[ d
dt
(∂L
∂q˙i
)
− d
2
dt2
(∂L
∂q¨i
)]
q˙i +
∂L
∂q˙i
dq˙i
dt
+
∂L
∂q¨i
dq¨i
dt
+
∂L
∂t
. (3.10)
After some derivative steps we obtain:
dL
dt
=
∑
i
d
dt
[∂L
∂q˙i
q˙i − d
dt
(∂L
∂q¨i
)
q˙i +
∂L
∂q¨i
q¨i
]
+
∂L
∂t
(3.11)
or ∑
i
d
dt
[∂L
∂q˙i
q˙i − d
dt
(∂L
∂q¨i
)
q˙i +
∂L
∂q¨i
q¨i − L
]
+
∂L
∂t
= 0. (3.12)
We can define an extended energy function
h(t, q1, q2...qn, q˙1, q˙2...q˙n, q¨1, q¨2...q¨n) as:
h =
∂L
∂q˙i
q˙i − d
dt
(∂L
∂q¨i
)
q˙i +
∂L
∂q¨i
q¨i − L (3.13)
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where
dh
dt
= −∂L
∂t
. (3.14)
If Lagrangian doesn’t explicit depend on time, then h will remain constant in time. We can
define the first and second order momentums
pi =
∂L
∂q˙i
and si =
∂L
∂q¨i
(3.15)
so the energy function is written as
h =
∑
i
piq˙i − s˙iq˙i + siq¨i − L. (3.16)
If we compute the total differential for the energy function
dh =
∑
i
pidq˙i + q˙idpi − s˙idq˙i − q˙ids˙i + sidq¨i + q¨idsi
−
[∂L
∂qi
dqi +
∂L
∂q˙i
dq˙i +
∂L
∂q¨i
dq¨i +
∂L
∂t
dt
]
(3.17)
and substitute the momentums p and s definitions, we obtain
dh+
∑
i
d(s˙iq˙i) =
∑
i
−(p˙i − s¨i)dqi + q˙idpi + q¨idsi − ∂L
∂t
dt, (3.18)
were we use the relation
∂L
∂qi
=
d
dt
(∂L
∂q˙i
)
− d
2
dt2
(∂L
∂q¨i
)
= p˙i − s¨i. (3.19)
We can define the function
H = h+
∑
i
s˙iq˙i =
∑
i
piq˙i + siq¨i − L. (3.20)
as a function depending only on variables q, p, s, whose differential is
dH =
∑
i
−(p˙i − s¨i)dqi + q˙idpi + q¨idsi − ∂L
∂t
dt. (3.21)
The differential of function H can be also written as
dH =
∑
i
∂H
∂qi
dqi +
∂H
∂pi
dpi +
∂H
∂si
dsi +
∂H
∂t
dt (3.22)
from we obtain 3n+ 1 relations:
∂H
∂qi
= −(p˙i − s¨i)
∂H
∂pi
= q˙i
∂H
∂si
= q¨i
∂H
∂t
= −∂L
∂t
(3.23)
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Mathematically speaking, the set of 3n+ 1 second-order extended Hamilton equations replace
the set of n+ 1 four-order extended Lagrange equations.
We are in the presence of a problem where the energy function is different from Hamiltonian.
This issue is in contrast to the classical mechanic where both functions are the same if there is
no explicit time dependence on Hamiltonian. If such dependency is missing, the energy function
is related to the energy of the system as the quantity that remains invariant with time, while
Hamiltonian is the function from we can study the evolution of every degree of freedom in the
system.
Since index summation n stands for particle iteration on both extended Lagrangian and
Hamiltonian, we can also define the particle energy function as:
hn = Hn − s˙nq˙n. (3.24)
In this case, particle energies are no longer constant with time. Only its summation over all
particles remains invariant.
Let us summarise the so far obtained results:
Table 1: Summary of the number of equation, variables and degree of freedom for the extended classical theory
for Lagrange and Hamilton
Equations Variables Degree of freedom
Lagrange n-four order equations:
d2
dx2
(∂L
∂q¨i
)
− d
dx
(∂L
∂q˙i
)
+
∂L
∂qi
= 0
5-n +1 initial values:
....
q i0 ,
...
q i0 , q¨i0 , q˙i0 , qi0 , t
5n+1 - 1n = 4n+1
Hamilton 3n-second order equations:
∂H
∂qi
= −(p˙i − s¨i)
∂H
∂pi
= q˙i
∂H
∂si
= q¨i
8-n +1 initial values:
q¨i0 , q˙i0 , qi0 , p˙i0 , pi0 ,
s¨i0 , s˙i0 , si0 , t
8n+1 - 3n = 5n+1
Note that the proposal extended Hamiltonian have n more degrees of freedom that the La-
grange approach, which resembles the Ostrogradsky’s instability. This fact means that another
set of equations is needed for the correct description of the system. The requested equations
are obtained in the next sections.
3.3. Hamilton equation for n-VMVF systems
In this section, we obtain the extended Hamiltonian for isolated systems contained n-VMVF
systems. Similar to the classical Hamiltonian, we construct the extended Hamiltonian by the
following the next steps:
• Construct the Lagrangian with the appropriate set of coordinates.
• Define the generalized first order momentum pi and second order momentum si.
• Substitute pi and si in equation 3.20. The extended Hamiltonian is now a mixed function
of variable qi, q˙i, q¨i pi, si and t.
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• Substitute q˙i and q¨i from the inversion of the definition of pi and si so the extended
Hamiltonian function depends only on variables qi,pi, si and t.
Following the previous methodology, we obtain two Hamiltonians for solving the n-VMVF
isolated systems, according to the two constructed Lagrangians in the previous chapter. We
also obtain two extended set of Hamilton equations in both set of coordinates for describing
the position vector. Let’s name these Hamiltonians as HT and HR related to the translation
Lagrangian LT and the rotation Lagrangian LR respectively.
Hamiltonian for n-VMVF systems using Lorentzian coordinates
Recalling equation 2.152, the translation Lagrangian is,
LT =
∑
n
1
2
(mn(0) +
∂mn
∂xµn
xµn)x˙
ν
nx˙n;ν − (Aν(0) +
∂Aν
∂xµn
xµn +
∂Aν
∂x˙µn
x˙µn)x˙n;ν +
∑
n′ 6=n
λµn
[
(mn′(0)
+
∂mn′
∂xµn′
xµn′)x¨n′;µ + (νn′mn′x˙n′;ν)x˙n′;µ −
∂Aν
∂x˙µn′
x¨n′;ν − d
dτ
(∂Aν
∂x˙µn′
)
x˙n′;ν − 1
2
∂mn′
∂xµn′
x˙νn′x˙n′;ν
+
∂Aν
∂xµn′
x˙n′;ν +
d
dτ
(∂Aν
∂x˙µn
)
x˙n′;ν +
∂Aν
∂x˙µn
x¨n′;ν − ∂A
ν
∂xµn
x˙n′;ν
]
.
We can group the x˙n;ν and x¨n;ν terms like
LT =
∑
n
{[1
2
(
mn(0) +
∂mn
∂xµn
xµn
)
+
∑
n′ 6=n
λµn′
(
γnmngγµ −
1
2
∂mn
∂xµn
)]
x˙νn
+
∑
n′ 6=n
λµn′
[ d
dτ
(∂Aν
∂x˙µn
− ∂A
ν
∂x˙µn′
)
+
∂Aν
∂xµn′
− ∂A
ν
∂xµn
]
−
[
Aν(0) +
∂Aν
∂xµn
xµn +
∂Aν
∂x˙µn
x˙µn
]}
x˙n′;ν
+
∑
n
n′ 6=n
λµn′
[(
mn(0) +
∂mn
∂xµn
xµn
)
gνµ +
∂Aν
∂x˙µn′
− ∂A
ν
∂x˙µn
]
x¨n′;ν (3.25)
After an straight derivation we obtain the α component of the momentum p for particle l:
pT l
α =
∑
n
{[(
mn(0) +
∂mn
∂xµn
xµn −
∑
n′ 6=n
λ′n
µ ∂mn
∂xnµ
)
gαν +
∑
n′ 6=n
(λn′
αnνmn + λn′ν
∂mn
∂xnα
)
]
δn,l
−
(∂Aα
∂x˙νn
+
∂Aν
∂x˙n;α
)}
x˙n
ν − ∂A
α
∂xµn
xµn +
{∑
n′ 6=n
λn′
µ
[ d
dτ
( ∂Aα
∂x˙n′
µ −
∂Aα
∂x˙n
µ
)
+
∂Aα
∂xnµ
− ∂A
α
∂xn′µ
]
− Aα(0)
}
δnl (3.26)
while the α component of the variable s for particle l is:
sT l
α ≡ ∂LT
∂x¨lα
=
∑
n 6=l
{
λn
α
[
ml(0) +
∂ml
∂xνl
xνl
]
+ λn
µ
[ ∂Aα
∂x˙n
µ −
∂Aα
∂x˙l
µ
]}
. (3.27)
Using pνn and s
ν
n definitions we have
LT =
∑
n
pνnx˙
ν
n + s
ν
nx¨
ν
n −
[1
2
(
mn(0) +
∂mn
∂xµn
xµn −
∑
n′ 6=n
λµn′
∂mn
∂xµn
)
x˙νnx˙n;ν −
∑
n′ 6=n
λn′;α
∂mn
∂xn;ν
x˙αnx˙n;ν
+
∑
n′
∂Aν
∂x˙µn′
x˙µn′x˙n;ν
]
(3.28)
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Momentum pT l
α can be rewritten in the matrix form as:
PT l
α =
∑
n
[AT lnαν + BT lnανµXµn]X˙νn + CT lnα −DT lnαµXµn (3.29)
where the matrix’s element are
[AT ]lnαν =
[(
mn(0)−
∑
n′ 6=n
λ′n
µ ∂mn
∂xnµ
)
gαν +
∑
n′ 6=n
(λn′
αnνmn + λn′ν
∂mn
∂xnα
)
]
δn,l −
(∂Aα
∂x˙νn
+
∂Aν
∂x˙n;α
)
[BT ]lnανµ =
∂mn
∂xµn
gαν δn,l; [DT ]lnαµ =
∂Aα
∂xµn
[CT ]lnα =
{∑
n′ 6=n
λn′
µ
[ d
dτ
( ∂Aα
∂x˙n′
µ −
∂Aα
∂x˙n
µ
)
+
∂Aα
∂xnµ
− ∂A
α
∂xn′µ
]
− Aα(0)
}
δnl. (3.30)
The velocity of the particle can be isolated as
X˙νl =
[
PT l
α −
∑
n
CT lnα +DT lnαµXµn
][∑
n
AT lnαν + BT lnανµXµn
]−
(3.31)
from where we extract the Lorentz condition for momentum PLn
α:
X˙νl X˙l;ν =
[
PT l
α −
∑
n
CT lnα +DT lnαµXµn
][∑
n
AT lnαν + BT lnανµXµn
]−×
gνγ
[
PT l
β −
∑
n
CT lnβ +DT lnβµXµn
][∑
n
AT lnβγ + BT lnβγµXµn
]−
= c2. (3.32)
The translation Hamiltonian is obtained then by replacing the previous result on the ex-
tended Hamiltonian definition:
HT =
∑
n
pT n
ν x˙n;ν + sT n
ν x¨n;ν − LT (3.33)
HT =
∑
n
{1
2
(
mn(0) +
∂mn
∂xµn
xµn −
∑
n′ 6=n
λn′
µ ∂mn
∂xnµ
)
x˙νnx˙n;ν +
∑
n′ 6=n
λn′µ
∂mn
∂xnν
x˙n
µx˙n;ν
+
∑
n′
∂Aν
∂x˙µn′
x˙µn′x˙n;ν
}
(3.34)
In matrix representation we have
HT =
∑
n
{
HT1nX˙
ν
nX˙n;ν +HT2nµX
µ
nX˙
ν
nX˙n;ν +HT3n
ν
µX˙
µ
nX˙n;ν +
∑
n′
HT4nn′
ν
µX˙
µ
n′X˙n;ν
}
(3.35)
or, after rearranging index
HT =
∑
nn′
[(
HT1ngµν +HT2nγX
γ
ngµν +HT3nµν
)
δnn′ +HT4nn′µν
]
X˙µn′X˙
ν
n (3.36)
where the matrix components of the second order Hamiltonian have the form:
[HT1n] =
1
2
(
mn(0)−
∑
n′ 6=n
λn′
µ ∂mn
∂xnµ
)
[HT2nµ] =
∂mn
∂xµn
[HT3n
ν
µ] =
∑
n′ 6=n
λn′µ
∂mn
∂xnν
[HT4nn′
ν
µ] =
∂Aν
∂x˙µn′
. (3.37)
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Substituting the velocity of the particle from equation 3.31, we obtain the final form for trans-
lation Hamiltonian:
HT =
∑
nn′
[(
HT1ngµν +HT2nγX
γ
ngµν +HT3nµν
)
δnn′ +HT4nn′µν
]
×[
PT n
α −
∑
l
CT nlα +DT nlαδXδl
][∑
l
AT nlαµ + BT nlαµδXδl
]−
×[
PT n′
β −
∑
l
CT n′lβ +DT n′lβδXδl
][∑
l
AT n′lβν + BT n′lβνδXδl
]−
(3.38)
Hamiltonian for n-VMVF systems using angular coordinates
The rotation Hamiltonian, HR, is defined depending on the rotation angles θ,φ and χ
coordinates. However, it is useful to express it as a function of the lorentzian coordinates, using
the transformation equations 2.44, so both equation systems depend on the same variables.
Using the relations 2.67, the angular momentum l and the angular s-momentum, b, have the
form
lni ≡
∂LR
∂ξ˙ni
= D νn;i
∂LR
∂x˙n
ν + 2
d
dτ
(
D νn;i
) ∂LR
∂x¨n
ν
= D νn;i pRnν + 2
d
dτ
(
D νn;i
)
sRnν
bni ≡
∂LR
∂ξ¨ni
= D νn;i
∂LR
∂x¨n
ν
= D νn;i sRnν (3.39)
where
pR
α
n ≡
∂LR
∂x˙n;α
and sR
α
n ≡
∂LR
∂x¨n;α
. (3.40)
On the other hand, angular velocity and acceleration have the expression:
ξ˙ni =
∂ξni
∂xνn
x˙νn ≡ D−n;iν x˙νn
ξ¨ni =
d
dτ
(∂ξni
∂xνn
)
x˙νn +
∂ξni
∂xνn
x¨νn ≡
d
dτ
(
D−n;iν
)
x˙νn +D
−
n;iν x¨
ν
n (3.41)
where
D−n;iν ≡
∂ξni
∂xνn
. (3.42)
are the components of the inverted coordinates transformation. The relation between D−n;iν and
D νn;i are obtained since both set of transformation
ξ˙ni =
∂ξni
∂xνn
x˙νn and x˙
ν
n =
∑
i
∂xνn
∂ξni
ξ˙ni (3.43)
must be consistent. The substitution of one into the other, result in
ξ˙ni =
∂ξni
∂xνn
x˙νn =
∑
ν
∂ξni
∂xνn
∂xνn
∂ξnj
ξ˙nj =
∑
ν
D−n;iνD
ν
n;j ξ˙nj . (3.44)
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As coordinates are independent, the components of both matrix must satisfy∑
ν
D−n;iνD
ν
n;j = δij (3.45)
Same analysis is applied inverting the substitution order, where
x˙νn =
∑
i
∂xνn
∂ξni
ξ˙ni =
∑
i
∂xνn
∂ξni
∂ξni
∂xµn
x˙µn =
∑
i
D νn;iD
−
n;iµ x˙
µ
n. (3.46)
Then, components of both matrix also satisfy the relation∑
i
D νn;iD
−
n;iµ = δ
ν
µ. (3.47)
Rotation Hamiltonian is computed from its definition using the approximated Rotation
Lagrangian 2.153:
HR =
∑
n,i
(bni ξ¨ni + lni ξ˙ni)− LR
=
∑
n,iνµ
{
D νn;i
∂LR
∂x¨νn
[ d
dτ
(
D−n;iµ
)
x˙µn +D
−
n;iµx¨
µ
n
]
+
[
D νn;i
∂LR
∂x˙νn
+ 2
d
dτ
(
D νn;i
)∂LR
∂x¨νn
]
D−n;iµx˙
µ
n
}
− LR
=
∑
n,iνµ
{[ d
dτ
(
D νn;iD
−
n;iµ
)
+
d
dτ
(
D νn;i
)
D−n;iµ
]∂LR
∂x¨νn
x˙µn +D
ν
n;iD
−
n;iµ
∂LR
∂x¨νn
x¨µn
+D νn;iD
−
n;iµ
∂LR
∂x˙νn
x˙µn
}
− LR (3.48)
Summing over summation index i on first, third and fourth terms and applying relations 3.45
and 3.47, Rotation Hamiltonian results in
HR =
∑
n,iνµ
[ d
dτ
(
D νn;i
)
D−n;iµ
]∂LR
∂x¨νn
x˙µn +
∑
n,ν
∂LR
∂x¨νn
x¨νn +
∑
n,ν
∂LR
∂x˙νn
x˙νn − LR
or
HR =
∑
n,iνµ
G νn;iγD
−
n;iµsRn;ν x˙
γ
nx˙
µ
n +
∑
n,ν
sRn;ν x¨
ν
n +
∑
n,ν
pRn;µ x˙
ν
n − LR (3.49)
where
d
dτ
(
D νn;i
)
=
∑
γ
G νn;iγ x˙
γ
n being G
ν
n;iγ ≡
∂D νn;i
∂xγn
. (3.50)
The extended classical Lagrangian of Rotation of equation 2.153
LR =
∑
n
1
2
(mn(0) +
∂mn
∂xµn
xµn)x˙
ν
nx˙n;ν − (Aν(0) +
∂Aν
∂xµn
xµn +
∂Aν
∂x˙µn
x˙µn)x˙n;ν+∑
i,n′ 6=n
βinD
µ
ξn′,i
[
(mn′(0) +
∂mn′
∂xνn′
xνn′)x¨n′;µ + (νn′mn′x˙n′;ν)x˙n′;µ −
∂Aν
∂x˙µn′
x¨n′;ν − d
dτ
(∂Aν
∂x˙µn′
)
x˙n′;ν
− ∂Aµ
∂xn′;ν
x˙n′;ν − ∂Aµ
∂x˙n′;ν
x¨n′;ν − 1
2
∂mn′
∂xµn′
x˙νn′x˙n′;ν +
∂Aν
∂xµn′
x˙n′;ν
]
+Dµξn,i
[ d
dτ
(∂Aν
∂x˙µn
)
x˙n′;ν +
∂Aν
∂x˙µn
x¨n′;ν − ∂A
ν
∂xµn
x˙n′;ν +
∂Aµ
∂xn′;ν
x˙n′;ν +
∂Aµ
∂x˙n′;ν
x¨n′;ν
]
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can be rewritten grouping in x˙n;ν and x¨n;ν terms like
LR =
∑
n
{[(
mn(0) +
∂mn
∂xµn
xµn −
∑
i;n′ 6=n
βn′iD
µ
n;i
∂mn
∂xnµ
)
gνα +
∑
i;n′ 6=n
βn′i(D
ν
n;inαmn +Dn;iα
∂mn
∂xnν
)
−
(∂Aν
∂x˙αn
+
∂Aα
∂x˙n;ν
)]
x˙αn −
∂Aν
∂xµn
xµn +
∑
i,n′ 6=n
βin′
{
Dµξn,i
[∂Aν
∂xµn
− ∂Aµ
∂xn;ν
− d
dτ
( ∂Aν
∂x˙n′
µ
)]
−Dµξn′,i
[∂Aν
∂xµn′
− ∂Aµ
∂xn;ν
− d
dτ
( ∂Aν
∂x˙n′
µ
)]
− Aν(0)
}
x˙n;ν
+
∑
i,n′ 6=n
{
βin′
[
Dνξn,i
(
mn(0) +
∂mn
∂xνn
xνn −
(∂Aν
∂x˙µn
+
∂Aµ
∂x˙n;ν
))
+Dµξn′,i
(∂Aν
∂x˙µn′
+
∂Aµ
∂x˙n;ν
)]}
x¨n;ν
−
∑
i
[1
2
(
mn(0) +
∂mn
∂xµn
xµn −
∑
i;n′ 6=n
βn′iD
µ
n;i
∂mn
∂xnµ
)
x˙n
ν x˙n;ν
+
∑
n′ 6=n
βn′iDn;iµ
∂mn
∂xnν
x˙n
µx˙n;ν +
∑
n′
∂Aν
∂x˙µn′
x˙µn′x˙n;ν
]
(3.51)
We find pR
α
l and sR
α
l by straightforward derivation, and retaking duplex index Einstein sum
notation: Momentum pRl
α have the form
pRl
α =
∑
n
{[(
mn(0) +
∂mn
∂xµn
xµn −
∑
i;n′ 6=n
βn′iD
µ
n;i
∂mn
∂xnµ
)
gαν +
∑
i;n′ 6=n
βn′i(D
α
n;inνmn +Dn;iν
∂mn
∂xnα
)
]
δn,l
−
(∂Aα
∂x˙νn
+
∂Aν
∂x˙n;α
)}
x˙n
ν − ∂A
α
∂xµn
xµn +
∑
i,n 6=n
βin′
{
Dµξn,i
[∂Aα
∂xµn
+
∂Aµ
∂xn;α
− d
dτ
( ∂Aα
∂x˙n′
µ
)]
−Dµξn′,i
[∂Aα
∂xµn′
− ∂Aµ
∂xn;α
− d
dτ
( ∂Aα
∂x˙n′
µ
)]
− Aα(0)
}
δnl (3.52)
and
sRl
α =
∑
i,n 6=l
{
βin
[
Dαξl,i
(
ml(0) +
∂ml
∂xνl
xνl
)
−Dµξl,i
(∂Aα
∂x˙µl
+
∂Aµ
∂x˙l;α
)
+Dµξn,i
(∂Aα
∂x˙µn
+
∂Aµ
∂x˙l;α
)]}
.
(3.53)
We can express momentum pRl
α in its matrix form
PRl
α =
∑
n
[ARlnαν + BRlnανµXµn]X˙νn + CRlnα −DRlnαµXµn , (3.54)
whose matrix elements are
[AR]lnαν =
[(
mn(0)−
∑
i;n′ 6=n
βn′iD
µ
n;i
∂mn
∂xnµ
)
gαν +
∑
i;n′ 6=n
βn′i(D
α
n;inνmn +Dn;iν
∂mn
∂xnα
)
]
δn,l
−
(∂Aα
∂x˙νn
+
∂Aν
∂x˙n;α
)
[BR]lnανµ =
∂mn
∂xµn
gαν δn,l; [DR]lnαµ =
∂Aα
∂xµn
[CR]lnα =
∑
i,n6=n
βin′
{
Dµξn,i
[∂Aα
∂xµn
+
∂Aµ
∂xn;α
− d
dτ
( ∂Aα
∂x˙n′
µ
)]
−Dµξn′,i
[∂Aα
∂xµn′
− ∂Aµ
∂xn;α
− d
dτ
( ∂Aα
∂x˙n′
µ
)]
− Aα(0)
}
δnl. (3.55)
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Particle velocity is isolated as
X˙νn =
[
PRl
α −
∑
n
CRlnα +DRlnαµXµn
][∑
n
ARlnαν + BRlnανµXµn
]−
(3.56)
from where can be obtained the Lorentz condition for momentum PRn
α:
X˙νl X˙l;ν =
[
PRl
α −
∑
n
CRlnα +DRlnαµXµn
][∑
n
ARlnαν + BRlnανµXµn
]−×
gνγ
[
PRl
β −
∑
n
CRlnβ +DRlnβµXµn
][∑
n
ARlnβγ + BRlnβγµXµn
]−
= c2. (3.57)
The extended Rotation Hamiltonian eq. 3.49
HR =
∑
n
[∑
i
G νn;iγD
−
n;iµsRn;ν x˙
γ
nx˙
µ
n + sRn;ν x¨
ν
n + pRn;µ x˙
ν
n
]− LR,
can be rewritten as
HR =
∑
n
[∑
i
G νn;iγD
−
n;iµsRn;ν x˙
γ
nx˙
µ
n +
1
2
(
mn(0) +
∂mn
∂xµn
xµn −
∑
i;n′ 6=n
βn′iD
µ
n;i
∂mn
∂xnµ
)
x˙n
ν x˙n;ν
+
∑
i;n′ 6=n
βn′iDn;iµ
∂mn
∂xnν
x˙n
µx˙n;ν +
∑
n′
∂Aν
∂x˙µn′
x˙µn′x˙n;ν
]
(3.58)
or, using matrix representation as
HR =
∑
n
{∑
i
G νn;iγD
−
n;iµSRn;ν X˙
γ
nX˙
µ
n +HR1nX˙
ν
nX˙n;ν +HR2nµX
µ
nX˙
ν
nX˙n;ν
+HR3n
ν
µX˙
µ
nX˙n;ν +
∑
n′
HR4nn′
ν
µX˙
µ
n′X˙n;ν
}
(3.59)
Rearranging index we have
HR =
∑
nn′
[(∑
i
G γn;iµD
−
n;iγSRn;ν +HR1ngµν +HR2nγX
γ
ngµν +HR3nµν
)
δnn′
+HR4nn′µν
]
X˙µn′X˙
ν
n (3.60)
where the matrix components are:
[HR1n] =
1
2
(
mn(0)−
∑
i;n′ 6=n
βn′iD
µ
n;i
∂mn
∂xnµ
)
[HR2nµ] =
∂mn
∂xµn
[HR3n
ν
µ] =
∑
i;n′ 6=n
βn′iDn;iµ
∂mn
∂xnν
[HR4nn′
ν
µ] =
∂Aν
∂x˙µn′
. (3.61)
Substituting particle velocity, we obtain the final expression for the extended Rotation Hamil-
tonian
HR =
∑
nn′
[(∑
i
G γn;iµD
−
n;iγSRn;ν +HR1ngµν +HR2nγX
γ
ngµν +HR3nµν
)
δnn′
+HR4nn′µν
][
PRn
α −
∑
l
CRnlα +DRnlαδXδl
][∑
l
ARnlαµ + BRnlαµδXδl
]−
×[
PRn′
β −
∑
l
CRn′lβ +DRn′lβδXδl
][∑
l
ARn′lβν + BRn′lβνδXδl
]−
(3.62)
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3.3.1. General Hamiltonian function and constraint equations for n-VMVF systems
After obtaining the extended Translation and Rotation Hamiltonians, we can put they
together as one single function, needed to solve a n-VMVF system:
Hsys ≡
 HT
HR
 (3.63)
and the 3n+ 1 extended Hamilton equations, 3.85, as
∂Hsys
∂qi
≡

∂
∂xνn
0
0 ∂
∂ξni

 HT
HR
 = −
 (p˙Tnν − s¨Tnν )
(l˙Rni − b¨Rni )

∂Hsys
∂pi
≡

∂
∂pνTn
0
0 ∂
∂lRi

 HT
HR
 =
 x˙νn
ξ˙ni

∂Hsys
∂si
≡

∂
∂sνTn
0
0 ∂
∂bRi

 HT
HR
 =
 x¨νn
ξ¨ni

∂Hsys
∂τ
≡
 ∂∂τ 0
0 ∂
∂τ
 HT
HR
 = −
 ∂∂τ 0
0 ∂
∂τ
 LT
LR
 (3.64)
plus last relations in equations 2.156
Ωn,µ,ξi ≡
{
Φνn
Ψin
}
= 0 (3.65)
3.4. Mass and fields derivative approach for n-VMVF systems.
Along the development of this work, we extent the classical theory considering particle
masses and the field as new degrees of freedom of the system, or more specifically, their first
order derivatives:
{∂mn
∂xµn
}, {∂mn
∂x˙µn
}, {∂A
ν
∂xµn
}, {∂A
ν
∂x˙µn
}. (3.66)
We obtain a set of classical equations, using either the extension of the Lagrange or the Hamilton
theory, whose functions depend on particle positions and the first-order derivative of masses
and field with the particle coordinates as equation 3.66.
We briefly discussed the nature of these new degrees of freedom; however nothing has been
formally said about the dependencies and the constraint for masses and field derivatives. For
example, we assume from the beginning of this work, for the sake of simplicity, that the mass
functions should not depend on the particle velocity.
In general, the only requirement these derivatives must have is that the system of equations
must be solvable. It means that the total number of variables must be equal to the total number
of equations.
From the extended Lagrangian formulation, we have a total of 14 n equations: the ex-
tended Lagrange equation for the Lorentzian xνn and angular coordinates ξn plus the constraint
equation in both coordinate systems. Nevertheless, 2n equations are restricted to the Lorentz
constraints, letting the total number of equations equal to 12 n. On the other hand, mass and
field derivative’s dependencies are unknown. They are the variables to be determined, but if we
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sum all possibilities in equation 3.66, we will have a total of 40n independent variables. That
is the reason why we need to set some restrictions on the degrees of freedom, so the equation
system becomes solvable.
We have 4n independent variables from particle position set of coordinates xνn, restricted
by Lorentz constraint, which leads to 3n independent variables. We recall that the equations
depending on ξn are also expressed as functions of Lorentzian coordinates, so we perform the
analysis using only the Lorentzian set of coordinates. To solve the equation system, we need
then to attribute the left 9n degrees of freedom divided into the mass and field derivatives.
This characteristic reflects the constructive character of this methodology since some approach
needs to be included to keep the system solvable. The particle masses and fields derivatives
can be settled in different ways as long the system remains soluble. We choose to divide the
9n number of variables as:
1. 3n for { ∂m
∂xνn
} and for { ∂m
∂x˙νn
}
2. 3n for {∂Aµ
∂x˙νn
}
3. 3n for {∂Aµ
∂xνn
}
According to our understanding, we analyze different approaches according to the previous
division. Other variables distribution and others approximations can be chosen as long the
number of independent variables remains equal to the number of equations.
• Masses derivatives ∂mn
xν
n′
and ∂mn
x˙ν
n′
.
From the beginning of this work, we restrict particle masses depending only on it particle’s
position which means
∂mn
xνn′
≡ ∂mn
xνn′
δnn′ and
∂mn
x˙νn′
= 0. (3.67)
Also, as showed in the previous section, the four derivative component ∂mn
∂x0n
is restricted
to the constraint 2.61:
1
2
∂m
∂x0
x˙0x˙µx˙
µ +mx¨µx˙
µ = 0.
We have defined then 3n more variables for the system, remaining 6n more to obtain.
• Field derivatives on particle velocities ∂Aν
∂x˙µn
.
We defined the field as the medium for connecting particles and transporting information
between them. It is through the field that particles feel the influence of others particles.
In general, every field component should depend on the positions and the velocities of
all particles. In that case, we have 4 × 4n = 16n variables related to the derivative
with position, plus 4 × 4n = 16n degrees of freedom associated with the derivative with
velocity. We may choose several approaches for treating this issue. From the analytic
point of view, there will be no loss of generality in choosing an approach over another, as
long as the system remains solvable. However, the results and their physical interpretation
will be according to the chosen approach. We base some of our approximation same as
the Electromagnetic field, because of the general concepts and laws it reflexes.
For clarity purposes, let us explicitly separate the 4× 4n = 16n ∂Aν
∂x˙µn
variables:{∂Aν
∂x˙µn
}
=
{∂A0
∂x˙0n
}
+
{∂Ai
∂x˙0n
}
+
{∂A0
∂x˙in
}
+
{∂Ai
∂x˙jn
}
∀ i, j = 1, 2, 3
{16n} = {n} + {3n} + {3n} + {9n}, (3.68)
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where the first set of variables sums n equations, the second 3n, the third 3n and the last
3× 3n = 9n for a total number of 16n variables.
As discussed in section 2.3 and resumed in equations 2.58, we suppose that the A0 field
component has the same behavior as the scalar field φ(x) on the Electromagnetic field,
which is related to the field’s fixed sources contribution. We have then
∂A0
∂x˙νn
= 0.
This condition removes the first and the third set from the independent group of variables
in 3.68 letting the total variables number equal to 12n. On the other hand, the field
derivative ∂A
ν
∂x˙µn
may be inferred by also analyzing Electromagnetic field were the field
component depends on the same velocity component of the particle. We extrapolate this
dependency to our universal field e.i, Aν depends only on the x˙ν component of every
particle, then
∂Aν
∂x˙µn
≡ ∂A
ν
∂x˙µn
δµν . (3.69)
This approach set eliminates the second group of variables in 3.68 and decreases the
number of variables of the last group to 3n as needed. We have defined then 3n more
degree of freedom to the equations system remaining 3n more to establish.
• Field derivative on particle positions ∂Aν
∂xµn
.
Given the different natures and forms proposed for the field, this is the more complex
degree of freedom and various approaches can be made for different physical systems.
In this case, our propositions depend on the numbers of particles of the system. The
field derivative with x0n is chosen to be constrained to the Gauge invariance, as shown in
equation 2.58 and discussed in section 2.3. We have then that for every particle:
∂n,νA
ν ≡
∑
ν
∂Aν
∂xνn
= 0. (3.70)
Initially, for the position derivative, we have 4×4n = 16n independent variables, explicitly
we can divided them as{∂Aν
∂xµn
}
=
{∂A0
∂x0n
}
+
{∂Ai
∂x0n
}
+
{∂A0
∂xin
}
+
{∂Ai
∂xjn
}
∀ i, j = 1, 2, 3
{16n} = {n} + {3n} + {3n} + {9n} (3.71)
Same as the field derivative depending on velocity, some assumptions must be made to
reduce the number of degree of freedom to 3n. We find essential 3 different cases:
1. Field component derivative depending on particle position same component.
Just as the approach for field derivative with respect the to velocity, we can also set
field derivative concerning to the particle’s position depending on the same compo-
nent of the position of the particle as:
∂Aν
∂xµn
≡ ∂A
ν
∂xµn
δµν . (3.72)
By using this approach, the second and third set of variables in 3.71 are set to zero,
while the number of the fourth group of variables is reduced to 3n for a total of 4n
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independent. Finally, taking into account the Gauge condition 2.58 equations, we
have defined 3-n more independent variables, completing the 12n variables of the
system described with 12n equations.
This approach may have a weak physical meaning, but it can be used to study
isolated n-VMVF systems with any number of particles. Indeed, the field will not
have the ordinary physical meaning depending on distances between particles, but it
shall play its role as the mathematical entity that “connect” particles and “transport
information” between them, whose only restriction is that equations system are
solvable.
2. Field component derivative depending on the distance between particles.
The most accepted idea on physics for any field connecting particles is that it depends
on the distance between particles. This type of fields is known in the literature as
central fields. In this case, the degree of freedom of the system is ∂A
ν
∂sij
where the
Lorentz invariant sij is the distance between particle i and j, defined as:
sij =
√
(x0i − x0j)2 + (x1i − x1j)2 + (x2i − x2j)2 + (x3i − x3j)2. (3.73)
The number of the field derivatives with distances needs to be equal to 3n. The
number of distances is the number of 2-combinations of n particles:
N(sij) =
(
n
2
)
=
n(n− 1)
2
(3.74)
Under this approach, if the number of particle increase, the number of field derivative
depending on the distance between particle will surpass the 3n variables limit at some
point.
The Gauge n-conditions now have the form:
∂n,νA
ν ≡
∑
ν
∂Aν
∂xνn
=
∑
n′ 6=n
∂Aν
snn′
snn′
∂xνn
= 0. (3.75)
Note that the gauge conditions are independent for each particle except for the
number of particles being two.
We study two different cases:
(a) The most general case is when all derivatives ∂A
ν
∂sij
are different:
∂A0
∂sij
6= ∂A
1
∂sij
6= ∂A
2
∂sij
6= ∂A
3
∂sij
. (3.76)
Using the distance between particles, the number of independent variables is
the number of field component (4) times the number of distances n minus n
corresponding to the number of Gauge conditions for every particle. If we equate
this number of variables to our limit 3n we have:
4N(sij)− n = 4n(n− 1)
2
− n = 3n ∴ n = 3. (3.77)
This result means that we can successfully describe an 3-VMF systems assuming
previous restrictions and field depending on the distances between particles. If
the number of particles is greater than 3, then central field approach cannot be
used.
If the number of particles is two, it is possible to describe the field using the
sij’s dependency; however, this time the number of equations is greater than
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the number of variables, and because of that, others degree of freedom must
be added. In the case of two particles, the number of distance is N(sij) =
n(n − 1)/2 = 1 and the gauge 2-conditions reduce to 1 since they are not
independent:
0 = ∂1,νA
ν =
∂Aν
s12
s12
∂xν1
= −∂A
ν
s12
s12
∂xν2
= −∂2,νAν . (3.78)
The number of independent variables is 4N(sij) − nGauge = 3. Now we are
short on the number of independent variables. We must then, add another
dependency. If we modify velocity field dependence on equation 3.69 to
∂Aν
∂x˙µn
=
∂Ai
∂x˙jn
δij where i, j = 1, 2, 3, (3.79)
then, the second group of variables of expression 3.68 is no longer zero. Three
more independent variables are added to obtain the finals six independent vari-
ables for the system.
(b) Other case is when the three degrees of freedom related to the field derivative
component ∂A
ν
∂sij
have the same dependency, e.i
∂A0
∂sij
=
∂A1
∂sij
=
∂A2
∂sij
=
∂A3
∂sij
. (3.80)
This approach resembles Electromagnetic vector field where all its component
depends on distance as s−2ij . In this case, the number of distances cannot be
greater that 3n
n(n− 1)
2
− n = 3n n(n− 9) ∴ n = 9. (3.81)
We can, then, describe n-VMVF system with this conditions and previous re-
strictions, up to 9 particles. In the case of a lesser number of particles, others
mass or field derivative need to be added as variables of the system, same as the
previous dependency.
We expect the finals results reveal the different natures for interaction between particles.
The mathematical solubility condition shall prevail over the nature of the dependency of the
magnitudes. In fact, under that point of view, systems can be successfully studied using
different approaches. Only the experiment and observation will tell which of them are more
fundamental or illuminating. For example, two particle system problem can be solved by
assuming two different mass and field dependency:
∂mn
xνn′
≡ ∂mn
xνn′
δnn′ ,
∂mn
x˙νn′
= 0
∂Aν
∂x˙µn
=
∂Aν
∂x˙µn
δµν ,
∂A0
∂x˙νn
= 0,
∂Aν
∂xµn
≡ ∂A
ν
∂xµn
δµν ∀ ν = 0, 1, 2, 3 (3.82)
or
∂mn
xνn′
≡ ∂mn
xνn′
δnn′ ,
∂mn
x˙νn′
= 0
∂Ai
∂x˙jn
=
∂Ai
∂x˙jn
δij,
∂A0
∂x˙νn
= 0,
∂Aν
∂snn′
6= ∂A
µ
∂snn′
∀ i = 1, 2, 3 ν = 0, 1, 2, 3. (3.83)
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Both of them treat the particle mass as a function depending on its particle position, and the
fourth component of the vector field carry only the contributions of fixed particles. However,
the first approach set each vector field’s component depending only on the same component of
the position and velocity of each particle while in the second case, the vector field components
Ai is a function of the fourth component x0n of every particle and the distance between particles
snn′ .
Since the beginning, we try to adhere to the primary assumption of this work of considering
the particle masses and field as entirely unknown variables, being the conservation of linear
and angular momentums and the principle of least action their only restrictions. However, we
can not avoid assuming some forms for the derivatives of those functions with particle position
and velocities, so the system remains solvable. However, even the initial assumption has lost
generality, the number of degrees of freedom related to the mass of the field is far higher than
choosing a fixed form.
3.5. Canonical transformations
The advantage of using Hamilton theory lies not because of its contribution as a calculation
tool, but on the more in-depth insight that it gives to the formal structure of the classical
mechanic theory. The Hamilton theory basics ideas have an essential role in the construction
of the modern theories as quantum mechanics. One of this concepts is the canonical transfor-
mation, which is the base to determine one of the main components in the modern quantum
formalism: the operator. After obtaining the extended Hamilton equations, we are able then
to define the canonical transformations for n-VMVF systems depending on the second-order
derivative of generalized coordinates q¨i.
Canonical transformations are said to be the standard transformations of the system go-
ing from one set of coordinates to another while the extended Hamilton equations 3.23 are
preserved. Under the Hamiltonian formulation, the transformation of the system involves the
simultaneous transformations of the variables qi, pi and si into a new set Qi, Pi and Si with
the following (invertible) transformations equations:
Qi = Qi(qi, pi, si)
Pi = Pi(qi, pi, si)
Si = Si(qi, pi, si) (3.84)
where Qi, Pi and Si satisfy:
∂K
∂Qi
= −(P˙i − S¨i)
∂K
∂Pi
= Q˙i
∂K
∂Si
= Q¨i (3.85)
being K the new transformed Hamiltonian. The transformation may include a factor λ which
describe a more global transformation known as “scale transformation”. Here we assume λ = 1.
The function K must also satisfies the least action principle:
δ
∫ t1
t0
L(Qi, Q˙i, Q¨i)dt = δ
∫ t1
t0
∑
i
PiQ˙i + SiQ¨i −K(Q¯i, P¯i, S¯i, t)dt = 0 (3.86)
where the bars symbols stand for the group of variables. Also, H, qi, pi and si satisfy:
δ
∫ t1
t0
L(qi, q˙i, q¨i)dt = δ
∫ t1
t0
∑
i
piq˙i + siq¨i −H(q¯i, p¯i, s¯i, t)dt = 0. (3.87)
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Both integrand are not equals. Instead they are connected by the relation:∑
i
piq˙i + siq¨i −H(q¯i, p¯i, s¯i, t) =
∑
i
PiQ˙i + SiQ¨i −K(Q¯i, P¯i, S¯i, t) + dF
dt
(3.88)
where F is any function depending on the coordinates of the phase space with continuous second
derivatives. The contribution of function F to the variation of the action integral occurs only
at the endpoints. The time derivative∫ t2
t1
dF
dt
dt = F (2)− F (1) (3.89)
shows that if function F depends on the old and the new canonical variables, its variation is
zero since canonical variables have zero variations at the endpoints.
The relations 3.84 connect the old and the new coordinates then, function F shall depend
on a combination of such type of coordinates up to the total value of 3n. Let’s suppose that
the transformation function has the F1(q,Q, S) dependency. We can introduce, with no loss of
generality, 2n more variables - q˙ and Q˙ - to F1 function. Its dependency now is F1(q, q˙, Q, Q˙, S).
q˙ and Q˙ variables are not independent on function F , in fact, we need 2n more relations for
function F1(q,Q, S) keep its original 3n variables (q,Q, S). We have n relations from the
straight time derivative of relations 3.84:
Q˙i =
∂Qi
∂qi
q˙i +
∂Qi
∂pi
p˙i +
∂Qi
∂si
s˙i
P˙i =
∂Pi
∂qi
q˙i +
∂Pi
∂pi
p˙i +
∂Pi
∂si
s˙i
S˙i =
∂Si
∂qi
q˙i +
∂Si
∂pi
p˙i +
∂Pi
∂Si
s˙i. (3.90)
Others n relations will be obtained later in the study of the identity transformation.
Substituting F1(q, q˙, Q, Q˙, S) in equation 3.88 we obtain:∑
i
piq˙i + siq¨i −H =
∑
i
PiQ˙i + SiQ¨i −K
+
∂F1
∂qi
q˙i +
∂F1
∂q˙i
q¨i +
∂F1
∂Qi
Q˙i +
∂F1
∂Q˙i
Q¨i +
∂F1
∂Si
S˙i +
∂F1
∂t
(3.91)
Since the old and new coordinates are separately independent, the equation holds if each
coefficient of q˙i, q¨i, Q˙i and Q¨i vanish, from where we obtain:
pi =
∂F1
∂qi
, si =
∂F1
∂q˙i
, Pi = −∂F1
∂Qi
, Si = −∂F1
∂Q˙i
, 0 =
∂F1
∂Si
K = H +
∂F1
∂t
(3.92)
Another transformation can be a different function depending on the new momentum P
as F2(q, P, S). We can obtain the new function F2 from function F1 using the D’Alembert
transformation as
F1 = F2 −QiPi (3.93)
We can also expand the F2(q, P, S) function with the variables q˙ and Q˙ to the function
F2(q, q˙, P, Q˙, S), being q˙i and Q˙i not independent variables. Again we will need 2-n more
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relations for the added variables so the former function F2 depend only on the 3n initials vari-
ables as F2(q, q˙, P, Q˙, S). Same as previous case, we have the n relations given by the straight
time derivative of the transformation relations 3.84 shown in equation 3.90. The others n
relations will be obtained once we study the Identity transformation for this type of functions.
The relation between the two Hamiltonians for this type of functions, equation 3.91, can be
written as:∑
i
piq˙i + siq¨i −H =
∑
i
−QiP˙i + SiQ¨i −K
+
∂F2
∂qi
q˙i +
∂F2
∂q˙i
q¨i +
∂F2
∂Pi
P˙i +
∂F2
∂Q˙i
Q¨i +
∂F2
∂Si
S˙i +
∂F2
∂t
. (3.94)
The coefficient of the terms q˙i, q¨i, Q˙i and Q¨i must vanish, leading to equations:
pi =
∂F2
∂qi
, si =
∂F2
∂q˙i
, Qi =
∂F2
∂Pi
, Si = −∂F2
∂Q˙i
, 0 =
∂F2
∂Si
K = H +
∂F2
∂t
(3.95)
We proceed now to define the identity transformation. Let us consider the this canon-
ical transformations as a F2 function type. In that case, the most straightforward Identity
transformation has the form
F2 =
∑
i
qiPi + q˙iSi − siQ˙i. (3.96)
From were the vanishing coefficients of equations 3.95 result in
pi =
∂F2
∂qi
= Pi, si =
∂F2
∂q˙i
= Si, Qi =
∂F2
∂Pi
= qi, Si = −∂F2
∂Q˙i
= si, K = H. (3.97)
0 =
∂F2
∂Si
= q˙i (3.98)
The equations 3.97 shows that the old and the new coordinates are the same, probing function
3.96 being a suitable candidate for identity transformation. However, the last equation, 3.98,
set constraint for the generalized velocities. As we remember on the definition of functions
F1 and F2, the variables q˙i and Q˙i were added as a dependent set of variables needed in
the transformations and that it was needed n more relations between these coordinates to
describe the transformation successfully. Well, the equations 3.98 are the referred relations.
Nevertheless, the obtained set of equations, q˙i = 0 are not acceptable solutions to our problem.
We instead, propose the identity transformation as:
F2 =
∑
i
qiPi + F2i(¯˙q)Si − siQ˙i. (3.99)
where F2i(¯˙q) is the i-component of a function depending of all {q˙i} that satisfied:
∂F2i(¯˙q)
∂q˙j
= δij, F2i(¯˙q) 6= q˙i + Ci (3.100)
where Ci are constant. For this transformation, we obtain the relations:
pi =
∂F2
∂qi
= Pi, si =
∂F2
∂q˙i
=
∂F2i(¯˙q)
∂q˙i
Si = Si,
Qi =
∂F2
∂Pi
= qi, Si = −∂F2
∂Q˙i
= si, K = H (3.101)
0 =
∂F2
∂Si
= F2i(¯˙q) (3.102)
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The equations 3.102
F2i(¯˙q) = 0
are the n remaining relations needed for variables q, P, S being the only independent degrees
of freedom in the function F2(q, q˙, P, Q˙, S) in agreeing with the number of equations and the
number of old and new variables of the transformation. Once the forms of the correlation
functions F2(q, q˙, P, Q˙, S) are defined, they set n relations between the generalized velocities.
These new constraints reduce the number of canonical variables equals the number of the
variables on the Lagrange approach, removing the Ostrogradskys instability.
If there is only one particle in the system, the unique solution for F2i in equation 3.100
is: F2 = q˙ + C, being C a constant. The transformation equation 3.102 become q˙ = −C,
which is not an acceptable solutions to our problem. That means that we cannot define an
identity transformation for a one particle system depending on q¨. This result is consistent with
previous discussions since the q¨’s dependency appeared in our problem when we include mass
variation as a new degree of freedom in the beginning. We showed that n-VMVF system must
include at least two particles or the particle will violate the relativity principle under a Galilean
transformation.
Similar correlation functions should be obtained for the others type of transformation func-
tion like F1(q,Q, S).
3.6. Correlation functions F2i
The correlation functions F2i(¯˙q) depend only on the q˙i n-variables and they have no restric-
tions besides its definition. In fact, F2(q, q˙, P, Q˙, S) can be a sum or an integral. Also, they can
be real or complex functions.
For example, let’s define a function Gij from where each k-generalized velocity q˙k can be
obtained from the others as:
q˙i =
∑
j
q˙jGij. (3.103)
We obtain some properties for the function Gik if we apply the transformation twice:
q˙j =
∑
k
q˙kGjk. (3.104)
By the inclusion of eq. 3.104 in eq. 3.103, we obtain the relation:∑
j
GjkGij = δik. (3.105)
The function F2i(¯˙q) can be proposed then as:
F2i(¯˙q) = q˙i + fi = q˙i +
∑
j
fjGij. (3.106)
being fi any function depending on the particle velocities except q˙i as fi(q˙1...q˙i−1, q˙i+1...q˙1)
Applying correlation function definition, equation 3.100, we obtain:
∂F2i(¯˙q)
∂q˙j
= δij +
∑
k
fk
∂Gik
q˙j
+ Gik ∂fk
q˙j
= δij (3.107)
from where:∑
k
fk
∂Gik
q˙j
+ Gik ∂fk
q˙j
= 0. (3.108)
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Multiplying by Gki and summing by the i-index∑
ik
Gkifk ∂Gik
q˙j
+ GkiGik ∂fk
q˙j
= 0 (3.109)
using normalization condition eq. 3.105, functions fi and Gij should satisfied∑
k
[∂fk
q˙j
+
∑
i
Gkifk ∂Gik
q˙j
]
= 0 (3.110)
The previous development was about trying to obtain relations assuming the existence of a
function from the velocities can be obtained from. Others forms for the correlation functions
should exist and each of them should provide a different interpretation of the phenomenon. We
will explore over this topic in future works.
3.7. Infinitesimal canonical transformations
We study now the infinitesimal canonical transformations were new variables differ from the
old ones just by infinitesimals. In that case, the transformation equations 3.84 have the form:
Qi = qi + δqi
Pi = pi + δpi
Si = qi + δsi, (3.111)
where δqi, δpi and δsi are the real displacements of each variable, respectively. The canonical
infinitesimal transformation can be written as the sum of the identity transformation plus an
infinitesimal function. In the case of transformations describe with F2 type functions, they have
the form
F2 =
∑
i
qiPi + F2i(¯˙q)Si − siQ˙i + G(qi, pi, si, t) (3.112)
were  is an infinitesimal parameter for describing the magnitude of the transformation and
G(qi, q˙i, pi, Q˙i, si, t) is a differentiable function with 3n + 1 arguments known as the generator
of such transformation. After applying equations 3.95 we obtain the transformation relations:
pi =
∂F2
∂qi
= Pi + 
∂G
∂qi
or δpi = −∂G
∂qi
si =
∂F2
∂q˙i
= Si + 
∂G
∂q˙i
or δsi = −∂G
∂q˙i
Qi =
∂F2
∂Pi
= qi + 
∂G
∂Pi
or δqi = 
∂G
∂Pi
Si = −∂F2
∂Q˙i
= si + 
∂G
∂Q˙i
or δsi = 
∂G
∂Q˙i
0 =
∂F2
∂Si
= F2i(¯˙q) + 
∂G
∂Si
. (3.113)
The infinitesimal canonical transformation generated by the generalized new momentum Pi
G = Pi, (3.114)
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result in the coordinates variations
δqj = δij,
δpj = 0,
δsj = 0,
F2j(¯˙q) = 0. (3.115)
The set of equations shows that the generator G = Pi = pi + δpi = pi transforms the system
displacing only of coordinateqi if parameter  is the displacement value. This fact settles the
generalized momentum as the generator of the displacement of its own coordinate, same as
the former Hamilton theory. This result is expected since the second equation of the extended
Hamilton equations 3.23 remains unaltered compared to the original Hamilton theory.
The transformation of the system with the new momentum Si as the generator of the
transformation
G = Si, (3.116)
is described by the coordinates changes:
δqj = 0,
δpj = 0,
δsj = 0,
F2j(¯˙q) = −δij. (3.117)
According to this results, the generator si transforms the system keeping unaltered the variables
qi, p1 and si, however, it changes the value of the right member of equation F2i(¯˙q) = 0 to the
infinitesimal displacement value.
We define the new variable fj(¯˙q) as the value of the correlation j-function at any time. In
that case, the form of the correlation functions don’t change across the evolution of the system,
but their value will vary as F2i(¯˙q) = fj(¯˙q).
The equations obtained 3.102, show that all resulting values fj(¯˙q) are zero in the identity
transformation, f0j(¯˙q) = 0. Then, last equation of 3.117 can be written as
F2j(¯˙q) = fj(¯˙q)− 0 = fj(¯˙q)− f0j(¯˙q) = δfj(¯˙q) = −δij. (3.118)
The second order momentum s can be interpreted, then, as the generator of a negative
displacement of the value of correlation functions, F2i(¯˙q). Being the correlation function a
constraint involving all particle of the system, we can conclude that the new momentum s is
the generator of a collective motion of the system. This collective evolution is in agreement
with our initial supposition where the violation of the Newton second law, introduced by the
terms proportional to q¨, will be suppressed by the coordinate action of all the particles of the
system.
Another important canonical transformation is
G = H +
∑
i
s˙iQ˙i − s˙iq˙i − s¨iqi. (3.119)
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The infinitesimal changes of the variables of the system are
δpi = −∂G
∂qi
= −
(∂H
∂qi
− s¨i
)
= p˙i
δsi = −∂G
∂q˙i
= s˙i
δqi = 
∂G
∂Pi
∼  ∂G
∂pi
= 
(∂H
∂pi
)
= q˙i
δsi = 
∂G
∂Q˙i
= s˙i
0 =
∂F2
∂Si
= F2i(¯˙q) + 
∂G
∂Si
∼ F2i(¯˙q) + 
∂G
∂si
= F2i(¯˙q) + 
∂H
∂si
F2i(¯˙q) ≡ δfj(¯˙q) = −q¨i. (3.120)
On the other side, the time derivative of function F2i(¯˙q) is
dfi(¯˙q)
dt
=
dF2i(¯˙q)
dt
=
∑
j
∂F2i(¯˙q)
∂qj
q¨j =
∑
j
δij q¨j = q¨i (3.121)
where we use the definition of function F2i(¯˙q) 3.100. The last relation of equations 3.120 can
be rewritten then as:
δfj(¯˙q) = −f˙j(¯˙q) (3.122)
If parameter  is the infinitesimal time interval dt, then the generator function of equa-
tion 3.119, evolves all variables of the system qi, pi, si with time and also evolve the value of
correlation functions, fj(¯˙q), in the negative direction.
The negative time evolution for quantities fi(¯˙q) is consistent with previous results where
momentum si generate a negative displacement for the value of the correlation i-function.
According to that, in a time interval dt, s, as part of previous time generator, evolve with time
from value si0 to si0 +dsi. These si values generate the negative displacement of the value of the
correlation functions −δf2i(¯˙q) and −(δfi(¯˙q) + ∂(dsi)∂Si )respectively, with an effective displacement
of d(fi(¯˙q)) ≡ −∂(dsi)∂Si or d(f2i(¯˙q)) ≡ −
∂(s˙idt)
∂Si
. Then, being dt positive, the positive evolution of
momentum si evolve the quantity fi(¯˙q) negatively.
The generator 3.119, expressed in the old set of coordinates have the form:
G = H +
∑
i
s˙iQ˙i − s˙iq˙i − s¨iqi = H +
∑
i
s˙i(Q˙i − q˙i)− s¨iqi
= H +
∑
i
s˙iδq˙i − s¨iqi. (3.123)
We can approach δq˙i ∼ q¨it. In this case, the system time generator 3.123 is written as
G ∼ H +
∑
i
s˙iq¨it− s¨iqi. (3.124)
or using equation 3.121
G ∼ H +
∑
i
s˙if˙i(¯˙q)t− s¨iqi. (3.125)
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3.8. Infinitesimal canonical transformations for n-VMVF systems
The last section defined different canonical transformations for the extended Hamilton the-
ory in general. We exploit these results to the problem that brought us here. On n-VMVF
systems, the canonical transformation have a singular form because it’s associated with two
independent set of extended Hamilton equations, needed to solve the problem. We have then,
two independent set of equations for two different extended Hamiltonians HT and HR. The set
of equations in the the Lorentzian set of coordinates include the generalized canonical variables
of every particle and the values for the correlation functions:
qi ≡ xνn, pi ≡ pνTn , si ≡ sνTn fi(¯˙q) ≡ fµTn(¯˙xνl ). (3.126)
The canonical variables of the set of equations in the angular coordinates are
qi ≡ ξn;i, pi ≡ lRn;i , si ≡ bRn;i fi(¯˙q) ≡ fRn;j( ¯˙ξl;i). (3.127)
The canonical transformation must be considered as one unified transformation. For ex-
ample, the generator of translation in the ν- component of the position of the particle n is
the momentum pνTn , while the generator of rotation on the i-direction of particle n is angular
momentum lRn;i . This generator shouldn’t be seen as two distinct generators for separated
transformations but as a single bi-dimensional generator of a more global transformation com-
posed of one translation and one rotation. In that case, we are in the presence of a motion
generator. All generator must act in this way because of, only the combined action of both
will provide the solution of the system. This point of view is the cornerstone of the expansion
of the complex numbers and the extension of quantum mechanics for n-VMVF systems. We
rewrite the classical generators obtained before, applied to the studied systems.
The generator of a motion of the particle n of the system n of the system
Gmotion of particle n ≡
 GT
GR
 =
 pνTn′
lRn′;i
 (3.128)
transform the variables of the system as: δxµn
δξn;j
 =
 1δµν δnn′
2δijδnn′
 ,
 δpµTn
δlRn;j
 =
 0
0

 δsµTn
δbRn;j
 =
 0
0
 ,
 δfµTn(¯˙xνl )
δfRn;j(
¯˙ξl;i)
 =
 0
0
 (3.129)
The generator of a displacement of the value of correlation functions, fi(¯˙q)
Gfi(¯˙q)’s displacement ≡
 GT
GR
 =
 sνTn′
bRn′;i
 (3.130)
transform the variables of the system as: δxµn
δξn;j
 =
 0
0
 ,
 δpµTn
δlRn;j
 =
 0
0

 δsµTn
δbRn;j
 =
 0
0
 ,
 δfµTn(¯˙xνl )
δfRn;j(
¯˙ξl;i)
 =
 −1δµν δnn′
−2δijδnn′
 (3.131)
72
Finally, the generator of time evolution of the system according eq. 3.119 and 3.125 is
GSystem Evolution ≡
 GT
GR
 =
 HT +
∑
n,ν s˙Tnν f˙
ν
Tn
(¯˙xµl )τ − s¨Tnνxνn
HR +
∑
n,i b˙Rni f˙Rn;i(
¯˙ξl;j)τ − b¨Rniξn;i
 , (3.132)
which transforms the variables of the system as: δxµn
δξn;j
 =
 1x˙µn
2ξ˙n;j
 ,
 δpµTn
δlRn;j
 =
 1p˙µTn
2l˙Rn;j

 δsνTn
δbRn;j
 =
 1s˙νTn
2b˙Rn;j
 ,
 δfµTn(¯˙xνl )
δfRn;j(
¯˙ξl;i)
 = −
 1f˙µTn(¯˙xνl )
2f˙Rn;j(
¯˙ξl;i)
 (3.133)
3.9. Final extended Hamilton equations
From the starter analysis in this chapter, we found that the Hamilton extended equations
3.23 have the form
∂H
∂qi
= −(p˙i − s¨i) ∂H
∂pi
= q˙i
∂H
∂si
= q¨i
∂H
∂t
= −∂L
∂t
.
However, they aren’t enough for describing the evolution of the system, as the canonical trans-
formations shows. In that case, we introduce the correlation functions constrained the time
derivative of the canonical variable qi. We replace previous equations by
∂H
∂qi
= −(p˙i − s¨i) ∂H
∂pi
= q˙i
∂H
∂si
= f˙i fi = F2i(¯˙q)
∂H
∂t
= −∂L
∂t
(3.134)
where the values of the correlation functions fi are included as a canonical variable of the
system.
3.10. Constrained second derivative classical systems
The classic theory we present to solve the problem of n-VMVF systems, reveals a set
of constrained functions. They appear after demand the isolated system satisfies the linear
and angular momentum conservation laws. Also, there were other constraints added, in this
case, because of the inclusion of Lorentz transformations which relate the components of the
particle vector positions, the masses, and field first derivatives. Along the development of
the classical approach for the referred systems, we include the first group of constraints in
the Lagrange function using the Lagrange multipliers method while the relativistic constraints
were suggested to treat them as “weak conditions”, according to the methodology at Goldstein
textbook textbook (8). The “weak conditions” terminology was introduced by Dirac and it
means this constraint should be imposed after all derivation processes have been executed, to
the detriment of the Lagrangian equations become inconsistent. As the main objective of this
work is not to solve the problem but to propose a new quantum approach for the n-VMVF
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systems, we won’t require, at that time, to go further on this direction. However, we are now
forced to express the constraints as functions of the canonical coordinates.
The constraints obtained by the two momentum conservations laws are added to the single
particle former Lagrangian:
L =
1
2
mnx˙
ν
nx˙n;ν − Aν x˙n;ν
using the Lagrange multipliers method, which leads to the construction of two independent
extended Lagrange functions depending on the second derivative of particle position ~¨r. We
set this two Lagrangian functions as our starting point for the subsequent development in the
Hamilton approach.
The corresponding Hamiltonians were obtained from each Lagrange function with no further
complications. We were able to obtain the relation between velocities and momentum, and even
there are no relations between the generalized accelerations q¨i and the second order momentum
s, the terms
∑
i siq¨i from our Lagrangian cancels because of the extended Hamilton definitions.
This issue makes the obtained extended Hamiltonians independent of si variables. However, as
such relation does not exist, we can not express the constraints as functions of the canonical
variables, or more specifically, we can not replace the q¨i variables on our constraints. Because
of that, we are then in the presence of a second order singular system.
It is well known that the singularities lead to constraints that reduce the phase space of the
physical system from which are obtained the so-called “Gauge identities”. Singular Lagrangian
is the base of the dynamic of the so-called Gauge theories.
As an introduction to this topic, let us take a look at the first order singular problem. A
singular Lagrangian has been defined as whether the determinant of the Hessian is zero or not.
On the ordinary Lagrangian problem, the Euler-Lagrange equations read as
d
dt
∂L
∂q˙i
− ∂L
∂qi
= 0,
from where it follows that∑
j
∂2L
∂q˙i∂q˙j
q¨j +
∂2L
∂q˙iqj
q˙j − ∂L
∂qi
= 0 (3.135)
or ∑
j
W iij q¨j =
∂L
∂qi
−
∑
j
∂2L
∂q˙iqj
q˙j (3.136)
where the matrix
W iij ≡
∂2L
∂q˙i∂q˙j
(3.137)
is the Hessian of the system. The Hessian W iij also determine the relations between the gen-
eralized momentum and the generalized velocities, since, using the definition of the first order
momentum, we have
W iij =
∂2L
∂q˙i∂q˙j
=
∂
∂q˙i
( ∂L
∂q˙j
)
=
∂pj
∂q˙i
. (3.138)
If the Hessian determinant det |W iij| 6= 0 then we will find n well-defined relations of the
acceleration as function of the velocities and particle position: q¨i = q¨i(q˙, q) and also n well-
defined relations of the momentum as a function of the velocities and particle position pi =
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pi(q˙, q). However, is the determinant of the Hessian vanish, new constraints appear and with
them, new Gauge symmetries.
At the Lagrangian level, there are well-known methods to find the constraints which led to
the so-called Gauge transformations. Those transformations are parametrized by a set of arbi-
trary functions of time, whose number equals the number of the Gauge identities. Lagrangian
based algorithms can be found in literature (14, 15), and they generate the transformation laws
in the configuration space involving the independent set of arbitrary functions of time which
characterize the symmetry transformations. The method to find the constraints at the Hamil-
tonian level was first introduced by Dirac (3) and developed for others authors (15, 16, 17).
3.10.1. Algorithm for detecting second-order local symmetries at the Lagrangian level
Among the classic equations obtained to solve the n-VMVF systems, we have constraints
between the variables si and the generalized accelerations q¨j from the extended Lagrange func-
tions. Because of that we are in present of a constrained second order system. In this section
we attempt the initials ideas to treat such systems.
The extended Lagrange equations 2.114 have the form
d2
dt2
(∂L
∂q¨i
)
− d
dt
(∂L
∂q˙i
)
+
∂L
∂qi
= 0.
Expanding the equation we have
d
dt
[ ∂2L
∂q¨i∂qj
q˙j +
∂2L
∂q¨i∂q˙j
q¨j +
∂2L
∂q¨i∂q¨j
...
q j
]
− ∂
2L
∂q˙i∂qj
q˙j − ∂
2L
∂q˙i∂q˙j
q¨j − ∂
2L
∂q˙i∂q¨j
...
q j = 0
=
∂2L
∂q¨i∂qj
q¨j +
∂2L
∂q¨i∂q˙j
...
q j +
∂2L
∂q¨i∂q¨j
....
q j +
∂3L
∂q¨i∂qj∂qk
q˙j q˙k +
∂3L
∂q¨i∂qj∂q˙k
q˙j q¨k
+
∂3L
∂q¨i∂qj∂q¨k
q˙j
...
q k +
∂3L
∂q¨i∂q˙j∂qk
q¨j q˙k +
∂3L
∂q¨i∂q˙j∂q˙k
q¨j q¨k +
∂3L
∂q¨i∂q˙j∂q¨k
q¨j
...
q k +
∂3L
∂q¨i∂q¨j∂qk
...
q j q˙k
+
∂3L
∂q¨i∂q¨j∂q˙k
...
q j q¨k +
∂3L
∂q¨i∂q¨j∂q¨k
...
q j
...
q k − ∂
2L
∂q˙i∂qj
q˙j − ∂
2L
∂q˙i∂q˙j
q¨j − ∂
2L
∂q˙i∂q¨j
...
q j +
∂L
∂qi
= 0 (3.139)
or
W
(ii)
ij
....
q j =
[
− ∂
2L
∂q¨i∂qj
q¨j − ∂
2L
∂q¨i∂q˙j
...
q j − ∂
3L
∂q¨i∂qj∂qk
q˙j q˙k − ∂
3L
∂q¨i∂qj∂q˙k
q˙j q¨k − ∂
3L
∂q¨i∂qj∂q¨k
q˙j
...
q k
− ∂
3L
∂q¨i∂q˙j∂qk
q¨j q˙k − ∂
3L
∂q¨i∂q˙j∂q˙k
q¨j q¨k − ∂
3L
∂q¨i∂q˙j∂q¨k
q¨j
...
q k − ∂
3L
∂q¨i∂q¨j∂qk
...
q j q˙k − ∂
3L
∂q¨i∂q¨j∂q˙k
...
q j q¨k
− ∂
3L
∂q¨i∂q¨j∂q¨k
...
q j
...
q k +
∂2L
∂q˙i∂qj
q˙j +
∂2L
∂q˙i∂q˙j
q¨j +
∂2L
∂q˙i∂q¨j
...
q j − ∂L
∂qi
]
= 0. (3.140)
where
W iiij ≡
∂2L
∂q¨i∂q¨j
(3.141)
is the Hessian for the second derivative.
We explore the constrained systems restricted only to n-VMVF systems, which means we
are going to study the system such that
det |W iij| 6= 0 and det |W iiij| = 0, ∀i, j = 1...n. (3.142)
At the Lagrangian level, we follow a similar algorithm used on the well-known algorithm
for detecting all gauge symmetries of an ordinary Lagrangian (14, 15) so that we can find all
gauge symmetries of the obtained extended Lagrangian.
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The four derivative term on equation 3.140 can be isolated as
....
q j = W
ii−
ij Ψ(q, q˙, q¨,
...
q ) (3.143)
if the determinant of the matrix W iiij not vanish and we have the four derivatives of the gener-
alized coordinate as a function of the others derivatives terms, like equation 3.143. However,
if the determinant of detW iiij = 0 is zero i.e W
ii
ij is not invertible, then the four derivative
term
....
q j is not uniquely determined by the positions q, velocities q˙, accelerations q¨ and
...
q . The
obtained set of Lagrange equations for the n-VMVF is an example of singular equations where
the Hessian W iiij is not invertible. Fortunately, in our case, the determinant of matrix W
i
ij not
vanish, which means we can assume the existence of the expression of first-time derivative q˙i
as functions of the others time derivatives.
The infinitesimal variations of the coordinates, velocities, and accelerations have the form:
qi(t)→ qi(t) + δqi(t)
q˙i(t)→ q˙i(t) + d
dt
δqi(t)
q¨i(t)→ q¨i(t) + d
2
dt2
δqi(t)
where i = 1 . . . N , and we has made use of the property
δq˙i(t) =
d
dt
δqi(t) and δq¨i(t) =
d
dt
δq˙i(t). (3.144)
They are part of a transformation which is a local symmetry for the extended Lagrange equa-
tions if action
S[q] =
∫ t2
t1
L(q, q˙, q¨)dt
remain invariant under such variations. If the variation of the Lagrangian is a total derivative
of an arbitrary function δL = dF
dt
and also the variation of the function δF vanish at the upper
and lower limit of integration, then we are in the presence of a local symmetry for the physical
system.
Under the above transformation, the variation of the action of an extended Lagrangian
L(q, q˙, q¨) have the form:
δS[q] =
∫ t2
t1
dtE
(0)
i (q, q˙, q¨)δq, (3.145)
where E
(0)
i is the Euler derivative
E
(0)
i =
d2
dt2
(∂L
∂q¨i
)
− d
dt
(∂L
∂q˙i
)
+
∂L
∂qi
(3.146)
and δqi(t1) = δqi(t2) = 0. On the shell composed by the physical path, we have
E
(0)
i = 0, i = 1, ..., N (on shell). (3.147)
Given the above considerations, we have to find the variations δqi for which δS = 0.
We can express E
(0)
i like
E
(0)
i (q, q˙, q¨,
...
q ,
....
q ) = W
ii(0)
ij (q, q˙, q¨,
...
q )
....
q +K ii(0)(q, q˙, q¨,
...
q ), (3.148)
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where the superscript “n” stands for “n-level” or “n-generation”. In the future, we suppress,
for simplicity, the explicit dependence of W
ii(0)
ij and K
ii(0) with variables q, q˙, q¨,
...
q and E
ii(0)
i with
variables q, q˙, q¨,
...
q ,
....
q .
As mentioned before, the Lagrange equations of motion for a singular Lagrangian of a second
order, cannot be solved for all of the
....
q s terms. However, if the rank of the second derivative
Hessian matrix is RW then, there are N − RW constraints in the theory which connect the
quantities q, q˙, q¨,
...
q and
....
q . Indeed, for the singular Lagrangian with a second order Hessian,
there are N−RW independent left (or right), zero-mode eigenvectors ~wii(0;k)(q, q˙, q¨, ...q ) satisfying
N∑
i=1
w
ii(0;k)
i W
ii(0)
ij = 0; k = 1, ..., N −RW . (3.149)
The “zero level” or “zero generation” constraints Φii(0;k) then have the form
Φii(0;k) ≡
N∑
i=1
w
ii(0;k)
i E
ii(0)
i = 0 (on shell). (3.150)
All constraints Φii(0;k) may not be linearly independent. In that case, we can find a linear
combination of the zero-mode eigenvectors such as
v
ii(0;n0)
i =
∑
k
c
ii(n0)
k w
ii(0;k)
i , (3.151)
such that we have identically
Gii(0;n0) ≡
N∑
i=1
v
ii(0;n0)
i E
ii(0)
i = 0; n0 = 1, ..., N0. (3.152)
These constraints are called Gauge Identities, and they also hold off shell.
One consequence is that the variation of the coordinates in the form
δqi =
∑
n0
n0(t)v
ii(0;n0)
i
will leave the action invariant which is the desired result for of the method. However, others
“zero-generation” zero modes, which are denoted by ~uii(0;n¯0), can appear. They are genuine
constraints that vanish on shell
φii(0;n¯0) = ~uii(0;n¯0) · ~Eii(0); n¯0 = 1, ..., N¯0. (3.153)
It is also required the persistence of the constraints with time, which means
d
dt
φii(0;n¯0) = 0. (3.154)
The kernel of the algorithm is to gather all Gauss Identities until there are no more non-
trivial constraints as pointed out on references (14, 15). The genuine constraints are obtained
by searching for further functions of q, q˙, q¨,
...
q ,
....
q which vanish on the subspace of the physical
paths. To find them is convenient to construct an N+N¯0 composed with the component vector
~Eii(0) and the time derivative of the non-trivial constraints:
(
~Eii(1)
)
=
(
~Eii(0)
d
dt
(φii(0;n¯0))
)
=

~Eii(0)
d
dt
(~uii(0;1) · ~Eii(0))
...
d
dt
(~uii(0;N¯0) · ~Eii(0))
 . (3.155)
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Because the constraints are only functions of q, q˙, q¨,
...
q , the component vector from ~Ei(0) can
be written as
E
(1)
i = W
ii(1)
ij
....
q +K ii(1), (3.156)
where W ii(1) is a “level 1” (N + N¯0)×N matrix.
The process repeats and the (left) zero-modes of W ii(1) are found. The already founded zero
modes are also reproduced generating the same constraints. However, the new zero modes, if
there exist, lead to others constraints when contracted with vector ~Eii(1). The new constraints
can be either written as a linear combination of the others constraints, which led to new gauge
identities at level 1:
Gii(1;n1) = ~vii(1;n1) · ~Eii(1) −
N¯0∑
n¯0=1
M
ii(1,0)
n1,n¯0
(
~uii(0;n¯0) · ~Eii(0)
)
= 0; n1 = 1, ..., N1. (3.157)
alternatively, they may represent new “level 1” genuine constraints:
φii(1;n¯1) = ~uii(1;n¯1) · ~Eii(1); n¯1 = 1, ..., N¯1. (3.158)
The method continues constructing a new vector ~Eii(2) and adding the time derivative of
the new constraints φii(1;n¯1) to the previous ~Eii(1) and with it the functions W ii(2) and ~K ii(2).
The iterative process will finish at one M level if either:
• there are no further zero modes for matrix W ii(M)ij
• there is no further genuine new constraints φii(M ;n¯M ).
3.10.2. Algorithm for detecting second-order local symmetries at the Hamiltonian level
There is an alternative method to treat such constrained systems within the Hamilton
theory, first described by Dirac. We expose what we think are the first ideas for the constrained
systems with a second order. The starting point for obtaining the extended Hamiltonian is the
set of definitions
pi =
∂L
∂q˙i
, si =
∂L
∂q¨i
Also, new constraints were founded on the extension of the Hamilton theory related to the
displacement of the poles of the correlation functions F2i(¯˙q) which also must be taken into
account.
The first order Hessian can also be written from equation 3.138as
W iij =
∂2L
∂q˙i∂q˙j
=
∂
∂q˙i
( ∂L
∂q˙j
)
=
∂pj
∂q˙i
.
If W iij is invertible, it will exist n expressions for pj depending on the others derivative terms.
In the present analysis, and according to the obtained extended Hamiltonians for the n-VMVF
systems, we assume that assumption e.i. detW iij 6= 0.
On the other side, the second order Hessian can be written as
W iiij =
∂2L
∂q¨i∂q¨j
=
∂
∂q¨i
( ∂L
∂q¨j
)
=
∂si
∂q¨j
. (3.159)
Also, if W iiij is invertible, it will exist n expressions for sj depending on the four derivative terms
q¨i. However, if detW
ii
ij = 0, then such functions will not exist. Instead, we have some specific
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relations connecting the s momentum, the generalized momentum p, the position and also the
pole displacement f of the type
ψl(s, p, q, f) = 0, (3.160)
which reduce the phase space of the physical system.
The canonical extended Hamiltonian has the form
H =
∑
i
piq˙i + siq¨i − L. (3.161)
One method to obtain the constraints uses the zero-mode eigenvector of the Hessian matrix
W iiij. However, we need to know the form of how the extended Lagrange function depends on
q¨, Ex.
L =
∑
ij
W iiij q¨iq¨j + η0q¨iq˙j + η1q¨iqj + η2(q, q˙). (3.162)
We can instead, assume that from the momentum s definitions, we can have a relation in the
form:
φα = sα − gα(q, p, f, {sa}) (3.163)
If the rank of the second order Hessian W iiij is RW , then we will have the same number of
accelerations q¨a expressed as:
q¨a = ha(q, p, f, {sb}, {q¨β}), a, b = 1, ..., RW ; α, β = RW + 1, ..., N, (3.164)
where q¨β is the remaining accelerations. Inserting this expression into si variable definition we
have
sj = dj(q, p, f, {sa}, {q¨α}), (3.165)
which is reduced to an identity for j = a (a = 1, ..., RW ). The rest of the equations reads
sα = dα(q, p, f, {sa}, {q¨β}). (3.166)
However, the r.h.s. cannot depend on the accelerations q¨β, because it will imply the existence
of more relations between q¨α and the rest of the canonical variables.
Following the ideas of reference (15), the construction of the extended Hamilton equation
follows from the proof of the following three propositions:
Proposition 1
On the subspace γP given by the phase space restricted by the constraints of the system,
the canonical Hamiltonian does not depend on the accelerations q¨α.
Proof
Let us consider the canonical extended Hamiltonian on the subspace Γp
H0 ≡ Hc
∣∣∣∣
ΓP
=
∑
a
saha +
∑
α
qαq¨α +
∑
i
piq˙i − L(q, p, f, {hb}, {q¨β}) (3.167)
where it was used expressions 3.163 and 3.164. On the the subspace γP defined by the
constraints, the Hamiltonian won’t depend on accelerations q¨α.
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The partial derivative of the constrained Hamiltonian H0 have the form
∂H0
∂q¨β
=
∑
a
sa
∂Ha
∂q¨β
+ gβ −
(∑
a
∂L
∂q¨a
∣∣∣∣
q¨a=ha
∂ha
∂q¨β
)
−
( ∂L
∂q¨β
)∣∣∣∣
q¨a=ha
)
=
∑
a
(
sa − ∂L
∂q¨a
∣∣∣∣
q¨a=ha
)∂ha
∂q¨β
+
(
gβ − ∂L
∂q¨β
∣∣∣∣
q¨a=ha
)
. (3.168)
The expressions inside parentheses vanish on the subspace Γp, therefore
∂H0
∂q¨β
= 0, hence
H0 = H0(q, p, f, {sa}). (3.169)
Proposition 2
In the presence of constraints, the equation of motions have the form
∂H0
∂qi
= −p˙i + s¨i −
∑
β
q¨β
∂φβ
∂qi
∂H0
∂pi
= q˙i −
∑
β
q¨β
∂φβ
∂pi
∂H0
∂si
= q¨i −
∑
β
q¨β
∂φβ
∂si
,
being q¨β the undetermined accelerations.
Proof
As Hamiltonian H0 is independent of the undetermined accelerations q¨β, its partial deriva-
tives over the canonical variables are
∂H0
∂qi
=
∑
b
sb
∂hb
∂qi
+
∑
β
∂gβ
∂qi
q¨β − ∂L
∂qi
∣∣∣∣
q¨a=ha
−
∑
b
∂L
∂q¨b
∣∣∣∣
q¨b=hb
∂hb
∂qi
= −∂L
∂qi
∣∣∣∣
q¨a=ha
+
∑
β
∂gβ
∂qi
q¨β = −(p˙i − s¨i) +
∑
β
∂gβ
∂qi
q¨β, (3.170)
∂H0
∂pi
=
∑
b
sb
∂hb
∂pi
+
∑
β
∂gβ
∂pi
q¨β + q˙i −
∑
b
∂L
∂q¨b
∣∣∣∣
q¨b=hb
∂hb
∂pi
= q˙i +
∑
β
∂gβ
∂pi
q¨β, (3.171)
and
∂H0
∂sa
= ha +
∑
b
sb
∂hb
∂sa
+
∑
β
∂gβ
∂sa
q¨β −
∑
b
∂L
∂q¨b
∣∣∣∣
q¨b=hb
∂hb
∂sa
= ha +
∑
β
∂gβ
∂sa
q¨β = q¨a +
∑
β
∂gβ
∂sa
q¨β. (3.172)
As
∂H0
∂sα
= 0, and
∂gβ
∂sα
= δαβ, (3.173)
80
we can add these terms to the equation 3.172 and rewritten it as
∂H0
∂si
= q¨a +
∑
β
∂gβ
∂sa
q¨β. (3.174)
From φα’s definition we have then the wanted equations:
∂H0
∂qi
= −(p˙i − s¨i)−
∑
β
q¨β
∂φβ
∂qi
∂H0
∂pi
= q˙i −
∑
β
q¨β
∂φβ
∂pi
∂H0
∂si
= q¨i −
∑
β
q¨β
∂φβ
∂si
. (3.175)
It possible, however, that these equations lead to inconsistencies with the primary con-
straints equations 3.163. Because of that, we must demand that
s¨α =
d2
dt2
gα(q, p, f{sa}), (3.176)
where sα is given by the si term in the r.h.s. of the first equation of 3.175. These two set
of equations may imply the appearance of new constraints, which according to Dirac’s
terminology are called secondary constraints. They are not independent constraints, and
they should not be added to the extended Hamiltonian since they are hidden within the
primary constraints.
For the next proposition, it is useful to formally introduce the weak concept defined by
Dirac and that we have mentioned a few times in the previous sections. The notions of weak
equality and also the strong equality come with the appearance of constraints or what it is the
same, with the reduction of the canonical physical space. It is said that two functions on phase
space, f and g, are weakly equal, f ≈ g, if they are equal when in the subspace defined by
the primary constraints while they are strongly equal, f = g, if they are equal all over the
configuration space. Under this definition, the extended Hamilton equations can be written as
∂HT
∂qi
≈ −(p˙i − s¨i), ∂HT
∂pi
≈ q˙i
∂HT
∂si
≈ q¨i where HT = H0 +
∑
β
aβφβ. (3.177)
We must note that derivatives do not act over aβ since the expression is valid on shell. In
fact, the derivative over the “accelerations” aβ is not defined, since they are a priori not given
functions of the canonical variables.
Now, using the weak equality concept, we can expand the definition of HT . That is shown
by proving the proposition:
Proposition 3
Let d(q, p, f, s) and h(q, p, f, s) being two functions defined over all the entire phase space
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Γ. If d(q, p, f, s)|ΓP = h(q, p, f, s)|ΓP then
∂
∂qi
[
d(q, p, f, s)−
∑
β
φβ
∂d(q, p, f, s)
∂sβ
]
=
∂
∂qi
[
h(q, p, f, s)−
∑
β
φβ
∂h(q, p, f, s)
∂sβ
]
∂
∂pi
[
d(q, p, f, s)−
∑
β
φβ
∂d(q, p, f, s)
∂sβ
]
=
∂
∂pi
[
h(q, p, f, s)−
∑
β
φβ
∂h(q, p, f, s)
∂sβ
]
∂
∂si
[
d(q, p, f, s)−
∑
β
φβ
∂d(q, p, f, s)
∂sβ
]
=
∂
∂si
[
h(q, p, f, s)−
∑
β
φβ
∂h(q, p, f, s)
∂sβ
]
.
(3.178)
Proof
To prove this proposition, we suppose the functions h, d depend on d(q, p, f, sa, sα) and
h(q, p, f, sa, sα). By assumption and from equation 3.163 d(q, p, f, sa, gα) = h(q, p, f, sa, gα)
from where it follows:[
∂d
∂qi
−
∑
β
∂d
∂sβ
∂gβ
∂qi
]
ΓP
=
[
∂h
∂qi
−
∑
β
∂h
∂sβ
∂gβ
∂qi
]
ΓP[
∂d
∂pi
−
∑
β
∂d
∂sβ
∂gβ
∂pi
]
ΓP
=
[
∂h
∂pi
−
∑
β
∂h
∂sβ
∂gβ
∂pi
]
ΓP[
∂d
∂sa
−
∑
β
∂d
∂sβ
∂gβ
∂sa
]
ΓP
=
[
∂h
∂sa
−
∑
β
∂h
∂sβ
∂gβ
∂sa
]
ΓP
, (3.179)
or, using the weak equality definition
∂
∂qi
[
d−
∑
β
∂d
∂sβ
φβ
]
≈ ∂
∂qi
[
h−
∑
β
∂h
∂sβ
φβ
]
∂
∂pi
[
d−
∑
β
∂d
∂sβ
φβ
]
≈ ∂
∂pi
[
h−
∑
β
∂h
∂sβ
φβ
]
∂
∂sa
[
d−
∑
β
∂d
∂sβ
φβ
]
≈ ∂
∂sa
[
h−
∑
β
∂h
∂sβ
φβ
]
, (3.180)
As
φβ
sα
= δαβ, the last equations can be replace by
∂
∂si
[
d−
∑
β
∂d
∂sβ
φβ
]
≈ ∂
∂si
[
h−
∑
β
∂h
∂sβ
φβ
]
obtaining equations 3.178.
As a corollary, we have that if d ≡ H0 and h ≡ H, where H({qi}, {pi}, {si}) and
H0({qi}, {pi}, {sa}) such that H({qi}, {pi}, {si}) ≈ H0({qi}, {pi}, {sa}), then
∂H0
∂qi
≈ ∂
∂qi
[
H −
∑
β
∂H
∂sβ
φβ
]
∂H0
∂pi
≈ ∂
∂pi
[
H −
∑
β
∂H
∂sβ
φβ
]
∂H0
∂si
≈ ∂
∂si
[
H −
∑
β
∂H
∂sβ
φβ
]
(3.181)
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Replacing equations 3.175, we can rewrite previous equations as,
−(p˙i − s¨i) ≈ ∂
∂qi
[
H +
∑
β
(
q¨β − ∂H
∂sβ
)
φβ
]
≡ ∂
∂qi
[
H +
∑
β
aβφβ
]
q˙i ≈ ∂
∂pi
[
H +
∑
β
(
q¨β − ∂H
∂sβ
)
φβ
]
≡ ∂
∂pi
[
H +
∑
β
aβφβ
]
q¨i ≈ ∂
∂si
[
H +
∑
β
(
q¨β − ∂H
∂sβ
)
φβ
]
≡ ∂
∂si
[
H +
∑
β
aβφβ
]
(3.182)
where
aβ ≡ q¨β − ∂H
∂sβ
. (3.183)
These equations can also be written as
−(p˙i − s¨i) ≈ ∂HT
∂qi
, q˙i ≈ ∂HT
∂pi
, q¨i ≈ ∂HT
∂si
, (3.184)
where
HT = H0 +
∑
β
aβφβ, HT ≈ H0. (3.185)
Note that for HT = H0, aβ = q¨β.
The iterative procedure for generating all the constraint is based on the above equations,
the primary constraint and also the conditions for the consistency of the equations
φ˙β = 0 and φ¨β = 0. (3.186)
The method was developed by Dirac, and it reveals, if exist, the hidden or secondary constraints
that restrict the system.
In general, both relations 3.186 must be satisfied because of each one secure that the newly
obtained constraint is consistent with the Lagrange equations by correctly relate the configu-
ration variable that cannot be obtained from the canonical variables definition. For example,
the first relation, φ˙β = 0, connects the variables q˙β, which cannot be isolated from the lin-
ear momentum definition’s pβ =
∂L
∂q˙β
, with the all the canonical variables, while the consistency
equation φ¨β relates the variables q¨β, from the definition of the second order momentum sβ =
∂L
∂q¨β
,
to the canonical variables. In our case, and following the main objective of this work, we are
only considering in this section that the first order Hessian is invertible, e.i. detW iij 6= 0; so
the first order consistency equation, should return an identity; otherwise, we will have more
constraint equation than variables.
The explicit time derivative of the constraint is
φ˙α =
∂φα
∂qi
q˙i +
∂φα
∂fi
f˙i +
∂φα
∂pi
p˙i +
∂φα
∂si
s˙i, (3.187)
while its second derivative with time is
φ¨β =
∂φα
∂qi
q¨i +
∂φα
∂fi
f¨i +
∂φα
∂pi
p¨i +
∂φα
∂si
s¨i +
∂2φα
∂qi∂qj
q˙iq˙j +
∂2φα
∂fi∂fj
f˙if˙j +
∂2φα
∂pi∂pj
p˙ip˙j +
∂2φα
∂si∂sj
s˙is˙j
2
[ ∂2φα
∂qi∂fj
q˙if˙j +
∂2φα
∂qi∂pj
q˙ip˙j +
∂2φα
∂qi∂sj
q˙is˙j +
∂2φα
∂pi∂fj
p˙if˙j +
∂2φα
∂pi∂sj
p˙is˙j +
∂2φα
∂fi∂sj
f˙is˙j
]
.
(3.188)
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Including the Hamilton equations 3.182, we obtain
φ˙α =
∂φα
∂qi
∂HT
∂pi
− ∂φα
∂pi
∂HT
∂qi
+
∂φα
∂pi
s¨i +
∂φα
∂fi
f˙i +
∂φα
∂si
s˙i, (3.189)
or
φ˙α = [φα, HT ] + G(φα), (3.190)
where
[A,B] ≡ ∂A
∂qi
B
∂pi
− ∂A
∂pi
B
∂qi
and G(A) ≡ ∂A
∂pi
s¨i +
∂A
∂fi
f˙i +
∂A
∂si
s˙i. (3.191)
The second derivative using the Hamilton equations 3.182 have the form
φ¨α =
[ ∂2φα
∂qi∂qj
∂HT
∂pi
∂HT
∂pj
+
∂2φα
∂pi∂pj
∂HT
∂qi
∂HT
∂qj
− 2 ∂
2φα
∂qi∂pj
∂HT
∂pi
∂HT
∂qj
]
+ 2
[1
2
∂φα
∂qi
∂HT
∂si
− ∂
2φα
∂pi∂pj
∂HT
∂qi
s¨j +
∂2φα
∂qi∂pj
∂HT
∂pi
s¨j +
∂2φα
∂qi∂fj
∂HT
∂pi
f˙j +
∂2φα
∂qi∂sj
∂HT
∂pi
s˙j
− ∂
2φα
∂pi∂fj
∂HT
∂qi
f˙j − ∂
2φα
∂pi∂sj
∂HT
∂qi
s˙j
]
+
∂φα
∂pj
p¨j +
∂φα
∂fj
f¨j +
∂φα
∂sj
s¨j +
∂2φα
∂pi∂pj
s¨is¨j
+
∂2φα
∂fi∂fj
f˙if˙j +
∂2φα
∂si∂sj
s˙is˙j +
∂2φα
∂pi∂sj
s¨is˙j +
∂2φα
∂fi∂sj
f˙is˙j. (3.192)
or
φ¨α = Ψ(φα, HT , HT ) + 2Υ(φα, HT ) + Ω(φα), (3.193)
being
Ψ(A,B,C) ≡ ∂
2A
∂qi∂qj
∂B
∂pi
∂C
∂pj
+
∂2A
∂pi∂pj
∂B
∂qi
∂C
∂qj
− 2 ∂
2A
∂qi∂pj
∂B
∂pi
∂C
∂qj
, (3.194)
Υ(A,B) ≡ 1
2
∂A
∂qi
∂B
∂si
− ∂
2A
∂pi∂pj
∂B
∂qi
s¨j +
∂2A
∂qi∂pj
∂B
∂pi
s¨j +
∂2A
∂qi∂fj
∂B
∂pi
f˙j
+
∂2A
∂qi∂sj
∂B
∂pi
s˙j − ∂
2A
∂pi∂fj
∂B
∂qi
f˙j − ∂
2A
∂pi∂sj
∂B
∂qi
s˙j (3.195)
and
Ω(A) ≡ ∂A
∂pj
p¨j +
∂A
∂fj
f¨j +
∂A
∂sj
s¨j +
∂2A
∂pi∂pj
s¨is¨j +
∂2A
∂fi∂fj
f˙if˙j
+
∂2A
∂si∂sj
s˙is˙j +
∂2A
∂pi∂sj
s¨is˙j +
∂2A
∂fi∂sj
f˙is˙j. (3.196)
While it is straightforward show the linearity for the B factor on functions [A,B] and
Υ(A,B), function Ψ(A,B,C) satisfy:
Ψ(A,B1 +B2, C1 + C2) = Ψ(A,B1, C1) + Ψ(A,B2, C2) + 2Ψ
′(A,B1, B2C1, C2), (3.197)
where
Ψ′(A,B1, B2C1, C2) =
∂2A
∂qi∂qj
∂B1
∂pi
∂C2
∂pj
+
∂2A
∂pi∂pj
∂B2
∂qi
∂C1
∂qj
− ∂
2A
∂qi∂pj
∂B1
∂pi
∂C2
∂qj
− ∂
2A
∂qi∂pj
∂B2
∂pi
∂C1
∂qj
.
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(3.198)
Applying last properties when substituting equation 3.185, HT = H +
∑
β aβφβ, first and
the second derivative in equations 3.190 and 3.193 have the form, respectively:
φ˙α = [φα, φβ]aβ + [φα, H] + G(φα), (3.199)
and
φ¨α = Ψ(φα, φβ, φγ)aβaγ + 2[Ψ
′(φα, H, φβ, H, φβ) + Υ(φα, φβ)]aβ
+ Ψ(φα, H,H) + 2Υ(φα, H) + Ω(φα), (3.200)
where we use the Einstein notation. The matrix form of the previous equation is
φ¨ = B(1)a + C(1) and φ¨ = aA(2)a + B(2)a + C(2). (3.201)
The equations of consistency for the constraints required that the constraints remain con-
stant and equal to zero at all time like
φ˙ = B(1)a + C(1) ≈ 0 and φ¨ = aA(2)a + B(2)a + C(2) ≈ 0 (3.202)
According to Dirac (18), three possible scenarios may come from the application of the con-
sistency condition. One is that we arrive at the equation 0 = 0, which means that the primary
constraint is consistent with the Lagrange equations and the extended Hamilton equations are
identically satisfied when the primary constraints are included. Another possibility is when
the equation reduces to an equation independent of coefficients aα involving only the canonical
variables in the form χ(q, p, s, f) = 0. Such equations are also independent of the primary
constraints; otherwise, it will be of the first kind. Finally, the constraint equations and its
consistency may, instead, imposes a relation between the coefficients aα.
While in the first case, all equations are explicit and there is nothing else to add, the analysis
related to the other cases involves specific difficulties. If new equation χ(q, p, s, f) = 0 is found
as the result of the consistency of the primary constraints, they will be considered a new type of
constraints called secondary constraints. While the primary constraints are direct consequences
of the canonical variables definitions, only taking into account the secondary constraints, the
full set of Lagrange equation completely manifest itself. The new constraint χ(q, p, s, f) = 0
implies a new set of consistency relations:
χ˙ = B
(1)
β (χ, φβ, HT )aβ + C
(1)(χ,HT ) ≈ 0,
χ¨ = A
(2)
β,γ(χ, φβ, φγ)aβaγ +B
(2)
β (χ, φβ, HT )aβ + C
(2)(χ,HT ) ≈ 0. (3.203)
We must treat these equations, the secondary constraints, and their consistency equations,
in the same form as the primary constraints which is developing the equations and find one of
the above scenario the result will generate. If another independent equation of the second kind
is obtained, we should do the same procedure again, until we have at the end no independent
consistency conditions so at the end we have a set of secondary constraints together with a set
of the initials consistent conditions for coefficients aα.
On the third scenario where we need to find the conditions for the coefficients aβ that
are imposed by the constraints and its persistence with time. We are in presence of a set of
quadratic equations, eq. 3.203, and its solution or solvents existence should be studied on
future works. However, the solution should give us the a’s as a function of the variable of the
system:
aβ = Uβ(q, p, s, f). (3.204)
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There must be solutions of this kind, so the extended Lagrange equations of motion are con-
sistent. Also, the solution is not unique, which means that the solution must include all the
independent solutions of equation 3.203. Dirac proposes, for the ordinary Hamilton constrained
theory, to classify the coefficients whether they are solutions of the homogeneous, Uβ, or the
inhomogeneous equation, Vaβ, respectively. The general solution of the coefficient is then
aβ = Uβ + vaVaβ (3.205)
where va is arbitrary. The general Hamiltonian of equation 3.185 can be written as
HT = H + aβφβ = H +
[
Uβφβ + vaVaβφβ
]
(3.206)
or
HT = H
′ + vaφa, where H ′ = H + Uβφβ, and φa = Vaβφβ. (3.207)
This new definition is useful for the variation of a dynamical variable g. The value of a
general dynamical variable g with time interval δt with initial value g0 is:
g(δt) = g0 + g˙δt+
1
2
g¨(δt)2. (3.208)
The inclusion of Hamiltonian HT = H
′ + vaφa modify equation like
g(δt) = g0 + {[g, φβ]va + [g,H] + G(g)}δt+ 1
2
{Ψ(g, φa, φb)vavb
+ 2[Ψ′(g,H ′, φa, H ′, φa) + Υ(g, φa)]va + Ψ(g,H ′, H ′) + 2Υ(g,H ′) + Ω(g)}(δt)2
(3.209)
As coefficients va are entirely arbitrary, the variation of the general dynamical variable g
with time interval δt for two different sets of coefficients va and v
′
a is
∆g(δt) = [g, φβ](va − v′a)δt+
1
2
{Ψ(g, φa, φb)(vavb − v′av′b)
+ 2[Ψ′(g,H ′, φa, H ′, φa) + Υ(g, φa)](va − v′a).}(δt)2 (3.210)
We can write the variation as
∆g(δt) = [g, φβ]a +
1
2
{Ψ(g, φa, φb)(vab − av′b)
+ 2[Ψ′(g,H ′, φa, H ′, φa) + Υ(g, φa)]a.}δt (3.211)
where a ≡ (va − v′a)δt is a small arbitrary number: small because of the time interval δt and
arbitrary because of the arbitrary property of va, v
′
a. To solve the equation we can then change
all Hamiltonian variables according to ∆g(δt) by an applying infinitesimal with the generating
function aφa so the new Hamiltonian represent the same physical state.
According to Dirac’s preposition, for the quantization, we must carry a second contact
transformation with the generating function a′γa′ , where γa′ so we can obtain the condition the
constraint must satisfy for the dynamical variable remains unchanged. We let the calculations
of this topic to future works.
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3.10.3. Constrained n-VMVF systems
The constraints play a fundamental role in the development of the present proposal. The
first constraints were obtained from the conservation of linear and angular momentums which
depend on the second derivative of the position. Later was added the relativistic relations for
position, field and mass derivatives. We use the first group of constraints to construct the second
order derivative Lagrangians using the Lagrange undetermined coefficient method and, with
it, to obtain the second order derivative Hamiltonians for the linear and angular coordinates
respectively. Recalling the previous development, the extended linear Hamiltonian, equation
3.38, is
HT =
∑
nn′
[(
HT1ngµν +HT2nγX
γ
ngµν +HT3nµν
)
δnn′ +HT4nn′µν
]
×[
PT n
α −
∑
l
CT nlα +DT nlαδXδl
][∑
l
AT nlαµ + BT nlαµδXδl
]−
×[
PT n′
β −
∑
l
CT n′lβ +DT n′lβδXδl
][∑
l
AT n′lβν + BT n′lβνδXδl
]−
while the extended angular Hamiltonian, equation 3.62, is
HR =
∑
nn′
[(∑
i
G γn;iµD
−
n;iγSRn;ν +HR1ngµν +HR2nγX
γ
ngµν +HR3nµν
)
δnn′
+HR4nn′µν
][
PRn
α −
∑
l
CRnlα +DRnlαδXδl
][∑
l
ARnlαµ + BRnlαµδXδl
]−
×[
PRn′
β −
∑
l
CRn′lβ +DRn′lβδXδl
][∑
l
ARn′lβν + BRn′lβνδXδl
]−
.
The constraints depending on the second derivative of the position and that are already
included in the both extended Hamiltonians are shown in equations 2.154 and 2.155 and the
have the form:
Φ(L)µn =
∑
n′ 6=n
[(
αn′m′nx˙n′;α
)
gνµ −
1
2
∂mn′
∂xµn′
x˙νn′ +
d
dτ
(∂Aν
∂x˙µn
− ∂A
ν
∂x˙µn′
)
+
∂Aν
∂xµn′
− ∂A
ν
∂xµn
]
x˙n′;ν
+
[(
mn′(0) +
∂mn′
∂xµn′
)
gνµ +
∂Aν
∂xµn
− ∂A
ν
∂xµn′
+
∂Aµ
∂xνn′
]
x¨n′;ν
and
Ψ
(L)
in
=
∑
n′ 6=n
{
Dµξn′,i
[(
αn′m′nx˙n′;α
)
gνµ −
1
2
∂mn′
∂xµn′
x˙νn′ −
d
dτ
(∂Aν
∂x˙µn′
)
− ∂Aµ
∂xn′;ν
+
∂Aν
∂xµn′
]
+Dµξn,i
[ d
dτ
(∂Aν
∂x˙µn
)
+
∂Aµ
∂xn′;ν
− ∂A
ν
∂xµn
]}
x˙n′;ν
+
{
Dµξn′,i
[(
mn′(0) +
∂mn′
∂xµn′
)
gνµ −
∂Aν
∂xµn′
]
+Dµξn,i
[∂Aν
∂xµn
+
∂Aµ
∂xn′;ν
]}
x¨n′;ν .
Note that, from the second order momentum s definition, there was no possible way to establish
a relation between x¨ and the canonical variables, pointing out the existence of new constraints,
according to the above exposed.
The remaining constraints are the relativistic constraints from equations 2.157:
xνnxν;n = R
2
n, ∂νA
ν = 0 ∀ n
1
2
∂mn
∂x0n
x˙0nx˙µx˙
µ +mnx¨µ;nx˙
µ
n = 0.
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which were left to treat them as weak conditions in the Hamiltonian level.
The extended Hamiltonian equations add new constraints for the generalized velocities
related to the correlation functions and the new canonical variables fxn and fξn like:
Fxn({x˙m}) = fxn and Fξn({ξ˙m}) = fξn , (3.212)
where correlation functions Fxn({x˙m} and Fξn({ξ˙m}) are well-defined functions.
We are in the presence of a second-order derivative constrained system to describe the two
constrained Hamiltonians whose second-order Hessians are not invertible. The phase space has
4-n canonical variables, which are correlated with the previous constraint functions. Because
both second order Hessian determinant is zero, others constraints should be found for each
Hamiltonian, following the above procedure and added the equations 2.157 and 3.212.
As mentioned before, the solution to the problem is not the objective of this work, but to
show another approach to solve the problem. In that case, we suppose all constraints, including
equations 2.157 and 3.212, as found and we represented them as:
ΩTa(q, p, s, f) = 0 and ΩRb(q, p, s, f) = 0. (3.213)
Using Dirac’s weak equality definition, the Hamiltonians have the form
HTT ≈ HT +
∑
a
λaΩTa(q, p, s, f) (3.214)
HTR ≈ HR +
∑
a
λbΩRb(q, p, s, f), (3.215)
which not include constraints of equations 2.154 and 2.155 since they are already included.
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4. Extended complex domain
We proposed an extension of the classical theory for n-VMVF systems e.i systems where
the particle masses and fields are considered as variables of the system as functions depend on
the particle’s position and velocities with no predefined form. Specifically, the derivatives of
the particle masses and field are included in the problem as new degrees of freedom. Because
of the increased number of variables, we defined two sets of second-order Lagrange equations
coming from expressing particle position in the Lorentzian and angular coordinates.
Different from previous classic theories, we have two variational problems that take place at
the same time. Under the Lagrange approach, the solution for the n-VMVF systems problem
at any time is given by solving two sets of extended Lagrange equations for two different
Lagrangians each one, while the extension of the Hamilton theory provides one set of extended
Hamilton equations also for two different Hamiltonian. From each function of Hamilton, we
obtain a set of the equations describing the canonical transformations for n-VMVF systems. It
is the concept of two simultaneous canonical transformations acting over the physical system
that led us to think that the action of a quantum operator over a quantum state describing the
n-VMVF system, must also have two components. We presume that the representation of that
action of the quantum operator acting over the two-component physical system has the form: GT
GR
 ∣∣∣∣∣α
〉
≡
 GT
GR
 ∣∣∣∣∣
αT
αR
〉
=
∣∣∣∣∣
βT
βR
〉
. (4.1)
The proposed bi-dimensional model for operators and physical states indicates that the
quantum theory of n-VMVF systems might be developed on a vector space different from the
quantum space which is a Hilbert space taken over the complex numbers. Such space should also
have an infinite number of dimensions and also need to be an abstract vector space possessing
the structure of an inner product that allows defining the length of a vector and the angle
between two vectors. The main differences between the new space and the well-known ordinary
quantum space should be in the algebraic structure and in the numbers on which the Hilbert
is based. As the present approach increases the complexity of the actual theories, and also
because the possibility of include physical concepts like the negative probability, we propose
the initial study of the extension of the complex numbers. We will discuss in the next chapter
more about why we think there is a real need for a new space.
4.1. The extension of complex numbers
Numbers are fundamentals not only in physics but all science. They are one of the cor-
nerstones of study concepts like time, space, matter, fields, among others. Physics theories
like classical mechanics, electromagnetism, quantum theory, among others are developed using
analytic entities like metrics space, tensors, fields, whose operations between them are based on
the properties of the numbers that the theory lays on. The number type chain can be written
as
1. natural
2. integer
3. rational
4. real
5. complex
Complex numbers are defined because they were needed as the solution of unsolved equations
in the real domain, such as x2 + 1 = 0. Indeed, it is from equation x2 = −1 where the complex
unit is defined by i =
√−1.
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The fundamental theorem of algebra states that every non-constant single-variable poly-
nomial with complex coefficients has at least one complex root, or from the algebraic point
of view, the field of complex numbers is algebraically closed for sum and multiplication op-
erations. Because of that, the search for extending the given above classification to numbers
of high dimensionality may seem fruitless. However, based on advanced concepts of modern
algebra, number systems called quaternions, tessarines, coquaternions, biquaternions, and oc-
tonions was developed in the nineteenth century, as an extension of complex numbers. They
are all covered by the concept of hypercomplex number.
The study of hypercomplex numbers began in 1872 when Benjamin Peirce and, later, his
son Charles Sanders Peirce published the Linear Associative Algebra (19). They identified the
nilpotent and the idempotent elements to classify the hypercomplex numbers. Later involu-
tions where used in the CayleyDickson construction to generate complex numbers, quaternions,
and octonions. Notorious theorems were proved about the limit of hyper-complexity such as
Hurwitz (normed division algebras) and Frobenius’s theorems (associative division algebras).
Also, in 1958 J. Frank Adams, prove that there exist only four finite-dimensional real division
algebras: the reals R, the complexes C, the quaternions Q, and the octonions O (20). Later
Clifford develops what is known in the literature as Clifford algebra that generalizes the real
numbers, complex numbers, quaternions, and several other hypercomplex number systems and
is intimately connected with the theory of quadratic forms and orthogonal transformations.
One of the most famous are the quaternions, which were first described by William Rowan
Hamilton in 1843 as the quotient of two directed lines in a three-dimensional space or equiva-
lently as the quotient of two vectors (21). A quaternion is usually represented as
a+ bi + cj + dk (4.2)
where a, b, c, and d are real numbers, and i, j, and k are the fundamental quaternion units. A
notable property of a quaternion is that the multiplication of two quaternions is noncommuta-
tive.
All the extension for the complex numbers have one feature in common and it that they are
generated over an underlying vector space equipped with a quadratic form, but what if space
has a different metric?
4.2. The complex extended unit k
Different from the others attempts for extending the complex numbers, we define the new
number domain in the same way complex number was defined: as the solution of an unsolvable
equation in the domain about to be extended. In the complex numbers domain, an unsolvable
equation on the real domain R which led to the definition of the complex unit, i, is:
x2 = −1. (4.3)
From this equation, the complex unit i was defined as the number from a new domain that
satisfies
i2 = −1, i ∈ C. (4.4)
We can define the unit for the new set of numbers, named Extended Complex and repre-
sented by E, from the unsolvable equation on complex numbers domain C:
|z|2 = i. (4.5)
The extended complex unit k can be defined then as
|k|2 ≡ k∗k = i k ∈ E (4.6)
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being E the set of the extended complex numbers.
That is our starting point, which we try to apply it to the already known algebraic concepts.
The present proposal is just a preliminary study that it should be enhanced. We are aware
that an improved analysis of this topic may significantly change what we expose in here.
We start by proposing a standard algebra for the extended numbers with the sum and
multiplication that we represent as:
(E,+, ·). (4.7)
During the first development, we will find some issues that led us to reconsider some aspects
of this algebra, particularly the former algebraic structure, that will upgrade all that is coming
up next.
We can express a general extended complex number as
α = xk + y ∀x, y ∈ C. (4.8)
or, replacing the complex numbers with their real components:
α = aik + bk + ci + d, ∀a, b, c, d ∈ R. (4.9)
We use the first expression, and we refer x as the extended and y as the imaginary part of the
extended number α, respectively. We need now to define the inner product 〈w, v〉 according to
axioms 1.1 for vector spaces.
The absolute value for the extended unit must be equal to 1. Because of that, the k’s
definition (k∗k = i) implies the need to define a new conjugated map, so the absolute value of
the extended number is real. The new map, Onew(k) , should behave in the same way when the
conjugated map over real numbers; this means that the referred map when acting on a pure
complex number must keep the number invariant:
Onew(x) = x ∀ x ∈ C. (4.10)
We note then that an absolute value is a product which should have at least four factors.
Indeed, if we proposed the absolute value for the extended unit as
1 = Onew(k)k∗k = Onew(k)i then Onew(k) = i∗, (4.11)
which according to the invariant property of the new map over complex numbers led to k = i∗.
We can propose then four terms for the absolute value of the extended unit like
Onew(k∗)Onew(k) = i∗ so Onew(k∗)Onew(k) k∗k = i∗i = 1 (4.12)
or
O∗new(k)Onew(k) = i∗ so O∗new(k)Onew(k) k∗k = i∗i = 1, (4.13)
where we have subtly use the associativity property of the multiplication.
We represent this operation Onew(k) as k•, so we have the first definition:
k∗k = i
(k∗)•k• = i∗ (4.14)
or
k∗k = i
(k•)∗k• = i∗ (4.15)
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Let us, for now, assume the first option (k∗)•k• = i∗.
The inner product of four extended numbers α, β, γ, δ and represented 〈α · β · γ · δ〉 is a
general case of the form of the absolute value for the extended unit. The most straightforward
way to define the inner product is
〈α · β · γ · δ〉 ≡ (α∗)•β•γ∗δ ∀ α, β, γ, δ ∈ E. (4.16)
The inner product should satisfy some axioms that we intuitively adapt from the complex
inner product:
• Positive-definiteness.
For every α ∈ E, it must be satisfied
〈α · α · α · α〉 ≥ 0
〈α · α · α · α〉 = 0⇒ α = 0 (4.17)
• Conjugate symmetry
For every α, β, γ, δ ∈ E, it must be satisfied
〈α · β · γ · δ〉 = 〈γ · δ · α · β〉 (4.18)
• Linearity
For every α, β, γ, δ, , θ, λ ∈ E, it must be satisfied
〈α · β · γ · δ〉 = (∗)•〈α · β · γ · δ〉
〈α · β · γ · δ〉 = ()•〈α · β · γ · δ〉
〈α · β · γ · δ〉 = ()∗〈α · β · γ · δ〉
〈α · β · γ · δ〉 = ()〈α · β · γ · δ〉  ∈ E
〈(α + θ) · (β + λ) · γ · δ〉 = 〈α · β · γ · δ〉+ 〈θ · λ · v · w〉
〈α · β · (γ + θ) · (δ + λ)〉 = 〈α · β · γ · δ〉+ 〈α · β · θ · λ〉 (4.19)
The extended factor of the inner product can be expressed as the sum of their extended and
imaginary parts like
〈α · β · γ · δ〉 = (α∗)•β•γ∗δ
= (αEk + αI)
∗•(βEk + βI)•(γEk + γI)∗(δEk + δI), (4.20)
where α∗• ≡ (α∗)•. Then, the absolute value of extended number α = xk + y is defined as
|α| = 4
√
〈α · α · α · α〉 (4.21)
and must satisfy the positive-definiteness axiom, which means:
〈α · α · α · α〉 = (xk + y)∗•(xk + y)•(xk + y)∗(xk + y) = |α|4 > 0, ∀x, y ∈ C. (4.22)
From this axiom, we can extract the relations between k∗•, k•, k∗ and k.
By straightforward multiplication, we obtain
|α|4 =|x|4 + k|x|2x∗y + k∗|x|2xy∗ + k∗k|x|2|y|2
+ k•|x|2x∗y + k•k(x∗y)2 + k•k∗|x|2|y|2 + k•k∗k|y|2x∗y
+ k∗•|x|2xy∗ + k∗•k|x|2|y|2 + k∗•k∗(xy∗)2 + k∗•k∗k|y|2xy∗
+ k∗•k•|x|2|y|2 + k∗•k•k|y|2x∗y + k∗•k•k∗|y|2xy∗ + k∗•k•k∗k|y|4. (4.23)
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A convenient way to write the inner product in Eq. 4.23, using definitions 4.14, is:
|α|4 = |x|4 + |y|4 + |x|2|y|2
{
iφ
[
e−iθ(k∗• − k∗) + eiθ(k• − k)
]
+
1
φ
[
e−iθ(k∗• + k∗) + eiθ(k• + k)
]
+ e−2iθk∗•k∗ + e2iθk•k + k•k∗ + k∗•k
}
(4.24)
where φ = |x||y| and θ = θx−θy, being |x|, |y|, θx and θy the absolute values and angles of complex
number x and y respectively.
Positive-definiteness request that equation 4.23
x∗y(|x|2 − i|y|2)k + xy∗(|x|2 − i|y|2)k∗ + x∗y(|x|2 + i|y|2)k• + xy∗(|x|2 + i|y|2)k∗•+
k•k(x∗y)2 + k•k∗|x|2|y|2 + k∗•k|x|2|y|2 + k∗•k∗(xy∗)2 + |x|2|y|2(k•k∗ + k∗•k) = R4, R ∈ R,
(4.25)
or that equation 4.24
iφ
[
e−iθ(k∗• − k∗) + eiθ(k• − k)
]
+
1
φ
[
e−iθ(k∗• + k∗) + eiθ(k• + k)
]
+ e−2iθk∗•k∗ + e2iθk•k + k•k∗ + k∗•k = R, R ∈ R. (4.26)
We consider that the operations k∗ and k• are isomorphisms between the elements in the
Extended domain, meaning
f.X → Y X, Y ∈ E. (4.27)
The extended maps of k are expressed in general form as:
k∗ = z1k + w1
k• = z2k + w2 (4.28)
where zi and wi are complex numbers to be determined. The number k
∗• is then
k∗• = (k∗)• = (z1k + w1)• = z1k• + w1 = z1(z2k + w2) + w1 (4.29)
Equations 4.25 or 4.26, together with the k’s definitions and the relations of Eq.4.14 set
the equations needed to find the values of k• and k∗, or what is the same, to determine the
values of numbers z1, z2, w1, w2 in equation 4.28. Each extended equation results in two complex
equations; one for the extended and other for imaginary part respectively. The equations are
k∗k = i
k∗•k• = i∗
iφ
[
e−iθ(k∗• − k∗) + eiθ(k• − k)
]
+
1
φ
[
e−iθ(k∗• + k∗) + eiθ(k• + k)
]
+ e−2iθk∗•k∗ + e2iθk•k + k•k∗ + k∗•k = R, R ∈ R. (4.30)
k2 is another conjugated map on the extended domain that also needs to be determined. It can
be calculated by substituting k∗ form on the first equation:
k2 = −w1
z1
k +
i
z1
. (4.31)
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The complex numbers z1, z2, w1, w2 are included into the relations 4.30 by substituting
equation 4.28. The finals equations depend only on parameters φ, θ and R like:
(2z1z2w2 − z22w1 + z2w1)k + iz22 + z1w22 + w1w2 + i = 0 (4.32)[
iφe−iθz1(z2 − 1) + iφeiθ(z2 − 1) + e
−iθ
φ
z1(z2 + 1) +
eiθ
φ
(z2 + 1) + e
−2iθ(z21w2 + z1w1)
+ e2iθ(w2 − w1z2
z1
) + 2z1w2 − z2w1 + w1
]
k + iφe−iθz1w2 + iφeiθw2 +
e−iθ
φ
(z1w2 + 2w1)
+
eiθ
φ
w2 + e
−2iθ(iz1z2 + z1w1w2 + w21) + ie
2iθ z2
z1
+ 2iz2 + w1w2 −R = 0 (4.33)
We consider that an extended number is zero if its extended and imaginary part are both nulls.
We obtain then, four equations
2z1z2w2 − z22w1 + z2w1 = 0
iz22 + z1w
2
2 + w1w2 + i = 0
iφe−iθz1(z2 − 1) + iφeiθ(z2 − 1) + e
−iθ
φ
z1(z2 + 1) +
eiθ
φ
(z2 + 1) + e
−2iθ(z21w2 + z1w1)
+ e2iθ(w2 − w1z2
z1
) + 2z1w2 − z2w1 + w1 = 0
iφe−iθz1w2 + iφeiθw2 +
e−iθ
φ
(z1w2 + 2w1) +
eiθ
φ
w2 + e
−2iθ(iz1z2 + z1w1w2 + w21)
+ ie2iθ
z2
z1
+ 2iz2 + w1w2 −R = 0 (4.34)
that are sufficient to compute the unknown quantities z1, z2, w1 and w2. Unfortunately, those
values or, what is the same k∗ and k•, are not so simple to solve. Nevertheless, the fact that we
have two extended or four complex equations and that we have four complex variables, then the
systems is solvable. We are in the presence of a system of equations with a degree 3 that have
three solutions for any combination of φ, θ and R parameters. If we had established different
conditions for the terms of the absolute value, we might obtain more equations than variables
that will turn the solution for the extended maps non-viable.
From our proposition for absolute value of an extended number, we can extract two conclu-
sions:
1. The metric of the proposed space is quartic and have the form
|α|4 = |xk + y|4 = |x|4 + |y|4 +R|x|2|y|2 ∀x, y ∈ C (4.35)
where R is a real number.
2. For an extended number α = xk + y, the maps k∗ = z1k +w1 and k• = z2k +w2 from α∗
and α• respectively, depend on the extended number which the maps modify. Specifically,
the complex values = z1, z2, w1, w2, depend on the ratio between the absolute value
of the extended and imaginary parts of the extended number φ = |x||y| and also on the
difference between the angles of both parts θ = θx − θy, where x and y are the extended
and imaginary parts of the number respectively.
The second conclusion led to some inconsistencies, once we analyse the product between
extended numbers for example:
• According to the definition of the extended unit, k2 will depend on z1 and w1 as shown
in equation 4.31 which depends on the complex conjugate of the number. If that is the
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case then, in the product of two extended numbers (xk + y)(uk + v), what it would be
the number which should consider as the complex conjugated for extract the values z1
and w1?
• The expression k2 is extracted using k∗k = i definition, however, from k∗•k• = i∗, we can
obtain a different relation. What will be then the correct expression to use? Note that if
we force both expressions of k2 to be equal, we will be imposing then constraint to both
maps, k∗ and k•, e.i., one map will depend on the other.
• The last example and maybe the most important is that, because of previous issues, we
cannot find a proper way to define the inner product and the absolute value for extended
complex numbers.
In the next section, we start the study of the algebraic structure of the extended numbers
that we hope help to clarify the above issues.
4.3. Introduction to the extended numbers
In the previous section, we proposed the extension of complex numbers because of the
necessity, from our point of view, of including it as the vector space for developing the quantum
mechanics for n-VMVF systems. We started defining the extended unit as k∗k = i, which came
from an unsolvable equation in the complex field. It is contradictory since the fundamental
theorem of algebra states that the set of complex numbers is algebraically closed for the sum
and multiplication operations, so it should not exist an unsolvable equation for an n-degree
polynomial. Well, there aren’t. The equations obtained from the positive-definiteness axiom
result in algebraic contradictions if we consider only the standard sum and multiplication
operations. However, |x|2 = x∗x = i only appears if the complex conjugate numbers are
included in the polynomial, which, in turn, can be done if others mathematical operations are
added to the standard sum and multiplication: the sum and multiplication with the complex
conjugate. Indeed, from a polynomial like
anx
n + an−1xn−1 + ...+ a2x2 + a1x+ a0 =
∑
n
anx
n = 0 ∀an ∈ C (4.36)
could never be extracted the unsolvable equation used for defining the extended unit k. This
equation without solution can be extracted from a polynomial which includes the operations
addition and multiplication by a complex conjugate such as
a2x
2x∗ + a1x∗ + a′1x+ a0 = 0 ∀an ∈ C. (4.37)
We represent the conjugated sum of two complex numbers a, b as
a⊕ b ≡ a∗ + b = b+ a∗ (4.38)
and the conjugated product as
a b ≡ a∗b = ba∗. (4.39)
A polynomial function that includes the conjugated sum and multiplication will have unsolv-
able equations like xx = xx∗ = −1. Therefore it cannot be considered closed, signalizing the
possibility of expansion without violating the fundamental theorem in algebra. If the complex
field is algebraically represented like
(C,+, ·), (4.40)
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then we are in the presence of a new algebraic structure which can be represented as
(E,+, ·,⊕,) (4.41)
which should be studied with precision. Perhaps, another way to treat this problem is to keep
the standard sum and multiplication as the only operations and add the set of complex numbers
to the algebraic structure like
(E,E∗,+, ·). (4.42)
We present an initial analysis of the extended domain using an structure like 4.41, where new
operations are included.
We must assume the possibility of the the isomorphism depend on the number which is
applied on. However, the definition of the extended unit should keep invariant for all the
extended numbers, and it can be written as
k k ≡ k∗k = i or k = ∗
√
i (4.43)
where we define the conjugated square root, ∗
√
(), of a number x as the operation that results
in a number y such that its product over its complex conjugate is x: y∗y = x. The extended
unit can be defined as the conjugated square root of the imaginary unit i:
k =
∗√
i if k k = k∗k = i. (4.44)
If k∗ = z1k + w1, we obtain
k∗k = i → k2 = −w1
z1
k +
i
z1
(4.45)
where z1, w1 corresponds to the extended and the imaginary parts of the complex conjugated
map of the extended number.
On the other side, the standard product of two extended units k2 = kk must also remain
invariant for all the set of extended numbers. Different from the definition we gave to the
extended unit, the square operation won’t arise from an unsolvable equation as we see before.
Nevertheless, it must be defined for all extended numbers. We define k2 map as:
k2 = z0k + w0 ∀ E. (4.46)
where z0, w0 are two complex numbers which need to be determined in future studies. In this
case, the expression
k∗k = (z1k + w1)k = (z0z1 + w1)k + z1w0 6= i (4.47)
Resuming, within the extended numbers we define not one product but two: the standard
and the conjugated product. Their definitions are
k k = i and k · k = z0k + w0. (4.48)
Being k∗ = z1k + w1, the expressions k2 and k∗k can be related on to the other as showed
before. However, it must be clear that for the standard product the k2 and k∗k operations must
compute as equations 4.46 and 4.47 while for the conjugated product the expression for these
equations are 4.45 and 4.44. The table 2 resumes the different expressions for every case.
As ⊕ and  are a type of sum and multiplication operations respectively; the order of
priority of the operations then is similar. That means that any multiplication is granted a higher
precedence than any type of addition. However, the order of priority between standard and
conjugated operations, being multiplication or addition, should be emphasized with parentheses
( ) or brackets [ ]. We also consider the absence of operator as the standard multiplication.
Lets explicitly show both types of extended products in two extended numbers:
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Table 2: Expressions for k · k and k∗ k for the two defined extended product
· 
k · k z0k + w0 −w1z1 k + iz1
k∗ k (z0z1 + w1)k + z1w0 i
• The standard product of two extended can be computed using the equation 4.46, k2 =
z0k + w0. For the extended numbers α = xk + y and β = uk + v:
αβ = (xk + y)(uk + v) = xuk2 + (xv + yu)k + yv
= xu(z0k + w0) + (xv + yu)k + yv
= (xuz0 + xv + yu)k + xuw0 + yv (4.49)
One of the factors, let’s say α, can be expressed in its complex conjugated form using its
inverse transformation of the map k∗ = z(α)1 k + w
(α)
1 :
k =
1
z
(α)
1
(k∗ − w(α)1 ), (4.50)
where z
(α)
1 , w
(α)
1 are the extended and imaginary part of the extender number 4.47. In this
case, the standard product can be founded using equation 4.47. Substituting equation
4.50 in α = xk + y, we get
xk + y = x
[ 1
z
(α)
1
(k∗ − w(α)1 )
]
+ y =
x
z
(α)
1
k∗ + y − xw
(α)
1
z
(α)
1
. (4.51)
In this case, the product has the form
(xk + y)(uk + v) =
( x
z
(α)
1
k∗ + y − xw
(α)
1
z
(α)
1
)
(uk + v)
xu
z
(α)
1
k∗k +
xv
z
(α)
1
k∗ − xuw
(α)
1
z
(α)
1
k + yuk− xvw
(α)
1
z
(u)
1
+ yv. (4.52)
Substituting equation 4.47
k∗k = (z0z
(α)
1 + w
(α)
1 )k + z
(α)
1 w0,
and k∗ = z(α)1 k + w
(α)
1 , we obtain the same result. In effect,
(xk + y)(uk + v) =
xu
z
(α)
1
[
(z0z
(α)
1 + w
(α)
1 )k + z
(α)
1 w0
]
+ xvk +
xv
z
(α)
1
w
(α)
1 −
xuw
(α)
1
z
(α)
1
k
= + yuk− xvw
(α)
1
z
(α)
1
+ yv
=(xuz0 +
xuw
(α)
1
z
(α)
1
+ xv − xuw
(α)
1
z
(α)
1
+ yu)k + xuw0 +
xvw
(α)
1
z
(α)
1
− xvw
(α)
1
z
(α)
1
+ yv
= (xuz0 + xv + yu)k + xuw0 + yv (4.53)
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• The conjugate product can be computed using the definition k k = i. For the extended
numbers α = xk + y and β = uk + v we have
α β = (xk + y) (uk + v) = x∗uk∗k + x∗vk∗ + y∗uk + y∗v
= x∗ui + x∗v(z(α)1 k + w
(α)
1 ) + y
∗uk + y∗v
= (x∗vz(α)1 + y
∗u)k + x∗ui + x∗vw(α)1 + y
∗v. (4.54)
The expression can be treated as a standard product, only that k∗k and k2 must have the
definitions according to table 2, then
k2 = −w
(α)
1
z
(α)
1
k +
i
z
(α)
1
(4.55)
(xk + y) (uk + v) = (x∗k∗ + y∗)(uk + v)
= (x∗z(α)1 k + x
∗w(α)1 + y
∗)(uk + v)
= x∗uz(α)1 k
2 + (x∗vz(α)1 + x
∗uw(α)1 + y
∗u)k + x∗vw(α)1 + y
∗v
= (x∗vz(α)1 + x
∗uw(α)1 + y
∗u− x∗uw(α)1 )k + x∗vw(α)1 + y∗v + x∗ui
= (x∗vz(α)1 + y
∗u)k + x∗ui + x∗vw(α)1 + y
∗v, (4.56)
obtaining the same result.
The standard and the conjugated sum of two extended number are
α + β = (xk + y) + (xk + y) = (x+ u)k + (y + v) (4.57)
and
α⊕ β = (xk + y)⊕ (uk + v)
= (xk + y)∗ + (uk + v) = (x∗k∗ + y∗) + (uk + v)
=
[
x∗(z(α)1 k + w
(α)
1 ) + y
∗]+ (uk + v) = (x∗z(α)1 k + x∗w(α)1 + y∗) + (uk + v)
= (x∗z(α)1 + u)k + (x
∗w(α)1 + y
∗ + v) (4.58)
respectively.
4.4. Algebraic properties of extended numbers
In Abstract Algebra theory, the classification of any set of numbers on which are defined
the binary operations sum and multiplication are described by the compliance or not of the
following properties:
1. Associativity of addition and multiplication
2. Commutativity of addition and multiplication
3. Existence of additive and multiplicative identity elements
4. Existence of additive inverses and multiplicative inverses
5. Distributivity of multiplication over addition
We start the study of the properties of the standard and conjugated sum and product of the
extended numbers, using the definitions of the standard and the conjugated operations for the
extended numbers and taking into account that values like z0, w0 for the standard multiplication
operation are parameters still to be determined.
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The standard summation “+”
1. Associativity: For all α1 = x1k + y1, α2 = x2k + y2, α3 = x3k + y3 ∈ E then
(α1 + α2) + α3 =
[
(x1k + y1) + (x2k + y2)
]
+ (x2k + y3)
=
[
(x1 + x2)k + (y1 + y2)
]
+ (x2k + y3)
= (x1 + x2 + x3)k + (y1 + y2 + y3) = x1k + y1 +
[
(x2 + x3)k + (y2 + y3)
]
= α1 + (α2 + α3) (4.59)
2. Commutativity For all α1 = x1k + y1, α2 = x2k + y2 ∈ E then
α1 + α2 = (x1 + x2)k + (y1 + y2) = α2 + α1 ∀α1, α2 ∈ E (4.60)
3. Existence of additive identity element 0E in E such that
α + 0E = (x+ 0)k + (y + 0) = 0E + α = α (4.61)
4. Existence of additive inverse such that for every α ∈ E, there exists an element −α ∈ E,
such that α + (−α) = 0. If α = xk + y then −α = −xk− y. It can be verified that
yk + y + (−xk− y) = (x− x)k + (y − y) = 0. (4.62)
The standard product “·”
1. Associativity:
Standard product is associative if the extended numbers α1, α2, α3 ∈ E satisfy
α1(α2α3) = (α1α2)α3. (4.63)
Being α1 = x1k + y1, α2 = x2k + y2 and α3 = x3k + y3. The left member of the above
equation is
(x1k + y1)
[
(x2k + y2)(x3k + y3)
]
= (x1k + y1)
[
(x2x3z0 + x2y3 + y2x3)k + x2x3w0 + y2y3
]
= (x1x2x3z0 + x1x2y3 + x1y2x3)k
2 + (x1x2x3w0 + x1y2y3 + y1x2x3z0 + y1x2y3 + y1y2x3)k
+ y1x2x3w0 + y1y2y3
=
[
x1x2x3z
2
0 + (x1x2y3 + x1y2x3 + y1x2x3)z0 + x1x2x3w0 + x1y2y3 + y1x2y3 + y1y2x3
]
k
+ x1x2x3w0z0 + (x1x2y3 + x1y2x3 + y1x2x3)w0 + y1y2y3. (4.64)
The right member of the axiomatic equation is[
(x1k + y1)(x2k + y2)
]
(x3k + y3) =
[
(x1x2z0 + x1y2 + y1x2)k + x1x2w0 + y1y2
]
(x3k + y3)
= (x1x2x3z0 + x1y2x3 + y1x2x3)k
2 + (x1x2y3z0 + x1y2y3 + y1x2y3 + x1x2x3w0 + y1y2x3)k
+ x1x2y3w0 + y1y2y3
=
[
x1x2x3z
2
0 + (x1x2y3 + x1y2x3 + y1x2x3)z0 + x1x2x3w0 + x1y2y3 + y1x2y3 + y1y2x3
]
k
+ x1x2x3w0z0 + (x1x2y3 + x1y2x3 + y1x2x3)w0 + y1y2y3. (4.65)
which is the same result of above.
2. Distributivity of the standard multiplication over the standard addition
The standard extended inner product is distributive over the standard addition if for all
α1, α2, α3 ∈ E it is satisfied the relation
α1(α2 + α3) = α1α2 + α1α3. (4.66)
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If the numbers αi = xik + yi, for all i = 1, 2, the right member of the preposition is
α1(α2 + α3) = (x1k + y1)
[
(x2k + y2) + (x3k + y3)
]
= (x1 + ky1)
[
(x2 + x3)k + y2 + y3)
]
=
[
x1(x2 + x3)z0 + x1(y2 + y3) + y1(x2 + x3)
]
k + x1(x2 + x3)w0
+ y1(y2 + y3)
=
[
(x1x2z0 + x1y2 + y1x2)k + x1x2w0 + y1y2
]
+
[
(x1x3z0 + x1y3 + y1x3)k
+ x1x3w0 + y1y3
]
= (x1k + y1)(x2k + y2) + (x1k + y1)(x3k + y3) = α1α2 + α1α3, (4.67)
as stated before.
3. Commutativity:
The standard extended product is commutative if relation α1α2 = α2α1 is satisfied for all
α1, α2 ∈ E. Substituting numbers αi = xik + yi, for all i = 1, 2, standard product has the
form:
α1α2 = (x1k + y1)(x2k + y2) = (x1x2z0 + x1y2 + x2y1)k + x1x2w0 + y1y2
= (x2k + y2)(x1k + y1) = α2α1 (4.68)
4. Zero-product property
In algebra, the zero-product property states that the product of two nonzero elements is
nonzero. In other words, if:
αβ = 0, only if α = 0 or β = 0. (4.69)
The standard product of these two extended numbers, where α = xk + y and β = uk + v,
show the existence of nontrivial zero divisors on the standard product. Setting zero the
standard product of two extended numbers we have
αβ = (xk + y)(uk + v) =
[
x(uz0 + v) + yu
]
k + xuw0 + yv = 0 (4.70)
which led to two complex equations
x(uz0 + v) + yu = 0, xuw0 + yv = 0 (4.71)
Without lost generality, we can analyze this set of equations for different cases of β
number:
(a) u = 0, v 6= 0. In this case, the equations are
xv = 0, yv = 0 (4.72)
which its satisfied if x = y = 0.
(b) u 6= 0, v = 0. In this case, the equation 4.71 take the form
(xz0 + y)u = 0, xuw0 = 0 (4.73)
which its satisfied if x = y = 0, for w0 6= 0. If w0 = 0 then a nontrivial root from
the equation xz0 + y = 0 is included.
(c) u 6= 0, v 6= 0. In this case, multiplying first equation 4.71 by v, the second one by u
and subtracting one from the other we obtain
x(v2 + uvz0 − u2w0) = 0, (4.74)
which introduce the nontrivial root coming from the equation:
v2 + uvz0 − u2w0 = 0 (4.75)
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5. Existence of multiplicative identity element:
For every α ∈ E, exist a number 1E ≡ 1 in E such that
α 1E = 1E α = α (4.76)
On the other side, the conjugate sum nor product is not associative, commutative and have
no additive identity nor inverse element. The following discussion is referred to extended num-
bers whose maps are defined. That means we exclude purely extended and complex numbers.
For these cases, we should proceed using the extended unit definition.
The conjugated sum “⊕”
1. Associativity
The associativity property implies that
(α1 ⊕ α2)⊕ α3 = α1 ⊕ (α2 ⊕ α3). (4.77)
The left member of the last relation
(α1 ⊕ α2)⊕ α3 =
[
(x1k + y1)⊕ (x2k + y2)
]⊕ (x3k + y3)
=
[
(x∗1z
(α1)
1 + x2)k + x
∗
1w
(α1)
1 + y
∗
1 + y2
]⊕ (x3k + y3)
=
[
(x1z
∗(α1)
1 + x
∗
2)z
(α1⊕α2)
1 + x3
]
k + (x1z
∗(α1)
1 + x
∗
2)w
(α1⊕α2)
1 + x
∗
1w
(α1)
1 + y
∗
1 + y2
(4.78)
is not equal to the right member since
α1 ⊕ (α2 ⊕ α3) = (x1k + y1)⊕
[
(x2k + y2)⊕ (x3k + y3)
]
= (x1k + y1)⊕
[
(x∗2z
(α2)
1 + x3)k + x
∗
2w
(α2)
1 + y
∗
2 + y3
]
=
[
x∗1z
(α1)
1 + x
∗
2z
(α2)
1 + x3
]
k + x∗1w
(α1)
1 + x
∗
2w
(α2)
1 + y
∗
1 + y
∗
2 + y3 (4.79)
2. Commutativity
The expression
α1 ⊕ α2 = (x1k + y1)⊕ (x2k + y2)
=
[
x∗1z
(α1)
1 + x2
]
k + x∗1w
(α1)
1 + y
∗
1 + y2 (4.80)
while
α2 ⊕ α1 = (x2k + y2)⊕ (x1k + y1)
=
[
x1 + x
∗
2z
(α2)
1
]
k + x∗2w
(α2)
1 + y1 + y
∗
2, (4.81)
which means that the conjugated sum doesn’t satisfy the commutative property.
3. There is no conjugated additive identity element 0E in E because
0E ⊕ α = xk + y = α (4.82)
while
α⊕ 0E = x∗z(α)1 k + x∗w(α)1 + y 6= α (4.83)
4. The conjugated additive inverse element also doesn’t exist. That can be probed by straight
substitution but also by noting that the property won’t be satisfied if the conjugated sum
is non-commutative.
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The conjugate product “”
1. Associativity
The associativity property implies that
α1  (α2  α3) = (α1  α2) α3. (4.84)
Computing the left member we have
α1  (α2  α3) = (x1k + y1)
[
(x2k + y2) (x3k + y3)
]
= (x1k + y1)
[
(x∗2y3z
(α2)
1 + x3y
∗
2)k + ix
∗
2x3 + x
∗
2y3w
(α2)
1 + y
∗
2y3
]
=
[
x∗1(ix
∗
2x3 + x
∗
2y3w
(α2)
1 + y
∗
2y3)z
(α1)
1 + y
∗
1(x
∗
2y3z
(α2)
1 + x3y
∗
2)
]
k
+ ix∗1(x
∗
2y3z
(α2)
1 + x3y
∗
2) + x
∗
1(ix
∗
2x3 + x
∗
2y3w
(α2)
1 + y
∗
2y3)w
(α1)
1
+ y∗1(ix
∗
2x3 + x
∗
2y3w
(α2)
1 + y
∗
2y3)
=
[
ix∗1x
∗
2x3z
(α1)
1 + x
∗
1x
∗
2y3z
(α1)
1 w
(α2)
1 + x
∗
1y
∗
2y3z
(α1)
1 + x
∗
2y
∗
1y3z
(α2)
1 + x3y
∗
1y
∗
2
]
k
+ x∗1x
∗
2y3z
(α2)
1 + x
∗
1x3y
∗
2 + x
∗
1ix
∗
2x3w
(α1)
1 + x
∗
1x
∗
2y3w
(α1)
1 w
(α2)
1 + x
∗
1y
∗
2y3w
(α1)
1
+ ix∗2x3y
∗
1 + x
∗
2y
∗
1y3w
(α2)
1 + y
∗
1y
∗
2y3. (4.85)
while the computation of the right member is
(α1  α2) α3 =
[
(x1k + y1) (x2k + y2)
] (x3k + y3)
=
[
(x∗1y2z
(α1)
1 + x2y
∗
1)k + ix
∗
1x2 + x
∗
1y2w
(α1)
1 + y
∗
1y2
] (x3k + y3)
=
[
(x∗1y2z
(α1)
1 + x2y
∗
1)
∗y3z
(α1α2)
1 + (ix
∗
1x2 + x
∗
1y2w
(α1)
1 + y
∗
1y2)
∗x3
]
k
+ i(x∗1y2z
(α1)
1 + x2y
∗
1)
∗x3 + (x∗1y2z
(α1)
1 + x2y
∗
1)
∗y3w
(α1α2)
1
+ (ix∗1x2 + x
∗
1y2w
(α1)
1 + y
∗
1y2)
∗y3
=
[
x1y
∗
2y3z
∗(α1)
1 z
(α1α2)
1 + x
∗
2y1y3z
(α1α2)
1 − ix1x∗2x3 + x1x3y∗2w∗(α1)1 + x3y1y∗2
]
k
+ ix1x3y
∗
2z
∗(α1)
1 + ix
∗
2x3y1 + x1y
∗
2y3z
∗(α1)
1 w
(α1α2)
1 + x
∗
2y1y3w
(α1α2)
1
ix1x
∗
2y3 + x1y
∗
2y3w
∗(α1)
1 + y1y
∗
2y3, (4.86)
showing that
α1  (α2  α3) 6= (α1  α2) α3, (4.87)
or what is the same, it not comply with the associative property.
2. Commutativity
The commutative property, α1  α2 = α2  α1, ∀α1, α2 ∈ E is not satisfied. For numbers
αi = xik + yi, where i = 1, 2, we have:
α1  α2 = (x∗1y2z(α1)1 + x2y∗1)k + x∗1y2w(α1)1 + ix∗1x2 + y∗1y2 (4.88)
while
α2  α1 = (x∗2y1z(α2)1 + x1y∗2)k + x∗2y1w(α2)1 + ix∗2x1 + y1y∗2 (4.89)
Due to the noncommutative property of the conjugated product, it’s convenient to specify
the order of the conjugated multiplication. Then, we can assume that the left conjugate
multiplication of an extended number α by other extended β stands for α β, while the
right multiplication of α by β means β  α.
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3. Distributivity of the conjugated multiplication over the standard addition
We study the distributive property for the right and left conjugated multiplication of the
standard sum. In the first case, this property is satisfied if:
α1  (α2 + α3) = α1  α2 + α1  α3. (4.90)
Computing the left member we have
α1  (α2 + α3) = (x1k + y1)
[
(x2k + y2) + (x3k + y3)
]
=
[
x∗1(y2 + y3)z
(α1)
1 + (x2 + x3)y
∗
1
]
k + x∗1(y2 + y3)w
(α1)
1 + ix
∗
1(x2 + x3) + y
∗
1(y2 + y3)
=
[
x∗1y2z
(α1)
1 + x2y
∗
1
]
k + x∗1y2w
(α1)
1 + ix
∗
1x2 + y
∗
1y2
+
[
x∗1y3z
(α1)
1 + x3y
∗
1
]
k + x∗1y3w
(α1)
1 + ix
∗
1x3 + y
∗
1y3
= α1  α2 + α1  α3, (4.91)
showing that the right conjugated product is distributive. Instead, we can’t arrive at
the same conclusion for the left conjugated multiplication of the sum. The distributivity
property for the left conjugated multiplication of the sum is verified if:
(α1 + α2) α3 = α1  α3 + α2  α3. (4.92)
The left member of previous expression
(α1 + α2) α3 =
[
(x1k + y1) + (x2k + y2)
] (x3k + y3)
=
[
(x1 + x2)k + (y1 + y2)
] (x3k + y3)]
=
[
(x∗1 + x
∗
2)y3z
(α1+α2)
1 + x3(y
∗
1 + y
∗
2)
]
k + (x∗1 + x
∗
2)y3w
(α1+α2)
1
+ i(x∗1 + x
∗
2)x3 + (y
∗
1 + y
∗
2)y3 (4.93)
is different from the right’s
α1  α3 + α2  α3 = (x1k + y1) (x3k + y3) + (x2k + y2) (x3k + y3)
=
[
(x∗1z
(α1)
1 + x
∗
2z
(α2)
1 )y3 + x3(y
∗
1 + y
∗
2)
]
k + (x∗1w
(α1)
1 + x
∗
2w
(α2)
1 )y3
+ i(x∗1 + x
∗
2)x3 + (y
∗
1 + y
∗
2)y3. (4.94)
The distributive property is then satisfied if :
D(α1+α2)(α1, α2, α3) ≡
[
(x∗1 + x
∗
2)y3z
(α1+α2)
1 − (x∗1z(α1)1 + x∗2z(α2)1 )y3
]
k+
(x∗1 + x
∗
2)y3w
(α1+α2)
1 − (x∗1w(α1)1 + x∗2w(α2)1 )y3 = 0 (4.95)
is zero. The function D(α1+α2)(α1, α2, α3) measure the magnitude of the differences of
between the factors of the maps. Subtracting the explicit product of both members, the
distribution law can be expressed as:
(α1 + α2) α3 = α1  α3 + α2  α3 +D(α1+α2)(α1, α2, α3). (4.96)
The function D(α1+α2)(α1, α2, α3) is null if
• the maps for α1 and α2 numbers satisfy:
z
(α1)
1 = z
(α2)
1 = z
(α1+α2)
1 , w
(α1)
1 = w
(α2)
1 = w
(α1+α2)
1 (4.97)
• α1 and α2 are both pure complex numbers, e.i. x1 = x2 = 0
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• α3 is a pure complex numbers, e.i. y3 = 0
It can also be verified that
D(α1+α2)(α1, α2, α3) +D(α1+α2)(α1, α2, α4) = D(α1+α2)(α1, α2, α3 + α4). (4.98)
4. Existence of multiplicative identity element.
If the conjugate product has an identity element 1
(⊕)
E , it must satisfy
α 1(⊕)E = 1(⊕)E  α = α. (4.99)
Just by noting the noncommutative property we can see that such identity element doesn’t
exist.
We don’t attempt in here to classify the set of the extended numbers, however, accord-
ing to Abstract Algebra, they behave like a commutative ring with the existence of nontrivial
zero divisors. We note that, same as extended number, whose satisfy the Associativity, Com-
mutativity and Distributivity axioms for the standard sum and product, the pair α  β will
also satisfy the same properties. That means, for example, that pairs satisfy the distribution
property:
(α1  β1)
[
(α2  β2) + (α3  β3)
]
= (α1  β1)(α2  β2) + (α1  β1)(α3  β3). (4.100)
Also, a product like
(α•1  β•1)(α2  β2) (4.101)
satisfies the the distributive properties
(α•1  β•1)
[
(α2  β2) + (α3  β3)
]
= (α•1  β•1)(α2  β2) + (α•1  β•1)(α3  β3) (4.102)
and [
(α•1  β•1) + (α•2  β•2)
]
(α3  β3) = (α•1  β•1)(α3  β3) + (α•2  β•2)(α3  β3). (4.103)
The properties for quantities (α  β), together with the intuition of the how of the quantum
operator should act over a two-component quantum state for n-VMVF systems, give us a hint
for finding the form of the inner product in the extended domain.
4.5. The extended inner product.
We are now in the position to propose the absolute value for an extended number using the
new operations.
The inner product should be a set of operations applied on four extended numbers, according
the first section of this chapter, and also connected with the two types of products. The most
straightforward possible definitions for the inner product for the extended numbers α, β, γ, δ
are, regardless the order of priority:
1. α• · β• · γ · δ 5. α•  β• · γ · δ
2. α• · β• · γ  δ 6. α•  β• · γ  δ
3. α• · β•  γ · δ 7. α•  β•  γ · δ
4. α• · β•  γ  δ 8. α•  β•  γ  δ, (4.104)
where we include the extended conjugate map ()•.
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Our proposal for the inner product will provide the algebraic structure for defining the
new Hilbert space in which the extension of the quantum mechanic should be based on. The
extended kets should have a bi-dimensional form, indicate that there should exist some pair-
pair symmetry. The cases 1,3,6 and 8 are the only ones who have that kind of symmetry.
Also, the superposition principle points out that the states kets must satisfy the Associativity,
Commutativity and Distributivity properties. In that case, the product operation that relates
the kets should be the standard multiplication. In that case, the only cases remaining is 1 and
6. Our first proposition for the inner product, which results on arithmetical inconsistencies,
was a first case’s type proposition. Also, from the extended unit definition, we see that for the
absolute value of k, we propose the computation in first place of the quantity k∗k.
Based on this weak explanation embedded with intuition and the need to adjust the inner
product to the expected approach for the quantum theory, we propose the definition of the
inner product of the four extended numbers α, β, γ, δ as:
〈α, β, γ, δ〉 ≡ (α•  β•) · (γ  δ). (4.105)
The four power of the absolute value for an extended number α = xk + y can be then written
as:
|α|4 = (α•  α•) · (α α) = (4.106)
=
[
(xk + y)•∗(xk + y)•
] · [(xk + y)∗(xk + y)], ∀x, y ∈ C. (4.107)
for x = 1 and y = 0 we rewrite the first equation for the absolute value of the extended unit,
which we supposed is equal to 1:(
k•  k•)(k k) = 1 (4.108)
It’s also useful to check the expression k•  k• since it set constraints to the map of an
extended number. Indeed, the extended unit definition set this expression equal to i∗. In this
case, we have:
k•  k• = (z2k + w2) (z2k + w2)
= (z1z
∗
2w2 + z2w
∗
2)k + i|z2|2 + z∗2w1w2 + |w2|2 = i∗ (4.109)
which lead to the relations
z1z
∗
2w2 + z2w
∗
2 = 0
i|z2|2 + z∗2w1w2 + |w2|2 = i∗ (4.110)
Following the rules of the standard and conjugated product we have the expression of the
absolute value:
|α|4 =
[
|x|2|y|2(z∗2w1 + w∗2 + z1w2 + z0z1z∗2 + z0z1z2 + z2w1) + |x|2x∗y(iz1z∗2 + i∗z1)
+ |x|2xy∗(iz2 + i∗) + |y|2x∗y(z1z∗2 + z1) + |y|2xy∗(z2 + 1) + (xy∗)2(z0z2 + w2)
+ (x∗y)(z0z21z
∗
2 + 2z1z
∗
2w1 + z1w
∗
2)
]
k + |x|4 + |y|4 + |x|2|y|2(z1z∗2w0 + z1z2w0
+ w1w2) + |x|2x∗y(iz22w1 + iw∗2 + i∗w1) + |x|2xy∗(iw2) + |y|2xy∗(w2)
+ |y|2x∗y(z∗2w1 + w∗2 + w1) + (x∗y2)(z∗2w21 + w1w∗2 + z21z∗2w0) + (xy∗)2(z2w0)
(4.111)
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where relations 4.110 replace some expressions to easy the final form of the absolute value.
Similar to the first proposal, we group addends using the parameters φ = |x||y| and θ = θx − θy.
Using these parameters, the following terms have the form:
(x∗y)2 = |x|2|y|2e−2iθ
(xy∗)2 = |x|2|y|2e2iθ
|x|2x∗y = |x|2|y|2φe−iθ
|x|2xy∗ = |x|2|y|2φeiθ
|y|2x∗y = |x|2|y|2φ−e−iθ
|y|2xy∗ = |x|2|y|2φ−eiθ (4.112)
The positive-definiteness condition of the absolute value state that the extended part of the
extended equation 4.111 must be zero and the imaginary part must be real and greater than
zero. Substituting relations 4.112 into equations 4.111, extracting the common factor |x|2|y|2
and putting together with relations 4.110 we have the final set of four complex equations for
obtaining the four z1, z2, w1, w2 values, which characterize the maps of every extended number:
1. z1z
∗
2w2 + z2w
∗
2 = 0
2. i|z2|2 + z∗2w1w2 + |w2|2 = i∗
3. z∗2w1 + w
∗
2 + z1w2 + z0z1z
∗
2 + z0z1z2 + z2w1 + φe
−iθ(iz1z∗2 + i
∗z1)
+ φeiθ(iz2 + i
∗) + φ−e−iθ(z1z∗2 + z1) + φ
−eiθ(z2 + 1) + e2iθ(z0z2 + w2)
+ e−2iθ(z0z21z
∗
2 + 2z1z
∗
2w1 + z1w
∗
2) = 0
4. z1z
∗
2w0 + z1z2w0 + w1w2 + φe
−iθ(iz22w1 + iw
∗
2 + i
∗w1) + φeiθ(iw2) + φ−eiθ(w2)
+ φ−e−iθ(z∗2w1 + w
∗
2 + w1) + e
−2iθ(z∗2w
2
1 + w1w
∗
2 + z
2
1z
∗
2w0) + e
2iθ(z2w0) = R (4.113)
where R is a real non-negative number. The expression of the four power of the absolute value
of extended numbers is then:
|α|4 = (α•  α•) · (α α) = |x|4 + |y|4 +R|x|2|y|2 (4.114)
whose maps are determined by equations 4.113, which depend on the parameters φ, θ and R.
We deliberately set the complex map of the number α• equal to the complex map of the
extended number α e.i, z
(α)
1 = z
(α•)
1 and w
(α)
1 = w
(α•)
1 , as used in equation 4.109. This is not
correct since there is no way to know now the complex map of the number α• without involve
another set of equations like 4.113 for the number α•, which includes another set of equations
for the other complex map for the number (α•)•. This continuous loop will finally over when we
find a complex map which corresponds to the original α•. A priori, we can say no further about
this, until a more in-depth analysis is performed, which possibly change the set of equations to
determine the map for every extended number correctly. However, we can conduct an initial
study of extended number and its maps ()•, ()∗ depending on quantities φ, θ, parameter R and
on values z0, w0 which define the form for the standard product. The search of parameters z0, w0
can help to minimize the numbers of equations 4.113. The parameter R will be determined in
next sections using a different approach. We even should consider the possibility of replacing
our definition of the extended unit to a more general definition k = ∗
√
z, z ∈ C, z 6= ±1 in
order to also reduce the complexity of the equations needed to obtain the maps k∗, k•.
4.6. The R-parameter
The real parameter R can be founded using the isotropic property for linear spaces. The
set of extended complex numbers E, i.e., numbers that can be written as a+ ib+kc+ ikd where
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a, b, c, d ∈ R form a four-dimensional vector space over the real’s whose length is the absolute
value of the number. The isotropic property states that the length of a vector remains invariant
under an axis rotation. If we look at the complex vector space, all numbers laying on the same
centered circle as, for example, the complex number z = a + ib, have the same absolute value,
equal to |z| = √a2 + b2. Some of this numbers laying on the sphere are z1 = a+ib, z2 = −a+ib,
z3 = a− ib, z4 = −a− ib, z5 = b+ ia, z6 = −b+ ia, z7 = b− ia and z8 = −b− ia.
The absolute value of extended number α = a + ib + kc + ikd, where a, b, c, d ∈ R must,
then, remain constant when the axis is rotated, which means that numbers:
α1 = ±a± ib± kc± ikd
α2 = ±b± ic± kd± ika
α3 = ±c± id± ka± ikb
α4 = ±d± ia± kb± ikc
should have same absolute value as α.
The proposed absolute value for an extended number raised to the fourth power, as shown
in equations 4.114, is
|α|4 = |x|4 + |y|4 +R|x|2|y|2 x, y ∈ C and R ∈ R, R ≥ 0 (4.115)
being x and y the extended and imaginary part of the extended number. If we substitute
x = ai + b and y = ci + d, being a, b, c, d ∈ R, we have
|α|4 =(a2 + b2)2 + (c2 + d2)2 +R(a2 + b2)(c2 + d2)
=a4 + b4 + c4 + d4 + 2a2b2 + 2c2d2 +R(a2c2 + a2d2 + b2c2 + b2d2). (4.116)
R = 2 is the only possible value for the absolute value
|α|4 = a4 + b4 + c4 + d4 + 2(a2b2 + a2c2 + a2d2 + b2c2 + b2d2 + c2d2), (4.117)
remain constant under any permutation of a, b, c, d with any combination of ± sign.
The final form for the absolute value of an extended number α = xk + y is then
|α|4 = |x|4 + |y|4 + 2|x|2|y|2. (4.118)
4.7. Division between extended numbers
In the complex numbers domain, the division of two complex numbers can be accomplished
by multiplying the numerator and denominator by the complex conjugate of the denominator.
To do a similar procedure for the division between extended numbers, we must review first the
existences of extraneous and missing solutions when the same factor multiplies both members of
an extended equation. The extraneous solution (or spurious solution) emerges from the process
of solving the problem while a missing solution is a valid solution that of the original problem,
but disappeared along with the solution. In this case, we study the necessity and sufficiency of
the equality of an extended equation, before and after the multiplication, in the standard and
conjugated way, of both members of the equation by the same factor.
Let us consider the extended equation
α = β ∀ α, β ∈ E. (4.119)
If we multiply both members of the equation 4.119 by a third extended factor γ, will the equality
of the new equation still hold? And if it does, would it introduce or eliminate solutions to the
original equations?
Let us analyze different cases:
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• The standard multiplication of both members by an extended number
αγ
?
= βγ ∀ α, β, γ ∈ E (4.120)
The equation α = β means that their extended and imaginary parts are equals respectively
like αE = βE and αI = βI . The members of the equation 4.120 have the form:
αγ =
(
αEγEz0 + αEγI + αIγE
)
k + αEγEw0 + αIγI
βγ =
(
βEγEz0 + βEγI + βIγE
)
k + βEγEw0 + βIγI , (4.121)
which led to the equations
(αE − βE)(γEz0 + γI) + (αI − βI)γE = 0
(αE − βE)γEw0 + (αI − βI)γI = 0. (4.122)
If αE = βE and αI = βI , the sufficiency of the statement is probed. However, the necessity
or the inverted proposition is not true. Indeed, from equations 4.122 we cannot extract
the initial equality α = β, and that is because of the appearances of extraneous solutions.
Multiplying first complex equation of 4.122 by γI , the second by γE and subtract one
equation from another we obtain:
(αE − βE)(γ2I + γEγIz0 − γ2Ew0) = 0, (4.123)
which indicate the presence of a new solution related to the case
γ2I + γEγIz0 − γ2Ew0 = 0. (4.124)
The necessity can be easily probed for some specific cases like (∀ γE = 0, γI 6= 0) or
(∀ γE 6= 0, γI = 0, w0 6= 0).
• The left conjugated multiplication of an extended number,
γ  α ?= γ  β, (4.125)
the equation for every member are
γ  α = (γ∗EαIz(γ)1 + γ∗IαE)k + γ∗EαIw(γ)1 + iγ∗EαE + γ∗IαI
γ  β = (γ∗EβIz(γ)1 + γ∗IβE)k + γ∗EβIw(γ)1 + iγ∗EβE + γ∗IβI . (4.126)
Grouping the extended and imaginary part and setting equal to zero, we have
γ∗Ez
(γ)
1 (αI − βI) + γ∗I (αE − βE) = 0
(γ∗Ew
(γ)
1 + γ
∗
I )(αI − βI) + iγ∗E(αE − βE) = 0 (4.127)
which probe the sufficiency of the statement. After multiplying first complex equation
by Equation 4.127, the second by γ∗I and subtract one equation from another,led to the
equation[
(γ∗I )
2 + γ∗Eγ
∗
Iw
(γ)
1 − i(γ∗E)2z(γ)1
]
(αI − βI) = 0 (4.128)
which shows the inclusion of a new solution from the extended number γ that satisfy the
equation
(γ∗I )
2 + γ∗Eγ
∗
Iw
(γ)
1 − i(γ∗E)2z(γ)1 = 0 (4.129)
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• The right conjugated multiplication of an extended number,
α γ ?= β  γ, (4.130)
led to equations:
(α∗Ez
(α)
1 − β∗Ez(β)1 )γI + (α∗I − β∗I )γE = 0
(α∗Ew
(α)
1 − β∗Ew(β)1 + α∗I − β∗I )γI + i(α∗E − β∗E)γE = 0. (4.131)
In this case, the sufficiency of the statement can be verified because if numbers α, β
are equals then also their maps. However, while the necessity in the previous case of
left conjugated multiplication was verified taking in account the presence of extraneous
solutions, in this case, we can not verify the necessity due to the impossibility of factorizing
the terms with z1 and w1.
We can define now the division between extended numbers. Our first proposal is similar
to the division between complex numbers which is done by multiplying the numerator and
denominator by the extended complex conjugates of the denominator. Follow this reasoning;
our initial proposition is first, conjugately left multiply both numerator and denominator by
the number like (α α) and then standard multiply by the expression α•  α• like
λ
α
=
(α λ)
(α α) =
(α λ) · (α•  α•)
(α α) · (α•  α•) =
(α λ) · (α•  α•)
|α|4 . (4.132)
This proposal is incorrect because we cannot obtain α with an inverse process from the num-
ber resulting from the division. That means that we cannot get the former number by any
multiplication:
λ
α
α = α (α λ) · (α
•  α•)
|α|4 6= λ or
λ
α
·α = α · (α λ) · (α
•  α•)
|α|4 6= λ (4.133)
In that case, we propose the standard multiplication of both numerator and denominator by the
expression ( ∗
√
α)•( ∗√α)• where we remember that the conjugated root is the inverse operation
of the conjugated product. Indeed, any extended number can be expressed as the conjugated
product of its conjugated root like α = ∗
√
α  ∗√α. The new proposal for the division between
extended numbers is then:
λ
α
=
λ
( ∗
√
α ∗√α) =
λ · [( ∗√α)•  ( ∗√α)•]
[ ∗
√
α ∗√α] · [( ∗√α)•  ( ∗√α)•] =
λ · [( ∗√α)•  ( ∗√α)•]
| ∗√α|4 . (4.134)
Now we can verify that:
λ
α
· α = α · λ · [(
∗√α)•  ( ∗√α)•]
| ∗√α|4 =
λ( ∗
√
α ∗√α) · [( ∗√α)•  ( ∗√α)•]
| ∗√α|4 =
λ| ∗√α|4
| ∗√α|4 = λ (4.135)
For λ = 1 we can probe the existence of multiplicative inverse α− as one of the properties
that the extended numbers satisfy. The multiplicative inverse have the form
α− =
1
α
=
1
( ∗
√
α ∗√α) =
[( ∗
√
α)•  ( ∗√α)•]
[ ∗
√
α ∗√α] · [( ∗√α)•  ( ∗√α)•] =
[( ∗
√
α)•  ( ∗√α)•]
| ∗√α|4 (4.136)
There is another possibility for the division between extended numbers since we can also
define the extended conjugated root •
√
α as the inverse operation of the conjugated product of
the ()•-map like
α = ( •
√
α)•  ( •√α)•. (4.137)
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In this case, we can propose other division like
λ
α
=
λ
( •
√
α)•  ( •√α)• =
λ · [ •√α •√α]
[ •
√
α •√α] · [( •√α)•  ( •√α)•] =
λ · [ •√α •√α]
| •√α|4 (4.138)
and the inverse like
α− =
[ •
√
α •√α]
| •√α|4 (4.139)
Rest now to interpret the double existence of two division operation and with it, the existence
of two inverse for every extended number.
4.8. Extended domain properties. Absolute value.
The dependency of the maps k2, k∗ and k• on parameters φ, θ and R, provide the extended
domain with some properties:
• The absolute value raised to the fourth power of an extended number is:
〈α, α, α, α〉 = |x|4 + |y|4 + 2|x|2|y|2 x, y ∈ C, (4.140)
and the absolute value is defined as:
|α| = 4
√
|x|4 + |y|4 + 2|x|2|y|2. (4.141)
• The absolute value of an extended number is zero only if the extended and the imaginary
part of the number are also zero.
• It is straightforward to probe the property of the extended numbers that:
(cα)∗ = c∗α∗ and (cα)• = cα• ∀ c ∈ C, α ∈ E.
• The relations for obtaining the extended and conjugated maps for pure extended and
pure complex numbers result in undetermined values for numbers z1, z2, w1 and w2. This
is because of the dependency of equations 4.34 on the quantities φ and φ−, whose values
turns zero or infinity for |x| and/or |y| being zero. However, both cases are trivial, since
taking α = xk + y, for y = 0 we have
xk xk = |x|2i and [(xk)•  (xk)•][(xk) (xk)] = |x|4, (4.142)
while for x = 0, we have the typical operations between complex numbers .
• The extended numbers α ≡ xk + y and cα = c(xk + y) c ∈ C have equals values of θ and
φ. From their definitions we have:
φcα =
|cx|
|cy|
|c||x|
|c||y| =
|x|
|y| ≡ φα θcα = (θx + θc)− (θy + θc) = θx − θy ≡ θα. (4.143)
• From the expression of the absolute value in Eq. 4.114 and the invariant character of θ
and φ for extended numbers number α and cα where c ∈ C, as shown in Eq. 4.143, the
absolute value of cα have the expression:
|cα| = 4
√
[(cα•) (cα•)] · [(cα cα)]
= 4
√
c∗c c∗c[(α•  α• · (α α)]
= 4
√
|c|4[(α•  α• · (α α)]
=|c||α| (4.144)
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• In general, we have
(α + β)• 6= α• + β•
(α + β)∗ 6= α∗ + β∗ (4.145)
and
(αβ)• 6= α•β•
(αβ)∗ 6= α∗β∗. (4.146)
However, we can find the conditions for the members of these equations are equal. Ex-
panding the numbers as α = αEk+αI and β = βEk+βI and substituting in every member
of the equations, we obtain for each case, the equations for the condition being satisfied.
(αβ)• ?= α•β•
Both members of the equation have the form
[(αEk + αI)(βEk + βI)]
• =
[
(αEβEz0 + αEβI + αIβE)z
(αβ)
2
]
k
+ (αEβEz0 + αEβI + αIβE)w
(αβ)
2 + αEβEw0 + αIβI
(αEk + αI)
•(βEk + βI)• =
[
αEz
(α)
2 βEz
(β)
2 z0 + αEz
(α)
2 βEw
(β)
2 + αEz
(α)
2 βI
+ αEw
(α)
2 βEz
(β)
2 + αIβEz
(β)
2
]
k + αEz
(α)
2 βEz
(β)
2 w0 + αEw
(α)
2 βEw
(β)
2
+ αEw
(α)
2 βI + αIβEw
(β)
2 + αIβI . (4.147)
Setting the extended and imaginary parts equals, we obtain that the relation (αβ)• =
α•β• holds if:
(αEβEz0 + αEβI + αIβE)z
(αβ)
2 = αEz
(α)
2 βEz
(β)
2 z0 + αEz
(α)
2 βEw
(β)
2 + αEz
(α)
2 βI
+ αEw
(α)
2 βEz
(β)
2 + αIβEz
(β)
2
(αEβEz0 + αEβI + αIβE)w
(αβ)
2 + αEβEw0 = +αEz
(α)
2 βEz
(β)
2 w0 + αEw
(α)
2 βEw
(β)
2
+ αEw
(α)
2 βI + αIβEw
(β)
2 (4.148)
(αβ)∗ ?= α∗β∗
The relations needed for the equation holds, are obtained in the same way as before
with some few changes:
(αEβEz0 + αEβI + αIβE)
∗z(αβ)1 = α
∗
Ez
(α)
1 β
∗
Ez
(β)
1 z0 + α
∗
Ez
(α)
1 β
∗
Ew
(β)
1 + α
∗
Ez
(α)
1 β
∗
I
+ αEw
(α)
1 βEz
(β)
1 + αIβEz
(β)
1
(αEβEz0 + αEβI + αIβE)
∗w(αβ)1 + α
∗
Eβ
∗
Ew
∗
0 = +α
∗
Ez
(α)
1 β
∗
Ez
(β)
1 w
∗
0 + α
∗
Ew
(α)
1 β
∗
Ew
(β)
1
+ α∗Ew
(α)
1 β
∗
I + α
∗
Iβ
∗
Ew
(β)
1 (4.149)
The above relations shows the difference between the conjugated map of the product of
two extended numbers and the product of the conjugated maps. It depends on the same
magnitude than the coefficients zi and wi of the product of the factors is different, for
example z
(αβ)
1 , to the same quantities of the product of the factors, z
(α)
1 and z
(β)
1 and also
on the difference between these last factors.
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4.9. Linearity
Linearity is another property that the inner product must satisfied since it is the base
property of the superposition principle. From the algebraic properties of the extended numbers,
specifically those related to the standard product, we found that the complex products α  β
satisfy the distribution and associative property like shown on equation 4.100:
(α1  β1)
[
(α2  β2) + (α3  β3)
]
= (α1  β1)(α2  β2) + (α1  β1)(α3  β3).
and products like Eq.(α•1  β•1)(α2  β2) satisfies the distributive properties of equation 4.102
(α•1  β•1)
[
(α2  β2) + (α3  β3)
]
= (α•1  β•1)(α2  β2) + (α•1  β•1)(α3  β3)
Even when the two-dimensional vector satisfies the property of Linearity, we also study
what conditions the addends of the factors of the inner product should satisfy for the product
remain linear.
For simplicity, we express the inner product of the equation 4.105 in the form of a two-row
matrix[
α γ
β δ
]
≡ (α•  β•) · (γ  δ). (4.150)
The Linearity property of the inner factors imply that:[
α1 + α2 γ
β1 + β2 δ
]
=
[
α1 γ
β1 δ
]
+
[
α2 γ
β2 δ
]
[
α γ1 + γ2
β δ1 + δ2
]
=
[
α γ1
β δ1
]
+
[
α γ2
β δ2
]
(4.151)
and also[
α1 · α2 γ
β1 · β2 δ
]
= (α•1  β•1)
[
α2 γ
β2 δ
]
= (α•2  β•2)
[
α1 γ
β1 δ
]
.[
α γ1 · γ2
β δ1 · δ2
]
= (γ1  δ1)
[
α γ2
β δ2
]
= (γ2  δ2)
[
α γ1
β δ1
]
(4.152)
The relations needed for the linearity axiom of equations 4.151 being satisfied are extracted
using the algebraic properties of the pairs in the inner product for the standard sum and
multiplication operations. Both equations are satisfied then if
(α1 + α2)
•  (β1 + β2)• = α•1  β•1 + α•2  β•2 . (4.153)
and
(γ1 + γ2) (δ1 + δ2) = γ1  δ1 + γ2  δ2 (4.154)
respectively.
Both extended conditions can be expanded into two pure complex conditions by setting
equals the extended and the imaginary part of the explicit multiplication of both members
of each equation. We can also use the properties of the distribution law described before on
equation 4.96 and 4.98. Let’s use those equations in the last case 4.154. For the previous
linearity condition, we have
(γ1 + γ2) (δ1 + δ2) = γ1  δ1 + γ2  δ2 + γ2  δ1 + γ1  δ2
+D(γ1+γ2)(γ1, γ2, δ1 + δ2). (4.155)
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The linearity axiom is then satisfied if
γ2  δ1 + γ1  δ2 +D(γ1+γ2)(γ1, γ2, δ1 + δ2) = 0 (4.156)
The equations 4.152 hold if
(α1 · α2)•  (β1 · β2)• ?= (α•1  β•1)(α•2  β•2) (4.157)
and
(γ1 · γ2) (δ1 · δ2) ?= (γ1  δ1)(γ2  δ2) (4.158)
respectively. By straightforward multiplication and setting the extended and imaginary parts
of the result equals, we get to the conditions for first relations being true
Φ∗EΨIz
(Φ)
1 + Φ
∗
IΨE = ΘEΓEz0 + ΘEΓI + ΘIΓE
iΦ∗EΨE + Φ
∗
EΨIw
(Φ)
1 + Φ
∗
IΨI = ΘEΓEw0 + ΘIΓI (4.159)
where
Φ = (α1 · α2)•, Ψ = (β1 · β2)•, Θ = α•1  β•1 , Γ = α•2  β•2 . (4.160)
The equations of 4.159 are also the conditions for the second relation of 4.152 being correct
with the few changes in the functions Φ, Psi,Θ and Γ like:
Φ = γ1 · γ2, Ψ = δ1 · δ2, Θ = γ1  δ1, Γ = γ2  δ2. (4.161)
We can, same as before, express the equation
(α1 · α2)•  (β1 · β2)• = (α•1  β•1)(α•2  β•2) + F(α1, α2, β1, β2) (4.162)
where
FE(α1, α2, β1, β2) = Φ∗EΨIz(Φ)1 + Φ∗IΨE −ΘEΓEz0 −ΘEΓI −ΘIΓE
FI(α1, α2, β1, β2) = iΦ∗EΨE + Φ∗EΨIw(Φ)1 + Φ∗IΨI −ΘEΓEw0 −ΘIΓI (4.163)
The form of the function F depending on numbers α1, α2, β1 and β2 is quite extensive and is
obtained by the explicit substitution of functions Φ, Psi,Θ and Γ.
Also, because of the properties of extended complex numbers from section 4.8:
(cα)∗ = c∗α∗ and (cα)• = cα• ∀ c ∈ C, α ∈ E.
we have that
(c · α)•  (d · β)• = (c d)(α•  β•) ∀ c, d ∈ C, α, β ∈ E. (4.164)
We see that on the extended domain we can define two different cases for the Linearity
property for inner products. One is applied to the pairs of the complex multiplication of the
extended product, which can be related to a physical entity that satisfies the superposition
principle. On the other side, the inner factors of an inner product, as complex numbers which
satisfy the linearity properties for the standard sum and multiplication, are also related to a
new type of linearity which is constrained to the conditions shown in this section.
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4.10. Conjugate symmetry
The inner product should satisfy the positive definiteness axiom and the linearity property
for the bidimensional vectors over the standard summation and multiplication. Also, a vector
whose upper or downer components is a sum or product of two extended numbers can be divided
into two vectors or factorized as a vector and a scalar under certain conditions. The inner
product space definition is completed with a third axiom known as the conjugate symmetry
property.
In the space of complex vectors, the property of the conjugate symmetry has the form:
〈u, v〉 = 〈v, u〉 ∀ u, v ∈ C (4.165)
where () is referred to the map J : V → V ∗. For real inner product space, the conjugate
symmetry is like
〈u, v〉 = 〈u, v〉 ∀ u, v ∈ R (4.166)
where the map is the identity J : V → V .
Let us see, from our point of view, how can be obtained the form of the map on the complex
space. Applying the linearity axioms we have
〈u, v〉 = u∗v〈1, 1〉 and 〈v, u〉 = v∗u〈1, 1〉. (4.167)
Let us also presume the existence of an, until now, not defined map J : V → V , whose action
over the number u∗v return the former quantity like
v∗u = J(u∗v). (4.168)
Taking into account that 〈1, 1〉 = 1 and replacing the first equation into the second, we have
the equation,
〈v, u〉 = v∗u〈1, 1〉 = J(u∗v)
= J(〈u, v〉). (4.169)
From the properties of the product between complex numbers, we know that the map J : V → V
on equation 4.168 is referred to the complex conjugation operator ()∗.
The extended inner product must be symmetric to its extended conjugated, and its con-
jugated map should be also defined. We apply the later reasoning to the extended complex
numbers. From the linearity axioms we studied before:[
α γ
β δ
]
= (α•  β•) · (γ  δ)
[
1 1
1 1
]
[
γ α
δ β
]
= (γ•  δ•) · (α β)
[
1 1
1 1
]
. (4.170)
We need to find a map that[
α γ
β δ
]
= J
([
γ α
δ β
])
(4.171)
In this case we will have the property
(γ•  δ•) · (α β) = J((α•  β•) · (γ  δ)). (4.172)
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We can represent the map J ≡ ()©• so:[
(α β) · (γ•  δ•)]©• = (α•  β•) · (γ  δ). (4.173)
We suppose that any extended number can be expressed as a standard product of two
complex products like
λ = (α•  β•) · (γ  δ) (4.174)
where α, β, γ, δ are extended numbers. The extended conjugate operator of an extended number
is obtained then, by just setting the ()• map on the factor which do not have it and suppress
it to the ones who do have it, like
λ©• = (α β) · (γ•  δ•). (4.175)
Note also that
(λ©•)©• = λ (4.176)
We call then, the conjugate-symmetry of the extended inner product space by demanding
the relation:[
α γ
β δ
]
=
[
γ α
δ β
]©•
. (4.177)
We can redefine the inner product like:[
α γ
β δ
]
≡ (α•  β•) · (γ  δ)δD
([
α γ
β δ
]
−
[
γ α
δ β
]©•)
(4.178)
where δD is the Delta Dirac function.
One particular expression for any extended number can be written using the roots operator
as the inverse operation for the defined products between extended numbers. We can have
three roots defined:
• the standard square root √α too as the inverse operation for the standard product like
α =
√
α · √α = (√α)2. (4.179)
• the complex conjugated root ∗√α as the inverse operation of the conjugated product
α = ∗
√
α ∗√α. (4.180)
• we can define the extended conjugated root •√α as the inverse operation of the conjugated
product of the ()•-map like
α = ( •
√
α)•  ( •√α)•. (4.181)
Note that •
√
α is not an new type of inverse operation for the complex product since it can be
written as function of the complex conjugated root. We can express any number as
α =
√
α · √α (4.182)
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and express both factors as a complex product of the complex and extended conjugated and
roots respectively as
√
α =
(
•
√√
α
)•

(
•
√√
α
)•
(4.183)
and also
√
α =
(
∗
√√
α
)

(
∗
√√
α
)
. (4.184)
Putting all together, an extended number can be expressed then as
α =
[(
•
√√
α
)•

(
•
√√
α
)•]
·
[(
∗
√√
α
)

(
∗
√√
α
)]
(4.185)
Until a complete study of the extended numbers is performed, we can’t ensure that all numbers
can be expressed like that. Assuming that, the extended conjugate operator of an extended
number expressed on its roots is obtained just putting the ()• map on the factor who don’t
have it and suppress it to the ones who do have it like
α©• =
[(
•
√√
α
)

(
•
√√
α
)]
·
[(
∗
√√
α
)•

(
∗
√√
α
)•]
(4.186)
We can use the previous expression to study the conjugate property for symmetric extended
inner products
α =
[
µ µ
ν ν
]
. (4.187)
If we express this inner product using its extended roots, it can be expressed in the form of
equation 4.185 like
α = (γ•  γ•) · (δ  δ) (4.188)
where
γ =
•
√√
α and δ =
∗
√√
α. (4.189)
The conjugate symmetry imply then
α = α©• or (γ•  γ•) · (δ  δ) = (γ  γ) · (δ•  δ•). (4.190)
According to the standard product properties, the equations 4.182,4.183 and 4.184, also its
satisfied the relation
(γ•  γ•) = ±(δ  δ). (4.191)
For initials calculations, we use the + sign.
We have then two independent extended equations involving two extended variables γ, δ
or four complex equations depending on four complex variables replacing the equation 4.190.
The expression of the extended and imaginary parts of both members of equation 4.190 are
extensive, and we expose them on the appendix Appendix A. We need to find the conditions
for equation 4.190 always hold. One of this case is the trivial solution γE = δE = 0, which has
no use for us. Other is γE = δE = 0 which reduces equations 4.190 to
γ∗IγIδ
∗
IδI = γ
∗
IγIδ
∗
IδI (4.192)
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and
γ∗IγI = δ
∗
IδI (4.193)
respectively. The first equation is an absolute truth and the other set a new condition for all
the extended numbers satisfy the complex conjugated symmetry.
From the expansion of the extended equations, it can be seen that the result are real and
nonnegative like[
α α
β β
]
= γ∗IγIδ
∗
IδI . (4.194)
The previous analysis shows that the absolute values of those roots are equals |γI |2 = |δI |2.
These results are not entirely accurate. That is because, similar to the square root, where
the number has a positive and a negative root like a = ±√(a)2, the complex root also has
different roots whose complex product result on the same number. Indeed, from the complex
product definition, it can be seen that all extended numbers α,−α, iα,−iα are complex root of
the same number since
α α = (−α) (−α) = (iα) (iα) = (−iα) (−iα) (4.195)
in this case, the correct for represent the complex root of a number is
β = ±1±i
∗√α (4.196)
where the symbols ±1±i are referred to one of options +1,−1,+i,−i. The correct form of express-
ing an extended number of its extended and complex roots in substitution of equation 4.185
then is
α = ±1±i
[(
•
√√
α
)•

(
•
√√
α
)•]
·
[(
∗
√√
α
)

(
∗
√√
α
)]
(4.197)
That shows that the symmetric inner product[
α α
β β
]
= (α•  β•) · (α β) = ±1±i(γ•  γ•) · (δ  δ) = ±1±iγ∗IγIδ∗IδI (4.198)
is, in general, a pure complex number.
Also, based on the standard product properties, we see that the symmetric inner product[
α α
β β
]
is different from zero if one root of 4.189
γ =
•
√√√√√[ α α
β β
]
or δ =
∗
√√√√√[ α α
β β
]
(4.199)
is different from zero.
A special case of a symmetric inner product is[
α α
α α
]
, (4.200)
which is equal to the quartic absolute value of number α, and is a real number, which is
consistent with our starting definitions.
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4.11. Associative property of inner products
We study now the expansion of the extended inner product when its internal components or
factors are also expanded. The associative property states that the result of an expression con-
taining two or more occurrences in a row connected by the same associative binary operator, in
this case, the standard sum, don’t change its value by the rearranging of its elements. We study
how the associative property for the inner factors are reflected in the addends decomposition
of inner products.
Resuming, if both of the upper and the bottom components of the inner product are ex-
panded[
α γ
β δ
]
=
[
α
∑
i γi
β
∑
i δi
]
, (4.201)
then what relations should the addends, γi and δi, must satisfy so the inner product are also
expanded like:[
α
∑
i γi
β
∑
i δi
]
=
∑
i
[
α γi
β δi
]
? (4.202)
Also, the expansion of an inner product like:[
α γ1 + γ2 + γ3
β δ1 + δ2 + δ3
]
=
[
α γ1
β δ1
]
+
[
α γ2
β δ2
]
+
[
α γ3
β δ3
]
, (4.203)
would depend on the way how the inner product is expanded? For example, would the final
result of the expansion on equation 4.203 depend on the chosen path like s[
α γ1 + γ2 + γ3
β δ1 + δ2 + δ3
]
=
[
α γ1 + γ2
β δ1 + δ2
]
+
[
α γ3
β δ3
]
=
([
α γ1
β δ1
]
+
[
α γ2
β δ2
])
+
[
α γ3
β δ3
]
=
[
α γ1
β δ1
]
+
[
α γ2
β δ2
]
+
[
α γ3
β δ3
]
(4.204)
, [
α γ1 + γ2 + γ3
β δ1 + δ2 + δ3
]
=
[
α γ1 + γ3
β δ1 + δ3
]
+
[
α γ2
β δ2
]
=
([
α γ1
β δ1
]
+
[
α γ3
β δ3
])
+
[
α γ2
β δ2
]
=
[
α γ1
β δ1
]
+
[
α γ2
β δ2
]
+
[
α γ3
β δ3
]
(4.205)
or [
α γ1 + γ2 + γ3
β δ1 + δ2 + δ3
]
=
[
α γ2 + γ3
β δ2 + δ3
]
+
[
α γ1
β δ1
]
=
([
α γ2
β δ2
]
+
[
α γ3
β δ3
])
+
[
α γ1
β δ1
]
=
[
α γ1
β δ1
]
+
[
α γ2
β δ2
]
+
[
α γ3
β δ3
]
? (4.206)
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According to condition 4.156, the requirements for the first sum expansion case are given
by the equations
(γ1 + γ2) δ3 + γ3  (δ1 + δ2) +D(γ)(γ1 + γ2, γ3, δ)
= γ1  δ3 + γ2  δ3 + γ3  δ1 + γ3  δ2 +D(γ1+γ2)(γ1, γ2, δ3) +D(γ)(γ1 + γ2, γ3, δ)
= 0 (4.207)
where γ = γ1 + γ2 + γ3 and δ = δ1 + δ2 + δ3 while the second step on the first expansion is
possible if
γ1  δ2 + γ2  δ1 +D(γ1+γ2)(γ1, γ2, δ1 + δ2) = 0. (4.208)
Following the same procedure, the second sum expansion case is characterized by the equations
γ1  δ2 + γ2  δ3 + γ2  δ1 + γ3  δ2 +D(γ1+γ3)(γ1, γ3, δ2) +D(γ)(γ1 + γ3, γ2, δ) = 0
γ1  δ3 + γ3  δ1 +D(γ1+γ3)(γ1, γ3, δ1 + δ3) = 0 (4.209)
and the third case are constrained by the equations
γ1  δ2 + γ1  δ3 + γ2  δ1 + γ3  δ1 +D(γ2+γ3)(γ2, γ3, δ1) +D(γ)(γ2 + γ3, γ1, δ) = 0
γ2  δ3 + γ2  δ1 +D(γ2+γ3)(γ2, γ3, δ2 + δ3) = 0. (4.210)
We conclude then that the expansion of inner products on inner products where the inner
factors are the addends of the sum of the factors of the inner product like equation 4.201,
depend on the path or the way of the expansion is carry out. The conditions for each one
depending on the D()(γ, β, δ)’s functions. For example, if all the terms of the series satisfy[
α γi + γj
β δi + δj
]
=
[
α γi
β δi
]
+
[
α γj
β δj
]
(4.211)
and all D()(γ, β, δ) functions are zero for all intermediate expansion; we have then the series
expansion as[
α
∑
i γi
β
∑
i δi
]
=
∑
i
[
α γi
β δi
]
. (4.212)
4.12. Inner commutation
The phenomenology in Physics is strongly related to the algebra of vector space where the
theory is developed on. That is the case of the uncertainty principle, which has no classical
analogue and it is proved to be a consequence of quantum mechanic being developed on a
complex vector space (4).
There is a property for the extended inner products that may, or may not, turn into a
new physical event and its based on the switching between terms of the multiplication of two
inner products. The referred property may look simple, but it can be related to a new type of
physical phenomena for any theory developed on an extended vector space, which cannot be
observed on a theory which vector space is complex, such as the standard quantum mechanic.
We refer this property as the “inner commutative property” of the extended vector space.
The standard multiplication of two extended inner products have the form[
α1 γ1
β1 δ1
] [
α2 γ2
β2 δ2
]
=
[
(α•1  β•1) · (γ1  δ1)
] · [(α•1  β•2) · (γ2  δ2)]
=(α•1  β•1) · (γ1  δ1) · (α•1  β•2) · (γ2  δ2). (4.213)
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From the associativity property of the standard product of extended numbers, it is possible
to rearranged the four terms of the multiplication and get the relation[
α1 γ1
β1 δ1
] [
α2 γ2
β2 δ2
]
=
[
α1 γ2
β1 δ2
] [
α2 γ1
β2 δ1
]
. (4.214)
if the inner product on the right member of the equation is valid; which means they satisfy all
required axioms for extended inner products.
It’s also possible to switch any factor for its equivalent of the other product if the result is
also two valid inner products and the switched terms satisfy some conditions. Let’s assume, for
instance, that the inner products[
α1 γ2
β1 δ1
]
,
[
α2 γ1
β2 δ2
]
,
[
α1 γ1
β1 δ2
]
,
[
α2 γ2
β2 δ1
]
(4.215)
are valid. In this case, we can study under what conditions its possible to switch the inner
factors as[
α1 γ1
β1 δ1
] [
α2 γ2
β2 δ2
]
=
[
α1 γ2
β1 δ1
] [
α2 γ1
β2 δ2
]
(4.216)
or [
α1 γ1
β1 δ1
] [
α2 γ2
β2 δ2
]
=
[
α1 γ1
β1 δ2
] [
α2 γ2
β2 δ1
]
. (4.217)
where terms γ1 ↔ γ2 and δ1 ↔ δ2 have been switched off.
If there is some quantity with a physical meaning, which we can represent as Ψα,β(x
′, x′′),
and is related to the inner product[
x′ α
x′′ β
]
≡ Ψα,β(x′, x′′), (4.218)
then the inner commutation property between two of these quantities can be written as:
Ψα1,β1(x
′, x′′)Ψα2,β2(x
′, x′′) = Ψα1,β2(x
′, x′′)Ψα2,β1(x
′, x′′). (4.219)
For example, if Ψα,β(x
′, x′′) is a wave function depending on variables x′, x′′ and the standard
product of two wave functions is studied, being α1, β1, α2, β2 the quantum numbers which
describe the quantum states, then the property of the inner commutation will algebraically
allow the switching of quantum numbers between states.
The condition for the first statement being true is
(γ1  δ1)(γ2  δ2) = (γ2  δ1)(γ1  δ2). (4.220)
Multiplying left member we have:
(γ1  δ1)(γ2  δ2) =
[(
γ∗1Eδ1Iz
(γ1)
1 + γ
∗
1I
δ1E
)(
γ∗2Eδ2Iz
(γ2)
1 + γ
∗
2I
δ2E
)
z0
+
(
γ∗1Eδ1Iz
(γ1)
1 + γ
∗
1I
δ1E
)(
γ∗2Eδ2Iw
(γ2)
1 + iγ
∗
2E
δ∗2E + γ
∗
2I
δ2I
)
+
(
γ∗1Eδ1Iw
(γ1)
1 + iγ
∗
1E
δ∗1E + γ
∗
1I
δ1I
)(
γ∗2Eδ2Iz
(γ2)
1 + γ
∗
2I
δ2E
)]
k
+
(
γ∗1Eδ1Iz
(γ1)
1 + γ
∗
1I
δ1E
)(
γ∗2Eδ2Iz
(γ2)
1 + γ
∗
2I
δ2E
)
w0(
γ∗1Eδ1Iw
(γ1)
1 + iγ
∗
1E
δ∗1E + γ
∗
1I
δ1I
)(
γ∗2Eδ2Iw
(γ2)
1 + iγ
∗
2E
δ∗2E + γ
∗
2I
δ2I
)
(4.221)
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Explicitly, the extended part of the above equation has the form[
(γ1  δ1)(γ2  δ2)
]
E
= γ∗1Eδ1Iγ
∗
2E
δ2Iz
(γ1)
1 z
(γ2)
1 z0 + γ
∗
1E
δ1Iγ
∗
2I
δ2Ez
(γ1)
1 z0 + γ
∗
1I
δ1Eγ
∗
2E
δ2Iz
(γ2)
1 z0
+ γ∗1Iδ1Eγ
∗
2I
δ2Ez0 + γ
∗
1E
δ1Iγ
∗
2E
δ2Iz
(γ1)
1 w
(γ2)
1 + iγ
∗
1E
δ1Iγ
∗
2E
δ2Ez
(γ1)
1 + γ
∗
1E
δ1Iγ
∗
2I
δ2Iz
(γ1)
1
+ γ∗1Iδ1Eγ
∗
2E
δ2Iw
(γ2)
1 + iγ
∗
1I
δ1Eγ
∗
2E
δ2E + γ
∗
1I
δ1Eγ
∗
2I
δ2I + γ
∗
1E
δ1Iγ
∗
2E
δ2Iw
(γ2)
1 z
(γ2)
1
+ γ∗1Eδ1Iγ
∗
2I
δ2Ew
(γ1)
1 + iγ
∗
1E
δ1Eγ
∗
2E
δ2Iz
(γ2)
1 + iγ
∗
1E
δ1Eγ
∗
2I
δ2E + γ
∗
1I
δ1Iγ
∗
2E
δ2Iz
(γ2)
1
+ γ∗1Iδ1Iγ
∗
2I
δ2E . (4.222)
The extended part of the right member of equation 4.220 (γ1δ2)(γ2δ1) is easily obtained
by swapping γ1 ↔ γ2 on equations 4.222. Subtracting the extended parts of both members, we
obtain the relation between numbers γi, δj:
(δ2Eδ2I−δ2Iδ2E)
[
γ∗1Eγ
∗
2I
(w
(γ1)
1 +z0z
(γ1)
1 )−γ∗1Iγ∗2E(w
(γ2)
1 +z0z
(γ2)
1 )+γ
∗
1E
γ∗2E(z
(γ1)
1 −z(γ2)1 )
]
= 0 (4.223)
On the other hand, the imaginary part of equation 4.221 have the form[
(γ1  δ1)(γ2  δ2)
]
I
= γ∗1Eδ1Iγ
∗
2E
δ2Iz
(γ1)
1 z
(γ2)
1 w0 + γ
∗
1E
δ1Iγ
∗
2I
δ2Ez
(γ1)
1 w0 + γ
∗
1I
δ1Eγ
∗
2E
δ2Iz
(γ2)
1 w0
+ γ∗1Iδ1Eγ
∗
2I
δ2Ew0 + γ
∗
1E
δ1Iγ
∗
2E
δ2Iw
(γ1)
1 w
(γ2)
1 + iγ
∗
1E
δ1Iγ
∗
2E
δ2Ew
(γ1)
1 + γ
∗
1E
δ1Iγ
∗
2I
δ2Iw
(γ1)
1
+ iγ∗1Eδ1Eγ
∗
2E
δ2Iw
(γ2)
1 − γ∗1Eδ1Eγ∗2Eδ2E + iγ∗1Eδ1Eγ∗2Iδ2I + γ∗1Eδ1Iγ∗2Eδ2Iw
(γ1)
1
+ iγ∗1Iδ1Iγ
∗
2E
δ2E + γ
∗
1I
δ1Iγ
∗
2I
δ2I (4.224)
If same switching procedure is followed for the imaginary to obtain the imaginary part of
right member and subtracting, we get the equation
(δ2Eδ2I −δ2Iδ2E)
[
γ∗1Eγ
∗
2I
(w0z
(γ1)
1 − i)−γ∗1Iγ∗2E(w0z
(γ2)
1 − i)+γ∗1Eγ∗2E(w
(γ1)
1 −w(γ2)1 )
]
= 0 (4.225)
Putting all together, the switching of the inner factors on the multiplication of two inner
products like 4.216[
α1 γ1
β1 δ1
] [
α2 γ2
β2 δ2
]
=
[
α1 γ2
β1 δ1
] [
α2 γ1
β2 δ2
]
are given by the conditions 4.223 and 4.225:
(δ2Eδ2I − δ2Iδ2E)
[
γ∗1Eγ
∗
2I
(w
(γ1)
1 + z0z
(γ1)
1 )− γ∗1Iγ∗2E(w
(γ2)
1 + z0z
(γ2)
1 ) + iγ
∗
1E
γ∗2E(z
(γ1)
1 − z(γ2)1 )
]
= 0
(δ2Eδ2I − δ2Iδ2E)
[
γ∗1Eγ
∗
2I
(w0z
(γ1)
1 − i)− γ∗1Iγ∗2E(w0z
(γ2)
1 − i) + iγ∗1Eγ∗2E(w
(γ1)
1 − w(γ2)1 )
]
= 0
(4.226)
Note that if δ2 is purely a complex or an extended number, the condition is automatically
satisfied.
The commutation of the downer inner factors[
α1 γ1
β1 δ1
] [
α2 γ2
β2 δ2
]
=
[
α1 γ1
β1 δ2
] [
α2 γ2
β2 δ1
]
are right if it’s satisfied the equation
(γ1  δ1)(γ2  δ2) = (γ1  δ2)(γ2  δ1), (4.227)
which is the same equation than 4.220 and is also constrained by the same conditions. That
is an expected result, because if conditions 4.226 are satisfied, and it is possible to commute
the top inner factors, then the downer inner factor pair should also be commutative, this time
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under no extra conditions. This is consistent with the fact that pair
(
γ1
δ1
)
→
(
γ2
δ2
)
can
be switched with no condition because of the associative property as showed in equation 4.214.
The inner commutation of elements in the left column factors[
α1 γ1
β1 δ1
] [
α2 γ2
β2 δ2
]
=
[
α2 γ1
β1 δ1
] [
α1 γ2
β2 δ2
]
is given by the condition
(α•1  β1•)(α•2  β2•) = (α•2  β1•)(α•1  β2•) (4.228)
which have a similar expansion than equation 4.226 if γi are replaced by α
•
i and δi by β
•
i .
The product of two non-null symmetric extended inner products can be rearranged using
the last property as[
α α
β β
] [
β β
α α
]
=
[
α α
α α
] [
β β
β β
]
(4.229)
if they are valid and satisfy the conditions 4.226. The last expression is the standard product
of two non-negative real numbers whose result is null only if one or both of its earlier factors
are null. As shown, in the positive-definiteness section, each of these factors is null only if its
inner factors are null, in this case, if α or β are null. The product of two non-negative real
number is also a non-negative real number, then[
α α
β β
] [
β β
α α
]
=
[
α α
α α
] [
β β
β β
]
= R ≥ 0 R ∈ R. (4.230)
At the same time, both inner products of the left member of equation 4.230 are complex
numbers, then they also satisfy the relation[
α α
β β
]∗ [
α α
β β
]
≥ 0
[
β β
α α
]∗ [
β β
α α
]
≥ 0. (4.231)
If they are written with their exponential form[
α α
β β
]
≡ ∆ = R∆ expiθ∆ ,
[
β β
α α
]
≡ ∇ = R∇ expiθ∇ , (4.232)
then equations 4.230 and 4.231 have the form[
α α
β β
] [
β β
α α
]
= R∆R∇ expi(θ∆+θ∇) = R ≥ 0 R ∈ R (4.233)
and [
α α
β β
]∗ [
α α
β β
]
= |R∆|2,
[
β β
α α
]∗ [
β β
α α
]
= |R∇|2, (4.234)
respectively. The fact that the standard product on equation 4.233 is a nonnegative real number
implies that expi(θ∆+θ∇) = 1. The division of equation 4.233 by equation 4.234, we obtain the
relations
R∆
[
β β
α α
]
= R∇
[
α α
β β
]∗
and θ∆ + θ∇ = 2pin n = 0, 1, 2.... (4.235)
For α = β, the last relation become[
α α
α α
]
=
[
α α
α α
]∗
, (4.236)
which means that the symmetric inner product
[
α α
α α
]
is a real number as expected.
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5. Quantum mechanics for n-VMVF systems
The approach we develop in this work can be considered as an extension of the modern
quantum mechanic theory. The modern construction of the theory of quantum mechanic em-
braces the definition a complex vector space where the algebraic objects like the operators and
the state vectors are defined and also the inclusion of the corresponding classical theory to find
how operators act over the state vectors. The complex vectors on the Hilbert space represent
physical states while the physics magnitudes, known as operators, like position, or linear mo-
mentum are defined as the operators that modify the states. Here is where classical theory
plays its primary role: to obtain the form of the classic action of the contact transformations
over the canonical variables for use it as the base of the analytical form of the quantum actions
of the operators over the state vector. Others concepts included in the quantum theory were
obtained from experimentation, logic or merely from common sense, such as measurement, the
normalization relations or the concepts of eigenvalues and eigenstates.
We studied the classical theory for n-VMVF systems starting proposing a relativistic La-
grangian with the universal form of the potential energy like U = Aνx
ν . The assumption that
the second law of Newton cannot be applied over each particle but over the whole particle
system, defines new constraint functions for the variables of the system. Those constraints
were added to the original Lagrangian depending on particle positions, particle’s mass and field
derivatives using the method of the undetermined multipliers of Lagrange. The constraints
show an x¨ν dependency that force to extend the Lagrange and Hamilton equations with a new
canonical variable that we defined as s. The inclusion of this new variable result in a new
Lagrange’s, and therefore, a new Hamilton’s set of equations, which permits the definitions of
new generators in the canonical transformations of the system. This new set of generators are
the cornerstone of the quantization of all quantities in the standard Quantum Mechanics.
Another result obtained in the classical theory of the n-VMVF systems is related to the
number of equations need to find the solutions of the degree of freedom of the system. The
masses of the particles and field derivatives were added in theory as unknown quantities to be
determine or variables. The initial Lagrange function is split into two independent Lagrangians
by the addition of two set of constraints from the conservation law of the linear and the angular
momentum. Because the number of variables surpasses the number of possible equations, the
solution of the problem becomes the resolution of 2 independent Lagrange’s equations on two
independent representation for particle position: rectangular and angular.
Every second order function of Lagrange led to one extended function of Hamilton according
to the second-order Hamilton theory that we propose in here. The classical theory reveals the
existence of a new type of canonical transformation and with it, a new type of generator
related to the new second-order momentum s. Also, the classical development exposes the two
bi-dimensional structure for the canonical transformations and for their generators to modify
the system in the phase space. These results accomplish the primary objective of the classical
development of obtaining the classical generators of the canonical transformation for using them
in the quantum approach of the n-VMVF systems to find the form of the action of quantum
operators over the state vectors.
On the other side, the classical phenomenon of the n-VMVF systems where masses contin-
uously vary as a function of the position of the particles do not exist, at least to the best of
our knowledge. However, besides of providing the classical generators, the classical approach
offers the classical physics that the quantum mechanic should reproduce in the limit of large
quantum numbers in agreement with the correspondence principle for n-VMVF systems.
The remaining piece of the puzzle for developing the quantum theory for n-VMVF systems
is the mathematical frame on where the theory is developed.
A quantum state should be represented with a unique vector whose dimensionality depends
on the nature of the problem. In our case, the state vector should depend on the particle
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positions {xµn}, the poles of the correlation functions {fxµn} and the particle masses and field
derivatives. In particular, the set of variables {xµn} and {fxµn} are the canonical variables
modified by the canonical transformations obtained from classical Lagrangians depending on
{x¨µn}. An extended quantum state can be represented in its first option using the Dirac’s
bracket representation as∣∣∣∣{xµn}, {fxµn}, {∂mn∂xµn }, {∂Aν∂xµn }, {∂Aν∂x˙µn }
〉
(5.1)
where we assume some approximations for particle mass and field derivatives as shown in section
3.4. For example, we choose that for any system ∂mn
∂x˙µn
= 0.
In ordinary quantum mechanics, the action of one operator over a state vector is sufficient
for describing the system. However, we verified that, in the treatment of n-VMVF systems, we
need a two-set of equations for describing the system. In that way, the quantification of the
action of two classical canonical transformations over a state in the phase space in a quantum
mechanic approach, following the ket representation like 5.1, can be written as two independent
quantum equations:
A |αa0〉 = |αa〉 B |αb0〉 = |αb〉 . (5.2)
The equations describe the transformation of a quantum system which is at the initial state
describe by |α〉a0 and |α〉b0 by the operators A and B into two different states |α〉a and |α〉b.
However, even the state given by |αa〉 and |αb〉 are the result of the action of different operators
over the same state, they represent the same physical state. In that case, what are the relations
between both vectors? For example, we cannot construct, following the rules of the ordinary
quantum mechanics, a general state resembling equation 5.1 like
|αR〉 = ca |αa〉+ cb |αb〉 , (5.3)
since this expression attends for the spanning of the state ket state in the two modified states.
According to the quantum theory, each state vector has a real probability of being part of the
general state. However, this not the case because |αa〉 and |αb〉 together are the state of the
system. We believe that in our approach, we cannot go from two classical to two quantum
equations using the state vector as expressed in equation 5.1. We understand that the two
classical equations correspond to two quantum quantities should form part as components of a
single and more complex algebraic structure.
Along with the development of the present proposal, we base our assumptions and propo-
sitions mostly on mathematical concepts or analytical needs such as the fact that the number
of variables must be equal to the number of equations. We avoid defining axioms based on ex-
perimental notions, either because of the lack of knowledge of a similar approach and because
most of the well-established definitions from previous theories have a weak or none connection
with the new concepts defined in here; for example, the concept of probability. Because of that,
our reasoning is guided more by analytically needs instead of any expected physical behavior.
We are aware that a significant problem of quantum field theory (QFT), as the main math-
ematical framework on which are developed most of the quantum mechanical models of sub-
atomic particles in particle physics, is the problem of infinities. The emergence of infinities
appears when calculations of higher orders of the perturbation series led to infinite results. The
various forms of infinities suggested the divergences are related to a more fundamental issue
instead of some failure for specific calculations. One way of treat these infinities are solved
include formal tricks truncating the integrals, or even ignoring the infinite contributions terms.
However, some physicists propose alternative approaches that included changes in the basic
concepts. Among them, we found the assumption of the existence of negative or incomplete
probabilities.
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The concept of negative energies and negative probabilities were introduced by Paul Dirac,
in 1942, when he quote on the article ”The Physical Interpretation of Quantum Mechanics”
(18) that: “Negative energies and probabilities should not be considered as nonsense. They
are well-defined concepts mathematically, like a negative of money.” Also, Richard Feynman
argued on its work “Negative probabilities” (22) how not only negative probabilities but prob-
abilities different from unity could be useful in probability calculations. Negative or incomplete
probabilities have later been proposed to solve several problems and paradoxes.
Although there is no mathematical reason for not to define the concepts of negative and
incomplete probability, their physical interpretation is as complicated as diverse. If the proba-
bility in the quantum approach of any classical theory, which the quantum theory is based on,
is proportional to some scalar quantity ψ multiplied by its complex conjugate ψ∗, then, math-
ematically speaking, the assumption of a negative probability can be written as the existence
in the theory of an expression like ψ∗ψ < 0. This event, together with the need for a structure
of 2-set of equations is the principal motivation for the definition of the new space. As seen
before, a non real and positive probability is the definition of the new space unit.
We name the new space as the extended complex space and we represent it by E. Its
extended unit k is defined from an unsolvable equation in the complex space recognized as
k∗k = i from where k = ∗
√
i, being ∗
√
() the complex square root operator. The complex square
root of a number z is a number y such that y∗y = z. The identification of an unsolvable
equation in the complex space adds the complex numbers to the algebra of the complex space,
what is traduced as the existence of two new binary operations for the set of complex numbers:
the complex sum (z∗1 + z2) and the complex multiplication (z
∗
1 · z2). These new operations
permit the extension of the complex numbers domain without contradicting the Fundamental
Theorem of Algebra. The new space defines the inner product as a standard product of two
complex products between of two extended numbers and includes a new defined isomorphism
k•. We impose conditions for the inner product satisfies positive-definiteness and conjugate
symmetry axioms, using the properties of standard and complex sum and multiplication.
With these ideas, we can adventure to set the first ideas for the quantum theory for n-VMVF
systems.
5.1. Kets, bras, scalars, inner products, and operators
The classic theory for n-VMVF systems take us to consider a bi-dimensional structure
for the algebraic magnitudes in the quantum theory, also compatible with the proposition for
the inner product of the extended vector space. In this section, we formulate the underlying
mathematics of Quantum mechanics for n-VMVF systems using the of bra and ket Dirac’s
notation.
We assume that the kernel of the extended quantum mechanic is based on the “cause and
effect” philosophy e.i.: one analytic entity, represented as the “physical state” change to another
physical state when other entity, as the cause of the modification, act over the state. This kernel
should have a bidimensional representation like:(
A†
B
) ∣∣∣∣ αβ
〉
transformation−−−−−−−−−→
∣∣∣∣ γζ
〉
. (5.4)
where
∣∣∣∣ αβ
〉
is the physical state and
(
A†
B
)
is the cause of the modification, named operator.
Another important entity is named scalars and it must also have a bi dimensional form(
α
β
)
. A scalar is just an extended number expressed as a complex product. The entity
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(
α
β
)
is a two-column vector representing the complex product of two numbers:
(
α
β
)
≡ α β = γ ∀ α, β, γ ∈ E. (5.5)
By convention, we set the “bottom” component of the scalar as the extended component of
the complex product while the “upper” position stands as its complex component. Because of
that, the vectors∣∣∣∣ αβ
〉
and
∣∣∣∣ βα
〉
(5.6)
represent different states.
All the bi-dimensional algebraic structures of this quantum approach like vectors, operators,
scalars and others are related to the complex products α  β or α•  β•. This association is
the base for assuming the axioms of Associativity, Commutativity and the Distributivity of
the standard multiplication over the standard addition for all the bi-dimensional algebraic
structures used in the theory.
Rest only to settle how the form bi-dimensional operators act over bi-dimensional vectors.
The classical solution of the n-VUMF systems involves solving two independent set of equa-
tions. The general transformation of the canonical variables is also composed of two canonical
transformations in both sets of coordinates. From our point of view, this feature set a different
form in the action of an extended operator over the extended ket such as that one component
of the operator should act over the same component of the vector. For example, the motion
operator composed on the translation and the rotation operators should act over the rectangu-
lar and the angular components of the vector, respectively. We use the column representation
for a better association. We can write the above kernel of the action of an operator over a state
ket, using the infinitesimal motion operator as an example, like( T (dx)†
R(dξ)
) ∣∣∣∣ x′ξ′
〉
≡
∣∣∣∣ T (dx) |x′〉 → |x′ + dx〉R(dξ) |ξ′〉 → |ξ′ + dξ〉
〉
≡
∣∣∣∣ x′ + dxξ′ + dξ
〉
(5.7)
We proceed now to the definition of the algebraic magnitudes for the quantum mechanic
theory of n-VMVF systems.
5.1.1. Ket vector space
Similar to the ordinary quantum mechanic, we consider that a vector represents a physical
state whose dimensionality is specified according to the nature of the physical system itself and
is given by the number of degree of freedom of the system. A physical state is represented like:
∣∣∣∣ αβ
〉
(5.8)
and it contains all the information related to the state itself. The Linearity axiom of the state
vectors states that two kets can be added by a sum operation resulting in another state:∣∣∣∣ α1β1
〉
+
∣∣∣∣ α2β2
〉
=
∣∣∣∣ α3β3
〉
. (5.9)
The standard sum operation between extended vectors satisfies the associativity and commu-
tativity axioms. These axioms have their support on the properties of complex product α β
studied in the previous chapter.
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The product of an scalar and a vector ket the resulting product is a new ket and is commu-
tative(
a
b
) ∣∣∣∣ αβ
〉
=
∣∣∣∣ αβ
〉(
a
b
)
, (5.10)
being a, b ∈ E extended numbers.
5.1.2. Bra vector space
The vector space “bra” is defined as the dual space vector needed for the extended Hilbert
space satisfies axioms like Positive-definiteness and Conjugated symmetry. The theory should
postulate the one-to-one correspondence between one ket and a bra with same numbers∣∣∣∣ αβ
〉
↔
〈
α
β
∣∣∣∣ (5.11)
The scalars transform into bra space as(
a
b
) ∣∣∣∣ αβ
〉
↔
(
a•
b•
)〈
α
β
∣∣∣∣ (5.12)
where ()• stands for the • extended conjugated map for both, up and down i.e(
a•
b•
)
= (α•  β•). (5.13)
In general, linearity is expressed for bra vector space as(
a1
b1
) ∣∣∣∣ α1β1
〉
+
(
a2
b2
) ∣∣∣∣ α2β2
〉(
a•1
b•1
)
↔
〈
α1
β1
∣∣∣∣+ ( a•2b•2
)〈
α2
β2
∣∣∣∣ (5.14)
Same as the ket space, two bra vectors are added by a sum operation resulting in another
state in the bra space like〈
α1
β1
∣∣∣∣+〈 α2β2
∣∣∣∣ = 〈 α3β3
∣∣∣∣ . (5.15)
The sum operation between bra vectors satisfy the associativity and commutativity axioms.
5.1.3. Inner product
We define the inner product as the standard multiplication of a bra by a ket. The inner
product is written in the standard form by the bra standing on the left and a ket standing on
the right like(〈
α1
β1
∣∣∣∣) · (∣∣∣∣ α2β2
〉)
≡
〈
α1
β1
∣∣∣∣ α2β2
〉
(5.16)
This product is, in general, an extended number. The inner product must satisfy the inner
product axiom of extended complex space. In that case, all factor from inner product must
have the same extended conjugated maps and also satisfy equations for conjugated symmetry
holds 4.177. From now on, we refer only to valid inner products.
From study in the domain of the extended numbers, we can postulate the property〈
α
α
∣∣∣∣ αα
〉
= R ≥ 0 ∀ α ∈ E, R ∈ R, (5.17)
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which resembles the Positive-definiteness property. Also, we can postulated another property,
based on the relation that inner factor must satisfied:〈
α1
β1
∣∣∣∣ α2β2
〉
=
〈
α1
β1
∣∣∣∣ α2β2
〉©•
. (5.18)
The complex conjugated ()©• of an extended number is the operation who puts the • map on
the factor who do not have it and suppresses it to the ones who do have it, in the extended
inner product which the extended number can be expressed. If α = (γ•  γ•)(δ  δ) then
α©• = (γ  γ)(δ•  δ•) where γ and δ are the complex and extended roots of the number
γ =
•
√√
α and δ =
∗
√√
α.
It is important to note that at this point we cannot say that all quantum numbers satisfy
the conjugate symmetry, in fact, the inner product in the domain of the extended numbers
should satisfy the equation 4.177[
α γ
β δ
]
=
[
γ α
δ β
]©•
.
Then, we can redefine the quantum inner product like:〈
α
β
∣∣∣∣ γδ
〉
≡
〈
α
β
∣∣∣∣ γδ
〉
δD
([
α γ
β δ
]
−
[
γ α
δ β
]©•)
(5.19)
From the analysis of section 4.10, we can also postulate that the symmetric inner products〈
α
β
∣∣∣∣ αβ
〉
(5.20)
are complex numbers, in other words, theirs extended part is zero. We can also add to this
postulate that the symmetric inner product are zero only if the complex products (α•  β•) or
(α β) are zero.
The conjugate symmetry conjugate imply then that expressions like〈
α
β
∣∣∣∣ αβ
〉

〈
α
β
∣∣∣∣ αβ
〉
≡
〈
α
β
∣∣∣∣ αβ
〉∗
·
〈
α
β
∣∣∣∣ αβ
〉
(5.21)
and 〈
α
β
∣∣∣∣ αβ
〉
⊕
〈
α
β
∣∣∣∣ αβ
〉
≡
〈
α
β
∣∣∣∣ αβ
〉∗
+
〈
α
β
∣∣∣∣ αβ
〉
(5.22)
are real numbers.
About this postulate, same as in the study of extended numbers which is incomplete, we
should take into account the existence of numbers γ0, δ0 that satisfy equations 4.190 and 4.191:
(γ•0  γ•0) = ±(δ0  δ0)
(γ•0  γ•0) · (δ0  δ0) = (γ  γ0) · (δ•0  δ•0). (5.23)
which are exceptions of this rule and they satisfy the conjugate symmetry being extended
numbers and so its associated inner product
〈
γ0
γ0
∣∣∣∣ δ0δ0
〉
.
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We also postulate, based on the named “inner Commutative” property described on 4.216,
the inner Commutative axiom for inner space. Let being four valid inner product:〈
α1
β1
∣∣∣∣ γ2δ1
〉
,
〈
α2
β2
∣∣∣∣ γ1δ2
〉
,
〈
α1
β1
∣∣∣∣ γ1δ2
〉
,
〈
α2
β2
∣∣∣∣ γ2δ1
〉
(5.24)
then, on the product of two inner product, equivalent factors, for example, γ1 and γ2, can be
commuted as〈
α1
β1
∣∣∣∣ γ1δ1
〉〈
α2
β2
∣∣∣∣ γ2δ2
〉
=
〈
α1
β1
∣∣∣∣ γ2δ1
〉〈
α2
β2
∣∣∣∣ γ1δ2
〉
(5.25)
if the quantum numbers that describe the state γ1, γ2, δ1, δ2 satisfy the condition 4.220
(γ1  δ1)(γ2  δ2) = (γ1  δ2)(γ2  δ1)
is satisfied. Also α1 and α2 numbers can be commuted on the inner product as〈
α1
β1
∣∣∣∣ γ1δ1
〉〈
α2
β2
∣∣∣∣ γ2δ2
〉
=
〈
α2
β1
∣∣∣∣ γ1δ1
〉〈
α1
β2
∣∣∣∣ γ2δ2
〉
(5.26)
if α1, α2, β1, β2 satisfy the condition 4.228
(α•1  β•1)(α•2  β•2) = (α•1  β•2)(α•2  β•1)
is satisfied. Also, because of the associative properties of kets and bra we have that〈
α1
β1
∣∣∣∣ γ1δ1
〉〈
α2
β2
∣∣∣∣ γ2δ2
〉
=
〈
α2
β2
∣∣∣∣ γ1δ1
〉〈
α1
β1
∣∣∣∣ γ2δ2
〉
=
〈
α1
β1
∣∣∣∣ γ2δ2
〉〈
α2
β2
∣∣∣∣ γ1δ1
〉
. (5.27)
We set this axiom for inner products because the need we have to deal with fundamental
relations involving the multiplication of inner products like the normalization relation that we
propose in later sections.
There is a connection between the algebra of the space on which the theory is developed
and the observed phenomena on Quantum Mechanics. One example of such connection is the
uncertainty relations in quantum mechanics, which is obtained using only theorems and prop-
erties of the complex vector space: the Schwarz’s lemma, and the pure real and pure complex
character of the expectation value of Hermitian and anti-Hermitian operators respectively (4).
This relations have no analogue in classical mechanic. We also believe in the connection of the
extended complex algebra and the phenomenology of a quantum theory for n-VMVF systems.
Let us assume that the inner product is related with some quantity which may have a physical
meaning. Looking at the ordinary quantum mechanics, we can represent this quantity as
Ψα,β(x
′, x′′) ≡
〈
x′
x′′
∣∣∣∣ αβ
〉
.
In that case, the inner commutation property imply the exchange of quantum numbers α and
γ of the referred quantities like
Ψα,β(x
′, x′′)Φγ,δ(x′, x′′) = Ψγ,β(x′, x′′)Φα,δ(x′, x′′).
if the numbers satisfy
(α β)(γ  δ) = (α δ)(γ  β). (5.28)
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If confirmed, this property of exchanging the quantum numbers might describe a new phenom-
ena with no classical or standard quantum analog.
Supposing that the quantum numbers satisfy the inner commutation conditions are satisfied,
we can apply the inner commutation property on the multiplication of symmetric inner products
〈
α
β
∣∣∣∣ αβ
〉〈
β
α
∣∣∣∣ βα
〉
=
〈
α
α
∣∣∣∣ αα
〉〈
β
β
∣∣∣∣ ββ
〉
= R ≥ 0 R ∈ R. (5.29)
where we use the positive definiteness axiom.
The symmetric inner products are pure complex numbers that satisfy:〈
α
β
∣∣∣∣ αβ
〉∗〈
α
β
∣∣∣∣ αβ
〉
≥ 0,
〈
β
α
∣∣∣∣ βα
〉∗〈
β
α
∣∣∣∣ βα
〉
≥ 0. (5.30)
Also as complex numbers, they can be represented in its exponential form like〈
α
β
∣∣∣∣ αβ
〉
≡ ∆ = R∆ expiθ∆ ,
〈
β
α
∣∣∣∣ βα
〉
≡ ∇ = R∇ expiθ∇ , (5.31)
relations 5.29 and 5.30 are satisfied for any numbers pair of extended numbers α, β, if
R∆∇ = R∇∆∗ and θ∆ + θ∇ = 2pin n = 0, 1, 2.... (5.32)
These relations are the extended quantum version of the calculation obtained of extended vector
space on equation 4.230.
5.1.4. Operator
Another important part of the theory is the observable. They are related to physical magni-
tudes such as position, linear momentum, the derivative of the particle mass function, etc.. and
are represented in the quantum theory by arithmetical entities named operators. The operator
present a bi-dimensional structure and act to over the ket from the left resulting in other ket.
The upper(downer) component of the operator act over the upper(downer) component of the
state vector as:(
A†
B
) ∣∣∣∣ αβ
〉
≡
∣∣∣∣ (A†α)(B β)
〉
=
∣∣∣∣ γζ
〉
. (5.33)
The top and the bottom components of the operator are represented as A† and B, and they
act over the top and bottom component of the space vector respectively.
If the action of two operator over a ket result on the same ket, its said operators are equals(
A†
B
) ∣∣∣∣ αβ
〉
=
(
C†
D
) ∣∣∣∣ αβ
〉
=
∣∣∣∣ γζ
〉
∴
(
A†
B
)
=
(
C†
D
)
. (5.34)
Operator are said to be null if for any arbitrary ket(
A†
B
) ∣∣∣∣ αβ
〉
=
∣∣∣∣ 00
〉
∴
(
A†
B
)
=
(
0†
0
)
. (5.35)
Operators can be added, being summation operations commutative and associative:(
A†
B
)
+
(
C†
D
)
=
(
C†
D
)
+
(
A†
B
)
[(
A†
B
)
+
(
C†
D
)]
+
(
E†
F
)
=
(
A†
B
)
+
[(
C†
D
)
+
(
E†
F
)]
(5.36)
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Operator we treat in here are also linear:(
A†
B
)[(
a1
b1
) ∣∣∣∣ α1β1
〉
+
(
a2
b2
) ∣∣∣∣ α2β2
〉]
=
(
a1
b1
)(
A†
B
) ∣∣∣∣ α1β1
〉
+
(
a2
b2
)(
A†
B
) ∣∣∣∣ α2β2
〉
(5.37)
Also, the sum of two linear operators operating on an arbitrary ket produce the sum of each
operator acting over the ket like:[(
A†
B
)
+
(
C†
D
)] ∣∣∣∣ αβ
〉
=
(
A†
B
) ∣∣∣∣ αβ
〉
+
(
C†
D
) ∣∣∣∣ αβ
〉
(5.38)
The last property implies that each component of the operator must satisfy some linearity
related to the inner factors of the scalar pair. From quantum mechanic, we can see the relation
between the linearity of scalars and operators more clear. Let us have a Hamiltonian which a
sum of two terms HT = H1 +H2. If the total Hamiltonian act over a energy state ket, we have
the same ket plus the total energy eigenvalue
HT |E〉 = ET |E〉 (5.39)
The linearity imply
HT |E〉 = (H1 +H2) |E〉 = H1 |E〉+H2 |E〉 = E1 |E〉+ E2 |E〉 , (5.40)
which led to ET = E1 + E2 which is consistent with the linear character of the energy.
By the same analysis, we can restrict an extended operator which represent physical ob-
servables to satisfy the same relations that scalars, equation 4.155. Then we have that:(
(A1 +A2)
†
(B1 +B2)
)
=
(
A†1
B1
)
+
(
A†1
B2
)
+
(
A†2
B1
)
+
(
A†2
B2
)
+
(
( ∗
√
D(A1+A2)(A1, A2, B1 +B2))
†
( ∗
√
D(A1+A2)(A1, A2, B1 +B2))
)
(5.41)
where operator
(
( ∗
√
D(A1+A2)(A1, A2, B1 +B2))
†
( ∗
√
D(A1+A2)(A1, A2, B1 +B2))
)
satisfy
(
( ∗
√
D(A1+A2)(A1, A2, B1 +B2))
†
( ∗
√
D(A1+A2)(A1, A2, B1 +B2))
) ∣∣∣∣ a1 + a2b1 + b2
〉
=
( ∗√D(a1+a2)(a1, a2, b1 + b2)
∗
√
D(a1+a2)(a1, a2, b1 + b2)
) ∣∣∣∣ a1 + a2b1 + b2
〉
(5.42)
where D(a1+a2)(a1, a2, a3) function is the term appearing on the distributivity property of ex-
tended numbers, equation 4.95,
(
a1
b1
)
and
(
a2
b2
)
are the extended eigenvalues for operators(
A†1
B1
)
and
(
A†2
B2
)
respectively.
Keeping the same reasoning of operator should follow the scalars algebra we set the property:(
(A1A2)
†
(B1B2)
)
=
(
A†1
B1
)(
A†2
B2
)
+
(
( ∗
√
F(A1, A2, B1, B2)
†
( ∗
√
F(A1, A2, B1, B2)
)
(5.43)
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where operator
(
( ∗
√
F(A1, A2, B1, B2)
†
( ∗
√
F(A1, A2, B1, B2)
)
satisfy
(
( ∗
√
F(A1, A2, B1, B2)
†
( ∗
√
F(A1, A2, B1, B2)
)∣∣∣∣ a1a2b1b2
〉
=
( ∗√F(a1, a2, a1, a2)
∗
√F(a1, a2, a1, a2)
) ∣∣∣∣ a1a2b1b2
〉
(5.44)
being F(A1, A2, B1, B2) the function defined on 4.163, which we show is zero if ai, bi are pure
complex numbers.
An operator act to bra vector from the right side returning a new bra:〈
α
β
∣∣∣∣ ( A†B
)
=
〈
γ
ζ
∣∣∣∣ . (5.45)
The dual correspondent of an operator is defined as the extended adjoint operator(
A†
B
) ∣∣∣∣ αβ
〉
↔
〈
α
β
∣∣∣∣ ( A†B
)‡
≡
〈
α
β
∣∣∣∣ ( A†‡B‡
)
. (5.46)
Operators have other properties as:
• In general operators are noncommutative:(
A†
B
)(
C†
D
)
6=
(
C†
D
)(
A†
B
)
(5.47)
• The standard multiplication between operators is associative[(
A†
B
)(
C†
D
)](
E†
F
)
=
(
A†
B
)[(
C†
D
)(
E†
F
)]
(5.48)
• The standard multiplication between operators and vector bra and ket is associative(
A†
B
)[(
C†
D
) ∣∣∣∣ αβ
〉]
=
[(
A†
B
)(
C†
D
)] ∣∣∣∣ αβ
〉
=
(
A†
B
)(
C†
D
) ∣∣∣∣ αβ
〉
(5.49)
and[〈
α
β
∣∣∣∣ ( C†D
)](
A†
B
)
=
〈
α
β
∣∣∣∣ [( C†D
)(
A†
B
)]
=
〈
α
β
∣∣∣∣ ( C†D
)(
A†
B
)
(5.50)
• Using the correspondence between bras and kets and the associative axiom, the adjoint
of a product of operators can be determined as(
A†
B
)[(
C†
D
) ∣∣∣∣ αβ
〉]
↔
[〈
α
β
∣∣∣∣ ( C†D
)‡](
A†
B
)‡
, (5.51)
from where can be extracted the relation(
A†
B
)(
C†
D
)
↔
(
C†
D
)‡(
A†
B
)‡
, (5.52)
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5.2. Expectation Value and normalization relations for physical states
We postulate the normalization relations for inner products when vectors represent physical
states. The point of view discussed on section 1.2, consider this postulate as a normalization
relation, rather than a postulate or axiom. On that section, we propose that the well-known
quantum mechanic postulate which imposes the normalization condition for physical states is
related to the expectation value of operator Identity I stated as
“The expectation value of the operator identity defined on a vector space 1 must
be 1 for any physical vector of such space”.
We apply the same reasoning to the extended domain.
What is exposed below is entirely intuitive and only the solution of problems and the
verification with experiment can validate the arguments exposed in here.
For applying this type of reasoning, the concepts of normalization and expectation value
must be consistently defined. The definition of the expectation value of the quantum operators
and the normalization condition for any extended vector that represent physical states must
take into consideration that:
1. The expectation value relations must be sufficient to fully estimate the physical magni-
tudes represented by a quantum operator. The bi-dimensional structure of the form of
an operator acting over a ket(
A†
B
) ∣∣∣∣ αβ
〉
=
∣∣∣∣ γζ
〉
. (5.53)
suggest that we need two normalization relations for the extended operator. For example,
the position operator
(
x†T
xR
)
have two physical quantities: the vector position obtained
by translation and the vector position obtained by rotation. Their values should be
measured at any quantum state, and the expectation values relations are the relations
needed for that propose.
2. The expectation value for an arbitrary operator that represents an observable should
return a scalar, so the relations involve extended numbers as numerical values. The pri-
mary motivation to define the extended vector space is to describe processes for n-VMVF
systems where those degrees of freedom remain on extended Lagrange(or Hamiltonian)
equations as unknown quantities. Because of that, physical magnitudes as linear and
angular momentum will depend on these quantities, and they can have different values
from their typical values: for example, they can be complex numbers.
3. The expectation value of an extended operator A in a physical vector V must be a
function, named Fi, depending on inner products. This dependency is because the inner
products are the only defined algebraic operation between vectors and operators that
return a scalar:
〈A〉i = Fi([V × (AV )]) = Fi([(VA)× V ])→ Fi, Fi ∈ E (5.54)
where we use the notation equation 1.4.
4. The expectation value of an operator, in whatever the form it is defined, are related to the
complex product between the two components of the operator. For example, the inner
product between a position state and the resulting ket of the position operator acting
over a position state vector is equal to the standard product of the complex product of
both the position values and an inner product like:〈
x′T
x′R
∣∣∣∣ xT†xR
∣∣∣∣ x′Tx′R
〉
=
(
x′T
x
′
R
)〈
x′T
x′R
∣∣∣∣ x′Tx′R
〉
≡ x′T  x
′
R
〈
x′T
x′R
∣∣∣∣ x′Tx′R
〉
. (5.55)
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In that case, being the expectation value a function of extended inner products then they
depend then on the expectation values of the components x′T  x′R.
5. The expectation values relations must converge to relations of symmetric inner products
when the sample operator is the identity operator I, the result of the relations, whatever
they are, should be real and also need to be consistent with the normalization relations
for the state vector:
〈I〉i = Fi([V × (IV )]) = Fi([V × V ])→ Ri, (5.56)
where Ri is a real number.
Using the properties of the extended inner product, we propose two independent relations
for functions Fi depending on the extended operator
(
A†
B
)
and the state vector
∣∣∣∣ αβ
〉
:
F1([V × (AV )]) ≡
〈
α
β
∣∣∣∣ A†B
∣∣∣∣ αβ
〉

〈
α
β
∣∣∣∣ A†B
∣∣∣∣ αβ
〉
(5.57)
and
F2([V × (AV )]) ≡
〈
α
β
∣∣∣∣ A†B
∣∣∣∣ αβ
〉
⊕
〈
α
β
∣∣∣∣ A†B
∣∣∣∣ αβ
〉
. (5.58)
These two functions set the relations needed for obtaining the expectation values of the com-
ponent of the operator in any state.
The proposition of relations 5.57 and 5.58 is based on the fact that for identity operator,
they converge to relations involving only symmetric inner products like
F1([V × (IV )]) =
〈
α
β
∣∣∣∣ αβ
〉

〈
α
β
∣∣∣∣ αβ
〉
(5.59)
and
F2([V × (IV )]) =
〈
α
β
∣∣∣∣ αβ
〉
⊕
〈
α
β
∣∣∣∣ αβ
〉
. (5.60)
As product
〈
α
β
∣∣∣∣ αβ
〉
is a complex number the relation can be replaced by
F1([V × (IV )]) =
〈
α
β
∣∣∣∣ αβ
〉∗〈
α
β
∣∣∣∣ αβ
〉
(5.61)
and
F2([V × (IV )]) =
〈
α
β
∣∣∣∣ αβ
〉∗
+
〈
α
β
∣∣∣∣ αβ
〉
, (5.62)
so because of that, both proposed relations will result on a real number.
Expressions 5.59 and 5.60 set consistent relations for the identity operator. As the inner
product is proportional to the complex product between the expected value of the components of
the operator, the relations 5.57 and 5.58 for the Identity operator should have an approximated
form like〈
α
β
∣∣∣∣ I†I
∣∣∣∣ αβ
〉

〈
α
β
∣∣∣∣ I†I
∣∣∣∣ αβ
〉
= (〈1〉  〈1〉) (〈1〉  〈1〉) = 〈1〉〈1〉〈1〉〈1〉 (5.63)
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and 〈
α
β
∣∣∣∣ I†I
∣∣∣∣ αβ
〉
⊕
〈
α
β
∣∣∣∣ I†I
∣∣∣∣ αβ
〉
= 〈1〉  〈1〉+ 〈1〉  〈1〉 = 〈1〉〈1〉+ 〈1〉〈1〉, (5.64)
where we, intuitively, represent the expectation value of each components of the unitary opera-
tor like 〈1〉. Our understanding is that relations 5.63 and 5.64 should have the resulting values
of 1 and 2, respectively.
According to previous discussion, we propose then two normalization conditions for an
arbitrary state vector
∣∣∣∣ αβ
〉
:
〈
α
β
∣∣∣∣ αβ
〉

〈
α
β
∣∣∣∣ αβ
〉
= 1 (5.65)
1
2
(〈
α
β
∣∣∣∣ αβ
〉
⊕
〈
α
β
∣∣∣∣ αβ
〉)
= 1 (5.66)
These relations substitute the well-known postulate 〈α|α〉 = 1 in the standard quantum me-
chanic which is related to its probability character. In the studied case, however, we cannot
based this postulated on the conservation of probability since, to the best of our knowledge, the
physical interpretation of the phenomena, including variable particle masses and field where
length scale is in the order to its de Broglie wavelength, is unclear.
The expectation value relations are defined then as〈
A
B
〉

〈
A
B
〉
≡
〈
α
β
∣∣∣∣ A†B
∣∣∣∣ αβ
〉

〈
α
β
∣∣∣∣ A†B
∣∣∣∣ αβ
〉
(5.67)
and 〈
A
B
〉
⊕
〈
A
B
〉
≡
〈
α
β
∣∣∣∣ A†B
∣∣∣∣ αβ
〉
⊕
〈
α
β
∣∣∣∣ A†B
∣∣∣∣ αβ
〉
, (5.68)
where value
〈
A
B
〉
should be related to the measured quantities like
〈
A
B
〉
≡ 〈A〉  〈B〉 . (5.69)
That is because the averaged values of the operator must tend to the eigenvalues relations if
the state vector is one of its eigenvectors, so we extend the concept to all the quantities of the
theory.
Being the symmetric extended inner product a complex number, it can be represented as〈
α
β
∣∣∣∣ αβ
〉
= R∆e
iθ∆ .
From the first normalization relation 5.65, we can obtain the absolute value of the vector R∆〈
α
β
∣∣∣∣ αβ
〉

〈
α
β
∣∣∣∣ αβ
〉
=
〈
α
β
∣∣∣∣ αβ
〉∗〈
α
β
∣∣∣∣ αβ
〉
= |R∆|2 = 1, ∴ R∆ = 1. (5.70)
Also, from the first normalization condition from the inner product〈
β
α
∣∣∣∣ βα
〉
= R∇eiθ∇ ,
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we obtain R∇ = 1. If we substitute these results on equation 5.32:
R∆
〈
β
α
∣∣∣∣ βα
〉
= R∇
〈
α
β
∣∣∣∣ αβ
〉∗
,
we obtain〈
β
α
∣∣∣∣ βα
〉
=
〈
α
β
∣∣∣∣ αβ
〉∗
(5.71)
If state vectors
∣∣∣∣ αβ
〉
and
∣∣∣∣ βα
〉
satisfy the inner commutation conditions, the normalization
relations are the same for both vectors and they are〈
α
β
∣∣∣∣ αβ
〉〈
β
α
∣∣∣∣ βα
〉
= 1 (5.72)
and
1
2
(〈
α
β
∣∣∣∣ αβ
〉
+
〈
β
α
∣∣∣∣ βα
〉)
= 1. (5.73)
5.3. Eigenvalues and eigen-states
The action of an operator over an extended ket results, in general, in a different ket. How-
ever, there are some particular cases where the action of a specific operator over a state vector
results on the same ket times a scalar. Those ket are known as eigenkets, and the scalars pair
are named eigenvalues. We can express the previous statement as:(
A†
B
) ∣∣∣∣ a′b′
〉
=
(
a′
b′
) ∣∣∣∣ a′b′
〉
. (5.74)
On the bra space the relation have the form〈
a′′
b′′
∣∣∣∣ ( A†B
)‡
=
(
a′′•
b′′•
)〈
a′′
b′′
∣∣∣∣ . (5.75)
In this section, we study the relations between the eigenvalues of operators with this charac-
teristics.
By left multiplying both sides of the first relation by
〈
a′′
b′′
∣∣∣∣, right multiplying by ∣∣∣∣ a′b′
〉
on
both sides of the second relation, and subtract them, we obtain:〈
a′′
b′′
∣∣∣∣ ( A†B
)‡
−
(
A†
B
) ∣∣∣∣ a′b′
〉
=
[(
a′′•
b′′•
)
−
(
a′
b′
)]〈
a′′
b′′
∣∣∣∣ a′b′
〉
. (5.76)
In our previous analysis about the axioms for inner products, we saw that the symmetric
inner products
〈
α
β
∣∣∣∣ αβ
〉
and
〈
β
α
∣∣∣∣ βα
〉
satisfy the relation 5.71:
〈
β
α
∣∣∣∣ βα
〉
=
〈
α
β
∣∣∣∣ αβ
〉∗
if the quantum numbers satisfy the conditions for the inner commutation property. In this
case, the normalization relations for the state vector
∣∣∣∣ αβ
〉
is equal to the relations for the
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state vector
∣∣∣∣ βα
〉
. Let us designate the state vector
∣∣∣∣ βα
〉
as the inverted state vector of∣∣∣∣ αβ
〉
and vice versa.
That gives us the idea that a physical state can be related not only to the vector
∣∣∣∣ αβ
〉
but
also to its inverted vector
∣∣∣∣ βα
〉
. Also, operator
(
A†
B
)
should be related to the inverted oper-
ator
(
B†
A
)
. From our point of view, there is no reason for a physical state being represented
with an extended vector or with its inverted’s. For example, there is no physical restriction for
representing the position operator acting over the position space vector like(
x†T
xR
) ∣∣∣∣ x′Tx′R
〉
or
(
x†R
xT
) ∣∣∣∣ x′Rx′T
〉
, (5.77)
except that the operator component xT, xR must act over the xT , xR component of the ket,
respectively. Because of that, the eigenvalue of the physical magnitude should have the same
value for the states and the operators being represented in one way or the other.
We propose the study also for the inverted vector. In that case, we can verify the relation(
B†
A
) ∣∣∣∣ b′a′
〉
=
(
b′
a′
) ∣∣∣∣ b′a′
〉
. (5.78)
and 〈
b′′
a′′
∣∣∣∣ ( B†A
)‡
=
(
b′′•
a′′•
)〈
b′′
a′′
∣∣∣∣ . (5.79)
The subtraction of the relation obtained from the left multiplication on both sides by
〈
b′′
a′′
∣∣∣∣
on the first relation, and the relation coming from right multiplying by
∣∣∣∣ b′a′
〉
on both members
of the second relation results in:〈
b′′
a′′
∣∣∣∣ ( B†A
)‡
−
(
B†
A
) ∣∣∣∣ b′a′
〉
=
[(
b′′•
a′′•
)
−
(
b′
a′
)]〈
b′′
a′′
∣∣∣∣ b′a′
〉
(5.80)
We, similar than standard quantum mechanics, study extended operators that satisfy:(
A†
B
)‡
=
(
A†
B
)
and
(
B†
A
)‡
=
(
B†
A
)
. (5.81)
Both relations are independent. Also, as the action of every component of the operator over
the corresponding component on the state vector is independent of the action of the other
component, we think we can go further and assume that
A = A‡, A† = (A†)‡, B = B‡ B† = (B†)‡ (5.82)
which is a particular case of equations 5.81. We name the operators whose components satisfy
relations 5.82 as the extended Hermitian operators. Because of the eigenvalues properties of
this kind of operators, we can state that the physical magnitudes from the classical problem of
the n-VMVF systems are represented in the quantum theory by extended hermitian operators.
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For the extended hermitian operators, the left members of equations 5.76 and 5.80 are zero:[(
a′′•
b′′•
)
−
(
a′
b′
)]〈
a′′
b′′
∣∣∣∣ a′b′
〉
≡
[
(a′′•  b′′•)− (a′  b′)
]〈 a′′
b′′
∣∣∣∣ a′b′
〉
= 0[(
b′′•
a′′•
)
−
(
b′
a′
)]〈
b′′
a′′
∣∣∣∣ b′a′
〉
=
[
(b′′•  a′′•)− (b′  a′)
]〈 b′′
a′′
∣∣∣∣ b′a′
〉
= 0. (5.83)
There are four options for numbers a′, b′, a′′ and b′′:
1. a′ = a′′ and b′ = b′′
2. a′ = a′′ and b′ 6= b′′
3. a′ 6= a′′ and b′ = b′′.
4. a′ 6= a′′ and b′ 6= b′′
• Let suppose the first case where coefficients are equals. In ordinary quantum mechanics,
using the positive-definiteness axiom for complex inner products, its shown that symmet-
ric complex inner product of physical states 〈a′|a′〉 is different from zero. This fact allows
proving the real property of for eigenvalue of a Hermitian operator. We presume that
extended vectors that represent physical states should satisfy that its symmetric inner
product condition is not null. For example, if we analyze the inner product like〈
x′T
x′R
∣∣∣∣ ( x†TxR
) ∣∣∣∣ x′Tx′R
〉
=
(
x′T
x′R
)〈
x′T
x′R
∣∣∣∣ x′Tx′R
〉
(5.84)
which corresponds to the expectation value of the translational and rotational positions.
We can expect that the expectation value should exist for all values of x′T , x
′
R. If we
apply this analysis to all physical objects, we can assume the non-nullity of symmetric
inner products. This assumption should be considered appropriate, but also we can
associate the non-nullity property for symmetric inner products to the non-nullity of its
extended and complex roots as shown in equation 4.199 assuming any inner product can
be expressed using its complex and extended roots like〈
α
β
∣∣∣∣ αβ
〉
=
〈
γ
γ
∣∣∣∣ δδ
〉
. (5.85)
We assume then that symmetric inner products〈
a′
b′
∣∣∣∣ a′b′
〉
6= 0
〈
b′
a′
∣∣∣∣ b′a′
〉
6= 0. (5.86)
If inner products on equations 5.76 and 5.80 are different to zero then
(a′•  b′•)− (a′  b′) = 0
(b′•  a′•)− (b′  a′) = 0. (5.87)
Substituting the extended numbers with a′ = a′Ek + a
′
I , b
′ = b′Ek + b
′
I and setting equals
the imaginary and extended part of equations 5.87 we have:
a
′∗
Eb
′
Eα1 + a
′∗
Eb
′
Iβ1 + a
′∗
I b
′
Eγ1 = 0
a
′∗
Eb
′
Eα2 + a
′∗
Eb
′
Iβ2 + a
′∗
I b
′
Eγ2 = 0
a
′∗
Eb
′
Eα
∗
3 + a
′∗
Eb
′
Iβ
∗
3 + a
′∗
I b
′
Eγ
∗
3 = 0
a
′∗
Eb
′
Eα
∗
4 + a
′∗
Eb
′
Iβ
∗
4 + a
′∗
I b
′
Eγ
∗
4 = 0 (5.88)
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where
α1 = z
(a′)∗
2 w
(b′)
2 z
(a′•)
1 + w
(a′)∗
2 z
(b′)
2 ,
α2 = z
(a′)∗
2 w
(b′)
2 w
(a′•)
1 + iz
(a′)∗
2 z
(b′)
2 + w
(a′)∗
2 w
(b′)
2 − i,
α3 = z
(b′)∗
2 w
(a′)
2 z
(b′•)
1 + w
(b′)∗
2 z
(a′)
2 ,
α4 = z
(b′)∗
2 w
(a′)
2 w
(b′•)
1 + iz
(b′)∗
2 z
(a′)
2 + w
(b′)∗
2 w
(a′)
2 − i, (5.89)
β1 = z
(a′)∗
2 z
(a′•)
1 − z(a
′)
1 ,
β2 = z
(a′)∗
2 w
(a′•)
1 + w
(a′)∗
2 − w(a
′)
1 ,
β3 = z
(b′)∗
2 z
(b′•)
1 − z(b
′)
1 ,
β4 = z
(b′)∗
2 w
(b′•)
1 + w
(b′)∗
2 − w(b
′)
1 , (5.90)
γ1 = z
(b′)
2 − 1
γ2 = w
(b′)
2
γ3 = z
(a′)
2 − 1
γ4 = w
(a′)
2 . (5.91)
The set of four equations must hold for every possible extended conjugated maps for
numbers a
′
and b
′
or what its the same, for any value of parameters αi, βi, γi, where
i = 1, 2, 3, 4.
From the first equation we have
b
′
I = −
(a
′∗
Eα1 + a
′∗
I γ1)bE
a
′∗
Eβ1
, (5.92)
which, substituted on the others equations results in[
a
′∗
E(α2 −
α1β
∗
1β2
|β1|2 ) + a
′∗
I (γ2 −
γ1β
∗
1β2
|β1|2 )
]
b
′
E = 0[
a
′∗
E(α3 −
α1β
∗
1β
∗
3
|β1|2 ) + a
′∗
I (γ3 −
γ1β
∗
1β
∗
3
|β1|2 )
]
b
′
E = 0[
a
′∗
E(α4 −
α1β
∗
1β
∗
4
|β1|2 ) + a
′∗
I (γ4 −
γ1β
∗
1β
∗
4
|β1|2 )
]
b
′
E = 0. (5.93)
We have two possible solutions to this complex system of equations. On one side we have
b′E = 0 or the equation system
a
′∗
E(α2 −
α1β
∗
1β2
|β1|2 ) + a
′∗
I (γ2 −
γ1β
∗
1β2
|β1|2 ) = 0
a
′∗
E(α3 −
α1β
∗
1β
∗
3
|β1|2 ) + a
′∗
I (γ3 −
γ1β
∗
1β
∗
3
|β1|2 ) = 0
a
′∗
E(α4 −
α1β
∗
1β
∗
4
|β1|2 ) + a
′∗
I (γ4 −
γ1β
∗
1β
∗
4
|β1|2 ) = 0.
The last equations system is unsolvable for every αi, βi, γi number since its compose of
3 independent equations with two variables. That left us with the solution b′E = 0. We
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substitute this value on equations of the initial system 5.88 and obtain the set of equations
a
′∗
Eb
′
Iβi = 0 ∀ i = 1..4. (5.94)
The only possible solution for any value of βi is a
′∗
E = 0 since b
′
I = b
′
E = 0 is referred to
the case b
′
= 0 which contradict initial preposition b
′ 6= 0. Then, eigenvalues for physical
observables are complex numbers or what is the same a
′∗
E = b
′∗
E = 0.
Also, the fact that eigenvalues are pure complex numbers set the expressions
(a′′•  b′′•)− (a′  b′) ≡ a′′∗b′′ − a′∗b′
and
(b′′•  a′′•)− (b′  a′) ≡ b′′∗a′′ − b′∗a′
linearly dependents, since one is the complex conjugated of the other. This an expected
result since if eigenvalues are complex numbers, the inner commutation property for〈
a′′
b′′
∣∣∣∣ a′b′
〉
and
〈
b′′
a′′
∣∣∣∣ b′a′
〉
is automatically satisfied. So we can work using one of the
two case from above.
• For the cases of 5.3 where the eigenvalue pair have one component equal
1. a′ = a′′ and b′ 6= b′′
2. a′ 6= a′′ and b′ = b′′,
we have that the correspondent inner product is zero〈
a′
b′′
∣∣∣∣ a′b′
〉
=
〈
b′′
a′
∣∣∣∣ b′a′
〉
= 0,
〈
a′′
b′
∣∣∣∣ a′b′
〉
=
〈
b′
a′′
∣∣∣∣ b′a′
〉
= 0 (5.95)
respectively. Indeed, the first equation from 5.83, considering eigenvalues as complex
numbers and using the a′ = a′′ case as example, has the form[
a′′∗b′′ − a′∗b′
]〈 a′′
b′′
∣∣∣∣ a′b′
〉
=
[
a′∗(b′′ − b′)
]〈 a′′
b′′
∣∣∣∣ a′b′
〉
= 0. (5.96)
Expressions a′(b′′∗−b′∗) must be different from zero since the expression (b′′∗−b′∗) cannot
vanish, by assumption. Then, the related inner products are zero:〈
b′′
a′′
∣∣∣∣ b′a′
〉
=
〈
a′′
b′′
∣∣∣∣ a′b′
〉
= 0. (5.97)
• In the last case of options 5.3, where a′, b′, a′′ and b′′ are different, the relations for the
eigenvalues may be equal or not to zero:
a′′b′′∗ − a′b′∗ = 0 or a′′b′′∗ − a′b′∗ 6= 0. (5.98)
For the case where the components of the eigenvalue satisfy
a′′b′′∗ − a′b′∗ 6= 0, (5.99)
the solution is straightforward and the correspondent inner products are then〈
a′′
b′′
∣∣∣∣ a′b′
〉
= 0,
〈
b′′
a′′
∣∣∣∣ b′a′
〉
= 0. (5.100)
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For study the case where a′′b′′∗ − a′b′∗ = 0, we need to look forward in the features of
eigenvalues. There is no a priori reason, at least an algebraic one, to assume other properties
for the eigenvalues of the studied operators. According to the algebra for extended numbers,
they satisfy in general:(
a′ + a′′
b′ + b′′
)
=
(
a′
b′
)
+
(
a′′
b′′
)
+
(
a′′
b′
)
+
(
a′
b′′
)
+D(a′′+a′)(a′, a′′, b′′ + b′).
where D(a′′+a′)(a′, a′′, b′′ + b′) = 0 because of the complex property of eigenvalues. All these
results are obtained from algebraic properties and the fact they represent values of physical
quantities and therefore are complex numbers. However, except the last statement, very few
have been said about the physical meaning of the extended eigenvalues and specifically, about
its bi-dimensional form.
To study the significance of the bidimensional form of the eigenvalue, we need to recall
that the components of the extended scalar are related to two processes, in our case, processes
described by rectangular and angular coordinates. One process is the dynamic that occurs
through the translation of the system, and the other is through a rotation. Both processes
are independent of the other even sharing the same parameters like particle masses and field
derivatives. Also, the transformation of the system is independent through one way or the
other.
The physical meaning of the eigenvalue show up once we realize that “both” component of
the scalar describe the system at the same time.
As exposed before, there is no reason to represent the translation nor rotation in the upper
or the downer position of the extended representation of state vector and scalars, however, as
an example, we put rectangular coordinates in the upper’s position while the rotational stands
in the down position. As an example, let us have the state vector
∣∣∣∣∣ ~X~ξ
〉
. It describes a state
of the systems which is at two positions: ~X and R~ξ where R is the length of the rotation vector
~ξ so that we can relate the state with the sum vector position
~Xstate = ~X +R~ξ.
The action of the motion operator
( T †(dx′)
R(dξ′)
)
, which we will study later, translate and rotate
both positions of the system as(
T †(∆ ~X ′)
R(∆~ξ′)
)∣∣∣∣∣ ~X~ξ
〉
=
∣∣∣∣∣ ~X + ∆ ~X ′~ξ + ∆~ξ′
〉
. (5.101)
Because of the action of the operator, the system move from
~Xstate = ~X +R~ξ → ~X ′state = ~X + ∆ ~X ′ +R~ξ +R∆~ξ′
The concept is clearer when we analyze another fundamental quantity: the energy of the
system whose shows similar behavior. Indeed, a state of the system described by the vector∣∣∣∣ ETER
〉
have a total energy E ′state = E
′
T +E
′
R. If the system evolves to a different state described
by E ′′state = E
′′
T +E
′′
R, we can say that the translation and rotation energy make a quantum leap
of value ∆ER = E
′′
R − E ′R and ∆ET = E ′′T − E ′T , respectively. The total energy of the system
changes like
E ′state = E
′
T + E
′
R → ~X ′state = E ′T + ∆ET + E ′R + ∆ER.
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We can conclude that for n-VMVF systems if the physical observables of the components of
the studied operator satisfy the superposition principle and also the values of the components
can be added then the eigenvalues should satisfy the linearity principle pair to pair. That
means that if each component of the eigenvalue of a state is a sum of the component of others
eigenvalues, then the eigenvalue of the sum is the sum of the eigenvalue built with the addends
of the component of the sum eigenvalue. Explicitly, the sum eigenvalue
(
a′ + a′′
b′ + b′′
)
can be
separated only by two possibilities:(
a′ + a′′
b′ + b′′
)
=
(
a′
b′
)
+
(
a′′
b′′
)
(5.102)
or (
a′ + a′′
b′ + b′′
)
=
(
a′′
b′
)
+
(
a′
b′′
)
(5.103)
which means that the pairs related to the eigenvalues must satisfied also the conditions 4.156:
a′′  b′ + a′  b′′ +D(a′′+a′)(a′′, a′, b′′ + b′) = 0. (5.104)
or
a′  b′ + a′′  b′′ +D(a′′+a′)(a′, a′′, b′′ + b′) = 0. (5.105)
respectively. As a′, a′′, b′, b′′ are complex numbers, the conditions for the vector expansion, for
each case, have the form
a′′b′∗ + a′b′′∗ = 0 (5.106)
or
a′b′∗ + a′′b′′∗ = 0. (5.107)
Note that we obtain the same conditions for the expansion(
b′ + b′′
a′ + a′′
)
=
(
b′
a′
)
+
(
b′′
a′′
)
(5.108)
or (
b′ + b′′
a′ + a′′
)
=
(
b′
a′′
)
+
(
b′′
a′
)
. (5.109)
In the case of the component of the eigenvalues a′, b′, a′′ being different, for the equality in
equation 5.98, a′′b′′∗ − a′b′∗ = 0, we have then two possible expansions as shown in equations
5.102 and 5.103. Let’s see both cases:
1. In the case of conditions of Eq. 5.106, we have then
a′b′′∗ + a′′b′∗ = 0 a′′b′′∗ − a′b′∗ = 0. (5.110)
Multiplying first equation by a′, the second by a′′ and summing the equations, we obtain
b′′∗(a′2 + a′′2) = 0 (5.111)
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As b′′∗ 6= 0, the equation holds if a′′ = ±ia′, which led to the solution b′′ = ±ib′ by
substitute the result on the first equation.
Let us analyze the inner product〈
ia′
ib′
∣∣∣∣ a′b′
〉
.
During the development of the present proposal, we suggest the assumption of several
axioms as the bases of the theory. All of them must be consistent with the results
obtained because of the action of the operator over a state and also with the algebraic
properties of the resulted scalar. The eigenvalues for any operator, representing physical
observables or not and obtained from the eigenvalue equation(
A†
B
) ∣∣∣∣ a′b′
〉
=
(
a′
b′
) ∣∣∣∣ a′b′
〉
,
remain invariant for the quantum numbers pair (a′, b′), (−a′,−b′), and (ia′, ib′). Indeed,
the eigenvalue equations referred to the ket with those quantum numbers are(
A†
B
) ∣∣∣∣ ia′ib′
〉
=
(
ia′
ib′
) ∣∣∣∣ ia′ib′
〉
= i∗i
(
a′
b′
) ∣∣∣∣ ia′ib′
〉
=
(
a′
b′
) ∣∣∣∣ ia′ib′
〉
and (
A†
B
) ∣∣∣∣ −a′−b′
〉
=
( −a′
−b′
) ∣∣∣∣ −a′−b′
〉
=
(
a′
b′
) ∣∣∣∣ −a′−b′
〉
,
where we apply the properties of the complex extended products for the extended scalar.
Being this behavior applicable to all kets, we an state that in our approach kets∣∣∣∣ a′b′
〉
,
∣∣∣∣ −a′−b′
〉
, and
∣∣∣∣ ia′ib′
〉
(5.112)
represent the same physical state. In that case, the inner products satisfy〈
ia′
ib′
∣∣∣∣ a′b′
〉
=
〈
a′
b′
∣∣∣∣ ia′ib′
〉
=
〈
a′
b′
∣∣∣∣ a′b′
〉
6= 0. (5.113)
2. For conditions of Eq. 5.107, we have the equations
a′′b′′∗ + a′b′∗ = 0 a′′b′′∗ − a′b′∗ = 0. (5.114)
which give the solution a′′b′′∗ = a′b′∗ = 0. As we suppose the eigenvalues different from
zero, we conclude like for an expansion like 5.103, the only possible solution is
a′′b′′∗ − a′b′∗ 6= 0, (5.115)
Which means〈
a′′
b′′
∣∣∣∣ a′b′
〉
= 0,
〈
b′′
a′′
∣∣∣∣ b′a′
〉
= 0. (5.116)
In general, it is our understanding that all the cases for the values of the components of
the eigenvalues, a′ and b′, should satisfy both relations showed in equation 5.110 referred to
the fact that they are eigenvalues from operators like 5.81. For example, for the cases where
a′′ = a′, b′′ = b′ and a′′ = a′, b′′ 6= b′ or a′′ 6= a′, b′′ = b′, both conditions cannot be satisfied at
the same time.
We can conclude that the eigenvalues and eigenkets for operators that satisfy relations 5.81
are:
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• The eigenvalues are pure complex numbers
• The inner product
〈
a′′
b′′
∣∣∣∣ a′b′
〉
are different from zero only if a′′ = a′ and b′′ = b′ or
a′′ = ±ia′ and b′′ = ±ib′
The normalization relations 5.65 and 5.66 for the extended eigenkets are〈
a′′
b′′
∣∣∣∣ a′b′
〉∗〈
a′′
b′′
∣∣∣∣ a′b′
〉
= δa′′,a′δb′′,b′ + δa′′,±ia′δb′′,±ib′ (5.117)
1
2
[〈
a′′
b′′
∣∣∣∣ a′b′
〉∗
+
〈
a′′
b′′
∣∣∣∣ a′b′
〉]
= δa′′,a′δb′′,b′ + δa′′,±ia′δb′′,±ib′ . (5.118)
The solution for the exponential expression of inner product
〈
a′′
b′′
∣∣∣∣ a′b′
〉
= R∆e
iθ∆ of the above
equation system is
R∆ = δ and θ∆ = 2pin, ∀n = 0, 1, 2... (5.119)
where δ ≡ δa′′,±ia′δb′′,±ib′ . From the inner commutation relation, we obtain then〈
b′′
a′′
∣∣∣∣ b′a′
〉
= δ. (5.120)
We can find the same solution from the normalization relations for physical states written
as 〈
a′′
b′′
∣∣∣∣ a′b′
〉〈
b′′
a′′
∣∣∣∣ b′a′
〉
= δa′′,a′δb′′,b′ ≡ δ′ (5.121)
and
1
2
(〈
a′′
b′′
∣∣∣∣ a′b′
〉
+
〈
b′′
a′′
∣∣∣∣ b′a′
〉)
= δ′. (5.122)
Indeed, isolating
〈
b′′
a′′
∣∣∣∣ b′a′
〉
on equations 5.121〈
b′′
a′′
∣∣∣∣ b′a′
〉
=
δ′〈
a′′
b′′
∣∣∣∣ a′b′
〉 (5.123)
and replacing on equation 5.122, we obtain〈
a′′
b′′
∣∣∣∣ a′b′
〉2
− 2δ′
〈
a′′
b′′
∣∣∣∣ a′b′
〉
+ δ′ = 0. (5.124)
which using δ′ = δ′2 ∀ a′, b′, a′′, b′′, can be conveniently rewritten as〈
a′′
b′′
∣∣∣∣ a′b′
〉2
− 2δ′
〈
a′′
b′′
∣∣∣∣ a′b′
〉
+ δ′2 = 0(〈
a′′
b′′
∣∣∣∣ a′b′
〉
− δ′
)2
= 0. (5.125)
We finally obtain〈
a′′
b′′
∣∣∣∣ a′b′
〉
=
〈
b′′
a′′
∣∣∣∣ b′a′
〉
= δ′ (5.126)
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5.4. Series Expansion
An arbitrary state vector, lets say
∣∣∣∣ αβ
〉
, can be expanded in terms of the eigenkets of
operators
(
A†
B
)
as:
∣∣∣∣ αβ
〉
=
∑
a′b′
(
ca′
cb′
) ∣∣∣∣ a′b′
〉
. (5.127)
Multiplying on the left both equations by
〈
a′′′
b′′′
∣∣∣∣ we have〈
a′′
b′′
∣∣∣∣ αβ
〉
=
∑
a′,b′
(
ca′
cb′
)〈
a′′
b′′
∣∣∣∣ a′b′
〉
=
∑
a′,b′
(ca′  cb′)
〈
a′′
b′′
∣∣∣∣ a′b′
〉
= (ca′  cb′) + (cia′  cib′) (5.128)
According the linearity axiom for vector state,
∣∣∣∣ a′b′
〉
=
∣∣∣∣ ia′ib′
〉
, which means that the expansion
must also be the same or that the expansion coefficients satisfy
ca′  cb′ = cia′  cib′ (5.129)
The solution for the inner product in equation 5.128 is〈
a′
b′
∣∣∣∣ αβ
〉
= 2ca′  cb′ (5.130)
We can perform the same analysis for the bra
〈
α
β
∣∣∣∣ and obtain〈
α
β
∣∣∣∣ a′b′
〉
= 2c•a′  c•b′ (5.131)
The complex equations of equations 5.130 are
c∗a′Ecb′Iz
(a′)
1 + c
∗
a′I
cb′E =
1
2
〈
a′
b′
∣∣∣∣ αβ
〉
E
ic∗a′Ecb′E + c
∗
a′E
cb′Iw
(a′)
1 + c
∗
a′I
cb′I =
1
2
〈
a′
b′
∣∣∣∣ αβ
〉
I
(5.132)
while for equations 5.131, we have
c•∗a′Ec
•
b′I
z
(a′)
1 + c
•∗
a′I
c•b′E =
1
2
〈
α
β
∣∣∣∣ a′b′
〉
E
ic•∗a′Ec
•
b′E
+ c•∗a′Ec
•
b′I
w
(a′)
1 + c
•∗
a′I
c•b′I =
1
2
〈
α
β
∣∣∣∣ a′b′
〉
I
(5.133)
where the extended form of the coefficients are
c•xE = cxEz
(c•x)
2 , c
•
xI
= cxEw
(c•x)
2 + cxI , ∀x = {a′, b′} (5.134)
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We can solve the equation system and obtain the expansion coefficient as functions of the
inner products as
ca′ = Ca′
(〈
a′
b′
∣∣∣∣ αβ
〉
,
〈
α
β
∣∣∣∣ a′b′
〉)
cb′ = Cb
(〈
a′
b′
∣∣∣∣ αβ
〉
,
〈
α
β
∣∣∣∣ a′b′
〉)
. (5.135)
The state vectors
∣∣∣∣ αβ
〉
must satisfy the normalization conditions 5.65 and 5.66 like:
〈
α
β
∣∣∣∣ αβ
〉

〈
α
β
∣∣∣∣ αβ
〉
=∑
a′a′′a′′′a′′′′
b′b′′b′′′b′′′′
[(
c•a′
c•b′
)(
ca′′
cb′′
)〈
a′
b′
∣∣∣∣ a′′b′′
〉]∗(
c•a′′′
c•b′′′
)(
ca′′′′
cb′′′′
)〈
a′′′
b′′′
∣∣∣∣ a′′′′b′′′′
〉
= 1 (5.136)
and
1
2
(〈
α
β
∣∣∣∣ αβ
〉
⊕
〈
α
β
∣∣∣∣ αβ
〉)
=
1
2
∑
a′a′′
b′b′′
((
c•a′
c•b′
)(
ca′′
cb′′
)〈
a′
b′
∣∣∣∣ a′′b′′
〉)∗
+
(
c•a′
c•b′
)(
ca′′
cb′′
)〈
a′
b′
∣∣∣∣ a′′b′′
〉 = 1 (5.137)
Applying the normalization conditions for the inner product
〈
α
β
∣∣∣∣ αβ
〉
we have
〈
α
β
∣∣∣∣ αβ
〉

〈
α
β
∣∣∣∣ αβ
〉
=
∑
a′a′′
b′b′′
4
[(
c•a′
c•b′
)(
ca′
cb′
)]∗(
c•a′′
c•b′′
)(
ca′′
cb′′
)
= 1 (5.138)
and
1
2
(〈
α
β
∣∣∣∣ αβ
〉
⊕
〈
α
β
∣∣∣∣ αβ
〉)
=
∑
a′,b′
((
c•a′
c•b′
)(
ca′
cb′
))∗
+
(
c•a′
c•b′
)(
ca′
cb′
)
= 1.
(5.139)
Also, if the quantum numbers of the ket
∣∣∣∣ αβ
〉
and its inverted ket
∣∣∣∣ βα
〉
satisfy the inner
commutation conditions, we can relate both of their coefficients. Indeed, following the same
procedure we can expand the inverted ket as∣∣∣∣ βα
〉
=
∑
a′′b′′
(
db′′
da′′
) ∣∣∣∣ b′′a′′
〉
, (5.140)
where the coefficients can be written as function of the inner products:
da′ = Da′
(〈
b′
a′
∣∣∣∣ βα
〉
,
〈
β
α
∣∣∣∣ b′a′
〉)
db′ = Db′
(〈
b′
a′
∣∣∣∣ βα
〉
,
〈
β
α
∣∣∣∣ b′a′
〉)
. (5.141)
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The normalization conditions for both kets are the same and they have the form〈
α
β
∣∣∣∣ αβ
〉〈
β
α
∣∣∣∣ βα
〉
=∑
a′a′′a′′′a′′′′
b′b′′b′′′b′′′′
(
c•a′
c•b′
)(
ca′′
cb′′
)(
d•b′′′
d•a′′′
)(
db′′′′
da′′′′
)〈
a′
b′
∣∣∣∣ a′′b′′
〉〈
b′′′
a′′′
∣∣∣∣ b′′′′a′′′′
〉
= 1 (5.142)
and
1
2
(〈
α
β
∣∣∣∣ αβ
〉
+
〈
β
α
∣∣∣∣ βα
〉)
=
1
2
∑
a′a′′
b′b′′
(
c•a′
c•b′
)(
ca′′
cb′′
)〈
a′
b′
∣∣∣∣ a′′b′′
〉
+
(
d•b′
d•a′
)(
db′′
da′′
)〈
b′
a′
∣∣∣∣ b′′a′′
〉 = 1 (5.143)
Substituting equations 5.128, the conditions 5.136 and 5.137 reduce to
4
∑
a′a′′
b′b′′
(
c•a′
c•b′
)(
ca′
cb′
)(
d•b′′
d•a′′
)(
db′′
da′′
)
= 1 (5.144)
and ∑
a′,b′
(
c•a′
c•b′
)(
ca′
cb′
)
+
(
d•b′
d•a′
)(
db′
da′
)
= 1 (5.145)
respectively. Also, from the relations between their inner products〈
α
β
∣∣∣∣ αβ
〉
=
〈
β
α
∣∣∣∣ βα
〉∗
,
we have∑
a′,b′
(
c•a′
c•b′
)(
ca′
cb′
)
=
[∑
a′,b′
(
d•b′
d•a′
)(
db′
da′
)]∗
. (5.146)
The results of equations 5.143 and 5.144 indicate that we still can relate the expansion
coefficients (or their product) to some probability. However, their physical meaning demands
a more in-depth study of extended numbers and also, what it is more critical, the verification
of the solution to a specific problem with experimental data.
5.5. Measurements
In this section, we introduce the concept of measurement in the quantum mechanic for
n-VMVF systems. From the ordinary quantum mechanics this is an already complicated topic
so, for the extended vector ket it will be even more difficult, mostly because there are several
descriptions for the processes occurring on systems at length scale in order to its de Broglie
wavelength. The measurement is by far, the most unconfirmed and unsustained theme treated
in our work. We have no evidence, back up results or experimental data of how the measurement
should occur in the quantum theory for n-VMVF. Nevertheless, Measurement is crucial in the
quantum approach of any theory, and it should be discussed.
The experiment has been the starting and the end point of a theoretical proposition for
describing phenomena in physics along the history of humankind. The observation and the
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recording of data that usually set the foundations of a theory and also the confirmation of all
the results the theory predicts. One example is the set of well-known experiments which shows
the particle-wave duality behavior of the matter. That was the base for the proposition of
Erwin Schro¨dinger in 1926 of a partial differential equation for the wave functions of particles
and also for the formulation of quantum mechanics created by Werner Heisenberg, Max Born,
and Pascual Jordan in 1925.
Even when we are lack of experimental data for setting the bases of this theory, we assumed
from the start of this work the quantum behavior of nature. Indeed, our proposal should be
seen as an extension of the ordinary quantum mechanics for systems with variables masses,
and we follow almost all the axioms of the theory. The reason behind this choice lies precisely
that all the experiments with particles and all the theories in particle physics, even with its
inconsistencies, predict this quantum behavior and others concepts like the probabilistic mea-
surement, and nothing indicates otherwise. This assumption, together with the study of the
extended domain allow us to introduce the first ideas that, from our point of view, can describe
the measurement processes.
The proposed relations of normalization for a state vector and the definition of the ex-
pectation value for an operator suggest that measurement in the present theory also have a
probability association. However, according to the series expansion, the probabilistic meaning
of the coefficients is different from the ordinary quantum mechanic. Following the quantum
“way of thinking”, we assume that the measurement in the present theory should be guided by
the same principle existing in the conventional quantum mechanic. This principle was correctly
explained by Dirac when he states “A measurement always cause the system to jump to an
eigenstate of the dynamical variable that is being measured” and is represented like∣∣∣∣ αβ
〉
measurement−−−−−−−→
∣∣∣∣ a′b′
〉
. (5.147)
On our previous discussion about the relation between the normalization relations and the
expected value on section 5.2, we define the expectation values relations. Because of the exposed
on that section, specifically on equations 5.67 and 5.68, we propose that the relations for the
measured quantities have the form[
〈A〉  〈B〉
]

[
〈A〉  〈B〉
]
=
〈
α
β
∣∣∣∣ A†B
∣∣∣∣ αβ
〉

〈
α
β
∣∣∣∣ A†B
∣∣∣∣ αβ
〉
(5.148)
and [
〈A〉  〈B〉
]
⊕
[
〈A〉  〈B〉
]
=
〈
α
β
∣∣∣∣ A†B
∣∣∣∣ αβ
〉
⊕
〈
α
β
∣∣∣∣ A†B
∣∣∣∣ αβ
〉
. (5.149)
5.6. Classical mechanic on the Quantum mechanic for n-VMVF systems
We proposed a Hilbert space over the extended numbers for developing the quantum theory
for n-VMVF systems. Then, we defined the algebraic objects like vectors, scalars, and operators
for the description of the magnitudes of the theory. Later, we settle some properties and
relations according to logic, the properties of the extended vector space and others facts like
the operators and state vectors represent physical objects. Among such properties, we have the
fulfillment of the principle of superposition and the normalization relations for state vectors and
also the pure complex nature of the eigenvalues for operator representing physical observables.
As we have commented before, the modern construction of the quantum mechanics includes
the laws physics using the classical theory. The inclusion is done by the borrowing of the
concept of canonical transformations, and use them as the base to define the form of the action
of quantum operators over the state vectors. From the theory of second-order Hamiltonian,
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we identify two quantities transformed because of the infinitesimal canonical transformations.
One of them is the degree of freedom qi, and the other is the pole of the correlation function
F2i(¯˙q). The correlation function’s definition relates them; however, they are independently
transformed by the momentums pi and si respectively. On the other side, the classical theory for
n-VMVF systems involves the solution of two set of extended equations: one for the rectangular
and other for the angular coordinates. As a consequence of the double set of equations, the
transformations to modify the canonical variables, also have two components. Thereby the
proposition for the extended space vector and the two-component structure for all the quantum
algebraic objects.
Following the methodology for constructing the theory of modern quantum mechanic, we
introduce the physics of n-VMVF systems to the already defined Hilbert space over the extended
numbers, using all the axioms and relations exposed before.
5.6.1. States vectors for n-VMVF systems
The classical development of the theory for n-VMVF systems shows the particles position
and the value of the pole of the correlation function, as the canonical variables that change
along the evolution of the system. Therefore, they are the default degree of freedom for the
quantum description of n-VMVF systems. The classical theory also shows the inclusion of the
fourth coordinate of the position of particles constrained by the Lorentz relation and with it
the fourth coordinate of all the rest of magnitudes of the theory. We treat this constraint as “a
weak condition” according to the Dirac point of view, which means that all the coordinates xν
′
are considered as independent, and the Lorentz constraint will be imposed after all calculation
has been carry through (8). For simplicity, we write the particle position as four component
vector, and we denote them as x.
The classical description of n-VMVF system is given by the study of simultaneous evolution
of the system by the translation and the rotation. They are naturally described using the
rectangular and the angular coordinates respectively. The system also depends on the value of
the pole of functions fxn(¯˙x
ν
m) and fξn(
¯˙ξm) defined on equation 3.102. A general state vector for
a n-VMVF particle systems can be written then as∣∣∣∣ x1, ...xN , fx1 ...fxNξ1, ...ξN , fξ1 ...fξN
〉
. (5.150)
From the classical mechanics, the quantities xi, ξi and fxi , fξi are related by the equations
2.156:
Fxn(¯˙xνm)− fxn = 0 Fξn( ¯˙ξm)− fξn = 0 (5.151)
were functions F2i(¯˙q) are already defined as in the extension of classical mechanics theory and
they have a fixed form. Also, we have the constraints 3.65
Φνn(x¯
ν
m, ¯˙x
ν
m, ¯¨x
ν
m) = 0 Ψin(ξ¯m,
¯˙ξm,
¯¨ξm) = 0. (5.152)
Rest to see how this classical relations or constraints are included on the this proposal for the
extension of the quantum mechanics for n-VMVF systems.
This approach considers observables with continuous spectra of eigenvalues like position and
momentum. In this case, the sum is substitute by the integral taking into account the analysis
must be on finite-dimensional vector space.
5.6.2. Physical operators
Because of the classical solution for the n-VMVF systems, we propose that the action of a
quantum operator over a state ket is done component over component as(
A†
B
) ∣∣∣∣ αβ
〉
≡
(
A† |α〉
B |β〉
)
, (5.153)
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so the action of one component operator will not infer over the other. When an operator acting
over its eigenkets, the components of the eigenvalues are also the result of the action of each
component of the operator over its respective component of the eigenket like(
A†
B
) ∣∣∣∣ a′b′
〉
=
(
a′
b′
) ∣∣∣∣ a′b′
〉
.
Also, following the same reasoning, if we have that each component of the operator is an
arbitrary function, named F and G depending each one on operators A and B respectively, we
state that( F †(A)
G(B)
) ∣∣∣∣ a′b′
〉
=
( F(a′)
G(b′)
) ∣∣∣∣ a′b′
〉
. (5.154)
It seems logical to presume that there is a “connection” between the action of both components
of the operator over the corresponding components of the vector, as they are part of a single
algebraic structure. However, from our point of view, this “connection” have no effects in the
moment of the action, and it takes place only once the scalar is obtained. The “connection” the
is given by the algebra properties for the extended numbers and the normalization conditions.
Following these ideas, we study the operators coming from the classical theory and their
action over the states vectors. Among them, we have the translation and rotation of the position
vectors and the displacements of the pole of the correlation functions.
5.6.3. Infinitesimal operators
Our proposal for the quantum solution for n-VMVF systems is in the continuous spectra.
Because of that, before analysing a particular operator, we study the general form of the
infinitesimal operators.
The action of an infinitesimal operator over a state transform the former state into a new
state with the values of its components adjusted by an infinitesimal quantity like(
A†(da′)
B (db′)
) ∣∣∣∣ a′b′
〉
=
∣∣∣∣ a′ + da′b′ + db′
〉
(5.155)
Infinitesimal operators must satisfy some properties:
1. The infinitesimal operator depends on the infinitesimal displacement value, and it will
tend to identity operator is the infinitesimal displacement tend zero:
lim
da′→0
db′→0
(
A†(da′)
B (db′)
)
=
(
1
1
)
. (5.156)
2. The action of the operator must preserve the normalization conditions for any state, which
means〈
a′
b′
∣∣∣∣ ( A†‡(da′)B‡ (db′)
)(
A†‡(da′)
B‡ (db′)
) ∣∣∣∣ a′b′
〉

〈
a′
b′
∣∣∣∣ ( A†‡(da′)B‡ (db′)
)(
A†‡(da′)
B‡ (db′)
) ∣∣∣∣ a′b′
〉
= 1.
(5.157)
and
1
2
[〈
a′
b′
∣∣∣∣ ( A†‡(da′)B‡ (db′)
)(
A†‡(da′)
B‡ (db′)
) ∣∣∣∣ a′b′
〉
⊕
〈
a′
b′
∣∣∣∣ ( A†‡(da′)B‡ (db′)
)(
A†‡(da′)
B‡ (db′)
) ∣∣∣∣ a′b′
〉]
= 1.
(5.158)
One infinitesimal operator which satisfies those relations for any state then(
A†‡(da′)
B‡ (db′)
)(
A†(da′)
B (db′)
)
=
(
1
1
)
. (5.159)
150
We review the linearity property of the quantum operators representing physical magnitudes
under the frame of n-VMVF systems. For that, we analyze the dual transformation of the
canonical variables on such systems one more time. The two transformations, A and B, from
the components of an extended operator transform the state vector of the system into a new
state. That means that the set of quantum numbers are changed collectively transform into
another. The bi-dimensional state vector appears as the substitute of one component vector
depending on the particle positions and masses and field derivatives like∣∣∣∣{xµn}, {fxµn}, {∂mn∂xµn }, {∂Aν∂xµn }, {∂Aν∂x˙µn }
〉
−→
∣∣∣∣ {xµ′n }, {f ′xµn}{xµ′′n }, {f ′′xµn}
〉
. (5.160)
As shown in the extension of the classical mechanics for n-VMVF systems, this replacement
responds to the impossibility of solving the classical problem for those systems using only one
set of Lagrange or Hamilton’s equations. That is because there are no conservation laws for
the hidden variables related to the mass of particles or the field.
For example, the operator of motion whose components are the translation and the rotation
operators, represented by T †(dx′) and R(dx′′) respectively, corresponds to two independent
canonical transformations, each one for a different set of Hamilton’s extended equations. The
action of such operator over the state vector has the form( T †(dx′n′)
R(dx′′n′)
) ∣∣∣∣ {xµ′n }, {f ′xµn}{xµ′′n }, {f ′′xµn}
〉
=
∣∣∣∣∣ xµ
′
n′ + dx
µ′
n′ , {xµ
′
n6=n′}, {f ′xµn}
xµ
′′
n′ + dx
µ′′
n′ , {xµ
′′
n6=n′}, {f ′′xµn}
〉
(5.161)
and it replaces the action of a single operator that should include one of the components of the
motion operator, let say T (dx′), and an unknown operator which act over the hidden variables.
If we represent da like the differential displacement of the hidden variables:
da = d
(
{∂mn
∂xµn
}, {∂A
ν
∂xµn
}, {∂A
ν
∂x˙µn
}
)
, (5.162)
the action of the motion operator replace a single component operator like( T †(dx′n′)
R(dx′′n′)
) ∣∣∣∣ {xµ′n }, {f ′xµn}{xµ′′n }, {f ′′xµn}
〉
≡
F(T (dx′n′),A(da))
∣∣∣∣{xµ′n }, {fxµn}, {∂mn∂xµn }, {∂Aν∂xµn }, {∂Aν∂x˙µn }
〉
=
∣∣∣∣xµ′n′ + dxµ′n′ , {xµ′n 6=n′}, {fxµn},{{∂mn∂xµn }, {∂Aν∂xµn }, {∂Aν∂x˙µn }
}
+ da
〉
. (5.163)
We can see now that the motion operator also transforms the hidden variables. We cannot
ensure that those variables have a linear behavior. Because of that, we can not expect the
linear property for the dual transformation that an extended operator represents, which means
that two consecutive transformations of a group of variables of the system will not be equal to
a unique transformation as the sum of the previous transformations or what is the same(
A†(da′)
B (db′)
)(
A†(da′′)
B (db′′)
)
6=
(
A†(da′ + da′′)
B(db′ + db′′)
)
. (5.164)
We can instead impose linearity for the infinitesimal transformation of each component of
the operator in the form:( [
A(da′)A(da′′)
]†[
B(db′)B(db′′)
] ) = ( A†(da′ + da′′)
B(db′ + db′′)
)
, (5.165)
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which is consistent with the linearity property of the classical canonical transformations.
A general canonical transformation on classic mechanic is the sum of the identity operator
and the generator of the transformation times the infinitesimal quantity of the transformation.
We take the form of classical transformations and apply it to each operator component. So,
in the extended quantum mechanic we propose that the components of the operator is written
like
O† = (1 + JOdo′). (5.166)
Then, we can write any infinitesimal extended operators as:(
A†(da′)
B (db′)
)
=
(
1 + a∗0JA
†da′
1 + b0JB db
′
)
(5.167)
where the components of the operator JA
† and JB satisfy equations 5.82:
JA = JA
‡, JA† = (JA†)‡, JB = JB‡ JB† = (JB†)‡
We must note that the top component
A† = (1 + JAda′)† 6= 1 + a∗0JA†da′, (5.168)
since the complex map of an extended number was shown to be not associative. For our
proposes, we can assume that for every operator A there is an operator JA which permit to
express the complex conjugated of A as A† = 1 + a∗0JA
†da′. This is the main reason for
de inclusion of the constant a0. However, as these operators are extracted from the classical
mechanics where the transformation’s functions are at most complex numbers, we expect that
all operators, at least the exposed in here, can be written as
A† = 1 + a∗0JA
†da′. (5.169)
The proposed infinitesimal operators tend to zero if the displacement is zero. They are
provided with the extended constants a0, b0 for guarantee the normalization relations. These
constants should be determined after furthers studies of extended numbers and specifically
with the relation of numbers (1 +α)• and α•. For now on, we consider the constants as known
values. Also, it is easy to show that each component satisfies the linearity property same like
in standard quantum mechanics:( [
A(da′)A(da′′)
]†[
B (db′) B (db′′)
] ) = ( [(1 + a∗0JA da′)(1 + a∗0JA da′′)]†[
(1 + b0JB db
′)(1 + b0JB db′′)
] )
=
( [
1 + a∗0JA(da
′ + da′′) +O(da′2)]†[
1 + b0JB (db
′ + db′′) +O(db′2)]
)
'
(
A†(da′ + da′′)
B(db′ + db′′)
)
. (5.170)
In our case and according to the extended classical mechanics for n-VMVF systems, we build
this theoretical proposition by studying the translation and rotation operators over the position
vectors and also over the translation and rotation of the poles of the velocities correlation
function.
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5.6.4. Momentums p and l as generators of translation and rotation.
One key aspect of the methodology for constructing the modern quantum theory is to find
the expression for the quantum operators, specifically the expression for the action of the oper-
ator over a general ket. The methodology uses the action of canonical transformations over the
canonical variables on the classical theory. The most typical examples are the momentum as the
generator of infinitesimal translation, the angular momentum as the generator of infinitesimal
rotations and the Hamiltonian, with its peculiarities, as the generator of the time evolution of
the system.
According to the classical mechanics, the solution for n-VMVF systems is given by the
simultaneous evolution of the system in two coordinate systems: the rectangular, xν , and
the rotational’s, ξi. We defined on previous sections that the extended vectors that describe
the states of n-VMVF systems have two independent components containing the position of
the particle in each representation respectively. The action of the operator position for the
n-particle over the position ket is(
x†
ξ
) ∣∣∣∣ x′nξ′i
〉
=
(
x′n
ξ′i
) ∣∣∣∣ x′nξ′i
〉
. (5.171)
Other fundamental physical observables are the linear and angular momentum pn and ln
which, according to the extended classical mechanic, remain as the generators for the translation
and rotation of particle n, respectively. We need to find how the operators p and l act over the
position ket, or what is the same, we need to find the function pu(x
′
n) or lu(ξ
′
i) that appears as
result of the action of an operator which have the linear or the angular momentum at the top
component like:(
p†
A
) ∣∣∣∣ x′nγ
〉
=
(
pu(x
′
n)
1
) ∣∣∣∣ x′nγ
〉 (
l†
A
) ∣∣∣∣ ξ′iγ
〉
=
(
lu(ξ
′
i)
1
) ∣∣∣∣ ξ′iγ
〉
. (5.172)
Also, we need to find the form of the functions pd(x
′
n) or ld(ξ
′
i) if the operators linear or the
angular momentum, are at the bottom component of the extended operator like(
A†
p
) ∣∣∣∣ γx′n
〉
=
(
1
pd(x
′
n)
) ∣∣∣∣ γx′n
〉 (
A†
l
) ∣∣∣∣ γξ′i
〉
=
(
1
ld(ξ
′
i)
) ∣∣∣∣ γξ′i
〉
(5.173)
The method to obtain the pu(x
′
n) , pd(x
′
n), lu(ξ
′
i) and ld(ξ
′
i) functions is the same as the
ordinary quantum mechanic. It is based on the form the state vector is modified because of
the action of the transformation operator on each component whose generator is the wanted
operator. We have for example that the translation and the rotation operator as part of the
motion operator has the linear and the angular momentum as the generator of each component
respectively like( T †(dx′)
R(dξ′′)
)
=
(
(1 + a∗0~−1 pdx′n)†
1 + b0 ~−2 l dξ′′n
)
. (5.174)
The motion operator act over a position ket transforming the ket by displacing the corre-
sponding coordinate of each component with an infinitesimal value without change the values
of the others quantum degree of freedom like:( T †(dx′n)
R(dξ′′n)
) ∣∣∣∣ x1, ..x′n, ..xNξ1, ..ξ′′n, ..ξN
〉
=
(
(1 + a∗0~−1 p dx′n)†
1 + b0~−2 l dξ′′n
) ∣∣∣∣ x1, ..x′n, ..xNξ1, ..ξ′′n, ..ξN
〉
=
∣∣∣∣ x1, ..x′n + dx′n, ..xNξ1, ..ξ′′n + dξ′′n, ..ξN
〉
(5.175)
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where ~1, ~2 are constants with action dimension. These constants play the same role here that
~ constant does on the quantum mechanic. These constants also need to be computed.
The form of the wanted operator is independent of the other component because of the
independence of the action between the top and the bottom component of the extended op-
erator. The action of the motion operator due to translation in the top position over the top
component of a general ket for any operators located in the bottom position of the extended
operator is written as( T †(dx′)
A
) ∣∣∣∣ αγ
〉
=
(
(1 + a∗0~−1 p dx′n)†
A
) ∣∣∣∣ αγ
〉
. (5.176)
We do not know the form of the action of the momentum over the ket component α. However,
we do know how the motion operator acts over the position ket. Also, we assume that the
action of the bottom component of the operator, A, over the bottom component of the ket,
|γ〉, is always |γ′〉 like( T †(dx′)
A
) ∣∣∣∣ αγ
〉
=
( T †(dx′)
1
) ∣∣∣∣ αγ′
〉
. (5.177)
We expand then the extended ket on terms of the position kets:( T †(dx′)
A
) ∣∣∣∣ αγ
〉
=
∑
x′n
(
cx′n
1
)( T †(dx′)
A
) ∣∣∣∣ x′nγ
〉
=
∑
x′n
(
cx′n
1
) ∣∣∣∣ x′n + dx′nγ′
〉
=
∑
x′n
(
c(x′n−dx′n)
1
) ∣∣∣∣ x′nγ′
〉
(5.178)
where we assume that the bottom component of the expansion coefficients is the unit because
the expansion only occurs at the top component of the ket. On the last step, the translation
x′n coordinate is replacing by x
′
n − dx′n.
If the state are normalized then coefficients cx′n can be expanded in series up to the second
term:( T †(dx′)
A
) ∣∣∣∣ αγ
〉
=
∑
x′n
(
cx′n − dx′n
∂cx′n
∂x′n
1
)∣∣∣∣ x′nγ′
〉
(5.179)
On the other side, we have that(
(1 + a0~−1 p dx′n)†
A
) ∣∣∣∣ αγ
〉
=
(
(1 + a0~−1 p dx′n)†
A
)∑
x′n
(
cx′n
1
) ∣∣∣∣ x′nγ′
〉
=
∑
x′n
(
1 + a∗0~−1 pu(x′n) dx′n
1
)(
cx′n
1
) ∣∣∣∣ x′nγ′
〉
(5.180)
Comparing both sides of the equation, we have(
cx′n − dx′n
∂cx′n
∂x′n
1
)
=
(
1 + a∗0~−1 pu(x′n) dx′n
1
)(
cx′n
1
)
(5.181)
which we can rewrite using the standard and complex products:(
cx′n − dx′n
∂cx′n
∂x′n
) 1 = [(1 + a∗0~−1 pu dx′n) 1] · [cx′n  1] (5.182)
154
or (
cx′n − dx′n
∂cx′n
∂x′n
)∗
=
[
1 + a∗0~−1 pu dx′n
]∗ · c∗x′n (5.183)
where pu(x
′
n) ≡ pu.
It is possible to express the right member of the last equation as[
1 + a∗0~−1 pu dx′n
]∗ · c∗x′n = [(1 + a∗0~−1 pu dx′n)cx′n +G′(x′n, cx′n)dx′n]∗. (5.184)
Indeed, using the extended algebra, with a few effort, we can obtain the equation[
1 + a∗0~−1 pu dx′n
]∗ · c∗x′n = [(1 + a∗0~−1 pu dx′n)cx′n +G(x′n, cx′n , dx′n)]∗ (5.185)
where the G(x′n, cx′n , dx
′
n) is a function whose extended and imaginary parts have the expressions
G(x′n, cx′n , dx
′
n)E =
1
z
(N)
1
{
(1 + a∗0~−1 pu dx′n)∗Ec∗x′nE
[
z
(N1)
1 z
(N2)
1 z0 + w
(N2)
1 + w
(N1)
1 z
(N2)
1 + z
∗
0z
(N)
1 )
]
+ (1 + a∗0~−1 pu dx′n)∗Ec∗x′nI
[
z
(N1)
1 − z(N)1
]
+ (1 + a∗0~−1 pu dx′n)∗Ic∗x′nE
[
z
(N2)
1 − z(N)1
]}
(5.186)
and
G(x′n, cx′n , dx
′
n)I = −w(N)1 G(x′n, cx′n , dx′n)∗E + (1 + a∗0~−1 pu dx′n)∗Ec∗x′nE
[
z
(N1)
1 z
(N2)
1 w0 + w
(N2)
1
+ w
(N1)
1 w
(N2)
1 − z∗0w(N)1 ) + w∗0
]
+ (1 + a∗0~−1 pu dx′n)∗Ec∗x′nI
[
w
(N1)
1 − w(N)1
]
+ (1 + a∗0~−1 pu dx′n)∗Ic∗x′nE
[
w
(N2)
1 − w(N)1
]
, (5.187)
respectively. The letters N,N1, N2 stand for the extended numbers
N ≡ 1 + a∗0~−1 pu dx′n + cx′n , N1 ≡ 1 + a∗0~−1 pu dx′n, and N2 ≡ cx′n . (5.188)
On the other side, if the value dx′n = 0 is replaced in the definition of the function
G(x′n, cx′n , dx
′
n) on equation 5.185, we have that
c∗x′n =
[
cx′n +G(x
′
n, cx′n , 0)
]∗
, (5.189)
from we conclude that G(x′n, cx′n , 0) = 0.
We can then, expand function G(x′n, cx′n , dx
′
n) around point dx
′
n = 0 to the first order like
G(x′n, cx′n , dx
′
n) ∼ G(x′n, cx′n , 0) +
∂G(x′n, cx′n , dx
′
n)
∂(dx′n)
∣∣∣∣
dx′n=0
dx′n
=
∂G(x′n, cx′n , dx
′
n)
∂(dx′n)
∣∣∣∣
dx′n=0
dx′n ≡ G′(x′n, cx′n)dxn, (5.190)
from we obtain the form of the function G′(x′n, cx′n), that we name G-function. Replacing this
result on equation 5.185, we arrive to the intended equation 5.184. Replacing equation 5.184
on equation 5.183, we have(
cx′n − dx′n
∂cx′n
∂x′n
)∗
=
[
(1 + a∗0~−1 pu(x′n) dx′n)cx′n +G
′(x′n, cx′n)dx
′
n
]∗
(5.191)
or like in the representation of extended scalars(
cx′n − dx′n
∂cx′n
∂x′n
1
)
=
(
(1 + a∗0~−1 pu(x′n) dx′n)cx′n +G
′(x′n, cx′n)dx
′
n
1
)
. (5.192)
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Comparing the top components of the scalars, we finally obtain
pu(x
′
n, cx′n) = −a∗−0 ~1
[∂cx′n
∂x′n
+G′(x′n, cx′n)
]
. (5.193)
The expression for the linear momentum on the bottom component of the operator can be
founded using a similar method.
Expanding the state ket with eigenvectors whose bottom component is the position co-
ordinate and replacing the expansion coefficients cx′n with series up to the second term, we
have: (
A†
T (dx′)
) ∣∣∣∣ γα
〉
=
∑
x′n
(
1
cx′n − dx′n
∂cx′n
∂x′n
)∣∣∣∣ γ′x′n
〉
. (5.194)
Also, the action of the translation operator results in the equation(
A†
1 + b0~−1 p dx′n
) ∣∣∣∣ γα
〉
=
∑
x′n
(
1
1 + b0~−1 pd(x′n) dx′n
)(
1
cx′n
) ∣∣∣∣ γ′x′n
〉
. (5.195)
Comparing both sides of the equation, we have(
1
cx′n − dx′n
∂cx′n
∂x′n
)
=
(
1
1 + b0~−1 pd(x′n) dx′n
)(
1
cx′n
)
. (5.196)
Using the standard and complex products the equality is:
1 (cx′n − dx′n
∂cx′n
∂x′n
) =
[
1 (1 + b0~−1 pd(x′n) dx′n)
] · (1 cx′n) (5.197)
or
cx′n − dx′n
∂cx′n
∂x′n
= (1 + b0~−1 pd(x′n) dx′n)cx′n = cx′n + b0~
−
1 dx
′
npd(x
′
n)cx′n (5.198)
The comparison, in this case is more straightforward, and results in
pd(x
′
n, cx′n) = −b−0 ~1
∂cx′n
∂x′n
. (5.199)
which resembles the form of the linear momentum operator in the ordinary quantum mechanics.
We can also find the form of functions lu(ξ
′
i) and ld(ξ
′
i) in the scalars which result from:(
l†
A
) ∣∣∣∣ ξ′iγ′
〉
=
(
lu(ξ
′
i)
γ′
) ∣∣∣∣ ξ′iγ′
〉 (
A†
l
) ∣∣∣∣ γ′ξ′i
〉
=
(
γ′
ld(ξ
′
i)
) ∣∣∣∣ γ′ξ′i
〉
(5.200)
From the extended classical mechanic, the angular momentum operator is obtained as the
generator for the rotation of the position of the particle. Functions lu(ξ
′
i) and ld(ξ
′
i) can be
founded because of the known form of the action of the infinitesimal rotation operator over the
state vector. The action of the infinitesimal rotation laying as the top or bottom component of
an external operator over a state vector whose top or bottom component, respectively, is the
position of the particle expressed in angular coordinates, regardless the operator of the other
component, have the form( R†(dξ′n)
A
) ∣∣∣∣ ξ′nγ
〉
=
(
(1 + a∗0~−2 l dξ′n)†
A
) ∣∣∣∣ ξ′nγ
〉
=
∣∣∣∣ ξ′n + dξ′nγ
〉
(5.201)
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and (
A†
R(dξ′n)
) ∣∣∣∣ γξ′n
〉
=
(
A†
1 + b0~−2 l dξ′n
) ∣∣∣∣ γξ′n
〉
=
∣∣∣∣ γξ′n + dξ′n
〉
. (5.202)
Following the above method for the functions pu(x
′
n) and pd(x
′
n) with a few changes, we can
find the desired functions, and their expressions are:
lu(ξ
′
n, cξ′n) = −a∗−0 ~2
[∂cξ′n
∂ξ′n
+G′(ξ′n, cξ′n)
]
(5.203)
and
ld(ξ
′
n, cξ′n) = −b−0 ~2
∂cξ′n
∂ξ′n
, (5.204)
where function G′(ξ′n, cξ′n) have the form of a G-function from equation 5.190 depending now
in the angular coordinates and with letters N,N1, N2 standing for N ≡ 1 + a∗0~−2 lu ξ′n + cξ′n ,
N1 ≡ 1 + a∗0~−2 lu dξ′n and N2 ≡ cξ′n .
For example, the action of the extended operator
(
p†
l
)
over a general position ket is:
(
p†
l
) ∣∣∣∣ γβ
〉
=
∑
x′n,ξ′n
(
−a∗−0 ~1
[∂cx′n
∂x′n
+G′(x′n, cx′n)
]
−b−0 ~2
∂cξ′n
∂ξ′n
)∣∣∣∣ x′nξ′n
〉
. (5.205)
If we express the bottom component the extended ket as function of rectangular coordi-
nates, then we can replace the derivative
∂cξ′n
∂ξ′n
using the transformation relations between the
rectangular and the angular coordinates. In that case, the equation take the form(
p†
l
)
=
∑
x′n,x′′n
(
a∗−0 ~1
[∂cx′n
∂x′n
+G′(x′n, cx′n)
]
b−0 ~2
{[
D
′′ν
ξ ′′ν + ddτ (D
′′ν
ξ )′′ν˙ + d
2
dτ2
(D
′′ν
ξ )′′ν¨
]
cx′′n
} ) ∣∣∣∣ x′nx′′n
〉
. (5.206)
5.6.5. Momentums s and b as generators of the displacements of the correlation function’s pole
in rectangular and angular coordinates.
Another magnitude which appears on the extension of classical mechanics and plays a
fundamental role in the description of n-VMVF systems is the second order momentum s. We
define then a quantum operator related to this classical magnitude whose form of its action
over a state ket, same as linear momentum, should also be determined. The extended operator
of momentum s in both coordinates can be defined as(
s†
b
)
,
where b is the second order momentum in angular coordinates. We follow in here the convention
of putting the rectangular coordinates at the top component and the angular’s at the bottom’s.
We know from the study of the proposed classical solution for n-VMVF systems, that the
momentum sn is the generator for an inverse displacement of the pole of the correlation function
Fn(¯˙q). For that reason, same as the motion state ket, and according to the extension of classical
mechanics, we define the state:∣∣∣∣ f ′xnf ′ξn
〉
(5.207)
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whose eigenvalues are the scalars containing the values of the pole of the correlation functions
in the rectangular and the angular coordinates. They are related to the time derivative of the
eigenvalue of the position of all particles as:
Fx′n(¯˙x′m) = f ′xn and Fξn( ¯˙ξ′m) = f ′ξn (5.208)
where the form of the set of functions Fxn(¯˙xm) and Fξn( ¯˙ξm) are extracted from the extended
classical mechanics, and we supposed already known.
Let us represent the infinitesimal operator that dislocate the values f ′n, in both set of
coordinates, as Tf (df ′xn) andRf (df ′ξn). Each component of this operator should have the general
form of the infinitesimal extended operators while the generator of each component, same as
before, should be obtained from the classical theory. The action of such operator over a state
vector characterized by the pole of the correlation functions has the form:( T †f (df ′xn)
Rf (df ′ξn)
) ∣∣∣∣ f ′x1 , ..f ′xn , ..f ′xNf ′ξ1 , ..f ′ξn , ..f ′ξN
〉
=
(
(1 + a∗0}−1 s df ′xn)
†
1 + b0}−2 b df ′ξn
) ∣∣∣∣ f ′x1 , ..f ′xn , ..f ′xNf ′ξ1 , ..f ′ξn , ..f ′ξN
〉
=
∣∣∣∣ f ′x1 , ..f ′xn − df ′xn , ..f ′xNf ′ξ1 , ..f ′ξn − df ′ξn , ..f ′ξN
〉
, (5.209)
where s and b are effectively included in the operator as the generator of the displacement of the
pole of functions F ′qn for linear and angular coordinates. Also, }1, }2 (“h-slash”) are constants
with action dimension and they play the role of adjusting the result to the classical measures.
Performing the same method as before, its possible to obtain the functions su(f
′
xn) and
sd(f
′
xn) of the referred operator which satisfy(
s†
A
) ∣∣∣∣ f ′xnγ
〉
=
(
su(f
′
xn)
1
) ∣∣∣∣ f ′xnγ
〉 (
A†
s
) ∣∣∣∣ γf ′xn
〉
=
(
1
sd(f
′
xn)
) ∣∣∣∣ γf ′xn
〉
. (5.210)
Also, the functions bu(f
′
ξn
) and bd(f
′
ξn
) if the operators linear and angular momentum, are on
the bottom component of the extended operator like(
b†
A
) ∣∣∣∣ f ′ξnγ
〉
=
(
bu(f
′
ξn
)
1
) ∣∣∣∣ f ′ξnγ
〉 (
A†
b
) ∣∣∣∣ γf ′ξn
〉
=
(
1
bd(f
′
ξn
)
) ∣∣∣∣ γf ′ξn
〉
. (5.211)
Let us start with operator momentum s placed on the upper component. If the state is
normalized then coefficients cf ′xn can be expanded in series up to the second term:( T †f (df ′xn)
A
) ∣∣∣∣ αγ
〉
=
( T †f (df ′xn)
A
)∑
f ′xn
(
cf ′xn
1
) ∣∣∣∣ f ′xnγ′
〉
=
∑
f ′xn
(
cf ′xn
1
) ∣∣∣∣ f ′xn − df ′xnγ′
〉
=
∑
f ′xn
(
cf ′xn + df
′
xn
∂cf ′xn
∂f ′xn
1
)∣∣∣∣ f ′xnγ′
〉
(5.212)
where f ′xn was substitute by f
′
xn − df ′xn . On the other side, we have that(
(1 + a∗0}−1 s df ′xn)
†
A
) ∣∣∣∣ αγ
〉
=
∑
f ′xn
(
1 + a∗0~−1 su(f ′xn) df
′
xn
1
)(
cf ′xn
1
) ∣∣∣∣ f ′xnγ′
〉
(5.213)
Comparing both sides of the equation, we have(
cf ′xn + df
′
xn
∂cf ′xn
∂f ′xn
1
)
=
(
1 + a∗0}−1 su(f ′xn) df
′
xn
1
)(
cf ′xn
1
)
. (5.214)
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Applying the extended algebra, we can transform the right member like(
cf ′xn + df
′
xn
∂cf ′xn
∂f ′xn
1
)
=
(
(1 + a∗0}−1 su(f ′xn) df
′
xn)cf ′xn +G
′(f ′xn , cf ′xn )df
′
xn
1
)
, (5.215)
being function G′(f ′xn , cf ′xn ) a G-function, from equation 5.190, depending on the poles fxn . The
equality of the top components take us to
su(f
′
xn , cf ′xn ) = a
∗−
0 }1
[∂cf ′xn
∂f ′xn
−G′(f ′xn , cf ′xn )
]
. (5.216)
The same analysis is made if the second order momentum s are on the bottom component
of the operator acting over the bottom component of the ket, and it results in a scalar with the
function sd(f
′
xn , cf ′xn ) being in the form:
sd(f
′
xn , cf ′xn ) = b0}2
[∂cf ′xn
∂f ′xn
]
. (5.217)
Also, we can obtain the expressions
bu(f
′
ξn , cf ′ξn ) = a
∗−
0 }1
[∂cf ′ξn
∂f ′ξn
−G′(f ′ξn , cf ′ξn )
]
(5.218)
and
bd(f
′
ξn , cf ′ξn ) = b0}2
[∂cf ′ξn
∂f ′ξn
]
. (5.219)
The action of the extended operator
(
s†
b
)
over a general extended ket then have the form:
(
s†
b
) ∣∣∣∣ αβ
〉
=
∑
f ′xnfξ′n
 a∗−0 }1[∂cf ′xn∂f ′xn −G′(f ′xn , cf ′xn )]
b0}2
∂cf ′xn
∂f ′xn
∣∣∣∣ f ′xnf ′ξn
〉
(5.220)
The general expansion of a state vector is composed on the expansion over the position ket
and functions fξ′′n e.i, and it should look like∣∣∣∣ αβ
〉
=
∑
x′n,ξ′n
f ′xnfξ′n
(
c(x′n,f ′xn )
c(ξ′n,fξ′n )
) ∣∣∣∣ x′n, f ′xnξ′n, fξ′n
〉
(5.221)
alternatively, if we factorize the expansion coefficients, based on the independence of position
coordinates and functions fξ′′n ,∣∣∣∣ αβ
〉
=
∑
x′n,ξ′n
f ′xnfξ′n
(
cx′ncf ′xn
cξ′ncfξ′n
) ∣∣∣∣ x′n, f ′xnξ′n, fξ′n
〉
(5.222)
In this case, an operator whose component is a product of momentum p and s acting over
a general ket modify the expansion component as:(
c1p · s
c2l · b
) ∣∣∣∣ αβ
〉
=
∑
x′n,ξ′n
f ′xnfξ′n
 −c1a∗−20 ~1}1[∂cf ′xn∂f ′xn −G′(f ′xn , cf ′xn )][∂cx′n∂x′n +G′(x′n, cx′n)]
−c2b−20 ~2}2
[∂cf ′xn
∂f ′xn
][∂cξ′n
∂ξ′n
]
 ∣∣∣∣ x′n, f ′xnξ′n, fξ′n
〉
(5.223)
where c1 and c2 are two constant settled for the dimensional fit.
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5.7. Energy of particle system
The energy of the system is the eigenvalue of an operator whose top and bottom components
have the form of the energy function from the classical theory, equation 3.16:
h =
∑
i
piq˙i − s˙iq˙i + siq¨i − L =
∑
i
H − s˙iq˙i,
for both sets of coordinates. The components of the energy eigenvalue are related to the
translation and rotation energy, respectively. The total energy extended operator whose top
component is described by the rectangular coordinates xν and the bottom’s by the angular’s ξi
have the form(
HT −
∑
n s˙
ν
nx˙n;ν
HR −
∑
n b˙n;iξ˙n;i
)
(5.224)
where we substitute the classical magnitudes with its extended operators and use the Einstein
summation notation. According to the extension of classical mechanics, this eigenvalue must
remain constant in time. Unfortunately, energy function depends on the time derivative of
momentum s and positions operators, and for that reason, we set a time evolution study before
treating this problem.
5.8. Time Evolution
In this section, we study the evolution of the n-VMVF quantum systems with time. The
inclusion of the four component on particle position xνn on the extended Quantum Mechanics
imply that the evolution is related not to time, but to proper time τ . On the Special Theory
of Relativity, time is treated in the system as another degree of freedom which is related with
the others by the Lorentz constraint which, following Dirac’s ideas, we still consider it in here
as a “weak condition”. In this case, same as the quantum mechanic, proper time should be
considered as a parameter and not an observable. From now, we use the word “time” instead
of “proper time” in the benefit of simplicity. When the reference of time as the four component
of the particle position is needed, we will explicitly express it as such.
Along the development of this quantum theoretic proposal, we consider the action of the
operator over the state vector divided in the action of each component of the operator over the
corresponding component of the ket. We contemplate such actions independent one from the
other. This statement is not entirely accurate. The action of each component have one thing
in common: the same parameter describes their temporal evolution, the proper time of the
inertial frame of reference from where the n-VMVF system is studied. The temporal evolution
of all the magnitudes on both components occur simultaneously.
Following the above ideas and the quantum mechanic reasoning, we represent the space ket
at a given observation time τ , started to be observed at a given initial time τ0 as:∣∣∣∣ α, τ0; τβ, τ0; τ
〉
(τ > τ0), (5.225)
being τ a continuous parameter. As the system was supposed to be in the state
∣∣∣∣ αβ
〉
at the
reference time τ0, its expected then that:
lim
τ→τ0
∣∣∣∣ α, τ0; τβ, τ0; τ
〉
=
∣∣∣∣ α, τ0; τ0β, τ0; τ0
〉
≡
∣∣∣∣ αβ
〉
. (5.226)
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The time evolution of the system can be studied using an extended operator named the
time evolution operator whose action over a state vector evolve the state from time τ0 to τ such
as: ( U †u(τ, τ0)
Ub(τ, τ0)
) ∣∣∣∣ αβ
〉
≡
( U †u(τ, τ0)
Ub(τ, τ0)
) ∣∣∣∣ α, τ0; τ0β, τ0; τ0
〉
=
∣∣∣∣ α, τ0; τβ, τ0; τ
〉
(5.227)
where subscripts u and b refers to the time operator components that evolve the up and bottom
component of the state vector respectively. The time evolution operator act over both com-
ponent of the extended ket with the same value of the parameter τ . Time evolution operator
must satisfy some properties:
1. Unitarity: This property means that the resulting ket must satisfy the normalization
relations. As shown, it is sufficient that the operator satisfies( U †u(τ, τ0)
Ub(τ, τ0)
)‡( U †u(τ, τ0)
Ub(τ, τ0)
)
=
(
1
1
)
, (5.228)
2. Composition property:
The time evolution operator must satisfy this property on its components since, as ex-
plained on the introduction of the infinitesimal extended operators, we cannot assure that
the evolution of the hidden variables, which is replaced by the evolution of one component,
satisfy the composition law. We propose then that the composition property is satisfied
at every component like:
Uu(τ2, τ0) = Uu(τ2, τ1)Uu(τ1, τ0) and Ub(τ2, τ0) = Ub(τ2, τ1)Ub(τ1, τ0) (5.229)
alternatively, in the extended operator notation:( U †u(τ2, τ0)
Ub(τ2, τ0)
)
=
( [Uu(τ2, τ1)Uu(τ1, τ0)]†[Ub(τ2, τ1)Ub(τ1, τ0)]
)
. (5.230)
3. An infinitesimal time evolution operator is a particular case of the time evolution operators
such that( U †u(τ0 + dτ, τ0)
Ub(τ0 + dτ, τ0)
) ∣∣∣∣ α, τ0; τ0β, τ0; τ0
〉
=
∣∣∣∣ α, τ0; τ + dτβ, τ0; τ + dτ
〉
. (5.231)
4. Because of the continuity property, the infinitesimal time evolution extended operator
must reduce to identity operator when dτ goes to zero:
lim
dτ→0
( U †u(τ0 + dτ, τ0)
Ub(τ0 + dτ, τ0)
)
=
(
1
1
)
. (5.232)
Same as motion operator, the infinitesimal time evolution operator can be written as( U †u(τ0 + dτ, τ0)
Ub(τ0 + dτ, τ0)
)
=
(
1 + a∗0Ω
†
u dτ
1 + b0Ωd dτ
)
(5.233)
where each component of the operator
(
Ω†u
Ωb
)
satisfy
Ω†u = Ω
†‡
u Ωb = Ωb
‡ Ω†b = Ω
†‡
d Ωu = Ωu
‡. (5.234)
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The composition property can also be verified on each component:( [(
1 + a∗0Ωu dτ1
)(
1 + a∗0Ωu dτ2
)]†(
1 + b0Ωd dτ1
)(
1 + b0Ωd dτ2
) ) = ( [1 + a∗0Ωu (dτ1 + dτ2) +O(dτ 2)]†
1 + b0Ωd (dτ1 + dτ2) +O(dτ 2)
)
(5.235)
Now we can take borrowed from the extended classical mechanic, the form of the function
3.123
G = H +
∑
i
s˙iδq˙i − s¨iqi.
or its approximate expression from equation 3.125
G ∼ H +
∑
i
s˙if˙i(¯˙q)t− s¨iqi,
as the generator of time evolution of the system. If the top ket component is described by the
rectangular coordinates xν and the bottom’s are described using the angular coordinates ξi, the
generators Ωu and Ωd can be replaced by the operators( U †T (τ0 + dτ, τ0)
UR(τ0 + dτ, τ0)
)
=
( [
1 + a∗0~−3 (HT − s¨νxν − s˙ν f˙Tn;ντ) dτ
]†
1 + b0~−4 (HR −
∑
i b¨iξi − b˙if˙Rn;iτ) dτ
)
(5.236)
where HT and HR are the translational and rotational Hamiltonian operators, respectively and
~3 and ~4 are two constant introduced for the dimensional fitting. The values of these constants
must be established in future works.
5.9. The extended Schro¨dinger equation
We derive the fundamental differential equation for the time evolution operator of each
component, known as the Schro¨dinger equation. We apply the composition property on the
equation 5.229 of the extended time evolution operator for each component letting τ1 → τ and
τ2 → τ + dτ . Using the top component as an example, we have
UT (τ + dτ, τ0) = UT (τ + dτ, τ)UT (τ, τ0) = (1 + a∗0~−3 ΩTdτ)UT (τ, τ0) (5.237)
where the difference τ − τ0 do not need to be infinitesimal. We have then
UT (τ + dτ, τ0)− UT (τ, τ0) = a∗0~−3 ΩTUT (τ, τ0)dτ (5.238)
which in differential form is
∂
∂τ
UT (τ, τ0) = a∗0~−3 ΩTUT (τ, τ0)dτ (5.239)
We find then the Schro¨dinger equation for each component. The Schro¨dinger equation for
the extended operator have the form:(
∂
∂τ
U †T (τ, τ0)
∂
∂τ
UR(τ, τ0)
)
=
( [
a∗0~−3 ΩTUT (τ, τ0)
]†[
b0~−4 ΩRUR(τ, τ0)
] ) . (5.240)
So far we treat the evolution of the system through the evolution of its component, and there
is nothing new despite the fact the theory is developed on a new space. The difference comes
once we look at the evolution of the extended ket
∂
∂τ
∣∣∣∣ α, τ0; τβ, τ0; τ
〉
=
∂
∂τ
( U †T (τ, τ0)
UR(τ, τ0)
) ∣∣∣∣ α, τ0; τ0β, τ0; τ0
〉
. (5.241)
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That is because
∂
∂τ
( U †T (τ, τ0)
UR(τ, τ0)
)
6=
(
∂
∂τ
U †T (τ, τ0)
∂
∂τ
UR(τ, τ0)
)
(5.242)
The derivative of a complex product a b with respect to time is
d
dτ
(a b) = d
dτ
[
(a∗EbIz
(a)
1 + a
∗
IbE)k + ia
∗
EbE + a
∗
EbIz
(a)
1 + a
∗
IbI
]
= (
da∗E
dτ
bIz
(a)
1 + a
∗
E
dbI
dτ
z
(a)
1 + a
∗
EbI
dz
(a)
1
dτ
+
da∗I
dτ
bE + a
∗
I
dbE
dτ
)k + i
da∗E
dτ
bE + ia
∗
E
dbE
dτ
+
da∗E
dτ
bIw
(a)
1 + a
∗
E
dbI
dτ
w
(a)
1 + a
∗
EbI
dw
(a)
1
dτ
+
da∗I
dτ
bI + a
∗
I
dbI
dτ
. (5.243)
Also, we have
da
dτ
 b = (da
∗
E
dτ
bIz
(a˙)
1 +
da∗I
dτ
bE)k + i
da∗E
dτ
bE +
da∗E
dτ
bIw
(a˙)
1 +
da∗I
dτ
bI (5.244)
and
a db
dτ
= (a∗E
dbI
dτ
z
(a)
1 + a
∗
I
dbE
dτ
)k + ia∗E
dbE
dτ
+ a∗E
dbI
dτ
w
(a)
1 + a
∗
I
dbI
dτ
. (5.245)
Putting all together we have the relation:
d
dτ
(a b) = da
dτ
 b+ a db
dτ
+ G(a, b) (5.246)
where
G(a, b) ≡ [da
∗
E
dτ
bI(z
(a)
1 − z(a˙)1 ) + a∗EbI
dz
(a)
1
dτ
]k +
da∗E
dτ
bI(w
(a)
1 − w(a˙)1 ) + a∗EbI
dw
(a)
1
dτ
. (5.247)
An extended operators must satisfy the same derivative properties:
d
dτ
(
A†
B
)
=
(
dA
dτ
†
B
)
+
(
A†
dB
dτ
)
+ +
( ∗√G(A,B)
∗
√G(A,B)
)
(5.248)
Deriving twice with respect to time, we obtain
d2
dτ 2
(
A†
B
)
=
(
d2A
dτ2
†
B
)
+
(
A†
d2B
dτ2
)
+ 2
(
dA
dτ
†
dB
dτ
)
+
d
dτ
( ∗√G(A,B)
∗
√G(A,B)
)
+
 ∗√G(A˙,B)
∗
√
G(A˙,B)
+
 ∗√G(A, B˙)
∗
√
G(A, B˙)
 (5.249)
The derivative of a general ket with respect to time which was at the initial time τ0 is
∂
∂τ
∣∣∣∣ α, τ0; τβ, τ0; τ
〉
=
∂
∂τ
( U †T (τ, τ0)
UR(τ, τ0)
) ∣∣∣∣ α, τ0; τ0β, τ0; τ0
〉
=
[(
∂U†T (τ,τ0)
∂τUR(τ, τ0)
)
+
( U †T (τ, τ0)
∂UR(τ,τ0)
∂τ
)
+
( ∗√G(UT ,UR)
∗
√G(UT ,UR)
)] ∣∣∣∣ α, τ0; τ0β, τ0; τ0
〉
(5.250)
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Each component
∂U†T (τ,τ0)
∂τ
and ∂UR(τ,τ0)
∂τ
can be replaced using the Schro¨dinger equation finally
obtaining:
∂
∂τ
∣∣∣∣ α, τ0; τβ, τ0; τ
〉
=
∂
∂τ
( U †T (τ, τ0)
UR(τ, τ0)
) ∣∣∣∣ α, τ0; τ0β, τ0; τ0
〉
=
[( [
a∗0~−3 ΩTUT (τ, τ0)
]†
UR(τ, τ0)
)
+
( U †T (τ, τ0)[
b0~−4 ΩRUR(τ, τ0)
] )+ ( ∗√G(UT ,UR)∗√G(UT ,UR)
)] ∣∣∣∣ α, τ0; τ0β, τ0; τ0
〉
(5.251)
The methodology to obtain the extended operator of the time evolution is to find the time
evolution operator for each component using the Schro¨dinger equation. There are two well-
defined cases to derive the time evolution operator for every component: when the generator
is time independent and when it depends on time. In the ordinary quantum mechanic, the
Hamiltonian for an isolated particle, as the time generator operator, is time independent, from
where it is obtained the well-known exponential form for this operator. In the present case,
however, things are not that easy, and the components of the extended operator
( U †T (τ, τ0)
UR(τ, τ0)
)
explicitly depend on time eq. 5.236:( U †T (τ0 + dτ, τ0)
UR(τ0 + dτ, τ0)
)
=
( [
1 + a∗0~−3 (HT − s¨νxν − s˙νx¨ντ) dτ
]†
1 + b0~−4 (HR −
∑
i b¨iξi − b˙iξ¨iτ) dτ
)
In that case, the solution of the above equation 5.251 will probably be in some Dyson1’s type
series, but it is out of the scope of this work and should be studied in future studies.
5.10. The extended Heisenberg equation
The time evolution of a general ket demands the solution of a Schro¨dinger equations for
each component. On the top of this, the time evolution operator of both components 5.236
explicitly depends on the derivative with respect to time of physical magnitudes like the position
coordinates x¨ν , ξi and the second order momentums s˙
ν , b¨i. In that case, we need to find the
analytical expressions for the time derivative of the component of an extended operators.
To find the form of the derivative of the extended quantum operators with respect to time,
we take advantage of the Heisenberg approach from the ordinary Quantum mechanic. In our
case, because of the associative property of the extended vectors, it is possible to approach the
extended quantum dynamics from a picture where operators are constant, and the state vectors
evolve with time into a new formulation where the operators are the ones whose change with
time while physical states remain constant. These approaches are known as the Schro¨dinger and
the Heisenberg pictures respectively. Indeed, the associative axiom of the inner product allows
switching between both pictures. The unitary property of time evolution operator guarantee
the invariability of the inner product with the temporal evolution of the system since〈
α
β
∣∣∣∣ αβ
〉
→
〈
α
β
∣∣∣∣ ( U †TUR
)‡( U †T
UR
) ∣∣∣∣ αβ
〉
=
〈
α
β
∣∣∣∣ αβ
〉
. (5.252)
If states evolve with time ket while the operator remain unchanged, the quantity〈
α
β
∣∣∣∣ A†B
∣∣∣∣ αβ
〉
(5.253)
evolve with time like:〈
α
β
∣∣∣∣ A†B
∣∣∣∣ αβ
〉
→
[〈
α
β
∣∣∣∣ ( U †TUR
)‡](
A†
B
)[( U †T
UR
) ∣∣∣∣ αβ
〉]
. (5.254)
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From the associative axiom we have〈
α
β
∣∣∣∣ A†B
∣∣∣∣ αβ
〉
→=
〈
α
β
∣∣∣∣ [( U †TU †R
)(
A†
B
)( U †T
UR
)] ∣∣∣∣ αβ
〉
(5.255)
that suggest that the operators can be the ones evolving with time while the state vector
remains constant. This point of view is closer to the reality, where quantities like position and
momentum, represented in here in the component of the operators, are one that changes with
time in classical mechanics.
Last equation can be written as:〈
α
β
∣∣∣∣ A†B
∣∣∣∣ αβ
〉
→
〈
α
β
∣∣∣∣ A†(H)(τ)B (H)(τ)
∣∣∣∣ αβ
〉
(5.256)
being(
A†(H)(τ)
B(H) (τ)
)
=
( U †T
UR
)‡(
A†(S)
B(S)
)( U †T
UR
)
(5.257)
where superscripts S and H stands for Schro¨dinger and Heisenberg picture, respectively. At
τ = 0, operators and physical kets coincide at both pictures.
We derive now the time derivative for an extended operator which not explicitly depend on
time. Differentiating equation 5.255, we obtain:
d
dτ
(
A†(H)(τ)
B(H) (τ)
)
=
d
dτ
[( U †T
UR
)‡](
A†(S)
B(S)
)( U †T
UR
)
+
( U †T
UR
)‡(
A†(S)
B(S)
)
d
dτ
[( U †T
UR
)]
. (5.258)
or applying the time derivative properties for extended operators:
d
dτ
(
A†(H)(τ)
B(H) (τ)
)
=
(
dU†T
dτUR
)‡(
A†(S)
B(S)
)( U †T
UR
)
+
( U †T
dUR
dτ
)‡(
A†(S)
B(S)
)( U †T
UR
)
+
( U †T
UR
)‡(
A†(S)
B(S)
)(
dU†T
dτUR
)
+
( U †T
UR
)‡(
A†(S)
B(S)
)( U †T
dUR
dτ
)
+
 ∗√G(U †‡T ,U ‡R)
∗
√
G(U †‡T ,U ‡R)
( A†(S)
B(S)
)( U †T
UR
)
+
( U †T
UR
)‡(
A†(S)
B(S)
) ∗√G(U †T ,UR)
∗
√
G(U †T ,UR)

(5.259)
where the operators
dU†T
dτ
and dUR
dτ
can be replaced using the equation of Schro¨dinger 5.248.
The previous equation is insufficient to find the derivative of one component of the operator
with respect to time. The reason is the existence in the derivative of the operator with time of
the residual function G(U †T ,UR) which depends on both components of the operator. However,
taking advantage of the connection between both components given by the simultaneous time
evolution, the derivative of the components with respect to time can be found by computing
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the previous equation whit the same operator at both components of the extended operator:
d
dτ
(
A†(H)(τ)
A(H) (τ)
)
=
(
dU†T
dτUR
)‡(
A†(S)
A(S)
)( U †T
UR
)
+
( U †T
dUR
dτ
)‡(
A†(S)
A(S)
)( U †T
UR
)
+
( U †T
UR
)‡(
A†(S)
A(S)
)(
dU†T
dτUR
)
+
( U †T
UR
)‡(
A†(S)
A(S)
)( U †T
dUR
dτ
)
+
 ∗√G(U †‡T ,U ‡R)
∗
√
G(U †‡T ,U ‡R)
( A†(S)
A(S)
)( U †T
UR
)
+
( U †T
UR
)‡(
A†(S)
A(S)
) ∗√G(U †T ,UR)
∗
√
G(U †T ,UR)
 .
(5.260)
Both components are related now since one is the Hermitian operator of the other. The form of
the Hermitian operator still needs to be also computed with the study of the extended numbers.
In that case, we can use the Heisenberg equation to find the expressions for the derivative of
operators of each component with respect to time.
5.11. Time dependent eigenvalue equation
The eigenvalue equation is also modified with the time evolution. The stationary equation(
A†
B
) ∣∣∣∣ a′b′
〉
=
(
a′
b′
) ∣∣∣∣ a′b′
〉
. (5.261)
under the Schro¨dinger picture does not change with the evolution of the system with time.
The operator does not change with time, so its eigenkets and eigenvalues at any time moment.
Under the Heisenberg scope, we have a different behavior since the operator is time-dependent.
Multiplying both sides of the eigenvalue equation by
( U †T
UR
)‡
, and using the unitary property
of time evolution operator, we can have( U †T
UR
)‡(
A†
B
)( U †T
UR
)( U †T
UR
)‡ ∣∣∣∣ a′b′
〉
=
( U †T
UR
)‡(
a′
b′
) ∣∣∣∣ a′b′
〉
. (5.262)
Using Heisenberg picture, last equation can be rewritten as:(
A†(H)(τ)
B(H)(τ)
)[( U †T
UR
)‡ ∣∣∣∣ a′b′
〉]
=
[( U †T
UR
)‡(
a′
b′
) ∣∣∣∣ a′b′
〉]
, (5.263)
where the is shown that the eigenvalues remain constants while the eigenkets evolve with time
but under the operator
( U †T
UR
)‡
.
5.12. Single particle energy eigenvalue equations
According to our approach, the energy for n-VMVF systems is divided between the energy
of the translation and the rotation of the system. Each component of the energy operator can
be extracted from the classical energy function, equation3.16
h =
∑
i
piq˙i − s˙iq˙i + siq¨i − L =
∑
i
piH − s˙iq˙i.
The energy function has terms involving the derivative with time of some of the canonical
variables, and also it differs from the generator of the motion of the system with time.
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From the classical theory, we know that the energy function of the single particle on equation
3.24
hn = Hn − s˙nq˙n
is not a constant of motion so, the eigenvalue equation is written like
(
(HnT − s˙νnx˙n;ν +
∑
a λaΩTa)
†
HnR − b˙n;iξ˙n;i +
∑
a λbΩRb
)[( U †T
UR
)‡ ∣∣∣∣ EnTEnR
〉]
=
[( U †T
UR
)‡(
EnT
EnR
) ∣∣∣∣ EnTEnR
〉]
.
(5.264)
On the other side, the total energy of the system, as the sum of all the single particle energies
should remain constant along the evolution of the system with time. In this case, the eigenvalues
equation is stationary and should have the form:(
(
∑
n HnT − s˙νnx˙n;ν +
∑
a λaΩTa)
†∑
n HnR − b˙n;iξ˙n;i +
∑
a λbΩRb
) ∣∣∣∣ ETER
〉
=
(
ET
ER
) ∣∣∣∣ ETER
〉
. (5.265)
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6. Conclusions
In this work, we propose a quantum theory for particle systems with variable masses con-
nected by a field with no predefined form (n-VMVF systems). We define n as the maximum
number of particle involved in the evolution of the system during a time interval. The masses
and the field are considered variables of the system and they depend on the positions and
velocities of the particles. We follow the methodology for constructing the modern quantum
theory by de definition of a vector space and quantum operators borrowed from the canonical
transformations of the corresponding classical theory.
The primary motivation to develop this approach, once we assume the mass as a variable
quantity, is to search for the canonical transformation for the mass variation, from where can
outcome a quantum operator. It was not possible, however, to reach this goal. Instead, we
were able to propose a solvable set of classical equations from where the mass of the particle
can be computed. The solution manifests a two set of equation structure which is the base for
the vector space and the quantum theory. Our proposal is not yet complete. However, we think
that the text embrace the main aspects and ideas that should be included, added or modified
for a consistent quantum mechanics theory for n-VMVF systems. We review and discuss the
main results of the work.
Revisiting the classical mechanics
In the construction of the classical theory, we found that if the mass of the particle is
considered variable, then the application of the second law of Newton to an isolated particle
cause a violation of the relativity principle under a Galilean transformation. However, the
second Newton law is satisfied not by one particle but to whole the system of particles. We
introduce a new type of constraints that relates all the variables of the system, including the
masses and the field functions different from the geometrical constraint that set geometric
restrictions only to the position of all the particles. For that reason we conclude that the well-
known D’Alembert’s principle can be no longer applied to the n-VMVF systems. We proposed
then, a modification of the principle of D’Alembert for those kinds of systems such as
“The total virtual work of the sum of the impressed, the intrinsic constraint and
the inertial forces vanishes for the reversible displacements of any particle of the
system”.
We obtain the inertial forces by assuming that
“The net applied and inertial forces acting on every particle of the system are the
same forces acting on each particle measured by an external observer on an inertial
frame. In that case, each particle of the system is considered as isolated and the
external forces acting over it, as the action of the other particles through the field.”
From the point of view of an external observer on an inertial frame, each particle of the system
is considered as isolated and under the action of the external field, which depends on the others
particle’s position and velocities as parameters.
The second law of Newton is satisfied by the n-VMVF system, even when it is not satisfied
by each particle by its own, only if the amount of momentum which causes the violation because
of the mass variation is suppressed by the variation of the variables of the others particles of the
system. Such harmonic variations could only exist through an internal field. The internal field
has no defined form and has the function of connecting the particles of the system. Because
the variable mass is the cause of its existence, the field is then connected to the variations of
mass of the particles, which is unknown. We assume that the field is also unknown with an
undetermined nature, and is a function of the positions and velocities of all the particles. It is
the final solution that will reveal the nature and its fundamental interaction type.
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We conclude in this part that a system of particle with variables masses must have two or
more particles and they must be connected by an internal field. Because of that, the axiom of
single particle can not be applied for this type of systems. Also that the system can be studied
assuming the masses and the field as functions of the particle positions and velocities, excluding
the existences of hidden variables. The modified D’Alembert principle also show a degeneracy
which shows that we are in presence of a constrained system.
The construction of the Lagrangian theory for n-VMVF systems
The solution for the n-VMVF systems is proposed by forcing the isolated system to satisfy
the equilibrium condition. Combining the Lagrange equations for a starting Lagrangian, the
modified principle of D’Alembert and the principle for obtaining the inertial and applied forces,
we can identify the constraints for the isolated n-VMVF system remain at equilibrium. The
chosen Lagrangian must agree with a known Lagrangian when the variation of masses is ne-
glected. We proposed the Lagrange function Lspn =
1
2
mnr˙
2
n−φ+ A · r˙n as the known Lagrange
function an also as the starting Lagrangian, being the form of the potential function equal to
the potential function for electromagnetic field.
The first set of obtained equations resulting from the above method were the Lagrange
equations in the rectangular coordinates for the starting Lagrangian. The equilibrium condition
using the rectangular coordinates is referred to the conservation of the linear momentum in
agreement with the homogeneity property of space. By combining the D’Alembert extended
principle and the already defined inertial and applied forces on each particle, we can obtain a
new group of constrained equations for the variables of the system.
However, the number of variables still surpass the number of the identified equations. To
find another set of equations, we proposed to describe the system with a set of coordinates
independent from the 3D-rectangular coordinates: the 3D-angular coordinates. The equilib-
rium condition using the angular coordinates is referred now to the conservation of the angular
momentum, in agreement this time with the isotropy property of space. Both sets, for particle
systems with more of one particle, correspond to independent momentum conservation laws
and symmetries, completing the equilibrium condition for any physical systems.
The representation of the particle position on the 3D-angular coordinates, ~r = ~r(θ, φ, χ), is
carried out by expand the three-dimensional space to a four dimensions space and choosing a
constraint with a new parameter R, such that Pythagorean theorem holds in the new 4 − D
space x2 + y2 + z2 + w2 = R2. The method introduces R quantity as a parameter, which
should depend on the energy of the particle system and need to be defined on future works. On
the other hand, the method introduces the four four-dimensional space-time to the problem.
Because of that we increase the dimension of all the rest of the variables of the problem and
assume the compliance of the first postulate of the Theory of Relativity. The rectangular
coordinates are now expanded to the Lorentzian coordinates.
The second postulate of the Theory of Relativity, however, is based on the invariance of
Maxwell’s equations, which cannot be settled under this approach because the field is precisely
one of the variables to be found on the system. Because of that, we do not take the compliance
of the second postulate for granted in detriment of imposing additional constraints the motion
of the particles and a limit for the rotation energy. This means that under the present approach
r˙νnr˙n,ν 6= c2 and also that it should be theme of futures discussions.
The combination of the modified D’Alembert principle and the definition of the inertial
and applied forces on each particle using now the angular coordinates, permit us to obtain
a new group of constrained equations for the variables of the system and double the existing
equations for solving the problem. The number of equations, nevertheless, remains shorter than
the number of variables if we suppose masses and field are functions depending on all particles
positions and velocities. In that case, some approximations must be made like set the mass of
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one particle depending on its particle position. This issue shows that in this approach, the form
of the functions of field and masses can be proposed in different ways as long as the number of
equations and degree of freedom are the same.
The constraints show the x¨νn dependency of the constraint equations for both sets of coor-
dinates, which means that the Lagrangians of the system must also have the same dependency.
That forced us to use the second order Lagrange equations and expand the Multiplier Lagrange’s
method also to the second order. The constraints are added to the starting Lagrangian using
this method an obtaining two independent Lagrangians.
From this part, we can conclude that it is possible to solve the classical problem of a
system with the mass of the particle and the field connecting those particles as unknown
quantities depending on the positions and velocities of the particles without introducing any
hidden variable. The study reveals that for the solution we need not solve one set of second
order Lagrange equation but two. The solution also treats the masses and the field derivatives
as variables of the whole system; however they are not part of the configuration space of any
of the two variational problems. A solution with this kind of treatment and with more than
a Lagrange function, is new as a solution of a classical problem, at least to the best of our
knowledge.
Also, because of the need of expressing the position of the particle as a function of angular
coordinates, the four-dimensional space-time is naturally included in the problem when the 3-D
space of the angular coordinates is found to be the stereographic projection of the 4-D sphere
defined by the Lorentz condition in the space-time. That means that the classical solution for
n-VMVF systems, is necessarily a relativistic problem.
The obtained classical equations for n-VMVF systems have the double of variables and
equations and include approximations for the particle masses and the field functions. The
proposed solution corresponds to a constrained second order set of Lagrange equations with a
notable complexity even for the simplest case involving only two particles and a linear series
expansion for the particle masses and the field functions. However, we think the proposed
solution can be considered as a universal solution, since it has the masses of the particles and
the internal field as a solution to the problem, Also the equations are designed to satisfy the
most verified conservation laws in physics for particle systems: the conservation of the linear
and angular momentum, which corresponds to the two most verified properties of space: the
homogeneity and the isotropy. The solution then, once all approximations are settled, and
for a defined number of particles can be used for all the system with such features. Once the
Lagrange functions are entirely determined, then externals field can be added in the standard
way as an external field with a defined form, and the geometric constraints can be included as
they commonly do.
The construction of the Hamiltonian theory for n-VMVF systems
Because of the x¨νn dependency of the Lagrangians, the Hamiltonian theory for each La-
grangian is extended up to the second order. We define the second order momentum as si =
∂L
∂q¨i
,
which is different from the Ostrogradsky’s definition. We define the extended Hamilton func-
tion, following the Legendre procedure, as H =
∑
i piq˙i + siq¨i − L and obtain a set of second
order Hamilton equations different from Ostrogradsky. Nevertheless, the equations report the
same instability as the author, which is the appearance of n more degrees of freedom than on
the Lagrange approach.
It is the Identity canonical transformation that reveals the existence of n constraints which
add a new set of equations in the form F2i = 0, where the correlation functions F2i depends
only on the generalized velocities. The form of the correlation functions is fixed and they should
be chosen according the studied system, which in our case, embrace the number of particles
and the approximations made for the mass and the field functions. This topic should go into
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a deeper investigation on futures works. This set of constraints removes the Ostrogradsky
instability matching the number of equations with the number of variables of the Lagrange
approach.
The canonical transformations of second order Hamiltonians show that the generalized linear
momentum remains as the generator of the displacement of the generalized coordinate. They
also show that the new momentum s is the generator of a negative displacement of the pole
of the correlation functions, fi, causing, due to the definition of the correlation functions, the
collective motion of the system. That is a consistent result since in our problem, the new
momentum si appears on the Lagrangian because of the mass variation, which cause that a
single particle cannot satisfy Newton’s second law. Instead, the collective motion, expressed
in the constraint F2i = fi, allows the system to satisfy the second Newton’s law as a single
physical object.
The addition of new constraints to the Hamilton extended equations, force us to expand the
study of the constrained system up to the second order. In the text, we make the first proposal
for this problem. However, it depends on the form of the Lagrangian and the Hamiltonian,
which turn out to be extensive. A more accurate solution should be developed on futures works.
The extension of the Hamilton classical theory for the n-VMVF systems, maintains the set
of two equations structure for solving the problem: one Hamiltonian related to the translation
motion and the other related to the rotation. Each one includes the position of the particle,
the pole of the correlation function, and the linear and second-order momentum expressed in
the Lorentzian and angular coordinates, respectively. Also, for each one, a set of canonical
transformations and their generators are defined that act over the canonical variables. The
two set of Hamilton equations needed to solve the problem of n-VMVF systems point out the
two-component canonical transformations that is one of the bases for constructing the new
quantum mechanics for n-VMVF systems.
The extension of complex numbers
The structure of two set of second order Hamilton equations in the classical theory and with
it the need of two simultaneous canonical transformations for the modification of the system,
points out the need for a new vector space. We propose that extension by defining the unit of
the new domain from an unsolvable equation in the complex number domain: |x|2 = x∗x = i.
We represent it as k = ∗
√
i, where the complex root ∗
√
a = b if a∗a = b. The mentioned
unsolvable equation point out the existence of two new operations within the complex numbers
which is the complex sum and multiplication which stands as the sum and multiplication of a
number by the complex conjugate of the other, respectively. This methods shows as another
conclusion of this work, that it is possible to expand the complex numbers without violating
the fundamental theorem of algebra by defining the already mentioned new operations.
The new operations are named the complex product and complex sum, and they are rep-
resented as a  b ≡ a∗b and a ⊕ b ≡ a∗ + b, respectively. The standard and the complex
multiplication of of two extended numbers is based on the standard and the complex multipli-
cation of the extended unit. The first type introduces two complex parameters z0, w0 whose
values must be computed on future works.
From the extended complex unit definition, we also show that the inner product must have
at least four terms. We define a new isomorphism represented by z•, and z∗, which guarantee
that any defined inner product of the new space can satisfy the Positive-definiteness axiom.
The properties of the new operations are studied using their abstract expressions, and it shows
that the standard sum and multiplication as defined, is commutative, distributive and have an
additive identity and inverse element different from the conjugated sum and multiplication.
According to the properties of the space operations, we define the inner product of four ex-
tended numbers grouping by pairs such as they can satisfy the commutativity and distribution
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properties and with that, a future superposition law. We use the Positive-definiteness prop-
erty to obtained equations for finding the new isomorphisms, which depend on the numbers
z1, w1, z2, w2 ∈ C. The obtained equations are extensive and proven to depend on the number
itself.
Using the abstract expression of both isomorphisms, we defined the inverse of a complex
extended number and with it, the division of two extended numbers. We also start the study
the linearity and conjugated symmetry properties among others topics. Different from the
pure complex space, the properties are satisfied only under certain conditions that should be
checked. Remains only to see what is the meaning of these conditions in future works.
We define a new map J ≡ ()©• for an extended number λ, so the linearity and the conju-
gate symmetry axiom of the inner product are consistent. We set the condition of satisfying
conjugate symmetry as a requirement of an inner product. Future works need to verify this
property.
We conclude in this part that is possible to define a two component vector space according to
our classical needs. The space as defined from the expansion of the complex numbers, without
violating the fundamental theorem of algebra. We proposed new properties, among we can find
the inner commutation, which studies the switching between terms the same component on the
multiplication of two inner products. We expect that those new properties are connected to
the physical phenomena of any theory developed over the extended complex space.
The new space must be studied in depth. Among futures studies must include with top
priority the solution for the isomorphisms, for which it must be defined the parameters z0, w0
and even if that is the case, redefine the extended unit from a different unsolvable equation in
the complex domain. The solution also must satisfy the conjugate symmetry axiom. A general
review will cause for sure the modification or correction of all the results obtained in here. We
are aware that futures changes on the extended space concepts and results will directly reflect
into the concepts and obtained results of the quantum theory for the n-VMVF systems.
Proposing a new quantum approach for n-VMVF systems
The two equation structure from the extension of the classic mechanics applied to n-VMVF
systems suggests the extension of the complex space and also the reason of defining an inner
product as a such. Specifically, the two canonical transformations structure needed for a com-
plete evolution of the system point out a new structure for the quantum equation. Because
of that, we propose a quantum state as a two-component object like
∣∣∣∣ αβ
〉
, the operators:(
A†
B
)
and the scalars:
(
α
β
)
, resembling the extended complex quantity αβ. In general,
the bi-dimensional structure of the action of an operator acting over a state vector is(
A†
B
) ∣∣∣∣ αβ
〉
=
∣∣∣∣ γζ
〉
.
The bi-dimensional operators act over bi-dimensional vectors component by component,
in agreement with the independence of the two Lagrangian set of equations in the classical
theory. We also introduce the extended bar space, whose vectors are represented as
〈
α
β
∣∣∣∣,
which allows the definition of the inner product between an extended bra and an extended
ket like
〈
α
β
∣∣∣∣ γλ
〉
. We set the Positive-definiteness and linearity axioms for the kets and bra
spaces, based on the analysis of extended complex vectors.
In this work we analyse the normalization condition which, from our point of view, can seen
as a relationship more than an axiom if it is written such as
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“The expectation value of the operator identity defined on a vector space 1 must
be 1 for any physical vector of such space”,
which means that the normalization relations and the expectation value must be consistently
defined. We introduce two normalization relations for the extended quantum mechanic for an
arbitrary state vector, according to the geometrical reinterpretation for the extended quantum
mechanics.
We study the eigenvalues and eigenvectors of an extended operator and we show that,
because of the extended properties of the inner product, the eigenvalue of operators which
represent physical magnitudes, are pure complex numbers. The series expansion of a state
vector are proposed in a similar form as the ordinary quantum mechanics based on the linear
property of the extended kets, whose coefficients can be determined using the normalization
relations.
This result shows that the expansion coefficients, constrained by the new normalization
relations and following the measurement principle for quantum observables, are connected to
probabilistic quantities. The new Hilbert space over the extended complex numbers permits
the existence of negative or imaginary probabilities. The physical meaning of the previous
concepts demands a more in-depth study of this issues and the verification of the solution with
experimental data.
In here, is also assumed that the measurements principle follows the Dirac’s idea that ”A
measurement always cause the system to jump to an eigenstate of the dynamical variable that
is being measured”.
We show that in general, each component of any physical infinitesimal extended operator
can be represented in the same form than the classical canonical transformations, as the sum of
the Identity operator and its generator, times the value of the magnitude of the transformation.
Taking borrowed the linear momentum as the generator of the displacement of the gener-
alized coordinate, we find the functions pu(x
′
n) and lu(ξ
′
i) that appears as result of the action
of an operator which have the linear and the angular momentum, respectively, at the top com-
ponent. We also find the functions pb(x
′
n) and lb(ξ
′
i) that appears when such operators are at
the bottom component. Following the same method, and being the second order momentum
si the generator of the inverse displacement of the pole of the correlation function, fi({q¯}), we
find the form of the functions su(f
′
xn), sd(f
′
xn), bu(f
′
xn) and bd(f
′
xn), where b is the second order
momentum in the angular coordinates.
The obtained form for the functions when the corresponding operator, as the generator
of the displacement of variable qn, is at the bottom component of the operator is similar to
the form obtained on the ordinary quantum mechanics e.i. ∼ ∂cq′n
∂q′n
. However, the form of the
function from the top component adds an extra function, ∼ ∂cq′n
∂q′n
+G(q′n), as a direct consequence
of the theory being developed on a Hilbert space over the extended numbers.
We study the dynamics and time evolution of n-VMVF quantum system. As the quantum
theory for n-VMVF systems is intrinsically a relativistic theory, we consider the evolution of
such systems not with time but with the proper time τ , which is considered as a parameter and
not an observable. We propose each component of the extended time evolution operator like
the operators in the ordinary quantum mechanics, e.i considering the composition property.
Each component “borrowed” the classical generator of the time evolution canonical transfor-
mation as the generator of the time evolution of the system. The action of the operator of the
time evolution of the system is fundamentally different from the action of the others quantum
operator because the action of each of its component is related by the proper time since all
magnitudes on both components simultaneously evolve with time. We study the evolution of
the state vectors and the operators, using the Schro¨dinger and Heisenberg frames, respectively.
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General considerations
The solution for solving the quantum problem of n-VMVF systems is extensive and include
some approximations. Starting from the obtained Lagrangian functions with their constraints,
continuing to the inclusion of new constraints related to the correlation functions from the
extension of the Hamilton theory and arriving to the complexity of the equations of the ex-
tended complex vector space, whose inner product, isomorphisms and most of the properties
are incomplete, this work is far from finished. However, from the above development, we can
conclude that it is possible to develop the basis for a quantum theory for particle systems with
variable masses connected by an undefined field without hidden variables or an extra degree of
freedom, using only the Lorentzian coordinates and the particle masses and field derivatives.
The classical solution for the n-VMVF systems shows that the phenomena related to those
systems have a relativistic nature. The choice of setting the field as a degree of freedom while
space is flat and remains unchanged establish a different point of view from theories like General
Relativity, where the form of the field is fixed, and it is the space which is modified. As the field
is proposed as the unique physical object that connects particle, represented by a function with
no defined form, it includes all possible fundamental interactions. The well-known modification
of space-time because of the presence of a field or a massive particle is treated in here as the
modification of form of the field leaving the metric of the space constant.
The final solution of a quantum n-VMVF system should be the quantification of the energy
of the particle En(τ), the probability of finding any of the particle of the system in any specific
region from the inertial frame xνn(τ), the momentums p
ν
n(τ) and s
ν
n(τ). Also we should obtain
the particle masses’s derivatives ∂mn
∂xνn
(τ) and the field derivatives ∂A
µ
n
∂xνn
(τ) and ∂A
µ
n
∂x˙νn
(τ). The
derivatives functions, according the particle masses and field functions approaches will lead to
the mn(τ) and A
µ
n(τ) final expressions.
The present approach does not contradict the existing theoretical theories or models in
Particle Physics. Indeed, it assumes the variable character of the mass and the field but
set no specific form of these variations and are, instead, found as a solution to the problem.
The variations of the mass and field are not related on any nature, model or effects like the
relativistic’s, only in its inertial properties. The last means that concepts like the rest mass
or fundamental interactions can be no longer applied. The masses and the field are functions
constrained only by the conservation of the linear and angular momentum and the principle of
least action. Also, the Theory of relativity is included only up to its spacial theory related only
to the Lorentz conditions and the first principle.
From classical mechanics, we show that the isolated particle whose mass varies with no
restriction can no longer exist without violate the relativity principle under a Galilean trans-
formation. If the mass of a particle as a quantum state of the mass operator, then an isolated
particle can be seen as a quantum system of two or more particles. One of them is the particle
we see and the others, particles of vacuum. That is consistent since, from our point of view,
matter cannot exist without the vacuum. The something cannot exist without anything. One
is the non-existence of the other. One is the reference to the other so it can exist.
In the light of these new proposals, we can re-examine some physical concepts. For example,
the vacuum state can be defined as the lowest quantum state of matter which is referred to a
quantum state where all the new quantum numbers of the system are the lowest. Also, some
of the already known properties for single particles can be reviewed as a particle system. For
example, the spin as a property of an “isolated” particle now it can be related to a quantized
2-particle system, so it can be studied as the quantized angular momentum of a 2-particle
system being one particle a massive particle and the another particle are a vacuum particle.
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Appendix A. Conjugate symmetry
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1 w0 + γ
•∗
E γ
•
I δ
∗
IδEz
(γ•)
1 w0 + γ
•∗
I γ
•
Eδ
∗
EδIz
(δ)
1 w0
+ γ•
∗
I γ
•
Eδ
∗
IδEw0 + γ
•∗
E γ
•
I δ
∗
EδIw
(γ•)
1 w
(δ)
1 + iγ
•∗
E γ
•
I δ
∗
EδEw
(γ•)
1 + γ
•∗
E γ
•
I δ
∗
IδIw
(γ•)
1
+ iγ•
∗
E γ
•
Eδ
∗
EδIw
(δ)
1 − γ•
∗
E γ
•
Eδ
∗
EδE + iγ
•∗
E γ
•
Eδ
∗
IδI + γ
•∗
E γ
•
I δ
∗
EδIw
(δ)
1
+ iγ•
∗
I γ
•
I δ
∗
EδE + γ
•∗
I γ
•
I δ
∗
IδI (A.2)
Substituting the extended numbers[
(γ•  γ•)(δ  δ)]
E
= γ•
∗
E (γEw
(γ)
2 + γI)δ
∗
EδIz
(γ•)
1 z
(δ)
1 z0 + γ
∗
Ez
(γ)∗
2 (γEw
(γ)
2 + γI)δ
∗
IδEz
(γ•)
1 z0
+ (γ∗Ew
(γ)∗
2 + γ
∗
I )γEz
(γ)
2 δ
∗
EδIz
(δ)
1 z0 + (γ
∗
Ew
(γ)∗
2 + γ
∗
I )γEz
(γ)
2 δ
∗
IδEz0 + γ
∗
Ez
(γ)∗
2 (γEw
(γ)
2 + γI)δ
∗
EδIz
(γ•)
1 w
(δ)
1
+ iγ∗Ez
(γ)∗
2 (γEw
(γ)
2 + γI)δ
∗
EδEz
(γ•)
1 + γ
∗
Ez
(γ)∗
2 (γEw
(γ)
2 + γI)δ
∗
IδIz
(γ•)
1 + (γ
∗
Ew
(γ)∗
2 + γ
∗
I )γEz
(γ)
2 δ
∗
EδIw
(δ)
1
+ i(γ∗Ew
(γ)∗
2 + γ
∗
I )γEz
(γ)
2 δ
∗
EδE + (γ
∗
Ew
(γ)∗
2 + γ
∗
I )γEz
(γ)
2 δ
∗
IδI + γ
∗
Ez
(γ)∗
2 (γEw
(γ)
2 + γI)δ
∗
EδIw
(γ•)
1 z
(δ)
1
+ γ∗Ez
(γ)∗
2 (γEw
(γ)
2 + γI)δ
∗
IδEw
(γ•)
1 + iγ
∗
Ez
(γ)∗
2 γEz
(γ)
2 δ
∗
EδIz
(δ)
1 + iγ
∗
Ez
(γ)∗
2 γEz
(γ)
2 δ
∗
IδE
+ (γ∗Ew
(γ)∗
2 + γ
∗
I )(γEw
(γ)
2 + γI)δ
∗
EδIz
(δ)
1 + (γ
∗
Ew
(γ)∗
2 + γ
∗
I )(γEw
(γ)
2 + γI)δ
∗
IδE. (A.3)
[
(γ•  γ•)(δ  δ)]
I
= γ∗Ez
(γ)∗
2 (γEw
(γ)
2 + γI)δ
∗
EδIz
(γ•)
1 z
(δ)
1 w0 + γ
∗
Ez
(γ)∗
2 (γEw
(γ)
2 + γI)δ
∗
IδEz
(γ•)
1 w0
+ (γ∗Ew
(γ)∗
2 + γ
∗
I )γEz
(γ)
2 δ
∗
EδIz
(δ)
1 w0 + (γ
∗
Ew
(γ)∗
2 + γ
∗
I )γEz
(γ)
2 δ
∗
IδEw0 + γ
∗
Ez
(γ)∗
2 (γEw
(γ)
2 + γI)δ
∗
EδIw
(γ•)
1 w
(δ)
1
+ iγ∗Ez
(γ)∗
2 (γEw
(γ)
2 + γI)δ
∗
EδEw
(γ•)
1 + γ
∗
Ez
(γ)∗
2 (γEw
(γ)
2 + γI)δ
∗
IδIw
(γ•)
1 + iγ
∗
Ez
(γ)∗
2 γEz
(γ)
2 δ
∗
EδIw
(δ)
1
− γ∗Ez(γ)
∗
2 γEz
(γ)
2 δ
∗
EδE + iγ
∗
Ez
(γ)∗
2 γEz
(γ)
2 δ
∗
IδI + γ
∗
Ez
(γ)∗
2 (γEw
(γ)
2 + γI)δ
∗
EδIw
(δ)
1
+ i(γ∗Ew
(γ)∗
2 + γ
∗
I )(γEw
(γ)
2 + γI)δ
∗
EδE + (γ
∗
Ew
(γ)∗
2 + γ
∗
I )(γEw
(γ)
2 + γI)δ
∗
IδI (A.4)
Expanding terms
[
(γ•  γ•)(δ  δ)]
E
= γ•
∗
E (γEw
(γ)
2 )δ
∗
EδIz
(γ•)
1 z
(δ)
1 z0 + γ
•∗
E (γI)δ
∗
EδIz
(γ•)
1 z
(δ)
1 z0 + γ
∗
Ez
(γ)∗
2 (γEw
(γ)
2 )δ
∗
IδEz
(γ•)
1 z0
+ γ∗Ez
(γ)∗
2 (γI)δ
∗
IδEz
(γ•)
1 z0 + (γ
∗
Ew
(γ)∗
2 )γEz
(γ)
2 δ
∗
EδIz
(δ)
1 z0 + (γ
∗
I )γEz
(γ)
2 δ
∗
EδIz
(δ)
1 z0 + (γ
∗
Ew
(γ)∗
2 )γEz
(γ)
2 δ
∗
IδEz0
+ (γ∗I )γEz
(γ)
2 δ
∗
IδEz0 + γ
∗
Ez
(γ)∗
2 (γEw
(γ)
2 )δ
∗
EδIz
(γ•)
1 w
(δ)
1 + γ
∗
Ez
(γ)∗
2 (γI)δ
∗
EδIz
(γ•)
1 w
(δ)
1
+ iγ∗Ez
(γ)∗
2 (γEw
(γ)
2 )δ
∗
EδEz
(γ•)
1 + iγ
∗
Ez
(γ)∗
2 (γI)δ
∗
EδEz
(γ•)
1 + γ
∗
Ez
(γ)∗
2 (γEw
(γ)
2 )δ
∗
IδIz
(γ•)
1 + γ
∗
Ez
(γ)∗
2 (γI)δ
∗
IδIz
(γ•)
1
+ (γ∗Ew
(γ)∗
2 )γEz
(γ)
2 δ
∗
EδIw
(δ)
1 + (γ
∗
I )γEz
(γ)
2 δ
∗
EδIw
(δ)
1 + i(γ
∗
Ew
(γ)∗
2 )γEz
(γ)
2 δ
∗
EδE + i(γ
∗
I )γEz
(γ)
2 δ
∗
EδE
+ (γ∗Ew
(γ)∗
2 )γEz
(γ)
2 δ
∗
IδI + (γ
∗
I )γEz
(γ)
2 δ
∗
IδI + γ
∗
Ez
(γ)∗
2 (γEw
(γ)
2 )δ
∗
EδIw
(γ•)
1 z
(δ)
1 + γ
∗
Ez
(γ)∗
2 (γI)δ
∗
EδIw
(γ•)
1 z
(δ)
1
+ γ∗Ez
(γ)∗
2 (γEw
(γ)
2 )δ
∗
IδEw
(γ•)
1 + γ
∗
Ez
(γ)∗
2 (γI)δ
∗
IδEw
(γ•)
1 + iγ
∗
Ez
(γ)∗
2 γEz
(γ)
2 δ
∗
EδIz
(δ)
1 + iγ
∗
Ez
(γ)∗
2 γEz
(γ)
2 δ
∗
IδE
+ (γ∗Ew
(γ)∗
2 )(γEw
(γ)
2 + γI)δ
∗
EδIz
(δ)
1 + (γ
∗
Ew
(γ)∗
2 )(γEw
(γ)
2 )δ
∗
EδIz
(δ)
1 + (γ
∗
I )(γEw
(γ)
2 )δ
∗
EδIz
(δ)
1
+ (γ∗I )(γI)δ
∗
EδIz
(δ)
1 + (γ
∗
Ew
(γ)∗
2 )(γEw
(γ)
2 )δ
∗
IδE + (γ
∗
Ew
(γ)∗
2 )(γI)δ
∗
IδE + (γ
∗
I )(γEw
(γ)
2 )δ
∗
IδE + (γ
∗
I )(γI)δ
∗
IδE.
(A.5)
175
[
(γ•  γ•)(δ  δ)]
I
= γ∗Ez
(γ)∗
2 (γEw
(γ)
2 )δ
∗
EδIz
(γ•)
1 z
(δ)
1 w0 + γ
∗
Ez
(γ)∗
2 (γI)δ
∗
EδIz
(γ•)
1 z
(δ)
1 w0
+ γ∗Ez
(γ)∗
2 (γEw
(γ)
2 )δ
∗
IδEz
(γ•)
1 w0 + γ
∗
Ez
(γ)∗
2 (γI)δ
∗
IδEz
(γ•)
1 w0 + (γ
∗
Ew
(γ)∗
2 )γEz
(γ)
2 δ
∗
EδIz
(δ)
1 w0
+ (γ∗I )γEz
(γ)
2 δ
∗
EδIz
(δ)
1 w0 + (γ
∗
Ew
(γ)∗
2 )γEz
(γ)
2 δ
∗
IδEw0 + (γ
∗
I )γEz
(γ)
2 δ
∗
IδEw0 + γ
∗
Ez
(γ)∗
2 (γEw
(γ)
2 )δ
∗
EδIw
(γ•)
1 w
(δ)
1
+ γ∗Ez
(γ)∗
2 (γI)δ
∗
EδIw
(γ•)
1 w
(δ)
1 + iγ
∗
Ez
(γ)∗
2 (γEw
(γ)
2 )δ
∗
EδEw
(γ•)
1 + iγ
∗
Ez
(γ)∗
2 (γI)δ
∗
EδEw
(γ•)
1
+ γ∗Ez
(γ)∗
2 (γEw
(γ)
2 )δ
∗
IδIw
(γ•)
1 + γ
∗
Ez
(γ)∗
2 (γI)δ
∗
IδIw
(γ•)
1 + iγ
∗
Ez
(γ)∗
2 γEz
(γ)
2 δ
∗
EδIw
(δ)
1 − γ∗Ez(γ)
∗
2 γEz
(γ)
2 δ
∗
EδE
+ iγ∗Ez
(γ)∗
2 γEz
(γ)
2 δ
∗
IδI + γ
∗
Ez
(γ)∗
2 (γEw
(γ)
2 )δ
∗
EδIw
(δ)
1 + γ
∗
Ez
(γ)∗
2 (γI)δ
∗
EδIw
(δ)
1 + i(γ
∗
Ew
(γ)∗
2 )(γEw
(γ)
2 )δ
∗
EδE
+ i(γ∗Ew
(γ)∗
2 )(γI)δ
∗
EδE + i(γ
∗
I )(γEw
(γ)
2 )δ
∗
EδE + i(γ
∗
I )(γI)δ
∗
EδE + (γ
∗
Ew
(γ)∗
2 )(γI)δ
∗
IδI
+ (γ∗Ew
(γ)∗
2 )(γEw
(γ)
2 )δ
∗
IδI + (γ
∗
I )(γEw
(γ)
2 )δ
∗
IδI + (γ
∗
I )(γI)δ
∗
IδI (A.6)
[
(γ  γ)(δ•  δ•)]
E
= γ∗EγIδ
•∗
E δ
•
Iz
(γ)
1 z
(δ•)
1 z0 + γ
∗
EγIδ
•∗
I δ
•
Ez
(γ)
1 z0 + γ
∗
IγEδ
•∗
E δ
•
Iz
(δ•)
1 z0
+ γ∗IγEδ
•∗
I δ
•
Ez0 + γ
∗
EγIδ
•∗
E δ
•
Iz
(γ)
1 w
(γ)
1 + iγ
∗
EγIδ
•∗
E δ
•
Ez
(γ)
1 + γ
∗
EγIδ
•∗
I δ
•
Iz
(γ)
1
+ γ∗IγEδ
•∗
E δ
•
Iw
(δ•)
1 + iγ
∗
IγEδ
•∗
E δ
•
E + γ
∗
IγEδ
•∗
I δ
•
I + γ
∗
EγIδ
•∗
E δ
•
Iw
(γ)
1 z
(δ•)
1
+ γ∗EγIδ
•∗
I δ
•
Ew
(γ)
1 + iγ
∗
EγEδ
•∗
E δ
•
Iz
(δ•)
1 + iγ
∗
EγEδ
•∗
I δ
•
E + γ
∗
IγIδ
•∗
E δ
•
Iz
(δ•)
1
+ γ∗IγIδ
•∗
I δ
•
E. (A.7)
[
(γ  γ)(δ•  δ•)]
I
= γ∗EγIδ
•∗
E δ
•
Iz
(γ)
1 z
(δ•)
1 w0 + γ
∗
EγIδ
•∗
I δ
•
Ez
(γ)
1 w0 + γ
∗
IγEδ
•∗
E δ
•
Iz
(δ•)
1 w0
+ γ∗IγEδ
•∗
I δ
•
Ew0 + γ
∗
EγIδ
•∗
E δ
•
Iw
(γ)
1 w
(δ•)
1 + iγ
∗
EγIδ
•∗
E δ
•
Ew
(γ)
1 + γ
∗
EγIδ
•∗
I δ
•
Iw
(γ)
1
+ iγ∗EγEδ
•∗
E δ
•
Iw
(δ•)
1 − γ∗EγEδ•
∗
E δ
•
E + iγ
∗
EγEδ
•∗
I δ
•
I + γ
∗
EγIδ
•∗
E δ
•
Iw
(δ•)
1
+ iγ∗IγIδ
•∗
E δ
•
E + γ
∗
IγIδ
•∗
I δ
•
I (A.8)
[
(γ  γ)(δ•  δ•)]
E
= γ∗EγIδ
∗
Ez
(δ)∗
2 (δEw
(δ)
2 + δI)z
(γ)
1 z
(δ•)
1 z0 + γ
∗
EγI(δ
∗
Ew
(δ)∗
2 + δ
∗
I )δEz
(δ)
2 z
(γ)
1 z0
+ γ∗IγEδ
∗
Ez
(δ)∗
2 (δEw
(δ)
2 + δI)z
(δ•)
1 z0 + γ
∗
IγE(δ
∗
Ew
(δ)∗
2 + δ
∗
I )δEz
(δ)
2 z0 + γ
∗
EγIδ
∗
Ez
(δ)∗
2 (δEw
(δ)
2 + δI)z
(γ)
1 w
(γ)
1
+ iγ∗EγIδ
∗
Ez
(δ)∗
2 δEz
(δ)
2 z
(γ)
1 + γ
∗
EγI(δ
∗
Ew
(δ)∗
2 + δ
∗
I )(δEw
(δ)
2 + δI)z
(γ)
1 + γ
∗
IγEδ
∗
Ez
(δ)∗
2 (δEw
(δ)
2 + δI)w
(δ•)
1
+ iγ∗IγEδ
∗
Ez
(δ)∗
2 δEz
(δ)
2 + γ
∗
IγE(δ
∗
Ew
(δ)∗
2 + δ
∗
I )(δEw
(δ)
2 + δI) + γ
∗
EγIδ
∗
Ez
(δ)∗
2 (δEw
(δ)
2 + δI)w
(γ)
1 z
(δ•)
1
+ γ∗EγI(δ
∗
Ew
(δ)∗
2 + δ
∗
I )δEz
(δ)
2 w
(γ)
1 + iγ
∗
EγEδ
∗
Ez
(δ)∗
2 (δEw
(δ)
2 + δI)z
(δ•)
1 + iγ
∗
EγE(δ
∗
Ew
(δ)∗
2 + δ
∗
I )δEz
(δ)
2
+ γ∗IγIδ
∗
Ez
(δ)∗
2 (δEw
(δ)
2 + δI)z
(δ•)
1 + γ
∗
IγI(δ
∗
Ew
(δ)∗
2 + δ
∗
I )δEz
(δ)
2 . (A.9)
[
(γ  γ)(δ•  δ•)]
I
= γ∗EγIδ
∗
Ez
(δ)∗
2 (δEw
(δ)
2 + δI)z
(γ)
1 z
(δ•)
1 w0 + γ
∗
EγI(δ
∗
Ew
(δ)∗
2 + δ
∗
I )δEz
(δ)
2 z
(γ)
1 w0
+ γ∗IγEδ
∗
Ez
(δ)∗
2 (δEw
(δ)
2 + δI)z
(δ•)
1 w0 + γ
∗
IγE(δ
∗
Ew
(δ)∗
2 + δ
∗
I )δEz
(δ)
2 w0 + γ
∗
EγIδ
∗
Ez
(δ)∗
2 (δEw
(δ)
2 + δI)w
(γ)
1 w
(δ•)
1
+ iγ∗EγIδ
∗
Ez
(δ)∗
2 δEz
(δ)
2 w
(γ)
1 + γ
∗
EγI(δ
∗
Ew
(δ)∗
2 + δ
∗
I )(δEw
(δ)
2 + δI)w
(γ)
1 + iγ
∗
EγEδ
∗
Ez
(δ)∗
2 (δEw
(δ)
2 + δI)w
(δ•)
1
− γ∗EγEδ∗Ez(δ)
∗
2 δEz
(δ)
2 + iγ
∗
EγE(δ
∗
Ew
(δ)∗
2 + δ
∗
I )(δEw
(δ)
2 + δI) + γ
∗
EγIδ
∗
Ez
(δ)∗
2 (δEw
(δ)
2 + δI)w
(δ•)
1
+ iγ∗IγIδ
∗
Ez
(δ)∗
2 δEz
(δ)
2 + γ
∗
IγI(δ
∗
Ew
(δ)∗
2 + δ
∗
I )(δEw
(δ)
2 + δI) (A.10)
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Expanding[
(γ  γ)(δ•  δ•)]
E
= γ∗EγIδ
∗
Ez
(δ)∗
2 (δEw
(δ)
2 )z
(γ)
1 z
(δ•)
1 z0 + γ
∗
EγIδ
∗
Ez
(δ)∗
2 (δI)z
(γ)
1 z
(δ•)
1 z0
+ γ∗EγI(δ
∗
Ew
(δ)∗
2 )δEz
(δ)
2 z
(γ)
1 z0 + γ
∗
EγI(δ
∗
I )δEz
(δ)
2 z
(γ)
1 z0 + γ
∗
IγEδ
∗
Ez
(δ)∗
2 (δEw
(δ)
2 )z
(δ•)
1 z0 + γ
∗
IγEδ
∗
Ez
(δ)∗
2 (δI)z
(δ•)
1 z0
+ γ∗IγE(δ
∗
Ew
(δ)∗
2 )δEz
(δ)
2 z0 + γ
∗
IγE(δI)δEz
(δ)
2 z0 + γ
∗
EγIδ
∗
Ez
(δ)∗
2 (δEw
(δ)
2 )z
(γ)
1 w
(γ)
1 + γ
∗
EγIδ
∗
Ez
(δ)∗
2 (δI)z
(γ)
1 w
(γ)
1
+ iγ∗EγIδ
∗
Ez
(δ)∗
2 δEz
(δ)
2 z
(γ)
1 + γ
∗
EγI(δ
∗
Ew
(δ)∗
2 )(δEw
(δ)
2 )z
(γ)
1 + γ
∗
EγI(δ
∗
I )(δEw
(δ)
2 )z
(γ)
1 + γ
∗
EγI(δ
∗
Ew
(δ)∗
2 )(δI)z
(γ)
1
+ γ∗EγI(δ
∗
I )(δI)z
(γ)
1 + γ
∗
IγEδ
∗
Ez
(δ)∗
2 (δEw
(δ)
2 )w
(δ•)
1 + γ
∗
IγEδ
∗
Ez
(δ)∗
2 (δI)w
(δ•)
1 + iγ
∗
IγEδ
∗
Ez
(δ)∗
2 δEz
(δ)
2
+ γ∗IγE(δ
∗
Ew
(δ)∗
2 )(δEw
(δ)
2 ) + γ
∗
IγE(δ
∗
Ew
(δ)∗
2 )(δI) + γ
∗
IγE(δ
∗
I )(δEw
(δ)
2 ) + γ
∗
IγE(δ
∗
I )(δI)
+ γ∗EγIδ
∗
Ez
(δ)∗
2 (δEw
(δ)
2 )w
(γ)
1 z
(δ•)
1 + γ
∗
EγIδ
∗
Ez
(δ)∗
2 (δI)w
(γ)
1 z
(δ•)
1 + γ
∗
EγI(δ
∗
Ew
(δ)∗
2 )δEz
(δ)
2 w
(γ)
1
+ γ∗EγI(δ
∗
I )δEz
(δ)
2 w
(γ)
1 + iγ
∗
EγEδ
∗
Ez
(δ)∗
2 (δEw
(δ)
2 )z
(δ•)
1 + iγ
∗
EγEδ
∗
Ez
(δ)∗
2 (δI)z
(δ•)
1 + iγ
∗
EγE(δ
∗
Ew
(δ)∗
2 )δEz
(δ)
2
+ iγ∗EγEδ
∗
I )δEz
(δ)
2 + γ
∗
IγIδ
∗
Ez
(δ)∗
2 (δEw
(δ)
2 )z
(δ•)
1 + γ
∗
IγIδ
∗
Ez
(δ)∗
2 (δI)z
(δ•)
1 + γ
∗
IγI(δ
∗
Ew
(δ)∗
2 )δEz
(δ)
2
+ γ∗IγI(δ
∗
I )δEz
(δ)
2 . (A.11)
[
(γ  γ)(δ•  δ•)]
I
= γ∗EγIδ
∗
Ez
(δ)∗
2 (δEw
(δ)
2 )z
(γ)
1 z
(δ•)
1 w0 + γ
∗
EγIδ
∗
Ez
(δ)∗
2 (δI)z
(γ)
1 z
(δ•)
1 w0
+ γ∗EγI(δ
∗
Ew
(δ)∗
2 )δEz
(δ)
2 z
(γ)
1 w0 + γ
∗
EγI(δ
∗
I )δEz
(δ)
2 z
(γ)
1 w0 + γ
∗
IγEδ
∗
Ez
(δ)∗
2 (δEw
(δ)
2 )z
(δ•)
1 w0
+ γ∗IγEδ
∗
Ez
(δ)∗
2 (δI)z
(δ•)
1 w0 + γ
∗
IγE(δ
∗
Ew
(δ)∗
2 )δEz
(δ)
2 w0 + γ
∗
IγE(δ
∗
I )δEz
(δ)
2 w0 + γ
∗
EγIδ
∗
Ez
(δ)∗
2 (δEw
(δ)
2 )w
(γ)
1 w
(δ•)
1
+ γ∗EγIδ
∗
Ez
(δ)∗
2 (δI)w
(γ)
1 w
(δ•)
1 + iγ
∗
EγIδ
∗
Ez
(δ)∗
2 δEz
(δ)
2 w
(γ)
1 + γ
∗
EγI(δ
∗
Ew
(δ)∗
2 )(δEw
(δ)
2 )w
(γ)
1 + γ
∗
EγI(δ
∗
Ew
(δ)∗
2 )(δI)w
(γ)
1
+ γ∗EγI(δ
∗
I )(δEw
(δ)
2 )w
(γ)
1 + γ
∗
EγI(δ
∗
I )(δI)w
(γ)
1 + iγ
∗
EγEδ
∗
Ez
(δ)∗
2 (δEw
(δ)
2 )w
(δ•)
1 + iγ
∗
EγEδ
∗
Ez
(δ)∗
2 (δI)w
(δ•)
1
− γ∗EγEδ∗Ez(δ)
∗
2 δEz
(δ)
2 + iγ
∗
EγE(δ
∗
Ew
(δ)∗
2 )(δEw
(δ)
2 ) + iγ
∗
EγE(δ
∗
Ew
(δ)∗
2 )(δI) + iγ
∗
EγE(δ
∗
I )(δEw
(δ)
2 )
+ iγ∗EγE(δ
∗
I )(δI) + γ
∗
EγIδ
∗
Ez
(δ)∗
2 (δEw
(δ)
2 )w
(δ•)
1 + γ
∗
EγIδ
∗
Ez
(δ)∗
2 (δI)w
(δ•)
1 + iγ
∗
IγIδ
∗
Ez
(δ)∗
2 δEz
(δ)
2
+ γ∗IγI(δ
∗
Ew
(δ)∗
2 )(δEw
(δ)
2 ) + γ
∗
IγI(δ
∗
Ew
(δ)∗
2 )(δI) + γ
∗
IγI(δ
∗
I )(δEw
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