This note deals with a matricial Schur function arising from a completely indeterminate Nehari problem. The Schur algorithm is characterized by a unilateral shift for a Nehari sequence.
Introduction
In [12] , the authors focused on a class of probability measures on the unit circle relevant to the indeterminate Nehari problems, and established fundamental results on the correspondence between the Nehari sequences and the Verblunsky coefficients, which are also known as the Schur parameters. The aim of this note is to present some matricial extensions of their results, answering an open question posed by the second author [7] . In particular, it will be shown that the Schur algorithm is induced by "coefficient stripping" for a Nehari sequence; the term, quoted from Simon [18] , means a unilateral shift defined by dropping the first entry of a sequence.
Let V be a complex Euclidean space and M the space of square matrices of corresponding order. Denote by 0 the zero matrix and by 1 the unit matrix in M . As usual, a * stands for the Hermitian conjugate of a, and the symbols a > 0 and a ≥ 0 mean that a is Hermitian, positive definite and positive semi-definite, respectively. For 1 ≤ p ≤ ∞, let L p be the standard Lebesgue space on the unit circle T, and H p the associated Hardy space, which is a closed subspace of L is called a Schur function if f (z) * f (z) ≤ 1 (a.e.). In the non-trivial case, it yields a sequence of Schur functions f 1 , f 2 , . . . ( f 1 = f ) via the Schur recurrence formula
with the Schur parameters α n = f n (0) and subordinate matrices ρ
Here, ρ L n , ρ R n are unique up to constant unitary factors, and usually chosen so that ρ L n > 0, ρ R n > 0. On the other hand, a Schur function f is associated with a measure µ, defined on T and taking values in the positive semi-definite matrices in M , via the Herglotz formula
and this association f ↔ µ is a one-to-one correspondence between the set of Schur functions and the set of measures on T normalized so µ(T) = 1. For such a measure µ, one may define the M -valued orthogonal polynomials with respect to the M -valued "inner products"
The Geronimus theorem states that, in the non-trivial case, the orthonormal polynomials
where ϕ † is the reversed polynomial of ϕ, defined by ϕ [8] for details and background, and also Simon [18, 19] for further information.
Let g be a function in H 
sharing with it the same unitary factor u are of the form g L kg R for a constant matrix k > 0. Let m be the normalized Lebesgue measure on T, and write dµ = wdm + dµ s , where µ s is the singular part. If the Szegő condition log det(w) ∈ L 1 is fulfilled, there is a unique pair of outer functions
This note is mainly concerned with a measure µ such that ∞ i, j=1 acts as a contraction on the 2 -space of V -valued sequences. In the so-called completely indeterminate case (see Section 3 below), the problem was fully solved by Adamjan [1] , extending the work of Adamjan-Arov-Krein [2] , as follows: There is a unique Schur function f which corresponds to a measure µ obeying (1.2), and the solutions φ are parametrized by Schur functions ξ in such a way that 
From the viewpoint of coefficient stripping for the Schur parameters, the above relation may be regarded as a correspondence (γ n , γ n+1 , . . .) ↔ (α n , α n+1 , . . .). The condition (1.3) should be compared with the standard choices
Notice that (1.3) is not a choice but an outcome from coefficient stripping for a Nehari sequence; however, the correspondence
which might be viewed as a natural choice; h After some preparation in Section 2, the above theorems will be established in Section 3. In Appendix, a few simple examples will be given in order to illustrate the correspondence
The latter is interpreted as the partial autocorrelation function in the finite prediction problem for a V -valued stationary process, and a Nehari sequence plays a crucial role there if the spectral measure satisfies (1.2). In particular, α n can be expressed in terms of (γ n , γ n+1 , . . .) and also [11] . Recently, the authors [13] proved Baxter's theorem which asserts that γ is summable if and only if so is α. These results mostly answer an open question posed by the second author [7] , while an important problem remains open: Strong Szegő theorem with a Nehari sequence. 3
γ-generating matrices
In this section, we prepare some basic matters on the γ-generating matrices, which are useful for studying completely indeterminate Nehari problems. Details and proofs omitted here can be found in Arov-Dym [5] and Dubovoj-Fritzsche-Kirstein [9] .
Let V be a complex Euclidean space and M the space of square matrices of corresponding order, in which a matrix a is assigned the Euclidean norm a M as a bounded linear operator x → ax on V . The following three conditions are equivalent: 
Let S M be the set of Schur functions, in other words, the unit ball of
. For a function f in S M , the following three conditions are equivalent:
Recall that the Herglotz formula defines a one-to-one correspondence f ↔ µ between S M and the set of measures on T with µ(T) = 1. With dµ = wdm + dµ s as before, the Szegő condition log det(w) ∈ L 1 is equivalent to one (hence, all) of the three conditions just mentioned. For this reason, log(1 − f M ) ∈ L 1 will also be called the Szegő condition. A 2 × 2 block matrix A with entries in M is called J-unitary if A * JA = J, where
. [3] , a γ-generating matrix A is a matrix-valued function on T of the form
It brings the fractional linear transformation T A defined by
, a L , a R are outer, and A has J-unitary values (a.e), so
R and χ lie in S M , in view of
Also, since a L and a R are outer, χ satisfies log 
holds for a γ-generating matrix B (cf. 
In this case, Szegő functions h L , h R of µ corresponding to f can be expressed as
Proof. The correspondence A ↔ f is plain except for the following point: If f obeys the Szegő condition, there are unique outer functions
(cf. [5, Section 3.16]). As for Szegő functions, notice that both s L − zt L and s R − zt R are outer
the last statement follows from the uniqueness of outer functions.
Accordingly, a normalized γ-generating matrix A and a measure µ with the Szegő condition log(w) ∈ L 1 are associated with each other, via a Schur function f obeying log
Arov have invertible values (a.e.) and satisfy u = (g * L )
−1 g R , they are expressed as g L = h L c * , g R = ch R with an invertible matrix c. The regularity can also be characterized by rigidity of the product of Szegő functions.
Lemma 2.2. A normalized γ-generating matrix A is regular if and only if µ satisfies (1.2).

Proof. It is to be shown that index{u} = 0 if and only if h L h R is rigid. Let g be a function in H 1 M having invertible values (a.e.). It can be expressed as
Further, g L g R is also rigid, and
Nehari problem
In this section, we discuss coefficient stripping in a completely indeterminate Nehari problem, and prove Theorems 1.1 and 1.2. See Arov-Dym [5] for a textbook account of the problem.
Let γ = (γ 1 , γ 2 , . . .) be a sequence of matrices in M . The Nehari problem is formulated as the problem of finding the functions in the unit ball of L ∞ M having γ as negatively-indexed Fourier coefficients, that is, describing the solution set
In the solvable case, the mean values of the solutions form a matrix ball, namely,
The problem is called determinate if it has a unique solution, so indeterminate otherwise, and completely indeterminate if r L > 0, r R > 0. Let us call γ a Nehari sequence if it provides a completely indeterminate Nehari problem. As the name indicates, a γ-generating matrix A actually generates a Nehari sequence γ such that
where ξ is a Schur function, and γ does not depend on the choice of ξ (cf. [5, Theorem 7.22 
]).
A fractional linear parametrization of the solution set of a completely indeterminate Nehari problem was obtained by Adamjan-Arov-Krein [2] in the scalar case, and by Adamjan [1] in the matrix/operator case. To spell it out, for a Nehari sequence γ, there is a unique normalized regular γ-generating matrix A such that
Notice that, by Lemmas 2.1 and 2.2, γ is associated with a Schur function f , and its measure µ satisfies (1.2). In fact, the fractional linear transformation T A was originally derived from 
To parametrize the interior of the matrix ball, write
A Nehari sequence has the following one-step extension. 
) is a Nehari sequence, and its Schur functionf is expressed aŝ
Proof. Let A be a normalized regular γ-generating matrix for γ, so N(γ) = T A (S M ), and write
Then zTÂ(1) = T AC (z1). Also, ξ = T C (z1) lies in S M and satisfies ξ(0) = ζ. Hence, by (3.1),
and
, andγ is a Nehari sequence (cf. [5, Theorem 7.22] ). To prove the opposite inclusion, take a solution φ from N(γ). Since zφ lies in N(γ), there is a function η in S M such that zφ = T A (η), and the value η(0) = ζ is evaluated from
so thatη =zT C −1 (η) is a Schur function:
, andÂ is a normalized regular γ-generating matrix forγ. To complete the proof, use Lemma 2.1 to write downf =t Lŝ
L . Theorem 1.1 will be proved using the following basic facts. Recall ω ζ from Proposition 3.1. 
) is a Nehari sequence if and only if ω lies in {ω
Proof. Let A be a normalized regular γ-generating matrix for γ, so N(γ) = T A (S M ). (i)γ is generated by a γ-generating matrix B such that zT A (1) = T B (z1); it is obtained by
(ii) Ifγ is a Nehari sequence, it is associated with a normalized regular γ-generating matrixÂ.
Since zTÂ (1) 
Here, ξ is not a constant unitary matrix since TÂ ( (γ n , γ n+1 , . . .) is a one-step extension of (γ n+1 , γ n+2 , . . .), by Lemma 3.2 (ii),
for some matrix ζ in D M . Then, by Proposition 3.1,
and the parameter α n = f n (0) satisfies
The above formula is inverted as the Schur recursion (1.1). Also, by (2.1) and (3.2),
Thus, by induction, (1.3) holds. Theorem 1.2 will be proved using the following basic fact. 
is a Nehari sequence, and it corresponds to a Schur functionf
Proof. Let A be a normalized regular γ-generating matrix for γ, so 
which lies in D M and obeys ρ L ρ * L = 1 − ζζ * and ρ *
Then, for some constant unitary matrices v L , v R ,
Hence, by Proposition 3.1 and Lemmas 2.1, 2.2 and 3.3, µ satisfies (1.2).
Appendix. Examples
Let us write a n = −α * n , the Verblunsky coefficients in the Szegő recurrence formulas
where ϕ † stands for the reversed polynomials of ϕ, as before. By repeated use of Proposition 3.1 with a fixed parameter ζ in D M , from the free case 0), one can construct the following BernsteinSzegő models 1), 2), 3) of degree 1, 2, 3, respectively, illustrating the correspondence between a = (a 1 , a 2 
