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A characterization is given of those proximinal subspaces of a normed linear 
space whose (set-valued) metric projections admit linear selections. This charac- 
terization is applied in each of the classical Banach spaces C,(T) and L, 
(I < p < co), resulting in an intrinsic characterization of those one-dimensional 
subspaces whose metric projections admit linear selections. 
1. INTRODUCTION 
A linear subspace M of a normed linear space X is called proximinal 
(resp. Chebysheu) if for each x in X, the set of best approximations to x from 
M. 
is nonempty (resp. a singleton). A standard compactness argument shows 
that every finite-dimensional subspace is proximinal. In a strictly convex 
space, every proximinial subspace is Chebyshev. The set-valued mapping 
PM: X-+ 2M thus defined is called the metric projection onto M. A selection 
for PM is a function p: X--P M with p(x) E P,+,(x) for every x. A linear (resp. 
continuous) selection for PM is a selection with the additional property of 
being linear (resp. continuous). 
There has been a great deal of interest in determining conditions on P, 
and/or A4 which insure that P,,, admits a continuous selection (see, e.g., [3-6, 
11, 12, 23, 25, 30, 32-35, 381). Actually, for a long time it was thought that 
the metric projection onto every Chebyshev subspace was continuous. The 
first counterexample was provided by Lindenstrauss [27, p. 871. Since that 
time numerous other examples have arisen (see, e.g., [7, 21, 301). 
* This research was partially supported by NSF Grant MCS-810879. 
269 
0022.l236/82/150269-24$02.00/O 
Copyright 33 1982 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
270 FRANK DEUTSCH 
The more general problem of determining those proximinal subspaces 
whose metric projections admit continuous selections has also received a lot 
of attention. A useful sufficient condition in this regard is the Michael 
selection theorem 1291 which requires that P, be lower semicontinuous. 
However, there are simple one-dimensional examples which show that this 
sufficient condition is not necessary. Most of the results which have been 
thus far obtained have used ad hoc arguments to characterize those 
subspaces whose metric projections admit continuous selections (see, e.g., [ 3, 
5, 6, 24, 25, 33-35, 381). R ecently, there has been some progress in 
obtaining a continuity criterion for the metric projection which characterizes 
when it admits a continuous selection [ I 1, 12 1. 
Holmes and Kripke [ 18 1 have shown that the metric projection onto a 
Chebyshev subspace is linear iff its kernel is a subspace (see also 
Theorem 3.6 below). It is well-known that the metric projection onto a closed 
subspace of a Hilbert space is just the orthogonal projection, hence linear. 
Morris [30], using [ 181, characterized those Chebyshev subspaces of finite 
codimension in L, which have linear metric projections. Also, he charac- 
terized (3 I] those subspaces of L, [0, 11 which are Chebyshev with linear 
metric projections. (See Holmes 1171 or Singer [ 37 ] for a description of 
those results obtained before 1972.) 
Somewhat less is known concerning the existence of linear selections for 
proximinal subspaces which are not Chebyshev. What is well-known 
includes: (1) every linear selection is continuous (see also Lemma 2.1); (2) 
the metric projection onto a proximinal subspace of codimension one has a 
linear selection [2] (see also Corollary 2.8); and (3) Fakhoury [ 131 has 
shown that the metric projection onto M’ has a linear selection iff the 
associated Hahn-Banach extension map from M* to X* has a norm-one 
linear selection. 
We mention briefly now the main points of this article. 
In Section 2 we give a characterization of those proximinal subspaces 
whose metric projection admits a linear selection (Theorem 2.2). Briefly 
stated, P,w has a linear selection if and only if the kernel of P,w contains a 
subspace complementary to M. This contains the Holmes-Kripke theorem 
when M is a Chebyshev subspace (Theorem 2.6). Using the 
Lindenstrauss-Tzafriri “complemented subspace” theorem [28], it follows 
that a Banach space in which the metric projection onto each closed 
subspace admits a linear selection is isomorphic (but not necessarily 
isometric) to Hilbert space (Corollary 2.9, Example 2.11). 
In Section 3, we consider the space C,(T) of all real-valued continuous 
functions on the locally compact Hausdorff space T which vanish at infinity. 
The existence of n isolated points of T is equivalent to the existence of an n- 
dimensional subspace of C,(T) whose metric projection admits a linear 
selection (Theorem 3.2). For one-dimensional subspaces [x, ] := span(x, } in 
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C,(T), the following intrinsic characterization is obtained Theorem 3.5): P,,,, 
admits a linear selection if and only if the support of x,, 
supp x1 := {t E T 1 xl(t) # O), contains at most two points. 
In Section 4, we consider the space L i = L,(T, 9, p) of integrable 
functions on the measure space (T, 9, p). For the one-dimensional subspace 
[xi] in L,, we have (Theorem 4.4): P,x,, has a linear selection if and only if 
supp x, contains an atom and 
(Ix,]] < 2 max{]x,(A)] p(A) I A an atom in 9). 
In Section 5, we consider the space L, = L,(T, 9, ,a), 1 < p < 00, p # 2. 
For a one-dimensional (necessarily Chebyshev) subspace [x,] in L, we have 
(Theorem 5.2): P,,,, is linear if and only if supp x, is purely atomic and 
contains at most two atoms. 
In each of the characterizations in the spaces C,(T) and L, (1 < p < co), 
an explicit formula for a linear selection is also given. 
We conclude the Introduction by recalling some terminology. The kernel 
of the metric projection P,,, onto a proximinal subspace M is the set 
ker P, := {x E XI 0 E PM(x)} = {x E XI llxll= d(x, M)}, 
where d(x, M) = inf,,,, ]]x - y/l. 
Let M and N be closed subspaces of X. X is called the algebraic direct 
sum of M and N, denoted X = M@ N, provided X = M + N and 
Mf\ N = (0). That is, each x E X has a unique representation in the form 
x = m + n, where m E M and n E N. If, in addition, the linear projection 
m + n t--+ m is continuous, X is called the topological direct sum of M and N, 
and M and N are complements of each other. It is a well-known consequence 
of the open mapping theorem that if X is a Banach space, then an algebraic 
direct sum is also a topological direct sum. 
If x E X, we denote by [x] the one-dimensional subspace spanned by x: 
[x] := {ax I (I scalar}. If X is any space of functions x on T, the support of x, 
denoted supp x, is the complement of the zero set: supp x = (t E T / x(t) # 0). 
2. CHARACTERIZATION OF LINEAR SELECTIONS 
Throughout this section, unless stated otherwise, M denotes a proximinal 
subspace of the normed linear space X. We first observe a few elementary 
facts which are well-known and easy to prove. 
2.1 LEMMA. A linear selection for P,,, is a bounded linear projection p 
onto M with /I p I( ,< 2. 
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In particular, if P,W admits a linear selection, then P,,, also admits a 
continuous selection. There are examples showing the the converse is false 
(e.g., see the remark following Corollary 4.8). The main result of this section 
is easy to prove and can be stated as follows. 
2.2 THEOREM. Let M be a proximinal subspace and Q the quotient map 
from X onto X/M: Q(x) = x + M. Then the following statements are 
equivalent. 
(1) P,,, has a linear selection; 
(2) ker P, contains a closed subspace N which is a complement to M; 
(3) ker P, contains a closed subspace N such that X = M 0 N; 
(4) ker P, contains a closed subspace N such that X = M + N; 
(5) ker P, contains a closed subspace N such that Ql,,, is an isometry 
of N and X/M; 
(6) ker PM contains a closed subspace N such that (QI,))’ is an 
isometry of X/M and N. 
Moreover, if any one of the statements (2)-(6) hold, then a linear selection 
for P,W can be defined by 
p(m + n) = m, m+nEM@N. 
That is, p is the “projection of X onto M along N.” 
ProoJ: Since we shall not use statements (5) and (6) in this article, we 
only prove the equivalence of the first four statements. 
(1) + (2). Let p be a linear selection for P,. Then p is continuous by 
2.1 and X=M@N, where N=p-r(O)ckerP,. Thus M and N are com- 
plements. 
The implications (2) G- (3) - (4) are obvious. 
(4) * (1). Suppose (4) holds. Since M n N = {O}, each x E X has a 
unique representation in the form x = m + n. Then the mapping 
x H p(x) = m is a linear projection onto M and 
11 x - p(x>ll = )I n II = d(n, M) = 4x, M). 
Thus p(x) E P,,,(x) and (1) holds. 1 
2.3 Remark. Stoer [39] had also essentially proved the equivalence of 
(1) and (3) in Theorem 2.2. 
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Before establishing some corollaries of this theorem, it is convenient to 
record the following result of Cheney and Wulbert [7]. 
2.4 THEOREM [7]. Let M be a subspace of X. Then 
(1) M is proximinal tf and only zf X = M + ker P,. 
(2) M is Chebyshev if and only if X = M + ker P, and the represen- 
tation of each x E X as x = m + k, where m E M and k E ker PM, is unique. 
It is important to note that ker P, need not be a subspace in this theorem. 
Hence in (2), this is not a “direct sum” in the usual sense. 
As a consequence of Theorems 2.2 and 2.4, we obtain the condition which 
characterizes when ker P, is a subspace. 
2.5 COROLLARY. Let M be a proximinal subspace. Then ker P, is a 
subspace tf and only tf M is Chebyshev and P, is linear. 
Proof Let ker P,,, be a subspace. By 2.4( 1), X = M + ker P,,. Since 
M n ker P,,, = {0}, X = M @ ker P,+,. Theorem 2.4(2) now implies that M is 
Chebyshev and Theorem 2.2 implies that P,,,, is linear. 
Conversely, if M is Chebyshev and P,+, is linear, then ker P, is obviously a 
subspace. 1 
The starting point and initial motivation for this article was the following 
result of Holmes and Kripke [IS] (which now is a direct consequence of 
Theorem 2.2 and Corollary 2.5). 
2.6 THEOREM [ 181. Let M be a Chebyshev subspace of X. Then the 
following statements are equivalent. 
( 1) P, is linear; 
(2) ker P, is a subspace; 
(3) ker P, contains a closed subspace N such that X = M @ N; 
(4) QL,, is an isometry of ker P,,, and XfM. 
In contrast to the Holmes-Kripke result just stated, we note that ker P,, 
need not be a subspace in order that P, admit a linear selection. 
2.1 EXAMPLE. Let X= R2 have the norm ]]x]] = max{]x(l)], 1x(2)}, let ei 
(i = 1, 2) denote the unit basis vectors ei(j) = 6, (i, j = 1, 2), and let 
M= [e,]. Then 
ker PM = u [ae, + e,] 
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is not a subspace, but N = [ez] c ker P,w and X = M @ N. By Theorem 2.2, a 
linear selection for P, is given by 
i-0) = 41) e, 3 x E x. 
As another application of Theorem 2.2, we obtain a familiar result which 
goes back at least to Aronszajn and Smith [2]. 
2.8 COROLLARY. The metric projection onto a proximinal subspace of 
codimension one admits a linear selection. 
As a consequence of Theorem 2.2 and the deep “complemented subspace 
theorem” of Lindenstrauss ad Tzafriri 1281, we obtain the following 
corollary. 
2.9 COROLLARY. If each closed subspace of X is proximinal and its 
metric projection admits a linear selection, then X is isomorphic to a Hilbert 
space. 
2.10 Remarks. (1) The converse to Corollary 2.9 is false. In fact, the 
three-dimensional space X = IR 3 with the norm I/xIJ = max{lx(l)I, 1x(2)1, 
/x(3)1} contains a one-dimensional Chebyshev subspace M = [e, + e, + e3 ] 
(where ei(j) = 6i,i for i, j = 1, 2, 3) whose metric projection is not linear. 
Indeed, 
h&J = P,&2> =pm@, + e2) = t(e, + e, + e,) 
implies that 
PM@, + e,> f P&J + P,(e,). 
(2) If X has (finite or infinite) dimension at least 3 and each closed 
subspace is Chebyshev and has a linear metric projection, then X is isometric 
to a Hilbert space (and conversely). (This is a special case of theorems of 
James [ 191, Hirschfeld [ 161, and Rudin and Smith [ 361.) This suggest that 
perhaps the conclusion of Corollary 2.9 can be strengthened to: “then X is 
isometric to a Hilbert space.” However, the following example shows that 
this is a false hope. 
2.11 EXAMPLE. Let X = IR3 have the norm 
II-4 = {1-41)12 + 1-42~121”’ + lx(3N 
(The unit ball looks like a “double dunce cap”.) Since two-dimensional 
subspaces of X have codimension 1, their metric projections admit linear 
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selections by Corollary 2.8. It is also easily verified that the kernels of the 
metric projections onto the one-dimensional Chebyshev subspaces are (two- 
dimensional) subspaces and hence, by Theorem 2.2 or 2.6, the metric 
projections are linear. The only one-dimensional subspaces which are not 
Chebyshev are those which are parallel to a line segment in the boundary of 
the unit ball. By symmetry, it suffices to consider the specific one- 
dimensional non-Chebyshev subspace M = [e, + e,], where ei(j) = aii 
(i, j =: 1, 2, 3). It is easy to verify that 
ker P,,,, 3 N := span(e,, ez}. 
Thus, by Theorem 2.2, P, admits a linear selection p. More explicitly, 
P(X) = xP)le2 + e,l, x E x. 
In particular, this is an example of a three-dimensional normed linear 
space which is not strictly convex (hence certainly not isometric to a Hilbert 
space), but the metric projection onto each subspace admits a linear selection. 
This example therefore provides a counterexample to both Satz 1 and Satz 2 
of 1391. (The error in 1391 occurs because of the incorrect assumption that 
all linear selections have norm one.) 
3. APPLICATIONS IN C,,(T) 
Let T be a locally compact Hausdorff space of all real-valued continuous 
functions x on T which “vanish at infinity” (i.e., {t E T 1 [x(t)1 > E} is 
compact for every E > 0) and endowed with the uniform norm: 
](x]] = sup{]x(t)] / t E T}. When T is actually compact, C,(T) reduces to the 
space C(T) of all continuous functions on T. 
A point t E T is called an isolated point if the set {t} is open. T is called 
perfect if it contains no isolated points. For example, the real line R or any 
subinterval in R is perfect. 
The following result was first established by me for the case n = 1. I 
conjectured the case n > 1, and I am grateful to P. D. Morris for outlining 
the ingenious proof which is given. 
3.1 THEOREM. Let M = span{x,, x2,..., x,} be an n-dimensional sub- 
space of C,,(T) and suppose PM has a linear selection. Then U IL-, supp xi 
contains at least n isolated points. 
ProoJ: Let p be a linear selection for PM and Q = I - p. Then Q is a 
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linear projection onto N := p-‘(O) and /I Qll = 1. Thus C,(T) = M @ N. Note 
that 
Qx=x- ;' xT(x)xi, 
,r* 
x E C,(T), 
where XT E C,(T)* and xT(xj) = 6, for all i, j. By the Riesz representation 
theorem, there exist regular Bore1 measures ,L+ on T such that 
xi”(x) = ^  x(t) d&, J x E C,(T) (i = 1, 2 ,..., n). T 
Suppose the open set S := (Jy supp xi has fewer than n isolated points. 
Since the xi’s are linearly independent, at least one of them is nonzero on 
some non-isolated point. Without loss of generality, assume there exists 
t, E S such that x,(&J < 0 and t, is not isolated. Then x,(t) < 0 for all t in 
some neighborhood V of t,. By shrinking V, we may assume that V contains 
no isolated points. Now V must be uncountable since otherwise 
V= U,“=0 {t,} and each set {t,) is without interior (which contradicts the 
fact that T, hence V, is a Baire space). 
Next we observe that there exists t in V such that pi((t)) = 0 for 
i = 1, 2,..., n. Otherwise there would exist an uncountable set A c V and an 
index i, E { 1, 2,..., n) such that ,~~,((t}) # 0 for all t EA. But this contradicts 
the fact that 
is countable since l,qJ(7’) ( co. Hence by replacing the t, above by this t, we 
may assume that ,~+({t,,}) = 0 for all i. 
We isolate the next step of the proof as a separate lemma. 
LEMMA. There exists a neighborhood U oft, and 6 > 0 such that 
(1) [piI < 6 for all i, and 
(2) the set {(xf(x>,x~(x),...,x,*(x))IxE C,U9, llxll< 1, Suppxn 
U=0\ 
contains the ball of radius 6 centered at the origin in l,(n). 
Proof of Lemma. First note that since the x7 are linearly independent, 
((x:‘(x), x:(x),..., xX(x)) ) x E C,(T)} = I,(n). Consider the set 
A := {(x:(x), x,*(x),..., x;(x)) 1 x E C,(T), t, & supp x}. 
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Fix any jE (1, 2,..., n} and let E > 0. By regularity of the ,q, we can 
choose a neighborhood U, of t, such that l,ql (U,) l/xi/l < e/2 g = 1, 2,..., n). 
Now choose a neighborhood U, of t, such that U, c U, and U, is compact. 
By Urysohn’s lemma, there exists z E C,(T) such that 0 <z < 1, z = 1 on 
fl,, and z=O off U,,. Set 
x = -xjz + xi = Xj( 1 - z). 
on u,, and x=xj off U,,. Hence xEA 
For i= j, 
< lIxjll IPjl(“O) + E/2 < &* 
For if j, 
Ixi*(x>l G lJT,uoXjdPi 1+ IjifoXdPi )
. = II T\C, XjdPi-,(TXi&i 1 + IJuox&iI 
< II I xjdpi + llxll liuil Cull> <2 IlxjlI liuil C”O) < &* “0 
This shows that the unit vector uj = (S,j, 6,,..., S,) in I,(n) can be approx- 
imated arbitrarily well by elements in A. Since j was arbitrary, each of the n 
unit basis vectors u,, uz ,..., u, can be so approximated. Since A is a linear 
space, it is dense in I,(n); hence A must be all of I,(n): A = l,(n). 
In particular, we can choose 2” vectors y,, y?,..., y,, in C,(T) with 
t, @ supp uj for all j such that 
txT(Yj>Y xf(Yj>3*..T x,*(Yj>) = ej (j= 1, 2 ,..., 2”) 
where {e, e2 ,..., e,.} is the set of all 2” extreme points of the unit ball 
B(/,(n)) in Z,(n). (Recall that e E B(/,(n)) is an extreme point if [e(i)1 = 1 
for i = 1, 2 ,..., n.) 
278 FRANK DEUTSCH 
Let 6 := l/max ,,<,i6211 IIyJ. If 4’ E B(I,(n)), there exist scalars Aj E [0, 11 
such that C:“;l. = 1 and C~“~,ie,, = y. Choose a neighborhood U of t, such 
that l.Jn supp yj = 0 for j = 1, 2,..., 2”. It follows that 
and supp(,JJ:” njyj) n U = 0. Thus the set 
{(x,*(x>, X;(X),..., X,*(X)> Ix E c,(T), II-4 G l/h un S~PP x = 01 
contains B(Z,(n)). Equivalently, the set 
B := {(x?(x), x?(x),..., X,*(X>> I x E c,(T), /[xl1 G 1, un SUPP x = 0) 
contains the &ball in I,(n): 6B(l,(n)). Using the regularity of the pi’s, we 
can replace, U by a smaller neighborhood of t, if necessary to also get that 
1.~~1 (U) < 6 for all i. This completes the proof of the lemma. 
By Urysohn’s lemma, there exists a function z0 E C,(T) with 
zo(t,) = 1 = llzOll and supp z0 c U. Then 
Applying the lemma, we can choose zr E C,(T) with /Iz, /I < 1 and 
supp zi n U = 0 such that 
XXZJ > -c-h) 
and 
xi”(z,) = -xF(z,), 2<i<n. 
Set z=z,+z,. Then zEC,(7’), 11zl1=1, x:(z)>O, and x:(z)=0 for 
2<i<n. But 
(Qz)(tJ = z(t,,) - 5 x*(z) xi@,) = z(t,) - x:(z) x,(t,) > z(t,) = 1. 
L 
Thus 11 Qll > 1 which is a contradiction. 1 
The next result characterizes when C,(T) contains a finite-dimensional 
subspace whose metric projection admits a linear selection in terms of a 
topological property of T. 
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3.2 THEOREM. The following statements are equivalent. 
(1) T contains at least n isolated points; 
(2) C,(T) contains an n-dimensional subspace M such that P, admits 
a linear selection. 
Proof: (1) * (2). Let t,, t, ,..., t, be isolated points of T, let xi denote 
the characteristic function of ti (i.e., xi(t) = 0 if t # ti and xi(tj) = l), and let 
M = span(x, , x2 ,..., x,,}. It is clear that p(x) = Cy x(ti)xi defines a linear 
selection for P,W. 
(2) 3 (1). This is an obvious consequence of Theorem 3.1. 1 
Wulbert [40, Corollary 71 has proved a related result characterizing when 
a compact space T contains n isolated points. 
3.3 COROLLARY. If T is perfect, then the metric projection onto any 
finite dimensional subspace of C,(T) does not have a linear selection.’ 
The special case of Corollary 3.3 when T = [a, b] was first noted by 
Cheney and Price [8] as a consequence of Daugavet’s theorem 191. 
Corollary 3.3 can also be given a short direct proof (as was done in [8]) 
from the following generalization of Daugavet’s theorem (who originally 
proved the case T= [a, b]). 
3.4 THEOREM. Let T be a perfect locally compact Hausdorff space and 
let p: C,(T) + C,(T) be a bounded linear operator which is compact. Then 
III- PII = 1 + II Pll. 
For suppose M is a finite-dimensional subspace of C,(T), T perfect, such 
that PM has a linear selection p. Then ]]p(]>/ 1 but 
Il~-~~~>ll=~~~~~~~ll~ll f or all x implies ]]I- p]] < 1. The contradicts 
Theorem 3.4. 
Remark. When T= [0, 11, but for a slightly more general class of linear 
operators p than the compact ones, Theorem 3.4 is given in Foias and Singer 
[ 151. It was acknowledged in [ 151 that Pelczynski had observed that the 
Foias-Singer result holds more generally when [0, l] is replaced by any 
perfect compact Hausdorff space. (It is perhaps worth noting that essentially 
all the results of [ 151 are valid in the even more general situation when 
C( [0, 11, F) is replaced by C,(T, F), where T is any perfect locally compact 
Hausdorff space.) 
In the case when n = 1, we can strengthen Theorem 3.1 to obtain an 
intrinsic characterization of those one-dimensional subspaces whose metric 
projections admit linear selections. 
If A is any set, card(A) will denote the cardinality of A. 
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3.5 THEOREM. Let x1 E C,(T)\(O}. Then PIX,, has a linear selection if 
and only if card(supp xi) < 2. 
In this case, a linear selection for Pt,), is given by p(x) = (x(tl)/xI(t,)) x, 
if supp x1 = {t, } and 
a,x(t,) + %x(t*) 
p(x) = Ix,(t,)l + lx,(t,>l if sum x1 = {tl, tz}, 
where oi = sgn xl(ti) (i = 1, 2). 
Proof: Let M= [x,]. Let p be a linear selection for P,. We first show 
that supp x, consists only of isolated points. If this were not the case, choose 
t, E supp x, which is not isolated. We may assume ]]xl]] = 1 and x,(t,) > 0. 
Choose a neighborhood U of t, such that U is compact and 
xl(t) > 6 := fx,(t,) for t E U. It follows that there exist two other points t,, 
t, in U. Choose pairwise disjoint neighborhoods Ui of ti such that Ui c U 
(i = 1, 2, 3). By Urysohn’s lemma, there exist functions ei E C,(T) 
(i = 1, 2, 3) such that 0 <e, ,< 1, ei(ti) = 1, and e, = 0 off Ui. Set 
x = e, + ez - e3 and y = e, - e, + e3. Then x, y E C,(T) and ]/x/I = 1 = ]] y]]. 
If a E R\(O), then 
Ilx - a-5 II 2 maxIl.G,) - ~x,(t,)l, Ix(b) - ~x,(t,)l, Ix(b) - ax,(h)ll 
= max{l 1 - ax,(t,)l, 11 - ~,(t,)l, 11 + axI(t > 1 = Ilxll. 
Hence P,(x) = (0). Similarly, PM(y) = {O). 
Now set z :=x + y = 2e,. Then 0 < z ,< 2, z = 0 off U,, and ](z/] = 2. 
Thus 
llz-x,ll=max~;y 140--x,Wl, ;;t Ixl(t)lI 
<max(2:6,1) <2=i]z]]. ’ 
Hence 0 6!5 P,,,(z). However, 
0 # p(z) = P(X) + P(Y) = 0 
which is absurd. This proves that supp x, contains only isolated points. 
Now suppose supp xi contained more than two points. Thus there exist 
three (isolated) points t, , t,, t, in supp xi. Set 
P=x,(t,), Y =x,(b), 6 = x,(t,). 
We may assume p > 0. We separate the possible signs of the product $ into 
two cases. 
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Case 1. $>O. 
Define x and y on T by 
x(t ,) = x(t*) = -x(tJ = 1, 
Y@l> = -Y(b) = Y(f3) = 1, 
and x(t) = y(t) = 0 for all r @ {t, , I,, t3}. Then x, y E C,(T) since the ti’s are 
isolated, jlxll = 11 ylj = 1, and for any scalar a # 0, 
lb - ax, II > maxllx(4) - ax,@Jl, IW - w(b)l, I-W - ax&& 
= max(( 1 - aPI, (1 - ay(, (1 + aSI\ 
> 1 = IIXII. 
Thus P,(x) = {O}. Similarly, P,+,(y) = (0). However, (x + y)(l,) = 2 and 
(x + y)(t) = 0 for all t # t, implies that 
Thus 0 65 PM(x + y). 
Case 2. yd < 0. 
Define x, y in C,(T) by 
x(t*)=x(t,)=x(t,)= 1, 
YG,) = -Y(h) = -Y@d = 1, 
and x(t) = y(t) = 0 for all 16Z {t,, t,, t3}. Just as in Case 1, we deduce that 
P,(x) = {O} = P,,,(y) and 0 65 P&x + y). 
In both cases we get that 
0 f P(X + Y) = P(X) + P(Y) = 0 
which is absurd. Thus card(supp xi) < 2. 
Conversely, suppose card(supp xi) < 2. There are two possibilities. 
Case 1. suPP x1 = It, 1. 
Let N = {x E C,(T) I x(ti) = O}. Then N c ker P, is obvious. Further, 
every x E C,(T) may be written in the form x = p(x) + q(x), where p(x) = 
(x(t,)/xi(t,)) x, and q(x) =x - p(x) E N. By Theorem 2.2, p is a linear 
selection for P,. 
Case 2. supp x, = {t,, tz). 
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Let ui = sgn xi(ti) (i = 1, 2) and N = (X E C,,(T) ) u, x(t,) + a,x(t,) = 0). 
Then N is a closed subspace of C,(T). If x E N and (r E IF?, 
Thus x E ker P,w and hence N c ker P,. 
Each x E C,,(T) may be written in the form x = p(x) + q(x), where 
P(X) = 
u,x(t,) + %X(~*) 
Ix,(t,)l + I X,M Xl E IX! I 
and q(x) =x - p(x) E N. By Theorem 2.2, p is a linear selection for P,,,. I 
The next result is a corollary of the proof of Theorem 3.5. 
3.6 COROLLARY. Let T be an arbitrary set and let X be any subspace of 
I,(T) (e.g., X= c,(T) or l,(T)). Let x, EX\(O). Then P,,,, has a linear 
selection if and only if card(supp x,) < 2. In this case, a linear selection p for 
P,,,, is defined just as in Theorem 3.5. 
Proof: In this case, all points of T are isolated and the proof of 
Theorem 3.5 substantially simplifies to yield the result. 1 
As a particular consequence of Corollary 3.6 (taking T= n\l, the natural 
numbers), we get 
3.1 COROLLARY. Let X denote any one of the sequence spaces I,, c, or 
cO, and let x, E x\{O}. Then P,,,, has a linear selection if and only if 
card(supp x,) < 2. In this case, a linear selection p for P,,,, is given as in 
Theorem 3.5. 
As a consequence of Corollary 3.3 and Theorem 3.5 we obtain the 
following curiosity. Let T, = [0, I] and T, = T, u 12). Then the metric 
projection on any one-dimensional subspace of C(T,) fails to have a linear 
selection, but the metric projection onto some one-dimensional subspace of 
C(T,) has a linear selection (In fact, if x,(f) = 0 for all t E T, and x,(2) = 1, 
then a linear selectton for P,,,, is given by p(x) = x(2) x1 .) 
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4. APPLICATIONS IN L, 
Let (I’, 9, ,u) be a measure space and L, = L ,(T, 9, p) denote the space 
of all real-valued measurable functions x on T which are integrable and 
having the norm 
An atom is a set A E 9’ such that 0 <a(A) < co and if B E 9, B c A, then 
either p(B) = 0 or p(B) =,u(A). A measurable subset E of T is called purely 
atomic if E is (up to a set of measure zero) a union of atoms. Any 
measurable function x is constant a.e. (,B) on an atom A. We will write x(A) 
for this value. For x E L, , the support of x and zero set of x are defined (up 
to a set of measure zero) by supp x = (t E T 1 x(t) # 0) and Z(x) = 
qsupp x = {t E T 1 x(1) = O}. 
Lazar et al. have shown [25; Theorem 1.41 that if (T, 9, ,u) has no atoms 
and M is a finite-dimensional subspace of L,(T, Y, ,u), then P, admits no 
continuous selection. It follows from Lemma 2.1 that PiM admits no linear 
selection either. We record this fact for later reference. 
4.1 THEOREM. If (T, 9, ,u) has no atoms and M is a finite-dimensional 
subspace of L,(T, 9, ,u), then P, has no linear selection. 
If (T, Y, ,u) has atoms, then there are finite-dimensional subspaces of L, 
whose metric projections admit linear selections. More precisely, we have the 
following result (which follows using 4.1 and considering subspaces spanned 
by characteristic functions of atoms). 
4.2 THEOREM. Consider the following statements, 
(1) (T, 9, ,u) contains at least n atoms; 
(2) L, contains an n-dimensional Chebyshev subspace with a linear 
metric projection; 
(3) L, contains an n-dimensional subspace whose metric projection 
admits a linear selection; 
(4) (T, Y, p) contains at least one atom. 
Then (1) S- (2) z- (3) =s= (4). In particular, if n = 1, then all four 
statements are equivalent. 
It would be interesting to know whether (3) = (1) when n > 1. That is, are 
the first three statements of Theorem 4.2 equivalent? 
We now give an intrinsic characterization of those one-dimensional 
subspaces of L, whose metric projections admit linear selections. We will 
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need to use the following characterization of best approximations. It was first 
proved in the case L, [0, l] by James [20 J and in the generality stated here 
by Kripke and Rivlin [22]. 
4.3 LEMMA. Let x E L,\{O}. Then 0 E P,,,,(x) ifand only if 
I! x1 sgn x dp < 1. Ix, I 4. T . Z(X) 
Moreover, vstrict inequality holds, then P,,,,(x) = {O}. 
4.4 THEOREM. Let x, E L,\(O}. The following statements are equivalent. 
(1) P[,,, has a linear selection; 
(2) supp x1 contains an atom and IIxl/I < 2 max{Ix,(A)lp(A)IA an 
atom }; 
(3) supp x, contains an atom A, such that 1(x, I/ < 2 (x,(-4,)\ &I,). 
Moreover, in this case, a linear selection for P,,,, is given by 
x(4) p(x) =-----x 
x,(4,) ” 
Proof. Let M= [xi]. 
(1) * (2). Suppose P, has a linear selection p. We may assume 
llx,ll= 1. If sup xi contains no atom, then by Liapunov’s theorem [26], there 
exist four disjoint sets Ei c supp x, such that (J: E, = suppx, and 
jEi Ix, I dp = f (i = 1, 2, 3,4). For each i, set yi =x,x,;. Then 
Is, x, sgn yi dpl = jEi Ix,) dp = a < i = szCy,) Ix, I dp and by Lemma 4.3, 
P,,,(yJ = (O}. But x, = C’: yi and thus 
x, = p(x,) = i p(yJ = 0 
I 
which is absurd. Thus supp xi contains at least one atom. 
Let A,, be an atom in supp xi such that 
I~,wJ ‘4%) = max{]x,(A)] ,u(A) ( A an atom}. 
If (2) fails, we must have 
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We define a collection B = (Ei \ i E I} of subsets of supp x,\A, as follows. 
Let ,& denote the (countable) union of all atoms in supp x,\A,. The set 
(SUPP x,\&)\bd h as no atoms. Thus by Liapunov’s theorem, there exist (a 
finite number of) disjoint sets Ci such that sci Ix, I& ,< Ix,(A,,)l ,u@,,) for all i 
and Ui Ci = (supp x1\,4,,)\~. We now let 8 = {Ei 1 i E I) denote the (coun- 
table) collection consisting of the sets Ci along with all the atoms in 
supp x,\A,. By construction, lEi Ix, 1 dp < /x,(4,,)/ ,u(A,) for all i E Z and 
U,,, Ei = supp x,\A,. Set yi = xIxEi for each i E I. Then 
=I 
Z(Yi) 
Ix,lC-lx,(A,)I~(A,)+I’ lx,ld~ ” Ei 
By Lemma 4.3, Pw(yi) = {O). Now set y = Ci,, yi. Then y E L, and 
IJTxI w Y&l =CiJsiIxl I & =JT\A~Ix~I dP> l~~(~o)l~&)=J~(~~~ 1x1 I &. 
By Lemma 4.3, 0 6? P,,,(y). But 
O = x P(Yi> = P x Yi = P(Y) E P&f(Y) 
i (i ) 
which is a contradiction. Thus (2) holds. 
(2) + (3). This is obvious. 
(3)* (1). Let A, be an atom in suppx, such that (lx, 1) < 
2 IG%IA%). Then IT& Ix,/ Q S Ix,(A,,)IP(A,>. Set N= {x E L, I x(4) 
= 0). Then N is a closed subspace, and for any x E L, we have x = 
p(x) -t q(x), where p(x) = (x(4,)/x, (A,)) x, E M and q(x) = x - p(x) E N. 
Further, if xEN, then lJr~l~gnxd~I~J,\a,I~lld~~Ix,(~o)l~(~o)~ 
jz+) Ix, ) dp. By Lemma 4.3, x E ker P, and N c ker P,. By Theorem 2.2, p 
is a linear selection for P,. 1 
4.5 COROLLARY. Zf supp x, is purely atomic and contains at most two 
atoms, then P,,,, has a linear selection. 
For the remaining few corollaries, we specialize to the case when T = N, 
the set of natural numbers, 9 is the class of all subsets, and ,u is “counting 
measure”: p(A) = card(A). Then the atoms are precisely the points of N and 
L,(N, Cv, ,u) = I,. 
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4.6 COROLLARY. Let x, E l,\(O). The following statements are 
equivalent. 
(1) P,,,, has a linear selection; 
(2) 11x1 II G 2 II-? IL ; 
(3) There is an index i E N such that /Ix, ]] < 2 ]xl(i)]. 
Moreover, in this case, p(x) = (x(i)/x,(i)) x, defines a linear selection for 
plx,l~ 
4.7 COROLLARY. Zf x1 E l,\(O) and card(supp x,) < 2, then P,x,, has a 
linear selection given by 
x(i) p(x)=-x 
xl(i) ” 
where i is any index such that Ix,(i)] = ]]x, ]la. 
4.8 COROLLARY. Let J be afinite subset of N and x, = xJ (i.e., x,(i) = 1 
for all i E J and x,(i) = 0 otherwise). Then PIXl, has a linear selection if and 
only if card J < 2. 
In this case, p(x) = x(j) x, defines a linear selection for P,,,, , where j is 
any fixed index in J. 
Remarks. (1) For x, =xJ as defined in Corollary 4.8, PIXl, has a 
continuous selection for every finite set JC N. This follows from a result of 
Lazar [24]. In particular, there are one-dimensional subspaces of I, whose 
metric projections admit continuous but not linear selections (e.g., 1x,], where 
x1 = (1, 1, LO, 0 ,... ). 
(2) An example of an x, E 1, whose support is infinite, yet such that 
P,,,, has a linear selection, is given by x,(n) = 2-” (n = 1, 2,...). This is a 
consequence of Corollary 4.6 since I/x, ]( = 1 = 2 ]]x, (Im. 
(3) Morris [31] has recently given an interesting characterization of 
those subspaces M of L,[O, l] such that A4 is Chebyshev with P, linear. 
5. APPLICATIONS IN L,, 1 (p < co 
Let (T, 9, p) be a measure space, 1 < p < 03, and let L, = L,(T, 9, ,u) 
denote the space of all real-valued measurable functions x on T whose 
absolute pth powers are integrable and whose norm is 
II-4 := JT Ix(t>l” & I” . 
I 
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The support and zero set of x are defined as in Section 4, as is the notion of 
an atom in Y, etc. 
We need the following characterization of best approximations from 
subspaces in L, (see [ 10, Lemma 3.71). 
5.1 LEMMA. Let 0 #x, E L, and x E L,. Then x E ker P,,,, if and only 
if 
1 
x, sgnx(xlP-‘dp=O. 
T 
It is an immediate consequence of this lemma that if p = 2, then 
x E ker P,,,, iff (,x,x dp = 0. Thus ker P,,,, is a subspace and hence P,,,, is 
linear when p = 2. We will therefore only be interested in the case when 
p # 2, i.e., when L, is not a Hilbert space. Also, since L, (for 1 < p < co) is 
strictly convex, [xi] is Chebyshev and Plx,, is single-valued. 
The following theorem is an intrinsic characterization of those x, E L,\{O} 
such that P,,,, is linear. 
5.2. THEOREM. Let x, E L,\(O}, 1 < p < co, and p # 2. The following 
statements are equivalent. 
(1) P,,,] is linear; 
(2) supp x, is purely atomic and contains at most two atoms. 
Moreover, in this case, 
-44,) P,,,,(x) =-x x,(AJ ’ 
if sup x, = A, and A, is an atom, or 
P[x,](X) = a&4) + azx@A v,(4) +a44 ” 
if supp x, = A i u A, and A,, A 2 are atoms, where ai = sgn x,(Ai) 
Ix,(A,)~(A~)[~‘~-- (i= 1, 2). 
Proof Let M= [x,]. 
(1) G- (2). Assume (1) holds. If supp xi is not purely atomic, there 
exists a set E c supp x, which intersects no atoms and 6 := 1, Ix, lp dp > 0. 
By Liapunov’s theorem [26], there exist three disjoint sets E, , E,, and E,, 
whose union is E and 
! Ix,lp dp = $3 (i= 1,2, 3). Ei 
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x=x&, -x,J Y=x,Olt, -XL;). 
Then 
I‘ x,sgnxIxlPp’dp=/’ Ix,lpdp- 1. lx,Ipdp=O 
.T -6, Ej 
so x E ker P,w by Lemma 5.1. Similarly, y f ker P,,,, . Let z = x + y. Then 
1’ x, sgn z lzIp-’ dp 
.’ T 
=j_ Ix,I(2x,I”-‘dp-/ lx,i”dp-[ Ix,Ipdp 
.El E2 . ET 
= (2P-’ - 2+0 
since p f 2. Thus z 6?? ker P,,, so 
PM@ + Y) = PM(Z) + 0 = P,,,(x) + P,,,,(Y) 
and P,+, is not linear. This contradiction shows that supp x, is purely atomic. 
If (2) fails, supp x, must contain three atoms A,, A,, A z. By scaling x, , 
we may assume x,(A,) = 1. Define x and y by 
I 
l!(P-1) 
x=XA, - x.4 * 
I 
Il(p-l) 
y=xA,-- x4J’ 
Then 
I 
x, sgn x IxIp-’ dp 
-T 
0 I) 
=PU(AI)-Ix,(A,)l lxI~A2),ru~Az)ill(A~)=0. 
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By Lemma 5.1, x E ker PM. Similarly, y E ker P,. Let z = x + y. Then 
1’ x,sgnzIzlP-‘& 
.T 
=x,(A,)sgnz(A,)Iz(A,)lP-‘~1(A,)+x,(A2)sgnz(A2)lz(A2)IP~‘~LI(A2) 
+x,(4) sgn 44) I4%)I~Y4%) 
since p # 2. By Lemma 5.1, z & ker P,,,, . Thus 
p&Ax + v> = PM(Z) # 0 = PM(X) + PM(Y) 
which contradicts the linearity of PM. Thus (2) holds. 
(2) * (1). Suppose (2) holds. There are two cases to consider. 
Case 1. suppx, =A,, A, an atom. 
By Lemma 5.1, x E ker P, iff 
x,(~,)sgnx(~,)Ix(~,)IP-‘~(~,)=O iff x(A,)=O. 
Case 2. suppx, =A, U A,, where A, and A, are atoms. 
By scaling, we may assume x,(A,) = 1. By Lemma 5.1, x E ker P, iff 
x,(A,)~gnx(A,)lx(A,)IP-‘~(A1)+~,(A2)~gnx(A,)lx(A,)lP~1ru(A2)=O iff 
a, sgn x(A,) (x(A,)Ip’-’ + a2 sgn x(A,) ~x(AJ~“-’ = 0, where a,. = x,(Ai)p(Ai) 
(i = 1,2) iff 
sgn a, /a, I”p-lx(A,) + sgn a2 la21”pp1x(A2) = 0. 
Thus in either case, ker P, is a subspace and by Corollary 2.5 (or 2.6) P,, 
is linear and (1) holds. 
Finally, let us verify the formula for PM when it is linear. From the proof 
of (2) + (l), we have that 
(i) kerP,,,={xEL,~x(A,)=O} ifsuppx,=A, and 
(ii) ker P, = {x E L, I a,x(A,)+a,x(A,)=O} if suppx,=A,UA,, 
where a, = sgn ai Iail”p-’ and ai = x,(Ai)p(Ai). 
Clearly, /Ix, = PM(x) iff x--/Ix, E ker P,,,. In the case (i), 
x=/3x1 EkerP, iff /3 = x(A ,)/x,(A ,). In the case (ii), we deduce that 
x--b, Ekerf’,,, i~P=(a~x(A,)+a,x(A,))/(u,x,(A,)+a,x,(A,)). I 
290 FRANK DEUTSCH 
5.3 COROLLARY. Let x, E l,\(O), 1 < p < 03, pf 2. Then P,,,, is linear 
zf and only if card(supp x,) < 2. 
Moreover, PI,,,(x) = W/x,(i)) xl if supp x, = (i} and P,,,,(x) = 
((x(i) + cx(j>>/(x,(i) + cx,(j>))x, if supp x, = {i, j}, where 
Remark. Ando 111 has shown that if (T, .P,,D) is a finite measure space, 
1 ( p < co, and M is a Chebyshev (i.e., closed) subspace of L,(T, .5“, ,u), 
then P, is linear if and only if the quotient space L,(T, LY’, p)/M is isometric 
to some other L,(T,, CV;, pl) space. 
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