Abstract-We study the performance of antenna selection-based multiple-input-multiple-output networks with large-but-finite number of transmit antennas and receivers. Considering the continuous and bursty communication scenarios with different users' data request probabilities, we develop an efficient antenna selection scheme using genetic algorithms (GAs). As demonstrated, the proposed algorithm is generic in the sense that it can be used in the cases with different objective functions, precoding methods, levels of available channel state information, and channel models. Our results show that the proposed GA-based algorithm reaches (almost) the same throughput as the exhaustive search-based optimal approach, with substantially less implementation complexity.
age probability [8] , and the bit error probability [9] of the network are analyzed for different antenna selection algorithms. Moreover, [10] [11] [12] and [13] develop different selection schemes to maximize the capacity in spatially correlated and uncorrelated conditions, respectively. Finally, e.g., [1] [2] [3] [4] have recently studied the problem in massive MIMO networks. In this paper, we elaborate on the performance of large-but-finite MIMO networks utilizing antenna selection. The results are obtained for the cases with continuous and bursty communication models of the users, where in each time slot the users may request for data transmission with different probabilities. The contribution of the paper is twofold. First, we develop an efficient antenna selection scheme based on the GAs [6] . With the proposed GA-based approach, the appropriate transmit antennas are activated based on the instantaneous channel quality such that the system performance is optimized. As we show, the algorithm is generic in the sense that it can be efficiently applied with different amount of channel state information (CSI) at the transmitters/receivers, various channel/data communication models, objective functions as well as precoding schemes. This introduces the proposed algorithm as a powerful tool for performance comparison of different algorithms in a broad range of communication scenarios. Second, we compare the performance of our proposed approach with the state-of-the-art schemes and evaluate the effect of different parameters such as imperfect CSI, number of users/antennas, and the users' data request probability on the performance of antenna selection-based MIMO setups. Particularly, for the simulations we consider the sum throughput and the Jain index [14] as two performance metrics in extreme cases with opportunistic and fair data transmission. Our results, which are derived based on simulations, indicate the following:
1) The proposed GA-based antenna selection scheme reaches (almost) the same performance as in the optimal exhaustive searchbased approach, with substantially less implementation complexity.
2) The algorithm is effectively applicable for various convex and nonconvex performance metrics. 3) In the optimal case, the network Jain index is almost insensitive to the amount of CSI available at the transmitter, if zeroforcing precoder is implemented. The throughput, on the other hand, is significantly affected by the amount of CSI at the transmitter. The problem setup of the paper is different from, e.g., [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] , because we consider continuous and bursty data communication scenarios and concentrate on the cases with different channel/CSI models. Moreover, the proposed GA-based algorithm has not been presented before.
II. SYSTEM MODEL
Consider a multiuser MIMO setup with M transmit antennas and a maximum ofÑ ≤ M single-antenna users. With a bursty communication model, in each time slot different users may request for data transmission with probability α. Note that setting α = 1 represents the continuous communication model where all users are always active requesting for data transmission. In this way, with N data requesting users at time slot t, the received signal is given by Here, representing the number of selected transmit antennas by m, H(t) ∈ C N ×m is the fading matrix with the (i, j)th element given by
, where d i,j is the distance between the receiver i and antenna j, ζ i,j is given by the path loss exponent, and h i,j (t) ∈ C denotes the small scale fading. Then, s(t) denotes the transmitted message, V(t) is the precoding matrix, and z(t) ∈ C N ×1 denotes the independent and identically distributed complex Gaussian noise matrix with normalized variance. Also, P represents the total power budget and, depending on the precoder type, different power normalization constraints can be considered for the precoder. To simplify the presentation, we drop the time index t in the following.
The channel coefficients are assumed to be known by the receivers, which is an acceptable assumption in block-fading conditions [2] [3] [4] , [7] [8] [9] [10] [11] [12] [13] . However, this is not a necessary assumption and, using [15] , the results can be extended to the cases with imperfect CSI at the receivers. On the other hand, the transmitter is provided with imperfect CSI modeled by
whereĤ andH denote the known and the unknown parts of the channel, respectively. Also, β ∈ [0, 1] determines the quality of the CSI available at the transmitter with β = 0 (resp. β = 1) representing the cases with no (resp. perfect) CSI at the transmitter. In this way, the precoder is designed based onĤ known by the transmitter. As we show, the proposed algorithm can be used for a broad range of performance metrics. However, in the simulations, we concentrate on the sum throughput and Jain index, as objective functions in opportunistic and fair data transmission scenarios, respectively. These metrics are defined as follows.
Denote the set of data requesting users in a time slot by X ⊆ {1, . . . ,Ñ }, and the cardinality of X by C X . Then, the sum throughput, averaged over many time slots, is given by
Here
is the probability that specific users n ∈ X request for data transmission (and the rest remain silent). Also, the probability that N users request for data transmission, independently of the users' indices, is given by
with n k being the "n choose k" operator. Thus, (a) in (3) holds in the cases with identical long-term channel statistics of the users, on which we concentrate in the simulations. Then, denoting the expectation operator by E{·}, E{R(H|X )} stands for the expected achievable throughput given the data requesting users n ∈ X , with expectation over all possible channel realizations H.
Assuming the cases with no interference cancelation at the users and m transmitting antennas with equal average power allocation, the achievable rate terms R(H|X ) and R(N ) are, respectively, obtained by
and
bits per channel use, where g i,j is the (i, j)th element of the matrix G = |HV| 2 . Following the same procedure, the Jain index, which rates the fairness between the users, is defined as [14] 
where
Note that with N users the Jain index ranges between J = 1 N for the least fair distribution to J = 1 for the fairest distribution. Therefore, to have a fair system the objective is to approach J = 1. Also, among our motivations for the Jain index analysis is to highlight the effectiveness of the proposed algorithm in optimizing the nonconvex criteria.
III. ALGORITHM DESCRIPTION
With a total power budget, the per-antenna power may decrease by increasing the number of transmitting antennas. On the other hand, the MIMO diversity increases with the number of antennas. Thus, there is a tradeoff and, depending on the instantaneous channel condition, there may be an optimal set of antennas optimizing the system performance. Considering our general problem formulation/system model, it is difficult to derive the optimal antenna selection schemes analytically. Also, with M transmit antennas, there are 2 M possible antenna selection strategies. Therefore, the optimal set of antennas can indeed be selected via exhaustive search in the cases with few antennas. However, as the network size grows, which is of interest in the next generation of wireless networks, we need to design efficient algorithms to derive the (sub)optimal antenna selection with low complexity. 1 In this paper, we propose a GA-based antenna selection approach as explained in Algorithm 1. In words, the algorithm is based on the following procedure. Start the algorithm by considering K possible antenna selection strategies. Each strategy corresponds to a selected set of antennas, i.e., selecting a submatrix of matrix H ∈ C N ×M . In each iteration, we determine the best strategy, referred to as the queen, that results in the best value of the considered utility function, compared to the other considered strategies (for instances, the highest throughput if the sum throughput is the objective function). Then, we keep the queen for the next iteration and create J < K matrices around the queen. This is achieved by applying small modifications to the queen; for example, by changing a few number of antennas in the set of antennas associated with the queen or by adding/omitting a number of antennas in the queen. Also, in each iteration K − J − 1 sets of antennas are selected randomly and the iterations continue for N it times considered by the designer. Running all considered iterations, the queen is returned as the antenna selection rule of the current network realization. The appropriate parameter setting for K and J in the algorithm can be found by simulations. Particularly, our simulations show that the proper values Algorithm 1: GA-based Antenna Selection Algorithm.
In each time slot with N data requesting users and the instantaneous channel realization H ∈ C N ×M from all antennas to the data requesting users, do the followings:
I. Consider K, e.g., K = 10, sets of antennas M k , k = 1, . . . , K, and for each set create the corresponding sub-channel matrix fromĤ ∈ C N ×M which is known by the transmitter (see (2)); consequently, K associated matricesĤ k ∈ C N ×m k , k = 1 . . . , K, are created where m k is the cardinality of the set M k . II. For each matrixĤ k , k = 1 . . . , K, design the considered precoding scheme and evaluate the instantaneous value of the objective function U k , k = 1, . . . , K. For instance, considering the throughput (resp. the Jain index) as the objective function, the instantaneous value of U k is given by (6) (resp. (9)). III. Find the set of antennas which results in the best value of the objective function (the queen), e.g., M i where Considering Algorithm 1, it is interesting to note the following.
1) The algorithm is independent of the channel model and can be implemented in different data communication models. Also, the proposed algorithm is applicable for various objective functions/precoding schemes. 2) The GA-based algorithms are commonly considered as slow optimization schemes. However, as seen in the following, the proposed algorithm leads to (almost) the same results as the optimal (exhaustive search) antenna selection with few number of iterations. Therefore, the algorithm is reasonably fast and it can be implemented for antenna selection when the number of antennas increases (see Section III-A for complexity analysis). 3) Due to step VII of the algorithm, where K − J − 1 random channel assignments are checked in each iteration, the proposed GA-based algorithm mimics the exhaustive search if N it → ∞ and it reaches the globally optimal selection rule if infinitely many iterations are considered. That is, the proposed scheme is optimal when the number of iterations increases asymptotically.
4) For generality, Algorithm 1 considers no constraint on the number of transmit antennas. However, steps I, V, and VII can be easily adapted such that the considered number of transmit antennas is not less than the number of users, and the multiplexing gain is guaranteed. 5) Finally, while we presented the algorithm for antenna selection in the cases with a single transmitter, it can be well applied in different complex optimization problems such as user scheduling in MIMO broadcast networks and resource allocation in returnlink multibeam satellite systems/distributed MIMO networks.
A. On the Implementation Complexity
The proposed algorithm leads to significantly less implementation complexity, compared to exhaustive search. This is because the algorithm implies KN it trials of antenna assignments which, depending on the considered parameter settings, can be considerably low (see Table I and Fig. 1 for example results) . The proposed algorithm may not be the most low-complex algorithm in the literature; instead its advantage lies in its generality, in the sense that it can be implemented for different channel models, precoding schemes, available CSI, etc. Therefore, our proposed scheme can be considered as a yardstick for performance evaluation of different algorithms, and investigate the effect of different channel conditions/data transmission techniques on the network performance.
Finally, as an illustrative example, we derive the complexity in the cases with zero-forcing precoder, continuous communication, and the sum throughput as the objective function. Here, due to symmetry, the considered matricesĤ ) to calculate the precoding and the received signal-to-interference-plusnoise ratio matrices, respectively, the algorithm complexity is given by
This can be low complexity, depending on the parameters K, N it . Also, the complexity decreases in the cases with bursty communication.
IV. SIMULATION RESULTS
For the simulation results, we consider Rayleigh-fading conditions, use zero-forcing precoder with an average power normalization constraint and set d i,j = 1, ∀i, j. In the meantime, we have tested the algorithm for different large-scaling fading factors, which show the same qualitative conclusions as in the presented figures. In all the figures, we have considered 5 × 10 5 different channel realizations for each point in the simulation curves. Figs. 1, 2 , and 4 consider continuous data communication model (α = 1). Then, with a bursty communication setup, we investigate the effect of the users' data request probability on the sum throughput in Fig. 3 . In all figures, except Fig. 1 , the algorithm is run for sufficiently large number of iterations until no further performance improvement is observed by increasing the number of iterations. Then, in Fig. 1 and Table I , we study the performance of the proposed antenna selection approach for different numbers of iterations. Here, the results are presented for K = 10 and J = 5. In the meantime, we have checked the results for other parameter settings of the algorithm as well. Finally, the sum throughput is considered as the metric in Figs. 1-3, whereas Fig. 4 studies the network Jain index in a fair data transmission scenario. %, where η N it is the throughput achieved with N it iterations. Also, η ∞ denotes the maximum achievable throughput with asymptotically high number of iterations of the algorithm, which is the same as the throughput of the exhaustive search-based approach.
Setting K = 10, Table I shows the average number of iterations that are required in the proposed algorithm to achieve the maximum exhaustive search-based throughput. Also, the table compares the performance of the proposed algorithm with J = 0, 5 and the cases where in each iteration all candidates, except the queen, are selected randomly, i.e., J = 9. In parallel to our work, Gao et al. [5] have recently developed an algorithm based on Tabu search for beamforming in millimeter-wave communication. There, while the same conceptual procedure as in our paper is followed to search around the solution candidates, specific criteria are set to generate neighbors around the queen, and step VII of our algorithm, which is used to reduce the effect of local minima, is not considered. In Table I , we compare the performance of our scheme and the ones derived by considering the neighbor generation method of Gao et al. [5] in the cases with and without step VII. Considering continuous communication, Fig. 2 demonstrates the effect of the available CSI on the throughput. Here, we set M = 80,Ñ = 10, and plot the relative throughputΔ =
% where η(β) is the throughput achieved with imperfect CSI modeled by parameter β in (2). Also, η(β = 1) denotes the maximum achievable throughput with perfect CSI at the transmitter [see (2) ]. With different levels of imperfect CSI at the transmitter, Fig. 3 shows the network sum throughput for different users' data request probabilities in a bursty communication setup. Here, the results are presented for the cases with M = 40,Ñ = 20, β = 0.4, 0.8, and P = 5, 7 dB.
Finally, Fig. 4 shows the performance of the proposed algorithm in a fair data transmission scenario with Jain index being the objective function. Here, the results are presented for M = 80,Ñ = 10, and different levels of CSI at the transmitter. According to the figures, the following points are concluded.
1) On the performance of the proposed scheduler: As seen in Fig. 1 and Table I , the developed scheduler leads to (almost) the same performance as the exhaustive search-based scheduler with very limited number of iterations (note that with the parameter settings of the figure, exhaustive search implies testing in the order of 10 30 possible antenna selection strategies). For instance, with the parameter settings of Fig. 1 , the proposed algorithm reaches more than 98% of the maximum achievable throughput with less than 50 iterations (in all tested channel realizations, we observed 95% of the maximum achievable throughput with less than 100 iterations). As seen, the algorithm converges in a ladder fashion. This is because the system performance is not necessarily improved in each iteration and it may reach a local optimum in some iterations. However, due to steps V and VII of the algorithm, it can always escape a local minima and reach the global optimum if sufficiently large number of iterations are considered. 2) Comparison of different schemes: Searching around the queen, i.e., step V of Algorithm 1, can effectively improve the convergence speed and, compared to the cases with J = 9, the required number of iterations reduces considerably if we set J = 5 (compare rows 1 and 3 of Table I ). With and without neighbor generation constraints of Gao et al. [5] , ignoring step VII of the algorithm increases the required number of iterations significantly (Table I , rows 2 and 4). This is intuitively because, without step VII of the algorithm, there is high probability that the algorithm is trapped in a local minima. Also, considering constraints on neighbor generation increases the required number of iterations, compared to the cases with no constraint on neighbor generation, intuitively because the constraints limit the possible solutions that can be checked in each iteration (compare rows 1 and 5 of Table I I) . Finally, selecting the best algorithm is not easy since the decision depends on several parameters such as the matrices sizes, affordable complexity, problem formulation, and the neighbor generation complexity. 3) On the effect of imperfect CSI: In the optimal case, the network Jain index is (almost) not sensitive to the amount of CSI available at the transmitter (see Fig. 4 ). On the other hand, the sum throughput is significantly affected by the CSI at the transmitter (see Fig. 2 ). Also, with imperfect CSI, the relative system throughput is sensitive to the transmit power at moderate values of β, while its sensitivity decreases as β increases. 4) On bursty communication: With a bursty communication setup, the sum throughput is sensitive to small users' data request probabilities. However, the throughput sensitivity decreases as the users' data request probability, i.e., α increases. Moreover, the proposed algorithm is well applicable for different continuous and bursty data communication models. 5) On fairness: The Jain index decreases (resp. increases) slightly with the transmit power (resp. available CSI). However, the changes are negligible and, with different parameter settings and zero-forcing precoder, the algorithm can be effectively utilized to guarantee fairness between the users (see Fig. 4 ). This also emphasizes the effectiveness of the proposed algorithm in the optimization of nonconvex metrics.
V. CONCLUSION
We studied the performance of large-but-finite MIMO networks using antenna selection. Considering different users' bursty data request probabilities, we developed a GA-based antenna selection approach and evaluated the effect of different parameters on the network throughput and Jain index. As illustrated, in the optimal case, the network Jain index (resp. throughput) is almost insensitive (significantly sensitive) to the amount of CSI available at the transmitter, if zero-forcing precoder is used. Finally, the proposed algorithm reaches the maximum achievable throughput with few iterations. Therefore, the algorithm can be practically implemented for antenna selection in MIMO networks. The mathematical analysis of the algorithm convergence is an interesting extension of the paper.
