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Abstract
We present a self-dual non-Abelian N = 1 supersymmetric tensor multiplet
in D = 2 + 2 space-time dimensions. Our system has three on-shell multiplets:
(i) The usual non-Abelian Yang-Mills multiplet (Aµ
I , λI) (ii) A non-Abelian tensor
multiplet (Bµν
I , χI , ϕI), and (iii) An extra compensator vector multiplet (Cµ
I , ρI).
Here the index I is for the adjoint representation of a non-Abelian gauge group. The
duality symmetry relations are Gµνρ
I = −ǫµνρσ∇σϕI , FµνI = +(1/2) ǫµνρσFρσI , and
Hµν
I = +(1/2) ǫµν
ρσHρσ
I , where G and H are respectively the field strengths of
B and C. The usual problem with the coupling of the non-Abelian tensor is avoided
by non-trivial Chern-Simons terms in the field strengths Gµνρ
I and Hµν
I . For an
independent confirmation, we re-formulate the component results in superspace. As
applications of embedding integrable systems, we show how the N = 2, r = 3 and
N = 3, r = 4 flows of generalized Korteweg-de Vries equations are embedded into
our system.
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1. Introduction
Considerable progress has been achieved in constructing theories with consistent inter-
actions of non-Abelian tensor fields of 2nd-rank or higher [1][2][3][4]. The key ingredient
is based on the so-called ‘vector-tensor hierarchies’ [1][2][3][4], utilizing extra Chern-Simons
(CS) terms added to the field strengths of non-Abelian tensors. Another important technique
is the engagement of generalized Stueckelberg formalism for higher-rank tensors, avoiding
the usual inconsistency of non-Abelian tensor couplings.
In [1], the gauging of five-dimensional (5D) maximal supergravity with E6(+6) was
generalized in terms of the so-called ‘vector-tensor hierarchy’. The field strength Hµνρ I for
a 2nd-rank antisymmetric tensor Bµν I is introduced with generalized CS terms [1], such
that Hµνρ I is invariant under tensor and vector gauge transformations. Subsequently, the
relationship of the formulation in [1] with M-theory [5][6] was confirmed by representation
assignments [2]. Applications to gauged maximal supergravity in 3D were also performed
with all possible tensor fields [2]. It is suggested in [3] that the system of the non-Abelian
gauge group G × G fits nicely to multiple M5-branes with manifest (1,0) supersymmetry.
In [4], the original vector-tensor hierarchy was simplified further to ‘minimal vector-tensor
hierarchy’ in the context of conformal N = (1, 0) supergravity in 6D.
Motivated by this series of developments [1][2][3][4], we have presented in our previous
paper [7] an N = 1 supersymmetric formulation of non-Abelian tensor in 4D. Our formula-
tion is understood as a special case of the so-called minimal vector-tensor hierarchy [4]. Our
field strengths are the tensor multiplet (TM) (Bµν
I , χI , ϕI),3) the Yang-Mills vector multi-
plet (YMVM) (Aµ
I , λI) and the extra compensating vector multiplet (ECVM) (Cµ
I , ρµ
I).
Following the ‘vector-tensor hierarchy’ [1][2][4], we define our field strengths by [7]
Fµν
I ≡ +2∂⌊⌈µAν⌋⌉
I + gf IJKAµ
JAν
K , (1.1a)
Gµνρ
I ≡ +3D⌊⌈µBνρ⌋⌉
I − 3f IJKC⌊⌈µ
JFνρ⌋⌉
K , (1.1b)
Hµν
I ≡ +2D⌊⌈µCν⌋⌉
I + gBµν
I . (1.1c)
3) We use the indices µ, ν, ··· = 0, 1, 2, 3 for the space-time coordinates.
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Relevantly, these field strengths satisfy Bianchi identities
D⌊⌈µFνρ⌋⌉
I ≡ 0 , (1.2a)
D⌊⌈µGνρσ⌋⌉
I ≡ + 3
2
f IJKF⌊⌈µν
JHρσ⌋⌉
K , (1.2b)
D⌊⌈µHνρ⌋⌉
I ≡ + 1
3
g Gµνρ
I . (1.2c)
Due to the indices µν on Bµν
I or µ on Cµ
I , there should be also proper gauge trans-
formations for these fundamental fields. Let us call them δβ and δγ -gauge transformations.
In addition to the YM gauge transformation δα, their explicit forms are
δα(Aµ
I , Bµν
I , Cµ
I) = (+Daµ
I , − f IJKαJBµν
K , − f IJKαJCµ
K) , (1.3a)
δβ(Aµ
I , Bµν
I , Cµ
I) = (0, + 2D⌊⌈µβν⌋⌉
I , − gβµ
I) , (1.3b)
δγ(Aµ
I , Bµν
I , Cµ
I) = (0, − f IJKFµν
JγK , Dµγ
I) . (1.3c)
As (1.1c) or (1.3b) shows, Cµ
I is a vectorial Stueckelberg field, absorbed into the longitudinal
component of Bµν
I . Due to the general hierarchy [1][2][4], all field strengths are covariant
under δα and invariant under δβ and δγ :
δα(Fµν
I , Gµνρ
I , Hµν
I) = −f IJKαJ(Fµν
K , Gµνρ
K , Hµν
K) , (1.4a)
δβ(Fµν
I , Gµνρ
I , Hµν
I) = 0 , δγ(Fµν
I , Gµνρ
I , Hµν
I) = 0 . (1.4b)
In the present paper, we apply these developments [1][2][3][4][7] to ‘self-dual tensor mul-
tiplets’ in 2 + 2 dimensions (D = 2 + 2). The original ‘self-duality’ was implied in terms
of Hodge-Poincare´ duality, applied to self-dual Yang-Mills (SDYM) theory [8][9]. There
are two grounds for the importance of SDYM theory [8][9]. First, it has been known that
N = 2 superstring requires the background YM field be self-dual in D = 2+ 2 space-time
dimensions [10]. Second, SDYM theory seems to be the ‘master theory’ of all (bosonic)
integrable models in lower dimensions 1 ≤ D ≤ 3 [9]. The supersymmetrization of SDYM,
i.e., self-dual supersymmetric Yang-Mills (SDSYM) theory was also accomplished in 1990’s
[11][12][13]. In particular, the maximally supersymmetric SDSYM theory in D = 2 + 2 is
N = 8 case [14].
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From a na1¨ve viewpoint in the context of SDSYM, there appears to be no strong moti-
vation to consider tensor fields carrying non-Abelian indices. Because there are three major
objections against such a trial. First, the original conjecture [9] was about SDYM fields, that
may generate all the integrable models in lower dimensions. So an additional tensor field
seems redundant. Second, even for N = 1 superstring theory [15], a 2-form tensor field
background should carry no additional indices, so that a non-Abelian tensor seems to be
irrelevant. Third, even independent of string theory [15], it is not interesting enough, unless
the tensor carries non-trivial indices such as adjoint index with non-trivial interactions. On
the other hand, non-Abelian tensor couplings to a YM field used to be problematic, before
the non-Abelian tensor formulations, such as [1][2][3][4][7] were established.
Aforementioned three objections, however, are considered obsolete nowadays. Definitely,
the first objection seems invalid, since the duality symmetry between the 3-form field strength
Gµνρ and the 1-form field strength ∇µϕ of a dilaton was predicted as important backgrounds
for N = (2, 0) heterotic σ -model [10]. The second objection is not strong enough to avoid
the discussion of non-Abelian tensor with duality and supersymmetry. Because even if
tensors with additional indices may not be directly related to N = 1 [15] or N = 2 [10]
superstring, duality symmetry between a 3-form and 1-form field strengths [12] may well
be associated with integrable models in lower dimensions. The third objection has also lost
its strong ground, because of the above-mentioned breakthrough [1][2][3][4][7]. Moreover,
important relationships between vector-tensor hierarchy and M-theory [5] have been also
established in [2].
Motivated by these viewpoints, especially by the success of the supersymmetrization of
non-Abelian tensor [7], we give in the present paper the component formulation [16] of self-
dual non-Abelian tensor multiplet (SDNATM)4) in D = 2+2. There are three multiplets in
our system: (i) The usual non-Abelian YM vector multiplet (VM) (Aµ
I , λI), (ii) A SDNATM
4) The original tensor (or linear) multiplet without self-duality was first formulated in [17]. Here we deal
with ‘self-dual’ NATM. The tensor Bµν
I itself in this multiplet is not self dual. However, since the scalar
ϕI and Bµν
I within NATM are dual to each other, we call this multiplet as a ‘self-dual’ NATM.
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(Bµν
I , χµ
I , ϕI), and (iii) An ECVM (Cµ
I , ρI). Our duality conditions are5)
Gµνρ
I ∗= − ǫµνρ
σ∇σϕ
I , (1.5a)
∇µϕ
I ∗= + 1
6
ǫµ
νρσGρστ
I , (1.5b)
Hµν
I ∗= + 1
2
ǫµν
ρσHρσ
I , (1.5c)
Fµν
I ∗= + 1
2
ǫµν
ρσFρσ
I . (1.5d)
Eqs. (1.5a) and (1.5b) imply the Hodge-Poincare´ duality symmetry between the two field
strengths Gµνρ
I and ∇µϕI , while (1.5c) and (1.5d) are the usual SD for the field strengths
H and F . The Abelian case without the adjoint index has been well known for a while [12].
However, the new ingredient here is that the self-dual TM carrying the adjoint index of a
non-Abelian gauge group, and we have to accomplish the consistent couplings between the
tensor field and the usual YM gauge field, following the vector-tensor hierarchies [1][2][4][7].
As a general feature of SDYM systems. it has been well known that SDYM theory lacks
an action, unless one breaks Lorentz invariance [18]. This can be easily understood as follows.
If we try to construct the kinetic term of a self-dual field strength Fµν
I , it will be a total
divergence:
− 1
4
Fµν
IF µν I
∗
= − 1
4
(
1
2
ǫµν
ρσFρσ
I
)
F µν I = − 1
8
ǫµνρσFµν
IFρσ
I ∇= 0 , (1.6)
where
∇
= is an equality up to a total divergence. This is also confirmed by varying
Aµ
I in (1.6) with a zero result, due to the Bianchi identity D⌊⌈µFνρ⌋⌉
I ≡ 0. Another typical
example is self-dual 5-th rank field strength in the so-called type IIB supergravity in 10D
[19]. This property is shared also with the duality symmetric field strengths Gµνρ
I and
Dµϕ
I satisfying (1.5a) and (1.5b):
− 1
12
Gµνρ
IGµνρ I
∗
= − 1
12
(−ǫµνρ
σDσϕ
I)Gµνρ I
= + 1
12
ǫµνρσGµνρ
IDσϕ
I ∇= + 1
12
ǫµνρσϕID⌊⌈µGνρσ⌋⌉
I
≡ + 1
8
ǫµνρσf IJKϕIFµν
JHρσ
K , (1.7)
5) We use the symbol
∗
= for an equality associated with dualities, or ansa¨tze for DRs in section 5.
The derivative ∇µ ≡ ∂µ + gAµIT I is YM non-Abelian group covariant. The definitions of these field
strengths are the same as (1.1). The notation for the D = 2 + 2 space-time is the same as in [12], such as
γµνρσ = +ǫµνρσγ5, ǫµν
ρσγρσ = −2γ5γµν .
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where use is made of the Bianchi identity (1.5b). Even though the last side of (1.7) is not
vanishing, since it is already at the trilinear interaction, this can no longer regarded as the
kinetic term.
In order to overcome this general problem with SD field strengths, there have been some
methods developed, such as using harmonic superspace [20]. However, we do not attempt to
solve the action problem in this paper, regarding it as a separate issue. So instead of giving
an explicit lagrangian, we use only the set of field equations.
As applications of SDNATM, we also show some examples of our system generating
N = 2, r = 3 and N = 3, r = 4 flows of generalized Korteweg-de Vries (KdV) equations
in D = 1+1 [21]. Compared with the case of SDYM system [22][23], our system is relatively
simpler, but it still maintains non-trivial feature of embeddings. This seems to be the role
played by the TM, showing the advantage of our SDNATM system over the SDSYM system
[24].
This paper is organized as follows. In the next section, we will give first the component
formulation for SDNATM. In section 3, we will give the superspace re-formulation of the
component results. In section 4, we mention the difficulty with off-shell formulation in
terms of prepotentials and auxiliary fields. In section 5, we will give the embedding of KdV
equations in D = 1 + 1, as an important application of SDNATM. In section 6, we point
it out that bosonic conditions arising in our system after a dimensional reduction (DR) into
D = 1 + 1 are equivalent to bosonic equations arising in N = 2 supersymmetric SDSYM
theory [12]. The concluding remarks will be given in section 7, with potential generalizations
to higher space-time dimensions.
2. Component Formulation
We first give our results in component language in the most conventional notation. In
the next section, we will perform the re-formulation in superspace in order to confirm the
total consistency.
The dualities and their supersymmetric partner conditions of our system are summarized
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as (1.5) and the chiralities of fermionic fields
γ5 (λ
I , χI , ρI) = (−λI , +χI , −ρI) , (2.1)
As in the SDSYM case, these chiralities and SD are closely related to each other for the
SDNATM system.
The global N = 1 supersymmetry transformation rule is
δQAµ
I = + (ǫγµλ
I) , (2.2a)
δQλ
I = + 1
4
(γµνǫ)Fµν
I , (2.2b)
δQBµν
I = + (ǫγµνχ
I) , (2.2c)
δQχ
I = + 1
12
(γµνρǫ)Gµνρ
I − 1
2
(γcǫ)Dµϕ
I + f IJKǫ (λ
J
ρK) , (2.2d)
δQϕ
I = + (ǫχI) , (2.2e)
δQCµ
I = + (ǫγµρ
I) , (2.2f)
δQρ
I = + 1
4
(γµνǫ)Hµν
I . (2.2g)
The first and second terms in the r.h.s. of (2.2d) are the same under the duality (1.5a). The
consistency between these rules and the dualities (1.5) or chiralities (2.1) will be confirmed
later.
The field equations for the fermionic fields are
D/λI
.
= 0 , (2.3a)
D/ ρI − 2gχI
.
= 0 , (2.3b)
D/χI − 1
4
f IJK(γµνλJ)Hµν
K + 1
4
f IJK(γµνρJ)Fµν
K + gf IJKλJϕK
.
= 0 . (2.3c)
Additional useful transformation rules are
δQFµν
I = − 2(ǫγ⌊⌈µDν⌋⌉λ
I) , (2.4a)
δQGµνρ
I = + 3(ǫγ⌊⌈µνDρ⌋⌉χ
I) + 3f IJK(ǫγ⌊⌈µλ
J)Hνρ⌋⌉
K + 3f IJK(ǫγ⌊⌈µρ
J)Fνρ⌋⌉
K , (2.4b)
δQHµν
I = − 2(ǫγ⌊⌈µDν⌋⌉ρ
I) + (ǫγµνχ
I) , (2.4c)
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The fermionic field equations (2.3) with the chiralities (2.1) are consistent with these
transformation rules. For example, we can confirm that
0
?
= δQ
(
Fµν
I − 1
2
ǫµν
ρσFρσ
I
)
= −(ǫγµνD/λ
I)
.
= 0 (Q.E.D.) , (2.5a)
0
?
= δQ
(
Gµνρ
I + ǫµνρ
σDσϕ
I
)
= +
[
ǫγµνρ
{
D/χI − 1
4
f IJK(γστλJ)Hστ
K
+ 1
4
f IJK(γστρJ)Fστ
K + gf IJKλJϕK
} ]
.
= 0 (Q.E.D.) , (2.5b)
0
?
= δQ
(
Hµν
I − 1
2
ǫµν
ρσHρσ
I
)
= −
[
ǫγµν
(
D/ ρI − 2gχI
) ]
.
= 0 (Q.E.D.) . (2.5c)
In these confirmations, use is made of the γ -matrix algebra, such as
ǫµνρ
σγσ = γ5γµνρ = −γµνργ5 , {γµνρ, γ
στ} = +12δ⌊⌈µ|
σδ|ν|
τγ|ρ⌋⌉ . (2.6)
3. Superspace Re-Formulation
We have so far presented only component formalism. Even though we have per-
formed cross-confirmations such as (2.5), it is still better to have independent confir-
mation in superspace. To this end, we use the superspace notations, such as the in-
dices A = (a,α, .α), B = (b,β,
.
β), ··· for the superspace coordinates, where a, b, ··· = 0, 1, 2, 3 (or
α, β, ··· = 1, 2, 3, 4;
.
α,
.
β, ··· =
.
1,
.
2,
.
3,
.
4 ) are for the bosonic (or fermionic) coordinates. As usual
the undotted (or dotted) indices are for the chiral (or ant-chiral) fermions. Accordingly, our
field content in superspace notation is VM (Aa
I , λ .
α
I), SDNATM (Bab
I , χα
I , ϕI) and ECVM
(Ca
I , ρ .
α
I). Our (anti)symmetrizations are such as X⌊⌈AB) ≡ XAB− (−1)
ABXBA without the
factor of 1/2.
The off-shell superspace formulation of the original linear multiplet [17] has been system-
atically studied [25]. In off-shell formulations, the so-called prepotentials drastically simplify
the total system. Even though we know that such off-shell formulation is much more ad-
vantageous than on-shell formulation, we do not have a complete off-shell formulation for
non-Abelian tensor multiplets at the present time, even in the usual D = 3 + 1 space-time
[7]. For this reason, we do not attempt to give the off-shell formulation in superspace in this
paper. Instead we use the Bianchi identities in superspace, as a guiding principle for our
on-shell formulation.
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Based on this principle, following the definitions of the F, G and H -field strengths in
the component formulation (1.1), our corresponding superspace definitions are
FAB
I ≡ +∇⌊⌈AAB)
I − TAB
CAC
I + gf IJKAA
JAB
K , (3.1a)
GABC
I ≡ + 1
2
∇⌊⌈ABCD)
I − 1
2
T⌊⌈AB|
DBD|C)
I − 1
2
f IJKC⌊⌈A
JFBC)
K , (3.1b)
HAB
I ≡ +∇⌊⌈ACB)
I − TAB
CBC
I + gBAB
I . (3.1c)
Correspondingly, our superspace Bianchi identities (BIds) for these superfield strengths are
+ 1
2
∇⌊⌈AFBC)
I − 1
2
T⌊⌈AB|
DFD|C)
I ≡ 0 , (3.2a)
+ 1
6
∇⌊⌈AGBCD)
I − 1
4
T⌊⌈AB|
EGE|CD)
I − 1
4
f IJKF⌊⌈AB
JHCD)
K ≡ 0 , (3.2b)
+ 1
2
∇⌊⌈AHBC)
I − 1
2
T⌊⌈AB|
DHD|C)
I − gGABC
I ≡ 0 . (3.2c)
These are nothing but the superspace generalization of the component case (1.2). These are
also parallel to the non-self-dual formulation in D = 3 + 1 [7]. Since we have the corre-
sponding non-dual case in D = 3 + 1, even though our formulation is on-shell formulation
without prepotentials, the comparison with the D = 3 + 1 case [7] is straightforward.
There are, however, differences in D = 2 + 2 about chiralities of spinors, compared
with D = 3+ 1 in [7]. A special treatment is needed for spinors in D = 2 + 2 [11][12][13].
The most important feature is that dotted spinors are independent of un-dotted spinors. This
situation is different from the case of D = 3 + 1 [7], where dotted spinors are just complex
conjugate to un-dotted spinors [26]. This gives certain differences compared with our result
in D = 3 + 1 [7].
Our superspace constraints at the engineering dimensions 0 ≤ d ≤ 1 are
T
α
.
β
c = + (γc)
α
.
β
, G
α
.
βc
I = +(γc)
α
.
β
ϕI , (3.3a)
Gαbc
I = − (γbcχ
I)α , Fαb
I = −(γbλ
I)α , Hαb
I = −(γbρ
I)α , (3.3b)
∇αϕ = − χα
I , (3.3c)
∇ .
α
λ .
β
I = + 1
4
(γcd)αβFab
I , (3.3d)
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∇ .
α
χβ
I = − 1
12
(γcde) .
αβ
Gcde
I − 1
2
(γc)
β
.
α
∇cϕ
I ∗= − (γc)
β
.
α
∇cϕ
I , (3.3e)
∇αχβ
I = − Cαβf
IJK(λJρK) , (3.3f)
∇ .
α
ρ .
β
I = + 1
4
(γcd) .
α
.
β
Hcd
I + gC .
α
.
β
ϕI . (3.3g)
In (3.3e), the last equality is valid under the duality symmetry (1.5a). All other constraints
with independent components, such as ∇αρ .
β
I or ∇ .
α
ϕI , etc. are all zero. In particular,
∇ .
α
ϕI = 0 implies that ϕI is a chiral scalar superfield [12]. These structures are very
similar to the TM case in D = 3 + 1 in [7]. The only exceptions are such as the absence
of fermionic bilinear terms, and coefficients such as those in (2.3a), (2.3d) or (2.3e) are
half of the corresponding ones in [7]. These facts are the reflections of the chiral nature
of our present system. As usual in superspace, the constraints in (3.3) satisfy the BIds at
0 ≤ d ≤ 1.
At dimension d = 3/2, BIds (3.2) lead to
∇αGbcd
I = − 1
2
(γ⌊⌈bc∇d⌋⌉χ
I)α −
1
2
f IJK(γ⌊⌈b|λ
J
)αH|cd⌋⌉
K + 1
2
f IJK(γ⌊⌈b|ρ
J)αF|cd⌋⌉
K , (3.4a)
∇αHbc
I = + (γ⌊⌈b∇c⌋⌉ρ
I)α − g(γbcχ
I)α , ∇αFbc
I = +(γ⌊⌈b∇c⌋⌉λ
I)α , (3.4b)
and the fermionic field equations6)
(∇/ λ
I
)α
.
= 0 , (3.5a)
(∇/ ρI)α − 2gχα
I .= 0 , (3.5b)
(∇/ χI) .
α
− 1
4
f IJK(γabλ
J
) .
α
Hab
K + 1
4
f IJK(γabρJ) .
α
Fab
K + gf IJKλ .
α
JϕK
.
= 0 . (3.5c)
Needless to say, these are consistent with the component results (2.3) and (2.4).
Compared with the duality-less case in D = 3 + 1 [7], the structures in (3.5) have
differences as well as similarities. The similarity is the parallel structure of the constraints
(3.3) to [7]. The difference is that our fermionic field equations in (3.5) are much simpler,
because of chirality associated with dualities, simplifying or deleting certain terms in these
field equations. Compared with the D = 3 + 1 case [7], our present system has no higher-
order terms that are skipped in [7]. For example, (fermion)2 -terms are absent in (3.3d)
6) We use the symbol
.
= for a field equation, or an ansatz for a solution.
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and (3.3g), while in D = 3 + 1 [7] corresponding terms are present. This is nothing
bizarre, considering the fact that each fermion has a definite chirality, so that possible terms
are limited. This can be rigorously confirmed in superspace than in component language,
because Fierz rearrangements are more transparent.
We next study various self-consistencies of our system. First, we can show the consistency
of the anticommutators on the fermions:
{∇α,∇ .
β
} ρ .
γ
I = + T
α
.
β
c∇cρ .γ
I + 1
2
C .
β
.
γ
(∇/ ρI − 2gχI)α
.
= + T
α
.
β
c∇cρ .γ
I , (3.6a)
{∇α,∇ .
β
}χγ
I = + T
α
.
β
c∇cχγ
I + Cαγ
[
∇/ χI − 1
4
f IJK(γabλJ)Hab
K
+ 1
4
f IJK(γabρJ)Fab
K + gf IJKλJϕK
]
.
β
.
= + T
α
.
β
c∇cχγ
I , (3.6b)
{∇α,∇ .
β
} λ .
γ
I = + T
α
.
β
c∇cλ .γ
I + 1
2
C .
β
.
γ
(∇/ λI)α
.
= + T
α
.
β
c∇cλ .γ
I , (3.6c)
where use is made of the fermionic field equations (3.5).
Second, we can also re-obtain SD (1.5) from the fermionic field equations (3.5). For
example, we can re-obtain the SD of F and the G-∇ϕ duality from the ρ -field equation:
0
?
= (γa)α
.
β∇ .
β
[
(∇/ ρI)− 2gχI
]
α
∗
= − 2g
(
∇aϕI − 1
6
ǫabcdGbcd
I
)
+∇b
(
Hab I − 1
2
ǫabcdHcd
I
)
∗
= 0 (Q.E.D.) (3.7)
The symbol
∗
= implies that we used the last expression of (3.3e). Eq. (3.7) holds under
(1.5b) and (1.5c).
Another example is for the self-dualities of F and H -field strengths re-obtained from
the χ -field equation:
0
?
= (γab)α
.
β∇ .
α
[
+ (∇/ χI)− 1
4
f IJK(γcdλ
J
)Hcd
K + 1
4
f IJK(γcdρJ)Fcd
K + gf IJKλϕK
]
.
β
∗
= 1
2
f IJK
(
Fc⌊⌈a|
J − 1
2
ǫc⌊⌈a|
deFde
J
)
Hc|b⌋⌉
K + 1
2
f IJKFc⌊⌈a|
J
(
Hc|b⌋⌉
K − 1
2
ǫc|b⌋⌉
deHde
K
)
(3.8a)
∗
= 0 (Q.E.D.) (3.8b)
The symbol
∗
= in (3.8a) implies that the last expression of (3.3e) is used. Eq. (3.8b) holds
under the SD on F and H , as desired.
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4. Difficulty with Off-Shell Prepotential Formulation
One may wonder, whether we can use ‘off-shell’ formulation in terms of prepotential
superfield. The advantage of off-shell prepotential superfields is that we can compare our
results with the conventional system with tensor (linear) multiplets [17][25]. At least in
4D, all the prepotentials for our three multiplets for Abelian case have been already known
[17][25][26][12].
However, there seems to exist some obstruction against such an idea for non-Abelian case.
The main problem is caused by the following three features. First, the tensor field carries the
non-Abelian adjoint index whose superspace formulation has never been presented before.
Second, the usual CS-term of the form F ∧ A − (1/3)A ∧ A ∧ A does not exist in our
third-rank field strength (1.2b). This feature is different from the known tensor multiplet in
the Abelian case [25][26]. Third, there are different non-conventional CS-terms in the field
strengths Gabc
I and Hab
I . For these reasons, even the usual basic relationship for the scalar
superfield L:
[
∇α,∇ .
β
]
L = c1
(
σcde
)
α
.
β
Gcde + c2 tr (WαW .
β
) (4.1)
does not hold. This is because the G -term on the right side is supposed to carry the adjoint
index, while the second WW -term does not, due to the trace taken.
One might think that the already-established ‘off-shell’ prepotential formulation [17][25][26]
should be applicable to any interactions. However, such an expectation is not valid, because
we are dealing with a tensor multiplet with an adjoint index, which is beyond the scope of
the conventional prepotential formulation for a tensor multiplet as a singlet of any gauge
group. This is the reason why even off-shell prepotential formulation for the Abelian tensor
multiplet does not work in the non-Abelian case.
At the present time, we do not know how to overcome obstructions against an off-shell
prepotential superfield formulation. The only way we can proceed is to rely on superspace
Bianchi identities, as we have performed in the previous section, that can guarantee the
consistency of our component formulation in section 2.
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5. Generating N = 2 and N = 3 Flows of Generalized KdV Eqs.
As applications of our SDNATM, we give the examples of embedding N = 27) and
N = 3 flows of generalized KdV eqs. To this end, we perform the DR from the original
D = 2+2 into D = 1+1. For the original D = 2+2, we use the coordinates (z, x, y, t) with
the metric for D = 2 + 2 [8]:
ds2 = +2dzdx+ 2dydt . (5.1)
The final D = 1 + 1 has the coordinates (x, t). For simplicity sake, we truncate all the
fermionic fields: λI
∗
= χI
∗
= ρI
∗
= 0. We now see that the SD condition (1.5d) on F is
Fxt
∗
= 0 , (5.2a)
Fyz
∗
= 0 , (5.2b)
Fzx
∗
= Fty , (5.2c)
with ǫzxyt = +1. Following the prescription in [8][24], we regard the YM filed components
Ax and At in D = 2 as pure gauge:
Ax
∗
= At
∗
= 0 , (5.3)
due to (5.2a). We also require the independence of all the quantities on the y and
z -coordinates: ∂y
∗
= 0, ∂z
∗
= 0, so (5.2b) and (5.2c) are equivalent to
⌊⌈P,B⌋⌉
∗
= O , (5.4a)
.
P +B ′
∗
= O , (5.4b)
where P ≡ Ay, B ≡ Az, and their prime and dot denote respectively the derivatives
∂x ≡ ∂/∂x and ∂t ≡ ∂/∂t.
There are two remarks for the SD condition (1.5c): First, since this SD shares the same
index structure with (1.5d), we have the conditions parallel to (5.2):
Hxt
∗
= 0 , Hyz
∗
= 0 , Hzx
∗
= Hty . (5.5)
7) We use the symbol N for these flows, in order to distinguish them from the number N of
supersymmetries.
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Second, the gB -term in the field strength H (1.1c) can absorb the first gradient terms
∇C, so that the C -field has no longer a dynamical field as a Stueckelberg field. So (5.5) is
equivalent to
Hxt
∗
= Bxt
∗
= 0 , Hyz
∗
= Byz
∗
= 0 , Hzx
∗
= Bzx
∗
= Hty
∗
= Bty , (5.6)
where we put g = 1 from now on for simplicity.
We now perform the DR of the duality (1.5b). Using also equations above, we get
ϕ′
∗
= +B ′yt +
.
Bxy , (5.7a)
.
ϕ
∗
= +B ′tz +
.
Bzx , (5.7b)
⌊⌈P, ϕ⌋⌉
∗
= − ⌊⌈B,Bxy⌋⌉ − ⌊⌈P,Bzx⌋⌉ , (5.7c)
⌊⌈B,ϕ⌋⌉
∗
= − ⌊⌈P,Btz⌋⌉ − ⌊⌈B,Byt⌋⌉ . (5.7d)
For simplicity sake, we impose additional conditions
ϕ− Bzx
∗
= ϕ−Bty
∗
= 0 , Btz
∗
= 0 , (5.8)
so that (5.7b) and (5.7c) are satisfied. Eventually, (5.7) is simplified to
⌊⌈P,X⌋⌉+ ⌊⌈B, Y ⌋⌉
∗
= O , (5.9a)
X ′ −
.
Y
∗
= O , (5.9b)
where X ≡ +ϕ− Bxz
∗
= ϕ− Byt, Y ≡ +Bxy. After all, the duality conditions in (1.5) are
reduced to the four equations in (5.4) and (5.9).
We next give some examples of integrable systems that are generalized by our SDNATM
system. As the first example, we show that the N = 2, r = 3 flow of the generalized KdV
equations [21], i.e., the original KdV equation:8)
4
.
u
.
= + u′′′ + 6uu′ = (u′′ + 3u2)′ (5.10)
8) We use the symbol
∗
= for a field equation, or an equality valid upon field equation(s).
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is embedded into (5.4) and (5.9). Our ansa¨tze for P, B,X and Y are
P
∗
=
(
0 0
u 0
)
, B
∗
= − 1
4
(
0 0
u′′ + 3u2 0
)
, (5.11a)
X
∗
= + 1
4
(
u′′ + 3u2 0
0 0
)
, Y
∗
=
(
u 0
0 0
)
. (5.11b)
Now eq. (5.4) is easily satisfied by these P and B. As for (5.9b), it generates (5.10).
As for (5.9a), the only non-trivial component is its 21 -component, which also vanishes as
(1/4)u(u′′ + 3u2) − (1/4)u(u′′ + 3u2) = 0. Note that this is a non-trivial result, because
each of the commutators ⌊⌈P,X⌋⌉ and ⌊⌈B, Y ⌋⌉ is non-zero. This is also the reflection of the
non-Abelian commutators in our SDNATM system, in particular, the non-Abelian couplings
of TM to YM-field.
Compared with the SDSYM case [24], where P and B were just 1 × 1 matrices,
our present system is less trivial, because of the new SD conditions (5.9). In our present
SDNATM system, the B and P -matrices are less trivial 2× 2 -matrices, but still the em-
bedding is rather simple. Also, our embedding is relatively simpler, compared with [22][23],
in which a sophisticated H or Q -matrix is needed. Our present SDNATM system is simpler
but still non-trivial at the same time. This seems to be the result of the simplification played
by the new TM, showing the advantage of SDNATM system.
We next repeat a similar prescription for N = 3, r = 4 flow of generalized KdV
equations [21]:
3
.
u2
.
= − u[4]2 + 2u
′′′
3 − (u
2
2)
′′ + 4(u2u3)
′ , (5.12a)
9
.
u3
.
= − 2u[5]2 + 3u
[4]
3 − 6u2u
′′′
2 − 12u
′
2u
′′
2 − 4u
2
2u
′
2 + 6(u2u
′
3)
′ + 6(u23)
′ , (5.12b)
where ⌊⌈n⌋⌉ stands for the n -th derivative by ∂x. These are re-expressed as
3
.
u2
.
=
[
−u′′′2 + 2u
′′
3 − (u2)
2 + 4u2u3
]′
≡ 3 [ f(u2, u3) ]
′ , (5.13a)
9
.
u3
.
=
[
−2u[4]2 + 3u
′′′ − 3(u′2)
2 − 6u2u
′′
2 −
4
3
u32 + 6u2u
′
3 + 6(u3)
2
]′
≡ +9 [ g(u2, u3) ]
′ . (5.13b)
Our ansa¨tze for P, B, X and Y are in terms of 4× 4 matrices are
P
∗
=
(
O O
U O
)
, B
∗
=
(
O O
−F O
)
, X
∗
=
(
F O
O O
)
, Y
∗
=
(
U O
O O
)
, (5.14a)
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F ≡
(
f 0
g f
)
, U ≡
(
u2 0
u3 u2
)
, (5.14b)
where f and g are given in (5.13), while F and U are 2× 2 matrices. We can easily
show that all the conditions (5.4) and (5.9) are satisfied by these ansa¨tze. In particular, the
key relationship is the commutativity ⌊⌈U ,F⌋⌉ = O. It seems that this kind of patterns can
be repeated for higher hierarchies with larger N and r for generalized KdV equations
[21].
We have seen that the lower flows of generalized KdV equations [21] can be embedded
into our SDNATM system. The most important ingredient is that the non-Abelian feature
of TM is involved into the non-trivial embedding of these KdV equations, via commutators
such as ⌊⌈P,X⌋⌉ or ⌊⌈B, Y ⌋⌉. Even though the presence of the TM seems to complicate the
system, it simplifies the matrices of B and P compared with SDYM system [22][23],
where a more complicated H -matrix is needed. The embedding of KdV equations reveals
the advantage of our SDNATM system over SDSYM system [11][12].
6. Relationship with N=2 SDSYM
We can see that our system of SDNATM produces the same set of bosonic field equations
as those by N = 2 SDSYM theory in D = 2+2 with the field content (Aµ
I , λi
I , T I), where
i = 1, 2 is the index for N = 2 supersymmetry. Each of λ1
I and λ2
I are Majorana-Weyl
spinor with negative chirality, and T I is a real scalar in the adjoint representation [12]. As
shown in [12], when the DR into D = 1+1 is performed, the set of bosonic conditions from
N = 2 SDSYM are (5.4) and
⌊⌈B, T ′ ⌋⌉ + ⌊⌈P,
.
T ⌋⌉
∗
= 0 , (6.1)
We can show that the condition in (6.1) is equivalent to (5.9) arising in our SDNATM.
Let U(x, t) be a scalar defined by
U(x, t) ≡ +
∫ t
t0
dτ X(x, τ) , (6.2)
so that
X =
∂U
∂t
=
.
U , X ′ =
∂2U
∂x ∂t
. (6.3)
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Integrating (5.9b) over time, we get
Y = +
∫ t
t0
dτ X ′(x, τ) = +
∫ t
t0
dτ
∂2U(x, τ)
∂x ∂τ
= +
∫ t
t0
dτ
∂
∂τ
[
∂(x, τ)
∂x
]
= +
∂U(x, t)
∂x
= +U ′ =⇒ Y = U ′ . (6.4)
Then (5.9a) is expressed in terms of U as
⌊⌈B,U ′⌋⌉ + ⌊⌈P,
.
U⌋⌉
∗
= 0 . (6.5)
This is nothing but (6.1) with T replaced by U . In other words, our N = 1 SDNATM
generates the same bosonic conditions as N = 2 SDSYM theory [12], despite simple
supersymmetry N = 1 in our system instead of extended N = 2 in [12].
This result is natural, because even though we have only N = 1 supersymmetry, since
the system of SDNATM is larger than N = 1 SDSYM, the enlargement resulted in the
equivalence to the enhanced supersymmetry from N = 1 to N = 2, when a DR into
D = 1 + 1 is performed.
7. Concluding Remarks
In this paper, following the recent successful formulations of non-Abelian tensors
[1][2][4][7], we have first presented the component formulation of an N = 1 SDNATM
theory with non-trivial couplings to YMVM. Our system has three multiplets (i) YMVM
(Aµ
I , λI), (ii) NATM (Bµν
I , χI , ϕI), and ECVM (Cµ
I , ρI). Similarly to our recent formula-
tion of N = 1 TM in D = 3+1 [7], we need the three multiplets of TM, VM and ECVM.
In particular, the ECVM is indispensable for the consistent couplings of TM to VM. The
usual YM field strength Fµν
I , and the field strength Hµν
I of the extra compensator vector
Cµ
I should be also self-dual, in order to accomplish the total consistency.
As independent confirmation, we have also given superspace re-formulation, showing
the consistency with the component formulation. Our superfield formulation is on-shell
formulation based on the fundamental superfields VM (Aa
I , λ .
α
I), SDTM (Bab
I , χα
I , ϕI)
and ECVM (Ca
I , ρ .
α
I). Even though this is on-shell formulation without prepotentials, this
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is the very first formulation in superspace for a self-dual tensor multiplet. This situation is
similar to our superspace formulation in [7] as the very first superspace formulation for a
non-Abelian tensor multiplet. As for the off-shell formulation, we leave it to future studies,
due to non-trivial field strengths involved, and the prepotential formulation would be very
involved.
To our knowledge, combining non-Abelian TM with SD, N = 1 supersymmetry and
integrable models has not been entertained in the past literature. We have given not only the
component formulation, but also superspace re-formulation for the first time, as supporting
evidence for the total consistency. The successful coupling of a tensor field with the adjoint
index of a non-Abelian gauge group is based on the extra terms in the field strengths G and
H inspired from the recent works [1][2][4][7]. In particular, the extra compensator vector
Cµ
I in the ECVM serves as the Stueckelberg field to be absorbed into the longitudinal
component of Bµν
I . This seems to imply that the Stueckelberg mechanism is inevitable
for avoiding inconsistency by the na1¨ve couplings of TM. This feature is common both to
D = 3 + 1 [7] and D = 2 + 2 space-time dimensions.
As applications, we have also given the examples of generalized KdV equations for the
N = 2, r = 3 and N = 3, r = 4 flows. Our new duality symmetry (1.5a) and (1.5b)
for the TM provides a set of non-trivial conditions (5.9), in addition to those with SDSYM
with a pure VM [12]. The embeddings into the P and B -matrices given in [24] were
rather trivial, because they were only 1×1 -matrices, while in our present case, the matrices
P and B are at least 2× 2 -matrices.
Our SDNATM system has much simpler embedding configurations, compared with
SDSYM theories [12]. For example, we have seen that our original SDNATM has only
N = 1 supersymmetry, it generates in D = 1 + 1 the same set of conditions produced
by N = 2 SDSYM [12]. Of course, the price to be paid is the introduction of the new
set of duality symmetry (1.5a) and (1.5b) resulting in (5.9), but it is compensated by the
simplification of embedding. Our configurations are much simpler and more straightforward
than [22][23], but still non-trivial for generalized KdV equations [21].
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The work presented here initiates new directions of research on supersymmetric duality
symmetry in D = 2 + 2, as well as in higher dimensions. To be specific, we can potentially
generalize our result beyond 4D for generalized SD [27][28][29]. as follows. Our SD (1.5) is
generalized to higher-dimensions in D as
Fµν
I ∗= + 1
2
φµν
ρσFρσ
I , (7.1a)
Gµνρ
I ∗= − φµνρ
σ∇σϕ
I , (7.1b)
Hµν
I ∗= + 1
2
φµν
ρσHρσ
I , (7.1c)
with an appropriate constant φµν
ρσ, e.g., the octonion structure constant [30] in 8D for
a reduced holonomy SO(7) ⊂ SO(8) [27][28][29]. This kind of generalizations especially
with non-Abelian tensors has become within our reach, after the successful formulations of
non-Abelian tensors in 4D [1][2][4][7].
Technical details aside, the conceptual lessen we can learn from our present result is as
follows. The original Atiyah-Ward conjecture [9] was that all the lower-dimensional bosonic
integrable systems in D ≤ 3 are generated by SDYM theory in D = 2 + 2. In 1990’s,
this conjecture was further supersymmetrized to SDSYM systems [11][14][12]. Now it is the
next natural step to consider the generalization of a SDYM to a SD non-Abelian tensor. We
can further consider the higher-dimensional generalization of SD in 4D to 7D or 8D, based
on the so-called reduced holonomy [27][28][29], as in (7.1). In other words, theories evolve
from Abelian groups to non-Abelian groups, from non-supersymmetric to supersymmetric
systems, from vectors to tensors, and from D = 4 to D ≥ 5. It is clear that our present
result has historical implication contributing to the past accomplishments [27][28][29], as well
as inducing future applications. We also emphasize that the generalization to non-Abelian
tensor has been made possible, only after the success of NATM in D = 3 + 1 [1][2][4][7].
We are indebted to the referees of this paper for important suggestions to improve
the paper. This work is supported in part by Department of Energy grant # DE-FG02-
10ER41693.
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