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Digital Object Identifier 10.1109 /MCS.2014 P ageRank is an algorithm introduced in 1998 and used by the Google Internet search engine. It assigns a numerical value to each element of a set of hyperlinked documents (that is, Web pages) within the World Wide Web with the purpose of measuring the relative importance of each page [1] . The key idea in the algorithm is to give a higher PageRank value to Web pages that are visited often by Web surfers. Google describes PageRank as: "PageRank reflects our view of the importance of Web pages by considering more than 500 million variables and 2 billion terms. Pages that are considered important receive a higher PageRank and are more likely to appear at the top of the search results." Today PageRank is a paradigmatic problem of great interest in various areas, such as information technology,
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Hideaki isHii and RobeRto tempo The PageRank Problem, Multiagent Consensus, and Web Aggregation bibliometrics, biology, and e-commerce, where objects are often ranked in order of importance. This article considers a distributed randomized approach based on techniques from the area of Markov chains using a graph representation consisting of nodes and links. The article also outlines connections with other problems of current interest to the systems and control community, including ranking control journals, consensus of multiagent systems, and aggregation-based techniques.
THE PAGERANK PROBLEM AND ITS HISTORY
The PageRank algorithm was introduced by the cofounders of Google in the late 1990s [2] and has been implemented on the Google search engine since then. PageRank is said to be one of the 200 signals used for narrowing down the search results [1] (with a link to the original paper [2] ). PageRank indicates the importance of a Web page based on the hyperlink structure of the Web. Specifically, it is determined by the number of hyperlinks pointing to the page as well as the importance of the pages where those hyperlinks originate. Related ideas for ranking objects had been previously used in other contexts, such as sociometry [3] and bibliometrics [4] , and they can be traced back to 1941 to studies of quantitative data in economics [5] . More recently, ideas from PageRank have been used to rank other objects in order of importance, including scientific papers linked by citations [6] , authors related by coauthorship [7] , professional sport players [8] , and protein in systems biology [9] . Readers are referred to [10] for an introduction to the PageRank problem and to [11] for historical notes.
The PageRank problem recently attracted the attention of the systems and control community. In this context, the problem was first introduced and studied in [12] , where a randomized decentralized approach was proposed. Such an approach is meaningful in view of the computational difficulties due to the size of the problem and in the Web environment where computational resources are available. Reference [12] includes an analysis of the mean-square ergodic convergence properties of the distributed algorithms. Other convergence properties have been subsequently studied in [13] , where almost sure convergence of the same decentralized scheme was demonstrated using techniques of stochastic approximation algorithms. In [14] , a randomized algorithm based on stochastic descent was proposed, and an explicit bound on the convergence rate was computed. The fluctuations of the PageRank values in the presence of fragile and uncertain links were studied in [15] . In [16] , an approach based on Markov decision processes was developed, and optimization and robustness viewpoints were followed in [17] and [18] . Motivated by the PageRank problem, recent works [19] and [20] present randomized distributed algorithms for solving huge-scale convex optimization problems with underlying sparse network structures. Other recent references on PageRank are listed in [21] , where a Web aggregation approach is studied, and in [22] , which deals with intermittent communication in the distributed randomized computation. Finally, as shown later, the PageRank problem can be viewed as finding an eigenvector of an adjacency matrix for a Web graph, and there have been research efforts to do this decentrally in the area of multiagent systems (see, for example, [23] ).
THE HYPERLINK MATRIX AND THE RANDOM SURFER MODEL
In this section, a network consisting of Web pages and hyperlinks connecting them is described based on a graphtheoretic approach. Consider a network of n Web pages indexed by integers from 1 to , n where n 2 $ to avoid the trivial case. This network is represented by the graph : ( , ),
is the set of vertices corresponding to the Web page indices and E is the set of edges representing the links among the pages. The vertex i is connected to the vertex j by an edge, that is, ( , ) , i j E ! if page i has an outgoing link to page j , or equivalently page j has an incoming link from page i . Since the edges have directions, the graph G is said to be directed. In particular, the index set of pages linked to page i is given by
and nj is the number of outgoing links of page j .
Then, the hyperlink matrix ( ) A a R 
The hyperlink matrix A has some important properties. First, it is a nonnegative matrix, that is, all of its entries aij are nonnegative. This property is expressed as
Note that the link matrix is column-wise normalized by construction. However, in the real Web, pages having no links to others are abundant and are referred to as dangling nodes. Such pages can be found, for example, in the form of PDF and image files having no outgoing hyperlinks. These pages introduce zero columns into the link matrix. Then, the hyperlink matrix A is a column substochastic matrix, that is, A R n n ! # is a nonnegative matrix with the property that a 1 i n ij 1 # = / for , , . j n 1 f = A problem related to such nodes can be explained through the example Web in Figure 1(a) . Here, the dangling node 5 behaves as a "black hole," that is, the entire flow of information enters into this node and cannot escape. Thus, the PageRank value of this page does not contribute to other pages. To resolve this problem, the graph and consequently matrix A need to be redefined by adding artificial links for all dangling nodes. As a result of this modification, the columns with only zero entries are removed from the link matrix A, and this matrix A becomes a column stochastic matrix, that is, it is a nonnegative matrix with the property that a 1 i n ij 1 = = / for , , . j n 1 f = The modification in the graph can be easily explained by introducing the concept of a "back button" (that is, the ability to return to the previous page from a dangling node). Other methods to handle the issue have also been proposed such as replacing the zero columns with any fixed stochastic vector and grouping all dangling nodes in one node [10] , [24] . This is illustrated in the simple example in Figure 1 with a graph consisting of six Web pages and 12 links. This example will be used throughout the article.
Example 1
Consider the Web of six pages shown in Figure 1 (a). Page 5 is a dangling node since it has no outgoing links. As previously discussed, the graph is modified by adding a link from page 5 to page 6 [ Figure 1 
One way to describe the PageRank problem is through the random surfer model: Starting from a node at random, the random surfer follows the hyperlink structure by picking a link at random. For example, if node 3 in Figure 1 is chosen, then the surfer goes to node 4 with probability 1/3 because node 3 has three outgoing links, and all links are considered equiprobable. Then, from node 4, the surfer reaches node 6 with probability 1/3 because node 4 has three outgoing links. This process is then repeated. If the random surfer eventually reaches node 5, then the surfer may return to node 6 with probability one using the back button shown in red in Figure 1 
Mathematically, this process is described as a Markov chain
where ( ) x k R n ! + is a vector representing the values of the pages. The initial values are normalized so that ( )
x 0 is a stochastic vector, that is,
is a real number in [ , ] 0 1 for all k and the values are normalized so that ( )
is the probability of being in node i at time k . In the context of the random surfer model, the PageRank values of the Web pages represent some measure on how often the Web pages are visited by the random surfer. More precisely, the probability of visits becomes higher if Web sites have links from important (that is, often visited) Web sites and especially those that have smaller numbers of outgoing links. In this context, page i is said to be more important than page j at time k if ( ) ( ).
An interesting question is whether or not the Markov chain asymptotically converges to its stationary distribution for any initial nonzero values ( ), .
Such a distribution represents the probabilities of the random surfer visiting the Web sites, indicating the popularity of the page. Hence, the properties will be established under which the vector ( ) x k in (2) asymptotically converges as
where x * is referred to as the PageRank value. Equivalently, if convergence is achieved, then it is written . the Web as a graph is strongly connected [25] , that is, for any two vertices , , i j V ! there is a sequence of edges that connects i to j . In other words, from every page, every other page can be reached through a connected path. In terms of the link matrix A, strong connectivity of the graph is equivalent to A being an irreducible matrix; see "Definitions and Properties of Stochastic Matrices." For stochastic matrices, there exists at least one eigenvalue equal to one. However, it is easy to verify that the Web is in general not strongly connected since there are many pages in the Web that cannot be visited from another page by simply following links. Therefore, the problem should be modified as described in the next section.
THE TELEPORTATION MODEL
The idea of the teleportation model is that the random surfer, after a while, becomes bored, and he/she stops following the hyperlink structure as previously described. That is, at some time instant, the random surfer "jumps" to another page not directly connected to the one currently being visited. The new page can be in fact completely unrelated topically or geographically to the previous page. All n pages have the same probability /n 1 to be reached by the jump. For example, in Figure 1 the random surfer may be teleported from node 5 to node 1, and the probability to reach node 1 is 1/6 because all nodes are equiprobable.
Mathematically, the teleportation model is represented as a convex combination of two matrices. Let m be a parameter such that ( , ), m 0 1 ! and let the modified link matrix M R n n ! # be defined by
where :
is a vector whose entries are all equal to one and thus 11 R T n n ! # is a rank one matrix with all entries being one. Equation (4) is often referred to as the PageRank equation. Matrix M therefore is the convex com-bination of the original hyperlink matrix A and the matrix ( / )
. n 1 11 T The latter matrix indicates that the probability of the jump is equal for all Web pages, that is, every page can be reached by teleportation with uniform probability equal to / . n 1
In the original algorithm [2] , a typical value was indicated to be . . m 0 15 = This article follows the classical literature [10] in using the same value (some comments regarding why this value is used are provided at the end of this section). Notice that M is a stochastic matrix with all positive entries because it is a convex combination of two stochastic matrices by ( , ) m 0 1 ! , and ( / ) n 1 11 T is a positive matrix.
By Perron's theorem [25] , this matrix is a primitive matrix, which is an irreducible matrix having only one eigenvalue of maximum modulus. In particular, the eigenvalue one is of multiplicity one and is the unique eigenvalue with the maximum absolute value. Furthermore, the corresponding eigenvector is positive; for more details, see "Stochastic Matrices and Perron's Theorem." Therefore, the PageRank vector x * is redefined by using M in place of A so that It follows that the asymptotic probability x * of being in a state is independent of the initial state ( ) x 0 . Intuitively, a positive stochastic matrix represents a Markov chain that is not periodic and has no sink states. This means that the application of the stochastic matrix to a probability distribution would redistribute the probability mass of the original distribution while preserving its total mass. If this process is applied repeatedly, the distribution converges to a stationary distribution for the Markov chain.
Example 1 is now revisited to show the computation of matrix M and the PageRank x * .
Example 2
Matrix M can be computed from (4) as
Definitions and Properties of Stochastic Matrices
matrix X R n n ! # in which all entries are nonnegative real numbers is said to be nonnegative, and it is denoted as ; X 0 $ a matrix whose entries are positive real numbers is called positive, denoted as . X 0 2 A stochastic matrix (also termed probability matrix or Markov matrix) is a matrix used to describe the transitions of a Markov chain. Each of its entries is a nonnegative real number representing a transition probability.
A column stochastic matrix is a matrix with each column summing to one, and a row stochastic matrix is a matrix with each row summing to one. A doubly stochastic matrix has the property that each row and column sum to one. A stochastic vector (also called probability vector) is a vector whose elements are nonnegative real numbers that sum to one.
A matrix X R n n ! # is said to be reducible if either i) n 1 = and X 0 = or ii) n 2 $ and there exist a permutation matrix P R n n ! # and an integer r with r n 
Notice that pages 4 and 6 have the largest number of incoming links, resulting in large PageRank values. Page 6 is more advantageous because the pages contributing to its value via links, that is, pages 3, 4, and 5, have larger values than those having links to page 4. Page 1 has the smallest number of incoming links and obviously the lowest ranking in this Web. It is interesting that pages 4 and 5 share the same value. 4 As previously discussed, due to the large dimension of the link matrix M (currently of the order of 10 10 10 10 # ), the computation of the PageRank values is very difficult. The solution that has been employed in practice is based on the power method, which is simply the Markov chain iteration (2) with , A M = or (S1). It appears that this computation is performed at Google once a month and it takes one week, even though the power method requires only 50-100 iterations to converge to a reasonable approximation [10] .
The value vector x * is computed through the recursion 
where the initial condition ( ) x 0 R n ! is a probability vector. The equality in (7) follows immediately from the fact ( ) . x k 1 1 T = For implementation, it is much more convenient to use the form on the right-hand side of (7) involving matrix A and not matrix M because matrix A is sparse, while matrix M is not. Also notice that M has nonzero elements in the diagonal, and this means that self-loops are artificially introduced in the teleportation model, which are in fact absent in matrix A.
To discuss the convergence rate of the power method, let ( ) , ,
= in this case, the eigenvector is not necessarily uniquely determined.
Let M R n n ! # be a positive stochastic matrix. Then, the following statements hold based on Perron's theorem [25] :
1) The eigenvalue one of M is a simple eigenvalue such that any other eigenvalue i m (possibly complex) is strictly smaller than one in absolute value, | | . 2) The eigenvalue with the largest absolute value | | i m is always one.
The vector x * can be asymptotically computed by means of the power method
x 0 which is a stochastic vector. The limit
= is a reasonable compromise, and this is probably the reason why it is used at Google.
DISTRIBUTED RANDOMIZED ALGORITHMS FOR PAGERANK COMPUTATION
This section studies a sequential distributed randomized approach of gossip-type that, at each step of the sequence, uses only the outgoing links connecting a specific Web page to the neighboring nodes to compute the PageRank vector x * [12] . That is, in contrast with the centralized approach (7) based on the power iteration, only local information involving a specific Web page (randomly selected) is utilized to update the PageRank value. Difficulties in computing PageRank have motivated various studies on efficient algorithms, but decentralized schemes over networks [26] are natural especially in the context of Web data [13] , [19] , [20] .
Consider the Web with n pages represented by the directed graph ( , ).
The randomized scheme is as follows: at time k , page i is randomly selected, and its Page Rank value is transmitted by means of outgoing links to the pages that are directly linked to it, while other pages not directly connected to page i are not involved in the transmission. More precisely, a random process
is equal to i at time k , then page i initiates the broadcasting process involving only the neighboring pages connected by out-going links. All pages involved in this algorithm renew their values in a random fashion based on the latest available information.
Specifically, ( ) k i is assumed to be an independent and identically distributed (i.i.d.) random process, and its probability distribution is
In other words, at time k , the page starting the transmission process is selected with equal probability. In principle, this scheme may be implemented without requiring a decision maker or any fixed order among the pages. Extensions of this scheme are studied in [12] where multiple updates of Web pages are considered. In this case, each page decides to update or not in an i.i.d. fashion under a given probability, independently of other pages. Furthermore, other more sophisticated schemes are presented in [27] .
Instead of the centralized scheme (7) , which involves the full matrix A, consider a randomized distributed update scheme for PageRank computation of the form
where the initial condition ( ) x 0 is a probability vector,
is a design parameter that replaces the parameter . . m 0 15 = used in (7), and , Ai , , , 
Then, the average matrix is
$ is taken with respect to the random process ( ) k i defined in (8) . Then the following two properties hold:
2) There exists a vector , z R n 0 ! + which is an eigenvector corresponding to the eigenvalue one for both matrices A and . A Therefore, even though A and .
A are completely different matrices, they share a common eigenvector for the eigenvalue one, which corresponds to the PageRank vector. in showing the above properties, it is important that no self-loop is allowed in the Web graph.
Corresponding to the distributed update scheme in (9), the link matrices are
where the parameter m t is
This average matrix satisfies the three properties:
The eigenvalue one is simple and is the unique eigenvalue of maximum modulus.
3) The corresponding eigenvector is the PageRank value x * in (5) .
The randomized update scheme defined in (9) and (10) to compute PageRank has a mean-square error (MSE) property for any ( ) x 0 that is a stochastic vector:
hyperlink matrices of gossip-type subsequently defined in "Distributed Link Matrices and Convergence of the Randomized Algorithm." The objective of this distributed update scheme is to design the distributed hyperlink matrices Ai and the parameter m t so that the PageRank values are computed through the time average of the state ( ) x k . To this end, let ( ) y k be the time average of the sample path ( ), , ( )
For the distributed update scheme, the objective is to compute the PageRank value x * using the time average ( ), y k also called the Ces àro average or the Polyak average in some contexts. For each initial state ( )
x 0 that is a probability vector, ( ) y k is said to converge to x * in the mean-square (8). This type of convergence is called ergodicity for random processes [28] .
Distributed Link Matrices
Here, the gossip-type distributed link matrices are introduced. Based on definition (1) of the hyperlink matrix, recall that the i th column of matrix A represents the outgoing links of page .
i Therefore, the idea of the distributed randomized algorithm is that matrix Ai uses only the column i of matrix A, and the remaining columns of Ai are constructed so that matrix Ai is a stochastic matrix. This is a key feature of the method, distinguishing it from others such as [19] and [20] . More precisely, the distributed link matrices , , , , ,
are defined by 1) The i th column of Ai coincides with the i th column of A.
2) The j th diagonal entry of Ai is equal to one for , , ,
.
All of the remaining entries aij are zero. By construction, it follows immediately that the distributed matrices Ai are column stochastic. The next example shows the construction of the distributed link matrices.
Example 3
In the six-page Web of Example 1, the distributed link matrices , , , , 
The number of nonzero entries in matrix Ai is no more than , n 2 1 -and n 1 -diagonal entries are equal to one. On the other hand, the centralized matrix A has at most n 2 nonzero entries. The sparsity of the matrices Ai is useful from the computational and implementation viewpoint. Furthermore, the protocol is gossip-type because the link matrix Ai , using only the i th column of the centralized matrix A, is chosen randomly at each time instant.
Mean-Square Error Convergence of the Distributed Update Scheme
The convergence properties of the randomized distributed The time average of the randomized update scheme defined in (9) and (10) to compute PageRank converges to the value vector x * in the MSE sense [12] . More precisely, for any stochastic vector ( ) x 0 ,
The time average is necessary and, without averaging the values, ( ) x k oscillates and does not converge to the stationary value x * .
Several remarks are in order. In the distributed computation discussed here, it is required that pages communicate with each other and then make computation for the updates in the values. In more detail, for each page, the values of the pages that are directly connected to it by outgoing links need to be sent. The link matrices Ai involved in the update scheme (9) are sparse. Thus, at time k , communication is required only among the pages corresponding to the nonzero entries in A ( ) k i . Then, for each page weighted addition of its own value, the values just received, and the constant term / m n t is performed. Consequently, the amount of computation required for each page is very limited at any time. Implementation issues, such as how Web pages make local computations, are outside the scope of this article. It is clear, however, that in practice, servers hosting Web pages should be making the local computations along with the communications, and not the individual pages. Regulations may also be necessary so that page owners cooperate with the search engine and the PageRank values computed by them can be trusted. In the consensus literature, related issues involving cheating have been studied. An example is the Byzantine agreement problem, where there are malicious agents who send confusing information so that consensus cannot be achieved; see [29] for a discussion on a Las Vegas approach and [30] for a detailed analysis of randomized algorithms. Another issue concerning the reliability of PageRank is link spam, that is, the artificial manipulation of the rank by adding spurious links. There are methods [10] , [31] to detect link spamming.
The next section discusses how ideas from PageRank have been successfully used in the context of bibliometrics.
RANKING (CONTROL) JOURNALS
The impact factor (IF) is frequently used for ranking journals in order of importance. The IF for the year 2012, which is the most recently available, is defined as In this criterion, there is a census period (2012) of one year and a window period (2010-2011) of two years. More precisely, the two-year IF is defined above. Another criterion, the five-year IF, is defined accordingly but is not frequently used (since it was introduced more recently). The IF is a "flat criterion," which does not take into account where the citations come from, that is, if the citations arrive from very prestigious journals or if they are positive or negative citations.
On the other hand, different indices may be introduced using ideas from PageRank. The random walk of a journal reader is similar to the walk described by the random surfer moving continuously on the Web. Therefore, journals and citations can be represented as a network with nodes (journals) and links (citations). Such a situation is described in [32] :
Imagine that a researcher is to spend all eternity in the library randomly following citations within scientific periodicals. The researcher begins by picking a random journal in the library. From this volume a random citation is selected. The researcher then walks over to the journal referenced by this citation. The probability of doing so corresponds to the fraction of citations linking the referenced journal to the referring one, conditioned on the fact that the researcher starts from the referring journal. From this new volume the researcher now selects another random citation and proceeds to that journal. This process is repeated ad infinitum. One interesting question is, "what is the probability that a journal is cited?" To address this question, a different criterion for ranking journals, called the eigenfactor score (EF), was introduced in [33] . This criterion is one of the official metrics in the Science and Social Science Journal Citation Reports published by Thomson Reuters for ranking journals; see [34] for details.
The details of the EF are now described. First an adjacency matrix where n represents the total number of journals under consideration, which is currently over 8400.
In this case, the window period is five years. The adjacency matrix D is then suitably normalized to obtain the cross-citation matrix ( ) A a R Clearly, the fact that the diagonal entries of the matrices D and A are set to zero means that self-citations are omitted. Furthermore, the normalization used to obtain matrix A implies that this matrix is column substochastic.
In the unlikely event that there are journals that do not cite any other journal, some columns in the cross-citation matrix are identically equal to zero, making the matrix substochastic instead of stochastic, similarly to the situation in the Web. To resolve the issue, a trick similar to the "back button" previously introduced can be useful. To this end, let the article vector be given by :
: 
Matrix A u is a stochastic matrix, and therefore the eigenvector corresponding to the largest eigenvalue, which is equal to one, exists. However, to guarantee its uniqueness, a teleportation model similar to that previously described in (4) needs to be introduced. In this case, consider the EF equation
where the convex combination parameter m is equal to 0.15. This equation has the same form as the PageRank equation (4), but matrix 11 T is replaced with the rank-one matrix . v1 T The properties previously discussed for the PageRank equation hold because matrix M is a positive stochastic matrix. In particular, the eigenvector x * corresponding to the largest eigenvalue, which is equal to one, is unique. That is, .
x Mx * *
=
The value x * is called the journal influence vector, which provides suitable weights on the citation values. The interpretation from the point of view of Markov chains is that the value x * represents the steady-state fraction of time spent visiting each journal represented in the cross-citation matrix A. The EF is an n-dimensional vector whose i th component is defined as the percentage of the total weighted citations that journal i receives from all 8400 journals. That is, To preserve sparsity of matrix , A from the computation point of view, note that the EF can be obtained without explicitly using matrix M . That is, the journal influence vector iteration is written by means of the power method ( ) ( ) ( ) . x k m Ax k mv Table 1 shows the 2012 rankings of ten mainstream control journals according to the IF and the EF.
RELATIONS WITH CONSENSUS PROBLEMS
Consensus problems for multiagent systems have a close relationship with the PageRank problem, which motivated the distributed randomized approach introduced earlier. This section considers a stochastic version of the consensus problem, which has been studied in, for example, [35] - [38] ; see also [29] for a discussion from the point of view of randomized algorithms. In [39] , a dual version of PageRank is proposed and its usefulness in controlling consensus-based agent systems is explored. Consider a network of n agents corresponding to the vertices { , , , } n
where E is the set of links connecting the agents. Agent i is said to be connected to agent j by a link ( , ) i j E ! if agent i transmits its value to agent j . It is assumed that there exists a globally reachable agent for the graph .
G This assumption implies that there exists an agent from which every agent in the graph can be reached via a sequence of directed links; see, for example, [40] - [42] . Recall that the graph G has at least one globally reachable agent if and only if one is a simple eigenvalue of a row stochastic matrix representing the graph , I L where L is the Laplacian of G (for example, [40] ).
The objective of consensus is that the values
of all agents reach a common value by communicating to each other according to a prescribed communication pattern. Formally, consensus is said to be achieved in the sense of the MSE if, for any initial vector ( ) ,
The communication pattern (see "Update Scheme for Consensus and Convergence Properties" for the precise definition) is determined at each time k according to an i.i.d. random process ( ) { , , } k d 1 f ! i with probability distribution given by
where d is the number of patterns.
A classical approach used in the consensus literature is to update the value of each agent by taking the average of the values received at that time. The iteration can be written in vector form as
where the matrix Ai is defined in "Update Scheme for Consensus and Convergence Properties." In contrast to the Page-Rank case, only the agent values xi are updated, and time averaging is not necessary for achieving probabilistic consensus.
A simple example is now presented to illustrate the communication scheme.
Example 4
Consider the network of six agents illustrated in Figure 1 (b) from Example 1. First, as a simple case, look at a static communication scheme where all agents communicate over the original edge set E at all times. In this case, there is only one pattern E E 1 = and hence . d 1 = To be consistent with the notation used for PageRank so far, the underlying matrix is simply denoted A. This matrix is constructed using incoming (rather than outgoing) links to make it row stochastic as . A 
This matrix is similar to the hyperlink matrix given in Example 1 in the sense that the nonzero off-diagonal entries coincide. However, this matrix is row stochastic while the link matrix for PageRank is column stochastic. Moreover, notice that all diagonal entries of this matrix are positive, resulting in the presence of self-loops in the graph. (Recall that no self-loops are considered for PageRank because these loops may increase spamming; see further details in [10] and [31] .)
Next, as in the distributed case, introduce six communication patterns arising from the protocol in the distributed .
be an i.i.d. random process and its probability distribution is given by
where d is the number of communication patterns.
Consider the update scheme
where the matrix Ai is a row stochastic matrix constructed by
and nij is the number of agents , with ( , )
,
the number of agents sending information to agent j under the communication pattern . Ei
Assuming that a globally reachable agent exists, this scheme converges in the MSE sense:
for all , ; i j V ! see, for example, [12] and [36] - [38] . 
The rest of the matrices can be similarly obtained.
4 Table 2 summarizes some of the key differences and similarities between the consensus problem addressed in this section and the distributed approach studied in "Distributed Randomized Algorithms for PageRank Computation" for the PageRank computation.
AGGREGATION-BASED PAGERANK COMPUTATION
This section returns to distributed PageRank computation with a focus on reduced cost in computation and communication. The particular approach developed in this section is based on the Web aggregation technique proposed in [21] , which leads to a smaller Web to be used in the computation. A procedure is presented to compute approximated values of the PageRank and moreover provide an analysis on error bounds. The approach shares ties with the aggregation methods based on singular perturbation developed in the control literature [43] .
Aggregation of the Web
The structure of the Web is known to be sparse because many links are intrahost ones. This property means that pages are often linked within the same domains/directories (for example, organizations, universities/companies, and departments) [10] , [44] . A simple sparse network is illustrated in Figure 2(a) . There are four domains with many pages, but the interdomain links are only among the top pages. In such a case, it is natural to group the pages and obtain an aggregated graph with only four nodes as shown in Figure 2(b) .
By following this line of ideas, a PageRank computation approach based on Web aggregation is developed, roughly consisting of three steps: 3) Local step: Distribute the total value of the group among members. The grouping of pages can mainly be done at the server level for the pages that the servers host as described below. The global step is at a higher level, requiring data exchange via communication among groups. In the local step, most of the computation should be carried out locally within each group.
For the aggregation-based method, pages are grouped with the purpose of computing the PageRank efficiently and accurately. Moreover, in view of the sparsity property of the Web and the distributed algorithms discussed earlier, it is reasonable to group pages under the same servers or domains. This approach has the advantage that grouping can be done in a decentralized manner. More generally, the problem of grouping nodes in a network can be cast as that of community detection, which can be performed based on different measures such as modularity [45] , [46] and the maximum flow [47] . While such methods may be useful for this purpose, they are known to be computationally expensive.
From the viewpoint of a Web page, the sparsity in the Web structure can be expressed by the limited number of links toward pages outside its own group. That is, for page i , let its node parameter
[ , ] 0 1 i ! d be given by :
number of total outgoing links number of external outgoing links .
It is easy to see that smaller i d implies sparser networks. In the extreme case where the node parameters for all pages are small as for each page ,
where ( , ) 0 1 ! d represents the bound, then the aggregation techniques may be applied based on singular perturbation for large-scale networked systems such as consensus and Markov chains [43] , [48] - [50] .
However, in the real Web, it is clear that pages with many external links do exist. Especially if such pages belong to small groups, these results are not directly applicable (see Figure 3 ).
In this aggregation approach, the main idea is to consider pages with many external links as single groups consisting of only one member. For such pages, the node parameters always become one. Hence, such pages are excluded from condition (12) and instead the condition
is used. The size of the parameter d determines the number of groups as well as the accuracy in the computation of Page Rank. This point will be demonstrated through the analysis of the approach and a numerical example. Denote by r the number of groups and by r1 the number of single groups. Also, for group i , let ni u be the number of member pages. For simplicity of notation, the page indices are reordered as follows: in the PageRank vector x * , the first n1 u elements are for the pages in group 1, and the following n2 u entries are for those in group 2, and so on.
Approximated PageRank via Aggregation
For group i , its group value denoted by x * 
where bdiag( ) Xi denotes a block-diagonal matrix whose th i diagonal block is .
Xi The matrices V1 and V2 are block diagonal, containing r and r r1 -blocks, respectively. Note that in V2 , if the i th group is a single one (that is, n 1 i = u ), then the i th block has the size 0 # 1, meaning that the corresponding column is zero. Due to the simple structure, the inverse of this matrix V can be obtained explicitly [21] . 
with A R r r 11 ! # u and :
As explained in "Approximated PageRank Computation," the expression (15) has two important properties: i) the (1,1)-block matrix A11 u is a stochastic matrix, and ii) the entries of A12 u are "small" in magnitude due to the sparse structure of the Web.
These properties form the basis for introducing an approximate version of PageRank by triangonalizing matrix A in (15) 
where x1 l u is a probability vector. The (2, 2)-block matrix A22 l u is taken as a block-diagonal matrix in accordance with the grouping; for more details, see "Approximated PageRank Computation."
Then, the approximated PageRank is obtained in the original coordinate as :
Computation of Approximated PageRank
This section outlines an algorithm, consisting of three steps, for computing the approximated PageRank.
Approximated PageRank Computation
T he key observation in the proposed aggregation is that, in the original definition of the PageRank vector , x * the hyperlink matrix A can be decomposed into three parts as shown in Figure S1 , where the elements in the colored areas are nonzero.
The three matrices can be described as follows:
1) The internal link matrix (orange) represents only the links within groups. it is block diagonal where the th i block is n n i i # L L corresponding to group .
i its nondiagonal entries are the same as those of , A but its diagonal entries are chosen so that this matrix becomes stochastic.
2) The external link matrix 1 (light blue) contains the columns of A corresponding to the single groups. its diagonal entries are changed to make the column sums zero.
3) The external link matrix 2 (light green) consists of the remaining columns for the nonsingle groups, and thus this matrix has a sparse structure. in fact, based on the bound d on the node parameters in (13) Figure S3 , where the (1,2)-block is zero and the (2,2)-block submatrix A22 l u is block diagonal. From this vector, the approximated PageRank xl in (17) is obtained. Three properties are important to justify the aggregationbased approach:
1) The matrix A11 u is stochastic.
2) The matrix A22 l u has a spectral radius smaller than or equal to one.
3) The approximated PageRank vector xl exists and is unique.
Internal
Stochastic External 1
Single Groups
External 2
Nonsingle Groups Column Sum G 2d
x* = (1 -m) Ax* + 1 m n + +
Figure s1
The hyperlink matrix A decomposed into three parts.
Replace with 0
Figure s2
The PageRank vector x * L after the change in coordinate.
Figure s3
The definition of xl u .
Take the initial state ( )
as a stochastic vector, and then proceed according to three steps. 1) Iteratively, compute the first state ( )
2) After finding the first state ( ),
3) Transform the state back into the original coordinate by
The first and second steps in the algorithm are based on the definition of xl u in (16) . These steps require the recursive computation of only the first state ( ),
x k 1 u whose dimension equals the number r of groups.
At this stage, information is exchanged only among the groups. By (16) , the second state x2 l u can be computed recursively through
The steady-state form, that is, (
is employed to obtain (19) . Note that the matrix ( ) I m A 1 22 --l u is nonsingular because ( ) m A 1 22 l u is a stable matrix (see "Approximated PageRank Computation"). This approach is motivated by the time-scale separation in methods based on singular perturbation. The update scheme in the algorithm is guaranteed to converge to the approximated PageRank vector , xl which follows from (S2)
This algorithm is suitable for distributed computation. The first step (18) is the global step where the groups communicate to each other and compute the total of the members' values, represented by the r -dimensional state ( ).
x k 1 u This step can be implemented via the distributed randomized approach discussed in "Distributed Randomized Algorithms for PageRank Computation." The rest of the algorithm can be carried out mostly via local interactions within each group. This local computation can be confirmed from the block-diagonal structures in the matrices ( ) I m A 1 22 --l u and . V 1 -The only part that needs communication over intergroup links is in the second step (19) , when computing the vector ( ). A x k 21 1 u u
The aggregation-based approach of Algorithm 5 has computational advantages over the original scheme (7) . The number of operations of each scheme is displayed in Table 3 , where ( ) f A 0 denotes the number of nonzero entries in the link matrix A. For the product of a sparse matrix A and a vector, operations of order ( ) f A 2 0 are necessary. The numbers of steps for the schemes to converge are denoted by k 1 and . k 2 For termination criteria, see, for example, [51] for the centralized case and [12] for the distributed case.
For the aggregation-based scheme, Table 3 shows the operational cost involving communication among groups. Other computation is decentrally carried out and is of polynomial orders of ni for group i . The first step (18) requires the computation of A11 u and the iteration. The second step (19) includes the cost of the multiplication of ( ). A x k 21 1 u u As discussed earlier, matrix A22 l u is block diagonal, whose blocks are of the size ( ) ( ). n n 1 1
The inverse of each block can be obtained at the corresponding group. The same holds for the third step (20) , where the inverse V 1 has a block-diagonal-like structure that can be easily obtained analytically.
Analysis of Approximation Error
This section examines the error in the approximated Page Rank. The error can be related to the level of sparsity when aggregating the Web, represented by the node parameter d in (12) .
For a given ( , ), 0 1 ! e to achieve an error e between the approximated PageRank xl in (17) and the PageRank vector ,
it is sufficient that the Web is aggregated so that the node parameter d is small enough that
This result [21] shows that if the Web can be aggregated so that the ratio of external outgoing links (represented by d ) is limited for nonsingle pages, then a good approximation of the PageRank can be computed through a lowerorder algorithm. It will be shown through a numerical example later that a tradeoff exists between the size of d and the number r of groups, which directly influences the computation load for the algorithm.
Example 6
The six-page Web example is continued to examine the approximated PageRank based on the aggregated Web. First, the pages are partitioned into three groups, as shown in Figure 4(a) . In the aggregated graph in Figure  4 (b), nodes 1 and 3 have self-loops.
As seen in Table 4 , after this aggregation, the ratio of external links is limited for each page except for page 3, which forms a single group. Hence, the node parameter in (12) is taken to be . . 
EXPERIMENTAL RESULTS
This section presents numerical simulations based on a Web obtained from real data. 
The Web Data and Its PageRank
First, the Web data that are employed in this simulation are described. The data were obtained from the database [52] collected by crawling Web pages of various universities. This database has previously been used as a benchmark for testing PageRank algorithms [17] . The data from Lincoln University in New Zealand from the year 2006 was selected. This Web has 3756 nodes with 31,718 links, and there are 684 domains in total. The largest is the main domain of the university (www.lincoln.ac.nz), consisting of 2467 pages. Other large domains in this data set contain 221, 101, 68, 24 pages, and so on. In the real Web, a fairly large portion of the nodes are dangling nodes. In this example, there are 3255 dangling nodes, which is over 85% of the total. Also, two nodes had no incoming links; these were removed since such nodes play very minor roles in the PageRank values. The pages were indexed according to the domain/ directory names in an alphabetic order. Figure 5 displays the link pattern of the Web with , n 3 754 = pages, where the blue points represent the nonzero entries of the connectivity matrix; the red points correspond to outgoing links toward dangling nodes.
To proceed with the PageRank computation, the Web needs to be modified so that the resulting link matrix A becomes stochastic. This modification was done by adding back links to dangling nodes, that is, links from each dangling node to the pages that have links to it. Hence, in the link pattern of Figure 5 , for each red points in the ( , ) i j th entry, a new point in the ( , ) j i th entry was added. The resulting Web had 40,646 links. For this Web, the PageRank values were calculated by the power method. About 40 iterations were sufficient for its convergence. The results are shown in Figure 6 . Comparing this with the link structure in Figure 5 , notice that the pages with higher PageRank values are included in the two clusters where many pages are linked to each other, especially around page indices 500 and 2500. The top two pages in PageRank values turned out to be the "search" pages of the university, while the main home page of the university came in the third place.
Distributed Randomized Algorithm
These values could also be computed via the distributed randomized algorithm. This section uses a modified version of the algorithm from "Distributed Randomized Algorithms for PageRank Computation" based on the simultaneous updates [12] . In contrast with the original scheme, at each time step, each page asynchronously decides to send its value to its neighbors in a probabilistic way under a fixed probability. Thus, even in the event that an agent receives data from multiple agents at the same time, this algorithm can handle all data in the update at that moment. Another benefit is that the convergence is faster. Throughout this section, the update probability is fixed to be 0.2, so on average each agent makes a transmission once in every five time steps.
In Figure 7 , the time averages ( ) y k i are displayed for the pages taking larger values of PageRank. The true PageRank values are indicated in dashed lines, and the convergence to these lines is observed. Moreover, to see the overall convergence rate, Figure 8 shows the response of the error ( ) y k x * 1 -from the true values in one-norm (solid line).
Aggregation-Based Computation
The computation was also carried out based on the technique of Web aggregation from "Aggregation-Based Page-Rank Computation." The first step is to specify the groups of pages, from which the sparsity structure in the Web can be estimated based on the node parameters i d in (11); for page i , the parameter i d indicates the fraction of internal links within its own group over all of its outlinks. A simple way to find the initial grouping is to divide the pages based on their domain names. Figure 9 shows the node parameters for all pages based on this initial grouping. Each red mark indicates a page that has no other page in its domain and hence is identified as a single group. Such pages necessarily have node parameters of 1, and there were 577 of them. Note that this grouping resulted in a limited number of pages in nonsingle groups taking large values of i d . However, some of them have , 1 i d = meaning that the aggregation method is not directly applicable at this point.
Therefore, the next step is to remove pages taking larger values from their groups. Such regrouping can be done by specifying a threshold d and making each page whose node parameter exceeds d as a separate group (that is, a single group). This process can be carried out at the level of domains in a distributed way. For example, for , . 0 4 d = the grouping and thus the node parameters changed as shown in Figure 10 . Here, the number of groups has increased from 684 to 1357 while the largest group has decreased in size from 2467 pages to 2386 pages. It should be noted that the removal of nodes from a group might also change the node parameters for pages that remain in the same group. Hence, it is usually necessary to iterate the process several times before all i d become below the given threshold. Once the grouping is settled, the approximate value xl of PageRank is computed via the aggregated approach. In the case with , . 0 4 d = the error in the approximation seems small, where the total error was calculated to be . . x x 0 0665 * 1 -= l More precisely, the relation for each page between the true PageRank x * and its approximate xl is shown in Figure 11 . A least-squares fit to a linear model, which has a slope of 1.013, is shown in the plot. Though this slope is very close to the desired 1.0, there are several points far from the line. The level of approximation can also be measured by computing the sample correlation between the two vectors x * and .
xl The Pearson correlation [53] , representing the similarity in the values, is very high at 0.991. On the other hand, the Spearman correlation [53] is related to the closeness in the rankings among the pages and turned out to be 0.906. It should be noted that our implementation of (re-)grouping the pages has been performed under very simple rules, and there certainly is room for improvement. For example, pages can be grouped by considering not only their domains but also their directories, subdirectories, related sites, etc.
Similar computations can be made for different threshold values d . The results are shown in Figures 12-14 , which, respectively, display the number of groups, the error in the approximated PageRank, and the correlations versus the node parameter d . Overall, the curves in these plots are The Pearson correlation (solid) and Spearman correlation (dashed) versus the node parameter .
d The error in the approximated PageRank xl can be observed through these sample correlations between x * and . xl smooth, showing that the grouping method is sufficiently sensitive to changes in the threshold d . In particular, it is interesting to observe that between . 0 3 d = and 0.8, the number of groups do not change much (Figure 12 ), but the reduction in approximation error ( Figure 13 ) is very large when d is reduced in size. Such a property is also demonstrated in the improvement in correlations (Figure 14) .
Finally, computational aspects of the proposed algorithms are briefly discussed. In the approximated Page-Rank, the aggregated part can be computed through the distributed algorithm similarly to the full-order case explained above. In the distributed randomized algorithm with , . 0 4 d = the aggregated state is of order 1347. In Figure  8 , the error is shown by the dashed line in comparison with the original distributed algorithm of full order (in the solid line). Note that this error is obtained from the entire vector x constructed at each time step and is with respect to the true PageRank (and not the approximated version). Consequently, the error stops decreasing after it reaches about 0.0665 as the vector x converges to xl. It is clear that the convergence speed is faster than that of the nonaggregated case (the solid line in Figure 8 ). This speed enhancement is in fact achieved with overall less computation; see [21] for further discussion on computational costs.
CONCLUSION
PageRank is a paradigmatic problem of great interest when "big data" are available, and algorithms derived from PageRank have been successfully used to rank different objects in order of importance, such as scientific papers linked by citations, authors related by coauthorship, proteins in system biology and professional athletes. Therefore, in addition to systems and control, this problem is attracting the attention of many researchers working in diverse fields, such as computer engineering, communications, physics, numerical analysis, linear algebra, and graph theory.
The computation of PageRank is difficult due to the size of the Web and because it is hard to gather and use global information about the network structure. This article follows a randomized decentralized approach, which leads to distributed and parallel implementation, to deal with the extremely heavy computational load involved in the Page Rank computation. The efficacy of the proposed approach has been analyzed using the database [52] (which has been previously used as a benchmark for PageRank algorithms [17] ) collected by crawling Web pages of various universities. To deal with problems of larger scale, the aggregation-based method may repeatedly be applied in a hierarchical manner, by partitioning the initial groups, then further the subgroups, and so on. Analyzing such a method is left for future research.
