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Запропоновано підходи до побудо-
ви портфелів і команд алгоритмів
глобального рівноважного пошуку
(ГРП) розпаралелювання обчис-
лень для розв’язання задач булево-
го квадратичного програмування
без обмежень. Вони базуються на
врахуванні основних типів струк-
тур локальних оптимумів цих за-
дач. Результати проведених обчи-
слювальних експериментів із роз-
в’язання задач великої розмірності
підтвердили ефек-тивність побу-
дованих портфелів, команд алго-
ритмів ГРП та відповідного про-
грамного забезпеченя.
 В.П. Шило, В.О. Рощин,
П.В. Шило, 2015
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Вступ. Багато задач дискретної оптимізації,
зокрема задачі булевого квадратичного про-
грамування без обмежень, є NP-важкими.
Розширення застосувань також приводить до
ускладнення моделей. Це потребує створення
принципово нових підходів до розв’язання
таких задач і відповідних програмних засо-
бів. Мова йде про побудову паралельних ал-
горитмів та їх реалізацію на багатопроцесор-
них обчислювальних комплексах. Слід за-
значити, що створення ефективних алгорит-
мів і програм для паралельних обчислень на
суперкомп’ютерах, враховуючи, що в даний
час такі комп’ютери можуть налічувати сотні
і тисячі процесорів, є складною роботою.
Використання комп’ютерів з паралельною
організацією обчислень потребує нових до-
сліджень при створенні паралельних алгори-
тмів для задач дискретної оптимізації. Розви-
тку цього перспективного напряму дослі-
джень стосовно задач булевого квадратично-
го програмування без обмежень і присвячено
дану роботу.
Постановка задачі. Розглянемо задачу
булевого квадратичного програмування без
обмежень (UBQP) вигляду: знайти
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де ijq – елементи симетричної дійсної мат-
риці Q порядку n, nB – множина n-вимірних
векторів з компонентами 0 або 1.
До моделі (1) зводяться фундаментальні
задачі медицини, фінансів, інженерії, науки,
зокрема, фізики, хімії, та інших галузей.
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Багато задач теорії графів можуть бути представлені в термінах булевого квад-
ратичного програмування, зокрема добре вивчені задачі знаходження мак-
симальної кліки (MAXCLIQUE) і максимального зваженого розрізу графу
(WMAXCUT). Наприклад, задача про максимальний зважений розріз графу
може бути сформульована таким чином:
 2
( , )
max ( ) | ,nij i j
i j E
f x w x x x B

       

де ijw – вага, яка відповідає кожному ребру ( , )i j E  графу.
Портфелі і команди алгоритмів глобального рівноважного пошуку. Ме-
тод глобального рівноважного пошуку (GES) [1, 2] знайшов застосування для
розв’язання різних класів дискретних оптимізаційних задач, зокрема задач
UBQP [3, 4], і є на даний час найбільш ефективним засобом дискретного про-
грамування. Його ефективність особливо проявляється при розв’язанні складних
задач. Розроблено серію алгоритмів GES нового покоління та відповідне про-
грамне забезпечення, за допомогою яких розв’язувалися задачі WMAXCUT
дуже великої розмірності. Крім того, для задачі UBQP вигляду (1) також запро-
поновано нові алгоритми GES. Проведено дослідження з використанням порт-
фелів і команд алгоритмів GES для розпаралелювання процесу розв’язання задач
WMAXCUT та UBQP [5 – 8].
Припустимо, що є множина алгоритмів 1{ ,..., },nA A A які працюють пара-
лельно на P різних процесорах. Кожен алгоритм повинен розв’язувати одну і ту
ж задачу. Будь-який процесор може використовуватися одним алгоритмом мно-
жини A, а один і той же алгоритм можна використовувати на різних процесорах.
Останній випадок має сенс, коли мова йде про рандомізовані алгоритми, де ко-
жен екземпляр одного і того ж алгоритму використовує деяке початкове значен-
ня для ініціалізації його генератора псевдовипадкових чисел. У цьому випадку
різні початкові значення будуть давати відмінні між собою траєкторії пошуку
розв’язків.
Будемо називати портфелем алгоритмів 1{ ,..., }m mportfolio n A n A  для P проце-
сорів, де
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, 1,..., ,in i m  використовуваних ними процесорів, а множину алгоритмів 1 1,..., ,m mteam n A n A  які обмінюються між собою інформацією, – командою ал-
горитмів. Алгоритми, що входять у портфель, не обмінюються інформацією й
працюють незалежно один від одного. У цьому полягає відмінність портфеля від
команди алгоритмів. Час розв'язання задачі за допомогою портфеля чи команди
алгоритмів, які ми позначимо unit, визначається часом найшвидшого її розв'я-
зання на одному із процесорів, тобто
1,...,
minunit jj Pt t , де jt – час розв'язання задачі
на j-му процесорі.
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Відзначимо, що всередині команди алгоритми не тільки обмінюються ін-
формацією. Слід включати в неї алгоритм, який може реструктуризувати коман-
ду, модифікувати обмін інформацією, базуючись на ході процесу оптимізації.
Для підвищення ефективності команда алгоритмів має містити процедури, які
можуть використовувати зовнішню інформацію. Якщо задача розв’язується,
наприклад, за допомогою команди стандартних алгоритмів локального пошуку,
які ініціюються незалежно генерованими початковими розв’язками, то обмін ін-
формацією не має сенсу. Це досягається за рахунок вбудованих структур пам’яті,
які можуть обробляти розв'язки, отримані будь-яким іншим алгоритмом.
Варто відзначити, що крім обчислювальної ефективності головною перева-
гою методу глобального рівноважного пошуку є його командні властивості, під
якими розуміємо здатність методу ефективно використовувати розв’язки, отри-
мані іншими алгоритмами. Обмін інформацією дає можливість підсилити кращі
якості алгоритму, що призводить як до зменшення часу рахунку, так і до покра-
щення якості розв’язку.
Розглянемо підходи до створення портфелів і команд алгоритмів глобально-
го рівноважного пошуку для розв'язання задач UBQP. Для різних наборів даних
цільова функція задачі (1) породжує різноманітні оптимізаційні «ландшафти».
У зв’язку з цим задача UBQP і становить особливий інтерес. Крім множини
важливих практичних застосувань, вона ще є й хорошим «полігоном» для пере-
вірки різних оптимізаційних підходів.
Можна виділити два основні типи структур локальних оптимумів задачі (1).
Перший тип стосується множини локальних оптимумів, зосереджених у досить
компактній, окремій області. Якщо алгоритм GES, аналогічний алгоритму, опи-
саному в [4], знаходить розв'язки в цій області, то він досить швидко знаходить
у ній і локальний оптимум з найбільшим значенням цільової функції. Другий
тип можна розглядати як об'єднання структур локальних оптимумів першого
типу, причому їх області примикають одна до одної, створюючи деяку протяжну
область.
Для знаходження розв’язків задач зі структурою локальних оптимумів дру-
гого типу розроблено алгоритми GESPR [6]. Ці алгоритми, після розгляду деякої
початкової структури першого типу та знаходження в ній кращого локального
оптимуму, досліджують околи цієї структури. Далі вони переходять до наступ-
ної структури першого типу, кращий локальний оптимум якої має більше зна-
чення цільової функції, ніж раніше знайдений. У результаті цього послідовного
процесу алгоритми GESPR знаходять кращий локальний оптимум уже всієї
структури другого типу.
Локальні оптимуми першого типу часто зустрічаються в задачах UBQP. Так,
усі тестові приклади із роботи [9] для задач UBQP мають цю структуру локаль-
них оптимумів. Крім того, тестові задачі MAXCUT G1G54 [10] також мають
структуру локальних оптимумів першого типу, а тестові задачі MAXCUT
G55  G80 [10] мають уже структуру локальних оптимумів другого типу.
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Ясно, що структуру оптимумів досліджуваної задачі необхідно враховувати
при побудові команд алгоритмів для її розв’язання. Якщо задача має структуру
локальних оптимумів першого типу, то головна проблема полягає у правильній
диверсифікації пошуку, використанні інформації, отриманої при розв'язанні за-
дачі. Деякому алгоритму команди немає необхідності досліджувати структури
локальних оптимумів першого типу, які, уже можливо, розглянуті цим або ін-
шими алгоритмами команди. З іншого боку, якщо задача має структуру локаль-
них оптимумів другого типу, то головна проблема полягає у правильній інтен-
сифікації пошуку, використанні інформації, отриманої при розв’язанні задачі.
Дослідження всіма алгоритмами команди певної структури локальних оптиму-
мів другого типу призводить до суттєвого зменшення обчислювального часу,
необхідного для знаходження кращого локального оптимуму всієї структури
другого типу.
Розглянемо схеми обміну інформацією у командах алгоритмів для дослі-
дження структур локальних оптимумів першого та другого типів. Алгоритми
команди team 1 для структур першого типу обмінюються інформацією за на-
ступною схемою. Кожен раз, коли один з алгоритмів команди знаходить кращий
за значенням цільової функції розв’язок max
kx  деякої k-ої структури першого ти-
пу, виконуються такі дії. Знайдений розв’язок перевіряється на належність мно-
жині елітних розв’язків EliteSet. У разі відсутності він додається до цієї множи-
ни. Множина елітних розв’язків EliteSet доступна для всіх алгоритмів команди
і використовується ними для того, щоб не досліджувати структури локальних
оптимумів першого типу для задач, найкращі за значенням цільової функції
розв’язки яких уже належать цій множині.
Алгоритми команди team 2 для структур локальних оптимумів другого типу
обмінюються інформацією за такою схемою. Спільними для них є поточний
розв’язок curbestx  і відповідне поточне значення цільової функції ( )
cur
bestf x . Кожен
раз, коли один з алгоритмів команди покращує свій розв’язок bestx , виконують-
ся наступні дії. При    curbest bestf x f x  відбувається заміна    curbest bestf x f x ,
cur
best bestx x . Якщо для деякого алгоритму команди виявляється, що   curbest bestf x f x , то покладаємо    curbest bestf x f x  і .curbest bestx x
Результати експериментальних розрахунків. Обчислювальні експеримен-
ти проводилися з використанням PC з Intel Core i7-3770 CPU@ 3.30 Ghz і 8.0GB
оперативної пам’яті в режимі реального часу. Іншими словами, всі алгоритми
запускались в один і той же час.
При проведенні експериментальних розрахунків було розглянуто 14 випад-
ково згенерованих задач p5000.1,...,p10000.3 великої розмірності ( 5000 ≤ n ≤
≤ 10000 ), де числа 1, 2, 3 означають відповідно щільність заповнення матриці
50, 80 і 100 відсотків. Задачі розмірності до 7000 включно використовувалися
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раніше автором роботи [9] для перевірки ефективності його алгоритмів. Набір
тестів із [9] був доповнений нами задачами розмірності n = 10000. Коди для ге-
нерування цих задач доступні на сайті
http://www.proin.ktu.lt/~gintaras/ubqop_its.html.
Було розв’язано п’ять задач розмірності n = 5000 і по три задачі розмірністю
6000, 7000, 10000 з використанням портфеля port4 і команди team4 із чотирьох
алгоритмів глобального рівноважного пошуку. Отримані результати порівнюва-
лись з даними роботи [4]. Результати розв’язання п’яти задач представлено
у таблиці. Оскільки решта 9 задач були успішно розв’язані одним алгоритмом
GES, дані про них не наводяться.
Нехай max ( )x i  і max ( )t i – відповідно кращий знайдений розв’язок і час його
пошуку при i-й, i = 1,…, 20, спробі розв’язання; ( )BKSf x – відоме для даної
задачі найкраще значення цільової функції. У таблиці використано наступні
позначення:
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maxsuccess I – число знайдених розв’язків задачі зі значенням цільової функ-
ції, не меншим ( )BKSf x , де     max max| ( ) .BKSI i f x i f x   Слід зазначити, що
всі значення параметрів, що стосуються часу розв'язання задачі, наведено в сек.
ТАБЛИЦЯ. Порівняння результатів експериментальних розрахунків
success avrg avrt _avrt rec
Задача
port4 team4 GES port4 team4 GES port4 team4 GES port4 team4 GES
p5000.1 19 20 8 16,25 0,00 195,0 266,63 241,2 411,1 276,5 241,2 525,9
p7000.2 17 19 9 15,6 5,2 127,7 1359,6 1476,4 1969,9 1272,1 1486,2 2229,2
p10000.1 20 20 11 0,0 0,0 794,3 1180 989,2 1901,1 1180 989,2 2217,8
p10000.2 9 11 2 406,4 348,7 839,5 2375,9 2519,6 2485,1 1935,3 2841,4 1949,9
p10000.3 1 2 1 1796,2 1693,3 2224,4 2711,7 2961,5 2283,5 6064,4 6142,7 6102,9
Середнє
значення 13,2 14,4 6,2 446,9 409,4 836,2 1578,8 1637,6 1810,2 2145,7 2340,1 2605,1
Аналіз отриманих результатів показав, що команда переважає портфель ал-
горитмів за значенням цільової функції та кількістю знайдених розв’язків.
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На рис. 1 показано середній час розв’язання задач із таблиці за допомогою
портфеля, команди із чотирьох алгоритмів глобального рівноважного пошуку та
одного алгоритму StSt-варіанта алгоритму GES. На осі абсцис наведено назви
задач таблиці із зазначенням їх розмірності.
РИС. 1. Середній час розв’язання задач із таблиці
Експериментальні дослідження з розпаралелювання процесу розв’язання
задач вигляду (1) здійснювалися з використанням обчислювального комплексу
СКІТ-4 ІК НАН України.
Для проведення експериментальних досліджень з розпаралелювання проце-
су оптимізації була використана задача G81 [10] про максимальний зважений
розріз графа з числом вершин 20000, яка, як відзначалося вище, формулюється в
термінах булевого квадратичного програмування.
На рис. 2 показано прискорення процесу розв’язання задачі G81 за допомо-
гою портфелів і команд алгоритмів GES у порівнянні з одним алгоритмом. На
осі абсцис цього рисунка вказано досягнуті значення цільової функції, а на осі
ординат – коефіцієнти прискорення процесу розв’язання задачі з використанням
портфелів і команд алгоритмів порівняно з одним алгоритмом.
Аналіз отриманих результатів показав, що портфель із 128 алгоритмів GES
у 123 рази швидше знаходить розв’язок задачі із значенням цільової функції
14054, ніж один алгоритм. Команда з 32 алгоритмів у 95 разів швидше, ніж один
алгоритм, знаходить розв’язок з таким же значенням цільової функції. Як бачи-
мо, при використанні команд алгоритмів досягається надлінійне прискорення.
Такі ж результати мають місце для команд, які складаються з 8 та 16 алгоритмів.
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Очевидно, що при побудові портфеля з чотирьох команд алгоритмів, в які вхо-
дять по 32 алгоритми, можна отримати прискорення щодо одного алгоритму
більше, ніж у 289 разів.
РИС. 2. Прискорення процесу розв’язання задачі G81
Прискорення роботи команд щодо портфелів алгоритмів GES для задачі G81
показано на рис. 3, позначення якого збігаються з відповідними позначеннями
рис. 2. З рис. 3 видно, що команда, яка складається з 32 алгоритмів,
у три рази швидше, ніж портфель з 32 алгоритмів, знаходить розв’язок із зна-
ченням цільової функції 14054. Графіки рис. 3 показують, що команди алгорит-
мів завжди працюють швидше, ніж портфелі алгоритмів. Це свідчить про перс-
пективність подальших досліджень зі створення команд алгоритмів, зокрема з
розробки ефективних протоколів обміну інформацією між алгоритмами, які вхо-
дять до складу команд.
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РИС. 3. Прискорення роботи команд алгоритмів щодо портфелів алгоритмів
Висновки. Аналіз отриманих результатів із розпаралелювання процесу розв'я-
зання задач булевого квадратичного програмування без обмежень з використан-
ням портфелів і команд алгоритмів GES свідчить про перспективність подаль-
ших досліджень зі створення команд алгоритмів, зокрема з розробки ефективних
протоколів обміну інформацією між алгоритмами, які входять до складу команд.
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ПАРАЛЛЕЛЬНЫЕ АЛГОРИТМЫ РЕШЕНИЯ ЗАДАЧ БУЛЕВА КВАДРАТИЧНОГО
ПРОГРАММИРОВАНИЯ
Предложены подходы к построению портфелей и команд алгоритмов глобального равновес-
ного поиска (GES) распараллеливания вычислений для решения задач булевого квадратично-
го программирования без ограничений. Они базируются на учёте основных типов структур
локальных оптимумов этих задач. Результаты проведенных вычислительных экспериментов
по решению задач большой размерности подтвердили эффективность построенных портфе-
лей, команд алгоритмов GES и соответствующего программного обеспечения.
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PARALLEL ALGORITHMS FOR SOLVING THE BOOLEAN QUADRATIC PROGRAMMING
PROBLEM
Approaches to building portfolios and teams of global equilibrium search (GES) algorithms for par-
allel solving unconstrained Boolean quadratic programming problems are proposed. They are based
on the main structure types of local optimums of these problems. The results of the computational
experiments on solving large-scale problems confirm the effectiveness of constructed portfolio,
teams of GES algorithms, and the appropriate software.
В.П. ШИЛО, В.О. РОЩИН, П.В. ШИЛО
Компьютерная математика. 2015, № 220
1. Сергиенко И.В., Шило В.П. Задачи дискретной оптимизации: проблемы, методы реше-
ния, исследования. – К.: Наук. думка, 2003. – 264 с.
2. Шило В.П. Метод глобального равновесного поиска // Кибернетика и системный ана-
лиз. – 1999. – №  1. – С. 74 – 81.
3. Global equilibrium search applied to the unconstrained binary quadratic optimization problem
/ P.M. Pardalos, O.A. Prokopyev, O.V. Shylo, V.P. Shylo // Optimization Methods and
Software. – 2008 – 23. – P. 129 – 140.
4. Шило В.П., Шило О.В. Решение задачи булева квадратичного программирования без
ограничений методом глобального равновесного поиска // Кибернетика и системный
анализ. – 2011. – № 6. – С. 68 – 78.
5. Шило В.П., Рощин В.А., Шило П.В. Построение портфеля алгоритмов для распараллели-
вания процесса решения задачи о максимальном взвешенном разрезе графа // Компью-
терная математика. – К.: Ин-т кибернетики имени В.М. Глушкова НАН Украины, 2014.
– № 2.– C. 163 – 170.
6. Shylo V.P., Glover F., Sergienko I.V. Teams of global equilibrium search algorithms for solv-
ing weighted MAXIMUM CUT problem in parallel // Кибернетика и системный анализ. –
2015. – 51, № 1. – C. 20 – 29.
7. Шило В.П., Рощин В.О., Шило П.В. Організація паралельних обчислень при розв’язанні
задачі про максимальний зважений розріз графа методом глобального рівноважного по-
шуку // Праці міжнар. наук. школи-семінару «Питання оптимізації обчислень
(ПОО-XLII)» (Закарпатська обл., Мукачівський р-н, смт. Чинадієво, 21 – 25 вересня
2015 р.). – К.: Ін-т кібернетики імені В.М. Глушкова НАН України, 2015. – С. 130.
8. Шило В.П., Рощин В.О., Боярчук Д.О. Розпаралелювання алгоритмів глобального рівно-
важного пошуку розв’язання задач булевого квадратичного програмування // Тези допо-
відей IV Міжнар. наук.-практ. конф. «Математика. Інформаційні технології. Освіта.».
(Луцьк – Світязь, 12 – 14 червня 2015 р.). – Луцьк: Східноєвропейський нац. ун-тет
ім. Лесі Українки. – 2015. – С. 61 – 63.
9. Palubeckis G. Iterated tabu search for the unconstrained binary quadratic optimization problem
// Informatica. – 2006. – 17, N 2. – P. 279 – 296.
10. Helmberg C., Rendl F. A spectral bundle method for semidefinite programming // SIAM J. on
Optimization. – 2000. – 10(3). – P. 673 – 696.
Одержано 21.10.2015
Про авторів:
Шило Володимир Петрович,
доктор фізико-математичних наук, провідний науковий співробітник
Інституту кібернетики імені В.М. Глушкова НАН України,
Е-mail: v.shylo@gmail.com
Рощин Валентина Олексіївна,
кандидат фізико-математичних наук, старший науковий співробітник
Інституту кібернетики імені В.М. Глушкова НАН України,
Е-mail: v.roshin@gmail.com
Шило Петро Володимирович,
молодший науковий співробітник
Інституту кібернетики імені В.М. Глушкова НАН України.
Е-mail: petershylo@gmail.com
