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CORRIGENDUM TO THE PAPER:
“ON BOUNDS FOR THE EFFECTIVE DIFFERENTIAL
NULLSTELLENSATZ”
J. OF ALGEBRA 449 (2016) 1–21.
OMAR LEO´N SA´NCHEZ AND ALEXEY OVCHINNIKOV
Abstract. We correct a small gap found in the paper. This gap is due to
an inequality that does not generally hold. However, under one additional
assumption, it does hold. In this note, we provide a detailed proof of this. We
then point out that this assumption is satisfied in all instances in which the
inequality was used.
In the proof of Lemma 3.12 we used inequality (3.5). This inequality says that
for any a1, a2, b1, b2, nonnegative integers with ai ≤ b1 for i = 1, 2, then, given a
positive integer d, we have
a1 + a2 ≤ b1 + b2 =⇒ a
〈d〉
1 + a
〈d〉
2 ≤ b
〈d〉
1 + b
〈d〉
2
However, this does not generally hold1. For instance, let a1 = 4, a2 = 4, b1 = 6,
b2 = 2, and d = 3, then 4
〈3〉 = 5, 6〈3〉 = 7 and 2〈3〉 = 2; and so a
〈d〉
1 + a
〈d〉
2 = 10
while b
〈d〉
1 + b
〈d〉
2 = 9. This (counter-)example also applies to Lemma 3.12, so this
lemma is incorrect as stated.
The purpose of this note is to fix these incorrect statements by including an
additional assumption; namely, b1 above should be of the form
(
m−1+d
d
)
for some
m. We note that, at those places at which (3.5) and Lemma 3.12 were used, this
assumption is satisfied, and so all the other statements of the paper remain valid.
Let us briefly recall some of the terminology. Given two nonnegative integers a
and b, with a ≥ b, we set (
a
b
)
=
a!
(a− b)! · b!
In case a < b, we set
(
a
b
)
= 0.
We recall that, for c and d positive integers, we have the identity
(1.1)
(
c+ d
d
)
=
(
c− 1 + d
d
)
+
(
c− 1 + d
d− 1
)
.
Date: September 13, 2018.
A. Ovchinnikov was partially supported by the NSF grants CCF-0952591, CCF-1563942, and
DMS-1413859.
1We are grateful to William Sit for bringing this to our attention.
1
2 OMAR LEO´N SA´NCHEZ AND ALEXEY OVCHINNIKOV
By [? , Lemma 4.2.6], for all positive integers a and d, there exist unique kd >
kd−1 > . . . > kj ≥ j ≥ 1 such that
(1.2) a =
(
kd
d
)
+
(
kd−1
d− 1
)
+ . . .+
(
kj
j
)
,
where kd is the largest integer such that a ≥
(
kd
d
)
.
Definition 1.1. We call the kd, . . . , kj the (Macaulay) d-binomial representation
of a.
Macaulay’s function ∗〈d〉 : N→ N is defined as
a〈d〉 =
(
kd + 1
d+ 1
)
+
(
kd−1 + 1
d− 1 + 1
)
+ . . .+
(
kj + 1
j + 1
)
,
where kd, . . . , kj is the d-binomial representation of a. We set 0
〈d〉 = 0.
We have:
(1.3) a < b =⇒ a〈d〉 < b〈d〉
Indeed, by [? , Lemma 4.2.7]
a < b ⇐⇒ (kd, . . . , kj) <lex (k
′
d, . . . , k
′
i),
where<lex is the (left) lexicographic order and (kd, . . . , kj) (respectively, (k
′
d, . . . , k
′
i))
is the d-binomial representation of a (respectively, b).
By (1.1) and (1.2), for all a > 0 and d > 0, there exists a unique c > 0 and there
exists A such that
(1.4) a =
(
c− 1 + d
d
)
+A with 0 ≤ A <
(
c− 1 + d
d− 1
)
.
Indeed, let c = kd − d + 1. If c were not unique, we would have c
′ 6= c and A′
such that a =
(
c′−1+d
d
)
+A′ with 0 ≤ A′ <
(
c′−1+d
d−1
)
, but then, writing the (d− 1)-
binomial representations of A and A′, we would obtain two distinct d-binomial
representations of a; however, we know such representation is unique and
A =
(
kd−1
d− 1
)
+ . . .+
(
kj
j
)
,
where (kd, . . . , kj) is the d-binomial representation of a. Since kd = c− 1 + d, then
A <
(
kd
d−1
)
=
(
c−1+d
d−1
)
as desired. Indeed, otherwise, for B := A−
(
kd
d−1
)
, we get
a =
(
kd
d
)
+A =
(
kd
d
)
+
(
kd
d− 1
)
+B =
(
kd + 1
d
)
+B,
where the letter equality uses (1.1), which implies a ≥
(
kd+1
d
)
, and this contradicts
the choice of kd.
It follows from the definition that
a〈d〉 =
(
c+ d
d+ 1
)
+A〈d−1〉.
Moreover, for all a > 0 and d > 0, there exists a unique c ≥ 0 such that
(1.5) a =
(
c− 1 + d
d
)
+A with 0 < A ≤
(
c− 1 + d
d− 1
)
.
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Indeed, first, we may assume that a =
(
b−1+d
d
)
for some b > 0 (otherwise, it has
the form as in (1.4), and we have already justified uniqueness in this case). Then,
by (1.1), a =
(
b−2+d
d
)
+
(
b−2+d
d−1
)
. From this, we see that we can set
c = b− 1 and A =
(
b− 2 + d
d− 1
)
.
Let us justify that this is the only c that works. Indeed, let c′ 6= c be such that
there exists A′ such that
a =
(
c′ − 1 + d
d
)
+A′ and 0 < A′ ≤
(
c′ − 1 + d
d− 1
)
.
If c′ > c, then, since c = b − 1 we get c′ − 1 + d > c − 1 + d = b − 2 + d, and so
c′ − 1 + d ≥ b− 1 + d which implies(
c′ − 1 + d
d
)
≥
(
b− 1 + d
d
)
.
As A′ > 0, we get
a =
(
c′ − 1 + d
d
)
+A′ >
(
b− 1 + d
d
)
= a,
which is impossible. Finally, if c′ < c, then(
c′ − 1 + d
d
)
+A′ ≤
(
c′ − 1 + d
d
)
+
(
c′ − 1 + d
d− 1
)
<
(
b− 2 + d
d
)
+
(
b− 2 + d
d− 1
)
=
(
b− 1 + d
d
)
= a,
which contradicts the choice if c′.
Also, by (1.1), in this case, we get the identity
a〈d〉 =
(
b− 1 + d
d+ 1
)
+
(
b− 1 + d
d
)
.
Therefore, regardless of the form we write a > 0, either as in (1.4) or (1.5), we get
(1.6) a〈d〉 =
(
c+ d
d+ 1
)
+A〈d−1〉.
Lemma 1.2. Let m and d be a positive integers. If a and b are nonnegative integers,
then
(1) a〈d〉 + b〈d〉 ≤ (a+ b)〈d〉.
(2) If, additionally, max(a, b) ≤
(
m−1+d
d
)
and c is a positive integer such that
(1.7) a+ b ≤
(
m− 1 + d
d
)
+ c,
then
a〈d〉 + b〈d〉 ≤
(
m− 1 + d
d
)〈d〉
+ c〈d〉.
Proof. We assume a ≥ b. We may assume that b > 0; indeed, if b = 0 then, since
a ≤
(
m−1+d
d
)
, (1.3) yields a〈d〉 ≤
(
m−1+d
d
)〈d〉
which shows (2). In (2), we may also
assume that
a <
(
m− 1 + d
d
)
and a+ b =
(
m− 1 + d
d
)
+ c.
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To see why, note that, if a =
(
m−1+d
d
)
then b ≤ c and so, by (1.3), we get b〈d〉 ≤
c〈d〉; which shows (2). On the other hand, for the other assumption, suppose
a+ b <
(
m−1+d
d
)
+ c and let a′ be the largest integer such that a′ ≤
(
m−1+d
d
)
and
a′ + b ≤
(
m−1+d
d
)
+ c. If the latter inequality is strict, we must have a′ =
(
m−1+d
d
)
(otherwise, a′+1 would contradict the maximality of a′); and so we again would get
b ≤ c, from which (2) follows using (1.3). Thus, we may assume a′+b =
(
m−1+d
d
)
+c.
Since a ≤ a′ implies a〈d〉 ≤ a′〈d〉, it now suffices to prove (2) with a′ in place of a.
We proceed by induction on d. For the base case, d = 1, note that
a〈1〉 =
a(a+ 1)
2
.
Thus,
a〈1〉 + b〈1〉 ≤
a(a+ 1) + b(b+ 1) + 2ab
2
=
(a+ b)(a+ b+ 1)
2
= (a+ b)〈1〉
To prove (2) in this case, write m = a+ i = b+ j with i, j ≥ 0, then
mc = (a+ i)(a− j) = a(a+ i− j)− ij = ab− ij ≤ ab,
and so
a〈1〉 + b〈1〉 =
(a+ b)2 − 2ab+ a+ b
2
≤
(m+ c)2 − 2mc+m+ c
2
= m〈1〉 + c〈1〉.
We now assume d > 1. By (1.4) and (1.5), we can write
a =
(
s− 1 + d
d
)
+A with 0 ≤ A <
(
s− 1 + d
d− 1
)
,
where s > 0 and
b =
(
t− 1 + d
d
)
+B with 0 < B ≤
(
t− 1 + d
d− 1
)
,
where t ≥ 0. We will construct new integers a1 and b1 such that
0 ≤ b1 < b ≤ a < a1 ≤
(
s+ d
d
)
,(1.8)
a+ b = a1 + b1,(1.9)
a〈d〉 + b〈d〉 ≤ a
〈d〉
1 + b
〈d〉
1 .(1.10)
We consider two cases:
Case 1: A+B <
(
s− 1 + d
d− 1
)
.
In this case, we set
a1 =
(
s− 1 + d
d
)
+A+B and b1 =
(
t− 1 + d
d
)
.
Clearly (1.8) and (1.9) are satisfied. By (1.6), we have
a〈d〉 =
(
s+ d
d+ 1
)
+A〈d−1〉 and b〈d〉 =
(
t+ d
d+ 1
)
+B〈d−1〉
and
a
〈d〉
1 =
(
s+ d
d+ 1
)
+ (A+B)〈d−1〉 and b
〈d〉
1 =
(
t+ d
d+ 1
)
.
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Since by induction A〈d−1〉 +B〈d−1〉 ≤ (A+B)〈d−1〉, from the above equalities, we
get (1.10).
Case 2: A+B =
(
s− 1 + d
d− 1
)
+ e
for some e ≥ 0. In this case, we set
a1 =
(
s+ d
d
)
and b1 =
(
t− 1 + d
d
)
+ e.
We clearly have (1.8). By (1.1), we have
a1 + b1 =
(
s+ d− 1
d
)
+
(
s+ d− 1
d− 1
)
+ b+A−
(
s− 1 + d
d− 1
)
= a+ b.
This yields (1.9). Now, since b ≤ a, we have t ≤ s, and so B <
(
s−1+d
d−1
)
. By
induction, we have
(1.11) A〈d−1〉 +B〈d−1〉 ≤
(
s− 1 + d
d− 1
)〈d−1〉
+ e〈d−1〉.
On the other hand, by (1.2) and (1.6), we have
(1.12) a
〈d〉
1 =
(
s+ d+ 1
d+ 1
)
and b
〈d〉
1 =
(
t+ d
d+ 1
)
+ e〈d−1〉,
where, for the latter equality, we have used the fact that 0 ≤ e <
(
t−1+d
d−1
)
. Formu-
las (1.11), (1.12), (1.1) and (1.6) yield
a〈d〉 + b〈d〉 =
(
s+ d+ 1
d+ 1
)
−
(
s+ d
d
)
+
(
t+ d
d+ 1
)
+A〈d−1〉 +B〈d−1〉
≤ a
〈d〉
1 −
(
s+ d
d
)
+ b
〈d〉
1 +
(
s− 1 + d
d− 1
)〈d−1〉
= a
〈d〉
1 + b
〈d〉
1 ,
and hence we obtain (1.10).
Iterating this construction, obtaining (ai+1, bi+1) from (ai, bi) satisfying (1.8) to
(1.10), one eventually finds ℓ1 ≤ ℓ2 such that aℓ1 =
(
m−1+d
d
)
(which implies bℓ1 = c)
and aℓ2 = a+ b (which implies bℓ2 = 0). This shows that
a〈d〉 + b〈d〉 ≤ a
〈d〉
ℓ1
+ b
〈d〉
ℓ1
=
(
m− 1 + d
d
)〈d〉
+ c〈d〉
and
a〈d〉 + b〈d〉 ≤ a
〈d〉
ℓ2
+ b
〈d〉
ℓ2
= (a+ b)〈d〉. 
Lemma 1.3. Let m and d be positive integers. Suppose a1 ≤ · · · ≤ at and b1, . . . , bs
are sequences of nonnegative integers such that
b1 ≤ b2 = · · · = bs =
(
m− 1 + d
d
)
and bs ≥ ai for all i ≤ t. If a1 + · · ·+ at ≤ b1 + · · ·+ bs, then
a
〈d〉
1 + · · ·+ a
〈d〉
t ≤ b
〈d〉
1 + · · ·+ b
〈d〉
s .
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Proof. We proceed by induction on (t, s) using the lexicographic order. The case
t = 1 follows from (1.3). The case s = 1 follows from Lemma 1.2. Thus, we assume
that t, s > 1. We now consider two cases:
Case 1. Suppose b1 ≥ a1. Then the sequences a2 ≤ · · · ≤ at and b1 − a1 ≤ b2 ≤
· · · ≤ bs satisfy our hypothesis. By induction,
a
〈d〉
2 + · · ·+ a
〈d〉
t ≤ (b1 − a1)
〈d〉 + b
〈d〉
2 + · · ·+ b
〈d〉
s .
Using that a
〈d〉
1 +(b1− a1)
〈d〉 ≤ b
〈d〉
1 , which follows from Lemma 1.2, we get
the desired inequality for the original sequences.
Case 2. Suppose b1 < a1. When s = 2, we must have that a2+ · · ·+ at ≤ b2 and so
a
〈d〉
1 + · · ·+ a
〈d〉
t ≤ a
〈d〉
1 + (a2 + · · ·+ at)
〈d〉 ≤ b
〈d〉
1 + b
〈d〉
2 ,
where the first inequality follows from part (1) of Lemma 1.2 and the second
from part (2). So we assume that s > 2. If it happens that a1 + · · ·+ at ≤
b2 + · · ·+ bs, then we are done by induction. So we can assume that
(1.13) a2 + · · ·+ at > b3 + · · ·+ bs.
We have that
b1 + b2 ≥ a1 + (a2 + · · ·+ at − b3 − · · · − bs) .
It follows from Lemma 1.2, using (1.13), that
b
〈d〉
1 + b
〈d〉
2 ≥ a
〈d〉
1 + (a2 + · · ·+ at − b3 − · · · − bs)
〈d〉
.
Thus, it suffices to see that
(a2 + · · ·+ at − b3 − · · · − bs)
〈d〉
+ b
〈d〉
3 + · · ·+ b
〈d〉
s ≥ a
〈d〉
2 + · · ·+ a
〈d〉
t ,
but this follows by induction. Indeed, let a′1 = a2, . . . , a
′
t−1 = at and
b′1 = a2 + · · · + at − b3 − · · · − bs and b
′
2 = b3, . . . , b
′
s−1 = bs. After these
relabelings, the desired inequality is precisely
a
′〈d〉
1 + · · ·+ a
′〈d〉
t−1 ≤ b
′〈d〉
1 + b
′〈d〉
2 + · · · b
′〈d〉
s−1.
Clearly, a′1 ≤ · · · ≤ a
′
t−1,
(
m−1+d
d
)
= b′2 = · · · = b
′
s ≥ a
′
i and a
′
1 + · · · +
a′t−1 ≤ b
′
1+ · · ·+b
′
s−1. Hence, to prove the above displayed inequality using
induction, it only remains to check that b′1 ≤
(
m−1+d
d
)
. To see this, note
that, since b1 < a1, we have a2 + · · · + at ≤ b2 + · · · + bs; in other words
(after moving b3 + · · · + bs to the left-hand side) b
′
1 ≤ b2 =
(
m−1+d
d
)
, as
desired. 
Now, one way to make the paper formally correct is to replace (3.5) with
Lemma 1.2 above, and replace Lemma 3.12 with Lemma 1.3 above; furthermore:
(1) In line 14 of the proof of Proposition 3.8, replace the use of (3.5) with (1.3)
above.
(2) In the proof of Proposition 3.13, replace the use of Lemma 3.12 with
Lemma 1.3 above. The assumptions of Lemma 1.3 are indeed satisfied in
Proposition 3.13 as expressed by the inequalities in line 17 of its proof.
More precisely, if we set ak = H
i+1,k
a¯ (d), for k = 1, . . . , n, and bk =
H
i+1,k−1+j
µ¯ (d), for k = 1, . . . , n+1−j, where j is such that L0+· · ·+Lj−1 ≤
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i+1 ≤ L0+ · · ·+Lj, then the inequalities in line 17 of the proof of Propo-
sition 3.13 say that
b1 ≤ b2 = · · · = bn+1−j =
(
m− 1 + d
d
)
.
Also, by definition Hi+1,ka¯ (d) ≤
(
m−1+d
d
)
, and so ak ≤ bn+1−j for all k =
1, . . . , n. The induction hypothesis on d before display (3.19) implies that
H
i+1,1
a¯ (d) + · · ·+H
i+1,n
a¯ (d) ≤ H
i+1,j
µ¯ (d) + · · ·+H
i+1,n
µ¯ (d),
which translates to a1 + · · · + an ≤ b1 + · · · + bn+1−j , and so Lemma 1.3
yields
a
〈d〉
1 + · · ·+ a
〈d〉
n ≤ b
〈d〉
1 + · · ·+ b
〈d〉
n+1−j .
This yields the inequality in display (3.19), which is the only place in the
proof at which Lemma 3.12 was used.
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