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ABSTRACT 
We have used the Hubble Space Telescope to observe the resolved stars of the nearby (D= 1.4 Mpc) dwarf 
irregular galaxy Sextans A (DDO 75, A 1008-04). The data consist of dithered WFPC2 images in 3 bands: 
F439W (1 hour), F555W (30 minutes), and F814W (30 minutes). The stellar photometry was extracted 
using the DoPHOT program developed by Schechter et al. (1993, PASP, 105, 1342) with modifications for 
WFPC2 data by Saha et al (1996, Api, 466, 550). The dithering improved the photometric accuracy of faint 
stars since it produced stellar profiles that were more uniform than in undithered images. Also, the PSF 
fitting method used by DoPHOT was insensitive to the intra-pixel sensitivity variation of the WFPC2 chips, 
while simple aperture photometry was slightly sensitive to this variation. The photometry was calibrated to 
F, 5, and I with the equations presented in Holtzman et al. (1995, PASP, 107, 1065). Comparisons with 
previously published ground-based data showed excellent agreement with stars brighter than V^21. Fainter 
stars are severely hampered by crowding from the ground. At the distance of Sextans A, the superior 
resolution of the HST overcomes this confusion, and enables very accurate and deep photometry. Artificial 
star tests showed the data to be 50% complete to y=25.6, B = 25.4, and 7=25.3. This high quality data 
produced color-magnitude diagrams (CMDs) with excellent detail. The main sequence (MS), red 
supergiants, and red giant branch (RGB) are all clearly distinct populations. Most striking is a population 
just redward of the MS, which had not been photometrically resolved from the MS in ground-based 
observations. These stars are massive core Helium burning stars (HeB) in the bluest extent of the so-called 
“blue-loop” phase. This population has never before been clearly identifiable in a low metallicity system. 
© 1997 American Astronomical Society. [S0004-6256(97)00612-2] 
1
 Based on observations with the NASA/ESA Hubble Space Telescope obtained at the Space Telescope Science Institute, which is operated by the Association 
of Universities for Research in Astronomy, under NASA contract NAS 5-26555. 
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1. INTRODUCHON 
Dwarf irregular (dl) galaxies are excellent laboratories for 
studying the star formation process. They are gas-rich, show 
little differential rotation, and contain active star formation 
(see Gallagher & Hunter 1984). In addition, they have low 
metallicity, and a reduced abundance of dust (relative to our 
Galaxy), which are conditions thought to exist in the early 
universe. The simpler dynamics may make them easier to 
study than larger spiral galaxies (but, see Skillman 1996 for 
a counter argument). In addition, the stellar properties of 
these galaxies provide a test for the accuracy of modem stel- 
lar evolution models at very low metallicity. For these rea- 
sons, dl galaxies are powerful tools for revealing the physical 
processes of galaxy formation and evolution. 
The star formation process is most directly probed by de- 
termining the star formation history (SFH) of the galaxy. For 
galaxies in or near the Local Group, it is possible to obtain 
photometry of the resolved stars and observe star formation 
events directly from the color-magnitude diagram (CMD). 
The Carina Dwarf Spheroidal is an excellent example 
(Smecker-Hane et al 1994). The LMC and SMC are the 
closest gas-rich candidates, and recent work has extracted 
their SFHs from stellar populations (e.g., Mateo 1988; Ber- 
telli et al 1992; Gallagher et al. 1996). However, interaction 
with our Galaxy complicates their evolution. 
Many excellent attempts have been made from the ground 
to obtain SFHs of noninteracting dFs. Several examples in- 
clude Sextans B (Tosi et al 1991), NGC 6822 (Marconi 
et al 1995; see also Gallart et al 1996a, 1996b, 1996c), and 
Leo A (Tolstoy 1996). Unfortunately, these methods have 
been limited by the depth and accuracy of photometry avail- 
able from the ground. Vast improvement can be made 
through use of the Hubble Space Telescope {HST). The su- 
perior angular resolution of the HST defeats much of the 
crowding of stellar images which greatly affects stellar pho- 
tometry in systems at distances of order 1 Mpc. This allows 
deeper and more accurate photometry than possible from the 
ground. 
Sextans A (DDO 75, A 1008-04) is a gas-rich dl (Skill- 
man et al 1988) with active star formation. It has Galactic 
coordinates / = 246°, ¿? = 40° and Heliocentric systemic ve- 
locity 325 km s“1 (Skillman et al 1988). It is low surface 
brightness with an apparent magnitude mß= 11.86, and a 
color index 5 —V=0.26 (Hunter & Plummer 1996). Its me- 
tallicity has been measured to be —4% solar from Hh re- 
gion spectroscopy (Skillman et al 1989). The H n regions 
have been catalogued by Hodge et al (1994) and Aparicio & 
Rodriguez-Ulloa (1992). The Hi is concentrated in two 
clumps, which correspond to the major star forming regions 
(Skillman et al 1988). The Hi observations also indicate 
that the gas rotates in solid body rotation, but the axis of 
rotation is not aligned with the optical axis of symmetry, 
indicative of a barred galaxy. The optical component has a 
peculiar square shape, which may be related to such a kine- 
matic bar. 
Sextans A is located on the periphery of the Local Group. 
Sandage & Carlson (1982) derive a distance modulus of 
25.67 (Z)=L3 Mpc) from photographic photometry of 
2515 
Table 1. Cycle 5 HST observations of Sextans A. 
Date Instrument Filter Exposure (sec) 
1 Dec. 1995 WFPC2 F439W 2X900,2X1100 
F555W 3X600 
F814W 3X600 
Cepheid variable stars. Piotto et al (1994) added five more 
Cepheids to those already known. They found a distance 
modulus of 25.71 (1.4 Mpc) ±0.20, which has been revised 
to 25.33 (1.2 Mpc) by Richer & McCall (1995). Sakai et al 
(1996, hereafter S96) derive an alternative distance modulus 
of 25.74 (1.41 Mpc) from the tip of the red-giant branch, and 
25.85 (1.47 Mpc) from a re-analysis of all known Cepheid 
stars. We adopt a distance modulus of 25.8 (1.44 Mpc). Sex- 
tans A has a diameter £>25=5'9 (de Vaucoulers et al 1991), 
corresponding to 2.5 kpc at this distance. 
Previous ground-based studies of the stellar population 
have been conducted by several groups. Sandage & Carlson 
(1982) examined the brightest stars from photographic plates 
in B and V. Hoessel et al (1983) obtained CCD photometry 
in the Gunn filter system, and made initial attempts at a star 
formation history. Walker (1987) obtained CCD photometry 
in B and V of the brightest stars, resulting in a revision of the 
distance modulus. Aparicio et al (1987, hereafter A87) con- 
tinued the SFH study with CMDs inUBV down to a limiting 
magnitude of 23.6 in V. Finally, S96 measured stars in V and 
/ to a V limit of —23. Despite excellent efforts, the CMDs of 
these ground-based studies are severely hampered by crowd- 
ing problems. 
This paper (Paper I) describes in detail the photometric 
measurement and calibration of the resolved stars in Sextans 
A. We first describe the observations and photometric mea- 
surement using DoPHOT. We discuss the effects of dithering 
and intra-pixel sensitivity with regards to the undersampled 
PSF of the WFPC2 images. We also examine the noise con- 
tributed by the matching of stars between filters. The next 
section discusses the calibration of the data to the Johnson #, 
V and Cousins I filter system, including corrections for in- 
terstellar reddening. We then determine the completeness 
levels for our data based on false star measurements. Finally, 
we present the CMDs and discuss them qualitatively. Paper 
II (Dohm-Palmer et al 1997) will determine the recent SFH 
over the past 600 Myr directly from star counts in the CMD. 
Paper III will present an analysis using Bayesian Statistical 
Inference (Tolstoy & Saha 1996) to extend the SFH beyond 
1 Gyr. 
2. OBSERVATIONS AND PHOTOMETRIC EXTRACHON 
2.1 DoPHOT and Error Analysis 
The HST observations were obtained on 1995 December 
1, and consisted of WFPC2 images in three filters: F439W 
(4000 s), F555W (1800 s) and F814W (1800 s). A summary 
of the HST observations is provided in Table 1. Figure 1 
(Plate 113) is a true color image of the WFPC2 field, along 
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2516 
rises and increasestiTwidth toward “udT^higte^or on,a“1 ^ UC ^ 3 S“Sle curv 
o e ata. The deepest photometry is in V, followed by B and then I. e <s . . e scatter of points above this curve comprise only ~ 1 í 
With a Digitized Sky Survey image.2 The images were cali- 
brated with the standard STSDAS pipeline reduction. We 
emp oye a dithering technique for the exposures in order to 
simultaneously reject cosmic ray hits and “warm pixels” 
and to partially compensate for the undersampled point 
spread function (PSF) of the WF images (Burrows 1994) 
The dithering offsets between exposures within each filter 
were two pixels plus a fractional pixel amount. They were 
aligned to within the nearest whole pixel before the expo- 
sures were coadded. Cosmic rays were detected and cor- 
rected during the coadding of exposures with an anticoinci- 
dence technique between pairs of images. Because the 
tahuteradtr US rrVeyS Were Pr0dUCed at the Space TelescoPe Science smut  under . Government grant NAG W-2166. The images of thes
surveys are b^ed on photographic data obtained using the Oschin Sch^dî 
Telescope on Palomar Mountain and the UK Schmidt Telescooe The 
WFPC2 PSF is undersampled, stars will often be flagged 
using the standard anti-coincidence techniques. Therefore 
we used a technique described in Saha et al. (1996) which 
images Vel°Ped t0 preSerVe true stars in 016 undersampled 
The photometry was measured from the coadded images 
using the DoPHOT program (Schechter et al. 1993), which 
employs a model fitting technique rather than aperture pho- 
tometry. We used a version of DoPHOT optimized for the 
WFPC2 PSF> aS deSCribed in Saha U996). The internal measurement errors are shown in Fig 2 
We obtain the deepest photometry in V, followed by B and 
then /. The vast majority of points are clustered along a 
curve that both increases to ~0.25 and gets broader toward 
fainter magnitudes. The scatter of points above the main 
curve is only ~ 1 % of the stars. 
WFPC2 pixels are not uniformly sensitive within their 
boundanes. There are some parts of the pixel that do not 
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Fig. 3. The dithered exposures allowed us to see if the WFPC2 intra-pixel 
sensitivity variation affected the photometry. The solid histogram shows the 
rms variation of magnitude when measuring the same stars in the three 
separate exposures of chip 3 in F555W. The dotted histogram is the rms 
variation for the same stars when measured with a 0"5 aperture. Only the 
brightest stars were measured. The curve is a simple noise model that in- 
cludes read and Poisson counting noise. The PSF fitting histogram follows 
the noise model, indicating that the intra-pixel sensitivity variation does not 
contribute to the photometry error. By comparison, the aperture photometry 
histogram lies slightly above this curve, indicating an additional noise 
source. 
detect incident flux (Burrows 1994). Aperture photometry is 
sensitive to this because —65% of a point source’s light falls 
within a single pixel. Therefore, the detected flux from a 
point source depends upon where the center falls within the 
pixel. We can take advantage of the dithering scheme to 
measure the effect of intra-pixel sensitivity variation. We 
used DoPHOT to measure the photometry of the brightest stars 
in the three F555W exposures of chip 3 prior to coadding 
and cosmic ray rejection. We also performed aperture pho- 
tometry on the same star set. Figure 3 shows the rms varia- 
tion of the photometry from both methods compared to a 
simple noise model that includes Poisson and read noise. The 
variation in DoPHOT photometry between the different expo- 
sures follows the noise model, while the aperture photometry 
variation is slightly higher. This indicates that the PSF fitting 
method is able to compensate for the intra-pixel sensitivity 
variation, to which simple aperture photometry is suscep- 
tible. 
The dithering does prove beneficial for the accuracy of 
faint stars. After coadding the dithered images, the stellar 
profiles were much more symmetric and uniform across the 
chip. For example, the rms variation of the shape parameters, 
crx and dy [see Eq. (2)], for the stellar fits was 0.5 in the 
individual exposures compared to 0.2 in the coadded image. 
This uniformity greatly aids in accurately measuring the pho- 
tometry as well as distinguishing between stellar objects and 
nonstellar objects. 
In order for DoPHOT to identify stellar objects in the im- 
ages, we needed to specify an approximate shape for the 
PSF. DoPHOT uses a modified Gaussian expansion for its 
model PSF: 
I{x,y) = I0\_l+zi+'rfA{z1)2 + zßeiz1? + iißz(z2)AYl 
+ A (1) 
Table 2. Dophot PSF shape parameters. 


































































2 + 2crxyxy + (2) 
70 is the peak intensity, Is is the sky intensity, and cr is the 
Gaussian standard deviation. The shape of this analytical 
function can be modified using the three ß parameters. 70, 
Is, and (7 are free parameters that are fit to each star in 
DoPHOT, while the ß parameters are fixed. 
The dithered PSF for our images differs slightly from the 
standard WFPC2 PSF; the stars in our image are generally 
more symmetric in the combined image than in the single 
exposures. Therefore, we determined the shape parameters 
separately for each filter and each of the four WFPC2 chips. 
The shape parameters were determined as follows: Given a 
set of parameters, the analytic function was fit to a set of 15 
to 20 isolated stars with high signal to noise. The fit was then 
subtracted from the image and the rms deviation from the 
sky background was measured. The shape parameters were 
varied and this process repeated for each set. The set that 
produced the lowest rms deviation was chosen as the best fit. 
During this process, we assumed cylindrical symmetry so 
that ax=ay and axy = 0. Table 2 lists the PSF parameters 
used in our photometry. 
Because DoPHOT uses an analytic function for its model 
PSF, there remains a pattern of residuals in the image after a 
star is subtracted. In addition, DoPHOT assumes a Gaussian 
PSF when calculating the fit magnitude, which is not quite 
correct since the PSF differs from a Gaussian shape. The 
missed flux and non-Gaussian PSF lead to a systematic dif- 
ference between the fit magnitude and an aperture magnitude 
measurement. This difference was corrected by comparing 
the fit magnitudes of the brightest stars with a 0"5 aperture 
magnitude. The aperture correction was fit to the difference 
between these two measurements, and was allowed to vary 
linearly across the chip to account for a varying PSF. This 
variation was found to be very small because the dithering 
technique produced a uniform PSF across each chip. The 
derived corrections are given in Table 3. 
Coordinate transformations between the lists of stars in 
each filter band were determined using the matching algo- 
rithm of Groth (1986) on the brightest 25-30 stars in each 
list. Each fist was transformed to a common coordinate sys- 
tem, and then matched within a specified radius. Stars which 
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have more than one matching star within this radius are 
eliminated. We accepted stars identified and measured in V 
and at least either B oí I. 
The choice of matching radius is complicated by the pres- 
ence of “warm pixels” in the WFPC2 chips. Figure 4 shows 
the distribution of pixel values within a blank piece of sky on 
one of the WF chips after cosmic-ray rejection. The “warm 
pixels” are the positive, non-Gaussian tail on the distribu- 
tion. These “warm pixels” can result from several things, 
including very faint, unresolved stars and low level cosmic 
rays. In addition, pixel sensitivity can vary on short time 
scales. Thus, the “warm pixels” could have been undercor- 
rected by the dark or flat-field image, which might have been 
taken some time before or after the actual observations. Be- 
cause the WFPC2 PSF is very narrow, individual “warm 
pixels” can be misidentified as real stars by DoPHOT. Prima- 
Fig. 4. The distribution of pixel values in an empty sky region is not Gaus- 
sian. The histogram shows the number of pixels with a given value within 
an blank sky region on a WF chip. The overlaid curve is a least squares fit 
of a Gaussian. On the positive side are clearly non-Gaussian values, corre- 
sponding to “warm pixels.” The “warm pixels” can result from several 
effects, including: very faint, unresolved stars; low level cosmic rays; pixels 
that have been undercorrected by the dark or flat-field image. These ‘ ‘warm 
pixels” can be mis-identified as stars. 
rily this affects the matching process between filters. Figure 
5 shows the distribution of matched stars with radius and 
magnitude. At the faint end, there are many matches at large 
radii. These are false matches with either “warm pixels” or 
neighboring stars detected in only one filter. Assuming the 
false matches are distributed uniformly, the number of such 
matches should increase as the radius squared. Therefore, to 
eliminate as many false matches as possible, we used a small 
matching radius. 
Fig. 5. False matches can occur when matching stars between filters. This is demonstrated in the distribution of separation distance with magnitude for stars 
matched between V and I on chip 2. The main concentration of points at small radii is the region of true matches, while the scatter of points at high radii are 
false matches. The false matches can either be with “warm pixels” or stars detected in only one filter. Excluded from the plot are stars that have more than 
one match within a 2 pixel radius. We expect the number of false matches to increase with the square of the radius for a uniform density of stars. To eliminate 
as many false matches as possible, we chose a very small matching radius, 0.7 pixels for the WF chips. Note that the false matches are not clearly separated 
from the true matches, so there there will be some contamination in our data by false matches. 
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Table 4. Matching data. 
Matching Radius Galaxies Matched Multiples 
Chip (pixels) B V I B&V V&I B&V V&I 
1 (PC) 0.8 2 9 2 511 1149 0 0 
2 0.7 15 71 39 4257 6852 11 10 
3 0.7 16 50 38 3929 5805 0 6 
4 0.7 11 52 25 2773 5096 16 10 
We chose to use the Gaussian width of the PSF, cr, as 
given in Table 2, for the matching radius. Such a small ra- 
dius does eliminate some real matches, but this is greatly 
offset by the number of false matches eliminated, making the 
faint-end photometry much more reliable. The number of 
matched stars and multiply matched stars within this radius 
is given in Table 4. 
Also listed in Table 4 are the number of “galaxy” type 
objects. Such an object is identified by DoPHOT as being 
broader than the typical stellar image. An attempt is then 
made to fit the object with two or more stars. If an adequate 
fit is not achieved, it is assumed to be a galaxy. The images 
of these identified objects fall into two categories. Either 
they are broader and more elliptical, and are likely back- 
ground galaxies, or they occur in crowded regions where 
several stellar images have blended together. The small frac- 
tion of possible blended objects is one indication that crowd- 
ing is not a problem for the limits achieved by these obser- 
vations. 
To estimate the degree of contamination from false 
matches, we matched the star lists from two different fields 
using the same matching radius as was used between filters. 
Table 5. Cross matching data. 
Number matched % contamination 
2&3 3&4 2&4 2&3 3&4 2&4 
B 62 40 62 0.9 0.6 0.9 
V 320 235 247 4 4 4 
/ 154 133 116 2 2 2 
The fields do not overlap, so there are no true matches. Fig- 
ure 6 shows the distribution of matched stars with magni- 
tude. The number of matches increases with fainter magni- 
tudes. There are two reasons for this. One, the number of 
stars, and, therefore, the density of stars, increases with 
fainter magnitude. Two, warm pixels will have faint magni- 
tudes. The number of matches found is given in Table 5. The 
average stellar density in the WF chips is about 1 star per 
100 pixels. Thus, we would expect a false matching rate of 
about 1% in random fields. The actual matching rate we 
found is about this, or slightly higher. It could be higher 
because the stellar density is higher than average in some 
locations, e.g., the young association in the Southeast, boost- 
ing the number of false matches. We are encouraged by the 
low percentage of false matching. It indicates that the num- 
ber of false matches is no larger than a few percent, and, 
therefore, not a large source of error in our counting statis- 
tics. 
2.2 Calibration 
We attempted to use the ground-based photometry as the 




I 1 CO 
.5 
0 19 20 21 22 23 24 25 26 27 




I 1 CO 
.5 
0 
Fig. 6. To measure the degree of contamination by false stars, we matched stars between chips. The chips do not overlap, so there are no true matches. We 
used the same matching radius as when matching between filters on the same chip. The distribution shows that the false match rate increases with radius, and 
toward faint magnitudes. The number of matches is a few percent of the input number of stars. This rate is slightly higher than 1%, which is what we would 
expect based on the average stellar density. The extra few percent of false matches may be due to warm pixels misidentified as stars, and regions in the galaxy 
with above average stellar density. 
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HST V 
17 18 19 20 21 22 23 24 25 26 27 
HST V 
17 18 19 20 21 22 23 24 25 26 27 
HST I 
Fig. 7. We compare here previously published ground-based photometry with the HST photometry in this paper. The top two plots compare the B and V 
photometry with the brightest stars extracted from A87. The bottom two plots compare V and I photometry generously supplied by S96. The comparisons for 
V brighter than ~21 are very good, giving us confidence in the calibration of Holtzman et al. (1995). The zero point offsets for A87 are 0.02 in B and 0.005 
in V. The offsets for S96 are 0.01 in I and 0.001 in V. The ground-based photometry of fainter stars are affected by crowding confusion. The confused stars 
have light from more than one star, and, thus, appear brighter than the single stars from the HST data with which they are matched. 
not very successful. If we used the entire magnitude range 
available, the ground-based data introduced a bias in the cali- 
bration because of crowding problems, which will be dis- 
cussed below. This bias made the magnitudes appear too 
bright. If we restricted the magnitude range to the brightest 
stars, we did not have enough stars to cover all 4 WEPC2 
chips, and the calibration varied too greatly from chip to 
chip. 
In the end, we found the calibration given in Holtzman 
et al (1995) to be more reliable. We compared this calibra- 
tion with ground-based V and I photometry generously sup- 
plied by Shoko Sakai (from S96). The star lists were 
matched using the Groth (1986) algorithm to determine the 
coordinate transformation, as described above. Figure 7 
shows the magnitude difference between matched stars. The 
overall match is extremely good for magnitudes brighter than 
— 21: 0.001 in V and 0.01 in I. We also compared the B and 
V calibration with the brightest stars extracted from A87. 
This comparison also looks extremely good. The zero point 
offset for stars brighter than —21 is 0.005 in F and 0.025 in 
B. The excellent agreement between our calibration and that 
of S96 and A87 gives us confidence in the accuracy of the 
standard WFPC2 calibration of Holtzman et al (1995) for 
these data. 
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v 
Fig. 8. Shown is the fraction of ground-based stars that are resolved into 
two or more stars by the HST. The ground-based observations come from 
S96. Included in this fraction are all stars that have more than two HST stars 
closer than 1". We did not include stars if more than 85% of the light is due 
to a single star. 
The comparison of stars fainter than ~21 is not as favor- 
able. There are two noticeable trends in Fig. 7. First, the 
scatter increases because the photometry errors increase to- 
ward fainter magnitudes. Second, the ground-based photom- 
etry is systematically too bright. This second trend can be 
explained by crowding problems from the ground. Many of 
the stars seen from the ground are actually two or more stel- 
lar images blended together. The magnitude of these com- 
posite stars will be artificially high because the light from 
several stars is merged. The superior resolution of the HST 
can resolve these composite stars into their individual stellar 
components. Thus, the composite stars will be systematically 
too bright compared to the single HST stars with which they 
are matched. 
We have calculated the fraction of stars from S96 that are 
resolved into two or more stars as a function of magnitude 
(Fig. 8). Included in this fraction are all S96 stars that have 
more than two HST stars closer than 1". We did not include 
stars in this fraction if more than 85% of the light is due to a 
single star. Ground-based observations of stars fainter then 
F—22 are severely hampered by crowding. This is an unfor- 
tunate difficulty that Emits the accuracy of ground-based 
photometry of stars in galaxies at distances similar to that of 
Sextans A. 
The final calibration is a correction for reddening. Sextans 
A is at a fairly high galactic latitude (40°), so this correction 
is expected to be small. The reddening maps in Burstein & 
Heiles (1984) give EX# - V) = 0.018 for the location of Sex- 
tans A. The RC3 catalog fists the E-band extinction, includ- 
ing both Galactic and internal, as A5 = 0.13. They use a con- 
version of Ab = 43E(B-V), which gives E(B~V) = 0.03. 
We adopt here E(B ~V) = 0.03. Assuming 3.3, the con- 
versions of Cardelfi et al. (1989) give extinction ratios 
AbIAv=1.326 and A//Ay=0.485. Based on this, we used 
extinction corrections of Aß = 0.13, Ay=0.10, and A¡ 
= 0.05. These corrections have been applied to the data pre- 
sented in this paper. As a check on the reddening correction, 
Fig. 9. A function that is undersampled will be artificially broadened when 
it is linearly interpolated onto another grid. We measured this broadening 
factor on a Gaussian profile as a function of the standard deviation width. 
The standard deviation is measured in pixels, so the smaller this value, the 
larger the degree of undersampling. This broadening factor was used to 
correct for the linear interpolation used when creating artificial stars. 
we have compared theoretical isochrones with the color- 
color diagram (see Sec. 3). 
2.3 Completeness 
To measure the completeness of our photometry measure- 
ments we performed artificial star tests. In order to place 
artificial stars at arbitrary positions with respect to the pixel 
centers, we needed to construct a model PSF for each chip 
and filter. This was done by averaging together between 15 
and 20 isolated stars with high signal to noise. Each star was 
scaled to unity peak intensity and the centroids were aligned. 
The scaling was determined by fitting the DoPHOT PSF model 
to each star [Eq. (1)]. To increase the sampling of the model, 
it was then placed on a subraster with twice the resolution as 
the WFPC2 chips through linear interpolation. Through this 
interpolation, the model is effectively convolved with the 
sampling pixels. Because the WFPC2 PSF is undersampled, 
this broadens the stellar image. However, this broadening 
can be quantified and corrected. Figure 9 shows the degree of 
broadening of a Gaussian as a function of the standard de- 
viation width. The model PSF can be altered to correct for 
this broadening by decreasing the radius from the centroid by 
the broadening factor. To conserve flux, the model values are 
then increased by the square of the broadening factor. Figure 
10 demonstrates a Gaussian profile before and after the 
broadening correction is applied. For our images the model 
PSF is broadened by a factor 1.10±0.02. 
We performed photometry on 100 frames containing arti- 
ficial stars for each chip and filter. The frames were created 
from the real image by adding artificial stars totaling 2% of 
the real stars detected. The artificial stars were given a uni- 
form distribution in space. The B — V and V—l colors were 
uniformly chosen at random from the range -1 to 2. The V 
magnitude was chosen randomly with a power law distribu- 
tion matching that of the real stars. The overall luminosity 
function of the real stars is approximately 
N<x{mv)0M. (3) 
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Fig. 10. A function that is linearly interpolated onto an undersampled grid will be artificially broadened. We tested this by interpolating a Gaussian onto an 
undersampled grid. The top plot shows the input Gaussian plots and the interpolated profile. The broadening effect can be quantified and corrected. A 
comparison of the corrected interpolation and the input points is shown in the bottom plot. This correction factor was used in constructing artificial stars. 
Poisson noise was added to the false star values. The pho- 
tometry extraction was then performed identically on each 
frame using DoPHOT. The stars were matched between filters, 
using the same matching radius as the real frames. Finally, 
the star lists were matched to the input artificial star lists. 
This matching radius was chosen to be 0.5, so that only 
detections within one pixel of the input location are ac- 
cepted. 
Figure 11 shows the fraction of stars recovered. The 
dashed line represents the completeness as a function of in- 
put magnitude. At the faint end, the input magnitude is not 
the same as the average detected magnitude because of a 
form of Malmquist bias. There are some stars with input 
magnitude fainter than the detection limit, which nonetheless 
have been detected. This is because random noise has scat- 
tered these stars above the detection limit. Before we can 
apply the incompleteness correction to the data we must ac- 
count for this bias, otherwise the completeness is over- 
estimated in the faintest bins. Figure 11 shows as a solid line 
the corrected histogram as a function of the detected magni- 
tude. 
Note that the completeness is not quite 100% at interme- 
diate magnitudes, e.g., 22 to 24 in V. Stars not recovered in 
this range are detected by DoPHOT, but do not make it 
through the matching routines. As discussed above, some 
real matches are eliminated because we chose a small match- 
ing radius. In addition, stars matched with more than one star 
are eliminated from the list. Thus, real matches can be elimi- 
nated for either of these reasons. This can happen either 
when matching between filters or when matching the artifi- 
cial star input list with the recovery list. The elimination of 
these real matches lowers the completeness, even at the 
bright end, by a few percent. 
Furthermore, the cutoff in I is much steeper than in V. I is 
the primary limitation in the V and I CMD, thus, there are 
many stars detected in V that are elimated because they were 
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Fig. 11. We performed artificial star tests to determine the completeness of our data. The input artificial stars had a random color and position, with a 
luminosity function matching that of the real stars. The dashed line is the completeness level as a function of the input magnitude with 0.25 mag bins. Because 
of Malmquist bias, we detect some stars at an input magnitude fainter than the detection limits; the noise scatters these stars into brighter magnitudes. The 
solid line is the histogram corrected to be a function of the detected magnitude. The error bars reflect Poisson counting statistics. Our photometry is deepest 
in V, followed by B and then I. Note, / has a much sharper cutoff than V. This is because I is the primary limitation in the depth of the CMD. Thus, many 
stars detected in V are eliminated in the matching process because they were not detected in I. 
not detected in I. This flattens the V cutoff. There is a similar 
effect in the B and V CMD, where B is the primary limiting 
magnitude. 
As a check on the random photometric errors reported by 
DoPHOT, we can compare the input magnitude with the de- 
tected magnitude of the artificial stars. Figure 12 shows the 
absolute difference between input and detected as a function 
of the input magnitude. Also plotted is a fine showing the 
average difference. The average difference follows the error 
curve shown in Fig. 2 quite well. We are thus confident that 
the random photometric errors reported by DoPHOT are an 
accurate representation of the uncertainties. At the faintest 
end, the average seems to spike upward to large differences. 
This is expected in light of the Malmquist bias discussed 
above, which would bias the faintest detections to a large 
difference. 
3. PHOTOMETRY RESULTS 
Figures 13-15 show the CMDs and two-color diagram for 
this data set. These stars have been corrected for reddening, 
as discussed in Sec. 2.2. Approximately 11 000 stars were 
matched in B and V, while 19 000 stars were matched in V 
and 7. Of these, 70% have errors better than 0.2 mag. 
For the given photometric limits and the distance of Sex- 
tans A, the most significant benefit of using the HST to do 
photometry within Sextans A is the lack of crowding prob- 
lems in the image. As mentioned above, the average density 
is one star per 100 pixels. This is also apparent by the low 
number of multiple matches (Table 4). This allows more 
accurate photometry on bright stars, as well as brightness 
limits that are ~3 mag fainter than what can be achieved 
from the ground. These limits were achieved with a rela- 
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B input 
Fig. 12. A comparison of the absolute difference between the artificial star input magnitude and the detected magnitude. The plots have been placed on the 
same scale as Fig. 2 for ease of comparison. The line shows the average difference as a function of magnitude. This average matches very well the error curve 
in Fig. 2, indicating the random photometric errors reported by Dophot are accurate representations of the uncertainty. The faintest end is biased toward a large 
difference because of the Malmquist bias discussed in Sec. 2.3. 
tively small number of orbits (1 orbit in each of V and I and 
2 in B). 
This accuracy has produced a highly detailed CMD with 
many clearly identifiable populations. There is a dense RGB, 
as well as a Red Clump just at the limit of photometry. This 
is strong evidence for an underlying population at least sev- 
eral Gyr old. We can estimate the distance to Sextans A 
based on the magnitude of the tip of the RGB. We estimate 
this magnitude to be /=21.8±0.1 (see Fig. 13). Lee et al 
(1993) give M7= — 4, which implies a distance modulus of 
25.8, in excellent agreement with previous measurements. 
The absolute magnitude scale assuming this distance is plot- 
ted on the right of the the CMDs (Figs. 13 & 14). 
In addition to the old population, there are very young and 
intermediate age stars in the CMD. This is readily apparent 
from Ha imaging and the presence of bright blue stars. From 
the ground, the blue side of the CMD appears as a single 
population, which has been called the “blue plume.” With 
the HST data, we have been able to photometrically resolve 
the “blue plume” into two populations. On the blue side is a 
very young MS. The MS contains very massive stars which 
are as young or younger than 10 Myr. Just redward of the 
main sequence is a clearly separate population of bright blue 
stars. The position of this population in the CMD corre- 
sponds with massive stars in their core Helium burning phase 
(HeB stars). These are stars in the bluest extent of the so- 
called “blue-loop” phase. From the ground-based observa- 
tions, these blue HeB stars could not be distinguished from 
the MS because of limitations in the photometry. The corre- 
sponding red HeB stars in the redest extent of the “blue- 
loop” stars are also seen just above the RGB. 
This is the first time that blue HeB stars have been unam- 
biguously identified in a low metallicity system. Several 
young clusters in the Magellanic Clouds contain stars that 











2525 DOHM-PALMER ETAL.: SEXTANS A. I. 
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V-l 
Fig. 13. The CMD in V and / for Sextans A. The photometry has been 
corrected for interstellar reddening. The crosses on the right indicate the 
average error at the given V magnitude. The thick lines indicate the com- 
pleteness at levels 0.25 and 0.50. The right axis shows the absolute V mag- 
nitude assuming a distance modulus of 25.8. There are several prominent 
features. One is the main sequence on the blue side of the diagram. Just 
redward of the main sequence is a separate population of core Helium burn- 
ing stars. On the red side, the RGB is well defined, and there are hints of the 
red clump just at the photometric limits. 
are possibly blue HeB stars (e.g., NGC 330, Caloi et al. 
1993; NGC 2004, Caloi & Cassatella 1995). But, unambigu- 
ous identification is difficult because such stars are few in 
number and come from a single age population. Methods for 
classifying these stars have so far relied on comparisons with 
the uncertain stellar evolution models of high mass stars 






-10 12 3 
B-V 
Fig. 14. The CMD in V and B for Sextans A. The photometry has been 
corrected for interstellar reddening. The crosses on the right indicate the 
average error at the given V magnitude. The thick lines indicate the com- 
pleteness at levels 0.25 and 0.50. The right axis shows the absolute V mag- 
nitude assuming a distance modulus of 25.8. The main sequence and HeB 
stars are distinct features on the blue side of the diagram. The B photometric 
limit is not low enough to define the RGB well. 
-10 12 3 
V-l 
Fig. 15. The two-color diagram for Sextans A. The photometry has been 
corrected for interstellar reddening. Plotted in the lower left is the reddening 
line for Av= 1. The lines plotted over the data are from theoretical isoch- 
rones from Bertelli et al. (1994). The isochrones are for a metallicity of Z 
= 0.001, and ages of 10 Myr, 100 Myr, and 1 Gyr. The isochrones align 
very well with the locus of points, giving us confidence in the reddening 
correction. The isochrones do deviate from the observations for the asymp- 
totic giant branch at (B—V) redder than 1.5. 
concerning their correct classification. For example, Grebel 
et al. (1996) argue that these stars are MS blue stragglers. In 
Sextans A, the identification is clear. Primarily this is be- 
cause there are stars with a continuous age distribution. 
Thus, there are over 1000 stars that occupy a well-defined 
track through the CMD, which can be picked out without 
reliance on stellar evolution models. 
These stars provide an important comparison with theo- 
retical models of massive star evolution beyond the MS. Fur- 
thermore, the magnitude of the HeB stars is well correlated 
with age over the past 1 Gyr (see Bertelli et al. 1994). Thus, 
these stars can be used to determine the star formation his- 
tory of Sextans A, independent of the MS. These issues will 
be discussed more thoroughly in Paper II. 
As a check on the adopted reddening, we have compared 
the color-color diagram with theoretical isochrones (Fig. 15). 
The isochrones were taken from Bertelli et al. (1994) for a 
metalicity of Z=0.001. The isochrones line up extremely 
well with most of the stars. The exception is the asymptotic 
giant branch stars. The models seem to flatten out at B — F 
— 1.5, but the observed stars are redder than this. 
Finally, we estimate the contamination by Galactic field 
stars. Ratnatunga & Bahcall (1985) calculate the Galactic 
stellar density toward globular clusters based on the Bahcall 
& Soneira model (1980). The nearest globular cluster to Sex- 
tans A from this list is Pal 3, located at / = 240°, b = A2° (6° 
from Sextans A). The total stellar density down to V=21 in 
this direction is 3.35 stars per square arcminute. The WFPC2 
field covers a total of 5.66 square arcminutes, so the total 
number of expected Galactic stars in our sample is —20. 
This is extremely small compared to the number of stars 
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identified in Sextans A. Given this small degree of Galactic 
field star contamination, we made no attempt to remove or 
correct for them. 
4. CONCLUSIONS 
We have extracted photometry of the resolved stars of 
Sextans A from HST, WFPC2 images. The photometry mea- 
surements were performed with a version of the PSF fitting 
program DoPHOT optimized for the undersampled WFPC2 
chip. The WFPC2 exposures were dithered which produced 
more symmetric and uniform stellar profiles. This aided 
DoPHOT in identifying faint stars. We also found that, unlike 
aperture photometry, the PSF fitting routine was not affected 
by intra-pixel sensitivity variation of the WFPC2 chips. 
The photometry was calibrated with the standard Holtz- 
man et al (1995) equations. This proved to be accurate to 
— 0.01 mag in comparison to previously published ground- 
based data. Using artificial star tests we have determined that 
the photometry set is 50% complete down to U=25.6, B 
= 25.4, and 7=25.3. 
The WFPC2 images are not hampered by crowding for 
the given photometric limits and the distance of Sextans A. 
This allows very accurate and deep CMDs compared to 
ground-based photometry. There are several clearly defined 
populations in the CMDs. 
•A MS younger than 10 Myr. 
•Blue HeB stars, in the bluest extent of the “blue-loop” 
phase of evolution. These stars are in the age range of 10 to 
1000 Myr. 
•A prominent RGB indicating an underlying older popu- 
lation (> 1 Gyr). 
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This is the first time the blue HeB stars have been clearly 
identified in a low metallicity system such as Sextans A. 
From the ground, these stars have blended with the MS to 
form what has been called the blue plume. These stars pro- 
vide an important comparison with theoretical models of 
massive star evolution at low metallicity. These stars also 
provide a means to determine the star formation history of 
the galaxy independent of the MS. 
In Paper II we compare the young stellar populations in 
the CMD with theoretical models of stellar evolution. Based 
on this comparison, we construct the star formation history 
for Sextans A over the past 600 Myr. Paper III will analyze 
the older stellar population, and try to extend the star forma- 
tion history further back in time. 
Use of the HST provides the opportunity to resolve stars 
in Local Group dwarf galaxies, such as Sextans A, to very 
faint limits. This allows us to construct detailed star forma- 
tion histories for a wide variety of galaxies with different 
environments, metallicities, and gas content. Such histories 
will provide important clues to the star formation process 
that we can apply to larger galaxies. An understanding of 
how stars form will eventually allow us to determine how 
galaxies form, and how they evolve. 
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Fig. 1. A true color reproduction of the HST WFPC2 image of the dl galaxy Sextans A. The inset in the upper left is the Digitized Sky Survey image with 
the WFPC footprint overlaid. For this inset North is up and East is to the left. The most prominent feature in this view of the galaxy is an association of young 
blue stars in the lower right comer (Southeast). 
Dohm-Palmer et al. (see page 2515) 
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