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SELF-ADJOINT OPERATORS AS FUNCTIONS I:
LATTICES, GALOIS CONNECTIONS, AND THE
SPECTRAL ORDER
ANDREAS DO¨RING AND BARRY DEWITT
Abstract. Observables of a quantum system, described by self-
adjoint operators in a von Neumann algebra or affiliated with it
in the unbounded case, form a conditionally complete lattice when
equipped with the spectral order. Using this order-theoretic struc-
ture, we develop a new perspective on quantum observables.
In this first paper (of two), we show that self-adjoint opera-
tors affiliated with a von Neumann algebra N can equivalently be
described as certain real-valued functions on the projection lat-
tice P(N ) of the algebra, which we call q-observable functions.
Bounded self-adjoint operators correspond to q-observable func-
tions with compact image on non-zero projections. These func-
tions, originally defined in a similar form by de Groote in [18], are
most naturally seen as adjoints (in the categorical sense) of spectral
families. We show how they relate to the daseinisation mapping
from the topos approach to quantum theory [15]. Moreover, the
q-observable functions form a conditionally complete lattice which
is shown to be order-isomorphic to the lattice of self-adjoint oper-
ators with respect to the spectral order.
In a subsequent paper [9], we will give an interpretation of q-
observable functions in terms of quantum probability theory, and
using results from the topos approach to quantum theory, we will
provide a joint sample space for all quantum observables.
Keywords: Self-adjoint operator, observable, von Neumann alge-
bra, spectral order, lattice, Galois connection, adjunction
1. Introduction
It is well-known that the self-adjoint operators representing observ-
ables of a quantum system form a real vector space. Yet, while adding
self-adjoint operators and multiplying them by real numbers are mathe-
matically natural operations, it is much less clear what these operations
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mean physically. For example, what physical interpretation is attached
to the sum of position and momentum?
The real vector space of bounded self-adjoint operators describing
the physical quantities of a quantum system can be regarded as the
self-adjoint part of a complex operator algebra; in particular, we will
focus on von Neumann algebras here. In order to include unbounded
self-adjoint operators, we will consider operators affiliated with a given
von Neumann algebra.
Crucially, we emphasise the order structure on the set of self-adjoint
operators in (or affiliated with) a von Neumann algebra over the linear
structure. Thus, we consider the partial order on projections, and
more importantly, the spectral order [24, 17] on self-adjoint operators.
The latter, which may be less well-known, generalises the partial order
on projections and differs from the usual linear order on self-adjoint
operators if the algebra is nonabelian. We provide some background
on order theory and von Neumann algebras in section 2.
Let Aˆ be a self-adjoint operator, contained in a von Neumann algebra
N , or affiliated with it if Aˆ is unbounded. Let P(N ) denote the lattice
of projections in N . The key observation is that the spectral family
(1) EAˆ : R→ P(N )
of Aˆ is a meet-preserving map between meet-semilattices (technically,
we will use the extended reals R instead of R to obtain preservation of
all meets). This implies that EAˆ has a left adjoint oAˆ in the sense of
category theory such that EAˆ and oAˆ form a Galois connection. oAˆ is
a real-valued function on the projections in the von Neumann algebra
N .
We call oAˆ the q-observable function of Aˆ. This function is deter-
mined uniquely by EAˆ, and hence by Aˆ, and conversely determines
them uniquely. These functions were first considered by de Groote
[16], and independently (as far we are aware) by Comman [3]. Neither
of these authors used the definition via Galois connections. In section
3, we will show that the image of oAˆ on non-zero projections equals the
spectrum of Aˆ. Moreover, we will characterise q-observable functions
abstractly without any reference to operators and show that they form
a conditionally complete lattice isomorphic to the lattice of self-adjoint
operators affiliated with N with respect to the spectral order.
In section 4, we consider how q-observable functions behave under
extension and restriction of their domain respectively codomain. This
leads to a characterisation of the maps called outer and inner daseini-
sation of self-adjoint operators, which are approximations with respect
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to the spectral order and which play a key role in the topos approach
to quantum theory [11, 12, 13, 14, 15, 8]; see also [20, 27]. Moreover,
we show that there exists a limited form of ‘functional calculus’: for
suitable monotone functions f : R→ R, it holds that of(Aˆ) = f(oAˆ).
In section 5, it is shown that in addition to q-observable functions
there exists a second sort of functions associated with self-adjoint op-
erators affiliated with a von Neumann algebra N , called q-antonymous
functions. Multiplying the q-observable function oAˆ of a self-adjoint
operator Aˆ by a negative real number gives the q-antonymous function
of −Aˆ, that is, a−Aˆ = −oAˆ.
Section 6 provides physical interpretations of the mathematical re-
sults from previous sections and gives a short outlook on the second
paper, “Self-adjoint Operators as Functions II: Quantum Probability”
[9].
2. Some mathematical preliminaries
In this section, we briefly present some basic definitions and results
from order and lattice theory (subsection 2.1) and from the theory of
von Neumann algebras (subsection 2.2) that will be used in the rest of
the paper.
2.1. Some order theory basics. Standard references on order theory
are e.g. [6, 4]. A partially ordered set (poset) (P,≤) is a set P with
a binary relation ≤, the order, that is reflexive, antisymmetric and
transitive. An element ⊥P ∈ P such that ⊥P ≤ a for all elements
a ∈ P is called a bottom element. If P has a bottom element, it is
necessarily unique. An element ⊤P such that a ≤ ⊤P for all a ∈ P is
called a top element. If P has a top element, it is unique.
A meet-semilattice is a poset P such that any two elements a, b have
a meet (greatest lower bound) a ∧ b in P , that is,
(2) ∀c ∈ P : c ≤ a, b ⇐⇒ c ≤ a ∧ b.
A meet-semilattice is called complete if every family (ai)i∈I of elements
in P has a greatest lower bound in P , denoted by
∧
i∈I ai. In a complete
meet-semilattice, the empty family has a meet
∧
∅, which is the top
element of P . Also, the family containing all elements of P has a meet∧
a∈P a, which is the bottom element of P .
A join-semilattice is a poset P such that any two elements a, b have
a join (least upper bound) a ∨ b in P , that is,
(3) ∀c ∈ P : a, b ≤ c ⇐⇒ a ∨ b ≤ c.
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A join-semilattice is called complete if every family (ai)i∈I of elements
in P has a least upper bound in P , denoted by
∨
i∈I ai. In a complete
join-semilattice, the empty family has a join
∨
∅, which is the bottom
element of P . Also, the family containing all elements of P has a join∨
a∈P a, which is the top element of P .
A poset P that is both a meet-semilattice and a join-semilattice is
called a lattice. A lattice is complete if it is complete as a meet- and
a join-semilattice. If P is a complete meet-semilattice, joins can be
defined in P by
(4) ∀(ai)i∈I ⊆ P :
∨
i∈I
ai :=
∧
{b ∈ P | ∀i ∈ I : ai ≤ b},
that is, the least upper bound of the family (ai)i∈I is the greatest lower
bound of all b ∈ P that are greater than all the ai. Conversely, in a
complete join-semilattice, meets can be defined in terms of joins.
A lattice P is distributive if, for all a, b, c ∈ P ,
a ∧ (b ∨ c) = (a ∧ b) ∨ (a ∧ c),(5)
a ∨ (b ∧ c) = (a ∨ b) ∧ (a ∨ c).(6)
In fact, either of these conditions implies the other.
In categorical terms,1 a poset is a category P with at most one arrow
between any two objects a, b (expressing the fact that a ≤ b). Such a
category P is a meet-semilattice if binary products exist, and a join-
semilattice if binary coproducts exist. Completeness corresponds to
existence of all products resp. coproducts. The bottom element is a
(necessarily unique) initial object, given by the empty join and the
meet over all elements of P . The top element is a (necessarily unique)
terminal object, given by the empty meet and the join over all elements
of P .
Example 2.1. The natural numbers N with the usual order are a poset.
There is a bottom element ⊥N = 0, but no top element. (N,≤) is both a
meet-semilattice, with meets given by minima, and a join-semilattice,
with joins given by maxima, but (N,≤) is not complete: neither the
empty meet nor the join over all of N exists.
The real numbers R with their usual order are a poset with no bot-
tom and no top element. (R,≤) is a meet-semilattice, with minima
as meets, and a join-semilattice, with maxima as joins, but it is not
complete.
1We will make clear how the order-theoretic constructions we use can be phrased
naturally in the language of category theory, but the article is entirely understand-
able without knowledge of category theory.
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But R is ‘almost’ a complete meet-semilattice: any family (ri)i∈I ⊂ R
that has a lower bound has a greatest lower bound, given by the infimum
inf i∈I ri. This means that R is a conditionally (or boundedly) com-
plete meet-semilattice. It can be made into a complete meet-semilattice
by adding a bottom element −∞ (which is the meet over all elements
of R) and a top element ∞ (which is the empty meet). The extended
reals
(7) R = {−∞} ∪ R ∪ {∞}
form a complete meet-semilattice (with infima as meets) that will play
an important role later on. Similarly, if a family (ri)i∈I has an upper
bound, it has a least upper bound, given by the supremum supi∈I ri.
This means that R is a conditionally (or boundedly) complete join-
semilattice. The extended reals R form a complete join-semilattice (with
suprema as joins) and hence a complete lattice.
Both (N,≤) and (R,≤) are totally ordered: for any pair (a, b) of
elements, either a ≤ b or b ≤ a (or both if a = b).
Remark 2.2. Of course, R is a compactification of R. Our emphasis in
this article is on order-theoretic aspects, so we will not use topological
arguments and structure explicitly (though many arguments could be
phrased in topological terms).
Example 2.3. Let S be a set. The power set P (S), consisting of
all subsets of S with inclusion as partial order, is a complete lattice.
Meets are given by intersections, joins by unions. The bottom element
in (P (S),⊆) is the empty subset, the top element is S. Moreover,
(P (S),⊆) is a distributive lattice.
Let N be a von Neumann algebra. The projections in N form a
complete lattice P(N ) with respect to the order
(8) ∀Pˆ , Qˆ ∈ P(N ) : Pˆ ≤ Qˆ : ⇐⇒ Pˆ Qˆ = QˆPˆ = Pˆ .
The lattice (P(N ),≤) is distributive if and only if the von Neumann
algebra N is abelian.
The lattices (P (S),⊆) and (P(N ),≤) have additional structure: they
both have complements. In (P (S),⊆), the complement of a subset
T ⊆ S is the set-theoretic complement S\T . Together with unions and
intersections, this makes (P (S),⊆) into a complete Boolean algebra. In
the projection lattice (P(N ),≤), the (ortho)complement Pˆ of a projec-
tion is 1ˆ−Pˆ . Together with meets and joins, this makes (P(N ),≤) into
a complete orthomodular lattice, which is a complete Boolean lattice if
and only if N is abelian; see e.g. Prop. 2 in [26].
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Let (P,≤) and (Q,⊑) be two posets. A map f : P → Q is called
monotone (order-preserving) if
(9) ∀a, b ∈ P : a ≤ b =⇒ f(a) ⊑ f(b).
A pair of monotone maps (f : P → Q, g : Q → P ) is called a Galois
connection if
(10) ∀a ∈ P ∀x ∈ Q : f(a) ⊑ x ⇐⇒ a ≤ g(x).
Categorically, a monotone map is a functor from P to Q, and a Galois
connection is a pair of adjoint functors [23], where f is the left ad-
joint and g the right adjoint. Left adjoints preserve joins (least upper
bounds), and right adjoints preserve meets (greatest lower bounds). If
a functor f : P → Q has a right adjoint g : Q → P , then g is unique;
likewise, if a functor g : Q→ P has a left adjoint f : P → Q, then f is
unique.
Remark 2.4. If f : P → Q is a monotone map that has an adjoint
g : Q → P , eq. (10) shows that g is also monotone. If (f : P →
Q, g : Q→ P ) is a Galois connection, then it is easy to show that the
composite map g ◦f : P → P , the unit of the adjunction, is larger than
idP , the identity map on P (i.e., g(f(a)) ≥ a for all a ∈ P ). Similarly,
f ◦ g : Q→ Q, the counit of the adjunction, is smaller than idQ.
If we have two Galois connections (f1 : P → Q, g1 : Q → P )
and (f2 : Q → R, g2 : R → Q), then the composite (f2 ◦ f1 : P →
R, g1 ◦ g2 : R → P ) is a Galois connection, too, where f2 ◦ f1 is left
adjoint to g1 ◦ g2.
As we saw, complete meet-semilattices are also complete join-semilattices
(and vice versa), and so are complete lattices. The following theorem
is the adjoint functor theorem for posets (see also Example 9.33 in [2]):
Theorem 2.5. Let (P,≤), (Q,⊑) be complete join-semilattices. If f :
P → Q is a monotone map, then f has a right adjoint g : Q → P if
and only if f preserves all joins. The right adjoint g is given by
g : Q −→ P(11)
x 7−→
∨
{a ∈ P | f(a) ⊑ x}.
The right adjoint g is monotone and preserves all meets.
Conversely, if g : Q → P is a monotone map between complete
meet-semilattices, then g has a left adjoint f : P → Q if and only if g
preserves all meets. The left adjoint f preserves all joins and is given
SELF-ADJOINT OPERATORS AS FUNCTIONS I 7
by
f : P −→ Q(12)
a 7−→
∧
{x ∈ Q | a ≤ g(x)}.
Proof. For the sake of completeness, we give a proof of this standard
result. First, suppose that f : P → Q has a right adjoint g : Q → P .
Let (ai)i∈I ⊆ P be an arbitrary family of elements in P . Then, ai ≤∨
i∈I ai for all i ∈ I, so f(ai) ⊑ f
(∨
ai∈I
ai
)
for all i ∈ I since f is
monotone, and therefore
∨
i∈I f(ai) ⊑ f
(∨
i∈I ai
)
. Now, for all i ∈ I,
we have f(ai) ⊑
∨
i∈I f(ai). Since g is right-adjoint to f , we have,
for each i ∈ I, ai ≤ g
(∨
i∈I f(ai)
)
and so
∨
i∈I ai ≤ g
(∨
i∈I f(ai)
)
.
Therefore, since f is left-adjoint to g, f
(∨
i∈I ai
)
⊑
∨
i∈I f(ai). Thus,
we have f
(∨
i∈I ai
)
=
∨
i∈I f(ai) for any family (ai)i∈I ⊆ P .
Now suppose that f : P → Q preserves all joins. Let g : Q→ P be
defined by g(x) =
∨
{a ∈ P | f(a) ⊑ x} for all x ∈ Q. Let a1 ∈ P
such that f(a1) ⊑ x for a given x ∈ Q. Then a1 ∈ {a ∈ P | f(a) ⊑ x},
so g(x) =
∨
{a ∈ P | f(a) ⊑ x} ≥ a1. Conversely, suppose that
a1 ≤ g(x). Then, since f is a monotone map and preserves joins,
f(a1) ⊑ f(g(x)) = f
(∨
{a ∈ P | f(a) ⊑ x}
)
(13)
=
∨
{f(a) ∈ Q | f(a) ⊑ x} ⊑ x,(14)
so f(a1) ⊑ x. Therefore, a ≤ g(x)⇔ f(a) ⊑ x for all a ∈ P and x ∈ Q,
so by the definition of a Galois connection (10), g is right-adjoint to f .
The proof that a map g : Q→ P has a left adjoint f : P → Q if and
only if g preserves all meets is completely analogous. 
The adjoint functor theorem for posets is a key result that will be
used throughout.
2.2. Von Neumann algebras, affiliated self-adjoint operators,
and spectral families. Let N be a von Neumann algebra, i.e., a sub-
algebra N ⊆ B(H) of the algebra of bounded operators on a complex
Hilbert space H that is closed in the weak (and strong) operator topol-
ogy. B(H) itself is a von Neumann algebra. Standard references on von
Neumann algebras and the various topologies on B(H) are [22, 28].
If H is a complex Hilbert space, then P(H) denotes the lattice of
projections onto closed subspaces of H. If N is a von Neumann subal-
gebra of B(H), we will always assume that the unit element in N is the
identity (projection) 1ˆ on H. As mentioned above, the projections in
N form a complete orthomodular lattice P(N ), and P(B(H)) = P(H).
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Lemma 2.6. Let N be a von Neumann algebra, and let M ⊂ N
be a von Neumann subalgebra such that the unit elements in M and
N coincide. The inclusion map i : P(M) → P(N ), Pˆ 7→ Pˆ , is a
morphism of complete orthomodular lattices and hence has both a left
adjoint δoM : P(N )→ P(M) and a right adjoint δ
i
M : P(N )→ P(M).
Proof. The orthocomplement of a projection Pˆ ∈ P(M) is 1ˆ−Pˆ . Since
i(1ˆ−Pˆ ) = 1ˆ−Pˆ = 1ˆ−i(Pˆ ), the inclusion i preserves orthocomplements.
Let (Pˆi)i∈I be a family of projections in P(M). Each projection corre-
sponds to a closed subspace S ofH such that Pˆ (S) = S and Pˆ (S⊥) = 0
(see e.g. section 2.5 in [22]). The meet
∧
i∈I Pˆi is the projection onto
the closed subspace given by the intersection of the closed subspaces
that the Pˆi project onto. This intersection is independent of whether
the family (Pˆi)i∈I is considered to lie in P(M) or in P(N ) (or in P(H)),
so i preserves all meets. Moreover,
∨
i∈I Pˆi = 1ˆ −
∧
i∈I(1ˆ − Pˆi) by de
Morgan’s law, so i preserves all joins, too.
i preserves all meets, so by the adjoint functor theorem for posets
(Thm. 2.5) it has a left adjoint, given concretely by δoM : P(N ) →
P(M), Pˆ 7→ δo(Pˆ )M =
∧
{Qˆ ∈ P(M) | Qˆ ≥ Pˆ}. Since i also preserves
all joins, it has a right adjoint, too, given by δiM : P(N ) → P(M),
Pˆ → δi(Pˆ )M =
∨
{Qˆ ∈ P(M) | Qˆ ≤ Pˆ}. 
For the sake of completeness, we include some standard definitions.
Definition 2.7. Let H be a complex Hilbert space, and let P(H) be
its lattice of projections. A spectral family is a map E : R → P(H),
r 7→ Eˆr such that
(i) for all r, s ∈ R, if r < s, then Eˆr ≤ Eˆs,
(ii)
∧
r∈R Eˆr = 0ˆ and
∨
r∈R Eˆr = 1ˆ.
If, moreover, it holds that
(iii) for all r ∈ R,
∧
s>r Eˆs = Eˆr,
then E : R → P(H) is called right-continuous. Analogously, if for all
r ∈ R,
∨
s<r Eˆs = Eˆr, then E is called left-continuous. We will denote
left-continuous spectral families by the letter F instead of E.
Let E be a right-continuous spectral family. If there is some a ∈ R
such that Eˆr = 0ˆ for all r < a, then E is bounded from below. If there
is some b ∈ R such that Eˆr = 1ˆ for all r ≥ b, then E is bounded from
above. E is bounded if it is bounded from below and from above.
Let N be a von Neumann algebra on a Hilbert space H, and let P(N )
be its projection lattice. If the image of a spectral family E is in P(N ),
then we say that E is in N .
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A spectral family E : R → P(N ) in N can be seen as a monotone
function
E : R −→ P(N )(15)
r 7−→ Eˆr.
We will use the notations E : R → P(N ) and E = (Eˆr)r∈R for a
spectral family interchangably. The following is the important spectral
theorem, which relates spectral families and self-adjoint operators:
Theorem 2.8. Let Aˆ be a self-adjoint operator on a Hilbert space H.
There is a unique right-continuous spectral family E : R→ P(H) such
that
Aˆ =
∫ ∞
−∞
r dEˆr(16)
in the sense of norm-convergence of approximating Riemann sums.
Conversely, every right-continuous spectral family E : R → P(H) de-
termines a unique self-adjoint operator on H by equation (16). The
right-continous spectral family corresponding to Aˆ will be denoted EAˆ.
The spectral theorem holds analogously for left-continous spectral
families.
Remark 2.9. A self-adjoint operator Aˆ on H is bounded (bounded
from below/above) if and only if its spectral family EAˆ is bounded
(bounded from below/above). Aˆ is contained in the von Neumann al-
gebra B(H) if and only if Aˆ is bounded. If N ⊂ B(H) is some von
Neumann (sub)algebra, then Aˆ ∈ N if and only if the image of EAˆ is
in P(N ) and Aˆ is bounded.
Definition 2.10. If the image of EAˆ is in P(N ), but Aˆ is not nec-
essarily bounded, then we say that Aˆ is affiliated with N . The set of
self-adjoint operators in a von Neumann algebra N is denoted Nsa. The
set of self-adjoint operators affiliated with N is denoted SA(N ) (and
so Nsa ⊂ SA(N )).
In the following, we will simply speak of self-adjoint operators affili-
ated with a von Neumann algebra N , implicitly understanding that if
such an operator Aˆ is bounded then it lies in Nsa. For more details on
affiliated operators, see e.g. section 5.6 in [22].
If Aˆ is a bounded self-adjoint operator, then it is defined on all of H,
while unbounded operators have domains of definition properly smaller
than H. If Aˆ is affililated with a von Neumann algebra N ⊆ B(H),
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then Aˆ is a closed operator and is defined on a dense subset D(Aˆ) of
H. We will not consider any questions relating to domains of definition
of unbounded operators in this article, and we only need the concept
in the following definition:
Definition 2.11. Let Aˆ be a self-adjoint operator affiliated with a von
Neumann algebra N , and let D(Aˆ) ⊆ H be its (dense) domain of def-
inition. The spectrum sp Aˆ of Aˆ consists of those real numbers s for
which Aˆ− s1ˆ is not a bijective mapping from D(Aˆ) to H.
It is well known that sp Aˆ is non-empty and consists of those real
numbers s ∈ R for which EAˆ = (EAˆr )r∈R is not constant on any open
neighbourhood U of s. If Aˆ is bounded, then sp Aˆ is a compact subset
of R.
We now define the spectral order, which will play a central role:
Definition 2.12. The spectral order on the set SA(N ) of self-adjoint
operators affiliated with a von Neumann algebra N is defined by
(17) ∀Aˆ, Bˆ ∈ SA(N ) : Aˆ ≤s Bˆ :⇐⇒ ∀r ∈ R : Eˆ
Aˆ
r ≥ Eˆ
Bˆ
r ,
where EAˆ = (EˆAˆr )r∈R and Eˆ
Bˆ = (EˆBˆr )r∈R are the right-continuous spec-
tral families of Aˆ resp. Bˆ, and where on the right-hand side, the usual
order on projections is used.
Of course, the spectral order can be restricted to Nsa. This order
was originally introduced by Olson [24]; see also [17]. For some recent
results on the spectral order for unbounded operators see [25].
With respect to the spectral order, the set SA(N ) (resp. Nsa) is
a conditionally complete lattice, i.e., each family (Aˆi)i∈I in SA(N )
(resp. Nsa) that has a lower bound has a greatest lower bound
∧
i∈I Aˆi
in SA(N ) (resp. Nsa), and if the family has an upper bound, then
it has a least upper bound
∨
i∈I Aˆi in SA(N ) (resp. Nsa). This is in
marked contrast to the usual linear order that is given as
(18) ∀Aˆ, Bˆ ∈ SA(N ) : Aˆ ≤ Bˆ :⇐⇒ Bˆ − Aˆ is positive.
As Kadison showed [21], for a nonabelian von Neumann algebra N the
meet Aˆ ∧ Bˆ of two self-adjoint operators in N exists if and only if Aˆ
and Bˆ are comparable with respect to the linear order, i.e., if either
Aˆ ≤ Bˆ or Bˆ ≤ Aˆ. Hence, Nsa equipped with the linear order ≤ is very
far from being a lattice; Kadison called (Nsa,≤) an anti-lattice.
Some further facts about the spectral order (for proofs see [24, 17]):
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(a) On projections, the spectral order and the usual linear order
coincide, so the spectral order generalises the partial order on
projections.
(b) On commuting operators, the spectral order and the usual linear
order coincide, so for abelian von Neumann algebras, the linear
order and the spectral order coincide.
(c) For all Aˆ, Bˆ ∈ SA(N ), Aˆ ≤s Bˆ implies Aˆ ≤ Bˆ, but not vice
versa. In fact, Aˆ ≤s Bˆ if and only if Aˆn ≤ Bˆn for all n ∈ N.
(d) The spectral order does not make SA(N ) (or Nsa) into a vector
lattice, that is, Aˆ ≤s Bˆ does not necessarily imply Aˆ + Cˆ ≤s
Bˆ + Cˆ (unless N is abelian).
Property (d) can be seen as an ‘incompatibility’ between the linear
structure and the order structure on SA(N ) (and on Nsa). In this
article, we will focus on the order structure provided by the spectral
order.
3. Definition and basic properties of q-observable
functions
Definition 3.1. Let N be a von Neumann algebra. A map
E : R −→ P(N )(19)
r 7−→ Eˆr
such that
(a) Eˆ−∞ = 0ˆ and Eˆ∞ = 1ˆ,
(b) E|R is a spectral family
is called an extended spectral family. We will use both the notations
E : R→ P(N ) and (Eˆr)r∈R for an extended spectral family.
Remark 3.2. Obviously, every spectral family E : R → P(N ) deter-
mines a unique extended spectral family E : R→ P(N ) and vice versa,
so there is a canonical bijection between spectral families (defined on
R) and extended spectral families (defined on R). If E : R → P(N )
is right-continuous, then its extension E : R → P(N ) is also right-
continuous. In the following, we will mostly work with extended right-
continuous spectral families.
The spectral theorem shows that there is a bijection between SA(N ),
the set of self-adjoint operators affiliated with a given von Neumann
algebra N , and the set SF (R,P(N )) of extended, right-continuous
spectral families in P(N ).
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Lemma 3.3. If we regard an extended right-continuous spectral family
as a monotone function
E : R −→ P(N )(20)
r 7−→ Eˆr,
then E preserves all meets, so it is a morphism of complete meet-
semilattices. Conversely, any meet-preserving map E : R → P(N )
with the properties
(a) E(−∞) = 0ˆ,
(b)
∨
r∈RE(r) = 1ˆ
determines an extended right-continuous spectral family.
Proof. Let E : R → P(N ) be an extended right-continuous spectral
family, and let (ri)i∈I ⊆ R be an arbitrary family of elements of R.
Then
E(inf
i∈I
ri) = Eˆinfi∈I ri =
∧
s>infi∈I ri
Eˆs =
∧
i∈I
Eˆri ,(21)
where the second equality is due to right-continuity of E and the third
is due to monotonicity.
Conversely, if we have a meet-preserving map E : R → P(N ) satis-
fying conditions (a) and (b), then clearly E is monotone and (writing
Eˆr := E(r)) we have
(22) ∀r ∈ R : Eˆr = Eˆinfs>r s =
∧
s>r
Eˆs,
so E is right-continuous. Moreover,
(23)
∧
r∈R
Eˆr = Eˆinfr∈R r = E(−∞) = 0ˆ,
where we used meet-preservation of E in the second step and assump-
tion (a) in the last step. Also by meet-preservation, we obtain
(24) E(∞) = E(inf ∅) =
∧
∅ = 1ˆ,
since the empty meet is a terminal object (in the sense of category
theory, where meets are products), which in a poset is the top element.
Together with assumption (b), this shows that E : R → P(N ) is an
extended right-continuous spectral family. 
By the adjoint functor theorem for posets, an extended spectral fam-
ily E has a left adjoint
(25) oE : P(N ) −→ R
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that preserves arbitrary joins, i.e., for all families (Pˆi)i∈I ⊆ P(N ),
(26) oE(
∨
i∈I
Pˆi) = sup
i∈I
oE(Pˆi).
Note that ‘adjoint’ is used here in the categorical sense, not the operator-
theoretic one. (All operators that we consider are self-adjoint.)
Definition 3.4. If Aˆ is a self-adjoint operator affiliated with a von
Neumann algebraN and EAˆ = (EˆAˆr )r∈R is its extended right-continuous
spectral family, then the left adjoint oE
Aˆ
of EAˆ is denoted oAˆ : P(N )→
R and is called the q-observable function associated with the self-
adjoint operator Aˆ.
The adjoint functor theorem provides the explicit form of the func-
tion oE adjoint to an extended right-continuous spectral family E =
(Eˆr)r∈R in P(N ): for all Pˆ ∈ P(N ),
(27) oE(Pˆ ) = inf{r ∈ R | Pˆ ≤ Eˆr}.
If E = EAˆ, then
(28) oAˆ(Pˆ ) = inf{r ∈ R | Pˆ ≤ EˆAˆr }.
Remark 3.5. A very similar sort of functions associated with self-
adjoint operators was defined by de Groote in [16], Prop. 6.2, but re-
stricted to rank-1 projections (i.e., on projective Hilbert space PH). He
called these functions ‘observable functions’, and we adapt this naming
in order to show our indebtedness to him. In [18], Def. 2.7 and follow-
ing arguments, de Groote arrived at a definition very close to the one
above, considering join-preserving functions from the non-zero projec-
tions to the reals. Comman considers the functions defined above in [3]
and proves a number of their properties. It seems that his results were
found independently of de Groote’s earlier work.
Yet, the observation that right-continuous spectral families E (resp.
EAˆ) have left adjoints oE (resp. oAˆ), which are exactly the q-observable
functions, is new as far as we are aware. The definition via Galois con-
nections is the most natural one, allows proving the properties of these
functions in a direct and transparent way, and opens up new perspec-
tives. For example, we already saw that preservation of arbitrary joins
is an immediate consequence of the adjoint functor theorem for posets.
We have shown so far that for every each Aˆ ∈ SA(N ),
(29) (oAˆ, EAˆ)
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is a Galois connection between the complete lattices P(N ) and R. Also
note that for all non-zero projections Pˆ ∈ P(N ),
(30) oAˆ(Pˆ ) = inf{r ∈ R | Pˆ ≤ EˆAˆr } > −∞.
If Aˆ is unbounded from below, then the image of oAˆ on non-zero pro-
jections is unbounded from below: let r0 be an element in the spectrum
of Aˆ, then oAˆ(EˆAˆr0) = r0. (This fact will also be used below in the proof
of Lemma 3.12.) For the same reason, if Aˆ is unbounded from above,
then the image of oAˆ is unbounded from above. In fact, there exist
projections Pˆ ∈ P(N ) such that
(31) oAˆ(Pˆ ) = inf{r ∈ R | Pˆ ≤ EˆAˆr } =∞.
For example, the identity 1ˆ is such a projection: if Aˆ is unbounded
from above, then 1ˆ is not in the usual spectral family of Aˆ defined over
R.
It always holds that oAˆ(0ˆ) = −∞, whether Aˆ is bounded or not.
Of course, for any self-adjoint operator Aˆ affiliated with N , there
exist projections Pˆ such that oAˆ(Pˆ ) is some finite real number: take
Pˆ = EˆAˆr0 for some r0 ∈ sp Aˆ (this is always possible, since the spectrum
of a self-adjoint operator is not empty), then oAˆ(EˆAˆr0) = inf{r ∈ R |
EˆAˆr ≥ Eˆ
Aˆ
r0
} = r0.
We will now characterise those functions o : P(N ) → R that deter-
mine extended spectral families by means of a Galois connection, and
hence determine self-adjoint operators affiliated with the von Neumann
algebra N .
Definition 3.6. A weak q-observable function is a join-preserving
function o : P(N )→ R such that
(a) o(Pˆ ) > −∞ for all Pˆ > 0ˆ.
An abstract q-observable function on P(N ) is a weak q-observable func-
tion such that
(b) there is a family (Pˆi)i∈I ⊆ P(N ) with
∨
i∈I Pˆi = 1ˆ such that
o(Pˆi) ∞ for all i ∈ I.
The set of abstract q-observable functions on P(N ) is denoted QO(P(N ),R).
Let o be a weak or an abstract q-observable function. Note that
join-preservation implies
(32) o(0ˆ) = o(
∨
∅) = sup ∅ = −∞.
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Proposition 3.7. Let N be a von Neumann algebra. There is a bijec-
tion between the set SF (R,P(N )) of extended right-continuous spectral
families in P(N ) and the set QO(P(N ),R) of abstract q-observable
functions on P(N ). Concretely, each abstract q-observable function
o has a right adjoint Eo, which is an extended right-continuous spec-
tral family, and each extended right-continuous spectral family E has
a left adjoint oE, which is an abstract q-observable function. More-
over, Eo
E
= E and oE
o
= o for all E ∈ SF (R,P(N )) and all o ∈
QO(P(N ),R).
Proof. Let o : P(N ) → R be an abstract q-observable function. The
adjoint functor theorem for posets shows that o has a right adjoint Eo
that preserves arbitrary meets (greatest lower bounds). In particular,
for all r ∈ R, we have Eo(r) = Eo(inf{s ∈ R | r < s}) =
∧
s>r E
o(s),
so Eo is right-continuous. Join-preservation of o implies o(0ˆ) = −∞,
see (32). From this and o(Pˆ ) > 0ˆ for all Pˆ > 0 (which is condition (a)
in Def. 3.6), we obtain
(33) Eo(−∞) =
∨
{Pˆ ∈ P(N ) | o(Pˆ ) ≤ −∞} = 0ˆ.
It remains to show that
∨
r∈RE
o(r) = 1ˆ. We have
∨
r∈R
Eo(r)
Def. 3.6, Cond. (b)
≥
∨
r∈{o(Pˆi)|i∈I}
Eo(r) =
∨
i∈I
Eo(o(Pˆi)) ≥
∨
i∈I
Pˆi = 1ˆ,
(34)
where in the last step we used the fact that for the unit of the adjunc-
tion, we have Eo◦o ≥ idP(N ) (see Rem. 2.4). Note that
∨
r∈RE
o(r) = 1ˆ
is trivial if o(1ˆ) ∈ R, since o(1ˆ) is the maximum of the image of o
due to monotonicity, and so for all t ∈ R with t ≥ o(1ˆ), we have
Eo(t) =
∨
{Pˆ ∈ P(N ) | o(Pˆ ) ≤ t} = 1ˆ. Also, if o(1ˆ) ∈ R, condition
(b) in Def. 3.6 is fulfilled for the family {1ˆ}.
Conversely, let E : R→ P(N ) be an extended right-continuous spec-
tral family. Its left adjoint oE is the (concrete) q-observable function
of AˆE , the self-adjoint operator affiliated with N that is determined
by E. Being a left adjoint, oE preserves all joins. If Pˆ > 0ˆ, then
oE(Pˆ ) = inf{r ∈ R | Pˆ ≤ E(r)} > −∞, so oE has property (a) in
Def. 3.6. Moreover, E|R = (E(r))r∈R is a family of projections with∨
r∈RE(r) = 1ˆ, and we have
(35) ∀r ∈ R : oE(E(r)) ≤ r ∞,
because for the counit oE◦E of the adjunction, it holds that oE◦E ≤ idR
(see Rem. 2.4). Hence, condition (b) in Def. 3.6 is fulfilled for the
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family (E(r))r∈R. In fact, one can always use a countable family, e.g.
pick (E(n))n∈N. If o
E(1ˆ) ∈ R, then the trivial family {1ˆ} can be used.
The fact that we are using an adjunction (that is, a Galois connec-
tion between posets) implies that Eo
E
= E and oE
o
= o for all E ∈
SF (R,P(N )) and all o ∈ QO(P(N ),R), since adjoints are unique. 
This leads us to our representation of self-adjoint operators as real-
valued functions:
Theorem 3.8. Let N be a von Neumann algebra. There is a bijection
between the set SA(N ) of self-adjoint operators affiliated with N and
the set QO(P(N ),R) of abstract q-observable functions on P(N ).
Proof. Each Aˆ ∈ SA(N ) determines a unique extended right-continuous
spectral family EAˆ in P(N ) by the spectral theorem. By Prop. 3.7,
EAˆ determines a unique abstract q-observable function oAˆ = oE
Aˆ
. Con-
versely, each abstract q-observable function o determines a unique ex-
tended right-continuous spectral family Eo and hence a unique self-
adjoint operator AˆE
o
. 
In other words, every abstract q-observable function o is the q-
observable function oAˆ of some self-adjoint operator Aˆ affiliated with
N , and every self-adjoint operator Aˆ affiliated with N also determines
an abstract q-observable function oAˆ. Hence, we will speak simply of
q-observable functions in the following.
Summing up, we have three bijections:
SA(N ) ∼= SF (R,P(N )), Aˆ 7→ EAˆ, EAˆ 7→
∫ ∞
−∞
r dEˆAˆr ;(36)
SF (R,P(N )) ∼= QO(P(N ),R), E 7→ oE , o 7→ Eo;(37)
SA(N ) ∼= QO(P(N ),R), Aˆ 7→ oAˆ, o 7→
∫ ∞
−∞
r dEo(r).(38)
3.1. Representation of the lattice of self-adjoint operators. We
now consider more concretely how the spectral order relates to our
constructions. In particular, the spectral order on self-adjoint opera-
tors corresponds to the pointwise order on the associated q-observable
functions:
Proposition 3.9. Let (SA(N ),≤s) be the poset of self-adjoint oper-
ators affiliated with N , equipped with the spectral order ≤s, and let
(QO(P(N ),R),≤) be the poset of q-observable functions, equipped with
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the pointwise order. The map
φ : (SA(N ),≤s) −→ (QO(P(N ),R),≤)(39)
Aˆ 7−→ oAˆ
is an order-isomorphism of conditionally complete lattices.
Proof. Let Aˆ, Bˆ be two self-adjoint operators affiliated with a von Neu-
mann algebra N . Then
(40) Aˆ ≤s Bˆ ⇐⇒ ∀r ∈ R : Eˆ
Aˆ
r ≥ Eˆ
Bˆ
r ,
which implies, for all Pˆ ∈ P(N ),
(41) oAˆ(Pˆ ) = inf{r ∈ R | EˆAˆr ≥ Pˆ} ≤ inf{t ∈ R | Eˆ
Bˆ
t ≥ Pˆ} = o
Bˆ(Pˆ ).
Conversely, if oAˆ ≤ oBˆ, then
∀r ∈ R : EˆAˆr =
∨
{Pˆ ∈ P(N ) | r ≥ oAˆ(Pˆ )}(42)
≥
∨
{Qˆ ∈ P(N ) | r ≥ oBˆ(Qˆ)}(43)
= EˆBˆr ,(44)
so Aˆ ≤s Bˆ. 
Hence, we can represent the set (SA(N ),≤s) of self-adjoint op-
erators affiliated with the von Neumann algebra N , equipped with
the spectral order, faithfully by the set of real-valued functions in
(QO(P(N ),R),≤), partially ordered under the pointwise order.
Let (SF (R,P(N )),≤i) be the poset of extended spectral families in
P(N ), equipped with the inverse pointwise order, that is,
(45) EAˆ ≤i Eˆ
Bˆ :⇐⇒ (∀r ∈ R : EˆAˆr ≥ Eˆ
Bˆ
r ).
Then (SF (R,P(N )),≤i) is order-isomorphic to (SA(N ),≤s) by defi-
nition of the spectral order, and one easily shows:
Lemma 3.10. The map
φ′ : (QO(P(N ),R),≤) −→ (SF (R,P(N )),≤i)(46)
o 7−→ Eo(47)
is an order-isomorphism of conditionally complete lattices.
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3.2. q-observable functions and spectra of self-adjoint opera-
tors. Let Aˆ be a self-adjoint operator affiliated with a von Neumann
algebra N , and let EAˆ : R→ P(N ) be its extended spectral family.
Remark 3.11. Since extended spectral families are defined over the
extended reals R, it makes sense to regard the spectrum of a self-adjoint
operator Aˆ as a subset of R. We include −∞ in the spectrum of Aˆ
if Aˆ is unbounded from below, and include ∞ in the spectrum if Aˆ
is unbounded from above. Since extended spectral families are right-
continuous at −∞ and left-continuous at ∞, the ‘spectral values’ −∞
and ∞ are never isolated points of the spectrum, i.e., they are never
eigenvalues.
Let Aˆ be a self-adjoint operator affiliated with a von Neumann alge-
bra N , and let oAˆ be the corresponding q-observable function. There
is a straightforward relation between the spectrum of Aˆ and the image
of oAˆ:
Lemma 3.12. Let P0(N ) denote the non-zero projections in a von
Neumann algebra N , and let oAˆ ∈ QO(P(N ),R) be the q-observable
function corresponding to a self-adjoint operator Aˆ ∈ SA(N ). Then
(48) oAˆ(P0(N )) = sp Aˆ,
i.e., the image of oAˆ on the non-zero projections is equal to the spectrum
of the operator. If Aˆ is unbounded from above, then∞ is in oAˆ(P0(N )).
Proof. Let r ∈ sp Aˆ, then
oAˆ(EˆAˆr ) = inf{s ∈ R | Eˆ
Aˆ
s ≥ Eˆ
Aˆ
r },(49)
which equals r by right-continuity of EAˆ and the fact that sp Aˆ consists
of those real numbers r for which EAˆ is not constant on any open
neighbourhood of r (cf. paragraph after Def. 2.11). Conversely, if r is
in the image of oAˆ, then EˆAˆt < Eˆ
Aˆ
r for all t < r, so E
Aˆ is not constant
on any neighbourhood of r, hence r ∈ spA.
If Aˆ is unbounded from above, then EˆAˆs < 1ˆ for all s ∈ R and
EˆAˆ∞ = 1ˆ, so o
Aˆ(1ˆ) =∞. 
In Remark 2.13 in [18], de Groote had shown (for bounded operators)
that the image of oAˆ on non-zero projections is dense in the spectrum
of Aˆ. We now see that in fact these two sets are equal.
Of course, if one considers all projections including 0ˆ, then
(50) oAˆ(P(N )) = sp Aˆ ∪ {−∞}.
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Lemma 3.13. Let Aˆ be a self-adjoint operator affiliated with N , and
let oAˆ : P(N )→ R be its q-observable function. Then
(51)
∀Pˆ ∈ P0(N ) : o
Aˆ(Pˆ ) = inf{r ∈ R | Pˆ ≤ EˆAˆr } = min{r ∈ R | Pˆ ≤ Eˆ
Aˆ
r }.
Proof. This follows directly from meet-preservation of EAˆ : R→ P(N ).

Since a bounded self-adjoint operator has a compact spectrum, we
have:
Corollary 3.14. If Aˆ is a bounded self-adjoint operator in N , then
the image oAˆ(P0(N )) of the corresponding q-observable function oAˆ is
compact.
Proposition 3.15. Let N be a von Neumann algebra. There is a bijec-
tion between Nsa, the set of self-adjoint operators in N , and QOc(P(N ),R),
the q-observable functions with compact image on P0(N ).
Proof. This follows immediately from Thm. 3.8, the fact that all self-
adjoint operators in N are bounded, and Cor. 3.14. 
4. Further properties of q-observable functions
4.1. Restricting the codomain. Let Aˆ be a (bounded) self-adjoint
operator in a von Neumann algebra N . Then the compact set sp Aˆ
is a complete sublattice of R, that is, arbitrary infima and suprema
exist in sp Aˆ and coincide with those in R. Hence, we can describe Aˆ
equivalently by a join-preserving function
oAˆ : P(N ) −→ sp Aˆ ∪ {−∞}(52)
Pˆ 7−→ inf{r ∈ sp Aˆ ∪ {−∞} | EˆAˆr ≥ Pˆ},
given by restricting the codomain of oAˆ : P(N ) → R. Note that
oAˆ(P0(N )) = sp Aˆ; only the zero projection is mapped to −∞. More
generally, if C is any compact subset of R that contains sp Aˆ, then
C ∪ {−∞} can serve as the codomain of oAˆ. Note that if we consider
all self-adjoint operators in N (which by definition are bounded), then
R ∪ {−∞} ⊂ R is the smallest common codomain of the associated
q-observable functions.
4.2. Restricting the domain – outer daseinisation of self-adjoint
operators. Let Aˆ be self-adjoint and affiliated with N , and let M⊂
N be a von Neumann subalgebra such that the unit elements in N and
M coincide. In general, Aˆ is not affiliated withM. In this subsection,
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we will consider an approximation of Aˆ by a (generalised) self-adjoint
operator δo(Aˆ)M in M, where ‘generalised’ means that δo(Aˆ)M may
have ∞ as an isolated point (i.e., an ‘eigenvalue’) of its spectrum. We
will show that for a self-adjoint operator Aˆ that is bounded from above,
δo(Aˆ)M is always a proper self-adjoint operator affiliated with M.
The (generalised) operator δo(Aˆ)M is called the outer daseinisation
of Aˆ toM and plays an important role in the topos approach to quan-
tum theory. Our main focus is on the q-observable function oδ
o(Aˆ)M of
δo(Aˆ)M, and how it arises from Galois connections.
Recall from Lemma 2.6 that the inclusion i : P(M) →֒ P(N ) is
a morphism of complete orthomodular lattices that has a left adjoint
δoM : P(N )→ P(M) and a right adjoint δ
i
M : P(N )→ P(M). Let Aˆ
be a self-adjoint operator affiliated with N , and let EAˆ : R→ P(N ) be
the extended right-continuous spectral family of Aˆ. We define a new
map Eδ
o(Aˆ)M : R→ P(M) by
Eδ
o(Aˆ)M := δiM ◦ E
Aˆ.(53)
The idea is to approximate EAˆ in P(M) by taking, for each r ∈ R, the
largest projection inM that is dominated by EˆAˆr . It is easy to see that
Eδ
o(Aˆ)M is a monotone, right-continuous map from R to P(M) with∧
r∈R Eˆ
δo(Aˆ)M
r = 0ˆ and Eˆ
δo(Aˆ)M
∞ = 1ˆ. Yet, in general, we need not have
∨
r∈R
Eˆδ
o(Aˆ)M
r = 1ˆ,(54)
since δiM(Eˆ
Aˆ
r ) ≤ Eˆ
Aˆ
r for each r ∈ R. We call Eˆ
δo(Aˆ)M a weak right-
continuous extended spectral family. It is a (proper) extended spectral
family if and only if eq. (54) holds. It is straightforward to show that
the left adjoint oδ
o(Aˆ)M of Eδ
o(Aˆ)M is a weak q-observable function (cf.
Def. 3.6). In any case, we can form
(55) δo(Aˆ)M :=
∫ ∞
−∞
r d(Eδ
o(Aˆ)M) =
∫ ∞
−∞
r d(δi(EˆAˆr )M),
which is called the outer daseinisation of Aˆ to M. δo(Aˆ)M is a self-
adjoint operator affiliated with M if and only if Eˆδ
o(Aˆ)M = δiM ◦ E
Aˆ
is a proper extended spectral family, that is, if eq. (54) holds. In this
case, by construction we have
δo(Aˆ)M =
∧
{Bˆ ∈ SA(M) | Bˆ ≥s Aˆ},(56)
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where the meet is taken with respect to the spectral order on SA(M).
That is, δo(Aˆ)M is the smallest self-adjoint operator in SA(M) that
dominates Aˆ with respect to the spectral order. If eq. (54) does not
hold, then the meet in (56) is not defined in the conditionally complete
lattice SA(M).2 In this case, δo(Aˆ)M can be understood as a ‘self-
adjoint operator with eigenvalue ∞’, where 1ˆ −
∨
r<∞ δ
i(EˆAˆr )M is the
projection onto the ‘eigenspace’ of ∞.
Lemma 4.1. If Aˆ ∈ SA(N ) is bounded from above, then Eˆδ
o(Aˆ)M is
an extended right-continuous spectral family, and hence δo(Aˆ)M is a
(proper) self-adjoint operator affiliated with M. If Aˆ is bounded, then
δo(Aˆ)M is bounded, too.
Proof. If Aˆ is bounded from above, there is an r0 ∈ R such that EˆAˆr0 = 1ˆ,
so Eˆ
δo(Aˆ)M
r0 = 1ˆ and
∨
r∈R Eˆ
δo(Aˆ)M
r = 1ˆ. Note that r0 is an upper bound
for sp(δo(Aˆ)M). If Aˆ is also bounded from below, then there exists
some s0 ∈ R such that EˆAˆs0 = 0ˆ, so Eˆ
δo(Aˆ)M
s0 = 0ˆ, and s0 is a lower
bound for sp(δo(Aˆ)M). 
We remark that Aˆ being bounded from above is a sufficient, but not
a necessary condition for Eδ
o(Aˆ)M to be an extended spectral family.
Now observe that Eδ
o(Aˆ)M = δiM ◦E
Aˆ : R→ P(M) is the composite
of two right adjoints, so it is a right adjoint itself (cf. Rem. 2.4). The
corresponding left adjoint is
oδ
o(Aˆ)M = oAˆN ◦ i : P(M) −→ R,(57)
This is a weak q-observable function, and if Eˆδ
o(Aˆ)M is an extended
right-continuous spectral family, then oδ
o(Aˆ)M is a q-observable func-
tion. Since i : P(M)→ P(N ) is an inclusion, we have oAˆN ◦i = o
Aˆ
N |P(M).
Summing up, we obtain:
Proposition 4.2. Let N be a von Neumann algebra, let Aˆ ∈ SA(M),
and let M ⊂ N be a von Neumann subalgebra such that the unit
elements in M and N coincide. The weak q-observable function of
δo(Aˆ)M, the outer daseinisation of Aˆ to M, is given by oδ
o(Aˆ)M =
oAˆN ◦ i = o
Aˆ|P(M). If Aˆ is bounded from above, then δ
o(Aˆ)M =
∧
{Bˆ ∈
SA(M) | Bˆ ≥s Aˆ} ∈ SA(M), and oδ
o(Aˆ)M is a (proper) q-observable
function.
2One could consider a lattice completion of SA(M), but this would lead us too
far from the goals of this paper.
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This means that the weak q-observable function oδ
o(Aˆ)M of the outer
daseinisation of oAˆ to any von Neumann subalgebraM is simply given
by restriction of oAˆ to the smaller domain P(M). Hence, oAˆ encodes
all outer daseinisations to subalgebras in a uniform way.
4.3. Inner daseinisation. We will show that there is also an inner
daseinisation δi(Aˆ)M of a self-adjoint operator Aˆ ∈ SA(N ) to a von
Neumann subalgebra M ⊂ N , and that it arises from the restriction
of some function from P(N ) to R, too.
Let Aˆ ∈ SA(N ), and let F Aˆ be its left-continuous extended spectral
family. Note that F Aˆ : R → P(N ) preserves all joins, so it has a
right adjoint zAˆ : P(N ) → R. Since zAˆ determines F Aˆ uniquely, it
also determines Aˆ uniquely by the spectral theorem (which holds for
left-continuous spectral families, too). The composite
F δ
i(Aˆ)M := δoM ◦ F
Aˆ : R −→ P(M)(58)
preserves joins, and hence is left-continuous, because both F Aˆ and δoM
preserve joins.3 The idea is to approximate F Aˆ in P(M) by taking, for
each r ∈ R, the smallest projection in P(M) that dominates Fˆ Aˆr . It is
easy to see that Fˆ
δi(Aˆ)M
−∞ = 0ˆ and
∨
r∈R Fˆ
δi(Aˆ)M
r = 1ˆ. Yet, in general it
need not hold that ∧
r∈R
Fˆ δ
i(Aˆ)M
r = 0ˆ,(59)
since δoM(Fˆ
Aˆ
r ) ≥ Fˆ
Aˆ
r for all r ∈ R. We call F
δi(Aˆ)M a weak left-
continuous extended spectral family. It is a (proper) left-continuous
extended spectral family if eq. (59) holds. We define the inner dasein-
isation of Aˆ to M by
δi(Aˆ)M :=
∫ ∞
−∞
r d(F δ
i(Aˆ)M) =
∫ ∞
−∞
r d(δo(Fˆ Aˆr )M).(60)
This is a self-adjoint operator affiliated with M if and only if δoM ◦ F
Aˆ
is a (proper) left-continuous extended spectral family, i.e., if eq. (59)
holds. Otherwise, δi(Aˆ)M can be thought of as a ‘self-adjoint operator
with eigenvalue −∞’, where
∧
r∈R Fˆ
δi(Aˆ)M
r is the projection onto the
‘eigenspace’ of −∞. In analogy to Lemma 4.1, one can show:
3In contrast, δoM ◦ E
Aˆ is not right-continuous – this is the reason for using the
left-continuous spectral family F Aˆ instead of the right-continuous one, EAˆ.
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Lemma 4.3. If Aˆ ∈ SA(N ) is bounded from below, then F δ
i(Aˆ)M is an
extended left-continuous spectral family, and hence δi(Aˆ)M is a (proper)
self-adjoint operator affiliated with M. If Aˆ is bounded, then δi(Aˆ)M
is bounded, too.
F δ
i(Aˆ)M = δoM ◦ F
Aˆ is the composite of two left adjoints, and hence
is a left adjoint itself. The corresponding right adjoint is
zδ
i(Aˆ)M = zAˆ ◦ i : P(M) −→ R.(61)
In analogy to Prop. 4.2, we obtain:
Proposition 4.4. Let N be a von Neumann algebra, let Aˆ ∈ SA(M),
and let M ⊂ N be a von Neumann subalgebra such that the unit el-
ements in M and N coincide. The function zδ
i(Aˆ)M corresponding
to δi(Aˆ)M, the inner daseinisation of Aˆ to M, is given by zδ
i(Aˆ)M =
zAˆ ◦ i = zAˆ|P(M). If Aˆ is bounded from below, then δ
i(Aˆ)M =
∨
{Bˆ ∈
SA(M) | Bˆ ≤s Aˆ} ∈ SA(M).
Hence, zAˆ encodes all inner daseinisations of Aˆ to von Neumann
subalgebrasM⊂ N in a uniform way: each zδ
i(Aˆ)M is given by simply
restricting zAˆ to the smaller domain P(M).
4.4. Extending the domain. We return to right-continous spectral
families and q-observable functions. If Aˆ ∈ SA(M) ⊂ SA(N ), then
EˆAˆN = i ◦ Eˆ
Aˆ
M : R → P(N ), which is a composite of two right adjoints
(and hence is a right adjoint itself). The corresponding left adjoint is
the composite
oAˆN = o
Aˆ
M ◦ δ
o
M : P(N ) −→ R(62)
of left adjoints. Hence, one can extend the domain of a q-observable
function oAˆ from P(M) to P(M) by precomposing with δoM : P(N )→
P(M).
Remark 4.5. In [12, 13, 8] and other places, the projection δi(Pˆ )M is
called the inner daseinisation of the projection Pˆ toM, and δo(Pˆ )M is
called the outer daseinisation of Pˆ toM. As mentioned above, δi(Aˆ)M
and δo(Aˆ)M are called inner and outer daseinisation of the self-adjoint
operator Aˆ to M. These constructions play a central role in the topos
approach to quantum theory [15]. In the topos approach only bounded
self-adjoint operators are considered, so by Lemma 4.1 (resp. Lemma
4.3) their outer (resp. inner) daseinisations are always bounded self-
adjoint operators as well.
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The main motivation for the current article was to gain a better
mathematical understanding of daseinisation of self-adjoint operators
and the underlying operator-theoretic constructions. In standard quan-
tum theory, physical quantities are represented by self-adjoint operators.
In the topos approach, physical quantities are represented by certain
natural transformations generalising functions from the state space of
a system to the real numbers (see [13]). This ‘function-like’ represen-
tation of physical quantities is based on daseinisation of self-adjoint
operators. As we have seen, to each (bounded) self-adjoint operator Aˆ
there corresponds a q-observable function oAˆ : P(N )→ R and a func-
tion zAˆ : P(N )→ R, and these functions give all the ‘daseinised’ (i.e.,
approximated) operators δo(Aˆ)M resp. δ
i(Aˆ)M simply by restriction
(Prop. 4.2 resp. Prop. 4.4). In the topos approach, one considers such
approximations/restrictions to all contexts, i.e., abelian von Neumann
subalgebras V of N (where V and N have the same unit element).
Physically, each abelian subalgebra represents one classical perspective
on the quantum system.
If P is some complete sublattice of P(N ), but not necessarily the
lattice of projections of a von Neumann subalgebra M, then all argu-
ments about restrictions made so far generalise straightforwardly. For
example, one may consider a unital C∗-algebra A and define open pro-
jections in its enveloping von Neumann algebra A′′ as those projections
that are suprema of nets of positive elements in A. The open projec-
tions form a complete sublattice of the lattice of all projections in A′′,
and self-adjoint operators whose spectral families consist only of open
projections can be interpreted as analogues of continuous functions [1],
or semicontinuous functions [5]. For a lattice-theoretic treatment of
the latter case, see [3].
4.5. Algebraic structure. The order-isomorphism (39) between the
self-adjoint operators affiliated with N and their q-observable func-
tions, sending Aˆ to oAˆ, is not a linear map. Counterexamples are easy
to find: consider Aˆ = 1ˆ = Qˆ + (1ˆ − Qˆ), where Qˆ is some non-zero
projection. We have, for all Pˆ ∈ P0(N ),
(63) o1ˆ(Pˆ ) = inf{r ∈ R | Eˆ 1ˆr ≥ P} = 1.
Assume that Pˆ is a projection such that Pˆ  Qˆ and Pˆ  1ˆ− Qˆ, then
oQˆ(Pˆ ) + o1ˆ−Qˆ(Pˆ ) = inf{r ∈ R | EˆQˆr ≥ Pˆ}+ inf{s ∈ R | E
1ˆ−Qˆ
s ≥ Pˆ}
(64)
= 1 + 1 = 2,(65)
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so oQˆ+(1ˆ−Qˆ) 6= oQˆ + o1ˆ−Qˆ.
Yet, a limited amount of algebraic structure is preserved by the map
Aˆ 7→ oAˆ, as we will now show. Let Aˆ be a self-adjoint operator affiliated
with a von Neumann algebraN , and let f : R→ R be a join-preserving
function. By the definition of the spectral calculus (see e.g. [22]),
roughly speaking the map Aˆ 7→ f(Aˆ) shifts the spectral values of Aˆ,
but leaves the spectral projections unchanged (apart from generating
degeneracies if f is not injective). We will make use of this in the proof
of the following result:
Proposition 4.6. Let Aˆ ∈ SA(N ), let f : R→ R be a join-preserving
function, and let g : R→ R be the right adjoint of f . For all r ∈ R,
(66) Eˆf(Aˆ)r = Eˆ
Aˆ
g(r).
Proof. Let B(R) denote the Borel subsets of R, let ef(Aˆ) : B(R) →
P(N ) be the spectral measure of f(Aˆ), and let eAˆ : B(R) → P(N ) be
the spectral measure of Aˆ. Since f is monotone, it shifts the spectral
values of Aˆ in an order-preserving way, hence we have
(67) Eˆf(Aˆ)r = e
f(Aˆ)((−∞, r]) = eAˆ((−∞, x])
for some x ∈ R that only depends on r, so x = h(r) for some function
h : R→ R. If f happens to be injective, we can take h = f−1 and thus
h(r) = f−1(r). In general, h(r) must be chosen larger than all those
s ∈ R for which f(s) ≤ r holds (but not larger), so
(68) h(r) = sup{s ∈ R | f(s) ≤ r},
that is, h = g, the right adjoint of f . Then, by the fact that the counit
is smaller than the identity (see Rem. 2.4), f(g(r)) ≤ r, and f(t) > r
for any t > g(r). We obtain
(69) Eˆf(Aˆ)r = e
f(Aˆ)((−∞, r]) = eAˆ((−∞, g(r)]) = EˆAˆg(r).

Note that the sort of functions acting on self-adjoint operators that
is considered here is characterised by an order-theoretic property, viz.
join-preservation. Topologically, this can be understood as functions
that are lower semicontinuous. We remark that EˆAˆ ◦ g : R → R is
meet-preserving, but neither
∧
r∈R(Eˆ
Aˆ ◦ g)(r) =
∧
r∈R Eˆ
Aˆ
g(r) = 0ˆ nor∨
r∈R Eˆ
Aˆ
g(r) = 1ˆ need to hold in general. (E.g. pick g(r) = r0 for all
r ∈ R\{∞}, where r0 is such that 0ˆ < EAˆr0 < 1ˆ, and g(∞) =∞.)
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We can now express the q-observable function of f(Aˆ) in terms of
the q-observable function of Aˆ:
Theorem 4.7. Let Aˆ be a self-adjoint operator affiliated with a von
Neumann algebra N , and let f : R→ R be a join-preserving function.
Then
(70) of(Aˆ) = f(oAˆ).
Proof. Let g : R → R denote the right adjoint of f . By definition,
oAˆ(Pˆ ) = inf{t ∈ R | EˆAˆt ≥ Pˆ}, so
(71) EˆAˆg(r) ≥ Pˆ ⇐⇒ g(r) ≥ o
Aˆ(Pˆ ).
Moreover, f : R→ R is the left adjoint of g : R→ R, so
(72) g(r) ≥ z ⇐⇒ r ≥ f(z).
We obtain, for all Pˆ ∈ P(N ),
of(Aˆ)(Pˆ ) = inf{r ∈ R | Eˆf(Aˆ)r ≥ Pˆ}(73)
Prop. 4.6
= inf{r ∈ R | EˆAˆg(r) ≥ Pˆ}(74)
(71)
= inf{r ∈ R | g(r) ≥ oAˆ(Pˆ )}(75)
(72)
= inf{r ∈ R | r ≥ f(oAˆ(Pˆ ))}(76)
= f(oAˆ(Pˆ )).(77)

Corollary 4.8. Let t ∈ R and Aˆ ∈ SA(N ), then oAˆ+t1ˆ = oAˆ + t. If
s ∈ R+ is a positive real number, then osAˆ = soAˆ.
Proof. The function
f1 : R −→ R(78)
r 7−→ r + t,(79)
where −∞ + t = −∞ and ∞ + t = ∞, preserves suprema. Hence, by
Thm. 4.7, it holds that
(80) oAˆ+t1ˆ = of1(Aˆ) = f1(o
Aˆ) = oAˆ + t.
Similarly,
f2 : R −→ R(81)
r 7−→ sr(82)
preserves suprema, so osAˆ = soAˆ. 
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5. q-antonymous functions
It is natural to ask how a q-observable function oAˆ behaves when
multiplied by a negative real number. The essential issue of course is
the behaviour under multiplication by −1, which we will consider now.
This will lead us to the definition of a second sort of functions associated
with self-adjoint operators, besides the q-observable functions.
This new sort of functions, called q-antonymous functions, is closely
related to both q-observable functions and the functions of the form zAˆ
that were considered in subsection 4.3.
Let Aˆ be a self-adjoint operator affiliated with a von Neumann alge-
braN , and let oAˆ be its q-observable function. Then, for all Pˆ ∈ P(N ),
−oAˆ(Pˆ ) = − inf{r ∈ R | Pˆ ≤ EˆAˆr }(83)
= sup{−r ∈ R | Pˆ ≤ EˆAˆr }(84)
= sup{r ∈ R | Pˆ ≤ EˆAˆ−r}.(85)
Let F−Aˆ = (Fˆ−Aˆr )r∈R be the unique left-continuous extended spectral
family of −Aˆ. As is well known,
(86) ∀r ∈ R : Fˆ−Aˆr = 1ˆ− Eˆ
Aˆ
−r.
Hence, we obtain from equation (85)
(87) − oAˆ(Pˆ ) = sup{r ∈ R | Pˆ ≤ 1ˆ− Fˆ−Aˆr }.
As one may have expected, −oAˆ relates to −Aˆ (but −oAˆ is not a q-
observable function).
Definition 5.1. Let Aˆ be a self-adjoint operator affiliated with a von
Neumann algebra N . The function
aAˆ : P(N ) −→ R(88)
Pˆ 7−→ sup{r ∈ R | Pˆ ≤ 1ˆ− Fˆ Aˆr }
is called the q-antonymous function associated with Aˆ. The set of
q-antonymous functions of self-adjoint operators affiliated with N is
denoted QA(P(N ),R).
We already saw that there is a bijection
n : QO(P(N ),R) −→ QA(P(N ),R)(89)
oAˆ 7−→ −oAˆ = a−Aˆ
between the sets of q-observable and q-antonymous functions associ-
ated with a von Neumann algebra N . Thm. 3.8 implies that there is
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a bijection between QA(P(N ),R) and SA(N ), the self-adjoint opera-
tors affiliated with N . Hence, q-antonymous functions provide another
representation of self-adjoint operators by real-valued functions.
Proposition 5.2. There is an order-isomorphism
γ : SA(N ) −→ QA(P(N ),R)(90)
Aˆ 7−→ aAˆ.
Proof. This can be proven in a similar way as Prop. 3.9, or using Prop.
3.9, more directly as follows: for all Aˆ, Bˆ ∈ SA(N ),
Aˆ ≤s Bˆ ⇐⇒ −Aˆ ≥s −Bˆ(91)
⇐⇒ o−Aˆ ≥ o−Bˆ(92)
⇐⇒ −o−Aˆ ≤ −o−Bˆ(93)
⇐⇒ aAˆ ≤ aBˆ.(94)

Clearly, we have, for all Aˆ affiliated with N :
(a) aAˆ : P(N )→ R is antitone (order-reversing),
(b) im aAˆ = − im o−Aˆ = −(sp(−Aˆ)∪{−∞}) = sp Aˆ∪{∞}. In par-
ticular, aAˆ(0ˆ) = ∞ and aAˆ(1ˆ) = inf sp Aˆ, which is a minimum
if sp Aˆ is bounded from below, and −∞ otherwise.
Moreover, we have:
Lemma 5.3. Let Aˆ be a self-adjoint operator affiliated with a von
Neumann algebra N , and let oAˆ and aAˆ be its q-observable resp. q-
antonymous function. Then
(95) ∀Pˆ ∈ P(N )\{0ˆ, 1ˆ} : aAˆ(Pˆ ) ≤ oAˆ(Pˆ ).
Proof. Let EAˆ denote the right-continuous spectral family of Aˆ and F Aˆ
the left-continuous one. Observe that
aAˆ(Pˆ ) = sup{r ∈ R | Pˆ ≤ 1ˆ− Fˆ Aˆr }(96)
= sup{r ∈ R | Pˆ ≤ 1ˆ− EˆAˆr }.(97)
Let r ∈ R be such that Pˆ ≤ EˆAˆr , then Pˆ ≮ 1ˆ − Eˆ
Aˆ
r , so r > a
Aˆ(Pˆ ).
Since
(98) oAˆ(Pˆ ) = inf{r ∈ R | Pˆ ≤ EˆAˆr },
it follows that oAˆ(Pˆ ) ≥ aAˆ(Pˆ ). 
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Antonymous functions were first introduced by one of us (AD) in
a similar form in [7], where some of their properties were proven. De
Groote was the first to point out [18] that −oAˆ = a−Aˆ (for similar
functions).
Lemma 5.4. Let Aˆ be a self-adjoint operator affiliated with N , and let
zAˆ be the right adjoint of the left-continuous extended spectral family
F Aˆ (see subsection 4.3). Then, for all Pˆ ∈ P(N ), aAˆ(Pˆ ) = zAˆ(1ˆ− Pˆ ).
Proof. The adjoint functor theorem for posets gives the concrete form
of zAˆ,
zAˆ : P(N ) −→ R(99)
Pˆ 7−→ sup{r ∈ R | Fˆ Aˆr ≤ Pˆ}.
Since 1ˆ − Fˆ Aˆr ≥ Pˆ if and only if Fˆ
Aˆ
r ≤ 1ˆ − Pˆ , we obtain a
Aˆ(Pˆ ) =
zAˆ(1ˆ− Pˆ ). 
Let
c : P(N ) −→ P(N )(100)
Pˆ 7−→ 1ˆ− Pˆ .
The previous lemma shows that aAˆ = zAˆ◦c. Since zAˆ is a right adjoint,
it preserves meets, and c maps joins in P(N ) to meets in P(N ), so aAˆ
maps joins in P(N ) to meets in R, i.e., to infima. aAˆ has an adjoint
that maps joins in R, i.e., suprema, to meets in P(N ), but we do not
need this here. It is straightforward to show the following analogue of
Prop. 4.4:
Proposition 5.5. Let N be a von Neumann algebra, let Aˆ ∈ SA(M),
and let M ⊂ N be a von Neumann subalgebra such that the unit el-
ements in M and N coincide. The function aδ
i(Aˆ)M corresponding
to δi(Aˆ)M, the inner daseinisation of Aˆ to M, is given by aδ
i(Aˆ)M =
aAˆ ◦ i = aAˆ|P(M). If Aˆ is bounded from below, then δ
i(Aˆ)M =
∨
{Bˆ ∈
SA(M) | Bˆ ≤s Aˆ} ∈ SA(M).
Hence, just like the function zAˆ, the q-antonymous function aAˆ en-
codes all inner daseinisations of Aˆ to von Neumann subalgebras M⊂
N in a uniform way: each aδ
i(Aˆ)M is given by simply restricting aAˆ to
the smaller domain P(M). The advantage of using aAˆ is equation (89),
aAˆ = −o−Aˆ, which relates q-observable and q-antonymous functions,
and clarifies how q-observable functions behave under multiplication
by −1.
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6. Physical interpretation and outlook
We have shown that to each self-adjoint operator Aˆ affiliated with
a von Neumann algebra N , one can associate a q-observable function
oAˆ : P(N ) → R, which is the left adjoint of the (extended) spectral
family EAˆ : R → P(N ) of Aˆ. Conversely, by Thm. 3.8 each self-
adjoint operator affiliated with N arises from an abstract q-observable
function, i.e., a join-preserving function o : P(N )→ R such that
(a) o(Pˆ ) > −∞ for all Pˆ > 0ˆ (which characterises a weak q-
observable function),
(b) there is a family (Pˆi)i∈I ⊆ P(N ) with
∨
i∈I Pˆi = 1ˆ such that
o(Pˆi) ∞ for all i ∈ I.
The q-observable function corresponding to Aˆ is denoted oAˆ. It is easy
to show that the image of oAˆ on non-zero projections is the spectrum
of Aˆ (see Lemma 3.12). If Aˆ is bounded from above, then the family
in condition (b) can be chosen to be {1ˆ} trivially.
This gives a new, non-standard way of representing physical quan-
tities in quantum theory, which are usually described by self-adjoint
operators in von Neumann algebras, or – for physical quantities like po-
sition and momentum which have unbounded spectra – by self-adjoint
operators affiliated with a von Neumann algebra.
The spectral order makes SA(N ), the set of self-adjoint operators
affiliated with N , a conditionally complete lattice (SA(N ),≤s). We
saw in Prop. 3.9 that this lattice is isomorphic to the conditionally
complete lattice (QO(P(N ),R),≤) of q-observable functions with the
pointwise order. This shows that q-observable functions faithfully rep-
resent self-adjoint operators and their order structure, as provided by
the spectral order (which differs from the linear order if and only if the
von Neumann algebra is nonabelian).
A limited ‘functional calculus’ applies to q-observable functions: as
long as we consider join-preserving (and hence monotone) functions
f : R → R, we have of(Aˆ) = f(oAˆ), see Thm. 4.7. Physically, such
functions f can be interpreted as rescalings of the spectrum of a phys-
ical quantity. For such rescalings, it makes sense to preserve the order
on R: if measurements of a physical quantity produce outcomes a and b
(which are real numbers in the spectrum of the self-adjoint operator Aˆ)
such that a < b, and afterwards some rescaling f : R → R is applied,
then it is sensible to demand f(a) ≤ f(b). In simple cases, such an
order-preserving rescaling corresponds to a change of units, e.g. from
◦C to ◦F .
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The question how q-observable functions behave under multiplica-
tion by −1 led us to the definition of q-antonymous functions, which
correspond bijectively to q-observable functions by −oAˆ = a−Aˆ. This
also implies that q-antonymous functions correspond bijectively to self-
adjoint operators and that Aˆ ≤s Bˆ is equivalent to aAˆ ≤ aBˆ in the
pointwise order.
The initial motivation for this article was twofold: on the one hand,
we wanted to elucidate some of de Groote’s results [16, 18, 19] by pro-
viding an order-theoretic perspective and by using Galois connections
systematically, while on the other hand, we aimed to gain a deeper un-
derstanding (and a generalisation to unbounded operators) of the da-
seinisation maps from the topos approach to quantum theory [12, 13, 8].
Prop. 4.2 shows that oAˆ|P(M) = oδ
o(Aˆ)M , that is, the (weak) q-
observable function of the outer daseinisation of Aˆ to M is given by
restriction of the q-observable function of Aˆ to the smaller domain
P(M). Analogously, we have aAˆ|P(M) = a
δi(Aˆ)M, that is, the (weak)
q-antonymous function of the inner daseinisation of Aˆ to M is given
by restriction of the q-antonymous function of Aˆ to the smaller domain
P(M); see Prop. 5.5.
Physically, the inner and outer daseinisations of a bounded self-
adjoint operator Aˆ to a von Neumann subalgebra M ⊂ N can be
seen as approximations of (the physical quantity described by) Aˆ to
the subalgebraM. Outer daseinisation is approximation ‘from above’,
while inner daseinisation is approximation ‘from below’, both with re-
spect to the spectral order. The more familiar linear order, in which
Aˆ ≤ Bˆ if and only if Bˆ − Aˆ is positive, does not give a lattice struc-
ture on the self-adjoint operators. (In fact, Kadison famously called
(Nsa,≤) an anti-lattice [21].) Hence, the approximations from above
and from below could not be defined with respect to the linear order,
since the relevant meets and joins do not exist in general. Moreover,
the approximation with respect to the spectral order guarantees [13, 15]
that
(101) sp(δo(Aˆ)M) ⊆ sp Aˆ, sp(δ
i(Aˆ)M) ⊆ sp Aˆ,
which is sensible physically: the approximations δo(Aˆ)M and δ
i(Aˆ)M
have a spectrum that is a subset of the operator Aˆ. In physical terms,
the approximations with respect to the spectral order introduce degen-
eracy, but they do not shift the spectral values.
Often,M is taken to be abelian and thus represents a measurement
context, since commuting self-adjoint operators correspond to com-
patible, i.e., co-measurable physical quantities. The representation of
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physical quantities in the topos approach to quantum theory is based
on this idea of approximation [13, 15], withM varying over the abelian
von Neumann subalgebras of N that share the unit element with N .
Outlook. In the second paper [9], entitled “Self-adjoint Operators
as Functions II: Quantum Probability”, we will interpret q-observable
functions in the light of quantum probability theory. It will be shown
that oAˆ : P(N )→ R is the generalised quantile function of the projection-
valued spectral measure eAˆ : B(R) → P(N ) given by a self-adjoint
operator Aˆ, where B(R) denotes the Borel subsets of the real line. In
this perspective, the spectral family EAˆ : R→ P(N ) takes the role of
the cumulative distribution function of the measure eAˆ.
Using some results from the topos approach to quantum theory, it
will be shown that the so-called spectral presheaf Σ of a von Neumann
algebra can serve as a joint sample space for all quantum observables
(seen as random variables). This is possible despite no-go theorems
like the Kochen-Specker theorem, since Σ is a generalised set – in fact,
an object in a presheaf topos – with a complete bi-Heyting algebra of
measurable subobjects, generalising the classical situation of a set with
a σ-algebra of measurable subsets. We will show how the Born rule
arises in this new formulation.
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