Abstract This paper proposes a new method for feature extraction and recognition of epileptiform activity in EEG signals. The method improves feature extraction speed of epileptiform activity without reducing recognition rate. Firstly, Principal component analysis (PCA) is applied to the original EEG for dimension reduction and to the decorrelation of epileptic EEG and normal EEG. Then discrete wavelet transform (DWT) combined with approximate entropy (ApEn) is performed on epileptic EEG and normal EEG, respectively. At last, Neyman-Pearson criteria are applied to classify epileptic EEG and normal ones. The main procedure is that the principle component of EEG after PCA is decomposed into several sub-band signals using DWT, and ApEn algorithm is applied to the sub-band signals at different wavelet scales. Distinct difference is found between the ApEn values of epileptic and normal EEG. The method allows recognition of epileptiform activities and discriminates them from the normal EEG. The algorithm performs well at epileptiform activity recognition in the clinic EEG data and offers a flexible tool that is intended to be generalized to the simultaneous recognition of many waveforms in EEG.
Introduction
Diagnosis of neurological disorders is based on the detection of typical pathological patterns in electroencephalogram (EEG). Epilepsy is one of the most common neurological diseases and it may be caused by many pathological processes of genetic or acquired origins. The presence of epileptiform activities (sharp wave, spike wave, spike-and-slow wave and sharp-and-slow wave) in EEG supports the diagnosis of epilepsy (IFSECN 1974) . Figure 1 gives out examples for the four types of waves, a spike wave, a sharp-and-slow wave and a spike-and-slow wave, which consists of a sharp or spike wave followed by a slow wave. The main difficulty in EEG analysis is how to distinguish these epileptiform activities from the normal ones, such as alpha rhythm at 8-12 Hz, eye movement and blink. Traditionally epilepticform activities can be visually inspected from EEG signals by highly experienced physicians. However, this process is a time-consuming task in case of long EEG recordings. So, rapid detection and recognition of epileptiform activity would give a great help to quantitative analysis and interpretation.
Research in automatic detection of epileptiform activities began in the 1970s and various algorithms addressing this problem have been presented (Gotman 1999) . Methods for automatic detection of epileptiform activities may depend on the identification of various patterns such as amplitude, rhythmic activity or EEG flattening (Harding 1993) . Several algorithms have been developed based on spectral (Srinivasan et al. 2005) or wavelet features (Adeli et al. 2003; Subasi 2007 ) and spatial context, (Dingle et al. 1993; Argoud et al. 2006) . Chaotic features (Kannathal et al. 2005a ) such as correlation dimension (Lerner 1996) , Lyapunov exponents (Güler et al. 2005 ) and entropy (Kannathal et al. 2005b ) have also been proposed to characterize the EEG signal. These features can then be used to classify the EEG signal by decision trees (Polat and Günes 2007) , ANNs (Güler et al. 2005) and support vector machine (SVM) (Derya Ü beyli 2008) .
Most of the epileptiform activity detection schemes consist of two stages. In the first stage, features are extracted from the original EEG data using time domain, frequency domain or time-frequency domain methods. Since the EEG is non-stationary in general, it is most appropriate to use time-frequency domain methods like the wavelet transform (WT) for feature extraction. It provides both time and frequency information of a signal thus it is possible to get and localize features in the data such as the epileptiform activity accurately. In Ocak (2009), the method of wavelet transform combined with approximate entropy is used for feature extraction.
In the second stage of the epileptiform activity detection schemes, features extracted from the EEG are used for classifier to differentiate normal and epileptic EEG. However, the classification performance is mostly dependent on the features that are being used to characterize the original EEG. Therefore, optimal selection of the feature plays a very important role in the performance of a classifier.
One of the important problems of automatic detection is the amount of EEG data. Most of the detection methods are designed to be applied to one channel of the EEG, and thus do not consider the EEG processing speed as well as how to reduce the amount of EEG data. Multi-dimension methods exploit the relationship between the different channels. And it is also helpful to compress EEG data and improve the speed of automatic detection system. The detection methods based on independent component analysis (ICA) and principal component analysis (PCA) are multi-dimension methods. The method in Ossadtchi et al. (2004) is applied to MEG, based on source analysis using ICA for multiple signal classification. In Pockett et al. (2007) , the method takes advantage of the information on the topography of ERPs. The detection is performed by searching for focal epileptiform activity using principal component analysis and dipole source model in Pockett et al. (2007) . The method in Hoey et al. (2000) is useful for searching for focal activity in EEG signal but results in a low detection performance for epileptiform activity.
In order to improve the recognition rate as well as to reduce the computation cost, a novel intelligent recognition method based on PCA, ApEn and DWT is proposed. In this study, 8-channel EEG data are compressed by PCA and electrode location of epileptiform activity is quickly completed by factor analysis. Then, features are extracted from the EEG data using discrete wavelet transform (DWT), which is demonstrated to be the most promising feature extraction method. Normal and epileptic EEG segments are decomposed into several sub-bands through DWT. ApEn values of the detail wavelet coefficients are used as features for classifier. ApEn is a measure of the predictability and regularity of a time series that have been applied to EEG for sleep analysis (Acharya et al. 2005) , identification of the burst suppression patterns and anesthetic depth monitoring (Bruhn et al. 2000a, b) . ApEn is not only showed to help understand EEG dynamics (Diambra et al. 2001 ), but also is effectively used in epileptiform activity detection (Kannathal et al. 2005b) . At last, Neyman-Pearson criteria are applied to classify epileptic EEG from normal ones. The relationship of detection rate versus false detection rate is obtained which shows that the proposed approach has a strong data compression and fast processing ability. Moreover, it has a high accuracy and low false detection rate. Figure 2 shows the structure of the feature extraction and recognition method based on PCA combined with ApEn.
Theory and algorithm
Principal component analysis PCA is a powerful transform method, (de Cheveigné and Simon 2007; Palaniappan and Ravi 2006) . It can transform source data into feature data linear with smaller dimension whereas the variance of the feature data is maximal. Through transforming, higher dimension feature space can be transformed into lower dimension principal component space to cut down the cost of computation. PCA is a way of identifying patterns in data, and expressing the data in order to highlight their similarities and differences. Since it is difficult to find patterns when the data are in high dimension, PCA is a useful statistical technique for analyzing data that has found application in the fields such as face recognition, image compression and biomedical signal processing (Chawla et al. 2006) . Besides, another main advantage of PCA is that you can find the patterns in the data, and compress the data by reducing the number of dimensions without losing much information. The idea to use PCA is due to the fact that, in most of the EEG data, there is a large amount of redundant information unnecessary for diagnostic applications.
Suppose
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Using PCA compression, recognizable reconstruction of a given signal may be achieved by summing the contributions of only first few basis vectors which contain most of the energy (Chawla et al. 2006) . The eigenvectors and associated eigenvalues are derived from the particular different sets through a linear-algebra decomposition process (Chawla et al. 2006) .
Figures 3 and 4 show the original EEG signals recorded from 8 electrodes (Fp1, Fp2, T3, T4, C3, C4, O1 and O2) with a sampling rate of 128 Hz and EEG principal components after PCA. In Fig. 3 , we can observe that EEG recordings of some channels such as T3 and C3 have obvious epilepticform activity. From the principal components (PCs) in Fig. 4 , we can clearly find the first few principal components extracted from epilepticform activity. Then, the first problem is how to choose the principal components, that is how to choose K. We use the following criteria:
where k i is eigenvalues of covariance matrix x ¼ ðx 1 ; x 2 ; . . .; x M Þ 0 . Usually, the threshold is 0.85. The second problem is how to interpret the location of epileptic signal on electrode from the principal components or give the relation of principal components with original EEG signal. Factor loading of principal components resolves the problem. Factor loading is defined by: 
where y k and x m are principal component and original signal, respectively, u km is corresponding coefficient vector. Table 1 gives the factor loading of the first two principal components with the original 8 channels' EEG signals. The largest values of factor loading for PC1 and PC2 are 0.92419 and 0.98499, respectively. It indicates that PC1 and PC2 reflect information of T3 and C3, respectively. The analysis result is consistent with what we observed from Figs. 3 and 4. Therefore, it is helpful to use PCA not only for dimension reduction and EEG data compression, but also for rapid epilepticform activity localization. Moreover, it proves that PCA can perform EEG analysis in real-time due to the characteristics of reduction of EEG data storage and computation cost. It is useful for automatic diagnosis in clinical application.
Processing of EEG using DWT Mallat (1998) presented the concept of multi-resolution analysis when he constructed an orthogonal wavelet basis. It makes multi-resolution characters of wavelet visual in space, and gives a way of constructing orthogonal wavelet basis and a fast algorithm of wavelet transform, i.e. Mallat algorithm.
In the second step of the proposed epilepticform activity detection method, the EEG signals after PCA are analyzed using DWT. Today, wavelets are also widely used in EEG processing. Because the optimal resolution for analyzing epilepticform activity corresponds to the frequency band 4-32 Hz (Subasi 2006) , a third level wavelet decomposition is utilized to EEG data at the 128 Hz sampling frequency for both normal subjects and epileptic patients. The corresponding frequency sub-bands of decomposed signals are listed in Table 2 .
In this representation, the coefficients D1, D2, D3, and A3 present the frequency content of the original EEG. Usually, short duration of sharp and spike waves are considered in clinic application. Therefore, we focus on sub-band 1, 2 and 3 to analyze epileptic EEG signals. Daubechies 4 (DB4) is chosen as a basic function to decompose the EEG signals into three sub-bands to get the desired frequency resolution.
Approximate Entropy (ApEn) Estimation
In the third step, ApEn values of the detail coefficients (D1, D2 and D3) at each level of the wavelet decomposition are computed. The ''approximate entropy'' is a family of statistic, which is introduced to quantify the creation of information in a time series. A low value of the entropy indicates that the time series is deterministic; contrarily, a high value indicates randomness. ApEn, unlike Shannon's entropy, takes into account the temporal order of points in a time sequence; so it is a preferred measure of randomness or regularity (Ocak 2009).
Formally, given N data points from a time series {x(n)} = x(1), x(2),…,x(N), one should follow these steps to compute ApEn (Pincus 2001 The ApEn value is obviously related to the assignment of m and r. Although m and r are important in determining the outcome of ApEn, no guideline exists for optimizing their values. To calculate ApEn, Pincus took m ¼ 2, r = 0.1-0.2 9 std in practices (the std is the standard deviation of a time series of N data points). In this way, a small m value (short templates) and large r value (wide tolerance) are selected to improve the accuracy of entropy estimate within limits that produce good statistical reproducibility for ApEn (Abásolo et al. 2008) .
It can be noticed from the above definition that ApEn (2, r, N) reflects the difference in the time series between the probability of the segments of two neighborhood points and that of three neighborhood points. It reveals the likelihood of creating a new mode when the vector dimension increases from 2 to 3, which displays the irregularity of the curve.
In this step, for computing the ApEn, we choose r ¼ 0:15 Â std and N ¼ 1000, respectively based on suggestions by Pincus. For comparison purposes, ApEn values of D1, D2 and D3 coefficients are computed for all EEG data sets. Significant difference is found between the ApEn values of the healthy subjects and the epileptic patients.
Experimental results

Epileptic components of EEG have different characteristics in different resolution detail signals. In this paper, ApEn is used to qualitatively analyze the different detail signals.
The aim is to find a generalization which can distinguish the normal and epileptic EEG through the differences of the complexity of epileptic EEG based on consistent experience or results.
In the study, the EEG data required are collected at Changhai Hospital Attached to the Second Military Medical University, Shanghai, China. The EEG data are recorded from 8 electrodes (Fp1, Fp2, T3, T4, C3, C4, O1, O2) attached by collodion on each subject's scalp according to the International 10-20 system of electrode placement. Each electrode is referenced to a common reference electrode that averages the electrical activity at all electrodes. The electrical activity at the common average reference electrode is considered to be near zero, and therefore reflects the electrical activity at the active electrodes fairly accurately. The sampling frequency of EEG data sets is 128 Hz and resolving power of the data is 16 bit. We choose two experimental groups: there are 55 segments from five epileptic patients in the first group, which consist of sharp-and-slow wave, spike-and-slow wave and spike. In the other group, we choose 60 segments from four healthy subjects. Each segment consists of 8-channel EEG signals.
PCA is applied to EEG segments for two groups, concerning the data compression and feature extraction. Two test segments are analyzed by PCA. The first segment showed in Fig. 3 is taken from epileptic EEG. The second segment is a normal EEG signal. The eigenvalues of principal components for both segments are given in Table 3 . The largest eigenvalues of the two segments after PCA are 1,212.4 and 690.4, respectively. In terms of PCA as a measure of feature extraction, this means the largest eigenvalue of epileptic EEG segment is evidently greater than the one of normal EEG segment. Therefore, the first principal component (PC1) of each segment is chosen as the feature extraction. Whereafter, each PC1 of two groups is decomposed into 3 sub-bands using DWT. Estimate values of ApEn are taken from the detail coefficients (D1, D2 and D3) for all the PC1s. Figure 5 shows distribution of the ApEn values D1, D2 and D3 of the two groups.
As expected, distributions of ApEn from normal EEG and epileptic EEG are different (Ocak 2009; Wang et al. 2009b) . The analysis of ApEn shows that the ApEn of high-frequency detail signals at the 128 Hz sampling frequency, such as D1 can obviously distinguish epileptic patients from healthy subjects, but the ApEn of lower- Figure 6 gives the detection rate vs. false detection rate for D1, D2, and D3 signals.
In Fig. 6 , the finding is that D1 outperforms D2 and D3 in recognizing epileptic EEG from the normal EEG. It proves that the energy of epileptic signal concentrates on D1 at the sampling frequency of 128 Hz by wavelet decomposition, and this can also be proved by observing Fig. 5 and the P value calculated above. This finding is consistent with the result reported in, (Ocak 2009; Wang et al. 2009b) .
Recognition results of two groups are shown in Table 4 . It is clear that low false detection rate is usually demanded in clinical application. Lower false detection rate is obtained at the cost of lower detection rate. For example, 98.182% detection rate is requested when 15% false detection rate is reached in D1 sub-band. Even now, it is sure that the method has the power to perform high detection rate and low false detection rate.
Then, a comparative analysis is carried out between the proposed method based on PCA and method, (Wang et al. 2009a, b) without PCA procedure. The clinical data in the experiment are used to extract and recognize epileptiform activity with the method in, (Wang et al. 2009a, b) . As the result mentioned earlier, here D1 also gets the advantage over D2 and D3 in recognizing epileptiform activity from normal EEG at 128 Hz sampling frequency. The optimal detection rate is 89.474% with 5% false detection rate in D1 sub-band. The result demonstrates that it is almost as accurate as that has obtained with the proposed method, but with much more effort. However, the PCA preprocessing is Compared with other approaches, this method reduces the amount of data and slows down computation cost without loss of recognition rate. And these advantages give deemphasis on the demands of system processing speed and data storage. Therefore, it provides a strong theoretic foundation of realizing a portable and desirable detection system for epileptic EEG. To conclude, the proposed method can be well accepted for EEG data compression and recognition of epileptic EEG signals.
