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我々は Linux 4.18.0に修正を加え，CUDA 10.0.130 と
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%3 = bitcast i64* %arrayidx to i8*
%4 = call i8* @g map(i8* %3)
%5 = bitcast i8* %4 to i64*
store i64 512, i64* %5


















を示す．アドレス変換を行う g map関数は voidポインタ
を引数にとるため，1行目で 64ビットの配列のアドレスを
8ビットのポインタにキャストしている．2行目で g map




















c⃝ 1959 Information Processing Society of Japan 4
情報処理学会研究報告
IPSJ SIG Technical Report
表 1 復旧対象ホスト
OS Linux 4.18.0
CPU Intel Core i7-8700
メモリ DDR4-2667 16GB
スワップメモリ 5GB
GPU NVIDIA GeForce GTX 960
ソフトウェア NVIDIA GPU driver 430.40
CUDA 10.0.130
LLVM 8.0
表 2 復旧対象 VM
ゲスト OS Linux 4.15.0
割当メモリ量 2048MiB
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