INTRODUCTION
One of the main factors limiting the quality of industrial NDE radiographie images and infrared images is unsharpness [1, 2, 3, 4J. Unsharpness degrades the quality of images. It blurs edges and details of images. Unsharpness is caused by various factors sueli as the diffuse radiation, the finite Slze of the radiation source, die scattering in the specimen, the scattering in the film emulsion, and the observation system transfer funcuon. Unsharpness can be mathematically represented as a result of a convolution and its effect can be reduced by a deconvolution algorithm. Many deconvolution algorithms have been developed to enhance images. The least-squares (Wiener) filter is an optimal statistieal filter in an average sense and it can be applied to deconvolve an image [5] . The constrained least-squares filter is designed to satisfy a certain constraint so that it is optimum to deconvolve each given image [5] . The maximum entropy deconvolution method has been demonstrated tliat it is a superior technigue for image restoration [6, 7] . However, the constrained least-squares filter and the maXImum entropy method require a lot of computational time. In practice, the least-squares (Wiener) filter is often usea.
In this work, a simple and fast image deconvolution method was developed to restore industrial NDE images. In this method, the Wiener filter is applied to restore images and the two-dimenslOnal fast Fourier trans form (FFT) required by the Wiener filter is replaced by the two-dimensional fast Hartley transform (FHT). The FHT maps areal image onto areal Hartley frequency function and uses only a single arithmetic operation. It is distinctly faster than the FFT and uses only half the computer resources of fhe FFT. Many properties of the FHT and the FFf are similar. The FHT is specially useful for fast image convolution and deconvolution. U sing the FHT in the Wiener filter design, a fast and effective image deconvolution method can be obtained. We have been developing the real time image digitizing and processing systems for practieal applications, and tbe FHT is very valua5le for the systems because die FHT requires a sma1ler memory size than the FFf and the cost of a high speed memory is expensive.
IMAGE DISTORTION MODEL AND THE WIENER FILTER
Let an ensemble of two-dimensional views of specimen be characterized by a discrete finite random field X = {X(i,j)jO::; i ::; NI -1,0::; j ::; N 2 -1}. Then a view of a specific specimen is a reallZation of this field and each element of this realization is a pixel of an image x = {x(i,j)j 0 ::; i ::; NI -1,0 ::; j ::; N 2 -1}.
The numerical value of x(i,j) represents the bnghtness of the image and (i,j) represents the pixel location. Because of nonperfect observation environments and nonperfect observation instruments, observed images are distorted. If unsharpness is descnbed by a two-dimensional discrete convolution and system noise is described by an additive random (u,v) H(u,v) + N(u,v) ( 2) where Y(u,v), X(u,v), H(u,v), and N(u,v) are Fourier transforms of y(i,j), x(i,j), h(i,j), and n(i,j), respectively. Values of u and v are in the range 0, 1, ... , N-l. For a noise free image wnere n(iJ)=O, the restored image may be simply obtained by using Y(u,v) j H(u,v)] (3) where F-1denote the inverse Fourier transform. In this aI'proach, there is a computational problem if H(u,v) is zero or very small in any region of interest in the uv-plane. For a noisy image, this simple approach has a another serious problem. Dividing Eq. (1) by H(u,v) Ylelds
(4)
If H(u,v) drops off rapidly as a function of distance from the origin of the uv-plane and N(u,v) falls off at a mudi slower rate, the term N(u,v)/H(u,v) would dominate the result X( u, v) . This situation often occurs in practice. Many algorithms have been developed to estimate x(ij) if y(i,j), h(i,j), and staustics of n(i,j) are given [5, 6, 7] . Treating x(i,j) and x(i,j) as random variables and minimizing the quantity E{ [x(i,j) -x(i,j) j2}}, the Wiener filter optimally estimates x(ij) in an average sense by (u,v) where IH (u,v) 1 2 = H* (u,v)H(u,v) . Sn(u,v) and St(u,v) are power spectral density functions of n(i,j) and x(i,j), respectively. The Wiener filter is also called the least-squares filter. A constrained least-squares filter is constructed by selecting the optimum,. In practice, Sn( U, v) and S J( U, v) are often unknown and an approximation of Eq. (5) is commonly used. It is given by (u, v) IH(u, v)12 +J( (, v) 
