Abstract-Universal semantic communication (USC) is a theory that models communication among agents without the assumption of a fixed protocol. We demonstrate a connection, via a concept we refer to as process information, between a special case of USC and evolutionary processes. In this context, one agent attempts to interpret a potentially arbitrary signal produced within its environment. Sources of this effective signal can be modeled as a single alternative agent. Given a set of common underlying concepts that may be symbolized differently by different sources in the environment, any given entity must be able to correlate intrinsic information with input it receives from the environment in order to accurately interpret the ambient signal and ultimately coordinate its own actions. This scenario encapsulates a class of USC problems that provides insight into the semantic aspect of a model of evolution proposed by Rivoire and Leibler. Through this connection, we show that evolution corresponds to a means of solving a special class of USC problems, can be viewed as a special case of the multiplicative weights updates algorithm, and that infinite population selection with no mutation and no recombination conforms to the Rivoire-Leibler model. Finally, using process information we show that evolving populations implicitly internalize semantic information about their respective environments.
I. INTRODUCTION
T HERE is no guarantee that any given collection of systems will be capable of productive collective interoperation. In the domain of computing, this is due at least in part to the proliferation of many different man-made systems that have been built by different people at different times as well as the ever-changing standards for these systems resulting from fluctuations in the amount of data used or applications required of them. Indeed, everyday experience is consistent with the failure of any ostensible interoperability guarantee when operating system upgrades lead to system failure, hardware drivers break or old software no longer works according to its specification. Therefore, it is important to understand when interoperability without any fixed standards or agreed-upon protocols is possible and at what cost.
One can view potential semantic ambiguity as the crux of the problem of interoperability. This is to ask: How can different systems interpret each other's actions relative to their own with enough accuracy to reliably succeed in performing their respective functions but without having the same background protocol, language, or linguistic framework to serve as a necessary precondition.
Information theory is a reasonable place to turn in searching for answers to this kind of question. However, Shannon's information theory does not capture semantics, as pointed out by Shannon and Weaver [21] . In particular, Weaver says (as quoted from [27] ):
"The effectiveness of a communications process could be measured by answering any of the following three questions 1) How accurately can the symbols that encode the message be transmitted ('the technical problem')? 2) How precisely do the transmitted symbols convey the desired meaning ('the semantics problem')? 3) How effective is the received message in changing conduct ('the effectiveness problem')?"
Shannon information specifically addresses item one from this list without referring to issues related to items two or three. Semantic communication is addressed by the theory due to Juba referred to as Universal Semantic Communication (USC) [7] , [9] . The conceptual advance put forth in USC is to associate a common goal to the objective of communication, which combines items two and three from Weaver's criteria for effective communication above. Thus the emphasis shifts from information being a thing to pass on, to being a kind of process, in which two agents interact and are only successful if they achieve some goal that has an impact on all agents involved. The common goal may allow for an arbitrary degree of cooperation: the goal may be common while favoring the overall interests of one individual over another.
There is much discussion about information-processing in biology in general and evolutionary theory in particular that requires a theory of semantic information [19] , [26] . In biology and evolution, Eigen [6] says the following of Shannon information with respect to issues it does not resolve that require a theory of semantic information:
"Information theory as we understand it today is more a communication theory. It deals with problems of processing information rather than of 'generating' information. It requires information to be present 'ab initio' in a well defined form; It always requires 'somebody' -usually man -to determine what to call 'information' and what to call 'nonsense.' This complementarity between information and entropy shows clearly the limited application of classical information theory to problems of evolution. It is of little help as long as information has not yet reached its 'full meaning', or as long as there are still many choices for generating new information. Here we need a new variable, a 'value' parameter, which characterizes the level of evolution."
In trying to answer this call for an interpretation of information in biological evolution, Rivoire and Leibler [19] show that under the assumptions (1) No information is inherited between generations, (2) any information acquired from the environment is common to all members of the population, and (3) only one type predominates in each environment, the long-term fitness of the population, if increased, implies gains in information, in the classical Shannon information-theoretic sense. Furthermore, in the same work they give a theory of semantic information. The importance of Rivoire and Leibler's model is its usefulness to those using Information-theoretic models in biology, as it shows in some cases mutual information can be equal to fitness. Juba's USC and Rivoire-Leibler theory have what appear on the surface to be quite different applications in mind, it is, however, remarkable how similar the two are in conceptualizing information as a process whose end point is a kind of statistical learning. We will show that the two are in fact more than just conceptually related, as there is a particular type of USC goal toward which a population evolving according to the dictates of the Rivoire-Leibler model is at least implicitly directed. Moreover, we should note that we take our example from a very restricted class of USC goals, and thus we show a tight connection between USC and the Rivoire-Leibler model (as opposed to using a very general USC model without restrictions, and using the ample degrees of freedom to embed Rivoire-Leibler evolution).
Juba, Sudan, and Vempala show that general USC (which he calls finding the generic universal user) is indeed possible, but only with considerable communication overhead. They give a few different results for special cases [10] , [11] . Here we give a different special case of the general problem (Theorem 1), and show that this problem is actually solved efficiently by a kind of population genetic dynamics (Theorem 8) .
The connection between a special class of USC problems and evolution is demonstrated through a particular kind of process-based information in which one agent tries to translate a signal from the other (e.g., words of a language that may be initially unique to the sender), assuming the existence of a common interpretation. Our process information model ends up encapsulating a class of USC problems (Theorem 1), and also captures what the Rivoire-Leibler model states about semantics. We use this connection to show that the Rivoire-Leibler model can thus provide a solution to a USC problem. We also generalize prior work on Multiplicative Weights Updates (MWU) and evolution, in addition showing that MWU is a way of generalizing the Rivoire-Leibler model of evolution, and using that result to show that infinite population selection with no mutation and no recombination conforms to the Rivoire-Leibler model (Theorems 4 and 5). Finally, we show that our generalization of the Rivoire-Leibler model, which uses process information rather than Shannon information, also generalizes their insight that an evolving population is learning information about its environment (Theorem 6).
The proof of Theorem 6 relies on the following insight: one can use the Rivoire-Leibler model to make equality comparisons between the fitnesses of different phenotypes by using the reward function given by the process information model (to construct a suitable Rivoire-Leibler process). Then one can use the comparators as a primitive to run through all possible pairs of phenotypes, and find out which phenotypes are in different equivalence classes. The equivalence classes of fitnesses can then be used to solve the process information problem, by decoding which word pairs mean the same thing. One can then further use this kind of information to implement a protocol for a simple USC problem. The interpretation of Theorem 6 is that the Rivoire-Leibler model can simulate the acquisition of process information, with the environment having an unknown semantics for which states are compatible with which phenotype, and the population deciphering equivalent compatibility (environmental meaning) of phenotypes.
The proof of Theorem 6 is interesting for the insights it gives us into the Rivoire-Leibler model. In particular, we can say in some non-trivial sense that it is possible to take any Rivoire-Leibler process in one environment, and change the population or environment to enable detecting equivalence in fitness for different phenotypes. Note that a trivial procedure for testing equality would rely on having access to the actual fitnesses. Why would it even be necessary for us to use the Rivoire-Leibler model to make such a comparison in that case? It is furthermore insufficient to say that our contribution would be to implement such a test (with known fitness) in an artificial environment. In that case, one could use the fitness to make the trivial environment in which only one phenotype can survive, and, depending on whether or not f (i, x) = f (i, x), it is either the first phenotype or the second phenotype. Instead, we are able to show that one can alter the environment or population frequencies in a prescribed way to implement the test, without knowing the particular values of the fitnesses. To be clear, the construction we use in the proof of Theorem 6 is sufficiently robust that one could implement it, in principle, via a small modification of an already-existing population, if one assumes that the fitnesses are bounded, or at least contained in the interval [L, U] with U > 1. If we choose b in the proof of Theorem 6 to be equal to f (i, x)/K, where K > U/L, then the test we show in Theorem 6 allows for an equality test is given by the fitness matrix:
And thanks to the constraints on U, Kf (i, x) > f (i , x). The fitness matrix given above can be constructed from an existing one (assuming two-states and two-phenotypes) as follows. Simply enforce a (linear) rescaling of the growth rate f (i, x) in the artificial environment. This might be accomplished by culling members of the first phenotype independently with probability (1 − 1/K) and introducing a number of members of the second phenotype so that there were K members for each member of the first phenotype.
Naturally, the most convincing argument that (RivoireLiebler) evolution was sorting out equivalence classes of growth rates would be if, without modifying the environment, it were possible to read off the classes of equivalent multiplication rates from a (near-)optimal transition matrix.
Our reduction given in the proof of Theorem 6 provides a means of decisively showing that fitnesses among 2 × 2 environments allow for direct comparisons between fitnesses and thus identifying fitness equivalence classes with suitable modification to the environment. Furthermore, it is possible for the particular environments that take the natural form indicated above. It would be an interesting but open problem to prove this is possible for environments of larger or even arbitrary size, as it appears to be the case based upon the simulation evidence presented by the original authors.
So, in sum, asexual selection with no mutation or recombination in the weak selection regime (and strategies for the Rivoire-Leibler model in general) can be interpreted as an algorithm for learning which phenotypes have equal fitness in which environment states. That is, we can interpret the information being gained in the Rivoire-Leibler model as being "about" the members of these equivalence classes w.r.t. fitness.
II. PROCESS INFORMATION
Before defining process information, we describe some background concepts. Informally, we assume that there are two agents Alice and Bob who don't share the same language, but who have the same collection of concepts associated with the words comprising their respective languages. The words signify or refer to the concepts (in this model, what words signify is what they mean). Words of Bob and Alice that signify the same concept describe some way of answering "what is it?" questions in the world, which we refer to as forms. This model of language is called the triangle of reference [1] , [16] . Examples of forms would be things like colors, dogs, or stones. For instance, a form would be the color corresponding to human perception of light with wavelength ≈ 475 nm. Alice speaks English and Bob speaks Spanish, so Alice uses the word "blue" and Bob uses the word "azul." Both have a concept corresponding to human perception of light with wavelength ≈ 475 nm which comes to mind when they hear "blue" and "azul" respectively. The concept of blue then is the concept that Alice and Bob have of the form blue, based on their experiences of elements possessing that color. The concept only corresponds to the form if it is accurate, and the two words for the concept reliably come to mind when the form is shown to Alice and Bob. For simplicity, we further assume that there is at most one form for every pair of words, and at most one concept for every pair of words that correspond to the same concept. The relationships between words, a form, and a concept can be visualized as: (1) Each of the arrows in Diagram 1 we understand as a kind of transformation or process. The intuitive colloquial conceptual treatment of this diagram is usefully formalized most generally in the context of category theory. We will, however, use set theory for this section, as it is the simplest way of introducing our model of semantics (and all that is necessary for understanding our the connection between Universal Semantic Communication theory and Evolution). We define the pullback of two functions f :
We define the projection maps p X and p Y to give copies of the elements in X× Z Y, only the first indices for p X and only the second indices for p Y .
We assume that both Alice and Bob's words are sets that are subsets of a universe C. Alice's words we denote as A ⊆ C, and Bob's words we denote as B ⊆ C. Alice and Bob are assumed to each have a collection of words associated to the same collection of concepts even though the word that Alice uses for a given concept may be different from the word that Bob uses for that same concept. The elements of this common collection of concepts, the collection to be denoted ψ, are also taken to be elements in C so that ψ ⊆ C. Let Q ⊂ A × B be a set of (w, w ) pairs that refer to or signify the same concept. To model Diagram 1 (for Alice and Bob's words and concepts), we assumed that the same concept mapped to multiple words w ∈ A and w ∈ B. Furthermore, we model the other content in Diagram 1 by saying for all pairs of words w ∈ A and w ∈ B and (w, w ) ∈ Q there exists some concept c ∈ ψ together with functions f A : w → c and f B : w → c. As there is at most one form for every pair of words (though not every word pair is associated with a form), one way of modeling this is to assume that the form F(w, w ) of w, w is an element of the pullback of f A and f B , and since C has pullbacks over C, F(w, w ) always exists for all elements in (A ∩ proj 1 (Q)) ∪ (B ∩ proj 2 (Q)), and is unique (see Appendix C).
The relation between w, w , F(w, w ) and c is given in this diagram: where p A and p B are the projection functions from F(w, w ) to w and w respectively. Now we assume that w and w are publicly available to both Alice and Bob, F(w, w ) is private but can be revealed, and f A , f B are private to Alice and Bob respectively and cannot be revealed to the other directly. If Alice wants to communicate what w signifies (which is c), therefore she can't show him f A or c, but instead has to communicate in such a way that Bob can decipher c.
The objective is for Bob to learn all of the associations between the common collection of concepts and Alice's words. One way that Alice and Bob can communicate to achieve this goal is for Bob to use concept-word feedback r c (w, w , x), which gives real-valued feedback about whether there exists a function whose domain includes w ∈ A and w ∈ B and that has as its codomain x ∈ ψ. r c (w, w , x) > 0 when there exists a function in the set of all functions involving elements in C such that w and w are in its domain and c is its codomain, and is 0 otherwise. r c (w, w , x) is equal to 1 when it is positive. In words, r c (w, Consider a process wherein one system, Bob, is provided with information that may be sufficient to learn all forms for the common terms Q of a pair of systems, Bob and Alice, using r c (w, w , x). Let n = |C|. If we have an algorithm A that one system, Bob, can use to learn all of the other system's, Alice's, words when given access to r c in m(n) steps, then we say the first system, Bob, can be m(n)-informed, and A is said to be m(n)-informing. We say Bob is informed in k steps if there exists an online algorithm A that Bob can use to learn all of Alice's words in Q when given access to r c in k steps. The rate of information from initiation until time t is then measured by using the number of words we have properly identified thus far. Whether one system is capable of being informed in this fashion at all and, if so, the number of steps k required to do so together qualitatively and quantitatively characterize what we refer to as process information.
More formally: Definition 1 (Process Information): Bob can be informed, in the sense of process information, in k steps, if there exists an online algorithm A with inputs A, B, C which receives k pairs (w, w ) where w ∈ A, w ∈ B, is able to query r c (as a black-box), and outputs the set of pullbacks for all pairs (w, w ) ∈ Q. The algorithm's execution proceeds in rounds, where on the i th round A receives the i th pair (w, w ), and is permitted to choose an arbitrary x ∈ C to use in a query r c on (w, w , x), as A has a single opportunity to make a query to r c in a round.
Positive feedback for A we say is a positive reward r c (w, w , x) > 0. If the algorithm A doesn't change its state at all when it receives positive feedback, then we say A is conservative. An algorithm A is conservative, in other words, when it guesses correctly that c is the concept associated with w and w and doesn't change its state. We note that the notion of a conservative algorithm is vital for our link between a certain class of USC-protocols inspired by machine-learning applications, and was introduced by [8] and used by the USC Juba and Vempala [11] . We simply apply this notion of conservative algorithms to connect a slight generalization of this class of USC protocols to our notion of process information. The use of such algorithms is so important because the learningrelated USC protocols all require this kind of algorithm to be simulated [11] . As a natural generalization of this work, we use a similar simulation technique.
Interestingly, the above semantic communication model can be generalized beyond Set theory to Category theory. The generalization is detailed in Appendix D. Such a generalization allows us to talk about communication over structured representations that are more complex than simple sets. The background concepts from category theory we apply in describing the generalization are reviewed in Appendix C.
III. PROCESS INFORMATION AND UNIVERSAL SEMANTIC COMMUNICATION
Aside from sharing the conceptual underpinnings of the primacy of process, goal-based notions of communication, and semantics, process information and USC can be formally related. The setting of process information resembles that of online learning, which is not so surprising, since the relation between USC and online learning [11] is very similar to the relation of USC and process information that we demonstrate. What follows is a very brief guide to USC (see [9] , [11] for a more complete account), followed by a result that process information as we have defined it corresponds to a certain kind of universal user within the USC framework.
The basic idea behind USC is to have a user and a server accomplish some goal together while interacting with their environment. User, server, and environment each have some internal state, and they are each joined by a (two-way) communications channel that also has a fixed state on each round. User, server, and environment have a strategy that specifies a distribution over new internal states and outgoing messages for the following round, given the entity's current state and incoming messages. Given strategies for each of the entities, the system as a whole is modeled by a discrete-time Markov process with a state space . The resulting stochastic process is given by the infinite sequence of random variables X 1 , . . . , X t , . . . where X t is the state of the system in round t. See Appendix B for more details about the USC framework.
A goal G is a pair (E, R), where E is a non-deterministic environmental model and R is a referee that classifies whether the goal is achieved. A user strategy u ∈ U is S-universal with respect to a goal G if, for every server strategy s ∈ S, (u, s) robustly achieves the goal (achieves it for all E and from all initial conditions). Also define for states a size parameter function sz :
→ N, and a bound B : U × N → N, taking a user strategy and a target error rate and giving a bound on the number of rounds needed to realize rate . Sensing functions (see definition in Appendix B) give a 0 if more than B(u, ) errors occur, and it is possible to arrange that the sensing function eventually always reports 1, so at most B(u, ) subsequent errors ever occur. Therefore, using the sensing function, USC can guarantee that either B(u, ) errors will occur or the referee is 0 (safety). Alternatively, using the sensing function, USC can guarantee that the referee is 1 (viability) for the achievement of a goal G. More specifically, in USC, one has v-viability for G for a sensing function V if there is a user strategy u ∈ U such that for all e ∈ E, σ 1 ∈ , V after v(sz(σ 1 )) rounds evaluates to 1 in every subsequent round in the execution of the protocol (where σ 1 is an initial state used by the execution of the protocol) with probability 1. V is s -safe for G if for all e ∈ E, user strategies u ∈ U, starting states σ 1 , whenever R (σ 1 ) = 0, then s (sz(σ 1 )) errors will occur, or for some t ≤ s (sz(σ 1 )) , V evaluates to 0 in some state X t . The aim of USC is to give a good class of users, called the generic universal users, that achieve the goal in a robust sense.
Definition 2: For a class of goals in infinite executions G, a class of user strategies U, we say that u ∈ U is a B-error (U, s , v)-generic universal user for G if for all g ∈ G, any server s, and any sensing function V that is s -safe and v-viable with s with respect to U for G when u ∈ U is provided the verdicts of V as auxiliary input, (u, s) robustly achieves G with min U S ∈U|U S v-viable with s B(U S , ·) errors.
For the result that follows, additional information about the USC model is available in Appendix B. We prove that process information and a special case of USC are linked by the following result, showing that a solution to a process-information problem gives a generic universal user for a specific class of goals.
Theorem 1: Let G C be a class of one-round multi-session goals in which the user's incoming messages on each round are drawn from a set S of sets in C (S ⊂ C), and its outgoing messages are from the set of sets P ⊂ C. Let U be a class of functions { f : S → P} with a size parameter n : U → N. Then a conservative m(n)-informing algorithm for U is a m -error generic universal user over U with 1-viable and 1-safe sensing functions for G C for error bound m (U, n ) = m(n(U)) + 1.
Proof: See Appendix B. Theorem 1 indicates the necessary conditions for a process to support the faithful transmission of semantic information via USC in the sense of process information. In what proceeds we review the connection between online learning and evolution in order to show that the relationship between USC and process information demonstrated in this section extends to models of evolutionary processes where semantic information is at stake.
The broad outline for the result is that one can use the algorithm that solves process-information in a white-box way, able to set and access the internal order of the pairs of words given to the algorithm, and other internal variables, besides the standard inputs. Then the white-box use of the algorithm allows one to take incoming messages as proposed word-pair inputs for the algorithm, and the outputs of the sensing function as the reward r c (w, w , x) and so forth.
IV. ONLINE LEARNING, MULTIPLICATIVE WEIGHT UPDATES, AND EVOLUTION
Online learning protocols are described as follows [3] . At all time steps t = 1, 2, . . . , T:
• Choose action a t ∈ A • Simultaneously an adversary (or Nature) selects z t ∈ Z • Receive loss l(a t , z t )
• Observe z t The objective of these protocols is to choose a sequence of actions a t that minimize the cumulative regret:
with |A| = n.
Definition 3 (Online Learning): An online learning protocol achieves no-regret when lim T→∞ 1 T R T ≤ 0. The Multiplicative Weights Updates (MWU) are an online learning protocol that selects actions probabilistically according to the following scheme:
. For gains we simply take the losses to be negative gain, and then the updates become
The regret bound for MWU is [2] . Theorem 2: Assume all losses l(a i , z t ) ∈ [−1, 1] and ∈ (0, 1/2], then the Multiplicative Weight Updates algorithm guarantees that after T rounds, for any decision i, we have:
And for MWU with gains the same bound holds, with the LHS lower-bounded by the RHS and losses replaced by gains [2] . From the above bound it follows that MWU is no-regret.
Recent work [4] has shown that infinite population selection with recombination and no mutation (and fitness values that are very close together, a regime called weak selection) is equivalent to MWU when used to play a coordination game (for a version of MWU that uses gains instead of losses). If one takes the limit of the same population genetics equations as used in [4] with no recombination (asexual reproduction) then one obtains gives us:
which is just MWU with gains. We conclude that.
Lemma 1: Infinite population asexual reproduction with weak selection is MWU with gains. Now we will describe recent work giving an informationtheoretic model of evolution, and show how certain equations from population genetics are related to that family of models.
V. PROCESS INFORMATION AND EVOLUTION
Evolution can be viewed as a process of communication between organism and environment [13] , [18] - [20] , [23] . Rivoire and Leibler sought to model evolution in a changing environment, and derive some relations between that setting and information theory including both the quantities, such as mutual information, and the mathematical formalism behind the theory. In the Rivoire and Leibler model [19] , σ t is the phenotype of which there are n σ , x t is the state of the environment of which there are n x , y t is a noisy signal of x t , and f (σ t , x t ) is the multiplication rate (the expected number of offspring, or "fitness function") for phenotype σ t in environment x t . In one special case of the model, f (σ, x t ) = f (x t ) when x t = σ t and 0 otherwise, and it is said to be diagonal. This special case refers to a situation in which each organism is capable of having a non-zero fitness only when its phenotypic state is equivalent to the state of the environment. Since organismal states are empirically almost always different from environmental states, the case of diagonal f is then considered to be rare as opposed to common. Even under a more abstract interpretation that treats the states as indices into sets of states with different meanings, this interpretation implies that an environmental state is associated to a single viable phenotypic state, which is also violated empirically. As the environment in the Rivoire-Leibler model is time-varying, it uses a discrete-time and discrete-state Markov chain to model how x t varies over time, and further assumes its ergodicity and stationarity. The inherited information is the phenotype σ t− 1 . Note in what follows we also call the time-evolution of the quantities in the Rivoire-Leibler model the Rivoire-Leibler process.
The strategy for changing the phenotype, called in information theory a communication channel [5] , is transition matrix π(σ t |σ t−1 , y t ), with π(σ t |σ t−1 , y t ) ≥ 0 for all σ t , σ t−1 , y t , and σ t π(σ t |σ t−1 , y t ) = 1. Such a transition matrix is a communication channel with input (σ t−1 , y t ) and output σ t . It is worth noting that π is a dynamics for updating the frequency of the phenotypes σ . The environment state x t gives rise to a noisy cue x t according to the communication channel q env (x t |x t ) and the cue gives rise to the noisy signal y t according to the channel q in (y t , x t ). Noiseless channels q in give perfect information about the cue, and are represented by the identity transition matrix δ such that δ(y t |x t ) = 1 if y t = x t , and 0 otherwise.
For example, let us consider a population of bacteria. x t would give the chemicals constituting the medium at time t, x t the subset of those chemicals for which the bacteria have a sensor, and y t the chemicals that a bacterium actually detects at time t, which may vary from bacteria to bacteria due to imperfect sensors. The difference between x t , the state affecting the multiplication rate f (σ t , x t ) , and x t , the cue, could model the delay between sensing and reproduction.
The fitness is a long-term growth rate for the number of organisms with the same phenotype given a particular π . In order to analyze how the population changes over time, Rivoire and Leibler introduce a vector Z t with Z t (σ ) being the frequency of individuals of type σ in the population, and the norm |Z t | = σ Z(σ ) being the total population size. Z t is a random vector, as it depends on the sequencex = ((x 1 , x 1 ), . . . , (x t , x t ) ), and givenx it is also subject to randomness generated by transition matrices π and p in . To represent the average conditionally to the environmental sequencex they use Z t (σ ) , and E[ Z t ] for the average over environmental sequences. Let N t (σ ) = Z t (σ ) be the average taken for a givenx. Then the following recursion holds:
where A (t) is shorthand for A (x t ,x t ) , and the current environment (x t , x t ) is fixed independently of the dynamics π of the population. This is to say that A (t) is, in effect, a stochastically-chosen matrix whose randomness is induced by the stochasticity of the environment. We initially make the following assumptions, which we subsequently relax:
1) No information is inherited between generations, π(σ t |σ t−1 , y t ) = π(σ t , y t ) 2) Any information acquired from the environment is common to all members of the population, so p in = δ, and thus y t = x t .
3) The multiplication rates have a diagonal form (see above). Then if our objective is to consider only the long-term growth of the total population size, the fitness can be defined as:
We want to choose π to maximize the growth rate for N t . If one choosesπ to maximize
, thenπ outcompetes all other time-varying π 's [19] , in other words, the following holds with probability 1:
Rivoire and Leibler quote a result by Kelly which implies that with probability 1,
and p s (x) is the stationary probability of the state x for the Markov chain modeling the states of the environment. Proof: See Appendix A. The environmental states having the same "meaning" due to equality of multiplication rate seems to be rooted in an intuition that if one can't distinguish the two with respect to information, then they are the same. This at its core is an intuition about information. According to papers on functional information, a proper measure of information for biology should take into account that different RNA sequences can have the same function. That is, there is tremendous functional redundancy (for instance, in RNA sequences and things like the synthesis of catalysts and aptamers) [25] . To model this, one would have to use relational information, and in particular, synonymy to the same concept/function. We quoted Rivoire and Leibler before on how they would approach this. Let's flesh their model out a bit.
"The source of meaning, encapsulated in the values of the multiplication rates of the individuals, needs to be taken explicitly into account in the measure of information."
For this to make sense, we have to couple the multiplication rate of individuals to the meaning somehow (besides just defining it to be the values of the multiplication rates themselves).
Let us assume that rather than f (σ, x) giving us only a multiplication rate, it gives us a measure of compatibility, by which we say σ is compatible with x to some degree (as was suggested by Rivoire and Leibler) . Recall that the conceptword feedback function from process information r c (σ, σ , x) plays a similar role, giving a measure of compatibility between σ and x, but also quantifying to what degree σ is just as compatible as σ to x. Say r c (σ, σ , x), when nonzero, gives a measure of how compatible both are to x, and if r c (σ, σ , x) = 0 then both are not equally compatible. Then when r c (σ, σ ,
Then by the definition of r c , equality of multiplication rates for different phenotypes is entirely determined by whether σ and σ considered as sets in some universe C have associated functions that have x ∈ C as a codomain. Now recall that the pullbacks are just the sets which make each of these equal. So the pullbacks are sets of all equal meaning phenotypes and states. Then the pullbacks are themselves sets and we can apply a function to these sets to get the equal meaning phenotypes and the equal meaning states. What this shows is that the equal multiplication rate condition corresponds to finding a form. We will use this insight algorithmically.
We will show that there is a way to use maximization of growth rate to test whether a pair of phenotypes σ, σ satisfy f (σ, x) = f (σ , x). Then we show that this can be used to predict the pullbacks of all n phenotypes with only poly(n) different evolving populations. Thus the evolving population of phenotypes in a Rivoire-Leibler model will be able to decipher which phenotypes are compatible with which states of the environment, and whether they are equally so. The evolving population according to Rivoire and Leibler's model thereby possesses process information relevant to the environment.
Theorem 6: Bob can be informed, in the sense of process information, using O((|A| + |B|) 2 |ψ|) Rivoire-Leibler process optima for a Rivoire-Leibler process with i.i.d states of the environment, drawn uniformly at random. Furthermore the algorithm used is conservative.
Proof: See Appendix A. In outline, we first show how one can use a Rivoire-Leibler growth rate maximumπ to decipher whether a pair of phenotypes have the same multiplication rate for a fixed environment. Then we show how to use this to recover all the pullbacks of the set. Finally, we show, in particular, that this can be accomplished using O((|A| + |B|) 2 |ψ|) Rivoire-Leibler process optima.
Based on the connection between MWU and the Rivoire-Leibler model optima, and using a similar argument as the previous results (Theorem 5) showing that the population genetics dynamics attain the Rivoire-Leibler growth optima for some fitness function, we obtain. Finally, Rivoire and Leibler's model has been applied as a justification for making information-theoretic models of biological systems, as then the fitness function is in some sense proportionate to information theoretic quantities (see [14] ). But the foundations for this identification are unclear, since in order to apply the analysis we have to have some idea about what the information processed by the system is about [26] . Thus one could use the generalization of the Rivoire-Leibler model we have proposed here to give a better foundation for the use of information theory in modeling biological systems, by using a version of communication theory that takes semantics into account. We leave a more detailed pursuit of this goal for future work.
