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Symplectic operators satisfying generic and group-invariant (spectral) positivity 
conditions are studied; the theory developed is applied and illustrated to determine 
the unique invariant frequency decomposition (equivalently, linear quantization 
with invariant vacuum state) of the Klein-Gordon equation in non-static space- 
times. Let (H, a) be any linear topological symplectic space such that there exists a 
real-linear and topological isomorphism of H with some complex Hilbert space 
carrying fi into the imaginary part of the scalar product. Then any bounded inver- 
tible symplectic S E Sp(H) (resp. bounded infinitesimally symplectic A E: sp(H)) 
which satisfies B(Sv, v) > 0 (resp. Q(Av, v) > 0) for all nonzero v  E H, where 
S + I is invertible, is realized uniquely and constructively as a unitary (resp. skew- 
adjoint) operator in a complex Hilbert space which depends in general on the 
operator and typically only densely intersects H. The essentially unique weakly and 
uniformly closed invariant convex cones in sp(H) are determined, extending 
previously known ,resuhs in the finite-dimensional case. A notion of “skew-adjoint 
extension” of a closed semi-bounded infinitesimally symplectic operator is defined, 
strictly including the usual notion of positive self-adjoint extension in a complex 
Hilbert space; all such skew-adjoint extensions are parametrized, as in the von 
Neumann or Birman-Krein-Vishik theories. Finally, the unique complex Hilbertian 
structure-formulated on the space of solutions of the covariant Klein-Gordon 
equation in generic conformal perturbations of flat space-is uniquely determined 
by invariance under the scattering operator. The invariant Hilbert structure is 
explicitly calculated to first order for an infinite-dimensional class of purely time- 
dependent metric perturbations, and higher-order contributions are rigorously 
estimated. 
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1. INTRODUCTION 
In this paper a solution is proposed to a long-standing problem of field 
quantization (in the case of Bose-Einstein statistics) that concerns the deter- 
mination of the physical vacuum state in time-dependent linear systems. A 
rational and unambiguous basis is given for the specification of a natural 
unique invariant Hilbert space quantization with vacuum (essentially, a 
physical particle interpretation or creation-annihilation operator formalism) 
for a generic class of linear time-dependent partial differential equations-for 
example, the prototype 
Qo + m +I + V(t, x) $9 = 0, (1.1) 
where V is a given real continuous function in Minkowski space-time. The 
principal new result in this connection is Theorem 16.3 (announced in [22]). 
Beyond the interest in “external field” systems such as (1. l), consideration of 
such time-dependent linear equations and of criteria for their unique quan- 
tization seems a necessary preliminary step to a subsequent treatment of 
nonlinear relativistic equations in physical space-time [27]. 
The justification that our solution exists and is unique in generic cases is 
virtually unrelated to the PDE or scalar-valued character of (1.1); basically 
only operator-theoretic ideas are involved. Here we develop a general 
mathematical theory for the “essential” unitarization of a given symplectic, 
extending that of [20]. The applications also involve an adaptation [20] to 
general symplectic systems of the recent infinite-dimensional extension-by 
M. G. Krein and collaborators [7]-of Liapunov’s classical stability theory 
for Hill’s equation. 
Of course, the mathematical existence of a continuum of mutually 
unitarily inequivalent quantizations of (1.1) is well-known ([5, 351). Our 
proposal, necessarily extra-mathematical, to prefer a particular Fock-Cook 
quantization of (1.1) for theoretical physical purposes is based on an 
elementary criterion for the physical vacuum state, a criterion which is 
simple to state, far from hew, and unexpectedly coercive. It is simply that the 
vacuum state for a quantization should be invariant under the interaction 
defined by a quantum scattering operator. Theoretically this requirement 
seems necessary if a consistent probabilistic (as opposed to merely formal) 
and physical particle (as opposed to merely “free particle”) quantization of a 
generic instance of (1.1) is to exist at all. (For discussion of the distinction 
between formal and probabilistic quantization, see [22] or [27].) Briefly, 
when (1.1) specifies a possible isolated quantum system, then the axiom ex 
nihilo nihil should apply. This proposal regarding the determination of the 
physical vacuum, in the C*-algebra context, was made explicitly in [24], but 
was implicit in the heuristic S-matrix theory of Heisenberg, Wheeler, and 
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others much earlier. The mathematical feasibility of a constructive 
implementation of this criterion, however, in the cases of time-dependent 
linear and nonlinear [22] equations, only recently has become apparent. 
A mathematically equivalent [26] criterion for the quantization is that the 
classical scattering operator for (1.1) should determine a unitary operator S 
in the the space H of real classical solutions of (1.1). That is, H has a 
natural symplectic structure Q, being a “classical system,” and S is 
automatically bounded, invertible, and symplectic. We require that S 
determine, as it does generically [ 191, a unique invariant real positive- 
definite symmetric form G on H such that G(., .) + X2(., .) is a complex 
Hilbertian structure. This additional structure on H provided by G-which 
structure is necessary and sufficient in the present case for the definition of a 
quantization-is sometimes known as a “splitting into positive and negative 
frequencies” or a “totally complex positive polarization.” 
Now Q has a simple local expression, but G is fundamentally nontrivial 
and nonlocal in space-time even for the Klein-Gordon equation. It turns out, 
however, that our problem receives a simple local expression within the 
manifold Sp(H) of all bounded linear symplectic transformation of H. 
Surprisingly, Sp(H) shares with the manifold of space-time the important 
feature of a canonical invariant causal structure (251, i.e., a local definition 
of “future directions” at each point g E Sp(H) which is specified by a 
nontrivial convex cone in each tangent space T,(Sp(H)). This causal 
structure is an essential element of our solution [20]. This conversion of a 
difficult nonlocal problem into an easier local one is another instance of a 
simplifying “transform” provided by symplectic geometry (cf. Section 5(D) 
in [33]). 
As an illustration, we include here a concrete solution to a widely 
discussed and two-decades-old problem concerning frequency decomposition 
of the covariant Klein-Gordon equation 
q l,cp + m’yl= 0 (l-2) 
on a nonstatic space-time in the case of generic conformaily and 
asymptotically Minkowskian Lorentzian manifolds. Examples are also 
presented: the lowest order approximation J,(h) to the invariant Hilber- 
tization J(h) is explicitly calculated for an infinite-dimensional class of 
purely time-dependent metric perturbations h with polynomial falloff in time. 
J(h) and J,,(h) appear discontinuous at h = 0 in the usual vector space 
topologies, but an estimate of the form ]]J(h) --J,,(h)]] = O(h) is proven, 
giving these examples the character of a simple experimental mathematical 
apparatus. 
In [ 151 Lichnerowicz gave the local form of the symplectic structure for 
(1.2) and thereby the commutation relations and a C*-algebraic quan- 
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tization. The problem (which is not completely a mathematical problem) of 
extending this as above to a “natural” complex Hilbertian structure or, 
equivalently, of defining physically appropriate creation and annihilation 
operators and a vacuum, has since then been extensively studied and 
discussed in the physics literature but without, however, any apparent 
fundamental resolution. The notable exception has been a rigorous treatment 
([ 12, 161) of cases of space-times that admit one-parameter groups of 
temporal isometries, in which case known theory [3 1 ] for invariant quan- 
tization of one-parameter positive-energy symplectic groups essentially 
suffices. See [lo] for a recent, comprehensive mathematical review of the 
situation, and [23] for many references to the physics literature. 
In more specific mathematical terms, what we do in Chapter II is extend 
the topologically uncomplicated treatment of unitarization in [ 20]-which 
mainly considered only the symplectic operators S such that S + Z and S - Z 
have bounded inverses-to cases that are more realistic for relativistic field 
theory as they involve possibly “unbounded” Hilbertizations (what we have 
called “essential unitarization”), as sketched in [22]. For example, the 
spectra of the scattering operators S computed in Section 16 are not bounded 
away from 1. Criteria for the existence of bounded Hilbertizations of certain 
unbounded infinitesimal symplectics were found independently by Palmer 
[ 171, who has also investigated analogous unitarization problems for fermion 
fields and physical applications [ 181. How the present results generalize 
those in [ 171 is discussed in Section 9. 
The symplectics treated here, as in [ 171, are those which are semi-bounded 
in a natural invariant sense, which is closely related to the local notion of 
group causality mentioned above and shown unique in Chapter I. We also 
define and discuss some purely mathematical aspects of unbounded 
symplectics, such as their (i) polar decompositions and (ii) “skew-adjoint 
extensions.” The former notion (i) appears in a criterion (Theorem 8.6) for 
the existence of certain Lugrungiun subspaces of (H, 0) @ (H, -Q) (cf. 
1331). Theorem 8.6 is needed for the essential unitarization results. It states 
that the graph of ,a closed possibly unbounded symplectic operator 
E: gE + H is Lagrangian provided that the factors of the polar decom- 
position are also symplectic. Instances are adduced where this latter 
condition is also necessary. Notion (ii), which we define, extends the usual 
definition of “positive self-adjoint extension of a positive hermitian 
operator.” In addition, we classify all of our “skew-adjoint extensions,” and 
show that they can be identified with ordinary skew-adjoint operators on a 
definite complex Hilbert space (Theorem 14.1). 
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I. UNIQUENESS OF CAUSAL STRUCTURES IN sp(H) 
2. Notation 
Chapters I-IV of this paper will be concerned mostly with an arbitrary 
symplectic space H as hypothesized in the Abstract. While only the 
symplectic and linear topological structure of H will figure in hypotheses of 
theorems, it will be convenient to fix additional structure. The following 
basic notation will be used throughout this paper. 
Let H, be a real Hilbert space (not necessarily separable) with inner 
product (. , . ),, , and set H = H, @ H, , with the direct sum real inner product 
(24 u> = (u, u>o t (w w>o (u = (u, w) E H, 0 H,). 
H also has a symplectic form Q(., a) defined by 
Q((XYY)V (k u>> = (Y, u>o - (XT u>o (xv Y, u, u E H,) 
and a complex structure J defined by J(x, y) = (-y, x) for all x, y E H,, i.e., 
J=(; ;‘). The three structures are related by 
(u, u) = Q(Ju, u) &,vEH). 
Let L(H) (L(H,)) be the space of real-linear bounded operators on H 
(resp. H,), Sp(H) the subset of L(H) of invertible operators preserving 0, 
and sp(H) the subspace of L(H) of operators skew with respect to Q. Recall 
Sp(H) acts on sp(H) by conjugation, i.e., the adjoint action. llxll and IIA (I, for 
given x E H and A E L(H), denote the usual norms obtained from the inner 
product (., .) on H. If A E L(H), A’ denotes its transpose with respect to 
(., . ), and tr(.) denotes the trace on H as a real space. Let L,(H) be the ideal 
of trace-class operators in L(H). Recall that the ultraweak topology on L(H) 
is the w*-topology, regarding L(H) as the (real) Banach space dual of L,(H) 
via the trace. K(H) denotes the ideal of compact operators in L(H), and we 
define 
k sp(H) = K(H) n sp(H). 
Let U(H) be the subgroup of Sp(H) commuting with J. U(H) is the 
subgroup of L(H) preserving the complex inner product (., e) + iQ(-, - ). 
Define 
Co = (X E sp(H): for some k > 0, &XV, V) > k(u, ZJ) for all u E H}, 
which is a uniformly open (in sp(H)) Sp(H)- invariant convex cone. Its norm- 
closure is 
E0 = {X E sp(H): ~(XU, u) > 0 for all u E H). 
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the subspaces commuting and anticommuting, respectively, with J. By 
Theorem 1 in [20] any element of Co is conjugate under Sp(H) to some 
element of k. Note that k is isomorphic to the bounded skew-hermitian 
operators on a complex Hilbert space, which one can take to be the complex- 
ification of H,, or simply H with the above complex scalar product (a, a) + 
iQ(., .) and complex structure J. Therefore the mapping 
XEsp(H)++(X+JXJ-‘)Ek (2.1) 
is the projection onto the first summand k, relative to the direct sum decom- 
position sp(H) = k 0 p. 
3. Invariant Convex Subsets of sp(H) 
This section merely collects some lemmas used in Sections 4 and 5. 
LEMMA 3.1. Conjugates of conk (resp. con k n K(H)) by the group 
Sp(H) span sp(H) (resp. k sp(H)) as a real vector space. 
ProoJ Any X E k is U(H)-conjugate to some Y = (i -,“) by the 
spectral theorem, and YE C0 if and only if D > 0. Now any symmetric D is 
the difference of nonnegative operators, so clearly the span of con k (resp. 
c,f-lkf-lK(H)) includes k (resp. k n k sp(H)). To obtain p, let 
CJ = (I/2 0 o 2,) E Sp(H), and note that for all B E L(H,), 
s (; -($-~-S-l (; -f)S=(15/4)(; f) 
and 
T (i :)T-‘= (y i), where T=2-‘/‘(: T)ESp(H). 
Such elements, where B is symmetric, span p. 
LEMMA 3.2. Zf FE L,(H), then F, = f(F + JF’J) is an element of 
sp(H) n L,(H) and tr(FX) = tr(FiX) for all XE sp(H). 
Proof. It follows from the fact that X E sp(H) if and only if X = JX’J, 
and the invariance of the trace. 
In the next four lemmas we assume that J is a subset of sp(H) which is 
convex and Sp(H)-invariant. 
580/48/S3 
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LEMMA 3.3. rfM# {O}, then An k # (0). 
Proof. As X + JXJ-’ E k for all X E sp(H), it suffices to show that 
0 #J? s p leads to a contradiction. If 0 # (“, -“, ) E p, then for all real c 
but this is not always in p as clearly 2A + cB # 0 for some c f 0. 
LEMMA 3.4. ZfJ @ K(H), then A’n k & K(H). 
Proof. Take any X = Y + 2 E A, where YE k and Z E p, which is not 
a compact operator. By (2.1), it suffices to consider the case where Y is 
compact. Let Z = (“, :A ) and use the computation in Lemma 3.3. 
LEMMA 3.5. Zf Y= (i -,“) E-R; then for all A E L(ZZ,) which are 
symmetric and invertible, 
Y,= (i, -fqEX, where D, = +(AzM +A-‘DA-‘). 
Proof. Note that for such n we have T = ($ ,,‘?,) E Sp(H), and compute 
Y, = ~(TYT-1 + T-IYT). 
For use in the following lemma and the proof of Theorem 5.1, we make 
the following 
DEFINITION. Let (., .) be a continuous symmetric real form on H. A 
closed (real-linear) subspace M of H is called strictly negative for (e, .) if 
(v, v) < 0 for all nonzero v E M. 
LEMMA 3.6. Given any X EA and E > 0 having the property that the 
symmetric form 
S(., *) =Lqx*, .) + &(., .) 
is not nonnegative semidefinite, then there exists YE M n k such that 
has the same property. Furthermore, if there exists some closed irlfinite- 
dimensional strictly negative subspace for S(., e), then YE Yarn k can be 
chosen so that S,(., .) also has an infinite-dimensional strictly negative 
subspace. 
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Proox Let A4 be some closed strictly negative subspace for S(., .) as 
above. By an inductive procedure, one can choose a nonempty set of 
elements x, from M (a ranging over the index set Z’,), and extend it to a 
complex orthonormal basis {~~}=~r (Z,, z r) for the Hilbert space H with 
complex structure J as usual, such that Z,, is infinite if M is infinite- 
dimensional. (Clearly one can insure Card Z, > f dim A.) 
Let M, be the closed real-linear span of the x,, where a E Z,, so that 
JM, nM, = (0). For a given c > 0, define A E Z,(H) by Au = cu and 
A(Ju)=c-‘(Ju) for all OEM,, and A = Z on the space orthogonal to 
M, + JM,. Note that a(., .) vanishes on M,, so that A E Sp(H). 
Then for all v E M,, 
f2((A -‘X/i + JA -‘XAJ-‘)u, u) 
= c%(Xu, u) + c-*f2(XJu, Ju) 
< (-c*& + c-* IlXll)(u, u) < -4&(U, u) 
for c sufficiently large. Since f(A -‘X/i + J/1 -‘XAJ-‘) is an element of 
An k, the lemma follows. 
In the final two lemmas of this section we assume in addition that A is a 
cone, i.e., invariant under multiplication by positive reals, and also that 
X + rn Y E A, rn -+ 0, imply X E A for all X, YE L(H), r,, real. (3.1) 
(3.1) is implied, for example, if J is closed in some linear space topology. 
LEMMA 3.7. Let D E L(H,) be such that D is symmetric and 
(i -,“) EM. Let H,, = H, 0 H- be a D-invariant orthogonal decom- 
position, such that D > E > 0 on H, , and let P be the orthogonal projection 
in H, onto H,. 
Then A’ contains ( p”, -,‘I ), where P, is any subprojection of P. 
Proof: Let D, = PD’P and A = cP + Z, as in Lemma 3.5, where c > 0. 
Using assumption (3.1) and the assumption that A is a cone, an application 
of Lemma 3.5 shows that A’ contains (04. -f+). 
Next, regard D, as a multiplication operator il4, for some real measurable 
function f on W, where (W, cc) is a measure space, so that a >f(x) > E > 0 
for all xE W, H, is regarded as real L,(W,p), H+@H+ as L,(W,,u)O 
iL2( W, p), and J corresponds to multiplication by i. 
Define ,4(x) = ((a + (a’ - cf(x))*)“*)lf(x))“* for all x E W, so that 
a = ;(A ‘(x) + A -‘(x))f(x). Lemma 3.5 now implies that ( j -,’ ) EA. 
Further application of Lemma 3.5 and (3.1), as in paragraph one of the 
proof, shows also that such (,“, -,‘I ) are in A. 
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LEMMA 3.8. Zf J contains some (j -,“), where A > E > 0, then 
~s/#f. 
Proof: By Lemma 3.7 (where ZZ- = {0}), J contains (y <‘); hence also 
Ci -b’) for arbitrary bounded symmetric II > Z by Lemma 3.5. 
Given now any X E cs, we have X + EJ E C, for all E > 0, and thus by 
Theorem 1 in [20], S(X + EJ) S-i has the form (i -,” ) for some n > c > 0 
and some S E Sp(H). Thus X + s.Z E M for all E > 0, whence X EJ by 
(3.1). 
4. Weakly Closed Invariant Convex Cones 
It was noted in Section 2 that the symplectic group Sp(H) of a complex 
Hilbert space H contains as a subgroup the unitary group U(H). 
Infinitesimally, sp(H) contains the subspace k isomorphic to all bounded 
skew-hermitian operators on H; U(H) acts on k by conjugation. Now clearly 
C,= {JZZEk:H>O} (4.1) 
is an ultraweakly closed convex cone in k invariant under U(H); however, 
there are other such cones. 
For example, take H finite-dimensional and regard k as all n x n skew- 
hermitian matrices. Any XE k can be diagonalized, i.e., is conjugate under 
U(H) to some X, E T, T denoting the subspace of diagonal skew-hermitians. 
Thus each U(H)-invariant convex cone C in k is determined by C n T. Now 
it follows from results of Horn (91 that the class of C n T which arise in this 
manner are precisely the convex cones in T which are invariant under the 
finite group acting on T by all permutations of the n diagonal entries. It 
follows that there are clearly at least a continuum of such C n T and C. 
We will see in this section and the next that, by passing to a larger group 
(Sp(H)) and a larger space (sp(H)), this plethora of invariant convex cones 
is removed. It was noted by Vinberg [28] and independently in [2 I] that a 
finite-dimensional symplectic Lie algebra has a unique (up to sign) Sp(H)- 
invariant closed convex cone, namely, cO. Here we show that this uniqueness 
persists effectively in the infinite-dimensional case as well (Theorems 4.2 and 
5.1). 
We return to the case of a space H of arbitrary dimension. Recall that the 
ultraweak topology on L(H) is finer than the weak operator (w.o.) topology, 
and that a convex subset of Z,(H) is w,o.-closed if and only if it is strong 
operator (s.o.) closed. 
Let C be any Sp(H)-invariant convex cone in sp(H). Define 
C* = {XE L,(H) n sp(H): tr(XY) > 0 for all YE C}, 
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an L,(H)-closed and Sp(H)-invariant convex cone, and 
(C*)* = {XE sp(H): tr(XY) > 0 for all YE C*}. 
Clearly CE (C*)*, and (C*)* is an invariant ultraweakly closed convex 
cone. 
LEMMA 4.1. In the notation of the previous paragraph, I$ C is 
ultraweakly closed, then C = (C*)*. 
Proof. If X E sp(H) - C, then X and C may be separated by a 
continuous linear functional, i.e., there exists FE L,(H) (and by Lemma 3.2 
we may also take FE sp(H)) such that tr(FX) = -1 and tr(FY) > 0 for all 
YE C. But then FE C*, so X& (C*)* and C = (C*)* follow. 
THEOREM 4.2. Let C be a nontrivial ultraweakly closed Sp(H)-invariant 
convex cone properly contained in sp(H). Then C equals CO or -CO. 
Proof: (C*)* # sp(H) by Lemma4.1, so C* # {O}. By Lemma 3.3, 
C* n k f {O}, so there exists (-$ f) E C*, D # 0 symmetric and trace 
class. Now take some normalized eigenvector v for D, and apply Lemma 3.7 
to infer that C* contains ( -“p c) (replacing C by -C if necessary), where P 
is the orthogonal projection onto the real space spanned by v. 
Let/1=Z+cPforc>O,sothatII>Z.Then 
converges in L,(H) to (0” c) as c--1 00, so Y= (i E) E C* also. But 
tr(Yx> = ~(XU, u) for all X E sp(H), where u = (v, 0) E Ho 0 Ho = I-I. NOW 
Sp(H) acts transitively on H - {0}, so C G c0 by definition of C*. 
To show the reverse inclusion, take first any nonzero X E Cr‘l k, which 
exists by Lemma 3.3. As before, X is conjugate under U(H) to (i -,“) E C, 
where 0 #D > 0 (since CC&). By Lemma 3.7, C must contain some 
(i -op ) where P is a one-dimensional projection. Now .Z = ( y ;‘) is in the 
ultraweak closure of finite sums of such elements, so J E C. But then c0 E C 
by Lemma 3.8, so C = cO. 
5. Uniformly Closed Cones 
Most of the proof of Theorem 4.2 (in fact, all but one step) does not use 
the rather strong ultraweakly closed assumption on the cone C. In fact, if H 
is separable, the list of uniformly closed invariant convex cones in sp(H) is 
modified only by the ideal of compact operators. In particular, by the 
following theorem the only uniformly closed Sp(H)-invariant subspace of 
sp(H) is k sp(H); this fact is also a stated special case of Proposition 1C on 
p. II.9 of [37]. 
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THEOREM 5.1. Let H be separable and suppose that C is a nontrivial 
Sp(H)-invariant convex cone which is properly contained in sp(H) and 
uniformly closed. Then C or -C is either 
(2) qn W-0 
(3) ksp(H), or 
(4) c, + k sp(H). 
If H is infinite-dimensional then all seven such possibilities for C are distinct 
and do occur, i.e., G + k sp(H) is uniformly closed. 
Proof. Given any such C, we define C* and (C*)* as in Section 4. 
CASE 1. C* # (0). We claim that (1) and (2) above will result in 
Case 1. 
We may assume that (C*)* = c0 by Theorem 4.2, so C G cO. 
Case 1A. There exists X E C - K(H). In this case we claim C = c,. To 
see this, note that by Lemma 3.4 there exists (i -,“) E C such that D > 0 
and D is not a compact operator. Applying Lemma 3.7, we see that there 
exists Y= (F -,’ ) 5 C where P is a projection onto some infinite- 
dimensional subspace H, s H,. Now dim Hi < dim H, since H is 
separable. Therefore the hypotheses of Lemma 3.8 are satisfied (by forming 
the sum of Y and a conjugate), giving Es S C. 
Case 1B. C c K(H). In this case we claim C = K(H) ncO. To see this, 
note that we already have C ~Canlc’(H) and rO= (C*)*. Now L,(H) is 
the dual of K(H) in the uniform norm, so if by way of contradiction there 
was an X E ((C*)* n K(H)) - C, by a standard separation theorem there 
would exist some FE L i(H) (and we take FE L,(H) n sp(H) by 
Lemma 3.2) such that tr(XF) = -1 and tr(FY) > 0 for all YE C. But then 
F E C*, contrary to X E (C*)*, a contradiction. Thus C = cOn K(H). 
CASE 2. C* = {0 ). We claim that (3) and (4) occur in Case 2. 
Case 2A. C c K(H). We claim C = K(H) n sp(H) here. If not, as above 
there exists F E L i(H) n sp(H) such that F# 0 and tr(FY) > 0 for all 
YE C. But then FE C*, so C* # {0}, a contradiction. 
Case 2B. There exists X E C -K(H). In this final case we will even- 
tually show that (up to sign) 
C=cO+ksp(H) (5.1) 
and in particular that the r.h.s. of (5.1) is norm-closed. 
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By Lemma 3.4 there exists X E (C n k) -K(H), say X= (i -,“). 
Replacing D by -D if necessary, observe that Lemma 3.7 (with H, infinite- 
dimensional) and Lemma 3.8 (using again in the same way the hypothesis 
that H is separable) imply cs G C. 
We next show that k sp(H) c C. Now c0 # C (else C* # { 0}), so there are 
XEC,uEH,ands>Osuchthat 
qxv, u) + E(U, 0) < 0. 
By Lemma 3.6, we can assume X E C fY k, or X= (i -,“), where D is not 
nonnegative. Use Lemma 3.7 again to show that C contains ( -“, E), where 
P is a one-dimensional projection. Since C is norm-closed, it contains all 
( -‘,, t ), where A > 0 and A is compact. But also r0 E C as shown above, 
so C 2 k sp(H) n (kc,) n k. Thus C 2 k sp(H) by Lemma 3.1. 
To complete the proof of Theorem 5.1 we tirst need additional notation 
and then Lemmas 5.2 and 5.3. Let 
C, = {X E sp(H): for all E > 0, 0(X., .) -t a( +, .) is a symmetric 
form all of whose strictly negative subspaces (cf. Section 3) 
are finite-dimensional}. 
LEMMA 5.2. C, = co f (sp(H) n K(H)). 
Proof: “9 is obvious. To show “G,” note that X E sp(H) if and only if 
X = JH, where H’= H. Let H = H, -H-, where H, and H- are 
nonnegative, have zero product, and leave invariant complementary 
orthogonal subspaces. Then JH = X E C, implies that H- is compact, so 
JH, E co and JH- E sp(H) n K(H). (Q.E.D. Lemma 5.2) 
LEMMA 5.3. C, is unform& closed. 
Proox Let X, E C, and X, --t X in norm. Take E > 0 and let 11X, -XII < 
e/2. Then if A4 is a closed linear manifold such that 
qxu, ?I) + E(U, u) < 0 for all v EM- {0), 
then 
J4x,b 0) + W)(& u> < 0 for all v EM- (0) 
also. Thus dim A4 < co because X, E C, ; hence X E C, . 
(Q.E.D. Lemma 5.3) 
To conclude the proof of Theorem 5.1, note that we have C 2 C, by 
Lemma 5.2, and that it remains to prove equality. Suppose, by way of 
contradiction, that there was an X E C - C,. Then X satisfies the hypothesis 
in the second part of Lemma 3.6 for some E > 0. By that lemma’s conclusion 
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there exists Y = (i -,” ) E C such that D < --E < 0 on some infinite- 
dimensional D-invariant subspace. Lemmas 3.7 and 3.8 and the separability 
of H then imply that -rs~ C. But we had cs~ C already; Lemma 3.1 then 
implies sp(H) E C, a contradiction. This completes the proof of Theorem 5.1. 
II. UNIQUE ESSENTIAL UNITAR~ZATION AND 
SKEW-HERMITIZATION 
6. Definitions and Statement of Results 
We continue with the general discussion and motivation left off in 
Section 4. Recall the cones Ck from (4.1) and Es from Section 2. It is easy to 
see that there are the inclusions 
k -sp(H) 
I 1. 
Ck- co 
Now from the standpoint of H regarded as only a linear topological 
symplectic space, the complex structure J and thus the subspace k of sp(H) 
commuting with J were quite arbitrarily chosen in Section 2. From this 
standpoint any other complex structure SJS-‘, where S E Sp(H) would do 
as well. In fact, es is “built up” from all of the smaller cones 
C,,= {XECo:XJ,=J,X} 
as J, ranges over such SJS - ‘. (Note CI, = k n co = C,.) 
More precisely, it was shown in [20] that Co, the interior of c0 in the 
uniform topology, consists exactly of the disjoint union of all of the interiors 
(relative to (X E sp(H): XJ, = JIX)) 
(CJ,)‘“’ = Con C,, = {JIH E CJI: H 2 E for some E > 0), 
where J, = SJS-’ and S ranges over Sp(H). In other words, each X E C,, 
commutes with a unique such J,. Having given (H, a) the unique complex 
Hilbert structure Ll(J,-, ,) + iLl(-, -), one then speaks of the “unique skew- 
hermitization” of elements of C,, and similarly of the “unique unitarization” 
of certain S E Sp(H) (notions which are defined below). (Note that the “y 
is relative to f2(J,., +).) 
However (cf. [22]), the elements of Co are a priori, at least, too regular for 
certain applications (e.g., the examples computed in Section 16), and that it 
is desirable to extend the unique skew-hermitization notion to the larger cone 
C, = {X E sp(H): Q(Xu, u) > 0 for all u # 0) (6.1) 
UNITARIZATION OF SYMPLECTICS 323 
introduced in [20]. Of course if dim H < 03 then Co = C i and there is no 
change. However, in the infinite-dimensional case there is a major difference: 
typically each X E C i - Co, although a bounded operator, “wants” to 
commute with a unique positive symplectic complex structure J, which is 
possibly unbounded relative to the original topology on H. (This is made 
precise in the definitions and theorems stated later in this section.) 
Nevertheless, these complex structures are still orthogonals with square -1; 
the point is that these J, will act on a definite complex Hilbert space H’ 
possibly having only dense intersection with H and an inequivalent norm 
topology. The notions of “unique essential unitarization” and “unique 
essential skew-hermitization” generalize the earlier definitions without the 
“essentially.” Our justification for the new definitions, which make no 
mention of spectral positivity, is that the operators in C, and operators in 
Sp(H) corresponding as in Lemma 6.2 via the Cayley transform do satisfy 
them. On the other hand, elements of Fe not in Ci typically have no skew- 
hermitizations whatsoever and in any case never a unique such [26]. The 
uniqueness parts of Theorems 6.3 and 6.4 are concluded only modulo the 
proofs of Theorems 7.1 and 8.6, which are deferred to Chapter III and 
concern self-adjointness. 
The existence of a skew-hermitization for an A E C,, also follows from the 
Theorem in [6] or Theorem 9 (Section 2) of (41, by considering the l- 
parameter group generated by A. The argument here is nonconstructive and 
uses the w*-compactness of the unit ball in the dual of a Banach space. 
However, if A E C, -C,, then n(e’“x,u) (x, y E H) is not necessarily 
uniformly bounded in 1, as in the examples in Section 15, and such an 
argument is not applicable. On the other hand, Theorem 4 (Section 2) of [4] 
applies to -A -’ and defines a real Hilbert space (H,, (+, .),) (same as that 
in Section 7), within which subspace (of H) elA is a group of isometries; but 
then a is possibly only a weak symplectic structure [4] on H,, and 
Theorem 9’ above does not apply. But in fact the restriction to H, of the 
complex Hilbert structure of the unique essential skew-hermitization of A 
(Theorem 6.4) turns out to be the hermitian structure h constructed in 
Theorem 2 (Section 1) of [4]. 
We will need later that each XE c0 has purely imaginary spectrum; to 
define such a spectrum we must pass to the complexification H, = H @ iH 
and extend (., .) on H to a sesquilinear form on H,. Given any X E L(H), 
the spectrum of X is defined to be the spectrum in the usual sense of the 
unique i-linear extension of X to H,. 
The following is essentially an exercise in [7]. 
LEMMA 6.1. If X E CO then the spectrum of X is purely imaginary. 
Proo$ Let X = JH, so that H is nonnegative on H,. If 1 E C is on the 
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boundary of a(X) and Re A # 0, then by a standard theorem [ 71 there is a 
sequence f, E H, such that all ]]f,]] = 1 and Xfn - if, + 0. It follows that 
(6.2) 
Now 13: H, + H, is self-adjoint, so Re 13 # 0 implies that each term in (6.2) 
goes to 0, so H”*f, --f 0. But then Xf” + 0, implying lf” + 0, a contradiction. 
LEMMA 6.2. Zf S E Sp(H) satisfies 
Q(Sx, x) > 0 for UN x # 0 and (S + I)-’ exists and is bounded, (6.3) 
then 
A = (S -Z)(S +I)-’ E sp(H), 
and A satisfies l2(Ax, x) > 0 for all x # 0, i.e., A E C , (cf. (6.1)). 
Conversely, if A E sp(H) is an element of the cone C ,, then (Z f A) - I 
exist, 
S=(Z+A)(Z-A)-‘ESp(H), 
and this S satisfies (6.3). 
Thus the subset (6.3) of S E Sp(H) and C, c sp(H), respectively, are in 
1-l correspondence via the Cuyfey transform. 
Proof. It follows from 
sa((S - Z)(S + I)-‘x, x) = .ca((S -I) y, (S + Z) y) 
= 2WY, Y), 
where y = (S + I)- lx, and similar straightforward identities, and, for the 
existence of the (Z f A) -I, Lemma 6.1. 
In the finite-dimensional case, the case of symplectic S defined by (6.3) is 
precisely the set of linear symplectic transformations which are 
“nonreversing” and have strictly positive (except at 0) “Poincare generating 
function” [32], which is v E H + ~(SV, v) up to a constant factor. 
DEFINITIONS. (1) A complex pre-Hilbert structure on a vector space V 
is a real positive-definite symmetric bilinear form (., .)’ on V and a real 
skew-symmetric bilinear form a(+, .) on V such that (i) a(., a) is bounded 
with respect to (., .)’ and (ii) the complex-valued form (., .)’ + iLl(., -) 
extends continuously to a complex Hilbert structure on the space which is 
the real Hilbert completion of Y with respect to (., .)‘. 
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(2) S E SP(H) is essentially unitarizable provided there is a dense 
linear subspace Q E H and a complex pre-Hilbert structure (., .)’ + ifl(., .) 
on B (with Hilbert space completion H’ as in (1)) such that (i) S(g) C_ ~9, 
(ii) (XX, Sy)’ = (x, y)’ for all x, y E 9, (iii) SI, extends to a unitary on H’, 
and (iv) the inclusion 9 + H’ (where CiP is given the norm topology from H) 
is a closed operator, or equivalently (., s)’ is a closed quadratic form on g 
(e.g. Pll). 
The pair (9, (., .)‘) is said to be an essential unitarization of S, and 
simply a unitarization if g = H and the norms from (., .)’ and (., .) are 
equivalent. 
(3) S E Sp(H) is uniquely essentially unitarizable if, given any two 
essential unitarizations (gj, (., .)j) (j= 1,2) of S, then 9, = g2 and 
(*, ->, = (-7 *>2. 
(4) A E sp(H) is essentially skew-hermitizable provided there is a 
dense subspace g of H, a complex pre-Hilbert structure (s, e)’ + i12(G, .) on 
Q, and completion H’ as in (2) such that (i) A(B) c 9, (ii) (,4x, y)’ = 
- (x, Ay)’ for all x, y E 9, (iii) A Ig extends to a bounded skew-hermitian 
operator on H’, and (iv) @ -+ H’ is closed, as in (2 iv). 
(g, (., .)‘) is then an essential skew-hermitization of A, and simply a 
skew-hermitization if C9 = H and the norms from (., .)’ and (., .) are 
equivalent. 
(5) A E sp(H) is uniquely essentially skew-hermitizable if, given any 
two essential skew-hermitizations (GZ,, (., s)~) (j = 1,2) of A, then CZ, = L9* 
and (+, .), = (., .)2. 
THEOREM 6.3. Let S f Sp(H) be such that J?(SU, v) > 0 for all u # 0 
and such that S + I has a bounded inverse. Then S is uniquely essentially 
unitarizable. 
THEOREM 6.4. Let A E C,, i.e., A E sp(H) and R(Av, v) > 0 for all 
v # 0. Then A is uniquely essentially skew-hermitizable. 
In addition, the quadratic form (9, (e, .)‘) of this essential skew- 
hermitization of A is also the quadratic form (9, (., .)I) of the unique 
essential unitarization of S = (I + A)(I -A)-’ given by Theorem 6.3. (The 
existence and symplecticity of S follows from Lemma 6.2.) Also, 
g=S(@)=(S+Z)B=(ZfA)g. 
I. Canonical Unitarization and Skew-Hermitization 
In this section and the next we prove Theorems 6.3 and 6.4. In this section 
we construct a suitable quadratic form (g, (., .)‘) and show that it satisfies 
(2) and (4) of the Definitions in Section 6. Uniqueness is left for Section 8. 
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Take S and A corresponding as in Lemma 6.2, and write A = HJ so that 
H is nonnegative without 0 in its point spectrum. Then define 
(x, y), = f2(-A - lx, y) = (H - lx, y) (7.1) 
for all x, y E A(H). Let H, denote the completion of A(H) in (., .),. (We use 
“e” because (., .), corresponds to the “energy norm” in certain relativistic 
wave equation cases.) It follows easily that H, = H”2(H) and that in fact 
H”‘: (6 (-3 ->I- (He, (a, .),I (7.2) 
is an orthogonal equivalence. Hence H, is a subspace of H and (e, a), 
bounds (., .) on H,. 
Clearly A leaves H, invariant, so let A, denote the restriction of A to H,. 
Then A, is bounded and skew-symmetric with respect to (a, a),, so let A, = 
RT = TR be its polar decomposition, where R is orthogonal and T is 
nonnegative. By well-known arguments, R * = -Z, (TV, u)~ > 0 for all u # 0 
in H,, and R preserves R. 
Next, define (x,~)’ = D(Rx, y) for x,y E H,, and note that 
(x,y)’ = R(-A -‘Tx,y) = (Tx,y), (x,.Y E He). 
(., .)’ is thus a positive-definite symmetric form with respect to which A, is 
skew and R is orthogonal. Let H’ be the completion of H, with respect to 
(., .)‘. Then a(., .) extends continuously to H’, and A,, R, and T extend 
(and we use the same symbols) to bounded operators on H’. On H’, R is a 
positive symplectic complex structure, A, is skew-adjoint, and these 
extensions of T and A, to H’ are one-to-one by, e.g., the spectral theorem 
applied to T on H,. 
As for S=(Z+A)(Z-A)-‘, (ZfA)SA=SA (where 5PB denotes the 
range of an operator B) follows merely from the invertibility of the Z f A; 
this is equivalent to S(SA) = SA and (S + I) 9, = SA. One also checks 
directly, using H, = H”‘(H), that 
H,=(Z*A)H,=S(H,)=(S+Z)H,. (7.3) 
Now let S, denote the continuous extension of Sl, to H’. Clearly S, is 
unitary on H’, and (S, + I)-’ exists and is bounded since A, is skew-adjoint 
and (ZfA,)H’=H’. Finally, S,=(Z+A,)(Z-A,)-’ and A,= 
(S, -I)@, +I)-‘. 
However, H, cannot be taken to be the domain 8 in the definition of 
essential unitarization because condition (iv) typically is not satisfied. To 
remedy this we note that the quadratic form (., e)’ on H, is closeable 
because it has the form 
(x9 Y>’ = @x, Y> (x, Y E He), 
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where D = J-‘R is symmetric and nonnegative. Therefore D has a 
nonnegative Friedrich’s extension D,: gD, + H. The closure in H of the 
quadratic form (H,, (., . )‘) then corresponds to D, via the canonical 
correspondence between nonnegative closed forms and nonnegative self- 
adjoint operators [ 1 I]. - - 
Therefore let H, denote the form domain of this closed form. H, is also 
the domain of the closure of the inclusion mapping H, + H’, and we can - 
identify H, c H and KG H’. 
By (7.3) and the continuity and invertibility of I f A and I + A i, etc., it is - 
clear that S=S, and A =A, on H,, and 
- - - 
H,=(I*A)H,=S(H,)=(S+Z)H,. 
Summarizing, we shown thus far that the quadratic form 
- 
P-L C-3 .)‘Iiij 
is an essential unitarization of S and essential skew-hermitization of A, and 
verified all but the uniqueness assertions of Theorems 6.3 and 6.4. For use in 
the proof of these assertions in the next section, we state here the following 
result, which will be proven in Chapter III. 
- 
THEOREM 7.1. There exists a real-linear operator E: H, --t H which is 
self-adjoint (in the real Hilbert space (H, (e, .))), and satisfies 
(xv Y)’ = (Ex, EY), 0(x, Y) = Q(J% EY) (7.4) 
- 
for all x,y E H,. 
8. Uniqueness 
We continue with the proof of Theorem 6.3. Let (G9, (a, a)“) be an 
arbitrary essential unitarization of S. Let H” be the completion of g in 
(., .)” and S,: H” + H” the hypothesized unitary extension of S. The 
notation of the previous section will be in force for the rest of this chapter; in - 
these terms we wish to prove g = H, and (e, a)” = (a, s)’ on 9. 
We have seen that A = (S - Z)(S + I)-’ plays an essential role in defining 
the canonical unitarization of S, but at present we have no prior assurance 
that (S, + I)-’ exists. This fact and others follow from the next three 
lemmas. 
LEMMA 8.1. Let S E Sp(H) be such that S + I has a bounded inverse 
and B(Sv, v) > 0 for all v E H. Then for some c > f, 
R(SV, v) + cqs*v, v) > 0 for all v E H. (8.1) 
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In fact, (8.1) holds provided [IAll’< (2c + 1)(2c - l)-‘, where A = 
(S -Z)(S +I)-‘. 
Conversely, suppose (8.1) holds for c > Q, that B(Sv, v) > Ofor all v E H, 
and that S is unitary (i.e., SJ = SJ). Then the spectrum of S is contained in 
(-1) U {eie: O<B(Ic-e]forsomee>O. 
Proof: (8.1) for c > 4 is equivalent to 
Q(S(Z + S)v, v) + (c-l - 1) Q(Sv, v) > 0 (8.2) 
for -1 < (c-i - 1) < 1. Substituting, e.g., S +I= 2(1-A)-’ as before and 
v = (Z - A)*w, (8.2) becomes 
Q(A%v,Aw) < (2c + 1)(2c - 1)-l R(Aw, w). 
Letting A = JH, this is equivalent to 
[I(H~/*JH~/*) H1/*~ll* < (2~ + 1)(2~ - l)-' IIH1/*~112, 
and of course (I H”*JH”* II < II HII = IIA I). 
For the converse, (8.1) implies that for all 19 such that eie is in the 
spectrum of S, sin 0 t c sin 28 > 0. Nonnegativity of J2(Sv, v) implies 
sin 19 > 0; thus sin B > 0 implies cos 6’ > -(2c)- ’ > - 1. 
LEMMA 8.2. There exists an S,-invariant orthogonal decomposition 
H” = H-, 0 H, such that H-, is the -1 eigenspace of S,, and S, t Z has a 
bounded inverse restricted to H, . 
Proof: By the first half of Lemma 8.1, (8.1) holds for some c > f. But 
S = S, on 9, so by continuity, (8.1) (with S replaced by S,) and 
R(S,v, v) > 0 then hold for all v E H”. The conclusion then follows from the 
second half of Lemma 8.1. 
LEMMA 8.3. (S t Z)G3 = 53, so that S, t Z has a bounded inverse and 
A(GqcLi@. 
Proof: TakeanyxEg and writex=x-,+x1, wherex,,EH,, asin 
the previous lemma. We first show x-, = 0; since P3 is dense in H”, this will 
show H _ 1 = (O} and that S, + Z has a bounded inverse. 
Recall that S is isometric with respect to 11.11” = ((w, .)“)“*, and 
lim, I( S” II’/n = 1 since a(A) c iR (Lemma 6.1). It follows that for each n > 1 
there eliists a real polynomial P, such that if we set 
w,=P,(S)x-(l+n-‘+S)-‘xEH, 
u,=P,(S,)x-(1 tn-‘-IS,)-‘xEH”, 
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then )( W, 11 + 1) U, II” < n- ‘. P, is given by a truncation of the usual infinite 
series for (1 - z)-‘, where z = -n( 1 + n)-‘S. 
It is clear that both sequences 
Ilx-(Z+S)(Z+n-* +s)-LxII, 
llXl - (I+ S,)(Z + n-’ + SJ1xII” 
converge to 0 as n--t co. Set u, = (Z + S) P,(S)x E Q; then 11 o, - xJl and 
[IV,, -xiII” both go to 0 as n + co. By condition (iv) in the definition of 
essential unitarization, x, E 9 and x = x, , so x- , = 0. 
Therefore we define 
A* = (S, - Z)(S, + I)- ‘, (8.3) 
a bounded operator in H”. Since S, = S on 9, we have A,v = Av for all 
u E (S + Z)g. It follows that Au, = A2u, is a sequence in 9 converging to 
Ax in 1). 1) and A,x in )I. 11”. Ag ain by condition (iv), Ax = A,x E .Q; thus 
A(G9)c9. 
Finally,Z+S=2(1-A))‘, so 
C%(Z+S)g=(Z-A)-‘% 
so (Z-A)@ ?.@. But we have shown (Z-A)22 ~!2, whence 
(I-A)9== and thus (Z+S)g=g. 
Lemma 8.3 provides a basis for comparison of H, and g: both contain 
A(@), and we have a diagram of inclusions (Fig. 1). As can be seen from the - 
examples in Section 15, typically A(g), 9”) H,, and H, are distinct. 
Let the complex structure on H” be denoted i”, so that H 2 = i”- ‘A, is 
nonnegative and bounded in H”. 
FIGURE 1 
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LEMMA 8.4. The exist constants c,, c2, and cj such that (x, x)’ < 
c,(x, xje, (x9 x)” G 4% x)ev and (x, x) < cJ(x, x), for all x E A(g). 
Furthermore, A(g) is (e, .),-dense in H,. 
Proof: We saw in Section 7 that (TX, x)~ = (x, x)’ and (H”*x, H~‘*x)~ = 
(x,x) for all x E H,, so ci = I/ Tile and cj = llH[l s&ice. As for c2, let y E G 
and x = Ay E A(g). Then (x, x)” = (Ay, Ay)” and (x, x)~ = (Ay, Ay), = 
G(Ay, y). Since H, > 0, c, = (1 H, /I” suffices. 
For the last statement, recall (7.2). If H”‘u (U E H) is (e, .),-orthogonal 
to A(g), then 
0 = (A@), H”*u), 
= (H’l*H”*J4h, H”*u), 
= (Jg, H”*u). 
Thus H1’*u = 0 as C9 is dense in H. 
Since $9 + H” is closed, the last lemma implies that H, c g. Thus 
A,x = Ax for all x E H,, as shown in Lemma 8.3. 
- 
LEMMA 8.5. H, c PZ and (x, y)” = (x, y)’ for all x, y E H,. 
Proof. Recall A, = i”H, and the polar decomposition A, = RT on H’. If 
x E H,, then there exists E > 0 such that 
&H2x = (I - (I + (cA~)~))“*x 
= -F C# + (&42)2)nX 
,:I3 
(( . , . )/‘-convergent sum). 
But A,v = A, u for all u E H, and A,(H,) c H, ; thus the above sum 
converges in (., .), (a stronger norm by Lemma 8.4) to &TX, so H,(H,) c H, 
and TX = H,x for all x E H,. 
If now x, y E H,, then 
(SY) = W%Y) 
=Q@,x,Y) 
= Q(i”H,x, y) 
= (H,x, y)” = (TX, y)“. 
Now T(H,) is (a, .),-dense in H,, hence simultaneously (+, .)‘- and (e, .)“- 
dense, so (., .)’ = (e, e)” on H,. 
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Since the inclusion !9 --t H” is closed, g contains all (., .)-limits which 
are also (e, .)“-Cauchy, so KC g. Finally, the continuity of (a, .)’ and 
(., .)” implies the last assertion. 
It follows from Lemma 8.5 that we may regard H’ as a closed complex- 
linear subspace of H”, and that showing g = %& will complete the proof of 
Theorem 6.3. We will complete the proofs of Theorems 6.3 and 6.4 by use of 
Theorems 7.1 and 8.6. The latter two results are motivated and proven in the 
next section. 
THEOREM 8.6. Let (H,, (., s)~) and (Hz, (., .)*) be complex Hilbert 
spaces of the same dimension, with complex structures J, , J,. Give fi = 
H, 0 H, the sympiectic structure [33 j 
&(x, 9 x2), (Y, , YA) = Im(x, y Yl h - Im(x2 T yzh (8.4) 
for (x, , x2), (y,, y2) E fi, and let P,: fi + H, , P,: fi -+ H, be the orthogonal 
projections. Let U: H, -+ H, be any unitary. 
Suppose that 9 is an &isotropic closed real-linear subspace of ii such 
that Pi(Y) is dense in Hi, so that kerPjlIP= (01 for j= 1,2. Define the 
operator E: PI(Y) -+ H, by requiring 
(x, U-‘J, E(x)) E 9 
for all x E P,(Y). Clearly E is a real-linear closed operator which preserves 
Im(-, -), . 
Let E = VP be the polar decomposition in the real Hilbert space 
(H, , Re(. , . > ,), where V is orthogonal and P is nonnegative and self-adjoint. 
Then .Y is Lagrangian, i.e., maximally o-isotropic, provided that 
V is complex-linear. (8.5) 
Condition (8.5) is independent of the choice of U, and also independent of 
the choice of the complex structures J, and J,. The latter means: J, and J, 
may be replaced by SJ, S-’ and TJ, T- ‘, where S E Sp(H,) and 
TE SP(H,), and then complex-linearity of the resulting orthogonal 
component is equivalent to (8.5). Equation (8.5) is thus effectively a 
condition only on the subspace Y. 
Remark. See Section 10 for examples of non-Lagrangian 9 satisfying all 
hypotheses of this theorem except (8.5). 
Completion of proof of Theorem 6.3. Take E as in Theorem 7.1. By 
(7.4), JE extends uniquely to a unitary U: H’-+ H. Secondly, take H, = H, 
580/48/3-4 
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H, = H’ as in Theorem 8.6, with the earlier obtained complex structures J 
and R, respectively, and the unitary U above. Let 
- 
9 = {(x, x) E H @ H’: x E H,}. 
Clearly all the hypotheses of Theorem 8.6 are satisfied by this Y (e.g., 
V = Z). Therefore 9 is maximally fin”-isotropic in H 0 H’. 
Now let 
- 
Clearly g 2 9, with equality if and only if g = H,. If, by way of - 
contradiction, g f H,, then there exists some nonzero y E g such that 
( y, y) is orthogonal to 9. But since .P is Lagrangian, there is an orthogonal 
direct sum 
- 
Y@{(Jx,-Rx):xEH,}=H@H’. (8.6) 
(Any real orthonormal basis in 9 is a complex orthonormal basis in 
H 0 H’, with the complex structure .Z@ -R.) (y, y) is also orthogonal to the 
second summand in the 1.h.s. of (8.6) simply because 2 is also isotropic 
with respect to the symplectic structure on H 0 H” defined as in (8.4). 
Therefore 0 # (y, y) is orthogonal to H @ H’, which is absurd. This 
contradiction forces g = H, and completes the proof. 
Completion of proof of Theorem 6.4. We must prove the uniqueness 
statement. We do this by showing that any essential skew-hermitization 
(g, (., .)“) for A is automatically an essential unitarization of 
s= (Z+A)(Z-A)-‘, and then appeal to the demonstrated uniqueness in 
Theorem 6.3. An examination of the proof shows that the only unclear step 
is proving S(g) c_ g; we know only A(g) E g. Thus it suffices to show 
(Z f A)@ 2 g. This is done by an argument similar to that in Lemma 8.3. 
Specifically, first observe that without loss of generality, IIA I] + IIA2]l” ( 1, 
by initially multiplying A by a small constant, which does not affect skew- 
hermitizability. (Here A, is the hypothesized extension of A Ig to H”.) Then 
given x E a, approximate (Z f A)-ix by some series C, c,,A”x, c, real, 
which converges in both (( ]I and 11. I]” norms. Finally, just as in Lemma 8.3, 
use the assumption that the inclusion 9 + H” is a closed operator. 
9. Further Properties 
The following proposition further characterizes when an essential 
unitarization reduces to a unitarization. (Cf. also Theorem 4 in [20].) 
PROPOSITION 9.1. Let S E Sp(H) satisfy the hypotheses of Theorem 6.3, 
and recall the essential unitarization (&, (n, .)I) constructed for it in 
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Section 7. Then H, = H if and only if, restricted to H,, either the norm from 
(., .)’ bounds the norm from (., e), or the reverse. In this case both norms 
are equivalent. 
Proof: Consider first the suficiency. If I(. (1 bounds 1). 1)’ then clearly - - 
H, = H. If I\.\]’ bounds ]I. 1) then H’ = H, is a subspace of H. In this case, 
(X,Y>’ = (J-‘my) (KY E H’) 
defines a densely defined nonnegative closed form (H’, (., .)‘) in H. But then 
the operator domain is at least as large as the form domain. This occurs only 
if the operator is bounded; hence ]I. )I also bounds I]. I]‘, and H,= H as 
before. - 
For the necessity, note that H = H, implies H G H’ and that (H, (., .)) is 
a closed form given by R -‘.I in H’. Then for the same reason, (1. (1’ bounds 
]I. ]( on H. This circle of implications also proves the last statement. 
We also give a generalization of a perturbation theorem (Theorem 4.2 of 
[ 171) which arises in this context. How the theorem below brings this 
generalization about is indicated after the proof. 
THEOREM 9.2. Let A,, A, E C, (cf (6.1)) with the property that both 
operators determine the same “finite-energy” subspace H, with equivalent 
norms (., s),, and (., s),,. That is to say, suppose that the completions of 
A,(H) and A,(H) with respect to the inner products B(-A;‘., .) and 
0(-A;‘., 0) (cf (7.1)) are the same subspaces of H and that the resulting 
norms on H, are equivalent. 
Then the norms coming from the essential skew-hermitizations of A, and 
A, are equivalent on H,, so that the complex Hilbert spaces determined by 
A, and A, (being the completions of H, in these norms) may be identified as 
topological real-linear symplectic spaces. 
Proof. Let L , and L, be the restrictions of A I and A, to H,, so that 
WY)= whYA,= W*YL* 6,~ E I-0. 
Also let (x, Y >,, = (Dx, or >,, , where D > 0 is bounded and invertible; then 
L, = D*L, . We must show that 
(., .>I = ((-GP, ->,, and (*, *>* = ((-GY2*, *>,, 
define equivalent norms on H,. 
We reduce the question to one involving square roots of self-adjoint 
operators in (H,, (s, .),,) only. Clearly 
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(a, a)*= ((-(D-‘L,D-‘)*)“*D.,D.),,. 
This norm is equivalent to ((-I,~)“*., .),, if and only if for some constants 
c,, c* > 0, 
c,(-L;)“* < Q < c2(-L;)“*, (9.1) 
where Q = D(-(D-‘L,D-‘)2)“2D. Relations such as (9.1) we will 
abbreviate (-L f)“* - Q. Also now write simply L for L 1. 
(9.1) holds iff (-(D-‘LD-1)2)“2 - D-‘(-L’)“* D-l, which by 
Loewner’s theorem holds provided 
or equivalently 
-LD-2L w (,*)‘/2D-*(4)1/*. (9.2) 
But it is easy to see that both operators in (9.2) are - -L*. 
The cited result of Palmer finds sufficient conditions under which certain 
infinitesimally symplectic perturbations iH + V of a complex-linear skew- 
adjoint (possibly unbounded) operator iH, where H > c > 0, has a closed 
extension A which commutes with at least some bounded (“a-allowed” in 
[ 171) positive symplectic complex structure. Specifically, V is assumed skew 
with respect to R and possibly unbounded, with domain contained in gH. 
The initial part of the proof shows that iH + V extends to this A, and 
gA E H,. This extension corresponds to the Friedrich’s extension in the 
complex-linear case; for a characterization of this generalized “symplectic 
Friedrich’s extension” see Theorem 14.1. 
The conditions given in [ 171 insure that A and iH (i) have bounded 
inverses whose negatives then lie in the cone C,, and (ii) determine the same 
space H, (g(G) in [17]) as in Theorem 9.2 and equivalent energy norms 
R(iH., .) and a@., .) on this space. Specifically, the assumption (a) there 
implies that a@., .) is bounded by J2(iH., .) and fl(iHs, .) is bounded by 
s1(A., .) + (., .); assumption (b) implies that (., .) is bounded by R(A., a). 
Together these imply the equivalence on H, of the norms obtained from 
f2(iHe, .) and O(A., .). Thus Theorem 9.2 applies, giving the existence and 
uniqueness of the invariant Hilbertization of A and its boundedness relative 
to the Hilbertization of iH. 
LJNITARIZATION OF SYMPLECTICS 335 
III. LAGRANGIAN SUBSPACES AND POLAR DECOMPOSITIONS 
OF UNBOUNDED SYMPLECTICS 
10. Polar and Cartan Decompositions 
The main purpose of this chapter is to prove Theorems 8.6 and 7.1 left 
over from Chapter II. We also obtain some general results on symplectic 
extensions of closed unbounded symplectic operators. We first isolate the 
class of unbounded symplectics considered in this paper. 
DEFINITION. A real-linear densely defined closed operator E: 59r -+ H is 
called symplectic if it has trivial kernel, dense range, and satisfies 
R(Ex, Ey) = 0(x, y) for all x, y E G&. 
Theorem 8.6 involves the polar decomposition, which is usually a purely 
operator-theoretic notion, but here it has group-theoretical significance. Let 
first dim H < co, and consider Sp(H) and a fixed complex structure J as in 
Section 2. Then U(H) (defined there) is a maximal compact subgroup of 
Sp(H). The Cartan decomposition writes an arbitrary g E Sp(H) uniquely as 
g = k exp X, where k E U(H) and X E p. Furthermore, this decomposition 
coincides with the polar decomposition of g in the real space (H, Re(., e)); 
equivalently, the orthogonal component of such a g always commutes with J. 
In the infinite-dimensional case this all remains true for g E Sp(H); 
however, if g is symplectic and unbounded then the above polar decom- 
position exists but the two constituents are not necessarily symplectic, i.e., a 
Cartan decomposition is not always possible. Such behavior is not 
pathalogical and appears about as common as real symmetric operators 
which are not self-adjoint; a general class of examples is given below. When 
the orthogonal component of a symplectic operator E commutes with J, we 
say E has a unitary orthogonal part. The feature relevant here which is 
present for bounded symplectic operators but lacking for unbounded ones is 
the automatic mutual symplecticity of an operator and its transpose. In the 
general case one still has the following. 
LEMMA 10.1. Let E be a symplectic operator in H with domain gE. 
Then JE(gE) G 9E t and E’(JEd) = Jd for all d E gE. 
ProoJ: It follows from (., .) = S(J-, .) and the definition of transpose. 
If a Cartan decomposition holds much more is true. 
LEMMA 10.2. Let E be symplectic and have a unitary orthogonal part. If 
E = VP is the polar decomposition, then in addition to VJ = JV one has 
9* = J(GS,,), JP = P-‘J, JE(gE) = G9E t, and that J extends E’JE. 
Furthermore, Et is symplectic and also has a unitary orthogonal part. 
336 STEPHEN M.PANElTZ 
ProoJ By Lemma 10.1, Ed=J-‘(Et)-‘Jd; hence VPd = 
(J-‘VJ)(J-‘P-‘J)d for all d E gE. But then JV= VJ implies PEJ-‘P-‘J, 
whence P = J-‘P-‘J by self-adjointness. Therefore E = J-‘(E’)-‘J also, 
and the remaining assertions follow. 
LEMMA 10.3. Let E be symplectic and S E Sp(H). Then the following 
conditions are equivalent: (i) Et is symplectic, (ii) E has a unitary orthogonal 
part, and (iii) (SES-‘)’ is symplectic. 
Proof: Since S is bounded and invertible, clearly (i) iff (iii). Lemma 10.2 
shows that (ii) implies (i). Conversely, if (i) then E’E is symplectic and self- 
adjoint. By Lemma 10.2, J(E’E)J-’ = (FE)-‘. By orthogonal invariance of 
the operational calculus, the same is true with E’E replaced by its square 
root; therefore the positive (and orthogonal) parts of E are symplectic. 
EXAMPLES. Let n be any densely defined closed nonnegative real-linear 
-operator in H, with dense range. ’ Then g = ({ ,,?,) is symplectic, but has a 
unitary orthogonal part if and only if (i is self-adjoint. To see this, let 
.4 = VP be the polar decomposition in H,, so that VP is extended by 
A’ = PV-‘, i.e., P extends VPV. Now 
g= (; ;,)(; ,-9,-J 
is the polar decomposition in H, and the orthogonal constituent is in U(H) if 
and only if V = V-‘. Since P is maximally symmetric, it is easy to see that 
V = V-’ iff n is self-adjoint. 
Such g also define closed isotropic subspaces of H @ H as in Theorem 8.6, 
which will be maximally isotropic (Lagrangian) if and only if /i is self- 
adjoint; assumption (8.5) is essential. 
11. Proof of Theorem 8.6 
The statement of Theorem 8.6 involves two complex structures J, and J,. 
We will see that the proof naturally produces a closely related third complex 
structure U (cf. also Proposition 12.3), which essentially already appeared in 
[ 171 through another construction and given a proposed physical application 
there. A precisely analogous map U arises also in the case of fermion fields 
[ 181 and has the same interpretation. 
Set g = PI(Y). Since the given V is unitary in H,, without loss of 
’ For example, take H, = L,(O, w) and Af= -f” with domain SA = {f~ H,: f’,f” E H,, 
f(O) =f’(O) = 0). Then A is nonnegative, closed, and symmetric, but not self-adjoint. I thank 
P. Chernoff for this example. 
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generality we can choose (uniquely) a unitary U: H, -+ H, such that 
E: g + H, is defined by 
(d, u- ‘.I, Ed) E 4p for all d E 9, 
and E is nonnegative self-adjoint. 
Now let P 2 9 be any closed and isotropic subspace. Then g = PI(@) 
is dense, ker P, Irp = {0}, and & 2 92. Let L: Q -+ H, be defined by 
(4 L(d)) E 52 for all d E g’, 
and define F = 4, UL: g -+ H, . Clearly F is a (closed) symplectic extension 
ofE,soF’sE’=E. 
It suffices to show g = @, and to this end we consider the domain of F’. 
LetxEa,yEH,. Then 
Re(Fx,y), = W-J, WX),Y), 
= --Re(UJ,L(x),y), 
= -Re(J,W), U-‘(Y))~ 
= Im(L(x), u-‘(y)>2. 
More specifically, if y = U(L(d)) for d E g, then 
Re(Fx, y), = Im(W), W>)2 
= Im(x, d), 
= Re(x, J, d), , 
since x, d E 5? and g is isotropic. It follows that 
(UL)G G Gp E 23 c G’, 
so that UL may be applied to g any (positive) number of times. The above 
computation also shows that F’(U(L(d))) =J1(d) for all d E g. But F 
extends F’, so (4, UL) U(L(d)) = J,(d), or simply 
Thus 
(UL)*d = -d for all d E g. 
Q = (ULyG c (UL)G c G2 c a, 
Condition (8.5) is clearly independent of choice of U, as choice of another 
U simply multiplies V on the left by a unitary. The remaining assertions 
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follow by straightforward computation and the equivalence of (i) and (ii) in 
Lemma 10.3. 
The following can be regarded as a rephrasing of the essential idea of the 
proof of Theorem 8.6. 
COROLLARY 11.1. Let H be a complex Hilbert space. If A is a 
symplectic operator with unitary orthogonal part, then A has no proper 
closed symplectic extensions. 
Proof. Let 9 be the graph of A, a closed &isotropic subspace of 
H 0 H. Choose U unitary such that 
E=-J,UA:%.,+H 
is nonnegative and self-adjoint. We are then in the situation of the proof of 
Theorem 8.6, which shows that E, hence A, can have no proper closed 
symplectic extensions. 
12. Proof of Theorem 7.1 
We continue here with the notation of Section 7. We first prove two 
lemmas and then Theorem 7.1. Afterwards we combine Theorems 8.6 and 
7.1 once more to obtain a mapping J- ’ U: H, + H which is self-adjoint in H 
and extends to a unitary from H’ to H satisfying U(K) = H, and Uz = -I - 
on H,. 
Recall that we had the self-adjoint operator D, and the dense subspaces 
H, G gD, 5 H,, and that 
- 
by> = @~x,Y> for allxEgD,,yEH,. (12.1) 
On general grounds, 
- 
gD, = {x E H,: y E H,+ (x, y)’ is continuous 
in the (1. Ii-norm topology on H}. 
Thus clearly 
- - 
L&, 2 {x E H,: Rx E H,}, (12.2) 
- - 
and D,x = J-‘Rx for all x E H, n R(H,). 
LEMMA 12.1. The inclusion (12.2) is an equality. 
Proof: Let a’(., .) denote the continuous extension of Q(., .) on H, to 
H’. Let x E gD, ; then (x, y)’ = (D,x,y), or Q’(Rx, y) = Q(JD,x,y) for all 
YEH,. 
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More specifically, take y = AZ = A iz for z E H,. By the skew-symmetry 
ofA and A,, 
R’(A,(Rx), z) = R(A(JD,x), z). 
- 
Now A,(Rx), A(JD,x) E H, E H, and a’ = R on H,, so that 
A,(Rx) = A(JD,x). (12.3) 
In order to “cancel” the A i and A from (12.3), we introduce a real Hilbert 
space (H,, (a, .)J containing both H and H’, and a bounded operator 
A,,: H, -+ H, such that ker A,, = {0}, A,(H,) = H,, A = AOIH, and A, = AOIH,. 
Also, (., a)’ and (e, m) will bound (., .),, on H’ and H, respectively. 
Recall that A = HJ on H and A, = RT = TR on H’. The new inner 
product is 
(x, y>o = WAX, Y) = (J- ‘HJx, Y> for x,yEH, 
or 
(x, Y>~ = (TX, Y)’ = (TX, TX), for x, y E H’. 
H, is defined as the completion of H, in (., .)O, or equivalently the 
completion of H or H’ in (., .)O. Then H n H’ is just the space of (., .),,- 
Cauchy sequences in H, which are also (e, .) and (., .)’ convergent. This is 
precisely how H, was defined, so H n H’ = H,. Finally, T: (H,, (., . ),,) -+ 
(H,, (+, e),) is an isometry which extends the previous T: H’-+ H,, so 
A,, = RT has kernel {O). 
Thus (12.3) implies A,(Rx-JD,x)=O, so Rx=JD,xEHnH'=H,. 
LEMMA 12.2. D, and (D,)l12 are symplectic. 
- 
ProoJ: D, = J-‘R by Lemma 12.1, and J and R: gD, + H, preserve R. 
Thus D, is also symplectic and self-adjoint. Since then JD, J- ’ = D; ’ by 
Lemma 10.2, we can take square roots as in the proof of Lemma 10.3 to 
obtain the symplecticity of D:12. 
Proof of Theorem 7.1. By (12.1), 
(x, y)’ = (D :“x, D ;“y) 
- 
for all x,yEH,. 
By Lemma 12.2, D:” is also symplectic and self-adjoint; thus 0:” serves as 
the desired operator E. 
- 
PROPOSITION 12.3. (1) JD :I’: H, + H extends to a unitary 
U: (H’, (., e)’ - i(R., e)‘) + (H, (., .) + iQ(., +)) 
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between complex Hilbert spaces, 
- - 
(2) We) = Ho 
(3) U(Ux) = -x for all x E K, and 
- - 
(4) U(G&,,) = {x E H,: Jx E H,}. 
Proof. (1) follows from the above statements regarding D :I’. Notice now 
that the present situation coincides with that in the proof of Theorem 8.6, 
with g = H,, E = D:/‘, and 9 = {(x, x): x E H,} c H @ H’. That proof 
then shows (2) and (3) above. 
Finally, take y E gD,, so that RyEE. Now UR=JU:H’-,H by (1). If 
x = Uy, then 
- 
Jx = JUy = URy E U(K) = H, 
by (2). The reverse inclusion follows by similar use of (1) and (2). 
IV. SKEW-ADJOINT EXTENSIONS OF SEMI-BOUNDED 
INFINITESIMALLY SYMPLECTIC OPERATORS 
13. Generalities 
The previous chapter considered unbounded symplectic operators and 
their symplectic extensions, but thus far all the infinitesimally symplectic 
operators considered have been bounded. By taking inverses of elements of 
the cone Ci, however, results for unbounded infinitesimal symplectic 
operators which are onto can be obtained. For example, given any closed, 
real-linear, and one-to-one operator A in H, then -A -’ E C , if and only if 
L?(Ax, y) = -a(~, Ay) and for some m > 0, 
L!(Ax,x)>m[/xll*forallx,yEgA 
(13.1) 
and 
A has dense range. (13.2) 
Given any such A satisfying (13.1) and (13.2), Theorem 6.4 implies that A 
can be restricted to a dense subspace of H, and then extended into another 
(uniquely specified) complex Hilbert space H’, such that the extended 
operator is skew-adjoint in H’ and generates a unitary group with strictly 
positive spectrum. (The extension into H’ results merely by taking the 
closure of the restricted operator, and the above dense subspace of H is 
A -I(K), where H, is the space defined in Section 7 for -A -i E C ,.) 
If, in addition to (13.1) and (13.2), it happens that A is also complex- - 
linear (AJ = JA), then H = H, = H’, and the above restriction and extension 
UNITARIZATION OF SYMPLECTICS 341 
process becomes vacuous. Furthermore, an arbitrary closed complex-linear A 
is skew-hermitian and strictly positive in H if and only if (13.1) holds, and in 
addition skew-ac&oint if and only if (13.2) holds. It is well-known that any 
such A satisfying (13.1) but not (13.2) has infinitely many positive skew- 
adjoint extensions. 
The purpose of this chapter is to present a theory of positive “skew-adjoint 
extensions” of infinitesimally symplectic operators A satisfying (13. l), a 
theory which reduces to the conventional one if A is complex-linear. Here the 
specification of a skew-adjoint (abbreviated to “Sk. a.“) extension of an a 
priori not complex-linear operator involves determining a commuting 
complex unit “i” and complex Hilbert space (in particular, a norm topology) 
dependent on the operator, as well as an actual set-theoretic extension. As 
such it bears some analogy with a floating boundary-value problem. Our 
definition of “Sk. a. extension” includes as a special case (i.e., when the 
complex structure, topology, etc., is not allowed to vary) the familiar one of 
a positive self-adjoint extension of a positive hermitian operator. The 
resulting classification (Theorem 14.1) is essentially no more complicated 
than this special case; in particular, all sk. a. extensions of a given operator 
live on the same complex Hilbert space uniquely specified by the theory. 
A recent result somewhat along these lines is Theorem 4 (Section 2) of 
[4]. The authors show that any operator A satisfying (13.1) and (13.2) in a 
weak symplectic Banach space (H, a) generates a l-parameter orthogonal 
group in a real Hilbert subspace (same as our H,) of H; but uniqueness or a 
continuous extension to a unitary group is not considered. The authors’ 
actual hypothesis, equivalent to (13.2), is that A is “skew-adjoint relative to 
P; however, even in finite dimensions, such “skew-adjoint” A can be non- 
diagonalizable over the complex field. 
The theory of von Neumann [30] classifies all s.a. extensions of an 
arbitrary closed hermitian operator A in a complex Hilbert space. If A is 
semi-bounded, then another parametrization is applicable, due to Birman [2], 
Krein [ 131, and Vishik [29], which for some purposes is more informative, 
and which we use here. For example, unlike von Neumann’s, it easily 
expresses when two s.a. ’ extensions A, and A, are related by A, ( A,. See 
[36] for a recent exposition of the BKV theory; Ref. [36] and the obser- 
vation that the BKV theory (also unlike von Neumann’s) does not explicitly 
involve the complex unit “I”’ in part suggested the present theory. 
14. DeJnition and Classification of Extensions 
Let (H, Q) be a symplectic space as in Section 2. (We do not assume here 
any results or constructions subsequent to Section 2, other than the definition 
of complex pre-Hilbert structure in Section 6, despite similarities of 
notation.) Let A be a closed real-linear operator in H with dense domain gA 
which satisfies (13.1). (In any event, an operator A satisfying (13.1) always 
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has a closure.) We will find that such A determine a unique complex Hilbert 
space H’ and perhaps several “skew-adjoint extensions” of A on H’. 
However, the new operators may not be extensions of A in the usual sense; 
for example, if A(gA) = H and H’ # H, then at least part of the range of A 
must first be discarded before forming H’. 
We eliminate this technical and irrelevant distraction by initially 
restricting to a dense subspace of H, denoted here H,, which will contain 
complete (i.e., characterizing) information on A, but yet will always be 
contained in the final H’. In fact, it is not at all necessary to introduce the 
norm topology on H in order to incorporate the consequences of (13.1) that 
are needed in order to define and classify the sk. a. extensions. 
Specifically, let (x, y), = L&4x, y) for all x, y E gA, and complete QA to a 
real Hilbert space (H,, (., .),). W e can and do regard H, as a subspace of 
H. a(+, .) is a skew and nondegenerate form on H, which is continuous 
relative to (., .),. 
Conversely, 
(He, W-3 a), (a, ->,, @A> (14.1) 
determines the operator A: g* -+ H above, in the sense that no two different 
real-linear closed operators with domain gA satisfying (13.1) determine the 
same four-tuple (14.1), because a positive operator is determined by its 
domain and the quadratic form corresponding to its Friedrichs extension. 
With this as motivation we make the following formal 
DEFINITIONS. (1) A semi-bounded infinitesimally symplectic pre- 
operator (SSP) is a four-tuple (H,, a(., .), (a, .),, g), where (H,, (a, a),) is a 
real Hilbert space, ~78 is a dense linear subspace of H,, and a(*, .) is a 
continuous nondegenerate skew bilinear form on H,, i.e., a weak symplectic 
form [4]. 
(2) A positive skew-adjoint extension of an SSP (H,, 8, (e, e),, .@) is 
a complex pre-Hilbert structure (., . )” + i.f2(., .) on @ (cf. Section 6) with 
completion denoted (., .)” + iQ”(., .) on H” and a skew-adjoint operator A 
in H” with domain @A 2 @, such that 
(24, v), = R”(AU, v) for all u, v E g (14.2) 
and such that for some m > 0, 
Ll~(Au, u) > m(u, 24)” for all u E gA. (14.3) 
g* is called the domain of the positive skew-adjoint extension. 
Remarks. (1) Given some SSP as in the definition, suppose that H, is 
embedded in a symplectic space (H, Q) as in Section 2 such that Q on H 
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restricts to the R on H, and such that the norm topology on H, obtained 
from (., .), is no weaker than the topology induced from H. Then there may 
not exist any operator A in H with domain containing C9 which satisfies 
(13.1) and (x,~), = Q(Ax, y) for all x, y E g. However, this might happen 
only because C8 is too large (cf. (14.4)). Specifically, determine the bounded 
skew-adjoint L: H, + H, by requiring n(x, y) = (Lx, y), for all x,y E H,. 
Then it may be shown that L extends continuously to a bounded map 
L: H-1 H with kernel {0}, such that L(H) 5 H,. Furthermore, it is not 
difficult to see that given any real-linear subspace @ c L(H) which is (a, .),- 
dense in H,, then A = (L-‘)I, satisfies (13.1) and 
lx, Y>, = W-G Y) for all x, y E C?8. 
(2) Given an arbitrary unbounded hermitian operator H in a complex 
Hilbert space (H, (s, +)) such that (Hx, x) > c (Jx((’ (c > 0, x E gH), then 
notion (2)-as applied to the SSP (H,, Q, (., e),, gH), where J2 = Im(., .) 
and (H,, (., .),) is the closure of the quadratic form (C&, (H., .))-a priori 
extends the usual notion of a strictly positive skew-adjoint extension of iH. 
But in fact, by Theorem 14.1, the two notions coincide in this case. 
The following result classifies all positive skew-adjoint extensions of semi- 
bounded infinitesimally symplectic pre-operators. 
THEOREM 14.1. Take any SSP (H,, R, (a, . ),, g). Then there is a 
unique bounded skew-symmetric L: H, + H, such that 
Lq-, *) = (L., .),. 
Let L = -RT = -TR be the polar decomposition with T > 0 and R 
orthogonal. Then there exist positive skew-adjoint extensions of (H,, C& 
(., .),, 23) fund only if 
@ c T”*(HJ. 
In this case the complex pre-Hilbert structure on g is 
(14.4) 
Q(R., .) + if2(., .) (14.5) 
for every positive skew-adjoint extension, and the completion H” of ~9 in 
O(R., .) contains H,; R and T extend as bounded operators to this 
completion. The positive skew-adjoint extensions of the given SSP are 
precisely the usual (complex-, i.e., R-linear) strictly positive skew-adjoint 
extensions-in the complex Hilbert space H” with scalar product (14S)-cf 
the restriction of 
RT-‘: T”‘(H,) + H” (14.6) 
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to the complex#cation R(Q) + 23. In particular, (14.6) is one such positive 
skew-adjoint extension; it is also the unique one with domain contained in 
H,. In the special case when the SSP arises from an hermitian operator H 
as in the above Remarks (2), (14.6) is i times the Friedrichs extension of H. 
Proof: Assume first that (., .)“, H”, gA, and A define an arbitrary 
positive skew-adjoint extension; we will show that it must have the stated 
form. Let i” be the complex structure in H” so that A = i”H for some strictly 
positive H. 
By (14.2) and (14.3), (u, u), > m(u, u)” for all u E @, and g is (., d),- 
dense in H, by assumption. We show first that we may identify H, as a 
subspace of H”. 
Assume that x,E8, (]x,,(l”+O, and 11x,,-xx,/),-+0 as n,m-+oo; we 
want to show (x”, x,), -+ 0. By (14.2) we have (u, v), = (H%, H%)” for 
all u, v E @. Therefore 11 H”*(x, - x,J(” 4 0, so II H”*x, - ~(1” --) 0 for some 
w  E H”. But ]Ix,]]“+ 0 and H”’ is a closed operator, so w  = 0 and 
(H”‘x,, H”2x,)‘J = (xn, x,), -+ 0. 
Therefore there exists B: H, --) H, which is bounded, nonnegative, has 
dense range, and satisfies 
(x, Y>” = (Bx, Y>, (14.7) 
for all x,y E H,. It follows that B extends to B: H” --f H, so that (14.7) 
remains true for all x E H” and y E H,, and l]x,,]]” + 0 implies I/ Bx,II, + 0. 
We claim next that Bi” = i”B. Let gI = GS + i”C9; then a, G GA. Noting 
(14.3), let the quadratic form (Q2, (., . j2) be the closure of the form 
(@r, W(A., .)), and let A,: g2+ H” be i” times the corresponding 
Friedrichs extension of H Ig,. Naturally A,(g2) = H” and A,i” = ?‘A,. Also 
for all x E g2 and y E G9, 
(x,Y)~ = (Azx,~)” = (BA,w), 
by (14.7). However, by (14.2), g E: gi, and the density of ka in H,, it 
follows that H,c Q, and (., .),= (., .)2 on H,. Therefore (x,y)* = 
(BA,x,y),for allyES@, andxEa*, so B=A;’ and Bi”=i”B. 
It then follows from (14.7) and the definition of L that L equals -i”B 
restricted to H,, so that T2 = -L2 = B2 on H,. Thus T and R equal B and 
i” restricted to H,, respectively; thus (., a)” = (Te, a), = R(R., .) on H, by 
(14.7), as desired. As a consequence, 
gsc,Gq = B(H”) = T112(H,). 
Conversely, if GP C_ Tl”(H,) then clearly (14.5) and (14.6) provide skew- 
adjoint extensions. The last statement follows from the above A, = 
By1 = T-‘, and the next to last from the BKV theory [36]. 
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V. EXAMPLES AND APPLICATIONS 
15. Examples of Essential Skew-Hermitization 
We list here examples of the spaces and operators appearing in Sections 7 
and 12. All spaces will be Hilbert subspaces of the sequence space 
{(a,, b,): a,, 6, real, n > 1 }. 
Our basic Hilbert space is e, 0 e,: 
H = 
I 
(a,, 0: c (ai + bz) < a , 
II I 
and 
The infinitesimally symplectic operator A E C , we take is 
-2a 
A=x@ “,, -n for given constants b > a > 0. 
n n 0 
Then 
and 
H, = 
I 
(a, b): x n2’az + n2”bi < co , 
I 
a,= I (a, b):.x ai + n2’b-“‘bi ( 03 I , 
H,= H n H’ = 
I 
(a, b): c af + nb-‘bi < 00 , 
I 
H’ = 
I 
(a, b): z rFbaz + nb-“bi < 00 
The third complex structure U of Section 12 is 
U= J(J--IR)‘12 = c @ 
” 
n(0()bj,2 
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16. Quantization in Curved Space-Time 
In this final section we apply the general theory in Chapter II to a 
concrete problem, namely, to the determination of a natural complex Hilbert 
space structure on the solutions of the Klein-Gordon equation 
q ,q4+m2$=O (1) 
on certain curved (and non-stationary) Lorentzian manifolds (M,g). As 
noted in Section 1, for linear field equations this is equivalent, in a precise 
sense, to the determination of a unique probabilistic quantization. 
We will assume that M = R4, m > 0, that (M, g) is globally hyperbolic, 
and that g is a conformal perturbation of the flat Minkowski metric q = 
dt2 - dx2, i.e., 
L? =(1 + w, X))% (2) 
where h is smooth. We must also assume that the metric satisfies a certain 
nondegeneracy condition and also certain inequalities, both pointwise and 
integral. The integral inequality, namely (6), guarantees in particular that a 
scattering operator S exists, where scattering is taken relative to solutions of 
the free Klein-Gordon equation 
q l+4+m2#=0, (3) 
where Cl = a*/at* -A and A is the Laplacian on R3. The above complex 
Hilbert structure is then uniquely determined by its invariance under S. 
The restriction to conformally flat metrics is made, because essentially 
only in this case is (1) a perturbation of (3) by bounded operators; the latter 
feature is required for application of the stability theory of [20]. However, 
there is a real prospect to extend these results to more general space-times if 
known stability criteria for, say, Hill’s equation with “large” coefftcients, 
e.g., those of Zhukovskii [34], can be extended to infinite dimensions, or if 
various known stability criteria for equations with unbounded coefftcients 
can be identified and applied. 
Let (M, g) be any smooth four-dimensional globally hyperbolic manifold. 
By Leray’s theory, (1) is then well-posed, having unique global solutions in 
M given initial data which are for example smooth and of compact support 
on some (and hence every) Cauchy surface Q. Let H, be the space of such 
solutions. The canonical symplectic structure on H, is then 
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* being the *-operation on differential forms determined by the metric g. f2p 
is independent of the surface Q taken, chiefly by Stokes theorem and the fact 
that the above 3-forms are closed (Cl = *d*d). 
For the particular metrics (2) we consider, G?g and (1) take the following 
forms, shown by direct computation. We set a/at = *. 
LEMMA 16.1. If#, and & satisfy Eq. (1) on (R4, g = (1 + h)~) (assumed 
globally hyperbolic), then 
~,(qwJ=Qtw~Z)=j (+,w~-V~~VA~A 
t=to 
where yj = (1 + h)“* #j. If 4 satisfies (1) and w = (1 + h)“‘$, then 
(4) 
where 
P=-(l+h)m’+A+(l+h)R/6 
= -(I + h) m* + A + fU(log(1 + h)) + {(grad(log(l + h)))*, 
where R is the scalar curvature of g and X2 = t* - x2, X = (t, x). 
Let B = (m’ - A)‘/*-acting in L,(R 3, dx)--, C = B “*, and Q = 
t-t?2 ‘,), so that (d/df)( 7) = Q(i) if and only if v, satisfies (3). We can 
write (4) above in the “interaction representation” 
(d/dt)o = ePtQ 
(“, :) 
etQco =A(t)o, 
where w(t) = ePtQ( $) and F = hm’ - (1 + h) R/6. 
If F is uniformly bounded and 
I m IIF(t, .)II, dt < 00, (6) -a3 
11. ]lrn denoting the L,-norm over space, then (5) can be solved easily on the 
closed interval [-co, +-co], i.e., Cauchy data for (5) can be specified at 
t = -co or t = +co. More specifically, we solve (5) in the real Hilbert space 
H = If”*(R3) @ H-“*(R3), with the usual real scalar product 
((3 c:))=J [ICyl,l” + IC-‘(~2l*l d3x. (7) 
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In fact, H becomes a complex Hilbert space with the complex structure 
(i -“,-I) and complex scalar product (., .) + iJ2(*, .). Then eta is a strongly 
continuous l-parameter unitary group in H; cf. [ 171 for further details. 
Henceforth ]I. 11 denotes the norm derived from (7). 
Having such solutions of (5), we define S(K) = U, whenever w  satisfies 
(5) and U* = lim,,, m w(t). Then etQu, is asymptotic to ($) in H as 
t + f co, and the scattering operator S is bounded and invertible by (6) and 
m > 0. S is also symplectic, since each A(t) in (5) is in sp(H), but S is 
clearly usually not orthogonal with respect to (7). Instead, an alternative real 
inner product is, in these cases, generically singled out by the dynamics. 
THEOREM 16.2. Let h be a real bounded smooth function on R4 which is 
bounded away from - 1. Then (R ‘, (1 + h)n) is globally hyperbolic. Let 
m > 0 be given, and set F = hm2 - (1 + h) R/6, where R is the scalar 
curvature. If (1) F > 0 everywhere, (2) F is uniformly bounded, (3) 
j-:2 sup,,R, F(t, x) dt < 2 m, and (4) there exists no nonzero solution of the 
free Klein-Gordon equation (3) with Cauchy data at each time in H such 
that PF = 0 everywhere (e.g., tf F > 0 a.e. at some time t, or in some forward 
cone), then the scattering operator S: H + H defined above is uniquely essen- 
tially unitarizable (cf. Section 6). 
Proof: The metric is globally hyperbolic since h is bounded and bounded 
away from -1, and by the original definition of global hyperbolicity. We will 
apply Theorem 7(2) in [20] to Eq. (5). t + A(t) is strongly continuous by the 
boundedness and continuity of F, and A(t) E --ra if and only if F > 0. Since 
etQ is unitary, 
lim llA(t)ll dt = I’* I/C-‘M,(,,.,C-‘11 dt <rn-‘l’* l]Fll, dt, 
-02 --co -cc 
since C-’ <mm’/‘. 
The final hypothesis of Theorem 7(2) that we need check is 
ntsR kerA(t) = (01. G iven any x = (v, w) E H, then 0 = A (t)x implies 
O= (z i)etQ (i)= (i i)(i)=(i!)J, 
where rp satisfies (3), so the hypothesis (4) implies rp = 0. 
Therefore Theorem 7(2) implies that S + I has a bounded inverse and 
R(Sv, v) > 0 for all v # 0. Thus S is uniquely essentially unitarizable by 
Theorem 6.3. 
The same proof also applies to prove the more general 
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THEOREM 16.3. Let V(t,x) be a bounded nonnegative continuous 
function on R’ x R” and m > 0, and set C = (m’ - A)‘14, where A is the 
Laplacian on R”. Suppose that 
5 -m_ IIC-‘Mvc,,.,C-‘II dt < 2, 
11. I( being the Lz(R”, d%) norm, and MF being the operation of multiplication 
by Ffor any function F on R”. 
Then the scattering operator S for the equation 
09 + m29 + V(t, x)9 = 0, 
relative to the free Klein-Gordon equation (3~in the complex Hilbert space 
defined by the scalar product (7) and complex structure (i -:-’ )-exists 
and is symplectic. Further, S is uniquely essentially unitarizable provided 
there exists no nonzero normalizable solution 9 of (3) such that V9 = 0, e.g., 
V is nonzero a.e. on some domain of dependence of (3). 
To complement these abstract results we also show, purely for the sake of 
illustration, how the unique invariant Hilbertization can be estimated and 
calculated perturbatively. A class .Q of metric perturbations h, as in 
Theorem 16.2, is introduced below; we will be aiming toward Theorem 16.6, 
which shows the following. Given any m > 0 and sufftciently small h in g, 
then: (i) the corresponding symplectic scattering operator S, determined by 
h, has spectrum on the unit circle and bounded away from -1 but not from 
1; (ii) S is unitarizable (not merely essentially unitarizable) in the space H of 
Theorem 16.2; and (iii) the complex structure J commuting with S and deter- 
mined by kh, where k > 0, satisfies an inequality of the form 
IIJ- Joll <M(k) 
if k is small enough, where M(k) is analytic with a simple zero at k = 0, and 
J, is a complex structure dependent on m and h which is given in closed 
analytic form. 
L9 is determined basically by the condition F > 0 of Theorem 16.2. We 
suppose henceforth that h is a function of time t only, and set F = H + L 
where H = m2h - f& the first order contribution. Then 
F = m2h - f(d/dt)(h/( 1 + h)) - ih’/( 1 + h)2 
= m2h - $I$( 1 + h) + bh2/( 1 + h)‘. 
(8) 
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LEMMA 16.4. If h > 0 and H > 0, then F > 0. In this case, 
where J’ denotes I?, dt and A(t) is given by (5). 
If h = (1 + ct2)-*, where c > 0 and n is a positive integer, then H > 0 if 
and only if 
c < 8m2(n + 1) n-‘(2n + 1))‘. 
In addition, 2m2h 2 1kl provided n > 2 and (9), in which case 
(9) 
)^h.*=-/hk<2m2(h2. (10) 
Proof: The first paragraph is immediate from (8). For the second, note 
that 2m2h - I;’ equals 
(m’ + cn) + t2(2m2c - n(2n + 1) c2) + t4(m2c2) 
times a positive function of t. The above quadratic form in t2 is nonnegative 
iff (9); for the necessity, note that the coefftcient of t* is negative if (9) fails. 
2m2h + I;’ similarly involves 
(m’ - cn) +pt2 + qt4, 
where p, q > 0 always, and m* > cn for n > 2 by (9). 
Therefore we make the following 
DEFINITIONS. Let &S be the convex cone of finite linear combinations 
with positive coefftcients of translates of the functions on the real line of the 
form (1 + ct*)-” satisfying c > 0, n = 2,3,4,... and (9). Given any h E .SJ, let 
n, = n,,(h) be the unique positive integer such that I t(‘“O h(t) approaches a 
finite nonzero limit as (t( + co, i.e., the intimum of the set of values of n 
which appear in h. 
For convenience in the statement of Theorem 16.6 we introduce a function 
f(n), defined for integers n > 2, by 
f(n) = !(l . 3 .a. (2n - ~))(T~/~)“~[L~-“~K,-,,~(L,,)]-~ 
where L, = (2n + 1) n’j2(2n + 2)-‘12 
(11) 
and K,(z) is the usual Bessel (McDonald’s) function. Here K,_ 1,2(z) is finite 
and exponentially decreasing for z in (0, co). 
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LEMMA 16.5. f(2) = (3 + 5 fi) exp(5/fi) x 1.5381269..., and f(n) > 
f(2) for all n > 3. 
Proof: The first few values of f(n) are about 1.54, 2.1, 3.1, 4.6, 6.9 ,..., 
and asymptoticallyf(n) is a constant times 
[2exp(fi- l)/(fi+ l)]” x (1.522)” 
by [ 1, p. 861. By successive calculations of (11) c may be seen that 
j(n + 1)/f(n) > 1.5 for all n > 6. 
We can now state 
THEOREM 16.6. Let there be given m > 0 and h E g, such that 
I 
00 
m h Q log 2, 
-cc 
and define 
v= I * h, w= -m 
Choose any constants D and G, dependent on m and h, such that 
mV<D<log2 and 1 c G <fMh)). 
Define the further constants 
d = ((2 + D) eD - 30 - 2)/D2, U=3W2/2+dm V2, Y = u/v. 
Provided now that 
Y< ;(l - G-I)(1 -8) 
and 
(1 +G-‘)Y+ Y2<;(l -G-2)(1 -‘I) 
for some 6 and n between 0 and 1, then the scattering operator S for the 
covariant Klein-Gordon equation Cl& + m’qi = 0 on (R4,g= 
(1 + h)(dt2 - dx2)), relative to the free equation (3), exists, is symplectic, and 
is uniquely unitarizable. 
Let 
h(t) = 2 d,( 1 + cn(t - t,)‘) -“, 
n 
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as in the dejkition of ~8, where finitely many d, are nonzero. Then S 
commutes with a unique positive symplectic complex structure J, which is 
bounded relative to the free complex structure (1 -“,-‘), and satisfies the 
estimate 
~(J-J,,~~~2(1-G-1)-26-1Y+M(G)d-1~-2{2GY3 
+ [(2+6)G+2-61 Y*+(G-G-‘)dY) 
where M(G) = 2-“*(2G* - 1)3’2(G - 1)-4(G-1 + l)-‘, (12) 
and J, is the explicit h-dependent complex structure 
-R 
(P + QP 
-(‘-f’“’ ) (J-J’ _ Q242)-1’2, 
(13) 
where 
P= m* s d,n(2n - 2)! c;1’22-2nt1((n - l)!)-*, 
n 
Q = (jm’ + B*) x d, T(n, c,) cos 2t,B, 
n 
R = (fm’ +-B*) x d, T(n, c,) sin 2t,B, 
n 
and 
T(n, c) = &c-1’22-nt1((n - l)!)-‘(DC-‘I*)“-I’* K,~l,2(2Bc-1’2). 
Regarding the existence of the inverse and square root in (13), we have 
the estimates 
O<P*(l-G-*)<P*-Q2-R2,P2. 
A simple special case is 
COROLLARY 16.7. If m > 0, h E 23, and 
m h Q (110)-l, 
J J ii 
h* h ( (75)-l, 
then h satisfies all the hypotheses of Theorem 16.6, where S = 314 and 
n = l/2. The complex structures J and J, of Theorem 16.6 satisfy 
)I J - J,/l< 200 J h* 1 h + 27Om J h. 
I 
(14) 
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Proof of Corollary 16.7. We take D = (1 lo)-‘; by Lemma 16.5 we can 
take G = 1.538. The hypotheses mV< (110))’ and W’V-’ < (75)-l then 
imply Y< (29-l; the latter, together with q = l/2 and 6 = 3/4, imply the 
stated inequalities regarding 6 and YZ. But then (12) implies (1.Z - Jo 1) < 13OY, 
which implies (14). 
Proof of Theorem 16.6. The hypotheses assumed imply the hypotheses of 
Theorem 16.2 in view of Lemma 16.4 and log 2 < 2. Thus (S + I)-’ and 
K=2(S-Z)(S+Z)-’ 
are bounded. We also setA,=lF,A(t)df, E=K-A,, andA,=A,+A,, 
where 
A2=lw emtQ (-i i)efQdt 
-co 
BP2 sin2 tB 
(15) 
= 
-B-l sin tB cos tB 
H(t) dt 
(recall F = Z-Z + L and (5)). 
The proof is reduced to Lemmas 16.8-13 by the following. Clearly B 
commutes with K, A,, and A,. By Lemma 16.11, -BA, and (BA,)-’ are 
elements of the cone C,; hence commute with the unique positive symplectic 
complex structure 
J, = (BA2)-‘(-B2A;)1’2. 
By Lemma 16.10, this is (13). Now K = A, + A, + E; A, is O(h), whereas 
A, and E are O(h*). Co is an open cone, so -BK and (BK)-’ are also 
bounded if h is sufficiently small. Thus 
J= (BK)-‘(-B2K2)1’2 
is also bounded and commutes with K, hence also S. 
To estimate J-J,, we note that (-X2)“* can be calculated by a 
convergent geometric series 
( all c, > 0, s cj = 1 i ) 
provided (II + X2 1) ( 1. Defining a > 0 as in Lemma 16.13, then clearly 
Z+ a-*(BA,)* and Z + a-‘B2K2 have norms < 1 by that lemma. Let Q, 
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denote the difference of inverses in Lemma 16.12, and Q2 the difference of 
square roots in Lemma 16.13. Then the identity 
and Lemmas 16.11-13 imply (12) and the last statement. 
(Q.E.D. Theorem 16.6) 
The hypotheses of Theorem 16.6 are assumed in the remaining lemmas. 
LEMMA 16.8. IIBAJ < 3m2 W2/2. 
Proof. By (8) we have 
L = fhhj( 1 + h) + $?/( 1 + h)2; 
then SE, IL I < 3m2 W2/2 by (10). Finally, use the fact that 
(16) 
for all constants q, and that eta is unitary. 
LEMMA 16.9. IjBEIj < dm3V2. 
Proof. Set R = S -I -A 1. Estimating \IBR (I involves estimating the 
higher-order terms in the time-ordered exponential for S: 
<m 
[.i 
.m m- ‘F(t,) 1”” m-‘F(t,_,) a+. dt,-, dt, 
-cc --cc I 
< (m/n!) i”, m-IF(t) dl)’ < m(mV)“/n! 
by B > m and Lemma 16.4. Since mV < D, summing these inequalities over 
n 2 2 gives 
IlBR II< m3 V2(eD - D - 1)/D2. (17) 
NOW [IBA, I/ < m*V by (16) and Lemma 16.4; together with (17) this gives 
I(A,+RI(<mV(eD- 1)/D. Now eD<2, so IIA,+RII< 1 and 
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]j(S + I)-‘]) < 1 follow immediately. The lemma now follows from these 
estimates and the identity 
E=(2R--A,(A,+R))(S+Z)-1. 
LEMMA 16.10. Corresponding to h = (1 + c(t - to)*)-” is 
(P- Q)B-’ 
-R ’ 
where 
I 
00 
p=fm* h = 7r(2n - 2)! m*~-“*2--~+‘((, - l)!)-*, 
-co 
Q = T(+m* + B*) cos 2t,B, 
R = T(fm* + B*) sin 2t,B, 
and 
T= * 
I 
(1 + ct*)-” cos 2tB dt 
-a, 
= fic-“22-n+1((n - 1)!)-1(2Bc-1’2)“-“2K,~,,2(2Bc-1’2). 
Proo$ By (15), a simple integration by parts, and [3, pp. 46M61] and 
[14, p. 1401. 
LEMMA 16.11. -BA, and (BA,)-’ are elements of CO, and 
llBA211 < f<l + G-‘) m*V, 
Il(BA,)-‘11 < 2(1 - G-‘)-‘(m’V)-‘, 
and 
where P, Q, and R are as in Theorem 16.6. 
LEMMA 16.11.1. Given h as in Lemma 16.10, then 
IQI <P/G and VI <PIG. 
Proof In terms of the dimensionless parameters z = 2Bc-“* and 
y = cl/*m-‘, the inequalities asserted may easily be reduced to 
(1. 3 . . . (2n-3))@/G>(l +fy’z*)z”K,(z), (18) 
356 STEPHEN M.PANEITZ 
where u = n - f; we have z > 27-l since B > m. Now the r.h.s. of (18) (and 
a fortiori, z”K,(z)) is positive and decreasing in the range z > 2y-‘, provided 
n = 2, 3, 4,... and c is in the range (9). (We omit the proof, but it follows 
from Bessel function identities [ 141.) Therefore the r.h.s. of (18) reaches its 
maximum at B = m and z = L,, as in the definition of f(n); thus (18) 
reduces to the definition of G. 
Proof of Lemma 16.11. It follows easily from Lemmas 16.11.1 and 
16.10 that BA, has the form 
( 
R (P-Q)B-’ 
-(P+Q)B 1 -R ’ 
where Q’ + R2 < P2/G2. Now -BA, E C, is equivalent to 
((P + QM f) + WW-) + (V’ - Q> g, g> > H(f, f> + (g, g)) 
for all f, g E L,(R 3, and some E > 0, or simply 
(P+Q-E)(P-Q-c)-R2>0. 
By the above estimate of Q’ + R*, this is satisfied if E < (1 - G-‘)P, which 
gives the estimate for JI,(BA,)-’ ]I; I] BA,II is estimated similiarly. 
LEMMA 16.12. 
IJ(BA,)-’ - (BA, + BA, + BE)-’ II < 46-‘mS2(1 - G-‘)-‘(U/V2). 
Proof: The 1.h.s. is clearly bounded by 
II(BA,)-‘l12 PA, +BEII[l -II(BA,)-‘II IIBA, +BEllI-‘; 
now apply Lemmas 16.8-9 and 16.11. 
LEMMA 16.13. Let a = 2-3/2m2VG-‘(2G2 - 1)‘j2. Then 
IP+a -2(BA2)2 II + av2 I((BK)2 - (BA2)2 II < 1 - E, 
where 
E = 2(G2 - 1)(2G2 - 1))‘~ < 1, 
and 
II[Z- (I+ (BA2)2)]1’2 - [I- (I+ (BK)2)]“21( 
Q G2(2G2 - 1)(G2 - 1)-2 rj-‘[(l + G-‘)(U/I’) + (U/v)‘]. 
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LEMMA 16.13.1. Let (Z-A)“’ denote the convergent series 1 - c,A - 
q/p - . . . ifllA[I < 1. Then 
ll(Z - (A + B))“’ - V--A)“211 < 11~111(2~2) 
ifllAII + l[Bll Q 1 -E < 1. 
ProojI For such A and B, ll(A + B)P - AP II< p( 1 - E)~ I( B II follows from 
the mean value theorem (for R). Using cj < f we estimate 
IIBll(c, + 2c,(l -E) + 3c,(l - &)2 + *a*) 
< (llBll/2)(1 + 2(1 -&) + 3(1 - &)Z + ***) = p311(2EZ)-‘. 
Proof of Lemma 16.13. By Lemma 16.11, 
-(2G2- 1)-‘<Z+a-2B2A~<(2G2- 1)-l. (19) 
Next, use K = A, + A, + E and Lemmas 16.8-9 and 16.11 to obtain 
II - (BA,)‘II < (1 + G-‘) m4UV+ m4U2. (20) 
The first inequality then results from (19) and (20), and the second follows 
from the first and Lemma 16.13-l. 
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