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I. INTRODUCTION
The inflationary cosmology [1–3] provides a framework
for solving several fundamental and conceptual problems
of the standard big bang cosmology [4]. Most impor-
tantly, it provides a causal mechanism for generating
structures in the universe and the spectrum of cosmic
microwave background (CMB) anisotropies. These are
matched to observations with unprecedented precision
[5, 6], especially after the recent release of the more pre-
cise results from the Planck satellite [7].
However, such successes are contingent on the under-
standing of physics in much earlier epochs when temper-
atures and energies were much higher than what we are
able to access elsewhere [8]. In particular, if the inflation-
ary period is sufficiently long, the physical wavelength of
fluctuations observed at the present time may well orig-
inate with a wavelength smaller than the Planck length
at the beginning of the inflation - the trans-Planckian is-
sues [9]. Then, questions arise as to whether the usual
predictions of the scenario still remain robust, due to
the ignorance of physics in such a small scale, and more
interestingly, whether they have left imprints for future
observations.
Such considerations have attracted lots of attention,
and various approaches have been proposed[10–21]. One
of them is to replace the linear dispersion relation by
a nonlinear one in the equations of the perturbations.
This approach was initially applied to inflation as a toy
model [10], motivated from the studies of the dependence
of black hole radiation on Planck scale physics [22, 23].
Later, it was naturally realized [24–33] in the framework
of the Horˇava-Lifshitz gravity, a candidate of the ultra-
violet complete theory of quantum gravity [34–37].
Hence, obtaining approximate analytical solutions of
the perturbations becomes one of the crucial steps
in understanding the quantum effects on inflation, in-
cluding the power spectra of the perturbations, non-
Gaussianities, primordial gravitational waves, tempera-
ture and polarization of CMB, and has been intensively
investigated in the past decade [10–15, 17–21, 24–33].
However, these studies were carried out mainly by us-
ing the Brandenberger-Martin (BM) method, in which
the evolution of the perturbations is divided into several
epochs, and in each of them the approximate analytical
solution can be obtained either by the WKB approxi-
mations when the adiabatic condition is satisfied, or by
the linear combination of the exponentially decaying and
growing modes, otherwise. Then, the individual solutions
were matched together at their boundaries. While this
often yields reasonable analytical approximations, its va-
lidity in more general cases has been questioned recently,
and shown that it is valid only when k  aH [38], where
k is the comoving wavenumber, a the expansion factor of
the universe, and H ≡ a˙/a with a˙ ≡ da/dt. Therefore,
unless the non-adiabatic evolution of the mode function
is properly taken into account, the BM method cannot
be applied to the case in which the adiabatic condition of
the evolution of the mode function is not guaranteed. In
addition, the errors are not known in this method. How-
ever, with the arrival of the precision era of cosmologi-
cal measurements, accurate calculations of cosmological
variables are highly demanded [39, 40].
In this paper, we propose another method, the uni-
form asymptotic approximation, to construct analytical
solutions of the linear (scalar, vector or tensor) pertur-
bations of inflation with modified dispersion relations.
We construct explicitly the error bounds and study them
in detail. Because of the understanding and control of
the errors, such constructed solutions describe the exact
evolutions of the perturbations extremely well, even only
in the first-order approximation [cf. Fig. 1].
It should be noted that the uniform asymptotic ap-
proximation was first used to study the mode function by
Habib et al [41, 42], and later applied to some particular
models [43, 44]. However, their treatments are applica-
ble only to the case where the dispersion relation is linear
bi = 0, where bi are defined in Eq.(3), so that g(η) = 0
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2has only one single root [cf. Eq.(15)]. It cannot be ap-
plied to the more interesting cases with several roots, and
in particular, to those where some roots may be double,
triple or even high-multipole roots. The method to be
developed below shall treat all these cases in a unified
way, which is mathematically quite different from that of
[41, 42], and reduces to it when bi = 0.
II. UNIFORM ASYMPTOTIC
APPROXIMATION
In the slow-roll inflation, we have a(η) ' −(1 −
ε)/(ηH), with η and ε [≡ −H˙/H2] being, respectively,
the conformal time and slow-roll parameter. Then, the
perturbations (of scalar, vector or tensor) are given by
[21],
µ′′k(y) = [g(y) + q(y)]µk(y), (1)
where y ≡ −kη, µk(y) denotes the mode function, a
prime the derivative with respect to y, and
g(y) + q(y) ≡ ν
2(y)− 1/4
y2
− ωˆ2k(y). (2)
Here ν(y) depends on the background and types of per-
turbations. The modified dispersion relation ωˆ2k(y) takes
the form,
ωˆ2k(y) = 1− b12∗y2 + b24∗y4, (3)
where ∗ ≡ H/M∗, with M∗ being the energy scale, above
which the quantum effects become important. To the
first-order approximations of the slow-roll inflation, one
can treat ν(y), H and bi as constants for all types of
perturbations. For details, see for example [21].
Equation (2) shows that g(y) and q(y) in general have
two poles, at y = 0+ and y = +∞, respectively. In ad-
dition, g(y) has multiple turning points (or roots of the
equation g(y) = 0). From the theory of the second-order
linear differential equations, one finds that the asymp-
totic solutions of Eq.(1) depend on the behavior of g(y)
and q(y) around the poles and turning points. Most of
the approximate methods developed in the literature can
yield good approximate solutions only in the regions that
don’t contain turning points [10–15, 17, 41, 42]. The
main purpose of this paper is to develop a uniform ap-
proach to construct analytical solutions of Eq.(1) for g(y)
that can contain various poles and turning points. The
essential and nontrivial feature of this approach is that
it can address all these cases in a unified way.
To proceed further, let us first introduce the Liouville
transformations with two new variables U and ξ [45, 46],
U(ξ) = χ1/4µk(y), χ =
|g(y)|
f (1)(ξ)2
=
(
dξ
dy
)2
, (4)
where
f(ξ) =
∫ y√
|g(yˆ)|dyˆ, f (1)(ξ) ≡ df(ξ)
dξ
. (5)
In terms of U and ξ, Eq.(1) takes the form,
d2U
dξ2
=
[
± f (1)(ξ)2 + ψ(ξ)
]
U, (6)
where
ψ(ξ) ≡ q(y)
χ
− χ−3/4 d
2(χ−1/4)
dy2
, (7)
and the signs ± correspond to the cases of g(y) > 0 and
g(y) < 0, respectively. Thus, to get the analytical solu-
tion of Eq.(1), now we need to solve the new equation,
i.e., Eq.(6), which provides a better mathematical treat-
ment near the turning points. In particular, the following
we shall show explicitly how to determine the analyti-
cal approximate solutions of Eq.(6) around the poles and
turning points by properly choosing the function f (1)(ξ)2.
The essence of the approximation is to choose properly
a form of f (1)(ξ)2, which minimized the errors of the ap-
proximation, and meanwhile enables us to solve Eq.(6)
analytically in terms of known special functions. Obvi-
ously, the errors of the approximations is closely related
to the amplitude of ψ(ξ). As we will show below, this will
be guaranteed by the requirements of the convergence of
the error functions. On the other hand, from the Liou-
ville transformation given in Eq.(4), one can see that χ
is regular and doe not vanish in the intervals of interest.
Consequently, f(ξ) should be chosen so that f (1)(ξ)2 has
zeros and singularities of the same types as g(y).
Therefore, the choices of f (1)(ξ)2 play an essential role
in determining the accuracy of the approximate analyt-
ical solutions. Such a choice crucially depends on the
behavior of the function g(y) near the poles and turn-
ing points. In particular, in the neighborhoods of the
two poles, the function g(y) is regular, thus one has to
choose f (1)(ξ)2 being regular in the same regions. The
simplest choice is 1 f (1)(ξ)2 = const. Without loss of
generality, we take this constant to be one. Then, we
find that
ξ =
∫ y√
±g(yˆ)dyˆ, (8)
here “± ” correspond to the poles y = 0+, +∞, respec-
tively, and the equation of motion (6) becomes
d2U
dξ2
=
[
± 1 + ψ(ξ)
]
U. (9)
Then, to the first-order approximation, neglecting the
ψ(ξ) term in Eq.(9) we find
µ±k (y) =
c±
[±g(y)]1/4 e
is
∫ y√±g(yˆ)dyˆ (1 + ±1 )
+
d±
[±g(y)]1/4 e
−is ∫ y√±g(yˆ)dyˆ (1 + ±2 ) , (10)
1 In principle, one can choose any form of f (1)(ξ)2, as long as it is
regular in these regions. But one also needs to make sure that
Eq.(6) can be solved analytically with such a choice.
3where ±1 and 
±
2 represent the errors of the asymptotic
solutions, c± and d± are the integration constants, and
s = 0 (s = 1) at the pole y = 0+ (y = +∞). The
corresponding error bounds are given by [47],
|+1 |,
1
2
|g(y)|−1/2
∣∣∣∣d+1dy
∣∣∣∣ ≤ e 12V0+,y(F ) − 1,
|−1 |, |g(y)|−1/2
∣∣∣∣d−1dy
∣∣∣∣ ≤ eVy,+∞(F ) − 1, (11)
where Vx1,x2(F ) ≡
∫ x2
x1
|dF (y)/dy| dy, and the error con-
trol function F(y) is defined as,
F (y) =
∫ y (
|g|−1/4 d
2
dy2
|g|−1/4 − q|g|−1/2
)
dyˆ. (12)
From the above expressions one can see that the errors
sensitively depend on the choice of g(y) and q(y), and in
order to minimize the errors one requires the error control
function F (y) to be convergent. As a crucial step of the
approximate procedure, such requirement on the error
control function is an essential condition to determine
the splitting of functions g(y) and q(y). To fix them
uniquely, let us consider the above error bounds. Let us
first expand
g(y) = y−m
∞∑
s=0
gsy
s, q(y) = y−n
∞∑
s=0
qsy
s, (13)
about y = 0+. Then, the LG approximations are valid
only when g(y) has a pole of order m ≥ 2 [45]. However,
when m > 2, Eq.(2) shows that |q(y)| < |g(y)| does not
hold. Therefore, in the present case we must choose m =
2, for which the condition |q(y)| < |g(y)| requires n ≤ 2.
Then, the convergence of F (y) requires n = 2, q0 =
−1/4, while the condition |q(y)| < |g(y)| leads to q1 =
g1 = 0. On the other hand, at the pole y = ∞, we can
make similar expansions, i.e.,
g(y) = ym¯
∞∑
s=0
g¯sy
−s, q(y) = yn¯
∞∑
s=0
q¯sy
−s. (14)
Following similar arguments given at y = 0+, we find
that m¯ = 4, n¯ < 1. Thus, q(y) must take the form,
q(y) = −1/(4y2) + q2, where q2 = −(1 + g2) and |q2| <
|g2|. Then, without loss of generality, we can always set
q2 = 0 and finally obtain [47],
q(y) = − 1
4y2
,
g(y) =
ν2
y2
− 1 + b12∗y2 − b24∗y4. (15)
The LG approximate solutions presented in the above
are valid only in the region where g(y) 6= 0. Once g(y) are
zero, both ψ(ξ) and µk(y) diverge, and the LG approxi-
mations become invalid. In order to get the asymptotic
solutions around these turning points, we need to choose
a different f (1)(ξ)2 in Eq.(4). However, such choice de-
pends on the nature of the turning points. But neverthe-
less, since g(y) = 0 is in general a cubic equation, it can
be always cast in the form
b2x
6 − b1x4 + x2 − ν22∗ = 0, (16)
where x = ∗y. Let
∆ ≡ (Y − 1)3 + 1
4
(
2− 3Y + 3b1Y2ν22∗
)2
, (17)
and Y ≡ 3b2/b21. Then, when ∆ < 0, there exist three
distinct real single roots, denoted by yi (i = 0, 1, 2), re-
spectively. Without loss of generality, we further assume
y0 < y1 < y2. When ∆ = 0, we have one real single
root y0, and one real double root y1 = y2, with y0 < y1.
However, in this case it is impossible to have all three
roots equal. When ∆ > 0, there exists only one real sin-
gle root y0, while y1 and y2 become single complex roots
with y1 = y
∗
2 . In all the three cases, we have y0 ∼ O(1),
while the magnitudes of the roots y2 and y1 depend on ∗.
Physically, we expect ∗  1. Then, we have y1, y2  1
for the cases ∆ ≤ 0. However, the difference between y1
and y2 generally depends on the choice of bi and ∗.
To process further, let us consider the three condi-
tions [45, 46, 48, 49]: (a) |q(y)| < |g(y)| in regions
except for the neighborhoods of yi(i = 0, 1, 2); (b)
|q(y)| < |g(y)/(y − yi)| in the neighborhoods of yi; and
(c) |q(y)| < |g(y)/[(y−y1)(y−y2)]| in the neighborhoods
of y1 and y2.
In the neighborhood of y0, conditions (a) and (b) are
satisfied, and y0 can be treated as a simple turning point.
Then, we can introduce a monotone increasing or de-
creasing function ξ as f (1)(ξ)2 = ±ξ, where ξ(y0) = 0.
Without loss of generality, we can always choose ξ to
have the same sign as g(y), and thus ξ is a monotone
decreasing function around y0 and is given by
ξ =

−
(
3
2
∫ y
y0
√−g(yˆ)dyˆ) 23 , y ≥ y0,(
− 32
∫ y
y0
√
g(yˆ)dyˆ
) 2
3
, y ≤ y0.
(18)
The equation of motion (6) now becomes
d2U(ξ)
dξ2
= [ξ + ψ(ξ)]U(ξ). (19)
Neglecting the ψ(ξ) term in the first-order approximation
of Eq.(19), we obtain
U(ξ) = α0
(
Ai(ξ) + 3(y)
)
+ β0
(
Bi(ξ) + 4(y)
)
, (20)
where Ai(ξ) and Bi(ξ) are the Airy functions, and 3,4(y)
denote the errors of the approximate solutions. Then the
mode function is expressed as
µk(y) = α0
(
ξ
g(y)
)1/4 (
Ai(ξ) + 3(y)
)
+β0
(
ξ
g(y)
)1/4 (
Bi(ξ) + 4(y)
)
, (21)
4In particular, the error bounds now read [47],
|3|
M(ξ)
,
|∂3/∂ξ|
N(ξ)
≤ E
−1(ξ)
λ
[
exp
{
λVξ,a3(H )
}
− 1
]
,
|4|
M(ξ)
,
|∂4/∂ξ|
N(ξ)
≤ E(ξ)
λ
[
exp
{
λVa4,ξ(H )
}
− 1
]
,
(22)
where ξ ∈ [a4, a3], H (ξ) denotes the corresponding error
control function, given by
H (ξ) =
∫ ξ
|v|−1/2ψ(v)dv, (23)
and M(ξ), N(ξ), and λ are given explicitly in [47, 50].
Near the turning points y1 and y2, conditions (a) and
(c) are always satisfied. When condition (b) is also sat-
isfied, we can treat y1 and y2 as single turning points,
and similar to y0, we can get the asymptotic solutions
near them. However, when y2 − y1  1, condition (b)
is not satisfied, and the method used for y0 is no longer
valid. Following Olver [48], we adopt a method to treat
all these cases together. The crucial step is to the choice
f (1)(ξ)2 = |ξ2−ξ20 |, where ξ is an increasing variable and
ξ(y2) = −ξ(y1) = ξ0. The case y1 = y2 corresponds to
ξ0 = 0, and the one with a pair of complex conjugate
roots corresponds to ξ20 < 0. Then, ξ(y) is given by∫ y√
|g(yˆ)| dyˆ =
∫ ξ√
|ξ′2 − ξ20 | dξ′, (24)
where ξ20 = ±|(2/pi)
∫ y2
y1
√
g(y)dy|, and “+” (“-”) corre-
sponds to real (complex) y1,2. Thus, we obtain
µk(y) = α1
(
ξ2 − ξ20
−g(y)
)1/4 [
W
(
1
2
ξ20 ,
√
2ξ
)
+ 5(ξ)
]
+β1
(
ξ2 − ξ20
−g(y)
)1/4 [
W
(
1
2
ξ20 ,−
√
2ξ
)
+ 6(ξ)
]
, (25)
where W
(
1
2ξ
2
0 ,±
√
2ξ
)
are the parabolic cylinder func-
tions, with ξ now being given by Eq.(24). Then, the
error bounds read [47],
|5|
M
(
1
2ξ
2
0 ,
√
2ξ
) , |∂5/∂ξ|√
2N
(
1
2ξ
2
0 ,
√
2ξ
)
≤ κ
λE
(
1
2ξ
2
0 ,
√
2ξ
)[ exp{λVξ,a5(I)
}
− 1
]
,
|6|
M
(
1
2ξ
2
0 ,
√
2ξ
) , |∂6/∂ξ|√
2N
(
1
2ξ
2
0 ,
√
2ξ
)
≤ κE
(
1
2ξ
2
0 ,
√
2ξ
)
λ
[
exp
{
λV0,ξ(I)
}
− 1
]
,
(26)
for ξ > 0, where a5 is the upper bound of ξ, I(ξ) is the
error control function, now defined as
I(ξ) =
∫ ξ
|v|−1ψ(v)dv, (27)
and λ, M
(
1
2ξ
2
0 ,
√
2ξ
)
, κ, N
(
1
2ξ
2
0 ,
√
2ξ
)
, and E
(
1
2ξ
2
0 ,
√
2ξ
)
are given explicitly in [47, 48]. It is easy to get the error
bounds for ξ < 0 by replacing the above ξ by −ξ.
So far, using the Liouville transformations, we have
found the analytical approximate solutions near the poles
y = 0+, ∞, given by Eq. (10), and in the neighborhoods
of the turning points yi, given, respectively, by Eqs. (21)
and (25). We now move onto determining the integration
constants from the initial conditions by matching them
on their boundaries. In this paper, we assume that the
universe was initially at the adiabatic vacuum [4, 21],
lim
y→+∞µk(y) =
1√
2ωk(η)
e−i
∫ η ωk(ηˆ)dηˆ, (28)
where µk(y) also satisfies the Wronskian,
µk(y)µ
∗
k(y)
′ − µ∗k(y)µ′k(y) = i. (29)
Applying them to the solution µ−k (y), we find
c− = 0, d− =
1√
2k
. (30)
On the other hand, to consider the matching between
the solution µ−k (y) and the one given by Eq. (25), we note
that for positive and large ξ the cylindrical functions take
the asymptotic forms [51],
W
(
1
2
ξ20 ,
√
2ξ
)
'
(
2j2(ξ0)
ξ2 − ξ20
)1/4
cosD,
W
(
1
2
ξ20 ,−
√
2ξ
)
'
(
2j−2(ξ0)
ξ2 − ξ20
)1/4
sinD, (31)
where j(ξ0) ≡
√
1 + epiξ
2
0 −
√
epiξ
2
0 , and
D ≡ 1
2
ξ
√
ξ2 − ξ20 −
1
2
ξ20 ln
(
ξ +
√
ξ2 − ξ20
)
+
1
2
ξ20 ln |ξ0|+
pi
4
+ φ
(
1
2
ξ20
)
, (32)
with
φ(x) ≡ x
2
− x
4
lnx2 +
1
2
phΓ
(
1
2
+ ix
)
, (33)
where the phase phΓ
(
1
2 + ix
)
is zero when x = 0, and
determined by continuity, otherwise. Inserting the above
into Eq. (25), and then comparing the resulting solution
with µ−k (y), we find that continuity of the mode function
and its first derivative with respect to η leads to,
α1 =
k−1/2
23/4
j(ξ0)
−1/2, β1 = −ik
−1/2
23/4
j(ξ0)
1/2. (34)
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FIG. 1: The numerical (exact) (red dotted curves) and an-
alytical (blue solid curves) solutions: (a) Top panel: Three
turning points with b1 = 2, b2 = 0.98. (b) Midlle panel: Two
turning points with b1 = 1.5, b2 = 0.5625949579339. (c) Low
panel: One turning point with b1 = 1.5, b2 = 0.59. In all
three cases, we have set ν = 3/2 and ∗ = 0.01.
To determine the coefficients α0 and β0, we match the
solutions (21) and (25) within the region y ∈ (y0, y1). In
this region, |y0 − y1| is very large, as mentioned above,
and ξ is negative. Thus, from the asymptotic formula
(31) of W
(
1
2ξ
2
0 ,
√
2ξ
)
, and the asymptotic form of the
Airy functions,
Ai(−x) = 1
pi1/2x1/4
cos
(
2
3
x3/2 − pi
4
)
,
Bi(−x) = − 1
pi1/2x1/4
sin
(
2
3
x3/2 − pi
4
)
, (35)
for x 1, we find
α0 =
√
pi
2k
[
j−1(ξ0) sinB− i · j(ξ0) cosB
]
,
β0 =
√
pi
2k
[
j−1(ξ0) cosB+ i · j(ξ0) sinB
]
, (36)
where
B ≡
∫ y1
y0
√−gdy + φ(ξ20/2). (37)
Finally, we consider the matching between µ+k (y) given
by Eq. (10) and the one given by Eq. (21) in the region
y ∈ (0, y0). It can be shown that the continuity condition
yields
d+ =
(
α0β0
2pi
)
c−1+ =
α0
2
√
pi
exp
(
−
∫ y0
0+
√
gdy
)
. (38)
Once we have uniquely determined the integration con-
stants from the initial conditions, let us turn to consider
some representative cases. In particular, in the case with
three different single turning points, the numerical (ex-
act) and our analytical approximate solutions are plot-
ted in Fig. 1(a). The cases with two and one turning
point(s) are plotted, respectively, in Figs. 1(b) and 1(c).
From these figures, one can see how well the exact solu-
tions are approximated by our analytical ones. In fact,
we have considered many other cases, and found that
in all those cases the exact solutions are extremely well
approximated by the analytical ones.
III. CONCLUSIONS
In this paper, we have proposed a new method to con-
struct analytical solutions of linear perturbations of in-
flation, in which the dispersion relations are generically
nonlinear and include high-order momentum terms, due
to the quantum effects of the early universe. The ex-
plicit error bounds are constructed for the error terms
associated with the approximations. As a consequence,
the errors are well understood and controlled, and the
analytical solutions describe the exact evolution of the
perturbations extremely well even in the first-order ap-
proximation, as shown in Fig. 1. Thus, with this method
it is expected that the accuracy of the calculations of
cosmological variables, such as the power spectra, non-
Gaussianity, primordial gravitational waves, temperature
and polarization of CMB, shall be significantly improved.
It should be noted that, although in this paper we have
considered only the case where the maximal number of
roots of the equation g(y) = 0 is three, our method can be
easily generalized to the case with any number, and each
of which can be a single, double, triple or even higher
multiple root. An interesting case is when the parity is
violated in the early universe [52–56], and terms like the
Chern-Simons and fifth-order derivatives appear [24–33].
In addition, high-order approximations can also be
constructed [41, 42, 45, 46]. All these can be done not
only in the case within the slow-roll inflation considered
above, but also in more general inflationary backgrounds.
Moreover, the case bi = 0 was studied extensively by
using various methods, including the Green-function one
[57]. It would be very interesting to compare the results
obtained by our method and the ones obtained by others.
Such considerations are clearly out of the scope of this
paper, and we hope to address them in another occasion.
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