Abstract. Meta-theorems for polynomial (linear) kernels have been the subject of intensive research in parameterized complexity. Heretofore, there were meta-theorems for linear kernels on graphs of bounded genus, H-minor-free graphs, and H-topological-minor-free graphs. To the best of our knowledge, there are no known meta-theorems for kernels for any of the larger sparse graph classes: graphs of bounded expansion, locally bounded expansion, and nowhere dense graphs. In this paper we prove meta-theorems for these three graph classes. More specifically, we show that graph problems that have finite integer index (FII) admit linear kernels on hereditary graphs of bounded expansion when parameterized by the size of a modulator to constant-treedepth graphs. For hereditary graph classes of locally bounded expansion, our result yields a quadratic kernel and for hereditary nowhere dense graphs, a polynomial kernel. While our parameter may seem rather strong, a linear kernel result on graphs of bounded expansion with a weaker parameter would for some problems violate known lower bounds. Moreover, we use a relaxed notion of FII which allows us to prove linear kernels for problems such as Longest Path/Cycle and Exact s, t-Path which do not have FII in general graphs.
Introduction
Data preprocessing has always been a part of algorithm design. The last decade has seen steady progress in the area of kernelization, an area which deals with the design of polynomial-time preprocessing algorithms. These algorithms compress an input instance of a parameterized problem into an equivalent output instance whose size is bounded by some function of the parameter. Parameterized * Research funded by DFG-Project RO 927/12-1 "Theoretical and Practical Aspects of Kernelization", by the Czech Science Foundation, project P202/11/0196, and by Employment of Newly Graduated Doctors of Science for Scientific Excellence (CZ.1.07/2.3.00/30.0009).
complexity theory guarantees the existence of such kernels for problems that are fixed-parameter tractable. Some problems admit stronger kernelization in the sense that the size of the output instance is bounded by a polynomial (or even linear) function of the parameter, the so-called polynomial (or linear) kernels.
Of great interest are algorithmic meta-theorems, results that focus on problem classes instead of single problems. In the area of graph algorithms, such metatheorems usually have the following form: all problems with a specific property admit an algorithm of a specific type on a specific graph class. In this paper we focus on meta-theorems for linear or polynomial kernels on sparse graph classes. After early results such as [2, 19] , the first such meta-theorem due to Bodlaender et al. [4] states that problems that have finite integer index (FII) and are quasi-compact admit linear kernels on graphs of bounded genus. Fomin et al. [17] extended the result to the strictly larger class of H-minor-free graphs, for problems which have FII, are bidimensional and satisfy the separation property. This result was, in turn, generalized in [20] to H-topological-minor-free graphs, which strictly contain H-minor-free graphs. Here, the problems are required to have FII and to be treewidth-bounding.
The keystone of all these meta-theorems is finite integer index. This property is the basis of the protrusion replacement rule whereby protrusions (pieces of the input graph satisfying certain requirements) are replaced by members of a finite set of canonical graphs. The protrusion replacement rule is a crucial ingredient to obtaining small kernels.
Although these meta-theorems (viewed in chronological order) steadily covered larger graph classes, the set of problems captured in their framework diminished as the second precondition became stricter. For H-topological-minor-free graphs this precondition is to be treewidth bounding. A (parameterized) graph problem is treewidth-bounding if yes-instances have a vertex set of size linear in the parameter, deletion of which results in a graph of bounded treewidth. Such a vertex set is called a modulator to bounded treewidth. While treewidth-boundedness is a strong prerequisite, it is important to note that the combined properties of bidimensionality and separability (used to prove the result on H-minor-free graphs) imply treewidth-boundedness [17] . Quasi-compactness on bounded genus graphs imply the same [4] . This demonstrates that all three previous metatheorems on linear kernels implicitly or explicitly used treewidth-boundedness.
Another way of viewing the meta-theorem in [20] is as follows: when parameterized by a treewidth modulator, problems that have FII have linear kernels in H-topological-minor-free graphs. A natural problem therefore is to identify the least restrictive parameter that can be used to prove a meta-theorem for linear kernels for the next well-known class in the sparse-graph hierarchy, namely, graphs of bounded expansion. This class was defined by Nešetřil and Ossona de Mendez [26] and subsumes the class of H-topological-minor-free graphs. However, a modulator to bounded treewidth does not seem to be a useful parameter for this class. Any graph class G can be transformed into a classG of bounded expansion by replacing every graph G ∈ G withG, obtained in turn by replacing each edge of G by a path on |V (G)| vertices. For problems like Treewidth t-Vertex Deletion 3 and, in particular, Feedback Vertex Set this operation neither changes the instance membership nor does it increase the parameter. As both problems do not admit kernels of size O(k 2− ) unless coNP ⊆ NP/poly by a result of Dell and Melkebeek [9] , a linear kernelization result on this class of graph and under this parameterization must necessarily exclude both problems.
This suggests that to encompass these problems, the chosen parameter must not be invariant under edge subdivision. If we assume that the parameter does not increase for subgraphs, it must necessarily attain high values on paths. Treedepth [26] is precisely a parameter that enforces this property, since graphs of bounded treedepth are essentially degenerate graphs with no long paths. Note that bounded treedepth implies bounded treewidth.
In terms of parameters, a modulator to bounded treedepth is a generalization of vertex cover. This is easy to see as a vertex cover leaves a graph of treedepth one. The vertex cover number has often been used as a parameter for problems that are W-hard or otherwise difficult to parameterize such as Longest Path [5] , Cutwidth [7] . Bandwidth, Imbalance, Distortion [13] , List Coloring, Precoloring Extension, Equitable Coloring, L(p,1)-Labeling, Channel Assignment [14] . Other generalizations of vertex cover have also been used as a parameter [11, 18] . Treedepth thus seems to be a good compromise.
Our contribution. We show that, for the class of problems with FII, a parameterization by the size of a modulator to bounded treedepth allows for linear kernels in linear time on graphs of bounded expansion. The same parameter yields quadratic kernels in graphs of locally bounded expansion and polynomial kernels in nowhere dense graphs, both strictly larger classes. In particular, nowhere dense graphs are the largest class that may still be called sparse [26] . In these results we do not require a treedepth modulator to be supplied as part of the input, as we show that it can be approximated to within a constant factor.
Furthermore, we only need FII to hold on graphs of bounded treedepth, thus including problems which do not have FII in general. This relaxation enables us to obtain kernels for Longest Path/Cycle none of which have polynomial kernels even on sparse graphs with respect to their standard parameters since they admit simple AND/OR-Compositions [3] . Problems covered by our framework include Hamiltonian Path/Cycle, several variants of Dominating Set, (Connected) Vertex Cover, Chordal Vertex Deletion, Feedback Vertex Set, Induced Matching, and Odd Cycle Transversal. In particular, we cover all problems having FII in general graphs that were considered in earlier frameworks [4, 17, 20] . We wish to emphasize, however, that this paper does not subsume these results because of our usage of a structural parameter.
Finally, notice that a kernelization result for Longest Cycle on graphs of bounded expansion with a parameter closed under edge subdivision would automatically imply the same result for general graphs. This forms the crux of our belief that any relaxation of the treedepth parameter to prove a meta-theorem for linear kernels on graphs of bounded expansion will exclude problems such as this one.
We use standard graph-theoretic notation (see [10] and Appendix for any undefined terminology). All our graphs are finite and simple. Given a graph G, we use V (G) and E(G) to denote its vertex and edge sets. For convenience we assume that V (G) is a totally ordered set, and use uv instead of {u, v} to denote an edge of G. Since we primarily consider sparse graphs, we let |G| denote the number of vertices in the graph G. The distance d G (v, w) between two vertices v, w ∈ V (G) is the length (number of edges) of a shortest v, w-path in G and ∞ if v and w lie in different connected components. By ω(G) we denote the size of the largest complete subgraph of G. For a class G of graphs we denote ω(G) the max{ω(G)|G ∈ G} and set ω(G) = ∞ if the maximum does not exist.
For S ⊆ V (G), we let N G (S) denote the set of vertices in V (G) \ S that have at least one neighbor in S, and for a subgraph H of G we define
In the rest of the paper we drop the index G from all the notation if it is clear which graph is being referred to.
A graph problem Π is a set of pairs (G, ξ), where G is a graph and ξ ∈ N 0 , such that for all graphs
For a graph class G, we define Π G as the set of pairs (G, ξ) ∈ Π such that G ∈ G.
Graph classes.
We denote the treewidth of a graph G by tw(G) and its pathwidth by pw(G). As treedepth is not a well-known measure, we provide its definition here. In this context, a rooted forest is a disjoint union of rooted trees. For a vertex x in a tree T of a rooted forest, the depth of x in the forest is the number of vertices in the path from the root of T to x. The height of a rooted forest is the maximum depth of a vertex of the forest. The closure clos(F) of a rooted forest F is the graph with vertex set T ∈F V (T ) and edge set {xy | x = y is an ancestor of y in F}. A treedepth decomposition of a graph G is a rooted forest F such that G ⊆ clos(F).
Definition 2.1 (Treedepth). The treedepth td(G) of a graph G is the minimum height of any treedepth decomposition of G.
We list some well-known facts about graphs of bounded treedepth. Proofs are omitted and can be found in [26] . If a graph has no path with more than d vertices, then its treedepth is at most d. 
The class of shallow minors of G at depth d is denoted by G d. This notation is extended to graph classes G as well:
The class of graphs of bounded expansion is defined using the notion of greatest reduced average density (grad) (see [23, 27] for details). Let G be a graph class. Then the greatest reduced average density of G with rank d is defined as
In particular, note that G 0 denotes the set of subgraphs of G and hence 2∇ 0 (G) is the maximum average degree of all subgraphs of G-i.e. its degeneracy.
Definition 2.3 (Bounded expansion [23]). A graph class G has bounded expansion if there exists a function
We say that G has expansion bounded by f .
An important relation we make use of later is:
e. the grad of G with rank d is precisely one half the maximum average degree of subgraphs of its depth d shallow minors.
The Protrusion Machinery
We state the main definitions of the protrusion machinery developed in [4, 17] , in some cases modifying them to suit our purpose.
Definition 3.1 (r-protrusion [4]). Given a graph
4 We call ∂ G (W ) the protrusion boundary and |W | the size of the protrusion W .
A t-boundaried graph is a pair (G, bd(G)), where G = (V, E) is a graph and bd(G) ⊆ V is a set of t vertices with distinct labels from the set {1, . . . , t}. The graph G is called the underlying unlabeled graph and bd(G) is called the boundary 5 . Given a graph class G, we let G t denote the class of t-boundaried graphs (G, bd(G)) where G ∈ G. For t-boundaried graphs (H, bd(H)) and (G, bd(G)), we say that (H, bd(H) is a subgraph of (G, bd(G)) if H ⊆ G and bd(H) = bd(G). We ] . Note that in the case of H being an induced subgraph of G, the boundaries are identical. By slightly abusing notation, we often denote a t-boundaried graph by the underlying unlabeled graph when the boundary is clear from the context.
, where B is the labeled set of vertices of ∂(W ), each vertex being assigned a unique label from the set {1, . . . , r} according to its order in G. For t-boundaried graphs (G 1 , bd(G 1 )) and (G 2 , bd(G 2 )), we let G 1 ⊕ G 2 denote the graph obtained by taking the disjoint union of G 1 and G 2 and identifying each vertex in bd(G 1 ) with the vertex in bd(G 2 ) with the same label, and then making the graph simple, if necessary. The resulting order of vertices is an arbitrary extension of the orderings on V (G 1 ) and V (G 2 ) \ V (G 1 ). Note that the ⊕ "destroys" the boundaries of two t-boundaried graphs and creates a simple graph. In the opposite direction, let H ⊆ G such that ∂(H) has t vertices. Let B be the labeled set of vertices from ∂(H) such that each vertex is assigned a unique label from {1, . . . , t} according to its order in G. We define G B H to be the t-boundaried graph (G − (V (H) \ B), B). The operation, therefore, creates a t-boundaried graph from a simple graph. To make things clear we sometimes annotate the ⊕ operator with the boundary as well.
Definition 3.2 (Replacement). Let W be a t-protrusion of a graph G and let B be the labeled set of vertices of ∂(W ), where the labels are assigned to vertices from {1, . . . , t} according to their order in G. For a t-boundaried graph H, replacing W by H is defined by the operation (G
The following definition concerns the centerpiece of our framework.
Definition 3.3 (Finite integer index; FII). Let Π be a graph problem and let
We say that Π has finite integer index in the class F if, for every t ∈ N, the number of classes of ≡ Π,t which have a non-empty intersection with F is finite.
Note that the constant ∆ Π,t ( G 1 , G 2 ) depends on Π, t, and the ordered pair
. On most occasions, the problem Π and the class F will be clear from the context and in such situations, we use ≡ t and ∆ t instead of ≡ Π,t and ∆ Π,t , respectively.
The next lemma shows that if we assume that a graph problem Π has FII in a graph class F, then we can choose representatives for the equivalence classes of ≡ Π,t from a (possibly different) graph class G under certain circumstances.
Lemma 3.4. [ ] Let
be a relation on graphs, let F, G be graph classes and Π a graph problem such that Π has FII in F and G is well quasi-ordered by . Then for each t ∈ N, there exists a finite set R(t, F, G, ) ⊆ F t ∩ G t with the following property: for every
t H; bd(G) and bd(H) are identical; and H G.
Let us explain how we use Lemma 3.4. The graph problems Π that we consider in this paper have FII on the class of general graphs or, for all p ∈ N, in the class of graphs of treedepth at most p. In accordance with the notation in Lemma 3.4, the class F corresponds to the class where Π has FII. The choice of our parameter now ensures that our kernelization replaces protrusions of treedepth at most a previously fixed constant d: choosing G to be the graphs of treepdepth at most d, all protrusions (actually the graphs induced by them) are members of F ∩ G. As G is well-quasi ordered under the induced subgraph relation [26, Chapter 6, Lemma 6.13], we choose to be ⊆ ind .
Now consider a restriction of the graph problem Π to a class K that is closed under taking induced subgraphs. In this paper, the class K is a hereditary graph class of bounded expansion or locally bounded expansion or a hereditary nowhere dense class. This ensures that ∅ = K ∩ G ⊆ F ∩ G. Given an instance (G, ξ) of Π with G ∈ K, one can replace a protrusion of G by a representative (of constant size) that is an induced subgraph of that protrusion, ensuring that this replacement creates a graph that still resides in K. To summarize, Lemma 3.4 guarantees that the protrusion replacement rule (described next) preserves the graph class K and the parameter.
As preparation for the kernelization theorems of the next section, let P denote the set of all graph problems that have FII on general graphs or, for each p ∈ N, in the set of graphs of treedepth at most p. Our reduction rule is formalized as follows. 
Reduction Rule 1 (Protrusion replacement) Let t, d ∈ N and let
The existence of a finite set of representatives R(t, d) is guaranteed by Lemma 3.4. The safety of the protrusion replacement follows from the definition of FII.
As usual, we let F denote the class on which the problem has FII. For a problem Π ∈ P and the class G of graphs of treedepth at most d, we let R(t, d) denote the finite set R(t, F, G, ⊆ ind ) from Lemma 3.4 and ρ(t, d) to denote the size of the largest member of R(t, d). In what follows, when applying the protrusion replacement rule, we will assume that for each t, d ∈ N, we are given the set R(t, d) of representatives of the equivalence classes of ≡ Π,t . Note that previous work on meta-kernels implicitly made this assumption [4, [15] [16] [17] .
Linear Kernels on Graphs of Bounded Expansion
In this section we show that graph problems that have FII on general graphs or in the class of graphs with bounded treedepth admit linear kernels on hereditary graph classes with bounded expansion, when parameterized by the size of a modulator to constant treedepth. On hereditary graph classes of locally bounded expansion we obtain quadratic vertex kernels and on hereditary nowhere dense classes, polynomial kernels. Our main theorem is the following. In the rest of this section we let Π ∈ P and let K be a hereditary graph class whose expansion is bounded by f .
We proceed as follows. Because an optimal treedepth-d modulator cannot be assumed as part of the input, we obtain an approximate modulator 
The proof of the next lemma tells us how to find clusters of connected components with a small neighborhood, which will be targeted by the reduction.
Lemma 4.4. Let G ∈ K and S ⊆ V (G) be a set of vertices such that td(G − S) d (d ∈ N is a constant). There is an algorithm that runs in time O(|G|) and computes a partition
Proof Sketch. We first construct a DFS-forest D of G − S. [20] to mark O(|S|) bags in the path decompositions P 1 , . . . , P q with the property that each marked bag can be uniquely identified with a connected subgraph of G − S that has a large neighborhood in S. We use Lemma 4.3 to show that the set M of marked bags has at most 2 · f (
As the marking stage of the algorithm runs through P 1 , . . . , P q exactly once, this phase takes only linear time. All which is left to show is that each cluster Y i , 1 i , can be reduced to constant size. Note that each cluster is separated from the rest of the graph via a small set of vertices in Y 0 and that each component of G − Y 0 has constant treedepth. These facts enable us to use the protrusion reduction rule. Lemma 3.4 assures us that FII either on general graphs or in the class of graphs with bounded treedepth, implies the existence of a finite set of representatives such that every protrusion can be replaced by an induced subgraph. 
As G is an induced subgraph of G, the above implies that |V (G )| + |E(G )| = O(|S|) by the degeneracy of G and that G ∈ K.
Some problems do not have FII in general (see [8] ) but only when restricted to, say, graphs of bounded treedepth. For a more comprehensive list of problems that have FII in general graphs (and hence fall under the purview of the above corollary), see [4] .
Extension to larger graph classes. We can lift our results to prove polynomial kernels in graphs of locally bounded expansion and the even larger class of nowhere dense graphs. Let N d (v) denote the neighborhood of a vertex v up to distance d.
A graph class K has locally bounded expansion if there exists a function f : N × N → R such that for every graph G ∈ K and all r, d ∈ N and each [12] . A graph class K is nowhere dense if for all r ∈ N it holds that ω(K r) < ∞ [24, 25] .
The two kernelization results that we are about to state apply to all problems listed in Section 4. Note that the running time of the kernelization algorithm is quadratic only because it starts by computing an approximate treedepth-d modulator which takes quadratic time. If we assume that we are given such a modulator as part of the input, then the kernelization algorithm runs in linear time. For proofs, see the appendix. 
Further Research
We conclude with some open problems. Which graph problems admit linear kernels on graphs of bounded expansion with the natural parameter? Is there a meta-theorem on graphs of bounded expansion for problems that are not closed under edge-subvisions with a weaker parameterization?
Appendix
In this appendix, we state our notation, definitions, and provide complete proofs to all the lemmas and theorems that appear in this paper.
Problem definitions
In this subsection, we define some of the problems that we mention in this paper.
Longest Path Input:
A graph G and a positive integer .
Problem:
Does G contain a simple path of length at least ?
Longest Cycle

Input:
Problem:
Does G contain a simple cycle of length at least ?
Exact s, t-Path
Input:
A graph G, two special vertices s, t ∈ V (G) and a positive integer .
Problem:
Is there a simple path in G from s to t of length exactly ?
Exact Cycle
Input:
Problem:
Is there a simple cycle in G of length exactly ?
Feedback Vertex Set
Input:
Problem:
Is there a vertex set S ⊆ V (G) with at most vertices such that G − S is a forest?
Treewidth-t Vertex Deletion
Input:
Problem:
Is there a vertex set S ⊆ V (G) with at most vertices such that the treewidth of G − S is at most t?
Dominating Set
Input:
A graph G = (V, E) and a positive integer .
Problem:
Is there a vertex set S ⊆ V with at most vertices such that for all u ∈ V \ S there exists v ∈ S such that uv ∈ E?
If in addition, we require that G[S] is a connected graph then the problem is called Connected Dominating Set.
r-Dominating Set
Input:
Problem:
Is there a vertex set S ⊆ V with at most vertices such that for all u ∈ V \ S there exists v ∈ S such that d(u, v) r?
Efficient Dominating Set
Input:
Problem:
Is there an independent set S ⊆ V with at most vertices such that for every u ∈ V \ S there exists exactly one v ∈ S such that uv ∈ E?
Edge Dominating Set
Input:
Problem:
Is there an edge set S ⊆ E of size at most such that for every e ∈ E \ S there exists e ∈ S such that e and e share an endpoint?
Induced Matching
Input:
Problem:
Is there an edge set S ⊆ E of size at least such that S is a matching and for all u, v ∈ V (S), if uv ∈ E then uv ∈ S?
Chordal Vertex Deletion
Input:
Problem:
Is there a vertex set S ⊆ V of size at most such that G − S is chordal?
We first describe notation and the most important definitions pertaining to graphs. All our graphs are finite and simple. Given a graph G, we use V (G) and E(G) to denote its vertex and edge sets. For convenience we assume that V (G) is a totally ordered set, and use uv instead of {u, v} to denote an edge of G. 
In the rest of the paper we often drop the index G from all the notation if it is clear which graph is being referred to.
Given an edge e = uv of a graph G, we let G/e denote the graph obtained from G by contracting the edge e, which amounts to deleting the endpoints of e, introducing a new vertex w uv , and making it adjacent to all vertices in (N (u) ∪ N (v)) \ {u, v}. By contracting e = uv to the vertex w, we mean that the vertex w uv is renamed as w. Subdividing an edge is, in a sense, an opposite operation to contraction. A graph G is called a k-subdivision of a graph H if (some) edges of H are replaced by paths of length at most k + 1. A minor of G is a graph obtained from a subgraph of G by contracting zero or more edges.
Definition 6.1 (Kernelization). A kernelization of a parameterized problem (Q, κ) over the alphabet Σ is a polynomial-time computable function
such that for all x ∈ Σ * , we have
x ∈ Q if and only if
where g is some computable function. The function g is called the size of the
, we say that Π admits a polynomial kernel and a linear kernel, respectively. In the definition above, if we restrict T to being a path, we obtain well-known notions of a path-decomposition and pathwidth. We let pw(G) denote the pathwidth of G.
Definition 6.2 (Treewidth). Given a graph G = (V, E), a tree-decomposition of G is an ordered pair (T, W), where T is a tree and W
= {W x ⊆ V | x ∈ V (T )}
The Protrusion Machinery Lemma 3.4. Let be a relation on graphs, let F, G be graph classes and Π a graph problem such that Π has FII in F and G is well quasi-ordered by . Then for each t ∈ N, there exists a finite set R(t, F, G, ) ⊆ F t ∩ G t with the following property: for every G = (G, bd(G)) ∈ F t ∩ G t there exists H = (H, bd(H)) ∈ R(t, F, G, ) such that G ≡ Π,t H; bd(G) and bd(H) are identical; and H G.
Proof. Let E 1 , . . . , E q be the equivalence classes of the relation ≡ t , where q is some constant. For each equivalence class E i , define E i = E i ∩ G t . Next partition E i into at most 2 t 2 · t! sets E i,j such that all graphs in E i,j have identical boundaries. We now use the fact that G is well quasi-ordered by . When applied to the set E i,j , this implies the existence a finite set H i,j (t) of t-boundaried graphs such that for all G ∈ E i,j there exists H ∈ H i,j (t) satisfying the three properties stated in the lemma. We choose the members of j H i,j (t) as the representatives for E i . Define R(t, F, G, ) = t l=1 i,j H i,j (l). Since R(t, F, G, ) is the finite union of finite sets, it is finite. Further, by construction, for every member of F t ∩ G t this set contains an ≡ Π,t -equivalent t-boundaried graph with the above three properties.
Linear Kernels on Graphs of Bounded Expansion
We begin by describing a constant-factor approximation algorithm for the treedepth of a graph. Proof. We use the fact that any DFS-tree of a graph of treedepth d has height at most 2 d − 1. We compute a DFS-tree of the graph G and if it has height more than 2 d − 1, then td(G) > d. So, we take some path P from the root of the tree of length 2 d − 1 and add all the 2 d vertices of P into a set S 0 ⊆ S; delete V (P ) from the graph and repeat. (Clearly, at least one of the vertices of P must be in any modulator.) At the end of this procedure, the DFS-tree of the remaining graph G − S 0 has height at most 2 d − 1. This gives us a tree (path) decomposition of the graph of width at most 2 d − 2. Now use standard tools (e.g., Courcelle's theorem [6] ) to obtain an optimal treedepth-d modulator S 1 in G − S 0 , and set S = S 0 ∪ S 1 . Since the treewidth of G − S 0 is a constant, the latter algorithm runs in time linear in the size of the graph. The overall size of the modulator has size at most 2 d times the optimal solution. For a graph G from a class of bounded expansion, we modify the way S 0 is computed above (the resulting set will not be larger than the one computed above, and often much smaller). By [22] , graph classes of bounded expansion admit low treedepth coloring: Given any integer p, there exists an integer n p such that any graph of the class can be properly vertex colored using n p colors such that for any set of 1 i p colors, the graph induced by the vertices that receive these i colors has treedepth at most i. Such a coloring is called a p-treedepth coloring and can be computed in linear time [22] . Here we choose p = 2
d and obtain such a coloring for G using n p colors. Let G 1 , . . . , G r denote the subgraphs induced by at most 2 d of these color classes where r < 2 np = O(1). Note that
, since every vertex of G appears in at most a constant number of subgraphs. Any path in G of length 2 d − 1 must be in some subgraph G j , for 1 j r, and we hit all such paths with a set S 0 obtained in the following iterated procedure.
Start with S 0 = ∅. For each j = 1, 2, . . . , r, we simply construct a treedepth decomposition of G j − S 0 , e.g., by the depth-first search. Using standard dynamic programming we find an optimum hitting set for the set of all paths of length 2 d −1 in G j − S 0 and add its vertices into S 0 (and delete them from the graph). Again, some hitting set for these paths must be in any modulator. The time taken to do this for each subgraph G j − S 0 is O(|G j |). The total time taken is therefore
The next lemma and its corollaries (Corollaries 6.3 and 6.4) are used to show how to construct a protrusion-decomposition 
Proof. We construct a sequence of graphs G 0 , G 1 , . . . , G such that G i ∈ G 1 for all 0 i as follows. Set G 0 = G, and for 0 i − 1 construct G i+1 from G i by choosing a vertex v ∈ V (G i ) \ X such that N (v) ⊆ X contains two non-adjacent vertices u, w in G i ; and contract this edge to the vertex u to obtain G i+1 . Recall that contracting uv to u is equivalent to deleting vertex v and adding edges between each vertex in N (v) \ u and u. It is clear from the construction that for 0 i , X ⊆ V (G i ) ⊆ X ∪ Y . This process clearly terminates, as G i+1 has at least one more edge between vertices of X than G i . Note that G i ∈ G 1 for 0 i , as the edges e 1 , . . . , e i−1 that were contracted to vertices in X in order to construct G i had one endpoint each in X and Y , the endpoint in Y being deleted after each contraction. Thus, e 1 , . . . , e i−1 induce a set of stars in V (G) = V (G 0 ), and G i is obtained from G by contracting these stars. We therefore conclude that G i is a depth-one shallow minor of G. In particular, this implies G [X] is 2p-degenerate and has at most 2p|X| edges. Further, note that for each 0 i , Y ∩ V (G i ) is, by construction, still an independent set in G i .
Let us now prove the first claim. To this end, assume that there is a vertex 
Proof. We construct an auxilliary bipartite graphG with partite sets S and Y = {C 1 , . . . , C s }. There is an edge between C i and x ∈ S iff x ∈ N S (C i ). Note thatG is a depth-δ shallow minor of G with branch sets C i , 1 i s. In relation to Lemma 4.3 we would like to show that, for any F ∈G 1, it is F ∈ G (δ + 1) (while is not additive in general). This follows since a branch set of F in G is induced by a vertex of S plus a subcollection of attached sets C i , 1 i s, or by one set C i and a subset of attached vertices from S. In both the cases the radius is at most 1
to describe what properties our tree-decompositions satisfy and how each Y i is replaced.
The tree-decomposition
satisfies the following conditions:
1. there is a node r ∈ V (T i ) such that N (Y i ) = W r ; 2. the tree-decomposition is nice and the leaf bags contain one vertex.
The first condition can be achieved by simply modifying the graph G i so that N (Y i ) induces a clique, and then introducing an extra node r if no such node exists. The decomposition T i is rooted at the node r. For x ∈ V (T i ), we let G x denote the (d + h)-boundaried graph induced by the vertices in the bags of the subtree of T i rooted at x. That is,
where the union is over all y ∈ V (T i ) that are descendants of x (including x itself) and bd(
Note that the treedepth of G x is at most d and since Π has FII either on general graphs or on bounded treedepth graphs, using Lemma 3. 
To prove this, we need to demonstrate that for all graphsG and all ξ ∈ N,
where the last step follows because of Λ(y) ≡ d+h G y . Since (G x ⊕ WxG ) Wy G y ) ⊕ Wy G y is just the graph G x ⊕ WxG , this proves our claim. In fact, µ = µ(y).
Observe that G x is of constant size, bounded from above by
is an induced subgraph of G y , it follows that G x is an induced subgraph of G x and therefore has treedepth at most d. We set R) . Note that the total time spent at node x to generate these values is a constant.
Finally consider the case when x ∈ V (T i ) has exactly two children y 1 and y 2 whose Λ and µ values are known. Since our tree-decomposition is nice, we have
Similarly as in the above case, we demonstrate that for all graphsG and all ξ ∈ N,
where µ = µ(y 1 ) + µ(y 2 ). Then G x has size at most 2M which is a constant. One can therefore, again in constant time, calculate a representative Proof. Let Π be any one of the mentioned problems, and let d, t be constants. Consider the class G t of all t-boundaried graphs, and let T = {0, 1, . . . , t}.
We define a configuration of Π with respect to G t as a multiset
We say a t-boundaried graph G ∈ G t satisfies the configuration C if there exists a set of (distinct) paths P 1 , . . . , P p in G such that
Note that, for simplicity, we identify the boundary vertices in bd(G) with their labels 1, . . . , t from T . Moreover, s i , t i can take the value 0 which is not contained in bd(G): semantically these tuples describe paths which intersect the boundary of G at only one or no vertex. Another special case are tuples with s i = t i and d = 0: those describe single vertices of the boundary. In short, a graph satisfies a configuration if it contains internally non-intersecting paths of length and endvertices prescribed by the tuples of the configuration, and no three of the paths are prescribed to have the same endvertex (hence some configurations are not satisfiable at all, but this is a small technicality).
The signature σ[G] of a graph G ∈ G t is a function from the configurations into {0, 1} where σ[G](C) = 1 iff G satisfies C. We define:
We claim that the equivalence relation σ is a refinement of ≡ Π,G(d),t . We provide only a sketch for Π = Longest Path, the proofs for the other problems work analogous. To this end we assume the contrary, that σ[
Up to symmetry, this means that for all integers c there exists a graph
We choose c = 0 and show the contradiction. Thus the graph G 1 ⊕ G 3 contains a path P of length but G 2 ⊕ G 3 does not. Using the implicit order given through the vertex order of P we sort the subpaths of P contained in P ∩G 1 and so obtain a sequence of paths P 1 , . . . , P q ⊆ G 1 , each with at most two vertices -the ends, in bd(G 1 ). By identifying each subpath P i with the tuple (s i , d i , t i ) where d i = |P i | and s i is the label of the start of P i in bd(G 1 ) (or 0 if s i ∈ bd(G 1 )) and t i the label of the end of P i in bd(G 1 ) (ditto), we obtain a configuration C P = { (s 1 , d 1 , t 1 ) , . . . , (s q , d q , t q )}. Now, G 1 satisfies C P by the definition. Since σ[G 1 ](C P ) = σ[G 2 ](C P ), there exists a set of paths Q 1 , . . . , Q q ⊆ G 2 witnessing that G 2 satisfies C P . But then Q 1 , . . . , Q q together with P ∩ G 3 form a path Q of length in G 2 ⊕ G 3 , a contradiction.
Second, although σ is generally of infinite index, we claim that for every t, only a finite number of equivalence classes of σ carry a representative from G t (d) -the subclass of treedepth at most d. This is rather easy since graphs of treedepth d do not contain paths of length 2 d − 1 or longer, and so a graph G ∈ G t (d) can satisfy a configuration C = { (s 1 , d 1 , t 1 ) 
Extension to larger graph classes
Let #ω(G) denote the number of complete subgraphs of G. For a graph class G and an integer we let G := {H ∈ G | |H| }. Proof. We construct a sequence of graphs G 0 , G 1 , . . . , G analogous to the proof of Lemma 4. The following two corollaries are analogs of Corollary 6.3 and 6.4 and will be used in a similar fashion. Proof. We construct an auxilliary bipartite graphG with partite sets S and Y = {C 1 , . . . , C s }. There is an edge between C i and x ∈ S iff x ∈ N S (C i ). As in the proof of Corollary 6.3 we argue that (G 1) |S| ⊆ H S . By Lemma 6.6, s 2∇ 0 ((G 1) |S| )|S| 2∇ 0 (H S )|S|.
