Scattering of Klein-Gordon particles in the background of mixed
  scalar-vector generalized symmetric Woods-Saxon potential by Lütfüoğlu, B. C. et al.
ar
X
iv
:1
80
1.
06
36
5v
1 
 [n
uc
l-t
h]
  1
9 J
an
 20
18
Scattering of Klein-Gordon particles in the background of mixed
scalar-vector generalized symmetric Woods-Saxon potential
B.C. Lu¨tfu¨og˘lu
Department of Physics, Akdeniz University, 07058 Antalya, Turkey∗
J. Lipovsky´ and J. Krˇ´ızˇ
Department of Physics, Faculty of Science, University of Hradec Kra´love´,
Rokitanske´ho 62, 500 03 Hradec Kra´love´, Czechia
(Dated: January 22, 2018)
Abstract
Recently, it has been shown that the generalized symmetric Woods-Saxon potential energy, in
which surface interaction terms are taken into account, describes the physical processes better than
the standard form. Therefore in this study, we investigate the scattering of Klein-Gordon particles
in the presence of both generalized symmetric Woods-Saxon vector and scalar potential. In one
spatial dimension we obtain the solutions in terms of hypergeometric functions for spin symmetric or
pseudo-spin symmetric cases. Finally, we plot transmission and reflection probabilities for incident
particles with negative and positive energy for some critical arbitrary parameters and discuss the
correlations for both cases.
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I. INTRODUCTION
Symmetry is a tool that we often consult to understand the nature. For instance in
nuclear physics, the pseudo-spin symmetry (PSS) and the spin symmetry (SS) are used
to describe the nuclear structure phenomena [1–3]. These symmetries were discovered in
the first half of 1970’s independently by Smith et al. [4] and Bell et al. [5]. Since then,
SS and PSS are being investigated in various scientific papers [6–15], detailed reports have
been published by Ginocchio [16] and recently by Liang et al. [17]. The origin of these
symmetries basically depends on the investigated system’s Hamiltonian, that is constituted
with the external potential energy term limited with a Lorentz scalar, Vs, and a non-zero
time component Lorentz vector, Vv, [18]. It is shown that SS arises in case of Vs − Vv = ε
+
while Vs+Vv = ε
− case results with PSS. Note that ε+ and ε− are constants and they vanish
for finite nuclei [7].
Alberto et al. [10] gave the required conditions of the equivalent energy spectra of rela-
tivistic spin-half and spin-zero particles in the presence of vector and scalar potentials. All
those conditions are independent of the potential parameters and emerge from the SS and
the PSS in the Dirac equation.
In plenty of papers, the solutions of the Klein-Gordon (KG) and Dirac equation have
been examined for different potential energies, without trying to name all, we mention e.g.
Coloumb potential [19, 20], Po¨schl-Teller potential [20–22], Hulthe´n potential [23, 24], Morse
potential [25, 26]. Among them as an example, Alhaidari et al. [9] investigated the solutions
in three dimensions with vector and scalar potentials, which are non-central, i.e. depend also
on other variables than the distance from the center, namely relativistic Coulomb, harmonic
oscillator and Hartmann potential energies. They concluded that relativistic energy spectra
are different from the well-known relativistic extensions, which have the same non-relativistic
limit.
Apart from those investigations, the famous Woods-Saxon potential (WSP) has also been
examined [27–29]. Moreover Rojas et al. studied the KG particle scattering without scalar
WSP [30] while Hassanabadi et al. with scalar potential [31]. Note that WSP first described
by Woods and Saxon in [32] to describe the 20MeV proton scattering from medium and
heavy nuclei. The successive results that are compatible with the experiments motivate
many scientists to investigate the nucleon interactions by using the WSP with the Coulomb
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potential energy too. The superposition of Coulomb and Woods-Saxon interaction can be
described by Modified Woods-Saxon potential (MWSP) [33]. Recently in order to give a
better description of the energy barrier at the surface of atomic nucleus that nucleons suffer,
Generalized Symmetric Woods-Saxon potential (GSWSP) was proposed [34–53].
Since GSWSP takes the effects of surface interactions, in this manuscript we are motivated
to examine the scattering of the KG particle for SS and PSS cases. The paper is structured
as follows. In Section II we introduce KG equation and arrive at the time-independent KG
equation for SS and PSS limit. The Section III is devoted to solving both cases with the
GSWS potential. We find solutions in the regions x < 0 and x > 0 as a combination of
hypergeometric functions. Furthermore, we find forbidden region for the energy. Using the
asymptotic behavior of the functions we obtain reflection and transmission coefficients. In
Section IV we describe the behavior in the SS and PSS case for a neutral kaon scattering from
a nucleus. This behavior can be seen from the dependence of the reflection and transmission
coefficient on the energy plotted for several values of the coefficients determinating the
potential. Finally, we conclude the results in Section V.
II. KLEIN-GORDON EQUATION WITH VECTOR AND SCALAR COUPLING
The KG equation [
pˆµpˆµ − (m0c)
2
]
Φ(~r, t) = 0 (1)
represents free spinless particle dynamics via two quantities, the rest massm0, and the linear
momentum. Here, pˆµ denotes the four-momentum, while c is the speed of light.
Electromagnetic interactions of KG particles can be introduced by a gauge invariant
coupling to the four-vector linear momentum via the minimal substitution
pˆµ → pˆµ −
e
c
Aµ, (2)
here e is a real parameter and represents the electromagnetic coupling term. Aµ is a gauge
invariant four-vector potential that is constituted by time and space components. Gauge
invariance is very important since it leads to eliminating the nonphysical degrees of freedom.
Instead of choosing the Lorentz or Coulomb gauges, in this manuscript, we study a more
simple problem by taking the space component of the four-vector potential as zero while the
time component is non-zero (i.e. eA0 = Vv).
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The second parameter, the rest mass, is a scalar parameter and can interact by using
another coupling constant, g,
m0 → m0 +
g
c2
Vs, (3)
where Vs is a space-time scalar potential. In strong regime, where g ≈ 1, the scalar potential
coupling becomes important while in weak regime, g ≪ 1, we immediately get the standard
KG equation.
In this paper, we deal with (1 + 1) Minkowski space-time. We assume that the wave
function can be separated into space and time components, then from the time-dependent
KG equation we arrive at the time-independent KG equation as follows[
d2
dx2
+
1
~2c2
[(
E − Vv
)2
−
(
m0c
2 + gVs
)2]]
φ(x) = 0, (4)
here ~ is the Planck constant. In the strong regime, the SS case is
Vv − gVs = ε
+, (5)
and Eq. (4) yields to[
d2
dx2
+
1
~2c2
[
E2 −
(
ε+ −m0c
2
)2
− 2Vv
(
E −
(
ε+ −m0c
2
))]]
φ(x) = 0. (6)
PSS solution
Vv + gVs = ε
−, (7)
gives [
d2
dx2
+
1
~2c2
[
E2 −
(
ε− +m0c
2
)2
− 2Vv
(
E −
(
ε− +m0c
2
))]]
φ(x) = 0. (8)
Here ε+ and ε− are constants and for finite nuclei can be chosen as zero [7]. In this paper,
we investigate the SS and PSS cases on the same equation[
d2
dx2
+
1
~2c2
[
(E2 −m20c
4)− 2(E ∓m0c
2)Vv(x)
]]
φ(x) = 0. (9)
Here E ∓m0c
2 is used, + indicates the SS while − represents the PSS cases, respectively.
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III. GENERALIZED SYMMETRIC WOODS-SAXON POTENTIAL
The GSWS potential in the following form
Vv(x) = θ(−x)
[
−V0
1 + e−a(x+L)
+
We−a(x+L)(
1 + e−a(x+L)
)2
]
+θ(x)
[
−V0
1 + ea(x−L)
+
Wea(x−L)(
1 + ea(x−L)
)2
]
. (10)
examined by [37] is employed. Here θ(−x) and θ(x) are the Heaviside step functions, V0
represents the depth of the potential energy. a and L are the reciprocal of the diffusion
parameter and the radius that the potential energy is effective, respectively. GSWSP differs
from WSP by the second terms in the square brackets. These terms correspond to the
energy barrier at the surface and it is linearly proportional to the spatial derivative of the
first term times the effective radius. Thus, the parameter W is linearly proportional to a,
L, V0 and a proportionality constant. This new constant can be determined by means of
momentum and energy conservations and does not have to be positive in general. Note that
in this manuscript all parameters are chosen as real and positive numbers. Moreover, in
order to study a smooth potential energy function, parameters a and L are chosen in a way
that their product is much greater than one.
A. x < 0 Region
We start by substituting the GSWSP given in Eq. (10) to the KG equation Eq. (9). In
negative region we thus obtain
[
d2
dx2
+ a2
(
− ǫ2 +
β2∓
1 + e−a(x+L)
+
γ2∓(
1 + e−a(x+L)
)2
)]
φ∓L(x) = 0, (11)
using the following new abbreviation parameters
−ǫ2 ≡
(E2 −m20c
4)
a2~2c2
, (12)
β2
∓
≡
2(E ∓m0c
2)(V0 −W )
a2~2c2
, (13)
γ2
∓
≡
2(E ∓m0c
2)W
a2~2c2
. (14)
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Hereafter the encountered ∓ signs indicate the solutions for the Vv = ∓gVs cases. We use
the transformation z ≡
[
1 + e−a(x+L)
]−1
to express KG equation as[
d2
dz2
+
(1
z
+
1
z − 1
) d
dz
+
(
β2
∓
− 2ǫ2
z
−
ǫ2
z2
−
β2
∓
− 2ǫ2
(z − 1)
+
β2
∓
+ γ2
∓
− ǫ2
(z − 1)2
)]
φ∓L(z) = 0. (15)
The differential equation has two singular points, z = 0 and z = 1. We need to study the
dominant terms around these singular points to determine the behaviors of the solutions.
• The dominant terms at z = 0 singularity are[
d2
dz2
+
1
z
d
dz
−
ǫ2
z2
]
φ∓L(z) ≃ 0. (16)
We have a polynomial solution
φ∓L(z) = z
µ , (17)
where µ = ∓
∣∣ǫ∣∣ is chosen to be
µ =
ik
a
(18)
with
k =
1
~c
√
(E ±m0c2)(E ∓m0c2). (19)
• At z = 1 singularity the dominant terms are[
d2
dz2
+
1
z − 1
d
dz
+
β2∓ + γ
2
∓ − ǫ
2
(z − 1)2
]
φ∓L(z) ≃ 0. (20)
This is satisfied by a polynomial solution
φ∓L(z) = (z − 1)
ν∓ , (21)
where ν2∓ + β
2
∓ + γ
2
∓ − ǫ
2 = 0 and
ν∓ =
iκ∓
a
(22)
defined as
κ∓ ≡
1
~c
√
(E ∓m0c2)(E ±m0c2 + 2V0) . (23)
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Therefore the general solution of the differential Eq. (15) could be given as the linear com-
bination of both behaviors as
φ∓L(z) = z
µ(z − 1)ν∓f∓(z) (24)
Then we find
z(1 − z)f∓
′′(z) +
[
(1 + 2µ)− (1 + 2µ+ 2ν∓ + 1)z
]
f∓
′(z)
−
[
(µ+ ν∓)
2 + (µ+ ν∓) + γ
2
∓
]
f∓(z) = 0, (25)
This result is a very well known form of the Hypergeometric differential equation
z(1 − z)u′′(z) +
[
c− (1 + a+ b)z
]
u′(z)− abu(z) = 0 (26)
which has the following solutions
u(z) = A 2F1[a, b, c; z] +Bz
1−c
2F1[1 + a− c, 1 + b− c, 2− c; z] , (27)
where 2F1 is a hypergeometric function. We compare the Eq. (25) with Eq. (26)
f∓(z) = D
∓
1 2F1[µ+ θ∓ + ν∓, 1 + µ− θ∓ + ν∓, 1 + 2µ; z]
+ D∓2 z
−2µ
2F1[−µ+ θ∓ + ν∓, 1− µ− θ∓ + ν∓, 1− 2µ; z] , (28)
where
θ∓ ≡
1
2
∓
√
1
4
− γ2∓. (29)
We write down the most general solution as
φ∓L(z) = D
∓
1 z
µ(z − 1)ν∓ 2F1[µ+ θ∓ + ν∓, 1 + µ− θ∓ + ν∓, 1 + 2µ; z]
+ D∓2 z
−µ(z − 1)ν∓ 2F1[−µ+ θ∓ + ν∓, 1− µ− θ∓ + ν∓, 1− 2µ; z]. (30)
B. x > 0 Region
Since GSWSP energy is an even function, KG equation is covariant under the mapping
x→ −x, therefore the general solution on the positive side will be similar to the one at the
negative side as follows:
φ∓R(y) = D
∓
3 y
µ(y − 1)ν∓ 2F1[µ+ θ∓ + ν∓, 1 + µ− θ∓ + ν∓, 1 + 2µ; y]
+ D∓4 y
−µ(y − 1)ν∓ 2F1[−µ + θ∓ + ν∓, 1− µ− θ∓ + ν∓, 1− 2µ; y]. (31)
Here, y ≡
[
1 + ea(x−L)
]−1
coordinate transformation is used. Note that D∓i , as i = 1, . . . , 4
are normalization constants.
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C. Scattering Conditions for Particles with Negative and Positive Energy
Because of the existing symmetry, a relativistic spinless particle can scatter by approach-
ing from minus or plus infinity. Here we assume that particle is moving from negative region
to positive region. In order to describe particle scattering, two wave numbers defined by
Eq. (19) and Eq. (23) should be real. This gives two conditions:
(E +m0c
2)(E −m0c
2) > 0 , (32)
(E ∓m0c
2)(E ±m0c
2 + 2V0) > 0 . (33)
Eq. (32) holds true regardless the sign in Vv = ∓gVs and implies that particles with positive
energy, which have energies greater than the rest energy, can scatter whereas the particles
with negative energy can be scattered only if they have energies smaller than −m0c
2.
Eq. (33) refers to two distinct sets of solutions as follows:
1. Spin symmetric case
The inequality in Eq. (33) imposes extra constraints on the forbidden gap in energy. To
have a better understanding of the crucial role of the parameter V0 we plot E versus V0 as
given in Fig. 1. The incoming particles which have energies greater than m0c
2 can scatter.
This region is indicated by cyan color in Fig. 1. The incoming particles which have energies
smaller than −m0c
2 can only scatter if V0 is smaller than m0c
2. When V0 becomes greater
than m0c
2, the scatterable negative energy region becomes bounded by V0 as shown in the
magenta region in Fig. 1.
2. Pseudo-spin symmetric case
Let us now consider the case with the negative sign as plotted in Fig. 2. There is no change
in the conditions on the energy for the scattering of the particle with positive energy. This
region is indicated by cyan color in Fig. 2. When V0 = 0, the energy needed for scattering for
incident particles with negative energy is −m0c
2. Whereas if V0 exceeds zero, these particles
that have energies smaller than −m0c
2 can scatter. For particles with negative energy this
region is represented by the magenta area in Fig. 2.
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D. Asymptotic Behaviors
To proceed further, we investigate the behavior of the wave function at infinities. In
both limits, the wave functions do not depend on hypergeometric functions. Hence the
surface terms do not possess an effect on them. This is very reasonable since the incoming
and outgoing relativistic particles do not feel any effect while they are far from the target
particle.
In the x = 0 limit, the wave function should be continuous and well-defined. We clearly
find out that the wave function depends on the surface effects by θ∓ terms within a∓ and
b∓ inside the hypergeometric functions too.
1. x→ −∞ limit
In the negative region, at this limit the wave function behaves as
φ∓L(x→ −∞) ≈ e
−
piκ∓
a
(
D∓1 e
ik(x+L) +D∓2 e
−ik(x+L)
)
(34)
2. x→ 0− case
In the negative domain, when the wave function approaches to the origin, the hypergeo-
metric function plays an important role. In this limit
z
∣∣∣
x→0−
= (1 + e−aL)−1 ≡ t0 . (35)
Since aL≫ 1 the new constant t0 ≈ 1. Therefore we need to use the identity
2F1(a, b, c; t) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b)
2F1(a, b, a + b− c+ 1; 1− t) + (1− t)
c−a−b
×
Γ(c)Γ(a+ b− c)
Γ(a)Γ(b)
2F1(c− a, c− b, c− a− b+ 1; 1− t), (36)
for the transformation of the hypergeometric function [54]. Then we can simply give the
wave function behavior as it approaches to zero as follows
φ∓L(x→ 0
−) = e−
piκ∓
a
[
D∓1 t
µ
0
[
(1− t0)
ν∓S∓1 N
∓
1 + (1− t0)
−ν∓S∓2 N
∓
2
]
+D∓2 t
−µ
0
[
(1− t0)
ν∓S∓3 N
∓
3 + (1− t0)
−ν∓S∓4 N
∓
4
]]
. (37)
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where
S∓1 ≡
Γ(1 + 2µ)Γ(−2ν∓)
Γ(1 + µ− θ∓ − ν∓)Γ(µ+ θ∓ − ν∓)
, (38)
S∓2 ≡
Γ(1 + 2µ)Γ(2ν∓)
Γ(1 + µ− θ∓ + ν∓)Γ(µ+ θ∓ + ν∓)
, (39)
S∓3 ≡
Γ(1− 2µ)Γ(−2ν∓)
Γ(1− µ− θ∓ − ν∓)Γ(−µ+ θ∓ − ν∓)
, (40)
S∓4 ≡
Γ(1− 2µ)Γ(2ν∓)
Γ(1− µ− θ∓ + ν∓)Γ(−µ+ θ∓ + ν∓)
, (41)
and
N∓1 ≡ 2F1[µ+ θ∓ + ν∓, 1 + µ− θ∓ + ν∓, 1 + 2ν∓; 1− t0] , (42)
N∓2 ≡ 2F1[1 + µ− θ∓ − ν∓, µ+ θ∓ − ν∓, 1− 2ν∓; 1− t0] , (43)
N∓3 ≡ 2F1[−µ + θ∓ + ν∓, 1− µ− θ∓ + ν∓, 1 + 2ν∓; 1− t0] , (44)
N∓4 ≡ 2F1[1− µ− θ∓ − ν∓,−µ+ θ∓ − ν∓, 1− 2ν∓; 1− t0] . (45)
The wave function behaves near zero as
φ∓L(x→ 0
−) ≈ e−
piκ∓
a
[(
D∓1 S
∓
1 N
∓
1 +D
∓
2 S
∓
3 N
∓
3
)
e−iκ∓(x+L)
+
(
D∓1 S
∓
2 N
∓
2 +D
∓
2 S
∓
4 N
∓
4
)
eiκ∓(x+L)
]
. (46)
3. x→ 0+ case
In the positive region, the wave function traveling from the origin to the right through
the potential well shows a similar behavior as on the other side of the potential well, that is
mentioned above. Thus,
φ∓R(x→ 0
+) ≈ e−
piκ∓
a
[(
D∓3 S
∓
1 N
∓
1 +D
∓
4 S
∓
3 N
∓
3
)
eiκ∓(x−L)
+
(
D∓3 S
∓
2 N
∓
2 +D
∓
4 S
∓
4 N
∓
4
)
e−iκ∓(x−L)
]
. (47)
4. x→∞ limit
The asymptotic behavior in the positive infinity is found as
φ∓R(x→∞) ≈ e
−
piκ∓
a
[
D∓3 e
−ik(x−L) +D∓4 e
ik(x−L)
]
. (48)
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Since the physics is independent of the choice of incident particle direction, in this study
we choose the particle to approach the target from the negative region. Therefore in this
region, we may have only the transmitted wave, so D∓3 is equal to zero.
E. The Continuity Conditions
The wave functions must have smooth behavior at every point in the configuration space.
In our problem, this conditions should be satisfied by
φ∓L(x)
∣∣∣∣
x=0−
= φ∓R(x)
∣∣∣∣
x=0+
, (49)
dφ∓L(x)
dx
∣∣∣∣
x=0−
=
dφ∓R(x)
dx
∣∣∣∣
x=0+
. (50)
By employing Eq. (49) we find
D∓4
D∓1
−
D∓2
D∓1
= t2µ0
M∓1
M∓2
, (51)
where
M∓1 ≡ S
∓
1 N
∓
1 + (1− t0)
−2ν∓S∓2 N
∓
2 , (52)
M∓2 ≡ S
∓
3 N
∓
3 + (1− t0)
−2ν∓S∓4 N
∓
4 . (53)
Instead of the second condition given by Eq. (50), we can use
dφ∓L(z)
dz
∣∣∣∣
z=t0
= −
dφ∓R(y)
dy
∣∣∣∣
y=t0
. (54)
and after straightforward calculations we get
D∓4
D∓1
+
D∓2
D∓1
= −t2µ0
[(
µ
t0
+ ν∓
t0−1
)
M∓1 +
(µ+θ∓+ν∓)(1+µ−θ∓+ν∓)
1+2µ
M∓3
]
[(
−µ
t0
+ ν∓
t0−1
)
M∓2 +
(−µ+θ∓+ν∓)(1−µ−θ∓+ν∓)
1−2µ
M∓4
] . (55)
where
M∓3 ≡ S
∓
5 N
∓
5 + (1− t0)
−1−2ν∓S∓6 N
∓
6 , (56)
M∓4 ≡ S
∓
7 N
∓
7 + (1− t0)
−1−2ν∓S∓8 N
∓
8 . (57)
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Here
S∓5 ≡
Γ(2 + 2µ)Γ(−1− 2ν∓)
Γ(1 + µ− θ∓ − ν∓)Γ(µ+ θ∓ − ν∓)
, (58)
S∓6 ≡
Γ(2 + 2µ)Γ(1 + 2ν∓)
Γ(1 + µ+ θ∓ + ν∓)Γ(2 + µ− θ∓ + ν∓)
, (59)
S∓7 ≡
Γ(2− 2µ)Γ(−1− 2ν∓)
Γ(1− µ− θ∓ − ν∓)Γ(−µ + θ∓ − ν∓)
, (60)
S∓8 ≡
Γ(2− 2µ)Γ(1 + 2ν∓)
Γ(1− µ+ θ∓ + ν∓)Γ(2− µ− θ∓ + ν∓)
(61)
and
N∓5 ≡ 2F1[1 + µ+ θ∓ + ν∓, 2 + µ− θ∓ + ν∓, 2 + 2ν∓; 1− t0] , (62)
N∓6 ≡ 2F1[1 + µ− θ∓ − ν∓, µ+ θ∓ − ν∓,−2ν∓; 1− t0] , (63)
N∓7 ≡ 2F1[1− µ+ θ∓ + ν∓, 2− µ− θ∓ + ν∓, 2 + 2ν∓; 1− t0] , (64)
N∓8 ≡ 2F1[1− µ− θ∓ − ν∓,−µ+ θ∓ − ν∓,−2ν∓; 1− t0] . (65)
Before proceeding further, we would like to stress that the equality
d
dt
2F1[a, b, c, t] =
ab
c
2F1[a+ 1, b+ 1, c+ 1, t] (66)
is needed to be used and in some papers it has been ignored [28, 37]. In those studies, the
absence of this term can be noticed when carefully looking at the plot of the wave-functions.
Finally, we would like to emphasize that the continuity conditions that are derived in
Eq. (51) and Eq. (55) can be used to find the resonant states with the Siegert boundary
conditions [55].
F. The Reflection and Transmission Coefficients
The reflection coefficient R∓,
R∓ =
D∓2
D∓1
, (67)
and the transmission coefficient T∓,
T∓ =
D∓4
D∓1
, (68)
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can be obtained by solving Eq. (51) and Eq. (55).
R∓ = −
t
2µ
0
2
[ ( µ
t0
+ ν∓
t0−1
)
M∓1 +
(µ+θ∓+ν∓)(1+µ−θ∓+ν∓)
1+2µ
M∓3(
−µ
t0
+ ν∓
t0−1
)
M∓2 +
(−µ+θ∓+ν∓)(1−µ−θ∓+ν∓)
1−2µ
M∓4
+
M∓1
M∓2
]
. (69)
T∓ = −
t
2µ
0
2
[ ( µ
t0
+ ν∓
t0−1
)
M∓1 +
(µ+θ∓+ν∓)(1+µ−θ∓+ν∓)
1+2µ
M∓3(
−µ
t0
+ ν∓
t0−1
)
M∓2 +
(−µ+θ∓+ν∓)(1−µ−θ∓+ν∓)
1−2µ
M∓4
−
M∓1
M∓2
]
. (70)
The physically meaningful quantities, which express the probabilities that the incident par-
ticles are reflected or transmitted from the potential barrier, are
∣∣∣R∓∣∣∣2 and ∣∣∣T∓∣∣∣2. One can
prove by the standard techniques that for |E| ≥ m0c
2 the total probability is equal to unity
since we have k ∈ R.
IV. RESULTS
As an example, in the strong regime, we consider a neutral kaon scattering from a nucleus
whose the reciprocal diffusion parameter and the nuclear radius equal to 1 (fm−1) and 6 (fm),
respectively. Note these assignments satisfy our beginning assumption, aL≫ 1.
A. Spin Symmetric Case
The graphical analysis of the SS case given in Fig. 1 dictates us to investigate two different
cases. Therefore, we choose the parameter V0 to be smaller or greater than the rest mass
energy of the neutral kaon.
In Fig. 3, Fig. 4, Fig. 5, and Fig. 6 the reflection and transmission probabilities versus
incident particle energies are given. In these graphs, the first row is plotted to show the
forbidden gap where the non-physical solutions are found. In the second row, to analyze the
physical scattering processes better, the first and the second column are studied separately
for the scattering of particles with positive and negative energy.
In the case V0 =
m0c
2
2
, in the absence of surface effectsW = 0 or when these effects are not
strong enough to build a barrier W = m0c
2
2
, the particles with positive and negative energy
can be scattered except the forbidden KG gap shown in Fig. 3 and Fig. 4. When the surface
effects increase, particles need momentum to scatter or tunnel from the barrier. Therefore,
the absolute value of the relativistic energy should increase. For the particle with negative
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energy, such increase of the energy does not affect the probability of scattering as shown
in the second row first column in Fig. 5 and Fig. 6. This is not valid for the scattering of
particles with positive energy. There is an absolute shift of the scatterable particle energies.
Moreover, due to the quantum effects there arise resonances as shown in the second row and
column of the Fig. 5 and Fig. 6.
In the case V0 =
3m0c2
2
, the KG forbidden gap expands through the negative energy side.
The scatterable particle energies shift to the energies smaller than −2m0c
2 as predicted
in Fig. 1. Even if there is no surface effect, W = 0, or no barrier yet, W = 3m0c
2
2
, the
transmission and reflection probability of particles with negative energy are given in the
second row in the first column in Fig. 7 and Fig. 8. The transmission probability of the
particle with positive energy starts to change slightly even there is no barrier yet. The main
reason of this is the change of the shape of the potential well, more precisely the squeezing
of the well. When surface effects start to create the barrier, particles need extra energy for
transmission. Therefore, the energies of transitable particles increase as shown in second
row second column of Fig. 9 and Fig. 10. For deeper well, the quantum effects, in other
words, the resonance energy states, are found with smaller energy values.
B. Pseudo-spin Symmetric Case
The PSS differs from the SS in means of the shifting of the rest mass energy,
m∓0 → m0 ∓
Vv
c2
. (71)
Therefore in SS or PSS cases particles have different effective rest masses. More precisely,
in the strong regime, in SS case effective mass increases while in PSS case decreases.
On the other hand, in Fig. 2 we have shown in scattering case that with a positive V0
parameter the forbidden KG gap is widening through the negative energy values. To be
able to compare it with the SS case, we take the V0 parameter as half of the rest energy of
neutral kaon. In the absence of surface effects, the KG forbidden gap is shown in Fig. 11.
The scattering probability of the particle with negative energy is found to be unity after the
shift as predicted by Fig. 2.
When the surface effects are taken into account, but yet cannot build a barrier, there are
slight changes in the particle energy and they can transmit as shown in Fig. 12.
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If the surface interactions are more effective, we find out that negative-energy side does
not vary as in SS case. On the other hand, the transmission probabilities of the positive-
energy particles start to fluctuate just after m0c
2 as shown in Fig. 13 and Fig. 14.
V. CONCLUSION
We found the transmission and reflection probabilities for a Klein-Gordon (KG) particle
in both Spin Symmetric (SS) and Pseudo-Spin Symmetric (PSS) case. In the SS case, the
increase of the potential W (the surface effect) does not considerably influence the threshold
for scattering for the particles with negative energy; the threshold is given by the potential
V0. On the other hand, for positive energies it holds true that the bigger the surface effect is,
the bigger the energy needed for scattering must be. In the PSS case the rest mass energy is
shifted. Again, the transmission and reflection probabilities are affected by the surface effect
mainly in the positive-energy region. For both SS and PSS case one can observe resonances
for positive energies, which are more pronounced for bigger W .
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E 2 −m20c4 > 0
FIG. 1. Possible energy regions and forbidden energy gap for particle scattering in SS case.
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FIG. 2. Possible energy regions and forbidden energy gap for particle scattering in PSS case.
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FIG. 3. In case of SS, the plots of the reflection R and transmission T probabilities versus incident
particle energies which has rest mass energy m0c
2 = 497.648MeV. The red dashed lines are the
transmission, while the black solid ones are the reflection probabilities. The potential parameters
are chosen arbitrarily as V0 =
m0c
2
2 , W = 0, a = 1 fm
−1, L = 6 fm. In the first line we see the KG
forbidden gap. In the second line, the particle scattering graphs are given in more details.
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FIG. 4. In case of SS, the plots of the reflection R and transmission T probabilities versus incident
particle energies which has rest mass energy m0c
2 = 497.648MeV. The red dashed lines are the
transmission, while the black solid ones are the reflection probabilities. The potential parameters
are chosen arbitrarily as V0 =
m0c
2
2 , W =
m0c
2
2 , a = 1 fm
−1, L = 6 fm. In the first line we see the
KG forbidden gap. In the second line, the particle scattering graphs are given in more details.
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FIG. 5. In case of SS, the plots of the reflection R and transmission T probabilities versus incident
particle energies which has rest mass energy m0c
2 = 497.648MeV. The red dashed lines are the
transmission, while the black solid ones are the reflection probabilities. The potential parameters
are chosen arbitrarily as V0 =
m0c
2
2 , W = 2m0c
2, a = 1 fm−1, L = 6 fm. In the first line we see the
KG forbidden gap. In the second line, the particle scattering graphs are given in more details.
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FIG. 6. In case of SS, the plots of the reflection R and transmission T probabilities versus incident
particle energies which has rest mass energy m0c
2 = 497.648MeV. The red dashed lines are the
transmission, while the black solid ones are the reflection probabilities. The potential parameters
are chosen arbitrarily as V0 =
m0c
2
2 , W = 4m0c
2, a = 1 fm−1, L = 6 fm. In the first line we see the
KG forbidden gap. In the second line, the particle scattering graphs are given in more details.
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FIG. 7. In case of SS, the plots of the reflection R and transmission T probabilities versus incident
particle energies which has rest mass energy m0c
2 = 497.648MeV. The red dashed lines are the
transmission, while the black solid ones are the reflection probabilities. The potential parameters
are chosen arbitrarily as V0 =
3m0c2
2 , W = 0, a = 1 fm
−1, L = 6 fm. In the first line we see the KG
forbidden gap. In the second line, the particle scattering graphs are given in more details.
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FIG. 8. In case of SS, the plots of the reflection R and transmission T probabilities versus incident
particle energies which has rest mass energy m0c
2 = 497.648MeV. The red dashed lines are the
transmission, while the black solid ones are the reflection probabilities. The potential parameters
are chosen arbitrarily as V0 =
3m0c2
2 , W =
3m0c2
2 , a = 1 fm
−1, L = 6 fm. In the first line we see the
KG forbidden gap. In the second line, the particle scattering graphs are given in more details.
25
-1000 -750 -500 -250 0 250 500 750 1000
Energy       MeV
0
0.5
1
|R|
2  
&
 |T
|2
Reflection probability
Transmission probability
-1000 -500
Negative  Energy Region      MeV
0
0.5
1
|R|
2  
&
 |T
|2
500 600 700 800 900 1000
Positive  Energy Region      MeV
0
0.5
1
|R|
2  
&
 |T
|2
FIG. 9. In case of SS, the plots of the reflection R and transmission T probabilities versus incident
particle energies which has rest mass energy m0c
2 = 497.648MeV. The red dashed lines are the
transmission, while the black solid ones are the reflection probabilities. The potential parameters
are chosen arbitrarily as V0 =
3m0c2
2 , W =
5m0c2
2 , a = 1 fm
−1, L = 6 fm. In the first line we see the
KG forbidden gap. In the second line, the particle scattering graphs are given in more details.
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FIG. 10. In case of SS, the plots of the reflection R and transmission T probabilities versus incident
particle energies which has rest mass energy m0c
2 = 497.648MeV. The red dashed lines are the
transmission, while the black solid ones are the reflection probabilities. The potential parameters
are chosen arbitrarily as V0 =
3m0c2
2 , W = 4m0c
2, a = 1 fm−1, L = 6 fm. In the first line we see
the KG forbidden gap. In the second line, the particle scattering graphs are given in more details.
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FIG. 11. In case of PSS, the plots of the reflection R and transmission T probabilities versus
incident particle energies which has rest mass energy m0c
2 = 497.648MeV. The red dashed lines
are the transmission, while the black solid ones are the reflection probabilities. The potential
parameters are chosen arbitrarily as V0 =
m0c
2
2 , W = 0, a = 1 fm
−1, L = 6 fm. In the first line
we see the KG forbidden gap. In the second line, the particle scattering graphs are given in more
details.
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FIG. 12. In case of PSS, the plots of the reflection R and transmission T probabilities versus
incident particle energies which has rest mass energy m0c
2 = 497.648MeV. The red dashed lines
are the transmission, while the black solid ones are the reflection probabilities. The potential
parameters are chosen arbitrarily as V0 =
m0c
2
2 , W =
m0c
2
2 , a = 1 fm
−1, L = 6 fm. In the first line
we see the KG forbidden gap. In the second line, the particle scattering graphs are given in more
details.
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FIG. 13. In case of PSS, the plots of the reflection R and transmission T probabilities versus
incident particle energies which has rest mass energy m0c
2 = 497.648MeV. The red dashed lines
are the transmission, while the black solid ones are the reflection probabilities. The potential
parameters are chosen arbitrarily as V0 =
m0c
2
2 , W = 2m0c
2, a = 1 fm−1, L = 6 fm. In the first
line we see the KG forbidden gap. In the second line, the particle scattering graphs are given in
more details.
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FIG. 14. In case of PSS, the plots of the reflection R and transmission T probabilities versus
incident particle energies which has rest mass energy m0c
2 = 497.648MeV. The red dashed lines
are the transmission, while the black solid ones are the reflection probabilities. The potential
parameters are chosen arbitrarily as V0 =
m0c
2
2 , W = 4m0c
2, a = 1 fm−1, L = 6 fm. In the first
line we see the KG forbidden gap. In the second line, the particle scattering graphs are given in
more details.
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