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Numerical modeling of electromagnetic nondestructive testing problems 
has become in the last few years common enough to be considered an integral 
part of the engineering design practice. In particular, eddy current mode-
ling activity has been on the increase because of the benefits afforded by 
such models and their relative simplicity and availability. This is certain-
ly true for two dimensional and axisymmetric modeling where both general [1] 
and NDT models [2] exist. In many such cases, little more than a small 
computer and a reasonably trained person are needed. 
Three-dimensional models for general field problems and for NDT appli-
cations present a totally different situation. The formulation of Maxwell's 
equations is in itself more complex and the type of formulation has 
important implications. Formulations rang ing from single and double scalar 
potentials [3] through magnetic vector potentials [4] to combinations of 
scalar and vector potentials [5] abound. Far more significant than the 
choice available is the fact that these formulations are not necessarily 
equivalent and their applicability is not universal. 
This work is intended as an outline to 3-D eddy current modeling as it 
relates to nondestructive testing. Because of their importance, the work 
deals with some of the most important problems involved in the solution of 
3-D eddy current problems and to appropriate methods to overcome some of 
them. As it so of ten happens with numerical calculations, no method is 
universal or problem independent. Yet, the methods outlined here are in 
general applicable and, with proper development promise to make the solution 
of 3-D electromagnetic problems easier, faster and less expensive. 
METHODS OF FORMULATION 
Formulation of a field problem involves two steps: 1) representation of 
Maxwell's equations in a form suitable solution and , 2) formulation of the 
resulting field equations in a form suitable for solution using a numerical 
method. 
The first step starts with the simplification of Maxwell's equations. 
Simplification in this case means the use of the equation in a reduced form. 
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For low frequency problems, within conducting media, the displacement cur-
rents are neglected as are free charge densities. Linearity may also be 
assumed in many cases as well as uniform current distributions within source 
regions. At this stage one obtains an equation of the following form 
v'iJ X B = crE (1) 
where the material properties are assumed to be linear (and isotropic) and 
the excitation sinusoidal. The equation can now be solved in terms of A or 
the equations can be rewritten in terms of any of a number of functions from 
which the field can be calculated. The most common form of formulation is 
the use of the magnetic vector potential [4]. This, potential, being a 
vector does not reduce the problem size but the magnetic vector potential is 
continuous over material boundaries and therefore it allows inclusion of 
complex material interfaces and boundaries without the need to specify 
interface conditions. The general 3-D problem takes the following form under 
the assumptions in Eq. (1). 
'iJX'iJXA= -3 + jwcrA 
s 
(2) 
In regions void of current sources, the field can be obtained from a 
scalar potential. This is extremely attractive since the solution involves 
the calculation of a single scalar at each node of the mesh as compared to 
three components of a vector. This has been attempted [3] but found to have 
two serious drawbacks 1) large errors due to cancellation of terms and 2) it 
cannot be used in current regions. To overcome the first problem, the use of 
two scalar potentials was suggested [3] while the second can only be treated 
by a vector potential. The natural outcome of this was the use of a vector 
potential in current regions and a scalar potential in the rest of the 
solution region [5]. This approach seems to be optimal but the interface 
between vector regions and scalar regions has not yet been solved satisfac-
torily. Among the many methods suggested are the coupling of the magnetic 
vector potential with the magnetic scalar-potential [7] and the electric 
vector potential and the magnetic scalar potential [5] to mention but two. 
Another method is to solve directly for H or B [6]. 
The second step, that of the numerical formulation is usually quite 
simple once the field equations have been defined in terms of any particular 
function. One particularly simple method is the use of Galerkin's method . 
[6]. More of ten, an energy functional and variational methods are used for 
the formulation [8].The choice here depends on the form of the original 
equations and user preference. 
APPLICATION OF THE MODEL 
The size of 3-D problems and the computer resources needed to solve 
these problems are by far the biggest difficulty in their effective applica-
tion to solution of realistic problems. There are four areas that need to be 
addressed in order to make a 3-D formulation more attractive from the user 
pointof view. These are: 1). size of problem, 2) computer resources, 3) 
accuracy of solution and 4) display. Depending on the formulation used, the 
requirements may vary but, in general all of these must be improved to 
ensure maximum efficiency in solution and simplicity in model application. 
While the formulation is important and has some effect on the problem 
size, there is an urgent need for methods to reduce the computer time 
needed. The types of improvements that Can be implemented are as are: a) use 
of faster computers b) use of infinite elements c) hybrid solution method 
and d) use of more efficient solvers. 
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COMPUTER RESOURCES 
Tbe use of larger, faster computers, althougb being a "brute force" 
metbod is quite effective in improving solution times and hand 1 ing larger 
problems. While it may not be very appealing rrom an intellectual point of 
view, tbe trend in computer tecbnology seems to favor tbis approacb. The 
reason for tbis is in tbe fact that both vector and parallel computers, tbe 
fastest architectures available today, require the problem to be solved 
using a minimum of simple repetitive operations. Tbe basic ideas of 
algorithmic development bas changed drastically. Instead of trying to reduce 
tbe number of operations and/or memory usage, one is try!ng to recast tbe 
problem sucb tbat simple, standard operations such as dot products can be 
used. In particular, brancbing and single, scalar operations sbould be 
avoided on vector machines. Parallel machines also require a high degree of 
parallelism in tbe algorithm itself, a feat that can only be acbleved witb 
simple algorithm1c constructs. To understand tbe importance of this approach 
to solution of field problems it is useful to consider tbe figures in Table 
1. Here, a large eddy current problem was solved on a VAX 11/780, an IBM 
3033 and a CYBER 205. The transfer from one macbine to another ls not 
straigbtforward but the improvements are significant. More important, one 
can reasonably assume tbat future macbines should bring tbese numbers down. 
In this respect, consider the figures in tbe first column in Table 2. Here, 
four problems were sol ved on a personal computer (IBM AT). Tbe first 3 are 
axisymmetric problems wbile tbe fourth is tbree dimensional. New computer 
systems like the Multiple Instructions Multiple Data (MIHD) and vector 
machines [9] could have a significant impact on numerical computation. 
INFINITE ELEHENTS 
Part of the reason for the size of electromagnetic field problems is 
the fact that the field only decays to zero at infinity. The model requires 
the discretization of large volumes of space in order to reduce the influen-
ce of boundaries, artificially located at some finite distance. Tbe natural 
Table 1. Solution times for a 1arge eddy current prob1em 
(12,513 unknowns, 3360 e1ements) for different 
computers. 1, 2 and 4 are in 32 bit mode, 3 is 
in 64 bit mode. 
Sol. Time Sol. Time 
CPU CLock 
1 VAX 11/780 21 Hrs 82 Hrs 
2 IBH 3033 6.5 Hrs 14 Hrs 
3 CYBER 205 29 Hin. 31 Hin. 
4 CYBER 205 21 Hin. 23 Hin. 
Table 2. Solution times of four problems on an IBM AT 
with an ICCG Solver. 
Sol. Time No. Iter. Nodes Band. Elem. 
1. (2-D) 32 Sec. 6 55 7 (T) 
2. (2-D) 37 Sec. 6 55 7 ( Q) 
3. (2-D) 1.75 Hrs 16 1927 49 (Q) 
4. (3-D) 2.17 Hrs 58 735 147 (H) 
4. (3-D) • 1.37 Hrs 31 735 147 (H) 
• W1th Preconditioning 
T-Triang., Q-Quadrilat., H-Hexahedral elements 
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solution to this problem is to use the so called "infinite finite elements". 
Infinite elements are in practice a simple extension to normal finite ele-
ments. Instead of using polynomial shape functions over an element, one 
could use a decaying function instead. This function is usually obtained by 
simply multiplying the normal shape function by an exponentially decaying 
factor or some other similar function [10]. This in effect allows the field 
to decays to zero over a single element which now spans an infinite region. 
Although the principle is simple, in practice one tries to match the decay 
of the field to that of the shape functions. This is quite inaccurate and 
requires extensive experimentation until a correct decay parameter is found. 
HYBRID SOLUTION 
This alternative method [11] is based on the fact that many 3-D testing 
geometries consist of a two-dimensional oraxisymmetric geometry with a 
small region that is three-dimensional (i.e. a defect or inclusion in a 
conducting material). This allows the use of a two-dimensional or axisymmet-
ric solutio~ as the boundary values for a closely truncated three-dimensio-
nal mesh with better accuracy than can be obtained by the use of infinite 
elements. In effect, one assumes that the 3-D portion of the problem is so 
small as to affect the solution very little outside its immediate vicinity. 
Since very accurate solutions in 2-D and axisymmetric geometries can be 
generated at little computational cost it would be of advantage if such 
solutions could be used as the far field solution. This can only be done if 
the disturbance in the field created by the three dimensional effect is 
local and affects the far field values very little. While thisis not the 
case in general electromagnetic field problems it is qUite common in NDT 
applications. In these applications one can solve for the field in the 
sample without the defect and then use the calculated values as boundary 
conditions for a full three-dimensional calculation of the sample with the 
defect but with a mesh truncated close to the region of interest. The method 
also allows the analysis of a variety of defects in the same sample without 
the need to recalculate the boundary conditions. 
To illustrate this approach a relatively large 3-D problem was analyzed 
using a 3-D solution and a hybrid solution. The 3-D mesh consists of 3,360 
elements and 12,513 variables with a bandwidth of 336. The truncated mesh 
consists of 1,200 elements, 4,758 variables and has a bandwidth of 216. An 
axisymmetric mesh with 3,000 elements and 3,146 nodes was used with some of 
its nodes in locations identical to the 3-D mesh. From the values calculated 
with the axisymmetric mesh (without the defects) the boundary values on the 
surface of the 3-D mesh are set. The components of the magnetic vector 
potential at each boundary that cannot be found from such a calculation are 
left unspecified. Figure 1 shows the solution obtained using this method and 
the experimental impedance plane trajectory. The truncated mesh solution and 
the full 3-D solution are practically the same. Although these results 
indicate that the two 3-D meshes yield the same results it cannot be 
concluded that the full 3-D mesh is adequate to describe the probleme In 
fact, the comparison to the experimental curve in Figure 1 indicates that 
the meshes are far too coarse. The results only indicate that the same 
result can be obtained with a far smaller mesh and that the effect of the 
defect on the far field is minimal. Perhaps even more dramatic than the 
solution itself is the improvement in solution time. This is shown in Table 
3 and shows a.factor of about 10 in CPU time and. about 9.5 in total (clock) 
time. 
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Fig. 1. Experimental and 3-D (fu11 and truncated mesh) 
impedance p1ane trajectories. 
Table 3. Solution times on a VAX 11/780 for the fu11 3-D 
and truncaterl 3-D meshes. 
Full Mesh Truncated Mesh 
Unknowns 12,513 4,758 
Elements 3,360 1,200 
Bandwidth 336 216 
Matrix Size 12,513 X 336 4,758 X 216 
CPU Time 21 Hrs 2.3 Hrs 
Clock Time . App. 82 Hrs 8.6 Hrs 
Results are for 24 probe positions 
Table 4. Memory requirements for four differentprob1eros 
with direct and iterative methods of solution. 
Choleski ICCG Nodes Band. Elem. 
Prob. 1 (2-D) 385 440 55 7 (T) 
Prob. 2 (2-D) 385 550 55 7 ( Q) 
Prob. 3 (2-D) 94,423 19,270 1927 49 ( Q) 
Prob. 4 (3-D) 108.045 22 275 'l3~ 147 (H) 
T-Triangular (3 nodes), Q-Quadrilateral (4 nodes), 
H-Hexahedral (8 nodes) 
SOLUTION METHOD 
The accepted method of solving linear systems of equations is by some 
form of Gauss Elimination. In many cases, the Choleski decomposition method 
is used because of its reduced number of operations. Elimination methods are 
particularly convenient since they are direct methods and are relatively 
insensitive to the conditioning of the matrices. This is important in 3-D 
eddy current problems because the matrices are not as well behaved as in 2-D 
problems and 3-D magnetostatic problems. This approach has a severe limita-
tion due to the fact that the size of the matrix depends on the bandwidth of 
the mesh. Some improvement can be obtained through the use of special mesh 
generators [12] or by designing a mesh such that the original node and 
element numbering is minimal. The problem of mesh bandwidth is aggravated in 
the so called frontal methods [13]. Here, one seeks to minimize both band-
width and frontwidth [13] both of which may not always be done independent-
ly. 
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On the other hand, iterative methods of solution offer significant 
advantages in terms of storage requirements. The memory needed for the 
solution of a problem does not depend on the bandwidth but rather on the 
basic structure of the mesh. Thus, for 'finite element problems, the number 
of memory locations needed for the solution is closely related to the number 
of neighboring nodes at each node. This is both smaller than the bandwidth 
(by orders of magnitude in many cases) and remains constant within a mesh 
regardless of the size of the mesh. Table 4 shows the memory requirements 
for some 2-D and 3-D problems using Choleski decomposition and an iterative 
method. Although the method itself has not been defined yet, the require-
ments are about the same for most iterative methods. The figures in Table 4 
are for the matrix itself and no auxiliary arrays are reflected in these 
figures. In the case of the iterative method, both the indexing array and 
the coefficient matrix are included. The memory requirements in Table ,4 
should be viewed as approximate because the actual usage may be different 
depending on the storage scheme. 
Among the various iterative methods available, the most promising is 
the Incomplete Choleski Conjugate Gradient (ICCG) method [14]. The method 
is applicable to magnetoatatic problems and eddy current problems where it 
takes the form of aBi-Conjugate method, specially developed for the solu-
tion of complex systems of linear equations. The ICCG method was never 
popular for 2-D or small 3-D problema because the great advantage in storage 
requirements is of ten offset by the significant increase in the number of 
operations required for solution. In mov ing probe problems, an additional 
aspect plays a significant role: The need for resolution of the system of 
equations for each probe position. In a direct method this is done by an 
elimination step followed by a number of backsubstitution steps - one for 
each probe position. In jterative methods, this cannot be done since one has 
to start with an approximation to the solution and the intermediate steps 
are all lost. The fact that the previous solution can be used as a good 
estimate to the current solution improves mat ters but does not eliminate the 
basic need for resolution from scratch. 
For large problems, the picture changes considerably in favor of the 
ICCG method (or any other iterative method). In such larg~ application the 
savings in memory and disc access time more than compensates for the 
increased number of operations and the solution is considerably faster. 
Iterative methods offer other advantages as well. The most obvious is inde-
pendence of roundoff errors. At the same time, ill conditioned systems are 
more difficult to solve if not impossible. Some methods of preconditioning 
can be used to either render the problem solvable or to reduce the number of 
iterations needed for solution. 
In order to get some feel for this type of solution, Table 4 summarizes 
the solution times and number of iterations needed for the solution of some 
relatively small 2-D problems and a small 3-D eddy current probleme It 
should be noted that, in the 3-D case, a significant difference is achieved 
by preconditioning of the system. 
CALCULATION OF PROBE IMPEDANCES 
A situation unique to HOT applications arises in moving probe calcula-
tions. In axisymmetric geometries the impedance of coils is calculated by 
integrating around the coil's cross section. This method is applicable for 
absolute and differential probes or for any combinat ion of coils. In 3-D 
prob1 ems, the flux around the coil ia not constant circumferencially and 
therefore this method cannot be used. In particular, the calculation of 
differential impedances is complicated. The only correct way of calculation 
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is through calculation of stored and dissipated energies in the solution 
region from which inductance and resistance can be calculated. These are 
global quantities and therefore, differential impedances cannot be calcu-
lated (i.e. zero impedance would correspond to zero applied current, not to 
identical conditions in both coils). One possible solution is to calculate 
the impedance of a single coil and subtract subsequent probe position impe-
dances such as to correspond to the location of the second coil in a diffe-
rential pair [15]. 
MESH AND OUT PUT DISPLAY 
Display of mesh data is extremely important for the purpose of checking 
the correctness of the input data. This is particularly so for 3-D problems 
where one would like to ensure correct data before hours of CPU time are 
lost. A variety of methods, none completely satisfactory are used. Cross 
sectional displays, hidden line removal algorithms and rotations are only a 
few possible approaches. An example to the importance of mesh display can be 
seen in Fig. 2, where a simple mesh without and with hidden lines removed is 
presented. Similarly, meaningful displ,ay of output data is important. In NDT 
applications, one is sometimes content with an impedance plane plot. If flux 
plots are needed, only cross sectional plots can be displayed and even then, 
some cross sections may be more useful than others. A general cross section, 
on which the field is aligned arbitrarily is quite useless for field repre-
sentation since one would have to use a 2-D plane to display the three 
components of the field. 
In addition to display of data, and more significant from the user 
point of view is the generation of input data for the model. Since the user 
is likely to spent a significant port ion of tbe total time needed to model 
a problem in this initial step, it is important that efficient methods for 
pre- and post-processing be developed. Particularly attractive for this 
purpose are personal computers and graphics workstations. These highly 
interactive computers allow the user to have total control of the geometry 
definit ion process and therefore design a correct mesh in a relatively short 
per iod of time. One such preprocessor has been developed by the author for 
2-D and axisymmetric mesh generat ion and is currently being extended for 3-D 
applications. Figure 3 shows a sequence taken from the design of a simple 
mesh. The process starts with the definit ion of an outline of the geometry 
(Fig. 3a). Then, the geometry is partitioned according to the materials or 
structures within it (Fig. 3b). This general definition can be altered at 
any' stage. Next, material properties and boundary conditions are entered 
interactively. The basic mesh in Fig. 3b is then subdivided into any number 
of elements and the obtained mesh displayed either on a raster display (Fig. 
3c) or on a plotter (Fig. 3d). Parts of the mesh can also be displayed 
selectively. The user can go back to any step he desires and change any of 
the data generated with simple commands. The extension of this process to 3-
D problems should free the user from most of the hassle associated with 
mesh generat ion and allow him to concentrate on the problem itself. 
Fig. 2. A simple mesh displayed with alI lines shown (a) 
and with hidden lines removed. 
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Fig. 3. Interactive design of a simple mesh. a) Out line 
of geometry, b) subdivision into blocks, c) dis-
play of mesh and d) plot of mesh. 
CONCLUSIONS 
The need for modeling of electromagnetic field problems does not need 
justificat ion by itself. The effort required and the expense of such models 
is another mater. This impediment to the development and use of 3-D models 
can be overcome by proper development of the basic tools already available. 
The size of problems solvable can be increased significantly by the use of 
faster computers, more efficient solution algorithms and the use of special 
methods, including infinite elements to reduce the computer resources 
required. New formulations should be inspected carefully for better compati-
bility with the newer computer architectures. It is hoped that in the 
future, with the new parallel machines the difficulty of solving realistic 
3-D electromagnetic field problems will be reduced to a level similar to 
that existing today in 2-D and axisymmetric model ing. 
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