A major design requirement for the control system was that it should be used for the commissioning of the accelerator. We are happy to report that this aim has been fulfilled. All systems except the RF were commissioned from the Main Control Room using the computer system. Indeed so powerful were the facilities available that much less beam time for testing was required than was scheduled, this being to the great profit of the installation program. The continuing requirement for the control system is of course to ensure the regular operation of the accelerator for experiments, and to provide sufficient flexibility to meet changing requirements, particularly for accelerator development.
In this paper we examine some of the more significant aspects of the control system. They are discussed in terms of their effect on the construction of the system, its use in the commissioning of the accelerator, and their effect on normal operation. Finally some performance statistics are given, together with an assessment of the overall control system behaviour.
Distributed Computer System
The SPS is controlled by 24 minicomputers, linked together by radial links to a central message transfer computer, also a NORD-10. This approach is at the opposite end of the spectrum from control by a single large central computer. 
The Message Transfer System
The message transfer system is one of the key hardware and software components of the SPS contro' system. Each computer is linked to the central message transfer computer by seria'l data links running at 750 kbits/sec. These are used to transmit 68 word "packets" of information between the computers on a memory to memory transfer basis. The packet contains 4 words of header and routing information plus up to 64 words of data. The message transfer computer uses the header to re-route the packet to the required destination. The reliability of this hardware was a major source of worry, and indeed some hardware trouble in this area initially gave considerable difficulty. We now run for several days between faults and the message transfer system is not one of our major causes of unreliability. The data-links can still give trouble, and this is aggravated by the wide geographical distribution and the implicit lack of communication for fault finding. A system of semi-automatic repeater replacement using the independent mechanism of the central computer should improve this situation.
With hindsight we can see that the contro' system is built in three layers. At the top is the NODAL "user" system with the interpreter and data modules. This runs on the SYNTRON II rea'l time network operating system. This in turn runs on the hardware of the NORD-10 computers and on the data links which were made by a separate contractor. The requirement for an integrated network operating system was not recognised early in the project, but finally evolved from the packet transfer software supplied by the data link manufacturer, the computer manufacturers real time executive (modified), and a new file manager. SYNTRON II performs well, in particular having a fast response. A NODAL program in one computer can go and get a small amount of data from another and continue work in less than 40 milliseconds. For larger amounts of data the speed is limited by the software transfer rate of about 6kwords/s. As the message transfer computer can clear about 40kwords/s, six separate channels can work at full speed. The system is still undergoing development, particularly in areas such as overload recovery and diagnostic aids, but does its normal work very well.
Reliability
Hardware reliability of the computer system was not a major problem at any stage of the commissioning. Many applications programs had already been developed on a console simulation giving the impression of a multi computer system, and the software in the satellites was largely unchanged by the addition of the message transfer system. The remaining software problems were soon reduced to an acceptable level and are still decreasing.
Now that the accelerator is in full operation the computer system is taking its place as one of the larger accelerator sub-systems with its quota of hardware failures. In the first month of "real" operation, January 1977, 10 hours down time were The hardware link speed of 30kwords/s is well above what can currently be achieved due to software limitations.
The low-load response times of the system are very good. However it is easily possible to overload the system and three main bottlenecks have been identified. The first is core-load swapping in the satellites which is used to provide virtual memory. This is usually required at the start of each job and takes a simple data retrieval up from 40 to 180 milliseconds. In the one case where this problem is severe we are adding another computer to share the load. A longer term solution might be to improve the virtual memory management.
The second bottleneck is file transfer from the library. This is required when new programs are called using the touch buttons, and by programs which are repeated each accelerator cycle for updating displays. The load time of .5 seconds for a typical 1.5kword console program is quite fast enough on its own. With a lot of activity, however, delays become noticeable and repeat programs fail to run at the correct time. The solution here is to get the software transfer rate up to nearer the hardware rate as we have a factor of four in hand.
The third bottleneck is display time as all graphics are handled by the display computer and some display routines are quite time consuming. A new graphics system with a microprocessor in each display channel will help here. Also there is the possibility of putting more autonomous display capabilities into the consoles.
Conclusion
The 
