This work is concerned with competitive Lotka-Volterra model with Markov switching. A novelty of the contribution is that the Markov chain has a countable state space. Our main objective of the paper is to reduce the computational complexity by using the two-time-scale systems. Because existence and uniqueness as well as continuity of solutions for Lotka-Volterra ecosystems with Markovian switching in which the switching takes place in a countable set are not available, such properties are studied first. The two-time scale feature is highlighted by introducing a small parameter into the generator of the Markov chain. When the small parameter goes to 0, there is a limit system or reduced system. It is established in this paper that if the reduced system possesses certain properties such as permanence and extinction, etc., then the complex system also has the same properties when the parameter is sufficiently small. These results are obtained by using the perturbed Lyapunov function methods.
Introduction
food resources, and other random factors) in the ecological system by a continuous-time Markov chain α(t) with a countable state space Z + = {1, 2, . . . } and a generator Q = (q αβ ) satisfying q αβ ≥ 0 for α ∈ Z + and β = α, and ∞ β=1 q αβ = 0 for each α ∈ Z + . A stochastic Lotka-Volterra system in random environments can be described by the following stochastic differential equation (in the Stratonovich sense) with regime switching dx i (t) = x i (t) b i (α(t)) − n j=1 a ij (α(t))x j (t) dt + σ i (α(t)) • dw i (t) , i = 1, . . . , n, where w(·) = (w 1 (·), . . . , w n (·))
′ is an n-dimensional standard Brownian motion, b(α) = (b 1 (α), . . . , b n (α)) ′ , A(α) = (a ij (α)), and Σ(α) = diag(σ 1 (α), . . . , σ n (α)) with α ∈ M represent intrinsic growth rates, the community matrices, and noise intensities in different external environments, respectively. It is well known that the above stochastic differential equation in the Stratonovich sense is equivalent to the system in the Itô sense dx i (t) = x i (t) r i (α(t)) − n j=1 a ij (α(t))x j (t) dt + σ i (α(t))dw i (t) , i = 1, . . . , n, ( i (α) for each i = 1, 2, . . . , n. In ecology and biology, one prefers to start the formulation of stochastic Lotka-Volterra systems using calculus in the Stratonovich sense because each term has its clear ecological meaning. However, for the analysis, the Itô calculus should be used. Assume throughout the paper that the Markov chain α(·) and the Brownian motion w(·) are independent. Without loss of generality, we also assume that the initial conditions x(0) and α(0) are non-random.
Note that (x(t), α(t)) is a Markov process, whose generator L is given as follows (see [33, Chapter 2] and also [34, 35] for a definition of the generator of a Markov process). For any V : R n × Z + → R with V (·, α) being twice continuously differentiable with respect to the variable x for each α ∈ Z + , we define
(1.2)
Comparing to [34, 35] , the Markov chain takes values in a countably infinite set.
In this paper, we focus on the study of hybrid Lotka-Volterra systems involving a twotime-scale Markov chain with the help of the study of asymptotic properties of two-time-scale Markov chains [32] . In contrast to the existing results, our contributions are as follows. (i) We model the Lotka-Volterra ecosystems using hybrid systems in which continuous states (diffusion) and discrete events (switching) coexist and interact. A distinct feature of the modeling point is that the random discrete events take values in a countably infinite set.
(ii) Prior to this work, existence and uniqueness of solution, continuity of sample paths, and stochastic boundedness of regime-switching Lotka-Volterra system with random switching taking values in a countable state space were not available. Our paper establishes these properties. Although general regime-switching diffusions were considered in [23] , the spatial variable x there lives in the whole space R n , whereas for the Lotka-Volterra systems considered here, x ∈ R n + . It needs to be established that the solution is in R n + as well. (iii) This paper provides a substantial reduction of complexity. The two-time scale system is a system involving countably infinitely many equations, whereas the limit system is a single diffusion. Using the limit system as a bridge, we then obtain for example, if the limit system is stochastically bounded, or permanent, or going to extinction, then the much more complex system with switching also preserves such properties as long as the parameter ε > 0 is small enough.
We consider Lotka-Volterra ecosystems with a multiple number of species. The species competing against each other. Our main interests are to closely capture the dynamics, to reveal whether or not the species can exist, to find conditions that they will be permanent or extinct. Such studies can be carried out using Lyapunov function methods. The biological and ecological significance is as follows. For the rather complex ecosystems, we show that the complex models with countably infinite discrete states can be handled by using more manageable limit (reduced) diffusion system. More specifically, the answers to such important questions as permanence and distinction of the competing species of the complex systems can be answered by examining the reduced systems. In doing so, we achieve a substantial reduction of computation complexity.
The rest of the paper is organized as follows. Section 2 studies existence, uniqueness, and continuity of solutions of the competitive Lotka-Volterra systems associated with a continuous-time Markov chains with a countable state space. We then introduce the LotkaVolterra systems with two-time scales with the use of a singularly perturbed Markov chain and illustrate the properties or their solutions in Section 3. We further provide the permanence and extinction of the systems with two-time-scale Markov chains through their limit systems in 3.5 and 3.6. The paper is concluded with conclusions and remarks in Section 4. Finally, an appendix containing the technical complements of the proofs of a number of technical results is provided.
Existence, Uniqueness, and Continuity of Solutions
Before getting to the two-time-scale systems, we first examine systems without the time scale separation. Existence, uniqueness, and continuity of solutions of the regime-switching Lotka-Volterra systems when Z + is countably infinite are not available. So we present these results first in what follows. Denote
By a competitive system, we mean that all values in the community matrix A(α) are non-negative (a ij (α) ≥ 0 for all α ∈ Z + and i, j = 1, 2, . . . , n). It is reasonable to assume that the competitions among the same species are strictly positive. Therefore, we assume (A1) For each α ∈ Z + = {1, 2, . . . }, a ii (α) > 0 and a ij (α) ≥ 0 for i, j = 1, 2, . . . , n and j = i.
In [34] , the existence and uniqueness for the switching diffusion model was obtained when the state space of the switching is finite. However, the state space of the Markov chain in our study is countable but not finite. If α(t−) := lim s→t − α(s) = α, then it can switch to β at t with intensity q αβ . Denote for each α, q α = β∈Z + ,β =α q αβ . Note that α(t) may be written as the solution to a stochastic differential equation with respect to a Poisson random measure. To be more precisely, let p(dt, dz) be a Poisson random measure with intensity dt × m(dz) and m be the Lebesgue measure on R such that p(·, ·) is independent of the Brownian motion w(t). Using this fact, for each α ∈ Z, we can construct disjoint sets {∆ αβ , β = α} on the real line as follows
and 1l {z∈∆ αβ } = 0, is the indicator function. The process α(t) can be defined as a solution to
where p(dt, dz) is a Poisson measure with intensity dt×m(dz) and m is the Lebesgue measure on R. We assume the following condition holds.
(A2) The Markov chain having generator Q is strongly exponentially ergodic (see [1] ) in that there exist a K > 0 and a λ 0 > 0 such that
for any positive integer α and t > 0, where ν is the stationary distribution associated with the generator Q and p αβ (t) = P (α(t) = β|α(0) = α). Moreover,
To proceed, we obtain the global solution in R n + for the system. Then we establish the positivity of solution x(t), finite moments, and continuity. One of the main tools is to use an appropriate Lyapunov functions. The proofs of the results are relegated to the appendix for convenience.
Theorem 2.1 Assume (A1) and (A2). Then for any initial data x(0) = x 0 ∈ R n + and α(0) = α ∈ Z + , there is a unique solution x(t) = (x 1 (t), . . . , x n (t))
′ to (1.1) on t ≥ 0, and the solution will remain in R n + almost surely, i.e., x(t) ∈ R n + a.s. for any t ≥ 0.
We next consider the stochastic boundedness. First, we recall the definition.
Definition 2.2
The solution x(t) of (1.1) is stochastically bounded (or bounded in probability), if for any η > 0, there is a constant H = H η such that for any
Theorem 2.3 Under the conditions of Theorem 2.1 and for any p > 0 satisfying
we have
By virtue of Tchebychev's inequality, a direct consequence of Theorem 2.3 is that the solution x(t) is stochastically bounded. Next we obtain the sample path continuity. . That is, except a null set N with probability 0, for all ω ∈ Ω\N, there exists a random variable h(ω) > 0 satisfying
see the proof in the appendix for more details.
3 Two-Time-Scale Models
Two-Time-Scale Markov Chains
Recall that a generator Q or its corresponding Markov chain is said to be irreducible if the system of equations
has a unique solution ν = (ν 1 , ν 2 , . . . ) ′ satisfying that ν α > 0 for α = 1, 2, . . . Such a solution is termed a stationary distribution. Throughout the rest of the paper, we assume that the Markov chain has a fast varying part and slowly varying part in that α(t) = α ε (t), with generator
where Q is a generator of a Markov chain that is irreducible and Q 0 is a generator of another Markov chain. We do not have any restrictions on Q 0 . For simplicity, we use (3.2) in this paper. Although Q 0 appears in (3.2), the asymptotic properties are dominated by Q. It is possible to consider more complex models with more structure on Q; see also the concluding remark section for more discussion. For the subsequent study, we need a couple of preliminary results. The proofs of (i) and (ii) in Lemma 3.1 can be found in [32,
, and P ε (t, t 0 ) is the transition matrix (p ε αβ (t, t 0 )).
Lemma 3.1 Assume that for Q given in (3.2) satisfies (A2). Then there exists a positive constant κ 0 such that
uniformly in (0, t).
(ii) For the transition probability matrix P ε (t, t 0 ), we have
uniformly in (t 0 , t), where P 0 (t) = 1lν. with 1l = (1, 1, . . . ) ′ being an infinite column vector having all entries 1, and ν = (ν 1 , ν 2 , . . . ) is the row vector of stationary distribution associated with the Markov chain with generator Q. Theorem 3.2 Assume (3.1). Then for each α = 1, 2, . . . ,
with the initial conditions x(0) = x 0 and α ε (0) = α 0 ∈ Z + . Under (A1) and (A2), we can construct the solutions of the two-time-scale stochastic differential equations by using similar method as in Theorem 2.1. The existence and uniqueness of solutions of the stochastic differential equations (3.6) hold; 0 ∈ R n is a stationary point for each equation in (3.6).
Remark 3.3
Note that existence and uniqueness of solutions, path continuity, and moment bounds established in Section 2 hold for the two-time scale system (3.6). Our main effort below is to show how we may reduce the computational complexity.
Lemma 3.4 Under (A1) and (A2), {x ε (·)} given by (3.6) converges weakly to x(·) such that
where
Weak convergence of x ε (·) to x(·) is a basic notion in stochastic processes. A definition can be found in [33, pp.371-376] . For convenience, we denote
where s i (x, α), S(x, α) and Ξ(x, α) are defined in (2.1). The averaged system can be written component-wise as
Remark 3.5 Note the following facts.
• The proof of the above lemma is similar to the development in [32, Ch.8].
• The averaged system (3.7) is a Lotka-Volterra diffusion system, whose coefficients are an average with respect to the stationary measure ν. Hence, under (A1) and (A2), we can prove that the averaged system (3.7) has a unique solution that is continuous together with moment bounds. This follows the way of treating nonlinear stochastic differential equations. First, we show that there is a local solution and then extend the solution to a global solution by using stopping time argument; see for example, [20,
In the study of stochastic population systems, we are interested in the permanence and extinction of the population. We shall study this by means of the corresponding limit system. Treating directly stability of dynamic systems containing two-time-scale Markov chains is a complex matter. However, considering this problem using limit system is much simpler. Some earlier work concerning the stability of those systems can be found in [4] . In this study, our goal is to establish the permanence and extinction of (3.6) for sufficiently small ε. Here, from a Lyapunov function V (x) of the averaged system, we construct a perturbed Lyapunov function for the more complex original system containing the fast varying Markov chain. The method we use is motivated by arguments in [15, pp. 148-149] . The averaged system is a diffusion without switching, whereas in the original system, the switching states belong to a countably infinite set. Using the limit system, we can examine the original system, which is much easier that dealing with the original system directly. As a result, our approach leads to a significant reduction of complexity.
Preliminary Calculations
To proceed, we first present some preliminary calculations using perturbed Lyapunov function for preparation on study of various properties of the complex original system. Let
The generator is as defined in (1.2) with the switching part given by (3.2). As a result, the generator of the switching diffusion process is ε dependent. Let V (x) be a Lyapunov function associated with the averaged system (3.7) independent of the discrete component. Using (1.2) for V (x ε (t)) where x ε (t) is the solution of system (3.6), we obtain
This implies that with α ε (t) = ℓ,
Hence,
To proceed, we use a notation
Using (3.10), (3.13), and (3.14),
(3.15) Similar to the estimate of V ε 1 (x, t), it can be verified that
, t) satisfying the following properties:
Stochastic Boundedness
First, under suitable conditions, the averaged system is stochastically bounded. This follows from a specialization of the proof of [34, Theorem 3.1] (for the case that the switching set has only one element), which is a refinement of the arguments of moment bounds in [21] .
Lemma 3.6 Assume that (A1), (A2), and (3.1) are satisfied. Then the following statements hold for the solution x(t) of (3.7).
(1) For any p > 0,
The solution of the averaged system (3.7), namely, x(t), is stochastically bounded, i.e., for any δ > 0, there is a constant H = H(δ) such that for any x 0 ∈ R n + , we have
With the lemma above, we proceed to show that the solution of system (1.1) also has the same boundedness property if ε is small enough. Note that the next theorem should be compared with Theorem 2.3. Different from Theorem 2.3, the condition (2.5) is not needed in the following theorem. However, it is required that ε be small enough.
Theorem 3.7 Assume that (A1), (A2), and (3.1) are satisfied. Then the following statements hold for the solution x ε (t) of (3.6) for ε sufficiently small.
The process x ε (t) is stochastically bounded. That is, for any δ > 0, there is a constant H = H(ε, δ) such that for any x ε 0 ∈ R n + , we have
Proof. We use perturbed Lyapunov function methods to prove this theorem. Consider
Similar to (3.11) and (3.12), we define
which have the following properties:
where we used condition (A1). Let k 0 ∈ N be sufficiently large such that every component of x ε (0) is contained within the interval 1 k 0 , k 0 . For each k ≥ k 0 , we define
Clearly, the sequence τ k , k = 1, 2, . . . is monotonically increasing. Set τ ∞ := lim k→∞ τ k . We want to show that τ ∞ = ∞ a.s. If this were false, there would exist some T > 0 andε > 0 such that P {τ ∞ ≤ T } >ε. Therefore, we can find some k 1 ≥ k 0 such that
By (3.23), it can be verified that for any (
Using the generalized Itô's Lemma and taking the expectation on both sides, for any k ≥ k 1 , we have
Thus,
When ε is small enough, applying the generalized Gronwall's inequality, we obtain
Letting t = T , we have E εṼ (x ε (T ∧ τ k )) < ∞. On the other hand,
as k → ∞. This is a contradiction so we must have lim k→∞ τ k = ∞ a.s.
By applying generalized Itô's Lemma to e t V ε (x ε (t), α ε (t), t) and taking the expectations of both sides, we have
(3.27) By (3.27), we have
Therefore, by virtue of Fatou's Lemma and letting k → ∞, we obtain
In view of the exponential dominance above, taking sup t≥0 , we obtain the desired result. The next two parts of the theorem can be obtained similar to Section 2.
Stability in Probability
Stability of dynamic systems with switching containing randomly perturbed processes has been done recently; see [4] . In this study, our first goal is to establish the stability of (3.6) with small ε via the stability of the averaged system (3.7). We first recall the definition of stability for stochastic differential equations; see [14] .
Definition 3.8 The equilibrium point x = 0 of the system (3.7) is said to be stable in probability, if for any ε > 0 and any α ∈ Z + , lim y→0 P {sup t≥0 |x y,α (t)| > ε} = 0, where
denotes the solution of (3.7) with initial data x(0) = y and α(0) = α.
Using similar argument as [14] , we establish the following lemma.
Lemma 3.9 Let D ∈ R n be a neighborhood of 0. Suppose that for each i ∈ Z + , there exists a non-negative function V (·, α) : D → R such that (ii) V (·, α) is twice continuously differentiable in D\{0} and LV (x, α) ≤ 0, ∀x ∈ D\{0}.
Then the equilibrium point x = 0 is stable in probability.
Theorem 3.10 Assume that
Then under assumptions (A1), (A2), and (3.1), the equilibrium point x = 0 is stable in probability for the averaged system (3.7).
Proof. We consider the Lyapunov function
It can be seen that V (x) satisfies condition (i) of Lemma 3.9. For (3.7), we have
By condition (A1), the property of solutions and the assumption, we have
Thus, by Lemma 3.9, the equilibrium point x = 0 of system (3.7) is stable in probability.
Theorem 3.11 Under conditions (A1), (A2), (3.1), and (3.28), the equilibrium point x = 0 is stable in probability for (3.6) for sufficiently small ε.
Proof. With V (x) defined by (3.29), V ε 1 (x, t) defined by (3.11), V ε 2 (x, t) defined by (3.12) and their corresponding estimates, it is easy to see that
satisfies condition (i) in Lemma 3.9. V (x) is an increasing function and when ε is small enough, by Theorem 3.7, the process x ε (t) is stochastically bounded. Hence, V (x ε (t)) is bounded for ε is small enough.
Furthermore,
(3.32) By virtue of (3.31), L ε V ε (t) ≤ 0 for all x ε (t) = 0 and ε small enough. This verifies the theorem.
Extinction
In this section, we show if the averaged system (3.7) is extinct, then the more complex switching system (3.6) is also extinct for sufficiently small ε.
Definition 3.12
The population is said to reach the extinction if lim t→∞ |x(t)| = 0 a.s., i.e., lim t→∞ n i=1 |x i (t)| = 0 a.s.
Theorem 3.13 Assume that
where c is a positive number. Then under assumptions (A1), (A2), and (3.1), the population of the averaged system (3.7) will become extinct exponentially a.s. for sufficiently small ε.
Proof. For each i = 1, 2 . . . , n, consider
where x i is the ith component of x. Using the definition of the generator, we have
Applying Itô's Lemma, we obtain log (x i (t)) = log (
w i (t) is a Brownian motion. Therefore, the strong law of large numbers for martingales implies that lim
Thus, the sample Lyapunov exponent of the solution is negative, and the population will become extinct exponentially a.s.
Theorem 3.14 Under conditions (A1), (A2), (3.1), and (3.33), the population of the system (3.6) will become extinct exponentially for sufficiently small ε.
Proof. With V i (x) defined by (3.34), V ε i,1 (x, t) defined by (3.11), V ε i,2 (x, t) defined by (3.12) and their corresponding estimates,
By the generalized Itô Lemma,
is a martingale. Using the quadratic variation of this martingale, we obtain that t 
When ε is small enough, under condition (3.33), lim sup t→∞ log (x ε i (t)) t < 0 a.s. This results in the exponential extinction of the population.
Stochastic Permanence
We first recall the definition of stochastic permanence.
Definition 3.15
The population system (3.7) is said to be stochastically permanent if for any δ ∈ (0, 1), there exist positive constants H = H(δ) and K = K(δ) such that lim inf
where x(t) is the solution of the population system (3.7) with any initial condition x(0) ∈ R n + .
Lemma 3.16
Assume that (A1), (A2), and (3.1) hold. Then population system (3.7) is stochastically permanent when b i > 0 for i = 1, 2, . . . , n.
Proof. To obtain the stochastic permanence, we need to prove two inequalities in (3.35) and the first part is followed by Theorem 3.7. Before working on the second part, we first set the notation: r := max r i ,r = min r i ,b = min b i , a = max a ij , σ = σ i . We begin to work with some estimates for the averaged system (3.7), where x(t) is the solution. Let θ be a positive constant such that θ σ 2 < 2b, and κ > 0 satisfying 0 < 2κ
, and J(x) = e κt 1 + U(x) θ .
By applying Itô's Lemma, we have
Note that
(3.36) Therefore,
(3.37)
We have
(3.38)
(3.40) where K is a positive constant depending on κ, θ, and coefficients of the system. (This inequality is resulted from the choice of θ and κ.)
Integrating and taking expectations on both sides of (3.36), we have:
Note that for x ∈ R n + , (
For any given δ ∈ (0, 1), choose H > 0 such that
• A number of questions deserve further consideration.
-To begin, instead of the current formulation, we may consider the Markov chain involves both fast and slow motions with more complex structure. For example, two-time-scale Markov chains that are nearly decomposable were considered in [31] . Such setups may be adopted to the ecosystems.
-Other related systems such as mutualism systems can also be formulated and studied. Moreover, one may consider populations suffering sudden environmental shock (e.g., earthquakes, hurricanes, tornadoes, etc.), leading to the consideration regime-switching jump diffusion systems. Designing feedback controls so as to achieve permanence and extinction etc. is another area of future study.
-There is a growing interest to study the associate harvesting problems [28] . To study the harvesting strategies with systems proposed in this paper has not been done to date and is a worthwhile direction.
A Proofs of Technical Results
Proof of Theorem 2.1. The proof consists of two parts. In the first part, we show that there is a unique global solution, and in the second part, we show the solution lives in R n + .
Step 1: For any ι ∈ Z + , in view of [20, Theorem 2.1] there is a unique strong solution for the following diffusion
The rest of the proof of this part is similar to that of [23, Theorem 3.1], so we will be brief. For any stopping time τ and an F τ -measurable R n -valued random variable x(ρ), there exists a strong solution to (A.1) in [ρ, ∞); see [22, Remark 3.10] . We proceed to construct the solution with any initial data (x 0 , i 0 ) ∈ R n + × Z + by the interlacing procedure [2, Chapter 5] . Denote byx (0) (t), t ≥ 0 the solution to where p(ds, dz) is a Poisson random measure as defined in [33, p. 29] with modification to countable state space; see also [23] . To verify that x(t) is a global solution, we claim that ρ ∞ = ∞. In fact, it can be shown as in [23] , for any T > 0,P (ρ k ≤ T ) ≤
Thus P (ρ k ≤ T ) → 0 as k → ∞ so ρ ∞ = ∞ a.s. The uniqueness of x(t) follows from the uniqueness ofx (k) (t) on [ρ k , ρ k+1 ). Thus, we have shown that there is a unique global solution to dx(t) = Ξ(x(t), α(t))dt + S(x(t), α(t))dw(t) with arbitrary initial data (x 0 , i 0 ).
Step 2: Show the solution x(t) obtained in Step 1 above remains in R n + . The proof is similar to [34, Theorem 2.1] although the switching set is now countable. Let k 0 ∈ N be sufficiently large such that every component of x(0) is contained in ( The sequence ζ k , k = 1, 2, . . . is monotonically so there is a limit ζ ∞ := lim k→∞ ζ k with ζ ∞ ≤ ζ. We are to show ζ ∞ = ∞ a.s. For suppose not, there would exist some T > 0 and ε > 0 such that P {ζ ∞ ≤ T } > ε. Therefore, we can find some k 1 ≥ k 0 such that
Now, we consider the following Lyapunov function V (x, α) = V (x) independent of α given by V (x) = This is a contradiction, so we must have lim k→∞ ζ k = ∞ a.s., so ζ = ∞ a.s. Thus, the solution of (A.1) remains in R n + almost surely. Proof of Theorem 2.3. Let k 0 ∈ N be sufficiently large such that every component of x(0) is contained in the interval ( 1 k 0 , k 0 ). For each k ≥ k 0 , we define τ k := inf{t ∈ [0, ∞) : x i (t) / ∈ ( 1 k , k) for some i = 1, 2, . . . , n}. Similar to the proof in Step 2 of Theorem 2.1, we can show that lim k→∞ τ k = ∞ a.s.
