A new class of systems of strongly singular integrodifferential equations is examined, which emerges in the study of the bridged interface crack growth, e.g., in fiber stitched layered composites. This work generalizes the asymptotic analysis of strongly singular integral equations by Willis and Nemat-Nasser [Quart. Appl. Math., 48 (1990), pp. 741-753]. Singular perturbation solutions up to the first-order in a small paramter are presented for a general case which corresponds to the elasticity problem of bridged interface cracks in general anisotropic bimaterials. In particular, detailed solutions are described for a special case which includes the problem of bridged interface cracks in isotropic bimaterials. Methods are illustrated by solving particular examples.
is examined. In (1.1a), u(x) = (u 1 (x), u 2 (x))
T is a two-dimensional C 1 vector function,
is a complex valued 2 × 2 positive-definite matrix with α j real, for j = 1, 2, 3, 4, and α 0 = √ α 1 α 2 − α 3 , Ni and Nemat-Nasser [10] , [11] , and * denotes the convolution integration, defined as follows:
, (1.2b) where, e.g., a * f (x) = In deriving (1.4),
is used, where δ (1) (x) is the first-order derivative of the Dirac delta function. In (1.4), the strongly singular integral is understood in the sense of the finite parts of Hadamard [5] , or of the distributions, Gel'fand and Shilov [4] . Specifically, use (1.6) provided that φ (x) is defined and the integral in the right-hand side exists.
Singular integral equations of this kind emerge in the study of the bridged interface cracks in bimaterials, Ni and Nemat-Nasser [12] , and are generalizations of the integral equations considered in Nemat-Nasser and Hori [8] , Hori and Nemat-Nasser [6] , and Willis and Nemat-Nasser [15] . Indeed, system (1.1a) or (1.4) represents an equilibrium of the total forces acting on the surfaces of a bridged interface crack, where, u(x), T(x), and f (u(x); x)/ describe the nondimensional crack-opening-displacement, applied tractions, and the bridging forces, respectively. The convolution term in (1.1a) corresponds to the nondimensional crack resistance, with the matrix Λ determined by the elastic parameters of the bimaterial. For example, as defined in (1.2a), α 3 = 0 corresponds to an isotropic bimaterial, and α 4 = 0 is associated with cracks in a homogeneous solid.
The parameter in the equation is the inverse of a nondimensional crack length l = K 0 L/α 0 , where K 0 is the strength of the bridging force, and L is the physical crack length. Hence, the cases of 1 and 1 define the "long" crack and "short" crack problems, respectively.
Unlike the case of the "short" crack, for the "long" crack, i.e., 1, the routine perturbation method does not work, since in (1.1a) or (1.4), both the integral and derivative terms are multiplied by the small parameter . Hence, if we set = 0, then the resulting solution, in general, does not satisfy (1.1b). This indicates that there are boundary layers near x = −1 and x = 1, respectively, where the integral and derivative terms are both important.
As studied by Angell and Olmstead [1] , [2] , Lange and Smith [7] , and Willis and Nemat-Nasser [15] , special techniques are needed for singular perturbation solutions of this class of integral equations. In this paper, the singular perturbation method developed in Willis and Nemat-Nasser [15] is generalized and applied to solve the present problem. Explicit expressions for the asymptotic solutions up to the order are presented for (1) the general case of a bridged interface crack problem in an anisotropic bimaterial, where the bimaterial constant matrices Λ i , i = 1, 2, are unrestricted; and (2) a special case where in the matrix Λ 1 , the component α 3 = 0, which is the case of an isotropic bimaterial. Finally, an illustrative example is given where the "inner" terms of the singular perturbation solution are solved by using the Wiener-Hopf technique.
Singular perturbation solution:
The general case. Consider system (1.4) for general matrices Λ i , i = 1, 2. To generalize the singular perturbation method in Willis and Nemat-Nasser [15] , introduce the following notation:
As pointed out by Angell and Olmstead [1] , [2] , Lange and Smith [7] , and Willis and Nemat-Nasser [15] , unlike the techniques used in solving differential equations, singular perturbations for integral equations require that a uniformly valid expansion be used in the integrals. Hence, consider the following composite expansion:
where x = 1+x and x = 1−x are the "inner" variables for the boundary layers near x = −1 and x = 1, respectively; φ k (x) are the "outer" terms;φ k (x ) andφ k (x ) are the inner terms in the boundary layers near x = −1 and x = 1, respectively; and S n k (x ) and S n k (x ) are matching terms which are defined as the n-term inner expansions of the kth outer term in the inner variables x and x , respectively. Similarly, define the matching termsS Note that the matching terms
contain terms up to the orders n , and m , respectively; i.e., To simplify the discussion and without loss of generality, concentrate on the asymptotic behavior near x = −1, and write
uniformly for −1 ≤ x < 1 − δ, for some δ > 0. Then the composite expansion near x = −1, up to the order, i.e., n = 1 in (2.5), is
We now proceed to find the outer, inner, and matching terms.
(1) Lowest-order terms.
Substitute the uniformly valid composite expansion (2.5) into the system (1.4). Note that, in view of the evaluation of the singular integration defined in (1.6), for a fixed x (not equal to ±1) in the outer region, the integral and derivative terms are bounded. Thus, setting → 0, it follows that
which is the equation for determining the lowest term, φ 0 (x); we assume that the prescribed function f is such that (2.7) admits a solution.
(ii) Matching terms, S 0 0 (x ). By definition, S 0 0 (x ) is the lowest term of the expansion of φ 0 (x) in the inner variable x = (1 + x)/ , so that
And by Van Dyke's matching principle (2.4), it follows that
Substitute the composite expansion (2.5) for n = 0 into (1.4) and collect the lowest terms of O(1) when x is in the inner region near x = −1, and x = (1 + x)/ is fixed. As in Willis and Nemat-Nasser [15] , decompose the integral term in (1.4) into two parts:
To evaluate the singular integral (1.6), set x = −1 + x , fix x , and obtain (Willis and Nemat-Nasser [15] 
Using (2.10) for φ(y) = φ 0 (y) − φ 0 (−1), it is seen that, in the right-hand side of (2.9), the second term is of the order of , and the first term, by changing the integration variable to y = (1 + y)/ , becomes
Therefore the contribution of the integral term is given by
As for the remaining terms in (1.4), for x = −1 + x in the inner region, obtain
for x fixed and as → 0.
Therefore the lowest-inner termφ 0 (x ) is determined by the following equation:
with the condition thatφ
is the inner expansion of the outer term φ 0 (x), up to the order in the inner variable x = (1 + x)/ . Hence,
The explicit expression for φ 0 (−1) can be found through a differentiation of (2.7), which leads to
here and in what follows, we assume that the prescribed f is such that all indicated derivatives exist and are well behaved; hence, define the matrix
T and f = f (φ; x). Then we have
provided that the inverse matrix exists.
(ii) -order term, φ 1 (x). Now assume that x is in the outer region and substitute the composite expansion (2.6) into (1.4). Note that the integral term in (1.4) contributes the term
while the derivative term and the f term, respectively, reduce to
Collecting the terms up to the order , it results in
Therefore the -order outer term is given by 
Now, for the integral on the right-hand side of (2.23), use (2.10) and consider 
where
The second part of the integral (2.23) yields a higher-order term, as is seen by considering the integrand in the inner and the outer regions separately: when y is in the inner region, from (2.21), the integrand is of order o( ), while when y is in the outer region, both terms, φ 1 (y) and S 1 1 (y ), are of order O( ). In a similar manner as in deriving (2.11a), the third part integral in (2.23) is reduced to 
The remaining terms in (1.4) are, respectively, estimated as
Combining (2.26) and (2.27a-c), and using (2.14a), obtain the linear equation for the -order term,φ 1 (x ),
where A 3 depending on lower order terms is defined by
In summary, using the method described above, the singular perturbation solution of (1.4) in a composite series expansion can be obtained up to any desired order of . For the singular perturbation solution up to the order, the lowest outer term φ 0 (x) and the lowest inner termφ 0 (x ) are determined from (2.7) and (2.14a), respectively (these may be nonlinear equations); the -order term, φ 1 (x), the matching terms, S 0 0 (x ), S 1 0 (x ), and S 1 1 (x ) are explicitly given by (2.20a), (2.8b), (2.15b), and (2.22a,c), respectively; the -order inner term,φ 1 (x ), is determined by the linear equation (2.28a).
A special case. In this section, a special case is examined, for which the material constant matrices Λ 1 and Λ 2 in the main equation (1.4) take on the following simple forms:
and
respectively, where I is the identity matrix and β D is the Dundurs constant (Dundurs [3] ), which is a constant characterizing the elastic property of the isotropic bimaterial. The problem of bridged interface cracks in isotropic bimaterials falls into this special case. Now the singular integral equation (1.4) is simplified to a system of integral equations,
In components, the composite expansion (2.2) for the solution is rewritten as
where (φ k (x), ψ k (x)) = φ k (x) are the outer terms; (φ k (x ),ψ k (x )) =φ k (x ) are the inner terms in the boundary layer near x = −1; (φ k (x ),ψ k (x )) =φ k (x ) are the inner terms in the boundary layer near x = 1; and (S n k , s n k ) = S n k are the matching terms.
Similarly to the discussion in the previous section, focus attention on the solution near x = −1, and use the following composite expansion up to the -order terms, i.e., n = 1 in (3.3a,b) ,
(i) Lowest-order outer terms. In view of (2.7), the lowest-order outer terms, φ 0 (x) and ψ 0 (x), are determined by the following equations: (iii) Lowest-order inner terms,φ 0 (x ),ψ 0 (x ). From (2.14a), a system of equations for determining (φ 0 (x ),ψ 0 (x )) is obtained, 
for j = 1, 2, and
and similarly,
The inner terms,φ 1 (x ) andψ 1 (x ), are the solutions of the following coupled linear integral equations:
with the conditionsφ
for i = 1, 2, and
Example.
As an illustration, consider the following example of the special case where the bimaterial constant matrices are given by (3.1a,b), and assume that the term corresponding to the bridging force is defined by
Then the basic system of equations (1.4) reduces to
We seek a composite expansion of the singular perturbation solution up to the order, in the form of (3.4a,b). Now, using the results in section 3, the outer, inner, and matching terms are obtained as follows.
(i) Lowest-order outer terms. From (3.9a,b),
In view of (3.6a) and (4.1),
The lowest-order inner terms,φ 0 (x ) andψ 0 (x ), are given by the system
This system of equations is solved below using the Wiener-Hopf technique.
(2) -order terms.
The expressions defined in section 3 and (4.1) are now evaluated to be The desired -order terms are then obtained.
(i) Matching terms,
(ii) Outer terms, for i = 1, 2; the inner terms,φ 1 (x ) andψ 1 (x ), satisfy the following system:
and the conditionsφ
The systems (4.5a,b) and (4.10a,b) can be treated together, since the only difference between them is due to the constant terms. Systems of this kind can be decoupled by a simple linear transformation. Therefore it suffices to solve the following system of equations:
with the conditions
It is seen that the two equations of the system (4.11a) are conjugate to each other, so that
Consequently, the problem reduces to solving a single equation
with the condition
Below, (4.13a) is solved by using the Wiener-Hopf technique, in a similar manner as discussed in Olmstead and Gautesen [13] and Willis and Nemat-Nasser [15] . To employ the Wiener-Hopf technique, apply the Fourier transform to (4.13a) and obtain
W (x ) is defined by a similar expression, and Q − is the Fourier transform of the unknown extension of (4.13a) for x < 0.
A crucial step in the Wiener-Hopf technique is the factorization of 1 + |λ| − β D λ. It is found that
Equation (4.15a) now becomes a Hilbert problem,
where In the problem of bridged interface cracks, (4.24a) gives the asymptotic solution for the crack-opening-displacement near the crack tip, x = −1. The dislocation density and interfacial stress can be derived consequently, which are oscillatory and singular at x = −1. Although the elastic field variation of various physical quantities for interface cracks is oscillatory, the energy-release-rate is nonoscillatory. From the asymptotic solution (4.24a) for the crack-opening-displacement, the energy-releaserate, E, near the crack tip, x = −1, is obtained, (4.25) where d i , i = 1, 2, is defined by (4.9b ). This energy is not oscillatory, confirming the earlier results of Nemat-Nasser and Ni [9] .
