Abstract. The initial value problem of the Zakharov system on two dimensional torus with general period is shown to be locally well-posed in the Sobolev spaces of optimal regularity, including the energy space. Unlike the one dimensional case studied by Takaoka (1999), the optimal regularity does not depend on the period of torus. Proof relies on a standard iteration argument using the Bourgain norms. The same strategy is also applicable to three and higher dimensional cases.
Introduction
In the present paper, we investigate the initial value problem of the Zakharov system with periodic boundary condition: This equation, introduced by Zakharov [22] , is a mathematical model for the Langmuir turbulence in unmagnetized ionized plasma; u represents the slowly varying envelope of rapidly oscillating electric field, and n is the deviation of ion density from its mean. It is natural from the physical point of view to consider spatially anisotropic Laplacians or tori. Nevertheless, we can normalize constants as c 0 = 1, α = (1, . . . , 1) by a spacetime scaling. In this article, all of these constants are supposed to be fixed and we will not consider parameter limits such as c 0 → ∞ and |γ j | → ∞.
We study the local well-posedness of the initial value problem (1.1) in H s,l . Here, the local well-posedness in H s,l means the existence of local-in-time strong solutions belonging to the class
(we write (u, n) ∈ C([−T, T ]; H s,l ) to denote this for short), uniqueness of solutions in a suitable function space, and continuous dependence of solutions upon initial data. The aim of this article is to establish the above properties in as low regularity as possible. To prove these properties, we shall use the basic Bourgain method ( [4] ), namely, an iteration argument for the integral equations corresponding to the initial value problem (1.1) using the Bourgain norms to be defined later. One of the motivations for pushing down the regularity is to construct strong solutions in the regularity of conservation laws, such as the energy class. For the Zakharov system, the local well-posedness in the energy class, which is roughly H 1,0 , is known for the cases of x ∈ R, R 2 , R 3 , and T ( [9, 12, 18] ), and we shall prove this for T 2 . Another interest in the low regularity is construction of invariant measures, which was only achieved in the case of T ( [5] ). We will not address this issue, however.
Well-posedness of the initial value problem for the Zakharov system has been extensively studied for the nonperiodic case x ∈ R d . We recall some of them here, focusing on the particular case l = s − 1 2 . It is expected that the optimal (lowest) corner of the regularity range for wellposedness appears on the line l = s − 1 2 , because in this case two equations in the Zakharov system equally share the loss of derivative. In addition, the "critical regularity" with respect to scaling, which is (s c , l c ) = (
2 ), is also on this line. (The Zakharov system does not have the scaling invariance, but the concept of critical regularity was introduced in [12] by considering some simplified system which is scaling-invariant.) Then, the Zakharov system on R and R 2 was shown to be locally well-posed in H 0,− 1 2 by Ginibre, Tsutsumi, Velo [12] and by Bejenaru, Herr, Holmer, Tataru [2] , respectively. In these cases H 0,− 1 2 is known to be the lowest regularity that can be achieved by the direct iteration method, although it is away from the scaling-critical regularity. In higher dimensional cases, the local well-posedness was established in the whole subcritical range, namely, in H s c +ε,l c +ε with any ε > 0, in [12] for d ≥ 4 and by Bejenaru, Herr [1] for d = 3. The well-posedness in the energy class H 1,0 , which is not on the line l = s − 1 2 , was obtained by Bourgain, Colliander [9] for d = 2, 3 and in [12] for d = 1. Compared to this, there are few results on the periodic boundary value problem. As far as the author knows, no well-posedness result for d ≥ 2 has been found so far in the literature. However, in the case of one spatial dimension, the sharp local well-posedness was given by Takaoka [18] , which is again in the lowest regularity achieved by the direct iterative approach. In [18] it was shown that (1.1) is locally well-posed in H 0,−1/2 when γ ∈ N and in H 1/2,0 when γ ∈ N, both of which are sharp. Note that the best regularity depends on the spatial period. We also remark that an invariant Gibbs measure was constructed by Bourgain [5] in the one dimensional, γ = 1 case.
Our main results address the case d ≥ 2. It seems interesting that the period γ has nothing to do with the regularity threshold, in contrast to the 1d case. The precise statement for well-posedness results will be given in Theorem 2.3 after introducing function spaces. Next, we give negative results.
Theorem 1.2. For any d ≥ 2 and γ ∈ R d
+ , the data-to-solution map of (1.1) on smooth data cannot extend to a C 2 map from any neighborhood of the origin in H s,l into C([−T, T ]; H s,l ) for any T > 0, provided l > min{2s − 1, s + 1} or l < max{0, s − 2}. Moreover, if d = 2 and s < See Figure 1 for the ranges of regularity in these theorems. We remark that in 2d there is no gap between the regularity ranges indicated in Theorems 1.1 and 1.2, at least on the line l = s − 1 2 . In this sense we can say that our local well-posedness result for 2d is optimal. For the results of d ≥ 3, there still remains some gaps between the ranges given in two theorems above. Theorem 1.2 will be given as a part of Theorem 5.1 below.
Under some condition on parameters, (1.1) is also described as a Hamiltonian PDE assuming that the initial velocity has zero mean, namely n 1 (0) = 0. In the case where c 0 = λ = 1 and α = β = (1, . . . , 1), the Hamiltonian is given by
The energy space is then H 1 × L 2 × |∇|L 2 , which is a closed subspace of H 1,0 invariant under the flow. Since Theorem 1.1 implies the local well-posedness in H 1,0 in the 2d case, using the conservation law of the Hamiltonian we obtain the global well-posedness in the energy space in 2d under some smallness assumption. 
2 ) not C 2 locally well-posed Figure 1 . Regularity assumptions in Theorems 1.1 and 1.2, d = 2 (left) and d ≥ 3 (right). The phrase "not C 2 " means that there does not exist the data-tosolution map which is an extension of the map for smooth data and in C 2 with respect to the H s,l norm.
Assume that α and β are linearly dependent. Then, for initial data (u 0 , n 0 , n 1 ) ∈ H 1,0 satisfying n 1 (0) = 0 and u 0 L 2 ≪ 1, the solution to (1.1) exists globally in time.
The global existence of solution and the blow-up problem for the Zakharov system on T 2 will be discussed further in our forthcoming paper [16] . In particular, it will turn out that we do not have to assume n 1 (0) = 0, and that the assumption u 0 L 2 ≪ 1 can be replaced with
, which is the optimal threshold in the sense that there exists a finitetime blow-up solution starting from an initial datum with u 0 L 2 greater than but arbitrarily close to Q L 2 (R 2 ) . Here, Q denotes the ground state solution to the focusing cubic nonlinear Schrödinger equation on R 2 . These results are the periodic counterpart of the results on R 2 given by Glangetas and Merle [14, 13] .
The plan of this article is as follows. In Section 2, we will define the Bourgain spaces and prepare some fundamental estimates. Using them, we will prove a variety of trilinear estimates in Section 3, which will be combined to establish Theorem 1.1 in Section 4. Finally, we will give a proof of Theorem 1.2 in Section 5.
In the rest of this section, we take a brief look at our problem and strategies. Throughout this article, we write A B to denote the estimate A ≤ CB with a constant C > 0, which may depend on some parameters in a harmless way, and denote A B A by A ∼ B. A ≫ B means that A ≥ CB with some sufficiently large constant C > 0. Also, we use the notation a+ or a− for a ∈ R to denote a + ε or a − ε, respectively, with ε > 0 arbitrarily small. Let us first see the difference of our case from the 1d problem treated in [18] . For the sake of simplicity, we assume c 0 = λ = 1 and α = β = (1, . . . , 1). The initial value problem is replaced by the following system of integral equations:
The standard iteration method requires a suitable control of all the iteration term by the initial data. For instance, the quadratic iteration term for the wave equation:
would be controlled in H l by the H s norm of initial data u 0 if we could obtain a local solution by the iteration method in H s,l . The Fourier coefficient of it at k is calculated as 5) where |γ| := γ 1 γ 2 . . . γ d . The term |k| in (1.5) indicates one derivative loss. However, note that the integral in (1.5) is bounded by 2/M , where
If M is sufficiently large, then we can cancel (some of) the derivative loss |k| with this integral (non-resonant case). On the other hand, if M is small (especially if M 1), we can gain no derivative to cancel |k| with (resonant case). As we will see in the proof of Theorem 5.1, the resonance phenomenon in the quadratic iteration term plays an essential role in determining the optimal regularity for the iteration method.
In 1d, M can be rewritten as
Note that the second absolute value of the right hand side can be equal to zero for some k, k ′ ∈ γ −1 Z (|k| large) if and only if γ ∈ N. In the case of γ ∈ N, we consider, for example, k = 2N − 1 and k ′ = N for an arbitrary N ∈ N, then the resonance will happen when σ = +1. On the other hand, when γ ∈ N, we easily verify that
for any k, k ′ , which means that the integral in (1.5) provides enough gain of derivative so that one derivative loss can be totally cancelled out. In this case, the optimal regularity H 0,−1/2 given in [18] is actually determined by the resonance in the cubic iteration term.
Situation is totally different in our higher dimensional cases, where
Now, we can make M 1 with some |k| ≫ 1 by exploiting flexibility of the angle between k and 2k ′ − k, even if γ j ∈ N. In fact, for an arbitrary (large) N ∈ N, set
with n ∈ Z to be chosen momentarily. A direct calculation shows that
Then, for any γ and fixed N we can choose n ∈ Z so that M ≤ γ −2
2 . Therefore, resonance can happen for any period γ in higher dimensional cases, as suggested in our theorems.
We finally explain our strategy to prove the crucial nonlinear estimates. Following an approach taken in [2] for the case of R 2 , we will use the Bourgain spaces of ℓ 1 -Besov type with respect to modulations as the spaces for iteration (see Section 2 for its definition). This structure, originally introduced in [21] , easily reduces the nonlinear estimates to the corresponding estimates for functions restricted dyadically with respect to the size of frequency and modulation. These "block estimates," as systematically treated in [20] , will be shown via the Cauchy-Schwarz inequality and the estimate on the amount of contributing frequency pairs in the nonlinear interaction between considered frequency blocks. In some cases, as done in [2] , we have to employ some finer decompositions of functions with respect to the angle of frequency. Then, all the estimates will be combined to yield estimates on functions with no restriction, via the CauchySchwarz inequality together with the ℓ 1 -Besov nature of the spaces and some orthogonality properties.
In the nonperiodic case, the total volume of contributing frequencies in each "block estimate" can be often measured simply by the Jacobian determinant of an appropriate change of variables; see [10] , for instance. The reason behind it is that the volume is a continuous quantity. In fact, similar results are expected for the problem on the mixed space R × T; see e.g. [19] for a result of this direction.
In the purely periodic case, however, the total number of contributing frequencies is discrete and the change of variables argument can be applicable only in the restricted situations. This is closely related to the less dispersive nature of the periodic problem; recall that the local smoothing estimate for the linear Schrödinger evolution, which gains half a derivative in space, totally fails in the periodic setting. Hence, the "block estimates" for the R 2 case [2] cannot be extended to the T 2 case in any obvious manner, indeed our result on T 2 is half a regularity worse than the result on R 2 but optimal in the sense of Theorem 1.2.
We will obtain sharp upper bounds on the total number of contributing frequencies through careful geometric observations and orthogonality arguments. As mentioned above, in the case of stronger resonance (i.e. smaller value of M ) we can only expect weaker nonlinear smoothing effect. Consider, for example, the nonlinear interaction in which the wave frequency k is produced by two Schrödinger frequencies k − k ′ , k ′ satisfying the relation
for some L ≪ |k| (thus the nonlinear smoothing effect is not as strong as one derivative). We easily see that |k| |k − k ′ | ∼ |k ′ |. In addition, the above implies the following two relations:
From (1.6) we see that the difference between sizes of two Schrödinger frequencies is always bounded by 1, which (by an orthogonality argument) allows us to restrict both frequencies to an annulus of thickness 1 centered at the origin. On the other hand, (1.7) shows that k ′ is confined to some plate-like region of thickness ∼ L |k| 1 for fixed k. As a consequence, for fixed k, the Schrödinger frequency k ′ which contributes through the nonlinear interaction is confined to a small region described as the intersection of a thin annulus and a thin plate. We will carefully count the number of such k ′ , which will turn out to be small enough to countervail the lack of smoothing effect, obtaining the desired nonlinear estimates.
We also note that the difference of 1 2 regularity between results on R 2 and T 2 is due to the estimates for (nearly) resonant frequencies; Propositions 3.5, 3.6, and 3.8 below. In fact, these estimates require 1 2 more derivative compared to the R 2 case; Propositions 4.4, 4.6, and 4.7 in [2] . If we consider instead the "high-low interaction" case |k − k ′ | ≪ |k ′ | or |k − k ′ | ≫ |k ′ |, where it holds M ∼ |k| 2 (thus non-resonant), then we can obtain an estimate for T 2 similar to (even better than) that for R 2 ; compare Proposition 3.2 below with Proposition 4.8 in [2] .
We conclude this section by making one more remark. In the multidimensional periodic setting, some number theoretic arguments are often employed in counting the number of lattice points belonging to a particular frequency region. One of such tricks are the following estimate:
which has been repeatedly used since the work of Bourgain [4] . It seems not so easy, however, to harmonize the estimate of this type with our geometric considerations. In the proof of the nonlinear estimates we will never quote such number theoretic tricks. Instead, when counting the number of frequencies, we will simply use the fact that there are at most O(1) (depending on γ, d) lattice points of Z d γ in any ball ⊂ R d of unit size. Hence, our argument can be applied to the case of any spatial period γ. Note that the above estimate (1.8) is not known if we replace Z d with "irrational tori" Z d γ , as mentioned in [8] . Some Strichartz-type inequalities related to the Schrödinger equation on irrational tori were also obtained in [8] .
Settings, Preliminaries
We turn to the details of the well-posedness theory. For the reader's convenience, some of the notations introduced below are the same as those used in [2] .
It is convenient to reduce the original Zakharov system to a first-order system by putting
Here, ∇ denotes the spatial Fourier multiplier corresponding to k . The new system is then given by
Note that we have normalized constants as α = (1, . . . , 1), c 0 = 1. Since n is real-valued, we can recover the solution to (1.1) from a given solution (u, w) to (2.1) by letting n be the real part of w. The following is the corresponding system of integral equations.
As we have seen in Section 1, serious resonances can occur without regard to the period γ in the higher dimensional cases. However, most of the frequency pairs (k, k ′ ) are non-resonant. In establishing nonlinear estimates, it will be important to make best use of the nonlinear smoothing effect which comes from the oscillations of solutions and nonlinear interactions between such nonresonant frequency pairs. It is well-known that the Bourgain norms are very well fit for this purpose.
Definition 2.1 (Littlewood-Paley decomposition). Let η ∈ C ∞ 0 (R) be an even function with the properties
Define a partition of unity on R, η N for dyadic N ≥ 1, by
Define the frequency localization operator P N on functions ϕ :
We also use the notation P N to denote the operator on functions in (t, x),
on spacetime functions by
for dyadic numbers L ≥ 1. We will write P S N,
for brevity. Finally, we define several dyadic frequency regions:
In what follows, capital letters N and L are always used to denote dyadic numbers ≥ 1. We will often use these capital letters with various subscripts, and also the notation
The following will be used for the specific indices; 
We also define the Bourgain space for the wave equation
and replacing W ± with W in the above definition of X
Theorem 1.1 is then precisely stated as follows.
Theorem 2.3. Let d ≥ 2, λ, c 0 , α, β, γ be any constants as ( 1.2), and let (s, l) ∈ R 2 satisfy (1.3) or (1.4). Then, for any r > 0, there exists a time T min{1, r −2− } such that for any initial data (u 0 , n 0 , n 1 ) in H s,l with norm less than r, there exists a unique solution (u, n) to (1.1) in the class
is Lipschitz continuous as a map from the ball in H s,l into the class defined above.
To prove Theorem 2.3, it suffices to show similar statements on the reduced system (2.1); see [2] for details.
. . , 0)}, and let γ ∈ R d + be any period. Assume that (s, l) ∈ R 2 satisfies (1.3) or (1.4). Then, for any r > 0, there exists a time T min{1, r −2− } such that for any initial data (u 0 , w 0 ) ∈ H s × H l with its norm less than r, there exists a unique solution (u, w) ∈ X s,
is a solution to the integral equation (2.2) after the normalization of constants. The proof of Theorem 2.4 will be given in Section 4 with some linear and bilinear estimates.
In the rest of this section, we prepare some preliminary lemmas. The following is a periodic analog of a bilinear refinement of L 4 -Strichartz estimate in the R d case as well as similar estimates for the Schrödinger-wave interactions ( [2, 7] ). Here and in the sequel we write ζ = (τ, k) and
We also assume N 0 ≥ 2. Then we have
Then we have
Remark 2.6. The implicit constants in the above estimates depend only on d and γ.
Here and in what follows we omit to specify dependence of constants on the dimension or the spatial period.
Remark 2.7. For (i), a similar estimate was obtained in the case d = 2 by De Silva, Pavlović, Staffilani, and Tzirakis [11] . Their result (Proposition 4.6 (a) in [11] ) reads in our setting as follows: if moreover
Compared to this, our estimate, which has a prefactor L
2 at the cost of restriction of frequency onto P N 0 and limitation to the specific bilinear form of u 1 u 2 , is verified by a simpler proof and applicable to the case of "irrational tori," and also implies better bound when L 12 ≫ N min . Also, we remark that bilinear Strichartz estimates in [11] were obtained as a corollary of corresponding bilinear estimates for solutions to the linear Schrödinger equations, while we directly verify our bilinear estimate without using the estimate for linear solutions.
Remark 2.8. It will be clear from the proof that in (ii) we do not actually need the restriction of wu or wu onto the dyadic region P N 2 . If we assume no restriction in N 2 , the resulting estimate will be
Proof. (i) Consider the case N min = N 12 first. We have
by the Cauchy-Schwarz inequality, where
Observe that if (τ 1 , k 1 ) ∈ E(ζ 0 ), then
which implies
We see that k 1 in the above set should be in a ball of size O(N 12 ) with its component parallel to k 0 confined to an interval of length O(
12 ) balls with radius 1, which yields the bound
functions each of which is frequency localized in a cube of side length N 0 . Then the orthogonality admits us to reduce the estimate to the case of each component. We can follow the above argument to obtain the desired bound.
(
, it suffices to prove the estimate forwu.
Consider the case where N min = N 0 or N 1 . Similarly to (i), the claimed estimate is reduced to
for ζ 2 ∈ P N 2 , where
When L 01 N 2 1 or N 1 1, we simply replace the latter subset of Z d γ with the set of all lattice points in a ball of radius O(N 01 ), obtaining the bound
We thus assume L 01 ≪ N 2 1 and 1 ≪ N 1 . In this case, k 0 is confined to the intersection of a ball centered at the origin with radius O(N 0 ) and an annulus centered at −k 2 with a radius of O(N 1 ) and a width of O(
01 ) balls of radius 1, so we reach the desired bound in the same manner.
When N min = N 2 , we decompose w and u into functions frequency-supported on a cube of size N 2 and reduce the estimate to that for each component, then the above proof is valid with some trivial modification. Lemma 2.5 will be used mainly in the case of high-modulation interactions, namely L max N 2 max , where the nonlinear interactions supply enough smoothing effect. For the lower modulation cases, however, we will have to count more carefully the number of lattice points in a specific region. In many cases, as we have seen in Section 1, such a region will be described as the intersection of a thin annulus and a thin plate. Thus, we prepare the following lemma.
Lemma 2.9 (Bound of lattice points
Then, denoting by R an arbitrary rotation operator on R d , we have the following estimates for any 1 ≤ N 0 N and any ball B N 0 ⊂ R d with radius N 0 .
Proof. We may restrict our attention to the case ν ≤ 1; for ν > 1 the claim follows by slicing D into O(ν) subdomains and applying the estimate for ν = 1 to each slice.
}) balls with radius 1. Therefore, we obtain the bound min{[N (µ + ν)]
which is exceeded by the required bounds. Next, assume X ≤ N − (µ + 2ν), which implies that
and that |ξ ′ | is contained to an interval of length
We also observe from the assumption that N 2 − (X + ν) 2 1. Therefore, we obtain
has to be in the intersection of a ball with radius N 0 and an annulus of radius ∼ N θ and thickness
We thus obtain the claimed estimate.
Trilinear estimates
The required bilinear estimates are reduced to some trilinear estimates by duality. In this section we shall prove various trilinear estimates for functions dyadically restricted both in the frequency variable k and in the modulation variable τ + |k| 2 or τ ± |k|.
3.1. Estimate for the high-modulation interactions. We begin with the trilinear estimate for the high-modulation cases, namely L max N 2 max . As discussed later, this category includes the high-low interactions where one Schrödinger frequency is much greater than the other Schrödinger frequency.
be real-valued nonnegative functions with the support properties
Assume L max N 2 max . Then, we have
Proof. An easy argument with the Hölder and the Young inequalities implies a bound of
as required.
Concerning the high-low interactions, the above argument will be sufficient for all the regularities satisfying (1.
the estimates in the following way. Note that a negative power of N min will be obtained at the expense of more power in L j 's.
be functions as in Proposition 3.1, and assume N 1 ≫ N 2 or N 2 ≫ N 1 . Then, we have
Proof. Without loss of generality we may assume N 1 ≫ N 2 , which implies N 0 ∼ N 1 ≫ 1 whenever the integral is nonzero. We can also assume L max N 2 max , because
We begin with the case L max = L 0 . Applying the Cauchy-Schwarz inequality in ζ 0 and Lemma 2.5 (i), we have
with the prefactor bounded by
For the case L max = L 2 , we use the Cauchy-Schwarz in ζ 2 and Lemma 2.5 (ii) to obtain the bound
which leads to an appropriate estimate in the same manner as above.
We finally treat the case L max = L 1 , dividing the analysis into three subcases.
(a) L 0 N 2 2 . An application of the Hölder inequality in ζ 0 followed by the Young inequality for the convolution implies that
, which is, by the assumptions and the Hölder inequality again, estimated by
This case is treated similarly to (a) if we apply the Young inequality as
Applying the Cauchy-Schwarz in ζ 1 and then employing Lemma 2.5 (ii), we have an acceptable bound with prefactor
In fact, we will use Corollary 3.3 below for the high-low interactions. The less power of L j 's will lead to the longer local existence time of solutions, which will be important in constructing global solutions in the 2d case. 
Proof. An interpolation between Proposition 3.1 and Proposition 3.2 shows the estimate.
The interactions with very low wave frequency are also treated here. Note that this case is a part of the high-high interactions to be discussed in the following two subsections.
Corollary 3.4 (Very low wave frequency
be functions as in Proposition 3.1, and assume that N 0 1. Then, we have
Proof. The first half of the proof of Proposition 3.1 will be sufficient.
3.2.
Estimate for the middle-modulation interactions. We begin to establish the trilinear estimate for the high-high interactions in which two Schrödinger frequencies are comparable and not smaller than the wave frequency, namely N 0 N 1 ∼ N 2 . The case N 0 1 is already finished in Corollary 3.4, and the case L max N 2 max is treated with Proposition 3.1. We now assume N 0 ≫ 1, and consider in this subsection the middle-modulation interactions, namely the case
Proof. (I) L max = L 0 . We consider two cases separately.
(a) If L 12 N 0 , we first apply the Cauchy-Schwarz inequality in ζ 0 and then Lemma 2.
which is sufficient after a multiplication by
. Therefore, by the orthogonality we can assume that g 1 and g 2 are localized (in k) to an annulus of radius ∼ N 1 and thickness ∼ Lmax N 1 centered at the origin, as well as a ball of radius ∼ N 0 (if N 0 ≪ N 1 ). Also, we have seen in the proof of Lemma 2.5 (i) that k 1 satisfies
thus belongs to a specific plate-like region of thickness ∼
( 1) for fixed (τ 0 , k 0 ). Now we apply Lemma 2.9 (i) with
, and obtain that the integral is evaluated by
It then suffices to multiply it by
(a) The case L 01 N 1 . Applying Lemma 2.5 (ii) after the Cauchy-Schwarz in ζ 2 , we have a sufficient bound of
which is not sufficient in general. In the present case, however, we can multiply it by 
Finally, we take the 0+ to obtain a suitable bound of
3.3. Estimate for the low-modulation interactions. We treat here the most dangerous case of low modulation, namely 1 ≪ N 0 N 1 ∼ N 2 and L max ≪ N 1 . As we have seen in Section 2, this case contains serious resonances which make it difficult to gain derivative (negative power of N 1 ). We will need more careful case-by-case analysis including decomposition with respect to the angle between frequencies. For any dimensions d ≥ 2, it is possible to show some estimate yielding the control of the highhigh interactions in the regularity range 2s
Moreover, if the spatial dimension is two, a little more consideration enables us to reach the border l = 0, which includes the important regularity of the energy space. Unfortunately, the same argument is not sufficient for the higher dimensional cases, and we leave the border case for d ≥ 3 open. However, some number theoretic method (cf. [8, 11] ) might be applied to reach the border, and even lower regularities.
Before the analysis, we recall that in the present case the following two identities are valid for ζ 0 , ζ 1 , ζ 2 in the integral region:
be functions as in Proposition 3.1. Assume that 1 ≪ N 0 N 1 ∼ N 2 and L max ≪ N 1 . Then, we have
Proof. We consider several cases separately. 
Therefore, we first apply the Cauchy-Schwarz in ζ 0 and then count the number of possible k 1 's for fixed k 0 , which is, from Lemma 2.9 (ii) with θ ∼ 1, estimated by
, to obtain
Since we also have | cos ∠(k 0 , k 1 )| ≪ 1, this case is almost parallel to (I), except that we take ν ≪ 1 in applying Lemma 2.9. The resulting bound is
Remark 3.7. In the case of (II), it seems nontrivial to show a similar estimate but with prefactor
) 0+ , even if we pay any amount of L max . This is exactly the reason why the border case is left open for d ≥ 3.
(III) N 0 ∼ N 1 . In this case we have cos
1. For the region where ∠(k 1 , k 2 ) ≤ π 2 , we just recall (3.4) and (3.5) and apply Lemma 2.9 (ii) with θ ∼ 1, which implies a suitable bound of
Let us next deal with another easy case of ∠(
1 . Having restricted |k 1 | and |k 2 | to an annulus, we may further restrict them into a ball of radius ∼ L 1 2 max . Then, the number of
, and thus
For the remaining cases, namely L
, we treat separately each of the integral in the region ∠( ). We also observe that
We can thus apply Lemma 2.9 (ii) with
, and θ ∼ φ.
Note that the condition θ ≫ (
1 . We finally obtain the following bounds of the number of k 1 's for fixed k 0 :
0 , and
0 , which imply the corresponding bound of f g 1 g 2 for each φ. It is then sufficient to sum up these estimates over dyadic φ ≤ 1.
Assume that 1 ≪ N 1 ∼ N 2 and L max ≪ N 1 . Then, we have
Proof. We follow the proof of the previous proposition. 
Summing this over dyadic N 0 , we obtain the desired estimate.
(II) The case L max ≪ |k 0 | ≪ N 1 . This time we can employ Lemma 2.9 (ii) with ν ∼ 1. The resulting bound is 
1 , we divide dyadically with respect to ∠(k 1 , −k 2 ) and make the same argument as for d ≥ 3. The resulting bound for ∠(
to yield the claimed estimate. For the middle angle
1 , we do not decompose with respect to the angle and use Lemma 2.9 (ii) directly. Note that if k 0 is fixed, k 1 is confined to the intersection of specific annulus and band, in which ∠(k 0 , k 1 ) does not vary so much. Therefore, for each k 0 , we can apply Lemma 2.9 (ii) with some single value of dyadic θ between L max N −1
Only the case L
is troublesome. In order to avoid a logarithmic divergence (i.e. estimate with log N 1 ), we decompose all of k 0 , k 1 , and k 2 as follows. First, taking (3.4) into account, restrict k 1 and k 2 to a common annulus {N ≤ |k| ≤ N + 10}, where N ∼ N 1 . Then we make an angular decomposition of angular aperture ∼ L max /N 1 ; define
Lmax ≤ 2π(j + 1)
for j = 0, 1, . . . , N 1 /L max − 1, and localize each of k 1 and k 2 to one of them. From the assumption on ∠(k 1 , −k 2 ), we only need to consider
Also, we localize k 0 to a similar region
for some (j r , j θ ) ∈ J := {1, 2, . . . ,
Lmax − 1} × {0, 1, . . . ,
The following is the key orthogonality lemma.
Lemma 3.9 (Orthogonality). Assume that N ∼ N 1 ≫ 1, L max ≥ 1, and that N 1 /L max is sufficiently large. Then, there is a two-to-one mapping κ = (κ r , κ θ ) : J → J such that
D jr,j θ for any (j 1 , j 2 ) ∈ J , where
with a large constant C > 0.
Proof. Let us first define κ (see Figure 2) . As the representative element of D j , let We see that 0) as an arbitrary integer in [0, 0) , and then
Lmax , we re-define it by κ θ −
. It is clear from the definition that there are exactly two elements in J , or nothing, which satisfy κ(j 1 , j 2 ) = (j r , j θ ) for a specific (j r , j θ ) ∈ J .
Let k 1 and k 2 be arbitrary elements in D j 1 and D j 2 , respectively. We observe that Lmax − 100, it is easily verified that
Moreover, we see that
). The claim follows from these facts.
Let us go back to the proof of Proposition 3.8. Thanks to the orthogonality lemma, we are allowed to focus on a situation that k 0 , k 1 , k 2 are localized to some specific D jr,j θ , D j 1 , and D j 2 respectively. In fact, an application of the Cauchy-Schwarz inequality in j 1 , j 2 yields the desired estimate from decomposed estimates with respect to j 1 , j 2 , and (j r , j θ ). Under this localization, the angle between k 1 and −k 2 is comparable to some Lmax N 1 ≪ φ ≤ 1. Therefore, we restrict |k 1 | and |k 2 | further onto some intervals of length ∼ φ 2 and follow the argument for the case d ≥ 3, obtaining the estimate
for this case.
Proof of Theorem 1.1
In this section we apply the contraction mapping argument to the integral equations (2.2) to prove the local well-posedness, Theorem 2.4. Define the Duhamel operators
The following linear estimates will be used. Positive power of δ included in these estimates enables us to deal with data with arbitrary size and verify the uniqueness of solutions in the Bourgain spaces. We will use a bump function ψ δ (t) := ψ(t/δ), where ψ ∈ C ∞ 0 (R) is a function with the same property as η given in Definition 2.1.
Lemma 4.1 (Linear estimates).
Let s ∈ R. For any 0 < δ ≤ 1 and 0 < b ≤ 1 2 , the following estimates hold. The implicit constants do not depend on s, δ.
2)
Remark 4.2. We also have
by the same proof.
Proof. We shall consider only the estimates for the Schrödinger case and write X s,b,1 to denote X s,b,1 S . Once we note that τ ± |k| ∼ τ ± k , proof for the wave case will be identical. Although most of these estimates were proved in [2] , we give a complete proof.
Before verifying the claim, we observe that
for 0 < δ ≤ 1 and b > 0. In fact, we have
).
By the definition of the X s,b,1 norm, we see that
which shows (4.1). We now estimate
Combining the Young and the Hölder inequalities, we obtain, for fixed k and any dyadic
. Then, (4.2) follows from (4.4).
NOBU KISHIMOTO
We next treat
From (4.4) we see that
and thus (4.5)
. Decomposing dyadically and applying the Cauchy-Schwarz inequality in τ , we evaluate the above by δ norm of (4.6) (resp. (4.7)) by δ
Finally, we combine all the trilinear estimates proved in the preceding section and some of the above linear estimates to establish the crucial bilinear estimates. 3) or (1.4) . Then, we have
, (4.8)
Remark 4.4. In view of Remark 4.2, we also have the estimate (4.9) with the reduced-wave Duhamel operator I W ± G replaced by
Proof. For (4.8), we note the relation w X We make the Littlewood-Paley decompositions,
, then it suffices to evaluate the above by δ
. We will apply Lemma 4.1 and the trilinear estimates in the preceding sections, considering the following nine disjoint cases:
For the case (0), it holds that N 1 ∼ N 2 . We apply (4.3) with b = 1 6 +, then Corollary 3.4, to have
Summing up over N j and using (4.2) twice, we obtain the estimate for (0) with δ 1− . The cases (1a) -(2b) stand for the high-low interactions, so we use Corollary 3.3. In these cases we have N 0 ∼ N 12 and L max ∼ max{L med , N 2 0 }. Therefore, it holds that L 1 L med for (1a) and (2a), and that L 1 = L max ∼ N 2 0 for (1b) and (2b). 
which is summable over N 2 when we apply the Cauchy-Schwarz in N 2 to create ψ δ u . At the end we use (4.2) with b = Next, we treat (3a) and (3b), namely, the high-modulation high-high interactions, which is estimated with Proposition 3.1. We have N 0 N 1 , and again
Under the assumption
which enable us to apply the CauchySchwarz in N 0 . We conclude the estimate by applying (4.2). (3b) is dealt with in the same manner, so we omit the details.
(4a) and (4b) correspond to the middle-and low-modulation interactions, and we need to consider d ≥ 3 and d = 2 separately. We see that L 1 L med for (4a), L 1 = L min for (4b). As an example, we only consider the case (4b).
When d ≥ 3, we use Proposition 3.5 and 3.6, after (4.3) with b =
In order to apply the Cauchy-Schwarz in N 0 , we have to assume l > d 2 − 1 with no equality. The rest of estimate is similar to the preceding cases.
For d = 2, we have established a trilinear estimate for the low-modulation interactions, Proposition 3.8, without division in N 0 . Note that the same is true for the middle-modulation interactions, since the estimate in Proposition 3.5 has the prefactor (
. Thus, instead of N S , we consider the estimate of
for d = 2. Following the argument for d ≥ 3, we obtain a bound
which is sufficient whenever l ≥ 0 if we are willing to pay a little L 0 .
Let us next treat (4.9) with the same idea. We may restrict ourselves to the case of the + sign by symmetry. We begin with the Littlewood-Paley decomposition
We will omit the detailed argument and only see how the restriction for (s, l) is deduced.
The case N 0 1 is easily estimated whenever s ≥ 0. For the high-low interactions, we consider, for instance,
Imitating the above argument (case (1b) for (4.8)), we see that
This is appropriately estimated under the assumption l − s ≤ 0, −2s + l + 
, and L 2 = L min , as an example of the high-high interactions with middle or low modulation. We obtain
, where we still have enough negative power of N 1 , since 2s > 0 holds under our assumption. Therefore, in contrast to the Schrödinger estimate (4.8), the wave bilinear estimate (4.9) admits the border case 2s = l + Proof of Theorem 2.4. We write (2.2) as (u, w)(t) = Φ (u 0 ,w 0 ) (u, w)(t). For the term ∇ −1 (w + w), we use (4.3) and (4.2) to verify
Taking infimun over w, we have
.
We also have a similar estimate forw, since
Let (s, l) be such that (1.3) or (1.4) is true, and r > 0 be any radius. For any (u 0 , w 0 ) ∈ H s ×H l satisfying (u 0 , w 0 ) H s ×H l ≤ r, we see from (4.1), (4.8), and (4.9) that
for 0 < δ ≤ 1, which implies that Φ (u 0 ,w 0 ) is a map on the ball of radius 2Cr in X s, 
, which shows that Φ (u 0 ,w 0 ) is contractive on this ball provided δ In this section we shall verify Theorem 1.2. More precisely, we will show the following. Assume that either l < max{0, s − 2} or l > min{2s − 1, s + 1} holds, and that the data-to-solution map (u 0 , n 0 , n 1 ) → (u, n) of (1.1) for smooth data extends to a continuous map
for some R, T > 0. Then, this map will not be C 2 in these topologies at the origin. 
do not hold for any b ∈ R, 1 ≤ p < ∞ if l < max{0, s−1} and if l > min{2s−1, s}, respectively.
Remark 5.2. (i)-(ii) means the ill-posedness of the problem, since the data-to-solution map on smooth data cannot extend to a continuous map under these regularities. The norm-inflation phenomena like (i) was observed for the Zakharov system on R by Holmer [15] , and we will take the same approach. The ill-posedness assertion like (ii) was mentioned in Bejenaru and Tao's work [3] in a general framework; see also [17] for related results.
From (iii), we can say that the usual contraction argument in any space embedded continuously into C([−T, T ]; H s,l ) does not work in these regularities. Results of this type, which does not directly mean the ill-posedness of the problem, was first given by Bourgain [6] in the context of the Korteweg-de Vries equation.
The bilinear estimates stated in (iv), which (with a suitable b and p) yield the local wellposedness for small initial data, are easily deduced from trilinear estimates obtained in Section 3 provided (s, l) is in the range (1.3) or (1.4) . Note that in the 2d case the regularity range given in (iv) exactly complements the range (1.4). The claim (iv) still holds for the Bourgain spaces of ℓ ∞ -Besov type X s,b,∞ (defined in a natural way), which is trivial from the proof below. The lack of these estimates still prevent us from the usual contraction argument in the Bourgain spaces. However, in some regularity range it is strongly expected that a suitable modification of the Bourgain spaces will restore the bilinear estimates which will yield the local well-posedness of the problem.
We start the proof of Theorem 5.1 by (iii). The initial value problem (1.1) is replaced by the system of integral equations
after the normalization of constants such that c 0 = 1, α = (1, . . . , 1). We focus on the quadratic terms in the iteration scheme,
Throughout this section we assume β 1 = 0 for the constant β = (β 1 , . . . ,
where n is the unique integer satisfying Now, the claim (iii) will be verified from the following lemma. We refer to [15] for the detailed argument. Next, we show the wave norm-inflation phenomena (i) employing the argument of Holmer [15] . We also show (ii) as a by-product of the proof.
We consider the case s < 1 first. Take an arbitrary (s ′ , l ′ ) such that s < s ′ , l ≥ l ′ and 0 < 2s ′ − 1 < l ′ < 1, then set s + so that l ′ = 2s + − 1 (see Figure 3 , the left one). We choose initial data as u 0,N := N −s ′ f N . Then, We can easily disprove (5.1) for l < 0 and (5.2) for l > 2s − 1 by using these estimates. The other cases, namely (5.1) for l < s − 1 and (5.2) for l > s, have been already treated in [18] in the 1d setting, and the proof in [18] can be applied to our case d ≥ 2 with some trivial modification. We will omit the details.
