Abstract. We discuss a new approximate variational principle for weak KAM theory. The advantage of this approach is that we build both a minimizing measure and a solution of the generalized eikonal equation at the same time. Furthermore the approximations are smooth, and so we can derive some interesting formulas upon differentiating the Euler-Lagrange equation.
Introduction.
This paper provides a new variational and PDE approach to Mather's minimization principle in dynamics, set forth in , and to weak KAM theory, earlier developed in Fathi [F1-3] and in [E-G] . An overall goal of this work is to identify a sort of integrable structure within certain general classes of Hamiltonian dynamics and to understand how dynamical information is encoded in a related "effective Hamiltonian". See Mather-Forni [M-F] , Fathi [F3] or the introduction to [E-G] for more background.
We are motivated here by the min-max formula (1.1)H(P ) = inf v∈C 1 (T n ) max x∈T n H (P + Dv, x) , where the Hamiltonian H satisfies some conditions listed below, most notably periodicity in x over the unit flat torus T n . The termH denotes the effective Hamiltonian in the sense of Lions-Papanicolaou-Varadhan [L-P-V] (which is equivalent in our setting to Mather's function α). Several authors, among them Fathi, Mañé, Contreras-Iturriaga-Paternain and Gomes, have independently derived this identity. For the reader's convenience, we reproduce in Appendix B ( §6) a quick proof that Fathi recently found.
A sup-norm variational principle. Formula (1.1) suggests that we can computē H(P ) by trying to minimize the sup-norm of H (P + Dv, x) 
and then study the limiting behavior of the functions v p when p → ∞. (Paternain [P] discusses a somewhat related variational formulation, but without sending p → ∞.) It is however more elegant to employ exponentials rather than powers, and some of the resulting computations resemble the formalism of statistical mechanics. We will therefore for this paper first take a positive integer k, and look then for
Under the following assumptions on H, there exists a minimizer v k ∈ C ∞ (T n ), which is unique once we require
See Appendix A in §5 for more details.
Hypotheses on the Hamiltonian: We suppose H : H(p, x) , is smooth and satisfies these conditions:
(ii) strict convexity: There exists a constant γ > 0 such that
(iii) growth bounds: There exists a constant C such that
These assumptions imply the following growth estimates for H and its first derivatives:
The corresponding Lagrangian is
PDE interpretations. The Euler-Lagrange equation for our minimizer of
where we have set
Define also
where
Observe that the Euler-Lagrange equation (1.7) now reads
Overview. In the following sections we attempt to understand the limiting behavior of u k and σ k as k → ∞. In §2 we extract some convergent subsequences and in part characterize their limits. We then in §3 lift into phase space, as a technical device to help us refine our understanding of the limit function u and the limit measure σ. Section 4 provides some formulas for the first and second derivatives ofH k , and as an application discusses consequences of a nonresonance condition. Appendix A in §5 records a sup-norm estimate on |Du k | and discusses the solvability of (1.7). Appendix B in §6 reproduces Fathi's short proof of min-max formula (1.1).
As we will see, the technique of approximating by the PDE (1.11) is fairly elegant. It is less clear however that this will lead to anything really new, although the structure of (1.11) perhaps suggests that numerical methods for nonlinear elliptic PDE may prove useful for computingH. There are several papers in the PDE literature that study variational problems with exponential growth nonlinearities. These include Duc-Eells [D-E], Lieberman [L] and Naito [N] (which handles R m -valued mappings). I thank M. Giaquinta and G. Lieberman for these references.
Convergence, approximating the effective Hamiltonian.
We propose to let k → ∞, and will need some simple estimates. We may hereafter suppose without loss of generality that (P,x) dx ≤ e kC .
Hence ||e
and, since H grows quadratically in variable p, this bound implies for each 1
Since the integral of v k is zero, we can then estimate the L q -norm of v k , and so to finish the proof.
Utilizing this Lemma and if necessary passing to a subsequence, we have
and for each 1 ≤ q < ∞,
In addition, in view of (1.10) we may also suppose that
where σ is a Radon probability measure on T n .
Theorem 2.1. (i)
We have
(ii) The function u is a viscosity solution of Aronsson's equation
Proof. 1. According to Lions, Papanicolaou, and Varadhan [L-P-V] , there exists a periodic, Lipschitz continuous function v solving
in the viscosity sense, and thus also almost everywhere. Then (P +Dv,x) dx = e kH (P ) , and consequently lim sup
Then for some sequence k j → ∞, we have
This inequality implies
Hence for each measurable set A ⊂ T n , with |A| > 0,
the slash through the integral denoting an average, and so
We now set u δ := η δ * u, where η δ denotes a standard mollifier with support in the ball
for sufficiently small δ > 0. This however contradicts the min-max formula (1.1) since u δ = P · x + v δ for some smooth, periodic function v δ . We have proved assertion (i).
2. Let u − φ have a strict maximum at a point x 0 ∈ T n . Then u k − φ has a maximum at a nearby point x k , with
The opposite inequality holds similarly, should u − φ attain a strict minimum at x 0 . This proves statement (ii).
3. Let A ⊆ T n be measurable, with |A| > 0. Then lower semicontinuity and Jensen's inequality imply
and so H(Du, x) ≤H(P ) almost everywhere in T n . This is (iii).
Minimizing measures.
To understand more about the structure of the measure σ, it is convenient to lift into R n × T n , as follows. Define
Lemma 3.1. The family of probability measures
Proof. 1. To simplify notation, we temporarily drop the various superscripts k. Multiply the Euler-Lagrange PDE div(σD p H) = 0 by ∆u and integrate by parts over T n , to find
We substitute into the last term above, and obtain
Observe next that σ x j = σkh x j in the last expression, and integrate by parts. After some rewriting, we derive the identity
In view of our hypotheses on H, this formula implies the estimate
Then
and so Sobolev's inequality implies
3. Finally, we restore the superscripts k and estimate for a sufficiently large constant m that
Remark. In Appendix A we derive stronger estimates, showing that in fact the gradients {Du k } ∞ k=1 are bounded in the sup-norm, uniformly in k, and hence the measures
have uniformly bounded supports. Passing to a subsequence if necessary, we may suppose that µ k µ weakly as measures, and µ is a probability measure on R n ×T n , according to the Lemma. Note that σ = proj x µ, the projection of µ into T n . Define also the vector
Theorem 3.1. (i) The measure µ is flow invariant; that is,
for all φ ∈ C 1 (T n ).
(ii) The limit
holds.
(iii) The measure µ is a Mather minimizing measure, and in particular
(iv) The function u is differentiable σ-almost everywhere and
In particular,
The PDE (3.10) and (3.11) are, respectively, the generalized eikonal equation and the transport equation, satisfied by u and σ. Note we are only asserting that the PDE (3.10) holds on the support of σ. This is the primary difference between our approach and that of Fathi [F1-3] , [E-G] . Recall however that Aronsson's equation (2.2) is valid throughout T n , and so it remains an interesting question to understand what, if anything, this PDE has to do with the underlying Hamiltonian dynamics.
). This proves (3.6).
2. As a first step towards establishing (3.7), let us show that (3.12)H(P ) ≤ lim inf
To confirm this, we compute for each λ > 0 that
and, since λ > 0 is arbitrary, (3.12) follows.
3. We employ (3.12) to compute
But Mather's minimization principle asserts that
Hence equality holds in each step of the foregoing estimate, and in particular Q ∈ ∂H(P ), P ∈ ∂L(Q). Furthermore, the limit (3.7) must hold.
To study the differentiability of u, we mimic a technique from
See the proof of Theorem 4.1 in [E-G] for more details. Because q → L(q, x) is uniformly convex, we have
and integrate with respect to µ:
x ∈ T n . Substituting above, we find
Hence (3.6) and (3.13) give
5. We now show that this estimate implies u is differentiable σ-a.e. (This was easier in the earlier paper [E-G] where we dealt with a semiconcave function u.) 11
The inequality (3.17) implies
for each ε > 0. Let ε = 1/2 k and sum, to deduce
For some constant ρ > 0, we have B(x,r) |Du − (Du) x,r | dy, B(x,r) Du dy.
Thus (3.18) implies
the limit Du(x) := lim k→∞ (Du) x,1/2 k exists. Next, for each r > 0 we have the estimate
Since u is Lipschitz continuous, in fact
and so u is differentiable at x. 6. The foregoing calculations show that
Thus passing to limits in (3.17) gives
and (3.9) follows. 7. If H(Du, x) <H(P ) on a set of positive σ measure, we set
in the inequality in (3.15) and integrate with respect to σ. Calculating as in step 4 above, we deduce that
a contradiction. Thus (3.10) is valid, as is (3.11) since
Remarks. I do not see how to use PDE estimates based upon (1.11) to recover Mather's theorem that the gradient Du is Lipschitz continuous on the support of the measure σ. 
Some formulas involvingH
k .
First, we establish a simple monotonicity property.
Theorem 4.1. For each P ∈ R n , we have
Proof. We have
and so
Take the log of both sides to derive (4.1).
Since the minimization problem (1.2) corresponds to a nonlinearity which is uniformly convex in the variable p, the unique minimizer v k depends smoothly on the parameter P ∈ R n . ConsequentlyH k is a smooth function, and we can compute its first and second derivatives:
Proof. 1. According to (1.9), we have
Differentiate with respect to P l :
The last equality holds since u k solves the Euler-Lagrange equation (1.7). We cancel the k, rearrange, and derive formula (4.2). 2. As above, write out the l th component of (4.2), and differentiate with respect to P m :
The integral of the first term on the right is zero, according to (1.7), and, recalling (4.2), we can recast the remaining expressions into formula (4.3).
Nonresonance and averaging.
As an application of these formulas, we recast and simplify some ideas from §9 of [E-G] . Assume thatH is differentiable at P and that Q = DH(P ) satisfies the nonresonance condition: 
Consequently if m = 0, the identity (4.3) implies
Since DH k (P ) → DH(P ) = Q and m · Q = 0, we deduce that
and so lim
for each periodic function Φ whose Fourier expansion contains only finitely many nonzero terms. Such functions are dense in the sup-norm, and so we deduce (4.5).
Remark. As explained in a different setting in [E-G], Theorem 4.3 provides a partial interpretation of the following heuristics.
Suppose that we regard u = u (P, x) as a smooth generating function, inducing the canonical change of variables (p, x) → (P, X), where p = D x u (P, x) , X = D P u (P, x) . Then the corresponding Hamiltonian dynamics become Ẋ = DH(P) P = 0, and consequently X(t) = Qt + X 0 . According to the nonresonance condition, we then have 
