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Abstract
This work presents a collapsed generalized Aw-Rascle-Zhang (CGARZ) model, which fits into a generic
second order model (GSOM) framework. GSOMs augment the evolution of the traffic density by a second
state variable characterizing a property of vehicles or drivers. A cell transmission model for the numerical
solution of GSOMs is derived, which is based on analyzing the sending and receiving functions of the traffic
density and total property. The predictive accuracy of the CGARZ model is then compared to the classical
first-order LWR and four second-order models. To that end, a systematic approach to calibrate model
parameters from sensor flow-density data is introduced and applied to all models studied. The comparative
model validation is conducted using two types of field data: vehicle trajectory data, and loop detector data.
It is shown that the CGARZ model provides an intriguing combination of simple model dynamics in the free-
flow regime and a representation of the spread of flow–density data in the congested regime, while possessing
a competitive prediction accuracy.
1. Introduction
Macroscopic traffic flow models play a critical role in modern traffic control and estimation techniques
[1, 2]. These models include the Lighthill-Whitham-Richards (LWR) [3, 4] model, phase transition (PT)
models [5–8], the Aw-Rascle-Zhang (ARZ) model [9–12], the generalized ARZ (GARZ) model [13], and the
collapsed GARZ (CGARZ) model [14] introduced in this work. The LWR, ARZ, GARZ, and CGARZ models
fit into the generic second order model (GSOM) [15] framework:
ρt + (ρv)x = 0,
wt + vwx = 0,
with v = V (ρ, w).
(1)
Here ρ(x, t), v(x, t), and w(x, t) represent the traffic density, velocity, and property, respectively, that depend
on both space (position along the road) x and time t. The property w can have various meanings, for
instance the fraction of special vehicles in the total traffic stream (e.g., trucks or autonomous vehicles) [16],
“aggressivity” [13], “desired spacing” [17], or “perturbation from equilibrium” [6]. The first equation of
(1) describes the conservation of vehicles, while the second equation of (1) indicates that the property w
is advected with the vehicles at speed v. Consequently, when w is interpreted as a vehicle class fraction,
it implies no systematic overtaking between the vehicle classes. The quantity w is used to relate driver
properties to the flow–density curves. Thus, the GSOM possesses a family of fundamental diagrams (FDs),
Q(ρ, w) = ρV (ρ, w), parametrized by w.
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The model (1) is given in advection form. To admit a discretization that guarantees the conservation of
the total property y = ρw (see Section 3), the model can be written in conservative form:
ρt + (ρv)x = 0,
yt + (yv)x = 0,
with y = ρw, v = V (ρ, y/ρ).
(2)
Traffic models of the form (2) were originally motivated in analogy to gas dynamics [7, 9]. Based on the
fact that w is advected with the vehicle flow and ρ is conserved, it follows that the quantity y = ρw is also
conserved.
When all drivers have the same property (w = w¯ = const.), the GSOM reduces to the LWR model [3, 4]
ρt + (ρV (ρ))x = 0, (3)
where the velocity V (ρ) = V (ρ, w¯) now depends on the density only. Hence, the LWR model is included as
a special case of the GSOM class [15, 18]. In (3), the unique flow–density relationship Q(ρ) = ρV (ρ) defines
the fundamental diagram.
In the ARZ [9–12] and the GARZ models [13], the traffic velocity and flow vary with property w for all
ρ ∈ [0, ρmax], where ρmax is the maximum traffic density. In other words, each property value w corresponds
to its own distinct FD curve vw(ρ) = V (ρ, w). For instance, in the ARZ model [12], the velocity function is
defined as
V (ρ, w) = Veq(ρ) + (w − Veq(0)) , for ρ ∈ [0, ρmax], (4)
where Veq(ρ) represents the equilibrium velocity function, and the associated flow–density function Qeq(ρ) =
ρVeq(ρ) is an equilibrium FD. According to (4), a family of velocity curves for the ARZ model is generated
by shifting the equilibrium velocity curve vertically with V (0, w) = w. Thus ∂V (ρ,w)∂w = 1 > 0, which means
that the traffic velocity always varies with w.
However, fundamental diagram measurements of real traffic exhibit a distinct structure: in the congested
regime, the flow rates corresponding to a certain density possess a significant spread; in contrast, the spread
of the data in the free-flow regime is substantially smaller. In fact, various studies of traffic models [19, 20]
indicate that the origin of the spreads in the two regimes is of fundamentally different nature: in the congested
regime, spread results largely from systematic interactions between vehicles, and from non-equilibrium effects
such as unstable, or bi-stable, traffic flow phenomena [21–23]. In contrast, in the free-flow regime, interactions
between vehicles are weak, and the spread in real data describing aggregate traffic quantities is driven by
measurement errors and the small number of vehicles over which the aggregate quantiles are computed. The
premise of macroscopic traffic flow models is that they do not describe (in fact: average out) measurement
noise and the behavior of an individual driver, but that they do describe the aggregate dynamics based on
the collective vehicle interactions.
Motivated by this premise, attempts have been made to develop traffic models that possess a single-valued
fundamental diagram for low densities, and a multi-valued fundamental diagram in the congested regime.
One of the most prominent ideas is to use phase transition (PT) models [5–8], which describe free-flow traffic
(i.e., low density traffic with small speed variations for a fixed density) via first order dynamics (i.e., the LWR
model) and congestion via second order dynamics. While phase transition models do capture the spread
of observed data in congestion, the explicit introduction of a phase transition increases the mathematical
complexity of the model, and consequently it has not yet seen widespread use in engineering applications
such as estimation and control.
In this article we present and validate an alternative way to construct a macroscopic model (i.e., the
CGARZ) that possesses a single-valued fundamental diagram in free-flow, and a multi-valued regime in
congestion. In the CGARZ model, it is assumed that the property w does not influence the actual traffic
behavior in the low density regime. This means that vehicles may possess different properties, but the
velocity and flow in free-flow is not affected by w, i.e., ∂V (ρ,w)∂w = 0. The CGARZ model is a special form
of the GARZ model that collapses the flow–density curves into a single curve in the free-flow region (see
Figure 1a for the CGARZ flow–density diagram). Consequently, the analytical results of the ARZ and the
GARZ models [9, 13, 15] transfer over to the CGARZ model.
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Figure 1: (a) Flow–density curves of the CGARZ model. Although the free-flow flow–density relationship appears
to be linear, it is in fact curved. (b) Velocity–density curves of the CGARZ model. In the model, the velocity is
strictly decreasing with respect to the density, and vmax is the maximum traffic velocity. The equilibrium fundamental
diagram and the equilibrium velocity function are shown in red.
One may note the important distinction between phase transition models and the CGARZ model. In
the PT models, a scalar conservation law is used to model traffic in the free-flow phase, denoted Ωf, and a
GSOM is employed in the congested phase Ωc. Thus, the property w is conserved in congestion, but it is
undefined in free-flow. Specifically, the information carried by w gets lost when traffic flow transitions into
free-flow. Depending on the interpretation/meaning of the property (e.g., fraction of trucks in the vehicle
stream), this can be a distinct disadvantage of the model.
Hence, the CGARZ model combines desirable features of both classes of models (PT and GSOM): i) it
is appropriate in modeling distinct behaviors in free-flow vs. congested phases, which agrees with Kerner’s
empirical observation [19, 20]; ii) it conserves the total property y = ρw in free-flow and in congestion; and
iii) it avoids the complicated analytical work required in a PT model. The main properties of the CGARZ
model are presented in Section 2.
Then, in Section 3, a numerical solver for the CGARZ model is instantiated, which is a generalization
of the cell transmission model (CTM) [24] for second order traffic flow models, called here the 2CTM. The
CTM is a Godunov discretization [25, 26] of the LWR model that explains the discrete evolution of traffic
state by defining a physical interpretation of how traffic flows from one cell to the next. Specifically, in
the presented solver we define the sending and receiving (equivalently the demand and supply) functions in
terms of the upstream and downstream traffic quantities.
Finally, in Section 4, a systematic approach to construct the CGARZ model from sensor data is intro-
duced, which is also applicable to all the other models mentioned above. Then, then CGARZ model is
validated, by following the test framework introduced in [13, 18], and compared with existing macroscopic
traffic models, such as a PT model and other models that fit in to the generic framework of GSOM.
2. The Collapsed Generalized ARZ Model
2.1. Outline of the CGARZ Model
In this section, the main properties of the CCARZ model are presented. A more detailed description
of the model and its properties is available in [14]. To capture distinct behaviors of traffic flow in different
regimes, the flow–density curves of the GARZ model are collapsed to a single curve for 0 ≤ ρ ≤ ρf, where
ρf is a free-flow threshold density (see Figure 1), resulting in the CGARZ model that fits the generic second
order model (GSOM) framework (2). The flux function of the CGARZ model (see Figure 1a) is given as:
Q(ρ, w) =
{
Qf(ρ), if 0 ≤ ρ ≤ ρf,
Qc(ρ, w), if ρf < ρ ≤ ρmax, (5)
3
where ρmax is the maximum traffic density (i.e., the density of traffic when vehicles are at rest with minimal
spacing between each vehicle), Qf(ρ) is the flux function in free-flow, and Qc(ρ, w) is a family of flow–density
curves in congestion (see Section 4.1 for an example of Qc(ρ, w) used in the data fitting analysis presented
thereafter). It should be stressed that the free-flow threshold density ρf is defined as the onset of spread in
the FD, and not as the density at which maximum flow is achieved.
In this work, the Greenshields model is applied in free-flow:
Qf(ρ) = vmax ρ
(
1− ρ
ρ˜max
)
, (6)
where vmax is the maximum velocity, and ρ˜max is a shape parameter to control the curvature of the fun-
damental diagram in free-flow. Note that ρ˜max is not the maximum density since (6) is only valid for
0 ≤ ρ ≤ ρf.
The flux function Q(ρ, w) is designed with the following properties:
1. Flow–density curves have a common ρmax independent of w, i.e., Q(ρmax, w) = 0 for all w.
2. The flux function is strictly concave with respect to ρ, i.e., ∂
2Q(ρ,w)
∂ρ2 < 0, for ρ ∈ [0, ρmax).
3. The flux function is continuously differentiable in ρ, i.e., Q(ρ, w) ∈ C1, for each w.
4. If a flow–density curve has a larger property value w1 > w2, then Q(ρ, w1) lies completely above
Q(ρ, w2) for ρf < ρ < ρmax, i.e.,
∂Q(ρ,w)
∂w > 0, if ρf < ρ < ρmax.
The flux function (5) induces a velocity function
V (ρ, w) =
{
Vf(ρ), if 0 ≤ ρ ≤ ρf,
Vc(ρ, w), if ρf < ρ ≤ ρmax. (7)
where Vf(ρ) = vmax
(
1− ρρ˜max
)
and Vc(ρ, w) =
Qc(ρ,w)
ρ (see Figure 1b). Based on the properties of the flux
function, the velocity function (7) is in C1 and is strictly decreasing in density. Thus, vmax is the unique
maximum velocity independent of w. The features of the velocity function are summarized as follows:
1. Vehicles never go backwards, i.e., V (ρ, w) ≥ 0.
2. Vehicles possess a unique density at which the velocity is zero, i.e., V (ρmax, w) = 0.
3. In the free-flow regime, the traffic velocity is independent of the property w, i.e., ∂V (ρ,w)∂w = 0, if
0 ≤ ρ ≤ ρf.
4. The traffic velocity is increasing with respect to the property in the congested region, i.e., ∂V (ρ,w)∂w > 0,
if ρf < ρ ≤ ρmax.
In summary, the CGARZ model in conservation form reads as
ρt + (ρv)x = 0,
yt + (yv)x = 0,
v = V (ρ, y/ρ) =
{
Vf(ρ), if 0 ≤ ρ ≤ ρf,
Vc(ρ, y/ρ), if ρf < ρ ≤ ρmax.
(8)
Note that due to the collapsing, the dynamics of the traffic flow in the free-flow region 0 ≤ ρ ≤ ρf are
effectively determined by the first-order LWR model. However, the key contrast to PT models is that in the
CGARZ model, the property field w is still being tracked while in free-flow, even though the actual traffic
dynamics are not affected by it.
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2.2. Inverse Functions in the CGARZ Model
The model dynamics are completely determined by the velocity function (7), which, given ρ and w,
determines the velocity v. However, its numerical approximation (Section 3), and applying the model in a
validation framework (Section 4) also require the two corresponding inverse functions:
1. Given v and w, determine ρ = G(v, w), s.t. v = V (ρ, w). This function is needed to identify an
intermediate traffic density in the 2CTM (see Section 3). We assume that there is a lower and upper
bound for w, i.e., 0 < wmin ≤ w ≤ wmax. Because ∂V (ρ,w)∂ρ < 0, the function V (ρ, w) uniquely defines
the function
G : DG −→ [0, ρmax) where DG = {(v, w) | 0 < v ≤ vmax, wmin ≤ w ≤ wmax}. (9)
2. Given ρ and v, determine w = W (ρ, v), s.t. v = V (ρ, w). This function is needed to construct the
property w (which is not directly measured, but needed to specify boundary conditions) from the
measurement data ρ and v. Here the collapsing induces a difficulty: in contrast to the (non-collapsed)
GARZ model [13], the CGARZ model does not possess uniquely defined inverse function (because of
the collapsing). As a consequence, additional modeling choices are needed to define the function W .
We do so as follows. For congested densities, the inverse mapping
Wc : DW,c −→ [wmin, wmax] where DW,c = {(ρ, v) | ρf < ρ ≤ ρmax, V (ρ, wmin) ≤ v ≤ V (ρ, wmax)}
is uniquely determined through V (ρ, w). Moreover, in free-flow, we define the mapping
Wf : DW,f −→ [wmin, wmax] where DW,f = {(ρ, v) | 0 ≤ ρ ≤ ρf, 0 ≤ v ≤ vmax}
by simply assigning Wf(ρ, v) = weq, where weq ∈ (wmin, wmax) corresponds to the equilibrium curve.
The complete function then reads as
W (ρ, v) =
{
Wf(ρ, v) 0 ≤ ρ ≤ ρf
Wc(ρ, v) ρf < ρ ≤ ρmax .
3. Numerical Method
In this section, a numerical solver, the 2CTM, is presented in analogy to the classical CTM [24]. The
2CTM is applicable to all the models that fit into the GSOM framework (2), in particular the CGARZ
model. The classical CTM is mathematically equivalent to a Godunov approximation [25] of the LWR
model. However, its formulation in terms of sending (demand) and receiving (supply) functions provides
important insight for practical implementations, for network coupling conditions [27, 28], and for control
[29].
In line with [30], we formulate the new 2CTM based on a Godunov approximation of the CGARZ/GSOM,
with a central focus on sending and receiving functions. In particular, a concrete physical interpretation of the
intermediate state, that arises in the Riemann problem [7, 9, 12, 31] due to the second-order model dynamics,
is provided. The resulting formulation yields a discrete model in which the flux across cell interfaces is based
on the sending capacity of the upstream cell and the receiving capacity at the downstream cell. Before
presenting the 2CTM, we first summarize the key properties of the classical CTM.
3.1. Cell Transmission Model
The CTM [24] is based on the integral form of the LWR model (3)
d
dt
∫ b
a
ρ(x, t)dx = F (a, t)− F (b, t),
where F (a, t) and F (b, t) represent the incoming and outgoing fluxes at the boundaries of a cell, respectively,
and the integral on the left hand side is the number of vehicles on the road segment x ∈ [a, b].
The CTM discretizes the space into cells with size ∆x, and studies each cell by examining its inflow
and outflow over the time interval ∆t. We consider three adjacent cells with initial densities ρnj−1, ρ
n
j , and
ρnj+1 at the time t = n∆t, and study the evolution of traffic density in the j-th cell (see Figure 2). The key
features of the CTM are listed as follows:
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Figure 2: The cell transmission model.
1. The evolution equation is given by the Godunov method [25]:
ρn+1j = ρ
n
j +
∆t
∆x
(
Fnj−1/2 − Fnj+1/2
)
, (10)
where Fnj−1/2 and F
n
j+1/2 are the inflow and outflow of the j-th cell over the time interval t ∈ [n∆t, (n+
1)∆t).
2. Fnj−1/2 and F
n
j+1/2 are determined by the minimum of the vehicles available to be sent from the
upstream, and the availability of the downstream cell to receive vehicles:
Fnj−1/2 = min
{
S(ρnj−1), R(ρ
n
j )
}
, Fnj+1/2 = min
{
S(ρnj ), R(ρ
n
j+1)
}
,
where S(·) and R(·) are the so-called sending and receiving functions.
3. The sending and receiving functions are defined through the fundamental diagram Q(ρ)
S(ρ) =
{
Q(ρ), if ρ ≤ ρc,
Qmax, if ρ > ρc,
R(ρ) =
{
Qmax, if ρ ≤ ρc,
Q(ρ), if ρ > ρc,
(11)
where ρc denotes the critical density where Q
max is obtained.
3.2. Second Order Cell Transmission Model
Since the CGARZ model together with the LWR, ARZ and GARZ models fit into the GSOM framework,
the 2CTM is designed based on the GSOM (2). For a system of conservation laws (2), the initial traffic states
in three adjacent cells are vectors unj−1 =
(
ρnj−1, ρ
n
j−1w
n
j−1
)
, unj =
(
ρnj , ρ
n
jw
n
j
)
, and unj+1 =
(
ρnj+1, ρ
n
j+1w
n
j+1
)
at the time t = n∆t (see Figure 3). By applying the Godunov scheme [25, 26] to (2), the 2CTM has the
following form:
ρn+1j = ρ
n
j +
∆t
∆x
(
F ρ,nj−1/2 − F ρ,nj+1/2
)
,
yn+1j = y
n
j +
∆t
∆x
(
F y,nj−1/2 − F y,nj+1/2
)
,
(12)
which provides evolution equations for both conserved quantities, traffic density ρ and total property y = ρw.
Here, F ρ,nj−1/2 (resp. F
ρ,n
j+1/2) and F
y,n
j−1/2 (resp. F
y,n
j+1/2) are the inflows (resp. outflows) of ρ and y over the
time interval t ∈ [n∆t, (n+ 1)∆t), respectively.
To determine F ρ and F y, it is important to note that the two flows are related. Since the property w is
always advected with vehicle flow F ρ, the flow of total property F y is computed by multiplying the property
w from the upstream to the flow of vehicles:
F y,nj−1/2 = w
n
j−1F
ρ,n
j−1/2, and F
y,n
j+1/2 = w
n
j F
ρ,n
j+1/2,
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Figure 3: Second order cell transmission model.
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Figure 4: Sending (a) and receiving (b) functions of the 2CTM.
where wnj−1 and w
n
j are the properties of vehicles at the (j − 1)-st and the j-th cells. Thus, the update
equations of the 2CTM (12) simplify to
ρn+1j = ρ
n
j +
∆t
∆x
(
F ρ,nj−1/2 − F ρ,nj+1/2
)
,
yn+1j = y
n
j +
∆t
∆x
(
wnj−1F
ρ,n
j−1/2 − wnj F ρ,nj+1/2
)
.
(13)
Next, the vehicle flow through a cell boundary is the minimum of the sending and receiving functions
like the CTM. To complete the scheme (13), it is sufficient to define the sending and receiving functions for
F ρ similarly to the CTM.
Remark 1. In the special case that all vehicles have the same property, i.e., w(x, t) = w¯, the CGARZ model
reduces to the LWR model. Likewise, the update equation for y becomes identical to that for ρ,
w¯ρn+1j = w¯ρ
n
j +
∆t
∆x
(
w¯F ρ,nj−1/2 − w¯F ρ,nj+1/2
)
.
Hence, the 2CTM reduces to the classical CTM (10).
3.3. Sending and Receiving Functions for the 2CTM
Let uL = (ρL, ρLwL) and uR = (ρR, ρRwR) be the traffic states of the upstream and downstream cells,
respectively. The sending and receiving functions for the GSOM are analogous to the supply and demand
7
functions proposed in [30] (see Figure 4). They have the form
S(ρL, wL) =
{
ρLvL, if ρL ≤ ρc(wL),
QmaxwL , if ρL > ρc(wL),
R(ρM, wL) =
{
QmaxwL , if ρM ≤ ρc(wL),
ρMvM, if ρM > ρc(wL),
(14)
where vL = V (ρL, wL) is the traffic velocity of the upstream vehicles, Q
max
wL is the capacity of the fundamental
diagram Q(ρ, wL), and ρc(wL) represents the corresponding critical density. Here, the receiving function
depends on an intermediate traffic state uM = (ρM, ρMwM) [9, 32]. This intermediate state is given as
follows:  wM = wL,vM = V (ρ∗, wM), where ρ∗ = arg minρ {|vR − V (ρ, wM)|}
ρM, s.t. vM = V (ρM, wM).
(15)
Here vR = V (ρR, wR) is the traffic velocity of the downstream vehicles. Equivalently, the middle state density
ρM can be computed as
ρM = argminρ {V (ρR, wR)− V (ρ, wL)} .
Note that in the case that upstream vehicles cannot match the downstream speed, i.e., maxρ{V (ρ, wL)} =
V (0, wL) < vR (the maximum possible velocity in the upstream cell is less than vR), we let vM = V (0, wL).
Otherwise, we always have vM = vR (see Figure 5). Thus, the middle state (15) can be rewritten as:
wM = wL,
vM = V (0, wL), if V (0, wL) < vR,
vM = vR, otherwise,
ρM, s.t. vM = V (ρM, wM).
(16)
The intuition behind this intermediate state is explained in more detail in the next subsection.
From (14) and (16), it follows that the inflow into the j-th cell is given by
F ρ,nj−1/2 = min
{
S(ρnj−1, w
n
j−1), R(ρ
n
j−1/2, w
n
j−1)
}
, (17)
where ρnj−1/2 represents the intermediate density calculated from (16), given the prior states u
n
j−1 and u
n
j .
The outflow of the j-th cell, F ρ,nj+1/2, is defined analogously.
By comparing with the sending and receiving functions of the CTM (11), one can note the following:
(i) the sending function in (14) is a function of uL only, like in the CTM; (ii) in contrast to the CTM,
the receiving function now depends on the intermediate density ρM and the upstream property wL. The
next subsection provides an explanation why the existence of the intermediate state, its dependence on the
upstream property, as well as its influence on the receiving function, are in fact all physically reasonable.
3.4. Interpretation of Intermediate Traffic State
The existence of an intermediate state uM in the GSOM (2) can be understood as a consequence of
the interactions of drivers with different properties w. Here, two adjacent cells (an upstream cell and a
downstream cell) with initial states uL and uR are studied. The traffic flow through the cell interface is
determined by the following rules:
1. Downstream vehicles move out of the way (vehicles never move backwards). This creates space for the
upstream vehicles to move in.
2. Upstream vehicles maintain their properties when they transit from the upstream into the downstream
cell, because the property w is conserved for each vehicle.
3. Vehicles from the upstream cell try to match their velocity to that of the downstream vehicles, to avoid
collisions or falling behind. This means that vM = vR whenever possible. If the incoming vehicles
cannot achieve vR, they assume their maximum possible speed, vM = V (0, wL).
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Figure 5: (a): Upstream vehicles have the potential to match the downstream velocity, i.e., vR ≤ V (0, wL). In
this case, set vM = vR. (b): The maximum possible velocity of the upstream vehicles is lower than the downstream
velocity, i.e., vR > V (0, wL). In this case, let vM = V (0, wL) in order to minimize the gap to the downstream velocity.
4. The incoming vehicles (with property wL) adjust their spacing to achieve their new velocity vM. This
creates a new intermediate density ρM, selected so that vM = V (ρM, wL).
These rules provide a physical interpretation of the Riemann solver (16).
From these rules, it becomes clear why the receiving capacity depends on the downstream velocity vR
and the upstream property wL, but not the downstream property wR or the upstream velocity vL: it is the
incoming drivers that are flowing through the interface; however, the new velocity that they assume depends
on the space that the downstream vehicles have created, which in turn depends only on the downstream
velocity.
Consider an example where the upstream drivers are quite passive, and the downstream cell is filled with
aggressive drivers. When both the upstream and downstream cells have the same traffic density ρL = ρR,
the amount of vehicles received by the downstream cell depends not only on the amount of the space that
the downstream vehicles could generate (determined by uR), but also on the willingness of the vehicles from
the upstream cell to fill the free space (determined by wL). Therefore, the receiving function (14) is also a
function of the property of the upstream vehicles.
For the CGARZ model, the inverse function (9), defined in Section 2.2, is applied, and the inflow of the
j-th cell (17) becomes
F ρ,nj−1/2 = min
{
S(ρnj−1, w
n
j−1), R(ρ
n
j−1/2, w
n
j−1)
}
,
ρnj−1/2 =
{
G
(
V (0, wnj−1), w
n
j−1
)
, if V (0, wnj−1) < V (ρ
n
j , w
n
j ),
G
(
V (ρnj , w
n
j ), w
n
j−1
)
, otherwise.
The outflow can be defined in the same way.
4. Model calibration and validation
In this section, the CGARZ model is validated with field data, and is compared with a phase transition
model as well as several second-order models that fit into the GSOM framework. The accuracy of a model is
quantified by the deviation between the measurement data (the NGSIM trajectory data [33] and the RTMC
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sensor data [34]) and the various model predictions are obtained by applying the appropriate 2CTM6 with
initial and boundary conditions generated from the measurement data.
4.1. Considered Models and their Fundamental Diagrams
In this subsection, we list the traffic models compared in this study, and provide the formulas of the
fundamental diagrams used in each model.
4.1.1. The CGARZ Model
In the CGARZ model, the fundamental diagram is given in (5), where Qf(ρ) is provided in (6), and
Qc(ρ, w) reads:
Qc(ρ, w) = Qσ(w),µ(w) (ρ)
= −σ(w)c
((
ρ−µ(w)
σ(w)
)
tan−1
(
ρ−µ(w)
σ(w)
)
− 12 ln
(
1 +
(
ρ−µ(w)
σ(w)
)2))
+ bρ+ C,
(18)
where σ(w) > 0, µ(w) > 0, and
b = vf − c tan−1
(
ρf−µ(w)
σ(w)
)
,
vf = Q
′
f (ρf) ,
c = − vf (ρmax − ρf) +Qf (ρf)(
tan−1
(
ρf−µ(w)
σ(w)
))
(ρmax − ρf) + I
I =
∫ ρmax
ρf
tan−1
(
ρ−µ(w)
σ(w)
)
dρ,
and the constant C is chosen such that Qc(ρf) = Qf (ρf). The reader is referred to [14, Appendix B] for
details on the construction of the above flux function.
Note that in (18), σ(w) and µ(w) are treated as functions of w, and their expressions are determined in
the model calibration procedure based on the flow–density data (as detailed in Section 4.2.3).
4.1.2. The GARZ Model
In the GARZ model, the physical interpretation of the property quantity w is the empty-road velocity,
i.e., w := V (0, w). The fundamental diagram is given as follows [14, Chapter 3.1]:
Q(ρ, w) = Qα(w),λ(w),p(w)(ρ)
= α (w)
(
aw + (bw − aw) ρρmax −
√
1 + y2w
)
,
(19)
where α(w) > 0, λ(w) > 0, 0 < p(w) < 1 and
aw =
√
1 + (λ (w) p (w))
2
, bw =
√
1 + (λ (w) (1− p (w)))2,
and
yw = λ (w)
(
ρ
ρmax
− p (w)
)
. (20)
Similarly to the CGARZ model, α(w), λ(w), and p(w) are treated as functions of w and are calibrated from
the flow–density data.
Remark 2. In the GARZ model, the property w is chosen as the empty-road velocity. In the CGARZ model
this is not possible, because the collapsing no longer distinguishes different flow–density or velocity–density
curves near the vacuum (ρ = 0).
6For the model validation on the NGSIM (resp. RTMC) data, the discretization steps in the 2CTM are ∆t = 0.05s (resp. ∆t =
0.25s) and ∆x = 0.002km (resp. ∆x = 0.008km). These choices render the numerical approximation/discretization errors
negligible relative to the model errors.
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4.1.3. The ARZ Model
Like the GARZ model, the property quantity in the ARZ model is defined as the empty-road velocity,
w := V (0, w). As described in (4), the velocity function V (ρ, w) is obtained by shifting w − Veq(0) from the
equilibrium velocity function Veq(ρ). In the remainder, let Veq(ρ) be defined as
Veq (ρ) =
Q (ρ, weq)
ρ
,
with Q(ρ, weq) computed according to (19). Given the above definition, the ARZ and GARZ models studied
in this section share the same equilibrium velocity function and have the same equilibrium FD. The reader
is referred to [13, Chapter 3.2] for an illustration of the flow–density curves of the ARZ model.
4.1.4. The LWR Model
The fundamental diagram of the LWR model is chosen to be identical to the equilibrium FD of the GARZ
model, i.e., Q(ρ) = Q(ρ, weq) with Q(ρ, weq) computed according to (19).
4.1.5. The PT Model
The PT model is defined using different dynamics in the free-flow regime and the congestion regime: ρt + (ρVf (ρ))x = 0, in free-flow (Ωf),{ ρt + (ρVc (ρ, w))x = 0,
yt + (yVc (ρ, w))x = 0,
in congestion (Ωc),
where y = ρw, Ωf and Ωc are the respective domains of validity of the free-flow and congested equations of
the model defined explicitly below. The velocity functions of the PT model implemented in this work for
the free-flow regime and for the congestion regime are given as:
Vf(ρ) =
Qf(ρ)
ρ
= vmax
(
1− ρ
ρ˜max
)
, Vc(ρ, w) =
Qc(ρ, w)
ρ
=
w
ρ
(
ρmax − ρ
ρmax − ρc
)
.
Given the above definition of the velocity functions, the free-flow and the congested regimes are defined as
follows: {
Ωf = {(ρ, w) | 0 ≤ ρ ≤ ρmax, Vf (ρ) ≥ vf,min } ,
Ωc = {(ρ, w) | 0 ≤ ρ ≤ ρmax, Vc (ρ, w) ≤ vc,max, wmin ≤ w ≤ wmax } ,
where vf,min is the minimal velocity in free–flow, and vc,max is the maximal velocity in congestion. The lower
and upper bounds of w in the congestion regime are denoted as wmin and wmax, respectively.
4.2. Data-Fitting for Macroscopic Traffic Models
In this subsection, we present the individual steps in the traffic model calibration procedure, which is
a weighted least squares (WLSQ) approach. The main challenge to fit models in the GSOM family is due
to the fact that a whole family of fundamental diagrams must be determined (rather than a single curve).
Note that the general flux function is written as a function of the density and the property, i.e., Q(ρ, w).
An alternative view which is useful for calibration is to recognize that the property w only influences the
parameters of the traditional flow-density fundamental diagram (e.g., see (18)–(19) where w only appears
in the parameters α, λ, and p). Unfortunately, the functional relationship between the flow-density curve
parameters and the property variable is not known.
We use the above points to design a GSOM calibration procedure that occurs in three steps. In Step 1,
we calibrate all parameters associated with the equilibrium fundamental diagram. The second and third
steps are required to empirically determine the flow–density parameter dependence on the property. In Step
2, we use a weighted least squares calibration procedure to fit a family of fundamental diagrams for a set
of discrete values of the property, with one set of optimal parameters associated with each property value.
Finally in Step 3, we apply a polynomial regression on the optimal parameters for the given values of the
property determined in Step 2, to construct a best fit between the property value and the property-dependent
flow-density curve parameters.
11
We first present the particular WLSQ data-fitting approach [13] that is used for calibration. Let (ρj , Qj)
represent a flow–density data pair, and denote by ndata the total number of data pairs. In addition, denote
as β ∈ (0, 1) the weight parameter of the WLSQ, and let θβ be the set of parameters to be calibrated which
is parameterized by β. Given a parameter set θβ , the predicted flux corresponding to density measurement
ρj is given by Qθβ (ρj). In general, Qθβ (ρj)−Qj 6= 0 (i.e., the predicted flux corresponding to the measured
density does not match the measured flux), and we can penalize the discrepancy in a cost functional to
determine the best parameters θ∗β .
In the WLSQ algorithm, the following minimization problem is solved to determine the optimal parameter
set:
θ∗β = arg min
θβ
Fβ (θβ) , (21)
where the cost functional Fβ (θ) is defined as:
Fβ (θ) = β
ndata∑
j=1
((Qθ(ρj)−Qj)+)2 + (1− β)
ndata∑
j=1
((Qθ(ρj)−Qj)−)2 , (22)
with
(Qθ(ρj)−Qj)+ = max {Qθ(ρj)−Qj , 0} ,
(Qθ(ρj)−Qj)− = max {−Qθ(ρj) +Qj , 0} .
Hence, the WLSQ minimizing parameters depend on the weighting parameter β. For large β, data below
the curve Qθ(ρ) is strongly penalized, thus the minimization problem (21) tends to let more data points stay
above the calibrated curve. Hence, when β → 1, almost all the data points are above the calibrated Qθ(ρ),
and the reverse is true when β → 0. Note that (21) reverts to the classical least squares (LSQ) fit when
β = 0.5, which corresponds to the calibration of the equilibrium curve.
4.2.1. Step 1: Calibrating the Equilibrium Fundamental Diagram
We briefly describe the process to determine the equilibrium fundamental diagram. The equilibrium
fundamental diagram includes both parameters that depend on the property, as well as parameters that
are independent of the property. For example, in the CGARZ model, the property–invarient parameters
calibrated in this step include vmax, ρf, ρ˜max, and ρmax, while the parameters that depend on the property
include σ and µ. The property–dependent parameters are determined at the equilibrium value of the property,
σeq and µeq. Let θeq denote the parameters that are calibrated in Step 1 of the calibration procedure. Table 1
lists the parameters in θeq for all the studied models (in the column named “Step 1”).
Procedure for the CGARZ model. In order to determine the free-flow threshold density ρf, below which all the
curves collapse, several flow–density curves in the family of FDs need to be calibrated simultaneously with
the equilibrium FD. For the i-th curve calibrated together with the equilibrium FD, its weight parameter is
defined as βi,eq, and its parameter set to be calibrated is defined as θβi,eq = {vmax, ρf, ρ˜max, ρmax, σβi,eq , µβi,eq}
(where the first four parameters are the shared parameters with the equilibrium FD). To calibrate a total of
meq curves together with the equilibrium FD, the following minimization problem is solved:
min
Q
{
F˜0.5 (θeq) +
meq∑
i=1
F˜βi,eq
(
θβi,eq
)}
, (23)
where Q = (⋃meqi=1 θβi,eq)⋃ θeq, and F˜β(θ) is a modification of Fβ(θ) in (22):
F˜β (θ) = β
ndata∑
j=1
(
Sτρf
(
(Qθ(ρj)−Qj)+
))2
+ (1− β)
ndata∑
j=1
(
Sτρf
(
(Qθ(ρj)−Qj)−
))2
.
Here τ > 0, and the shrinkage operator is given by Sτρf via
Sτρf
(
(Qθ(ρj)−Qj)±
)
=
 0, if ρj < ρf and (Qθ(ρj)−Qj)± < τ,(Qθ(ρj)−Qj)± , otherwise.
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Model
Parameters calibrated in
Step 1 Step 2 Step 3
CGARZ
θeq ={vmax, ρf, θβi ={σβi , µβi} a`,σ, a`,µ
ρ˜max, ρmax, σeq, µeq} for i ∈ {1, · · · ,m} for ` ∈ {0, 1, · · · , k}
GARZ
θeq ={ρmax, θβi ={αβi , λβi , pβi} a`,α, a`,λ, a`,p
αeq, λeq, peq} for i ∈ {1, · · · ,m} for ` ∈ {0, 1, · · · , k}
ARZ Same as GARZ None None
LWR Same as GARZ None None
PT
θeq ={vmax, ρ˜max, θβi ={wβi}
None
ρmax, weq} for i ∈ {1, · · · ,m}
Table 1: Parameters to be calibrated in Step 1, Step 2 and Step 3 of the calibration procedure for all the considered
models.
Shrinkage methods (similarly –insensitive bands) are commonly used to promote sparsity in the decision
variables in optimization and regression problems [35, 36]. For example they are used to avoid fitting noise in
regression problems. Here we use it similarly to avoid using a family of curves to represent the flow density
relationship when a single curve is sufficient. Without a shrinkage operator, the calibrated density ρf where
all the curves collapse would be very small (e.g., ρf < 10
−5 veh/km/lane), because the flow–density data
points in the low density regime do have a spread (although much less than in the high density domain).
Due to the shrinkage operator in the functional, the optimization problem (23) promotes the collapsing of
the data-fitted curves until a transition point in the observed data when the spread becomes larger, e.g.,
around ρf ∈ [50, 80] veh/km/lane.
As an example, Figure 6a illustrates the calibration of the CGARZ equilibrium FD using the flow–density
traffic data provided by the loop detectors7 near the freeway segment that generates the NGSIM dataset. In
Figure 6a, two FD curves are calibrated together with the equilibrium FD, i.e., meq = 2, with β1,eq = 0.001,
β2,eq = 0.999, and τ = 400 veh/hr/lane. We also conduct a sensitivity analysis of the shrinkage operator to
investigate the dependence of the calibrated FDs on different τ -values. The outcome is that the obtained
FDs are rather insensitive to τ . For example, the calibrated ρf varies only in a small range between 70 and
80 veh/km/lane for all 300 ≤ τ ≤ 700 veh/hr/lane.
Procedure for the other models. For the GARZ and the PT model, the equilibrium FD can be calibrated
without considering any non-equilibrium curves. Letting β = 0.5 in (21) and (22), we obtain the classical
LSQ fitting problem:
min
θeq
ndata∑
j=1
(
Qθeq(ρj)−Qj
)2
, (24)
which is used to determine the parameters in the equilibrium curve.
Note that as stated in Section 4.1.3 and Section 4.1.4, the equilibrium FD of the ARZ model and the
FD of the LWR model are the same as the equilibrium FD of the GARZ model. Hence, the parameters
calibrated for the equilibrium FD of the GARZ can be directly applied to the ARZ and LWR models.
4.2.2. Step 2: Calibrating a Family of Fundamental Diagrams
In Step 2, we calibrate a family of FDs using the WLSQ fitting (i.e., each calibrated FD is associated
with a weight parameter value β and a property w), so that we can later determine a relationship between
the property and the property-dependent parameters via regression in Step 3. The FD parameters that are
7The loop detector data is obtained from the Freeway Performance Measurement System (PeMS)[37].
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Figure 6: Calibration of the CGARZ model using the flow–density data provided by the PeMS loop detectors near
the freeway segment that generates the NGSIM dataset. The calibrated parameters are used in the model validations
on the NGSIM dataset. (a): The calibrated equilibrium FD of the CGARZ model and the two FDs (corresponding
to β1,eq = 0.001 and β2,eq = 0.999) calibrated together with the equilibrium FD. (b): The calibrated family of FDs
shown for a selection of β-values (i.e., βi in (26) with i given in (27)). Note that the family of FD curves is defined
for any real β ∈ [0, 1] rather than just the choices plotted as curves, which is also true in Figure 7 and Figure 8.
invariant with respect to β (i.e., vmax, ρf, ρ˜max, ρmax in the CGARZ model; ρmax in the GARZ model; and
vmax, ρ˜max, ρmax in the PT model) have already been determined in Step 1 and are now treated as fixed.
Hence, it remains to calibrate the FD parameters whose values depend on β. In Step 2, we calibrate these FD
parameters for a set of fixed values of β (i.e., β ∈ B = {β1, · · · , βi, · · · , βm}). Denote as θβi the parameter
set associated with β = βi. For each model, the parameters to be determined in Step 2 of the calibration
procedure are listed in Table 1. The WLSQ fitting is applied to determine the parameters associated with
each β ∈ B:
θ∗βi = arg minθβi
Fβi (θβi) , for all i ∈ {1, · · · ,m}, (25)
where Fβ(θ) is given in (22). Following the example in Figure 6a, we calibrate a family of FDs associated
with various β ∈ B where
βi = 0.001 +
0.998
99
(i− 1). i ∈ {1, · · · , 100}. (26)
For better visibility, we only plot in Figure 6b the calibrated curves associated with βi where
i ∈ {1, 11, 21, 31, 41, 51, 61, 71, 81, 91, 100}. (27)
4.2.3. Step 3: Determining the Relationship between Property and Parameters
In Step 3, the expressions of σ(w), µ(w) in the CGARZ model, and the expressions of α(w), λ(w), p(w)
in the GARZ model are determined using a polynomial regression.
We take σ(w) in the CGARZ as an example to illustrate the polynomial regression procedure, and note
the same approach applies to other property–dependent parameters. The function σ(w) is modeled as an
k-th degree polynomial:
σ(w) =
k∑
l=0
al,σw
l.
Denoting as aσ = (a0,σ, · · · , ak,σ), a polynomial regression is used to determine aσ. For each σβi obtained
in Step 2, we compute its associated property value wβi , which (in the model validation of this article
8) is
8The property value of the CGARZ model can be assigned with other physical meanings as well, e.g., the fraction of flow
represented by smart vehicles, as long as β and w are related in an invertible function w(β).
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Figure 7: Model calibration using the flow–density data provided by the PeMS loop detectors near the freeway
segment generating the NGSIM dataset, and the calibrated parameters are used in the model validations on the
NGSIM dataset. (a-b): The calibrated family of fundamental diagrams of the GARZ (a) and the PT (b) models.
The calibrated family of FDs are plotted for a selection of β-values (i.e., βi in (26) with i given in (27)).
the maximum flow of the FD curve associated with the weight parameter βi. Hence, the obtained (σβi , wβi)
pairs for all i ∈ {1, · · · ,m} can be used in the polynomial regression. The parameters for the CGARZ and
the GARZ models to be determined in Step 3 are listed in Table 1.
More details about the implementation of the calibration are available in the supplementary source code
https://github.com/Lab-Work/GSOM_LWR_PT.
4.3. Model Validation with the NGSIM Sensor Data
4.3.1. Analysis Setup
As in [13, 18], we consider the NGSIM dataset [33], collected on 04/13/2005 on a 500 meter six-lane
segment of the eastbound direction of I-80 located in Emeryville, CA. Using video cameras, the precise
trajectories of all vehicles in the segment are accessible (with a temporal resolution of 0.1 seconds), in three
15-minute intervals at the onset during rush hour: 4:00pm–4:15pm, 5:00pm–5:15pm, and 5:15pm–5:30pm.
To construct traffic density and velocity at location x ∈ [0, L] and time t ∈ [0, T ] from trajectory data, the
following kernel density estimation technique [38, 39] is applied:
ρdata(x, t) =
ntra∑
j=1
K(x− xj(t)) ,
Qdata(x, t) =
ntra∑
j=1
vjK(x− xj(t)) ,
vdata(x, t) =
Qdata(x, t)
ρdata(x, t)
,
(28)
where K(x) = 1√
2pih
e−
x2
2h2 is a Gaussian kernel, ntra is the total number of trajectories, and xj and vj
represent the position and velocity data of the j-th vehicle, respectively. In this analysis, we set h = 25m.
The boundary conditions for the studied freeway segment are ρ(0, t), v(0, t), ρ(L, t), and v(L, t). The initial
conditions are the traffic state at t = 0, i.e., ρ(x, 0) and v(x, 0) for x ∈ [0, L]. In order to study the
prediction accuracies of the considered traffic models, we compare the traffic states they predict (based on
the aforementioned initial and boundary conditions) with the corresponding traffic states (28) constructed
from the trajectory data.
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Dataset CGARZ GARZ ARZ LWR PT
NGSIM Eρ 6.96(+5.8%) 6.58 7.31(+11.1%) 7.90(+20.1%) 6.98(+6.1%)
4:00pm-4:15pm Ev 4.52(+4.6%) 4.32 4.73(+9.5%) 6.19(+43.3%) 4.56(+5.6%)
NGSIM Eρ 6.85(+2.1%) 6.71 9.24(+37.7%) 8.05(+20.0%) 7.46(+11.2%)
5:00pm-5:15pm Ev 3.84(+4.3%) 3.68 4.68(+27.2%) 4.72(+28.3%) 4.00(+8.7%)
NGSIM Eρ 7.54 7.56(+0.3%) 12.84(+70.3%) 8.39(+11.3%) 8.93(+18.4%)
5:15pm-5:30pm Ev 3.51 3.61(+2.8%) 5.63(+60.4%) 4.54(+29.3%) 4.04(+15.1%)
Table 2: Density prediction error Eρ and velocity prediction error Ev given by the considered models on the three
time intervals of the NGSIM dataset. The bold numbers are the minimum errors in each row, and the percentage in
the parenthesis next to each error is the relative increase of the error compared to the minimum error in the same
row.
The parameters in the traffic models are calibrated based on the historic flow–density data near the
considered freeway segment, which are obtained via loop detectors and are provided by the PeMS [37]. The
calibrated parameters for all the traffic models are detailed in Table A.3 in the Appendix. To obtain the
free-flow threshold ρf for the CGARZ model in Step 1, we calibrate two curves together with the equilibrium
curve (as shown in Figure 6a). In Step 2, a family of 100 curves is calibrated for the CGARZ (Figure 6b),
GARZ (Figure 7a), and the PT models (Figure 7b), where the family of βi is given in (26)
9. In Step 3, a
polynomial regression is applied to construct the relationship between w and the obtained parameters.
4.3.2. Error Metric
For the model validation using the NGSIM data, we consider the spatio-temporal average errors
Eρ =
1
TL
∫ T
0
∫ L
0
Eρ(x, t) dxdt , Ev =
1
TL
∫ T
0
∫ L
0
Ev(x, t) dxdt ,
where
Eρ(x, t) =
∣∣ρmodel(x, t)− ρdata(x, t)∣∣
nlane
, Ev(x, t) =
∣∣vmodel(x, t)− vdata(x, t)∣∣ .
Here, ρmodel(x, t) and vmodel(xs2, t) are the predicted density and velocity, respectively, at location x and
time t, and ρdata(x, t) and vdata(xs2, t) are obtained according to (28).
4.3.3. Model Validation Results
The average prediction errors Eρ and Ev of all the traffic models are reported in Table 2. Based on the
presented results, the key findings are as follows:
1. Due to the high congestion level in the studied location and time period (see the data points in Figure 7),
the prediction accuracy of a given traffic model is mainly determined by its capability of modeling the
spread of the traffic data in the congested regime. Hence, the CGARZ and the GARZ models provide
the most accurate density and velocity predictions.
2. A closer look at the NGSIM data from 5:15pm to 5:30pm indicates that the GARZ model has less
prediction accuracy when the property value w computed based on sensor data under a free-flow condition
is later used in predicting density and velocity under congestion. This is due to the fact that the spread
of data in the low density area is very small, and a small measurement noise might result in a property
value w computed by the GARZ that is very different from the true value. It would not cause very
inaccurate prediction when using this inaccurately computed w to predict free-flow traffic conditions,
9For better visibility, we only plot the curves associated with βi for i given in (27).
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since in the low density regime the flow–density relationship varies little with property w. However, when
the GARZ model uses the inaccurate w to predict traffic conditions under congestion, a small error in
w would potentially result in rather large prediction error, given that the traffic condition varies more
significantly with w under congestion. Indeed, in the NGSIM data from 5:15pm to 5:30pm, the property
values computed from the upstream side (relatively light traffic) are later propagated to the middle part
of the road segment (more congested) and are used to predict traffic conditions in the middle area with
more congestion. Consequently, the GARZ model has large error than the CGARZ model in this dataset.
3. The ARZ model has very poor prediction accuracy for the NGSIM dataset. This is due to the fact that
some FD curves of the ARZ model are unrealistic in the congested regime, and the presence of significant
congestion in the NGSIM dataset. Among the three studied time intervals, more congestion is observed
during 5:00pm-5:15pm and 5:15pm-5:30pm. As a consequence, the prediction errors of the ARZ model
during these two time intervals are significantly larger than for the other models.
4. Although the PT model outperforms the LWR and the ARZ models, especially when significant congestion
is observed, it has larger prediction errors compared to the CGARZ model. Moreover, the numerical solver
of the PT model [5, 6] is much more complicated than the 2CTM.
4.4. Model Validation with the RTMC Sensor Data
In order to better understand the distribution of the model prediction errors, we test the models on a
larger dataset obtained from the RTMC sensor data [34]. While the dataset covers a significantly longer
time interval compared to NGSIM, it has the distinct disadvantage that the true traffic state is unknown.
Consequently the model predictions are be compared to noisy measurement data not used in the model in
a process described in detail next.
4.4.1. Analysis Setup
In the model validation with the RTMC sensor data, a four-lane freeway segment of length 1.214km
on the I-35W, Minneapolis is considered, which includes three sensors, with sensor 1 and sensor 3 located
at the ends of the road segment, and sensor 2 located roughly in the middle of the study area. Following
the test framework described in [13, 18, 40], a three-detector test problem [41] is solved. In this process,
the accuracy of a model is quantified by the disparity between the measured states (traffic density and
velocity) at sensor 2 and the model predictions at the same position, computed by numerically solving (1)
with boundary conditions generated from the sensors 1 and 3.
In this analysis, we use traffic data of 74 weekdays between 01/01/2003 and 04/14/2003. A small
subset of those days is used for the model calibration. Specifically, the flow–density data from sensor 2 at
days d ∈ {1, 7, 13, 19, 25, 31, 37, 43, 49, 55, 61, 67, 73} are used. The reasons for choosing those 13 days for
calibration are: (i) given that the 74 days are all weekdays, selecting one every other six days avoids any
weekly patterns potentially embedded in the data, and (ii) removing correlations between consecutive days
due to similar weather, events, etc. Because the discrepancies of the various traffic models are of particular
importance in the congested regime (e.g., the second-order models describe the spread of the flow–density
data in the congested regime while the first-order model, LWR, does not), the model validation is conducted
for the rush hour 4:00pm–5:00pm. After excluding the days used for calibration, we select 37 days among
the remaining 61 days where the average density during 4:00pm–5:00pm is above 20 veh/km/lane for model
validation (on the other days, not enough congestion was observed to obtain meaningful results). To generate
a realistic initial state from the boundary data given at sensors 1 and 3, an initialization phase of five minutes
(i.e., 4:00pm–4:05pm) is applied (see [18]).
The calibrated parameters for all the traffic models are detailed in Table A.4 in the Appendix. To obtain
the free-flow threshold density ρf for the CGARZ model in Step 1, we calibrate two curves together with the
equilibrium curve (as shown in Figure 8a) using weight parameters β1,eq = 0.2, β2,eq = 0.8, and set τ = 300
veh/hr/lane. Compared to the loop detector data in Figure 6, the RTMC dataset has much more spread in
the low density regime. Hence, two curves closer to each other are calibrated together with the equilibrium
FD in order to avoid the calibrated ρf being unreasonably small, which is different from the case in Figure 6a
where β1,eq = 0.001, β2,eq = 0.999. In the sensitivity analysis of the shrinkage operator, the calibrated
ρf stays between 70 and 80 veh/km/lane for all 300 ≤ τ ≤ 700 veh/hr/lane, which again shows that the
calibration result is rather insensitive to the τ values in the shrinkage operator. In Step 2, a family of 100
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Figure 8: Model calibration using the flow–density data provided by the RTMC dataset.(a): The calibrated equi-
librium FD of the CGARZ model and the two FDs (corresponding to β1,eq = 0.2 and β2,eq = 0.8) calibrated together
with the equilibrium FD. (b-d): The calibrated family of fundamental diagrams of the CGARZ (b), the GARZ (c)
and the PT (d) models. The calibrated family of FDs are plotted for a selection of β-values (i.e., βi in (26) with i
given in (27)).
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Figure 9: Distribution of the density prediction error Edρ (a) and the velocity prediction error E
d
v (b) of the considered
models for the days d ∈ Dval, where Dval is the set of days selected for model validation.
curves is calibrated for the CGARZ (Figure 8b), GARZ (Figure 8c) and the PT models (Figure 8d), where
the family of βi is given in (26). In Step 3, a polynomial regression is applied to construct the relationship
between w and the obtained parameters.
4.4.2. Error Metric
For the RTMC data, we compare the density and velocity measured at sensor 2 with the corresponding
values predicted by the traffic models. Let xs2 be the position of sensor 2, and nlane be the number of lanes.
Then the density and velocity errors at location xs2 and time t ∈ [0, T ] are given by:
Eρ(xs2, t) =
∣∣ρmodel(xs2, t)− ρsensor(xs2, t)∣∣
nlane
,
Ev(xs2, t) =
∣∣vmodel(xs2, t)− vsensor(xs2, t)∣∣ ,
where ρmodel(xs2, t) and v
model(xs2, t) (resp. ρ
sensor(xs2, t) and v
sensor(xs2, t)) are the predicted (resp. mea-
sured) density and velocity at location xs2 and time t. Hence, the temporal average error on day d is
computed as follows:
Edρ =
1
T
∫ T
0
Eρ(xs2, t) dt , E
d
v =
1
T
∫ T
0
Ev(xs2, t) dt .
Denote as Dval the set of days selected for validation, and |Dval| the total number of days in Dval. As
discussed above, we have |Dval| = 37. The average density and velocity errors with respect to all the selected
days are:
Eρ =
1
|Dval|
∑
d∈Dval
Edρ , Ev =
1
|Dval|
∑
d∈Dval
Edv .
4.4.3. Model Validation Results
Figure 9 illustrates the distribution of the density error Edρ and the velocity error E
d
v of all the considered
models for d ∈ Dval. The key findings regarding the prediction accuracies of the considered models are given
as follows:
1. When the traffic is in free-flow, the model prediction accuracies for all considered models are close to each
other and of good quality. Hence, the medians and the 25th percentile of all the models are similar, and
the days with average errors Edρ and E
d
v smaller than the median typically have a large portion of time
between 4:00pm–5:00pm in free-flow conditions.
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2. Due to the apparent modeling difficulty to accurately predict the large variations of the flow–density
relationship in the high density regime, the prediction errors of all the models increase as a larger amount
of congestion is observed during 4:00pm–5:00pm. Because the second-order models, as well as the PT
model, can capture the spread of flow–density data in congestion, it agrees with our expectation that the
prediction errors of the CGARZ, GARZ, ARZ, and PT models are smaller than with LWR when there is
more congestion during the studied time period. This fact is apparent in the larger 75th percentile and
outliers of the LWR model compared to other models. As a consequence, the LWR model has the largest
average errors Eρ and Ev.
3. The statistics of Edρ and E
d
v show that the CGARZ model has the best prediction accuracy, in addition
to its fundamental advantage that the model dynamics of the CGARZ model are substantially simpler in
the free-flow regime compared to the GARZ and ARZ models.
4. The ARZ model also captures the spread of flow–density data. However, unlike the GARZ model, different
maximum densities are obtained for different FD curves, and some of those densities are clearly unrealistic,
as shown in [14, Figure 3.4]. Due to this modeling shortcoming of ARZ, it is not a surprise that the CGARZ
model outperforms the ARZ model. Because the RTMC dataset exhibits not too much congestion (see
the data points in Figure 8), the CGARZ model only slightly outperforms the ARZ model. In contrast,
in the NGSIM dataset, more congestion is present, and consequently the advantage of the CGARZ model
over the ARZ model is quite apparent.
5. Compared to the GARZ and the ARZ models, the CGARZ model has the smallest 75th percentiles and
the smallest maximum values of Edρ and E
d
v . Although the GARZ and ARZ models are able to describe
the spread of traffic data in the free-flow regime, the property w, computed by the flow–density data
pairs in the free-flow regime, is more likely to be inaccurate due to the less spread of data in the low
density area and sensor measurement errors (see bullet point 2 in 4.3.3). As a consequence, compared
to the CGARZ model which describes the flow–density relationship by a single curve in the low density
regime, the GARZ and ARZ models can potentially provide very large prediction errors. In fact, on the
days when the GARZ model produces high prediction errors, a large portion of the boundary flow–density
data points are very close to the highest calibrated FD in the free-flow regime, which leads to very large
property values w computed by the inverse function W (·) introduced in Section 2.2. However, it is likely
that the true properties are not as large as the computed w, and the data points are close to the upper
FD curve just due to the sensor error. As stated in bullet point 2 in 4.3.3, the inaccurately computed
properties would result in large prediction errors especially when propagating to the congested areas.
5. Conclusion
We have compared the CGARZ model with various traffic models that fit into the GSOM framework, as
well as with the PT model. By collapsing the family of FD curves in the free-flow regime, the CGARZ model
has simpler dynamics in the low density regime, compared to the GARZ and ARZ models. In addition,
since the CGARZ model also belongs to the GSOM class, it avoids several complicated analysis and specific
implementation steps required by the PT model. In order to numerically solve the models GSOM class, we
have presented a 2CTM with clear physical interpretation, designed by analyzing the inflow and outflow of
both traffic density ρ and total property y = ρw on each cell of the road segment. To improve the predictive
accuracy of the traffic models, a systematic approach to generate model parameters from historic data has
been introduced, which is applicable to all the traffic models considered in this work. Model validations and
comparisons are conducted on the NGSIM and the RTMC datasets, and the key findings are summarized as
follows:
1. While providing much simpler model dynamics in the free-flow regime (than other GSOMs), the CGARZ
model maintains high prediction quality.
2. Due to the unrealistic FD curves in the congested regime, the ARZ model can only provide competitive
prediction quality when the traffic conditions are largely in free-flow.
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3. Computing the property w from flow–density data in the free-flow regime can potentially lead to large
prediction errors (especially when predicting traffic conditions under congested status), because the data
spread in the low density area is small and the computed w is very sensitive to noise. Hence, the GARZ
and the ARZ models occasionally produces very large prediction errors. The CGARZ model remedies
this problem.
4. Due to the capability of the second-order models to describe the variations of the flow–density relationship
in the congested regime, second-order models in general have better prediction accuracy compared to the
first-order LWR model.
The present study demonstrates that the CGARZ model combines the advantages of accuracy in the
congested regime and simplicity in the free-flow regime. It is therefore a good candidate for traffic state
estimation, prediction, and control of contemporary traffic flow. The modeling framework presented here
can also be extended to triangular fundamental diagrams.
Looking forward, the proposed modeling framework of the CGARZ model will become even more im-
portant with the introduction of smart (e.g., connected or automated) vehicles on the roadways. In this
setting, the property w can be used to represent the fraction of flow represented by smart vehicles (w = 0
means all vehicles are human-operated, and w = 1 means all vehicles are smart). In free-flow, all vehicles
drive at the same speed as dictated by the speed limit, hence a single collapsed FD curve arises. In turn, in
congested flow, the ability of the smart vehicles to follow other vehicles more closely (shorter reaction times
and non-local information) increases the density associated to a given average speed. Hence a family of FD
curves is obtained in congestion, parameterized by w. In other words, the introduction of smart vehicles will
shift real traffic dynamics naturally even closer to a collapsed GARZ framework.
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Appendix
Step 1 Step 2 Step 3
Parameters used in the calibration procedure
meq = 2, τ = 400, βi = 10
−3 + 0.99899 (i− 1)
k = 5β1,eq = 0.001, β2,eq = 0.999 for i ∈ {1, · · · , 100}
(only for the CGARZ)
Calibrated parameters
CGARZ
vmax = 73.5, ρf = 75.9, σβi ∈ [5.48, 22.37], aσ = (30.3,−0.0014),
ρ˜max = 1399.9, ρmax = 801.5, µβi ∈ [69.4, 179.0], aµ = (−51.8, 0.02)
σeq = 15.9, µeq = 129.8 (see Figure 6b)
GARZ
αβi ∈ [1116.4, 2963] aα = 103 · (−1.9, 0.05),
ρmax = 809.3, αeq = 1450.9 λβi ∈ [13.95, 26.46] aλ = (43.25,−0.28),
λeq = 24.1, peq = 0.16 pβi ∈ [0.13, 0.21] ap = (−0.2, 0.005)
(see Figure 7a)
ARZ Same as the GARZ None None
LWR Same as the GARZ None None
PT
vmax = 74.3, ρ˜max = 884.0 wβi ∈ [5596.2, 11759]
None
ρmax = 884.0, weq = 8923.5 (see Figure 7b)
Table A.3: Parameters of all the considered models calibrated using the PeMS loop detector data near the freeway
segment generating the NGSIM data. The calibrated parameters are used in the model validations with the NGSIM
sensor data, where densities are given in veh/km/lane, and velocities are given in km/hr.
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Step 1 Step 2 Step 3
Parameters used in the calibration procedure
meq = 2, τ = 300, βi = 10
−3 + 0.99899 (i− 1)
k = 5β1,eq = 0.2, β2,eq = 0.8 for i ∈ {1, · · · , 100}
(only for the CGARZ)
Calibrated parameters
CGARZ
vmax = 100.8, ρf = 63.8, σβi ∈ [0.001, 10.987], aσ = (26.0,−0.003),
ρ˜max = 901.6, ρmax = 476.1, µβi ∈ [63.8, 109.8], aµ = (−29.3, 0.015)
σeq = 6.4, µeq = 83.1 (see Figure 8b)
GARZ
αβi ∈ [896.9, 1701.1] aα = 103 · (8.60, 0.18),
ρmax = 491.5, αeq = 1033.6 λβi ∈ [20.13, 36.20] aλ = (−156.6, 4.05),
λeq = 28.3, peq = 0.17 pβi ∈ [0.19, 0.45] ap = (0.31,−0.004)
(see Figure 8c)
ARZ Same as the GARZ None None
LWR Same as the GARZ None None
PT
vmax = 104.9, ρ˜max = 562.8 wβi ∈ [2785.8, 9494.0]
None
ρmax = 542.1, weq = 7701.7 (see Figure 8d)
Table A.4: Parameters of all the considered models calibrated using the RTMC data on the selected days d ∈ {(d−1)
mod 6 = 0|1 ≤ d ≤ 74}, where densities are given in veh/km/lane, and velocities are given in km/hr.
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