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Abstract: We show how Cagniard de Hoop method can be used, first to obtain error estimates
for the Perfectly Matched Layers in acoustics (PML), then to understand the instabilities of
the PML when applied to aeroacousics. The principle of the methods consists in applying to
the equations a Laplace transform in time and a Fourier transform in one space variable to
obtain an ordinary differential equation which can be explicitely solved. This solution contains
a pseudo-differential term 1/
(
s2/c2 + k2x
)
1
2 and the key point of the method is to find path
in the complex plan to turn this term into the well-known solution of the 2D wave equation
1/
√
t2 − r2/c2. We illustrate our results through comparison with numerical computation.
Keywords: Boundary Conditions, Error Analysis, Stability Analysis, Time-domain Analysis,
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1. INTRODUCTION
The Perfectly Matched Layer (PML) method has been
introduced by Bérenger (1996) to simulate the propagation
of transient waves in infinite media. Its principle consists
on surrounding the computational domain, which is nec-
essarily bounded, by an absorbing layer which has the
astonishing property not to generate any reflection at its
interface with the computational domain. This is achieved
by adding to the wave equation a very special damping
term, acting only in the direction orthogonal to the layer.
When one uses such a technique in a computational
code, it is important to prove the stability property of
the new equations and to evaluate the reflection pro-
duced by the end of the PML layer. Cagniard de Hoop
method (Cagniard (1939, 1962); de Hoop (1959)), intro-
duced by Cagniard in 1930 to obtain analytical solution of
the elastodynamics equation, appears to be a very useful
tool to address this two questions. Indeed, it allows us
to analytically compute the Green function of transient
waves propagation problem in stratified media, such as
the PML. Then, using a time convolution between the
source function and the Green function, we compute the
expression of the waves reflected by the PML.
The second step of the method consists in applying an
inverse Fourier in the x variable to this solution and, by
choosing an appropriate contour in the complex plane, to
turn this inverse Fourier transform into a Laplace trans-
form where the integrand is nothing but the analytical
solution of the reflected wave.
The first part of the paper concern the acoustics wave
equation in two dimension. We show how the use of
the Cagniard-de Hoop technique can provide the Green
function of the half-space problem bounded by a finite
PML and how we can derive error estimates from this
analytical solution. In A. T. de Hoop and Remis (2001),
de Hoop, van der Berg and Remis applied this technique
to obtain the analytic solution of the wave reflected by the
PML, but without deriving error estimates from it. The
results we present here are presented with more details
in Diaz and Joly (2006).
In the second part we will focus on the aeroacoustic waves
equation. In this case, the classical PML technique is
unstable and the instabilities can be analyzed thanks to
a plane wave analysis (see Bécache et al. (2003)). This
analysis is however restricted to the high-frequency waves.
We present here another way to analyse the instabilities
in the time-domain, whatever the frequency of the waves,
thanks to the Cagniard-de Hoop method. This analysis can
be regarded as a complement of the plane waves analysis
and gives a better understanding of the behaviour of the
unstable waves in the PML.
The results we present here are presented with more details
in Diaz and Joly (2006). The Cagniard-de Hoop can also be
applied to obtain error estimates for absorbing boundary
conditions A. T. de Hoop and Remis (2001); Diaz and Joly
(2005).
2. THE PML FOR ACOUSTICS
2.1 The equations of the PML
In this section we focus on the solution of the wave
equation in the whole plane IR2 with a point source in
space located in (0, h):
1
c2
∂2ui
∂t2
− ∂
2ui
∂x2
− ∂
2ui
∂y2
= δxδy−hf(t) in IR
2, (1)
where c is celerity of the waves. Let us know suppose that
we only want to compute u in the upper half-space y > 0.
This can be achieved by adding a horizontal layer of width
L in which eq. (1) is modified by an absorption term (see
Fig. 1).
y
x
L PML
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Fig. 1. Computational Domain and PML.
In Bérenger (1996) Bérenger proposed a very special
absorption term, acting only on the direction orthogonal
to the layer, by replacing the operator of derivation with
respect to y by the operator Dσy , formally defined by:
Dσy =
(
∂
∂t
+ σ(y)
)−1
∂
∂t
∂
∂y
more precisely, if ψ = Dσyφ, then ψ is solution of
(
∂
∂t
+ σ(y)
)
ψ =
∂
∂t
∂
∂y
φ and ψ(t = 0) = 0.
If we extend σ in the upper half plane by σ(y) = 0 for
y > 0, the problems we have to solve can be rewritten as







1
c2
∂2u
∂t2
− ∂
2u
∂x2
− (Dσy )2y = δxδy−hf(t) for − L < y,
∂u
∂y
= 0, for y = −L
(2)
As we said before, this layer does not produce any re-
flection at the interface y = 0, moreover the waves are
exponentially damped in the layer. However, for numerical
reasons, the width of the layer L should be finite and a
Neumann condition is usually imposed at its end. The
waves are then reflected at the end of the PML and
come back to the domain. Even if the waves are strongly
damped, it is important to estimate this reflections, espe-
cially when one wants to validate a numerical code.
2.2 Computation of the Green function of system (2)
Cagniard-de Hoop method seems to be the most appro-
priate tools to estimate the importance of the reflections
produced by the PML layers. It allows us to compute the
solution of the Green function of eq. (2), i.e. the solution
of:







1
c2
∂2G
∂t2
− ∂
2G
∂x2
− (Dσy )2G = δxδy−hδ(t) for − L < y,
∂G
∂y
= 0 for y = −L.
The idea of the method is to perform a Laplace transform
in time and a Fourier transform in the space variable which
is parallel to the interface between the two media (x in
this case) to obtain an ordinary differential equation which
can be explicitely solved. The second step of the method
consists in applying an inverse Fourier in the x variable to
this solution and, by choosing an appropriate contour in
the complex plane, to turn this inverse Fourier transform
into a Laplace transform where the integrand is nothing
but the analytical solution of the reflected wave.
Before doing so, let us first remark that, since we impose
a Neumann condition on the external boundary y = −L,
we can deduce from the image principle that G = Gi +Gr
where Gi if the solution of
1
c2
∂2Gi
∂t2
− ∂
2Gi
∂x2
− (Dσy )2Gi = δxδy−hδ(t), (x, y) ∈ IR2 (3)
with σy(y) = σy(−y − 2L) for y < −L (i.e. we extend σy
to the half-plane y < −L by symmetry with respect to
the axis y = −L) and Gr(x, y, t) = Gi(x,−y − 2L, t) for
y ≥ −L (see Fig. 2).
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Fig. 2. Incident and reflected field.
Therefore we only have to compute Gi, which represents
the incident wave, by Cagniard-de Hoop method to deduce
the reflected wave Gr.
Let us now apply a Laplace transform in time and a Fourier
transform in the x variable to eq. (3):
− s
s+ σ(y)
d
dy
(
s
s+ σ(y)
dĜi
dy
)
+
(
s2
c2
+ k2
)
Ĝi = δy−h, y ∈ IR(4)
After the change of variable
Y = y +
1
s
Σ(y), with Σ(y) =
y
∫
0
σ(υ)dυ,
we obtain
−d
2Ĝi
dy2
+
(
s2
c2
+ k2
)
Ĝi = δy−h, y ∈ IR. (5)
where
Ĝi(k, Y, s) = Ĝi(k, y + 1
s
Σ(y), s)
It is well known that the solution of (5) is
Ĝi(k, Y, s) = e
−
(
k2+ s
2
c2
) 1
2 |Y −h|
2
(
k2 + s
2
c2
)
1
2
,
or, back to the y variable:
Ĝi(k, y, s) =
e
−
(
k2+ s
2
c2
) 1
2 |y−h− 1s Σ(y)|
2
(
k2 + s
2
c2
)
1
2
.
Let us remark that, if y > 0, Σ(y) = 0 and
Ĝi(k, y, s) =
e
−
(
k2+ s
2
c2
) 1
2 |y−h|
2
(
k2 + s
2
c2
)
1
2
,
which is the Fourier-Laplace transform of the fundamental
solution of the 2D wave equation. Let us now suppose that
y < 0. Obviously
y − h− 1
s
Σ(y) < 0
and
Ĝi(k, y, s) =
e
(
k2+ s
2
c2
) 1
2 (y−h− 1s Σ(y))
2
(
k2 + s
2
c2
)
1
2
.
Let us now apply an inverse Fourier transform to
Ĝi(k, y, s) to obtain
G̃i(x, y, s) =
+∞
∫
−∞
e
(
k2+ s
2
c2
) 1
2 (y−h− 1s Σ(y))−ikx
4π
(
k2 + s
2
c2
)
1
2
dk.
By denoting k = ps/c, we have
G̃i(x, y, s) =
+∞
∫
−∞
e−
Σ(y)
c
(1+p2)
1
2
4π (1 + p2)
1
2
e
− s
c
(
ipx−(1+p2)
1
2 (y−h)
)
dp.
=
+∞
∫
−∞
Ψ(p)dp.
Now, the key point of the method is to find a path in the
complex plane so that the term in the exponential becomes
ipx− (1 + p2) 12 (y − h) = ct ∈ IR+, (6)
so that we can turn the above Fourier transform into a
one-sided Laplace transform:
G̃i(x, y, s) =
+∞
∫
0
F (t)e−stdt.
Then we’ll deduce that G̃i(x, y, .) is the Laplace transform
of F and, using the injectivity of the Laplace transform
that Gi(x, y, t) = F (t).
Since we are using a path in the complex plane, it is
necessary to define the square root function (p)
1
2 for p ∈ C
and to determine the branch cuts of the function (1+p2)
1
2 .
Definition 1. For p ∈ C\IR−, we use the following defini-
tion of the square root g(p) = p
1
2 :
g(p)2 = p and ℜe[g(p)] > 0.
The branch cut of g(p) in the complex plane is thus the
half-line defined by {p ∈ IR−} (see Fig. 3) and the branch
cuts of (1 + p2)
1
2 are the two half lines defined by
{ℜe(p) = 0 and |p| > 1}
ℑm(p)
ℜe(p)−π
+π
Fig. 3. Definition of the function x 7→ (x) 12
To simplify the calculation, let us first define the polar
coordinates (r, θ) of (x, y) with respect to the point source
(0, h):
x = r cos θ and y − h = r sin θ.
Eq. (6) then becomes
ip cos θ − (1 + p2) 12 sin θ = ct
r
, t ∈ IR+. (7)
Obviously, each solution p of (7) is a root of the second
order polynomial
P (t) = p2 + 2i
ct
r
cos θp+ sin2 θ − c
2t2
r2
and we easily prove that, for t > t0 =
r
c
, the two roots
p = γ±(t) of P defined by
γ±(t) = −i ct
r
cos θ ∓ sin θ
√
c2t2
r2
− 1
are solution of (7) (let us recall that we consider y < 0 so
that sin θ < 0). γ+(t0) = γ
−(t0) = −i cos θ is imaginary
and does not lie on the branch cuts of the function (1 +
p2)
1
2 . We now define the path ΓR by
{
ΓR = Γ
+
R ∪ Γ−R
Γ±R = {p = γ±(t), t0 ≤ t ≤ (1 +R)t0},
We denote by DR the real segment [−|γ−(R)| ; |γ+(R)|]
and we close the path by the two arcs of circle C+R and C
−
R
which join ΓR and DR together (see fig 4).
γ±(t0)
Γ−R Γ
+
R
-|γ+(R)| |γ+(R)|DR
ℜe(p)
C−R C
+
R
i
c
ℑm(p)
Fig. 4. Integration path.
By Cauchy’s theorem :
∫
DR
Ψ(p)dp+
∫
C
+
R
Ψ(p)dp+
∫
ΓR
Ψ(p)dp+
∫
C
−
R
Ψ(p)dp = 0.
Moreover, by using Jordan’s lemma, we have:
lim
R→∞
∫
C
±
R
Ψ(p)dp = 0,
then
+∞
∫
−∞
Ψ(p)dp = −
∫
Γ+∞
Ψ(p)dp = −
∫
Γ+
+∞
Ψ(p)dp−
∫
Γ−
+∞
Ψ(p)dp.
Let us now use the change of variable p = γ±(t) on Γ±+∞:
G̃i(x, y, s) = −
+∞
∫
t0
e−
Σ(y)
c
(1+γ−
2
(t))
1
2
4π
(
1 + γ−2(t)
)
1
2
dγ−(t)
dt
e−stdt
+
+∞
∫
t0
e−
Σ(y)
c
(1+γ+
2
(t))
1
2
4π
(
1 + γ+2(t)
)
1
2
dγ+(t)
dt
e−stdt.
After some calculations, we obtain:
• 1
(
1 + γ±2(t)
)
1
2
dγ±(t)
dt
= ± dt√
t2 − r2
c2
•
(
1 + γ±
2
(t)
)
1
2
= − t
r
sin θ ∓ i cos θ
r
√
t2 − r
2
c2
.
so that
G̃i(x, y, s) =
+∞
∫
t0
e
(
t
r
−i cos θ
r
√
t2− r2
c2
)
sin θΣ(y)
4π
√
t2 − r2
c2
e−stdt
+
+∞
∫
t0
e
(
t
r
+i cos θ
r
√
t2− r2
c2
)
sin θΣ(y)
4π
√
t2 − r2
c2
e−stdt.
Finally
G̃i(x, y, s) =
+∞
∫
t0
e
t
r
sin θΣ(y)
2π
√
t2 − r2
c2
cos
[
cos θ
r
√
t2 − r
2
c2
]
e−stdt.
Using the injectivity of the one-sided Laplace transform
we deduce that
Gi(x, y, t) =
H(t− r
c
)
2π
√
t2 − r2
c2
e
t
r
sin θΣ(y) cos
[
cos θ
r
√
t2 − r
2
c2
]
.
where H denotes the Heavyside step function function.
The reflected Green function is then computed thanks to
the image principle:
Gr(x, y, t) = Gi(x,−y − 2L, t)
=
H(t− r⋆
c
)
2π
√
t2 − r⋆2
c2
e−
t
r⋆
sin θ⋆Σ(y) cos
[
cos θ⋆
r⋆
√
t2 − r
⋆2
c2
]
,
where r⋆ and θ⋆ are defined by:
x = r⋆ cos θ⋆ and y + h+ 2L = r⋆ sin θ⋆,
and are actually the polar coordinates of (x, y) with
respect to the image point source (0,−h−2L) (see Fig. 5)
(0, h)
(0,−h− 2L)
r(x)
r
⋆ (x
)
θ⋆
(x, y)
x1
x2
−L
θ
x2 = −L
Fig. 5. Illustration of the notations
2.3 Error estimates
We are now able to compute the error e = ui − u, where
ui is solution of (1) and u is solution of (2). This error is
actually the wave reflected by the end of the PML:
e(x, y, t) = Gr(x, y, .) ∗ f =
t
∫
t0
Gr(x, y, τ)f(t− τ)dτ
If the source function is such that f(t) = 0 for t > T , then
{
|e(x, y, t)| ≤ ‖f‖L∞(0,t) · ‖G(x, y, .)‖L1(t0,t) if t0 ≤ t ≤ t0 + T,
|e(x, y, t)| ≤ ‖f‖L∞(0,T ) · ‖G(x, y, .)‖L1(t−T,t) if t > t0 + T.
To obtain an uniform estimate of the error we thus have
to compute max
x,y
‖G(x, y, .)‖L1(t0,t) if t0 ≤ t ≤ t0 + T and
max
x,y
‖G(x, y, .)‖L1(t−T,t) if t > t0 + T (see Diaz and Joly
(2006) for the details of the computation):























max
x,y
‖G(x, y, .)‖L1(t0,t) ≤
e− 2(2L+h)Σ(L)
c2t
2π
Log


ct
r⋆
+
√
c2t2
r⋆
1
2
− 1

 if t0 ≤ t ≤ t0 + T
max
x,y
‖G(x, y, .)‖L1(t−T,t) ≤
e− 2(2L+h)Σ(L)
c2(t−T )
2π
Log
(
t+
√
t2 − (t− T )2
t− T
)
if > t0 + T.
2.4 Numerical results
To illustrate our results, with have compared our analyt-
ical solution with the one obtained by a numerical code.
The source is located at a distance h = 0.5 from the PML
and the time source is a truncated first derivative of a
gaussian:
f(t) =
d
dt
{
e−2πf0(t−t0)
2
}
H(2t0 − t), f0 = 10, t0 = 1/f0.
The width of the PML is 0.1 and the damping function σ
is such that:
σ(y) = σ0y
2, with σ0 = 50.10
3.
The total fields computed by the analytical solution (top
picture) and by the numerical code (bottom picture)
are represented in Fig. 6 and the reflected fields are
represented in Fig. 7 at time t = 0.4. In Fig. ?? and ??
we represent respectively the total and reflected field at
point (0.9, 0.1) with respect to the time. The blue curves
represent the analytical solution and the red curves the
numerical one.
Fig. 6. Total Field at t =
0.4.
Fig. 7. Reflected Field at
t = 0.4.
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Fig. 8. Total Field at
(x, y) = (0.9, 0.1).
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Fig. 9. Reflected Field at
(x, y) = (0.9, 0.1).
3. THE PML FOR AEROACOUSTICS
3.1 The equations of the PML
In this section we consider the second order formulation of
the equation of subsonic aeroacoustics with a mean flow
parallel to the x axis:
1
c2
∂2u
∂t2
+ 2M
∂2u
∂x∂t
− (1 −M2)∂
2u
∂x2
− ∂
2u
∂y2
= δx+hδyf(t)(8)
where M is the Mach number, |M | < 1 and h > 0.
As for the acoustics case, the classical model of a vertical
PML for aeroacoustics is obtained by replacing the oper-
ator of derivation with respect to x par the operator Dσx :
∂2u
∂t2
+ 2M
∂
∂t
Dσxu− (1 −M2)(Dσx)2u−
∂2u
∂y2
= δx+hδyf(t)(9)
It is now well-known that the classical PML for this
equation are unstable : some waves increase exponentially
in the vertical layers instead of being damped. These
instabilities have been studied in Bécache et al. (2003): this
analysis shows that the instabilities are due to the presence
of so-called back-propagative waves, whose group and
phase velocity vectors have opposite directions. However
this work was restricted to the case of high frequency,
which is sufficient to prove instability, but can not be
applied to prove the stability of other type of PML (it does
not prove the stability of low-frequency waves). Thanks to
Cagniard-de Hoop method, we have proved the instability
of the PML, whatever the frequency of the wave, and we
Fig. 10. The instabilities in the horizontal PML.
have been able to prove the stability of modified PML for
aeroacoustics.
As we are only interested in the stability of the layer and
not in the estimation of the error, we will consider here the
case of an infinite layer and solve (9) on IR2. Therefore, we
define σ(x) = 0 for x ≤ 0 and σ(x) > 0 for x > 0.
3.2 Computation of the Green Function
Once again, we first have to solve the Green problem
∂2G
∂t2
+ 2M
∂
∂t
DσxG− (1 −M2)(Dσx)2G−
∂2G
∂y2
= δx+hδyδt(10)
and then to convolve G with the source function f to
compute u. After having applied a Laplace transform and
a Fourier transform in the y variable we obtain:
−(1 −M2)(D̂σx )2Ĝ+ 2MsD̂σxĜ+
(
s2
c2
+ k2
)
Ĝ = δx+h,(11)
where
D̂σx =
s
s+ σ(x)
d
dx
.
The solution of (11) is
Ĝ(x, k, s) =
e
s(x+h)+Σ(x)
1−M2
(
M−
√
1+(1−M2) k2
s2
)
2
√
s2 + (1 −M2)k2
,
with
Σ(x) =
x
∫
0
σ(υ)dυ.
Let us now apply an inverse Fourier transform to y to
obtain (after having set k = ps√
1−M2 ):
G̃(x, y, s) =
+∞
∫
−∞
e
Σ(x)
M−
√
1+p2
1−M2 e
s
[
(x+h)
M−
√
1+p2
1−M2
−i p y√
1−M2
]
4π
√
(1 −M2)(1 + p2)
dp
We then have to find a path in the complex plane so that
(x+ h)
M −
√
1 + p2
1 −M2 − i p
y√
1 −M2
= −t. (12)
We now introduce (r, θ) the “generalized polar coordi-
nates” of (x, y) defined by
r2 =
(x+ h)2
(1 −M2)2 +
y2
1 −M2
and
cos θ =
x+ h
r(1 −M2) sin θ =
y2
r
√
1 −M2
.
These coordinates are actually “elliptical coordinates”: the
level lines r = cst are elipse whereas the level lines θ = cst
are half-lines.
For t > t0 = r(1 −M cos θ) the solution p = γ±(t) of (12)
are:
γ±(t) = −i


t
r
+M cos θ ± cos θ
√
(
t
r
+M cos θ
)2
− 1

 .
As for the acoustic case (M = 0) we can now define the
path Γ by
{
Γ = Γ+ ∪ Γ−
Γ± = {p = γ±(t), t0 ≤ t},
and prove that
G̃(x, y, s) = −
∫
Γ
e
Σ(x)
M−
√
1+p2
1−M2 e
s
[
(x+h) M−
√
1+p2
1−M2
−i p y√
1−M2
]
4π
√
(1 −M2)(1 + p2)
dp.
After some calculations, we obtain:
• 1
(
1 + γ±2(t)
)
1
2
dγ±(t)
dt
= ± dt√
(t+Mr cos θ)
2 − r2
• Σ(x)
M −
(
1 + γ±
2
(t)
)
1
2
1 −M2 = −A(x, y, t) ∓ iB(x, y, t)
with
· A(x, y, t) = Σ(x)
(
t
r
cos θ −M sin2 θ
)
;
· B(x, y, t) = Σ(x) sin θ
√
(
t
r
+M cos θ
)2
− 1.
Finally
G̃(x, y, s) =
+∞
∫
t0
e−A(x,t) cosB(x, t)
2π
√
1 −M2
√
(t+Mr cos θ)
2 − r2
dt
and, by the injectivity of the Laplace transform:
G(x, y, t) =
H
(
t− r(1 −M cos θ)e−A(x,t) cos [B(x, t)]
)
2π
√
1 −M2
√
(t+Mr cos θ)2 − r2
.
3.3 Analysis of the instabilities
The instabilities in the PML are obviously produced by
the term φ(x, y, t) = e−A(x,y,t). Since the function A(x, t)
is increasing for t ≥ t0 its minimum is A(x, y, t0) =
Σ(x)(cos θ −M) and
max |φ(x, y, t)|t≥t0 = e−Σ(x)(cos θ−M).
Thus, for a given point (x, y), the function t → φ(x, t) is
bounded. However, if we consider, for a given direction θ0
and a given time t, the point of generalized coordinates
(r(t), θ0) where
r(t) =
t
1 −M cos θ0
,
then
φ(r(t), θ0, t) = e
−Σ(x(t))(cos θ0−M).
Since x increases when r increases (see Fig. 11), the func-
tion t → φ(r(t), θ0, t) increases exponentially if cos θ0 <
M . Therefore, though the norm of the solution is bounded
at every point with respect to the time, the uniform norm
of the solution is exponentially increasing with the time.
b
θ = θ0
r = r(t)
x(t)
y(t)
Fig. 11. Position of the point (r(t), θ0).
3.4 Numerical results
To illustrate the instabilities in the PML, we have repre-
sented the solution u for M = 0.5 at different times. The
red lines represent the unstable region cos θ0 < M , the
instabilities are clearly moving with the wave front.
Fig. 12. Instabilities in the PML (M = 0.5)
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