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Abstract: The Ba¨cklund transformations and the superposition formulas for two sub–
equations of the general elliptic equation are constructed from the Riccati equation by using
an indirect mapping method. The thirty-six previously known solutions of the general ellip-
tic equation are proved to be equivalent to the another ten solutions. The classification of
solutions for the general elliptic equation is obtained based on the equivalence relations. The
general elliptic equation expansion method with new classified solutions are used to obtain
abundant new exact traveling wave solutions of a modified Camassa-Holm equation.
1 Introduction
Seeking exact solutions of nonlinear evolution equations (NLEEs) is a practical and attractive
problem in mathematical physics and nonlinear science. People have made continuous effort
on the problem and various direct methods have been proposed to construct exact solutions
for NLEEs. Among them the Jacobi elliptic function expansion method [1],the F–expansion
method [2],the auxiliary equation method [3] and the sub-equation method [4, 5, 6] are related
to the general elliptic equation of the form [7, 8, 9, 10, 11, 12]
F ′2(ξ) = c0 + c1F (ξ) + c2F
2(ξ) + c3F
3(ξ) + c4F
4(ξ), (1)
where ci (i = 0, 1, · · · , 4) are constants.Except for the sub–equation method ,the Eq.(1) was
also chosen as the auxiliary equation in other direct methods.It is the fact that the Eq.(1)
with c0 = 1, c1 = 0, c2 = −(m2+1), c3 = 0, c4 = m2 and c0 = 1−m2, c1 = 0, c2 = 2m2−1, c3 =
0, c4 = −m2 were employed in the Jacobi elliptic function expansion method to seek the
snoidal wave solutions and the cnoidal wave solutions of NLEEs,respectively. The F–expansion
method for seeking twelve types of Jacobi elliptic function solutions of NLEEs was proposed
by using the following sub-equation
F ′2(ξ) = c0 + c2F
2(ξ) + c4F
4(ξ). (2)
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Another sub–equation [13, 14, 15, 16, 17, 18, 19, 20, 21]
F ′2(ξ) = c2F
2(ξ) + c3F
3(ξ) + c4F
4(ξ), (3)
or
G′2(ξ) = h2G
2(ξ) + h4G
4(ξ) + h6G
6(ξ), (4)
were used in the auxiliary equation method to find different types of exact traveling wave
solutions of NLEEs simultaneously. Because of Eq.(3) and Eq.(4) can be transformed into
each other by the transformation
G(ξ) = F
1
2 (ξ), h2 =
c2
4
, h4 =
c3
4
, h6 =
c4
4
, (5)
so we only need to study Eq.(3).In addition,the following sub–equations [22, 23, 24]
F ′2(ξ) = c0 + c1F (ξ) + c2F
2(ξ) + c3F
3(ξ), (6)
F ′2(ξ) = c0 + c1F (ξ) + c2F
2(ξ), (7)
were also widely applied to seek exact traveling wave solutions of NLEEs. The Eq.(1) gen-
eralized to the case of involving six degree nonlinear term was also studied by many au-
thors [25, 26, 27, 28, 29, 30, 31], but according to the relation (5) their results can be con-
verted into the case of Eq.(3). All these facts show that the Eq.(1) has a strong application
background and its solutions are worth to further study. At present, in the area of studying
exact solutions of Eq.(1),there exist some problems such as
(1) Many different solutions have been constructed and some of them are found to be equiv-
alent,but these equivalence relations have not been proved.
(2) The classification of its solutions is not given.
(3) Its theoretical system such as the Ba¨cklund transformation (BT) and the superposition
formula (SF) has not been established.
For this reason,the paper aims to give a systematic study of Eq.(1) and try to solve the
problems in a comprehensive way. This effort lead us to organize the paper as follows. In
Sec.2,we shall construct the BT and the SF for the sub-equations of Eq.(1).This lead us to
construct the BT and the SF of Eq.(3) and Eq.(7) from the Riccati equation in terms of an
indirect mapping method. In Sec.3,we shall give the proof of the equivalence relations of the
known solutions for Eq.(1). As a result,the thirty six previously known solutions are proved to
be equivalent to the another ten solutions for Eq.(1). In Sec.4,we shall give the classification of
the solutions for Eq.(1).It is shown that the solutions of Eq.(1) are classified into five classes
which consist of thirty eight independent solutions. In Sec.5,we shall construct abundant
new exact traveling wave solutions for the modified Camassa–Holm equation by means of the
general elliptic equation expansion method.Sec.6 is devoted to concluding remarks.
2
2 Ba¨cklund transformations and superposition formu-
las
Although the BT and the SF of Eq.(1) is difficult to establish in a simple way,but it usually
can be constructed for its sub-equations through use of some tedious integration procedure.For
avoid the complexity,below we shall construct the BT and the SF for Eq.(3) and Eq.(7) by
using an indirect mapping method.
2.1 The Ba¨cklund transformation and superposition formula of Eq.(3)
Introducing the transformation
F (ξ) =
4f 2(ξ)− c2
c3 − 4√c4f(ξ) , (8)
which,substituted into the Eq.(3),implies that
(
dF
dξ
)2 − c2F 2 − c3F 3 − c4F 4 = 16( dfdξ−f2+ c24 )( dfdξ+f2− c24 )H(f)(4√c4f−c3)4 ,
H(f) = 16c4f
4 − 16c3√c4f 3 + (4c23 + 8c2c4) f 2 − 4c2c3
√
c4f + c
2
2c4.
From this identity we deduce that F (ξ) is a solution of Eq.(3) if and only if f(ξ) is a solutions
of the Riccati equation
f ′(ξ) = f 2(ξ)− 1
4
c2. (9)
This shows that the BT and the SF of Eq.(3) can be induced from the BT and the SF of the
Riccati equation (9). Using the BT and SF for Riccati equation [32], we obtain the BT and
the SF of Eq.(9) as follows
fn =
fn−1 + c24 α
1 + αfn−1
=
4fn−1 + αc2
4 + 4αfn−1
, (10)
and
f3 =
α1f2 − α2f1
α1f1 − α2f2 f0, (11)
where fn, fn−1, fi (i = 0, 1, 2, 3) are solutions of Eq.(9) and α, αi (i = 1, 2) are arbitrary
constants. Taking the mapping (8) into consideration,we are confident that two solutions Fn
and Fn−1 of Eq.(3) can be written as
Fn =
4f2n−c2
c3−4√c4fn , (12)
Fn−1 =
4f2n−1−c2
c3−4√c4fn−1 . (13)
It solves from (13) that
fn−1 = −1
2
√
c4Fn−1 +
ε
2
Tn−1, Tn−1 =
√
c2 + c3Fn−1 + c4F 2n−1, ε = ±1. (14)
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Therefore,substituting (10) with (14) into (12) leads the BT of Eq.(3) of the form
Fn =
H2n−1 − c2
c3 − 2√c4Hn−1 , Hn−1 =
2(εTn−1 −√c4Fn−1) + αc2
2 + α(εTn−1 −√c4Fn−1) , (15)
where Tn−1 is determined by (14).It is now easy to see from (11) and (12) that the SF of
Eq.(3) is given by


F3a =
4f23−c2
c3−4√c4f3 , f3 =
α1f2−α2f1
α1f1−α2f2 f0,
fn =
1
2
(
εTn −√c4Fn
)
, Tn =
√
c2 + c3Fn + c4F 2n , n = 0, 1, 2.
(16)
2.2 The Ba¨cklund transformation and superposition formula of Eq.(7)
By virtue of the indirect mapping method as used above,we define a mapping
F (ξ) =
c1 + 4
√
c0g(ξ)
4g2(ξ)− c2 , (17)
and substitute it into Eq.(7) leads
(
dF
dξ
)2 − c0 − c1F − c2F 2 = 16( dgdξ−g2+ c24 )( dgdξ+g2− c24 )K(f)(4g2−c2)4 ,
K(f) = 16c0g
4 + 16c1
√
c0g
3 + (4c21 + 8c0c2) g
2 + 4c1c2
√
c0g + c0c
2
2.
This indicates that F (ξ) is a solution of Eq.(7) if and only if g(ξ) satisfies the Riccati equation
g′(ξ) = g2(ξ)− 1
4
c2. (18)
Following the same procedure as used to derive the BT and the SF for Eq.(9), we can now
obtain the BT and the SF of Eq.(18)
gn =
4gn−1 + βc2
4 + 4βgn−1
, (19)
and
g3 =
β1g2 − β2g1
β1g1 − β2g2 g0, (20)
respectively.It can be induced from the mapping (17) that
Fn =
c1+4
√
c0gn
4g2n−c2 , (21)
Fn−1 =
c1+4
√
c0gn−1
4g2n−1−c2
. (22)
At the same time,it solves from (22) that
gn−1 =
1
2Fn−1
(
√
c0 + εRn−1) , Rn−1 =
√
c0 + c1Fn−1 + c2F 2n−1, ε = ±1. (23)
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The BT of Eq.(7) cab be obtained by taking (19) and (23) into Eq.(21),which is now deter-
mined to be
Fn =
c1 + 2
√
c0Kn−1
K2n−1 − c2
, Kn−1 =
2εRn−1 + βc2Fn−1 + 2
√
c0
βεRn−1 + 2Fn−1 + β
√
c0
. (24)
Finally,the superposition formula of Eq.(7) is found to be


F3a =
c1+4
√
c0g3
4g23−c2
, 93 =
β1g2−β2g1
β1g1−β2g2g0,
gn =
√
c0+εRn
2Fn
, Rn =
√
c0 + c1Fn + c2F 2n , n = 0, 1, 2.
(25)
3 Equivalence relations for solutions
Definition 1 Two waves are called equivalence in the sense of wave translation if they have
same waveform but their phase difference is equal to a constant.Here this equivalence relation
will be expressed by the notation “∼=”.
Lemma 1 For any real numbers α and β,if α > 0, β > 0,then we hold that
{
αeξ + βe−ξ = 2
√
αβ cosh(ξ + 1
2
ln α
β
),
αeξ − βe−ξ = 2√αβ sinh(ξ + 1
2
ln α
β
).
Lemma 2 For any real numbers A and B,if A2 > B2,then we have


A sinh η ± B cosh η = √A2 −B2 sinh
(
η ± 1
2
ln A+B
A−B
)
, A > B,
A sinh η ± B cosh η = −√A2 − B2 sinh
(
η ± 1
2
ln A+B
A−B
)
, A < B.
Lemma 3 For any real numbers A and B,if A2 < B2,then we have


A sinh η ±B cosh η = ∓√B2 −A2 cosh
(
η ± 1
2
ln B+A
B−A
)
, A > B,
A sinh η ±B cosh η = ±√B2 −A2 cosh
(
η ± 1
2
ln B+A
B−A
)
, A < B.
Lemma 4 For any real numbers A and B,we have
{
A sin η ± B cos η = √A2 +B2 sin (η ± θ) ,
A cos η ±B sin η = √A2 +B2 cos (η ∓ θ) ,
where θ = arctan(B/A).
The above four lemmas are very important in classifying the traveling wave solutions of
NLEEs.The proof of the Lemma 1 and the Lemma 4 are quite evidently.The Lemma 2 and
the Lemma 3 can be proved by using the Lemma 1.So the proofs are omitted here.
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Table 1: Solutions of Eq.(3) with ∆ = c23 − 4c2c4, ε = ±1.
No z(ξ) Condition No z(ξ) Condition
1
−c2c3sech2
(√
c2
2
ξ
)
c23−c2c4
(
1+ε tanh
(√
c2
2
ξ
))2 c2 > 0 5 −c2 sec
2
(√
−c2
2
ξ
)
c3+2ε
√−c2c4 tan
(√
−c2
2
ξ
) c2 < 0, c4 > 0
2
c2c3csch
2
(√
c2
2
ξ
)
c23−c2c4
(
1+ε coth
(√
c2
2
ξ
))2 c2 > 0 6 −c2 csc
2
(√
−c2
2
ξ
)
c3+2ε
√−c2c4 cot
(√
−c2
2
ξ
) c2 < 0, c4 > 0
3
−c2sech2
(√
c2
2
ξ
)
c3+2ε
√
c2c4 tanh
(√
c2
2
ξ
) c2 > 0, c4 > 0 7 4c2eε√c2ξ(eε√c2ξ−c3)2−4c2c4 c2 > 0
4
c2csch
2
(√
c2
2
ξ
)
c3+2ε
√
c2c4 coth
(√
c2
2
ξ
) c2 > 0, c4 > 0 8 4εeε√c2ξ1−4c2c4e2ε√c2ξ c2 > 0, c3 = 0
Table 2: Solutions of Eq.(3) with ∆ = c23 − 4c2c4, ε = ±1.
No F (ξ) Condition No F (ξ) Condition
1 2c2
ε
√
∆cosh(
√
c2ξ)−c3 ∆ > 0, c2 > 0 3b
2c2
ε
√
∆sin(
√−c2ξ)−c3
∆ > 0, c2 < 0
2 2c2
ε
√−∆sinh(√c2ξ)−c3 ∆ < 0, c2 > 0 4 −
c2
c3
[
1 + ε tanh
(√
c2
2
ξ
)]
∆ = 0, c2 > 0
3a 2c2
ε
√
∆cos(
√−c2ξ)−c3
∆ > 0, c2 < 0 5 − c2c3
[
1 + ε coth
(√
c2
2
ξ
)]
∆ = 0, c2 > 0
3.1 The equivalence relations for solutions of Eq.(3)
We first prove the solutions of Eq.(3) given by Table 1 are equivalent to the solutions given
by Table 2.The fourteen solutions were used in our previous studies [14, 18].
Let A = 2c2c4, B = c
2
3 − 2c2c4,then we find A2 − B2 = −c23∆.Hence the condition ∆ > 0
implies that A2 < B2 and A < B.But for condition ∆ < 0 we obtain that A2 > B2 and
A > B.Therefore,noting the definition of hyperbolic functions,using the formulas
sinh x = 2 sinh
x
2
cosh
x
2
, cosh2
x
2
=
cosh x+ 1
2
, sinh2
x
2
=
cosh x− 1
2
, (26)
the Lemma 3 and the Lemma 2 we can derive that
z1(ξ) =
−2c2c3
c23∓[2c2c4 sinh(
√
c2ξ) ∓(c23−2c2c4) cosh(
√
c2ξ)]
,
=


2c2
ε
√
∆cosh
(√
c2ξ∓ 12 ln(
c2
3
∆
)
)
−c3
∼= F1(ξ),∆ > 0, c2 > 0,
2c2
ε
√−∆sinh
(√
c2ξ∓ 12 ln(
c2
3
−∆ )
)
−c3
∼= F2(ξ),∆ < 0, c2 > 0.
Following the same procedure we can derive that z2(ξ) ∼= F1(ξ),for ∆ > 0, c2 > 0 and z2(ξ) ∼=
F2(ξ),for ∆ < 0, c2 > 0 and the details of the proof is omitted here.
Set A = 2
√
c2c4, B = c3,then A
2 − B2 = −∆.Thus for ∆ > 0 we hold A2 < B2.But for
∆ < 0,we have A2 > B2.Hence for c2 > 0, c4 > 0, the formulas (26),the Lemma 2 and the
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Lemma 3 are used to obtain that
z3(ξ) =
−2c2
c3±[2√c2c4 sinh(√c2ξ)±c3 cosh(√c2ξ)] ,
=


2c2
ε
√
∆cosh
(√
c2ξ± 12 ln(
c3+2
√
c2c4
c3−2
√
c2c4
)
)
−c3
∼= F1(ξ),∆ > 0,
2c2
ε
√−∆sinh
(√
c2ξ± 12 ln(
2
√
c2c4+c3
2
√
c2c4−c3
)
)
−c3
∼= F2(ξ),∆ < 0.
Applying the same procedure as used to prove z3(ξ),we obtain the results z4(ξ) ∼= F1(ξ),∆ > 0
and z4(ξ) ∼= F2(ξ),∆ < 0.
If ∆ = 0,then 4c2c4 = c
2
3.In this case,for c2 > 0, c4 > 0 we find
z3(ξ) =
−c2
(
1−tanh2
(√
c2
2
ξ
))
c3+εc3 tanh
(√
c2
2
ξ
) = − c2
c3
[
1 + ε tanh
(√
c2
2
ξ
)]
= F4(ξ),
z4(ξ) =
−c2
(
1−coth2
(√
c2
2
ξ
))
c3+εc3 coth
(√
c2
2
ξ
) = − c2
c3
[
1 + ε coth
(√
c2
2
ξ
)]
= F5(ξ).
When ∆ > 0, c2 < 0, c4 > 0,using the expressions sec x =
1
cos x
, csc x = 1
sinx
,the identities
sin x = 2 sin
x
2
cos
x
2
, sin2
x
2
=
1− cosx
2
, cos2
x
2
=
1 + cos x
2
, (27)
and the Lemma 4,the solutions z5(ξ) can be simplified as
z5(ξ) =
−2c2
2ε
√−c2c4 sin(
√−c2ξ)+c3 cos(
√−c2ξ)+c3
,
=


2c2
−
√
∆cos(
√−c2ξ∓θ1)−c3
∼=F3a(ξ)|ε=−1,
2c2
ε
√
∆sin(
√−c2ξ±θ2)−c3
∼=F3b(ξ),
where θ1 = arctan
(
2
√−c2c4
c3
)
, θ2 = arctan
(
c3
2
√−c2c4
)
. Similarly,when ∆ > 0, c2 < 0, c4 > 0,we
can prove that z6(ξ)∼=F3a(ξ)|ε=−1 and z6(ξ)∼=F3b(ξ).
Converting z7(ξ) into the exponential form and then using the Lemma 1,we obtain
z7(ξ) =
4c2
eε
√
c2ξ+(c23−4c2c4)e−ε
√
c2ξ−2c3 ,
=


2c2√
∆cosh(ε
√
c2ξ+
1
2
ln( 1
∆
))−c3
,
2c2√−∆sinh(ε√c2ξ+ 12 ln( 1−∆ ))−c3
,
=


2c2√
∆cosh(
√
c2ξ± 12 ln( 1∆ ))−c3
∼= F1(ξ)|ε=1,∆ > 0, c2 > 0,
2c2
ε
√−∆sinh(√c2ξ± 12 ln( 1−∆ ))−c3
∼= F2(ξ),∆ < 0, c2 > 0.
When ∆ = 0, c2 > 0,it is obtained from the identities
1
1+ex
= 1
2
(
1− tanh x
2
)
and 1
1−ex =
7
1
2
(
1− coth x
2
)
that
z7(ξ) =
4c2
eε
√
c2ξ−2c3 =


−2c2
c3
1
1−eε
√
c2ξ+ln(
1
2c3
)
,
−2c2
c3
1
1+e
ε
√
c2ξ+ln(
−1
2c3
)
,
=


− c2
c3
[
1− coth
(
ε
√
c2
2
ξ + ln( 1
2c3
)
)]
,
− c2
c3
[
1− tanh
(
ε
√
c2
2
ξ + ln(−1
2c3
)
)]
,
=

 −
c2
c3
[
1 + ε coth
(√
c2
2
ξ ± ln( 1
2c3
)
)] ∼= F5(ξ), c3 > 0,
− c2
c3
[
1 + ε tanh
(√
c2
2
ξ ± ln(−1
2c3
)
)] ∼= F4(ξ), c3 < 0.
For c2 > 0, c3 = 0,it yields from the Lemma 1 that
z8(ξ) =
4εc2
e−ε
√
c2ξ−4c2c4eε
√
c2ξ
=


4εc2
2
√−4c2c4 cosh(ε√c2ξ+ 12 ln(−4c2c4))
,
4εc2
−2√4c2c4 sinh(ε√c2ξ+ 12 ln(4c2c4))
,
=


ε
√
− c2
c4
sech
(√
c2ξ ± 12 ln(−4c2c4)
) ∼= F1(ξ), c4 < 0,
ε
√
c2
c4
csch
(√
c2ξ ± 12 ln(4c2c4)
) ∼= F2(ξ), c4 > 0.
The above obtained results on the equivalence relations for solutions of Eq.(3) are consistent
with the Liu’s results [33, 34], but our proofs are more simple and clear than that of Liu’s
proofs because the proving processes have been simplified by the above four Lemmas.
We next consider the following four solutions [35]
φ5(ξ) =
−2c2sech(√c2ξ)
c3sech(
√
c2ξ)+
√
4c22−c23+4c2c4 tanh(
√
c2ξ)−2c2
, c2 > 0,
φ6(ξ) =
−2c2csch(√c2ξ)
c3csch(
√
c2ξ)−
√
4c22+c
2
3−4c2c4 coth(
√
c2ξ)+2c2
, c2 > 0,
φ7(ξ) =
−2c2 sec(
√−c2ξ)
c3 sec(
√−c2ξ)+
√
c23−4c22−4c2c4 tan(
√−c2ξ)−2c2
, c2 < 0,
φ8(ξ) =
−2c2 csc(
√−c2ξ)
c3 csc(
√−c2ξ)−
√
c23−4c22−4c2c4 cot(
√−c2ξ)+2c2
, c2 < 0.
Let A =
√
4c22 − c23 + 4c2c4, B = 2c2,then we get A2 − B2 = −∆. However,for c2 > 0,the
condition ∆ > 0 yields that A2 < B2 and A < B. And the condition ∆ < 0 gives that
A2 > B2 and A > B. Therefore,when c2 > 0,it follows from the Lemma 3 and the Lemma 2
that
φ5(ξ) =
−2c2
c3−2c2 cosh(√c2ξ)+
√
4c22−c23+4c2c4 sinh(
√
c2ξ)
,
=


2c2√
∆cosh(
√
c2ξ− 12 ln(θ1))−c3
∼= F1(ξ)|ε=1,∆ > 0,
2c2
−√−∆sinh(√c2ξ− 12 ln(θ2))−c3
∼= F2(ξ)|ε=−1,∆ < 0.
where
θ1 =
2c2 +
√
4c22 − c23 + 4c2c4
2c2 −
√
4c22 − c23 + 4c2c4
, θ2 =
√
4c22 − c23 + 4c2c4 + 2c2√
4c22 − c23 + 4c2c4 − 2c2
.
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By introducing A = 2c2, B =
√
4c22 + c
2
3 − 4c2c4,we find that A2−B2 = −∆. When c2 > 0,the
condition ∆ > 0 implies that A2 < B2 and A < B.On the other hand,from the condition
∆ < 0 we can deduce that A2 > B2 and A > B.Hence for c2 > 0,it is obtained from the
Lemma 3 and the Lemma 2 that
φ6(ξ) =
−2c2
c3+2c2 sinh(
√
c2ξ)−
√
4c22+c
2
3−4c2c4 cosh(
√
c2ξ)
,
=


2c2√
∆cosh(
√
c2ξ− 12 ln(θ1))−c3
∼= F1(ξ)|ε=1,∆ > 0,
2c2
−√−∆sinh(√c2ξ− 12 ln(θ2))−c3
∼= F2(ξ)|ε=−1,∆ < 0.
where
θ1 =
√
4c22 + c
2
3 − 4c2c4 + 2c2√
4c22 + c
2
3 − 4c2c4 − 2c2
, θ2 =
2c2 +
√
4c22 + c
2
3 − 4c2c4
2c2 −
√
4c22 + c
2
3 − 4c2c4
.
For ∆ > 0, c2 < 0 we obtain from the Lemma 4 that
φ7(ξ) =
−2c2
c3−2c2 cos(
√−c2ξ)+
√
c23−4c22−4c2c4 sin(
√−c2ξ)
,
=


2c2√
∆cos(
√−c2ξ+θ1)−c3
∼=F3a(ξ)|ε=1,
2c2
−
√
∆sin(
√−c2ξ−θ2)−c3
∼=F3b(ξ)|ε=−1,
φ8(ξ) =
−2c2
c3+2c2 sin(
√−c2ξ)−
√
c23−4c22−4c2c4 cos(
√−c2ξ)
,
=


2c2√
∆cos(
√−c2ξ+θ1)−c3
∼=F3a(ξ)|ε=1,
2c2
−
√
∆sin(
√−c2ξ−θ2)−c3
∼=F3b(ξ)|ε=−1,
where
θ1 = arctan


√
c23 − 4c22 − 4c2c3
2c2

 , θ2 = arctan

 2c2√
c23 − 4c22 − 4c2c3

 .
Third we turn to consider the eight solutions listed in Table 3 which were obtained by Yang
et al [36].
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Table 3: Solutions of Eq.(3) with ∆ = c23 − 4c2c4 > 0.
No ϕ(ξ) Condition No ϕ(ξ) Condition
1
2c2sech
2
(√
c2
2
ξ
)
2
√
∆−(∆+c3)sech2
(√
c2
2
ξ
) c2 > 0 5 2c2 sec
2
(√
−c2
2
ξ
)
2
√
∆−(∆+c3) sec2
(√
−c2
2
ξ
) c2 < 0
2
2c2sech
2
(√
c2
2
ξ
)
−2
√
∆+(∆−c3)sech2
(√
c2
2
ξ
) c2 > 0 6 2c2 sec
2
(√
−c2
2
ξ
)
−2
√
∆+(∆−c3) sec2
(√
−c2
2
ξ
) c2 < 0
3
2c2csch
2
(√
c2
2
ξ
)
2
√
∆+(∆−c3)csch2
(√
c2
2
ξ
) c2 > 0 7 2c2 csc
2
(√
−c2
2
ξ
)
2
√
∆−(∆+c3) csc2
(√
−c2
2
ξ
) c2 < 0
4
2c2csch
2
(√
c2
2
ξ
)
−2
√
∆−(∆+c3)csch2
(√
c2
2
ξ
) c2 > 0 8 2c2 csc
2
(√
−c2
2
ξ
)
−2
√
∆+(∆−c3) csc2
(√
−c2
2
ξ
) c2 < 0
Using the definition of the hyperbolic functions and trigonometric functions, the formulas (26)
and (27),we find that
ϕ1(ξ) =
2c2
2
√
∆cosh2
(√
c2
2
ξ
)
−
√
∆−c3
= 2c2√
∆cosh(
√
c2ξ)−c3 = F1(ξ)|ε=1,
ϕ3(ξ) =
2c2
2
√
∆sinh2
(√
c2
2
ξ
)
+
√
∆−c3
= 2c2√
∆cosh(
√
c2ξ)−c3 = F1(ξ)|ε=1,
ϕ5(ξ) =
2c2
2
√
∆cos2
(√
−c2
2
ξ
)
−
√
∆−c3
= 2c2√
∆cos(
√−c2ξ)−c3
= F3a(ξ)|ε=1,
ϕ8(ξ) =
2c2
−2
√
∆sin2
(√
−c2
2
ξ
)
+
√
∆−c3
= 2c2√
∆cos(
√−c2ξ)−c3
= F3a(ξ)|ε=1.
Proceeding as before, we can easily prove that ϕ2(ξ) = F1(ξ)|ε=−1, ϕ4(ξ) = F1(ξ)|ε=−1, ϕ6(ξ) =
F3a(ξ)|ε=−1, ϕ7(ξ) = F3a(ξ)|ε=−1.
Corresponding to the case c4 = 0, we shall now prove the following two solutions [37] of Eq.(3)
f1(ξ) = − 4c2(cosh(
√
c2ξ)+sinh(
√
c2ξ))
(b+cosh(
√
c2ξ)+sinh(
√
c2ξ))
2 , c2 > 0,
f2(ξ) =
4c2(cosh(
√
c2ξ)+sinh(
√
c2ξ))
(−b+cosh(√c2ξ)+sinh(√c2ξ))2 , c2 > 0,
satisfy the equivalent relation f1(ξ) ∼= F1(ξ)|ε=−1 and f2(ξ) ∼= F1(ξ)|ε=1.
For c4 = 0,using the identity sinh x+ cosh x = e
x and the Lemma 1 yields
f1(ξ) = − 4c2(
e
√
c2
2 ξ+c3e
−
√
c2
2 ξ
)2 =


−4c2[
2
√
c3 cosh
(√
c2
2
ξ−ln(√c3)
)]2 ,
−4c2[
2
√−c3 sinh
(√
c2
2
ξ−ln(√−c3)
)]2 ,
=

 −
c2
c3
sech2
(√
c2
2
ξ − ln(√c3)
)
, c3 > 0,
c2
c3
csch2
(√
c2
2
ξ − ln(√−c3)
)
, c3 < 0,
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f2(ξ) =
4c2(
e
√
c2
2 ξ−c3e−
√
c2
2 ξ
)2 ,=


4c2[
2
√
c3 sinh
(√
c2
2
ξ−ln(√c3)
)]2 ,
4c2[
2
√−c3 cosh
(√
c2
2
ξ−ln(√−c3)
)]2 ,
=


c2
c3
csch2
(√
c2
2
ξ − ln(√c3)
)
, c3 > 0,
− c2
c3
sech2
(√
c2
2
ξ − ln(√−c3)
)
, c3 < 0.
These are just the results we want to prove.
3.2 The equivalence relations for solutions of Eq.(7)
Finally,we shall prove the twelve solutions [38] of Eq.(7) listed in Table 4 are equivalent to the
Table 4: Solutions of Eq.(7).
No Z(ξ) Condition
1 1
c2
[
c1 − 2√c0c2 coth
(√
c2
2
ξ
)]
sinh2
(√
c2
2
ξ
)
c0 > 0, c2 > 0
2 − 1
c2
[
c1 − 2√c0c2 tanh
(√
c2
2
ξ
)]
cosh2
(√
c2
2
ξ
)
c0 > 0, c2 > 0
3 − 1
c2
[
c1 + 2
√−c0c2 tan
(√−c2
2
ξ
)]
cos2
(√−c2
2
ξ
)
c0 > 0, c2 < 0
4 − 1
c2
[
c1 − 2
√−c0c2 cot
(√−c2
2
ξ
)]
sin2
(√−c2
2
ξ
)
c0 > 0, c2 < 0
5 1
4c2
[
−2c1 − (1 + c21 − 4c0c2) cosh
(√
c2ξ
)
+ (1− c21 + 4c0c2) sinh
(√
c2ξ
)]
c2 > 0
6 − 1
2c2
+
c21−4c0c2+4c22(cosh(
√
c2ξ)+sinh(
√
c2ξ))
2
8c22(cosh(
√
c2ξ)+sinh(
√
c2ξ))
c2 > 0
7 − c1+2
√−c0c2(tan(
√−c2ξ)+sec(
√−c2ξ))
c2
[
1+(tan(
√−c2ξ)+sec(
√−c2ξ))
2
] c2 < 0, c0 > 0
8 − c1+2
√−c0c2(tan(
√−c2ξ)−sec(
√−c2ξ))
c2
[
1+(tan(
√−c2ξ)−sec(
√−c2ξ))
2
] c2 < 0, c0 > 0
9
−c1+2
√−c0c2(cot(
√−c2ξ)+csc(
√−c2ξ))
c2
[
1+(cot(
√−c2ξ)+csc(
√−c2ξ))
2
] c2 < 0, c0 > 0
10
−c1+2
√−c0c2(cot(
√−c2ξ)−csc(
√−c2ξ))
c2
[
1+(cot(
√−c2ξ)−csc(
√−c2ξ))
2
] c2 < 0, c0 > 0
11
c1−2√c0c2(tanh(√c2ξ)+isech(√c2ξ))
−c2[1−(tanh(√c2ξ)+isech(√c2ξ))2]
c2 > 0, c0 > 0
12
c1−2√c0c2(tanh(√c2ξ)−sech(√c2ξ))
−c2[1−(tanh(√c2ξ)−sech(√c2ξ))2]
c2 > 0, c0 > 0
following solutions
F8(ξ) = − c12c2 + ε
√
δ
2c2
cosh
(√
c2ξ
)
, δ > 0, c2 > 0,
F9(ξ) = − c12c2 + ε
√−δ
2c2
sinh
(√
c2ξ
)
, δ < 0, c2 > 0,
F10a(ξ) = − c12c2 + ε
√
δ
2c2
cos (
√−c2ξ) , δ > 0, c2 < 0,
F10b(ξ) = − c12c2 + ε
√
δ
2c2
sin (
√−c2ξ) , δ > 0, c2 < 0.
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where δ = c21 − 4c0c2.
Let A =
√
c0
c2
, B = c1
2c2
,then A2 − B2 = − δ
4c22
. Thus,the condition δ > 0 gives that
A2 < B2,and the condition δ < 0 implies that A2 > B2.Hence,for c0 > 0, c2 > 0 we obtain
from the formulas (26),the Lemma 3 and the Lemma 2 that
Z1(ξ) = − c12c2 −
(√
c0
c2
sinh
(√
c2ξ
)
− c1
2c2
cosh
(√
c2ξ
))
,
=


− c1
2c2
+ ε
√
δ
2c2
cosh
(√
c2ξ − 12 ln( c1+2
√
c0c2
c1−2√c0c2 )
) ∼= F8(ξ), δ > 0,
− c1
2c2
+ ε
√−δ
2c2
sinh
(√
c2ξ − 12 ln(2
√
c0c2+c1
2
√
c0c2−c1 )
) ∼= F9(ξ), δ < 0.
Z2(ξ) = − c12c2 +
√
c0
c2
sinh
(√
c2ξ
)
− c1
2c2
cosh
(√
c2ξ
)
,
=


− c1
2c2
+ ε
√
δ
2c2
cosh
(√
c2ξ − 12 ln( c1+2
√
c0c2
c1−2√c0c2 )
) ∼= F8(ξ), δ > 0,
− c1
2c2
+ ε
√−δ
2c2
sinh
(√
c2ξ − 12 ln(2
√
c0c2+c1
2
√
c0c2−c1 )
) ∼= F9(ξ), δ < 0.
Using the identities (27) and the Lemma 4 yields
Z3(ξ) = − c12c2 −
(√−c0c2
c2
sin (
√−c2ξ) + c12c2 cos (
√−c2ξ)
)
,
=

 −
c1
2c2
−
√
δ
2c2
cos(
√−c2ξ − θ1) ∼= F10a(ξ)|ε=−1, δ > 0, c0 > 0, c2 < 0,
− c1
2c2
−
√
δ
2c2
sin(
√−c2ξ + θ2) ∼= F10b(ξ)|ε=−1, δ > 0, c0 > 0, c2 < 0.
Z4(ξ) = − c12c2 +
(√−c0c2
c2
sin (
√−c2ξ) + c12c2 cos (
√−c2ξ)
)
,
=

 −
c1
2c2
−
√
δ
2c2
cos(
√−c2ξ − θ1) ∼= F10a(ξ)|ε=−1, δ > 0, c0 > 0, c2 < 0,
− c1
2c2
−
√
δ
2c2
sin(
√−c2ξ + θ2) ∼= F10b(ξ)|ε=−1, δ > 0, c0 > 0, c2 < 0,
where θ1 = arctan
(
2
√−c0c2
c1
)
, θ2 = arctan
(
c1
2
√−c0c2
)
.
Set A = 1 − c21 + 4c0c4, B = 1 + c21 − 4c0c4 then we find A2 − B2 = −4δ, A − B =
−2δ.Therefore,from the condition δ > 0 we obtain that A2 < B2 and A < B,and the condition
δ < 0 implies that A2 > B2 and A > B.Hence,it follows from the Lemma 3 and the Lemma 2
that
Z5(ξ) = − c12c2 + 14c2
[
(1− c21 + 4c0c4) sinh
(√
c2ξ
)
− (1 + c21 − 4c0c4) cosh
(√
c2ξ
)]
,
=

 −
c1
2c2
−
√
δ
2c2
cosh
(√
c2ξ − 12 ln(1δ )
) ∼= F8(ξ)|ε=−1, δ > 0, c2 > 0,
− c1
2c2
+
√−δ
2c2
sinh
(√
c2ξ − 12 ln(−1δ )
) ∼= F9(ξ)|ε=1, δ < 0, c2 > 0.
Using sinh x+ cosh x = ex and the Lemma 1,we obtain
Z6(ξ) = − c12c2 + 18c22
[
4c22e
√
c2ξ + (c21 − 4c0c4)e−
√
c2ξ
]
,
=


− c1
2c2
+
√
δ
2c2
cosh
(√
c2ξ +
1
2
ln(
4c22
δ
)
) ∼= F8(ξ)|ε=1, δ > 0, c2 > 0,
− c1
2c2
+
√−δ
2c2
sinh
(√
c2ξ +
1
2
ln(
4c22
−δ )
) ∼= F9(ξ)|ε=1, δ < 0, c2 > 0.
The following identities are useful to prove the equivalence relations for solutions of the auxil-
iary equations and we can prove these identities by means of the trigonometric and hyperbolic
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function identities with the aid of some direct calculations.
tan η + sec η = tan
(
η
2
+ pi
4
)
, tan η − sec η = − cot
(
η
2
+ pi
4
)
, (28)
cot η + csc η = cot
(
η
2
)
, cot η − csc η = − tan
(
η
2
)
(29)
tanh η + isechη = tanh
(
η
2
+ pii
4
)
, tanh η − isechη = coth
(
η
2
+ pii
4
)
. (30)
Now the identities (28),(29),(30) and the trigonometric identities are employed to obtain
Z7(ξ) = −
c1+2
√−c0c2 tan
(√
−c2
2
ξ+pi
4
)
c2
(
1+tan2
(√
−c2
2
ξ+pi
4
)) = − c1+2
√−c0c2 tan
(√
−c2
2
ξ+pi
4
)
c2 sec2
(√
−c2
2
ξ+pi
4
) ,
= − 1
c2
[
c1 + 2
√−c0c2 tan
(√−c2
2
ξ + pi
4
)]
cos2
(√−c2
2
ξ + pi
4
) ∼= Z3(ξ),
Z8(ξ) = −
c1+2
√−c0c2 cot
(√
−c2
2
ξ+pi
4
)
c2
(
1+cot2
(√
−c2
2
ξ+pi
4
)) = − c1−2
√−c0c2 cot
(√
−c2
2
ξ+pi
4
)
c2 csc2
(√
−c2
2
ξ+pi
4
) ,
= − 1
c2
[
c1 − 2
√−c0c2 cot
(√−c2
2
ξ + pi
4
)]
sin2
(√−c2
2
ξ + pi
4
) ∼= Z4(ξ),
Z9(ξ) =
−c1+2
√−c0c2 cot
(√
−c2
2
ξ
)
c2
(
1+cot2
(√
−c2
2
ξ
)) = −c1+2
√−c0c2 cot
(√
−c2
2
ξ
)
c2 csc2
(√
−c2
2
ξ
) ,
= − 1
c2
[
c1 − 2
√−c0c2 cot
(√−c2
2
ξ
)]
sin2
(√−c2
2
ξ
)
= Z4(ξ),
Z10(ξ) =
−c1−2
√−c0c2 tan
(√
−c2
2
ξ
)
c2
(
1+tan2
(√
−c2
2
ξ
)) = −c1−2
√−c0c2 tan
(√
−c2
2
ξ
)
c2 sec2
(√
−c2
2
ξ
) ,
= − 1
c2
[
c1 + 2
√−c0c2 tan
(√−c2
2
ξ
)]
cos2
(√−c2
2
ξ
)
= Z3(ξ),
Z11(ξ) = −
c1−2√c0c2 tanh
(√
c2
2
ξ+pii
4
)
c2
(
1−tanh2
(√
c2
2
ξ+pii
4
)) = − c1−2
√
c0c2 tanh
(√
c2
2
ξ+pii
4
)
c2sech
2
(√
c2
2
ξ+pii
4
) ,
= − 1
c2
[
c1 − 2√c0c2 tanh
(√
c2
2
ξ + pii
4
)]
cosh2
(√
c2
2
ξ + pii
4
) ∼= Z2(ξ),
Z12(ξ) = −
c1−2√c0c2 coth
(√
c2
2
ξ+pii
4
)
c2
(
1−coth2
(√
c2
2
ξ+pii
4
)) = − c1−2
√
c0c2 coth
(√
c2
2
ξ+pii
4
)
c2csch
2
(√
c2
2
ξ+pii
4
) ,
= − 1
c2
[
c1 − 2√c0c2 coth
(√
c2
2
ξ + pii
4
)]
sinh2
(√
c2
2
ξ + pii
4
) ∼= Z1(ξ).
In accordance with the transitivity,we have proved the equivalence relations Zi(ξ) ∼= F10a(ξ)|ε=−1
(c0 > 0, c2 < 0, δ > 0, i = 7, 8, 9, 10), Zi(ξ) ∼= F8(ξ) (c0 > 0, c2 > 0, δ > 0, i = 11, 12) and
Zi(ξ) ∼= F9(ξ) (c0 > 0, c2 > 0, δ < 0, i = 11, 12).
For the following two solutions [7] of Eq.(7)
y1(ξ) =
−c1+
√
δ
2c2
+
√
δ
c2
sinh2
(√
c2
2
ξ
)
, δ = c21 − 4c0c2 > 0, c2 > 0,
y2(ξ) =
−c1−
√
δ
2c2
−
√
δ
c2
sinh2
(√
c2
2
ξ
)
, δ = c21 − 4c0c2 > 0, c2 > 0,
we have y1(ξ) = F8(ξ)|ε=1 and y2(ξ) = F8(ξ)|ε=−1 which can be obtained by substituting the
identity sinh2
(√
c2
2
ξ
)
= 1
2
(
cosh
(√
c2ξ
)
− 1
)
into y1(ξ) and y2(ξ).
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4 The classification of the solutions
The classification of the solutions of Eq.(1) is very important to clarify whether the solutions
given in literatures are new or equivalent in the sense of wave translation.If this problem
is clear then we can choose the new solutions and avoid the repeated solutions effectively.
Based on the equivalence relations of the solutions for Eq.(1) as proved in Sec.3,by removing
all those repeated solutions and collecting the simple independent solutions presented in the
literatures, we now conclude that the solutions of Eq.(1) can be classified into six classes such
as the hyperbolic function solutions,the trigonometric function solutions,the elliptic function
solutions,the exponential function solutions,the polynomial solutions and the rational solu-
tions.In other words, the six classes of solutions containing thirty eight independent solutions
can be divided into the five cases as below.
Case 1 c0 = c1 = 0.
F1(ξ) =
2c2
ε
√
∆cosh(
√
c2ξ)−c3 ,∆ > 0, c2 > 0,
F2(ξ) =
2c2
ε
√−∆sinh(√c2ξ)−c3 ,∆ < 0, c2 > 0,
F3a(ξ) =
2c2
ε
√
∆cos(
√−c2ξ)−c3
,
F3b(ξ) =
2c2
ε
√
∆sin(
√−c2ξ)−c3
,∆ > 0, c2 < 0,
F4(ξ) = − c2c3
[
1 + ε tanh
(√
c2
2
ξ
)]
,∆ = 0, c2 > 0,
F5(ξ) = − c2c3
[
1 + ε coth
(√
c2
2
ξ
)]
,∆ = 0, c2 > 0,
F6(ξ) =
ε√
c4ξ
, c2 = c3 = 0, c4 > 0,
F7(ξ) =
4c3
c23ξ
2−4c4 , c2 = 0,
where ∆ = c23 − 4c2c4, ε = ±1.
Case 2 c3 = c4 = 0.
F8(ξ) = − c12c2 + ε
√
δ
2c2
cosh
(√
c2ξ
)
, δ > 0, c2 > 0,
F9(ξ) = − c12c2 + ε
√−δ
2c2
sinh
(√
c2ξ
)
, δ < 0, c2 > 0,
F10a(ξ) = − c12c2 + ε
√
δ
2c2
cos (
√−c2ξ) ,
F10b(ξ) = − c12c2 + ε
√
δ
2c2
sin (
√−c2ξ) , δ > 0, c2 < 0,
F11(ξ) = − c12c2 + eε
√
c2ξ, δ = 0, c2 > 0,
F12(ξ) = ε
√
c0ξ, c1 = c2 = 0,
F13(ξ) = − c0c1 + c14 ξ2, c2 = 0,
where δ = c21 − 4c0c2, ε = ±1.
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Case 3 c1 = c3 = 0.
F14(ξ) = ε
√
− c2
2c4
tanh
(√
− c2
2
ξ
)
,∆1 = 0, c2 < 0, c4 > 0,
F15(ξ) = ε
√
− c2
2c4
coth
(√
− c2
2
ξ
)
,∆1 = 0, c2 < 0, c4 > 0,
F16a(ξ) = ε
√
c2
2c4
tan
(√
c2
2
ξ
)
,
F16b(ξ) = ε
√
c2
2c4
cot
(√
c2
2
ξ
)
,∆1 = 0, c2 > 0, c4 > 0,
F17(ξ) =
√
−c2m2
c4(m2+1)
sn
(√
−c2
m2+1
ξ
)
, c0 =
c22m
2
c4(m2+1)2
, c2 < 0, c4 > 0,
F18(ξ) =
√
−c2m2
c4(2m2−1)cn
(√
c2
2m2−1ξ
)
, c0 =
c22m
2(m2−1)
c4(2m2−1)2 , c2 > 0, c4 < 0,
F19(ξ) =
√ −c2
c4(2−m2)dn
(√
c2
2−m2 ξ
)
, c0 =
c22(1−m2)
c4(2−m2)2 , c2 > 0, c4 < 0,
F20(ξ) = ε
(
−4c0
c4
) 1
4 ds
(
(−4c0c4) 14 ξ,
√
2
2
)
, c2 = 0, c0c4 < 0,
F21(ξ) = ε
(
c0
c4
) 1
4
[
ns
(
2(c0c4)
1
4 ξ,
√
2
2
)
+ cs
(
2(c0c4)
1
4 ξ,
√
2
2
)]
, c2 = 0, c0c4 > 0,
where ∆1 = c
2
2 − 4c0c4, ε = ±1.
Case 4 c2 = c4 = 0.
F22(ξ) = ℘
(√
c3
2
ξ, g2, g3
)
, g2 = −4c1
c3
, g3 = −4c0
c3
, c3 > 0.
15
Case 5 c0 = 0.
F23(ξ) = −
8c2 tanh
2
(√
− c2
12
ξ
)
3c3
(
3+tanh2
(√
− c2
12
ξ
)) , c2 < 0, c1 = 8c2227c3 , c4 = c234c2 ,
F24(ξ) = −
8c2 coth
2
(√
− c2
12
ξ
)
3c3
(
3+coth2
(√
− c2
12
ξ
)) , c2 < 0, c1 = 8c2227c3 , c4 = c234c2 ,
F25(ξ) =
8c2 tan2
(√
c2
12
ξ
)
3c3
(
3−tan2
(√
c2
12
ξ
)) , c2 > 0, c1 = 8c2227c3 , c4 = c234c2 ,
F26(ξ) =
8c2 cot2
(√
c2
12
ξ
)
3c3
(
3−cot2
(√
c2
12
ξ
)) , c2 > 0, c1 = 8c2227c3 , c4 = c234c2 ,
F27(ξ) = − c34c4
[
1 + εsn
(
c3
4m
√
c4
ξ
)]
, c4 > 0, c1 =
c33(m
2−1)
32m2c24
, c2 =
c23(5m
2−1)
16m2c4
,
F28(ξ) = − c34c4

1 + ε
msn
(
c3
4m
√
c4
ξ
)

 , c4 > 0, c1 = c33(m2−1)32m2c24 , c2 = c
2
3(5m
2−1)
16m2c4
,
F29(ξ) = − c34c4
[
1 + εmsn
(
c3
4
√
c4
ξ
)]
, c4 > 0, c1 =
c33(1−m2)
32c24
, c2 =
c23(5−m2)
16c4
,
F30(ξ) = − c34c4

1 + ε
sn
(
c3
4
√
c4
ξ
)

 , c4 > 0, c1 = c33(1−m2)32c24 , c2 = c
2
3(5−m2)
16c4
,
F31(ξ) = − c34c4
[
1 + εcn
(
− c3
4m
√−c4 ξ
)]
, c4 < 0, c1 =
c33
32m2c24
, c2 =
c23(4m
2+1)
16m2c4
,
F32(ξ) = − c34c4

1 + ε
√
1−m2sn
(
− c3
4m
√
−c4
ξ
)
dn
(
− c3
4m
√
−c4
ξ
)

 , c4 < 0, c1 = c3332m2c24 , c2 = c
2
3(4m
2+1)
16m2c4
,
F33(ξ) = − c34c4
[
1 + ε√
1−m2dn
(
c3
4
√
c4(m2−1)
ξ
)]
,
c4 < 0, c1 =
c33m
2
32c24(m
2−1) , c2 =
c23(5m
2−4)
16c4(m2−1) ,
F34(ξ) = − c34c4

1 + ε
dn
(
c3
4
√
c4(m
2−1)
ξ
)

 , c4 < 0, c1 = c33m232c24(m2−1) , c2 = c
2
3(5m
2−4)
16c4(m2−1) ,
F35(ξ) = − c34c4

1 + ε
cn
(
c3
4
√
c4(1−m2)
ξ
)

 , c4 > 0, c1 = c3332c24(1−m2) , c2 = c
2
3(4m
2−5)
16c4(m2−1) ,
F36(ξ) = − c34c4

1 +
εdn
(
c3
4
√
c4(1−m2)
ξ
)
√
1−m2cn
(
c3
4
√
c4(1−m2)
ξ
)

 ,
c4 > 0, c1 =
c33
32c24(1−m2)
, c2 =
c23(4m
2−5)
16c4(m2−1) ,
F37(ξ) = − c34c4
[
1 + εdn
(
− c3
4
√−c4 ξ
)]
, c4 < 0, c1 =
c33m
2
32c24
, c2 =
c23(m
2+4)
16c4
,
F38(ξ) = − c34c4

1 + ε√1−m2
dn
(
− c3
4
√
−c4
ξ
)

 , c4 < 0, c1 = c33m232c24 , c2 = c
2
3(m
2+4)
16c4
where ε = ±1.
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5 New traveling wave solutions for mCH equation
As an illustrative example below we consider the modified Camassa–Holm (mCH) equation
in the form
ut − uxxt + 3u2ux = 2uxuxx + uuxxx, (31)
was due to Wazwaz [39] obtained by using the term u2ux instead of the nonlinear convection
term uux in Camassa-Holm equation. Wazwaz [39, 40] also found some exact traveling wave
solutions of wave speed c = 1/2, 1, 2 for Eq.(31).Some traveling wave solutions of wave speed
c = 1/3 and some peakon solutions of wave speed c = 3 for Eq.(31) were obtained by Wang
and Tang in [41]. A rational solution and more exact traveling wave solutions of Eq.(31) were
also constructed by Liang and Jeffrey in [42].
In the present paper we are interested in finding more new exact traveling wave solutions
for Eq.(31) through use of the general elliptic equation expansion method equipped with our
new classified solutions in Sec.4. In order that we make the wave transformation u(x, t) =
u(ξ), ξ = x− ωt and change the Eq.(31) into the form
−ωu′ + ωu′′′ + 3u2u′ − 2u′u′′ − uu′′′ = 0. (32)
According to the balancing principle to balance uu′′′ with u2u′ yields m = 2, therefore the
Eq.(32) admits the solution in the form
u(ξ) = a0 + a1F (ξ) + a2F
2(ξ), (33)
where F (ξ) expresses the solution of Eq.(1) and ak (k = 0, 1, 2) are constants to be determined.
Substituting (33) into (32) along with Eq.(1) and setting the coefficients of F jF ′ (j =
0, 1, 2, 3, 4, 5) to zero,we obtain the following set of algebraic equations


6a32 − 48a22c4 = 0,
15a1a
2
2 − 50a1a2c4 − 35a22c3 = 0,
12a0a
2
2 − 24a0a2c4 + 12a21a2 − 10a21c4 − 34a1a2c3 − 24a22c2 + 24a2c4ω = 0,
3a20a1 − a0a1c2 − 3a0a2c1 − a21c1 − 4a1a2c0 + a1c2ω + 3a2c1ω − a1ω = 0,
18a0a1a2 − 6a0a1c4 − 15a0a2c3 + 3a31 − 6a21c3 − 21a1a2c2 + 6a1c4ω
−15a22c1 + 15a2c3ω = 0,
6a20a2 + 6a0a
2
1 − 3a0a1c3 − 8a0a2c2 − 3a21c2 − 2a2ω − 11a1a2c1 + 3a1c3ω
−8a22c0 + 8a2c2ω = 0.
(34)
A. When c0 = c1 = 0,the Eq.(34) solves that
a0 =
1
3
(
−ω +
√
2ω(3− ω)
)
, a1 = 0, a2 = 8c4, c2 =
1
8
√
2ω(3− ω), c3 = 0, (35)
a0 =
1
3
(
−ω −
√
2ω(3− ω)
)
, a1 = 0, a2 = 8c4, c2 = −18
√
2ω(3− ω), c3 = 0, (36)
a0 =
1
3
(
−ω +
√
2ω(3− ω)
)
, a1 = 2c3, a2 = 0, c2 =
1
2
√
2ω(3− ω), c4 = 0, (37)
a0 =
1
3
(
−ω −
√
2ω(3− ω)
)
, a1 = 2c3, a2 = 0, c2 = −12
√
2ω(3− ω), c4 = 0, (38)
a0 =
1
3
(
−ω +
√
2ω(3− ω)
)
, a1 = ± (8c4)
1
2 (2ω(3− ω)) 14 , a2 = 8c4,
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c2 =
1
2
√
2ω(3− ω), c4 = ±12 (8c4)
1
2 (2ω(3− ω)) 14 , (39)
a0 =
1
3
(
−ω +
√
2ω(3− ω)
)
, a1 = 2c3, c2 =
1
2
√
2ω(3− ω), c4 = 0, (40)
a0 =
1
3
(
−ω −
√
2ω(3− ω)
)
, a1 = 2c3, c2 = −12
√
2ω(3− ω), c4 = 0. (41)
Inserting (35)–(41) together with the solutions given by Case 1 into (33),we obtain the exact
traveling wave solutions of Eq.(31) as follows
u1a(x, t) = −ω3 + 13
√
2ω(3− ω)−
√
2ω(3− ω)sech2η,
u1b(x, t) = −ω3 + 13
√
2ω(3− ω) +
√
2ω(3− ω)csch2η,
u2a(x, t) = −ω3 − 13
√
2ω(3− ω) +
√
2ω(3− ω) sec2 η,
u2b(x, t) = −ω3 − 13
√
2ω(3− ω) +
√
2ω(3− ω) csc2 η,
u3(x, t) = −ω3 + 13
√
2ω(3− ω) + 2
√
2ω(3−ω)
ε cosh η−1 ,
u4a(x, t) = −ω3 − 13
√
2ω(3− ω)− 2
√
2ω(3−ω)
ε cos η−1 ,
u4b(x, t) = −ω3 − 13
√
2ω(3− ω)− 2
√
2ω(3−ω)
ε sin η−1 ,
u5a(x, t) = −ω3 − 23
√
2ω(3− ω) +
√
2ω(3− ω) tanh2 η,
u5b(x, t) = −ω3 − 23
√
2ω(3− ω) +
√
2ω(3− ω) coth2 η,
u6a(x, t) = u1a(x, t), u6b(x, t) = u1b(x, t), c4 = 0,
u7a(x, t) = u2a(x, t), u7b(x, t) = u2b(x, t), c4 = 0,
η = 1
2
(
ω(3−ω)
2
) 1
4 (x− ωt), 0 < ω < 3.
B. When c3 = c4 = 0,we cannot find the solutions of Eq.(34) so we can not obtain the exact
traveling wave solutions for Eq.(31).
C. When c1 = c3 = 0,we have
(1) For c0 =
c22m
2
c4(m2+1)2
, c2 < 0, c4 > 0, the Eq.(34) solves that
a0 = −ω3 + m
2+1
3
(
2ω(3−ω)
m4−m2+1
) 1
2 , a1 = 0,
a2 = 8c4, c2 = −m2+18
(
2ω(3−ω)
m4−m2+1
) 1
2 ,
which leads the Jacobian snoidal wave solution of Eq.(31) as
u(x, t) = −ω
3
− m2+1
3
(
2ω(3−ω)
m4−m2+1
) 1
2 +m2
(
2ω(3−ω)
m4−m2+1
) 1
2 sn2(η,m),
η = 1
2
(
ω(3−ω)
2(m4−m2+1)
) 1
4 (x− ωt), 0 < ω < 3. (42)
(2) For c0 =
c22m
2(m2−1)
c4(2m2−1)2 , c2 > 0, c4 < 0, the solution of Eq.(34) is found to be
a0 = −ω3 + 2m
2−1
3
(
2ω(3−ω)
m4−m2+1
) 1
2 , a1 = 0,
a2 = 8c4, c2 =
2m2−1
3
(
2ω(3−ω)
m4−m2+1
) 1
2 ,
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which gives the Jacobian cnoidal wave solution of Eq.(31) as following
u(x, t) = −ω
3
+ 2m
2−1
3
(
2ω(3−ω)
m4−m2+1
) 1
2 −m2
(
2ω(3−ω)
m4−m2+1
) 1
2 cn2(η,m),
η = 1
2
(
ω(3−ω)
2(m4−m2+1)
) 1
4 (x− ωt), 0 < ω < 3. (43)
(3) For c0 =
c22(1−m2)
c4(2−m2)2 , c2 > 0, c4 < 0, the solution of Eq.(34) is obtained that
a0 = −ω3 + m
2−2
3
(
2ω(3−ω)
m4−m2+1
) 1
2 , a1 = 0,
a2 = 8c4, c2 =
m2−2
8
(
2ω(3−ω)
m4−m2+1
) 1
2 ,
which implies the Jacobian elliptic function solution of Eq.(31) as
u(x, t) = −ω
3
− m2−2
3
(
2ω(3−ω)
m4−m2+1
) 1
2 −
(
2ω(3−ω)
m4−m2+1
) 1
2 dn2(η,m),
η = 1
2
(
ω(3−ω)
2(m4−m2+1)
) 1
4 (x− ωt), 0 < ω < 3. (44)
(4) For c2 = 0,the Eq.(34) solves
a0 = −ω3 , a1 = 0, a2 = 8c4, c0 = ω(ω−3)96c4 ,
which gives the Jacobian elliptic function solution of Eq.(31) as following
u(x, t) = −ω
3
+ 2
3
√
6ω(3− ω)ds2
(
η,
√
2
2
)
,
η = 1
6
(54ω(3− ω)) 14 (x− ωt), 0 < ω < 3, (45)
u(x, t) = −ω
3
+ ε
3
√
6ω(ω − 3)
[
ns(η,
√
2
2
) + cs(η,
√
2
2
)
]2
,
η = 384 (6ω(ω − 3)) 14 (x− ωt), ω < 0 or ω > 3. (46)
D. When c2 = c4 = 0,the solution of Eq.(34) is found to be
a0 = −ω
3
, a1 = 2c3, a2 = 0, c1 =
ω(3− ω)
6c3
,
which gives the Weierstrass elliptic function solution of Eq.(31) as
u(x, t) = 2c3℘
(√
c3
2
(x− ωt), 2ω(3− ω)
3c23
,−4c0
c3
)
. (47)
E. When c0 = 0,we have
(1) From the condition of F27 we obtain the solution of Eq.(34) as following
a0 = −ω3 + 2m
2−1
3
(
2ω(3−ω)
m4−m2+1
) 1
2 , a1 = 4c3,
a2 =
2c23
m2
(
2(m4−m2+1)
ω(3−ω)
) 1
2
, c4 =
c23
4m2
(
2(m4−m2+1)
ω(3−ω)
) 1
2
,
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from which we obtain the Jacobian snoidal wave solution of Eq.(31) as
u(x, t) = −ω
3
− m2+1
3
(
2ω(3−ω)
m4−m2+1
) 1
2 +m2
(
2ω(3−ω)
m4−m2+1
) 1
2 sn2 (ρ(x− ωt,m) ,
ρ = −1
2
(
ω(3−ω)
2(m4−m2+1)
) 1
4 , 0 < ω < 3. (48)
(2)Under condition of F28,the Eq.(34) solves that
a0 = −ω3 + m
2−1
3
(
2ω(3−ω)
m4−m2+1
) 1
2 , a1 = 4c3,
a2 =
2c23
m2
(
2(m4−m2+1)
ω(3−ω)
) 1
2 , c4 =
c23
4m2
(
2(m4−m2+1)
ω(3−ω)
) 1
2 ,
from which we obtain the Jacobian elliptic function solution of Eq.(31) in the form
u(x, t) = −ω
3
− m2+1
3
(
2ω(3−ω)
m4−m2+1
) 1
2 +
(
2ω(3−ω)
m4−m2+1
) 1
2 ns2 (ρ(x− ωt,m) ,
ρ = −1
2
(
ω(3−ω)
2(m4−m2+1)
) 1
4 , 0 < ω < 3. (49)
(3)The solution of Eq.(34) induced by the condition of F29 is that
a0 = −ω3 − m
2−2
3
(
2ω(3−ω)
m4−m2+1
) 1
2 , a1 = 4c3,
a2 = 2c
2
3
(
2(m4−m2+1)
ω(3−ω)
) 1
2 , c4 =
c23
4
(
2(m4−m2+1)
ω(3−ω)
) 1
2 ,
which leads the Jacobian snoidal wave solution of Eq.(31) as
u(x, t) = −ω
3
− m2+1
3
(
2ω(3−ω)
m4−m2+1
) 1
2 +m2
(
2ω(3−ω)
m4−m2+1
) 1
2 sn2 (ρ(x− ωt,m) ,
ρ = −1
2
(
ω(3−ω)
2(m4−m2+1)
) 1
4 , 0 < ω < 3. (50)
(4)Using the condition of F30 we find the solution of Eq.(34) as following
a0 = −ω3 − m
2−2
3
(
2ω(3−ω)
m4−m2+1
) 1
2 , a1 = 4c3,
a2 = 2c
2
3
(
2(m4−m2+1)
ω(3−ω)
) 1
2
, c4 =
c23
4
(
2(m4−m2+1)
ω(3−ω)
) 1
2
,
from which we obtain the Jacobian elliptic function solution of Eq.(31) in the form
u(x, t) = −ω
3
− m2+1
3
(
2ω(3−ω)
m4−m2+1
) 1
2 +
(
2ω(3−ω)
m4−m2+1
) 1
2 ns2 (ρ(x− ωt,m) ,
ρ = −1
2
(
ω(3−ω)
2(m4−m2+1)
) 1
4 , 0 < ω < 3. (51)
(5) From the condition of F31 we yields the solution of Eq.(34) as following
a0 = −ω3 + m
2+1
3
(
2ω(3−ω)
m4−m2+1
) 1
2 , a1 = 4c3,
a2 =
2c23
m2
(
2(m4−m2+1)
ω(3−ω)
) 1
2
, c4 =
c23
4m2
(
2(m4−m2+1)
ω(3−ω)
) 1
2
,
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which gives the Jacobian snoidal wave solution of Eq.(31) in the form
u(x, t) = −ω
3
− m2+1
3
(
2ω(3−ω)
m4−m2+1
) 1
2 +m2
(
2ω(3−ω)
m4−m2+1
) 1
2 sn2 (ρ(x− ωt,m) ,
ρ = 1
2
(
ω(3−ω)
2(m4−m2+1)
) 1
4 , 0 < ω < 3. (52)
(6)By the condition of F32 we get the solution of Eq.(34) as following
a0 = −ω3 − m
2+1
3
(
2ω(3−ω)
m4−m2+1
) 1
2 , a1 = 4c3,
a2 =
2c23
m2
(
2(m4−m2+1)
ω(3−ω)
) 1
2
, c4 =
c23
4m2
(
2(m4−m2+1)
ω(3−ω)
) 1
2
,
which leads the Jacobian elliptic function solution of Eq.(31) in the form
u(x, t) =
[
−ω
3
+ 2m
2−1
3
(
2ω(3−ω)
m4−m2+1
) 1
2
]
nd2 (ρ(x− ωt,m)
+
[
m2ω
3
+ m
2(m2−2)
3
(
2ω(3−ω)
m4−m2+1
) 1
2
]
sd2(ρ(x− ωt), m),
ρ = 1
2
(
ω(3−ω)
2(m4−m2+1)
) 1
4 , 0 < ω < 3. (53)
(7)The solution of Eq.(34) induced by the condition of F33 reads
a0 = −ω3 + 2m
2−1
3
(
2ω(3−ω)
m4−m2+1
) 1
2 , a1 = 4c3,
a2 =
2c23
m2−1
(
m4−m2+1
ω(3−ω)
) 1
2 , c4 =
c23
4(m2−1)
(
m4−m2+1
ω(3−ω)
) 1
2 ,
from which we obtain the Jacobian elliptic function solution of Eq.(31) as
u(x, t) = −ω
3
− m2−2
3
(
2ω(3−ω)
m4−m2+1
) 1
2 −
(
2ω(3−ω)
m4−m2+1
) 1
2 dn2 (ρ(x− ωt,m) ,
ρ = −1
2
(
ω(3−ω)
2(m4−m2+1)
) 1
4 , 0 < ω < 3. (54)
(8)The condition of F34 leads the solution of Eq.(34) as following
a0 = −ω3 + 2m
2−1
3
(
2ω(3−ω)
m4−m2+1
) 1
2 , a1 = 4c3,
a2 =
2c23
m2−1
(
2(m4−m2+1)
ω(3−ω)
) 1
2
, c4 =
c23
4(m2−1)
(
2(m4−m2+1)
ω(3−ω)
) 1
2
,
which gives the Jacobian elliptic function solution of Eq.(31) in the form
u(x, t) =
[
−ω
3
+ 2m
2−1
3
(
2ω(3−ω)
m4−m2+1
) 1
2
]
nd2 (ρ(x− ωt,m))
+
[
m2ω
3
+ m
2(m2−2)
3
(
2ω(3−ω)
m4−m2+1
) 1
2
]
sd2(ρ(x− ωt,m),
ρ = −1
2
(
ω(3−ω)
2(m4−m2+1)
) 1
4 , 0 < ω < 3. (55)
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(9)The solution of Eq.(34) obtained by the condition of F35 reads
a0 = −ω3 − m
2−2
3
(
2ω(3−ω)
m4−m2+1
) 1
2 , a1 = 4c3,
a2 =
2c23
m2−1
(
2(m4−m2+1)
ω(3−ω)
) 1
2
, c4 =
c23
4(m2−1)
(
2(m4−m2+1)
ω(3−ω)
) 1
2
,
from which we obtain the Jacobian elliptic function solution of Eq.(31) as
u(x, t) =
[
−ω
3
− m2−2
3
(
2ω(3−ω)
m4−m2+1
) 1
2
]
nc2 (ρ(x− ωt,m))
+
[
ω
3
− 2m2−1
3
(
2ω(3−ω)
m4−m2+1
) 1
2
]2
(ρ(x− ωt,m),
ρ = −1
2
(
ω(3−ω)
2(m4−m2+1)
) 1
4 , 0 < ω < 3. (56)
(10)By the condition of F36 we get the solution of Eq.(34) as following
a0 = −ω3 − m
2−2
3
(
2ω(3−ω)
m4−m2+1
) 1
2 , a1 = 4c3,
a2 =
2c23
1−m2
(
2(m4−m2+1)
ω(3−ω)
) 1
2
, c4 =
c23
4(1−m2)
(
2(m4−m2+1)
ω(3−ω)
) 1
2
,
which leads the Jacobian elliptic function solution of Eq.(31) in the form
u(x, t) = −ω
3
− m2+1
3
(
2ω(3−ω)
m4−m2+1
) 1
2 +
(
2ω(3−ω)
m4−m2+1
) 1
2 ns2(ρ(x− ωt), m),
ρ = −1
2
(
ω(3−ω)
2(m4−m2+1)
) 1
4 , 0 < ω < 3. (57)
(11)The condition of F37 gives the solution of Eq.(34) as following
a0 = −ω3 − m
2+1
3
(
2ω(3−ω)
m4−m2+1
) 1
2 , a1 = 4c3,
a2 = 2c
2
3
(
2(m4−m2+1)
ω(3−ω)
) 1
2
, c4 =
c23
4
(
2(m4−m2+1)
ω(3−ω)
) 1
2
,
which gives the Jacobian snoidal wave solution of Eq.(31) in the form
u(x, t) = −ω
3
− m2+1
3
(
2ω(3−ω)
m4−m2+1
) 1
2 +m2
(
2ω(3−ω)
m4−m2+1
) 1
2 sn2(ρ(x− ωt), m),
ρ = 1
2
(
ω(3−ω)
2(m4−m2+1)
) 1
4 , 0 < ω < 3. (58)
(12)The solution of Eq.(34) obtained by using the condition of F38 reads
a0 = −ω3 − m
2+1
3
(
2ω(3−ω)
m4−m2+1
) 1
2 , a1 = 4c3,
a2 = 2c
2
3
(
2(m4−m2+1)
ω(3−ω)
) 1
2
, c4 =
c23
4
(
2(m4−m2+1)
ω(3−ω)
) 1
2
,
from which we obtain the Jacobian elliptic function solution of Eq.(31) as
u(x, t) =
[
−ω
3
+ 2m
2−1
3
(
2ω(3−ω)
m4−m2+1
) 1
2
]
nd2 (ρ(x− ωt,m))
+
[
m2ω
3
+ m
2(m2−2)
3
(
2ω(3−ω)
m4−m2+1
) 1
2
]
sd2(ρ(x− ωt,m),
ρ = 1
2
(
ω(3−ω)
2(m4−m2+1)
) 1
4 , 0 < ω < 3. (59)
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6 Concluding remarks
We constructed the BT and the SF of two kinds of sub-equations for Eq.(1) in terms of the
indirect mapping method for simplicity.As a matter of fact, we can establish the BT and the
SF for most of those sub-equations for Eq.(1) by the elementary integration method which
were not considered here and will be reported elsewhere.It is also clear that the new solutions
of Eq.(1) obtained from the BT or SF can also be used to find new solutions of NLEEs which
is under consideration.But an open problem as how to construct multiple traveling wave
solutions of NLEEs from the solutions of NLEEs obtained by using the auxiliary equations is
to be solved.
It should be noticed that the four lemmas presented in Sec.3 can be widely used to prove the
equivalence relations of numerous solutions for other auxiliary equations.At the same time,the
four lemmas can also be applied to prove the equivalence relations of some direct methods.
Therefore,the proof of the equivalence relations of solutions for the auxiliary equations is
more important than that of discussing the equivalence relations of those obtained solutions
for a given nonlinear equation.This is the reason why we studied the equivalence relations of
solutions for Eq.(1) here in detail.
In Sec.5 we obtained some exact traveling wave solutions of wave speed defined on the
region ω ∈ (0, 3) and ω ∈ (−∞, 0) ∪ (3,+∞) for mCH equation that was not considered and
obtained before so they are the new solutions for mCH equation.Although some of them are
same in form but they are obtained by using different conditions and therefore they can be
regarded as new solutions as well.In the limit of m → 1,the solitary wave solutions for mCH
equation can be obtained from the Jacobian elliptic function solutions constructed in Sec.5,
and which were omitted.
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