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HYPERCYCLICITY PROPERTIES OF COMMUTATOR
MAPS
CLIFFORD GILMORE, EERO SAKSMAN, AND HANS-OLAV TYLLI
Abstract. We investigate the hypercyclic properties of commutator
maps acting on separable ideals of operators. As the main result we
prove the commutator map induced by scalar multiples of the backward
shift operator fails to be hypercyclic on the space of compact operators
on ℓ2. We also establish some necessary conditions which identify large
classes of operators that do not induce hypercyclic commutator maps.
1. Introduction
Let X be a Banach space and L (X) the space of bounded linear operators
on X. The commutator operator ∆T : L (X) → L (X) induced by a fixed
bounded linear operator T ∈ L (X) is defined as
S 7→ ∆T (S) = TS − ST = LT (S)−RT (S)
where S ∈ L (X) and LT , RT : L (X) → L (X) are, respectively, the left
and right multiplication operators.
Recall for a separable Banach space X that the operator U ∈ L (X) is
hypercyclic if there exists a vector x ∈ X (said to be a hypercyclic vector
for U) such that its orbit under U is dense in X, that is
{Unx : n ≥ 0} = X.
The purpose of this paper is to initiate the investigation of hypercyclicity
properties of commutator maps ∆T restricted to separable Banach ideals of
operators, which turns out to be quite a subtle question.
The motivation for this study is at least twofold. Firstly, Bonet et al. [4]
characterised the hypercyclicity of the left and right multiplication operators
on such Banach ideals. Subsequently Bonilla and Grosse-Erdmann [5] identi-
fied a sufficient condition for the frequent hypercyclicity of the left multiplier.
This raises the question of the hypercyclicity properties of more complicated
operators built up from the basic multipliers LT and RT . The next natural
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class of operators to consider are the commutator maps ∆T = LT − RT ,
which have been extensively studied from various perspectives.
Secondly, it is known that on non-separable spaces such as L (ℓ2) the
closure of the range ran (∆T ) of the commutator maps ∆T is quite small.
For instance, Stampfli [36, p. 519] showed that the quotient
(1.1) L (ℓ2)/ran (∆T )
is not even separable for any T ∈ L (ℓ2) and this fact was later extended
to X = ℓp, for 1 < p < ∞, in [29]. Furthermore, it is well known that
the identity map IX /∈ ran (∆T ) for any T ∈ L (X) when X is infinite-
dimensional.
On the other hand, by a celebrated example of Anderson [1] there also
exist operators T ∈ L (ℓ2) such that Iℓ2 ∈ ran (∆T ). Furthermore, restric-
tions of commutator maps to separable ideals behave quite differently from
(1.1), for instance for the backward shift B ∈ L (ℓ2) the restricted map
∆B : K (ℓ
2) → K (ℓ2) has dense range, where K (ℓ2) is the ideal of the
compact operators on ℓ2. This provides further motivation to pursue this
study.
In Sections 3 and 4 we first isolate large classes of operators that do not
induce hypercyclic commutator maps on separable ideals of L (X). The
backward shift B on ℓ2 is an obvious candidate for inducing a hypercyclic
commutator map, but in Section 5 we prove as our main result that ∆cB is
not hypercyclic on K (ℓ2) for any constant c. In fact, the same is also true
for ∆p(B), where p is any analytic polynomial.
2. Background and Setting
Since the space of bounded linear operators is non-separable under the
operator norm topology for classical Banach spaces X, our setting will be
that of separable ideals of L (X). It is convenient to say that (J, ‖ · ‖J) is a
Banach ideal of L (X) if
(i) J ⊂ L (X) is a linear subspace,
(ii) the norm ‖ · ‖J is complete in J and ‖S‖ ≤ ‖S‖J for all S ∈ J ,
(iii) BSA ∈ J and ‖BSA‖J ≤ ‖B‖‖A‖‖S‖J , for A,B ∈ L (X) and S ∈ J ,
(iv) the rank one operators x∗ ⊗ x ∈ J and ‖x∗ ⊗ x‖J = ‖x
∗‖‖x‖ for all
x∗ ∈ X∗ and x ∈ X.
Classical examples of Banach ideals are the space of nuclear operat-
ors (N (X), ‖ · ‖N ) with the nuclear norm and the spaces of approximable
operators A (X) as well as compact operators K (X) under the operator
norm. When X is a Hilbert space the spaces of Schatten p-class operators
(Cp, ‖ · ‖p) with the Schatten norm, for 1 ≤ p <∞, are important instances
of Banach ideals.
In the setting of Banach ideals, Bonet et al. [4] characterised the hyper-
cyclicity of the left and right multipliers using tensor techniques developed
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in [23]. For a separable Banach ideal J ⊂ L (X) containing the finite rank
operators as a dense subset they showed that
1. LT is hypercyclic on J if and only if T ∈ L (X) satisfies the Hypercyclicity
Criterion,
2. RT is hypercyclic on J if and only if T
∗ satisfies the Hypercyclicity Cri-
terion on the dual X∗.
Instances of Banach ideals J to which the above results apply include
(N (X), ‖ · ‖N ) and A (X) when X
∗ is separable, as well as K (X) when X
possesses the approximation property and X∗ is separable. Further details
on these spaces and the approximation property can be found for instance
in [27] or [28]. Although not explicitly stated in [4], we note that their
results also yield sufficient conditions for the hypercyclicity of the two-sided
multipliers LTRU , for T,U ∈ L (X). (To see this identify LTRU with its
tensor representation U∗ ⊗ T , whence hypercyclicity follows directly from
the sufficient conditions identified in [23].)
The area of linear dynamics contains an extensive body of work and we
refer to [3] and [14] for expositions of the fundamental results related to
hypercyclicity. We briefly recall here that the aforementioned Hypercycli-
city Criterion is a sufficient condition for hypercyclicity which was initially
demonstrated by Kitai [17] and later independently rediscovered by Geth-
ner and Shapiro [13] . We say that T ∈ L (X) satisfies the Hypercyclicity
Criterion if there exist dense subsets X0, Y0 ⊂ X, an increasing sequence
(nk) of positive integers and maps Snk : Y0 → X, k ≥ 1, such that for any
x ∈ X0, y ∈ Y0 one has
(i) T nkx→ 0,
(ii) Snk(y)→ 0,
(iii) T nkSnk(y)→ y
as k →∞.
We note in the literature there are also analogous hypercyclicity results
on spaces of operators endowed with weaker topologies. For instance, hy-
percyclicity of the left multiplier LT acting on L (X) endowed with the
strong operator topology was characterised by Chan and Taylor [7, 8]. Sub-
sequently this was extended to supercyclicity by Montes-Rodr´ıguez and
Romero-Moreno [24]. Petersson [26] gave sufficient conditions for the hy-
percyclicity of the specific two-sided multipliers LT ∗RT on the space of self-
adjoint operators on a Hilbert space under the topology of uniform conver-
gence on compact sets. Later Gupta and Mundayadan [15] extended [26]
to the supercyclic case. It is clearly natural to raise questions about hyper-
cyclic properties of commutator maps ∆T on L (X) with respect to weaker
topologies however this alternative will not be explored in this paper.
3. Classes of Non-Hypercyclic Commutator Maps
In this section we record three general observations which yield that com-
mutator maps ∆T are not hypercyclic for large classes of operators. The
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first two observations are related to the well known fact that the adjoint of
a hypercyclic operator has no eigenvalues (cf. [3, Proposition 1.17]).
Recall that for any Banach space X, the ideal of nuclear operators N (X)
is the smallest Banach ideal of L (X) (cf. [27, Theorem 6.7.2]). Our first res-
ult implies that N (X) does not support any hypercyclic commutator maps
under general conditions on X. For this recall if X∗ has the approximation
property then N (X)∗ = L (X∗) in the trace duality
(3.1) 〈S,U〉 = tr(S∗U) , U ∈ L (X∗), S ∈ N (X)
(cf. [20, Theorem 1.e.4, Theorem 1.e.7] or [27, Theorem 10.3.2]). Here
tr(S∗U) =
∑∞
j=1 Ux
∗
j(xj) is the trace of S
∗U , for S =
∑∞
j=1 x
∗
j⊗xj ∈ N (X)
and U ∈ L (X∗). This trace duality is of course well known for X = ℓ2.
Our first observation actually concerns the non-cyclicity of certain com-
mutator maps. Recall for a separable Banach space X that U ∈ L (X) is a
cyclic operator if there exists x ∈ X such that the linear span of its orbit
under U is dense in X, that is
(3.2) span{Unx : n ≥ 0} = X.
Clearly any hypercyclic operator is cyclic, but the cyclic operators form a
much larger class. For instance the forward shift S ∈ L
(
ℓ2(N)
)
is cyclic
but not hypercyclic.
Proposition 3.1. Let X be any Banach space such that X∗ has the ap-
proximation property. Then the space of nuclear operators N (X) does not
support any cyclic (nor any hypercyclic) commutator maps.
Proof. We begin by recalling a simple necessary condition for cyclicity. Sup-
pose that U ∈ L (X) satisfies dim (ker(U∗)) ≥ 2, that is, there are linearly
independent functionals {x∗1, x
∗
2} ⊂ X
∗ for which x∗j | ran(U) = 0 for j = 1, 2.
In particular, this means that the codimension of the closure ran (U) in X
is at least 2. Then it follows that U cannot be a cyclic operator on X, since
(3.2) implies that the codimension of ran (U) in X is at most 1.
Let T ∈ L (X) be arbitrary. Recall next that the adjoint of ∆T is
(∆T : N (X)→ N (X))
∗ = ∆T ∗ : L (X
∗)→ L (X∗)
in the trace duality of (3.1). In fact, for any x ∈ X and x∗ ∈ X∗ we have
that
〈x∗ ⊗ x,∆∗T (U)〉 = 〈x
∗ ⊗ Tx− T ∗x∗ ⊗ x, U〉
= tr(U∗Tx⊗ x∗ − U∗x⊗ T ∗x∗) = 〈Ux∗, Tx〉 − 〈T ∗x∗, U∗x〉
= tr((x⊗ x∗)(T ∗U − UT ∗)) = 〈x∗ ⊗ x, ∆T ∗(U)〉.
If T = λIX for some λ ∈ C, then obviously ∆T = 0 is not cyclic on N (X).
On the other hand, if T 6= λIX for all λ ∈ C, then {IX∗ , T
∗} is a linearly
independent set of ker(∆T ∗) = ran (∆T )
⊥ in L (X∗). Consequently the
above condition implies that ∆T can not be cyclic N (X)→ N (X). 
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Next we record a simple spectral condition which provides wide classes of
non-hypercyclic commutator maps.
Proposition 3.2. Let X be a Banach space and T ∈ L (X). If the point
spectra of T and T ∗ are both nonempty then the commutator maps ∆T and
∆∗T are not hypercyclic on J , respectively J
∗, for any Banach ideal J ⊂
L (X).
Proof. Let J ⊂ L (X) be an arbitrary Banach ideal. By assumption Tx =
αx and T ∗x∗ = βx∗ for respective eigenvalues α, β ∈ C corresponding to the
normalized eigenvectors x ∈ X and x∗ ∈ X∗.
We will first observe that the adjoint ∆∗T : J
∗ → J∗ has a nonempty
point spectrum. In fact, define the continuous linear functional ϕ ∈ J∗ by
ϕ(U) = 〈x∗, Ux〉, for U ∈ J . Note that ϕ is bounded as |ϕ(U)| ≤ ‖U‖J . For
any U ∈ J notice that
〈∆∗T (ϕ), U〉 = 〈ϕ, TU − UT 〉 = 〈T
∗x∗, Ux〉 − 〈x∗, UTx〉
= β〈x∗, Ux〉 − α〈x∗, Ux〉 = (β − α) 〈ϕ, U〉.
Hence β − α is an eigenvalue of ∆∗T on J
∗ and ∆T is not hypercyclic.
Moreover, apply (∆T )
∗∗ : J∗∗ → J∗∗ to x∗ ⊗ x ∈ J ⊂ J∗∗, whence
(∆T )
∗∗(x∗ ⊗ x) = x∗ ⊗ Tx− T ∗x∗ ⊗ x = (α− β) (x∗ ⊗ x).
In particular, α − β is an eigenvalue of (∆T )
∗∗ and hence ∆∗T is not hyper-
cyclic on J∗. 
To illustrate the above proposition consider a Hilbert space H with or-
thonormal basis (ej) and the diagonal operator D ∈ L (H) defined as
Dej = αjej , where (αj) is a bounded sequence of scalars and j ≥ 1. Then
the commutator map ∆D is not hypercyclic on any separable Banach ideal
J ⊂ L (H) and the same applies to ∆∗D on the dual space J
∗.
Our third observation implies that ∆T is never hypercyclic if T is a small
operator, for instance if T is compact. In fact, we show more generally
that commutator maps induced by Riesz operators are never hypercyclic on
any Banach ideal. This will be based on the result of Kitai [17] that every
connected component of the spectrum of a hypercyclic operator intersects
the unit circle (cf. [3, Theorem 1.18]). Recall that T ∈ L (X) is a Riesz
operator if its essential spectrum σe(T ) = {0} and that Riesz operators are
never hypercyclic [14, p. 160]. The spectrum of a Riesz operator T has the
form
(3.3) σ(T ) = {0} ∪ {λn : n ≥ 1}
where {λn : n ≥ 1} is a discrete, at most countable, possibly empty set
containing eigenvalues of finite multiplicity.
The spectrum of the commutator map ∆T on L (X) was computed by
Lumer and Rosenblum [21]. In fact, the spectrum of ∆T restricted to any
Banach ideal J ⊂ L (X) satisfies the same formula
(3.4) σJ(∆T ) = σ(T )− σ(T ) = {λ− µ : λ, µ ∈ σ(T )}
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for any T ∈ L (X), where σJ(∆T ) denotes the spectrum of ∆T considered
as an operator J → J . For an argument of (3.4) that applies to any Banach
ideal J see for instance the survey [30, Theorem 3.12].
Theorem 3.3. Let X be a Banach space and J ⊂ L (X) be a Banach ideal.
If T ∈ L (X) is a Riesz operator then the induced commutator map ∆T is
not hypercyclic on J .
Proof. It follows from (3.3) and (3.4) that the spectrum of ∆T on J is given
by
σJ(∆T ) = {λn − λm : λn, λm ∈ σ(T ), n,m ≥ 0}
where we define λ0 := 0. Here σJ(∆T ) is a closed and compact set which is
at most countable. Since the map (z, w) 7→ z − w is continuous it follows
that σJ(∆T ) is a discrete set containing the singleton {0} as a connected
component. Consequently the result of Kitai [17] yields that ∆T is not
hypercyclic on J . 
For the next corollary recall that compact operators are examples of Riesz
operators.
Corollary 3.4. Let X be a Banach space and J ⊂ L (X) be a separable
Banach ideal. If T ∈ L (X) is a compact operator then the induced com-
mutator map ∆T is not hypercyclic on J .
Note that if T ∈ K (X) then ∆T = LT − RT is typically not a compact
operator K (X) → K (X). In fact, if X has the approximation property
and X is a reflexive Banach space, then ∆T = LT −RT is a weakly compact
operator K (X) → K (X) whenever T ∈ K (X) (cf. [30, Proposition 2.5]).
We note that it is not difficult to check that ∆T is not compact on K (ℓ
2),
where T is the rank one operator e1 ⊗ e1 on ℓ
2.
To specify another standard class of examples contained in Theorem 3.3
recall that the Banach space X has the Dunford-Pettis property (DPP) if
any weakly compact operator S : X → Y , where Y is an arbitrary Banach
space, maps weak-null sequences of X to norm-null sequences. In particular,
if X has the DPP and S ∈ L (X) is weakly compact, then S2 ∈ K (X) and
S is a Riesz operator. We refer to the survey [12] for examples and properties
of Banach spaces with the DPP.
Corollary 3.5. Let X be a Banach space possessing the DPP and J ⊂
L (X) be a separable Banach ideal. If T ∈ L (X) is a weakly compact
operator then the commutator map ∆T is not hypercyclic on J .
Remark 3.6. By using the related trace duality K (X)∗ = N (X∗) and
arguing as in the proof of Proposition 3.2 one obtains the following fact:
suppose that X∗ has the approximation property, T ∈ N (X∗) and {T, T 2}
is linearly independent. Then ∆T is not a cyclic operator K (X)→ K (X).
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4. Commutator Maps of Hilbert Space Operators
In this section we provide examples of classes of operators on a separable
infinite-dimensional Hilbert space H over the complex field for which the
corresponding commutator operator is not hypercyclic on suitable Banach
ideals J ⊂ L (H).
Commutator operators induced by normal operators, or normal commut-
ators, were first studied by Anderson [2] and later Maher [22] and Kit-
taneh [18], among others, investigated them in the Banach ideal setting. We
consider normal commutator maps acting on the ideal of Hilbert-Schmidt
operators C2. Recall that C2 is complete in the Hilbert-Schmidt norm, which
is defined as
‖T‖22 = tr(T
∗T ) =
∑
k
〈T ∗Tek, ek〉 =
∑
k
〈Tek, T ek〉 =
∑
k
‖Tek‖
2
where T ∈ C2, tr(T ) denotes the trace of T and (en) is any orthonormal
basis of H. The ideal C2 is a Hilbert space with the corresponding inner
product
〈S, T 〉 = tr(T ∗S)
for S, T ∈ C2. Further details on Hilbert-Schmidt operators can be found,
for instance, in [11].
Let X be a Banach space. Recall that U ∈ L (X) is supercyclic if there
exists a vector x ∈ X such that
{λUnx : n ≥ 0, λ ∈ C} = X.
The class of hypercyclic operators is strictly contained in the class of super-
cyclic operators [3, Example 1.15]. Kitai [17] showed normal operators are
never hypercyclic and it follows from a result of Bourdon [6] that they are
never even supercyclic (cf. [14, Theorem 5.30]).
Proposition 4.1. Let H be any Hilbert space and let N ∈ L (H) be a nor-
mal operator. Then the induced commutator operator ∆N is not supercyclic
on C2.
Proof. According to the above mentioned result of Bourdon it will be enough
to verify that the commutator operator ∆N is a normal C2 → C2. For this
recall by the trace duality of Section 3 that ∆N∗ : C2 → C2 is the adjoint of
the commutator map ∆N : C2 → C2.
Hence we get that
∆N∆N∗ = (LN −RN )(LN∗ −RN∗)
= LNN∗ − LNRN∗ −RNLN∗ +RN∗N
= LN∗N − LN∗RN −RN∗LN +RNN∗ = ∆N∗∆N
and the result follows. Note that above we used the facts that left and right
multipliers commute and the normality of N . 
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The next corollary requires the comparison principle which is a useful
general tool formulated by Shapiro [34]. Recall that the continuous map
T : X → X is said to be a quasi-factor of the continuous map T0 : X0 → X0
if there exists a continuous map with dense range Ψ: X0 → X such that
TΨ = ΨT0, that is the following diagram commutes.
X0
T0
//
Ψ

X0
Ψ

X
T
// X
When T0 and T are linear operators and the map Ψ can be taken as linear,
then we say T is a linear quasi-factor of T0. The comparison principle
states that hypercyclicity is preserved by quasi-factors and supercyclicity is
preserved by linear quasi-factors (cf. [3, Section 1.1.1]).
Corollary 4.2. Let J be a Banach ideal contained in C2 and N ∈ L (H) a
normal operator. Then the commutator operator ∆N is not supercyclic on
J .
Proof. The finite rank operators are contained in J and they form a dense
subset of C2. Hence the inclusion map Ψ: J → C2 is a linear map with
dense range, for which ∆N : C2 → C2 is a quasi-factor of ∆N : J → J via
the following commuting diagram.
J
∆N
//
Ψ

J
Ψ

C2
∆N
// C2
If ∆N was supercyclic on J then it would follow by the comparison principle
that it would be supercyclic on C2. However we know from Proposition 3
that ∆N is not supercyclic on C2 and hence ∆N cannot be supercyclic on
J . 
Remark 4.3. To illustrate Corollary 4.2 we let U : H → H be any unitary
operator. The operator cU is normal on H for any constant c 6= 0 and
hence the induced commutator map ∆U is not supercyclic on any Banach
ideal J ⊆ C2. Concrete examples of such operators include the bilateral
backward and forward shifts on ℓ2(Z).
We note that Kitai [17] also showed hyponormal operators on the Hilbert
space H are never hypercyclic and Bourdon [6] proved they are not even su-
percyclic. Recall that the operator T ∈ L (H) is positive, denoted T ≥ 0, if
the inner product 〈Tx, x〉 ≥ 0 for all x ∈ H. We say T ∈ L (H) is hyponor-
mal if T ∗T − TT ∗ ≥ 0 or equivalently if ‖Tx‖ ≥ ‖T ∗x‖ for all x ∈ H. The
class of hyponormal operators contains some well known classes of operators,
for instance the subnormal, normal and self-adjoint operators [16]. However,
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it follows from [10, Exercise II.4.7] that the commutator map ∆T : C2 → C2
is hyponormal if and only if T is normal. Thus hyponormality can not be
directly employed to improve Proposition 3.
A generalisation of hyponormality to the Banach space setting is as fol-
lows, the operator T ∈ L (X) is paranormal if
‖Ux‖2 ≤ ‖U2x‖ · ‖x‖
for all x ∈ X. It follows from Bourdon [6] that paranormal operators are
never supercyclic (see also [14, p. 159]).
This suggests the following related question: if T ∈ L (ℓ2) is normal (or
even hyponormal), does it follow that ∆T is paranormal K (ℓ
2) → K (ℓ2)?
In the case when T ∈ L (ℓ2) is paranormal the following example illustrates
that this does not necessarily hold.
Example 4.4. We show there exists a paranormal operator T ∈ L (ℓ2) such
that the induced commutator map ∆T is not paranormal on the Banach
ideals C2 and K (ℓ
2).
Let T ∈ L (ℓ2) be paranormal such that T ∗ is not paranormal and
ker(T ) 6= {0}. We make the counter assumption that ∆T is paranormal
on K (ℓ2), which implies
(4.1) ‖TS − ST‖2 ≤ ‖T 2S − 2TST + ST 2‖‖S‖
for all S ∈ K (ℓ2).
Our choice of T gives that there exists normalised u, v ∈ ℓ2 such that
Tv = 0 and
(4.2) ‖T ∗u‖2 > ‖T ∗2u‖.
If we consider the rank one operator S = u⊗ v, observe that since Tv = 0
‖TS − ST‖2 = ‖u⊗ Tv − T ∗u⊗ v‖2 = ‖T ∗u‖2
and
‖T 2S − 2TST + ST 2‖ = ‖u⊗ T 2v − 2T ∗u⊗ Tv + T ∗2u⊗ v‖ = ‖T ∗2u‖.
By (4.1) it follows that that ‖T ∗u‖2 ≤ ‖T ∗2u‖, however this contradicts
(4.2) and hence ∆T is not paranormal on K (ℓ
2). The same argument holds
on C2 since ‖u⊗ v‖2 = ‖u‖‖v‖ and thus ∆T is not paranormal on C2.
Finally we show that there exist such an operator T ∈ L (ℓ2). We consider
the forward shift S : ℓ2 → ℓ2, which is paranormal while its adjoint the
backward shift S∗ = B : ℓ2 → ℓ2 is not. The shift S is an isometry on ℓ2 and
by setting Se0 = 0 we may extend it to ℓ
2 ⊕ [e0], which is isomorphic to ℓ
2.
Thus we obtain a paranormal operator on ℓ2 ⊕ [e0] ∼= ℓ
2, with a nontrivial
kernel such that its adjoint is not paranormal.
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5. Dynamics of the Commutator Map of the Backward Shift
In this section we study the dynamical properties of the commutator map
∆cB on K (ℓ
2) induced by scalar multiples cB : ℓ2 → ℓ2 of the backward
shift, where
B(x1, x2, . . . ) = (x2, x3, . . . )
for (xn) ∈ ℓ
2. Recall from Section 2 that the dynamical properties of the
operator T and the multipliers LT or RT acting on Banach ideals are re-
lated. In particular, one expects that reasonable candidates for hypercyclic
commutator maps ∆T on K (ℓ
2) should arise from operators T which satisfy
the Hypercyclicity Criterion and induce commutator maps having (at least)
dense range.
The map ∆B is a classical example of this kind: cB satisfies the Hypercyc-
licity Criterion for |c| > 1, see [3, Example 1.9], and ∆B (K (ℓ2)) = K (ℓ
2).
In fact, in the trace duality of (3.1) one has that(
∆B : K (ℓ
2)→ K (ℓ2)
)∗
= ∆S : N (ℓ
2)→ N (ℓ2)
where S = B∗ ∈ L (ℓ2) is the forward shift S(x1, x2, . . . ) = (0, x1, x2, . . . )
for (xn) ∈ ℓ
2. Moreover, it is a classical fact that U /∈ K (ℓ2) whenever
SU = US and U 6= 0, see [16, Problem 147], whence the annihilator{
∆B
(
K (ℓ2)
)}⊥
= {0} in N (ℓ2).
Our main result demonstrates that ∆cB is not hypercyclic on K (ℓ
2) for
any scalar c. Observe that the point spectrum of S = B∗ is empty, so the
general results from Section 3 do not apply here. Our argument will instead
explicitly demonstrate that ∆cB does not have a dense orbit in K (ℓ
2).
We first prepare the setting for the argument. Let (en) be the orthonormal
unit vector basis in ℓ2 and A = (ai,j) ∈ K (ℓ
2), where the matrix repres-
entation is with respect to (en), that is, ai,j = 〈Aej , ei〉 = (A)i,j . Then the
commutator map ∆B(A) has the matrix representation
∆B(A) = BA−AB =


a2,1 a2,2 − a1,1 a2,3 − a1,2 · · ·
a3,1 a3,2 − a2,1 a3,3 − a2,2 · · ·
a4,1 a4,2 − a3,1 a4,3 − a3,2 · · ·
...
...
...
. . .

(5.1)
It is a known fact that (em ⊗ en)m,n∈N is a Schauder basis for K (ℓ
2) in the
shell-ordering max(m,n) = r, where r ∈ N (see for instance [28, Section
4.3]). For each k ≥ 0 let
Dk = [er ⊗ er+k : r ≥ 1]
where [M ] denotes the closed linear span in K (ℓ2) of the set M ⊂ K (ℓ2).
In other words, Dk consists of the compact operators whose non-zero matrix
elements are supported on the kth (lower) subdiagonal. It is well known that
Dk is complemented in K (ℓ
2) by the canonical norm-1 projection PDk , for
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which
(PDk(B))i,j =
{
(B)r+k,r if (i, j) = (r + k, r) for some r,
0 otherwise,
see for instance [20, Proposition 1.c.8]. Observe that (5.1) states that ∆B
maps the subdiagonal Dk to the subdiagonal Dk−1 immediately above it for
each k ≥ 1. This fact will be essential for the below argument.
Theorem 5.1. Let B ∈ L (ℓ2) be the backward shift operator. Then the
commutator map ∆cB is not hypercyclic K (ℓ
2) → K (ℓ2) for any constant
c.
Proof. Fix c 6= 0. We assume to the contrary that A = (ai,j) ∈ K (ℓ
2) is a
hypercyclic vector for ∆cB.
We define a sequence fk : D → C of analytic functions on the open unit
disk D by
fk(z) =
∞∑
r=1
ak+r,rz
r−1
where z ∈ D, k ≥ 0 and the sequence (ak+r,r) is composed of the matrix
elements of the kth subdiagonal of A = (ai,j). Each function fk is clearly
analytic in D since (ak+r,r)r≥1 is a bounded sequence for k ≥ 0.
Let H(D) be the space of analytic functions on D. Next we define a
transformation τ : H(D)→ H(D) by
(τg)(z) = b1 +
∞∑
r=2
(br − br−1) z
r−1
whenever g(z) =
∑∞
r=1 brz
r−1 ∈ H(D). Observe that if we apply τ to fk(z)
we get
(τfk)(z) = ak+1,1 +
∞∑
r=2
(ak+r,r − ak+r−1,r−1) z
r−1, z ∈ D.
In particular, by (5.1) the map τ encodes the manner in which ∆B maps the
matrix elements of A on the kth subdiagonal Dk to the subdiagonal Dk−1.
Furthermore, notice for z ∈ D and k ∈ N that
(τfk)(z) = ak+1,1 + (ak+2,2 − ak+1,1)z + (ak+3,3 − ak+2,2)z
2 + · · ·
= (1− z)fk(z).
By n-fold iteration we get that
(5.2) (τnfk) (z) = (τ ◦ · · · ◦ τfk)(z) = (1− z)
nfk(z)
for all z ∈ D, k ≥ 0 and n ≥ 1.
Let Mk = [em⊗ en : 1 ≤ m,n ≤ k] for k ∈ N and denote by Pk : K (ℓ
2)→
Mk the natural norm-1 projection defined for B = (bi,j) ∈ K (ℓ
2) by
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(Pk(B))i,j = bi,j for 1 ≤ i, j ≤ k and (Pk(B))i,j = 0 otherwise. Next
fix ε > 0 small enough so that
(5.3) 3 |c| ε < 1.
Since A ∈ K (ℓ2) it is well known that limk ‖A− PkA‖ = 0, see for instance
[9, Theorem 4.4]. Hence there exists kε ∈ N such that ‖A− PkA‖ < ε for
all k ≥ kε. In particular,
(5.4) |ak+r,r| ≤ ‖A− PkA‖ < ε
for r ∈ N and k ≥ kε.
Recall by our counter assumption that A ∈ K (ℓ2) is a hypercyclic vector
for ∆cB. Next we approximate the rank one operator e1 ⊗ e1 = (di,j) ∈
K (ℓ2), where d1,1 = 1 and di,j = 0 for i > 1 or j > 1, that is
e1 ⊗ e1 =


1 0 · · ·
0 0 · · ·
...
...
. . .


Hence it follows from our counter assumption that there exists an integer
n > kε such that
‖∆ncB(A)− e1 ⊗ e1‖ < ε.
Let gn : D→ C be the analytic function on D derived from the above main di-
agonal D0, that is, gn(z) =
∑∞
r=1 hrz
r−1, where hr = (∆
n
cB(A)− e1 ⊗ e1)r,r
for r ∈ N. Observe that∥∥PD0 ◦ (∆ncB(A)− e1 ⊗ e1)|Dk∥∥ ≤ ‖∆ncB(A)− e1 ⊗ e1‖ < ε
so that |hr| < ε for each r. Observe further that gn encodes the way
∆ncB(A)−e1⊗e1 maps the subdiagonal Dk to the main diagonal D0, whence
gn = c
nτnfn − 1
by (5.2). Moreover, it follows by a geometric series estimation that
|gn(z)| ≤
∞∑
r=1
|hr| |z|
r−1 ≤ ε
∞∑
r=1
|z|r−1 ≤
ε
1− |z|
, z ∈ D.(5.5)
Recall further by (5.4) that |an+r,r| < ε for all r ∈ N and n > kε. The
geometric series estimate applied to fn(z) =
∑∞
r=1 an+r,rz
r−1 yields for any
z ∈ D satisfying |z| ≤ 1− 3ε that one has
(5.6) |fn(z)| ≤
∞∑
r=1
|an+r,r| |z|
r−1 ≤ ε ·
1
1− (1− 3ε)
=
1
3
.
On the other hand, for z0 = 1− 3ε we have by (5.5) that
(5.7) |gn(z0)| ≤
ε
1− |z0|
=
ε
1− (1− 3ε)
=
1
3
.
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Recall next that |3cε|n < 1 by (5.3) for n ≥ kε so that |fn(z0)| ≤
1
3 by (5.6),
whence
|(3cε)n fn(z0)| <
1
3
.
For the point gn(z0) this means that
(5.8) |gn(z0)| = |c
n(1− z0)
nfn(z0)− 1| = |c
n (3ε)n fn(z0)− 1| >
2
3
.
The fact that (5.7) and (5.8) contradict each other implies that ∆cB can
not be hypercyclic. 
Remark 5.2. Let X = ℓp for 1 < p <∞ or X = c0. The result in Theorem
5.1 also holds for the backward shift B ∈ L (X) and the commutator map
∆cB : K (X) → K (X). The argument for this extension is identical to the
one for X = ℓ2.
The simple observation that ∆I+cB = ∆cB allows us to extend Theorem
5.1 to the family of operators I+cB : ℓ2 → ℓ2, where I is the identity operator
on ℓ2 and c 6= 0. This family of operators was shown to be hypercyclic
by Salas [32] and Leo´n-Saavedra and Montes-Rodr´ıguez [19] proved they
satisfy the Hypercyclicity Criterion. In fact more is true and below we see
that Theorem 5.1 also holds for analytic polynomials in the backward shift
B. For any polynomial p(z) =
∑m
j=0 cjz
j , where m ∈ N and cj ∈ C for
0 ≤ j ≤ m, we define the related operator p(B) =
∑m
j=0 cjB
j ∈ L (ℓ2). For
example, if p(z) = z + z2, then
p(B)(x1, x2, . . .) = (x2 + x3, x3 + x4, . . .), x = (xk) ∈ ℓ
2.
Theorem 5.3. Let p(B) : ℓ2 → ℓ2 be any analytic polynomial in the back-
ward shift B. Then the induced commutator operator ∆p(B) is not hypercyc-
lic on K (ℓ2).
Proof. Let p(z) =
∑m
j=0 cjz
j , where cm 6= 0 and m ≥ 1. The argument is a
modification of the one for Theorem 5.1. We will keep the notation of that
argument and only indicate the required changes.
Observe that by (5.1) the commutator operator ∆Bj maps the k
th subdi-
agonal Dk in K (ℓ
2) to the (k − j)th diagonal Dk−j for each j = 1, . . . ,m.
Note here that if k − j < 0 then Dk−j is a superdiagonal in K (ℓ
2).
Assume again to the contrary that A = (ai,j) ∈ K (ℓ
2) is a hypercyclic
vector for ∆p(B). As above we define the analytic maps fk ∈ H(D) by
fk(z) =
∞∑
r=1
ak+r,rz
r−1, z ∈ D
which are related to the kth subdiagonal of A = (ai,j) for k ≥ 0. For each
fixed j ≥ 2 define the corresponding transformation τj : H(D) → H(D),
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which acts on fk by
(τjfk)(z) = ak+1,1 + · · ·+ ak+j,jz
j−1 +
∞∑
r=j+1
(ak+r,r − ak+r−j,r−j) z
r−1
= (1− zj)fk(z).
In this case n-fold iteration satisfies
(5.9) (τnj fk)(z) = (1− z
j)nfk(z), z ∈ D
for each j and k satisfying 1 ≤ j ≤ m and k ≥ n · j.
Let ε > 0 be given. Since A ∈ K (ℓ2) is a hypercyclic vector for ∆p(B) we
may choose (following the proof of Theorem 5.1 and its notation) a power
n ≥ kε so that ∥∥∥∆np(B)(A)− e1 ⊗ e1∥∥∥ < ε.
Let gn(z) =
∑∞
r=1 hrz
r−1 be the analytic map derived from the main diag-
onal of the operator ∆n
p(B)(A)− e1 ⊗ e1. The crucial observation is that the
analytic map
gn = (cm)
m(1− zm)nfmn − 1
on D precisely encodes the manner in which ∆n
p(B)(A) − e1 ⊗ e1 maps the
subdiagonal Dmn to D0. Here |hr| < ε for each r ∈ N, since again∥∥∥PD0 ◦ (∆np(B)(A)− e1 ⊗ e1)|Dmn∥∥∥ ≤ ∥∥∥∆np(B)(A)− e1 ⊗ e1∥∥∥ < ε.
Following these preparations one finds the desired contradiction once ε > 0
is small enough as in the proof of Theorem 5.1 by using (5.9). 
The following corollary shows that Theorems 5.1 and 5.3 also hold on any
Banach ideals contained in K (ℓ2).
Corollary 5.4. Let p(B) : ℓ2 → ℓ2 be any analytic polynomial in the back-
ward shift B. Then the commutator map ∆p(B) is not hypercyclic on any
Banach ideal J ⊂ K (ℓ2).
Proof. The finite rank operators are contained in J and they form a dense
subset of K (ℓ2). Hence the inclusion map Ψ: J → K (ℓ2) is continuous
with dense range, so that ∆p(B) on K (ℓ
2) is a quasi-factor of ∆p(B) on J
via the following commuting diagram.
J
∆p(B)
//
Ψ

J
Ψ

K (ℓ2)
∆p(B)
// K (ℓ2)
By arguing as in Corollary 4.2 it follows that ∆p(B) cannot be hypercyclic
on J . 
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Following from Theorem 5.1, it is natural to consider the case of the
bilateral backward shift B : ℓ2(Z)→ ℓ2(Z). However we know from Remark
4.3 that the induced commutator map ∆B cannot be supercyclic on any
Banach ideal J ⊆ C2, since B is unitary on ℓ
2(Z). So in particular ∆cB is
not hypercyclic on J for any c 6= 0. We note however that the results of
Sections 4 and 5 do not apply to the case ∆cB : K
(
ℓ2(Z)
)
→ K
(
ℓ2(Z)
)
.
Another class of reasonable candidates to give hypercyclic commutator
maps are the dual hypercyclic operators. We recall that T ∈ L (X) is
dual hypercyclic if both T and its adjoint T ∗ are hypercyclic and the first
examples were obtained by Salas [31, 33] and Petersson [25].
This approach is further supported by the correspondence, established
by Bonet et al. [4], between the hypercyclic properties of the multipliers
LT , RT and, respectively, the operators T and T
∗. However we will see
dual hypercyclic operators do not necessarily induce hypercyclic commutator
maps.
Example 5.5. We first observe that there exists a dual hypercyclic operator
such that the induced commutator map is not hypercyclic on any separable
Banach ideal J ⊆ K
(
ℓ2(Z)
)
.
We consider the dual hypercyclic operator from [33] which is of the form
I + T : ℓ2(Z) → ℓ2(Z), where T is a weighted backward shift and I is the
identity operator. Note from [33, Remark 3.2] that the spectrum σ (I + T ) =
{1}. If we consider the induced commutator map ∆I+T on a separable
Banach ideal J ⊆ K
(
ℓ2(Z)
)
, then it follow from (3.4) that its spectrum is
σJ (∆I+T ) = {0}. Since it does not intersect the unit circle it follows by
Kitai’s condition, (cf. [3, Theorem 1.18]), that it is not hypercyclic.
Next we recall that the dual hypercyclic operators constructed in [31]
and [25] are invertible weighted backward shifts on, respectively, ℓ2(Z) and
ℓp(N), for 1 < p < ∞. It is known from the survey of Shields [35, Section
5] that their spectra are annuli centred at the origin and hence the above
argument does not apply to these particular operators.
We conclude by mentioning some natural questions that arise from our
study. If we consider the question of supercyclicity of ∆cB, the argument
of Theorem 5.1 does not seem applicable. So one question arising from
Theorem 5.1 is whether ∆B : K (ℓ
2)→ K (ℓ2) is supercyclic?
The main remaining question is does there exist a separable Banach ideal
J ⊂ L (X) and T ∈ L (X) such that the commutator map ∆T : J → J
is hypercyclic? Are the dual hypercyclic operators from [31] and [25] good
candidates to induce such a hypercyclic commutator map? It is also possible
to consider weaker topologies on L (ℓ2) and ask whether there exists T ∈
L (ℓ2) such that ∆T is hypercyclic on L (ℓ
2) with respect to the strong
operator topology.
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