Abstract. This papers shows the convergence of optimal control problems where the constraint function is discretised by a particle method. In particular, we investigate the viscous Burgers equation in the whole space R by using distributional particle approximations. The continuous optimisation problem is derived and investigated. Then, the discretisation of the state constraint and the resulting adjoint equation is performed and convergence rates are derived. Moreover, the existence of a converging subsequence of control functions, obtained by the discrete control problem, is shown. Finally, the derived rates are verified numerically.
Introduction
Finite element and finite volume methods enjoy limited use in deforming domain and free surface applications due to exorbitant computational demands. However, particle methods are ideally suitable for simulating those kind of problems [20] . Over the last thirty years different approaches to these methods were developed.
In classical particle methods, see e.g. [17, 14] , a function is approximated in a distributional sense, i.e. by Dirac measures as shown in the following definition. Definition 1.1. A (distributional) particle approximation of a function ϕ : R → R is denoted by
where h i are quadrature weights.
Obviously, the approximation by Dirac measures satisfies
with an appropriate measure µ. "Smoothed particle hydrodynamics" (SPH) [16, 15, 7] , uses the approximation of the Dirac distribution by a continuous function with an appropriate choice of the smoothing parameter ε, which is called a Dirac sequence. Moreover, the particles are equipped by a mass, which allows a good physical interpretation of this method. This method uses a strong formulation of the equation system.
In contrast, meshless Galerkin and partition of unity methods [18] use the weak formulation for solving a system of differential equations. These methods approximate the solution space by basis functions. This basis is obtained by e.g. RKPM (Reproducing Kernel Particle Method) or MLS (Moving Least Squares) [7] . Note that this is a generalisation of finite elements.
Another mesh-less approach is the Finite Pointset Method (FPM). It is similar to the classical particle method described in the very beginning. The approximation operators, like gradient or Laplacian, are obtained by finite differences, in particular by applying a least squares approach. This method also uses the strong version of a differential equation. For details see [5, 6, 20] .
In this paper we consider the analytical aspects of optimisation using the first method, i.e. distributional particle approximation. The optimisation, performed by using the Lagrangian technique, is exemplified on a problem subject to the viscous Burgers equation, i.e. minimise the cost functional J(y, u) subject to ∂ t y + y∂ x y − ν∂ xx y = u in R × (0, T )
y(x, 0) = y 0 (x) in R where T > 0 denotes the final time and ν > 0 the viscosity. First results and strategies on applying optimisation to particle methods are shown in [13, 9] . The application to optimisation of free surface problems is investigated in [10, 12] .
We start with deriving the adjoint equation and the gradient of the continuous problem. Moreover, we prove existence and uniqueness of the adjoint and show the existence of a solution to the minimisation problem. Then, the state and adjoint equation is discretised by a particle method. Again, we investigate the resulting system and show the existence of a optimal control for the discrete optimisation problem. Finally, we show the existence of a converging subsequence of controls obtained by the discrete optimiation to the analytical solution and confirm the derived results numerically.
Throughout this paper, we use the following notation. The sets
} are Hilbert-spaces. For these spaces the embedding V ֒→ H = H * ֒→ V * holds. The space V ⊂ V denotes the space of functions with bounded support, i.e. y ∈ V ⇒ supp y ⊆ [a, b], ∞ < a ≤ b < ∞. Moreover, we denote the Riesz isomorphism by R V : V → V * .
Among others, we use the following relations. The estimation
is called Young's inequality [1] . To estimate the V * norm, we use
which is a direct consequence of the Riesz representation theorem. For the estimation of the time dependency, we state Gronwall's lemma which reads for u :
where c 1 ∈ R is a constant and g : [0, T ] → R + 0 .
Optimal Control Problem
We define the set of admissible control functions by
for a fixed final time T > 0 and −∞ < u l ≤ u u < ∞. We consider the following minimisation problem: Minimise
over (y, u) ∈ W (V ) × U ad subject to the viscous Burgers equation
where ν > 0 denotes the viscosity, χ c ∈ C ∞ 0 (R) a spatial localisation function with bounded support and y d ∈ H the desired state at final time T . Both functions are supposed to have compact support.
The weak formulation of (1) is given by
for all ϕ ∈ V, ψ ∈ H and a.e. t ∈ (0, T ). Here B :
. Hence, the following relation holds
where C = χ c L ∞ . In the following we state the existence of a unique solution to (2) and show its boundedness.
Theorem 2.1. Let y 0 ∈ V and u ∈ H 1 (0, T ). Then there exists a unique weak solu-
Proof. For the existence and uniqueness we refer to [8] . As the initial value y 0 has bounded support and the right hand side is sufficiently smooth, in particular χ ∈ C ∞ 0 (R) and u ∈ C 0 (0, T ), the proof in [8] is also valid for (2). Theorem 2.2. Let u ∈ H 1 (0, T ), y 0 ∈ V and y ∈ W (V ) ∩ L ∞ (V ) be the solution to the viscous Burgers equation (2) . There exists a constant C > 0, only depending on ν, T , and χ c , such that
holds. Hence we get 1 2
by multiplying the state equation (14) by y and integration over R.
Integration over (0, t) yields
Due to Gronwall's lemma we obtain
The L 2 (V * ) estimation is obtained by multiplying R
due to the embedding V ֒→ H and V ֒→ L ∞ . Since (5) and (4) hold we obtain
Finally, we estimate the L ∞ (V ) bound by multiplying the state equation (14) by −∂ xx y and integrating over R.
Setting γ = ν and using Young's inequality yields
Integrating over (0, T ) yields
By applying Gronwall's lemma we obtain
H ) due to (5) . Analogous to the derivation of (4) we obtain
Combining all results yields the assumption.
We introduce the constraint function e = (e 1 , e 2 ) :
the optimal control problem can be understood as the constrained minimisation problem:
The Fréchet derivatives with respect to x = (y, u) are denoted by a prime and with respect to y and u by e y and e u , respectively. Proof. See [11] , p. 66.
The following theorem states the existence of a solution to the optimal control problem (P) .
Theorem 2.4. There exists an optimal solution to (P) .
Proof. Due to theorem 2.1 there exists a unique solution (2) for every u ∈ U ad . Moreover, J(y, u) ≥ 0 for all y ∈ W (V ) and u ∈ U ad . Hence,
exists. We define a minimising sequence (y n , u n ) ∈ X by e(y n , u n ) = 0 and
is bounded there exists a subsequence of u n , again denoted by u n , with
andū ∈ U ad as U ad is weakly closed. The states y n are bounded y n W (V ) ≤ C. Hence, there exists a subsequence of y n with
≤ C, and hence we obtain a subsequence
for a.e. t ∈ (0, T ) and due to the embedding V ֒→ C 0,α (R), for 0 < α < 1 2 , we get
due to Banach Alaoglu [1] . Furthermore, this implies
. (9) Since (8) holds we obtain for all ϕ ∈ L 2 (V )
due to (9) . Moreover, we get
and (7) hold. This yields e 1 (ȳ,ū) = 0. The convergence of y n toȳ in W (V ) also yields y n (0) ⇀ȳ(0) in H and hence
which yields e 2 (ȳ,ū) = 0. Finally, we conclude
Due to definition J is lower-semi-continuous, i.e.
As J(ȳ,ū) ≤ j we obtain J(ȳ,ū) = j and hence j is a minimum.
We define the Lagrange functional by
which enables us to state the first order optimality condition.
be an optimal solution to (P) . There exist Lagrange multipliersp ∈ W (V ) andλ ∈ H satisfying the first order necessary optimality condition
Proof. For all u ∈ U ad there exists a unique y ∈ W (V ) such that e(y, u) = 0. If e y (y(u), u) ∈ L(W (V ), Z * ) has a bounded inverse for all u ∈ U ad then there exist Lagrange multiplier (p,λ) ∈ Z satisfying (10), cf. e.g. [3] . Therefore, we show the bijectivity of e y (y, u), that is, for all (η, ξ) ∈ Z there exists a v ∈ L 2 (V ) such that
Due to the definition of e we get for the derivative with respect to the state
we rewrite e y (y, u) as
for all ψ ∈ V and a.e. t ∈ (0, T ). To show the unique solvability of (11) it suffices to show that a(t; ·, ·) is continuous and weak V -coercive, i.e.
(cf. e.g. [19] , p. 112). The bilinear form a(t; ·, ·) is continuous as
due to Young's inequality and theorem 2.2
The adjoint equation is given by
for all ϕ ∈ V and ψ ∈ H. The variational inequality yields withĴ(u) = J(y(u), u) for a minimumū ∈ U ad
and hence the gradient reads
A detailed derivation of the adjoint equation and gradient can be found in [23] .
Theorem 2.6. The adjoint equation has a unique solution p ∈ W (V ). Moreover, there exists a constant C > 0 such that
Proof. The existence and uniqueness is show in the proof of theorem 2.5. The estimation is a direct consequence of the existence proof, see e.g. [19] , p. 112 or [24] , p. 424.
holds for y 1 , y 2 ∈ W (V ).
Proof. We define p i := p(y i ). The adjoint equation (12) yields forp i (t) = p i (T − t) and
for all ϕ ∈ V . Introducing z(t) :=p 1 (t) −p 2 (t) and setting ϕ = z(t) yields
Therefore, we obtain 1 2
2 H which finally yields
The second term of the right hand side is estimated by
Combining the results yields
Discretisation via Particle Methods
In this paper we consider the classical particle method. This approach approximates an arbitrary function y ∈ C k (R), by a finite dimensional basis of Dirac delta distributions. In particular we obtain for k ≥ 0 the approximation operator Π h :
where δ denotes the Dirac delta distribution, x i are the supporting points and ω i are quadrature weights, cf. [17] . This approximation is motivated by
for appropriate functions y, ϕ and inner products.
Remark. In case of time dependent interpolations the supporting points are moving. Let v ∈ L ∞ (R × (0, T )) be a given velocity field. Then the time dependent supporting points are given by the characteristic curve ∂ t Φ(X, t) = v(Φ(X, t), t) and Φ(X, 0) = X and the time dependent interpolation operator
Note that the quadrature weights ω i are time-dependent, in particular they are depending on the positions Φ(X i , t). These weights can be obtained by ω i (t) = J (X i , t)ω i (0), where J := det(∇Φ), since
and Φ(Ω, 0) = Ω. ⋄ In order to obtain a continuous approximation of y it is possible to "smooth" the Dirac delta distribution by using a Dirac sequence, i.e. convolve the Dirac delta distribution with a smoothing kernel, cf. e.g. [17] . Hence, we define the continuous approximation operator
where δ ε denotes a Dirac sequence as defined in the following lemma.
Lemma 3.1. Assume that there exists an integer r ≥ 1 such that
Then we have for some constant c > 0 and for all functions y ∈ W r,p (
Proof. See [17] , p. 267.
In the following we only use smooth kernel functions ζ ∈ C ∞ (R). The handling of time-dependency is analogous to the previous one, in particular
The interpolation error for the smooth operator Π h ε (t) is stated in the following theorem. Theorem 3.2. Let the velocity v ∈ L ∞ ((0, T ); W m+1,∞ (R)) and δ ε ∈ W m+s,1 (R) be as stated in lemma 3.1 for 0 < ε ≤ 1. Then there exists some constant c > 0 such that for all y ∈ W k,p (R), k = max(m + s, r) and 1 < p < ∞
Proof. See [14] for the estimation of the seminorm or [11] for the above estimate of the norm.
More details about the analytical background of this method can be found in [17, 14, 11] .
Discretisation of the Optimal Control Problem
In this section we state the discretisation of the forward problem by a particle method and the corresponding optimal control problem. We derive the discretisation error of the forward and adjoint system and estimate the discrepancy between the optimal control function obtained by the analytical approach and the one obtained by the particle approach.
First we discretise the forward system (1) by the method described in the previous section. For this, we introduce the spaces P := (H 1 (0, T )) N and P L := (L 2 (0, T )) N with the following inner products and norms
for ξ, η ∈ P . Here, h i denotes the initial point distance. We set
where the particle positions Φ i are given by
for Φ ∈ P . Then we get the particle representation
for all ϕ ∈ V , ψ ∈ H.
Remark. For the numerical implementation we use, similar to the finite element method, test functions of the form
which yield mass matrices. Moreover, we only discretise the support of the initial value (plus neighbourhood), i.e. if supp y 0 = [a, b] then for smallε > 0 a −ε ≤ X i ≤ b +ε holds for all i = 1, . . . , N . ⋄ The optimisation is performed by a "first optimise, then discretise" approach [13] . Hence, we discretise the adjoint equation (12) separately. In order to avoid interpolations we choose the same point set as obtained by the forward system. In particular, we get for (15) the particle representation of the adjoint equation as
for all ϕ ∈ V and ψ ∈ H. The discrete minimisation problem is then (P h ) minimise J(y h , u) subject to (14) First, we show the existence of a unique discrete solution (y h , Φ) to (14) and its boundedness.
Assumption 4.1. Let y 0 ∈ V and u ∈ U ad . Then the discrete problem (14) has a unique solution
Assumption 4.2. Let (y h , Φ, u) ∈ X h be the solution to (14) . Then the discrete adjoint equation (16) has a unique solution p h ∈ W (V ).
Theorem 4.3. Let y 0 ∈ V and u ∈ U ad . Furthermore, let (y h , Φ) be as stated in theorem 3.2.
Then the discrete solution
and Φ P ≤ C state + C supp holds for a constant C supp > 0 depending on V only and C state > 0 as defined in theorem 2.2.
Proof. The estimation of y h L ∞ (V ) + y h W (V ) is analogous to the proof of theorem 2.2, in particular
as Φ i (0) < C depending on the support of the initial condition, cf. previous remark.
, m ≥ 1 be the solution to the continuous system and y h ∈ W (V ) ∩ L ∞ (V ) the solution to the discrete system. Then
Proof. The continuous solution y ∈ W (V ) satisfies
for all ϕ ∈ V and the discrete solution y h ∈ W (V )
for all ϕ h ∈ V . Hence, by using the fact that y(t)∂ x y(t), ϕ H = − y(t)∂ x y(t), ϕ H − y(t) 2 , ∂ x ϕ H and with z := y − y h we get
We start with estimating ∂ t z L 2 (V * ) by setting
To estimate the L 2 (V ) error of y − y h we set ϕ h = ϕ I + z where
holds. Setting γ 1 = ν 2C and integrating over (0, T ) yields
Using (17) we obtain
and hence
Now we consider the right hand side terms.
The second term is given by
due to theorem 3.2 again and the fact that the discrete initial value is defined by y h (0) = Π h ε y 0 . Combining all results finally yields the assumption.
Theorem 4.5. There exists an optimal solution to (P h ) .
Proof. Due to theorem 4.1 there exists a unique (y
exists. We define the minimising sequence (y hn , Φ n , u n ) ∈ W (V ) × P × U ad by J(y hn , u n ) → j as n → ∞ and (y hn , Φ n , u n ) solves (14) .
The convergence for the y h equations are analogous to the proof of theorem 2.4 As Φ is bounded in P there exists a subsequence with
and hence y(t) ∈ C 0,α (R) as the embedding V ֒→ C 0,α (R) holds due to Morrey's lemma, cf. e.g. [1] . Due to y h (t) ⇀ * ȳ h (t) in L ∞ (R) and (18) we obtain
Combining all above results gives (ȳ h ,Φ,ū) also solves (14) . Due to definition J is lowersemi-continuous, i.e.
As J(ȳ h ,ū) ≤ j we obtain J(ȳ h ,ū) = j and hence j is a minimum. Theorem 4.6. Let (y h , Φ, u) ∈ X h be the solution to (14) and p h ∈ W (V ) the solution to (16) . Then the estimate
Proof. Since the supporting points are given, the proof is analogous to the theorem 2.6. Now we state the difference of the adjoint equations derived in section 2 with the one obtained above, in particular (12) and (16), for a fixed
, m ≥ 1, be the solution to (12) and p h ∈ W (V ) the solution to (16) with respect to y. Then the estimate
Proof. Analogous to the proof of theorem 4.4.
Finally, we show the convergence of the optimal control function obtained by the analytical optimisation (P) , denoted by u ∈ U ad and the numerical one (P h ) , denoted by u h ∈ U ad . Lemma 4.8. Let u ∈ U ad be a solution to (P) and u h ∈ U ad be a solution to (P h ) . Then there exists C > 0 independent of h such that
Proof. We only show u h H 1 (0,T ) ≤ C. The first order optimality condition yields
for a minimum (y h , Φ, p h , u h ). Hence we get
due to theorem 4.6 and the embedding H 1 (0, T ) ֒→ L 2 (0, T ). As a consequence of theorem 4.3 we obtain
is independent of h and since u h = Proj(s) is bounded, i.e. u h L ∞ (0,T ) ≤ C, we obtain
Using the fact that Proj is continuous, we obtain
which proves the assumption.
Lemma 4.9. Let u ∈ U ad be a solution to (P) and u h ∈ U ad to (P h ) . Then there exists a subsequence u hn of u h such that
Proof. We define the sequence (y h , p h , u h ) ∈ W (V ) × W (V ) × U ad such that it is a solution to (P h ) . Since u h ∈ U ad is bounded in H 1 (0, T ) there exists a converging subsequence
As the embedding H 1 (0, T ) ֒→ L 2 (0, T ) is compact, we obtain a subsequence
Since U ad is weakly closed, alsoũ ∈ U ad . Due to theorem 4.4 we get
where y(u) denotes the solution of e(y, u) = 0 and y h (u) to e h (y h , Φ h , u) = 0. Hence, we obtain
due to the continuity of the solution operator y h (u) and (19) . The same holds true for p, i.e.
Hence,
due to lemma 2.7.
Combining the above results yields
We define
we obtain
and therefore
Since the projection Proj is Lipschitz continuous, we get
and henceũ = u and we get for the defined subsequence
Remark. It is possible to show that, satisfying the second order sufficiency condition, there exists a h 0 > 0 such that for all h < h 0
For further details we refer to [11] . ⋄
Numerical Results
In this section we verify the derived convergence rates numerically. The setting used is ν = 1, T = 1, u l = 0, u u = 100 and y(0) ≡ 0. The cost functional is
and the localisation function χ c (x) = exp(−5x 2 ). Moreover, the number of time steps is set to N t = 500, which is large enough to avoid significant errors due to time integration. To get a reference solution, we perform the optimisation of the viscous Burger's equation on a fine fixed grid (h ≃ 10 −3 ) and denote the solution by (y, p, u) in the following. Then the particle solutions are evaluated by using a steepest descent algorithm with Armijo rule, see e.g. [4] . The δ ε -function for the interpolation operator Π h ε is given by
which satisfies r = 2 for the momentum stated in lemma 3.1. We start with an optimisation for ε = 0.3 and h = 0.1. The results, see figure 1 , show a good convergence rate. As expected, we have a steeper decrease of the gradient norm during the first steps, then we get a more or less stable convergence rate of approximately 1.0. No Armijo step size reductions are needed. The expected final state is qualitatively reached but, due to the regularisation, we only reach a maximal value of 5 instead of the expected value 10.
Then we verify the convergence rate of the continuous optimisation, in particular the reference solution, and the discrete one. For this we first fix the point distance h to h = 0.1 and vary ε. Hence, we expect an error of
where m depends on the continuous solution. The H 1 (0, T ) error for u and the L 2 (V ) error for y, see figure 2 (a), show a good coincidence with the predicted error. Next, we fix ε to ε = 0.1 and vary the initial point distance h. Figure 2 (b) shows again the H 1 (0, T ) error for u and the L 2 (V ) error for y. The expected relation
is satisfied for the u-difference quickly, i.e. from 1/h = 50 on we obtain a constant error norm. The difference of y has more regularity, i.e the h m term is dominating in contrast to the constant C.
Finally, we choose ε depending on h by the ε = h which is validated by figure 3.
Conclusion
In this paper we derived the optimality system for the minimisation of a cost functional subject to the viscous Burgers equation in the whole space R. First, the boundedness of the state and adjoint equation was stated. Moreover, we have shown the existence of a minimiser to the continuous optimisation problem and the existence and uniqueness of a solution to the adjoint system. Both systems, the state and adjoint system, were discretised by a particle approximation obtained by Dirac sequence and the corresponding discretisation errors were derived. Further, we proved the existence of a strong converging subsequence of discrete optimal control functions to the continuous optimal control. Finally, the derived convergence rates are verified numerically. 
