We prove some unique factorization results for tensor products of free quantum group factors. They are type III analogues of factorization results for direct products of bi-exact groups established by Ozawa and Popa. In the proof, we first take continuous cores of the tensor products, which satisfy a condition similar to condition (AO), and discuss some factorization properties for the continuous cores. We then deduce factorization properties for the original type III factors. We also prove some unique factorization results for crossed product von Neumann algebras by direct products of bi-exact groups.
Introduction
We say a II 1 factor is prime if it is not isomorphic to tensor products of II 1 factors. The first example of such a factor was given by Popa [19] . He proved that any free group factor LF ∞ (with uncountably many generators) is prime. In [7] , Ge proved that LF n (with n ≥ 2) are prime by computing Voiculescu's free entropy. Ozawa then proved that all free group factors are solid [14] , meaning that the relative commutant of any diffuse von Neumann subalgebra is amenable (namely, injective). Solidity immediately yields primeness of any diffuse non-amenable subalgebras. Ozawa's proof relied on the notion of condition (AO) (see Subsection 2.1) and C * -algebraic methods. Peterson gave a new proof of solidity of free group factors [16] .
In [7] , Ge asked the following question:
• Is LF 2 ⊗ LF 2 isomorphic to LF 2 ⊗ LF 2 ⊗ LF 2 ?
Here the symbol ⊗ means the tensor product as von Neumann algebras. This is an extended primness problem for free group factors, which mentions numbers of tensor components. The question was solved by Ozawa and Popa [15] . They used a combination of a tensor product analogue of condition (AO) and Popa's intertwining techniques, and obtained a relative version of Ozawa's solidity theorem. As a result, they deduced the following theorem, which gave a complete answer to the problem. See [2, Section 15] for bi-exactness below.
Factorization theorem of Ozawa and Popa. Let Γ i (i = 1, . . . , m) be non-amenable, ICC, bi-exact discrete groups and N j (j = 1, . . . , n) be II 1 factors. If LΓ 1 ⊗ · · · ⊗ LΓ m = N 1 ⊗ · · · ⊗ N n (=: M ) and m ≤ n, then m = n and there are u ∈ U (M ), σ ∈ S n , and t i > 0 with t 1 · · · t n = 1 such that uN σ(i) u * = LΓ Here recall that for a II 1 factor M and t > 0, the amplification M t is defined (up to * -isomorphism) as pM p ⊗ M n for any n ∈ N with t ≤ n and any projection p ∈ M with trace t/n. We also recall that II 1 factors M and N are stably isomorphic if M t ≃ N s for some t, s > 0. For any II 1 factors M i and t > 0,
for some large n, m and projections p, q with traces t/n and 1/mt. So any II 1 factor tensor decomposition is determined up to amplifications of tensor components. The theorem above then means the uniqueness of the tensor decomposition up to stable isomorphism.
In the present paper, we study similar factorization results for free quantum group factors. It is known that these factors satisfy condition (AO) [28] [30] [29] , and in fact tensor products of these factors satisfy an analogue of condition (AO) mentioned above for free group factors (see Proposition 3.1.2). So Ozawa-Popa's factorization result is true if each tensor component is a non-amenable II 1 factor. However these factors often become type III and, in the general case, Popa's techniques are no loner available.
To avoid the difficulty, we take continuous cores. A condition (AO) type phenomenon on cores of these factors was already observed in [10] , and we generalize it to cores of the tensor products. This enables us to discuss some factorization properties on the continuous cores. In particular, we deduce some one-to-one correspondence with respect to Popa's embedding (see Subsection 2. 3) between tensor components on the cores. We then turn to see original type III algebras and deduce some factorization results. Thus we obtain the following theorem which is the main conclusion of the paper. See Definition 2.2.1 for the class C, which contains (duals of) free quantum groups, and Subsection 2.1 for type III 1 factors, Sd-invariants, continuous cores C φ (N ), and centralizer algebras (N i ) φ i below.
Theorem A. LetĜ i (i = 1, . . . , m) be discrete quantum groups in C and N j (j = 1, . . . , n) be non-amenable von Neumann algebras which admit almost periodic states. Assume that there is an inclusion N := N 1 ⊗ · · · ⊗ N n ⊂ L ∞ (G 1 ) ⊗ · · · ⊗ L ∞ (G m ) =: M with a faithful normal conditional expectation. Then we have n ≤ m.
Assume further n = m, N = M , and the following conditions:
• Each L ∞ (G i ) is a factor of type II 1 or III 1 and its Haar state h i is Sd(L ∞ (G i ))-almost periodic. Write h := h 1 ⊗ · · · ⊗ h n .
• Each N i is a factor of type II 1 or III 1 and any III 1 factor N i admits an almost periodic state φ i such that (N i ) ′ φ i ∩ N i = C (put the trace as φ i when N i is a II 1 factor). Write φ := φ 1 ⊗ · · · ⊗ φ n .
Then under the canonical isomorphism C φ (N ) ≃ C h (M ) with the canonical trace Tr, there exists a unique σ ∈ S n such that
for any projection p ∈ LR ⊂ C φ (N ) with Tr(p) < ∞. In this case, N i and L ∞ (G σ(i) ) are isomorphic when N i is a III 1 factor, and stably isomorphic when N i is a II 1 factor.
We mention that for anyĜ ∈ C, if L ∞ (G) is a type III 1 factor and its Haar state h is Sd(L ∞ (G))-almost periodic, then it satisfies L ∞ (G) ′ h ∩ L ∞ (G) = C (see Subsections 2.1 and 2.2). So as a particular case, we can put N i = L ∞ (H i ) forĤ i ∈ C with Haar state φ i which is a trace or Sd(L ∞ (H i ))-almost periodic.
In the paper, we also prove some unique factorization results for crossed product von Neumann algebras by direct product groups. In this situation, we assume that the given isomorphism preserves subalgebras on which groups act, so that we can compare direct product groups. We obtain the following theorem. In the theorem, the symbol ⋊ means the crossed product von Neumann algebras. Theorem B. Let Γ i (i = 1, . . . , m) and Λ j (j = 1, . . . , n) be non-amenable discrete groups. Let (A, Tr A ) and (B, τ B ) be semifinite tracial von Neumann algebras with Tr A | Z(A) semifinite and τ B (1) = 1. Write Γ := Γ 1 × · · · × Γ m and Λ := Λ 1 × · · · × Λ n . Let α and β be trace preserving actions of Γ and Λ on (A, Tr A ) and (B, τ B ) respectively. Assume the following conditions:
• There is an inclusion B ⋊ Λ ⊂ p(A ⋊ Γ)p for a Tr A -finite projection p ∈ Z(A), which sends B onto pAp.
• Either that Z(A) is diffuse or A is a II 1 factor.
• Actions α and β are free on A and B respectively. Actions α| Γ i and β| Λ j are ergodic on Z(A) and Z(B) respectively for all i and j.
• All Γ i are bi-exact and A is amenable.
Then we have n ≤ m. If moreover n = m, then there exists a unique σ ∈ S n such that B ⋊ Λ i A⋊Γ A ⋊ Γ σ(i) (i = 1, . . . , n).
The same conclusions are true without amenability of A, if Γ is weakly amenable, Tr A is finite and p = 1 A .
We mention that for B ⋊ Λ i A⋊Γ A ⋊ Γ σ(i) , we can find an embedding and an intertwiner of a special form, which is discussed in Subsection 4.2.
In the final section, we give a different approach to factorization properties for bi-exact and weakly amenable group factors.
Throughout the paper, we always assume that discrete groups are countable, quantum group C * -algebras are separable, von Neumann algebras have separable predual, and Hilbert spaces are separable.
gives an R-action on M called the modular action of φ. The continuous core is defined as C φ (M ) := M ⋊ σ φ R, which does not depends on the choice of φ. We say a type III factor M is of type III 1 if C φ (M ) is a II ∞ factor. The centralizer algebra is defined as
We say the weight φ is almost periodic if the modular operator ∆ φ is diagonalizable, namely, it is of the form ∆ φ = λ∈ptSp(∆ φ ) λE λ , where ptSp(∆ φ ) ⊂ R * + is the point spectrum of ∆ φ and E λ are spectrum projections. For a subgroup Λ ⊂ R * + , we say φ is Λ-almost periodic if it is almost periodic and ptSp(∆ φ ) ⊂ Λ. Any almost periodic weight φ is semifinite on M φ and hence there is a faithful normal conditional expectation from M onto M φ [23, Theorem IX.4.2] . When M is a factor with an almost periodic weight, its Sd-invariant is defined as
It becomes a subgroup of R * + . When M is a full type III factor, an almost periodic wight φ is Sd(M )-almost periodic if and only if (M φ ) ′ ∩ M = C.
Recall from [14] that a von Neumann algebra M ⊂ B(H) satisfies condition (AO) if there are σ-weakly dense C * -subalgebras A ⊂ M and B ⊂ M ′ such that A is locally reflexive and the map A ⊗ alg B ∋ a ⊗ b → ab ∈ B(H)/K(H) is bounded with respect to the minimal tensor norm. The following lemma is well known.
Lemma 2.1.1. Let M be a von Neumann algebra. If M is non-amenable and satisfies
Hence ν is bounded without the quotient of K. Since A is locally reflexive, A is unital, and ν is normal on A ⊗ min C, we can extend ν on M ⊗ min B. We again extend ν on B(L 2 (M )) ⊗ min B by Arveson's theorem and denote by Φ. The restriction of Φ on B(L 2 (M )) ⊗ min C is a conditional expectation onto B ′ = M (since C ⊗ min B is contained in the multiplicative domain of Φ). Thus M is amenable.
The following lemma is a general version of [5, Corollary 2.3] . We thank Cyril Houdayer for demonstrating the proof of the lemma.
Proof. Since M is a factor, we have
) and y ∈ B(L 2 (M )) be non-zero elements. Let y i ∈ C * {M, M ′ } be a bounded net converging to y strongly. Then the net y i x converges to yx in the norm topology and hence we have yx ∈ C * {M,
Let φ and ψ be faithful normal states on M and N respectively and write
in the norm topology of H. Since the same is true for x * n , we have x n − (φ ⊗ id N )(x n ) → 0 in the * -strong topology.
Proof. By the previous lemma, M 1 ⊗ · · · ⊗ M n is a full factor. We have
Next we recall discrete decompositions. Let M be a von Neumann algebra and φ a Λ-almost periodic wight on M for a countable subgroup Λ ⊂ R * + . As a discrete group, take the Pontryagin dual of Λ and denote by K. By definition, we have a map R ≃ R * + → K, which is injective and has a dense image if Λ ⊂ R * + is dense, and which is surjective if Λ ⊂ R * + is periodic. The modular action of R extends to an action of K. Take the crossed product von Neumann algebra M ⋊ K by the action. Then by Takesaki duality, we have (M ⋊ K) ⋊ Λ ≃ M ⊗ B(ℓ 2 (Λ)). The dual weight of M ⊗ B(ℓ 2 (Λ)) is of the form φ ⊗ ω, where ω := Tr(λ·) for a closed operator λ on ℓ 2 (Λ) given by λ(a) = a. Since M ⋊ K is the fixed point algebra of the dual action on (
is called a discrete core of M. Since φ ⊗ ω is almost periodic (or Λ is discrete), there exists a faithful normal conditional expectation from M onto D φ (M ). When M is a full factor, there always exists an Sd(M )-almost periodic weight φ on M . In this case,
) φ⊗ω is a II ∞ factor, and hence is identified as M φ ⊗ B(H) for some separable infinite Hilbert space H.
Finally M is amenable if and only if D φ (M ) is amenable for any von Neumann algebra M and its almost periodic weight φ. Hence when M is of type III and non-amenable, since
there is an almost periodic weight on M (≃ M ⊗ B(ℓ 2 (Λ))) such that its centralizer algebra is non-amenable. By using a type decomposition, We have the same result for any von Neumann algebra with almost periodic weights. We write this observation as follows.
Lemma 2.1.4. Let M be a non-amenable von Neumann algebra which admits an almost periodic wight. Then there exists an almost periodic weight φ such that M φ is nonamenable.
Compact and discrete quantum groups
Let G be a compact quantum group. In the paper, we use the following notation, which are same as in our previous works [10] [12] . We denote the Haar state by h, the set of all equivalence classes of all unitary corepresentations by Irred(G), and right and left regular representations by ρ and λ respectively. For x ∈ Irred(G), (u x i,j ) nx i,j=1 are coefficients of x and we frequently omit n x . We regard C red (G) := ρ(C(G)) as our main object. The GNS representation of h is written as L 2 (G). All dual objects are written with hat (e.g.Ĝ).
Let F be a matrix in GL(n, C). The free unitary quantum group (resp. free orthogonal quantum group) of F [31] [32] is the C * -algebra C(A u (F )) (resp. C(A o (F ))) defined as the universal unital C * -algebra generated by all the entries of a unitary n by n matrix
In [12] , we observed for free quantum groups, there is a nuclear C * -algebra
When we see it in the continuous core
) (with respect to the Haar state h), it also satisfies:
(c) a family of maps Ad∆ it h (t ∈ R) gives a norm continuous action of R on
Here π means the canonical
In the paper, our essential assumptions on quantum groups are these four conditions and we actually treat quantum subgroups at the same time. We are only interested in non-amenable von Neumann algebras, since amenable one is not prime. So we use the following terminology. Definition 2.2.1. LetĜ be a discrete quantum group. We sayĜ is in C if L ∞ (G) is non-amenable and there exists a discrete quantum groupĤ such that
• the quantum groupĜ is a quantum subgroup ofĤ;
• there exists a nuclear C * -algebra
In our previous work, we already found following examples (see Subsection 3.2 and the proof of Theorem C in [12] ). Proposition 2.2.2. Let G be one of the following quantum groups.
(i) A co-amenable compact quantum group.
(ii) The free unitary quantum group A u (F ) for any F ∈ GL(n, C).
(iii) The free orthogonal quantum group A o (F ) for any F ∈ GL(n, C).
(iv) The quantum automorphism group A aut (B, φ) for any finite dimensional C * -algebra B and any faithful state φ on B.
(v) The dual of a bi-exact discrete group Γ.
(vi) The dual of a free productĜ 1 * · · · * Ĝ n , where each G i is as in from (i) to (v) above.
Since conditions (a) and (b) above implies bi-exactness [12, Lemmas 3.1.4 and 3.3.1], which obviously implies condition (AO), we easily deduce the following lemma.
Let G be a compact quantum groups and h its Haar state. Let (u x i,j ) x i,j be a fixed basis of the dense Hopf * -algebra A of C red (G). Assume that they are orthogonal in L 2 (G). In this case, the modular action of the Haar state h satisfies
, which is a * -algebra, and
. This means that e h is the projection onto the subspace spanned by A h , and hence we have
, and E h (u x i,j ) = 0 when λ x i λ x j = 1. Hence E h is a map from A onto A h which is the identity on A h . This implies that A h is σ-weakly dense in L ∞ (G) h and E h restricts to a conditional expectation from C red (G) onto C red (G) h .
Popa's intertwining techniques
In the paper, we use Popa's intertwining techniques for type III subalgebras, although there is no useful equivalent conditions in this case. So our definition here is more general than usual one. Definition 2.3.1. Let M be a von Neumann algebra, p and q projections in M , A ⊂ pM p and B ⊂ qM q von Neumann subalgebras. Assume that B is finite or type III. We say A embeds in B inside M and denote by A M B if there exist non-zero projections e ∈ A and f ∈ B, a unital normal * -homomorphism θ : eAe → f Bf , and a partial isometry v ∈ M such that
We first recall characterizations of this condition for non-finite and semifinite von Neumann algebras (with finite subalgebras). [9] ). Let M, p, q, A, and B be as in the definition above and let E B be a faithful normal conditional expectation from qM q onto B. Assume that B is finite and putB := B ⊕ C(1− q). Write as τB a faithful normal trace onB and as Tr M,B the trace on M,B induced from τB. Then the following conditions are equivalent.
(ii) There exists no sequence (w n ) n of unitaries in A such that E B (b * w n a) 2,τB → 0 for any a, b ∈ pM q.
(iii) There exists a non-zero positive element
is the σ-weak closure of co{wd 0 w * | w ∈ U (A)}.
(iv) There exists a non-zero positive element d ∈ M,B ∩ A ′ with dpρ(q) = d and
(v) There exists a non-zero A-B-submodule H of pL 2 (M )q with dim (B,τ ) H < ∞. (i) There exists a non-zero projection p ∈ B with Tr B (p) < ∞ such that A rM r qBq, where r := p ∨ q.
(ii) There exists no sequence (w n ) n in unitaries of A such that
We use the same symbol A M B if one of these conditions holds.
Remark 2.3.4. By the proof, when A M B for semifinite B ⊂ M , for any increasing net (q i ) i ⊂ B of Tr B -finite projections, we can find some q i such that A rM r q i Bq i where r := p ∨ q i . So we can choose such a q i from any semifinite subalgebra of B on which Tr B is semifinite.
Since we mainly study continuous cores in the paper, the theorem for semifinite algebras are important for us. Theorem 2.3.3 is a generalization of the statement (ii) in Theorem 2.3.2 and this formulation is, for example, useful in the next subsection. However, to study our factorization properties, statements (iii), (iv), and (v) are also important since the proof of Ozawa and Popa for prime factorization result relied on them. Hence here we give corresponding statements in the semifinite setting. We include sketches of proofs, since we use similar strategies later. See [2, Theorem F.12] for the details. (ii) There exists a non-zero positive element
(iv) There exists a non-zero pAp-qBq-submodule H of pL 2 (M, Tr)q with dim (qBq,τq) H < ∞, where τ q := Tr B (q · q)/Tr B (q).
Proof. The equivalence of (i) and (iv) follows from Theorem 2.3.2, since we canonically have
Suppose condition (i). Then by the theorem above, we can find δ > 0 and a finite subset F ⊂ pM q such that E B (y * wx) 2,τq > δ for any x, y ∈ F and w ∈ U (A), where Suppose condition (iii). Take a non-zero spectral projection f of d such that Tr M,B (f ) < ∞. Since f is also contained in M, B ∩ A ′ with f = f pρ(z q ), the closed subspace
, which is nonzero since f ≤ ρ(z q ), has a pAp-qBq-bimodule structure as a submodule of L 2 (M ). Now the dimension of H with respect to (qBq, τ q ) is smaller than Tr M,B (f )/Tr M,B (q) and hence H has a finite dimension. We get condition (iv). 
For the second half, suppose A M B and take d in the first statement. If de = 0, then dz A (e) = d is also zero since d ∈ A ′ . So de = deρ(z f ) is non-zero and we have eAe rM r f Bf . Corollary 2.3.7. Keep the setting in the previous proposition and assume that A is of type II. Then the following condition is also equivalent to A rM r qBq.
(v) There exist non-zero projections e ∈ A and f ∈ qBq, and a partial isometry V ∈ M, B such that V * V ∈ eA ′ and V V * = f e B , where e B is the Jones projection for B ⊂ M .
In the case, e ∈ A is taken from any type II subalgebra of A.
Proof. Before the proof, we observe that there is an extended center valued trace T on ρ(z q ) M, B such that T (qe B ) = ρ(z q ) (for extended center valued traces, see the final part of [22, Subsection V.2] ). Note that ρ(z q ) is the central support of ρ(q) in ρ(B) and hence is contained in Z( M, B ).
Since the central support of qe B in M, B is ρ(z q ), we have an isomorphism
Put φ := Tr M,B •π. Then φ is a faithful normal positive functional on ρ(z q )Z( M, B ) and hence there is an extended center valued trace T on ρ(z q ) M, B defined by the equation
Suppose condition (iii) in the previous proposition. Taking a spectral projection, we assume d is a projection. Let T be the extended center valued trace on ρ(z q ) M, B constructed above. Since Tr M,B (d) < ∞, it is a finite projection and so it takes finite values almost everywhere as a function on the spectrum of Z( M, B ) (e.g. [22, Proposition V.2 
.35]).
Hence there exists a projection z ∈ Z( M, B ) such that T (zd) ≤ nρ(z q ) for some n ∈ N. Replacing d with zd, we may assume T (d) ≤ nρ(z q ). Since A is of type II, there exist mutually orthogonal and equivalent projections e i such that 1 A = n i=1 e i . Then it is easy to show that 0 = T (de 1 ) ≤ ρ(z q ). Write e := e 1 . Then
There is a partial isometry V ∈ ρ(z q ) M, B such that V * V = de and V V * ≤ qe B . Writing V V * = f e B for some f ∈ qBq, we are done. Note that e i above are taken from any type II subalgebra of A and hence the final assertion also holds.
Next suppose condition (v). Since V eN eV * ⊂ f e B M, B f e B = f Bf e B ≃ f Bf and V * V commutes with eN e, we can define a unital normal * -homomorphism θ from eN e into f Bf by θ(
for any x ∈ eN e. Take a polar decomposition of ξ in L 2 (rM r) and denote its pole by v ∈ rM r. Then we have v = ev = vf and xv = vθ(x) for any x ∈ eN e. This means A rM r qBq.
We next consider the case that the subalgebra B is of type III. In the case, equivalent conditions above no longer hold, but still there are some fundamental properties. For simplicity, from now on, we assume that subalgebras A and B are of type II 1 or III. We write as 1 A and 1 B the units of A and B. (ii) There are a nonzero normal * -homomorphism ρ : A ⊗ e 1,1 → B ⊗ M n for some n ∈ N and a nonzero partial isometry w ∈ (1 A ⊗e 1,1 )(M ⊗M n ) such that wρ(x) = (x⊗e 1,1 )w for all x ∈ A, where (e i,j ) i,j is a fixed matrix unit in M n .
Proof. The case that B is of type II 1 was already discussed in [25, Proposition 3.1]. So we assume that B is of type III. Suppose A M B and take e, f, v and θ as in the definition. If A is of type III, then e ∼ z A (e) in A with a partial isometry u ∈ A such that uu * = e and u * u = z A (e), where z A (e) is the central support projection of e in A. The composite map Suppose next condition (ii). The central support of ρ(1 A ) in B ⊗ M n is of the form z B ⊗ 1 for some central projection z B ∈ B. Then since central supports of ρ(1 A ) and z B ⊗ e 1,1 are same in the type III algebra B ⊗ M n , we have ρ(1 A ) ∼ z B ⊗ e 1,1 with a partial isometry u ∈ B ⊗ M n such that u * u = ρ(1 A ) and uu * = z B ⊗ e 1,1 . Then the composite map
and the partial isometry wu
From the characterization, it is easy to deduce the following properties. Corollary 2.3.9. The following statements are true.
The next lemma is a special case of [26, Lemma 3.5] , but it treats type III subalgebras. 
Proof. Take e ∈ A, f ∈ M 1 , θ, and v ∈ eM f as in the definition of A M M 1 . Write p = vv * and q := v * v. We have an inclusion v * p(eAe)pv ⊂ qθ(eAe) as subalgebras of qM q. Taking relative commutants in qM q, we have
This implies q(θ(eAe
and hence is of type III. So by the previous lemma, we have θ(eAe
Approximately containment in continuous cores
In the subsection, we introduce a notion of approximately containment formulated by Vaes [27, Section 2]. Our notion here is a slightly generalized but essentially the same one. Since we follow the same strategy as in [27, Section 2], we basically omit the proofs.
Let G be a compact quantum group and h its Haar state. During the subsection, we consider following two cases at the same time.
• Case 1. Our target is the continuous core L ∞ (G) ⋊ σ h R and its canonical trace, denoted by M and Tr.
• Case 2. The quantum group G is of Kac type and the dualĜ acts on a semifinite tracial von Neumann algebra (N, Tr N ) as a trace preserving action. Our target is the crossed product von Neumann algebraĜ ⋉ N and its canonical trace, which is also denoted by M and Tr.
For a discrete quantum subgroupĤ ⊂Ĝ, we write MĤ := L ∞ (H) ⋊ σ h R orĤ ⋉ N . For E, F ⊂ Irred(G) and x, y ∈ Irred(G), we use the notation
Let S be a family of discrete quantum subgroups ofĜ. We say a subset F ⊂ Irred(G) is small relative to S if it is contained in a finite union of subsets of the form xIrred(H)y for some x, y ∈ Irred(G) andĤ ∈ S. For any subset F ⊂ Irred(G), we write the orthogonal projection from
is the closed subspace spanned by all u x i,j for x ∈ F. For a subgroupĤ, the restriction of P Irred(H) on M is the trace preserving conditional expectation onto MĤ. We write N Tr := {a ∈ M | Tr(a * a) < ∞} and note that any element a ∈ N Tr has a Fourier expansion in L 2 (M, Tr) written as a = x∈Irred(G),i,j u x i,j a x i,j for a x i,j = E(u x * i,j a), where we take (u x i,j ) as an orthogonal family in L 2 (G) and E is the Tr-preserving conditional expectation onto LR or N . Definition 2.4.1. Let V be a norm bounded subset in N Tr ⊂ M . We say V is approximately contained in M S , and denote by V ⊂ approx M S , if for any ǫ > 0, there is F ⊂ Irred(G) which is small relative to S such that
We also use the notation B ⊂ approx M S when (B) 1 
We start from a simple lemma.
. . , n a } for a = x, y ∈ Irred(G), and b ∈ N Tr , we have
Proof. We first assume y = ǫ, the trivial corepresentation.
By the same manner, we also have
By the lemma, we can prove the following lemma, which corresponds to [27, Lemma 2.3].
Lemma 2.4.3. Let V ⊂ N Tr be a norm bounded subset. If V ⊂ approx M S , then xVy ⊂ approx M S for any x, y ∈ N Tr . Let p ∈ M be a Tr-finite projection and (v λ ) λ be a bounded net in pM p. If P F (v λ ) 2 → 0 for all F which is small relative to S, then P Irred(H) (b * v λ a) 2 → 0 for all a, b ∈ pM and allĤ ∈ S.
To continue our argument, we need one more assumption which is an opposite phenomena to the second statement in the last lemma. More precisely we need the following condition:
• For anyĤ ∈ S, Tr-finite projection p ∈ M , and any net (w λ ) λ in U (pM p), if P Irred(H) (b * w λ a) 2 → 0 for all a, b ∈ pM , then P xIrred(H)ȳ (w λ ) 2 → 0 for any x, y ∈ Irred(G).
When we treat a discrete group, since the inequality in Lemma 2.4.2 becomes the equality (because P F (λ * x bλ y ) = P xF y −1 (b)), this condition trivially holds. However, in the quantum situation, this equality is no longer true and hence we have to assume that our targetĜ and S satisfy this condition. Fortunately our main target, direct product quantum groups, always satisfy the condition. Lemma 2.4.4. Assume either that (i)Ĝ is a group or (ii)Ĝ is a direct product quantum groupĜ 1 × · · · ×Ĝ m and S consists of subgroups generated by some ofĜ i for i = 1, . . . , m. Then the condition above holds.
Proof. The assumption (i) was already mentioned just before the lemma. So we assume (ii). Take anyĤ ∈ S which is generated by someĜ i . Exchanging their indices and writinĝ G =Ĥ 1 ×Ĥ 2 , whereĤ 1 :=Ĝ 1 × · · · ×Ĝ n andĤ 2 :=Ĝ n+1 × · · · ×Ĝ m for some n, we may assumeĤ = {ǫ 1 } ×Ĥ 2 . Here ǫ 1 is the unit ofĤ 1 . In the case, for any x, y ∈ Irred(G) there is a finite subset F ⊂ Irred(H 1 ) such that xIrred(H)y ⊂ F × Irred(H 2 ). Since P F ×Irred(H 2 ) = z∈F P {z}×Irred(H 2 ) , we may assume x ∈ Irred(H 1 ) and y is trivial.
Take a Fourier expansion of w λ alongĤ 1 , namely, decompose
, where (u z k,l ) z k,l is taken as an orthogonal system. Then for any u x i,j we have
and hence
From now on, we assume that G and S satisfy the condition above. Then we can follow all the proofs in [27, Section 2] and get the following four statements.
Lemma 2.4.5. Let p be a Tr-finite projection in M and B ⊂ pM p be a von Neumann subalgebra generated by a group of unitaries G ⊂ U (B). The following statements are equivalent.
• For everyĤ ∈ S, we have B M MĤ.
• There exists a net of unitaries (w i ) in G such that P F (w i ) 2 → 0 for every subset F ⊂ Irred(G) which is small relative to S.
Lemma 2.4.6. Let p be a Tr-finite projection in M and B ⊂ pM p be a von Neumann subalgebra. The following statements are equivalent.
1. There exists anĤ ∈ S such that B M MĤ.
There exists a nonzero projection
Also the following two statements are equivalent.
a. For every nonzero projection q ∈ B ′ ∩ pM p, there exists anĤ ∈ S such that Bq M MĤ.
Proposition 2.4.7. The set of projections
attains its maximum in a unique projection q ∈ P. This projection belongs to Z(N pM p (B) ′′ ).
Lemma 2.4.8. Let S 1 , S 2 and S be families of discrete quantum subgroups ofĜ. Assume that for any F i which is small relative to
Remark 2.4.9. As mentioned in [27, Lemma 2.7] , whenĜ is a discrete group Γ, we can put S := {Σ 1 ∩ gΣ 2 g −1 | Σ i ∈ S i for i = 1, 2 and g ∈ Γ}. For our main target, direct product quantum groups, we can put S := {Ĥ 1 ∩Ĥ 2 |Ĥ i ∈ S i for i = 1, 2}.
In the proof of main theorems, we often use the following lemma, which is an easy consequence of lemmas above.
Take the maximum projection q ∈ B ′ ∩ pM p in Proposition 2.4.7 such that (qB) 1 ⊂ approx M S . Since q is non-zero and is contained in B ′ ∩pM p∩Z(N pM p (B) ′′ ) ⊂ Z(B ′ ∩pM p) = C, q = 1 and we get (B) 1 ⊂ approx M S .
Prime factorization results for type III factors
In the section, we prove the main theorem. As we mentioned in Introduction, we begin our work by generalizing condition (AO) to the tensor product setting. We then study locations of subalgebras and intertwiners inside cores of tensor products by Popa's intertwining method. We obtain factorization results for cores first, and then deduce factorization results for the original algebras.
Condition (AO) for tensor product algebras
As we mentioned, a discrete quantum group in C is bi-exact, and hence the associated von Neumann algebra satisfies condition (AO). In the subsection, we study some appropriate conditions on direct products of quantum groups in C. Such an observation was first given in [15] for direct products and then generalized in [2, Section 15] with the notion of relative bi-exactness. Our approach here is close to the first one. In the subsection, we use the notation
for any compact quantum group G and the real numbers R. LetĜ i (i = 1, . . . , m) be discrete quantum groups in C. By definition there areĤ i containingĜ i with nuclear C * -algebras C i l . For simplicity, we first assumeĜ i =Ĥ i . We will get the same conclusions in the general case (Lemma 3.1.5). We use the notation
where ǫ i is the unit ofĜ i . Note that C l is also nuclear and contains C red (G). Consider a multiplication map
This is a well defined linear map but not a * -homomorphism in general. In fact, ν is a * -homomorphism if and only if commutators
and whose multiplier algebra M (J) contains ranν, then exchanging the range of ν from B(L 2 (G)) with M (J)/J, ν becomes a * -homomorphism. In our situation, we can find an appropriate J as follows.
Lemma 3.1.1. Denote
and the multiplier algebra M (J) contains ranν.
. The commutators are zero when i = j, and are contained in K i when i = j.
We keep J in the lemma. Then we get a * -homomorphism ν from C l ⊗ alg C red (G) op into M (J)/J, which is bounded with respect to the max tensor product norm. Since C l is nuclear, the max norm coincides with the minimal tensor norm. Finally restricting the map on C red (G) ⊗ alg C red (G) op , we get the following proposition which is an analogue of condition (AO) on tensor product algebras. Proposition 3.1.2. The C * -algebra C red (G) is exact and the multiplication map
is bounded with respect to the minimal tensor norm.
We next investigate a similar property on continuous cores. Recall that commutants of continuous cores are of the form
where ∆ is the modular operator of the Haar state of G. We go along a similar line to above by exchanging C red (G) with C red (G) ⋊ r R, the reduced norm continuous crossed product, which is a dense subalgebra in the core. Keep the notation above and let us first consider a multiplication map
In (the proof of) [10, Proposition 3.2.3], we verified that M (K G ⊗ min B R ) contains the C * -algebra D which is generated by
• the image of µ;
(for the fact, we do not need any assumption on G). In our situation, since [µ(C l ), µ(C red (G) op )] is not contained in K G ⊗ min B R , the algebra M (K G ⊗ min B R ) should be exchanged by M (J ) for some appropriateJ.
J is a C * -algebra. Obviously 1 ⊗ λ t and ∆ it ⊗ ρ t (t ∈ R), and µ(C red (G) op ) are contained in B G 1 ⊗ min · · · ⊗ min B Gn ⊗ min B R and hence in M (J ). Let (p i j ) j be an increasing net of central projections inλ(c 0 (Ĝ i )) ⊂ K G i converging to 1 strongly, which automatically commute with ∆ it (t ∈ R) andλ(ℓ ∞ (Ĝ i )). Then R f (s)(1 ⊗ λ s ) · ds and R f (s)(∆ is ⊗ ρ s ) · ds (f ∈ L 1 (R)), and µ(ℓ ∞ (Ĝ)) commute with 1 G ′ i p i j ⊗ 1 R ∈ K i ⊗ min B R . So they are contained in M (K i ⊗ min B R ) for all i and hence in M (J). Let (u x k,l ) be a basis of the dense Hopf
⊂J for any i, j. The commutators are zero when i = j, and are contained in K i ⊗ min B R when i = j.
We keepJ in the lemma. Exchange the range of µ with M (J )/J and get a * -homomorphism. It is bounded with respect to the minimal tensor norm since C l is nuclear. Then consider (R × R)-actions on
respectively. It is easy to verify that µ is (R × R)-equivariant. Since M (J ) contains D and R × R is amenable, we get the following map
Restricting the map, we get the following proposition, which is also an analogue of condition (AO) on tensor products.
Proposition 3.1.4. The C * -algebra C red (G) ⋊ r R is exact and the multiplication map
Recall that we assumedĜ i =Ĥ i at the first stage in the subsection. In the general case, cutting by e G i , which is the projection from L 2 (H i ) onto L 2 (G i ), we can easily deduce the following lemma (e.g. [12, Lemma 3.3 
.1]).
Lemma 3.1.5. Propositions 3.1.2 and 3.1.4 are true for generalĜ i in C.
Remark 3.1.6. In the end of Subsection 2.2, we observed that the Haar state preserving conditional expectation E h onto L ∞ (G) h gives a conditional expectation from C red (G) onto C red (G) h . By the same argument above, we can also exchange all objects ofĜ i in Proposition 3.1.2 with
Hence by Ozawa-Popa's method, we can prove prime factorization results for
tensor component is a non-amenable II 1 factor.
Location of subalgebras
In the subsection, we give a key observation for our factorization results. Our condition (AO) phenomena is used only to prove the following proposition. It is a generalization of [10, Theorem C] and its origin is [13, Theorem 4.6] (see also [11, Theorem 5.3 
.3]).
LetĜ i (i = 1, . . . , m) be discrete quantum groups in C and h i be Haar states of G i . Write h := h 1 ⊗ · · · ⊗ h n . We use the notation in the previous section such asĜ,Ĝ ′ i and J.
Proposition 3.2.1. Let p be a Tr-finite projection in C h (L ∞ (G))(=: C h ), where Tr is the canonical trace on C h , and N ⊂ pC h p a von Neumann subalgebra. Then we have either one of the following statements: 
This actually has a finite value because
where E i is the Tr-preserving conditional expectation from C h onto L ∞ (G ′ i ) ⋊ R. Thus we get Tr i (s) = 0 and this means Ψ N (e
where µ is as in Proposition 3.1.4, we can follow the same method as in [13, Theorem 4.6] (or [11, Theorem 5.3.3] ).
Intertwiners inside type III algebras and continuous cores
In the work of Ozawa and Popa on prime factorizations, they started from an intertwiner between tensor components of both sides and then constructed a unitary element which moves tensor components from one side to the other. In the subsection we study corresponding statements for type III factors and continuous cores. We recall the statement on II 1 factors and then first prove a similar one on type III factors. Then there is a partial isometry u ∈ M such that u * u ∈ N 1 , uu * ∈ M 1 , and uN 1 u * ⊂ uu * M 1 uu * . If moreover M 1 and N 1 are also type III factors, the element u can be taken as a unitary element.
Proof. By assumption, there are e ∈ N 1 , f ∈ M 1 , v ∈ M , and θ : eN 1 e → f M 1 f . Since vv * ∈ N ′ 1 ∩eM e = eN 2 and eN 2 is a type III factor, we have vv * ∼ e with a partial isometry u ∈ eN 2 such that uu * = e and u * u = vv * . Replacing v with u * v, we may assume that e = vv * . Since
Replacing θ and v with (z ⊗ 1 M 2 )θ(x) for x ∈ eN 1 e and vu * , we may assume f = v * v. So the first statement holds.
We next assume M 1 and N 1 are of type III. Then since e ∼ 1 N 1 in N 1 and f ∼ 1 M 1 in M 1 , replacing v, we can assume vv * = v * v = 1.
We next study intertwiners inside continuous cores. In our proof, we often meet the situation that N C h L ∞ (G ′ i ) ⋊ R with 1 N LR ⊂ N . In this case, we can find a useful intertwiner in continuous cores under some strict assumptions, although we do not use the result for the proof of Theorem A 
If M 1 is a III 1 factor, exchanging the first and the second tensor components, we have
Lemma 3.3.5. Let M i be von Neumann algebras and φ i faithful normal states on M i . Then it holds that
where
In particular we have
is the projection onto C1 M 1 . Note that e commutes with U . We have
(t ∈ R), the action α coincides with the modular action of ω 1 ⊗ φ 2 . Proposition 3.3.6. Let M i be von Neumann algebras and φ i faithful normal states on M i . Denote M := M 1 ⊗ M 2 and φ := φ 1 ⊗ φ 2 . Denote by Tr the canonical trace on C φ (M ). Let p ∈ C φ (M )∩ LR ′ be a Tr-finite projection and N ⊂ pC φ (M )p a von Neumann subalgebra which contains LRp. Assume that (B(L 2 (M 1 )) ⊗ M 2 ) ω 1 ⊗φ 2 is a factor and
Assume further that N ∩ LR ′ is of type II. Then we can find an intertwiner v for
Proof. By assumption, there exists a Tr-finite element d ∈ N ′ ∩ ρ(C φ 2 (M 2 )) ′ with d = dp. Taking a spectral projection, we may assume d is a projection.
So we can find a Tr-finite projection z ∈ LR such that dz is non-zero and (
Next assume that N ∩ LR ′ is of type II. Let f i ∈ N ∩ LR ′ (i = 1, . . . , n) be projections with
By the proof of Corollary 2.3.7, we can find a partial isometry v ∈ zf C φ (M )θ(zf ) such that vθ(x) = xv for x ∈ zf (N ⋊ R)zf . We have for any a ∈ LR, av = vθ(zf a) = vV zf aV * = vV zf V * a = vθ(zf )a = va.
Remark 3.3.7. In the proof above, the restriction of θ gives a map from zf
Remark 3.3.8. The assumption that ω 1 ⊗ φ 2 is semifinite is satisfied if φ 1 and φ 2 are almost periodic. The assumption that (B(
is a full type III factor, ptSp(∆ φ 1 ) ⊂ Sd(M 2 ) (or φ 1 is a trace), and φ 2 is Sd(M 2 )-almost periodic. In the case,
Proof of Theorem A
We start from a simple lemma. For the proof, see the proof of [24, Lemma XIV.2.5].
Lemma 3.4.1. Let M be a von Neumann algebra and N ⊂ M a subfactor with a faithful normal conditional expectation E N . Let φ be a faithful normal state on M with φ•E N = φ.
By the lemma, we identify M as N ⊗ (N ′ ∩ M ) if N ⊂ M satisfy the assumption of the lemma.
Let G i and N j be as in the first statement in Theorem A. For simplicity, we use the
and N Y := ⊗ j∈Y N j (N ∅ := C) for any subsets X ⊂ {1, . . . , m} and Y ⊂ {1, . . . , n}. Since the inclusion N ⊂ M is with expectation, we have an inclusion C(N ) ⊂ C(M ) for some continuous cores. Since each N i has an almost periodic state, there exist almost periodic weights φ i such that (N i ) φ i is non-amenable and φ i is semifinite on (N i ) φ i . Write φ := φ 1 ⊗ · · · ⊗ φ n . We fix an inclusion
which preserves canonical traces. We denote this trace by Tr. Since the inclusion does not preserve LR, we write LR inside C φ (N ) and C h (M ) as LR N and LR M respectively. 
, where X 1 = {1, . . . , m} \ i for some i, by non-amenability of (Ñ 1 ) φ 1 . For simplicity we assume i = 1. Note that (Ñ n ) φ =p n (N n ) φpn has no amenable summand and hence is of type II. By Corollary 2.3.7, there exist nonzero projections e 1 ∈ p(Ñ n ) φ p, f 1 ∈ C h (M X 1 ), and a partial isometry
, where e X 1 is the Jones projection for C h (M X 1 ) ⊂ C h (M ). We have
where e M 1 is the projection from L 2 (M 1 ) onto C1 M 1 . We again apply Proposition 3.2.1 to the inclusion and get
for some X 2 (since (Ñ 2 ) φ has no amenable summand). We assume X 2 = X 1 \ {2}. Then there exist nonzero projections e 2 ∈ e 1 (Ñ n ) φ e 1 , f 2 ∈ C h (M X 2 ), and a partial isometry
, where e
where e M 2 is the projection from
. Repeating this operation, we can prove the lemma.
Remark 3.4.3. In the proof of the lemma, we in fact proved the following statement:
for some X, Y , where q is as in the previous remark, then |Y | ≤ |X|.
Proof. Suppose |Y | > |X|. By the remark above, we get q(NỸ ) φ q C h (M ) LR for somẽ Y = ∅. This is a contradiction since q(NỸ ) φ q has no amenable summand.
It is now easy to prove the first half of Theorem A, since
We next assume M i = L ∞ (G i ) and N j satisfy conditions in the second statement in Theorem A. In the case, M is full from Lemmas 2.1.2 and 2.2.3, and hence each N i is also full. So N i = (N i ) φ i is a non-amenable II 1 factor if N i is a II 1 factor. If N i is a III 1 factor, as we mentioned in Subsection 2.1, φ i is Sd(N i )-almost periodic and the discrete core D φ i (N i ) is a II ∞ factor and is isomorphic to (N i ) φ i ⊗ B(H) for some H. Hence (N i ) φ i is a non-amenable II 1 factor. Thus we can apply Lemma 3.4.2 and get that for any Tr-finite projection p ∈ LR N and any i there is some j such that
We first prove this correspondence is one to one. For simplicity, from now on we assume that there is at least one III 1 factor among M i .
Lemma 3.4.5. Let X, Y be subsets in {1, . . . , n} and p ∈ LR N a Tr-finite projection.
Proof. Use Lemmas 2.1.3, 2.4.10, and 3.3.4.
Lemma 3.4.6. Let X 1 , X 2 , and Y be subsets in {1, . . . , n} with |X 1 | = |X 2 | = |Y | and let p 1 , p 2 ∈ LR N be Tr-finite projections. Assume that
Proof. Replacing p 1 and p 2 with p 1 ∨ p 2 , we may assume p 1 = p 2 (=: p). By the previous lemma, we have (N Y ) φ p ⊂ approx C h (M Xa ) for a = 1, 2. Lemma 2.4.8 (and Remark 2.4.9)
This contradicts to Corollary 3.4.4 when
Lemma 3.4.7. Let X, Y 1 , and Y 2 be subsets in {1, . . . , n} with |X| = |Y 1 | = |Y 2 | and let
Proof. Replacing p 1 and p 2 with p 1 ∨ p 2 , we may assume p 1 = p 2 (=: p). By Lemma 3.4.2, there is some X 2 with
for some l ∈ X by Remark 3.3.4 and assumption. By the previous lemma, j = l ∈ X ∩ X 2 .
By assumption, there is q ∈ LR M such that pC φ (N Y 1 )p rC h (M )r qC h (M X )q for r := p ∨ q. By [26, Lemma 3.5] and Lemma 3.3.4, we have qC 
Finally from Remark 2.4.10, we get (M X c ) h qs ⊂ approx C h (M X c ∩X 2 ). Since |X c ∩X 2 | < |X c | by the claim above, we get a contradiction from Corollary 3.4.4.
Thanks for previous two lemmas, there is a unique σ ∈ S n such that
for any Tr-finite projection p ∈ LR N . In the case, combined with Lemma 3.4.2 and Remark 3.4.3, we have
n}).
For any Y , taking the relative commutants, we have (
Then by (the proof of) [1, Proposition 2.10], we finally get
Lemma 3.4.8. In the setting, M σ(i) is a II 1 factor if and only if so is N i . 
Hence N i must contains a finite direct summand and hence a contradiction. Since (M σ(i) ) h M (N i ) φ , the converse holds by the same argument.
Proof of Theorem A. The first half statement was already proved by Corollary 3.4.4. So we see the second half.
• Case 1: all M i are II 1 factors.
In the case, we can apply the prime factorization result of Ozawa and Popa. So there are u ∈ U (M ), σ ∈ S n , and t i > 0 such that
By the same method as in Lemmas 3.4.6 and 3.4.7, we can prove that σ ∈ S n is unique with the condition N i M M σ(i) for all i. On the other hand, by Lemma 3.4.2, for any i there is some j such that 
We next consider the case that there is at least one III 1 factor among M i . As we mentioned before Lemma 3.4.8, there is a unique σ ∈ S n with pC φ (N i )p C h (M ) C h (M σ(i) ), and it then holds that (M σ(i) ) h M (N i ) φ .
• Case 2: there are more than two III 1 factors among M i . By Lemma 3.4.8, the same is true for N i . For simplicity we assume σ = id. When M i and N i are III 1 factors, since so are M {i} c and N {i} c , we can apply Lemma 2.3.10 to (M i ) h M (N i ) φ two times and get M i M N i . Also M i M N i holds for II 1 factors M i and N i . We fix i and apply Lemma 3.3.2 and get a partial isometry or a unitary u ∈ M such that uM i u * ⊂ uu * N i uu * . Write p = uu * ∈ N i and q = u * u ∈ M i . We have
Since M i ≃ uM i u * , we can apply the first half of Theorem A, and then get amenability of ((uM i u * ) ′ ∩pN i p). Since M {i} c is full from Lemmas 2.1.2 and 2.2.3, ((uM i u * ) ′ ∩pN i p) must be a type I factor, say B(K).
This means N i and M i are isomorphic when they are III 1 factors, and are stably isomorphic when they are II 1 factors.
• Case 3: there is only one III 1 factor among M i .
The same is true for N i . Assume for simplicity that σ = id and M 1 and N 1 are III 1 factors. For i = 1, since M i M N i , M i and N i are stably isomorphic by the same manner as above. So we see the case i = 1. Put X := {1} c . Since N X and M X are also II 1 factors,
The algebra (uM X u * ) ′ ∩pN X p must be a type I factor and hence M 1 and N 1 are isomorphic.
Prime factorization results for crossed product algebras
In the proof of Theorem B, we go along a similar line to the proof of Theorem A. We first prove a key proposition with condition (AO) and then study intertwiners on crossed products. We finally prove some one-to-one correspondence between each component of direct product groups.
Location of subalgebras
Let Γ and Λ be discrete groups acting on semifinite tracial von Neumann algebras (A, Tr A ) and (B, τ B ) with τ B (1) = 1 as trace preserving actions. Assume that we have an inclusion B ⋊ Λ ⊂ p(A ⋊ Γ)p with B ⊂ pAp (not necessarily B = pAp) for some Tr A -finite projection p ∈ Z(A). Write M := A ⋊ Γ.
Lemma 4.1.1. Let Λ 0 ⊂ Λ and Γ 0 ⊂ Γ be subgroups and q ∈ Z(A) a Tr A -finite projection with p ≤ q.
Proof. By assumption, there exist δ > 0 and a finite subset F ⊂ pM q such that E A⋊Γ 0 (y * w n x) 2 > δ for any x, y ∈ F. We may assume that F consists of elements of the form pλ s q for some s ∈ Γ. Put d 0 := x∈F xe A⋊Γ 0 x * . By the proof of (i) ⇒ (ii) in Proposition 2.3.5, d 0 satisfies condition (ii) in the proposition. Since d 0 commutes with B ⊂ pAp, d 0 actually satisfies that the σ-weak closure of co{wd 0 w * | w = λ s b for some s ∈ Λ 0 , b ∈ U (B)} does not contain zero. Then by the same manner as in the proof of (ii) ⇒ (iii) in Proposition 2.3.5, we get (i) There is a conditional expectation from p M, A p onto LΛ ′ 0 ∩ pM p, which restricts to the trace preserving expectation on pM p.
(ii) There exists Γ 0 ∈ G and a Tr A -finite projection q ∈ Z(A) with p ≤ q such that B ⋊ Λ 0 qM(A ⋊ Γ 0 )q. 
Proof. Since Tr

Intertwiners inside crossed product von Neumann algebras
In the subsection, we study intertwiners in crossed product von Neumann algebras. Under the assumption of freeness of actions, we can construct a special form of an embedding and an intertwiner. Lemma 4.2.1. Let A be a commutative von Neumann algebra and p i ∈ A (i ∈ N) be projections. If i p i ≤ n for some n ∈ N, then there exists a projection z ∈ A such that i zp i = 0 and zp i = 0 except for finitely many i.
Proof. If p 1 is orthogonal to any other p i , then p 1 does the work. If not, then we find the minimum number i 2 in the set {j | p 1 p j = 0, j = 1}. If p 1 p i 2 is orthogonal to any other p i , then p 1 p i 2 does the work. Repeating this argument, we get p 1 p i 2 · · · p im (m ≤ n) which is orthogonal to any other p i . In fact, if we have a non-zero projection
Lemma 4.2.2. Let Γ be a discrete group and α a free action on a commutative von Neumann algebra A. For any non-zero projection p ∈ A and any distinct elements s 1 , . . . , s n ∈ Γ, there is a non-zero projection q ∈ A such that q ≤ p and α s i (q)α s j (q) = 0 for any i, j with i = j.
Proof. Write A = L ∞ (X, µ) for some standard probability space (X, µ). We may assume that Γ acts on (X, µ) as a free action. Put X g := {x ∈ X | g · x = x} for any g ∈ Γ. Then by freeness, we have µ(X s ) c is non-null for any non-null set Y ⊂ X. Since X is a standard Borel space, it is isomorphic to R (or a countable set). Let E k (k ∈ N) be a countable basis of open subsets of R (or the countable set). Let E k ⊂ X (k ∈ N) be Borel subsets satisfying for any x 1 , . . . , x n 2 ∈ X with x 1 = x i for any i = 1, there exists E k such that x 1 ∈ E k and x i ∈ E k for any i = 1 (e.g. take a basis of open subsets of R). Then we have
Let Y ⊂ X be a non-null set whose characteristic function is p. Then we can find some k such that Y ∩ (E k \ (∪ i =j s −1 j s i E k )) is non-null. Let q be the projection corresponding to this set. Then it satisfies q ≤ p and α s 
Then U σ gives an identification
We have AdU σ (a) = sΓ 0 ∈Γ/Γ 0 α −1 σ(sΓ 0 ) (a) ⊗ e sΓ 0 for a ∈ A, where e sΓ 0 is the orthogonal projection onto Cδ sΓ 0 . If the action α is free on A, we have
Proof. Since the right action of
The formula of AdU σ (a) for a ∈ A follows from a direct calculation. Next assume that the action is free. Let x be in (A ⋊ Γ 0 ) ⊗ B(ℓ 2 (Γ/Γ 0 )). Write it as x = s,t∈Γ/Γ 0 x s,t ⊗ e s,t , where x s,t ∈ A ⋊ Γ 0 and e s,t is the matrix unit along s, t ∈ Γ/Γ 0 . By the first part of the statement, elements of A in (A ⋊ Γ 0 ) ⊗ B(ℓ 2 (Γ/Γ 0 )) is of the form a = s∈Γ/Γ 0 a s,s ⊗ e s,s , where a s,s = α −1 σ(s) (a). If x commutes a ∈ A, a simple calculation shows that x s,t a t,t = a s,s x s,t for any s, t ∈ Γ/Γ 0 . When s = t, then we get x s,s α From now on, we keep the following setting. Let Γ be a discrete group and α a trace preserving free action of Γ on a semifinite tracial von Neumann algebra (A, Tr A ) with Tr A | Z(A) semifinite. Write M := A ⋊ Γ. Let Γ 0 ⊂ Γ be a (possibly trivial) subgroup. Let p ∈ Z(A) be a projection with Tr A (p) = 1 and N ⊂ p(A ⋊ Γ)p a von Neumann subalgebra containing pAp. Assume either that Z(A) is diffuse, or A is a II 1 factor (so that Tr A is finite and p = 1 A ). We fix U σ in the previous lemma for a section σ and writes := σ(s) for s ∈ Γ/Γ 0 . Proposition 4.2.5. If N M A ⋊ Γ 0 , then there exist non-zero projections e ∈ Z(A)p and d ∈ (N ) ′ e ∩ M, A ⋊ Γ 0 such that U σ dU * σ is contained in (C ⊗ ℓ ∞ (S))U σ eU * σ for a finite subset S ⊂ Γ/Γ 0 . In the case, choosing an appropriate S, a * -homomorphism ρ : eN e ∋ x → U σ dxU * σ ∈ A ⋊ Γ 0 ⊗ B(ℓ 2 (S)) satisfies that ρ(eAe) ⊂ A ⊗ ℓ ∞ (S) and ρ(a) = s∈S α −1 s (a) ⊗ e s,s for a ∈ eAe.
Proof. By assumption there is an element d ∈ N ′ ∩ M, A ⋊ Γ 0 satisfying d = dp and Tr M,A⋊Γ 0 (d) < ∞. Taking a spectral projection of d, we may assume d is a projection. By the last lemma, d is contained in
We write U σ dU * σ = (d s ) s∈Γ/Γ 0 as an element in Z(A) ⊗ ℓ ∞ (Γ/Γ 0 ). Note that the canonical trace on M, A ⋊ Γ 0 is of the form Tr A⋊Γ 0 ⊗ Tr ℓ 2 (Γ/Γ 0 ) on Z(A) ⊗ ℓ ∞ (Γ/Γ 0 ). When A is a II 1 factor and p = 1, then since d is a trace finite projection, it is contained in C ⊗ ℓ ∞ (S) for some finite S. So we assume Z(A) is diffuse.
We claim that there exists a projection e ∈ Z(A)p such that U σ deU * σ = (d s e s ) s = 0 and d s e s = 0 except for finitely many s ∈ Γ/Γ 0 , where e s = α Remark 4.2.6. Let ρ and e be as in the previous proposition. When A is a II 1 factor, ρ is defined on N as a unital and normal one. The inclusion ρ(A) ⊂ A ⊗ B(ℓ 2 (S)) is a finite extension. When Z(A) is diffuse, if we further assume N and A ⋊ Γ 0 are II 1 factors and pAp ⊂ N is regular, then we can extend ρ on N in the following way. We first extend ρ on Hence we have e = p. Thus there exist finite subsets E ⊂ Λ {i} c and F ⊂ Γ {j} c satisfying that ∨ s∈E,g∈F ρ g λ s e i λ * s ρ * g is not orthogonal to e k . By exchanging e i with this element, we can assume e i e k = 0.
Suppose now i = k. We claim that B ⋊ (Λ i × Λ k ) M A ⋊ Γ j . Consider the σ-weak closure of co{λ s e i λ * s | s ∈ Λ k } and, regarding this set as a subset of L 2 ( A ⋊ Γ, A ⋊ Γ j ), take the circumcenter d, which is contained in LΛ ′ k ∩ (B ⋊ Λ i ) ′ p ∩ ρ(A ⋊ Γ j ) ′ = (B ⋊ (Λ i × Λ k )) ′ p ∩ ρ(A ⋊ Γ j ) ′ . This is non-zero since we have for any s ∈ Λ k , λ s e i λ * s , e k = Tr A⋊Γ,A⋊Γ i (λ s e i λ * s e k ) = Tr A⋊Γ,A⋊Γ i (e i e k ) > 0.
So we get the claim.
Now by the proof of Lemma 4.3.1, we have B ⋊ Λ i M A. This contradicts to (the proof of) the first part of Theorem B.
Thanks for previous two lemmas, the assignment i → j above gives a bijective map on {1, . . . , n}. Putting j = σ(i), we complete the proof.
5 Another approach to prime factorization results
Irreducibility and primeness
In the number theory, there are two notions of prime numbers. Recall that a number p ∈ N is irreducible if for any q, r ∈ N with p = qr, we have q = 1 or r = 1; and is prime if for any q, r, s ∈ N with pq = rs, we have p | r or p | s. In our von Neumann algebra theory, we used irreducibility as a definition of primeness for von Neumann algebras. If we adopt primeness of the number theory, the following condition should be a corresponding notion:
• We say a II 1 factor M is "prime" if for any II 1 factor N, K, L with M ⊗ N = K ⊗ L, there is a unitary u ∈ U (M ) and t > 0 such that uM u * ⊂ K t or uM u * ⊂ L t .
We prove that there are such examples.
Theorem 5.1.1. Let Γ be a discrete group. Assume that Γ is non-amenable, ICC, bi-exact and weakly amenable. Then for any II 1 factor B, K and L with LΓ ⊗ B = K ⊗ L(=: M ), we have either LΓ M K or LΓ M L. If LΓ M K, then there is a unitary u ∈ U (M ) and t > 0 such that uLΓu * ⊂ K t .
