In any manufacturing environment, the fault injection rate might be considered one of the most meaningful criterion to evaluate the goodness of the development process. In our field, the estimates of such a rate are often oversimplified or misunderstood generating unrealistic expectations on their prediction power. The computation of fault injection rates in software development requires accurate and consistent measurement, which translates into demanding parallel efforts for the development organization. This paper presents the techniques and mechanisms that can be implemented in a software development organization to provide a consistent method of anticipating fault content and structural evolution across multiple projects over time. The initial estimates of fault insertion rates can serve as a baseline against which future projects can be compared to determine whether progress is being made in reducing the fault insertion rate, and to identify those development techniques that seem to provide the greatest reduction.
Introduction
As the software system progresses through a number of sequential builds, faults will be identified and the code will be changed in an attempt to eliminate the identified faults. The introduction of new code, however, is just as fault prone a process as was the initial code generation. New faults will be placed into the code or injected during this evolutionary process.
Code does not always change just in response to the fault repair process. Some changes to code represent enhancements or changes in the code in response to evolving requirements. These incremental changes will also result in the injection of still more faults.
The general notion of software test is that the rate of fault removal will generally exceed the rate of fault injection. In most cases, this is probably true. Some changes are rather more heroic than others. During these more substantive change cycles, it is quite possible that the actual number of faults in the system will rise.
We would be very mistaken, then, to assume that software test will monotonically reduce the number of faults in a system. This will only be the case when the rate of fault removal exceeds the rate of fault injection.
The rate of fault removal is relatively easy to measure. The rate of fault injection is much more tenuous. It is directly related to the net change in the code from one sequential software build to the next. Thus, the first step in understanding the nature of the fault injection process involves the establishment of a methodology for measuring the nature of changes that occur in the build process. In other words, we wish to measure the software evolution process, specifically as this measurement relates to the fault injection process.
A Measurement Baseline
The measurement of an evolving software system through the shifting sands of time is not an easy task [8] . Perhaps one of the most difficult issues relates to the establishment of a baseline against which the evolving systems may be compared.
We need a fixed point against which all others can be compared. Our measurement baseline also needs to maintain the property that, when another point is chosen, the exact same picture of software evolution emerges, only the perspective changes [15, 13] . The individual points involved in measuring software evolution are individual builds of the system. A major problem emerges in the measurement of software systems in that the complexity metrics that we wish to use are all on different scales [17] . Comparing different modules within a software system by using these measurement data is complicated by this fact. Take for example the data in Table 1 . This table provides the values for two metrics; statement count, Stmnts, and number of cycles in the control flowgraph, Cycles. These measurements are taken for two different builds of the system. It would be very difficult to assert that Module A is more complex than Module B on Build 1. Certainly, Stmnts is less than that for module B, but Cycles is greater. Now consider the same two modules for build 2. Has the system, as represented by these two modules, become more complex or less complex between these two builds? The total number of statements has decreased by ten, but the total number of cycles has increased by two. Again, it is difficult to assert that there has been an increase or decrease in overall complexity.
Build 1 Build 2 Module
In order to measure successive builds of a system, a referent system, or baseline, must be established. We will use the relative complexity metric [9] in the establishment of a suitable baseline. We have developed the methodology for the relative complexity metric over a number of years. This metric is obtained in a two step process from a complexity metric suite. First, factor scores on each program module in the baseline, or referent program build, for each set of metrics are created by principal components analysis together with an orthogonal transformation matrix. The orthogonal factor scores (domain metrics) are then combined into a single, relative complexity measure. Previous research has established that the relative complexity metric, ρ , has properties that will be useful in this regard [5, 8, 10, 11, 16] .
The relative complexity, ρ , of the factored program modules may be represented as
where j λ is the eigenvalue associated with the th j factor and d ij is the j th domain metric of the i th program module. Each of the eigenvalues represents the relative contribution of its associated domain to the total variance explained by all of the domains. In essence, then, the relative complexity metric is a weighted sum of the individual domain metrics. In this context, the relative complexity metric represents each raw complexity metric in proportion to the amount of unique variation contributed by that complexity metric. As we will see, the real utility of this measure from a software evolution perspective is that it will permit us to measure the amount of change in a system and also the rate of change in complexity of a software system.
Relative complexity, has been established as a successful surrogate measure of software faults. It seems only reasonable that we should use it as the measure against which we compare different builds. Since relative complexity is a composite measure based on the raw measurements, it incorporates the information represented by Stmnts, Cycle and all the other raw metrics found to be related to software faults.
By definition, the average relative complexity, N is the cardinality of the set of modules on build b, the baseline build. Relative complexity for the baseline build is calculated from standardized values using the mean and standard deviation from the baseline metrics. The relative complexities are then scaled to have a mean of 50 and a standard deviation of 10. For that reason, the average relative complexity for the baseline system will always be a fixed point. Subsequent builds are standardized using the means and standard deviations of the metrics gathered from the baseline system to allow comparisons.
The formula for calculating average relative complexity for subsequent builds is given as The total relative complexity, R, of the system is simply the sum of all relative complexities of each module,
The principle behind relative complexity is that it serves as a fault surrogate. That is, it will vary in precisely the same manner as do software faults. The fault potential r i of a particular module i is directly proportional its value of the relative complexity fault surrogate. Thus,
R r
Our ability to locate the remaining faults in a system will relate directly to our exposure to these faults. If, for example, at the th j build of a system there are j i g remaining faults in module i , we can not expect to identify any of these faults unless some test activity is allocated to exercising module i [6, 12] .
As the code is modified over time, faults will be found and fixed. However, new faults will be introduced into the code as a result of the change. In fact, this fault injection process is directly proportional to change in the program modules from one version to the next [8] . As a module is changed from one build to the next in response to evolving requirements changes and fault reports, its complexity will also change. Generally, the net effect of a change is that complexity will increase. Only rarely will its complexity decrease. It is now necessary to describe the measurement process for the rate of change in an evolving system.
Software Evolution
A software system consists of one or more software modules. As the system grows and modifications are made, the code is recompiled and a new version, or build, is created. Each build is constructed from a set of software modules. The new version may contain some of the same modules as the previous version, some entirely new modules and it may even omit some modules that were present in an earlier version. Of the modules that are common to both the old and new version, some may have undergone modification since the last build. When evaluating the change that occurs to the system between any two builds (software evolution), we are interested in three sets of modules. The first set, C M , is the set of modules present in both builds of the system. These modules may have changed since the earlier version but were not removed. The second set, The later system build is said to be more complex if
As a system evolves through a series of builds, its complexity will change. This complexity is measured by a set of software metrics. One simple assessment of the size of a software system is the number of lines of code per module. However, using only one metric neglects information about the other complexity attributes of the system, such as control flow and temporal complexity. By comparing successive builds on their domain metrics it is possible to see how these builds either increase or decrease based on particular attribute domains. Using relative complexity, the overall system complexity can be monitored as the system evolves.
Regardless of which metric is chosen, the goal is the same. We wish to assess how the system has changed, over time, with respect to that particular measurement. The concept of a code delta provides this information. A code delta is, as the name implies, the difference between two builds as to the relative complexity metric.
For purposes of demonstration, an embedded real-time system, JTQ, has been evaluated. This is a real time control system of approximately 3500 modules (functions) and over 300KLOC programmed in C. The overall trend in the relative complexity between ten recent, successive builds is shown in Figure 1 . The pattern shown here is quite typical of an evolving software system. In this case, the build labeled as Build 1 is not the initial build. In looking at this figure we can see that there are periods of relative quiescence and also periods of great change in the system. The overall trend The change in the relative complexity in a single module between two builds may be measured in one of two distinct ways. First, we may simply compute the simple difference in the module relative complexity between build h and build j. We will call this value the code delta for the module, or
The absolute value of the code delta is a measure of code churn. In the case of code churn, what is important is the absolute measure of the nature that code has been modified.
From the standpoint of fault insertion, removing a lot of code is probably as catastrophic as adding a bunch. The new measure of code churn, χ , for
The total net change of the system is the sum of the code delta's for a system between two builds h and j is given by
Similarly, the net code churn of the same system over the same builds is
The net code delta values and the net code churn for the JTQ system discussed earlier are shown in Figure 2 . In this case, the code churn and code delta values are computed between sequential builds.
With a suitable baseline in place, and the module sets defined above, it is now possible to measure software evolution across a full spectrum of software metrics. We can do this first by comparing average metric values for the different builds. Secondly, we can measure the increase or decrease in system complexity as measured by a selected metric, code delta, or we can measure the total amount of change the system has undergone between builds, code churn.
A limitation of measuring code deltas is that it doesn't give an indicator as to how much change the system has undergone. If, between builds, several software modules are removed and are replaced by modules of roughly equivalent complexity, the code delta for the system will be close to zero. The overall complexity of the system, based on the metric used to compute deltas, will not have changed much.
However, the reliability of the system could have been severely effected by the process of replacing old modules with new ones. What we need is a measure to accompany code delta that indicates how much change has occurred. Code churn is a measurement, calculated in a similar manner to code delta that provides this information. When several modules are replaced between builds by modules of roughly the same complexity, code delta will be approximately zero but code churn will be equal to the sum of the value of ρ for all of the modules, both inserted and deleted. Both the code delta and code churn for a particular metric are needed to assess the evolution of a system.
Software Evolution and the Fault Injection Process
The fault potential To derive a preliminary estimate for the actual number of faults per module we may make judicious use of historical data. From previous software development projects it is possible to develop a proportionality constant, say k, that will allow the total system relative complexity to map to a specific system fault count as follows: As the th i module was tested during the test activity of the first build, the number of faults found and fixed in this process was denoted by f i 1 . However, in the process of fixing this fault, the source code will change. In all likelihood, so, too, will the relative complexity of this module. Over a sequence of builds, the complexity of this module may change substantially. The cumulative churn in the total system over these j builds will be, We now observe that our estimate of the number of faults in the system has now changed. On the th j build there will no longer be 0 F faults in the system. New faults will have been introduced as the code has evolved. In all likelihood, the initial software development process and subsequent evolution processes will be materially different. This means that there will be a different proportionality constant, say k′ , representing the rate of fault injection for the evolving system. For the total system, then, there will have been The rate of fault insertion is directly related to the change activity that a module will receive from one build to the next. At the system level, we can see that the expected number of injected faults from build j to build j+1 will be At the module level, the rate of fault injection will, again, be proportional to the level of change activity. Hence, the expected number of injected faults between build j to build j+1 on module i will be simply The two proportionality constants k and k′ are the ultimate criterion measures of software development process and software maintenance processes. Each process has an associated fault injection proportionality constant. If we institute a new software development process and observe a significant change downward in the constant k, then the change would have been a good one. Very frequently, however, software processes are changed because development fads change and not because a criterion measure has indicated that a new process is superior to a previous one. We will consider that an advance in software development process has occurred if either k or k′ has diminished for that new process.
Definition of a Fault
Unfortunately, there is no particular definition of just precisely what a software fault is. In the face of this difficulty it is rather hard to develop meaningful associative models between faults and metrics. In calibrating our model, we would like to know how to count faults in an accurate and repeatable manner. In measuring the evolution of the system to talk about rates of fault introduction and removal, we measure in units to the way that the system changes over time.
Changes to the system are visible at the module level, and we attempt to measure at that level of granularity. Since the measurements of system structure are collected at the module level (by module we mean procedures and functions), we would like information about faults at the same granularity. In addition, we would like to know if there are quantities that are related to fault counts that can be used to make our calibration task easier.
Simply put, a fault is a structural defect in a software system that may lead to the system's eventually failing [3] . In other words, it is a physical characteristic of the system of which the type and extent may be measured using the same ideas used to measure the properties of more traditional physical systems. Structural defects in jet turbine blades, for example, are well defined and their consequences well understood. There are precise standards for recognizing these faults and assessing their potential impact on the successful operation of the jet engine of which they are a part. Unfortunately, we have no such industry standard for recognizing software defects nor an understanding of the consequences of these faults.
Measurement Process and Identification of Faults
The first step in the measurement of software faults for this study was to set up the necessary documentation flow in order to collect all the information that was required. Change report forms were used by a developer to proposed a change that was needed in response to failures or/and enhancements or other kind of modifications. These forms were reviewed by a committee and if approved, the developer could modify the code. Once the modifications were completed, the form could be check-in by a developer.
At that point, a new script was coupled to the check-in process to search for the code modified by the developer in response to that change form. The search is done mainly within the structure of the existing configuration control system, RCS. The raw metrics from the code are extracted and the relative complexity is computed using the corresponding baseline. This new data is included in a third new section of the change form. This process occurs automatically to ensure consistency and it proved to be more efficient. At the same time, a mail message notifying the completion of this process is sent to the group in charge of the fault tracing and counting.
The existing mechanisms for fault tracking contained descriptions of the failures at varying levels of detail, as well as descriptions of what was done to correct the fault(s) that caused the failure. Detailed information regarding the underlying faults (e.g., where were the code changes made in each affected module) was generally unavailable from the problem reporting system. In order to count faults, we needed to develop a method of identification that is repeatable, consistent, and identifies faults at the same level of granularity as our structural measurements.
This type of fault occurs only in one module. In identifying and counting faults, we must deal with faults that span only one module as well as those that span several.
The fault counting process that we instituted starts when a mail message is received from the code measurement process. That message includes the change form and the necessary links to the version of the file that was measured. The first step is to determine whether the code change was in response to a fix or if it was in response to some other kind of event. To determine whether is a fault fix, there is a need to analyze the change form exhaustively and complement it with the assistance of the developers involved in it.
Once the change is recognized as a response to a fault, the fault tracing begins. The fault needs to be traced to its origin, where it was originally introduced. In order to trace the faults, previous versions of the faulty module have to been carefully analyzed one by one, until the fault is found. It is obvious that this process is very demanding but, as it will be shown, it pays off in terms of consistency and repetitiveness. Some tools such as a differential comparator (e.g., Unix "diff") are used to make this job easier.
The sections of code highlighted by the comparator will indicate where the faults might be located.
Some of these differences will reflect enhancements or other type of activity not due to faults, but this discrimination can be done with the information provided in the change forms and with the developers assistance.
After completing the last step, we still had to identify and count the faults -the results of the differential comparison cannot simply be counted up to give a total number of faults. In order to do this, we developed a taxonomy for identifying and counting faults [14] . An example of why this is so is found within the following discussion of the taxonomy.
Note that this taxonomy differs from many others in that it does not seek to identify the root cause of the fault. Rather, it is based on the types of changes made to the software to repair the faults associated with failure reports -in other words, it constitutes an operational definition of a fault. Although identifying the root causes of faults is important in improving the development process [1, 4] , it is first necessary to identify the faults. This is the specific issue addressed by our taxonomy. We do not claim that this is the only way to identify and count faults, nor do we claim that this taxonomy is complete. However, we have found that this taxonomy has allowed us to successfully identify faults in the software used in the study in a consistent manner at the appropriate level of granularity.
Briefly, there are three broad categories of faults -faults associated with variables, faults associated with constants, and control flow faults. An abreviated version of this standard is: Faults can be more complex than the situations indicated above -it is possible to have faults on top of faults. We can decompose these more complicated situations into simpler ones that can be handled by application of the rules given above. For instance, the order of execution of two blocks may be changed, and one of these blocks may also be changed to include a reference to a new variable. In addition, special care was given to faults that spanned across modules. For instance, a fault in a header file that was included and used in two different modules was counted as separate faults.
Estimating the Fault Injection Rate
We would now like to turn our attention to the task of estimating the rate of fault injection, k′ , for the software maintenance activity.
The automatic source code measurement process turned out to be an almost trivial task. It was highly mechanized and transparent to all developers. Our CMA (C metric analyzer) metric tool measured each module as it was checked back into the RCS system having been modified by a developer. The PCA/RCM tool then computed a baseline relative complexity value for the new metric values. Before each build, the EVOLV tool was invoked by the build process to compute the net change across all modules between the current build and the previous one.
The fault tracing and counting process, on the other hand, was not an easy job. On the contrary, it required a major time investment in order to do it correctly. Over 650 change forms were studied during a period of 8 months. From that set, approximately a 10% were due to attempts to remove existing faults. The rest of the changes were due to enhancements, adaptations or other type of modifications.
Each of the faults was traced back through the maze of the revision control system until the version where the fault was introduced was found. This process required in most cases, to analyze the differences between several versions of the module before reaching the one in which the fault insertion occurred. Each fault took an average of 9 hours to be traced and counted. On several occasions, the fault couldn't be traced to its origin in that the older versions of the file were not available in the revision control system. A total of 23 faults where successfully traced to their point of origin for builds of the system whose source code deltas remained in the RCS system.
Code churn was then computed between the version where the fault(s) was introduced and its previous version. In each of these modules, there may have been one or more faults. We now had 23 observations on modules that had identified injected faults in them. We then regressed the code churn measures against the fault measures for each of these modules. The regression ANOVA is shown in Table 2 below.
The regression model is shown in Table 3 . The coefficient, 0.500, is our estimate for the rate of fault injection, k′ . From this value, it is clear that with the current maintenance process in place, the rate of fault injection is relatively high. Even for relative small changes, with a code churn value of 10 or less, a potentially large number of faults are introduced into the system. These faults must be detected, at relatively great expense, during the testing process. Table 4 . Regression Statistics
The regression model developed from these data is apparently a very good one. The Multiple R for this model was 0.901 as can be seen in Table 4 . These means that we were able to account for more than 80% of the variation of the faults with the code churn measure.
Conclusion
There is a distinct and a strong relationship between software faults and measurable software attributes. This is in itself not a new result or observation. The most interesting result of this current endeavor is that we also found a strong association between the fault injection process over the evolutionary history of a software system and the degree of change that is taking place in each of the program modules. We also found that the direction of the change had an effect on the number of faults inserted. Some changes will have the potential of introducing very few faults while others may have a serious impact on the number of latent faults. Different numbers of faults may be inserted, depending upon whether code is being added to or removed from the system.
One of the most disturbing aspects of this study was the extreme difficulty we had in measuring the faults. There is a general disinclination on the part of all software developers to value the importance of recording software fault data. The data that we were able to accurately identify were obtained ex post facto. They were very expensive to collect. If we are to be able to deal effectively with measuring software process change, then we must collect accurate criterion measures for evaluating this process.
In order for the measurement process to be meaningful, the fault data must be very carefully collected. In this study, the data were extracted ex post facto as a very labor intensive effort. Since fault data cannot be collected with the same degree of automation as much of other software metrics being gathered by development organizations, material changes in the software development and software maintenance processes must be made to capture these fault data. Among other things, a well defined fault standard and fault taxonomy must be developed and maintained as part of the software development process.
Further, all designers and coders should be thoroughly trained in its use. A viable standard is one that may be used to classify any fault unambiguously. A viable fault recording process is one in which any one person will classify a fault exactly the same as any other person.
The whole notion of measuring the fault injection process is its ultimate value as a measure of software process. The software engineering literature is replete with examples of how software process improvement can be achieved through the use of some new software development technique. What is almost absent from the same literature is a controlled study to validate the fact that the new process is meaningful [2] . The techniques developed in this study can be implemented in a development organization to provide a consistent method of measuring fault content and structural evolution across multiple projects over time. The initial estimates of fault insertion rates can serve as a baseline against which future projects can be compared to determine whether progress is being made in reducing the fault insertion rate, and to identify those development techniques that seem to provide the greatest reduction.
What is important is not that we got an estimate for the rate of fault insertion and now will set about to predict the precise fault count for each module. That would be most inappropriate. We now have established a mechanism for determining the ultimate criterion measure for software development, the rate of fault injection. The value, k′ , that we obtained is neither good nor bad. It is the first of its kind. We really don't know whether it is good or bad. We have only one data point. We now, however, have a baseline that we can use to evaluate future changes to our software development improvement efforts.
