The processes by which new white matter lesions in multiple sclerosis (MS) the rate at which contrast agents pass from the plasma to MS lesions. In this paper, we develop a model-free framework for the analysis of these data that provides biologically meaningful quantification of the blood-brain barrier opening in new MS lesions. To accomplish this, we use functional principal components analysis to study directions of variation in the voxel-level time series of intensities both within and across subjects.
Multiple sclerosis (MS) is an inflammatory disease that causes demyelinating lesions in the central nervous system. Although gray-matter lesions are common [Calabrese et al., 2010] , white-matter lesions are easiest to identify, both pathologically and radiologically, due to their loss of normal myelin and often high degree of inflammation. In the first clinical stage of MS, these lesions appear relatively frequently and can occur in unpredictable locations at unpredictable times. The disease-modifying drugs that are currently used to treat MS can reduce the incidence of these lesions [Calabresi et al., 1997] .
The processes by which new lesions develop are only partially understood. Much of this understanding has come through magnetic resonance imagine (MRI) of the brain. These lesions have long been known to form around veins [Dawson, 1916] where inflammatory cells, especially T lymphocytes, form perivenular cuffs. One of the hallmarks of newly forming lesions is enhancement on MRI following the intravenous administration of gadolinium-based contrast agents that shorten the longitudinal (T 1 ) relaxation time of the tissue [Grossman et al., 1988] . This visible enhancement in the MRI results from opening of the blood-brain barrier (BBB) and reveals areas of active inflammation. Lesion enhancement typically lasts 4 to 8 weeks and may be accompanied by neurological signs and symptoms, but new lesions are often asymptomatic [Capra et al., 1992] . The incidence and number of existing enhancing lesions are common outcome measures used in MS treatment clinical trials.
The exact nature of BBB opening in new MS lesions and the selectivity of the resulting permeability remain unclear. The analysis of contrast-agent uptake can provide only limited insight into these issues. Dynamic-contrast-enhanced MRI (DCE-MRI) has been used for the past two decades to quantify the rate at which contrast agents pass from the plasma to MS lesions as a measure of BBB permeability [Kermode et al., 1990] . DCE-MRI data are typically analyzed using deterministic pharmacokinetic modeling techniques based on multi-compartment tissue models with exchange [Davidian and Giltinan, 1995] . These techniques are limited for four major reasons. The first is that the tissue composition, specifically the number of compartments in the pharmacokinetic model, is unknown, posing technical and interpretive difficulties. Secondly, the number of compartments may vary within and between tissue types, which makes the a-priori choice of a number of compartments for every single voxel in the brain a difficult proposition. Thirdly, saturation of these models leads to interpolation, which in itself does not help with the quantification and dimension reduction. Finally, when fitting these models to the DCE-MRI data from our study, the standard deterministic algorithms fail to converge in over 80% of the voxels.
In this paper, we consider 10 subjects, 6 with relapsing-remitting MS (RRMS) and 4 with primary-progressive MS (PPMS) who were evaluated as part of a natural-history protocol.
The RRMS subjects were selected for this imaging protocol because of their active disease, as evidenced by the development of contrast-enhancing lesions on monthly scans. In each subject, we observed one DCE-MRI scan recorded during a single clinical visit. The DCE-MRI consisted of short T 1 -weighted scans recorded as the contrast agent flows through the brain; details concerning the acquisition of these data can be found in Section 2. Our goals were to: 1) provide a statistically principled platform for the quantification of observed lesion enhancement; 2) introduce and analyze spatiotemporal models of lesion enhancement with consistent interpretation within and between subjects; and 3) generate a set of hypotheses for the cross-sectional and longitudinal analysis of MS lesions in a large population of MS patients observed at multiple visits. To achieve these goals, in Section 3 we use functional principal components analysis (FPCA) Silverman, 1998, 2002 ] to study directions of variation in the voxel-level time series of intensities in each of the 10 subjects. In Section 4, we consider the normalization and simultaneous analysis of the data from all 10 subjects using similar techniques. We use the principal components along with their corresponding scores (loadings) to study patterns in the intensity time series, which are referred to as enhancements. We also develop a simple method for testing whether a particular voxel (or group of voxels) has enhancing properties. We finish the paper with a set of biological hypotheses that we intend to test in future studies.
Participants
We analyzed the MRI data of 10 people with MS (6 with RRMS and 4 with PPMS) scanned under an Institutional Review Board-approved natural-history protocol. All participants gave written consent. Demographic, diagnosis, and treatment information may be found in [Kurtzke, 1983] , and treatment information.
MRI Protocol
As part of a comprehensive protocol, we performed whole brain DCE-MRI in a 3 tesla 
Image Post-Processing
For the image processing, we used Medical Image Processing Analysis and Visualization (MI-PAV) (http://mipav.cit.nih.gov) and Java Image Science Toolkit (JIST) (http://nitrc.org/projects/jist).
We rigidly coregistered all acquired dynamic volumes to the first volume in which we detected enhancement in the arteries, resampling at 1 mm isotropic resolution. We then rigidly aligned all images to the Montreal Neurological Institute standard space and removed the extracerebral voxels using a skull-stripping procedure [Carass et al., 2007] . We used the high-resolution T 2 -weighted and FLAIR images (shown for the first two subjects in Figure   1 ) to automatically segment the brain into separate compartments for cerebrospinal fluid, gray matter, white-matter lesions, and normal appearing white matter (NAWM) [Shiee et al., 2010] . 
Single-Subject Methodology
We start by introducing some prominent characteristics of the data. As the contrast agent propagates through the areas under observation via MRI, the signal intensity on T 1 -weighted images increases because the gadolinium shortens the T 1 relaxation time of the tissue. This increase in the signal is related to the concentration of the contrast agent in the tissue.
However, exact calibration is not possible without careful T 1 mapping, which we explicitly avoided in order to decrease scan time, reduce variability, and limit the number of assumptions of our analysis. Without such mapping as well as knowledge of the relaxivity properties of gadolinium, units of MRI signal cannot be taken as indicative of gadolinium concentration [Tofts, 1997] . The interpretation of the recorded intensity varies with respect to the location and baseline magnetic properties of the various voxels in the brain. Quantifying the temporal and spatial behavior of the signal intensity in white matter is the primary goal of this paper. For illustration, the intensity maps for two subjects in a sagittal slice are displayed in Figure 2 at four time points: before the injection and 2, 4, and 32 minutes afterward.
Although we only show four time points, many more volumes are typically observed for each subject. The 10 subjects analyzed in this paper were scanned over 58 to 155 minutes, and between 13 and 67 volumes were acquired during a single scan. The solid black contours in Figure 2 are the reconstructed in-slice boundaries of the lesions obtained using our Lesion-TOADS automatic segmentation algorithm [Shiee et al., 2010] . Most of the delineated lesions had been present on previous scans of the same subject and did not enhance with contrast.
Several characteristics of the data are immediately apparent. First, in the time point measured 2 minutes after contrast injection, the blood vessels are bright, indicating a high concentration of the contrast agent. The rest of the brain remains essentially unchanged at this time. Second, as time progresses some of the voxels in regions of interest (ROI) within the lesions enhance. Third, lesion enhancement is also different between the two subjects: on the scan at 32 minutes, the enhancing lesion in the first subject exhibits homogeneous enhancement, whereas the enhancing lesion in the second subject shows a ring-like enhancement.
Another way of looking at the data is to plot the time series for each voxel. More specifically, the data from a single subject can be written as a T x V matrix, where T is the number of time points and V is the number of voxels. For the first subject, T =67 and V =7.2 million (corresponding to the volume of dimension 182 x 218 x 182, where each voxel is interpolated to 1mm x 1mm x 1mm cuts from an acquired resolution of 2mm 3 ). The skull-stripping procedure [Carass et al., 2007] reduces V from 7.2 million to 1.6 million. The time series for these 1.6 million voxels are displayed in Figure 3 for the same two subjects.
Unfortunately, the sheer number of voxels masks important features in the data, such as the large spikes in some of the voxels immediately following injection (time 0).
A more careful look at the data reveals hidden patterns. Figure 4 displays the time series for four different regions of the brain in the first subject: blood vessels, NAWM, a nonenhancing lesion and an enhancing lesion. The patterns are strikingly different and indicate:
1) sudden jumps in the intensity of blood vessel voxels immediately following injection as the blood enters the brain, followed by exponential decay characteristic of single-compartment pharmacokinetic modeling [Davidian and Giltinan, 1995] as the blood is evacuated; 2) timeindependent trajectories in the NAWM and non-enhancing lesion voxels, indicating that perfusion is low in these regions and that the BBB is for the most part impermeable to the contrast agent; and 3) gradual increases in the intensity of enhancing lesion voxels during the first hour after injection, followed by a plateau during the second hour and small decreases in the third hour. From a physiological perspective, this indicates that the plasma seeps into these areas slowly after being delivered by the blood vessels. Given the complexity and size of the data, a natural next step in the exploratory data analysis is to find the number and shape of patterns at the subject level. Our primary goal is to quantify these patterns in the population. We start by applying FPCA to the collection of time series from each subject. For illustration, consider the data for the subject displayed in Figure 4 . The first five principal components (PCs) from this analysis are depicted in Figure 5 (a). The first PC (orange) is roughly a vertical shift; this corresponds to baseline discrepancies between voxels. For example, the intensity in gray matter voxels and NAWM voxels changes little over time; however, the gray matter voxel intensities tend to be shifted downwards compared to the white matter due to their longer intrinsic T 1 . Similarly, there is variance in the baseline intensity within each of these sections in the brain; some parts of the gray matter are darker than other parts. We conclude that the first PC captures natural differences in the magnetic properties of voxels that are independent of the contrast agent's presence. The second PC (red) depicts a sudden increase in intensity after injection followed by an exponential decline. This behavior is identical to that seen in blood vessels in Figure   4 . In terms of physiology, this is consistent with the delivery of the contrast agent in high concentrations immediately following injection, followed by its efficient clearance. The third PC (blue) is a gradual increase in intensity followed by a plateau, which is strikingly similar to the shape of the time series in the enhancing ROI. This indicates that blood is not rapidly introduced to these regions; rather, it slowly seeps in over time. 
We then map these scores, ξ(v), back to the threedimensional brain volume. Figure 6 is a map of the spatial patterns of these loadings for the second and third PCs in the same sagittal slice from Figure 4 (top row). We have omitted the map for the first PC as it only shows baseline differences and is not of general interest.
The second PC loads heavily only in the blood vessels (yellow spots), as expected. The third PC loads in the enhancing ROI and in residual highly vascularized extracranial tissues (such as the scalp). The above subject-by-subject analysis is enlightening, but each analysis is subject-specific and the measures defined therein are only valid within the particular subject. However, our primary goal is to quantify these subject-specific patterns using measures that are meaningful across subjects. Thus, in the next sections we: 1) normalize and interpolate the data to a common grid; 2) obtain population-level PCs; 3) ensure that the features identified by the above subject-level analyses are also identified by the population-level method; and 4) generate hypotheses concerning the nature of enhancement patterns and outline appropriate statistical methods.
4 Multiple-Subject Methodology
Normalization and Interpolation
An important first step in the analysis of populations of images is to calibrate measurement units across subjects to ensure that they have the same interpretation. This process, often referred to as normalization, depends on the particular application and scientific question.
We propose a subject-by-subject normalization procedure so that the construction of the normalized data from one subject will not be affected by the data from other subjects or a priori norms.
Because the focus of this research is the enhancement of MS lesions in white matter, we propose a procedure that emphasizes departures from the subject's NAWM. Let Y O i (t, v) be the observed intensity at time t of voxel v from subject i and normalize the data as:
where µ i,0 and V i,0 denote the mean and variance of the observed intensities,
, over all time points before the injection, t, and voxels in the subject's NAWM, v. These normalized values, Y N i (t, v), are deviation measures from the mean baseline intensity of NAWM voxels of that particular subject expressed in standard deviation units of the baseline NAWM intensities. For example, in Figure 4 , we display the raw intensities on the left side of the y-axis and the normalized values of intensity on the right side. As expected, the normalized intensity values in NAWM are very close to zero and vary from -2 to 2 (middle plot). In the enhancing ROI, the normalized time series vary between -2 (before injection) and 5 (around 100 minutes after injection). The blood vessel time series display more extreme changes, and they start as low as -5 (before injection) and peak around 15 standard deviations (immediately following injection). Note that the normalization does not change the structure of the distribution of time series and that all information is maintained as long as the µ i,0 and V i,0 An additional complexity is that both in our study and in clinical practice, the MRI scans are not always recorded at the same times. For example, Figure 8 displays the time points at which the scans were recorded for the 10 subjects. Each subject was scanned several times before contrast injection (time 0, indicated by the red vertical line), several times immediately following the injection (in the 5 minutes following injection), and at other times scattered over the remaining scanning period. The first subject (the bottom row) was scanned for about twice as long as the other eleven. For convenience, we truncate all observations after 85 minutes (dashed blue vertical line). The other 9 subjects were scanned in only two later time regions, the first around 30 minutes and the second around 1 hour after the contrast injection. Half of the subjects (subjects 3 to 8) were scanned at only one time point in each of these regions. Although this sampling scheme may seem unusual, it allows measurement of faster enhancement (such as that in blood vessels) at times immediately following injection and slower enhancements (for example, that in enhancing ROIs) over the remaining hour.
The random scatter of the remaining subjects creates technical difficulties, but it helps in the population-level inference. More specifically, having a random distribution of observation times allows us to build information across subjects about enhancement behaviors over the time frame.
Because the sampling time grid across subjects is irregular, we first interpolate the time series for every brain voxel of every subject. To accomplish this, we simply use linear interpolation within the range of the data and fix values beyond the observed data to those of the nearest data points. We argue that this choice is reasonable because the time series display rather simple temporal features and the measurement error is relatively small compared to the enhancement patterns. We take these interpolated values for each subject on an equally spaced time grid, {t 1 , . . . , t T }, of T = 100 points from 8 minutes before the contrast injection to 83 minutes after the injection. We denote these normalized and interpolated data by
To check that salient features of the data are not diluted in this process, we review the interpolated scans and confirm that the enhancement properties are still visible. Indeed, all the features (except scanner-related noise) identified in the subject-level analyses for our 10 subjects are preserved after normalization and interpolation.
Population-Level Analysis
In order to analyze the data from the 10 subjects simultaneously, we stack all time series across all of the subjects and all voxels in the brain, which creates a matrix of size ( i V i )×T , where I = 10, i V i ≈ 16 million, and T = 100. The rows of this data matrix are voxelspecific time series with the same interpretations across subjects and measured at the same time grid. On this matrix, we perform an FPCA analysis [Ramsay and Silverman, 1998 , 2002 , Greven et al., 2010 , Di et al., 2009 . In particular, we treat f i (·, v) as independent observations with covariance operator Σ(s, t) = Cov[f i (s), f i (t)] for s ≤ t. This treats voxels from the same subject and different subjects exchangeably. A consistent estimator of the covariance operator on the time grid is:
where s, t ∈ {t 1 , . . . , t T } andf (t) =
is the mean normalized intensity at time t across subjects. Due to the size of the data, it is not feasible to simultaneously load data from more than one subject in memory. However, the form in (1) is computable by first obtainingf (t) and then cumulatively summing each subject's contribution; thus, we may calculate (1) by sequentially loading each subject-specific data file in memory. Since Σ is a T x T (100 x 100) matrix, we can easily continue with the eigendecomposition to find the eigenvectors Φ j (t), for j = 1, . . . , T . The first nine of these population-level PCs (PLPCs) are shown in Figure 9 , and explain over 99.9% of the variation in time series from all voxels in the 10 brains. We now proceed with the careful study and interpretation of these PLPCs. 
Population-Level Principal Components
The first and second population-level principal components (PLPCs) in Figure 9 are similar to the subject-level principal components (SLPCs) in Figure 3 . The first PLPC corresponds to baseline time-independent differences in intensity between voxels, and the second corresponds to the enhancement behavior in large blood vessels. Loadings on the third and fourth PLPCs are high in enhancing lesions. The remaining PLPCs are more difficult to interpret. However, they only explain 0.2% of the total voxel-level time-series variability and may well be due to artifacts such as subject motion. To better understand the first four PLPCs, we proceed as in the subject-level analysis by producing maps of the loadings in the 3D brain volumes. Figure 10 provides the second through fifth PLPC maps of a sagittal slice for the first subject. Figure 10 (a) confirms that the second PLPC captures the blood vessel behavior. The enhancing ROI loads primarily on the third and fourth PLPCs. This is more complex than the subject-level analysis where the enhancement was explained by one SLPC in the majority of cases. To understand this, recall that using the PLPC basis, the time series in each voxel can be expressed as:
where SLPCs from the twelve subjects can be found in the Appendix.
In the next section, we use the scores from the population-level techniques described above to discriminate between enhancement patterns. We further suggest quantitative measures of degree of enhancement, temporal behavior, and spatial properties.
In this section, we suggest a framework for quantitatively describing enhancements in enhancing lesion voxels. This framework is based on our 10 subjects and will require validation in larger data sets. In order to quantify the enhancements, we will use the PLPCs and the associated scores, as described in Section 3. As the third and fourth PLPCs accounted for the enhancement properties, we consider loadings of all white-matter voxels on these PLPCs.
A scatterplot of these scores for the 10 subjects, indicated in differing colors by subject, can be found in Figure 11 . Figure 11 : Scatterplot of the scores from white matter voxels in each of the 10 subjects.
The horizontal axis is the score for the third PLPC, and the vertical axis is the score for the fourth PLPC. Each color represents voxels from a different subject.
There is a clear grouping of the scores around the origin (0, 0) for each subject. The "potato-like" shape dominating the center of the distribution is indicative of a bivariate normal distribution. There are also voxels that deviate from the central cluster in all four quadrants. After examining the voxels that deviate in the top-left, bottom-left, and bottomright quadrants, we found that these are all artifacts from patient movement and registration.
We thus focus on deviations from the central part of the distribution in the top-right quadrant only.
Each point in the top-right quadrant beyond the central cluster (roughly in the region with ξ i,3 (v) > 5 and ξ i,4 (v) > 0) represents a voxel that enhances according to a mixture of the third and fourth PLPC behaviors. At the subject level, these deviations (visible in Figure   11 ) tend to be linear arms reaching outward and consisting of voxels from enhancing ROIs inside MS lesions. To identify these enhancements, we first identify the non-enhancing voxels for each subject; the scores associated with these voxels tend to be contained in the central section of the bivariate normal distribution discussed above. For this, we use quantile-based estimation of the parameters of the multivariate normal distribution of the non-enhancing white matter voxels on a subject-by subject basis. For each subject i, we:
1. Choose five points (ξ
4 ), for j = 1, . . . , 5, in the central cluster around the origin.
To choose these points, we first fit a linear regression of ξ i,4 (v) on ξ i,3 (v) and take the 25th, 50th, and 75th quantiles of the fitted values as the first three points. We then take two more points that are on the line perpendicular to the fitted line and crossing through the median, each of which is one residual standard deviation away from the median.
2. Calculate the empirical distribution of the scores evaluated at each of these points;
3. Minimize the function
in terms of the parameters µ, Σ, where Φ(· | µ, Σ) denotes the distribution function of a multivariate normal with mean µ and covariance matrix Σ.
The algorithm above gives us an approximation to the distribution of non-enhancing white matter voxels. This allows us to tackle one goal of our analysis, specifically to construct a hypothesis test to determine whether a particular white-matter voxel is enhancing. The above method defines the distribution of the third and fourth PLPC scores in non-enhancing white matter for the individual. We then estimate the probability of observing scores as or more extreme than those observed for the voxel of interest. The resulting p-value for each voxel allows one to judge whether there is evidence of enhancement. In Figure 12 , we show maps of transformed p-values for the first two subjects in the same sagittal slices in Figure 2 .
Purple areas are those with very low p-values and thus suggest the presence of enhancement. In order to partition the white matter into voxels that are non-enhancing and those that are enhancing for each subject, we set a threshold for the p-values calculated above. For our analysis, we chose this cutoff to be 10 −15 . We then partition the enhancing voxels in each subject by grouping spatially connected voxels and we refer to each connected set of enhancing voxels as an enhancing ROI.
In Figure 13 , we show the enhancing ROIs (as determined by the above procedure) in the enhancements from the first two subjects as depicted in Figure 2 . We calculate three simple summary measures to describe the enhancements in each of these subjects. First, we take the median norm (Euclidean distance from the origin in the (ξ i,3 (v), ξ i,4 (v)) planes) of the enhancing candidate voxels. This measures the magnitude of the enhancement, which is related to the maximum intensity of the enhancing voxels. In Figure 13 , we show this as the radius of the gray circle; subjects with larger circles have more prominent enhancements.
The second measure is the slope β 3,4 of the regression (solid red line) of
This measures the velocity of the enhancement since voxels that load more on the fourth PLPC peak in intensity earlier than those that load primarily on the third PLPC. Thus, enhancements with steeper (larger) slopes tend to enhance earlier (subject 1), whereas those with shallower (smaller) slopes enhance more slowly (subject 2). Third, we calculate the R 2 for this regression fit, which is also given in Figure 13 . This measures the variance of the observed scores around the linear fit, which is a proxy for the spatiotemporal variation in intensity patterns across the ROI. Enhancements with larger values of R 2 , as in Figure   13 (a), are more homogeneous, meaning that the enhancement time course is similar across voxels. On the other hand, enhancements with smaller R 2 , as in Figure 13 (b), are more heterogeneous and for the most part appear ring-shaped. Overall, these three measures summarize the magnitude, velocity, and spatiotemporal variation of lesion enhancement. Based on our empirical observations that lesions tend to enhance either centripetally (from the periphery to the center) or centrifugally (from the center to the periphery), we develop a fourth measure to quantify the temporal enhancement dynamics within lesions.
We first calculate the distance from each voxel to the boundary of the ROI, which we denote d(v). We then consider the relationship between d(v) and the principal component loadings ξ i,3 (v) and ξ i,4 (v). The value of these loadings must be interpreted with caution, however;
although for the most part voxels with higher fourth PLPC loadings enhance earlier, a high fourth PLPC loading may also indicate more intense enhancement. We therefore consider the proportion of enhancement in each voxel from the third and fourth PLPCs and the relationship between these quantities and d(v), which is shown in the first two columns of Figure 14 for the enhancing ROI from the first two subjects. (Note that the points in these plots fall in discrete clusters due to the coarse resolution of the images relative to lesion size.)
This relationship is captured in linear fits to these quantities:
Because a voxel that loads relatively more on the fourth PLPC than on the third PLPC has earlier enhancement, we interpret β d4 > 0 as evidence for centrifugal enhancement, while β d4 < 0 is indicative of centripetal enhancement. Using this regression framework (of that the center of the ROI in subject 1 is enhancing the most in magnitude. In subject 2, however, this is not the case; Figure 14 (d) shows that some areas of the boundary of the ROI enhance more than the center (this is also apparent in Figure 12 (b)). Indeed, the linear fit of model 6 is not ideal, here and perhaps a quantile regression-based approach would be helpful.
On average, however, there is a trend of more enhancement closer to the center of the ROI as captured by the estimated β d of 50 (p < 0.01). The units of β d (and similarly β d4p ) are in proportion per unit increase in distance (in our case, 1mm). This may be standardized in terms of the radius of the enhancing ROI, for example, in order to allow comparisons between lesions of different sizes captured using different resolutions. Similarly, transformations of variables and more complex models for Equations 5 and 6 may be considered although for the goals of this analysis the above methods proved sufficient in our 10 subjects. 
Results
We applied the above methodology to the 10 subjects in this study. The thresholding procedure was used to detect enhancing lesions within the white matter as segmented by the TOADS method. Lesions smaller than 8 mm 3 in volume were excluded as they were indistinguishable from noise. In each enhancing ROI, we calculated the magnitude, β 3,4 , and the corresponding R 2 which may be found in Table 2 . For enhancing lesions sufficiently large to have interior (non-boundary) voxels, we also calculated the distance-based spatiotemporal indices. Summaries of these measures are also presented in Table 2 .
enhancements varied between 3.9 and 5.6 units. The median slope β 3,4 ranged between 0.15 and 0.36, except in subject 8 who had a negative estimated slope. In this subject, the small volume of the enhancing lesions made the estimation of this slope imprecise. The median R 2 ranged between 0.16 in subject 2 to 0.66 in subject 1. The estimated β d4p and β d are presented in Table 2 . In the two rightmost columns, the number of significantly centripetally and centrifugally enhancing lesions are presented (calculated by testing β d4p < 0 and β d4p > 0, respectively, in each lesion with a type I error rate of 0.05). A key step in this analysis is the normalization of the data from each subject in order for inference to be meaningful at the population level. Our simple normalization procedure is internal and does not depend on data from other subjects or external quantities. It emphasizes discrepancies in white matter, the very discrepancies that we wish to study, but it does not compress the data (that is, the structure of the data is conserved and no information is lost). Our analytical methodology, however, is general and valid after any alternate normalization scheme is applied.
Several complexities of DCE-MRI data make their statistical analysis difficult. The first is that the scans are large; although they may be stored on a hard disk in less than 1Gb each, interpreted statistical packages, without substantial novel programming, require additional memory. This makes the simultaneous analysis of many subjects difficult even with modern statistical computing facilities. In order to summarize these vast data, innovative exploratory data analysis and dimension reduction techniques are key. These must be conducted with respect to the complicated structure of the data and the goals of the analysis. Our methods achieve this while remaining scalable to large studies with hundreds of patients observed at multiple visits.
Our methods are also automatic in that they do not require the manual construction of masks describing the locations where enhancement occurs. In this paper we did, however, use the TOADS white matter segmentation which suffered from some minor errors, mainly that the masks included a few voxels outside of the white matter. Erroneous ROI recognized by our methods were removed by manual inspection of the locations in the FLAIR images.
One may alternatively consider analyzing all brain voxels in a similar fashion to avoid the white matter segmentation.
Simple parametric models, motivated by our nonparametric principal components-based analysis, can be obtained. Specifically, we may model:
where θ is low-dimensional and (v) is an (independent) error process. These models may be fit using, for example, nonlinear least squares estimation. They will be easy to use and will be independent of any reference population.
Our methods are not designed to supplant parametric models based on pharmacokinetics [Tofts, 1997] . Such models are very useful for understanding tissue biophysics and in particular the interaction between tissue compartments. Rather, we have built our methods to allow us to generate and address hypotheses about the spatiotemporal properties of tissue enhancement, and the methods could also be applied to study enhancement outside new MS lesions. For example, in Section 4, we derive an approximation to the distribution of nonenhancing white matter voxels in each of the subjects. Although this is sufficient to enable us to identify enhancing lesions, which was the focus of this study, we could also investigate these non-enhancing voxels more closely. This could be accomplished using the techniques we have presented by considering the union of the central clusters in the (ξ i,3 (v), ξ i,4 (v)) plane.
It also provides a natural framework for the quantification of spatial features in enhancement as described in Section 5.
This work opens several directions for future studies, including extension of the analysis to many more subjects. The methods we have presented are computationally scalable to these situations, and based on our initial findings we expect the number of principal components that characterize enhancement to be small even in larger studies. Such studies could determine, for example, whether lesions within one subject will be more similar in enhancement patterns than those from different subjects.
The methods can also be extended to serial studies of enhancing lesions from the same subjects. Our preliminary work has shown that enhancing white-matter lesions evolve over time, changing their spatiotemporal enhancement characteristics. This process may be modeled through the measures developed in this paper. For example, the magnitude of enhancement in a lesion (ξ i,j measures the discrepancy between the vectors. We calculated this measure for each PLPC and each SLPC for each subject, and results are shown in Figure 15 . Each rectangle corresponds to a comparison, and the brightness of the rectangle represents the discrepancy measure; darker rectangles indicate similarity between the components and brighter rectangles indicate major differences. In all of the subject-level analyses, the first SLPC is very similar to the first PLPC. The second SLPCs also tends to be very similar to the second PLPC. The third SLPCs, which generally correspond to the behavior in the enhancing ROI, are explained by the fourth and fifth PLPCs as was noted above. This chart helps make these comparisons more concrete and allows us to better understand the differences between enhancement behaviors at the population level.
