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Studies of the Gaussian core model (GCM) have shown that it behaves like a mean-field model and the
properties are quite different from standard glass former. In this work, we investigate the entropies, namely
the excess entropy (Sex) and the configurational entropy (Sc) and their different components to address these
anomalies. Our study corroborates most of the earlier observations and also sheds new light on the high and
low temperature dynamics. We find that unlike in standard glass former where high temperature dynamics
is dominated by two-body correlation and low temperature by many-body correlations, in GCM both high
and low temperature dynamics are dominated by many body correlations. We also find that the many-body
entropy which is usually positive at low temperatures and is associated with activated dynamics is negative
in GCM suggesting suppression of activation. Interestingly despite suppression of activation the Adam-Gibbs
(AG) relation which describes activated dynamics holds in GCM, thus suggesting a non-activated contribution
in AG relation. We also find an overlap between the AG and mode coupling power law regime leading to
a power law behaviour of Sc. From our analysis of this power law behaviour we predict that in GCM the
high temperature dynamics will disappear at dynamical transition temperature and below that, there will be
a transition to the activated regime. Our study further reveals that the activated regime in GCM is quite
narrow.
I. INTRODUCTION
On cooling a liquid sufficiently fast it does not get
enough time to crystallize and enters the supercooled liq-
uid state. On further cooling it becomes a glass. The
manner in which such supercooled liquid becomes amor-
phous rigid solid is poorly understood. Numerous the-
ories have been proposed to explain this slowing down
of the dynamics in supercooled liquids1–4 but none of
them have successfully answered all the questions. Mode
coupling theory (MCT), known as the microscopic the-
ory of glass transition is one such theory5. According
to the predictions of this theory, at the dynamical transi-
tion temperature, the relaxation time diverges in a power
law manner6,7. This power law behaviour is indeed ob-
served in many experiments and computer simulation
studies8–12. However for these systems at low enough
temperatures one observes a departure from the power
law and the divergence predicted is thus avoided.
According to the random first order transition theory
(RFOT), at the dynamical transition temperature the
system is trapped in one of the basins of its rugged free
energy landscape13. At the mean-field level, the system
is permanently trapped in one such minima as the bar-
riers between the minima become infinite and thus as
predicted by MCT the dynamics is completely frozen. In
finite dimensions the barrier heights are less, thus this
transition predicted by MCT is suppressed by the acti-
vation process. At low temperatures the dynamics is gov-
erned by activation and relaxation time follows the well-
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known Adam-Gibbs (AG) relation14, which expresses re-
laxation time, τ in terms of a thermodynamic quantity,
the configurational entropy Sc.
Although MCT like power law behaviour is found in
simulation and experimental studies, thus predicting a
transition temperature, Tc, the microscopic MCT when
solved numerically using structural information from sim-
ulations, predicts a transition at Tmicroc which is higher
than Tc
7,11. The reason for the prediction of this higher
transition temperature is not fully understood. However
it is believed that the Gaussian approximation made in
the naive form of MCT15 which leads to the non-linear
feedback mechanism is responsible for the higher value
of Tmicroc . Also in a recent work we have shown that the
form of the vertex function which depends on the struc-
ture factor might also be responsible for this premature
divergence16.
As MCT is a microscopic mean-field theory, it is ex-
pected that the predictions made by MCT should system-
atically improve as we go towards mean-field like systems
by increasing the dimension. It was found that for 4 di-
mensional hard sphere fluid, MCT predicts the slow dy-
namics much better than it does for lower dimensions17.
Another way of achieving mean-field effect is by making
the interaction between the particles long range. Ikeda
et al. have shown that the Gaussian core model (GCM)
behaves more like a mean-field system18,19. The discrep-
ancy between Tc and T
micro
c is around 20% for GCM
whereas for standard glass former like Kob-Andersen
(KA) model it is above 100%. There are also other obser-
vations where GCM was found to behave quite differently
from standard glass forming systems20. It has been ob-
served that for most of the glass former, the MCT power
law exponent γ varies when it is obtained from power
2law fits of relaxation time and diffusion coefficient but
for GCM these values come closer20. In standard glass
former as the system approaches low temperatures, both
the non-Gaussian parameter α2(t) and the four-point cor-
relation function χ4(t) increase in a similar fashion. How-
ever in GCM the α2(t) was found to grow much less than
in KA model18 but the χ4(t) was found to grow much
more20. This apparent contradiction was explained in
terms of mobility field. Large values of α2(t) in KA
model indicates large displacement of individual mobile
particles whereas the enhancement of χ4(t) in the GCM
implies that this system has more cooperative motion.
From mode localization analysis it has been found that
as temperature decreases the unstable directions that dis-
appear at the dynamic transition temperature are highly
delocalized for the GCM whereas they are increasingly lo-
calized for other standard glass former like KA model21.
It has been shown that due to the high energy barriers,
the hopping like motions are strongly suppressed in GCM
and the van Hove correlation function does not show any
bimodal distribution even at low temperatures20.
In this paper, we present a comparative study between
KA binary mixture at density ρ = 1.2 and mono-atomic
GCM at ρ = 1.5 and 2.0. Our study is based on the
calculation of entropy and its separation into different
components and studying its correlation with dynamics.
We find that just like the other properties, the entropy
and its components in GCM behave in a different way
when compared to KA model. In our study, we show
that both high and low temperature dynamics in GCM
is dominated by many-body correlations and there is a
suppression of activation. Surprisingly we find that even
though there is a suppression of activation the AG rela-
tion is valid. We also find that there is an overlap between
the AG and MCT regime and from our analysis we can
predict that at a temperature, lower than that presented
in this study the system makes a transition to activation
dominated dynamics.
The paper is organized as follows: The simulation de-
tails for various systems are given in Sec. II. In the next
section, we describe the methods used for evaluating var-
ious quantities and provide other necessary backgrounds.
In Sec. IV, we present the results and discussions. Sec.
V contains the conclusion.
II. SIMULATION DETAILS
In this study, we perform extensive molecular dynam-
ics simulations of two different glass forming liquid mod-
els. One is the binary Kob-Andersen Lennard-Jones
liquid22 and the other is a soft Gaussian core model18.
The first system is binary and the second is a monodis-
perse system. The total number density is fixed at
ρ = N/V with the total number of particles N (where
N = NA + NB for binary system) and system volume
V . The molecular dynamics (MD) simulations are car-
ried out using the LAMMPS package23. We perform the
simulations in the canonical ensemble (NVT) using Nose´-
Hoover thermostat. The time constant for Nose´-Hoover
thermostat is taken to be 100 time steps. The sample
is kept in a cubic box with periodic boundary condition.
For all state points, three to five independent samples
with run lengths > 100τ (τ is the α- relaxation time) are
analyzed.
A. Binary mixture of Kob-Andersen Lennard-Jones
particles
The most well-known model for glass forming liquids is
Kob-Andersen model which is a binary mixture (80:20)22.
The interatomic pair potential between species α and β,
with α, β = A,B, Uαβ(r) is described by a shifted and
truncated Lennard-Jones potential, as given by:
Uαβ(r) =
{
U
(LJ)
αβ (r;σαβ , ǫαβ)− U (LJ)αβ (r(c)αβ ;σαβ , ǫαβ), r ≤ r(c)αβ
0, r > r
(c)
αβ
where U
(LJ)
αβ (r;σαβ , ǫαβ) = 4ǫαβ[(σαβ/r)
12 − (σαβ/r)6]
and r
(c)
αβ = 2.5σαβ. Length, temperature and time are
given in units of σAA, kBT/ǫAA and
√
(mAσ
2
AA/ǫAA), re-
spectively. The interaction parameters for Kob-Andersen
model are, σAA = 1.0, σAB =0.8 ,σBB =0.88, ǫAA =1,
ǫAB =1.5, ǫBB =0.5, mA = mB=1.0. The integration
time step is fixed at 0.005. System size is N = 500,
where NA = 400 and NB = 100 and the density of the
system is ρ = 1.2.
B. Gaussian core model
The Gaussian core model is a one-component system.
The interaction potential is a Gaussian shaped repulsive
potential. The potential is shifted and truncated at the
cutoff r(c) = 5σ and is given by:
U(r) =
{
ǫ0 exp[−(r/σ)2]− ǫ0 exp[−(r(c)/σ)2], r ≤ r(c)
0, r > r(c).
(1)
Length, temperature and time are given in units of σ,
kBT/ǫ0 and
√
(mσ2/ǫ0), respectively. The interaction
parameters are σ = 1.0, ǫ0 =1.0,m =1.0. The integration
time step is fixed at 0.2. System size is N = 3456 and we
choose two densities, ρ = 1.5 and ρ = 2.0 for our study.
III. DEFINATIONS
A. Relaxation time
The relaxation times are obtained from the decay of
the overlap function, q(t), using the definition q(t = τ) =
31/e. The overlap function q(t) is defined as,
q(t) ≈ 1
N
〈
N∑
i=1
Θ(| ri(t0)− ri(t+ t0) |)
〉
Θ(x) = 1, x ≤ a implying overlap
= 0, otherwise. (2)
The cut off parameter ‘a’ is chosen as 0.3.
B. Excess Entropy
The thermodynamic excess entropy, Sex, which arises
due to structural correlations is the difference between
the total entropy Stotal and the ideal gas value Sid at the
same state point (T,ρ). Sex is calculated by using the
method described in Ref.24. The entropy is first eval-
uated at a state point, usually at a high temperature
and low density, where the system behaves like an ideal
gas. Relative to this state point, entropy at any other
state point can be calculated by using the combination of
an isothermal and an isochoric path, avoiding any phase
transition along this path. Along the isothermal path
entropy change is given by,
S(T, V ′)−S(T, V ) = U(T, V
′)− U(T, V )
T
+
∫ V ′
V
P (V )
T
dV,
(3)
and along the isochoric path it is,
S(T ′, V )− S(T, V ) =
∫ T ′
T
1
T
(∂U
∂T
)
V
dT. (4)
1. Pair and higher order excess entropy
By using Kirkwood factorization25 of the N-particle
distribution function26–28, the excess entropy Sex can be
expanded in an infinite series,
Sex =
∞∑
n=2
Sn = S2 +∆S, (5)
Sn are partial entropies which can be obtained by a suit-
able re-summation of spatial density correlations involv-
ing n-particle multiplets. The pair excess entropy S2 for
binary system reads as,
S2
kB
= −2πρ
∑
αβ
xαxβ
∫
∞
0
gαβ(r) ln gαβ(r) − [gαβ(r)− 1]r2dr,
(6)
where gαβ(r) is the atom-atom pair correlation function
between type α and type β, ρ is the density of the system,
xα is the mole fraction of type α and kB is the Boltzmann
constant. ∆S = Sex − S2, is called the residual multi-
particle entropy (RMPE) which contains the higher order
contributions (beyond two-body) to the excess entropy29.
C. Configurational Entropy
The configurational entropy (Sc ) per particle, is
calculated30 by subtracting the vibrational entropy from
the total entropy of the system : Sc(T ) = Sid(T ) +
Sex(T ) − Svib(T )31,32. Here Sid is the ideal gas entropy
and the excess entropy, Sex is obtained by the method
described in Sec. IIIB. For vibrational entropy we use
a harmonic approximation to the potential energy about
a given local minima. The detailed procedure for gen-
erating the local minima and calculating the vibrational
entropy is given in Ref.30–32. As mentioned in an earlier
study20 in the calculation of the density of states, we also
find some imaginary modes (∼ 0.19%) which we ignore
to calculate the vibrational entropy. We believe that this
will not make any change in the physical properties of
the system.
1. Pair Configurational Entropy
To obtain an estimate of the configurational entropy as
predicted by the pair correlation we rewrite Sc in terms
of the pair contribution to configurational entropy, Sc2
33,
Sc = Sid+Sex−Svib = Sid+S2+∆S−Svib = Sc2+∆S.
(7)
Where Sc2 = Sid + S2 − Svib.
D. Mode coupling Theory
Mode coupling theory (MCT) is a well-known theory
for glass forming liquids. This microscopic theory can
qualitatively predict the dynamics of the glass forming
liquid, if the structure of the liquid is known. Many ex-
perimental and simulation studies have proved that these
predictions made by MCT are true34. The equation of
motion for the intermediate scattering function is given
by
S¨(k, t)+ΓS˙(k, t)+Ω2kS(k, t)+Ω
2
k
∫
M(k, t−t′)S˙(k, t′)dt′ = 0,
(8)
where Ω2k =
k2kBT
m S(k)
−1, S(k, t) is the matrix of inter-
mediate scattering function Sαβ(k, t) and memory func-
tionM(k, t) can be written as :
[Ω2kM(k, t)]αβ =
1
2ρ
√
xαxβ
∑
ll′mm′
∫
dq
(2π)3
Vαlm(q,k − q)
× Vβl′m′(q,k− q)Smm′(|k− q|)
× Sll′ (q)φmm′(| k− q |, t)φll′ (q, t), (9)
where φαβ(k, t) =
Sαβ(k,t)
Sαβ(k,0)
, k− q = p and Vαlm(q,p) =
[kˆ.qδαmCαl(q) + kˆ.pδαlCαm(p)]. C(k) is defined as
S(k)−1 = 1−C(k). The static structure factors, Sαβ(k)
4are calculated from simulation and are defined as,
Sαβ(k) =
1√
NαNβ
Nα∑
i=1
Nβ∑
j=1
exp(−ik.(rαi − rβj )). (10)
Solving Eq.(8) we can obtain the relaxation time from
the decay of φαβ(k, t). The temperature dependence of
the relaxation time provides us the information of the
transition temperature Tmicroc .
IV. RESULTS AND DISCUSSIONS
As mentioned in the Introduction, many properties of
the GCM are different from the conventional glass form-
ing liquids like KA model18–20 and they appear more
mean-field like. Here we present a comparative study
between the GC and KA models like it has been done
before. However, our analysis primarily focuses on the
thermodynamic properties like the excess entropy and
the configurational entropy and their components like
pair and higher order terms. We also study the corre-
lation between entropy and dynamics.
A. Excess entropy
First, we study the excess entropy and its different
components, the pair, S2 and the higher order terms, ∆S
(Sec. IIIB1, Eq. 5). Our study reveals that unlike in KA
model where there is a clear separation of major con-
tribution to high temperature MCT like dynamics and
low temperature activated dynamics from the pair and
higher order terms of the entropy respectively16,33,35,36,
in GCM that separation does not exist. We plot the Sex
and S2 for both KA and GC models as a function of tem-
perature and observe certain stark differences between
them. Since the temperature range for GCM and KA
model are very different, to make a meaningful compari-
son, in the x-axis, we plot ε = ( TTc −1)(Fig. 1). Unlike in
KA and other simple glass forming liquids where at high
temperature S2 contributes to 80% of Sex, in GCM we
find that even at temperature T ≃ 10 × Tc the dynam-
ics is dominated by ∆S and contribution of S2 is only
34% for ρ = 1.5 and 29% for ρ = 2.0 (Table-I). Thus it
implies that in GCM many-body correlations dominate
the dynamics even at high temperatures and this contri-
bution increases with density. Note that earlier studies
have shown that the unstable modes which are charac-
teristics of high temperature dynamics and disappear at
Tc are delocalized for GCM whereas they are localized
for KA model20. This can be explained from our en-
tropy calculation. At high temperatures dominance of
many-body correlation in GCM implies delocalized mode
whereas dominance of pair correlation in KA model im-
plies localized mode. Large absolute value of ∆S in GCM
also suggests strong cooperative motion and can be con-
nected to the earlier findings of larger value of χ4 when
compared to KA model20.
In KA model with decrease in temperature the S2 and
Sex undergo a crossing and the many-body contribution
to the entropy becomes positive. Recently we have shown
that this crossing marks the onset temperature36 and the
positive value of ∆S is associated with the activated dy-
namics as it leads to the increase in entropy and thus
speed up of dynamics16,33,36. Here we find that in GCM,
S2 and Sex never undergo a crossing and ∆S is never
positive (Fig. 1). Thus we cannot predict an onset tem-
perature from the entropy. It has been earlier observed
that for hard sphere system in higher dimensions ∆S
remains negative for a wider density regime37. In 3D,
∆S = 0 (marking a transition from negative to positive
value) at the freezing density whereas in 4D the density
where ∆S = 0 is higher than the freezing density and
in 5D the ∆S remains negative much above the freez-
ing density and the absolute value is much higher than
that obtained for 3D and 4D systems. Similar difference
between freezing point and ∆S = 0 point has also been
observed in GCM38. These studies reveal that as we go
to mean-field like systems the negative value of ∆S per-
sists for a wider range of density or temperature and the
absolute value of ∆S increases. Hence the fact that ∆S
has a large negative value in GCM supports the earlier
findings that GCM exhibits mean-field like behaviour20
usually observed in higher dimensional systems.
As mentioned before in our earlier study we have
connected the positive value of ∆S to the activated
dynamics16,33,35. The positive value of ∆S implies higher
order correlations increase the entropy, similarly acti-
vated dynamics which is many-body in nature is sup-
posed to allow the system to explore more configurational
space. Thus a negative value of ∆S in GCM predicts sup-
pression of activation. This suppression of activation has
already been reported by Coslovich et al. where they
have shown that in GCM the van Hove correlation func-
tion (Gs(r, t)) does not show any bimodal distribution
even at very low temperatures, which implies no hopping
like motion20. They have claimed that in the landscape
picture this is due to the higher value of energy barriers20.
To summaries, ∆S in KA model has small values and
undergoes a sign change whereas absolute value of ∆S
in GCM is large and remains negative. Thus many-body
correlation in KA model is weak and it contributes pri-
marily at low temperatures to the activated dynamics. In
contrast, many-body correlation is strong in GCM, has
contribution both at high and low temperature regimes
but it primarily contributes to slowing down of the dy-
namics. It is possible that there can be some parts of
the many-body contribution which speeds up the dynam-
ics and some parts which slows it down as reported by
Coslovich et al.20 where they have found the presence
of both cooperative and incoherent many-body modes20.
However in the present study such separation in the cal-
culation of ∆S is not possible.
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FIG. 1. (a) Sex and S2 are plotted as a function of temperature for GCM at ρ = 1.5 and 2.0 and KA model at ρ = 1.2. As
the temperature range for GCM and KA model are very different, to make a meaningful comparison we plot these entropies
against ε = ( T
Tc
− 1). In KA model there is a crossing between Sex and S2. (b) ∆S against temperature for the same models.
Only for KA model ∆S has positive contribution.
TABLE I. Sex, S2 and ∆S at high temperature where T ∼ 10 × Tc. In KA model S2 contributes to 80% of Sex, whereas in
GCM at ρ = 1.5 it is 34% and at ρ = 2.0 the contribution is 29%.
Tc T ∼ 10× Tc Sex S2 ∆S
S2
Sex
%
KA 0.435 5.00 -2.62092 -2.14422 -0.4767 82
GCM (ρ = 1.5) 2.07×10−5 2.00×10−4 -5.73985 -1.96565 -3.7742 34
GCM (ρ = 2.0) 2.68×10−6 3.00×10−5 -7.04557 -2.05902 -4.9866 29
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FIG. 2. (a) Temperature dependence of TSc and TSc2 for GCM at ρ = 2.0. Both show linear behaviour. The Kauzmann
temperature, TK and pair Kauzmann temperature, TK2 obtained from the extrapolation of the lines. To plot TSc and TSc2
in the same figure, we have divided TSc2 by 10. (b) Same as in (a) but for the KA model. In GCM the two lines run almost
parallel and TK2 < TK , whereas in KA model the slopes are different, the lines cross each other and TK2 > TK .
B. Configurational entropy
Next we study the different contributions to the config-
urational entropy, Sc. Since this calculation is time con-
suming, for GCM we concentrate only at ρ = 2.0. Note
that for glass forming systems TSc vs T is found to be
linear33,35,39 and the extrapolation of the linear fit gives
us a measure of the Kauzmann temperature, TK where
the extrapolated Sc vanishes. In our earlier work we
have shown that TSc2 vs T also shows a linear behaviour
and predicts a transition temperature, TK2 where the Sc2
vanishes15,16. In Fig. 2a and 2b we plot the TSc and TSc2
against temperature both for GC and KA models respec-
tively. We find that similar to KA model the TSc and
TSc2 vs T plots in GCM are linear. However, the main
difference is that in GCM the two lines run almost par-
allel and TK2 < TK , whereas in KA model the slopes are
different, the lines cross each other and TK2 > TK . This
is related to the observation mentioned before (Fig. 1a)
that in GCM, S2 and Sex do not cross but in KA model
6they cross at the onset temperature. For conventional
glass forming liquids like KA model15,16,33 we have also
reported that TK2 ≃ Tc. In case of GCM TK2 << Tc.
The possible explanation for this is that Tc marks the
disappearance of high temperature dynamics. For sys-
tems where S2 provides a dominant contribution at high
temperatures the corresponding configurational entropy
vanishes at Tc. This does not appear to be the case in
GCM. As discussed before the high temperature non-
activated dynamics in this system is dominated not by
the pair but by the many-body correlations. Thus the
disappearance of the high temperature dynamics around
Tc has no connection with the vanishing of the Sc2 and
hence TK2 6= Tc.
C. Adam-Gibbs relation
As discussed in the Introduction it is believed that the
low temperature dynamics for glass forming liquids is ac-
tivated in nature and the relaxation time, τ is related to
the configurational entropy, Sc via AG relation:
τ(T ) = τo exp
(
A
TSc
)
, (11)
where A is the AG coefficient. Since the GCM shows a
suppression of activation18,20 we expect the AG relation
to be violated in this system. To our surprise we find
that in GCM the AG prediction of connection between
dynamics and entropy holds as shown in Fig. 3a. This
is the first time it is shown that for systems where
activated dynamics is clearly suppressed the AG relation
holds. In our earlier study we have already shown that
AG relation holds not only at low temperatures where
activated dynamics is dominant but also at reasonably
high temperature, where the dynamics is still described
by MCT16. Thus we claimed that there exists a non-
activated contribution to AG and our present finding
supports this argument. Note that in an earlier study it
has been shown that in the 4D system AG relation holds
but there has been no discussion about the suppression
of activated dynamics40.
D. AG and MCT overlap regime
In order to further understand this non-activated con-
tribution to AG, we analyze the MCT power law be-
haviour of the relaxation time and the configurational en-
tropy. In Fig.3b we plot the relaxation time for GCM and
KA models. As reported earlier, like KA model the re-
laxation time, τ of GCM follows MCT like power law be-
haviour and predicts a transition temperature Tc (Table-
II). For most of the glass forming liquids like KA model
the range of this regime is 0.1 < ( TTc −1) < 1.016. In con-
trast the power law regime in GCM is shifted towards
lower temperatures. For GCM we do not find any devi-
ation from MCT power law till the temperature we have
studied (( TTc−1) ≃ 0.0448). Thus from this figure we can-
not comment if the MCT divergence is real or avoided.
Note that according to microscopic MCT calculation this
power law regime appears at a lower temperature41. It
will be interesting to understand if this shift is also a
mean-field effect. But this is beyond the scope of the
present study.
Although fitting relaxation time and diffusion coeffi-
cient to MCT power law behaviour is done routinely, the
study of the power law behaviour of the configurational
entropy is not a standard protocol. In a recent work on
KA model we have shown that there is an overlap be-
tween AG and MCT regime16. In this common regime
we can write,
A
TSc
∝ ln( T
Tc
− 1). (12)
Thus the study of the power law behaviour of (TSc)
−1
is the best way to understand this regime. We find that
similar to KA model in GCM there is an overlap between
AG and MCT regime. Like in KA model the (TSc)
−1 vs
ln( TTc − 1) in GCM follows a linear behaviour (Fig. 3c).
However unlike KAmodel and similar to what we observe
for the relaxation time, this region is shifted to a lower
temperature (Fig. 3b).
A consequence of the validity of both AG and MCT re-
lation is that both TSc vs. T and (TSc)
−1 vs ln( TTc − 1)
show a linear behaviour. The former linear behaviour
predicts a vanishing of Sc at TK and the latter predicts
that it vanishes at Tc. In KA model we have shown that
these two contradicting behaviour appears because a part
of Sc vanishes at Tc and is responsible for the predicted
divergence like behaviour at Tc. Interestingly this part
of the entropy, namely the pair part is connected to the
high temperature dynamics. The other part of Sc, ie. ∆S
survives and provides a finite value to Sc below Tc. This
makes the divergence at Tc an avoided one and leads to
the departure from linearity of the (TSc)
−1 vs ln( TTc − 1)
plot (Fig. 3c). This departure also marks a transition
to an activation dominated regime, although the onset
of activation happens at a higher temperature, Tonset
36.
Note that similar to KA model in GCM we find both
TSc vs T and (TSc)
−1 vs ln( TTc − 1) to be linear, thus
predicting two vanishing temperatures for Sc, one at TK
and the other at Tc, respectively. Till the lowest tem-
perature studied here we do not find any departure from
linearity of the (TSc)
−1 vs ln( TTc − 1) plot. Thus we can
not comment if the transition at Tc is real or avoided.
However if we plot the extrapolated value of TSc as ob-
tained from Fig. 3a, we find that (TSc)
−1 vs ln( TTc − 1)
shows a departure from linearity (Fig. 3c). If we trust
the extrapolation if not till TK but at least till some tem-
perature which is lower than that studied here, then this
departure implies two things. First, not the whole Sc
but some components of Sc, most probably the ones re-
lated to the high temperature dynamics vanishes at Tc
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FIG. 3. Comparative study of GCM at ρ = 2.0 and KA model at ρ = 1.2. (a) Adam Gibbs plot for the relaxation time (τ vs
1
TSc
). Both follow AG relation. (b) The MCT power-law behaviour of relaxation time, τ vs ε where ε = ( T
Tc
− 1). The dashed
lines are MCT fit (τ ∝ (T − Tc)
−γ). (c) (TSc)
−1 against ε. The dashed lines are MCT like power-law fit (Eq. (12)). The
dashed-dot line is the extrapolated value of (TSc)
−1 obtained from Fig. 2a. For better comparison in GCM model (TSc)
−1
is multiplied by 10−6. We find that in (b) the relaxation time, τ and in (c) (TSc)
−1 follow power-law behaviour in the same
temperature regime. However for GCM when compared to KA model this regime is shifted to lower temperatures. For GCM
the simulated values of τ and (TSc)
−1 do not show any departure from power law. The extrapolated (TSc)
−1 (shown in (c))
can predict a departure from power law and a transition to activation dominated dynamics.
and second, at some temperature above Tc, the remain-
ing part of Sc becomes positive suggesting the presence
of activation and around Tc the activated dynamics be-
comes dominant. Note that unlike in KA model in GCM
it is not the pair part of Sc that vanishes at Tc. As
mentioned before, this is because S2 is not the domi-
nant contributor to high temperature dynamics. From
the present study we cannot specify till what order in
Sex contributes to high temperature dynamics. However
the departure from linearity seen in Fig. 3c and thus the
prediction of a transition to activated dynamics around
Tc is similar to the earlier observations
15,16,33.
E. Activation dominated regime
Next we show that our study further reveals that
the activation dominated regime in GCM is very
small. In Table-II we have given the Tc, TK and also
TV FT values, where TV FT is obtained from fitting τ
to τ ∼ τ0exp
[
1
KV FT (T/TV FT−1)
]
form. We have also
tabulated the Tc−TKTK % and
Tc−TV FT
TV FT
% values for KA
and GCM systems. First we find that TK and TV FT
are very close which is a reflection of the validity of the
AG relation39. We also find that the difference between
Tc and TK/ TV FT is much smaller in GCM than in
KA model (Table-II). This implies that the activation
dominated regime in GCM is much smaller than that
in KA model. Although our study predicts a transition
to activated dynamics and that the regime of activated
8dynamics to be small it can not predict the degree of
contribution of the activation to the total dynamics.
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FIG. 4. The power law dependence of (D0τmfpt)
−1 predicts
a transition temperature Tmfpt, which is close to the Tc in
scaled unit. The dashed line is the power law fit.
F. Mean-field theory (MFT) approach
Recently we have developed a mean-field like theory
which can describe the dynamics of a collection of inter-
acting particles in terms of a collection of non-interacting
particles in an effective potential15. The effect of the in-
teraction between the particles are absorbed in this ef-
fective potential at a mean-field level. Below we provide
a sketch of the derivation with few important equations.
The details are given in Ref.15. Starting from the Fokker-
Planck equation we derived the Smoluchowski equation
with an effective potential Φ(r). Using the dynamic
density functional approach42 we obtained the effective
caging potential as,
Φ(r) = −1
2
∫
dq
(2π)3
ρC2(q)S(q)e−q
2r2/3. (13)
Here C(q) is the direct correlation function and S(q) is
the static structure factor of the liquid. Note that the
caging potential depends only on the equilibrium pair
correlation function. Next we calculated the mean first
passage time, the time required to escape from the effec-
tive potential which leads to caging of the particles,
τmfpt =
1
D0
∫ rmax
0
eβΦ(y)dy
∫ y
0
e−βΦ(z)dz, (14)
where D0 = kBT/ζ and ζ is the coefficient of the fric-
tion of the system and rmax is the range of localization
potential Φ(r). As done earlier for other glass forming
liquids15, we calculate the mean first passage time in
GCM. Note that the range of temperatures in GCM is
much smaller compared to standard glass forming sys-
tems. This leads to numerical problems in the calcula-
tion of τmfpt as the temperature is in the exponential.
However we can scale the potential and temperature in
such a way that the temperature range moves to higher
values. For this part of the calculation, we run simula-
tions where ǫ = 106ǫ0, the temperature and the time are
scaled as T = T ×106 and ∆t = ∆t×10−3. Although the
time scale changes, the static properties like radial distri-
bution function, g(r) and structure factor, S(q) remain
same as in the original system and dynamics gets appro-
priately scaled. In Fig. 4, we show that τmfpt follows
a power law behaviour and the transition temperature
Tmfpt ≃ Tc in the scaled unit (Table-II). Note that for
KA model and other systems Tmfpt ≃ TK2 ≃ Tc. For
GCM as discussed before TK2 is much smaller as S2 is
not the dominant contributor to the high temperature
dynamics. However, we find that although S2 cannot
predict the full high temperature dynamics the present
mean-field theory using the same pair correlation as used
for the calculation of Sc2 can.
V. CONCLUSION
In this work we present a comparative study between
the GC and KA models. The work is similar in spirit to
that presented earlier by other groups where it was found
that the dynamic properties in GCM are quite different
from that in KA model and are more mean-field like18–20.
However, in this work, we focus on the calculation of
the entropy and its components and the study of the
correlation between entropy and dynamics. Our study
supports the conclusions made in the earlier studies and
also makes some new predictions.
The excess entropy which is the loss of entropy of the
liquid due to its correlations can be broken up into pair
and higher order terms26–28. For standard glass former
like KA model at high temperatures the pair part of the
excess entropy (S2) contributes to 80% of the total ex-
cess entropy (Sex)
33,43. Thus high temperature dynamics
is dominated by two-body correlation. At high temper-
atures S2 is larger than Sex but with decrease in tem-
perature they undergo a crossing which marks the on-
set temperature36. The RMPE (∆S) undergoes a sign
change and also a role reversal33. For KA model we have
observed that small negative values of ∆S at high tem-
peratures has very little contribution to the dynamics
whereas small positive value of ∆S has a large contri-
bution to the low temperature dynamics and has been
connected to activation33. In GCM the scenario is quite
different. At high temperatures the contribution of S2 to
Sex is only ∼ 30%. Thus in GCM unlike in KA model the
high temperature dynamics is dominated by many-body
correlations. The S2 in GCM is always higher than Sex
and they do not undergo any crossing. Thus we cannot
predict an onset temperature from entropy. The RMPE
does not undergo a sign change and no role reversal. The
absolute value of RMPE in GCM is much larger than
that in KA model, thus predicting larger contribution of
many-body correlations which is similar to the observa-
9TABLE II. The values for different dynamic and thermodynamic transition temperatures for KA at ρ = 1.2 and GCM at
ρ = 2.0. TK ≃ TV FT implies AG relation is valid.
Tc−TK
TK
% and Tc−TV FT
TV FT
% are less for GCM suggesting narrow activation
dominated regime.
KA(LJρ = 1.2) GCM(ρ = 2.0)
Tc 0.435 2.68×10
−6
TK 0.27 2.36 ×10
−6
TV FT 0.28 2.31×10
−6
Tmfpt 0.428± 0.022 2.66± 0.01
Tc−TK
TK
% 61.11% 13.56%
Tc−TV FT
TV FT
% 55.36% 16.02%
tion of high value of χ4(t) in GCM
20. Also negative ∆S
value predicts suppression of activated motion which has
been reported earlier from the study of van Hove corre-
lation function20.
Although there is suppression of activation we find that
the AG relation in GCM holds over a wide temperature
regime. As far as our knowledge this is the first sys-
tem where both suppression of activation and validity of
AG relation is reported simultaneously. In our earlier
study on KA model we suggested that observed overlap
between AG and MCT regime implies that there is a
non-activated contribution to AG16. Our present finding
strengthens our earlier hypothesis.
Validity of AG relation implies that Sc vanishes at TK
whereas MCT like power law behaviour of (TSc)
−1 sug-
gest that Sc vanishes at Tc. For KA model we have shown
that this apparently contradicting behaviour arises as
part of Sc vanishes at Tc. Note that Tc marks the dis-
appearance of high temperature dynamics and in accor-
dance with that it is the pair part of the Sc, Sc2 that
disappears at Tc. Around but above Tc, ∆S becomes
positive which provides a finite value to Sc even when
Sc2 vanishes. This leads to the breakdown of the power
law behaviour of (TSc)
−1 and the transition predicted
at Tc is avoided. From our earlier analysis of KA model
we can say that in GCM the observed power law be-
haviour of (TSc)
−1 implies that some part of Sc vanishes
at Tc. Note that unlike in KA model in GCM Sc2 does
not vanish at Tc as S2 is not the dominant contributor
to high temperature dynamics. Most likely the configu-
rational entropy summed up till some higher order dis-
appears at Tc. From our extrapolated data of entropy
we find that at lower temperatures there is a breakdown
of the MCT power law behaviour of (TSc)
−1 suggesting
that the remaining part of Sc becomes positive and the
system makes a transition to activated dynamics.
Using a recently developed MFT15, which could pre-
dict the MCT transition temperature Tc for standard
glass former, we show that we can predict the Tc in GCM.
Note that this model requires only the information of the
pair correlation function to describe the dynamics.
We would like to conclude by saying that the present
study involving primarily the thermodynamical quanti-
ties can predict the earlier observations made from the
study of the dynamics18,20 and also makes some new pre-
dictions. Also we will like to mention that in GCM in-
stead of breaking up the entropy into pair and higher
order terms if we could break the entropy into high tem-
perature and low temperature contributions then we be-
lieve that the results would have been similar to that
obtained in KA model in terms of pair and higher order
contributions.
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