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Abstract. The possible gamma-ray excess in the inner Galaxy and the Galactic center (GC)
suggested by Fermi -LAT observations has triggered a large number of studies. It has been
interpreted as a variety of different phenomena such as a signal from WIMP dark matter
annihilation, gamma-ray emission from a population of millisecond pulsars, or emission from
cosmic rays injected in a sequence of burst-like events or continuously at the GC. We present
the first comprehensive study of model systematics coming from the Galactic diffuse emission
in the inner part of our Galaxy and their impact on the inferred properties of the excess
emission at Galactic latitudes 2◦ < |b| < 20◦ and 300 MeV to 500 GeV. We study both
theoretical and empirical model systematics, which we deduce from a large range of Galactic
diffuse emission models and a principal component analysis of residuals in numerous test
regions along the Galactic plane. We show that the hypothesis of an extended spherical
excess emission with a uniform energy spectrum is compatible with the Fermi -LAT data in
our region of interest at 95% CL. Assuming that this excess is the extended counterpart of the
one seen in the inner few degrees of the Galaxy, we derive a lower limit of 10.0◦ (95% CL) on
its extension away from the GC. We show that, in light of the large correlated uncertainties
that affect the subtraction of the Galactic diffuse emission in the relevant regions, the energy
spectrum of the excess is equally compatible with both a simple broken power-law of break
energy Ebreak = 2.1 ± 0.2 GeV, and with spectra predicted by the self-annihilation of dark
matter, implying in the case of b¯b final states a dark matter mass of mχ = 49
+6.4
−5.4 GeV.
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1 Introduction
The study of Galactic cosmic rays (CRs) and gamma-ray physics has been a very active
field in the last few decades with the launch of PAMELA [1, 2], AMS-02 [3] aboard the
International Space Station (ISS) and, in particular, of the Large Area Telescope (LAT)
aboard the Gamma-Ray Space Telescope (Fermi) [4]. The latter has produced the most
detailed maps of the gamma-ray sky ever, in a wide energy range and with good energy and
angular resolution [5]. The interaction of Galactic CRs with the interstellar medium (ISM)
results in the diffuse emission from the Milky Way, which is the brightest source of gamma
rays seen with the Fermi -LAT. Thus, the Fermi -LAT data provide an important handle for
understanding the origin and the propagation of CRs in our Galaxy. This is complemented
by measurements in microwaves [6, 7], X-rays [8], lower energy [9] and higher energy gamma
rays [10–12], and neutrinos [13].
More specifically, focused studies of known Galactic sources in gamma rays by both the
Fermi -LAT and Atmospheric Cherenkov Telescopes (ACTs), together with measurements in
X-rays, microwaves and now neutrinos, have helped us in studying and modeling the source
properties and the primary CRs composition injected [14–22] by for example supernova rem-
nants (SNRs) and pulsars. Moreover, the analysis of gamma-ray data has led to the discovery
of the Fermi bubbles [23, 24], which are believed to be the inverse Compton scattering (ICS)
counterpart [23] of the WMAP haze [25, 26], recently observed also with Planck [27].
In addition, the unprecedented energy and angular resolution of Fermi -LAT, combined
with an energy range of more than three orders of magnitude (30 MeV to 500 GeV) and the
large field of view, have led to a revolution in the measurement of the gamma-ray properties
for specific classes of objects such as active Galactic nuclei [28, 29], star-forming galaxies [30–
32] and millisecond pulsars (MSPs) [33–35]. For the latter class of objects very few detections
and even fewer spectral measurements had been made at gamma-ray energies. Those same
properties of the LAT instrument have also facilitated an unprecedented measurement of the
isotropic gamma-ray background (IGRB) [36, 37] and, for the first time, of its power-spectrum
[38]. These measurements have improved our understanding of extragalactic astrophysical
objects [32, 37, 39–41] and ultra-high-energy CRs [42–44].
A wide range of cosmological and astrophysical observations have shown that about 85%
of the matter content in the Universe is non-baryonic, dark and cold [45]. The currently lead-
ing candidates for this dark matter (DM) are Weakly Interacting Massive Particles (WIMPs),
which appear in a large number of scenarios of beyond-the-Standard Model physics [46–48].
The ‘freeze-out mechanism’ that sets their abundance in the early Universe provides clear
predictions for the self-annihilation rate of these particles today. Their annihilation products
could contribute to the cosmic- and gamma-ray fluxes observed at Earth with rates that are
tantalizingly close to the sensitivity of current experiments.
Recently, a number of groups searching for DM signals have analyzed the gamma-ray
emission from the inner few degrees around the Galactic center (GC), and either claimed [49–
56] or refuted [57] the existence of an extended diffuse and spherical emission component
on top of the standard astrophysical backgrounds. It was found that the excess emission
is compatible with a radial volume emissivity profile ∝ r−Γ, with Γ in the range 2.2 [52] to
2.4 [53], and with r denoting the Galacto-centric distance. Furthermore, it was demonstrated
that the excess features an energy spectrum that peaks at a few GeV and is broadly consistent
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with a signal from DM annihilation, although other source spectra (a log-parabola or a power-
law with exponential cutoff) can be accommodated by the data, see e.g. refs. [50, 53, 54].
However, the modeling of the Galactic diffuse emission (GDE) is very uncertain in the
inner few hundred pc of the GC (150 pc projected distance corresponds to about 1◦), and
is strongly affected by systematics related to point source subtraction and the modeling of
diffuse backgrounds [54, 57, 58]. Complementary observations, like local measurements of
CRs, are not able to set strong constraints on the CR propagation properties or gas densities
in that region. Moreover, the magnetic field intensity can be only indirectly constrained by
the synchrotron emission at microwaves (or the dispersion measures) for given assumptions
on high (low) energy electrons. Indeed, given the high density of astrophysical objects and
CRs at the GC, and the unprecedented sensitivity of Fermi -LAT, it seems far from surprising
that residuals were found above the astrophysical emission that had been anticipated [58, 59].
If the observed GC excess is indeed caused by the annihilation of DM particles (which
is a very exciting but also exotic possibility), it should visibly extend tens of degrees above
and below the GC [60, 61]. The solid confirmation of an excess emission with the same
spectral properties as observed in the inner few degrees around the GC is hence a necessary
(though not sufficient) criterion for the interpretation of the excess at the GC in terms of
DM annihilation, and as such of utmost importance. The first claim that such an extension
to high latitudes, up to tens of degrees, is indeed observed in the Fermi -LAT data (most
notably in the Fermi bubble regions [24], which happen to have a good signal-to-noise for
DM signals), was put forward in ref. [62], and reproduced in refs. [55, 63]. Nonetheless, also
this high latitude region is extremely difficult to analyze, mainly because of the dominant
background represented by gamma rays originating from the interactions of CRs with the
ISM and photon fields.
Besides its status as a “compelling case for annihilating DM” [55], the GC excess emis-
sion has also been interpreted in terms of various astrophysical processes. Firstly, the excess
gamma-ray emission could originate from a population of gamma-ray MSPs associated with
the central stellar cluster and not yet detected by the Fermi -LAT [54, 64–66] (as already sug-
gested in ref. [67] years ago using EGRET data). Recently, several arguments disfavor the
MSPs hypothesis, suggesting that only up to 5–10% of the observed emission can originate
from MSPs [68–70].
Another possible explanation of the GC excess relies on the interactions of CRs with gas,
for example non-thermal bremsstrahlung from a population of electrons scattering off neutral
molecular clouds in the inner 2◦ [71], or interactions between the gas and protons accelerated
by the super-massive black hole sitting at the GC [72]. In general, those mechanisms would
lead to an excess emission correlated with the gas distribution itself. In particular, the former
process could not only explain part of the GeV excess emission in the Galactic ridge region,
but also the excess at TeV energies as seen by HESS [73, 74]. However, in both cases an
extended signal up to a few kpc is excluded, unless a large amount of unidentified spherically
distributed gas is present at the GC. It has also been suggested that burst-like events during
an active past of our Galaxy may represent a viable mechanism for producing gamma rays
in the inner Galaxy with the observed spectrum and morphology. Hadronic [75] or leptonic
[76] scenarios might explain some of the observed excess features at high latitudes.
In this paper, we will reanalyze the Fermi -LAT gamma-ray data at high Galactic lat-
itudes. We will consider a Region Of Interest (ROI) at Galactic latitudes 2◦ ≤ |b| ≤ 20◦
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and Galactic longitudes |`| < 20◦, which we refer to as the inner Galaxy throughout. This
region avoids the inner 2 degrees of the Galactic disk, which is the region of the sky that
is most contaminated with strong gamma-ray point sources and large uncertainties in the
diffuse emission.
The aims of this paper are the following: i) to robustly confirm the existence of an ex-
tended excess emission in the inner Galaxy on top of the standard astrophysical background,
henceforth the Galactic center excess (GCE); ii) to characterize its spectral and morpho-
logical properties and its status as the extended counterpart of the excess seen at the GC;
and iii) to investigate in a comprehensive manner the systematic uncertainties related to the
modeling of diffuse backgrounds. To this end, we study theoretical model systematics, which
are related to variations in the different possible models for the GDE, and empirical model
systematics, which we estimate by an analysis of residuals from a large number of test regions
along the Galactic disk.
We adopt template-based multi-linear regression techniques to fit the Fermi -LAT data
in our ROI. To this end, we model the GDE from the Milky Way based on physical models
for the production and propagation of CRs in the Galaxy. By means of the Galprop code, we
build a large set of GDE models with the aim of spanning the full range of possible physical
conditions that affect the gamma-ray emission coming from direction of the inner Galaxy.
Each background model is then tested against Fermi -LAT data during the fitting procedure.
Two criteria guide our search for GDE models for the inner Galaxy: a) a good statistical
fit, i.e. small TS values, where TS ≡ −2 lnL throughout; and b) self-consistency, i.e. agree-
ment between the predicted and measured levels of the individual GDE components (this is
not guaranteed in a template fit, where spectra can vary arbitrarily).
The paper is organized as follows: In section 2 we discuss the data reduction, the
statistical methods and the modeling of some of the backgrounds. Section 3 is dedicated
to a detailed explanation about how we model the main components of the Galactic diffuse
emission. In section 4 we then present the results on the spectrum and morphology of the
excess emission, and estimate theoretical and empirical model systematics. We perform
parametric fits to the data in section 5, and leave our discussion to section 6. Finally, in
section 7 we state our conclusions.
2 Data analysis
In this work, we study gamma rays collected by the Fermi -LAT from the inner Galaxy with
template-based multi-linear regression techniques, see e.g. ref. [23, 24]. The main difference
with respect to previous studies is an extensive treatment and discussion of systematics re-
lated to the modeling of the GDE, and an incorporation of these uncertainties in the final
spectral and morphological fits to the GCE. In addition, we introduce a few technical im-
provements, including a weighted adaptive masking of point sources, the proper treatment of
the point-spread-function (PSF) of Fermi -LAT, and the non-logarithmic binning of energies
which facilitates flux measurements at high energies.
2.1 Data selection
In our analysis, we use 284 weeks of reprocessed Fermi -LAT data (starting from 4 Aug
2008) with energies between 300 MeV and 500 GeV.1 We apply the standard zenith-angle
1See http://fermi.gsfc.nasa.gov.
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cut θ < 100◦ in order to avoid contamination from the Earth limb, and the recommended
gtmktime cut (DATA QUAL>0) && (LAT CONFIG==1). To maximize the available number of
photons at high energies we use front- and back-converted P7REP CLEAN events.2 The ini-
tial event selection and the calculation of exposure maps is done using the standard Fermi
ScienceTools v9r32p5 with the instrument response functions (IRFS) P7REP CLEAN V15.
We use the healpix projection for the spatial binning of data [78]. The healpix grid is a
hierarchical equal-area iso-latitude pixelization of the sphere, and it is well suited for full-sky
analyses of astronomical data. In our work, we adopt the resolution parameter nsize = 256,
which corresponds to a pixel size of 1.598 × 10−5 sr (roughly 0.23◦ edge length for square
pixels). All mask definitions in this paper refer to the pixel center as defined in the healpix
grid, leading to ± ∼ 0.1◦ variations at the mask edges.
As noted above, the baseline ROI of this work, which we refer to as inner Galaxy, is
defined as
|`| ≤ 20◦ and 2◦ ≤ |b| ≤ 20◦ , (2.1)
where ` and b are the Galactic longitude and latitude, respectively. As discussed above, the
lower latitude cut is applied to reduce contamination with diffuse and point source emission
from the Galactic disk. The overall region is kept small (compared to previous analyses [55,
62]) in order to avoid biasing our analysis results by potential mis-modeling of the diffuse
emission in regions of the sky that are irrelevant for the GCE. However, we will use a number
of additional ROIs for validation tests as well as for estimates of model systematics.
In contrast to previous studies, we use energy bins that increase in logarithmic size
with energy. This will partially counterbalance the reduced photon statistics that usually
complicate the analysis at energies above 10 GeV. To this end, we define energy bins such
that for a given photon flux with a spectral index of Γ, each bin contains an equal number of
expected events. For a given energy range E0 ≡ Emin to Emax, and a given number of bins
nbins, we find that the boundaries of these energy bins can be recursively determined by
Ej+1 =
(
E1−Γj −
E1−Γmin − E1−Γmax
nbins
) 1
1−Γ
, with j = 0, 1, . . . , nbins . (2.2)
In the present analysis, we use nbins = 20 bins in the range 500 MeV to 500 GeV and
adopt the value Γ = 1.45, which is harder than the actual spectrum. This is a compromise
between a loss in statistics at high energies on the one hand, and unreasonably wide energy
bins on the other hand. Furthermore, we add four linearly spaced energy bins between 300
and 500 MeV.
2.2 Statistical framework
We use the maximum likelihood technique for parameter inference and confidence interval
estimation. To this end, we adopt a weighted Poisson likelihood function for the photon
data [79],
− 2 lnL = 2
∑
i,j
wi,j(µi,j − ki,j lnµi,j) + χ2ext , (2.3)
2We leave an analysis based on a subset of events with better angular resolution at sub-GeV energies for
future work [77].
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where µi,j and ki,j are, respectively, the expected and observed number of photons in the i
th
energy bin and jth pixel, and χ2ext allows for external constraints on the model parameters.
The definition of the point source (PSC) mask weights wi,j ∈ [0, 1], as well as of the external
constraints χ2ext, will be discussed below.
The expected number of photons is given by the sum of different space- and sometimes
energy-dependent templates that represent: i) the GDE (tying pi0 and bremsstrahlung com-
ponents together, cf. section 3 for details), ii) the Fermi bubbles, iii) the IGRB, iv) the
emission from the detected PSCs in the Fermi -LAT Second Source catalogue (2FGL) [80],
and v) a spherically symmetric profile, centered at the GC that accounts for the GCE excess
emission (cf. section 2.3). We leave the normalization of each model component free to float
in each energy bin. The total model is defined by
µi,j =
∑
k
θi,kµ
(k)
i,j , (2.4)
where θi,k is the normalization of component k in energy bin i, and µ
(k)
i,j is the predicted
number of events of component k when θi,k = 1.
External constraints will be adopted both for the IGRB and for the Fermi bubbles,
which we leave free to float in our analysis, but which can be more efficiently determined in
regions outside of our ROI. The constraints are assumed to be Gaussian, such that χ2ext is of
the form
χ2ext =
∑
i,k
(
φi,k − φ¯i,k
∆φi,k
)2
, (2.5)
where φi,k denotes the predicted flux of component k in energy bin i, and φ¯i,k and ∆φi,k are
the externally supplied mean and standard deviation (see section 2.3).
We obtain the best-fit model parameters by minimizing −2 lnL with respect to all pa-
rameters, using the minimizer Minuit.3 For the template analysis, we derive error bars from
the covariance matrix of −2 lnL, and checked that our results remain essentially unchanged
when using the more accurate (but much more time-consuming) minos algorithm in Minuit.
Note that we allow negative values of θi,k in our fits, which improves the stability of Minuit
without affecting our conclusions.
The finite angular resolution of the LAT is incorporated by following the prescription
described in ref. [58]. Using healpix, we decompose the skymap into spherical harmonics, re-
weight the moments according to the decomposition of the Fermi -LAT PSF (taking the GC
as reference position), and then transform them back to sky coordinates. This method is used
for all diffuse emission components, except the GCE templates (which remains non-smoothed
for simplicity), and the PSC templates (which we instead smooth using the more accurate
gtmodel from the Fermi ScienceTools). We found that our results are not significantly
affected by the details of the smoothing (more specifically, neglecting smoothing of the diffuse
components entirely or smoothing them instead with a fixed-width Gaussian with 2◦ FWHM
induces changes in the spectra at the % level).
In order to minimize the impact of known point sources on our analysis, we use a ‘soft’
PSC mask, with values that can range from zero to one. In practice, this mask acts as an
3See http://seal.web.cern.ch/seal/MathLibs/Minuit2/html/.
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energy-dependent re-weighting of the exposure and the associated count numbers in different
regions of the sky. The corresponding reweighting factor, wi,j , enters eq. (2.3) as a simple
prefactor that multiplies the likelihood contributions from individual pixels. In the Gaussian
limit, this corresponds to increasing statistical errors by a factor w−1i,j .
The weights are defined as follows. We infer the expected number of photons from
PSCs, µPSCi,j , in different pixels and energy bins by creating a model map that contains all
point sources of the 2FGL [80], fixing their fluxes to the best-fit parameters of the catalogue.
We compare these numbers with the expected number of background events from the GDE
(including only the pi0, ICS and Bremsstrahlung components at their nominal normalization),
µBGi,j . For definiteness, we take the model P.
4 The weights are defined by
wi,j =
1(
µPSCi,j
fPSC µ
BG
i,j
)αPSC
+ 1
, (2.6)
where fPSC denotes the threshold of the fraction of point source contamination above which
a pixel is masked, and αPSC parameterizes the smoothness of the transition between w = 0
and w = 1. As default values, we select αPSC = 5 and fPSC = 0.1. We discuss the systematics
related to our choices concerning the PSC mask definition in section 4.1.
We emphasize that we apply the PSC mask only when performing fits and calculating
likelihood values. The calculation of fluxes integrated over our ROI, as shown in various
figures throughout the paper, remains unaffected by the PSC mask, in order to simplify
comparison with other work. Furthermore, as described below, we include as a default
template in all analysis steps the PSC flux derived from all of the 2FGL point sources with a
normalization that is fixed to one. By construction, the 2FGL sources do not affect the fits
to the data, but they contribute to the overall flux in our ROI and indicate where PSC are
relevant and where not.
2.3 Adopted templates
The PSC template is derived from the 2FGL [80], as described above. The GDE templates
will be extensively discussed in section 3. We describe here briefly the remaining spatial
templates that we use in our analysis and highlight their main characteristics.
Fermi bubbles. In our main analysis, we model the emission of the Fermi bubbles as
flat within the region defined in ref. [24]. We will discuss the impact of a possible latitude
dependence of the Fermi bubbles emission in appendix B.2.
As mentioned in section 2.2, when performing fits in our main ROI, which is relatively
small and does not include the whole Fermi bubbles template, we introduce an additional
external constraint on the bubbles flux implemented as in eq. (2.5). Mean and standard
deviations are taken from measurements in ref. [81], where the errors incorporate systematics
related to the uncertainties in the GDE.5
4We refer to appendix A for the definition of model parameters. It represents the reference model of
ref. [58].
5During the final stages of our work, the first Fermi bubbles analysis by the Fermi-LAT Collaboration has
been released [83]. Data above 10◦ in latitude have been analyzed and the spectrum and morphology of the
Fermi bubbles have been derived. Since we do use preliminary results of this analysis to constrain the bubbles
spectrum, we do not expect a large variation of our results due to the imposed bubbles spectral shape.
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Name Notes Ref.
PSC Spectra fixed to 2FGL [80]
Fermi bubbles Flat emission — Spectrum constrained [24, 81]
IGRB Constant emission — Spectrum constrained [37]
GCE Generalized NFW profile with inner slope γ –
Ackermann+ GDE models (×13) (pi0 + Bremss) + ICS [58]
Additional GDE models (×47) (pi0 + Bremss) + ICS This work
Table 1. Different templates and models used throughout the analysis. We construct the models in
the bottom row by using the Galprop v54 code [82]. As indicated, in our template analysis we tie
both the bremsstrahlung and pi0 components together, “pi0+Bremss”, and vary them simultaneously
by a common factor. Furthermore, we will split the GCE (ICS) templates in 10 (9) different segments
during the morphology analysis in section 4.3.
IGRB. Fits within our main ROI do not well constrain the very subdominant IGRB emis-
sion. We hence constrain this component – similarly to what we do for the Fermi bubbles
– by introducing additional terms in the likelihood function, with mean values and standard
deviations (which include statistical errors and systematical errors from the GDE and other
sources) as given in ref. [37].
GCE template. Throughout most of our analysis (except for the morphology studies in
sections 4 and 5 and appendix. B), we will parametrize the volume emissivity of the GCE in
terms of the spherically symmetric6 generalized NFW profile, as given by
ρ(r) = ρs
(r/rs)
−γ
(1 + r/rs)3−γ
, (2.7)
squared. This is clearly motivated by the DM annihilation interpretation of the GCE. We
will use the common normalization ρ(r) = 0.4 GeV/cm3 at the position of the Sun and a
scale radius of rs = 20 kpc to ease of comparison with previous results in the literature. If
not stated otherwise, we will furthermore adopt the value γ = 1.2, which is compatible with
previous (see e.g. refs. [55, 62]) and our own findings below.
In general, the gamma-ray flux ( GeV−1 cm−2 s−1 sr−1) from self-conjugate DM particles,
χ, annihilating in the Galactic DM halo is given by
dN
dE
=
〈σv〉
8pim2χ
dNγ
dE
∫
l.o.s.
ds ρ2(r(s, ψ)) , (2.8)
wheremχ is the DM mass, 〈σv〉 the velocity averaged total annihilation cross-section, dNγ/dE
the averaged energy spectrum of photons produced per annihilation, and ρ(r) the radial DM
energy density distribution as function of the Galacto-centric distance r. The coordinate
s ≥ 0 runs along the line-of-sight and is related to the distance from the GC by r(s, ψ) =√
(r − s cosψ)2 + (s sinψ)2, where ψ is the angular distance from the GC and r = 8.5 kpc
denotes the distance between Sun and GC.
6Although the DM profile is generally assumed to be spherically symmetric, N-body simulations predict
some degree of tri-axiality of the halos in their inner part, see for example ref. [84] for a recent discussion. In
this case, an elongation of the DM associated emission would be expected towards a specific direction. We
discuss the elongation of the measured excess in appendix B.
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3 Galactic diffuse emission models
The observed gamma rays with energies above 100 MeV typically originate from CRs that
propagate in the Galaxy. Firstly, CR nuclei produce via inelastic nucleon-nucleon collisions
with the interstellar gas neutral mesons (mainly pi0s), which subsequently decay to gamma-ray
pairs [82, 85, 86]. This is typically, and throughout this work, referred to as the pi0 Galactic
diffuse component. Secondly, CR electrons interact with the interstellar gas, giving rise to
bremsstrahlung emission [87–89], which can be a significant diffuse gamma-ray component
below a few GeV in the gas-rich regions of our Galaxy. Finally, CR electrons up-scatter
low-energy photons via ICS into the gamma-ray energy regime [89, 90]. ICS, bremsstrahlung
and pi0 constitute the three components of the GDE. Various ingredients enter the evaluation
of these three GDE components, which we will discuss in the remainder of this section.
Firstly, the exact distribution of the CR sources is very important. This is especially
true for electrons because they lose energy quickly, such that their distribution in the Galaxy
– at higher energies – is strongly correlated to their initial injection (i.e. acceleration and
production) region.7 In addition, the assumptions on the diffusion scale height of the Galaxy,
the diffusion coefficient8 D(= 12λc) and its dependence on CR rigidity (which together set the
time scale nuclei of a given rigidity stay in the Galaxy before escaping to the intergalactic
medium) can strongly affect the diffuse components. The large scale assumptions about
diffusion, convection and re-acceleration can strongly impact – and are thus constrained by –
the CR spectra [91–93] that we measure locally. The same applies for the large scale (angular
and spatial) gamma-ray spectra [58, 94, 95], which, in turn, impact any indirect DM search,
either in antiprotons [96–98], positrons [99] or gamma-rays [100].
Furthermore, the exact assumptions on the gas distribution in the inner Galaxy, which
is the target of CRs responsible for the pi0 and the bremsstrahlung emission, affect in a direct
manner the gamma-ray observations. The main constituent of the interstellar gas is the
atomic hydrogen (HI) traced by its 21 cm line emission [101, 102], while the other important
component of the ISM gas is the molecular hydrogen (H2), which is traced indirectly by the
2.6 mm line emission from CO [103]. Additionally, since CR electrons of energies O(1) GeV
and above suffer from fast energy losses due to synchrotron and ICS, the exact assumptions
on the magnetic field distribution and the interstellar radiation field (ISRF) in the region of
interest is of vital importance. In this context, magnetic fields, which have a random and an
ordered component at every position of the Galaxy, can affect both the synchrotron electrons
losses, which are important above few GeV in energy, and the way CRs diffuse especially
in regions with strong ordered magnetic fields (see ref. [104] for an example on the impact
magnetic fields can have on causing anisotropic diffusion of CRs and its impact on potential
gamma-ray signals from DM). The ISRF assumptions matter for a second reason, namely the
fact that those photons are the target of CR electrons that up-scatter them to the observed
gamma-ray energy regime.
Emission directly correlated with the GC or the inner Galaxy comes only from the inner
1–2 kpc of the Galaxy where the CRs propagation conditions can be very different from those
locally. For example, one may need to consider the impact of potentially strong convective
winds that could exist in that region and could be associated to the Fermi bubbles. Moreover,
7CR electrons are of different origin: They are diffusive shock accelerated ISM electrons at SNRs, secon-
daries from inelastic pp and pHe collisions (predominantly), and electrons produced in pulsars magnetospheres
and further accelerated at the termination shock of Pulsar Wind Nebulae (PWNe).
8Assuming that CRs diffuse isotropically in the Galaxy, λ is the diffusion length.
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CR diffusive re-acceleration may be different in that part of the Galaxy compared to the local
environment. In fact, the propagation conditions in the inner Galaxy can have only a very
mild effect on the local CR spectra, which instead depend much more on the assumptions
regarding, for example, the spiral arms (see for instance ref. [105]), and are hence only weakly
constraint.
In the following subsection we describe how the GDE can be modeled starting from the
fundamental ingredients of production and propagation of CRs in the Galaxy. By using the
Galprop code and varying the physical parameters at stake, we build a set of GDE models
in order to explore physical scenarios for such a gamma-ray background. We discuss the
parameter ranges that are considered and the main assumptions of this approach. Finally,
we will discuss typical template variations that different assumptions on the GDE components
can lead to.
3.1 Building GDE models with Galprop
In our analysis, we make use of the Galprop v54 code [106–108] to produce gamma-ray
templates for the GDE at various energies. Additionally we download the healpix GDE
pi0, bremsstrahlung and ICS component maps from some of the models of ref. [58], which
were also produced with Galprop v54. We refer for further details to ref. [58]. We will
briefly summarize the properties of the adopted GDE models here, and provide more details
in appendix A.
CR sources are assumed to be distributed with a rotational symmetry on the disk, with
varying radial dependence. Their distribution can either follow the distribution of SNRs,
pulsars, OB stars (see ref. [58]) or combinations of them. The primary CR electrons, protons
and nuclei are then injected into the interstellar medium with a power-law dN/dEkin = E
−α
kin ,
which can vary between species and with kinetic energy (per electron or nucleon) Ekin.
9 For
the Galactic gasses, as we described, there are two major neutral hydrogen components HI
and H2 and a subdominant contribution of ionized hydrogen HII. These are all modeled as
separate components, with H2 suffering from the fact that a conversion from CO to H2 has
to be performed (see refs. [103, 107]).10
Diffusion of CRs in the Galaxy is assumed to be homogeneous and isotropic within a
cylindrical volume of r ≤ rD and |z| ≤ zD, where z and r parametrize the position along
the longitudinal and polar axes. It is described by a scalar diffusion coefficient depending on
rigidity R as
D(R) ≡ Dxx(R) = D0
(
R
4GV
)δ
, (3.1)
where D0 is the diffusion coefficient at 4 GV and δ is the diffusion index with values between
0.3–0.6.11 Diffusive re-acceleration in turn is connected to spatial diffusion through a simple
relation
Dpp(R) =
4
3δ(2− δ)(4− δ)(2 + δ)
R2v2A
Dxx(R)
, (3.2)
9We include all species up to Carbon stable isotopes (Iron for the models of ref. [58]) and take the CR
protons and heavier CR nuclei to have the same injection indices.
10For the GDE models that we built ourselves, we use the conversion factor XCO profile from ref. [109],
while the models from ref. [58] come with their own XCO profiles. Given that most of the H2 emission close
to the inner Galaxy is actually masked by our low latitude cut |b| > 2◦, the precise radial dependence of XCO
is of little relevance here.
11δ can vary with rigidity but for our work we keep it fixed to 1/3.
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ICS, 1 GeV, ModA
-6.3 -4.52
pi0, 1 GeV, ModA
-6.3 -4.52
Bremsstrahlung, 1 GeV, ModA
-6.3 -4.52
Figure 1. Predicted emission for the GDE components of model A. From left to right: ICS, pi0, and
bremsstrahlung. The fluxes are shown in the 40◦ × 40◦ sky-region, centered at the GC and masking
out |b| < 2◦. The corresponding units are log10(GeV−1 cm−2 s−1 sr−1).
with vA being the Alfve´n speed.
Convection is considered to be taking place perpendicularly away from the Galactic
disk, with the convection velocity being zero on the disk but having a gradient dv/dz. The
Galactic magnetic field responsible for synchrotron losses of CR electrons is assumed to have
a cylindrical symmetry with the parametrization
B(r, z) = B0 e
(r−r)/rc e−|z|/zc , (3.3)
where B0 is the local magnetic field and rc and zc are the radial and longitudinal extension,
respectively (r is 8.5 kpc).
Finally, the ISRF is built from the contribution of many stellar components and includes
the effects of absorption and re-emission from dust grains (see ref. [107] for further details
and ref. [110] for a description on how it is constructed). Within the code the ISRF is divided
into three basic components, related to the direct emission from stars, dust grains and CMB.
The user is free to vary the normalization of each of these components.
In figure 1, we show the typical morphology of the three different diffuse emission
components at 1 GeV from a model, model A, which has parameters that are defined in
table 2. We will refer to model A as our reference model for further discussions, since as we
will see below it well describes the gamma-ray data and spectra in the inner Galaxy. The
left panel of figure 1 refers to the ICS emission, which is smooth and depends mainly on the
electron distribution and the properties of the B-field and the ISRF. On the other hand, pi0
(middle) and bremsstrahlung (right) morphologies trace directly the distribution of the gas
and depend mainly on the proton and electron CR densities, as well as on the properties of
CR diffusion, re-acceleration and convection.
The observed emission as shown in figure 1 receives contributions from all distances along
the line-of-sight. However, whether the overall emission is dominated by locally produced
gamma rays (within a few kpc), or by gamma rays from the GC, is a strong function of the
Galactic latitude. This is illustrated in figure 2, where we show the fractional contributions
to the GDE components as function of the line-of-sight for a typical GDE model.12 We find
12To generate this figure, we used our own modified version of Galprop 54.1.984 where the line-of-sight
integration can be restricted. We adopted a simple GDE model defined by the galdef file 54 01.
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Figure 2. Typical differential volume emissivity dN/dV/dt/dE (in arbitrary units) of the three GDE
components along the line-of-sight at five different Galactic latitudes, zero Galactic longitude, and
gamma-ray energies of 2.6 GeV. The numbers show the fraction of pi0, bremsstrahlung, ICS and total
emission that comes from the distance range 7.5–9.5 kpc (with the GC being at 8.5 kpc). At latitudes
above |b| ≥ 4◦, less than about 11% of the total GDE comes from this central region. Note that the
reduced amount of local gas in the southern hemisphere leads at negative latitudes to larger relative
contributions from the Galactic center.
that in the case of our baseline ROI, less than 14% (and for |b| ≥ 4◦ less than 11%) of the
GDE actually comes from regions close to the GC. The main challenge in extracting the
GCE in the inner Galaxy is hence to characterize the uncertainties and properties of the local
gamma ray emissivity.
We close this subsection with a discussion of our model A, which we adopt as a reference
model throughout. We tuned model A to be “self-consistent” in the sense that, after the fit
to the data that we will perform below, the measured and predicted normalizations of the
GDE template components agree with high accuracy (see introduction, and see section 4
below). The purpose of this model is to constitute a proof-of-principle that shows that such
a self-consistent model is indeed possible with physically not unreasonable parameters.
However, we note that there are significant degeneracies between the physical assump-
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Name zD D0 vA dv/dz Source αe(αp) Ne(Np) B-field ISRF
A 4 5.0 32.7 50 SNR 2.43(2.47) 2.03(5.8) 090050020 1.36,1.36,1.0
B 4 28.0 31.0 0 SNR 2.43(2.39) 1.00(4.9) 105050015 1.4,1.4,1.0
C 4 5.0 32.7 0 SNR 2.43(2.39) 0.40(4.9) 250100020 1.0,1.0,1.0
D 4 5.2 32.7 0 SNR 2.43(2.39) 0.40(4.9) 050100020 0.5,0.5,1.0
E 4 2.0 32.7 0 SNR 2.43(2.39) 0.40(4.9) 050100020 1.0,1.0,1.0
Table 2. The properties of GDE models A–E. Here, zD is in kpc, while rD is taken to be 20 kpc. D0
is in units of 1028 cm2 s−1, vA is in km s−1 and dv/dz in km s−1 kpc−1. The CR electron and proton
normalizations are Ne(Np) in units 10
−9 cm−2 sr−1 s−1 MeV−1 and refer to the differential flux at
Ekin of 34.5 and 100 GeV. αe and αp are the electron and proton injection indices above rigidities
of 2.18 and 11.3 GV, respectively (and are respectively equal to 1.6 and 1.89 below these rigidities).
For the gas assumptions we take, TS = 150 K and an E(B-V) magnitude cut of 5 (see discussion in
section 3.2). For model A the magnetic field “090050020” denotes in eq. (3.3) B0 = 9.0 µG, rc = 5
kpc and zc = 2 kpc (similarly for the other models). Finally, the three numbers in the “ISRF” column
refer to the multiplication factors of the “optical”, “IR” and CMB components of the ISRF model
used in Galprop v54 webrun.
tions that can have a similar impact on the resulting diffuse gamma-ray spectra. For instance,
a harder ICS spectrum could be the result of a harder injection spectrum for the CR elec-
trons, a lower energy loss rate (due to a reduced B-field), a different rigidity dependence of
the CR diffusion or a different distribution in the energy density of the ISRF. Thus, we can
have different combinations of physical properties leading to self-consistent models.
Our model A adopts a CR electron normalization that is significantly higher (by a factor
of 5) than the typical dNe/dE '0.4×10−9 cm−2 sr−1 s−1 MeV−1 at ∼30 GeV that is required
to fit the local CR lepton data. In particular, for the ICS emission at GeV scale gamma-ray
energies, the responsible CR electrons have typically energies ∼50 GeV or higher. At these
energies, the CR electron fluxes are dominated by the contribution of sources within ∼ 1kpc
from the Sun’s position and are not very sensitive to higher normalizations in the electron
flux at few kpc distances. Thus, a higher CR electrons normalization along the line-of-sight
and towards the GC is quite well possible. Such a higher flux may be due to some young
or middle aged pulsars that lie along that direction, either in the spiral arms or in the inner
part of the Galaxy. We note that both the adopted B-field and ISRF have relatively high
energy densities. Given the uncertainties along the line-of-sight toward the GC, they are still
viable. In fact model A suggests a B-field with an amplitude of 50µG at the GC, which is in
agreement with the lower limit of ref. [111]. All the other assumptions of model A are very
conventional ones.
3.2 The explored parameter space
Different assumptions on the source distribution, gas distribution, diffusion, re-acceleration,
convection, magnetic field distribution and the ISRF in the inner part of the Galaxy (and
along its relevant line-of-sight) will lead to different GDE models. The assumptions on all
these factors and their associated uncertainties need to be taken into consideration in any
study of gamma rays from the inner Galaxy.
To conservatively estimate the impact of these uncertainties on the extraction of the
GCE, we systematically explore a large range of model parameters that go beyond what
is imposed by CRs measurements, allowing even for extreme scenarios. We are interested
in testing uncertainties pertaining to the CR source distribution and injection index, gas
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distribution, diffusion scale height and coefficient, re-acceleration, convection and energy
losses for the CR electrons. As we will discuss in section 3.3, the uncertainties in the ICS are
potentially the most important ones in the search of diffuse excess emission towards the GC.
For that reason, we change both the ISRF energy density and the Galactic magnetic field
amplitude and profile in a large range. In the present work, we present 60 different GDE
models to bracket the uncertainties related to what we discussed above.
Our starting point are the 128 GDE models from ref. [58], which were created using
Galprop v54 to probe different distributions in sources, diffusion scale heights and radii,
and different assumptions on the Galactic gasses. CR sources distribution are assumed to
follow: i) the SNRs distribution of ref. [112] (we will denote it as just “SNR”), ii) the pulsar
distribution of ref. [113] (“PlsL” option), or iii) the one of ref. [114] (“PlsY ” option) and iv)
the distribution of OB stars as described in ref. [115] (“OB” option). For the diffusion scale
heights and radii, ref. [58] considers values of 4 ≤ zD ≤ 10 kpc and rD being either equal to 20
or 30 kpc. Gasses were associated to assumptions on the spin temperature TS that corrects
the opacity of the 21 cm line of the HI gas: a more conventional assumption of TS = 150 K
and a more extreme one with TS = 10
5 K. In addition, dust can be taken as an alternative
tracer of neutral hydrogen (HI & H2) and allow to model out some of the GDE residuals
from pi0 and bremsstrahlung as was first done using EGRET data by ref. [116].13 We refer
the reader to ref. [58] for further details. In ref. [58] each of these 128 models was fitted to the
21-month full-sky Fermi -LAT data as well as the most relevant local CR measurements. We
note that the models from ref. [58] were however not optimized for an inner Galaxy study,
but provide physical examples that give a good overall fit to gamma-ray and CR data.
In order to avoid redundancies, and since we are interested in exploring more extreme
propagation scenarios as described above, we use only 13 of the models from ref. [58] that
probe the different choices in sources, rD, zD and gas (see appendix A for further details).
Having added more of these models in the analysis would have not changed our general
results (see also ref. [56] for a discussion on all the 128 models of ref. [58]).
In addition to our selection of 13 models from ref. [58], we generate our own models
specifically for this study, using Galprop v54 (webrun version). Those models explore re-
maining uncertainties, mainly related to the diffusion coefficient, re-acceleration, convection,
ISRF and B-field distributions. For the diffusion coefficient described in eq. (3.1), a con-
ventional value for D0 in the range of 5–10×1028 cm2 s−1 (at 4GV) is used to fit the CR
data and the large scale gamma-ray data. As we discussed earlier, we probe significantly
larger ranges for the physical assumptions (which could well be realized in the inner 2 kpc
of the Galaxy without affecting much the CR data). Thus for D0 we take a range between
2–60×1028 cm2 s−1. For the re-acceleration, typical values coming from studying CRs are in
the range of 10–30 km s−1 for the Alfve´n speed, while we consider in this work values between
0 and 100 km s−1. For the gradient of convection velocity dv/dz, we allow values between
0 and 500 km s−1 kpc−1, with CR antiprotons and large scale gamma-ray data not showing
any preference for values of dv/dz > 50 km s−1 kpc−1 for the Galactic disk [94, 96]. The
standard assumption for the ISRF model factors, is “1.0, 1.0, 1.0”, see text in section 3.3.
We allow the “optical” and “IR” factors to span between 0.5–1.5 as our extreme options,
given the level of complexity of these models. Finally, the magnetic field is known to have a
13In ref. [58], two different magnitude cuts (2 or 5) were used on the E(B-V) reddening maps of ref. [117]
when fitting to that (dust) map a linear combination of the HI 21 cm line map and the CO line map, which is
directly related to the H2 map for a homogeneous conversion factor between the two gasses (XCO =const.).
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local value in the (generous) range of 3–10 µG with its rc and zc scaling distances providing
only a very rough description (see ref. [118] for a discussion on the Galactic magnetic field
distribution and uncertainties). Typical Galprop assumptions include B0 = 5 µG, rc = 10
kpc and zc = 2 kpc as described in eq. (3.3). Yet, the magnetic field close to the GC is
expected to have values as large as 50 µG [111]. We take combinations of B0, rc and zc
that allow values for the magnetic field at the GC as low as 5.8 µG and as high as 117 µG
with 5 ≤ rc ≤ 10 kpc and 1 ≤ zc ≤ 2 kpc. Also, we include the possibility of a significantly
higher/lower CR electron population than what is measured locally.
We summarize the parameter ranges as follows:
• geometry of the diffusion zone: 4 ≤ zD ≤ 10 kpc and rD = 20 or 30 kpc;
• source distributions: SNR, pulsars, OB stars;
• diffusion coefficient at 4 GV: D0 = 2− 60× 1028 cm2 s−1;
• Alfve´n speed: vA = 0− 100 km s−1;
• gradient of convection velocity: dv/dz = 0 – 500 km s−1 kpc−1;
• ISRF model factors (for optical and infrared emission): 0.5 – 1.5;
• B-field parameters: 5 ≤ rc ≤ 10 kpc, 1 ≤ zc ≤ 2 kpc, and 5.8 ≤ B(r = 0, z = 0) ≤ 117
µG.
It is evident that some (and in fact many) of our extreme models would be completely
ruled out by CR data and large scale diffuse gamma-ray data (or even microwave data),
if those options would describe the general Galactic properties. We include them with the
attitude of testing whether the GCE properties are significantly affected by extreme Galactic
diffuse model assumptions.
Limitations of our approach. When constructing the 60 GDE models for the estimate
of theoretical model uncertainties, we deliberately made a few simplifying assumptions that
we will summarize in the following. This will be a useful starting point for future attempts to
explain the GCE in terms of standard astrophysical processes. However, the possible impact
of those limitations will be partially bracketed by the study of empirical model uncertainties
along the Galactic disk that we will present in section 4.2.
Galprop in its standard implementation solves the propagation equation on a two di-
mensional spatial grid (assuming cylindrical symmetry), which is prohibitive to the modeling
of structures like the spiral arms and their impact on the source distribution and CR propa-
gation. Any radial (and in the last two cases also longitudinal) dependence in the description
of convection, re-acceleration or diffusion is absent from our GDE models. Diffusion is taken
to be isotropic which can only be a rough approximation given the fact that there are large
scale magnetic fields in our Galaxy.14 We summarize the main limitations as follows:
14An example of a modification of the Galprop code to account for inhomogeneous and anisotropic diffusion
of CRs due to the presence of large scale ordered magnetic fields can be seen in ref. [104]. The anisotropic
diffusion of CRs strongly depends on the assumptions made about the ordered and turbulent components
of the Galactic magnetic field. Without including rotation measures and also microwave data to probe the
synchrotron total and polarized intensity, we can not constrain those B-field components just from gamma-ray
observations. We let such questions for future work.
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Figure 3. Variations in the template morphologies within our baseline ROI, eq. (2.1). Left panel :
Ratio of the pi0 map - N ·Bremss map over the pi0 map at 1 GeV for model A. The factor N is fitted to
minimize the sum of absolute residuals (we find N = 1.25). The relative residuals exceed 5% (10%)
in 30% (0.36%) of the pixels. The differential ratio map in combination with the fact that at 1 GeV
the two diffuse components are comparable makes it necessary to model the pi0 and bremsstrahlung
emissions independently. Central panel : Ratio of the pi0+Bremss map at 1 GeV - N ·(pi0+Bremss
map) at 30 GeV over the pi0+Bremss map at 1 GeV. The relative residuals never exceed a few %.
Thus the pi0+Bremss map is morphologically the same in the energy range of interest and within the
window of interest (at the % level accuracy). Right panel : Ratio of the ICS map at 1 GeV - N ·ICS
map at 30 GeV over the ICS map at 1 GeV. The relative residuals exceed 5% (10%) close to the disk,
in about 18% (5.6%) of the pixels. Thus there is an energy dependence of the ICS morphology that
can lead to over/under subtracting the ICS emission at different energies if not taken into account.
• assumption of homogeneity and isotropy of CR diffusion, eq. (3.1);
• assumption of homogeneity of CR re-acceleration, described through a scalar quantity,
eq. (3.2);
• lack of radial dependence of CR convection;
• assumption of radial symmetry of CR source distribution in the Galactic disk, not fully
accounting for the spiral arms;
• assuming a steady state solution for the CRs, excluding transient phenomena;
• same spatial distribution of hadronic and leptonic CR sources;
• lack of a physical model for the Fermi bubbles.
All these limitations will become important for future refined analyses of the GCE, but
are beyond the scope of the present work.
3.3 Discussion about the template approach
Before presenting our main results, we will illustrate and quantify the limitations of the
monolithic energy-independent templates for the individual GDE components that were used
in previous template-regression analyses. We will also show the impact of variations of the
astrophysical conditions (the relevant reference models are summarized in table 2).
Typically template analyses model both the pi0 and the bremsstrahlung emission with a
single template assuming that their morphological differences are not significant. In figure 3
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pi0+Bremss.,1GeV, (ModA-N ·ModB)/(ModA)
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ICS, 1 GeV, (ModA - N ·ModC)/(ModA)
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Figure 4. We show in the left panel the impact of faster CR diffusion on the pi0+Bremss map at
1 GeV. The differential ratio map does not exceed the few % level after including a normalization
freedom on the combined pi0+Bremss map. In the central and right panels we show the impact of
different Galactic magnetic field and ISRF conditions on the ICS map. The differential ratio maps
at 1 GeV exceed the 5%(10%) level in 79%(47%) of the pixels when comparing model A and C,
and 32%(4.4%) of the pixels when comparing models A and D. Disk-like, spherical and bubble-like
morphologies can emerge in the differential ratio map, making it necessary to track down the exact
physical assumptions towards the GC.
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Figure 5. Illustration of the predicted emission for the GDE components pi0+Bremss (dashed lines)
and ICS (dotted lines) from five different models averaged over our baseline ROI.
left, we show that such an assumption has limitations. We take the pi0 and the bremsstrahlung
maps at 1 GeV from the predictions of model A, and fit the bremsstrahlung map to the pi0 one
within the shown region by minimizing the residual template |pi0-N ·Bremss| (summing over
all pixels). These two diffuse emission maps have generically a similar averaged brightness
at 1 GeV in that region of the sky (indeed, we find in the specific case N = 1.25 from the
fit). We then plot the ratio of the (pi0-N ·Bremss)/pi0 maps at 1 GeV. As can be seen, in
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Figure 6. Left panel: Decomposition of the P6V11 background model into its contributions from
ICS and pi0+Bremss. The plot was generated by fitting simultaneously the ICS and pi0+Bremss
components of the model P to P6V11 (see text for details). It does not vary much when other diffuse
models are used instead. The extremely hard ICS emission at energies > 10 GeV is an intrinsic
property of the P6V11, which affects any analysis that employs it as GDE template. Right panel:
For comparison we show the actual spectra predicted by model P for ICS, pi0 and bremsstrahlung
emission. Fluxes are displayed in the 40◦ × 40◦ ROI, |b| > 2◦.
30% of the ROI, the pixels deviate from zero by more than 5%. Thus the disagreement
between the pi0 and the bremsstrahlung emission morphologies at 1 GeV can easily exceed
5% toward the inner Galaxy.15 This makes necessary to model the pi0 and the bremsstrahlung
emissions independently. Therefore, for each considered GDE model, we build separately pi0
and the bremsstrahlung emission templates. However, as mentioned above, due to the large
degeneracies between both components we tie them together to a single pi0+Bremss template
and rescale them simultaneously in our template fit.
Given that the bremsstrahlung emission has generically a softer spectrum than the pi0,
one can understand that the pi0+Bremss template will change with energy. We show the
impact of that in figure 3 middle plot, where we compare the pi0+Bremss map at 1 GeV
with the one at 30 GeV by producing the (pi0+Bremss(1GeV) - N · pi0+Bremss(30GeV))/
pi0+Bremss(1GeV) map. The change in the morphology is very smooth and at the few %
level. For consistency we include the energy dependence of the individual and the combined
emission maps. However, the ICS template does change significantly faster with energy from
1 to 30 GeV (see right panel of figure 3). This is related to the fact that CR electrons are
solely responsible of the ICS emission, losing their energy much faster than the CR protons
responsible for the pi0 emission. In about 18%(5.6%) of the pixels in the ROI shown we find
relative absolute residuals above 5% (10%). Thus there is a sizeable energy dependence of
the ICS morphology that can lead to over/under subtracting the ICS emission at different
15While both the pi0 and bremsstrahlung emission maps correlate with the same gasses, the fact that CR
electrons lose their energy much faster than CR protons as they propagate away from the sources makes the
bremsstrahlung maps brighter towards the disk at the GeV energies.
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energies if not taken into account.
As discussed above, in the present work we are interested in extremal templates for the
GDE emission, because we want to bracket the uncertainties in extracting properties of the
GCE. Additionally, as stated earlier, the physical conditions in the inner Galaxy can be quite
different from what they are locally, and we have fewer data to probe them than we do to
probe the local or the large scale averaged conditions.
In figure 4 left we compare the pi0+Bremss maps from models A and B. Their main
difference is that model B assumes significantly faster diffusion of CRs (factor of 5 in the
diffusion coefficient, see appendix A). The ratio of (Mod A -N ·Mod B)/Mod A at 1 GeV
remains below 5% (in absolute value) in all pixels, which shows that after allowing for a free
template normalization, this effect remains rather small.
In the case of the ICS templates (shown in the central and right panels of figure 4) the
assumptions on the physical conditions, in particular the B-field and the ISRF distributions,
can have a size-able impact. We find, again at 1 GeV, absolute residuals in the differential
ratio maps (Mod A -N ·Mod C)/Mod A and (Mod A -N ·Mod D)/Mod A that exceed 5%
(10%) in 79%(47%) and 32%(4.4%) of the pixels. This can be rather relevant for the GCE
extraction, since the ICS component is the one that is closest in morphology to the adopted
GCE template. In fact, in these differential ratio maps, disk-like, spherical and bubble-like
morphologies can potentially emerge, suggesting that the precise modeling of ICS emission
is of high importance for extracting information about the GCE.
Besides the morphology, also the spectral energy distribution of the different components
varies significantly from one model to another. To illustrate this point, we show in figure 5
the energy spectra of the combined pi0+Bremss component and the ICS component for five
different GDE models, averaged over our baseline ROI, eq. (2.1). Models B (E) adopts a
significantly faster (slower) CRs diffusion, while models C and D refer to different assumptions
on the ISRF and the B-field distribution in the inner Galaxy. As can be seen in figure 5, these
models predict very different pi0, bremsstrahlung and ICS spectra. However, the details of
the spectra are not of relevance for the final results of this work, since we allow a bin-by-bin
refitting of the normalization of the individual components, which, after the fit, leads to only
small variations in the overall flux of the template components. Nevertheless, differences in
the spectra are relevant for the self-consistency check.
A simple model for the GDE that has been widely used in the literature is the P6V11
model by the LAT Collaboration. This model was developed for background subtraction in
the study of point sources, and introduces systematics into any analysis of the gamma-ray
diffuse emission that are basically unknown.
Since the P6V11 Galactic diffuse model has just one free parameter (its total normal-
ization), the relative contributions from ICS, pi0 and bremsstrahlung are fixed. We show a
decomposition of this model into its main components (pi0+Bremss and ICS) in figure 6 (left
panel). To obtain this plot, we perform a full-sky (|b| > 2◦) fit of the pi0+Bremss and ICS
components of the model P to the P6V11 model. The expected fluxes from the model in the
region of interest are shown in the right panel of figure 6. We checked that our results do not
change qualitatively when using the pi0+Bremss and ICS of other diffuse models, and can
hence be considered as robust. The plot shows that the P6V11 features an extremely hard
ICS component at energies above 10 GeV, which in a template regression analysis can easily
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lead to over-subtraction of other diffuse components in the data.16 It is easily conceivable
that this property of the P6V11 contributes to the softening of the GCE emission above 10
GeV that was found e.g. in refs. [55, 62], but is absent in our analysis.
The reason for this hard ICS component at high energies is not obvious. It could poten-
tially be related to neglecting the contribution from the Fermi bubbles during its construc-
tion, which, in turn, could have been partially absorbed into the ICS component. Whatever
the exact reason for this hard ICS spectrum is, it shows that the P6V11 is not self-consistent
in the above sense.
4 Non-parametric analysis of the Galactic center excess
In this section we present our main results from the template-based multi-linear regression
analysis, and describe in detail how we estimate the various model systematics for the GCE.
Parametric fits to the spectrum and morphology of the GCE are kept for section 5.
In subsection 4.1 we discuss the theoretical model systematics of the GCE spectrum that
we infer from a set of 60 GDE models. In subsection 4.2 we estimate and discuss the empirical
model systematics by analyzing Fermi -LAT data in 22 test regions along the Galactic disk.
In subsection 4.3 we finally present a study of the GCE in different segments of our baseline
ROI, which provides a handle for a later study of the morphology and extension of the GCE.
4.1 Theoretical model systematics
In figure 7 we show the main result of this subsection: the energy spectrum of the GCE that
we find when adopting any of our GDE models. The individual diffuse components that
contribute to the fit were discussed above and are summarized in table 1. They include a
set of 60 GDE models that span a rather large range of physical conditions. As described
above, the normalization of each emission component is left free to float in each energy bin,
but additional external constraints are applied to the IGRB and Fermi bubbles templates.
We use our set of 60 GDE models to bracket the theoretical uncertainties that affect
the extraction of the GCE. It is remarkable that the GCE emission spectrum is rather stable.
At energies above 1 GeV, the overall flux varies by less than a factor of 2–3, and features in
all cases a pronounced peak at energies around 1–3 GeV. At higher energies, the spectrum
appears to be well described by a power-law with a spectral slope of∼ −2.7 (but see discussion
in section 5). At lower energies we observe a pronounced rise in the energy spectrum with
a spectral index that is significantly harder than ∼ 2 for all of the GDE models, though the
exact form of the spectrum is rather dependent on the adopted GDE model.
In figure 7, we also highlight the spectra that we obtain for the GDE model F, which
yields formally the best fit, and for the GDE model A, which we used above in section 3
as reference model (cf. parameters in table 5). These spectra are shown together with their
statistical errors, which are – except at the highest energies – smaller than the width of the
theoretical model systematics band.
In figure 8, we show the energy spectra of the different diffuse and PSC components
for model A and model F, averaged over the baseline ROI and compared to the data. Since
the normalization of all components is left free to float, independently in each energy bin,
it is not guaranteed that the individual measured spectra actually correspond to a physical
16This peculiarity of the P6V11 is also contained in the Fermi documentation at http://fermi.gsfc.nasa.
gov/ssc/data/P6V11/access/lat/ring_for_FSSC_final4.pdf.
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Figure 7. Plain GCE energy spectrum as extracted from our baseline ROI, assuming a generalized
NFW profile with an inner slope γ = 1.2, for all of the 60 GDE models (yellow lines). We highlight
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For all 60 GDE models, we find a pronounced excess that peaks at around 1–3 GeV, and follows a
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Figure 8. Energy spectra of different components (dotted lines) from a template fit to the data (black
points), compared to the predicted GDE model fluxes (solid lines). The reference model A is shown
in the left panel, while the GDE model that provides the best-fit to the data, model F, is shown in
the right panel.
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model. However, as already discussed above, we find that for model A (which was specifically
constructed for that purpose) the predicted and the measured energy spectra of the GDE
components agree very well at the level of 5–10%.17 This serves as a proof-of-principle that
the results obtained from the template fit can actually correspond to a physical GDE model.
For model F, which yields the best-fit, the fitted GDE fluxes deviate somewhat from the
predicted ones, but are still close to what we found for model A. Below, we will use model A
and F as reference scenarios.18
In figure 9, we show the latitude (top left panel) and longitude (remaining panels)
profiles of the individual diffuse and PSC components, and their sum compared to the actually
measured fluxes for model A. Data and model are in general in very good agreement. We
remind that, although the contributions from point sources are shown in these plots for
completeness, the corresponding regions are actually masked during the fit. However, we
find that even in the re-added masked regions the agreement between model and data is
reasonably good, except for regions that contain very bright sources.
One of the most striking, but also most critical aspect of the GCE spectrum is the steep
rise at sub-GeV energies. It is instructive to see how the predictions at low energies would
change in absence of such a rise. To this end, we show in the bottom left panel of figure 9
the GCE template and total emission for a GCE spectrum that is extrapolated down from
its value at 2 GeV with a spectral slope of -2. In that case, the longitudinal profile of the
gamma-ray emission would be significantly enhanced close to the GC, which is not observed.
Note that we selected for this plot the latitude range at which this effect is best visible by
eye. In the right bottom panel of figure 9, we show for completeness the flux that would be
predicted in absence of a GCE emission at energies around 3 GeV.
In figure 10, we show exemplary count and residual maps for model A. The left panel
of each row shows a map of photon counts in our baseline ROI adopting also the PSC mask
as described in section 2.2. The other panels show the total residuals (data - model counts)
when the emission associated with all templates is subtracted from data (central panel) or
when all templates but the GCE template are subtracted (right panel). The comparison
of the residuals with and without GCE template gives a rough but useful idea about the
intensity of the emission associated with the GCE template and its spatial extension.
In general, we find correlated residuals that are well above the level expected from
Poisson noise: about 10% at E < 1 GeV and about 25% for E ∼ 3 GeV (including the GCE
contribution). The emission associated with the GC excess is, after other components are
subtracted, the most pronounced large-scale excess in our ROI (and, as a matter of fact, in
the entire Galactic plane with |`| ≤ 70◦). However, we will discuss in the next subsection
that excesses of similar size are observed in other regions along the Galactic disk, and we will
characterize their properties and implications for the interpretation of the GCE.
The residual plots in figure 10 illustrates that it is hard to construct an a priori model
of the GDE that is in agreement with the observations at the level of Poisson noise. In fact,
for our best-fit GDE model F, the reduced χ2 in the energy range from 500 MeV to 3.31
17We checked that this is also true when applying the latitude cut |b| ≥ 5◦ instead and repeating the fits.
18As can be seen in figure 8, the spectrum of the IGRB (in the left panel) and the Fermi bubbles (in the
right panel) is sometimes overly suppressed at energies below 1 GeV, which suggests an over-subtraction of
the GDE. We checked that this possible over-subtraction has only minor impact on our results and decided
to keep these energy ranges in our analysis, see discussion in subsection 4.2.
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Figure 9. Top panels: Latitude (left) and longitude (right) dependence of the different components
in narrow spatial strips, at energies around 3 GeV, for model A. Bottom panels: Same as top right
panel, but further away from the Galactic disk in the latitude range of 4◦ < |b| < 6◦, at energies
around 400 MeV (left) and 3 GeV (right). Furthermore, in the bottom left panel, the light pink line
illustrates the situation of a GCE spectrum that is softer than the one that we find in our template
fits. For comparison, we show here the case where the GCE component flux would follow a simple
power-law with spectral index 2.0 at energies below 2 GeV, keeping the normalization fixed to the
one measured at 2 GeV. The summed spectrum clearly overshoots the data in the inner few degrees.
Finally, in the bottom right panel, the gray densly dotted line shows in addition the sum of fluxes when
the GCE component is neglected.
GeV19 is around χ2/dof ' 295000/267000 ' 1.10. Although this value is close to one, thanks
to the large number of degrees of freedom the corresponding p-value is utterly small and
19At higher energies the low number of photons prohibits a simple goodness-of-fit analysis.
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Figure 10. Left panels: Count maps at various energies (from top to bottom), with the disk cut
|b| > 2◦ and PSC mask applied. Central panels: Residuals after subtracting our self-consistent GDE
model A. Right panels: Residuals after subtracting our self-consistent GDE model, but re-adding the
GCE template associated to the model. A Gaussian smoothing with σ = 0.4◦ is applied to all plots.
around 10−300. Given the high quality and statistics of Fermi -LAT data, and the still rather
rudimentary treatment of the GDE, this is hardly surprising.
In any case, the comparison of TS values remains an important tool for selecting GDE
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Figure 11. Flux absorbed by the GCE template when moving it, as well as the ROI, along the
Galactic disk in steps of ∆` = ±5◦, for five different reference energies. The colored dots indicate the
flux for the GDE model that gives locally the best-fit (these models are listed in the bottom of the
plot), whereas the gray dots indicate the fluxes for all other models. The excess observed at the GC
is – at around 1–3 GeV – clearly the largest in the considered region, although other excesses exist as
well (see text for a discussion). Regions with |`| & 20◦ (indicated by the vertical dotted lines) will be
used as test regions for estimates of the empirical model uncertainties of the adopted GDE models.
models that provide gradual improvements when fitting the data. However, the extremely
small p-values that one obtains when fitting the data suggest that it is mandatory to study
the typical uncertainties of the GDE modeling in light of the data before drawing strong
conclusions from purely statistical fits. This is what we will do in the next subsection.
4.2 Empirical model systematics
The modeling of the GDE in the present analysis is entirely based on the numerical code
Galprop. The agreement between the GDE modeling and actual data in the inner Galaxy
is quite satisfactory, with typical residuals that are significantly smaller than the GCE (see
figures 9 and 10). However, in order to increase the confidence in these results and to study
the robustness of the inferred GCE spectrum, we will estimate typical residuals above the
Galprop predicted GDE by analyzing the diffuse emission from the Galactic disk, away from
the GC, in a systematic way.
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As discussed above, a significant part of observed the gamma-ray emission towards the
inner Galaxy is actually produced locally, with typical distances of a few kpc along the line-
of-sight (cf. figure 2). At first approximation one can hence expect that the accuracy of GDE
modeling, at least at the |b| > 2◦ latitudes we are interested in, is of a similar level along
the entire inner part of the Galactic disk, including the region close to the GC. We will here
consider variations in the longitude range |`| < 90◦, and use them to estimate the model
systematics at the GC.
4.2.1 Analysis of test regions along the Galactic disk
We consider a number of ROIs along the Galactic disk, away from the GC, and measure
how much of the observed gamma-ray emission is absorbed in the transposed GCE template
centered in that ROI. Namely, we consider gamma-ray data in the region |`| ≤ 90◦ and
|b| ≤ 20◦, in 29 overlapping ROIs defined by −20◦+k ·5◦ ≤ ` ≤ 20◦+k ·5◦ and 2◦ ≤ |b| ≤ 20◦,
with k = −14,−13, . . . , 14. The GCE emission template moves along and is centered at
` = k · 5◦. For all of our 60 GDE models and all of the ROIs we perform a template analysis
as above for the GC.
The excess emission that we find along the Galactic disk is summarized in figure 11 in a
rather compact way. For all 60 GDE models we show as gray dots the flux that is absorbed
by the (transposed) GCE template, as function of the template center in longitude steps of
∆` = ±5◦, for five different reference energy bins centered at 0.32, 0.53, 1.0, 2.4, and 10
GeV. For each longitude step, we determine the locally best-fit-model in that ROI. We then
highlight by colored points the fluxes measured for that model at each of the five different
energies. This allows to read off a rudimentary estimate of the excess spectrum in each region
of the Galactic disk.
As can be seen in figure 11, we clearly reproduce the pronounced excess at the GC
(` = 0◦), with a peak in the spectrum at energies around 2.4 GeV (see the trend of the
colored points at ` = 0◦). At these energies, the GC excess is the most pronounced excess
in the entire test region. However, at Galactic longitudes around ` ∼ ±25◦, we observe
residuals with almost identical size. Further away from the GC, at |`| ≥ 40◦, residuals are
mostly consistent with zero, though sometimes biased towards negative values.
The excesses along the Galactic disk might be on first sight discouraging, since they
show that uncertainties of the GDE as we model it in the present analysis are almost of
the same magnitude as the GCE itself. This brings up the question whether any reliable
conclusions about the morphology, spectrum and distinctiveness of the GCE can be drawn
at all.
From figure 11 we find a number of differences between the GCE and the excess emission
away from the GC at ` ∼ ±25◦. The most notable one is that the emission at GC has a
different spectrum, with a peak at energies around 2 GeV, which is not present in any of the
regions away from the GC. Furthermore, the GCE is strongly peaked at the GC, and falls
off rapidly as function of longitude, whereas the excesses away from the GC have a smoother
dependence on `. Already this suggests that the GCE and excesses away from the GC are of
different physical origin.
At least one of the excesses away from the GC, at ` ∼ 25◦, appears to be associated
with a known structure, the Aquila Rift region, which is a molecular cloud complex that is
well identified in CO [119], and has an enhanced star formation rate [120]. With a distance
from the Sun of a few hundred pc [121], it is the closest molecular complex towards the inner
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Figure 12. Left panel: Residuals absorbed by the transposed GCE template in 22 test regions
along the Galactic disk (green points), as shown in figure 11 by the colored dots; the yellow boxes
indicate the mean and standard deviation. Right panel: Decomposition of the covariance matrix of
the residuals in principal components. We only show the three components with the largest standard
deviation (solid lines), and compare them to the statistical errors from the GCE fit at the GC (blue
area). The dashed lines show model predictions from a four parameter analytical model. It provides
a good fit and traces the observed variations back to uncertainties in the normalization and slope of
the pi0 and ICS components (see appendix. C.1 for details about the model).
Galactic region. Indeed, the observed excess spectrum appears to be a featureless power-law
with a spectral index of very roughly 2.3, compatible with the typical expectations for star
forming regions [32]. More generally, longitudes around ` ∼ ±25◦ (with a projected distance
of at least 3.6 kpc from the GC) coincide with the molecular ring with a high projected star
formation along the line-of-sight [122].
We tried to account for the observed excesses by allowing additional variations in the HI
and H2 maps or subsets thereof, however without much success. The Fermi team encountered
similar problems and used ad hoc templates to account for the excess emission in models for
the GDE.20 In the present work, we will simply accept these excesses along the Galactic disk
as model uncertainties of state-of-the-art GDE models, and incorporate them in our analysis
below.
4.2.2 The covariance matrix of empirical model systematics
We will make use of the observed residuals in figure 11 as an estimate for empirical model
systematics along the Galactic disk. To this end, we show in the left panel of figure 12 the
flux that is absorbed by the transposed GCE templates in different energy bins. Each dot
represents one of the 22 test ROIs in the longitude range 20◦ ≤ |`| ≤ 70◦. We also indicate
the mean values, which remain close to zero, and the standard deviations.
20See P7V6 discussion, http://fermi.gsfc.nasa.gov/ssc/data/access/lat/Model_details/Pass7_
galactic.html.
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The observed variations along the disk are correlated in energy. We quantify this by
analyzing the covariance matrix of the fluctuations, which is given by
Σij,mod =
〈
dN
dEi
dN
dEj
〉
−
〈
dN
dEi
〉〈
dN
dEj
〉
, (4.1)
where the average runs over the 22 test ROIs, and dN/dEi denotes the GCE-like residual
flux in energy bin i as shown in the left panel of figure 12.
We analyse the properties of this covariance matrix in terms of its principal components.
These are simply the eigenvectors of this matrix, normalized to the corresponding variance.
The three principal components with the largest standard deviation are shown in figure 12,
compared with the ±1σ statistical error of the GCE at the GC. We find that only the first
principal component is at almost all energies significantly larger than the statistical errors.
It follows very roughly a power-law with a spectra slope of 2.2, which is reminiscent of ICS
emission.
The origin of the observed empirical model systematics can be understand in terms of
a simple analytical model that we discuss in appendix C.1. It takes as four parameters only
the uncertainties in the normalization and slope of the pi0+Bremss and ICS components.
Fitting these four parameters to the three largest principal components of the covariance
matrix gives rise to a modeled covariance matrix with principal components as shown by
the dashed lines in the right panel of figure 12. The agreement is rather satisfactory, except
at the very lowest energies below 600 MeV where the modeled first principal component
overshoots slightly the observed one. We hence conclude that the empirically derived model
systematics can be understood in terms of variations in the normalization and spectral slopes
of the primary diffuse background components.
Below, we will use the empirical covariance matrix when performing fits to the GCE
spectrum instead of the analytical model. However, in order to avoid a double-counting of
statistical errors, we will truncate the principal components that enter the empirical covari-
ance matrix and restrict them to the first three. We will refer to this truncated matrix as
Σtruncij,mod.
4.2.3 Other systematics and the GCE spectrum
Before showing the GCE spectrum with empirical model uncertainties, we summarize further
systematics that enter our analysis in figure 13. Namely, we display the impact on the flux
absorbed in the GCE template when a) decreasing the width of the PSF by a reference factor
of 0.8, b) including PSF smoothing also for the GCE template, c) changing the definition
of the PSC mask by varying fmask as indicated or using model E instead of model P for
the PSC mask definition, d) fixing the flux of the IGRB and the Fermi bubbles to their
external constraints rather then leaving them free to vary, and e) using a different GDE
model to define the PSC mask. At energies above 1 GeV, all of these variations are well
below the statistical error and negligible. However, we take the variations below 1 GeV
into account by modeling them as dN/dEres = 6 × 10−8 GeV−1 cm−2 s−1 sr−1 (E/1 GeV)−3.
We include this uncertainty in the final fit twice: once as uncorrelated error and once as
fully correlated errors with a free normalization. This gives rise to a covariance matrix
Σij, res = dN/dE
res
i dN/dE
res
j + δijdN/dE
res
i dN/dE
res
i .
Finally, figure 14 shows, as one of the main result of this subsection, the spectrum of
the GC excess emission for model F (cf. figure 7), together with statistical errors and the
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Figure 13. Summary of different analysis systematics. The impact of choices made in the PSC mask
definition is shown by the solid black and gray lines (for variations in fmask), and by the dotted dark
red line (for adopting an alternative GDE model in the mask definition). We also show the impact
of smoothing the GCE template with the Fermi -LAT PSF (blue dotted line), fixing the isotropic and
bubbles normalization to their external constraints (green solid line), rescaling the Fermi -LAT PSF
by a factor close to one (red dotted line). The light blue region) represents the statistical errors.
Results are shown for the reference model A, but should be rather similar for other GDE models.
The thin dotted line shows our estimate for the overall analysis systematics, which at energies below
1 GeV clearly exceed the statistical errors of the GCE. See text for details on the implementation in
spectral fits.
(diagonal part of the) empirical model systematics as inferred above (note that we omit the
sub-dominant method uncertainties Σij, res in this plot). Statistical and systematic errors are
shown at ±1σ. For comparison, we overlaid the envelope of the GCE spectra associated with
the 60 GDE models as shown of figure 7, to indicate the theoretical model systematics. We
find that empirical and theoretical systematics are roughly of the same order in the considered
energy range and ROI.
4.3 The morphology from ten sky segments
We will now set the stage for an investigation of the morphology of the GCE in section 5
below. We are interested in studying a) the symmetry of the excess emission around the GC,
and, more importantly, b) how far from the disk the GCE extends. To this end, we split
the GCE template in ten segments and repeat the analysis of the previous two subsections.
Furthermore, we allow additional freedom in the ICS templates, as we explain below. We
present additional morphological studies of the GCE, which mostly reconfirm findings from
previous works, in appendix B.
We divide the GCE template within our main ROI, see eq. (2.1), into ten GCE segments
as shown in figure 15 and defined in table 3. Each of the ten segments is zero outside of its
boundaries, and equals the standard GCE template (generalized NFW with γ = 1.2) inside
its boundaries. The normalization of each of the ten templates is allowed to float freely in
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Figure 15. Geometry of the ten GCE
segments used in our morphology anal-
ysis, see table 3.
#ROI Definition ΩROI [sr]
I, II
√
`2 + b2 < 5◦, ±b > |`| 6.0× 10−3
III, IV 5◦ <
√
`2 + b2 < 10◦, ±b > |`| 1.78× 10−2
V, VI 10◦ <
√
`2 + b2 < 15◦, ±b > |`| 2.93× 10−2
VII, VIII 5◦ <
√
`2 + b2 < 15◦, ±` > |b| 3.54× 10−2
IX 15◦ <
√
`2 + b2 < 20◦ 1.51× 10−1
X 20◦ <
√
`2 + b2 1.01× 10−1
Table 3. Definition of the ten GCE segments that are
shown in figure 15, as function of Galactic latitude b and
longitude `, together with their angular size ΩROI.
the fit. The definition of the segments aims at studying the symmetries of the GCE around
the GC: Allowing regions in the North (I, III, and V) and South (II, IV, and VI) hemisphere,
as well as in the West (VII) and East (VIII) ones, to vary independently, we can test the
spectrum absorbed by the GCE template in the different regions of the sky. Moreover, with
the same segments, we can investigate its the extension in latitude.
To facilitate the study of morphological properties of the excess, we furthermore allow
additional latitudinal variations in the ICS components of the individual GDE models. We
split our ICS component into nine ICS segments, corresponding to 9 latitude strips with
boundaries at |b| = 2.0◦, 2.6◦, 3.3◦, 4.3◦, 5.6◦, 7.2◦, 9.3◦, 12.0◦, 15.5◦ and 20◦. We then allow
the normalization of the ICS strips to vary independently, though we keep the normalization
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of strips that are symmetric under b → −b bound to the same value; this gives nine free
parameters for the ICS emission.21 The advantage of these additional degrees of freedom
is that they allow to mitigate the effects of over- or under-subtraction of data at different
latitudes. The GCE component has a significant correlation with the ICS emission. An
unbiased treatment of the ICS is hence important. Physically, these variability makes sense
since it accounts in a simple but efficient way for uncertainties in the CR electron density
and the ISRF at different latitudes along the line-of-sight. Practically, it reduces the scatter
between the 60 GDE models and removes outliers, without much affecting results for the
best-fit models.
With the above setup, namely ten GCE segments and nine ICS templates plus all
remaining components from table 1, we analyze the Fermi -LAT data within our main ROI
as well as the test regions along the Galactic disk for all of our 60 GDE models (for the test
regions we actually use only one combined ICS template for efficiency, which might lead to a
slight overestimation of the empirical model systematics). In analogy to what we did above,
we estimate the variance in each of the ten GCE template segments from fits in ROIs that
are centered at 20◦ ≤ |`| ≤ 70◦ and b = 0◦.
The results for the extracted GCE template fluxes are shown in figure 16. The error
bars correspond to the model that yields the best TS value (which is still model F), but
we also indicate the envelope from all models, as well as the model systematics that we
found from the Galactic disk analysis (cf. figure 14). In the regions I–IV, the GC excess is
clearly visible with a peak at energies around 1–3 GeV, and with a drop at energies above
and below. Similar excesses are observed in the other template segments, with spectra that
suggest compatibility with what is observed in I–IV. Such a compatibility of spectra of the
different segmented templates indicates that there is no clear asymmetry with respect to the
GC—neither in the North vs South hemispheres, nor in the West vs East hemispheres. We
present a quantitative discussion about the actual extension of the excess to higher latitudes
and the compatibility of spectra in the different sky regions in section 5.
We end with a few words about the covariance matrix of empirical model uncertainties
that we find for the segmented GCE template. We analyze the principal components of this
matrix for each of the ten segments independently. In general, we find that the observed
fluctuations are significantly larger than the ones that would be predicted from the analyt-
ical model in appendix C.1 when using the same model parameters that we found in the
previous subsection for the single GCE template. This suggests that there are, not surpris-
ingly, variations in the backgrounds of the individual GCE segments that average out when
considering the single GCE template. We take these additional variations automatically into
account in the subsequent analysis by making use of the (truncated) covariance matrix in our
spectral and morphological fits. However, we will neglect here possible segment-to-segment
correlations.
5 Parametric fits to the Galactic center excess
Equipped with information about the GCE spectrum and morphology, and with estimates
for the theoretical and empirical model uncertainties, we perform in this section a number of
21We note that the spectral shape of the GC excess, as well as the envelope discussed in section 4.1 and
shown in figure 7, remains basically the same when applying this additional degrees of freedom in these fits.
See further discussion in appendix B.
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Figure 16. Same as figure 14, but from a fit with the segmented GCE template as illustrated in
figure 15. We show results for GDE model F (black dots), as well as the envelope for all 60 GDE
models (blue dotted lines) and the systematic errors that we derived from fits in 22 test regions along
the Galactic disk (yellow boxes, in analogy to figure 12). See figure 28 below for the spectra of all
components.
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Figure 17. Spectrum of the GCE emission, together with statistical and systematical errors, for
model F (cf. figure 14). We show fits to the GCE with various spectral models. We emphasize that
the shown systematic errors are correlated, and that the spectral models actually do provide a good
fit to the data in most cases. We show the best-fit model parameters, along with indicators for the
fit quality, in table 4 (cf. figures 18 and 20). See text for details on the fitting procedure.
parametric fits to the data.
In the previous section, we found that theoretical and empirical model uncertainties
affect the GCE spectrum at a similar level (see figure 14). However, theoretical model
uncertainties in the way we discussed them here are difficult to interpret in a purely statistical
sense, since the TS values that we find for fits with our 60 GDE models differ typically by
> O(100) values (see appendix A), and even our best-fit model for the GDE gives formally
a poor fit to the data. This is a generic problem of modeling the GDE [58], as we discussed
at the end of section 4.1. On the other hand, the empirical model uncertainties are simple
to interpret statistically and give by construction a realistic account for typical systematics
of state-of-the-art GDE modeling.
We will hence adopt the following strategy : We will use the GCE spectrum and associ-
ated statistical errors from model F only, which gives formally the best-fit to the Fermi -LAT
data in our ROI. In fits to the GCE spectrum we then only consider the empirical model
systematics, and neglect the theoretical ones. Given the small scatter for the GCE spec-
trum that we find for different GDE models, this is well justified. We checked explicitly that
using different GDE model as starting point in the spectral fits would not alter our results
significantly (see appendix C.2). Hence, we consider our approach as statistically sound and
sufficiently robust to derive meaningful results.
We will introduce general aspects of fits with correlated errors in subsection 5.1, and
then test the most common interpretations of the GCE emission in terms of a number of DM
and astrophysical toy models in subsection 5.2 and 5.3.
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5.1 Spectral fits with correlated errors
For spectral fits to the extracted GCE spectra (as they are shown in figures 14 and 16), we
make use of a χ2 function with a non-diagonal covariance matrix. This allows to take into
account the correlated empirical model systematics that we derived in the previous section.22
The χ2 function is given by
χ2 =
∑
ij
(
dN¯
dEi
(θ)− dN
dEi
)
Σ−1ij
(
dN¯
dEj
(θ)− dN
dEj
)
, (5.1)
with the covariance matrix
Σij = (σ
stat.
i )
2δij + Σ
trunc
ij,mod + Σij, res . (5.2)
Here, dN/dEi (dN¯/dEi) denotes the measured (predicted) GCE flux in the i
th energy bin,
θ the model parameters, σstat.i the corresponding statistical error, Σ
trunc
ij,mod the truncated
(24×24) covariance matrix accounting for empirical model systematics, and Σij, res the resid-
ual systematics at sub-GeV energies that we discussed in subsection 4.2.3. For fits to the
segmented GCE template fluxes, the corresponding (240 × 240) correlation matrix is taken
to be block diagonal in the different GCE segments (we neglect segment-to-segment correla-
tions), and we set Σij, res = 0, as it is not very relevant for morphology fits.
Like above, all fits are performed using the minimizer Minuit. For the two-dimensional
contour plots, we define the one, two and three sigma contours (which we show in the plots if
not otherwise stated) at ∆χ2 = 2.3, 6.2 and, 11.8, and derive them with the minos algorithm.
Note that we will neglect the effects of the finite energy resolution of Fermi -LAT, which is
below 15% in the energy range of interest, but could be easily incorporated.
5.2 Dark Matter models
The most exciting interpretation of the GCE is that it is caused by the annihilation of
DM particles, and indeed all of the previous studies analyzing Fermi -LAT data focus on
this possibility [49–55, 57]. Instead of presenting fits to a large number of DM annihilation
spectra, we will here simply concentrate on the most common cases discussed in the literature.
We concentrate on the hadronic annihilation channels b¯b and c¯c and on pure τ+τ− lepton
final states. The gamma-ray yields are taken from DarkSUSY 5.1.1 [123].
In the left panel of figure 18 we show the constraints in the 〈σv〉-vs-mχ plane that we
obtain from a fit to the GCE spectrum in figure 14. Correlated model systematics are taken
into account as discussed above. We find that both b¯b and c¯c provide rather good fits to the
data, with p-values around 0.4–0.5 (see table 4). For τ+τ− final states, the p-value is with
0.065 significantly lower, though it remains marginally compatible with the data at 95% CL.
We find that in the canonical case of b¯b final states, DM masses around mχ = 49
+6.4
−5.4 GeV are
favored by the data, and an annihilation cross-section of 〈σv〉 = 1.76+0.28−0.27 × 10−26 cm3 s−1.23
In the right panel of figure 18 we show how the cross-section 〈σv〉 depends on the slope
γ of the adopted NFW profile, for the case of annihilation into b¯b final states with the DM
22It is worth pointing out that summing systematic and statistical errors in quadrature, which is common
practice in the DM-phenomenology literature, does not lead to the weakest (or ‘most conservative’) constraints
on model parameters in almost all of the cases.
23We remind that we adopt a local DM density of ρ = 0.4 GeV cm−3.
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Figure 18. Left panel: Constraints on the 〈σv〉-vs-mχ plane for three different DM annihilation
channels, from a fit to the spectrum shown in figure 14 (cf. table 4). Colored points (squares) refer to
best-fit values from previous Inner Galaxy (Galactic center) analyses (see discussion in section 6.2).
Right panel: Constraints on the 〈σv〉-vs-γ plane, based on the fits with the ten GCE segments.
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Figure 19. Constraints on the 〈σv〉-vs-mχ plane at 95% CL, individually for the GCE template
segments shown in figure 15, for the channel χχ→ b¯b. The cross indicates the best-fit value from a fit
to all regions simultaneously (mχ ' 46.6 GeV, 〈σv〉 ' 1.60× 10−26 cm3 s−1). Note that we assume a
NFW profile with an inner slope of γ = 1.28. The individual p-values are shown in the figure legend;
the combined p-value is 0.11.
mass fixed at 49 GeV. This plot is based on the fluxes from the segmented GCE template,
see figure 16. As expected, the cross-section is strongly correlated with the profile slope. We
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find best-fit values of γ = 1.28+0.8−0.7 and 〈σv〉 = 1.65+0.5−0.4 × 10−26 cm3 s−1.
Note that in the case of γ = 1.2, we obtain actually a somewhat larger cross-section
than in the left panel, though still marginally consistent within one sigma. By using different
values of γ in the template analysis that lead to figure 14, we checked that the γ-dependence
of the cross-section shown in the left panel of figure 18 is practically identical to the one
shown in the right panel.
The constraints on the cross-section that we show in the right panel of figure 18 are, for
a fixed value of γ, somewhat tighter than in the left panel. This is likely related to the neglect
of segment-to-segment correlations when determining the empirical model systematics, which
then tend to average out in fits to the spectrum. This is a caveat of spectral fits based on the
segmented GCE templates. For that reason, we recommend using the spectral constraints
derived from the non-segmented GCE template instead, as shown in figure 14 and used in
the left panel of figure 18.
In figure 19, we show constraints at 95% CL on the 〈σv〉-vs-mχ plane that are obtained
from fits to the spectra from the individual GCE segments shown in figure 16. We consider
for definiteness only the case of annihilation b¯b final states, and assume our contracted NFW
profile with an inner slope of γ = 1.28, which gives the best fit in this case. Again, we
fully take into account the empirical model systematics as discussed above. We find that the
resulting constraints on the GCE spectrum that we derive from the individual GCE segments
are in mutual good agreement to within 95% CL. There is no obvious bias for the GCE in
the north/south or east/west direction, though at higher latitudes the preferred DM masses
are slightly higher.
The constraints in figure 19 are also in good agreement with the central value that we
obtain from a fit in all of the ten segments simultaneously (assuming γ = 1.28; note that
this is different from a fit using a single GCE template), which yields mχ ' 46.6 GeV and
〈σv〉 ' 1.60×10−26 cm3 s−1. We show the corresponding p-values in the figure label. For the
hypothesis of a single uniform excess spectrum (again using a b¯b spectrum with mχ and 〈σv〉
as the two fitting parameters, keeping γ = 1.28 fixed) we obtain a combined p-value of 0.11.
We find that the hypothesis of a spherically symmetric excess emission with a uniform
energy spectrum is compatible with the Fermi-LAT data from the inner Galaxy to within 95%
CL.
Obviously, this is not a proof that the emission absorbed by the GCE template in
different parts of our ROI is caused by the same physical mechanism, but the result is rather
suggestive. We will below proceed under the assumption that the entire GCE emission is
generated by a single extended source with uniform spectrum, and explore the consequences
of this hypothesis.
5.3 Astrophysical models
We start this subsection with a simple broken power-law fit to the GCE spectrum. This
spectrum is so generic that it is capable of approximately describing a large number of
scenarios, and it is given by
dN
dE
= ζ
(
E
Ebreak
)−α
with α =
{
α1 if E < Ebreak
α2 if E ≥ Ebreak , (5.3)
where 0 > α1 > α2 denote respectively the spectral indices above and below the break energy
Ebreak, and ζ is a normalization parameter.
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Spectrum Parameters χ2/dof p-value
broken PL α1 = 1.42
+0.22
−0.31, α2 = 2.63
+0.13
−0.095, Ebreak = 2.06
+0.23
−0.17 GeV 1.06 0.47
DM χχ→ b¯b 〈σv〉 = 1.76+0.28−0.27 × 10−26 cm3 s−1, mχ = 49+6.4−5.4 GeV 1.08 0.43
DM χχ→ c¯c 〈σv〉 = 1.25+0.2−0.18 × 10−26 cm3 s−1, mχ = 38.2+4.6−3.9 GeV 1.07 0.44
PL with exp. cutoff Ecut = 2.53
+1.1
−0.77 GeV, α = 0.945
+0.36
−0.5 1.37 0.16
DM χχ→ τ+τ− 〈σv〉 = 0.337+0.047−0.048 × 10−26 cm3 s−1, mχ = 9.96+1.1−0.91 GeV 1.52 0.065
Table 4. Results of spectral fits to the GCE emission as shown in figure 14, together with ±1σ
errors (which include statistical as well as model uncertainties, see text). We also show the reduced
χ2, and the corresponding p-value. The best-fit is given by a broken power-law, though annihilation
into b¯b final states is completely compatible with the observed spectrum as well. We find that even
annihilation into τ+τ− cannot be excluded with 95% CL significance.
In the left panel of figure 20, we show constraints on the broken PL spectrum in the
α1-vs-α2 plane, obtained from a fit to the data shown in figure 14. The break position is
left free to vary in the fit. As best-fit parameters for the slopes we find α1 = 1.42
+0.22
−0.31 and
α2 = 2.63
+0.13
−0.10 (cf. table 4); the position of the break is given by Ecut = 2.06
+0.23
−0.17 GeV. We
find that a simple broken PL provides already a very good fit to the data, with a p-value
of 0.47. This is marginally smaller than the p-values that we found for the DM annihilation
spectra.
Another generic and simple spectrum is a power-law with an exponential cutoff, as given
by
dN
dE
= ζ
(
E
1 GeV
)−α
e−E/Ecut . (5.4)
Here, α is the spectral index, Ecut denotes the cutoff energy, and ζ is a normalization param-
eter. Constraints on the α-vs-Ecut plane that we found from a fit to the GCE spectrum in
figure 14 are shown in the right panel of figure 20. In this figure, we also indicate the point
in the parameter space that corresponds to the stacked spectrum of MSPs that was derived
from a reanalysis of the Fermi -LAT data in ref. [35]. We find that the best-fit is obtained
for a cutoff energy of Ecut = 2.53
+0.11
−0.77 and a spectral index of α = 0.945
+0.36
−0.5 . However, the
p-value for this fit is with 0.16 relatively poor. Again, the best-fit parameters are summarized
in table 4.
Finally, we explore the morphology of the GCE with a simple parametric model. As a
spatial template, we consider a generic spherically symmetric volume emissivity with a radial
dependence given by
q ∝ r−Γe−r/Rcut , (5.5)
where r denotes the Galacto-centric distance. In contrast to the generalized NFW profile,
it features a well-defined spatial cutoff at the Galacto-centric distance Rcut, which makes it
possible to quantify the spatial extent of the GCE emission in the sky (note that the spatial
index Γ ≈ 2γ at distances close to the GC).
We perform a fit to the GCE fluxes as shown in figure 16, assuming as fiducial spectrum
the b¯b spectrum from table 4 with fixed mass and free normalization (the precise form of
the spectrum does not matter much). We find that the template can fit the data as well
as the NFW profile (which is not a surprise given that we allow Γ and Rcut freely to vary).
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Constraints on the parameters in the Γ-vs-Rcut plane are shown in the left panel of figure
21. We find, for a freely varying Γ, as lower limit on the spatial extend of the excess
Rcut > 1.1 kpc at 95% CL. This corresponds to an angular distance of about 7.4
◦ from the
GC. The constraint on Γ is for large values of Rcut about Γ ∼ 2.2–2.9 (95% CL), which is
compatible with what we found for the generalized NFW profile.
In the right panel of figure 21, we show constraints on the GCE intensity-vs-Γ plane,
leaving Rcut free to vary. The intensity of the GCE emission is here determined at an energy
of 2 GeV and at an angular distance of ψ = 5◦ from the GC. We find that ψ = 5◦ is a rather
good pivot point for the determination of the signal brightness in the adopted inner Galaxy
ROI, since the flux at this point is largely independent of the profile slope Γ.
It is instructive to compare the flux in the right panel of figure 21 to an extrapolation
of the GeV excess emission that is seen in the inner few degrees of the Galactic center. We
adopt here results from refs. [54, 65], which analyzed gamma-ray emission from the inner
7◦ × 7◦, and found profile slopes in the range Γ ≈ 2γ = 2.2–2.4. Taking their best-fit values
for b¯b final states, we calculate what flux would be expected 5◦ away from the GC at 2 GeV,
and indicate these values in figure 21. We also show how this flux would approximately vary
when different values of Γ are adopted (we require here that the flux in the 7◦ × 7◦ region
remains constant). We conclude that for values of roughly Γ ∼ 2.3–2.6 the excess emission
in the inner Galaxy can indeed be interpreted as the high-latitude counterpart of the GeV
excess seen in the inner few degrees.
Finally, as shown in the right panel of figure 21, a profile slope Γ = 2.2 is about
the smallest value for which one can interpret the GCE in the inner Galaxy as extended
counterpart of the GeV excess that is seen in the inner few degrees of the Galaxy. For this
value of Γ, we obtain a stronger lower limit on the extent of the GCE, namely Rcut > 1.48 kpc
at 95% CL. The corresponding angular distance from the GC is ψ = 10.0◦.
6 Discussions
6.1 Astrophysical interpretations
In what follows we briefly discuss the astrophysical interpretations that have been put forward
in light of the results of section 5.3. Astrophysical processes that might explain the GC
excess fall in two main categories: The emission from an unresolved population of sources
concentrated at the GC and diffuse emission related to the interaction of CRs with the ISM
and radiation fields in the extreme environment of the GC.
As for the emission from an unresolved point source population, MSPs has been for
quite some time promising candidates for the explanation of the anomalous excess. Indeed,
the gamma-ray MSPs source spectrum is measured to be compatible with a power-law with
exponential cutoff usually at Ecut ∼ 2−3 GeV, thus suggesting a compatibility with the GCE
spectrum. Recently, the best-fit (stacked) spectrum of the 61 MSPs detected by Fermi -LAT
in 5.6 years has been parametrized by Ecut = 3.78
+0.15
−0.08 GeV and α = 1.57
+0.02
−0.01 [35]. Those
parameter values lie inside our 99% CL contour of fig. 20, where the red cross represents
the best fit result of ref. [35]. In section 5.3, we find that a power-law with exponential
cutoff prefers a cutoff energy of Ecut = 2.53
+1.1
−0.77 GeV and a slope of α = 0.945
+0.36
−0.5 . Our
spectral parameters are in agreement with previous results from analyses of the inner few
degrees (7◦ × 7◦ around the GC) of the Galaxy. Ref. [54] found Ecut = 1.65± 0.20 GeV and
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Figure 20. Left panel: Constraints on the two spectral indices of a broken power-law, where we leave
the break position free to float, from a fit to the spectrum in figure 14. Right panel: Constraints on a
power-law with exponential cutoff. For comparison we also show the values corresponding to observed
MSPs from ref. [35], where red point shows the best-fit value from a fit to a stacked MSP spectrum.
We emphasize that, although the spectrum appears to be marginally compatible, the normalization
of the observed GCE is too high by a factor of ' 20− 30 [68, 70] to be explained by MSPs.
α = 0.45±0.21 (full model), while the values Ecut = 3+2−1 GeV and α = 1.4±0.3 were derived
in ref. [53] with the main difference being different methods for background and point source
modeling.
In our analysis, the power-law with an exponential cutoff performs less well than the
b¯b, c¯c spectra or the broken power-law, as shown in table 4. Most interestingly, this is not
so much due to the steep rise in the spectrum at low energies as is visible in figure 17, but
to the sizable amount of excess emission at high energies above 10 GeV, which is difficult
to accommodate with a power-law with an exponential cutoff. A sub-exponential cutoff (as
indicated from stacked MSP spectra in ref. [35]) would here certainly help to improve the
quality of the fit.
Additionally, it has been shown that the spatial distribution of MSPs is not easily able
to account for the spatial extension of the GCE [68, 69]. Indeed, observed gamma-ray MSPs
are well described by a disk-like distribution. In that case, predictions of the unresolved
flux originating from MSPs generally estimate that this population might contribute up to
5%–10% of the excess emission in both GC and inner Galactic regions (see refs. [68, 69]).
The MSPs spatial profile has to steeply increase towards the center like approximately
∝ r−2.5 to be compatible with the morphology of the GCE. Hence, a population associated
with the bulge is required (and to certain extent expected), yet a bulge component can not
explain the extension of the signal up to ∼ 15◦ [68]. To derive the spatial distribution
of bulge MSPs, one can use low-mass X-ray binaries (LMXB) that are believed to be MSP
progenitors as proxies. Measurements of the INTErnational Gamma-Ray Astrophysics Labo-
ratory (INTEGRAL) suggest that the LMXB profile in the centre of the Milky Way could be
steeper than ∝ r−2. One measure is available for LMXB in M31 [124]. Using that, ref. [125]
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Figure 21. Left panel: Constraints on the morphology of the GCE, assuming a spherically symmetric
emission profile with a radial dependence that follows a power-law with index Γ and exponential cutoff
at radius Rcut as indicated in the panel. A b¯b spectrum with mχ = 49 GeV is adopted as energy (results
are similar for other spectra). Right panel: Confidence contours for the flux of the GCE at 5◦ from
the GC, and at an energy of 2 GeV, as function of the radial slope Γ (we assume a b¯b spectrum with
mχ = 49 GeV, Rcut is left free to float in the fit). The red lines show an extrapolation to higher
latitudes of the flux from the inner 7◦ × 7◦ of the Galaxy ,as determined in ref. [54] (dotted line)
and ref. [65] (dashed line), with the dots being the actually measured values, and the lines being the
expected scaling as function of Γ (see text for details).
claimed that MSPs may account for the emission in the inner 2◦ about the GC. Yet, mak-
ing a connection between observed MSPs and LMXBs at globular clusters and with bright
LMXBs observations towards the GC [70] found that only ∼ 5% of the excess emission can
be accounted for by MSPs laying at the inner 5◦ (' 0.8 kpc).
In conclusion, our current knowledge of MSPs makes it questionable whether they are
the main source of the GCE. Nonetheless, the excess emission may still be interpreted in
terms of an unresolved diffuse emission from a yet unidentified source population. Those
would be concentrated at the GC, without obvious members sitting close to us, which would
help derive information on their spectra, spatial distribution, luminosity function or multi-
wavelength properties.
Non-equilibrium processes involving burst-like events during an active past of our GC
have been explored as well, see refs. [75, 76]. Although they deserve a careful study in light of
the data, we will only mention them briefly at this point. In the case of one or more proton
bursts injected from a few kilo-years up to a few mega-years ago [75], the induced morphology
would be in general more disk-like than the GCE, trace the gas distribution and extend up
from few degrees to tens of degrees depending on the age of the event. On the other hand, the
injection of an additional electron population with total energy ∼ 1053 erg on the timescale
of few mega-years ago [76] is expected to lead to a more symmetric emission around the GC
because the ICS traces the smooth radiation field distribution, but no attempts of performing
template fits based on this scenario have been made yet. In this case, the induced spectrum
would need to reproduce, depending in the initial conditions and properties of the event, our
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measured broken power-law spectrum (with α1 ∼ 1.42, α2 ∼ 2.63, Ebreak ∼ 2.06 GeV as
quoted in table 4).
6.2 A signal from dark matter annihilation?
As demonstrated in section 5.2, the spectrum and morphology of the GCE are compatible
with a signal from WIMP DM annihilation in the halo of the Milky Way. Fits with typical
annihilation spectra are found to give good p-values, despite the fact that, at first sight, the
peaked DM spectra do not appear to be a good representation of the data shown e.g. in
figure 17. This is due to the strong correlations of the empirical model systematics in energy,
which to some degree allow a further subtraction of ICS-like and pi0-like background spectra.
When performing fits to the data this results especially at low and high energies, where the
GCE flux is already small, in an additional suppression of the GCE spectrum, leading to a
more pronounced peak at 1–3 GeV.
The results quoted in table 4 prefer annihilation into quarks (b¯b, c¯c), while heavy leptonic
final states are almost excluded at 95% CL. For a generalized NFW DM spatial distribution
with slope γ=1.2 and the representative case of annihilation into b¯b, our fits prefer a DM
mass in the range mχ = 43.6–55.4 GeV and a velocity-averaged annihilation cross-section
of 〈σv〉 = 1.76+0.28−0.27 × 10−26 cm3 s−1. Compared to findings in the previous literature, our
results are in general in good agreement, although we find typically somewhat larger masses
and cross-sections. We will present a more detailed comparison in the following. In figure 18
(left panel), we display the points corresponding to the best-fit results from previous works
we compare with. Notice that the 〈σv〉 values have been opportunely rescaled for a fair
comparison.24
The first paper about the inner Galaxy found values mχ ∼ 50 GeV and 〈σv〉 ∼ 0.8 ×
10−26 cm3s−1, [62], which fall largely outside our 99% CL contour. The results of the follow-
up work in ref. [63] at latitudes 10◦ < |b| < 20◦ suggest a somewhat larger value for the
WIMP mass mχ ∼ 61.8 GeV and cross-section 〈σv〉 ∼ 3.1×10−26 cm3s−1 (for e.g. b¯b), which
lies slightly outside our 99% CL contour. The most recent analysis of the inner Galaxy was
presented in ref. [55], and pointed towards a DM mass mχ ∼ 35 GeV (lower than our best-fit
value) and cross-section 〈σv〉 ∼ 1.24 × 10−26 cm3s−1 (for b¯b), that agree with our results at
95% CL. Compared to this most recent analysis, there are a number of differences in the
analysis set up. Ref. [55] uses e.g. the Fermi -LAT model P6V11 as their baseline GDE model
to subtract diffuse backgrounds, which likely absorbs more ICS emission than any of our
GDE models. Moreover, ref. [55] performs a full-sky fit, while we concentrate on a smaller
region. In general, we find that with respect to previous results from the inner Galaxy our
spectral fits do not show a strong trend and are broadly consistent.
24To fairly compare previous findings with our results, we firstly rescale the DM profiles used in the previous
literature. In particular, the generalised NWF profile can be reparametrized as:
ρ(r) = ρ
(
r
r
)−γ (
(1 + r/rs)
(1 + r/rs)
)3−γ
, (6.1)
In the limit of small radii, we rescale the cross-sections in the literature such to match our parameters choice
for ρ, r, rs. We then further rescale the cross-sections in order to take into account the different mass and
γ best-fit values found in the work we are comparing with. To this end, we derive the corresponding 〈σv〉-vs-γ
contours with our fitting procedure (for mχ fixed). In the text, we quote the final rescaled cross-section we
compare with in the 〈σv〉-vs-mχ plane of figure 18.
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There is a number of analyses concentrating on studying the GCE in the inner few
degrees of the Galaxy. Comparing our results with the results of the analyses of the GC is a
quantitative way to test the consistency of the excesses observed at the GC and in the inner
Galaxy in light of the DM interpretation. In ref. [54], the preferred mass and cross-section
values for b¯b annihilation are found to be mχ ∼ 40 GeV and 〈σv〉 ∼ 1.62×10−26 cm3 s−1, for
an inner slope of the generalized NFW profile of γ = 1.1. We find that this results is in well
in agreement with our analysis, lying inside the 95% CL contour. Instead, the results from
ref. [65], mχ ∼ 34.1 GeV and 〈σv〉 ∼ 1.56 × 10−26 cm3 s−1 (where γ = 1.2), agree with our
findings at 99% CL. Lastly, we show in the right panel of figure 21 an extrapolation of the
GeV excess emission measured in the inner 7◦ × 7◦ of the Galaxy to higher latitudes, based
on the results from refs. [54, 65] (see discussion above). For profile slopes of γ ≈ 1.15–1.3 we
indeed find good agreement between these and our results from the inner Galaxy.
We briefly mention the constraints on DM annihilation that come from other targets
and messengers (see ref. [126] for a recent discussion in context of the GCE). Some of these
constraints are already in mild tension with or show mild support for the DM interpretation
of the GCE, and in the near future these probes will further help to support or exclude this
possibility.
For gamma rays, the most robust limits on DM self-annihilation in hadronic final states
(including also τ+τ−) come currently from observations of dwarf spheroidal galaxies [127–
129], and probe DM annihilation down to the thermal cross-section for masses less than
about 10 GeV (for b¯b final states). Interestingly, the most recent combined analysis of 15
dwarfs might already indicate first signs for a DM signal compatible with the GCE (at the
level of 2.3σ) [127]. Antiprotons provide also a strong probe for DM [97, 130, 131], though
uncertainties in the propagation assumptions remain relevant [96]. For the most common
CR propagation scenarios they are already in mild tension with the DM interpretation of the
GCE [98, 126]. For leptonic two-body final states the strongest limits come from a spectral
analysis of the positron fraction measured by AMS-02 [132, 133], which excludes a thermal
rate for χχ→ e+e− (χχ→ µ+µ−) up to DM masses of mDM ' 200 GeV (100 GeV), so that
this channel can only play a very subdominant role in models explaining the GCE [126]. Lim-
its from radio observations of the GC are in some tension with the GCE DM interpretation,
unless the DM profile at the GC is somewhat cored out [126], or strong convective winds
or ICS energy losses are important [134]. Finally, limits from observations of the cosmic
microwave background constrain leptonic models for DM annihilation [135–139], though not
at a level that is relevant for the GCE right now.
6.3 The energy spectrum at sub-GeV energies
Results below 1 GeV are potentially subject to large systematics related to the relatively
large PSF of Fermi -LAT at those low energies. At the same time, the low-energy part of the
GCE spectrum is of utmost importance when aiming at a discrimination of DM signals from
astrophysical processes, see ref. [55]. Indeed, in the prototypical case of b¯b final states, DM
spectra are predicted to follow a rising power-law with a spectral index of roughly ∼ 1.5 and
with a prounced cutoff at energies above ∼ 0.05mχ. The observation of such a spectrum
with high accuracy would be a strong support for a DM interpretation of the GCE.
We think our results below 1 GeV are reliable for a number of reasons. As described
in section 4.2.3, we estimated the impact of a number of analysis choices that we make
throughout our analysis. These include details about the point source mask, the treatment
– 42 –
of the Fermi -LAT PSF, and the impact of fixed IGRB and Fermi bubble contributions.
As shown in figure 13. Some of these effects indeed start to dominate over the statistical
error at energies below 1 GeV. We account for these uncertainties by additional terms in the
covariance matrix for the spectral fits. In appendix C.2 we furthermore show that our results
do not change much when neglecting these above systematics in the fit, or when instead
restricting the fits to ranges above 600 MeV. Lastly, the absence of a stronger logitudinal
variation at latitudes 4◦ ≤ |b| ≤ 6◦ as shown in the lower left panel of figure 9 is a visible
indicator for the GCE spectrum featuring a spectral index harder than ∼ 2 at energies below
2 GeV.
Our analysis supports a rise at energies below 1 GeV, with a spectral index harder than
∼ 2 as can be seen e.g. in the bottom left panel of figure 9. Moreover, figure 16 suggests
that such a low-energy trend extends up to 5◦–10◦ in latitude and higher. In the case of the
broken power-law fit, the low-energy slope is α1 = 1.42
+0.22
−0.31, while in case of the power-law
with exponential cutoff we obtain α = 0.945+0.36−0.5 , with the harder value being related to the
GCE excess emission above 10 GeV. As discussed above, the spectrum from b¯b is perfectly
consistent with the data.
7 Conclusions
During the last few years the presence of a gamma-ray excess at GeV energies and towards
the GC has been suggested by a sequence of studies performed using Fermi -LAT gamma-
ray data [49, 50, 53–57, 65, 125, 140]. Given the sphericity of the excess, its amplitude
and the fact that it is centered within ∼ 0.05◦ of the GC [55], a large number of follow-up
studies have been interpreted this excess as a signal from DM self-annihilation. Additionally,
less exotic possibilities, such as populations of dim point sources or diffuse emission from
recently injected CRs, have also been proposed. Important ingredients for understanding the
characteristics and the origin of this excess are first its morphology, namely its extension to
Galactic latitudes above the inner few degrees, and second its energy spectrum.
Any description of the excess emission necessitates the adoption of several assumptions
on all of the relevant Galactic diffuse and point-souce backgrounds. One of the major lim-
itations of previous high latitude analyses is the lack of a thorough study of background
model systematics, which often causes overly constraining and sometimes biased results. As
an example, previous analyses often adopted the P6V11 model, which provides a prediction
for only the total Galactic diffuse emission (pi0 + bremsstrahlung + ICS). We demonstrated
that the P6V11 model features an extremely hard ICS emission at energies above 10 GeV
(figure 6), which – when used in a template analysis – easily over-subtracts components in
regions relevant for DM searches, potentially leading to pronounced drops in the spectrum
at energies around 10 GeV, as e.g. found in refs. [55, 62].
In this paper, we reanalyzed the Fermi -LAT data in the inner Galaxy. More specifically,
we concentrated on high Galactic latitudes |b| ≥ 2◦ in a Galacto-centric box of 40◦ × 40◦.
Given the often large variations in the predicted spectra and morphologies of the Galactic
diffuse emission components (figures 3, 5 and 4), we modeled the three contributions pi0,
bremsstrahlung and ICS as separate templates. To probe the associated uncertainties in
the Galactic diffuse emission, we used existing models in the literature [58] as well as our
own models. The latter account for even extreme variations in the CR source distribution
and injection, the gas distribution, the diffusion of CRs, convection and re-acceleration, the
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interstellar radiation field distribution and the distribution and amplitude of the Galactic
magnetic field. Equipped with these templates, and additional templates for the Fermi
bubbles, the IGRB and known point sources, we performed a multi-linear regression analysis
of the Fermi -LAT data in 24 energy bins from 300 MeV to 500 GeV. We repeated that
analysis in several test regions along the Galactic disk. Our main results can be summarized
as follows.
• We confirmed the existence of a diffuse Galacto-centric excess emission (“Galactic center
excess”) in the inner Galaxy, above the modeled astrophysical backgrounds. We showed
that the spectral properties are remarkably stable against theoretical model systematics,
which we bracketed by exploring a large range of Galactic diffuse emission models
(figure 7). The excess emission shows a clear peak at 1–3 GeV, which rises steeply at
lower energies, and follows a power-law with slope ∼ −2.7 above.
• We found residuals above the modeled astrophysical backgrounds in various test regions
along the Galactic plane, which are of almost the same size as the Galactic center excess
(figure 11). By means of a principal component analysis we traced these residuals back
to non-uniform variations in the normalizations and spectral indices of the primary
Galactic diffuse emission components (figure 12). We folded these uncertainties back
into the analysis of the Galactic center excess as an estimate for the empirical model
systematics (figure 14).
• In order to explore the morphology of the excess emission, we split the adopted Galactic
center excess template in ten segments (figure 15), and repeated the above estimate
of theoretical and empirical model systematics individually for each of them, finding
consistent results (figure 16).
• We showed that the hypothesis of a spherically symmetric and spectrally uniform excess
emission is compatible with the data from the inner Galaxy at 95% CL (right panel
of figure 18). Under that hypothesis, and assuming a radial profile of the volume
emissivity with a floating index Γ and an exponential cutoff Rcut, we found a robust
lower limit on the radial extension of the excess of Rcut > 1.1 kpc at 95% CL. This
corresponds to an angular distance from the GC of 7.4◦ (left panel of figure 21). For a
radial index of Γ = 2.2, which is compatible with previous results from the inner few
degrees of the Galaxy (right panel of figure 21), we obtained an even stronger limit of
Rcut > 1.48 kpc at 95% CL, which corresponds to an angular distance of 10.0
◦.
• We do not confirm previous results that indicated that the Galactic center excess
spectrum would drop to zero at E & 10 GeV energies (figure 14). However, when
we included the existing large model systematics as correlated errors into the spectral
fits, we found that the excess spectrum is well described both by a broken power law
with spectral indices α1 = 1.42
+0.22
−0.31 and α2 = 2.63
+0.13
−0.10 and break energy Ebreak =
2.06+0.23−0.17 GeV (figure 20), and by the gamma-ray spectrum produced by DM particles
annihilating into b¯b final states. In the latter case, we obtained as best-fit values
〈σv〉 = 1.76+0.28−0.27 cm3 s−1 and mχ = 49+6.4−5.4 GeV (figure 18). In both cases, the p-values
of the spectral fit are close to 0.5 (table 4).
Although we find that the hypothesis of a spherical and spectrally uniform excess emis-
sion is in good agreement with the data, this does not exclude a more complicated mor-
phology, a spatial dependence of the energy spectrum, or simultaneous contributions from
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different physical mechanisms. The results shown in figure 19 suggest that an excess emission
that becomes harder towards higher latitudes could easily be accommodated by the data.
This would be relevant for explanations of the Galactic center excess in terms of the ICS
emission (see section 6.1) from leptonic burst-like events.
Our results concerning the DM interpretation of the Galactic center excess are in reason-
able agreement (at 95% CL) with most of the previous results from the inner Galaxy [55, 62]
and Galactic center [65] analyses, however they are in slight tension (at 99% CL) with some
result from the inner few degrees around the GC [54] (see section 6.2). Concerning the
interpretation in terms of MSPs, the typically expected power-law with exponential cut-
off spectrum is slightly disfavoured by the data, with a p-value of 0.16 (see discussion in
section 6.1). Additionally, the magnitude of the excess emission and its extension up to lat-
itudes of ∼ 15◦ make the potential contribution of an unresolved MSP population towards
the Galactic center even less significant than the quoted 5–10% upper limits discussed in
refs. [68–70].
As mentioned above, we find that when we folded the strongly correlated residuals that
are present along the Galactic disk back onto the GC, spectral fits in the inner Galaxy do not
significantly discriminate between broken power-laws and DM related spectra for the Galactic
center excess. Reducing these empirical model systematics, by improving our understanding
of the residuals along the disk, is an important first step towards more reliable Galactic diffuse
emission models for the inner Galaxy and a benchmark for future work, which might finally
lead to a more precise determination of the Galactic center excess spectrum and morphology
at high latitudes.
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A Description of Galactic diffuse models
In this appendix we give in tables 5 and 6 all the parameters for the 60 Galactic diffuse
models that we use to probe the range of uncertainties under the physical assumptions that
could be relevant in the identification of the GC “GeV excess”.
The CR sources, as described in section 3.2, can have different radial distributions. We
include this possibility by using the four source distributions (“SNR”, “PlsL”, “PlsY ” and
“OB”) modeled from ref. [58]. The CR electron and proton injection spectra are assumed
to be power-laws with indices αe and αp above rigidity breaks R
e
0 and R
p
0 respectively. The
rigidity breaks are chosen to be in the narrow ranges of 2.18< Re0 <3.05 GV and 11.3<
Rp0 <11.7 GV. Below the rigidity breaks, CR electrons and protons are injected with power-
laws of αlowEe =1.6 and 1.89< α
lowE
p <1.96. These injection spectra are normalized (Ne and
Np) at 34.5 and 100 GeV kinetic energies. For the diffusion scale heights and radii we use
models from ref. [58], which considers ranges of 4 ≤ zD ≤ 10 kpc and for 20 ≤ rD ≤ 30
kpc. For the gasses, our spin temperature TS choices are 150 K and 10
5 K, and E(B-V)
magnitude cuts of 2 or 5 [58]. In addition, in converting the observed CO map to a H2 map
for our own GDE models, we used the conversion factor XCO profile of ref. [109]. Given that
the 13 models from ref. [58] were compared to the full-sky data and thus could also probe
the XCO profile, each of these models has its own XCO factor that we take as it is. The
XCO profile assumptions can have some impact on the overall GDE models, but given that
they affect only the molecular hydrogen gas component, which is highly non-spherical and
very concentrated towards the disk, they cannot compensate in any way for a spherically
symmetric excess. For the 13 models that we used from ref. [58] and the re-naming of them
see tables 5 and 7.
Using the webrun version of Galprop v54, we build GDE models that test the remain-
ing uncertainties, i.e diffusion coefficient (for zD = 4 kpc, rD = 20 kpc), re-acceleration,
convection, ISRF and B-field distributions. For the diffusion coefficient described in eq. 3.1,
we vary the value of D0 in the range of 2–60×1028 cm2 s−1. For the diffusive re-acceleration
described in eq. 3.2, we vary the value of the Alfve´n speed within 0 and 100 km s−1. For the
gradient of convection velocity dv/dz, we assume values between 0 and 500 km s−1 kpc−1.
The Galactic magnetic field is described in eq. 3.3. In the “B-field” column, the first three
out of the nine digits refer to the B0 × 10 value in µG (thus 090 is B0 = 9 µG), the next
three to the rc× 10 in kpc and the last three to zc× 10 in kpc. We take combinations of B0,
rc and zc that result in 5.8 ≤ B(r = 0, z = 0) ≤ 117 µG, with the large range scaling of the
B-field to be 5 ≤ rc ≤ 10 kpc and 1 ≤ zc ≤ 2 kpc. Finally, the ISRF model in the Galprop
webrun has three multiplication factors, for the “optical”, “IR” and CMB components. We
take the “optical” and “IR” factors to have values between 0.5–1.5 as our extreme options.
In figure 22, we show for all our 60 models the ratio of TS(model)/TSmin, where TSmin
refers to the TS of model F (which gives the best-fit to the data at all energies). We
show that ratio for four different energy ranges that span the entire energy interval that we
analyze. There are clear patterns in that ratio vs model, which are associated to the fact that
GDE models with consecutive names may differ only by a specific subset of assumptions27.
As for the quality of the fit, our results depend at different levels on the various physical
assumptions. More specifically:
• The results depend slightly on the assumptions regarding the CR source distribution,
with the OB-star distribution being the least preferred.
27The six models that are referred in the main text were chosen for simplicity to have names between A-F.
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Name zD D0 vA dv/dz Source αe(αp) Ne(Np) B-field ISRF
A 4 5.0 32.7 50 SNR 2.43(2.47) 2.00(5.8) 090050020 1.36,1.36,1.0
B 4 28.0 31.0 0 SNR 2.43(2.39) 1.00(4.9) 105050015 1.4,1.4,1.0
C 4 5.0 32.7 0 SNR 2.43(2.39) 0.40(4.9) 250100020 1.0,1.0,1.0
D 4 5.2 32.7 0 SNR 2.43(2.39) 0.40(4.9) 050100020 0.5,0.5,1.0
E 4 2.0 32.7 0 SNR 2.43(2.39) 0.40(4.9) 050100020 1.0,1.0,1.0
F 6 8.3 32.7 0 PlsL 2.42(2.39) 0.49(4.8) 050100020 1.0,1.0,1.0
G 6 7.9 35.4 0 PlsL 2.42(2.39) 0.49(4.8) 050100020 1.0,1.0,1.0
H 6 7.4 33.0 0 PlsL 2.42(2.39) 0.49(4.8) 050100020 1.0,1.0,1.0
I 6 8.8 39.6 0 PlsL 2.42(2.39) 0.49(4.8) 050100020 1.0,1.0,1.0
J 10 10.3 32.2 0 PlsL 2.44(2.39) 0.49(4.8) 050100020 1.0,1.0,1.0
K 10 9.0 28.6 0 OB 2..47(2.40) 0.53(5.1) 050100020 1.0,1.0,1.0
L 10 10.1 31.6 0 PlsY 2.45(2.39) 0.50(5.0) 050100020 1.0,1.0,1.0
M 10 9.8 30.8 0 SNR 2.46(2.39) 0.50(4.9) 050100020 1.0,1.0,1.0
N 8 8.5 30.9 0 SNR 2.45(2.39) 0.50(4.9) 050100020 1.0,1.0,1.0
O 6 7.1 31.9 0 SNR 2.44(2.39) 0.50(4.9) 050100020 1.0,1.0,1.0
P 4 5.2 32.7 0 SNR 2.43(2.39) 0.49(4.9) 050100020 1.0,1.0,1.0
Q 10 10.0 29.1 0 OB 2.46(2.39) 0.48(4.9) 050100020 1.0,1.0,1.0
R 10 10.6 31.1 0 PlsL 2.44(2.39) 0.49(4.8) 050100020 1.0,1.0,1.0
S 4 5.2 32.7 0 SNR 2.43(2.39) 0.40(4.9) 050100020 1.0,1.0,1.0
T 4 8.0 32.7 0 SNR 2.43(2.39) 0.40(4.9) 050100020 1.0,1.0,1.0
U 4 12.0 32.7 0 SNR 2.43(2.39) 0.40(4.9) 050100020 1.0,1.0,1.0
V 4 20.0 32.7 0 SNR 2.43(2.39) 0.40(4.9) 050100020 1.0,1.0,1.0
W 4 40.0 32.7 0 SNR 2.43(2.39) 0.40(4.9) 050100020 1.0,1.0,1.0
X 4 60.0 32.7 0 SNR 2.43(2.39) 0.40(4.9) 050100020 1.0,1.0,1.0
Y 4 4.0 32.7 0 SNR 2.43(2.39) 0.40(4.9) 050100020 1.0,1.0,1.0
Z 4 3.0 32.7 0 SNR 2.43(2.39) 0.40(4.9) 050100020 1.0,1.0,1.0
GI 4 5.0 32.7 50 SNR 2.43(2.39) 0.40(4.9) 050100020 1.0,1.0,1.0
GII 4 5.0 32.7 100 SNR 2.43(2.39) 0.40(4.9) 050100020 1.0,1.0,1.0
GIII 4 5.0 32.7 200 SNR 2.43(2.39) 0.40(4.9) 050100020 1.0,1.0,1.0
GIV 4 5.0 32.7 500 SNR 2.43(2.39) 0.40(4.9) 050100020 1.0,1.0,1.0
GV 4 5.0 32.7 0 SNR 2.43(2.39) 0.40(4.9) 025100020 1.0,1.0,1.0
GVI 4 5.0 32.7 0 SNR 2.43(2.39) 0.40(4.9) 100100020 1.0,1.0,1.0
GVII 4 5.0 32.7 0 SNR 2.43(2.39) 0.40(4.9) 500100020 1.0,1.0,1.0
GVIII 4 5.0 0.0 0 SNR 2.43(2.39) 0.40(4.9) 050100020 1.0,1.0,1.0
GIX 4 5.0 16.0 0 SNR 2.43(2.39) 0.40(4.9) 050100020 1.0,1.0,1.0
GX 4 5.0 50.0 0 SNR 2.43(2.39) 0.40(4.9) 050100020 1.0,1.0,1.0
GXI 4 5.0 100.0 0 SNR 2.43(2.39) 0.40(4.9) 050100020 1.0,1.0,1.0
GXII 4 5.2 32.7 0 SNR 2.43(2.39) 0.40(4.9) 050100020 0.8,0.8,1.0
GXIII 4 5.2 32.7 0 SNR 2.43(2.39) 0.40(4.9) 050100020 1.2,1.2,1.0
GXIV 4 5.2 32.7 0 SNR 2.43(2.39) 0.40(4.9) 050100020 1.5,1.5,1.0
Table 5. Parameters of the 60 Galactic diffuse models. zD is in kpc, D0 is in units of ×1028cm3s−1,
vA in km s
−1, dv/dz in km s−1 kpc−1, Ne(Np) is in units of ×10−9 in cm−2 sr−1 s−1 MeV−1 at Ekin
of 34.5 (100) GeV. αe(αp) is the electron (proton) injection index above rigidity of 2.18 (11.3) GV.
All models assume rD = 20 kpc apart from models “Q” and “R”, for which we take rD = 30 kpc. In
addition, all models have a spin temperature TS =150 K apart from “F” and “I” that have TS = 10
5
K. Finally, all models have a magnitude cut in the E(B-V) of 5 apart from models “G” and “I” which
have a magnitude cut of 2.
• The results depend significantly on the gas distribution, not favoring a magnitude cut
of 2 in E(B-V) map.
• The diffusion scale heights of ∼4 kpc and diffusion coefficients D0 close to the relevant
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Name zD D0 vA dv/dz Source αe(p) Ne(p) B-field ISRF
GXV 4 5.8 33.0 0 SNR 2.43(2.39) 3.20(4.9) 140060020 1.2,1.2,1.0
GXVI 4 5.8 33.0 0 SNR 2.43(2.39) 3.20(4.9) 105050020 1.2,1.2,1.0
GXVII 4 5.8 33.0 0 SNR 2.43(2.39) 3.20(4.9) 170070020 1.2,1.2,1.0
GXVIII 4 5.8 33.0 0 SNR 2.43(2.39) 3.20(4.9) 105050030 1.2,1.2,1.0
GXIX 4 5.8 33.0 0 SNR 2.43(2.39) 3.20(4.9) 105050015 1.2,1.2,1.0
GXX 4 5.8 33.0 0 SNR 2.43(2.39) 3.20(4.9) 105050010 1.2,1.2,1.0
GXXI 4 10.0 33.0 0 SNR 2.43(2.39) 2.00(4.9) 105050015 1.2,1.2,1.0
GXXII 4 20.0 31.0 0 SNR 2.43(2.39) 1.00(4.9) 105050015 1.4,1.4,1.0
GXXIII 4 28.0 25.0 0 SNR 2.59(2.39) 1.20(3.4) 105050015 1.3,1.3,1.0
GXXIV 4 28.0 100.0 0 SNR 2.59(2.39) 1.20(3.4) 105050015 1.3,1.3,1.0
GXXV 4 28.0 25.0 200 SNR 2.59(2.39) 1.20(3.4) 105050015 1.3,1.3,1.0
GXXVI 4 2.0 25.0 0 SNR 2.59(2.39) 1.20(3.4) 105050015 1.3,1.3,1.0
GXXVII 4 28.0 25.0 0 SNR 2.59(2.39) 1.20(3.4) 105050015 0.5,0.5,1.0
GXXVIII 4 28.0 25.0 0 SNR 2.59(2.39) 1.20(3.4) 210050015 1.3,1.3,1.0
GXXIX 4 5.0 32.7 50 SNR 2.43(2.39) 2.0(4.9) 050100020 0.8,0.8,1.0
GXXX 4 5.0 32.7 50 SNR 2.43(2.39) 2.0(4.9) 060070020 1.0,1.0,1.0
GXXXI 4 5.0 32.7 50 SNR 2.43(2.39) 2.0(4.9) 090050020 1.0,1.0,1.0
GXXXII 4 5.0 32.7 50 SNR 2.43(2.39) 2.0(4.9) 090050020 1.36,1.36,1.0
GXXXIII 4 5.0 50.0 50 SNR 2.43(2.39) 2.0(4.9) 090050020 1.36,1.36,1.0
GXXXIV 4 5.0 80.0 50 SNR 2..43(2.39) 2.0(4.7) 090050020 1.36,1.36,1.0
Table 6. Continuing Table 5. zD is in kpc, D0 is in units of ×1028cm3s−1, vA in km s−1, dv/dz in
km s−1 kpc−1, Ne(Np) in units of ×10−9 in cm−2 sr−1 s−1 MeV−1 at Ekin of 34.5 (100) GeV. αe(αp)
is the injection index above rigidity of 2.18 (11.3) GV. All models shown in this table have rD = 20
kpc, TS = 150 K and a E(B-V) magnitude cut of 5.
Name in this paper Name in [58]
F SLZ6R20T 100000C5
G SLZ6R20T 150C2
H SLZ6R20T 150C5
I SLZ6R20T 100000C2
J SLZ10R20T 150C5
K SOZ10R20T 150C5
L SYZ10R20T 150C5
Name in this paper Name in [58]
M SSZ10R20T 150C5
N SSZ8R20T 150C5
O SSZ6R20T 150C5
P SSZ4R20T 150C5
Q SOZ10R30T 150C5
R SLZ10R30T 150C5
Table 7. The 13 models that we used from ref. [58].
standard assumptions ∼ 5 × 1028 cm2 s−1 are preferred with values of much slower
diffusion than that clearly disfavored.
• The TS ratio is insensitive to assumptions on convection with a very weak preference
towards non zero values for dv/dz
• High values for the Alfve´n speed give very poor TS ratio (and as a result ∆TS).
• ISRF model assumptions have a small impact on the TS ratio.
• A preference towards values of ∼50–100 µG in the amplitude of the B-field at the GC
and with larger values for parameters rc and zc is observed.
Yet, we remind that these results come only from the study of the reference ROI: 2◦ ≤ |b| ≤
20◦ and |l| ≤ 20◦ and other constraints would need to be taken into account, together with
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Figure 22. TS values of various GDE models used in this analysis, in different energy ranges,
divided by the smallest TS value in that energy range (and indicated in the legend in parenthesis).
The ordering is the same as in tables 5 and 6. Model F performs well in all energy ranges, and is used
as a baseline best-fit model throughout this paper.
the fact that there are choices on the set of assumptions that lead to almost degenerate
results.
Finally, in figure 23 we show the variation of the TS in function of the energy for model
A and F when compared to the P6V11 diffuse model. The resulting ∆TS indicate that model
A performs better than P6V11 at all energies above 1 GeV, while model F performs better
than P6V11 in the entire energy range of interest.
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Figure 23. ∆TS value as function of energy, comparing model A and model F with the often adopted
P6V11. At energies above 1 GeV, both of our models perform significantly better than P6V11 .
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Figure 24. Left panel: Spread of latitude profile of ICS component for the 60 GDE models. The red
line indicates the best-fit GDE model F. The blue line indicates the self-consistent GDE model A.
Right panel: Same as left panel, but when allowing the ICS component at different latitudes to float
freely (ICS slicing).
B Further properties of the Galactic center excess
B.1 Characterization of the morphology
We here further characterize the properties of the emission associated with the GCE template.
We have seen in section 4.3 that introducing the ICS slicing helps in the determination of
the morphology of the excess emission, that is expected to be much more susceptible to
variations in the morphology of the GDE components. For all the results presented below
the ICS slicing is applied. These additional degrees of freedom are indeed highly important in
determining the profile slope. Nevertheless, we point out that this new freedom does not spoil
the physical properties of the ICS emission associated to the GDE model. Figure 24 indeed
confirms that allowing the ICS slices’ normalizations to vary freely shrinks the dispersion due
to the different GDE models but does not corrupt the latitude dependence of the ICS total
flux. In figure 24 we show the measured latitude profile of the ICS component of all 60 GDE
models without (left panel) and with (right panel) the slicing of the ICS component applied.
In order to investigate whether the GC excess is centered at the GC, we perform fits
with a GCE template displaced along Galactic longitudes, with a displacement parameter
∆`. The left panel of figure 25 shows the variation of the TS when moving the centre of the
GCE template along ` for all of the 60 GDE models at 2 GeV in function of the displacement
∆`. All 60 models indicate that the best value of the displacement parameter ∆` is about 0◦,
meaning that a GCE template centered at the GC (or slightly shifted at ` = 1◦) is preferred.
In the same panel the TS variation for different energies of the self-consistent GDE model
is shown. At low energies the excess is centered at about the GC, while at high energies the
morphology changes and the preferred displacement moves to ` ∼ 4◦. This general behavior
holds for all analyzed models. Nevertheless, although the position with the minimum TS
value moves to the west, the observed flux within the systematic uncertainties is consistent
with being maximal at the GC at all energies.
In order study the fall-off behavior the of the GC excess emission, we examine how the
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Figure 25. Using ICS latitude cuts, for the 60 GDE models (gray lines) and for model A (colored
lines) at different energies we show in the left panel the variation of TS (∆TS) as function of dis-
placement of GC excess template. In the central panel the ∆TS as a function of slope of the GC
excess template, γ. In the right panel the ∆TS as function of the elongation parameter .
quality of our fits changes when allowing the slope of the generalized NFW profile, γ, to
vary in the range 0.7–1.5. In the central panel of figure 25, we show the resulting ∆TS as
a function of the profile slope γ for all 60 GDE models at 2 GeV, when allowing the ICS
component to vary as function of latitude as discussed above. In this case it is possible to
constrain γ between 1.1 and 1.3 according to the results from all models. Overlaid in the
same panel is the result for the self-consistent GDE model at different energies. As in the
case of the displacement, at low energy (consistently for 0.5, 2, and 4 GeV) the fits prefers
γ = 1.1, while the curves corresponding to higher energies do not constrain γ (at least in the
range explored) mainly because of the lack of enough events.
Finally, in order to test the sphericity of the GC excess, we build templates that are
elongated in a direction parallel to the disk or perpendicular to it. We parametrize the angle
ξ of eq. 2.8 as cos ξ ≡ cos b cos(`/), instead of the standard definition cos ξ ≡ cos b cos `.
Here,  can be thought of as an effective “elongation scale factor”:  < 1 leads to an GC
excess that is elongated perpendicularly to the Galactic disk,  = 1 corresponds to a spherical
symmetric profile, and  > 1 stretches the profile along the direction of the disk. The right
panel of figure 25 shows the variation of the TS value as function of the elongation scale
factor  for the different GDE models and for model A at different energies. Values of  = 1
are preferred at all energies and for all models.
We can thus conclude that we find the excess emission associated to the GCE template
to be:
• Centered at the GC (` ∼ 0◦);
• With a fall-off behavior in radius consistent with a generalized NFW profile with γ=1.1–
1.3;
• Not elongated in a direction parallel or perpendicular to the Galactic disk and, thus,
most likely spherically symmetric.
B.2 Correlation with Fermi bubbles
The template associated to the Fermi bubbles is, as explained in section 2.3, a brightness-
uniform template that covers the region where the bubbles are defined accordingly to ref. [24].
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Figure 26. Left panel: Extended (shaded area) and standard (blue line, from ref. [24]) Fermi bubbles
templates used in this work. The red square indicates our ROI. Right panel: Spectrum of GC excess
when a latitude-dependent bubbles template is included in the fit (results are given for model A).
Latest studies of the Fermi bubbles reanalyzed this region and the emission associated to it
[83]. The LAT Collaboration analysis cuts the disk at |b| > 10◦. Nevertheless, it is likely
that the region of the bubbles extends down to the GC, also in the light of the possible
astrophysical processes that have been attempted to explain this yet unknown emission,
e.g. emission of a jet from the central black hole, wind from SN explosion close to the GC, 1st
or 2nd order Fermi acceleration of CR electrons [143–147]. Therefore we consider also a new
definition of the Fermi bubbles edges28, that extends the bubbles down to the GC. This new
region is displayed in figure 26, left panel, together with the contour of the bubbles region as
defined in ref. [24]. The spectrum associated with the GCE template when the “extended”
bubbles template is adopted is displayed in figure 26 (right panel). The new bubbles template
is consistent with the “standard” one – i.e. used as standard working hypothesis – at low
energies, E ≤ 5 GeV, while it differs at high energies of about 30% at 100 GeV.
We then investigate the possibility that part of the emission absorbed by the GCE
template, in particular the high energy end of the spectrum in figure 14, might be corre-
lated spatially with the Fermi bubbles. To this end, we adopt an additional template for
the bubbles (built from the new extended bubbles template and in addition to this one),
allowing its intensity to be dependent on the latitude ∝ |b|−β, with β < 1 or β > 1. The
emission absorbed by the GCE template when adding a latitude dependent template for the
Fermi bubbles is shown in figure 26 for different values of the index β. By comparing the
TS values of the different templates, it emerges that the fit prefers a template with a very
mild latitude dependence, β = 0.1, as well as β = 0 and the extended bubbles template.
The standard template adopted in the analysis is only slightly worse than the best-fit one
(∆TS = 32), while β ≥ 0.5 is highly disfavored by the fit (∆TS ≥ O(100)). This means that
the GCE template does not lose too much power when using the latitude-dependent bub-
bles template, thus confirming the robustness of our results derived under the assumption of
uniform-brightness template.
28Meng Su, Private Communication.
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C Systematic uncertainties
C.1 An analytical model for the empirical model uncertainty
In subsection 4.2 we estimated the model uncertainties from a fit to 22 test regions along
the Galactic disk. The resulting fluctuations where shown in figure 12 in terms of mean and
standard deviation (left panel), as well decomposed into their principal components (right
panel). As can be seen from this plot, the first three principal components are sizeable
and larger than or comparable to the statistical error, and appear to have a relatively well
defined functional dependence on energy. We will show here that this functional dependence
is actually expected as the result of uncertainties in the normalization and slope of the main
background components ICS and pi0+Bremss, and can be well fitted with a simple model.
We will start by assuming that the true background flux associated with component k
in a given ROI is related to the measured background flux as determined by our template
analysis by
dN truek
dE
= (1 + αk)
(
E
Eref
)γk dNk
dE
, (C.1)
where, αk and γk are parameters that account for small corrections in the normalization and
slope of the flux. These two parameters are unknown, but assumed to be normal distributed
with mean zero and standard deviation ∆αk and ∆γk.
29
We further assume that any mis-modeling of the background will be absorbed by the
GCE template, hence
dN trueGCE
dE
=
(
1−
∑
k
(
αk − γk ln E
Eref
))
dNGCE
dE
, (C.2)
where we neglect second and higher order terms in αk and γk. If only a fraction of mis-
modeling is absorbed by the GCE template, this can be accounted for by a rescaling of ∆αk
and ∆γk.
The above uncertainty in the GCE spectrum corresponds to a correlation matrix with
the simple form
Σij,mod '
∑
k
(
∆α2k + ∆γ
2
k ln
Ei
Eref
ln
Ej
Eref
)
dNk
dEi
dNk
dEj
. (C.3)
This is true as long as the background variations can be modeled as a multivariate normal
distribution, which requires here roughly ∆αk . 0.3 and ∆γk . 0.1, which we will find to be
the case in the present situation.
The background fluxes are derived from the data in our baseline ROI. We will only
take into account the dominant pi0+Bremss and ICS components, and parametrize them
analytically in the simple approximate form
dNpi0+B
dE
= 1.0× 10−5 x
−2
√
x1.2 + x−0.4
GeV−1 cm−2 s−1 sr−1 (C.4)
29Since the errors that we will discuss are typically very small, a more precise modeling of these uncertainties
in terms of a e.g. log-normal distribution is not of relevance here.
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Figure 27. Left panel: Like left panel of figure 18 for b¯b final states (black contours, based on
model F), but showing in addition the effect of modeling the background model systematics (light
pink contour), of neglecting the method systematics (light blue contour), and the ±1σ errors that one
obtains for all of the 60 GDE (gray crosses). Right panel: Like right panel of figure 20, but showing
in addition the results in the case of restricted energy ranges in the fit (light blue and red curves; only
68% CL contours for clarity), and using the 60 GDE models instead (gray crosses).
and
dNICS
dE
= 4.0× 10−6x−2.3 GeV−1 cm−2 s−1 sr−1 , (C.5)
where x ≡ E/1 GeV. This parametrization is sufficiently accurate for the present purpose.
As pivot point for the variations we adopt Eref = 3 GeV, which is again not critical.
We then perform a simple χ2 fit to the three principal components shown in figure 12,
giving equal weight to every energy bin and all three components. As a result, we find the
best-fit values ∆αpi0+B ' 0.031, ∆γpi0+B . 10−4, ∆αICS ' 0.025 and ∆γICS ' 0.0093. The
corresponding model predictions are again shown in figure 12, and provide overall a good
description of the observed fluctuations.
Taking the above results at face value and referring to fluxes averaged over our baseline
ROI as e.g. shown in figure 8, the impact of typical mis-modelling of the ICS or pi0+Bremss
components as observed along the Galactic plane is expected to affect the GCE spectrum
only at the level of a few percent of the background components. Yet, since the background
are one order of magnitude stronger, this effect can be still sizeable. In fact, it constitutes
one of the major uncertainties when discussing spectral and morphological properties of the
GCE excess.
C.2 Various method uncertainties
In figure 27 we show how our results are affected by the most critical analysis choices. In the
left panel, we show a fit to the flux in figure 14 with a b¯b spectrum. We compare the results
that we find for our baseline analysis choices with the results obtained when neglecting the
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method uncertainty (cf. figure 13), or when adopting one of the other 59 GDE scenarios to
model the backgrounds. We find that our results are largely consistent; outliers correspond
to GDE models which give a particularly bad TS value.
In the right panel, we show how the fit of a power-law with exponential cutoff is affected
by various analysis choices (cf. figure 20). We show the contours that we obtain when
excluding data below 600 MeV or above 10 GeV (only 68% CL contours for clarity), as well
as the results obtained when using one of the other 59 GDE models. Again, our results
remain consistent. Note that excluding data above 10 GeV has the effect of lowering the
value of the spectral index γ. This can be understood by realizing that the power-law like
behaviour of the GCE (see figure 14) at energies above 10 GeV prefers a larger subtraction
of a smooth background (encoded in the correlated model uncertainties, see appendix. C.1)
when fitted with an exponential cutoff. This subtraction necessarily affects the flux below 1
GeV and makes the spectrum harder.
D Miscellaneous
In figure 28, we show the spectra of the individual background components, as observed
in each of the ten segments, for all 60 GDE models. We observe only small variations in
the main GDE components, with the largest variations at low energies in the subdominant
Fermi bubbles and the isotropic emissions. For reference, we also show the GC excess
spectrum for one of the GDE models (model F); the envelope for all other models is shown
in figure 16.
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Figure 28. Energy spectra of the different background components (pi0+Bremss, ICS, the isotropic,
bubbles, PSCs) in the template fit, for all 60 GDE models, averaged over the segments shown in
figure 15. The color coding is the same as in figure 8. The black points show the results for the GC
excess for model F, as in figure 16.
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