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(Dated: February 3, 2020)
This paper generalizes the Gaussian random walk and Gaussian random polygon models for lin-
ear and ring polymers to polymer topologies specified by an arbitrary multigraph G. Probability
distributions of monomer positions and edge displacements are given explicitly and the spectrum of
the graph Laplacian of G is shown to predict the geometry of the configurations. This provides a
new perspective on the James–Guth–Flory theory of phantom elastic networks. The model is based
on linear algebra motivated by ideas from homology and cohomology theory. It provides a robust
theoretical foundation for more detailed models of topological polymers.
1. INTRODUCTION
There has been increasing interest in polymers with topologies more complicated than the stan-
dard linear polymer in recent years. Branched, multicyclic, “tadpole” or “lasso,” and bottlebrush
polymers have all been studied. Very recently, the Tezuka lab [9, 10] has started to synthesize
polymers with even more complicated topologies such as a K3,3 graph.
Polymers are traditionally modeled by random walks, and for previous topologies, the random
walk model was relatively simple. The walk is a sum of steps which are either independent (along a
branch) or part of a collection of steps conditioned on the hypothesis that they sum to zero (along an
isolated loop). This conditioning introduces a small dependence between steps, but the hypothesis
is a single linear constraint which can be handled by elementary methods.
For polymers with multiple loops, the steps are conditioned on a hypothesis which is much
more complicated– the sum of steps around any loop in the polymer must vanish. Further, the
same edge is likely part of many loops at the same time. Understanding the dependency structure
of the edges is considerably more complicated in this case and seemed somewhat daunting.
We solve the loop constraint problem by recasting it in vector calculus terms: the steps in the
random walk can be interpreted as the (discrete) gradient of the vertex positions, so finding steps
which satisfy the constraints is analogous to determining which vector fields on a complicated
domain admit a scalar potential. From a mathematician’s point of view we are translating a problem
in homology theory (finding a basis for the space of loops) to a problem in de Rham cohomology
(finding potentials for certain forms). Though our approach implicitly draws on these ideas, the
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2solution we present will be entirely elementary: the paper is self-contained and requires no prior
knowledge of homology or cohomology.
In particular, this provides a natural framework for understanding the probability distribution of
edges in polymers of arbitrary complexity given by a multigraph G. As an application, we give a
simple algorithm for sampling Gaussian random embeddings of arbitrary (connected) multigraphs,
and show that the spectral graph theory of G provides valuable insight into the geometry of these
random embeddings. This is the right theoretical foundation for handling complicated polymer
topologies, and hence should be the place to start building models which add more physically
realistic constraints (self-avoidance, external fields, bending energies, and so forth).
A related problem was faced in the classical theory of elasticity [5–7], where rubbers and
polymer gels were taken to have complicated topological structures from the start. There, the
vertices xi were assumed to have the canonical distribution based on the potential function∑
i,j joined by edge ‖xi − xj‖2. As a quadratic form, this potential is 〈x, Lx〉, where L is the graph
Laplacian. We find that taking the simplest prior on edge distributions in our theory exactly re-
covers the James–Guth–Flory theory of phantom elastic networks, meaning that our model both
explains and extends the classical picture. Furthermore, we have checked that our theory is also
consistent with the standard approach via the Langevin equation: our distribution agrees with the
equilibrium distribution obtained after thermal relaxation.
2. DEFINITIONS AND PRELIMINARIES
We start by fixing notation. We assume that we have a connected multigraph G with e edges
e1, . . . , ee and v vertices v1, . . . , vv. We assume that the graph is directed,1 so that each edge has
a head vertex head(ei) and a tail vertex tail(ei). When ei is a loop edge, head(ei) = tail(ei),
and since we allow multiple edges between vertices, it is no problem if head(ei) = head(ej) and
tail(ei) = tail(ej).
We discuss embeddings of our multigraphs using the following terminology:
Definition 1. Let G be a connected, directed multigraph. A vertex vector for G is an x ∈ (Rd)v
where xi ∈ Rd is the position of vertex vi and xk = (xk1, . . . , xkv) ∈ Rv is the vector of kth
coordinates of all vertex positions.
An edge vector w for G is a w ∈ (Rd)e where wj ∈ Rd is the displacement along edge ej and
wk = (wk1 , . . . , w
k
e) ∈ Re is the vector of all kth coordinates of the edge displacements. See Fig. 1.
In addition to thinking of the vector xk of kth coordinates of vertices as a vector in Rv, it will
1 The direction picked for each edge is arbitrary and won’t affect the theory. The directions just need to be consistent
throughout any particular set of calculations.
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FIG. 1: A particular graph embedding in R2, along with the components of its vertex vector x ∈ (R2)4 and
edge vector w ∈ (R2)4.
also be useful to think of it as a (scalar) function xk : {v1, . . . , vv} → R on the vertices of the
graph.
By contrast, the vector wk of kth coordinates of edge displacements can be interpreted either
as a vector in Re or as a map wk : {e1, . . . , ee} → R, which we think of as a vector field on the
multigraph. Since G is directed, the sign of wk(ej) uniquely determines a direction of flow along
edge ej .
We now recall the relationship between scalar functions and vector fields on multigraphs. In
analogy to vector calculus, it’s standard to define two linear maps between the spaces of functions
and vector fields. The gradient field grad f of a function f : {v1, . . . , vv} → R is the vector field
defined by
(grad f)(ej) = f(head(ej))− f(tail(ej)), (1)
and the divergence div u of a vector field u : {e1, . . . , ee} → R is the function
(div u)(vi) =
e∑
j=1

−u(ej) if vi is (only) the head of ej ,
+u(ej) if vi is (only) the tail of ej ,
0 if vi is both head and tail of ej ,
0 else.
As a matrix, div = −B, where B is the v × e incidence matrix with
Bij =

+1 if vi is (only) the head of ej ,
−1 if vi is (only) the tail of ej ,
0 if vi is both head and tail of ej ,
0 else.
(2)
Loop edges contribute zero columns, and when there are multiple edges connecting two vertices B
will have repeated columns.
4On the other hand, grad is the e × v matrix BT . As usual, we will say that f is a potential
function for u if grad f = u. We will say u is a conservative vector field if there exists some f
so that grad f = u. If u is conservative, there is a one-dimensional family of possible potential
functions f + C where C is a constant function on G.
As a subspace of the space of all vector fields, we can characterize the conservative vector fields
using a version of the Helmholtz decomposition:
Theorem 2. The vector space Re of vector fields on G is spanned by a (v − 1)-dimensional
subspace of conservative vector fields u = grad f and an orthogonal (e − v + 1)-dimensional
space of divergence-free vector fields u with div u = 0.
Proof. The divergence-free fields are by definition kerB. Their orthogonal complement
(kerB)⊥ = imBT = im grad. Since G is connected, it is not hard to show directly that ker grad
is one-dimensional (only the constant functions have no gradient), so im grad has dimension v−1.
The dimension of ker div follows.
Consider the problem of finding a potential function f given a vector field u ∈ imBT . Since
ker grad is not empty, this problem is underdetermined: adding something in ker grad to any
particular solution f still yields a function with grad f = BT f = u. We can define a unique
canonical potential function f for u by taking the potential function of minimum norm (among all
possible potential functions for u).
This minimum norm potential function can be computed conveniently using the Moore–Penrose
pseudoinverse. We now recall the definition and some standard properties. The pseudoinverse
A+ of a matrix A is “as close as possible” to the inverse of a matrix which is not full rank. It
may be computed by taking the singular value decomposition A = UΣV T and then defining
A+ = V Σ+UT , where Σ+ is the diagonal matrix whose nonzero entries are the reciprocals of the
corresponding nonzero entries in S.
Equivalently, the pseudoinverse is defined to be the unique matrix satisfying the four Moore–
Penrose conditions:
AA+A = A, A+AA+ = A+, AA+ = (AA+)T , A+A = (A+A)T . (3)
It will also be helpful to recall that AA+ is the orthogonal projector onto imA = (kerAT )⊥ and
A+A is the orthogonal projector onto imAT = (kerA)⊥ and that (AT )+ = (A+)T , so there is no
ambiguity in writing AT+ for the combination.
It is a standard fact that
Theorem 3. The smallest x minimizing ‖Ax− b‖2 is given by x0 = A+b. Further, x0 ∈ (kerA)⊥,
and Ax0 = b ⇐⇒ b ∈ imA.
5Using the theorem, we see that if u ∈ im grad = imBT , then there is a unique potential
function f = BT+u in (kerBT )⊥. As we noted above, kerBT is the one-dimensional2 space of
constant functions, so f ∈ (kerBT )⊥ must have ∑ f(vi) = 0. It is helpful to note that BT+u is
defined for any vector field u (whether or not u is in imBT ), though BTBT+w = u if and only if
u ∈ imBT .
The discussion above solves the embedding problem while adroitly sidestepping any mention
of the loop constraints themselves. To recover the loops, observe that every loop in the graph has a
divergence-free field that flows around it and every vector field perpendicular to that field obeys the
corresponding loop constraint. The fields flowing around the loops span ker div (for more details,
see [8]), whose dimension e− v + 1 is exactly the cycle rank of the graph.
3. GAUSSIAN RANDOM EMBEDDINGS
With the language above, we see immediately that a collection of scalar functions x1, . . . , xd
on G defines an embedding of G into Rd by letting xki – the kth coordinate of vertex vi – be
xk(vi). On the other hand, a collection of vector fields w1, . . . , wd on G can be interpreted as a
collection of coordinates of edge displacements, but these displacements define an embedding of
G only if wk ∈ im grad for each k = 1, . . . , d. In this case, the w’s define a unique embedding
xk = BT+wk with
∑
xki = 0. We will call such an embedding centered because its center of mass
is at the origin.
In analogy to the requirement that the displacements w of a Gaussian random walk are sampled
from a standard Gaussian on (Rd)e, we make the least restrictive assumption about the distribution
of wk = gradxk that we can:
Definition 4. A Gaussian random embedding of G into Rd with kth coordinates of the edge dis-
placements wk is defined by the assumption that wk is sampled from a standard normal on Re
conditioned on the hypothesis that wk ∈ im grad = imBT .
We can immediately compute the covariance matrix of wk:
Theorem 5. If w is the edge vector of a Gaussian random embedding ofG into Rd, then the vector
wk of kth coordinates is distributed as N (0, BTBT+) = N (0, B+B).
Proof. To condition on the hypothesis that a multivariate normal is restricted to a linear subspace,
we transform the normal by orthogonal projection to that subspace. Using the fact that BTBT+
is the (symmetric) orthogonal projector onto imBT we can compute that the covariance matrix of
2 Recall thatG is assumed to be connected.
6the projected variable is
BTBT+I(BTBT+)T = BTBT+ = (B+B)T = B+B.
This completes the proof.
Given the edge displacements, it is certainly possible to determine the vertex vector of the
corresponding centered embedding directly: for the path, the vertex positions are just the partial
sums of the displacement vectors. Strictly speaking, this is based on a choice of (the unique)
spanning tree for the path graph, but for more complicated multigraph topologies one needs to find
a spanning tree before computing the partial sums. It is generally simpler to compute BT+ and use
the equation xk = BT+wk.
Corollary 6. If x is the vertex vector of a Gaussian random embedding ofG into Rd, the vector xk
of kth coordinates can be constructed by taking xk = BT+yk where yk is distributed as N (0, Ie)
on Re.
Proof. We know that we can construct xk by taking xk = BT+wk, where wk is distributed as
N (0, BTBT+) on Re. In the proof of Theorem 5, we showed that wk = BTBT+yk, where yk is
distributed as N (0, Ie). Thus xk = BT+BTBT+yk = BT+yk using (3).
We are now going to directly compute the covariance matrix of xk. It will help to recall that
BBT = div grad is also known as the (multi)graph Laplacian L. It’s a standard fact that L =
D−A where D is the diagonal matrix with entries equal to the degrees of the vertices of the graph
and A is the adjacency matrix with Aij recording the number of edges connecting vi and vj . For
example, if i = j then Aii is twice the number of loops based at vi; if i 6= j then Aij is the total
number of edges ek with {vi, vj} = {head(ek), tail(ek)}.
Theorem 7. If x is the vertex vector of a Gaussian random embedding of G into Rd, then the
vector xk of kth coordinates is distributed as N (0, L+) where L is the graph Laplacian of G.
Hence xk may be constructed by
xk = (L+)1/2yk (4)
where (L+)1/2 is any symmetric square root of L+ and yk is distributed as N (0, Iv) on Rv.
Proof. For the first part, we know that xk = BT+yke , where y
k
e is distributed as N (0, Ie) on Re.
Therefore xk is a multivariate normal whose covariance matrix is
BT+Ie(B
T+)T = BT+B+ = (BBT )+ = L+,
using the Moore-Penrose conditions and the fact that (AAT )+ = AT+A+ for any matrix A. The
construction (4) is justified by the fact that (L+)1/2yk is also a multivariate normal with covariance
matrix L+. To construct a symmetric square root for L+, we note that since L is a real symmetric
matrix, it has a singular value decomposition in the form UΣUT . This means we can let (L+)1/2 =
U(Σ+)1/2UT .
7We can sample random conformations of a multigraphG in two ways: either by generating edge
vectors normally and converting to vertex positions as in Corollary 6, or by sampling Gaussians
with covariance matrix L+ as in Theorem 7. The latter is almost always preferable, since any
multigraph with loops has at least as many edges as vertices and the covariance matrix L+ only
has to be computed once. This, then, gives a powerful computational tool for estimating arbitrary
quantities of interest using Monte Carlo integration.
We now do an example. For ring polymers, the graph G is a cycle graph and the Laplacian is:
L =

2 −1 · · · · · · −1
−1 2 −1 · · · 0
0 −1 2 −1 0
...
...
. . . . . . −1
−1 · · · · · · −1 2

A singular value decomposition L = UΣUT is well-known, as L is the discrete Fourier transform.
We can write it as
σj = 4 sin
2 pij
v
, U`j = αj
{
sin 2pij`v , 1 ≤ j < v2 ,
cos 2pij`v ,
v
2 ≤ j ≤ v.
(5)
where αj =
√
2/v unless j = v or j = v/2 (if v is even), in which case αj =
√
1/v. This allows
us to construct a square root (L+)1/2 whose singular values are 12 csc
pij
v for 1 ≤ j < v together
with a single 0 corresponding to σv = 0 in (5). We note this Fourier description for Gaussian ring
polymers was considered by Bloomfield and Zimm [1] and Eichinger [3].
4. FOURIER-TYPE ANALYSIS OF RANDOM GRAPH EMBEDDINGS
In the proof of Theorem 7, we saw that the vertex vectors of a Gaussian random embedding
could be generated by taking
xk = U(Σ+)1/2UT yk, yk distributed as N (0, Iv),
where U is the matrix of eigenvectors of L. Another way to look at this equation is to see that xk
is a weighted linear combination of the eigenvectors with random (normal) coefficients where the
weights are given by the singular values on the diagonal of (Σ+)1/2:
xk =
∑
j∈{1,...,v}
σj 6=0
1√
σj
uj · yj
8where each yj is distributed as N (0, 1). It is clear that the eigenfunctions of L with small eigen-
values σj are expected to play a much larger role in determining the vertex vector xk than the
eigenfunctions with larger eigenvalues.
We can make this observation precise by recalling a few facts from linear algebra. An optimal
rank-p approximation Ap to a matrix A with singular value decomposition UΣV T is given by
replacing Σ with another diagonal matrix Σp keeping a collection3 Sp of the p largest singular
values of Σ and setting the remaining singular values to zero. We can now define the rank-p
approximation to a Gaussian random graph embedding
xkp = (L
+)1/2p y
k
and note that
xk − xkp = ((L+)1/2 − (L+)1/2p )yk
is itself a Gaussian random vector. If σ+j are the singular values of L
+, and S+p is a collection of
the p largest σ+j , then the expected squared norm of this difference vector is
E
(∥∥∥xk − xkp∥∥∥2) = tr (L+ − L+p ) = ∑
σ+j 6∈Sp
σ+j . (6)
For the cycle graph, we know from (5) that σ+j =
1
4 csc
2 pij
v for j ∈ {1, . . . ,v − 1} and σ+v = 0.
Summing the σ+j tells us that E(
∥∥xk∥∥2) = 112(v2 − 1) and (for p even)
E
(∥∥∥xk − xkp∥∥∥2) = v−p/2−1∑
j=p/2+1
σ+j ≈
n− p+1
2∫
p+1
2
1
4
csc2
pit
v
dt =
v
2pi
cot
(
pi
2
p+ 1
v
)
. (7)
Fig. 2 shows examples of low rank approximations to the ring polymer with v = 1000 for p ∈
{20, 50, 250, 999}.
We see a similar phenomenon for a θ-curve where each edge has been subdivided 500 times.
Here, we can compute the spectrum of the Laplacian numerically and calculate expected error
estimates using (6), but we do not have explicit formulae for these estimates as we did for the
cycle. The results are shown in Fig. 3.
3 This collection is not always unique if the singular values of A are not all distinct; in this case, all matrices Ap
constructed in this way are equally good rank-p approximations to A.
9xk20 = (L
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1/2
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+)
1/2
50 y
k xk250 = (L
+)
1/2
250y
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FIG. 2: In these pictures, we construct a Gaussian ring polymer x ∈ R3 with 1000 edges by sampling
y1, y2, y3 ∈ R1000 from N (0, I1000) and computing xkp = (L+)1/2p yk for various low-rank approximations
(L+)
1/2
p of (L+)1/2. We can see that the low-rank approximations model the polymer rather well. We can
measure the relative difference between shapes by computing ‖x− xp‖2 / ‖x‖2. This can be compared to
the estimate E(‖x− xp‖2)/E(‖x‖2) computed with (6). For these p, we get 0.056, 0.024, and 0.004 for
the actual differences, which are rather close to the estimates 0.058, 0.024, and 0.005. We note that the
cotangent estimate (7) of the expected error agrees with the actual expectation at this level of precision.
5. THE JAMES–GUTH–FLORY PHANTOM NETWORK MODEL
In our derivation, we started from the assumption that our conditions on the distribution of
the displacements should be the least restrictive ones possible: that the displacements should be
sampled from a standard normal on the linear subspace of displacements compatible with the graph
topology. We then derived the matrix of covariances L+ for the vertex coordinates via linear
algebra. Now we compare this to the James–Guth–Flory approach. Consider the pdf of the one-
dimensional normal distribution N (0, 1):
p(x) =
1√
2pi
e−
x2
2 .
This is the canonical distribution of a system with potential energy x
2
2 , for instance, a Hookean
spring with rest length zero. By analogy, we may view the displacement vectors of a Gaussian
random embedding as springs themselves, with energies proportional to the squares of their lengths.
The total energy of embedding x : {v1, . . . , vv} → Rd is then given by
1
2
e∑
j=1
‖x(head(ej))− x(tail(ej))‖2 = 1
2
d∑
k=1
〈
xk, Lxk
〉
,
where L is the graph Laplacian of G, and the equality follows from a straightforward computation
expanding the middle summand. This suggests that the canonical distribution of the vertices should
10
xk30 = (L
+)
1/2
30 y
k xk75 = (L
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1/2
75 y
k xk375 = (L
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1/2
375y
k xk = (L+)1/2yk
FIG. 3: In these pictures, we construct a Gaussian random embedding x ∈ R3 of a 1499 vertex θ-curve
where each edge has been subdivided into 500 pieces by sampling y1, y2, y3 ∈ R1499 from N (0, I1499)
and computing xkp = (L
+)
1/2
p yk for various low-rank approximations (L+)
1/2
p of (L+)1/2. Again, the
low-rank approximations model the polymer rather well. We compute ‖x− xp‖2 / ‖x‖2 and compare it
to the estimate E(‖x− xp‖2)/E(‖x‖2) produced by (6). For these p, we get 0.0588, 0.0237, and 0.0047
for the actual differences, which are rather close to the estimates 0.0578, 0.0238, and 0.0046 obtained
by numerically computing the singular values of L+. We do not have a closed form for these difference
estimates at present, but the example indicates that a similar phenomenon to the cycle is likely present–
relatively few eigenfunctions describe most of the geometry of the embedding.
have pdf
p(x) ∝ e− 12
∑d
k=1〈xk,Lxk〉 =
d∏
k=1
e−
1
2
〈xk,Lxk〉 (8)
as given by (14) and (15) in Flory [5], (2) in Haliloglu et al. [6], or (4) in Estrada and Hatano [4].
The argument appears to originate with the foundational paper of Hubert James [7].
Usually, given a distribution with pdf proportional to e−
1
2
〈f,Qf〉, we can conclude that the ran-
dom variable is normal with covariance matrix given by the inverse matrix Q−1. However, this
requires that the quadratic form Q be positive definite, so Q−1 exists. In our case, L is only posi-
tive semidefinite: the constant embeddings in each coordinate form the one-dimensional subspace
kerL. This is to be expected, because our potential energy is invariant under translations, so we
have to restrict the distribution to (kerL)⊥: the centered embeddings. If we agree to restrict the
distribution to (kerL)⊥, the standard theorem is then that (8) is the pdf of a product of normals
with covariance matrix4 the pseudoinverse matrix L+.
A third way to approach the problem would be to study the dynamics of relaxation using the
Langevin equation. We have completed this calculation and found that the equilibrium distribution
4 Here we follow the usual convention for multivariate normals N (0,Σ) that when the covariance matrix Σ is only
positive semidefinite, the variable is understood to be restricted to the subspace where Σ is positive definite.
11
again gives the same result. Furthermore, the eigenmodes corresponding to larger singular values
of L+ decay slower and have longer relaxation times, suggesting that our approach may also be
relevant to the study of non-equilibrium dynamics of topological polymers.
6. CONCLUSION
We have now given an explicit description of the distribution of vertex positions and displace-
ments in a Gaussian model of topological polymers. Our description is computationally effective–
one can use it to quickly and accurately sample ensembles of polymer shapes. Further, it pro-
vides insight into the shapes of the polymers by expressing them as random linear combinations of
weighted eigenvectors of the graph Laplacian of the underlying multigraph G.
In a companion paper [2], we use this setup to find exact expectations for vertex-vertex dis-
tances and radii of gyration for topological polymers, allowing us to compute their contraction
factors precisely. This allows us to give an explicit formula for the asymptotic contraction factor
of a topological polymer based on a subdivided graph as the number of subdivisions increases. We
are also working on extending the theory to include self-avoidance constraints, and have computa-
tional “proof-of-concept” experiments generating configurations of hard spheres realizing various
graph types. Finally, inhomogeneous and random networks should also be amenable to theoretical
investigation using these methods.
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