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D.G. Bobrow and J.M. Brady, Artificial Intelligence 40 years later (Editorial) 
N. Muscettola, PP. Nayak, B. Pell and B.C. Williams, Remote Agent: to boldly go 
where no AI system has gone before 
Renewed motives for space exploration have inspired NASA to work toward the goal of establishing a 
virtual presence in space. through heterogeneous fleets of robotic explorers. Information technology, 
and Artificial Intelligence in particular, will play a central role in this endeavor by endowing 
these explorers with a form of computational intelligence that we call remote agents. In this 
paper we describe the Remote Agent, a specific autonomous agent architecture based on the 
principles of model-based programming, on-board deduction and search, and goal-directed closed- 
loop commanding, that takes a significant step toward enabling this future. This architecture 
addresses the unique characteristics of the spacecraft domain that require highly reliable autonomous 
operations over long periods of time with tight deadlines, resource constraints, and concurrent 
activity among tightly coupled subsystems. The Remote Agent integrates constraint-based temporal 
planning and scheduling, robust multi-threaded execution, and model-based mode identification 
and reconfiguration. The demonstration of the integrated system as an on-board controller for 
Deep Space One, NASA’s first New Millennium mission, is scheduled for a period of a week 
in late 1998. The development of the Remote Agent also provided the opportunity to reassess 
some of AI’s conventional wisdom about the challenges of implementing embedded systems, 
tractable reasoning, and knowledge representation. We discuss these issues, and our often contrary 
experiences, throughout he paper. 
E.D. Dickmanns, Vehicles capable of dynamic vision-a new breed of technical 
beings? 
A survey is given on two decades of developments in the field, encompassing an increase in 
computing power by four orders of magnitude. The ‘4-D approach’ integrating expection-based 
methods from systems dynamics and control engineering with methods from AI has allowed to create 
vehicles with unprecedented capabilities in the technical realm: autonomous road vehicle guidance in 
public traffic on freeways at speeds beyond 130 km/h, on-board-autonomous landing approaches of 
aircraft, and landmark navigation for AGV’s, for road vehicles including turn-offs onto cross-roads, 
and for helicopters in low-level flight (real-time, hardware-in-the-loop simulations in the latter case). 
Elsevier Science B.V. 
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T. Huang and S. Russell, Object identification: a Bayesian analysis with application 
to traffic surveillance 
Object identification-the task of deciding that two observed objects are in fact one and the 
same object-is a fundamental requirement for any situated agent that reasons about individuals. 
Object identity, as represented by the equality operator between two terms in predicate calculus, 
is essentially a first-order concept. Raw sensory observations, on the other hand, are essentially 
propositional&especially when formulated as evidence in standard probability theory. This paper 
describes patterns of reasoning that allow identity sentences to be grounded in sensory observations, 
thereby bridging the gap. We begin by defining a physical event space over which probabilities 
are defined. We then introduce an identity criterion, which selects those events that correspond to 
identity between observed objects. From this, we are able to compute the probability that any two 
objects are the same, given a stream of observations of many objects. We show that the appearance 
probability, which defines how an object can be expected to appear at subsequent observations given 
its current appearance, is a natural model for this type of reasoning. We apply the theory to the task 
of recognizing cars observed by cameras at widely separated sites in a freeway network, with new 
heuristics to handle the inevitable complexity of matching large numbers of objects and with online 
learning of appearance probability models. Despite extremely noisy observations, we are able to 
achieve high levels of performance. 
K. McKeown, S.K. Feiner, M. Dalal and S.-F. Cbang, Generating multimedia 
briefings: coordinating language and illustration 
Communication can be more effective when several media (such as text, speech, or graphics) 
are integrated and coordinated to present information. This changes the nature of media-specific 
generation (e.g., language or graphics generation), which must take into account the multimedia 
context in which it occurs. This paper presents work on coordinating and integrating speech, text, 
static and animated three-dimensional graphics, and stored images, as part of several systems we 
have developed at Columbia University. A particular focus of our work has been on the generation 
of presentations that brief a user on information of interest. 
A.K. Joshi, Role of constrained computational systems in natural language 
processing 
The use of constrained formal/computational systems just adequate for modeling various aspects of 
language-syntax, semantics, pragmatics and discourse, among others, has proved to be an effective 
research strategy leading to deep understanding of these aspects, with implications to both machine 
processing and human processing. This approach enables one to distinguish between the universal 
and stipulative constraints. This is in contrast to an approach where we start with the most powerful 
formal/computational system and then model the phenomena by making all constraints stipulative in 
a sense. The use of constrained systems for modeling leads to some novel ways of describing locality 
of structures and brings out the relationship between the complexity of description of primitives and 
local computations over them. These ideas serve to unify theoretical, computational and statistical 
aspects of natural languages processing in AI. It is expected that this approach will be productive in 
other domains of AI. 
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L. Steels, The origins of syntax in visually grounded robotic agents 
The paper proposes a set of principles and a general architecture that may explain how language 
and meaning may originate and complexify in a group of physically grounded distributed agents. An 
experimental setup is introduced for concretising and validating specific mechanisms based on these 
principles. The setup consists of two robotic heads that watch static or dynamic scenes and engage 
in language games, in which one robot describes to the other what they see. The first results from 
experiments howing the emergence of distinctions, of a lexicon, and of primitive syntactic structures 
are reported. 
C. Castelfranchi, Modelling social action for AI agents 
In the new AI of the 90s an important stream is artificial social intelligence. In this work basic 
ontological categories for social action, structure, and mind are introduced. Sociality (social 
action, social structure) is let emerge from the action and intelligence of individual agents in 
a common world. Also some aspects of the way-down-how emergent collective phenomena 
shape the individual mind-are examined. First, inte$erence and dependence are defined, and 
then different kinds of coordination (reactive versus anticipatory; unilateral versus bilateral; selfish 
versus collaborative) are characterised. “Weak social action”, based on beliefs about the mind of the 
other agents, and “strong social action”, based on goals about others’ minds and their actions, are 
distinguished. Special attention is paid to Goal Delegation and Gnu1 Adoption that are considered as 
the basic ingredients of social commitment and contract, and then of exchange, cooperation, group 
action, and organisation. Different levels of delegation and then of autonomy of the delegated agent 
are described; and different levels of goal-adoption are shown to characterise true collaboration. 
Social goals in the minds of the group members are argued to be the real glue of joint activity, and 
the notion of social commitment, as different from individual and from collective commitment, is 
underlined. The necessity for modelling social objective structures and constraints is emphasised 
and the “shared mind” view of groups and organisations is criticised. The spontaneous and unaware 
emergence of a dependence structure is explained, as well as its feedback on the participants’ minds 
and behaviours. Critical observations are presented on current confusions such as that between 
“social” and “collective” action, or between communication and social action. 
The main claims of the paper are the following: (a) The real foundation of all sociality 
(cooperation, competition, groups, organisation, etc.) is rhe individual social action and mind. One 
cannot reduce or connect action at the collective level to action at the individual level unless one 
passes through the social character of the individual action. (b) Important levels of coordination 
and cooperation necessarily require minds and cognitive agents (beliefs, desires, intentions, etc.). (c) 
However, cognition, communication and agreement are not enough for modelling and implementing 
cooperation: emergent pre-cognitive structures and constraints should be formalised, and emergent 
forms of cooperation are needed also among planning and deliberative agents. (d) We are going 
towards a synthetic paradigm in AI and Cognitive Science, reconciling situatedness and plans, 
reactivity and mental representations, cognition, emergence and self-organisation. 
W. Bibel, Let’s plan it deductively! 
The paper describes a transition logic, TL, and a deductive formalism for it. It shows how various 
important aspects (such as ramification, qualification, specificity, simultaneity, indeterminism etc.) 
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involved in planning (or in reasoning about action and causality for that matter) can be modelled in 
TL in a rather natural way. (The deductive formalism for) TL extends the linear connection method 
proposed earlier by the author by embedding the latter into classical logic, so that classical and 
resource-sensitive reasoning coexist within TL. The attraction of a logical and deductive approach to 
planning is emphasized and the state of automated eduction briefly described. 
P. Van Hentenryck, A gentle introduction to NUMERICA 
NUMERICA is a modeling language for stating and solving global optimization problems. It makes 
it possible to express these problems in a notation close to the way these problems are stated in 
textbooks or scientific papers. In addition, the constraint-solving algorithm of NUMERICA, which 
combines techniques from numerical analysis and artificial intelligence, provides many guarantees 
about correctness, convergence, and completeness. 
This paper is a gentle introduction to NUMERICA. It highlights some of the main difficulties of 
global optimization and illustrates the functionality of NUMERICA by contrasting it to traditional 
methods. It also presents the essence of the constraint-solving algorithm of NUMERICA in a novel, 
high-level, way. 
L. Morgenstern, Inheritance comes of age: applying nonmonotonic techniques to 
problems in industry 
Nonmonotonic reasoning is virtually absent from industry and has been so since its inception; 
the result is that the field is becoming increasingly marginalized within AI. We argue that this 
is largely because researchers in the area focus exclusively on commonsense problems which are 
irrelevant to industry and because few efficient algorithms or tools have been developed. A sensible 
strategy is thus to focus on industry problems and to develop solutions within tractable subtheories 
of nonmonotonic logic. 
We examine an example of nonmonotonic reasoning in industry-inheritance of business rules 
in the medical insurance domain-and show how the paradigm of inheritance with exceptions can 
be extended to a broader and more powerful kind of nonmonotonic reasoning. This is done by 
introducing formula-augmented semantic networks (FANS), semantic networks which attach well- 
formed formulae to nodes. The problem of inheriting well-formed formulae within this structure is 
explored, and an algorithm is given and discussed. Finally we discuss the underlying lessons that can 
be generalized to other industry problems. 
E. Lin, Applications of the situation calculus to formalizing control and strategic 
information: the Prolog cut operator 
We argue that the situation calculus is a natural formalism for representing and reasoning about 
control and strategic information. As a case study, in this paper we provide a situation calculus 
semantics for the Prolog cut operator, the central search control operator in Prolog. We show that 
our semantics is well-behaved when the programs are properly stratified, and that according to this 
semantics, the conventional implementation of the negation-as-failure operator using cut is provably 
correct with respect to the stable model semantics. 
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H. Motoda and Y. Yoshida, Machine learning techniques to make computers easier 
to use 
Identifying user-dependent information that can be automatically collected helps build a user model 
by which (1) to predict what the user wants to do next and (2) to do relevant preprocessing. Such 
information is often relational and is best represented by a set of directed graphs. A machine 
learning technique called graph-based induction (GBZ) efficiently extracts regularities from such data, 
based on which a user-adaptive interface is built that can predict next command, generate scripts 
and prefetch files in a multi task environment. The heart of GBI is pairwise chunking. The paper 
shows how this simple mechanism applies to the top down induction of decision trees for nested 
attribute representation as well as finding frequently occurring patterns in a graph. The results clearly 
shows that the dependency analysis of computational processes activated by the user commands 
which is made possible by GBI is indeed useful to build a behavior model and increase prediction 
accuracy. 
Y. Yang, J.G. Carbonell, R.D. Brown and R.E. Frederking, Translingual information 
retrieval: learning from bilingual corpora 
Translingual information retrieval (TLIR) consists of providing a query in one language and 
searching document collections in one or more different languages. This paper introduces new 
TLIR methods and reports on comparative TLIR experiments with these new methods and with 
previously reported ones in a realistic setting. Methods fall into two categories: query translation 
and statistical-IR approaches establishing translingual associations. The results show that using 
bilingual corpora for automated extraction of term equivalences in context outperforms dictionary 
based methods. Translingual versions of the Generalized Vector Space Model (GVSM) and Latent 
Semantic Indexing (LSI) perform well, as does translingual pseudo relevance feedback (PRP) 
and Example-Based Term-in-context Translation (EBT). All showed relatively small performance 
loss between monolingual and translingual versions, ranging between 87-101% of monolingual 
IR performance. Query translation based on a general machine-readable bilingual dictionar- 
heretofore the most popular method--did not match the performance of other, more sophisticated 
methods. Also, the previous very high LSI results in the literature based on “mate-finding” were 
superseded by more realistic relevance-based evaluations; LSI performance proved comparable to 
that of other statistical corpus-based methods. 
M.A. Boden, Creativity and artificial intelligence 
Creativity is a fundamental feature of human intelligence, and a challenge for AI. AI techniques 
can be used to create new ideas in three ways: by producing novel combinations of familiar ideas; 
by exploring the potential of conceptual spaces; and by making transformations that enable the 
generation of previously impossible ideas. AI will have less difficulty in modelling the generation of 
new ideas than in automating their evaluation. 
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T. Costello, The expressive power of circumscription (Research Note) 
G. LaForte, P. J. Hayes and K.M. Ford, Why GSdel’s theorem cannot refute 
computationalism 
T.F. Stahovich, R. Davis and H. Shrobe, Generating multiple new designs from a 
sketch 
J. Kohlas, B. Anrig, R. Haenni and P.A. Monney, Model-based diagnostics and 
probabilistic assumption-based reasoning 
C. Baral, A. Gabaldon and A. Provetti, Formalizing narratives using nested 
circumscription 
A.M. Abdelbar, An algorithm for finding MAPS for belief networks through 
cost-based abduction (Research Note) 
P. Snow, The vulnerability of the transferable belief model to Dutch Books (Research 
Note) 
A. Schweikard and F. Schwarzer, Detecting geometric infeasibility. 
P. Parodi, R. Lancewicki, A. Vijh and J.K. Tsotsos, Empirically-derived estimates of 
the complexity of labeling line drawings of polyhedral scenes 
S.Kraus, K. Sycara and A. Evenchik, Reaching agreements through argumentation: 
a logical model and implementation 
