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Abstract
In this paper, we will extend several results on intersection theory over commutative ruled surfaces to quantum ruled surfaces.
Typically, we define the fiber of a closed point, the quasi-section, and the quasi-canonical divisor on a quantum rules surface, and
study how these “curves” on a quantum ruled surface intersect with each other.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
One of the active projects in algebraic geometry has been that of classifying low dimensional schemes. We
follow this tradition. Since noncommutative curves were classified by Artin and Stafford [1], one of the major
projects in noncommutative algebraic geometry has been that of classifying noncommutative surfaces (see [16]).
Since noncommutative analogues of the projective plane were classified by Artin, Tate and Van den Bergh [2], the
next natural goal is to classify noncommutative analogues of ruled surfaces. A quantum ruled surface was defined by
Van den Bergh [17,19] and Patrick [14]. In this paper, we will study quantum ruled surfaces with the classification
problem in mind. Since the intersection theory plays an important role in classifying commutative schemes, we will
apply the intersection theory over noncommutative schemes defined in [9,7,8] to quantum ruled surfaces, and extend
several results on commutative ruled surfaces to quantum ruled surfaces. Typically, we will study how “curves” on a
quantum ruled surface intersect with each other.
In [10], we have already defined the fiber of a closed point and the quasi-section, and proved that “fibers do not
meet” and “a fiber and the quasi-section meet exactly once” for a restricted class of quantum ruled surfaces. In this
paper, we extend these definitions and results to all quantum ruled surfaces as defined in [19]. Further, we define the
quasi-canonical divisor on a quantum ruled surface, which behaves like the canonical divisor on a commutative ruled
surface, and study how it intersects with a fiber and the quasi-section. In particular, we prove the adjunction formula
for fibers and the quasi-section. Finally, we explicitly compute the self-intersection of the quasi-canonical divisor for
some class of quantum ruled surfaces, including the ones over Calabi–Yau curves.
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2. Bimodules
Throughout this paper, we fix a field k. Unless otherwise specified, we assume that all schemes will be separated
and of finite type over a field k. First, we recall two notions of bimodule and their properties from [18] and [17].
Definition 2.1 ([15,18]). A quasi-scheme over k is a pair X = (Mod X,OX ) where Mod X is a k-linear Grothendieck
category and OX ∈ Mod X is an object. We denote by mod X the full subcategory of Mod X consisting of noetherian
objects.
If X is a scheme, then we always view X as a quasi-scheme through X = (Mod X,OX ) where OX is the structure
sheaf on X and Mod X is the category of quasi-coherent OX -modules. In this case, mod X is the full subcategory of
Mod X consisting of coherent OX -modules.
Definition 2.2 ([18]). Let X and Y be quasi-schemes. An X–Y bimodule M is an adjoint pair of functors with the
following suggestive notation:
−⊗X M : Mod X → Mod Y
HomY (M,−) : Mod Y → Mod X.
We denote by BiMod(X, Y ) the category of X–Y bimodules viewed as the full subcategory of the opposite of the
category of left exact functors Mod Y → Mod X .
If X, Y, Z are quasi-schemes, and M ∈ BiMod(X, Y ), N ∈ BiMod(Y, Z) are bimodules, then we define the
bimodule M ⊗Y N ∈ BiMod(X, Z) as the composition of functors:
−⊗X (M ⊗Y N ) := (−⊗X M)⊗Y N : Mod X → Mod Z
HomZ (M ⊗Y N ,−) := HomY (M,HomZ (N ,−)) : Mod Z → Mod X.
There is another notion of bimodule over schemes. Let X and Y be schemes. We denote by pr1 and pr2 the
canonical projections pr1 : X × Y → X and pr2 : X × Y → Y .
Definition 2.3 ([17]). A coherent OX–OY bimodule is a coherent sheaf M on X × Y such that the restrictions
pr1 : SuppM → X and pr2 : SuppM → Y are both finite. A morphism of coherent OX–OY bimodules is a
morphism of OX×Y -modules. The category of coherent OX–OY bimodules is denoted by Bimod(OX ,OY ).
If X, Y, Z are schemes, and M ∈ Bimod(OX ,OY ),N ∈ Bimod(OY ,OZ ) are bimodules, then we define the
tensor productM⊗OY N ∈ Bimod(OX ,OZ ) by
M⊗OY N := pr13∗(pr∗12M⊗OX×Y×Z pr∗23N ) (1)
where
pr13 : X × Y × Z → X × Z
pr12 : X × Y × Z → X × Y
pr23 : X × Y × Z → Y × Z
are the canonical projections. It is possible to tensor a module and a bimodule in the appropriate order. For example,
if F ∈ Mod X andM ∈ Bimod(OX ,OY ), then F ⊗OX M ∈ Mod Y is defined by
F ⊗OX M := pr2∗(pr∗1F ⊗OX×Y M). (2)
In particular,
OX ⊗OX M := pr2∗(pr∗1OX ⊗OX×Y M) ∼= pr2∗(OX×Y ⊗OX×Y M) ∼= pr2∗M
in Mod Y . By symmetry,M⊗OY OY ∼= pr1∗M in Mod X .
If M ∈ Bimod(OX ,OY ), then the functor −⊗OX M : Mod X → Mod Y defined by (2) has a right adjoint
by [10, Lemma 5.1], so M ∈ Bimod(OX ,OY ) determines an X–Y bimodule in the earlier sense by −⊗X M :=
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−⊗OX M : Mod X → Mod Y . The tensor product (1) of bimodules is associative by [17, Proposition 2.5], so this
notion of tensor product is compatible with the earlier one defined as composition of functors. A morphism of coherent
OX–OY bimodulesM→ N induces a natural transformation
−⊗X M := −⊗OX M→−⊗X N := −⊗OX N : Mod X → Mod Y,
so it induces a natural transformation
HomY (N ,−)→ HomY (M,−) : Mod Y → Mod X.
In this way we get a functor Bimod(OX ,OY ) → BiMod(X, Y ) compatible with the tensor products. This functor is
fully faithful by [19, Lemma 3.1.1]. It follows that a bimoduleM ∈ Bimod(OX ,OY ) is uniquely determined by the
functor −⊗OX M : Mod X → Mod Y .
Remark 2.4. Let X and Y be schemes and M ∈ Bimod(OX ,OY ). By symmetry, M⊗OY − : Mod Y → Mod X
has a right adjoint, so M ∈ Bimod(OX ,OY ) also determines a Y–X bimodule, and is uniquely determined by the
functor M⊗OY − : Mod Y → Mod X . It follows that any result for the functor −⊗OX M : Mod X → Mod Y
can be interpreted as a result for the functor M⊗OY − : Mod Y → Mod X by symmetry. When we view M as a
Y–X bimodule, it may be a good idea to use the notation −⊗Y Mo :=M⊗OY − : Mod Y → Mod X to avoid any
potential confusion.
Definition 2.5 ([17]). Let X and Y be schemes. A bimodule E ∈ Bimod(OX ,OY ) is called locally free (of rank r ) if
pr1∗E and pr2∗E are locally free on X and Y respectively (of the same rank r ).
Let X, Y, Z be schemes and M ∈ Bimod(OX ,OY ). Then pr1∗M (resp. pr2∗M) is locally free if and only
if the functor −⊗OX M : Mod X → Mod Y (resp. M⊗OY − : Mod Y → Mod X ) is exact. It follows that if
E ∈ Bimod(OX ,OY ) and F ∈ Bimod(OY ,OZ ) are locally free, then so is E ⊗OY F ∈ Bimod(OX ,OZ ).
If X and Y are smooth, and E ∈ Bimod(OX ,OY ) is a locally free bimodule of rank r , then there exist locally
free bimodules E∗, ∗E ∈ Bimod(OY ,OX ) of rank r such that −⊗OY E∗ : Mod Y → Mod X is a right adjoint
to −⊗OX E : Mod X → Mod Y , and −⊗OY ∗E : Mod Y → Mod X is a left adjoint to −⊗OX E : Mod X →
Mod Y [19, Section 3]. Inductively, we define
E∗i :=
(E
∗(i−1))∗ if i ≥ 1,
E if i = 0,
∗(E∗(i+1)) if i ≤ −1.
Let X, Y, Z be smooth schemes, and E ∈ Bimod(OX ,OY ),F ∈ Bimod(OY ,OZ ) locally free bimodules. Since
F∗⊗OY E∗ ∈ Bimod(OZ ,OX ) is uniquely determined by the functor −⊗OZ (F∗⊗OY E∗) : Mod Z → Mod X , it is
easy to see that F∗⊗OY E∗ ∼= (E ⊗OY F)∗ in Bimod(OZ ,OX ) by the uniqueness of the adjoint functor.
By a coherent OX -bimodule, we mean a coherent OX–OX bimodule. Let ∆X be the diagonal in X × X , and
δ : X → ∆X the diagonal map. Any coherent OX -moduleM ∈ mod X can be viewed as a coherent OX -bimodule
by δ∗M ∈ Bimod(OX ,OX ), which is supported on ∆X . Since pr1∗(δ∗M) ∼= pr2∗(δ∗M) ∼= M in Mod X , if
M ∈ mod X is locally free (of rank r ), then δ∗M ∈ Bimod(OX ,OX ) is locally free (of rank r ). The coherent
OX -bimodule δ∗OX ∼= O∆X is called the trivial OX -bimodule.
A bimodule L ∈ Bimod(OX ,OY ) is called invertible if there exists a bimodule L−1 ∈ Bimod(OY ,OX ) such that
L⊗OY L−1 ∼= O∆X and L−1⊗OX L ∼= O∆Y . If L ∈ Bimod(OX ,OY ) is an invertible bimodule, then L is a locally
free bimodule of rank 1 and L∗ ∼= ∗L ∼= L−1 ∈ Bimod(OY ,OX ) is an invertible bimodule. Moreover, if L ∈ mod X
is an invertibleOX -module, then δ∗L ∈ Bimod(OX ,OX ) is an invertibleOX -bimodule such that (δ∗L)−1 ∼= δ∗(L−1).
Let E,F,G ∈ Bimod(OX ,OY ). Since Bimod(OX ,OY ) → BiMod(X, Y ) is a fully faithful functor, E → F → G
is an exact sequence in Bimod(OX ,OY ) if and only if it is an exact sequence in BiMod(X, Y ), that is,
HomY (G, I )→ HomY (F, I )→ HomY (E, I )
is an exact sequence in Mod X for all injective objects I ∈ Mod Y .
Lemma 2.6. Let X, Y, Z be schemes.
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(1) If L ∈ Bimod(OY ,OZ ) is locally free, then−⊗OY L : Bimod(OX ,OY )→ Bimod(OX ,OZ ) is an exact functor.
(2) If L ∈ Bimod(OZ ,OX ) is locally free, then L⊗OX − : Bimod(OX ,OY )→ Bimod(OZ ,OY ) is an exact functor.
(3) If L ∈ mod X is locally free, then L⊗OX − : Bimod(OX ,OY )→ mod Y is an exact functor.
(4) If L ∈ mod Y is locally free, then −⊗OY L : Bimod(OX ,OY )→ mod X is an exact functor.
Proof. (1) Since the functor −⊗Y L := −⊗OY L : Mod Y → Mod Z is exact, the functorHomZ (L,−) : Mod Z →
Mod Y preserves injective objects, so
HomZ (T orY1 (M,L), I ) := Ext1Y (M,HomZ (L, I )) = 0
for all M ∈ BiMod(X, Y ) and all injective objects I ∈ Mod Z , hence T orY1 (M,L) = 0. Since T orYi (−,L) :
BiMod(X, Y ) → BiMod(X, Z) is a δ-functor by [18, Proposition 3.1.5], −⊗Y L : BiMod(X, Y ) → BiMod(X, Z)
is an exact functor, so the restriction −⊗OY L : Bimod(OX ,OY )→ Bimod(OX ,OZ ) is an exact functor.
(2) follows from (1) by symmetry.
(3) Since δ∗L ∈ Bimod(OX ,OX ) is locally free, (δ∗L)⊗OX − : Bimod(OX ,OY )→ Bimod(OX ,OY ) is an exact
functor by (2). Since pr2∗ : Bimod(OX ,OY )→ mod Y is an exact functor by [17, Proposition 2.2],
L⊗OX − ∼= (pr2∗(δ∗L))⊗OX −
∼= (OX ⊗OX δ∗L)⊗OX −
∼= OX ⊗OX (δ∗L⊗OX −)
∼= pr2∗(δ∗L⊗OX −) : Bimod(OX ,OY )→ mod Y
is an exact functor.
(4) follows from (3) by symmetry. 
Let X, Y, Z be schemes, and E,F ∈ Bimod(OX ,OY ). If F ⊂ E , then there is an exact sequence
0→ F → E → E/F → 0
in Bimod(OX ,OY ). By the above lemma, if L ∈ Bimod(OY ,OZ ) is locally free, then
0→ F ⊗OY L→ E ⊗OY L→ (E/F)⊗OY L→ 0
is an exact sequence in Bimod(OX ,OZ ), so (E ⊗OY L)/(F ⊗OY L) ∼= (E/F)⊗OX L in Bimod(OX ,OZ ).
Lemma 2.7. Let X, Y be smooth schemes, and E,F ∈ Bimod(OX ,OY ) locally free bimodules such that F ⊂ E . If
E/F ∈ Bimod(OX ,OY ) is a locally free bimodule, then (E/F)∗∗ ∼= E∗∗/F∗∗ in Bimod(OX ,OY ).
Proof. Since X and Y are smooth, ωX ∈ mod X and ωY ∈ mod Y are locally free. By [19, Lemma 3.1.8],
G∗∗ ∼= δ∗ω−1X ⊗OX G⊗OY δ∗ωY
in Bimod(OX ,OY ) for any locally free bimodule G ∈ Bimod(OX ,OY ), so if E,F, E/F ∈ Bimod(OX ,OY ) are all
locally free, then
E∗∗/F∗∗ ∼= (δ∗ω−1X ⊗OX E ⊗OY δ∗ωY )/(δ∗ω−1X ⊗OX F ⊗OY δ∗ωY )
∼= δ∗ω−1X ⊗OX (E/F)⊗OY δ∗ωY∼= (E/F)∗∗
in Bimod(OX ,OY ). 
3. Sheaf Z-algebras
In this section, we assume that all schemes are smooth over k. We will recall the notion of sheaf Z-algebra over a
sequence of schemes from [19].
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Definition 3.1 ([19]). Let X = {X i }i∈Z be a sequence of schemes. A sheaf Z-algebra over X is a sequence of
bimodulesA = {Ai, j }i, j∈Z whereAi, j ∈ Bimod(OX i ,OX j )with morphisms ηi : O∆Xi → Ai,i in Bimod(OX i ,OX i )
(units) and µi jk : Ai, j ⊗OX j A j,k → Ai,k in Bimod(OX i ,OXk ) (multiplication) such that
µi i i ◦ (ηi ⊗ Idi i ) ∼= µi i i ◦ (Idi i ⊗ ηi ) ∼= Idi i , and µi jl ◦ (Idi j ⊗ µ jkl) ∼= µikl ◦ (µi jk ⊗ Idkl),
where Idi j : Ai, j → Ai, j are the identity morphisms. LetA be a sheaf Z-algebra over X . AnA-module is a sequence
of modulesM = {Mi }i∈Z whereMi ∈ Mod X i with morphisms hMi j :Mi ⊗OXi Ai, j →M j in Mod X j (action)
such that
hMi i ◦ (Idi ⊗ ηi ) ∼= Idi , and hMik ◦ (Idi ⊗ µi jk) ∼= hMjk ◦ (hMi j ⊗ Id jk),
where Idi : Mi → Mi are the identity morphisms. Let M and N be A-modules. An A-module homomorphism
f :M→ N is a sequence of morphisms f = { fi }i∈Z where fi :Mi → Ni are morphisms in Mod X i such that
hNi j ◦ ( fi ⊗ Idi j ) ∼= f j ◦ hMi j .
We denote by GrMod A the category of A-modules.
Let X = {X i } be a sequence of schemes, E = {Ei } a sequence of bimodules where Ei ∈ Bimod(OX i ,OX i+1), and
Q = {Qi } a sequence of subbimodules whereQi ⊂ Ei ⊗OXi+1 Ei+1. A sheaf Z-algebra over X generated by E subject
to the relation Q is a sheaf Z-algebra over X defined by
Ai, j := 0 if j < i,
Ai,i := O∆Xi ,
Ai,i+1 := Ei ,




Ei ⊗OXi+1 · · · ⊗OXk−1 Ek−1⊗OXk Qk ⊗OXk+2 Ek+2⊗OXk+3 · · · ⊗OX j−1 E j−1.
In the above construction, we will often choose suitable subbimodules Qi ⊂ Ei ⊗OXi+1 Ei+1 defined below.
Definition 3.2. Let X, Y, Z be schemes, and E ∈ Bimod(OX ,OY ),F ∈ Bimod(OY ,OZ ) locally free bimodules. An
invertible subbimodule Q ⊂ E ⊗OY F is called non-degenerate if the composition
E∗⊗OX Q→ E∗⊗OX E ⊗OY F → F
induced by the canonical morphism E∗⊗OX E → O∆Y is an isomorphism in Bimod(OY ,OZ ).
We will need the following lemma in the next section.
Lemma 3.3. Let X = {X i } be a sequence of schemes. If A is a sheaf Z-algebra over X generated by E = {Ei } where
Ei ∈ Bimod(OX i ,OX i+1) are locally free bimodules, subject to the relation Q = {Qi } where Qi ⊂ Ei ⊗OXi+1 Ei+1
are non-degenerate invertible subbimodules, then
(Ai, j )∗∗ ∼= Qi ⊗OXi+2 Ai+2, j+2⊗OX j+2 Q−1j
in Bimod(OX i ,OX j ) for all i, j ∈ Z.
Proof. We will prove the formula in four cases:
(1) j < i :
(Ai, j )∗∗ = 0∗∗ ∼= 0 ∼= Qi ⊗ 0⊗Q−1j = Qi ⊗Ai+2, j+2 ⊗Q−1j .
(2) j = i :
(Ai,i )∗∗ = O∗∗∆Xi ∼= O∆Xi ∼= Qi ⊗Q
−1
i
∼= Qi ⊗O∆Xi+2 ⊗Q−1i = Qi ⊗Ai+2,i+2 ⊗Q−1i .
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(3) j = i + 1: Since Qi ⊂ Ei ⊗ Ei+1 is a non-degenerate invertible subbimodule, Ei+1 ∼= E∗i ⊗ Qi , so
E∗i+1 ∼= (E∗i ⊗Qi )∗ ∼= Q∗i ⊗ E∗∗i ∼= Q−1i ⊗ E∗∗i , and hence
(Ai,i+1)∗∗ = E∗∗i ∼= Qi ⊗ E∗i+1 ∼= Qi ⊗ Ei+2 ⊗Q−1i+1 = Qi ⊗Ai+2,i+3 ⊗Q−1i+1.
(4) j > i + 1: Note that













(Qi ⊗ Ei+2 ⊗Q−1i+1)⊗ · · · ⊗ (Qk−1 ⊗ Ek+1 ⊗Q−1k )⊗Qk












Ei+2 ⊗ · · · ⊗ Ek−1 ⊗Qk ⊗ Ek+2 ⊗ · · · ⊗ E j+1
)
⊗Q−1j
= Qi ⊗Ri+2, j+2 ⊗Q−1j .
Since Ei and Qi are locally free, so are Ei ⊗ · · · ⊗ E j−1 and Ri, j for all i, j ∈ Z. By [19, Theorem 6.1.2],
Ai, j = Ei ⊗ · · · ⊗ E j−1/Ri, j are locally free for all i, j ∈ Z, so
(Ai, j )∗∗ = (Ei ⊗ · · · ⊗ E j−1/Ri, j )∗∗
∼= (Ei ⊗ · · · ⊗ E j−1)∗∗/R∗∗i, j
∼= E∗∗i ⊗ · · · ⊗ E∗∗j−1/R∗∗i, j
∼= (Qi ⊗ Ei+2 ⊗Q−1i+1)⊗ · · · ⊗ (Q j−1 ⊗ E j+1 ⊗Q−1j )/Qi ⊗Ri+2, j+2 ⊗Q−1j
∼= Qi ⊗ (Ei+2 ⊗ · · · ⊗ E j+1)⊗Q−1j /Qi ⊗Ri+2, j+2 ⊗Q−1j
∼= Qi ⊗ (Ei+2 ⊗ · · · ⊗ E j+1/Ri+2, j+2)⊗Q−1j
= Qi ⊗Ai+2, j+2 ⊗Q−1j
by Lemma 2.7. 
Let X be a scheme. A Z-algebra over X is a Z-algebra over a sequence of schemes {X i } where X i = X for all
i ∈ Z.
Definition 3.4 ([19]). Let X be a scheme, and E ∈ Bimod(OX ,OX ) a locally free OX -bimodule. The
noncommutative symmetric algebra over X generated by E is the Z-algebra over X generated by {E∗i } subject to
the relation {Qi } where Qi ⊂ E∗i ⊗OX E∗(i+1) are the images of the natural morphisms O∆X → E∗i ⊗OX E∗(i+1).
Let X be a scheme and E ∈ Bimod(OX ,OX ) a locally free OX -bimodule. Since the image Q of the natural
morphism O∆X → E ⊗OX E∗ is a non-degenerate invertible subbimodule, Lemma 3.3 typically applies to the
noncommutative symmetric algebra.
If A is a Z-algebra over X and M ∈ GrMod A, then we may view M as an OX -module through M =
⊕i∈ZMi ∈ Mod X , so that there is a forgetful functor GrMod A → Mod X . It follows that a sequence of A-
modules L→M→ N is exact in GrMod A if and only if it is exact in Mod X . For each n ∈ Z, we define anOX–A
bimodule enA by −⊗OX enA := ⊕i∈Z(−⊗OX An,i ) : Mod X → GrMod A.
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Lemma 3.5. If A is a noncommutative symmetric algebra over a scheme X, then the functors −⊗OX enA :
Mod X → GrMod A are exact for all n ∈ Z.
Proof. Since Ai, j are locally free OX -bimodules for all i, j ∈ Z by [19, Theorem 6.1.2], the functors −⊗OX Ai, j :
Mod X → Mod X are exact. Since Mod X is a Grothendieck category, taking direct limits in Mod X is exact, so if
E → F → G is an exact sequence in Mod X , then
⊕i∈Z(E ⊗OX An,i ) −−−−→ ⊕i∈Z(F ⊗OX An,i ) −−−−→ ⊕i∈Z(G ⊗OX An,i )
‖ ‖ ‖
E ⊗OX enA −−−−→ F ⊗OX enA −−−−→ G ⊗OX enA
is an exact sequence in Mod X , and hence it is an exact sequence in GrMod A. 
4. Quantum P1-bundles
Throughout this section, we fix a smooth projective scheme X of finite type over a field k, and a locally free
OX -bimodule E ∈ Bimod(OX ,OX ) of rank 2.
4.1. Quantum P1-bundles
LetA be a Z-algebra over X . Following [3], we define TorsA to be the full subcategory of GrMod A consisting of
direct limits of right bounded modules, and TailsA = GrMod A/TorsA the quotient category. Note that TailsA is a
Grothendieck category because GrModA is. The torsion functor is denoted by τ : GrMod A→ TorsA, the quotient
functor is denoted by pi : GrModA→ TailsA and its right adjoint is denoted by ω : TailsA→ GrMod A. We will
now define a quantum P1-bundle over X .
Definition 4.1 ([19]). A quantum P1-bundle over X generated by E is the quasi-scheme P(E) := (ModP(E),OP(E))
where A is the noncommutative symmetric algebra over X generated by E , ModP(E) := TailsA and OP(E) :=
pi(OX ⊗OX e0A) ∈ ModP(E).
Let P(E) be a quantum P1-bundle over X . We will now define the structure map f : P(E) → X . For an abelian
category C, we denote by D(C) the derived category of C.
Lemma 4.2. Let P(E) be a quantum P1-bundle over X. For each n ∈ Z,
f ∗n : Mod X → ModP(E); f ∗n F := pi(F ⊗OX enA), and
fn∗ : ModP(E)→ Mod X; fn∗M := (ωM)n
are adjoint pair of functors. Moreover,
RHomP(E)( f ∗n F,M) ∼= RHomX (F,R fn∗M)
for all F ∈ Mod X andM ∈ D+(ModP(E)).
Proof. For F ∈ Mod X andM ∈ ModP(E),
HomP(E)( f ∗n F,M) = HomTailsA(pi(F ⊗OX enA),M)
∼= HomGrMod A(F ⊗OX enA, ωM)
∼= HomX (F, (ωM)n)
= HomX (F, fn∗M)
by [13, Lemma 2.15].
Since ModP(E) and Mod X are Grothendieck categories, they have enough injective objects. By Lemma 3.5,
−⊗OX enA : Mod X → GrMod A is an exact functor. Since pi : GrMod A → TailsA is an exact functor,
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f ∗n : Mod X → ModP(E) is an exact functor, so fn∗ : ModP(E) → Mod X is a left exact functor preserving
injective objects. Since HomX (F,−) : Mod X → Mod k is a left exact functor,
RHomP(E)( f ∗n F,−) ∼= R(HomX (F, fn∗(−)))
∼= R(HomX (F,−) ◦ fn∗(−))
∼= RHomX (F,−) ◦ R fn∗(−)
∼= RHomX (F,R fn∗(−))
as functors D+(ModP(E))→ D+(Mod k) by [20, Corollary 10.8.3]. 
Definition 4.3. Let P(E) be a quantum P1-bundle over X . We define the structure map f : P(E) → X to be the
adjoint pair of functors
f ∗ := f ∗0 : Mod X → ModP(E),
f∗ := f0∗ : ModP(E)→ Mod X.
If F ∈ mod X , then f ∗n F ∈ modP(E) for all n ∈ Z by [13, Lemma 2.17], so the structure sheaf on P(E) is
OP(E) = f ∗OX ∈ modP(E).
4.2. The quasi-canonical sheaf
Wewill next define the quasi-canonical sheaf on P(E). The next lemma shows, among other things, that f∗OP(E) ∼=
OX ∈ mod X .
Lemma 4.4. Let P(E) be a quantum P1-bundle over X. If L ∈ mod X is locally free, then
R fm∗( f ∗n L) ∼=
L⊗OX An,m if n ≤ m,0 if n = m + 1,L⊗OX Q∗n−2⊗OX (Am,n−2)∗[−1] if n ≥ m + 2
in Db(Mod X).
Proof. Since ModP(E) and GrMod A are Grothendieck categories, they have enough injective objects. Since
pi : GrMod A → TailsA is an exact functor, ω : TailsA → GrMod A is a left exact functor preserving injective
objects. Since (−)m : GrMod A→ Mod X is an exact functor,
Ri fm∗(−) := hi (R(ω(−)m)) = hi (R((−)m ◦ ω(−)))
∼= hi (R(−)m ◦ Rω(−)) ∼= hi ((−)m ◦ Rω(−))
= hi ((Rω(−))m) ∼= (hi (Rω(−)))m =: (Riω(−))m
as functors D+(ModP(E))→ Mod X by [20, Corollary 10.8.3]. It follows that
Ri fm∗( f ∗n L) ∼= (Riω( f ∗n L))m = (Riω(pi(L⊗OX enA)))m
∼=

0 if i < 0
(ωpi(L⊗OX enA))m ∼= (L⊗OX enA)m ∼= L⊗OX An,m if i = 0
(R2τ(L⊗OX enA))m ∼= L⊗OX Q∗n−2⊗OX (Am,n−2)∗ if i = 1
(Ri+1τ(L⊗OX enA))m = 0 if i > 1
by [13, Theorem 4.11] and [12, Theorem 2.5] (see the proof of [10, Lemma 6.3]), hence the result. 
Definition 4.5. Let P(E) be a quantum P1-bundle over X , and ωX the canonical sheaf on X . We define the quasi-
canonical sheaf on P(E) by
ωP(E) := f ∗2 (ωX ⊗OX Q0) ∈ modP(E).
Let Y = (Mod Y,OY ) be a quasi-scheme over a field k. The homological dimension ofM ∈ mod Y is defined by
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hd(M) := sup{i | ExtiY (M,N ) 6= 0 for some N ∈ mod Y },
and the cohomological dimension of Y is defined by cd(Y ) := hd(OY ). If Y is classical Cohen–Macaulay in the sense
of [21, Definition 2.4], then the canonical sheaf ωY ∈ mod Y on Y can be characterized by the formula
RHomY (M, ωY [cd(Y )]) ∼= RHomY (OY ,M)′
for allM ∈ mod Y where (−)′ is the functor taking k-vector space dual. The following theorem shows that the quasi-
canonical sheaf ωP(E) on P(E) in fact behaves like the canonical sheaf on P(E) with respect to the objects of the form
f ∗n L ∈ modP(E) where L ∈ mod X is a locally free OX -module and n ∈ Z.
Theorem 4.6. If P(E) is a quantum P1-bundle over X, and ωP(E) is the quasi-canonical sheaf on P(E), then
RHomP(E)( f ∗n L, ωP(E)[cd(P(E))]) ∼= RHomP(E)(OP(E), f ∗n L)′
for all locally free OX -modules L ∈ mod X and all n ∈ Z.
Proof. Let L ∈ mod X be locally free and n ∈ Z. By Lemmas 4.2 and 4.4,
RHomP(E)(OP(E), f ∗n L)′ = RHomP(E)( f ∗0OX , f ∗n L)′
∼= RHomX (OX ,R f0∗( f ∗n L))′
∼= RHomX (R f0∗( f ∗n L), ωX [dim X ])
∼=

RHomX (L⊗OX An,0, ωX [dim X ])∼= RHomX (L, ωX ⊗OX (An,0)∗[dim X ]) if n ≤ 0
0 if n = 1
RHomX (L⊗OX Q∗n−2⊗OX (A0,n−2)∗[−1], ωX [dim X ])∼= RHomX (L, ωX ⊗OX (A0,n−2)∗∗⊗OX Qn−2[dim X + 1]) if n ≥ 2.
On the other hand,
Q0⊗OX A2,n ∼= (A0,n−2)∗∗⊗OX Qn−2
for all n ∈ Z by Lemma 3.3, and cd(P(E)) = dim X + 1 by [13, Theorem 4.16], so
RHomP(E)( f ∗n L, ωP(E)[cd(P(E))]) = RHomP(E)( f ∗n L, f ∗2 (ωX ⊗OX Q0)[dim X + 1])
∼= RHomX (L,R fn∗( f ∗2 (ωX ⊗OX Q0))[dim X + 1])
∼=

RHomX (L, ωX ⊗OX Q0⊗OX A2,n[dim X + 1])∼= RHomX (L, ωX ⊗OX (A0,n−2)∗∗⊗OX Qn−2[dim X + 1]) if 2 ≤ n
0 if 2 = n + 1
RHomX (L, ωX ⊗OX Q0⊗OX Q∗0⊗OX (An,0)∗[−1][dim X + 1])∼= RHomX (L, ωX ⊗OX (An,0)∗[dim X ]) if 2 ≥ n + 2
∼= RHomP(E)(OP(E), f ∗n L)′
by Lemmas 4.2 and 4.4 again. 
4.3. The Euler form
Recall that the intersection multiplicity over a noncommutative scheme is defined by the Euler form [9,7,8]. In this
subsection, we will make some preliminary calculations of the Euler form over a quantum P1-bundle.
Lemma 4.7. Let P(E) be a quantum P1-bundle over X. For any F ∈ mod X and n ∈ Z, hd( f ∗n F) ≤ dim X + 1.
Proof. The proof is similar to that of [10, Proposition 6.4], so we will omit it. 
Let M ∈ modP(E), F ∈ mod X and n ∈ Z. Since f ∗n F ∈ modP(E) by [13, Lemma 2.17],
dimk ExtiP(E)( f
∗
n F,M) <∞ for all i ∈ Z by [12, Corollary 3.6], so the above lemma shows that the Euler form
ξP(E)( fn∗F,M) :=
∑
(−1)i dimk hi (RHomP(E)( fn∗F,M))
=
∑
(−1)i dimk ExtiP(E)( fn∗F,M),
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We will need the following two lemmas later.
Lemma 4.8. Let P(E) be a quantum P1-bundle over X. If F ∈ mod X,M ∈ modP(E) and n ∈ Z, then
ξP(E)( f ∗n F,M) = ξX (F,R fn∗M).
In particular, if L ∈ mod X is locally free, then
ξP(E)( f ∗0 F, f ∗0 L) = ξX (F,L)
ξP(E)( f ∗1 F, f ∗0 L) = ξX (F,L⊗X E)
ξP(E)( f ∗0 F, f ∗1 L) = 0
ξP(E)( f ∗1 F, f ∗1 L) = ξX (F,L).
Proof. By Lemma 4.2,
ξP(E)( f ∗n F,M) :=
∑
(−1)i dimk hi (RHomP(E)( f ∗n F,M))
=
∑
(−1)i dimk hi (RHomX (F,R fn∗M))
=: ξX (F,R fn∗M).
In particular, if L ∈ mod X is locally free, then
R f0∗( f ∗0 L) ∼= L⊗OX A0,0 ∼= L
R f1∗( f ∗0 L) ∼= L⊗OX A0,1 ∼= L⊗OX E
R f0∗( f ∗1 L) ∼= 0
R f1∗( f ∗1 L) ∼= L⊗OX A1,1 ∼= L,
by Lemma 4.4, hence the formulas. 
Lemma 4.9. Let P(E) be a quantum P1-bundle over X, and ωP(E) the quasi-canonical sheaf on P(E). If L ∈ mod X
is locally free and n ∈ Z, then
ξP(E)( f ∗n L, ωP(E)) = (−1)dim X+1χP(E)( f ∗n L).
Proof. By [13, Theorem 4.16], cd(P(E)) = dim X + 1, so the result is immediate from Theorem 4.6. 
We write K0(C) for the Grothendieck group of an abelian category C. If M ∈ C, then we write [M] for its class in
K0(C). If X is a scheme, then we write K0(X) := K0(mod X). Moreover, if P(E) is a quantum P1-bundle over X , then
we write K0(P(E)) for the subgroup of K0(modP(E)) generated by [ f ∗n F] ∈ K0(modP(E)) where F ∈ mod X and
n ∈ Z. Lemma 4.7 shows that the Euler form ξP(E)(−,−) and the Euler characteristic χP(E)(−) extend to well-defined
maps
ξP(E)(−,−) : K0(P(E))× K0(P(E))→ Z, and χP(E)(−) : K0(P(E))→ Z.
Since X is smooth and the functors f ∗n : mod X → modP(E) are exact for all n ∈ Z, K0(P(E)) is generated by
[ fnL] ∈ K0(modP(E)) where L ∈ mod X is locally free and n ∈ Z. It follows from Lemma 4.9 that
ξP(E)([M], ωP(E)) = (−1)dim X+1χP(E)([M])
for any [M] ∈ K0(P(E)).
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Remark 4.10. Let P(E) be a quantum P1-bundle over X . Following [10], we call an objectM ∈ modP(E) induced
ifM ∼= f ∗n F for some F ∈ mod X and n ∈ Z. LetM ∈ modP(E). If E ⊗OX E admits a non-degenerate invertible
subbimodule, then it follows from [10] that [M] is a linear combination of induced modules in K0(modP(E)) (see
the proof of [10, Proposition 4.1]), so K0(P(E)) = K0(modP(E)). In this case, the quasi-canonical sheaf ωP(E) on
P(E) behaves like the canonical sheaf on P(E) (which exists by [13]) with respect to all objectsM ∈ modP(E).
Recall that [ωP(E)] := [ f ∗2 (ωX ⊗OX Q0)], [OP(E)] := [ f ∗0OX ] ∈ K0(P(E)). Following [6] and [8], we define the
quasi-canonical divisor on P(E) as follows.
Definition 4.11. Let P(E) be a quantum P1-bundle over X , and ωP(E) the quasi-canonical sheaf on P(E). We define
the quasi-canonical divisor K˜ on P(E) by
OK˜ := [ωP(E)] − [OP(E)] ∈ K0(P(E)).
In the next section, we will study how “curves” on a quantum ruled surface intersect with the quasi-canonical
divisor.
5. Quantum ruled surfaces
Throughout this section, we fix a smooth projective curve X of finite type over an algebraically closed field k, and
a locally free OX -bimodule E ∈ Bimod(OX ,OX ) of rank 2, so that P(E) is a quantum ruled surface over X [17,19,
14].
5.1. Intersection theory on the Picard group
In this subsection, we will define the Picard group of a quantum ruled surface, and describe the intersection theory
on it.
Definition 5.1. Let P(E) be a quantum ruled surface over a curve X . The fiber f −1 p of a closed point p ∈ X under
the structure map f : P(E)→ X is defined by
O f −1 p := [ f ∗Op] ∈ K0(P(E)),
and the quasi-section H of the structure map f : P(E)→ X is defined by
OH := [ f ∗0OX ] − [ f ∗1OX ] ∈ K0(P(E)).
We define the Picard group of P(E) by
PicP(E) := f ∗Pic X ⊕ Z.H.
The above definition of PicP(E) was justified in [10, Section 6] for when E ⊗OX E has a non-degenerate invertible
OX -subbimodule. Note that if p ∈ X is a closed point, then there is an exact sequence
0→ OX (−p)→ OX → Op → 0
in mod X . Since f ∗ : mod X → modP(E) is an exact functor,
0→ f ∗OX (−p)→ f ∗OX → f ∗Op → 0
is an exact sequence in modP(E), so
O f −1 p := [ f ∗Op] = [ f ∗OX ] − [ f ∗OX (−p)] ∈ K0(P(E)).
A fiber f −1 p of a closed point p ∈ X , the quasi-section H , and the quasi-canonical divisor K˜ are considered to be
“curves” on P(E). Recall in [8], [10] that if C and D are “curves” on P(E), then we define the intersection multiplicity
of C and D by C · D := −ξP(E)(OC ,OD). The theorem below is an extension of [10, Theorem 6.8].
Theorem 5.2. Let P(E) be a quantum ruled surface over a curve X.
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(1) f −1 p · f −1q = 0 for closed points p, q ∈ X.
(2) f −1 p · H = 1 for a closed point p ∈ X.
(3) H · f −1 p = 1 for a closed point p ∈ X.
(4) H · H = deg(pr2∗E).
Proof. In each computation, we first apply the formulas in Lemma 4.8 to the locally freeOX -modulesOX ,OX (−p) ∈
mod X , and then apply the formulas in [10, Lemma 6.6]. We will prove only (3). (1) and (2) follow from similar
calculations. For (4), we refer the reader to the proof of [10, Theorem 6.8 (4)].
(3) Since E is a locally free OX -bimodule, the exact sequence
0→ OX (−p)→ OX → Op → 0
in mod X induces an exact sequence
0→ OX (−p)⊗OX E → OX ⊗OX E → Op ⊗OX E → 0
in mod X . By [11, Lemma 4.1],
[OX ⊗OX E] − [OX (−p)⊗OX E] = [Op ⊗OX E] = [Op1 ] + [Op2 ]
in K0(X) for some closed points p1, p2 ∈ X , so
−H · f −1 p := ξP(E)(OH ,O f −1 p)
= ξP(E)([ f ∗0OX ] − [ f ∗1OX ], [ f ∗0OX ] − [ f ∗0OX (−p)])
= ξP(E)( f ∗0OX , f ∗0OX )− ξP(E)( f ∗0OX , f ∗0OX (−p))
− ξP(E)( f ∗1OX , f ∗0OX )+ ξP(E)( f ∗1OX , f ∗0OX (−p))
= ξX (OX ,OX )− ξX (OX ,OX (−p))− ξX (OX ,OX ⊗OX E)+ ξX (OX ,OX (−p)⊗OX E)
= ξX (OX ,Op)− ξX (OX ,Op ⊗OX E)
= ξX (OX ,Op)− ξX (OX ,Op1)− ξX (OX ,Op2)
= 1− 1− 1 = −1
by Lemma 4.8. 
We extend the definition of the intersection multiplicity to PicP(E) by additivity. In fact, if we view PicP(E)
as a subquotient of K0(P(E)) as in [10, Section 6], then the intersection multiplicity is additive on PicP(E). Then
Theorem 5.2 completely describes the intersection theory on PicP(E). We say that two “curves” C1 and C2 on P(E)
are numerically equivalent on the left (resp. on the right) if C1 ·D = C2 ·D (resp. D ·C1 = D ·C2) for all D ∈ PicP(E).
Then Theorem 5.2 also shows that NumP(E) ∼= Z. f −1 p⊕Z.H for a closed point p ∈ X as in the commutative case.
5.2. Genera
In this subsection, we will compute various genera and show that the adjunction formula holds for a fiber of a closed
point and the quasi-section on a quantum ruled surface. As an application, we will compute the quasi-canonical divisor
up to numerical equivalence on the right.
Let P(E) be a quantum ruled surface over a curve X . We define the arithmetic genus of P(E) by pa(P(E)) :=
χP(E)(OP(E))− 1 and the geometric genus of P(E) by pg(P(E)) = dimk HomP(E)(OP(E), ωP(E)).
Lemma 5.3. If P(E) is a quantum ruled surface over a curve X, and g is the genus of X, then pa(P(E)) = −g, and
pg(P(E)) = 0.
Proof. By Lemma 4.8
pa(P(E)) := χP(E)(OP(E))− 1 = ξP(E)(OP(E),OP(E))− 1
= ξP(E)( f ∗0OX , f ∗0OX )− 1 = ξX (OX ,OX )− 1
= χX (OX )− 1 = −(1− χX (OX ))
=: −g.
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Moreover, since cd(P(E)) = dim X + 1 = 2 by [13, Theorem 4.16] and R f∗( f ∗OX ) ∼= OX in Db(Mod X) by
Lemma 4.4,
RHomP(E)(OP(E), ωP(E)[2]) = RHomP(E)( f ∗OX , ωP(E)[cd(P(E))])
∼= RHomP(E)(OP(E), f ∗OX )′
= RHomP(E)( f ∗OX , f ∗OX )′
∼= RHomX (OX ,R f∗( f ∗OX ))′
∼= RHomX (OX ,OX )′
by Theorem 4.6 and Lemma 4.2, so
pg(P(E)) := dimk HomP(E)(OP(E), ωP(E))
= dimk h−2(RHomP(E)(OP(E), ωP(E)[2]))
= dimk h−2(RHomX (OX ,OX )′)
= dimk h2(RHomX (OX ,OX ))′
= dimk Ext2X (OX ,OX )′ = 0. 
Let P(E) be a quantum ruled surface over a curve X . We define the genus of a fiber f −1 p of a closed point p ∈ X
by g( f −1 p) := 1− χP(E)(O f −1 p), and the genus of the quasi-section H by g(H) := 1− χP(E)(OH ).
Lemma 5.4. Let P(E) be a quantum ruled surface over a curve X, and g the genus of X.
1. g( f −1 p) = 0 for a closed point p ∈ X.
2. g(H) = g.
Proof. (1) By Lemma 4.8,
χP(E)( f ∗Op) = ξP(E)(OP(E), f ∗Op)
= ξP(E)([ f ∗OX ], [ f ∗OX ] − [ f ∗OX (−p)])
= ξP(E)( f ∗0OX , f ∗0OX )− ξP(E)( f ∗0OX , f ∗0OX (−p))
= ξX (OX ,OX )− ξX (OX ,OX (−p))
= ξX (OX ,Op) = 1,
so g( f −1 p) := 1− χP(E)( f ∗Op) = 1− 1 = 0.
(2) By Lemma 4.8,
χP(E)(OH ) = ξP(E)(OP(E),OH )
= ξP(E)([ f ∗OX ], [ f ∗0OX ] − [ f ∗1OX ])
= ξP(E)( f ∗0OX , f ∗0OX )− ξP(E)( f ∗0OX , f ∗1OX )
= ξX (OX ,OX )− 0
= χX (OX ),
so g(H) := 1− χP(E)(OH ) = 1− χX (OX ) =: g. 
In [8], we showed that the adjunction formula holds for any weak divisor on a quantum ruled surface. However, a
fiber f −1 p of a closed point p ∈ X and the quasi-section H may not be weak divisors on a quantum ruled surface in
the sense of [8, Definition 2.3], so we will prove the adjunction formula for them directly.
Lemma 5.5. Let P(E) be a quantum ruled surface over a curve X. If D = f −1 p is a fiber of a closed point p ∈ X,
or D = H is the quasi-section, then
2g(D)− 2 = D · D + D · K˜ .
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Proof. Since dim X = 1,
ξP(E)([M], ωP(E)) = (−1)dim X+1χP(E)([M]) = χP(E)([M]) = ξP(E)( f ∗OX , [M])
for all [M] ∈ K0(P(E)) by Lemma 4.9.
If D = f −1 p is a fiber of a closed point p ∈ X , then f −1 p · f −1 p = 0 by Theorem 5.2 and g( f −1 p) = 0 by
Lemma 5.4, so
− f −1 p · f −1 p − f −1 p · K˜ = ξP(E)( f ∗Op,OK˜ ) = ξP(E)([ f ∗OX ] − [ f ∗OX (−p)], [ωP(E)] − [OP(E)])
= ξP(E)( f ∗OX , ωP(E))− ξP(E)( f ∗OX (−p), ωP(E))
− ξP(E)( f ∗OX ,OP(E))+ ξP(E)( f ∗OX (−p),OP(E))
= ξP(E)( f ∗0OX , f ∗0OX )− ξP(E)( f ∗0OX , f ∗0OX (−p))
− ξP(E)( f ∗0OX , f ∗0OX )+ ξP(E)( f ∗0OX (−p), f ∗0OX )
= ξX (OX ,OX )− ξX (OX ,OX (−p))− ξX (OX ,OX )+ ξX (OX (−p),OX )
= ξ(OX ,Op)− ξ(Op,OX )
= 1− (−1) = 2− 2g( f −1 p)
by Lemma 4.8.
For the quasi-section D = H ,
−H · H − H · K˜ = ξP(E)(OH ,OH )+ ξP(E)(OH ,OK˜ )
= ξP(E)([ f ∗0OX ] − [ f ∗1OX ], [OH ])+ ξP(E)([OH ], [ωP(E)] − [ f ∗0OX ])
= ξP(E)( f ∗0OX ,OH )− ξP(E)([ f ∗1OX ], [ f ∗0OX ] − [ f ∗1OX ])
+ ξP(E)(OH , ωP(E))− ξP(E)([ f ∗0OX ] − [ f ∗1OX ], [ f ∗0OX ])
= χP(E)(OH )− ξP(E)( f ∗1OX , f ∗0OX )+ ξP(E)( f ∗1OX , f ∗1OX )
+χP(E)(OH )− ξP(E)( f ∗0OX , f ∗0OX )+ ξP(E)( f ∗1OX , f ∗0OX )
= 2χP(E)(OH )+ ξX (OX ,OX )− ξX (OX ,OX )
= 2(1− g(H)) = 2− 2g(H)
by Lemma 4.8. 
Remark 5.6. It is much nicer if we can prove the adjunction formula for an arbitrary element D = ∑ ni f −1 pi +
nH ∈ PicP(E) where pi ∈ X are closed points and ni , n ∈ Z. Unfortunately, we do not know how to define the
“structure sheaf” OD ∈ modP(E) of an arbitrary element D ∈ PicP(E) unless D is a weak divisor on P(E) in the
sense of [8, Definition 2.3].
As an application, we compute the quasi-canonical divisor up to numerical equivalence on the right. The following
theorem also tells us how the fiber of a closed point and the quasi-section intersect with the quasi-canonical divisor.
Theorem 5.7. If P(E) is a quantum ruled surface over a curve X, then the quasi-canonical divisor K˜ on P(E) is
numerically equivalent to −2H + (2g − 2− e) f −1 p ∈ PicP(E) on the right where p ∈ X is a closed point, g is the
genus of X, and e := −H · H.
Proof. By Theorem 5.2, Lemmas 5.4 and 5.5,
H · (−2H + (2g − 2− e) f −1 p) = −2H · H + (2g − 2− e)H · f −1 p
= 2e + 2g − 2− e = 2g − 2+ e
= (2g(H)− 2)− H · H
= H · K˜ ,
and
f −1q · (−2H + (2g − 2− e) f −1 p) = −2 f −1q · H + (2g − 2− e) f −1q · f −1 p
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= −2 = (2g( f −1q)− 2)− f −1q · f −1q
= f −1q · K˜
for every closed point q ∈ X , hence the result. 
5.3. Self-intersection multiplicity of the quasi-canonical divisor
In this subsection, we will compute the self-intersection multiplicity of the quasi-canonical divisor K˜ on P(E).
In the commutative case, this is an easy computation by the result analogous to Theorem 5.7. However, in the
noncommutative case, in order to apply the argument of [4, Chapter V, Corollary 2.11], we must show that the quasi-
canonical divisor K˜ is in PicP(E) in a suitable sense, and is numerically equivalent to −2H + (2g − 2− e) f −1 p ∈
PicP(E) on the left as well as on the right. Since there is no guarantee that our intersection multiplicity is commutative
in general [7] (there is no guarantee that we can replace D · K˜ by K˜ · D in the adjunction formula in general), the
latter is not trivial, so we will directly compute the self-intersection multiplicity of K˜ .
Lemma 5.8. Let X be a curve with the canonical sheaf ωX , and E ∈ Bimod(OX ,OX ) a locally freeOX -bimodule of
rank 2. If the functor −⊗OX ωX : Mod X → Mod X and the functor −⊗OX E : Mod X → Mod X commute, then
ξX (ωX ⊗OX E,OX ⊗OX E) = 12(1− g)
where g is the genus of X.
Proof. Since X is a smooth projective curve and OX ⊗OX E ∼= pr2∗E ∈ mod X is a locally free OX -module of rank
2, there is an exact sequence
0→ L→ OX ⊗OX E →M→ 0
in mod X where L,M ∈ mod X are invertibleOX -modules by [4, Chapter V, Exercise 2.3(a)] so that [OX ⊗OX E] =[L] + [M] in K0(X). By tensoring with the invertible OX -module ωX ∈ mod X , we have an exact sequence
0→ ωX ⊗OX L→ ωX ⊗OX (OX ⊗OX E)→ ωX ⊗OX M→ 0
in mod X . If the functor −⊗OX ωX : Mod X → Mod X and the functor −⊗OX E : Mod X → Mod X commute,
then
ωX ⊗OX E ∼= (OX ⊗OX ωX )⊗OX E ∼= (OX ⊗OX E)⊗OX ωX ∼= ωX ⊗OX (OX ⊗OX E)
so that [ωX ⊗OX E] = [ωX ⊗OX L] + [ωX ⊗OX M] in K0(X). By [4, Chapter IV, Theorem 1.3, Example 1.3.3],
ξX (ωX ⊗OX E,OX ⊗OX E) = ξX ([ωX ⊗OX L] + [ωX ⊗OX M], [L] + [M])
= ξX (ωX ⊗OX L,L)+ ξX (ωX ⊗OX L,M)+ ξX (ωX ⊗OX M,L)
+ ξX (ωX ⊗OX M,M)
= χX (ω−1X )+ χX (M⊗OX L−1⊗OX ω−1X )+ χX (L⊗OX M−1⊗OX ω−1X )
+χX (ω−1X )
= (−degωX + 1− g)+ (degM− degL− degωX + 1− g)
+ (degL− degM− degωX + 1− g)+ (−degωX + 1− g)
= −4 degωX + 4(1− g) = −4(2g − 2)+ 4(1− g)
= 12(1− g). 
Remark 5.9. What we need in the above lemma is the isomorphism
ωX ⊗OX E ∼= ωX ⊗OX (OX ⊗OX E)
in Mod X . Although tensoring bimodules is associative, the argument
ωX ⊗OX E ∼= (ωX ⊗OX OX )⊗OX E ∼= ωX ⊗OX (OX ⊗OX E)
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may not be correct. The problem is that, in the first isomorphism, we viewedOX as anOX -module, but, in the second
isomorphism, we viewed OX as an OX -bimodule O∆X .
Since ωX ∈ mod X is invertible, if E commutes with shifts in the sense of [5, Definition 4.6], then the above
isomorphism holds. Note that a locally free bimodule E need not necessarily commute with shifts even over X = P1
[5]. On the other hand, if X is a Calabi–Yau curve, then ωX ∼= OX , so the above isomorphism holds for any E .
Theorem 5.10. Let P(E) be a quantum ruled surface over a curve X. If K˜ is the quasi-canonical divisor on P(E),
then
K˜ · K˜ = ξX (ωX ⊗OX E,OX ⊗OX E)− 4(1− g)
where g is the genus of X. In particular, if the functor −⊗OX ωX : Mod X → Mod X and the functor −⊗OX E :
Mod X → Mod X commute, then
K˜ · K˜ = 8(1− g).
Proof. By [19, Theorem 6.1.2], there is an exact sequence
0→ Qn ⊗OX en+2A→ En ⊗OX en+1A→ enA→ O∆X → 0
of locally free OX–A bimodules for every n ∈ Z. Since X is smooth, ωX ∈ mod X is locally free, so
0→ ωX ⊗OX Q0⊗OX e2A→ ωX ⊗OX E0⊗OX e1A→ ωX ⊗OX e0A→ ωX ⊗OX O∆X → 0
is an exact sequence in GrMod A (because it is an exact sequence in Mod X by Lemma 2.6(3)). Applying the exact
functor pi : GrMod A→ ModP(E), we obtain an exact sequence
0→ f ∗2 (ωX ⊗OX Q0)→ f ∗1 (ωX ⊗OX E)→ f ∗0 ωX → 0
in modP(E), so
OK˜ := [ωP(E)] − [OP(E)]
= [ f ∗2 (ωX ⊗OX Q0)] − [ f ∗0OX ]
= [ f ∗1 (ωX ⊗OX E)] − [ f ∗0 ωX ] − [ f ∗0OX ]
= [ f ∗1 (ωX ⊗OX E)] − [ f ∗0 (ωX ⊕OX )] ∈ K0(P(E)).
By Lemma 4.8,
−K˜ · K˜ := ξP(E)(OK˜ ,OK˜ ) = ξP(E)([ f ∗1 (ωX ⊗ E)] − [ f ∗0 (ωX ⊕OX )], [ f ∗1 (ωX ⊗ E)] − [ f ∗0 (ωX ⊕OX )])
= ξP(E)( f ∗1 (ωX ⊗ E), f ∗1 (ωX ⊗ E))− ξP(E)( f ∗1 (ωX ⊗ E), f ∗0 (ωX ⊕OX ))
− ξP(E)( f ∗0 (ωX ⊕OX ), f ∗1 (ωX ⊗ E))+ ξP(E)( f ∗0 (ωX ⊕OX ), f ∗0 (ωX ⊕OX ))
= ξX (ωX ⊗ E, ωX ⊗ E)− ξX (ωX ⊗ E, (ωX ⊕OX )⊗ E)− 0
+ ξX (ωX ⊕OX , ωX ⊕OX )
= ξX (ωX ⊗ E, ωX ⊗ E)− ξX (ωX ⊗ E, ωX ⊗ E)− ξX (ωX ⊗ E,OX ⊗ E)
+ ξX (ωX , ωX )+ ξX (ωX ,OX )+ ξX (OX , ωX )+ ξX (OX ,OX )
= −ξX (ωX ⊗ E,OX ⊗ E)+ ξX (ωX , ωX )+ ξX (ωX ,OX )+ ξX (OX , ωX )
+ ξX (OX ,OX )
= −ξX (ωX ⊗ E,OX ⊗ E)+ χX (OX )+ χX (ω−1X )+ χX (ωX )+ χX (OX )
= −ξX (ωX ⊗ E,OX ⊗ E)+ (1− g)
+ (−degωX + 1− g)+ (degωX + 1− g)+ (1− g)
= −ξX (ωX ⊗ E,OX ⊗ E)+ 4(1− g),
so
K˜ · K˜ = ξX (ωX ⊗OX E,OX ⊗OX E)− 4(1− g).
I. Mori / Journal of Pure and Applied Algebra 211 (2007) 25–41 41
In particular, if the functor −⊗OX ωX : Mod X → Mod X and the functor −⊗OX E : Mod X → Mod X commute,
then
K˜ · K˜ = ξX (ωX ⊗OX E,OX ⊗OX E)− 4(1− g) = 12(1− g)− 4(1− g) = 8(1− g)
by Lemma 5.8. 
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