This work examines the use of two-way training in multiple-input multiple-output (MIMO) wireless systems to discriminate the channel estimation performances between a legitimate receiver (LR) and an unauthorized receiver (UR). This thesis extends upon the previously proposed discriminatory channel estimation (DCE) scheme that allows only the transmitter to send training signals. The goal of DCE is to minimize the channel estimation error at LR while requiring the channel estimation error at UR to remain beyond a certain level. If the training signal is sent only by the transmitter, the performance discrimination between LR and UR will be limited since the training signals help both receivers perform estimates of their downlink channels. In this work, we consider instead the two-way training methodology that allows both the transmitter and LR to send training signals. In this case, the training signal sent by LR helps the transmitter obtain knowledge of the transmitter-to-LR channel, but does not help UR estimate its downlink channel (i.e., the transmitter-to-UR channel). With transmitter knowledge of the estimated transmitter-to-LR channel, artificial noise (AN) can then be embedded in the null space of the transmitter-to-LR channel to disrupt UR's channel estimation without severely degrading the channel estimation at LR.
Chapter 1 Introduction
Secrecy in wireless communications has been an important problem over the years due to the broadcast nature of the wireless medium. In the past, these issues have mostly been addressed using cryptography in the application layer. However, recent studies on information-theoretic secrecy provide an alternative to achieve these tasks through coding and modulation in the physical layer. In the context of physical layer secrecy, one is often interested in deriving the so-called secrecy capacity, which is the rate achievable with vanishing error probability at the legitimate receiver (LR) and vanishing equivocation rate at the unauthorized receiver (UR). In particular, secrecy capacity has been derived for single-input single-output (SISO) systems in [1] and for multiple-input multiple-output (MIMO) systems in [2] . The results show that secrecy capacity can generally be increased by enlarging the difference between the effective channel qualities of LR and UR. While most works on physical layer secrecy focus on optimal coding schemes to achieve secrecy capacity in the data transmission phase, our goal is to exploit signal processing methods to enlarge the differences between the quality of the two channels. In particular, this is done from a channel estimation aspect, following the so-called discriminatory channel estimation (DCE) methodology proposed previously in [3] .
Specifically, DCE is a training strategy that utilizes artificial noise (AN) to disrupt UR's reception while sending training signals to LR. In this case, AN must be placed in the null space of the transmitter-to-LR channel to minimize its effect on LR. However, this requires transmitter knowledge of the channel, which is typically obtained through feedback from LR. In the original DCE scheme, only the transmitter is allowed to send training signals.
In this case, increasing the training power helps improve the channel estimate at LR and allows for more effective use of AN at the transmitter. However, this also helps UR obtain a better channel estimate and, thus, the amount of power used for training must be limited.
To improve the channel estimate at LR while confining the performance of UR to a certain level, multiple stages of feedback and retraining must be employed. In this case, training and AN power is increased as the transmitter knowledge of the channel improves through multiple stages. Yet, the training overhead and complexity required to optimize training over multiple stages limits its application in practice.
The main contribution of this thesis is to propose new and efficient DCE schemes using the two-way training methodology. Here, training signals will also be sent by LR and transmitter knowledge of the channel will be obtained by performing channel estimation at the transmitter. Notice that the original DCE scheme assumes that channel feedback with infinite resolution is provided from LR, which is not achievable in practice. When the channel is reciprocal, e.g., in time-division multiplexing (TDD) systems, the channel state information (CSI) can be obtained at the transmitter by sending pilot signals from the receiver. Twoway training schemes have been studied for conventional point-to-point links in [4, 5, 6 ] to obtain the CSI at both the receiver and the transmitter without the use of feedback. In this work, we adopt the concept of two-way training into the design to increase the efficiency of the DCE scheme. In reciprocal channels, the proposed two-way DCE scheme uses reverse training to provide CSI at the transmitter and forward training with AN to achieve different channel estimation performances at LR and UR. When the channel is non-reciprocal, e.g., in frequency-division multiplexing (FDD) systems, the downlink and uplink channels between the transmitter and LR would not be identical. In this case, an additional training phase is needed, where the transmitter first broadcasts a randomly generated signal to LR, which then echoes the signal back to the transmitter. The echoed signal contains information of both the downlink and uplink channels and can be combined with the reverse training signal to estimate the desired transmitter-to-LR channel (i .e., the downlink channel). Compared to the multi-stage feedback-and-retraining DCE scheme in [3] , the proposed two-way training scheme drastically decreases the overall training overhead and design complexity.
To optimize the performance of the proposed two-way training scheme, we derive the optimal power allocation between the training and AN by solving an optimization problem that aims to minimize the channel estimation error at the LR subject to a lower limit constraint on the channel estimation error at the UR. In the reciprocal case, the analytical result shows that the problem of finding the optimal training and AN powers reduces to a one-variable problem which can be solved by a simple line search. However, in the nonreciprocal case, the power allocation problem is not easily solved since the estimation error expression is much more complex. Therefore, we instead resort to an approximate solution by using the monomial approximation and condensation method [14] in the field of geometric programming (GP). Numerical results show that the proposed DCE design can effectively discriminate the channel estimation and the data detection performances at the LR and UR.
The remainder of the thesis is organized as follows. In Chapter 2, we first introduce the wireless MIMO system model considered in this work and provide a general description of the DCE scheme. For the case with reciprocal channels, the training strategy is described in Chapter 3 and the optimal power allocation is derived in Chapter 4. Similarly, for the case with nonreciprocal channels, the training strategy is described in Chapter 5 and the optimal power allocation is derived in 6. Numerical results are provided in Chapter 7 and, finally, a conclusion is given in Chapter 8. allow the transmitter to estimate the downlink channel itself through the exchange of training signals between the transmitter and UR. This channel knowledge will be used in designing the forward training signal in order to discriminate the channel estimation performances between LR and UR. Different training strategies are required under different channel models to achieve the downlink channel estimation at the transmitter. Detailed descriptions for the reciprocal case and non-reciprocal case are given in Chapters 3 and 5, respectively.
Step II: After obtaining the downlink channel estimate in Step I, the transmitter next sends a training signal along with AN to degrade the channel estimation performance at UR.
Specifically, by assuming that N t > N L , the forward training signal is given by 
where G ∈ C Nt×N U is the channel matrix from the transmitter to UR, and W ∈ C τ F ×N L and V ∈ C τ F ×N U are the additive white noise matrices at LR and UR, respectively. Each entry of G is assumed to be i .i .d . distributed with zero mean and variance equal to σ 2 G . Elements of both W and V are assumed to be i .i .d . random variables with zero mean and variances respectively equal to σ 2 w and σ 2 v .
In the following chapters, we describe the training strategies and examine the corresponding channel estimation performances at the transmitter and the receivers during each stage of the process. The optimal power allocation between training and AN signals are derived to achieve discrimination between the channel estimation performances at LR and UR.
Chapter 3

Two-Way Training Strategy for Reciprocal Channels
In this chapter, we consider the case where the channel between the transmitter and the LR is reciprocal, which means that the downlink and uplink channels are symmetric. In this case, we define the downlink channel matrix as H d H and the uplink channel matrix as H u H T . With channel reciprocity, the transmitter can obtain an estimate of the downlink channel by taking the transpose of the channel matrix obtained through reverse training, i.e., training based on signals sent from LR to the transmitter. In this case, DCE is effectively achieved using only two stages, i.e., the reverse and the forward training phases.
The operations are detailed below.
Reverse Training: In the reverse training stage, LR first sends a training signal, denoted by X L ∈ C τ R ×N L , to enable channel estimation at the transmitter. Specifically, the reverse training signal X L is given by
where the pilot matrix C L satisfies C H L C L = I N L (the N L by N L identity matrix), and P R and τ R represent the transmission power and training interval, respectively. For ease of use later, we define the reverse training as E R P R τ R . The received signal at the transmitter is given by In the next chapter, we analyze the channel estimation performances of transmitter, LR and UR by assuming that all of them employ linear minimum mean square error (LMMSE) criterion for channel estimation [7] . We then propose to judiciously allocate the training powers and the AN power in reverse and forward training, aiming at discriminating between the channel estimation performances of the LR and the UR.
Chapter 4
Optimal Power Allocation for DCE in Reciprocal Channels
Channel Estimation Performance at Transmitter
Due to channel reciprocity, the reverse training signals sent by LR allow the transmitter to obtain an estimate of the downlink channel by taking the transpose of its estimate of the uplink channel. By employing the LMMSE estimator, the estimate of the channel matrix H can be written as
where ∆H ∈ C Nt×N L stands for the estimation error matrix. The covariance matrix of ∆H can be shown to be [7] 
Channel Estimation Performance at LR and UR
To analyze the channel estimation performance of LR, let us write (2.2) as 
where Tr(·) denotes the trace of a matrix, R H = N L σ 2 H I Nt and RW = E{WW H } is the covariance matrix ofW. According to the independence between A and W, the fact of
, it can be shown that
Substituting (4.5) into (4.4) yields
The NMSE performance of the UR can be analyzed in a similar way. Specifically, one can
show that the NMSE of estimating G at the UR is given by
(4.7)
Optimal Power Allocation between Training and AN Signals
Observing from (4.6) and (4.7), the added AN in forward training can affect both the LR and UR's channel estimation performances. To optimize LR's channel estimation performance while preventing the UR from obtaining an accurate estimate of G, we propose to jointly optimize the reverse training energy E R , the forward training energy E F and AN power σ 2 a by considering the following power allocation problem
where we aim to minimize the LR's NMSE subject to a preset lower limit γ on the UR's NMSE, under an average power constraint P ave . Note that the LR and the transmitter also have their own peak power constraints, i.e.,P L andP t .
Remark: In the DCE scheme, it is desirable to keep the forward training length as small as possible, i .e., equal to the number of transmit antennas. Observing from (4.6), (4.7) and the problem (4.8) and assuming the average energy constraint and the individual energy constraint on the transmitter and the LR are all fixed, as the forward training length increases, it needs more AN energy to meet the same lower limit value and thus less energy can be allocated to the training signal. Different from the receiver's noise of which the energy can be freely accumulated over time, it takes the system's resource to maintain the AN's power.
To make all constraints effective, we shall focus on the interesting case where
Note that for the case where P ave (τ R + τ F ) >P L τ R +P t τ F , the average power constraint becomes redundant and hence, the transmitter and the LR simply transmit with its maximum
power constraints become redundant. The solution for this case can be easily obtained by following the derivations for the case of (4.9) 1 .
On the other hand, it should be noted that the preset value γ should satisfy [3]
since the left-hand-side term is the minimum achievable NMSE of UR (when the transmitter does not use AN, i.e., σ 2 a = 0), and the right-hand-side term stands for the worst NMSE performance of UR, respectively. For ease of latter use, let us definẽ
Then the condition in (4.10) reduces to
The power allocation problem in (4.8) is a nonconvex optimization problem involving three variables (E R , E F , σ 2 a ). However, it actually can be solved very efficiently. We show in Appendix 9.1 the following proposition for problem (4.8):
Proposition 1. Consider the power allocation problem in (4.8) with both (4.9) and (4.12)
The proposition to be given for the case of (4.9) also describes the solution for the case of P ave (τ R +τ F ) < P L τ R and/or P ave (τ R +τ F ) <P t τ F , by changing the condition in (4.12) to 0 ≤γ ≤ min{P t τ F , P ave (τ R +τ F )} and setting the redundant individual power constraint(s) to infinity. then the optimal (E R , E F , σ 2 a ) of (4.8) is given by E R * = 0, E * F =γ and (σ 2 a ) * = 0 (i.e., no need of reverse training and no need of AN in forward training). On the other hand, if
the optimal E R of (4.8) can be obtained by solving the following one-dimensional problem
and
The optimal E F and σ 2 a are given by Round-trip Training: In round-trip training, the transmitter first broadcasts a random signal then the LR will echo its received signal back. By the round-trip procedure, the echoed signal obtained at the transmitter contains a combined term of uplink channel and downlink channel. Then with the help of the following reverse training, the transmitter can obtain the downlink channel estimate. Specifically, the random signal sent by the transmitter is given by
where C t0 ∈ C τ 0 ×Nt is the pilot matrix satisfying Tr(C H t0 C t0 ) = N t , and P 0 and τ 0 represent the training power and training length, respectively. For ease of use later, we define the round-trip training energy as E 0 P 0 τ 0 . The received signal at the LR is given by
where each element of H d is assumed to be i .i .d . complex Gaussian random variable with zero mean and variance equal to σ 2 H d and W 0 ∈ C τ 0 ×N L is the additive white Gaussian noise (AWGN) matrix with each entry having zero mean and variance σ 2 w . Then the LR amplifies and forwards its received signal back to the transmitter. The echoed signal at the transmitter is given by
where each element of H u is assumed to be i .i .d . complex Gaussian random variables with zero mean and variance σ 2 Hu , W 1 ∈ C τ 0 ×Nt is the AWGN matrix at the transmitter with the power of each entry equal to σ 2 w . The amplifying gain at the LR is given by
where P 1 is the transmission power and E 1 P 1 τ 0 is the energy of the transmitted symbol.
Since the random signal X t0 is available at the transmitter, it is able to obtain the downlink channel estimate with a given uplink channel. We will see how a reverse training helps the transmitter to extract the knowledge of downlink channel H d . Note that the random signal X t0 is unknown to both LR and UR, therefore the UR can not benefit from the round-trip training.
Reverse Training: In reverse training, the LR sends a training signal X L2 ∈ C τ 2 ×N L to enable the uplink channel estimation at the transmitter. Specifically, the reverse training signal is given by
where C L2 is the pilot matrix which satisfies Tr(C H L2 C L2 ) = N L , and P 2 and τ 2 is the transmission power and training interval of the LR. For simplicity, We define the reverse training energy as E 2 P 2 τ 2 . The received signal at the transmitter is given by
where W 2 ∈ C τ 2 ×Nt is the additive white noise matrix with each entry having zero mean and variance σ 2 w . As the uplink channel estimate is given, the downlink channel estimate can be acquired from the echoed signal.
Forward Training: In forward training, the transmitter sends AN along with the training signal to discriminate the channel estimation performances between LR and UR. The specific description is stated in the Step II of Chapter 2. Note that we replace the subscript by 3 for notation consistency in this chapter, therefore the received signals at the LR and UR are replaced by
and the forward training length τ 3 is to substitute τ F .
Due to the complicated nature of the two-way training, finding the optimal pilot structures may be a difficult task, which could also be different for different objective functions, e.g. channel estimation error, bit error rate or ergodic capacity, etc. The practical intuition in choosing the pilot structure is 1) to reduce the channel estimation error and 2) to reduce the transmission overhead. In conventional channel estimation, the orthogonal structure was usually found to be good. Note that it may not be the optimal choice for the system we are considering. By utilizing the orthogonal training signal, the performance of channel 
Chapter 6
Optimal Power Allocation for DCE in Nonreciprocal Channels
In this chapter, we show how the transmitter can compute the downlink channel estimate from the training signals and analyze the channel estimation performance at both LR and UR. We assume that the transmitter, LR and UR all employ the linear minimum mean square error (LMMSE) criterion for channel estimation [7] . Then, we examine the optimal power allocation between training and AN signals in this case and propose an efficient solution for this problem. 
Channel Estimation Performance at Transmitter
where ∆H u ∈ C N L ×Nt is the estimation error matrix with correlation matrix given by
With the uplink channel estimate H u being available at the transmitter, we can rewrite the echoed signal (5.3) as
To employ the LMMSE criterion for the downlink channel estimation at the transmitter, it is easier to empress (6.3) in the vector form as
where the fact that vec(ABC) = (C T ⊗ A)vec(B) is used, y t1 = vec(Y t1 ) is formed by stacking the columns of Y t1 and so do h d = vec(H d ), w 0 = vec(W 0 ), andw 1 = vec( W 1 ).
As H u is given at the transmitter, by the fact that H u and ∆H u are uncorrelated due to the orthogonality principle [7] , the premise of C t0 C H t0 = C H t0 C t0 = I Nt and (6.2), the LMMSE estimate of downlink channel h d and thus its matrix form are respectively given bŷ
and ∆h d,t ∈ C NtN L ×1 is the estimation error vector at the transmitter. The correlation matrix of ∆h d,t conditioned on a given H u is given by
Note that for differentiating from the downlink channel estimate of the LR, we denote the downlink channel estimate of the transmitter as H d,t . The matrix consisting of the basis of left null space of H d,t is replaced as N H d,t .
Channel Estimation Performance at LR and UR
In this section we analyze the channel estimation performance of the LR and UR. We first consider the channel estimation at the LR. Due to the fact that N H 
Nt C t3 . To apply the LMMSE criterion for the downlink channel estimation of the LR, let us vectorize (6.11) as
where h d,t = vec(H d ) and w 3 = vec(W 3 ). Then the channel estimate of h d is given bŷ
is the covariance matrix between h d and y L3 and
is the covariance matrix of y L3 . The expectation in (6.16) is taken over all the random variables including A, ∆h d,t and H d,t of which the last two are functions of the random matrix H u . With the law of iterated expectations, i .e., E{X} = E{E{X|Y }}, the second term of (6.16) can be written as
where a fact that the random matrix A is independent of ∆h d,t is used. Since the term
H u } is not easy to tackle, we made an assumption that H d,t is Gaussian distributed under a given H u . In this case, ∆H d,t = H d − H d,t is also Gaussian distributed and so does its vector form ∆h d,t . We know that ∆H d,t is uncorrelated to H d,t refering to the orthogonality principle, therefore ∆h d,t and H d,t are independent due to our imposed Gaussian assumption. The equation in (6.17) is then given by
Substituting (6.10) and the fact that N H H d,t N H d,t = I Nt−N L into (6.18), we obtain
The 
is the variance of each i .i .d . random variable of H u . Both the density function of H u H H u [10] and the Jacobian of the eigenvalue value decomposition of H u H H u [11] can be divided into the product of functions of Λ and U, thus we conclude that Λ and U are independent.
With the independency and applying the law of iterated expectations, the equation in (6.19) becomes
where the equality holds since the eigenvalues of the Wishart distributed matrix H u H H u have identical distributions as any one of the unordered eigenvalues [12] . Replacing (6.23) in (6.16), we have an approximation of the covariance matrix of y L3 as
The normalized mean squared error (NMSE) of H d can be computed as
Substituting (6.14) and (6.24) into (6.26), we have an approximation for the NMSE of the LR as
For N t ≫ 1, the distribution of the eigenvalues of H u H H u is asymptotically approximated to a Gaussian distribution [13] , that is λ 1 a.
∼ N (N t σ 2 , N t σ 4 ) where σ 2 is given in (6.21). However, the expectation term in (6.27) is intractable, we instead apply the Jensen's inequality and take its lower bound as an approximation. Hence, we have
On the other hand, the NMSE performance of the UR is analyzed as follows. The received signal of UR (5.8) can be vectorized as
. The covariance matrix between g and y U 3 and the covariance matrix of y U 3 are respectively given by
Hence, the NMSE of the UR is given by
Optimal Power Allocation between Training and AN Signals
With (6.28) and (6.32), we can jointly design the power values of {E 0 , E 1 , E 2 , E 3 , σ 2 a } by considering the following power allocation problem
Here, we aim to minimize the NMSE of LR subject to the constraint that the NMSE of UR remains above a preset lower limit γ. We also consider the average power constraint P ave and two individual power constraintsP t andP L at the transmitter and LR, respectively.
However, the problem is not easily solvable. To obtain an efficient solution, we resort to the monomial approximation and the condensation method often adopted in the field of geometric programming (GP) [14] . Details are given in the Appendix 9.2.
Chapter 7 Numerical Results and Discussions
In this chapter, we present numerical results to demonstrate the effectiveness of the proposed DCE schemes. We consider the MIMO wireless system as described in Chapter 2 with 
which both stand for the minimum achievable NMSE at the LR when σ 2 a = 0, i .e., no AN exists. under the constant energy constraints. In the reciprocal case, the average energy constraint is given by P ave (N t + N L ) and the individual energy constraints of the transmitter and LR are respectively given byP t N t andP L N L . We compare different average power constraints P ave = 15 dB, 20 dB and 25 dB and different lower limit values γ = 0.1 and 0.03. We see from Fig. 7 .1 that the NMSE value of LR is monotonically non-decreasing with respect to the training length τ F . It shows that in secrecy channel estimation it is better to keep the training length as small as possible. This is due to the fact that as the forward training length increases, it takes more AN energy to satisfy the lower limit constraint on the UR training energies is more explicit as the lower limit is severer. Figure 7 .2 shows the optimal allocation of the reciprocal case among the reverse and forward training powers E R /τ R , E F /τ F and the AN power (N t − N L )σ 2 a versus average power constraint P ave . We compare two different lower limit values γ = 0.1 and γ = 0.03. We see from Fig. 7 .2 that it is desirable to allocate more power to the AN and less power to the forward training as γ increase from 0.03 to 0.1. This is due to the fact that the forward training signal benefits the LR and the UR equally while the AN primarily degrades the UR's estimation performance. In addition, we see that the reverse training power increases with γ, since the reverse training power mainly determines the subspace into which the AN is transmitted, which helps to reduce the interference caused by the AN on the LR. Note On the other hand, Figure 7 .3 shows the power allocation of the non-reciprocal case among the round-trip training powers E 0 /N t and E 1 /N t , reverse and forward training powers E 2 /N L and E 3 /N L and the AN power (N t − N L )σ 2 a versus average power constraint P ave . We have similar observation about the allocation between the forward training power and AN power to that of the reciprocal case. We see from Fig. 7.3 that the round-trip and reverse training powers all increase with respect to γ, since these powers play the role to design the placement of AN for minimizing the interference on the LR. As γ increases, so does the AN power, there needs more round-trip and reverse training powers to decrease the damage cause by the AN on the LR. We compare two different lower limit values γ = 0.1 and γ = 0.03 in both figures. From Fig. 7.4 , we observed that the NMSE of the UR meets the lower limit in both reciprocal and non-reciprocal case. Furthermore, the proposed DCE scheme constrains the UR's NMSE well above γ. In addition, from Fig. 7.4(b) , we see that the approximation of LR's NMSE (6.28) is quite close to the Monte-Carlo simulation result of LR's NMSE.
In Figure 7 .5, we show the symbol error rate (SER) at LR and UR versus the average power constraint P ave in the data transmission phase. We consider the scenario where the transmitter sends a 4 × 4 complex orthogonal STBC (OSTBC) with N t = 4. The code length is equal to four and each code block contains three QAM source symbols [9] . The data transmission power is set to P ave . Both LR and the UR will exploit their channel estimates obtained by the proposed DCE to decode the received symbols. In this Monte-Carlo simulation, the SER is obtained by averaging over 50000 channel realization and OSTBCs. In particular, Figure 7 .5(a) presents the associated average SERs for 64-QAM OSTBC in the reciprocal case. We see that the SER of the LR will gradually improve while the SER of the UR remains larger than 0.1 due to the poor channel estimation performance at the UR. Figure 7 .5(b) shows the associated average SERs for 64-QAM OSTBC in the non-reciprocal case. We have similar observation in this case. Both figures illustrate that, with the proposed two-way training DCE scheme, the discrimination of the data detection performances between LR and UR can be effectively achieved. It is worthwhile to mention that the feedback-and-retraining DCE scheme proposed in [3] assumes a perfect feedback channel with no power consumption and, thus, it is difficult to have a fair performance comparison between the proposed scheme and that in [3] . In the following, we solve the optimization problem in two steps: (i) find the optimal values of E F and α for any given E R ;
and (ii) find the optimal value of E R .
Step i :
Suppose a feasible E R is given, the optimal values of E F and α can be found as functions of E R from the below optimization problem max E F ,α≥0
Note that from (4.8) a feasible E R must satisfy E R ≤P L τ R . In the following, we consider two different ranges of E R .
Since the objective function in (9.1) is monotonically increasing with respect to E F but decreasing with respect to α, by (4.12) and the condition of E R > P ave (τ R + τ F ) −γ, we get E * F (E R ) = P ave (τ R + τ F ) − E R , α * = 0 and hence the value of (9.1a) becomes
which is less thanγ.
It can be observed that if the constraint (9.1b)
is inactive we can always decrease α until activating the constraint to obtain a larger objective value. If the condition (9.1b) is still inactive even when α = 0, we can instead lift E F to achieve a larger objective value while still satisfying (4.9), (4.12) and the condition E R ≤ min{P L T R , P ave (τ R + τ F ) −γ}. We conclude that constraint (9.1b) must be active at the optimum. Hence we have
3) (b) When µ ≤ E R ≤ min{P L τ R , P ave (τ R + τ F ) −γ}, the objective function in (9.4a) is monotonically non-decreasing with respect to α. For µ ≤ E R ≤ P ave (τ R + τ F ) −P t τ F , constraint (9.4c) must be active at the optimum with
Reversely, considering E R ≥ max{µ, P ave (τ R + τ F ) −P t τ F }, the constraint (9.4b) must be active at the optimum with
Moreover, for E R ≥ µ, the optimal objective value of (9.4a) can be shown to be
which is no less thanγ.
Step ii :
We now solve for the optimal value of E R . From the analysis in Step i, a feasible E R satisfying E R ≤ min{P L τ R , P ave (τ R + τ F ) −γ} leads to greater objective value than that of P ave (τ R +τ F )−γ < E R ≤P L τ R , thus the optimal value of E R must lie in the former condition.
For the first case that µ > min{P L τ R , P ave (τ R + τ F ) −γ}, we can infer E R < µ for all feasible E R satisfying E R ≤ min{P L τ R , P ave (τ R + τ F ) −γ} so that α * = 0 and thus E * F =γ. Then we get E * R = 0 for no need of AN. For the other case of µ ≤ min{P L τ R , P ave (τ R + τ F ) −γ}, from (9.2) and (9.7) we can see that the corresponding objective value for max{0, µ} ≤ E R ≤ min{P L τ R , P ave (τ R +τ F )−γ} is no less than that for E R < µ. If µ ≤ E R ≤ P ave (τ R +τ F )−P t τ F exists, the optimization problem (9.4) becomes
where E ⋆ F and α ⋆ are given by (9.3) and (9.5) which do not depend on E R in this condition. It can be observed that the objective function (9.8) is monotonically non-decreasing with respect toã; thus the optimal value is achieved when E * R = P ave (τ R + τ F ) −P t τ F . However, the corresponding optimal objective value of (9.8) is the same as the objective value of (4.13) in this case. Hence, we can have the value of E * R lie in the interval max{0, µ, P ave (τ R + τ F ) − P t τ F } ≤ E R ≤ min{P L τ R , P ave (τ R + τ F ) −γ} by solving the optimization problem (4.13) and the corresponding α(E R ) and E F (E R ) are given by (9.6) and (9.3), respectively.
Monomial Approximation and Condensation Method
for the Problem in (6.33)
Here, we show how to obtain an efficient solution for the problem in (6.33) using monomial approximation and condensation method. The problem in (6.33) can be stated as follows:
repeat this process iteratively by replacing the set of feasible points {t,t 1 ,t 2 ,t 3 ,t 4 } in each iteration with the optimal solution of (9.14) obtained in the previous iteration. This process continues until no further improvements can be obtained.
