We construct families of digital (t, m, s)-nets over F 4 improving the best known parameters of (t, m, s)-nets. We also improve the bound of Niederreiter and Xing in the asymptotic theory of digital (t, m, s)-nets.
Introduction
The theory of (t, m, s)-nets provides powerful methods for the construction of lowdiscrepancy point sets. We refer to the monographs [15, Chapter 4] , [17, Chapter 8] and the recent survey article [16] for the general background.
A special but very important class of nets are digital nets [11] , [17, Chapter 8] . In this paper we restrict ourselves to the construction of digital nets over a finite field F q . We obtain families of (t, m, s)-nets over F 4 improving the best known parameters of (t, m, s)-nets in [19] . We also improve the bound of Niederreiter and Xing [18, Theorem 2] (see also [16, Theorem 9.2] ). Our results are constructive in many cases.
The paper is organized as follows. In Section 2 we recall some preliminaries. Our digital (t, m, s)-nets over F 4 are explained in Section 3. We illustrate some improvements of Section 3 in Section 4 by comparing the parameters of our (t, m, s)-nets with the best known parameters of the (t, m, s)-nets as listed in the MinT database [19] . In Section 5 we improve the bound by Niederreiter and Xing in the asymptotic theory of digital (t, m, s)-nets.
Preliminaries
In this section we provide some basic facts and we fix the notation. The standard terminology on (t, m, s)-nets goes back to [14] . Let I be the interval [0, 1). Let F q be a finite field. Let m, s be positive integers and C 1 , . . . , C s be m × m matrices over F q . We recall the digital method of [17, Section 8.2] with the generating matrices C 1 , . . . , C s over F q . Let η : F q → {0, 1, . . . , q − 1} be a bijection and φ m : F m q → I be defined as (a 1 , . . . , a m ) → m j =1 η(a j )q −j . We recall the convention in the area that a point set is used in the sense of combinatorics, that is, a set in which multiplicities of elements are allowed and taken into account. We consider the point set consisting of the points Let C be the m × ms matrix over F q obtained from the matrices C 1 , . . . , C s by
The point set generated by C refers to the point set in (2.1).
Theorem 2.2. The point set generated by C is a digital (t, m, s)-net over F q if and only if
Let C be the m × ds submatrix of C consisting of the first d columns of C 1 , . . . , C s only. It follows from Theorem 2.2 that it is enough to consider C to prove that the digital net generated by C is a (t, m, s)-net over F q with t not exceeding m − d. From now on, by a point set in I s constructed by a given m × ds matrix M over Remark 2.3. In this paper we restrict ourselves only to digital (t, m, s)-nets over a finite field. For the concept of (t, m, s)-nets in general we refer to [16] and [17, Chapter 8] . It is known that there is a complete equivalence between (t, m, s)-nets and certain ordered orthogonal arrays. We refer to [12, Section 5] , [16, Section 6] , and the references therein for the details of this equivalence and related results.
We fix the following notation throughout the paper. Let ω ∈ F 4 be a fixed element such that ω 2 + ω + 1 = 0. For a finite field F , F * denotes its multiplicative subgroup F \ {0}. If E/F is an extension of finite fields, then Tr E/F is the trace map from E onto F . For a finite set S, |S| denotes its cardinality.
Some (t, m, s)-nets over
In this section we give our families of digital (t, m, s)-nets over F 4 . Each of them is presented in a subsection below. We use methods from [7] , two families of F 4 -linear codes from [9] (see also [4] , [1, Theorems 13.29 and 13.30]), and some results from [2] .
Some (t, m, s)-nets over F 4 with even m
Let m 6 be an even integer, f = m/2 and q = 2 f . We note that 3 divides q 2 − 1 and we put s = (q 2 − 1)/3. Let Z be a complete set of representatives of F * 4 -cosets of the quotient group F * q 2 /F * 4 and hence we have |Z| = s. This implies that if a, b ∈ Z and a = b, then a/b / ∈ F 4 . Note that Z can be chosen as the multiplicative subgroup of F * q 2 with |Z| = s if and only if f ≡ 1 or 2 mod 3. We enumerate the elements of Z so that Z = {z 1 , z 2 , . . . , z s }.
In Proposition 3.3 we prove that for each f 3 there exists α ∈ F q 2 \ F 4 such that
Moreover in Example 3.2 we will determine such α ∈ F q 2 \ F 4 satisfying (3.1) explicitly for 3 f 8.
Assume that we choose α ∈ F q 2 \ F 4 satisfying (3.1). Let T (α) be the subset of F q 2 , depending on α, defined as
As f 3, we have |T (α)| 16 < q 2 − 1 and hence we can choose β ∈ F * q 2 \ T (α). For 1 i s, let M i be the 2 × 4 matrix over F q 2 given by
.
Finally let M be the m × (4s) matrix over F 4 defined by [9] (see also [4] , [1, Theorem 13 .30]). Hence for each of the types (1), (1 + 1), (1 + 1 + 1), and (1 + 1 + 1 + 1), any corresponding system of columns of M is linearly independent over F 4 .
Moreover such a digital (t, m, s)-net is as constructive as the constructiveness of
It remains to consider the types (2), (3), (2 + 1), (4), (3 + 1), (2 + 2) and (2 + 1 + 1). First we prove an observation which we will use later in the proof.
For γ ∈ F * q 2 , we note that there exists y ∈ F * q 2 with y + 1/y = γ if and only if
Indeed we have
Using Hilbert's Theorem 90 (cf. [13, Theorem 2.25]), for any x ∈ F q 2 we have
Combining (3.5) and (3.6) we get that there exists y ∈ F * q 2 with y + 1/y = γ if and only if Tr F q 2 /F 2 (1/γ ) = 0. Hence from (3.1) we obtain that for any y ∈ F q 2 \ F 4 we have the following inequalities:
In the following, for each of the remaining types mentioned above, we first assume that there exists a corresponding linearly dependent system of columns of M over F 4 , and then we prove this assumption gives a contradiction.
Type (2).
We have a ∈ Z and u 1 , u 2 ∈ F 4 with
and u 2 = 0. Indeed if u 2 = 0, then we are in the case of type (1). Moreover we can further assume that u 2 = 1 and u 1 ∈ F 4 without loss of generality. (From now on throughout the paper, we will directly assume similar simplifications in the analysis of the possible types in the proofs, which hold without loss of generality.) Then u 1 + α = 0, which is a contradiction as α / ∈ F 4 .
Type (3).
Then u 1 + u 2 + α = 0 gives a contradiction.
Type (2+1).
We have distinct a, b ∈ Z and u 1 , u 2 ∈ F 4 with
and u 2 = 0. Taking the square of the first equation of (3.8) and multiplying it with the second equation of (3.8) we obtain
which is a contradiction as α / ∈ F 4 .
Type (2+1+1).
We have distinct a, b, c ∈ Z and u 1 , u 2 , u 3 ∈ F 4 with
and u 2 = 0, u 3 = 0. Then we get 2 and y = ux. As b, c ∈ Z and b = c, we have b/c / ∈ F 4 and hence y ∈ F q 2 \ F 4 . Using u 3 2 = u 3 3 = 1 and (3.9) we obtain that
If u 1 = 0, then y + 1/y = α, which is a contradiction to (3.7).
If u 1 = 1, then y + 1/y = 0 and hence y = 1 ∈ F 4 , which is a contradiction.
, which is again a contradiction to (3.7).
Type (2+2).
We have distinct a, b ∈ Z and u 1 , u 2 , u 3 ∈ F 4 with 10) and u 3 = 0. If u 1 = 1, then u 2 = u 3 and hence we have
which implies that (b/a) 2 = u 3 ∈ F 4 , and hence b/a ∈ F 4 , which is a contradiction. Note that 1 + α = 0 as α / ∈ F 4 . If u 1 = 1, then u 2 = u 3 and using (3.10) we obtain
If u 2 2 u 3 = u 2 1 , then the last equation implies that α ∈ F 4 , which is a contradiction. If u 2 2 u 3 = u 2 1 , then u 2 = u 3 u 1 and using (3.10) we obtain (
Type (3+1). We have distinct a, b ∈ Z and u 1 , u 2 , u 3 ∈ F 4 with
and u 3 = 0. Then we obtain that Table 1 Construction of α satisfying the conditions in (3.1)
which implies that β ∈ T (α), where T (α) is the set given in (3.2). However this is a contradiction to the definition of β.
Type (4)
. By definition of the matrix M, the proof of the case of type (3 + 1) also gives a proof of type (4). 2
In the next example we construct α ∈ F q 2 \ F 4 satisfying (3.1) explicitly for 3 f 8.
Example 3.2. We note that if α ∈ F q 2 \ F 4 satisfies the conditions in (3.1), then α 2 also satisfies the conditions in (3.1). Therefore if
is the minimal polynomial of α over F 2 , then any root of P α (x) satisfies the conditions in (3.1). In Table 1 , for each 3 f 8, we explicitly determine a polynomial P α (x) ∈ F 2 [x] such that P α (x) has no root in F 4 and all of the roots of P α (x) satisfy the conditions in (3.1).
In the next proposition we use some results from [2] . Proposition 3.3. Let f 3 be an integer and q = 2 f . There exists α ∈ F q 2 \ F 4 satisfying the condition (3.1).
Proof. Using Example 3.2, it is enough to prove the proposition for f 9. We will prove the existence of a primitive element α ∈ F q 2 satisfying (3.
implies that a 1 = a 2 = a 3 = 0. Let P 1 be the pole of F q 2 (x) corresponding to the zero of x and let v P 1 be the normalized discrete valuation corresponding to P 1 (cf. [17, Section 1.1]). If (3.11) holds with a 1 = 0, then
. This is a contradiction to (3.12). For i = 2, 3, if (3.11) holds with a i = 0, then similarly using the valuation at the place corresponding to the zero of the denominator of g i (x) we obtain a contradiction.
Under 
Some (t, m, s)-nets over F 4 with odd m
Let m 7 be an odd integer, f = m and q = 2 f . We note that 3 divides q + 1 and we put s = (q + 1)/3. Let W be the subgroup of F * q 2 with |W | = q + 1. We have W ∩ F q = {1}. Let Z be a complete set of representatives of F * 4 -cosets of the quotient group W/F * 4 and hence we have |Z| = s. This implies that if a, b ∈ Z and a = b, then a/b / ∈ F 4 . Note that Z can be chosen as the multiplicative subgroup of F * q 2 with |Z| = s if and only if f ≡ 1 or 5 mod 6 (cf. Section 3.1). We enumerate the elements of Z such that Z = {z 1 , z 2 , . . . , z s }.
Let S be the subset of F q 2 defined by
Moreover there is no y ∈ W \ F 2 with y = 1/y. Hence |S| = q/2. Our construction in this subsection depends on the following assumption.
Assumption 3.4. We assume that there exists α ∈ F q 2 such that α q−1 / ∈ F 4 , (u+ α) q+1 / ∈ S for each u ∈ F 4 , and
(3.14)
In particular we note that α / ∈ F 4 , since otherwise α q−1 ∈ F 4 . We will show that Assumption 3.4 is valid at least for f ∈ {7, 9, 11, 13, 15, 17, 19} by determining such α satisfying the assumption explicitly in Example 3.6. We note that Assumption 3.4 would be wrong if f were in {3, 5}.
Assume that we choose α ∈ F q 2 satisfying Assumption 3.4. There are exactly q + 1 elements γ ∈ F q 2 with γ q+1 = 1. Hence there are at most 16(q + 1) elements γ ∈ F q 2 such that for some u 1 , u 2 ∈ F 4 we have (u 1 + u 2 α + γ ) q+1 = 1. Moreover there are exactly 16 elements γ ∈ F q 2 such that for some u 1 , u 2 ∈ F 4 we have u 1 + u 2 α + γ = 0. As f 7 we have q 2 > (16(q + 1) + 16). Therefore there exists β ∈ F q 2 such that
It is not difficult to determine such β. In Example 3.6, we will also determine such β explicitly for f ∈ {7, 9, 11, 13, 15, 17, 19}. For 1 i s, let M i be the 1 × 4 matrix over F q 2 given by
where 
M i = Φ(z i ) Φ(αz i ) Φ(βz i ) Φ(z i+1 ) . (3.16)
Finally let M be the m × (4s) matrix over F 4 defined by 
Moreover such a digital (t, m, s)-net is as constructive as the constructiveness of the elements
α, β ∈ F q 2 satisfying (3.14) and (3.15), respectively.
Proof. Let H be the m × s matrix over F 4 consisting of the first columns of the matrices M i for 1 i s, which are defined in (3.17). It is known that H is a parity check matrix of a linear [s, s − m, 5]-code over F 4 [9] (see also [4] , [1, Theorem 13.29]). Therefore, as in the proof of Theorem 3.1, it is enough to consider the following types.
Type (2).
We have a ∈ Z and u 1 ∈ F 4 with
Then α ∈ F 4 , which is a contradiction.
Type (3).
Then u 1 + u 2 α + β = 0, which is a contradiction to (3.15).
Type (2+1).
and u 2 = 0. Taking (q + 1)th powers we obtain (u 1 + α) q+1 = 1, which is a contradiction to Assumption 3.4 as 1 ∈ S.
Type (2+1+1).
u 2 = 0, and u 3 = 0. Taking (q + 1)th powers we obtain
Let u = u 2 u 2 3 ∈ F * 4 and y = ub/c ∈ W \ F 2 . Then we obtain
which is a contradiction to Assumption 3.4.
Type (2+2).
We have distinct a, b ∈ Z and u 1 , u 2 , u 3 ∈ F 4 with 18) and u 3 = 0. Let ν = α q−1 . By Assumption 3.4 we have ν / ∈ F 4 and by definition we have α q = να. Taking (q + 1)th powers of (3.18) we obtain (u 2 1 + να)(u 1 + α) = (u 2 2 + u 2 3 να)(u 2 + u 3 α) and, using u 3 3 = 1, we get
Assume first that u 2 1 + νu 1 = u 2 2 u 3 + νu 2 u 2 3 . Then by (3.19) we obtain u 3 1 = u 3 2 , since α = 0. This implies that either u 1 = 0 and u 2 = 0, or u 1 = 0 and u 2 = 0. If u 1 = 0 and u 2 = 0, then by (3.18) we have
where u = u 2 /u 3 ∈ F * 4 . Taking (q + 1)th powers we obtain (1 + u/α) q+1 = 1, which is a contradiction to Assumption 3.4. If u 1 = 0 and u 2 = 0, then by (3.18) we have
Similarly taking (q + 1)th powers contradicts Assumption 3.4. Therefore we have u 2 1 + νu 1 = u 2 2 u 3 + νu 2 u 2 3 . As ν / ∈ F 4 , this implies that u 2 1 = u 2 2 u 3 and u 1 = u 2 u 2 3 . Then by (3.18) we obtain
which is a contradiction. Note that u 2 + αu 3 = 0 as α ∈ F 4 and u 3 = 0.
Type (3+1).
We have distinct a, b ∈ Z and u 1 , u 2 , u 3 ∈ F 4 with
and u 3 = 0. Then taking (q + 1)th powers we obtain that
which is a contradiction to (3.15).
Type (4). By definition of the matrix M, the proof of the case of type (3 + 1) also gives a proof of type (4). 2
In the next example, we first construct α ∈ F q 2 satisfying (3.14), and then using such an α we construct β ∈ F q 2 satisfying (3.15), both for f ∈ {7, 9, 11, 13, 15, 17, 19} explicitly. Example 3.6. Recall that S defined in (3.13) is a subset of F q 2 . We first assert that γ ∈ S ⇔ γ 2 ∈ S. Indeed let γ = y + 1/y with y ∈ W \ F 2 . We have y 2 ∈ W \ F 2 and γ 2 = y 2 + 1/y 2 , which proves our assertion in one direction. The other direction follows from the fact that the map x → x 2 is a field automorphism of F q 2 . Thus there exists u 1 ∈ F 4 such that (u 1 + α) q+1 ∈ S if and only if there exists u 2 ∈ F 4 such that (u 2 + α 2 ) q+1 ∈ S. Similarly α q−1 ∈ F 4 ⇔ α 2(q−1) ∈ F 4 . Also there exists v 1 ∈ F * 4 such that (1 + v 1 /α) q+1 = 1 if and only if there exists v 2 ∈ F * 4 such that (1 + v 2 /α 2 ) q+1 = 1. Hence in order to give an element α ∈ F q 2 \ F 4 satisfying Assumption 3.4, it is enough to give its minimal polynomial P α [x] ∈ F 2 [x] since if α satisfies Assumption 3.4, then each of the roots of P α [x] satisfies Assumption 3.4. In Table 2 we determine such a minimal polynomial P α [x] ∈ F 2 [x] for each m ∈ {7, 9, 11, 13, 15, 17, 19}. Moreover in Table 2 , again for each m ∈ {7, 9, 11, 13, 15, 17, 19}, we also give the minimal polynomial P β [x] ∈ F 2 [x] of an element β ∈ F q 2 satisfying (3.15) for a root α of the corresponding minimal polynomial P α [x] of the table. 
Another family of (t, m, s)-nets over F 4 with even m
Let m 4 be an even integer, f = m − 1 and q = 2 f . Note that f 3 is an odd integer and we put s = (q + 1)/3. Let Z be the subset of F * q 2 with |Z| = s chosen as in Section 3.2. Again, we enumerate the elements of Z so that Z = {z 1 , z 2 , . . . , z s }.
Let g be a generator of F * q 2 , and we define α = g q−1 and β = g q+1 . For 1 i s, let M i be the 2 × 4 matrix over F q 2 given by
be an F 4 -linear isomorphism. For 1 i s, using M i , we define the m × 4 matrix M i over F 4 as
Proof. First note that β ∈ F q \ F 4 . Moreover {1, α, α q } is linearly independent over F 4 . Indeed, assume that there exist u 1 , u 2 , u 3 ∈ F 4 , not all zero, such that
Therefore α satisfies a quadratic equation over F 4 and hence α ∈ F 4 2 . However F 4 2 ∩ F q 2 = F 4 and α / ∈ F 4 , which gives a contradiction. Let H be the m × s matrix over F 4 consisting of the first columns of the matrices M i for 1 i s, which are defined in (3.20) . Let H 1 be the (m − 1) × s submatrix of H consisting of the first m − 1 rows of H . As in the proof of Theorem 3.5, H 1 is a parity check matrix of a linear [s, s − m + 1, 5]-code over F 4 [9] (see also [4] , [1, Theorem 13 .29]). Hence, again, it is enough to consider the following types.
Type (2).
which is a contradiction.
Type (3).
Then β = u 1 ∈ F 4 , which is a contradiction.
Type (2+1). Similar to type (2).

Type (2+1+1). Similar to type (2).
Type (2+2). We have distinct a, b ∈ Z and u 1 , u 2 , u 3 ∈ F 4 with
(3.22)
Taking (q + 1)th powers of the first equation in (3.22) , and using u 3 = 1 together with the fact a q+1 = b q+1 = 1, we obtain that
and hence
Recall that, in the beginning of the proof, we have shown that {1, α, α q } is linearly independent over F 4 . Hence u 1 = u 2 . Note that u 1 + α = 0 as α / ∈ F 4 . Using (3.22) we obtain that a = b, which is a contradiction.
Type (3+1).
We have distinct a, b ∈ Z and u 1 , u 2 , u 3 ∈ F 4 with If u 1 = 0, then β = 1, which is a contradiction. If u 1 = 1, then β = 0, which is also a contradiction. If u 1 ∈ F 4 \ F 2 , then u 3 1 = 1, u 2 1 + u 1 = 1 and hence β 2 + β = 0. This implies that β ∈ F 2 , which is again a contradiction.
Type (4)
Comparisons
In this section we illustrate some of the improvements in Section 3 by comparing their parameters with the best known parameters of (t, m, s)-nets in [19] .
We observe that Theorem 3.1 (respectively Theorem 3.5) gives a family of digital (t, m, s)-nets over F 4 for each even integer m 6 (respectively each odd integer m 7 provided Assumption 3.4 holds). In fact Theorem 3.1 (respectively Theorem 3.5) is also constructive at least for even integers 6 m 16 (respectively for odd integers 7 m 19) since we explicitly Table 3 Comparisons of Theorems 3.1 and 3.7 with the best known parameters in [19] In Table 3 , we compare the parameters of Theorems 3.1 and 3.7 with the corresponding best known parameters of digital and constructive, and digital (t, m, s)-nets in [19] . Similarly we compare Theorem 3.5 with [19] in Table 4 . In these tables, for given values of m, the corresponding values of s are tabulated. We observe that in Theorems 3.1 and 3.5, the differences between the improved values of s and the best previously known values of s in [19] are quite significant. For the ranges of m in Tables 3 and 4 , the corresponding (t, m, s)-nets in [19] with the best known parameters are all digital.
Remark 4.1. It is clear that Theorem 3.1 gives (t, m, s)-nets over F 4 with much better parameters than those of Theorem 3.7. Moreover Theorem 3.7 improves the corresponding results in [19] only marginally. Comparing Theorems 3.1 and 3.7, the only point is that Theorem 3.7 could be seen more constructive compared to Theorem 3.1 since we need to choose α ∈ F q 2 \ F 4 satisfying (3.1) in Theorem 3.1. Otherwise the whole Section 3.3 could be ignored.
An improvement in the asymptotic
In this section we improve the bound of Niederreiter and Xing [18, Theorem 2] in the asymptotic theory of digital (t, m, s)-nets for some parameters. We refer to [18] and [16, Section 9] for more information on the asymptotic theory of digital (t, m, s)-nets. We use methods and results from [18, 20] , and some references in [20] .
We 
