Projection of a Markov process with constant rates of transition to a small number of observable aggregated states can result in complex kinetics with memory. Here, we define the entropy production along a single sequence of aggregated states and show that it obeys detailed and integral fluctuation theorems. More importantly, we prove that projection shifts the distribution of entropy production over the ensemble of paths for a nonequilibrium process toward one characteristic of a system at equilibrium. This statement represents an analog of the second law of thermodynamics for path-dependent entropies and thus a new form of constraint of irreversible systems. Numeric examples are presented to illustrate these ideas.
I. INTRODUCTION
According to the second law of thermodynamics, irreversible processes result in an increase in entropy. However, microscopic events can deviate from macroscopic expectation and thus consume rather than produce entropy. Over the past decade or so, there has been growing interest in "fluctuation theorems," which provide information about the statistics of observing such events. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] The measurements required for the application of such relations in experimental contexts have been demonstrated to be accessible for several systems. [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] These theoretical and experimental advances thus present the first glimpses of a general mechanics capable of describing processes arbitrarily far from equilibrium, including those in living systems. A microscopic or single-trajectory entropy can be defined in terms of the probabilities of observing a trajectory and its sequence of transitions in reverse. 7, 10 In the case of a system with dynamics governed by a master equation, on which we focus, a trajectory is a single realization of the probabilistic dynamics: a sequence of states that are visited at specified times. Gaspard 8 
derived fluctuation theorems that
constrain the entropy of a system of reactions in the case that the distribution of probabilities of microscopic states is invariant ͑i.e., the system has reached a steady state͒. Building on the work of Crooks, 7 Seifert and co-workers extended this work to the case of such a system in a stable limit cycle in response to a periodic perturbation. [9] [10] [11] 20 In the works mentioned above, [8] [9] [10] [11] 20 the intrinsic rates for transition from one microscopic state to another are constant or vary only in an externally controlled manner. However, a situation that commonly arises experimentally is that complex ͑e.g., non-Markovian͒ kinetics are measured for a transition due to the fact that the observable states are comprised of many nonresolvable substates ͑e.g., see Ref. 22͒ . In other words, the trajectory observed in a single-molecule experiment is always a projection and, if there are degrees of freedom with dynamics comparable to or slower than the observed one͑s͒, an apparent memory can result. Understanding how projection of a dynamics impacts the application of fluctuation theorems is thus of interest for interpreting experiments, including numeric ones in the form of simulations. 23, 24 Such research could also be useful for guiding the development of improved methods for systematically generating coarse-grained models from more detailed ones. 25 Here, we explore how projection of a dynamics impacts entropy production over a single trajectory and, in turn, fluctuation theorems. To this end, we define system and medium entropies 10, 20 for an aggregated Markov process [26] [27] [28] in terms of the probabilities of observing forward and reverse sequences of projected states; contraints on the distribution of the sum of these entropies are derived. We numerically examine the projection of two different four-state kinetic schemes motivated by recent single-molecule experiments 22 and find, nonintuitively, that the single-trajectory entropies can change sign. Overall, the distribution of single-trajectory entropies shifts to lower values and narrows upon projection. In other words, integration over degrees of freedom makes the system appear closer to equilibrium. Finally, the results are discussed in the broader context of nonequilibrium statistical mechanics.
II. THEORY
In this section, we define a projected dynamics and show how it can be used to calculate single-trajectory entropies. Such entropies are shown to satisfy fluctuation theorems 7, 29 and to be smaller on average than those of the original dynamics. 
A. Aggregated Markov processes
Consider a Markov process with a finite number of states, labeled 1,2, ... , M. Denoting the probability that the system is in state i ͑i ͓1, M͔͒ at time t by p i ͑t͒, the evolution of the vector p͑t͒ with elements p i ͑t͒ is described by the master equation
Here, Q is a matrix such that each off-diagonal element q ij is the transition rate from state j to state i and each diagonal element q ii is set to maintain conservation of probability ͑i.e., q ii =−͚ j i q ji ͒. Transition rates could be time dependent due to either intrinsically heterogeneous dynamics or an externally modulated control; we denote the latter symbolically by ͑t͒. We refer to a realization of this probability evolution as a single trajectory. In other words, a single trajectory is a sequence of states ͕͑m i ͖ , i ͓1, M͔͒ and the times when those states are visited ͕͑ i ͖͒. The system starts in m 0 at time 0 ͑ 0 =0͒, jumps to m 1 at time 1 , and so forth until finally it jumps from m k−1 to m k at time k and stays there until time . The probability of observing a particular single trajectory of length ,
where the final exponential factor accounts for the fact that the trajectory remains in state m k at time .
We are interested in the situation in which the states cannot be completely resolved by an experiment. We thus group the M original states ͑or "substates"͒ into N observable classes ͑"aggregated states"͒. To account for this grouping, we partition the matrix Q͑t͒, 27, 28 
The submatrix Q ij ͑t͒ contains the transition rates from the substates of class j to those of class i at time t. In general, many single trajectories of the original model will be projected to the same sequence of aggregated states. Consider a projected trajectory ͕͑n i ͖ ; ͕ i ͖ ; ͒, where n i ͑n i ͓1,N͔͒ is an aggregate state and i is the time the system jumps from state n i−1 to n i . The probability of observing this particular sequence of aggregated states ͑an "N-state" trajectory͒ is the sum of the probabilities of all the M-state trajectories of the original model consistent with it, 27 ,28
The vector ⌰ n 0 ͑0͒ is the part of p͑0͒ that describes the initial probability distribution of all the substates that belong to the aggregated state n 0 , i.e., p͑0͒ = ͚ n͓1,N͔ ⌰ n . 1 T is the transpose of a vector with all components equal to 1; it sums over all the possible final substates. G n i ͑t 1 , t 2 ͒ is the propagator for a process in which the system stays in state n i from time t 1 to time t 2 and remains there at the end of that time interval. G n i+1 n i ͑t 1 , t 2 ͒ is the propagator for a process in which the system stays in state n i from time t 1 to t 2 and jumps to state n i+1 at the end of that time interval.
The propagators can be partitioned into N ϫ N blocks in much the same way as can the rate matrix Q͑t͒. All the blocks except the n i th diagonal block in the propagator G n i are zero matrices. Similarly, the only nonzero block in the propagator G n i+1 n i is that in the n i+1 th row and n i th column. The specific matrix forms for the propagators are as follows. When the transition rates of the master equation are time independent, the blocks that lie in the ath row and bth column ͑a , b ͓1,N͔͒ of the propagators are, 27, 28 
ͮ ͑5b͒
When the transition rates in the original master equation are time dependent, the propagators can be obtained by discretizing time into infinitesimal intervals of length ⌬t
ͮ ͑6b͒
As was the case for propagators for multiple jump trajectories, the time ordering of the product immediately above is important.
B. Entropy for a single trajectory
As a review of the terminology introduced by Seifert, 10 we now define the entropy production along a single stochastic trajectory of a system arbitrarily far from equilibrium in terms of the substate probabilities and transition rates introduced above. To this end, we again denote a realization of the probability evolution defined by Eq. ͑1͒ by ͕͑m i ͖ ; ͕ i ͖ ; ͒.
The general form for the nonequilibrium Gibbs entropy is
where s m͑t͒ r is a reference entropy that accounts for the intrinsic disorder in the system for a set number of accessible states. 8 In the cases we consider here, the system of interest does not exchange matter with its surroundings, so the number of accessible states is fixed. As a result, the reference entropies can be chosen arbitrarily and thus treated implicitly. Dropping the second term of the summand in Eq. ͑7͒ motivates the definition of a single-trajectory "system" entropy:
such that
where p m 0 ͑0͒ and p m k ͑͒ are the probabilities of the endpoints of the trajectory, as in the previous section, and the superscript "o" denotes the original dynamics. As can be seen from Eq. ͑8͒, the system entropy is a state function. In contrast, the "medium" entropy production is a pathdependent variable, which describes the amount of energy transferred to the system from its environment. For a jump from substate j to substate i at time t with instantaneous forward rate q ij ͑t͒ and reverse rate q ji ͑t͒, the change in medium entropy is defined as
Summing over jumps in the trajectory, the net medium entropy production is
The total entropy production ͑⌬s tot o ͒ is the sum of system entropy and medium entropy production. Adding Eqs. ͑11͒, ͑8͒, and ͑9͒,
͑12͒
We can immediately identify the ratio in the argument of the logarithm as that of the probabilities of observing the trajectory and its reverse. The latter, which we denote
, is obtained by reversing the time axis, t= − t, starting in state m k , and following the sequence of jumps backward; in calculating its probability with Eq. ͑2͒, the schedule of external perturbations is also reversed: ͑t͒ → ͑t͒ = ͑ − t͒. The exponential factors in Eq. ͑2͒ are the same for the forward and reverse trajectories and thus do not appear in Eq. ͑12͒. The total entropy production obeys the integral fluctuation theorem ͗e −⌬s tot o ͘ = 1; in the event that the external perturbation ͑͒ is periodic and the system has relaxed to a steady limit cycle, a stronger condition holds: 
C. Entropy production for an aggregated Markov process
Once a trajectory is projected as in Sec. II A, substates cannot be resolved. Consequently, it is necessary to redefine the single-trajectory entropy and its components in terms of accessible quantities. Although an analog of the system entropy ͓Eq. ͑8͔͒ can be obtained simply by replacing the probability of a substate with that of an aggregated state, treating the medium entropy ͓Eq. ͑11͔͒ is less straightforward because it does not depend on a simple combination of the transition rates. Consequently, we proceed through the total entropy production, which we still take to be the logarithm of the ratio of the probabilities of the forward and reverse ͑projected͒ trajectories,
͑13͒
Above, we used Eq. ͑4͒ for the probabilities of observing the forward sequence of aggregated states ͕͑n i ͖ ; ͕ i ͖ ; ͒ subject to rate modulation ͑t͒ and its reverse ͕͑ñ i ͖ ; ͕ i ͖ ; ͒ subject to ͑t͒ = ͑ − t͒. We now seek to partition the entropy into system and medium components as above. To this end, we rewrite the initial probability vector ⌰ n as n n , where n is the probability of aggregated state n and n is the probability distribution of all the substates that belong to the aggregated state n given that the system is in state n. This factorization enables us to define the system entropy as
such that the system entropy is again a function of state. The path-dependent medium entropy is then
͑15͒
This definition is consistent with previous ones in terms of the heat dissipated to the environment ͑⌬s m =−␤Q, where ␤ is the inverse temperature and Q is the heat transferred from the environment to the system, not to be confused with the transition matrix͒,
where P͓͕͑n i ͖ ; ͕ i ͖ ; ͒ , ͑t͉͒n 0 ͔ is the probability of the forward trajectory under rate control ͑t͒ conditional on starting from initial state n 0 and P͓͕͑ñ i ͖ ; ͕ i ͖ ; ͒ , ͑t͉͒ñ 0 ͔ is the probability of the reverse trajectory ͕͑ñ i ͖ ; ͕ i ͖ ; ͒ under a reverse rate control ͑t͒ conditional on starting from final state ñ 0 .
D. Fluctuation theorems
When the initial ͑final͒ distribution of the forward process is the same as the final ͑initial͒ distribution of the reverse process, the total entropy change for a single projected trajectory denoted ⌬s tot ͓͕n i ͖ ; ͕ i ͖ ; ͔ or ⌬s tot is equal in magnitude but opposite in sign to that of the time-reversed trajectory, denoted ⌬s tot ͓͕ñ i ͖ ; ͕ i ͖ ; ͔ or ⌬s tot ͑i.e., ⌬s tot =−⌬s tot ͒ by construction ͓Eq. ͑13͔͒. In this notation, Crooks' fluctuation theorem is
where is a given value of the total entropy production over a specified time interval and P͑⌬s tot ͒ and P͑⌬s tot ͒ are the probability distributions of the entropy production for forward and reverse processes, respectively. Crooks' derivation Above, ͗¯͘ F is the average over the ensemble of paths generated in the forward process and ͗¯͘ R is that for the reverse process. By integrating both sides of Eq. ͑18͒ over all values of , we immediately obtain the integral fluctuation theorem ͗e − ͘ =1.
E. Effect of projection
In this section, we derive our main result: a bound for the shift upon projection of the average of the entropy production over the ensemble of paths. To this end, we consider an arbitrary projected trajectory with probability ␣ and its reverse with probability ␣ . Let us assume that there are k trajectories of the original dynamics ͑with probabilities P i for i ͓1,k͔͒ that lead to the sequence of aggregated states of interest such that
All the probabilities must satisfy 0 ഛ ␣ , ␣ , P i , P i ഛ 1. For any two trajectories,
follows from Jensen's inequality for a concave function ͑f͒,
for w i Ͼ 0 and x i in the domain of f. Here, f is the natural logarithm, w i = P i / ͑P 1 + P 2 ͒, and x i = P i / P i for i = 1 and 2. Substitution into Eq. ͑21͒ and multiplication of both sides of the resulting inequality by −͑P 1 + P 2 ͒ yields Eq. ͑20͒. The equality holds when P 1 / P 1 = P 2 / P 2 . By recursion, the average entropy production of the aggregated process is smaller than that of the original process,
The last quantity is ␣ ln͑␣ / ␣ ͒. As this inequality holds for any one projected trajectory, the distribution of singletrajectory entropies cannot shift positively upon projection. There will be no shift only in the case that each sequence of aggregated states derives only from trajectories of the original dynamics with the same P i / P i . This will always be the case at equilibrium but rarely out of it. Equation ͑22͒ is significant because it represents an analog of the second law of thermodynamics for entropies of single trajectories, as they are commonly defined.
10

III. NUMERICAL EXAMPLES
To see how the ideas above manifest for specific systems, we consider two models motivated by recent singlemolecule experiments. 22 Fluorescence resonance energy transfer ͑FRET͒ between dyes attached to two sequentially separated sites of a RNA molecule was used to monitor its folding and unfolding in response to changes in the concentration of magnesium ions in the surrounding solution ͓͑Mg 2+ ͔͒. For the sequence of perturbations studied, periodic sudden jumps between ͓Mg 2+ ͔ = 0.01 and 0.1 mM ͑i.e., a "square-wave" form, Fig. 1͒ , the RNA exhibits trajectories that are two state in nature ͑i.e., the FRET is either "on" or "off"͒. However, a detailed analysis of the dynamics suggests that there are slow motions in degrees of freedom other than that observed and that at least a four-state model is needed to describe the system with only simple kinetics for each elementary transition.
The schemes we consider are shown in Fig. 1 . Both have four states, two of which allow FRET and two of which do not. We thus take the FRET on and off states as the aggregated states discussed above. Here, the transition rates for the elementary steps are chosen arbitrarily, except that we select certain ones to depend linearly on ͓Mg 2+ ͔. In the first scheme, ͓Mg 2+ ͔ affects a rate for an observable transition ͑i.e., a change in FRET͒, while, in the second, it affects rates for transitions between substates with the same FRET. The rates are changed instantaneously every 5 time units when the ͓Mg 2+ ͔ toggles between 1 and 3 concentration units. Of course, in the actual experiment, 22 there is a short finite mixing time; including this feature in the simulations would not affect the results significantly ͑specifically, it would reduce but not eliminate the structure in Fig. 3 discussed below͒.
For each scheme, four-state trajectories were generated with a continuous-time Monte Carlo algorithm 30 modified to account for the time-dependent nature of the rates. At each step of the simulation, a random number u distributed uniformly on the interval ͑0,1͔ is generated and the escape time e is calculated by solving the equation u = exp͓−͐ e dta tot ͑t͔͒, where is the current time and a tot ͑t͒ is the sum of reaction propensities at time t. In the standard Gillespie algorithm, a tot ͑t͒ is a constant and the escape time is −ln u / a tot . Here, we advance the time until either the next transition between substates ͑a "reaction"͒ occurs or a rate changes: ⌬ = min͓−ln u / a tot ͑͒ , T − ͔, where T is the next time when a rate changes. To obtain correct statistics in the latter case, the time is further advanced by ⌬Ј =−͓ln u + a tot ͑͒͑T − ͔͒ / a tot ͑T ͒, where u is the same random number. Once the time of the reaction is determined, the specific one executed is chosen with weight proportional to its propensity at that time, as in the orginal algorithm. 30 Given a four-state trajectory, the corresponding two-state FRET se- 
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Single-trajectory entropies J. Chem. Phys. 128, 074102 ͑2008͒ quence can be obtained immediately by projection. Singletrajectory entropies were calculated from 12.5 to 62.5 time units, a duration of five periods that follows relaxation of the FRET distribution to its limit cycle.
We begin with the model in which ͓Mg 2+ ͔ affects the rate for an observable transition: that from substate 1 to 3 ͓Fig. 1͑A͔͒. The changes in the system entropy and medium entropy are calculated for both the original ͑four-state͒ substate trajectories and the projected ͑two-state͒ trajectories. For brevity, we refer to these quantities as the "four-state" and "two-state" entropies. To calculate the former, we used Eqs. ͑9͒, ͑11͒, and ͑12͒. 10, 20 The probabilities of the substates as functions of time were obtained by averaging state occupancies over 5000 trajectories. For the two-state system entropies ͓Eq. ͑14͔͒, we computed the probabilities of the aggregated states in an analogous manner ͓Fig. 2͑A͒, top panel͔. To calculate the two-state medium entropies ͓Eq. ͑15͔͒, we exploited the piecewise constant nature of the perturbation to construct the nonzero matrix blocks in the propagators from elementary transition rates,
where the rate matrix is Q 1 at time t 1 , switches to Q 2 after 1 , then switches back to Q 1 after 2 ,..., and finally switches back to Q 2 after k at time t 2 . The nonzero block of the interstate propagator, ͓G n i+1 n i ͑t 1 , t 2 ͔͒ n i+1 n i , is Q n i+1 n i ͑t 2 ͒ ϫ͓G n i ͑t 1 , t 2 ͔͒ n i n i . In using Eq. ͑15͒, it is important to note that it requires knowledge of n 0 ͑0͒ and n k ͑͒. While this information is available in the present case, it would not be in a typical experiment in which only the projected dynamics would be observable. The total single-trajectory entropies are the sums of the changes in system and medium entropies.
The distributions of the four-state and two-state entropies are given in Fig. 3͑A͒ . The structure in the two-state distribution is not due to statistical uncertainty in the simu- lation results. Rather, it derives from the discrete forms for the model ͑FRET on and off states͒ and the perturbation ͑two ͓Mg 2+ ͔ levels͒ together with the fact that the lengths of the trajectories are integer multiples of the period of the perturbation. To appreciate how these combine to give the peaks in the distribution of total single-trajectory entropies, we consider the system and medium entropies separately ͓Fig. 3͑B͔͒. We begin with the former. Trajectories with an even number of observable transitions end in the same state ͑on to on or off to off͒; because n 0 = n k in Eq. ͑14͒, ⌬s s Ϸ 0 ͑devia-tions from zero come from the fact that the probability of observing a state at a given time within a period varies slightly from one period to another when computed from a finite number of trajectories͒. Trajectories with an odd number of observable transitions end in a different state than they started ͑n 0 n k ͒, but there are only two possible values for ⌬s s because ln͓ n 0 ͑0͒ / n k ͔͑͒ Ϸ −ln͓ n k ͑0͒ / n 0 ͔͑͒. Because the four different combinations of starting and ending states have roughly equal likelihoods in this particular case, the distribution of system entropies has a triplet structure: The peak for the on-to-on and off-to-off trajectories is roughly twice the height of that for the surrounding peaks for the on-to-off and off-to-on trajectories ͓Fig. 3͑B͔͒.
The medium entropy for each trajectory also depends on the number of observable transitions that is made, but in a less straightforward fashion. We begin by noting that we expect the medium entropy contribution from a pair of subsequent transitions that take the system from one FRET state to the other and back within a constant level of Mg 2+ to be roughly zero on average. As a result, the events that lead to an increase in the medium entropy are ones in which an observable transition is "captured" by a change in ͓Mg 2+ ͔ before a reverse transition occurs ͑we term each such event a "net" transition͒. Because there are an integral number of net transitions and the spread in values for the entropy production for net transitions is limited by the fact that the vector n ͑t͒ varies slowly compared to the time scale of transitions, the distribution of medium entropies also exhibits structure. This structure is more pronounced for shorter trajectories and less pronounced for longer trajectories because unit differences are more easily resolved for smaller integer numbers of net transitions than larger ones. In Fig. 3 , in which the trajectories are five periods in length, the structure is rather subtle but peaks can be discerned.
With regard to the total entropy, it is important to note that, due to the fact that both the system and medium entropies depend on whether there is a net change in FRET, the component entropies for a single trajectory are strongly correlated. All trajectories that start and end in the same ͑a different͒ FRET state have an even ͑odd͒ number of net transitions. The distributions of entropies of the four-state model have structure for the same basic reasons, although it is harder to resolve because there are more possible combinations of starting and ending states. The structure disappears in the limit that the rate modulation becomes continuous.
Comparing the four-state and two-state entropies, we see that projection shifts the distribution to the left as predicted. Indeed, the total entropy changes sign for some trajectories ͑Fig. 4͒. This result can be understood in terms of the degree to which the observed degrees of freedom respond to the perturbation and thus appear out of equilibrium. When the four-state trajectory is projected, each remaining observable state contains two nonresolvable substates, and there is an effective increase in noise to maintain the statistics of the dynamics. This shift in representation enables an increase in the frequency with which the system appears to exhibit deviations from the behavior anticipated from macroscopic thermodynamic laws. Put explicitly in terms of the scheme in Fig. 1͑A͒ , at the four-state level, responses in both the horizontal and vertical directions contribute to total entropy production. However, at the level of FRET states, the effect of ͓Mg 2+ ͔ on intrastate jumps is projected, and only the responses in the obserable degrees of freedom contribute. As a result, the system appears closer to equilibrium. This trend need not be followed for individual trajectories: it is also possible for trajectories to go strongly against the behavior of the ensemble in the intrastate direction and follow it in the interstate direction and thus consume entropy in the original representation and produce entropy after projection.
These ideas are consistent with the behavior observed for the model in which ͓Mg 2+ ͔ affects the rates for the intra-FRET-state transitions from substate 1 to substate 0 and from substate 3 to substate 2 ͓Figs. 1͑B͒, 2͑B͒, and 5͔. While the four-state entropy distribution is comparable to that for the first model, the two-state entropy distribution is even more similar to an equilibrium one because the observable degrees of freedom are less responsive to the perturbation by construction. In general, projection results in a greater shift in the distribution if the perturbation impacts transitions that become nonobservable to a greater degree.
As shown in Sec. II D, we expect Crooks' form of the fluctuation theorem ͓Eq. ͑18͔͒ to be satisfied by the aggregated processes even though projection gives rise to timedependent rates. We thus sought to demonstrate the convergence of this relation explicitly for the numerical examples studied. In this regard, it is worth noting that P͑⌬s tot ͒ = P͑⌬s tot ͒ for all ⌬s so long as the systems have relaxed to the limit cycles that result from the time-symmetric periodic pertubation, and the lengths of the trajectories examined are   FIG. 4 . Two-state entropy vs four-state entropy for the same trajectory for the scheme in Fig. 1͑A͒ . The entropy production for some trajectories changes sign under projection.
integer multiples of the period. In other words, the trajectories used for calculating the quantities in Eq. ͑18͒ can start ͑and thus end͒ at any point within a period for the cases of interest. Defining y ϵ ln͓P͑⌬s tot = ͒ / P͑⌬s tot =−͔͒, the equations for the best fit lines for the four-state and two-state entropies of 200 000 trajectories were y = 0.99 + 0.02 and y = 1.00 − 0.01, respectively, for the first model and y = 1.00 + 0.00 and y = 1.00 + 0.00, respectively, for the second model. The relation ͗e − ͘ = 1 follows directly, but we plot it as a function of the number of trajectories in Fig. 6 to show the rate of convergence. Consistent with the shift in the distribution of total entropies toward an equilibrium one upon projection, the average over two-state trajectories approaches one more quickly than that over four-state trajectories. In comparing the two different models, for the original dynamics, the identity converges more quickly for the model in Fig. 1͑A͒ ; the opposite is the case for the projected dynamics. These trends reflect the positions of the histograms in Figs. 3 and 5.
IV. CONCLUSIONS
We have defined single-trajectory entropies for aggregated Markov processes and shown analytically and numerically that they are smaller than those for the original dynamics. The shift in the distribution of entropies toward one characteristic of a system at equilibrium accelerates the convergence of statistics constrained by fluctuation theorems. This finding is reminiscent of the earlier numerical observation that a chaotic model that was microscopically far from equilibrium could exhibit properties of equilibrium such as ergodicity, detailed balance, Gibbs distributions, and patition functions when coarse grained. 31 In that case, the underlying dynamics acted as an effective noise or temperature bath. That analogs of thermodynamic variables defined for nonequilibrium processes depend on the choice of observable͑s͒ and the ways in which systems are driven from equilibrium appears to be the case in general. 32, 33 Although care must be taken in drawing general conclusions in the absence of a clear model-independent framework ͑for an attempt in this direction, see Ref. 34͒, to the extent that this is the case, it will be of interest to develop methods that can exploit this feature of nonequilibrium processes to infer information about the microscopic dynamics. 
