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Abstract
We develop an algebraic theory, called hybrid process algebra (HyPA), for the description and
analysis of hybrid systems. HyPA is an extension of the process algebra ACP, with the disrupt oper-
ator from LOTOS and with flow clauses and re-initialization clauses for the description of continuous
behavior and discontinuities. The semantics of HyPA is defined by means of deduction rules that
associate a hybrid transition system with each process term. A large set of axioms is presented for a
notion of bisimilarity. HyPA may be regarded as an algebraic approach to hybrid automata, although
the specific semantics of re-initialization clauses makes HyPA a little more expressive.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
1.1. Hybrid systems
The theory of hybrid systems studies the combination of continuous/physical and dis-
crete/computational behavior. When computational software is combined with mechanical
and electrical components, or is interacting with, for example, chemical processes, a hybrid
system arises in which the interaction between the continuous behavior of the components,
and the discrete behavior of the software is important.
In current practice, often the discrete part of a hybrid system is described and analyzed
using methods from computer science, while the continuous part is handled by control
science. The design of the complete system is usually such that interaction between the
discrete and continuous part is suppressed to a minimum. Because of this suppressed
interaction, analysis is possible to some extent, but it limits the design options. In the field
of hybrid systems theory, researchers attempt to extend the possibilities for interaction.
The goal of this paper is to develop an algebraic theory, called hybrid process algebra
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Fig. 1. Developing hybrid theory.
(HyPA), to support these attempts. Our hopes are that hybrid process algebra can serve as
a mathematical basis for improvement of the design strategies of hybrid systems, and the
possibilities to analyze them.
In Fig. 1, a graphical representation is given of the general aim of our efforts. The figure
shows our desire, that a hybrid theory is, in a sense, a conservative extension of computer
science and systems theory. More precisely, a model from systems theory or computer
science, should be expressible, and preferably look the same, in the hybrid theory, and
theorems from systems theory and computer science should be transferable to the hybrid
theory (when restricted to models from the original field of course). What the figure does
not show, is that this conservativity is not the only goal. In that case, a simple union of the
theories would be sufficient. We also desire a certain interaction between the theories, re-
flecting the interaction between software and physics described before. This goal is harder
to formalize, but in the remainder of this introduction we hope to give some feeling for it,
using examples of deficiencies (in our view) in existing hybrid formalisms, and indicating
how we intend to improve on those.
1.2. Algebraic reasoning
In systems theory, algebraic reasoning is acknowledged by most people, as one of the
most powerful tools available for analyzing physical behavior. This behavior is usually
described by differential equations and inclusions, which model the rate of change of the
value of certain continuous variables, and algebraic equations or inequalities modeling
constraints. When certain abstractions are made on physical systems [1], also discontinu-
ous behavior is sometimes relevant, which is often described using difference equations to
model changes and algebraic inequalities to model constraints. In this paper, we use a slight
generalization of these modeling formalisms, in the form of flow clauses for continuous
behavior, and re-initialization clauses for discontinuous behavior. This generalization was
inspired by the work of [2].
In computer science, the usefulness of algebra is still a topic of much debate, but never-
theless there are interesting examples of applications of process algebra (see for example
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[3] for a list of references to protocol verifications, [4,5] for a start in the description and
analysis of other industrial size problems, like the design of a controller for a coating sys-
tem and a turntable system, and [6] for the description and analysis of railway interlocking
specifications). In process algebra, the discrete actions that a system may perform are often
considered atomic elements of the algebraic description language. These ‘atomic actions’
can be combined using compositional operators describing choice between behaviors,
sequential execution of behaviors, and concurrent execution of behaviors.
In this paper, we attempt to combine the compositional view on systems that process
algebra gives us, with the continuous and discontinuous physical behaviors described by
systems theory. To this end, we take the process algebra ACP [7] and extend it with a
new atom, describing continuous behavior through the use of flow clauses, and with a
new family of unary operators, describing discontinuous behavior through re-initialization
clauses, as mentioned before. Also, we import the disrupt operator from LOTOS [8], since
it turns out to model the sequential composition of flow clauses well. The choice for ACP
is rather arbitrary, and we expect that the methods described in this paper can be easily
extended to other process algebras.
So far, the only algebraic approaches that we know of regarding hybrid systems, are de-
scribed in [9–11] (hybrid χ ), [12,13] (hybrid versions of ACP), [14] (hybrid CSP) and [15]
(φ-calculus). In the remainder of this introduction, we explain the deficiencies that these
methods have, in our opinion, in describing hybrid interaction. We should note, that within
other hybrid formalisms like hybrid automata [16,17], hybrid Petri nets [18–22] and hybrid
action systems [23], the use of algebraic reasoning on differential equations for analysis
purposes, is not uncommon. It is the process algebraic reasoning that is underexposed. For
a translation of hybrid automata into the process algebras CSP, timed µCRL, and hybrid
χ , see [24], [25,26], and [10], respectively.
In the hybrid theory that has been developed by system theorists (see for example [2,27–31])
algebraic reasoning is possible, but none of these theories support reasoning about non-
determinism. All of these theories have a trace semantics, and cannot distinguish between pro-
cesses that only differ in their non-deterministic choices. Since we would like a conservative
extension of process algebra, we would also like to be able to distinguish systems up to the no-
tion of bisimilarity, and therefore, we consider the system theoretic formalisms as non-conserv-
-break ative with respect to computer science. We should note here, that first investigations
into what the notion of bisimilarity means for continuous systems, can be found in [32,33].
In Section 3, we prove formally that HyPA is a conservative extension of the process
algebra ACP, and by construction of the semantics, it is immediately clear that it is a
conservative extension of differential inclusions and difference equations.
1.3. Flows and re-initializations
Before we discuss our views on hybrid interaction and on discontinuities, which are
crucial to some of the choices made in the development of HyPA, we have to explain the
concepts of flow and re-initialization, and illustrate the way they are described traditionally,
and in this paper.
As mentioned before, continuous physical behavior is often modeled through differen-
tial equations and algebraic inequalities, while discontinuous physical behavior is modeled
in a similar way through difference equations and algebraic inequalities. As an example
of a differential equation, take x˙ = f (x, u), in which x and u are variables ranging over
the real numbers, and f is a real-valued function. This equation models that the value of
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x changes continuously through time (indicated by the dot in x˙) with a rate defined by
f (x, u), i.e. by a function of the current value of x and u. Alternatively, if there is a choice
of rates of change, one may write x˙ ∈ F(x, u), in which F is a set-valued function over the
reals. Also, an inequality x  f (x, y) may denote that x is constrained in its value (not its
rate of change) for some reason. As an example of a difference equation, x+ = f (x−, u−)
denotes that the value of x is reassigned to f (x−, u−), based on the previous values of x
and u. This notation is for example used in [2].
More generally, differential equations and algebraic inequalities form predicates on the
flow of variables, where a flow is simply a function of time to valuations of variables. Dif-
ference equations are predicates about the re-initialization (or discontinuity) of variables.
In systems theory, several different formalisms are used for the description of continuous
and discontinuous behavior, and often the modeling or analysis question determines which
formalism is to be used. For example, integral equations are sometimes easier to use than
differential equations, and sometimes even the notion of solution for a differential equation
can vary (although not within one model). The consequence for our hybrid approach, is
that we have to parameterize our theory in such a way that instantiations of these different
formalisms can be chosen at will, by the modeler.
Flow predicates, and their notion of solution, parameterize the modeling of continuous,
never terminating, physical behavior, by describing how model variables Vm are allowed to
change through time. A flow predicate describes a set of flows, where a flow is a (partial) func-
tion of timeT (some totally ordered set with a least element denoted 0) with a closed-interval
domain starting from 0, to the valuations of model variablesVm. Both the model variablesVm
(including the domains they range over) and an appropriate notion of time T are problem-
specific and should be given by the modeler. The domain V(x) of a model variable x ∈ Vm
is specified by the modeler at the first introduction of the variables. In this paper, the specific-
ation of domains is left out since, most of the time, it is obvious from the context. Flow pre-
dicates are a core part of the flow clauses of HyPA, that are formally defined in Section 2.1.
Formally, we write V = ⋃x∈Vm V(x) for the union of all variable domains, and Val =
Vm → V for the set of variable valuations. The set of all flows with a closed-interval
domain starting in 0 is F = {f ∈ T → Val | dom(f ) = [0, t] for some t ∈ T }. The flows
that are described by a flow predicate, are called solutions of that predicate. We consider
the set of flow predicates Pf, the sets Vm of model variables and T of time points, and the
notion of solution |=f⊆ F × Pf, that defines which flows are considered solutions of a flow
predicate, parameters of the theory. This means they can be instantiated by the modeler,
depending on the specific modeling or analysis problem. The theory we present in this
paper, is largely independent of that choice, except that we assume the existence of a flow
predicate false ∈ Pf that satisfies no flow from the set F .
Re-initialization predicates describe a set of re-initializations, which are pairs of valu-
ations representing the values of the model variables prior to and immediately after the re-
initialization. Such re-initializations are called solutions of the re-initialization predicate.
The set of all re-initializations Val × Val is denoted R. As before, the set of re-initialization
predicates Pr and the notion of solution |=r⊆ R × Pr, that defines which re-initializations
are considered solutions of a re-initialization predicate, are considered parameters of the
theory. We assume the existence of re-initialization predicates true, false ∈ Pr that satisfy
any re-initialization, and no re-initialization from the set R, respectively. Re-initialization
predicates are a core part of the re-initialization clauses of HyPA, defined in Section 2.1.
Hybrid process algebra, intends to reason about predicates on flows, and about predic-
ates on re-initializations, in general. However, since the use of differential and algebraic
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Fig. 2. Continuous control system.
equations is common, we make use of this particular kind of predicates in the examples that
we give. In this article, a flow predicate is specified as a differential or algebraic equation
on the variables Vm and their derived1 versions V˙m = {x˙  x ∈ Vm} (with x˙ also taking
value in V(x)). Typical flow predicates are, for example x˙ = f (x, y), and x  f (x, y). For
the description of re-initialization predicates in our examples, we make use of the sets of
variables V−m = {x−  x ∈ Vm} and V+m = {x+  x ∈ Vm}, modeling the current and future
value of a model variable, respectively. Typical re-initialization predicates are assignments,
for example x+ = f (x−, y−) which, in imperative programming, is usually denoted as
x := f (x, y). But, also boolean predicates can be modeled using only the current value of
variables, for example x−  y−, which only allows discontinuities if x is smaller than y
to start with. If necessary, this can be combined with equations x− = x+ and y− = y+,
enforcing that the values of x and y actually do not change. In Section 2.1, re-initialization
clauses are introduced formally in such a way that this enforcement can be done more effi-
ciently. In the remaining parts of this section, the above notations will be used to illustrate
our reasons for certain choices in the development of HyPA.
1.4. Hybrid interaction
Many of the hybrid formalisms that we mentioned in Section 1.2, have some problem
in the definition of parallel composition. Surprisingly, in most cases, this problem comes
to light in a purely continuous case study. Let us consider the following example, depicted
in Fig. 2, of a continuous plant P described by the differential equation x˙ = f (x, u), and
a continuous controller C described by u = g(x). The composition of plant and controller
is denoted P ‖ C.
The hybrid automata of Henzinger [16], as well as the hybrid process algebras of
Vereijken [12] and of Jifeng [14], assume that the continuous behavior of two composed
systems is independent. Using these formalisms, the system P ‖ C would not model any
interaction between P and C at all, since the only interaction between systems can be
through computational actions. The variable x of P would simply be regarded different
from the variable x of C. Hence, in our opinion, these formalisms cannot be considered
to be a conservative extension of systems theory. At least, they do not support the way in
which we would like to think about parallel composition of systems. In the semantics of the
tool HyTech [34,35], shared continuous variables do not pose a problem, because a hybrid
1 We assume derivation is defined for all model variables, but if we want to use a variable x for which this is
not the case (for example a computational data structure), then no formal problems arise as long as we do not use
the derived variable x˙ in our predicates. In such cases, the value of x is assumed constant throughout the flow.
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trace semantics is used for Henzinger’s hybrid automata, rather than a timed transition
system semantics. This formalism is not suitable for us, however, since it is not algebraic,
and only supports a restricted class of differential equations.
More surprisingly, it turns out that the parallel composition of the above processes is
not defined for the hybrid I/O automaton model of Lynch et al. [17] either, at least not
without a few amendments. In the formalism of [17], it is necessary to identify variables
as either state variables of a system, or as external variables of the system. These two sets
of variables are supposed to be disjoint. The intuition behind this partition is that the state
variables model the memory of the system, while the external variables model the com-
munication with other systems. Therefore, in a parallel composition, it is required that two
hybrid I/O automata are compatible, meaning that the state variables of the one automaton
do not intersect with any of the variables of the other automaton. Now, looking at the plant
P of Fig. 2, we see that we need to choose x to be a state variable, otherwise information
on x is lost between transitions, but it also needs to be an external variable, since we need
to communicate its value with the controller C. This contradicts the requirement on hybrid
I/O automata that the set of state variables and the set of external variables are disjoint.
The problem is not as big as it may seem, since by adding an external variable y, and the
equation y = x, to the description of P , and changing the description of C to u = g(y),
we can declare x to be a state variable, and find that the systems have become compatible.
So, although the system in Fig. 2 cannot be modeled as P ‖ C directly in this hybrid I/O
automaton model, we can model the modification depicted in Fig. 3 instead.
In [36] it was already noted that the partitioning of the variables of a system into state
variables and external variables is not always uniquely determined by the equations that
describe the system. Even in our simple control example, it is possible to use the equations
x = y and u = g(x), and declare x external and y a state variable. Often, there is no clear
physical ground to choose a specific partition. This is one reason why we would like to
avoid the partitioning of the set of variables of a system, in our semantics. Another reason,
is that in basic textbooks on control theory (for example [37]), one usually starts out with
developing controllers for plants of which the state variables are also output variables. It
therefore seems, that the intuition behind compatibility, that state variables do not play
a role in communication with other systems, does not coincide with the system-theoretic
intuition. This is confirmed by the theory discussed in [36], where state variables may also
be output variables of a system, while external variables may be inputs or outputs. In this
paper, we show that partitioning the model variables as done for hybrid automata, is in fact
not necessary, if a slightly different semantical view is taken.
HyPA is developed in close cooperation with the people working on the formal se-
mantics of the language hybrid χ , which is focussed on the simulation of hybrid systems.
Fig. 3. Compatible continuous control system.
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Their operational semantics [11] uses a semantical structure similar to, and based on, the
one we have developed for HyPA (discussed in Section 2.2). Also the hybrid process
algebra of Bergstra and Middelburg [13] uses a hybrid transition system semantics. In
Section 4, we discuss the relation between HyPA, hybrid χ and the process algebra of [13]
in more detail. Admittedly, these three languages are very similar, which calls for a more
thorough comparison in the near future.
In φ-calculus [15], the semantics assumes continuous behavior to be a property of the
environment, rather than of the process itself. There, (urgent) environmental actions allow
the process to change the rules for continuous behavior, specified by differential equations
and invariants, in an interleaving manner. This leads to the consistent update of the differen-
tial equations and invariants in the environment. The semantics of φ-calculus in such, that
the environment can only execute time transitions, if the total set of differential equations
that is placed in the environment is autonomous. Since φ-calculus only takes the differential
equations into account for autonomicity, the environment resulting from P ‖C is not con-
sidered autonomous. This, ultimately, leads to a deadlocking situation in the process P ‖C.
In φ-calculus the processes x˙ = f (x, u)‖u = g(x) and x˙ = f (x, g(x))‖u = g(x) are not
equivalent. These observations contradict with our intuition on the parallel composition.
In hybrid action systems, the parallel composition of P and C leads to the desired result,
ignoring some syntactic differences. However, the parallel composition of two differential
equations
x˙ = 1 ‖ x˙ = 2 results in a process that acts like the differential inclu-
sion x˙ ∈ {1, 2}. This, again, contradicts with our intuition. We would expect contradicting
equations to result in deadlock. Nevertheless, both the ‘interleaving’ approaches from φ-
calculus and hybrid action systems, might turn out to be useful in situations where our
intuition is flawed, and the theories might be considered complementary to HyPA.
In conclusion, we might state that we aim for an algebraic formalism, in which the paral-
lel composition has a similar intuition as in [17], but without having to require compatibil-
ity of the composed systems. To do this, we have worked out the notion of hybrid transition
system, as a semantical framework, in [38]. This framework, formally defined in Section
2.2, unifies the discrete behavior of computer science and the continuous behavior of sys-
tem theory in a similar way as the hybrid automata of [17] do, while avoiding the explicit
use of state variables and external variables. From a system theoretic point of view, hybrid
transition systems are an extension of Sontag machines [39]. Returning to Fig. 1, one might
say that the chosen semantics of the original fields are transition systems for computer
science, and Sontag machines for system theory. Hybrid transition systems, are our conser-
vative extension of those. On the framework of hybrid transition systems, it turns out to be
rather easy to define an operational semantics for actions, as well as for predicates describ-
ing flows and re-initializations. Also all kinds of compositions known from process algebra
can be defined easily using the method for giving an operational semantics introduced in
[40]. As far as we know, HyPA and hybrid χ and the process algebra of [13] are the only
process algebras for hybrid systems so far, that use an operational semantics in which com-
plete physical flows are taken into account rather than only the time-behavior of a system.
1.5. Discontinuities
Regarding discontinuous behaviors, the semantics for flow predicates in HyPA, differs
a little from the usual interpretation taken in, for example, Henzinger’s hybrid automata.
The standard approach there (and in most other hybrid formalisms), is to assume only
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continuous behavior of all variables, unless they are specifically altered by assignment
transitions. For some hybrid descriptions of physical behavior, however, it is convenient
that certain variables can also behave discontinuously. Take, for example, the electrical
circuit depicted in Fig. 4, in which a switch steers the voltage over a resistor–capacity
combination.
For such a system, it is desirable to model the voltage over, and the current through
the resistors (vR1, vR2, iR1 and iR2) as discontinuous functions of time. A possible hybrid
automaton model for this circuit, is depicted in Fig. 5. Note, that there are arbitrary jumps
modeled on the transitions, for the discontinuous variables (i.e. not for vC!). This is neces-
sary, because, without deeper analysis of the differential equations, we do not know what
kind of discontinuities may occur. In order to avoid discontinuous behavior that violates
the physical properties of the circuit, we may indicate in the hybrid automaton model, that
the algebraic equations used to describe the electrical circuit are invariants. As an example
of an undesired discontinuity, one should note that, when the switch closes, the current
through the second resistor (iR2) is determined completely by the source voltage ve and
the voltage over the capacitor vC . The invariants make sure that no other assignments can
be made to iR2.
Now, in the case of higher index differential equations, the approach of using invari-
ants to avoid undesired discontinuities breaks down. As an example, let us consider a
system described by the following equations, in which z is a variable that may behave
discontinuously:
x˙ = z,
y˙ = −z,
x = y.
Fig. 4. An electrical circuit with a switch.
Fig. 5. A hybrid automaton modeling the electrical circuit.
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As before, an assignment to z that violates these equations is undesirable. But the ap-
proach that is usually taken in hybrid automata theory, to take all algebraic equations to
be invariants, does not work here. The choice of z is independent from the choice of x
and y. Clearly, the system only can perform continuous behavior, if the value of z is reset
immediately to zero. This, however, is insight obtained through analysis of the equations,
and should therefore not be used when modeling a system. As far as we know, there is
no solution in hybrid automaton theory for this problem. This is why we take a different
approach regarding discontinuous behavior in HyPA.
In HyPA, we recognize that differentiated variables can sometimes be discontinuous,
and therefore, when modeling a differential equation or other flow predicate, we can in-
dicate explicitly whether a variable is allowed to perform jumps before engaging in a flow.
A flow predicate combined with such an indication is called a flow clause. The notationV |Pf, that is formally introduced in the following section, shows a (flow) predicate Pf,
defining which flows are allowed by the clause, while the set V denotes which variables
are not allowed to jump before engaging in a flow. If z is not allowed to jump initially
(i.e. z ∈ V ), we find deadlock for the higher index differential equations of the previous
example when initially z /= 0. If it is allowed to jump (z ∈ V ), only those discontinuities
can occur for which a solution exists. Using this way of modeling, the electrical circuit of
Fig. 4 could, using HyPA notation, be modeled as the process X in the following equation:
X ≈



vc
∣∣∣∣∣∣∣∣∣∣∣∣
v˙C = C iC
iR1 = −iR2
vR1 = iR1 R1
vR2 = iR2 R2
vR1 = vR2 + vC
iR2 = iC

⊕

vc
∣∣∣∣∣∣∣∣∣∣∣∣
v˙C = C iC
vR1 = ve
vR1 = iR1 R1
vR2 = iR2 R2
vR1 = vR2 + vC
iR2 = iC



 X.
Notice, that this is not a direct translation of the hybrid automaton. In HyPA, we do not
need to give explicit names to the ‘open’ and ‘close’ actions, although we could if that were
desired from a modeling perspective. Furthermore, it is not necessary to make a distinction
between invariants and other flow predicates. In the electrical circuit, the only variable that
is not allowed to jump is the voltage over the capacitor. An example in HyPA notation for
the higher index system follows shortly.
Assignments in HyPA are modeled, not as a kind of atomic actions (as with hybrid
automata), but as re-initializations of processes. These re-initializations can be used as
well to model conditional execution of a process. The notation [V |Pr] 
 x, formally
introduced in the following section, denotes that a process x is executed, but with the
valuation of the variables changed according to the re-initialization predicate Pr. The set
V contains, contrary to the notation of flow clauses, those variables that are allowed to
change during a re-initialization. For example, an assignment of the value 1 to x, using
an action a, under the condition that x is larger than 3 to begin with, is modeled as:[
x| x−  3 ∧ x+ = 1] 
 a. Note, that other variables are not allowed to change value
while this action is executed. Some peculiar aspects of using re-initialization are discussed
in Section 2.2, and sometimes lead to unexpected axioms in Section 3. In the case of
our higher index problem, it is possible using axiomatic reasoning, in combination with
reasoning on the solutions of differential equations, to obtain the equivalence
[
z
∣∣ z+ /= 0] 

 z
∣∣∣∣∣∣
x˙ = z
y˙ = −z
x = y
 ≈ δ,
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reflecting that an assignment of a value other than 0 to z leads to deadlock, if z is not
allowed to jump, and
[
z
∣∣ z+ /= 0] 


x˙ = z
y˙ = −z
x = y
 ≈

x˙ = z
y˙ = −z
x = y
 ,
reflecting that such an assignment is immediately undone if z is allowed to jump. Please
note, that this can only be derived if one has a way of calculating with flow-clauses and
re-initialization clauses, which is outside the scope of this paper.
1.6. Drawbacks
At first sight, there seem to be two major drawbacks to our method. The first drawback,
is that we need a kind of bisimilarity that takes into account the valuation of all variables, in
order for it to be a congruence for parallel composition. However, this does not render the
whole theory useless, because the same method of requiring compatibility of processes that
was used in [17] in order to define parallel composition, can be used in HyPA to guarantee
congruence of parallel composition under a weaker notion of equivalence (like the one
used in [17]), and furthermore, we give an axiomatization for our notion of equivalence that
allows elimination of the parallel composition from closed process terms, so that weaker
notions of equivalence can be used for analysis of processes after applying this elimination.
The second drawback, is that some of the axioms become rather confusing due to the
discontinuities that may be possible in some of the variables of a differential equation. This
can be helped, as we show in Section 3, by simply requiring all variables to be continuous,
as in hybrid automata. So, in conclusion, the theory is not more difficult or cumbersome, if
we model processes under the usual restrictions. In fact, as we indicate in Section 4.1, we
expect that HyPA is a conservative extension of hybrid automata, although we do not give
a formal proof of this claim. Furthermore, we have new constructs to our disposition that
are not available, yet, in other hybrid formalisms, at the cost of having to use more difficult
axioms.
Lastly, we have to note that the hybrid process algebra we present is not concerned with
any form of abstraction so far, because experience with normal process algebra shows that
abstraction is a difficult topic to study algebraically, and we expect it to be convenient,
that the basic theory is worked out first [41]. On the other hand, hybrid χ does contain an
operator that allows for the hiding of model variables (although there is no axiomatization
for it yet), and also the hybrid process algebra of Bergstra and Middelburg [13] has a form
of abstraction from model variables. Since the semantics of these languages are comparable
to that of HyPA, we expect that it is possible to develop a similar abstraction operator for
our language, and hopefully to find a way to reason about it algebraically.
1.7. Structure of this paper
In Section 2.1, the syntax of HyPA is presented, describing how the process algebra
ACP [7] is extended with a constant for termination, the so-called disrupt operator, known
from LOTOS [8], and variants of the two types of clauses from [2], representing continuous
and discontinuous behavior. In Section 2.2, a hybrid transition system semantics is defined
in the style of [40], in which continuous behavior is synchronizing, and discrete behavior is
interleaving. Section 3 is devoted to an axiomatization of HyPA, for a notion of bisimilarity
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[42]. In this section, also the formal relation with ACP is discussed, and a set of basic terms
is given into which closed HyPA terms can be rewritten. In Section 4, we give an informal
comparison of HyPA with other hybrid formalisms. We conclude by giving our own views
on the work presented, and by making suggestions for future research.
2. Hybrid process algebra
2.1. Syntax
In this section, the syntax of HyPA is introduced, which is an extension of the process
algebra ACP [7,43], with the disrupt operator from LOTOS [8] and with variants of the
flow clauses and re-initialization clauses from the event-flow formalism introduced in [2].
The signature of HyPA consists of the following constant and function symbols:
(1) deadlock δ,
(2) empty process ,
(3) discrete actions a ∈ A,
(4) flow clauses c ∈ C,
(5) a family of process re-initialization operators (d 
 _)d∈D ,
(6) alternative composition _ ⊕ _,
(7) sequential composition _  _,
(8) disrupt _  _ and left-disrupt _  _,
(9) parallel composition _ ‖ _, left-parallel composition _ ‖ _, and forced-synchroniza-
tion _ | _,
(10) a family of encapsulation operators (∂H (_))H⊆A.
The atomic process terms δ (called deadlock) and  (called empty process) are used to
model a deadlocking process and a (successfully) terminating process, respectively. The
atomic discrete actions are used to model discrete, computational behavior. The set A of
discrete actions is considered a parameter of the theory and can be instantiated at will by
the user of our hybrid process algebra.
An atomic flow clause, is a pair
V |Pf of a set of model variables V ⊆ Vm, sig-
nifying which variables are not allowed to jump at the beginning of a flow, and a flow
predicate Pf ∈ Pf modeling continuous, never terminating, physical behavior. The set of
all flow clauses is denoted C. We usually leave out the brackets for V , and even omit it
(and the ‘|’ delimiter) if it is empty. Furthermore, the set C is closed under conjunction (∧)
of flow clauses, and using the assumption that there is a flow predicate false, which is never
satisfied, there is also a flow clause
false, which is the system theoretic equivalent of
deadlock δ. In Section 3, this equivalence is captured in the axiom
false ≈ δ.
A process re-initialization d 
 p models the behavior of p where the model variables
are submitted to a discontinuous change as specified by the re-initialization clause d . A
re-initialization clause is a pair [V |Pr] of a set of model variables V ⊆ Vm and a re-
initialization predicate Pr. The set V models which variables are allowed to change. Note
that this is precisely opposite to flow clauses, where V denotes those variables that do not
change. The set of all re-initialization clauses is denoted D. The set D is closed under
conjunction (∧), disjunction (∨), and concatenation (∼) of re-initialization clauses. Also,
there is a satisfiability operator (d?) on clauses d ∈ D, which does not re-initialize the
202 P.J.L. Cuijpers, M.A. Reniers / Journal of Logic and Algebraic Programming 62 (2005) 191–245
values of a model variable, but only executes the re-initialized process, if d can be satisfied
in some way. And finally, there is a re-initialization clause (cjmp) derived from a flow
clause c ∈ C, which executes the same discontinuities that are allowed initially by the flow
clause. These last two operators turn out to be especially useful when calculating with
process terms. Using the assumption that there are re-initialization predicates false and
true, we find the process re-initialization
[false] 
 p, executing no behavior since there
is no re-initialization satisfying false, the process re-initialization [true] 
 p, executing
exactly the behavior of p, since none of the variables is allowed to change, and the process
re-initialization [Vm| true] 
 p, executing p after an arbitrary re-initialization.
The alternative composition p ⊕ q models a (non-deterministic) choice between the
processes p and q. The sequential composition p  q models a sequential execution of
processes p and q. The process q is executed after (successful) termination of the process
p. We use the notations ⊕ and  for alternative and sequential composition, rather than
the usual + and ·, to avoid confusion with the notation used frequently in the description
of flow and re-initialization predicates for addition and multiplication. We realize that this
might distract people in the field of process algebra, yet chose to adapt the process algebraic
notation rather than the notation adopted from system theory, simply because the latter has
been in use for a longer time already. Overloading the operators is also an option, since it
is always clear from the context whether for example addition or choice is intended. When
studying HyPA as a new process algebra, as is done in this paper, overloading is probably
to be preferred indeed, as it hardly hampers the search for process algebraic properties.
However, when studying hybrid models in HyPA, and performing analysis using axioms
from both process algebra and system theory in the same proofs, the overloading becomes
more of a burden. Furthermore, when presenting these models to other hybrid researchers
who are often not familiar with process algebra at all, this effect is even stronger.
The disrupt p  q models a kind of sequential composition where the process q may
take over execution from process p at any moment, without waiting for its termination.
This composition is invaluable when modeling two flow clauses executing one after the
other, since the behavior of flow clauses is ongoing, and never terminates. The disrupt is
originally introduced in the language LOTOS [8], where it is used to model for example ex-
ception handling. Also, it is used, for example in [44], for the description of mode switches.
The left-disrupt is mainly needed for calculation and axiomatization purposes, rather than
for modeling purposes. For example, it occurs often when we attempt to eliminate the
parallel composition from a process term through axiomatic reasoning, as described in
Section 3. The left-disrupt p  q first executes a part of the process p and then behaves as
a normal disrupt.
The parallel composition p ‖ q models concurrent execution of p and q. The intuition
behind this concurrent execution is that discrete actions are executed in an interleaving
manner, with the possibility of synchronization (as in ACP, where synchronization is called
communication), while flow clauses are forced to synchronize, and can only synchronize if
they accept the same solutions. The synchronization of actions takes place using a (partial,
commutative, and associative) communication function γ ∈ A × A → A. For example,
if the actions a and a′ synchronize, the resulting action is a′′ = aγ a′. Actions cannot
synchronize with flow clauses, and in a parallel composition between those, the action
executes first. This communication function is considered a parameter of the theory.
As with the left-disrupt, the operators left-parallel composition and forced-communica-
tion are mainly introduced for calculation purposes. The left-parallel composition p ‖ q
models that either p performs a discrete action first, and then behaves as a normal parallel
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composition with q, or p cannot perform such an action, and the process deadlocks. The
forced-synchronization p | q models how the first behavior (either a discrete action or a
part of a flow) of p and q is synchronized, after which they behave as in a normal parallel
composition. If synchronization is not possible, then the forced-synchronization deadlocks.
Encapsulation ∂H (p) models that certain discrete actions (from the set H ⊆ A) are
blocked during the execution of the process p. This operator is often used in combination
with the parallel composition to model that synchronization between discrete actions is
enforced.
From the signature of HyPA, terms can be constructed using variables from a given set
of process variables Vp (with Vp ∩ Vm = ∅), as usual. In this paper, the set of all such
terms is denoted T (Vp) and these are referred to as terms or open terms. Terms in which
no process variables occur are called closed terms. The set of all closed terms is denoted
T .
Finally, all the processes should be interpreted in the light of a set E of recursive defini-
tions, called recursive specification, of the form X ≈ p, where X is a process variable and
p is a term. We denote the set of all process variables that occur in the left-hand side of a
recursive definition from E by Vr (Vr ⊆ Vp) and call these variables recursion variables.
We only allow recursive definitions X ≈ p where the term p only contains recursion vari-
ables. Outside the recursive specification, recursion variables are treated as constants of
the theory. Recursion is a powerful way to model repetition in a process. We use X ≈ p
for recursion rather than X = p in order to avoid confusion with equality as used in many
syntaxes for describing flow and re-initialization predicates. The set T (Vr) denotes the set
of all terms in which only recursion variables are used. Such elements are referred to as
process terms.
The binding order of the operators of HyPA is as follows:  ,  ,  , d 
, ‖ ,
‖ , | , ⊕ , where alternative composition binds weakest, and sequential composition binds
strongest. With encapsulation (∂H (_)), brackets are always used. As an example, a term
d 
 a  b ⊕ c ‖ c′ should be read as (d 
 (a  b)) ⊕ (c ‖ c′).
2.2. Formal semantics
In this section, we give a formal semantics to the syntax defined in the previous section,
by constructing a kind of labeled transition system, for each process term and each pos-
sible valuation of the model variables. In this transition system we consider two different
kinds of transitions: one associated with computational behavior (i.e. discrete actions), and
the other associated with physical behavior (i.e. flow clauses). This is why we call those
transition systems hybrid.
Definition 1 (Hybrid transition system). A hybrid transition system is a tuple 〈X,A,
, →,, 〉, consisting of a state space X, a set of action labels A, a set of flow la-
bels , and transition relations →⊆ X × A × X and ⊆ X ×  × X. Lastly, there is a
termination predicate ⊆ X.
For the semantical hybrid transition systems that are associated with HyPA terms, the
state space is formed by pairs of process terms and valuations of the model variables, i.e.
X = T (Vr) × Val. The set of action labels is formed by pairs of actions and valuations,
i.e. A = A × Val, and the set of flow labels is formed by the set of flows, i.e.  = F .
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Recall that the elements f ∈ F have a closed-interval domain, possibly a singleton, start-
ing in 0.
We use the notation 〈 x 〉 a→ 〈 x′ 〉 for a transition (x, a, x′) ∈ → with x, x′ ∈ X and
a ∈ A. Similarly, we use 〈 x 〉 σ 〈 x′ 〉 for a transition (x, σ, x′) ∈  with σ ∈ , and for
arbitrary transitions, we use 〈 x 〉 l→ 〈 x′ 〉 instead of (x, l, x′) ∈ → ∪ and l ∈ A ∪ .
Finally, termination is denoted 〈 x 〉 instead of x ∈ .
Hybrid transition systems [38] can be used to model computational behavior through the
use of action transitions, which take no time to execute, and to model physical behavior
through the use of flow transitions, which represent the behavior of model variables during
the passage of time. Note, that there is no variable in Vm that is explicitly associated with
time. Hence, if one would like to refer to time in a flow clause, one would have to include
the model of a clock, using for example a flow clause like
 t | t˙ = 1.
Before we turn to the actual definition of the semantics of HyPA in terms of hybrid
transition systems, a notion of solution for flow clauses and re-initialization clauses is
needed for the definition of the semantics of these atoms of the algebra. These notions are
obtained by lifting the notion of solution of flow predicates and re-initialization predicates,
while taking into account the influence of the variable set V .
A flow clause [V |Pf] changes the valuation of the model variables according to the
possible solutions of its flow predicate Pf. In contrast to the flow predicates of [16], an
initial jump in the value of a variable x, is allowed in HyPA when x ∈ V . Furthermore,
discontinuous and non-differentiable flows of x may be allowed, if such solutions exists
for the type of flow predicate that is used. The concept of solution of a flow clause, is lifted
from the notion of solutions of its flow predicate as follows.
Definition 2 (Solution of a flow clause). A pair (ν, σ ) ∈ Val × F , is defined to be a solution
of a flow clause c ∈ C, denoted (ν, σ ) |= c, as follows:
• (ν, σ ) |=
V |Pf if σ |=f Pf, and for all x ∈ V we find ν(x) = σ(0)(x);
• (ν, σ ) |= c ∧ c′ if (ν, σ ) |= c and (ν, σ ) |= c′.
Clearly, the flow clause
false has no solutions, as the flow predicate false has no
solutions.
A re-initialization clause [V |Pr] changes the valuation of the model variables accord-
ing to the possible solutions of its re-initialization predicate Pr. The set V indicates the
variables that are allowed to change their value. Whenever x ∈ V , the variable x is fixed.
Note that this is precisely opposite to the use of V in flow clauses. We define the solu-
tions of a re-initialization clause in terms of the solutions of a re-initialization predicate as
follows.
Definition 3 (Solution of a re-initialization clause). A re-initialization (ν, ν′) ∈ R is
defined to be a solution of a re-initialization clause d ∈ D, denoted (ν, ν′) |= d , as follows:
• (ν, ν′) |= [V |Pr] if (ν, ν′) |=r Pr and for all x ∈ V we find ν(x) = ν′(x);
• (ν, ν′) |= d ′ ∨ d ′′ if (ν, ν′) |= d ′ or (ν, ν′) |= d ′′;
• (ν, ν′) |= d ′ ∧ d ′′ if (ν, ν′) |= d ′ and (ν, ν′) |= d ′′;
• (ν, ν′) |= d ′ ∼ d ′′ if there exists υ ∈ Val with (ν, υ) |= d ′ and (υ, ν′) |= d ′′;
• (ν, ν′) |= d ′? if ν = ν′, and there exists υ ∈ Val with (ν, υ) |= d ′;
• (ν, ν′) |= cjmp if there exists σ ∈  such that (ν, σ ) |= c and σ(0) = ν′.
P.J.L. Cuijpers, M.A. Reniers / Journal of Logic and Algebraic Programming 62 (2005) 191–245 205
If we have two re-initialization clauses d, d ′ ∈ D, the clause d ∼ d ′ accepts exactly
those solutions that are a concatenation of the re-initializations of d and d ′. The clause d?
does not change the value of any of the variables, and only has a solution for those valu-
ations for which d has a solution. The clause cjmp imitates the re-initializations performed
initially by a flow clause c. Obviously, the re-initialization clause
[false] has no solutions,
while [Vm| true] has every possible re-initialization as a solution. Note, that [true] exactly
allows all re-initializations that do not change any of the variable valuations.
The semantics of the HyPA constants and function symbols is given in Tables 1–5,
using deduction rules in the style of [40]. In these tables p, p′, q, q ′ denote process terms,
a, a′, a′′ denote actions, c denotes a flow clause, d denotes a re-initialization clause, H
denotes a set of actions, X denotes a recursion variable, ν, ν′, ν′′ denote valuations, σ
denotes a flow, t denotes a point in time, and l denotes an arbitrary transition label.
In Table 1, the semantics of the atomic processes, the flow clauses, and the process
re-initializations is given. Rule (1) captures our intuition that  is a process that only
terminates. Analogously, the fact that there is no rule for δ, expresses that this is indeed a
deadlocking process. Rule (2) expresses that discrete actions display their own name, and
the valuation of the model variables on the transition label, but do not change this valuation.
Changes in the valuation can only be caused by flow clauses and re-initialization clauses,
as defined by rules (3)–(5).
The semantics of the other operators is defined in Tables 2–5. Rules (6)–(10), for al-
ternative and sequential composition, are very similar to that of ACP. However, it is worth
noting that we have chosen to model flow transitions as having the same non-deterministic
interpretation as action transitions. This in contrast to many timed process algebras [45],
where the passage of time (by itself) does not trigger a branching in the transition system.
The reason for this way of modeling, is our intuition that continuous behavior (i.e. the
Table 1
Operational semantics of HyPA
〈 , ν 〉 (1) 〈 a, ν 〉 a,ν→ 〈 , ν 〉
(2)
(ν, σ ) |= c, dom(σ ) = [0, t]
〈 c, ν 〉 σ 〈 c, σ (t) 〉
(3)
(ν, ν′) |= d, 〈p, ν′ 〉
〈 d 
 p, ν 〉 (4)
(ν, ν′) |= d, 〈p, ν′ 〉 l→ 〈p′, ν′′ 〉
〈 d 
 p, ν 〉 l→ 〈p′, ν′′ 〉
(5)
Table 2
Operational semantics of HyPA, alternative and sequential composition
〈p, ν 〉
〈p ⊕ q, ν 〉
〈 q ⊕ p, ν 〉
(6)
〈p, ν 〉 l→ 〈p′, ν′ 〉
〈p ⊕ q, ν 〉 l→ 〈p′, ν′ 〉
〈 q ⊕ p, ν 〉 l→ 〈p′, ν′ 〉
(7)
〈p, ν 〉, 〈 q, ν 〉
〈p  q, ν 〉 (8)
〈p, ν 〉 l→ 〈p′, ν′ 〉
〈p  q, ν 〉 l→ 〈p′  q, ν′ 〉
(9)
〈p, ν 〉, 〈 q, ν 〉 l→ 〈 q ′, ν′ 〉
〈p  q, ν 〉 l→ 〈 q ′, ν′ 〉
(10)
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Table 3
Operational semantics of HyPA, disrupt
〈p, ν 〉
〈p  q, ν 〉
〈p  q, ν 〉
(11)
〈p, ν 〉 l→ 〈p′, ν′ 〉
〈p  q, ν 〉 l→ 〈p′  q, ν′ 〉
〈p  q, ν 〉 l→ 〈p′  q, ν′ 〉
(12)
〈 q, ν 〉
〈p  q, ν 〉 (13)
〈 q, ν 〉 l→ 〈 q ′, ν′ 〉
〈p  q, ν 〉 l→ 〈 q ′, ν′ 〉
(14)
Table 4
Operational semantics of HyPA, parallel composition
〈p, ν 〉, 〈 q, ν 〉
〈p ‖ q, ν 〉
〈p | q, ν 〉
(15)
〈p, ν 〉 σ 〈p′, ν′ 〉, 〈 q, ν 〉 σ 〈 q ′, ν′ 〉
〈p ‖ q, ν 〉 σ 〈p′ ‖ q ′, ν′ 〉
〈p | q, ν 〉 σ 〈p′ ‖ q ′, ν′ 〉
(16)
〈p, ν 〉 σ 〈p′, ν′ 〉, 〈 q, ν 〉
〈p ‖ q, ν 〉 σ 〈p′, ν′ 〉
〈 q ‖ p, ν 〉 σ 〈p′, ν′ 〉
〈p | q, ν 〉 σ 〈p′, ν′ 〉
〈 q | p, ν 〉 σ 〈p′, ν′ 〉
(17)
〈p, ν 〉 a,ν′→ 〈p′, ν′′ 〉
〈p ‖ q, ν 〉 a,ν′→ 〈p′ ‖ q, ν′′ 〉
〈 q ‖ p, ν 〉 a,ν′→ 〈 q ‖ p′, ν′′ 〉
〈p ‖ q, ν 〉 a,ν′→ 〈p′ ‖ q, ν′′ 〉
(18)
〈p, ν 〉 a,ν′→ 〈p′, ν′′ 〉, 〈 q, ν 〉 a′,ν′→ 〈 q ′, ν′′ 〉, a′′ = a γ a′
〈p ‖ q, ν 〉 a′′,ν′→ 〈p′ ‖ q ′, ν′′ 〉
〈p | q, ν 〉 a′′,ν′→ 〈p′ ‖ q ′, ν′′ 〉
(19)
Table 5
Operational semantics of HyPA, encapsulation and recursion
〈p, ν 〉 a,ν′→ 〈p′, ν′′ 〉, a ∈ H
〈 ∂H (p) , ν 〉 a,ν
′→ 〈 ∂H
(
p′
)
, ν′′ 〉
(20)
〈p, ν 〉 σ 〈p′, ν′ 〉
〈 ∂H (p) , ν 〉
σ
 〈 ∂H
(
p′
)
, ν′ 〉
(21)
〈p, ν 〉
〈 ∂H (p) , ν 〉 (22)
〈p, ν 〉
〈X, ν 〉 (23) X ≈ p ∈ E
〈p, ν 〉 l→ 〈p′, ν′ 〉
〈X, ν 〉 l→ 〈p′, ν′ 〉
(24) X ≈ p ∈ E
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passing of time) influences the valuation of the model variables, and can therefore intro-
duce choices in the system behavior, just like discrete actions do. If, in the future, we
develop operators to abstract from the variables that trigger those choices, we do not
want the choices themselves to disappear, through some time-determinism mechanism.
The argument for introducing time-determinism, that time is an external phenomenon
that does not influence the state of a system, does in our opinion not hold for hybrid
systems. Also, the hybrid automata of Henzinger [16], and most other hybrid automata
approaches that we know of, are time-non-deterministic, supposedly for the same
reasons.
Interestingly, in [13] a time-deterministic approach to hybrid systems is chosen (clearly,
they disagree with the above arguments), while in hybrid χ [11] operators are introduced
for both. Models in the language hybrid χ , therefore, might show the difference between
the approaches. As far as we can tell, the time-deterministic operator is used most often
when, for example, a controller makes a choice after some delay, indeed without specifying
the dynamics during this delay. This is modeled as a time-deterministic choice between
delaying actions. When modeling physical modes of a system, the non-deterministic choice
operator is used. The physical behavior of a system can only be in one mode, even if a
particular evolution is permitted in both modes. In other words, time-determinism plays a
role on a higher level of abstraction than that which we aim for in HyPA.
Rules (11)–(14) define the semantics of the disrupt operator and the left-disrupt oper-
ator. If we compare these rules to the rules for sequential composition, we see that the main
difference, is the way in which termination is handled. Firstly, in a composition p  q, the
process q may start execution without p terminating. Secondly, if the process p terminates,
the process p  q may also terminate regardless of the behavior of q.
Rules (15)–(19) define the semantics of the parallel composition, and in these rules the
difference between action transitions and flow transitions is most prominent. For actions,
the interpretation of the parallel composition is the same as in ACP [7,43]. Discrete actions
that are placed in parallel are interleaved, but can also synchronize using a (partial, com-
mutative, and associative) communication function γ ∈ A × A → A. If a discrete action
a communicates with an action a′ (this is the case if aγ a′ is defined), the result is an action
a′′ = aγ a′. If flow clauses are placed in parallel, they always synchronize their behavior
such that, intuitively, the flows that are possible in a parallel composition are a solution of
both clauses.
Encapsulation, as defined by rules (20)–(22), only influences action transitions. This
is not surprising, since, as mentioned before, the ∂H (_) operator is originally intended to
model enforced synchronization in a parallel composition. Parallel composition, in general,
may lead to interleaving actions and synchronized actions. The encapsulation operator is
then used to block the interleaving actions. Flow transitions are already synchronized in
the parallel composition, so there is no need for encapsulation of those.
Rules (23) and (24) model recursion in the same way as it was done in [7,43]. For a
recursive definition X ≈ p, a transition for the variable X is possible, if it can be deduced
from the semantical rules for the process term p.
2.3. Bisimilarity
In this section, we discuss the equivalence notion of bisimilarity [42], which is first
defined on hybrid transition systems, and then lifted to process terms.
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Definition 4 (Bisimilarity on hybrid transition systems). Given, a hybrid transition system
〈X,A,, →,, 〉, a relation R ⊆ X × X is a bisimulation relation if
• for all x, y ∈ X such that xRy, we find 〈 x 〉 implies 〈 y 〉;
• for all x, y ∈ X such that xRy, we find 〈 y 〉 implies 〈 x 〉;
• for all x, x′, y ∈ X such that xRy and l ∈ A ∪ , we find 〈 x 〉 l→ 〈 x′ 〉 implies there
exists y′ such that 〈 y 〉 l→ 〈 y′ 〉 and x′Ry′;
• for all x, y, y′ ∈ X such that xRy and l ∈ A ∪ , we find 〈 y 〉 l→ 〈 y′ 〉 implies there
exists x′ such that 〈 x 〉 l→ 〈 x′ 〉 and x′Ry′.
Two states x, y ∈ X are bisimilar, notation x↔__y, if there exists a bisimulation relation that
relates x and y.
In lifting this notion of equivalence on hybrid transition systems to process terms (and
hence abstracting from valuations) we have to be careful. It is assumed that the model
variables that are shared by the process terms to be related represent the same entity.
Therefore, both process terms are only compared with respect to the same (arbitrary) initial
valuation of the model variables.
In order for the equivalence to be robust with respect to interference caused by processes
executed in parallel, for all states that are reached by performing transitions, it is required
that the contained process terms are related for all valuations that can be obtained through
interference. This is what we call robustness of a relation. An interference can be modeled
as a function ι : Val → Val. Observe that we apply the same interference function to both
variable valuations.
Definition 5 (Robust). A relation R ⊆ (T (Vr) × Val) × (T (Vr) × Val) is robust if for all
〈p, ν〉, 〈p′, ν′〉 ∈ X such that 〈p, ν〉R〈p′, ν′〉, and for all interferences ι ∈ Val → Val, we
find 〈p, ι(ν)〉R〈p′, ι(ν′)〉.
Definition 6 (Robust bisimilarity). Two process terms p, q ∈ T (Vr) are robustly bisim-
ilar, denoted p↔__q, if there exists a robust bisimulation relation R ⊆ (T (Vr) × Val) ×
(T (Vr) × Val) such that 〈p, ν〉R〈q, ν〉 for all valuations ν ∈ Val.
If two process terms are robustly bisimilar, then they describe equivalent transition
systems, hence they describe the same process. In Appendix B, we show that the notion
of robust bisimilarity given here coincides with the notion of bisimilarity (also called
stateless bisimilarity) used in [46]. We adapted the definition, because it separates the
idea of interference from the notion of bisimilarity. In the following section, we discuss
an axiomatization of robust bisimilarity for HyPA. First, however, we give two examples
of modeling in HyPA, in order to strengthen the intuition on its syntax and semantics.
2.4. Example: steam boiler
This section is intended to illustrate the use of HyPA for modeling hybrid systems. The
process below, is a model of the celebrated benchmark problem of the steam boiler [47].
For reasons of brevity, the problem is simplified considerably. It is not our intention to give
a comparison with other models of the steam boiler here. We only want to give a feeling
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Fig. 6. The steam boiler.
for the syntax and semantics of the language. The text below, explains shortly what the
given model consists of.
The boiler process, as depicted in Fig. 6 consists of a water level w, an in-flow of water
v and a steam production s. This steam production is determined by the Heater process,
which limits it between the constants smin and smax. The in-flow is determined by a Valve
process, which can be opened or closed using the actions ro and rc respectively. If the
valve is open, the in-flow to the boiler is vin. If it is closed, the in-flow is 0. Furthermore,
there is a Controller, that every T seconds interferes with the valve, by telling it to open
or close using the actions so and sc. The goal of this controller, is to keep the water level
between the constants wmin and wmax. To do this safely, it takes a margin of wsafe into
account. The total system is the parallel composition of the Water process, the Heater, the
two modes of the Valve, and the Controller, over which communication is enforced through
the definitions op = ro γ so, cl = rc γ sc, and H = {so, sc, ro, rc}:
Water ≈
 w ∣∣ w˙ = v − s ,
Heater ≈
smin  s  smax,
ValveOpen ≈
v = vin  rc  ValveClose,
ValveClose ≈
v = 0  ro  ValveOpen,
Controller ≈ [ t∣∣ t+ = 0] 
  t
∣∣∣∣ t˙ = 1t  T
  [t− = T ] 


[
w−  wmax − wsafe
] 
 sc  Controller ⊕[
wmin + wsafe  w−  wmax − wsafe
] 
 Controller ⊕[
w−  wmin + wsafe
] 
 so  Controller

,
Boiler ≈ ∂H (Water ‖ Heater ‖ (ValveOpen ⊕ ValveClosed) ‖ Controller) .
In the following section, we discuss an axiomatization of HyPA that allows us to rewrite
the Boiler process into a form in which all parallel compositions are eliminated.
2.5. Example: impact control
In this section, we give another modeling example. This time, of a system in which the
discontinuities are also governed by physical laws. Fig. 7 shows a part of a component
mounter, that places a component, modeled as a simple mass Mc driven by a force fc, onto
a printed circuit board (PCB), modeled as a mass Mp, in connection with a spring-damper
system Kp,Rp to reflect the flexibility of the board. From a hybrid point of view, mainly
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Fig. 7. Schematic model of the impact process.
the moment of impact is interesting, because it can be modeled using laws of conservation
of momentum.
Regarding the movement of the masses, two distinct phases can be recognized. In the
one phase, where the component and the PCB do not touch, the movement of the compon-
ent is determined by the force fc, while the movement of the PCB is determined by the
internal force fp of the spring-damper system. In the other phase, where the component
touches the PCB, the total of the forces is divided over the total of the masses. Note, that in
one mode the velocities are not allowed to jump, while in the other mode they are. There
seems to be a relation between this phenomenon and the ‘loss of state’ described in [1], due
to dependencies between masses or other energy storing elements. Also note, that we use
a left-disrupt rather than a disrupt operator, in order to make the definition ‘guarded’. This
is explained in Section 3. We find the following model for the movement of the masses:
M ≈



hc, vc
hp, vp
∣∣∣∣∣∣∣∣∣∣
hc  hp
fc = Mcv˙c
fp = Mpv˙p
h˙c = vc
h˙p = vp

⊕

hc
hp
∣∣∣∣∣∣∣∣∣∣
fcMp  fpMc
hc = hp
fc + fp = Mcv˙c + Mpv˙p
h˙c = vc
h˙p = vp


  M.
Of course, the force on the PCB is determined by the spring-damper system. This is
modeled by the following process:
SD ≈
 hp ∣∣ fp = −Kphp − Rpvp .
The model of movement, however, needs to be restricted, since during the collision very
wild jumps in the velocities are possible. We need to pose laws for the conservation of
momentum, and the conservation (or rather the decrease) of energy in the system. The
following process models that the change in total momentum p depends on the total force
on the masses, while this total momentum is not allowed to jump. The total momentum is
the derivative of the total energy e in the system, and the total energy may only decrease
during jumps:
E ≈ [e∣∣ e+  e−] 

 p
∣∣∣∣∣∣
p˙ = fc + fp
e˙ = p
p = Mcvc + Mpvp
  E.
The total model of the component mounter then becomes M ‖ SD ‖ E. One of the problems
we are faced with at the moment, is to find a suitable controller for this process, steering
the force fc in such a way that the total play of forces and the change in velocity at impact,
never become such that the component cracks. In other words, to find a process C such that
M ‖ SD ‖ E ‖ C has some desired safety properties. This is a topic for future research.
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3. Algebraic reasoning in HyPA
The strength of the field of process algebra, lies in its ability to use equational reasoning
for the analysis of transition systems, or, more precisely, for the analysis of equivalence
classes of transition systems, called processes. In this section, we show that this equa-
tional reasoning is also possible in HyPA. In the previous section, a notion of bisimilarity
was defined on process terms, reflecting equivalence of the underlying hybrid transition
systems. We study properties of this equivalence, and capture those properties in a set
of derivation rules and a set of axioms on the algebra of process terms. Together with a
principle for guarded recursion, this forms a proof system in which every derived equality
on process terms represents equality of the underlying hybrid transition systems. In other
words, process terms that are derivably equal, describe transition systems in the same
equivalence class, and hence describe the same process.
This section is split up in four parts. In the first part, we give a formal axiomatization
of robust bisimilarity, and we treat the intuition behind the axioms, and the insights they
provide us with. In the second part, we prove soundness of this axiomatization. In the third
part, we discuss a specification principle that is used for reasoning about recursion, and in
the fourth part, we show a few useful properties of our axiomatization, like a conservativity
theorem with respect to the process algebra ACP and a rewrite system for rewriting closed
terms into a normal form.
3.1. Axiomatization
In this subsection, we give the axiomatization of robust bisimilarity in HyPA. In Table
6, we give a set of derivation rules, and throughout this subsection we give a set of axioms
that, to a large extend, capture the notion of robust bisimilarity. We write HyPA E p ≈ q,
if we can derive equivalence of p and q using those axioms and recursive definitions from
a set E.
Definition 7 (Derivation). Let E be a set of recursive definitions over a set of recursion
variables Vr. We write HyPA E p ≈ q to indicate that equivalence of (open) terms p
and q can be derived from our axiom system and the recursive definitions from E. We
define that equivalence can be derived according to the rules given in Table 6. In this table,
p, pi, q, qi, r denote terms, d, d ′ denote re-initialization clauses, and c, c′, c′′ denote flow
clauses.
In cases where there can be no confusion as to the set of recursive definitions that is
intended, we write  instead of E .
In the remainder of this subsection, the axioms of HyPA, and the insight they provide re-
garding the operators of the language, are presented. Also, the intuitions behind derivation
rules (9) and (10), are discussed. In each of the axioms, x, y, z denote arbitrary terms. The
letters a, a′ denote actions, while c, c′ denote flow clauses and d, d ′ denote re-initialization
clauses. Unlike what is usual for ACP, one may not choose δ when a is written in an axiom.
The first five axioms, known as the axioms of basic process algebra [7], model proper-
ties of choice and sequential composition. Alternative composition is idempotent, because
a choice between equals is not really considered a choice. Furthermore, it is associat-
ive and commutative. Sequential composition is only associative. Sequential composition
212 P.J.L. Cuijpers, M.A. Reniers / Journal of Logic and Algebraic Programming 62 (2005) 191–245
Table 6
Derivation rules of HyPA
HyPA E p ≈ p (1)
HyPA E p ≈ q
HyPA E q ≈ p (2)
HyPA E p ≈ q, HyPA E q ≈ r
HyPA E p ≈ r (3)
HyPA E p ≈ q, S : Vp → T (Vp), dom(S) ∩ Vr = ∅
HyPA E S(p) ≈ S(q) (4)
O an n-ary HyPA operator, ∀1in HyPA E pi ≈ qi
HyPA E O(p1, . . . , pn) ≈ O(q1, . . . , qn) (5)
∀ν,ν′ (ν, ν′) |= d iff (ν, ν′) |= d ′
HyPA E d 
 x ≈ d ′ 
 x (6)
∀ν,σ (ν, σ ) |= c iff (ν, σ ) |= c′
HyPA E c ≈ c′ (7)
p ≈ q is an axiom or a recursive definition
HyPA E p ≈ q (8)
∀ν,σ (ν, σ ) |= c′ implies (ν, σ ) |= c
∀ν,ν′,σ (ν, ν′) |= d and (ν′, σ ) |= c imply (ν′, σ ) |= c′
HyPA E d 
 c ≈ d 
 c′  c (9)
∀ν,σ (ν, σ ) |= c iff (ν, σ ) |= c′ or (ν, σ ) |= c′′
HyPA E c ≈ (c′ ⊕ c′′)  c (10)
right-distributes over alternative composition, but does not left-distribute since that would
lead to a change in the moment of choice.
x ⊕ y ≈ y ⊕ x
(x ⊕ y) ⊕ z ≈ x ⊕ (y ⊕ z)
x ⊕ x ≈ x
(x ⊕ y)  z ≈ x  z ⊕ y  z
(x  y)  z ≈ x  (y  z)
Alternative composition and sequential composition have deadlock and the empty pro-
cess, respectively, as a unit element, while deadlock is a left-zero element for sequential
composition.
x ⊕ δ ≈ x   x ≈ x
δ  x ≈ δ x   ≈ x
In fact, any flow-clause is a left-zero element of sequential composition, since flow-
clauses do not terminate. This is a generalization of the previous axiom, recalling a previous
remark that
false is the system theoretic equivalent of deadlock. For many of the oper-
ators, the role of deadlock can be derived from the axioms on flow clauses. Often, however,
we give the axiom for deadlock separately, for sake of clarity of the presentation.
c  x ≈ c
false ≈ δ
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The disrupt operator, can only be axiomatized using the left-disrupt (see [44]).
x  y ≈ x  y ⊕ y
For the left-disrupt, we find the following axioms, that reflect a kind of associativity, and
right-distribution over the alternative composition. Deadlock is a left-zero, but a right-unit
element of the left-disrupt. Also, there are two axioms formalizing the relation between
sequential composition and left-disrupt. The last of these axioms reflects that, if the left
argument of the left-disrupt does not terminate, then sequential composition distributes
over left-disrupt. Derivation rules (9) and (10), which also deal with the left-disrupt, are
discussed at the end of this section.
(x  y)  z ≈ x  (y  z) (x ⊕ y)  z ≈ x  z ⊕ y  z
δ  x ≈ δ x  δ ≈ x
a  x  y ≈ a  (x  y)   x ≈ 
(x  δ  y)  z ≈ x  δ  y  z
The axiomatization of parallel composition relies on the axiomatization of the left-
parallel composition and the forced-synchronization operator.
x ‖ y ≈ x ‖ y ⊕ y ‖ x ⊕ x | y
Regarding the left-parallel composition and the forced-synchronization, we find the
following axioms that describe associativity and commutativity properties. The axioms
also describe how all independent behavior of parallel composition is executed by the left-
parallel composition, while synchronization amongst actions, amongst flow-clauses and
between termination and flow-clauses is executed by the forced-synchronization operator.
Note, that this corresponds to the choice made in [48], and is subtly different from the
way parallel composition is treated in [7]. For the forced-synchronization operator, we find
termination if both the left and the right process terminate. Termination cannot synchronize
with actions, and therefore leads to deadlock. Actions a and a′ may synchronize by pro-
ducing an action aγ a′ if this action is defined, and otherwise the forced-synchronization
results in deadlock. Termination may occur before flow behavior executes, actions and
flows cannot synchronize, and flows always must synchronize.
 ‖ x ≈ δ x ‖  ≈ x
a  x ‖ y ≈ a  (x ‖ y) (x ⊕ y) ‖ z ≈ x ‖ z ⊕ y ‖ z
c  x ‖ y ≈ δ (x ‖ y) ‖ z ≈ x ‖ (y ‖ z)
δ ‖ x ≈ δ (x | y) ‖ z ≈ x | (y ‖ z)
 |  ≈  x | y ≈ y | x
δ | x ≈ δ (x ⊕ y) | z ≈ x | z ⊕ y | z
 | c  x ≈ c  x (x | y) | z ≈ x | (y | z)
 | a  x ≈ δ
a  x | b  y ≈ (aγ b)  (x ‖ y) if (aγ b) defined
a  x | b  y ≈ (aγ b)  (x ‖ y) if (aγ b) undefined
a  x | c  y ≈ δ
c  x | c′  y ≈ (c ∧ c′) 


x ‖ c′  y ⊕
y ‖ c  x ⊕
x | c′  y ⊕
y | c  x


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Notice, that the axioms on left-disrupt, left-parallel composition and forced-synchroniza-
tion may be used to prove additional equalities, such as (x  y)  z ≈ x  (y  z),
x ‖ y ≈ y ‖ x, and (x ‖ y) ‖ z ≈ x ‖ (y ‖ z).
As usual, encapsulation of actions distributes over all operators, except over parallel
composition, left-parallel composition and forced-synchronization.
∂H (c) ≈ c ∂H (x ⊕ y) ≈ ∂H (x) ⊕ ∂H (y)
∂H () ≈  ∂H (x  y) ≈ ∂H (x)  ∂H (y)
∂H (δ) ≈ δ ∂H (x  y) ≈ ∂H (x)  ∂H (y)
∂H (a) ≈ a if a ∈ H ∂H (a) ≈ δ if a ∈ H
Finally, we should pay attention to the re-initialization operator. There are re-initializa-
tion clauses [true], serving as a unit element, and [false], serving as an equivalent for
deadlock. Deadlock itself a zero-element. Furthermore, subsequent re-initializations can be
concatenated using the ∼ operation, and a flow-clause c has an implicit re-initialization
cjmp, modeling spontaneous re-initializations following from initial value problems as de-
scribed in, for example, [1]. The re-initialization operator distributes over most other op-
erators from HyPA, except over the parallel composition and the forced-synchronization.
With respect to termination, re-initialization has peculiar behavior. Because a re-initializa-
tion d is executed at the beginning of the first transition of a process, while termination
does not perform a transition, the actual re-initialization never takes place. Nevertheless,
before the termination takes place, it is evaluated whether the re-initialization has a pos-
sible solution, which is reflected in the use of the satisfiability operator d? in some of the
axioms. This peculiar behavior for termination, is visible in one of the distribution axioms
for sequential composition.
[true] 
 x ≈ x d 
 (x ⊕ y) ≈ d 
 x ⊕ d 
 y[false] 
 x ≈ δ (d 
 a)  x ≈ d 
 a  x
d 
 δ ≈ δ (d 
 c)  x ≈ d 
 c
d 
 d ′ 
 x ≈ (d ∼ d ′) 
 x (d 
 )  x ≈ d? 
 x
d 
 x ⊕ d ′ 
 x ≈ (d ∨ d ′) 
 x (d 
 x)  y ≈ d 
 x  y
cjmp 
 c ≈ c (d 
 x) ‖ y ≈ d 
 x ‖ y
∂H (d 
 x) ≈ d 
 ∂H (x)
Using reasoning on re-initialization clauses, we find that ([true] ∨ [true]) 
 x ≈
[true] 
 x. A trivial consequence of this, is for example the equality x ⊕ x ≈ x, which
was stated before as an axiom from basic process algebra, but can also be derived from
the axioms on re-initialization and alternative composition. Again, using reasoning on re-
initialization clauses, we find that [true] 
 x ≈ [true]? 
 x, and we may derive another
axiom from basic process algebra:   x ≈ x.
As mentioned before, re-initialization does not distribute over forced-synchronization.
Because of this, many of the axioms given before for forced-synchronization have to be
repeated in the light of re-initializations. In some of these axioms, termination plays its
peculiar role again.
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d 
  | d ′ 
  ≈ (d? ∧ d ′?) 
 
d 
  | d ′ 
 a  x ≈ δ
d 
 a  x | d ′ 
 a′  y ≈ (d ∧ d ′) 
 (aγ a′)  (x ‖ y) if aγ a′ defined
d 
 a  x | d ′ 
 a′  y ≈ δ if aγ a′ undefined
d 
  | d ′ 
 c  x ≈ (d? ∼ d ′) 
 c  x
d 
 c  x | d ′ 
 a  y ≈ δ
d 
 c  x | d ′ 
 c′  y ≈ ((d ∼ cjmp) ∧ (d ′ ∼ c′jmp)) 

(c ∧ c′) 


x ‖ c′  y ⊕
y ‖ c  x ⊕
x | c′  y ⊕
y | c  x


Termination only takes place, if both re-initializations are satisfiable, independent of
each other. If synchronizing actions are re-initialized, both re-initializations should be sat-
isfied, i.e. both processes should agree on the change of valuation. In particular, if aγ a′ =
a′′, and a is re-initialized by an assignment x+ = x− + 1, we find [x| x+ = x− + 1] 

a | a′ ≈ [x| x+ = x− + 1] 
 a | [true] 
 a′ ≈ ( [x| x+ = x− + 1] ∧ [true] ) 
 (aγ a′)
≈ [false] 
 (aγ a′) ≈ δ. The action a′ does not allow any changes in the variables. In the
calculation, this is reflected in the fact that [true] does not allow any changes in valuations.
A deadlock is the result of this disagreement between the re-initializations of a and a′.
Re-initialization shows a clear distinction between the way in which termination be-
haves in parallel to actions and in parallel to flows. Since actions cannot synchronize
with termination, we find that termination (with a possible re-initialization) is delayed, i.e.
d 
 a ‖ d ′ 
  ≈ d 
 a  d ′? 
 , while termination must take place before a flow is
executed, hence d 
 c ‖ d ′ 
  ≈ d ′? 
 d 
 c. The axiom in which flows synchronize
after re-initialization, is quite complicated due to our decision to make it possible for flow
clauses to perform spontaneous re-initializations. When synchronizing, these flow clause
re-initializations should be taken into account. If we restrict ourselves to flow clauses in
which all variables are continuous, and are not allowed to jump (as is done in hybrid
automata for example), i.e. clauses of the form
Vm|Pf, we find the equality d 

c  x | d ′ 
 c′  y ≈ (d ∧ d ′) 
 (c ∧ c′)  (x ‖ c′  y ⊕ y ‖ c  x ⊕ x | c′ 
y ⊕ y | c  x), which is more in line with the intuition that both re-initialization clauses
and flow clauses are synchronized. The proof of equality relies on the observation that, in
case of continuity, cjmp = c?jmp (no jumps, hence only satisfiability) and (d0 ∼ d?1) ∧ (d ′0 ∼
d ′1?) = (d0 ∧ d ′0) ∼ (d?1 ∧ d ′1?).
Derivation rule (9) in Table 6, expresses how a process re-initialization can restrict the
choice for the first transition of a flow clause. A useful application of this rule is in recog-
nizing a particular solution of a differential equation given a certain initial condition. For
example, consider the flow clause
x, t | x˙ = x ∧ t˙ = 1. Clearly, x = et is a solution
of the differential equation x˙ = x, and if initially t = 0 and x = 1, this solution is unique.
Using derivation rule (9), we now find the following equivalence:[
x
t
∣∣∣∣ x+ = 1t+ = 0
]


 x
t
∣∣∣∣ x˙ = xt˙ = 1

≈[
x
t
∣∣∣∣ x+ = 1t+ = 0
]


 x
t
∣∣∣∣ x = ett˙ = 1
 
 x
t
∣∣∣∣ x˙ = xt˙ = 1
 .
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Note, that t and x are both not allowed to jump. Otherwise, the flow clauses in this example
might execute undesired re-initializations. Derivation rule (9), also expresses the repetitive
character of flow clauses. This is illustrated using d = [true] and c′ = c. We then find the
equivalence c ≈ c  c.
Derivation rule (10), also expresses this repetitive character. This is illustrated by taking
c = c′ = c′′, we then find again c ≈ c  c. Furthermore, derivation rule (10) expresses
that if we can divide a flow clause c into two (possibly overlapping) clauses c′ and c′′, then
the first transition taken by c can be mimicked by either c′ or c′′. An application of this
rule, is that a solution of a flow clause can be split off even if there is no re-initialization.
For example, the flow clause
x˙ = 3x 23 ∧ t˙ = 1 contains a set of differential equations
with solutions x = 0 and x = t3, if initially x = 0 and t = 0. However, for other initial
conditions, other solutions are possible. Using derivation rule (10), we find the following
equality, which describes exactly that x = 0 and x = t3 are two possible trajectories of this
flow clause: x˙ = 3x 23
t˙ = 1

≈
(x = 0
t˙ = 1
 ⊕
x˙ = 3x 23
t˙ = 1

)

x˙ = 3x 23
t˙ = 1

≈
(x = 0
t˙ = 1
 ⊕
(x = t3
t˙ = 1
 ⊕
x˙ = 3x 23
t˙ = 1

)

x˙ = 3x 23
t˙ = 1

)

x˙ = 3x 23
t˙ = 1

≈
x = 0
t˙ = 1
 
x˙ = 3x 23
t˙ = 1

⊕
(x = t3
t˙ = 1
 
x˙ = 3x 23
t˙ = 1

)

x˙ = 3x 23
t˙ = 1

⊕
(x˙ = 3x 23
t˙ = 1
 
x˙ = 3x 23
t˙ = 1

)

x˙ = 3x 23
t˙ = 1

≈
x = 0
t˙ = 1
 
x˙ = 3x 23
t˙ = 1
 ⊕
x = t3
t˙ = 1
 
x˙ = 3x 23
t˙ = 1
 ⊕
x˙ = 3x 23
t˙ = 1

≈
(x = 0
t˙ = 1
 ⊕
x = t3
t˙ = 1
) 
x˙ = 3x 23
t˙ = 1
 .
Note that, in contrast to the example for derivation rule (9), we do not need to require that
x and t do not jump.
3.2. Congruence and soundness
Rests us to show, that robust bisimilarity is a congruence for all the operators of HyPA,
and that all the derivations that can be made about process terms, indeed lead to sound
statements about the robust bisimilarity of these terms. In other words, we need to prove
the following theorems.
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Theorem 8 (Congruence). Robust bisimilarity is a congruence for all operators of HyPA.
Proof. In Appendix A, we sketch the proof of this theorem, by giving witnessing robust
bisimulation relations. The proof for parallel composition is worked out in detail, since it
relies on the notion of robustness against interference. 
Theorem 9 (Soundness). If, for two process terms p and q, we find HyPA E p ≈ q then
p↔__q.
Proof. As mentioned before, robust bisimilarity coincides with the notion of bisimilarity
used in [46]. Hence, the result shown in Appendix A of that report, that every derivation
in HyPA is sound for bisimilarity, transfers to robust bisimilarity. In Appendix C of this
paper, we give a summary of that proof, adapted for robust bisimilarity. We also give a
witness relation for soundness of the axiom (x  δ  y)  z ≈ x  δ  y  z, which
was not in [46]. 
3.3. Recursion principles
When reasoning about recursion, it is often useful to have a principle that claims that
a solution of certain recursive specifications exists and is unique. That a solution exists
follows directly from the operational semantics of HyPA, but it is not always clear that
particular solution is the only process satisfying the recursive equations. Let us first define
what we mean by solution.
Definition 10 (Solution). Let E be a recursive specification. An interpretation S ∈ Vr →
T (Vr) of recursion variables as process terms, is a solution of E (denoted S |= E) if
for every recursive definition X ≈ p ∈ E we have S(X)↔__S(p), where S(p) denotes the
process term induced by application of S to the variables of p. In particular, S(X) is called
a solution of X ≈ p ∈ E.
The recursive specification principle RSP, which is quite standard in process algebra
[49], states that so called guarded recursive specifications have at most one solution. For
HyPA, guardedness of a recursive specification is defined as follows.
Definition 11 (Guardedness). An open process term p is guarded if all occurrences of
process variables in p, are in the scope of an action prefix a  _ or a flow prefix c  _. A
recursive specification E is guarded if for each recursive definition X ≈ p ∈ E, p can be
rewritten into a guarded process term using the axiomatization of HyPA.
This leads to the principle given in Table 7.
Table 7
Recursive specification principle
S |= E, S′ |= E, E guarded
S(X) ≈ S′(X) X ∈ Vr
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Theorem 12. The recursive specification principle is sound.
Proof. This is proven in Appendix D. 
As an example, the process terms  ⊕ a  d 
 X and c  (X ⊕ Y ) are guarded,
while the process terms c  X and X ⊕ a  X are not. That unguarded recursive equa-
tions do not necessarily have a unique solution, can be seen from the fact that the processes
c and
true are both solutions of the equation Y ≈ c  Y , and also the equation Z ≈
Z ⊕ a  Z has multiple solutions, some of which even execute flow transitions! From
RSP, it follows that the recursive specification X1 ≈  ⊕ a  d 
 X2, X2 ≈ c  (X1 ⊕
X2) has unique solutions for X1 and X2.
Indeed, the fact that the disrupt operator is unguarded, while it occurs naturally in
many models of hybrid systems, implies that some extra care needs to be taken during
the modeling stage in order to ensure that calculation remains possible. For example, the
Boiler process of Section 2.4 may seem unguarded at first sight, but reasoning about the re-
initialization clauses will show that the disrupt operator may be replaced by a left-disrupt,
which makes the process guarded. In the model of the colliding masses, left-disrupt was
used especially to guarantee guardedness of the definitions.
Another possible approach, that is not discussed in this paper, is to consider only the
solution that is defined by the operational semantics of HyPA. The solution of X ≈ X, for
example, would be deadlock δ, while the solution of Z ≈ c  Z is c. Also, the left-disrupts
in the definitions of the colliding masses could be replaced by disrupts. The solution of
the operational semantics is the same for both. Calculation with this view on recursion,
however, is often more elaborate.
3.4. Conservativity and rewriting
One of the things that can be concluded about HyPA, using the given axiomatization,
is that it is a conservative extension of the process algebra ACP [7]. This illustrates that
HyPA does not violate the general ideas behind this process algebra.
Theorem 13 (Conservativity). HyPA is a conservative extension of ACP (except for nota-
tional differences ⊕ and  ), meaning that for every two closed ACP terms p and q, we
find that ACP  p ≈ q if and only if HyPA  p ≈ q.
Proof. One direction of the proof, that derivations in ACP can be mimicked in HyPA, is
based on the fact that all axioms of ACP can be derived in HyPA. The other direction relies
on the construction of a relation that shows that if two closed ACP terms have robustly
bisimilar semantics in HyPA, then they have bisimilar semantics in ACP. Completeness of
ACP for bisimilarity then leads to the conclusion that derivably equal processes in HyPA
also have a derivation showing equality in ACP. The complete proof of this claim can be
found in [46]. 
Furthermore, like in ACP, it is possible to define a set of basic terms into which every
closed term can be rewritten. These basic terms clearly show that the parallel compositions
can be eliminated from all closed terms.
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Definition 14 (Basic terms). A basic term is a closed term of the following form:
N ::= d 
   d 
 a  N  d 
 c  N  N ⊕ N,
where a ∈ A, c ∈ C, and d ∈ D.
Theorem 15 (Elimination). Every closed term is derivably equal to a basic term.
Proof. In Appendix E, a strongly normalizing rewrite system is given that achieves this,
based (in principle) on reading the axioms as rewrite rules from left to right, modulo the
use of unit elements. 
We conjecture that this elimination result can be extended to a linearization result, mean-
ing that we expect to be able to rewrite a broad class of guarded recursive specifications of
a HyPA process into a linear form in which we only use recursion over basic terms.
The usefulness of elimination of the parallel composition, was already noted in the
introduction. It was pointed out there, that the notion of robust bisimilarity we use is very
strong, because all possible valuations of the variables are taken into account at every point
in time. Many weaker notions of equivalence, while still preserving interesting analysis
properties, are not sensitive to the valuation of variables. Those equivalences, often, are
not congruent for the parallel composition operator. Therefore, algebraic reasoning about
those notions in the context of parallel composition becomes difficult. This is a known phe-
nomenon in process theory, and it is caused by the possibility of interference in the value
of shared variables (see for example [50]). Many different solutions have been proposed,
also in the field of hybrid systems. For example, in the hybrid automaton theory of [17], the
authors propose a restriction (called compatibility of automata) on the systems that may be
placed in parallel, to ensure that no interference occurs. This is a perfectly reasonable way
of handling the problem, but it has the disadvantage that we have to add extra variables, if
we want to model processes that intentionally interfere, like the control system shown in
the introduction.
HyPA is, in principle, focussed on being general. We start out by using a very general
parallel composition, that is defined for all possible processes, and necessarily end up with
an equivalence that is very strong, but is at least a congruence for this composition. Now,
the elimination result allows us to eliminate the parallel composition from the process
description. After elimination, we can start to use algebraic reasoning on a weaker notion
of equivalence to analyze the specific properties we are interested in. This method may turn
out to be less practical than the road followed by [17], because the elimination of parallel
compositions can become quite cumbersome. On the other hand, it may also be possible to
formulate derivation rules for reasoning about weaker notions of equivalence, that express
a kind of conditional congruence ‘under compatibility’. In this way, other methods can be
imported into HyPA.
As an example of rewriting into basic terms, we can rewrite the steam boiler system
of the previous section into the following description, in which parallel composition and
encapsulation are eliminated:
Boiler ≈ Open ⊕ Closed,
Open ≈ d0 
 co  (d1 
 cl  Closed ⊕ d2 
 Open),
Closed ≈ d0 
 cc  (d2 
 Closed ⊕ d3 
 op  Open),
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with
d0 ≡
[
t
∣∣ t+ = 0] ,
d1 ≡
[
t− = T ] ∧ [w−  wmax − wsafe] ,
d2 ≡
[
t− = T ] ∧ [wmin + wsafe  w−  wmax − wsafe] ,
d3 ≡
[
t− = T ] ∧ [w−  wmin + wsafe] ,
co ≡
 t, w ∣∣ t˙ = 1 ∧ t  T ∧ w˙ = v − s ∧ smin  s  smax ∧ v = vin  ,
cc ≡
 t, w ∣∣ t˙ = 1 ∧ t  T ∧ w˙ = v − s ∧ smin  s  smax ∧ v = 0  .
Notice that this rewriting is done here over a recursive definition, hence is an example of
linearization of such process descriptions. Looking at the axiomatization, one might expect
that d0, . . . , d3 would contain clauses of the form cjmp, but those (and other distracting
terms) are eliminated using calculation on re-initialization clauses. Furthermore, looking
at the original recursive definition, one might suspect that it is non-guarded, but again,
calculation on the re-initialization clauses shows that the definition can be rewritten into a
guarded one. Performing the actual elimination by hand is very cumbersome, and leads to
a very long calculation, which we left out for reasons of space. Currently, tools are being
developed for (partial) automation of such calculations. Using a preliminary version of
one such tool, a mistake in the original calculation on the steam boiler was found already.
Hence the difference between the result presented here and in [46].
One result that is missing, so far, is a proof that the given axiomatization is complete
for robust bisimilarity of closed terms. I.e. a proof that for closed terms p and q, if p↔__q
then also HyPA  p ≈ q. We do not exclude the possibility yet, modulo completeness
of the logical equivalence of flow predicates and re-initialization predicates, but the fact
that the number of flows that are a solution of a flow clause, and the number of valuation
jumps that are a solution of a re-initialization clause may be infinite, complicates matters
seriously.
4. Related work
In this section, we compare HyPA, in an informal way, to hybrid formalisms that were
previously developed.
4.1. Hybrid automata
One of the most influential of all hybrid formalisms, is the hybrid automaton formalism
described by Henzinger [16]. These automata consist of nodes in which certain differential
equations are active under an invariant, and of guarded transitions between those nodes
that model discrete actions. For example, the steam boiler example could be modeled as
the hybrid automaton depicted in Fig. 8.
In the formal definitions of [16], a discrete action is associated with each and every
transition. Note, however, that in the same paper there are several examples of hybrid
automata with transitions without an associated action. We assume that this means that
implicitly there is there is some special action, say τ , that does not have to synchronize
with other events in case of parallel composition. The fact that, in HyPA, it is not necessary
to add intermediate actions in order to switch between continuous behaviors, is one of the
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Fig. 8. Example of a hybrid automaton modelling a steam boiler.
reasons why we believe that a translation of HyPA into hybrid automata is impossible in
general.
A translation of hybrid automata into HyPA, however, seems to be possible. A (part of
a) general hybrid automaton is depicted in Fig. 9. Such an automaton is easily translated
into a hybrid process algebraic term, using the following observations:
• The flow predicate Pf in a node of an automaton, describes flows in a similar way
as in HyPA. Only, in hybrid automata, all flows are continuous. Hence, we take V =
Vm and find the clause
Vm|Pf. Furthermore, since hybrid automata only allow
differentiable solutions of flow predicates, we adopt that notion of solution for our flow
predicates as well.
• The invariant Pi in a node, is a predicate that can be used in a flow clause, but can also
be transformed to be used in a re-initialization clause, since only variables from the set
Vm are used in it. The semantics of hybrid automata, contain a kind of look-ahead such
that after a transition to a certain node, the invariant of that node must hold. Otherwise
the transition cannot be taken. Translating this to HyPA means that in re-initializations
the predicate P+i , of the next node, should hold. Recall that we have defined P+ in
Section 2.2, as a transformation of a predicate P on Vm in which every variable x is
replaced by x+.
• The transitions of hybrid automata contain actions a. In translation, those actions dis-
rupt the flow clauses. Furthermore, the jump condition Pj on a transition is translated
into a re-initialization that acts on these actions. Again, we take V = Vm, and assume
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Fig. 9. General example of a hybrid automaton.
that it is specified in the jump condition which variables may change, and which remain
constant.
• In a hybrid automaton the initial states are indicated by the initial conditions. For each
node X such an initial condition is given by means of a predicate Ix over the model
variables.
Using these observations, the more general automaton in Fig. 9 is translated into
X ≈
 Vm ∣∣ Pfx ∧ Pix  


[
Vm
∣∣∣Pjy ∧ P+iy ] 
 ay  Y
⊕[
Vm
∣∣Pjz ∧ P+iz ] 
 az  Z

 ,
HA ≈ [I+x ] 
 X ⊕ [I+y ] 
 Y ⊕ [I+z ] 
 Z.
Of course, this is not a formal translation. The semantics of hybrid automata as given in
[16] is one of timed transition systems, while the hybrid transition systems we use here
are subtly different. We conjecture that it is possible to transform the flow transitions of
the hybrid transition system into timed transitions, and the action transitions of the hybrid
transition system into action transitions of a timed transition system, by abstracting away
from all valuations. However, this is left as a subject for future research. The comparison
with hybrid automata is merely intended to give an intuition on how the existing hybrid
theories fit into our hybrid process algebraic framework.
4.2. Other process algebras
With respect to process algebras for hybrid systems, there are four related works that
we must consider. One, hybrid CSP, was already introduced in 1994 by Jifeng [14]. The
others, φ-calculus [15], hybrid χ [11], and ACPsrths [13], are very recently introduced.
Hybrid CSP has a semantics in which each process represents a set of hybrid traces.
Such a hybrid trace, consists of a function of a continuous closed time domain to valuations,
a function of that same domain to sequences (that gives the empty sequence except for
on a finite set of time-points), and a few predicates (like termination). A system is then
modeled in hybrid CSP, by giving a predicate that defines which traces are in the system.
Comparable to the way that HyPA has atomic processes and operators, hybrid CSP has
atomic predicates, and predicate operators. Apart from the fact that a trace semantics does
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not respect branching properties of a system, hybrid CSP also has the drawback that in
parallel composition the continuous variables of the composed systems are assumed to
be disjoint, and that assignments can only be made to programming variables, and not to
continuous variables. We suspect, however, that these problems can be solved by defining
new predicate operators, and that the author of [14] did not see the need for them at the time.
Interestingly, there are operators defined in [14] whose function is not easily translated into
HyPA. The main reason for this, is that clocks need to be modeled explicitly in HyPA, while
they are often a functional part of the operators of hybrid CSP. Again, we conjecture, that
HyPA can be extended with operators that mimic those of hybrid CSP, should the need
arise.
The φ-calculus has a semantics based on timed transition systems, and given this, has a
very interesting way of dealing with parallelism. As we already mentioned in the introduc-
tion, φ-calculus regards continuous behavior to be a property of the environment, rather
than a property of the φ-calculus program. Execution starts with an empty environment
and, while running the program, differential equations (or rather their vector-field equi-
valents) and invariants, are added and replaced, by (in an interleaving manner) executing
so-called environmental actions. The upshot of this, is that it is not necessary to require
that parallel programs have distinct continuous variables, but still, the semantics of the
parallel composition of φ-calculus does not coincide with our intuition that continuous
behavior should simply satisfy both processes. Furthermore, because a vector-field is used
as a representation of differential equations in the environment, φ-calculus can only handle
differential equations with unique solutions (hence, not for example the equation x˙ = 3x 23 ).
Also, the notion of equivalence that arises from using bisimilarity in combination with en-
vironmental actions, makes that only syntactically equal differential equations are actually
considered equal. This is a drawback that might be solved by some kind of abstraction, but
it still has an artificial feel to it. Comparing φ-calculus to HyPA, we may conclude that,
due to (amongst others) the environmental action approach, not all HyPA processes can be
translated into φ-calculus. Conversely, the fact that the environmental actions of φ-calculus
have a maximal progress semantics, φ-calculus programs cannot be translated into HyPA.
This, however, can be solved by extending HyPA with an urgency operator, as was done
for χ and hybrid χ in [5,11].
As we mentioned already in the introduction, HyPA is developed in close coopera-
tion with the researchers developing hybrid χ . Research on the language hybrid χ , as a
modeling and simulation language for process control, started in 1982 [51], and has since
been through many stages of development, including an extension with hybrid description
constructs. In 2002 [5], a formal operational semantics, based on CSP rather than ACP,
was defined for the discrete-time part of the language, and recently, a formal semantics
has been given for the hybrid part as well [11]. It is interesting to see that many of the
theoretical aspects of HyPA (like the use of hybrid transition systems), have been applied
in the formal semantics of hybrid χ , while on the other hand, the future extensions of
HyPA are very likely to be inspired by the modeling strengths of hybrid χ , including their
abstraction operators and possibly the maximal progress operator. As research progressed,
both languages seem to have evolved more and more towards each other, and it is not
unthinkable that these paths ultimately converge.
In [13] a combination of the process algebra with continuous relative timing of [45]
and the process algebra with propositional flows of [52], lead to a (only subtly) different
algebra, that is also suited for the description of hybrid systems. The development of
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this algebra and of HyPA has been largely independent, and it is surprising to see how
many similarities exist between the two. Nevertheless, due to different starting points and
intuitions, also some differences can be found.
The process algebra of Bergstra and Middelburg [13], was intended to be a conservative
extension of timed ACP, while HyPA was intended to be an extension of ‘normal’ ACP.
This gives rise to the most important difference, in our opinion, between the two languages,
which is that in [13], a time-deterministic setting was chosen (as it was discussed in Section
2.2), while for HyPA time-non-determinism is assumed (which is more in line with the
hybrid automaton approach [16]). As a matter of fact, in hybrid χ , two choice operators
exist, one for each view on time. Another difference is that in [13], there was the intension
to give an algebraic theory of hybrid automata, which leads to the modeling choice that
switching between continuous behaviors can only take place through the use of discrete
actions, while in HyPA switching can be arbitrary. This is illustrated, by the fact that the
passing of time during which physical behavior takes place, is modeled explicitly in [13],
while, for HyPA, time passing is implicit when writing down a flow clause.
4.3. Control theory formalisms
The formalisms used in control theory to describe hybrid systems can, from a HyPA
point of view, be classified into two kinds. The first kind, are formalisms regarding con-
tinuous time behavior, while the second kind regards time to evolve discretely. Roughly
speaking, continuous time models can be translated into HyPA using flow clauses, while
the discrete models can (amongst many other possibilities that we do not show here) be
translated into re-initialization clauses, acting on a ‘time-step’ process. Computational
actions and sequential compositions of processes, only occasionally play a role in control
theory. Mode switching, on the other hand, is a central aspect. In this paragraph, we sketch
the general translation of several control theory formalisms into HyPA. We do not intend
to be complete, but rather want to give a feel for the relation between HyPA and control
theory. Furthermore, one has to keep in mind that control theory usually reasons about trace
equivalence of systems, while HyPA is primarily concerned with (robust) bisimilarity.
With respect to the continuous time models, we conjecture that most of them can be
translated into either one single flow clause c or, in more complicated cases, into one single
recursive term of the form
CT ≈ (c0 ⊕ · · · ⊕ cn)  CT,
where c0 · · · cn, denote clauses representing the different continuous modes a system can
be in. If a system can be modeled using only three continuous variables, namely the state
variable x ∈ Rl , the output variable y ∈ Rm and the input variable u ∈ Rn, and using only
clauses of the form
ci =
 x
∣∣∣∣∣∣
x˙ = Aix + Biu + fi
y = Cix + Diu + gi
(x, u) ∈ Hi
 ,
with Ai , Bi , Ci and Di matrices of appropriate dimensions, and Hi a convex polyhedron
(i.e. constructed from a finite set of inequalities), for every i, then we say that CT is a
continuous time piecewise affine system [31]. If a system can be modeled as one single
continuous flow clause, using the variables v,w ∈ Rs in addition to x, y and u, and if this
flow clause is of the form
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c =
 x
∣∣∣∣∣∣∣∣
x˙ = Ax + B1u + B2w
y = Cx + D1u + D2w
v = E1x + E2u + E3w + e4
0  v ⊥ w  0
 ,
then we say that the system is a continuous time linear complementarity system [30].
Here, A,B1, B2, C,D1,D2, E1, E2 and E3 are matrices of appropriate dimensions, e4 is
a constant vector and 0  v ⊥ w  0 denotes that the vectors v and w are orthogonal (i.e.
0  v, 0  w and vTw = 0).
Discrete time models can be translated into the HyPA term
DT ≈ (d0 ∨ · · · ∨ dn) 
 Timestep  DT,
with
Timestep ≈ [ t∣∣ t+ = 0] 

 {t} ∪ V
∣∣∣∣∣∣∣
t˙ = 1
t  Ts∧
j∈J
x˙j = 0
 
[
t− = Ts
] 
 .
Here, the set V = {xj | j ∈ J } denotes the set of all variables that are used in the re-
initialization clauses d0 · · · dn, describing the discontinuous changes over time. Timestep
denotes the progress of time with one sample time Ts > 0, during which the variables
xj are supposed to remain constant. Similar to the continuous case, if (and only if) V =
{x, y, u}, and for all re-initializations (with i ∈ [0, n]) we find
di =

x, y, u
∣∣∣∣∣∣∣∣∣∣
x+ = Aix− + Biu− + fi
y+ = Cix+ + Diu+ + gi
y− = Cix− + Diu− + gi
(x+, u+) ∈ Hi
(x−, u−) ∈ Hi

 ,
with Ai , Bi , Ci and Di matrices of appropriate dimensions, and Hi a convex polyhedron,
we say that DT is a discrete time piecewise affine system [31]. Analogously, if (and only
if) a system can be written in the form
DT =


x, y
u, v,w
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
x+ = Ax− + B1u− + B2w−
y+ = Cx+ + D1u+ + D2w+
y− = Cx− + D1u− + D2w−
v+ = E1x+ + E2u+ + E3w+ + e4
v− = E1x− + E2u− + E3w− + e4
0  v+ ⊥ w+  0
0  v− ⊥ w−  0



 Timestep  DT,
we say that it is a discrete time linear complementarity system [30].
A third type of discrete control formalism is discrete time mixed logical dynamical
systems [28]. Similarly to linear complementarity systems, these systems can be described
using only one re-initialization clause. This time, however, the clause also reasons about
variables that take value in the domain {0, 1}. A mixed logical dynamical system may
use variables x ∈ Rl , y ∈ Rm and u ∈ Rn, and in addition, the variables z ∈ Rr and w ∈
{0, 1}s , and can be written in the form
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DT =


x, y
u, v,w
∣∣∣∣∣∣∣∣∣∣∣
x+ = Ax− + B1u− + B2w− + B3z−
y+ = Cx+ + D1u+ + D2w+ + D3z+
y− = Cx− + D1u− + D2w− + D3z−
E1x+ + E2u+ + E3w+ + E4z+  e5
E1x− + E2u− + E3w− + E4z−  e5

 
 Timestep  DT.
In [29], the relation between the discrete control formalisms described above is further
worked out, and it turns out that most of them are equivalent under certain, from a physical
point of view very reasonable, assumptions.
There is also another natural way of dealing with discrete time models in HyPA, and that
is by using a flow-clause parametrization with discrete time rather than continuous time.
Simply assume that time consists of the natural numbers only. If there is no interaction to
be modeled between the discrete time processes and continuous time processes, then this
is a valid approach as well. However, if interaction is necessary, then one must know what
happens in between the discrete steps. The approach we have shown above, is known in
control as the zero-order hold approach. There are many other ways to model the behavior
in between re-initializations, but that is a topic outside the scope of this paper.
As we mentioned in the beginning of this paragraph, HyPA is primarily concerned with
the notion of robust bisimilarity. However, suppose we would adopt language equivalence,
or even some weaker appropriate notion of equivalence. This would mean that we probably
loose congruence of parallel composition, but it would also mean that we might be able to
abstract away from a lot of computational behavior and rewrite certain HyPA processes
into one of the above forms. Since a lot of control theory is developed for those forms, this
might greatly improve the analysis possibilities of HyPA.
5. Conclusions and future work
In this paper, the syntax, semantics and axiomatization were presented, of a hybrid
process algebraic theory called HyPA. This theory is aimed at the description and analysis
of hybrid systems. HyPA is a conservative extension of the process algebra ACP [7], with a
constant representing termination, a disrupt operator in the style of LOTOS [8], and clauses
[2] for the description of continuous and discontinuous behavior of model variables. More
precisely, the set of discrete actions (and the communication function) and the predicates
used for describing flows and re-initializations (and the corresponding solution notions) are
parameters of the theory. The reason for this is that they are often problem-specific. Using
the axiomatization of HyPA, closed terms can be rewritten into basic terms, in which all
parallel compositions are eliminated.
HyPA turns out to be different from most existing hybrid formalisms, in two major ways.
It has a hybrid transition system semantics, for which it is not necessary to distinguish
between state variables and external variables in differential equations. This allows for a
general definition of parallel composition in the style of ACP, that also allows continuous
interaction between all model variables. Furthermore, discontinuities in the variables of
differential equations do not need to be explicitly modeled by assignment actions. Altern-
atively, in HyPA it is explicitly written down when a variable is continuous. Apparent
drawbacks of HyPA are its strong notion of equivalence, and the sometimes complex
axiomatization. However, we have sketched, how by assuming the same properties that are
common on hybrid automata (compatibility of parallel composed systems, and continuity
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of all model variables), both the equivalence may be weakened, and the axiomatization
becomes simpler. HyPA is very similar to the languages hybrid χ [11] and the hybrid
process algebra of [13]. The differences are mainly found in the way time-determinism is
treated, and in the way in which the passing of time is modeled implicitly or explicitly.
Future work on HyPA can be divided into five categories, given in arbitrary order:
• The first category, is a formalization of Section 4, comparing HyPA to other (hy-
brid) formalisms. Clearly, since hybrid χ and the works of [13] are very similar, a
formal comparison is indispensable. Also, formal comparisons with hybrid automata,
φ-calculus, and hybrid Petri nets, are important. Translations to and from those form-
alisms are useful, in order to be able to use analysis techniques from one, in the other
formalism. This, of course, is also the case for various control formalisms and tech-
niques.
• The second category, is the application of HyPA to a number of (larger) case studies.
Only this reveals whether the way of modeling we have chosen is indeed as convenient
as expected, and whether practical theorems can be formulated to support the analysis
of hybrid systems.
• The third category encompasses work on showing that the axiomatization of HyPA,
modulo calculation on clauses, is complete (or can be made complete) for the notion
of robust bisimilarity. Also, extending the result for rewriting closed terms into basic
terms, to rewriting of recursive specifications into a linear form, is essential for the
analysis of systems.
• The fourth category of future work, is the extension of the theory with abstraction.
Also, extension with system theoretic concepts like, for example, a metric or topology
on the state-space [53], or other notions of limit behavior [54], may then come into
play. One of the classical problems in the hybrid systems field, namely the analysis of
Zeno-behavior, where infinite sequences of actions converge to a certain point, arises
from such a metric, and we feel that a truly hybrid semantical model should include
it. It is important to note, that without abstraction, our current notion of equivalence
is strong enough to capture Zeno-behavior, simply because process terms need to be
equivalent for all valuations of variables, including Zeno-points. After abstraction of
certain variables, however, Zeno-behavior of those variables cannot be distinguished
anymore, and therefore a new notion of equivalence might be needed. Other types of
abstraction, like abstraction from actions [7,43], would also greatly improve the analytic
powers of HyPA. Also for those, new notions of (robust) bisimilarity, known in classical
process algebra for example, branching bisimilarity, or observational equivalence, are
needed.
• The fifth category, is tool support. Calculations, even on a simple example such as
the steam boiler, quickly become very cumbersome, tedious and error prone. This is
a serious problem when applying the theory to any system of interesting size. Using
the result that processes can be rewritten into basic terms using a strongly terminating
rewriting system, makes that developing a very basic tool for partially automating these
calculations should not be difficult.
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Appendix A. Congruence
In this section, we prove that robust bisimilarity is a congruence for the operators of
HyPA. For most of the operators, we only give the witnessing relations. For the parallel
composition, we give the full proof. But before we present this proof, we need to pose a
lemma that states that transitions that are labeled with a certain valuation, end in a state
with that same valuation. This turns out to be vital in many of the proofs for congruence.
Lemma A.1 (Labelling). A transition labeled with a valuation, leads to a state with that
same valuation:
• If 〈 x, ν 〉 a,ν′→ 〈 y, ν′′ 〉 then ν′ = ν′′;
• If 〈 x, ν 〉 σ 〈 y, ν′ 〉 and dom(σ ) = [0, t] then ν′ = σ(t).
Proof. This is obvious from the semantics of HyPA. It trivially holds for atomic processes,
and all semantical rules of the operators of HyPA preserve this connection between labeling
and state. 
Theorem A.2. Robust bisimilarity ↔__ is a congruence for all the operators of HyPA.
Proof. We show the proof for parallel composition. For the other operators, we only give
the witnessing relations.
Congruence means, that if p↔__p′ and q↔__q ′, then also p ‖ q↔__p′ ‖ q ′. Let R be a
relation witnessing p↔__p′, and let S be a relation witnessing q↔__q ′. Then, we construct
the following relation:
U ‖ =
{
((x ‖ y, ν), (x′ ‖ y′, ν′))  x, x′, y, y′ ∈ T (Vr), ν, ν′ ∈ Val,
(x, ν)R(x′, ν′), (y, ν)S(y′, ν′)
} ∪R ∪S,
and prove that it is a robust bisimulation relation, witnessing x ‖ y↔__x′ ‖ y′.
That it is a witness relation is trivial. That it is a robust relation, is straightforward from
the fact that R and S are robust. That it is a bisimulation relation follows from the cases
below.
The only interesting case, is where (x ‖ y, ν)U ‖ (x′ ‖ y′, ν′) for some x, y, x′, y′ ∈
T (Vr) and ν, ν′ ∈ Val. Note, that by definition of U ‖ we may use the assumption that
(x, ν)R(x′, ν′) and (y, ν)S(y′, ν′). We find the following subcases:
(1) 〈 x ‖ y, ν 〉, for which we need the assumption
(a) 〈 x, ν 〉 ∧ 〈 y, ν 〉. Using the fact thatR andS are bisimulation relations, we
find 〈 x′, ν′ 〉 and 〈 y′, ν′ 〉 and may readily conclude 〈 x′ ‖ y′, ν′ 〉.
(2) 〈 x′ ‖ y′, ν′ 〉, similar to the previous case.
(3) 〈 x ‖ y, ν 〉 l→ 〈 z, µ 〉, for which we need one of the following assumptions:
(a) l ∈  ∧ 〈 x, ν 〉 l 〈 z, µ 〉 ∧ 〈 y, ν 〉
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From the fact that R is a bisimulation relation, we conclude that there exist z′
and µ′ such that 〈 x′, ν′ 〉 l 〈 z′, µ′ 〉 and (z, µ)R(z′, µ′). From the fact that
S is a bisimulation relation, we know 〈 y′, ν′ 〉. Finally, we conclude that
〈 x′ ‖ y′, ν′ 〉 l→ 〈 z′, µ′ 〉 and (z, µ)U ‖ (z′, µ′) using the fact that R ⊆ U ‖ .
(b) l ∈  ∧ 〈 y, ν 〉 l 〈 z, µ 〉 ∧ 〈 x, ν 〉
Similar to the previous case.
(c) ∃zx ,zy l ∈  ∧ z ≡ zx ‖ zy ∧ 〈 x, ν 〉
l
 〈 zx, µ 〉 ∧ 〈 y, ν 〉
l
 〈 zy, µ 〉
From the fact that R and S are bisimulation relations, we conclude that there
exist z′x ,z′y , µx and µy such that 〈 x′, ν′ 〉
l
 〈 z′x, µx 〉 and 〈 y′, ν′ 〉
l
 〈 z′y, µy 〉,
with (zx, µ)R(z′x, µx) and (zy, µ)S(z′y, µy). Using Lemma A.1 we find µ′ =
µx = µy and finally conclude that 〈 x′ ‖ y′, ν′ 〉 l→ 〈 z′x ‖ z′y, µ′ 〉 with (z, µ)U ‖
(z′x ‖ z′y ,µ′).
(d) ∃zx l ∈ A ∧ z ≡ zx ‖ y ∧ 〈 x, ν 〉 l→ 〈 zx, µ 〉
From the fact that R is a bisimulation relation, we find that there exist z′x and
µ′, with 〈 x′, ν′ 〉 l→ 〈 z′x, µ′ 〉 and (zx, µ)R(z′x, µ′). Using Lemma A.1, we con-
clude that µ = µ′, and we can construct an interference ι ∈ Val → Val such that
ι(ν) = ι(ν′) = µ. Because S is robust, we may conclude (y, ι(ν))S(y′, ι(ν′)),
and we finally find 〈 x′ ‖ y′, ν′ 〉 l→ 〈 z′x ‖ y′, µ′ 〉 with (z, µ)U ‖ (z′x ‖ y′, µ′).
(e) ∃zy l ∈ A ∧ z ≡ x ‖ zy ∧ 〈 y, ν 〉 l→ 〈 zy, µ 〉
Similar to the previous case.
(f) ∃zx ,zy l ∈ A ∧ z ≡ zx ‖ zy ∧ l ≡ (aγ b, ϑ) ∧
〈 x, ν 〉 a,ϑ→ 〈 zx, µ 〉 ∧ 〈 y, ν 〉 b,ϑ→ 〈 zy, µ 〉
From the fact thatR andS are bisimulation relations, we conclude that there ex-
ist z′x ,z′y , µx and µy such that 〈 x′, ν′ 〉 a,ϑ→ 〈 z′x, µx 〉 and 〈 y′, ν′ 〉 b,ϑ→ 〈 z′y, µy 〉,
with (zx, µ)R(z′x, µx) and (zy, µ)S(z′y, µy). Using Lemma A.1 we find ϑ =
µx =µy and finally conclude that 〈 x′ ‖ y′, ν′ 〉 aγ b,µ→ 〈 z′x ‖ z′y, ϑ 〉 with (z, µ)U ‖
(z′x ‖ z′y, ϑ).
(4) 〈 x′ ‖ y′, ν 〉 l→ 〈 z′, µ 〉, similar to the previous case.
The following relations witness congruence for the other operators, given that R wit-
nesses p↔__p′ andS witnesses q↔__q ′ as before:
U⊕ =
{
((x ⊕ y, ν), (x′ ⊕ y′, ν′))  x, x′, y, y′ ∈ T (Vr), ν, ν′ ∈ Val,
(x, ν)R(x′, ν′), (y, ν)S(y′, ν′)
} ∪R ∪S,
U =
{
((x  y, ν), (x′  y′, ν′))  x, x′, y, y′ ∈ T (Vr), ν, ν′ ∈ Val,
(x, ν)R(x′, ν′), (y, ν)S(y′, ν′)
} ∪S,
U  =
{
((x  y, ν), (x′  y′, ν′))  x, x′, y, y′ ∈ T (Vr), ν, ν′ ∈ Val,
(x, ν)R(x′, ν′), (y, ν)S(y′, ν′)
} ∪S,
U  =
{
((x  y, ν), (x′  y′, ν′))  x, x′, y, y′ ∈ T (Vr), ν, ν′ ∈ Val,
(x, ν)R(x′, ν′), (y, ν)S(y′, ν′)
} ∪U ,
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U‖ =
{
((x ‖ y, ν), (x′ ‖ y′, ν′))  x, x′, y, y′ ∈ T (Vr), ν, ν′ ∈ Val,
(x, ν)R(x′, ν′), (y, ν)S(y′, ν′)
} ∪U ‖,
U | =
{
((x | y, ν), (x′ | y′, ν′))  x, x′, y, y′ ∈ T (Vr), ν, ν′ ∈ Val,
(x, ν)R(x′, ν′), (y, ν)S(y′, ν′)
} ∪U ‖,
Ud
 =
{
((d 
 x, ν), (d 
 x′, ν′))  x, x′ ∈ T (Vr), ν, ν′ ∈ Val,
(x, ν)R(x′, ν′)
} ∪R,
U∂H () =
{
((∂H (x) , ν), (∂H
(
x′
)
, ν′))  x, x′ ∈ T (Vr), ν, ν′ ∈ Val,
(x, ν)R(x′, ν′)
}
.

Appendix B. Stateless bisimilarity
In the proof of Theorem 9, we claimed that the notion of robust bisimilarity coincides
with the notion of bisimilarity used in [46]. In this appendix, we substantiate that claim.
Firstly, the notion of bisimilarity on process terms from [46], is defined as follows:
Definition B.1 (Stateless bisimilarity). A relation R ⊆ T (Vr) × T (Vr) on process terms,
is a stateless bisimulation relation if for all p, q ∈ T (Vr) such that pRq, and for all
valuations ν, ν′ ∈ Val and labels l ∈ A ∪ , we find
• 〈p, ν 〉 implies 〈 q, ν 〉;
• 〈 q, ν 〉 implies 〈p, ν 〉;
• for every p′ with 〈p, ν 〉 l→ 〈p′, ν′ 〉 there exists q ′ s.t. 〈 q, ν 〉 l→ 〈 q ′, ν′ 〉 and p′Rq ′;
• for every q ′ with 〈 q, ν 〉 l→ 〈 q ′, ν′ 〉 there exists p′ s.t. 〈p, ν 〉 l→ 〈p′, ν′ 〉 and p′Rq ′.
Two process terms x and y are stateless bisimilar, denoted x↔__ sy, if there exists a stateless
bisimulation relation that relates them.
Now we will show that the two notions coincide.
Theorem B.2. For all process terms p, q ∈ T (Vr), we find p↔__q iff p↔__ sq.
Proof. We start by showing that ↔__ s ⊆ ↔__. In order to do this, suppose that two process
terms p and q are stateless bisimilar (p↔__ sq), and that R is a relation that witnesses
this equivalence. Then we define a relation S = {((x, ν), (y, ν))  xRy, ν ∈ Val}. It is
straightforward to verify that this a bisimulation relation in the sense of this paper, and
furthermore, if (x, ν)S(y, ν′), then ν = ν′ and hence ι(ν) = ι(ν′) for every interference
ι. Finally, we observe that (x, ν′′)S(y, ν′′) for every ν′′ ∈ Val, and particularly for every
ι(ν). HenceS is robust, and witnesses p↔__q.
Now, we will show that ↔__ ⊆ ↔__ s . Suppose that we have process terms p and q that are
robustly bisimilar (p↔__q), and thatS is a robust bisimulation relation that witnesses this.
Then, we construct the relation R = {(x, y)  ∀ν(x, ν)S(y, ν)}. Clearly, pRq, since we
have (p, ν)S(q, ν) for every ν. The case for termination, is also straightforward. Finally,
suppose that xRy, and there exists a transition 〈 x, ν 〉 l→ 〈 x′, ν′ 〉. Then, by definition of
R we know (x, ν)S(y, ν), and becauseS is a bisimulation relation we find that there is a
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transition 〈 y, ν 〉 l→ 〈 y′, ν′′ 〉. Using Lemma A.1, from Appendix A, we find that ν′ = ν′′,
and hence that (x′, ν′)S(y′, ν′). Using this, we can construct for every µ an interference
ι such that ι(ν′) = µ, and using robustness we conclude that (x′, µ)S(y′, µ). From this
it follows that x′Ry′, which proves that R is a stateless bisimulation relation, witnessing
p↔__ sq. 
Appendix C. Soundness
In this section, we summarize the proofs for soundness of the axiomatization and of the
derivation rules, as given in [46]. The complete proofs are very long, but rather straight-
forward, and are given in [46] for a notion of stateless bisimilarity, that has been proven to
coincide with robust bisimilarity in Appendix B. In this section, we will confine ourselves
to give only the witnessing robust bisimulation relations for some of the more difficult
derivation rules and axioms. Two of the axioms are worked out in more detail.
Soundness of derivation rules (1)–(3) follows directly from the fact that robust bisimil-
arity is an equivalence relation. That bisimilarity is an equivalence is a standard result [55],
and that robustness does not change this, is easy to verify.
Derivation rules (4) and (5) are sound, because robust bisimilarity is a congruence for
all the operators of HyPA. This is proven in Appendix A.
Soundness of derivation rules (6) and (7) is straightforward from the operational se-
mantics of re-initialization clauses and flow-clauses, while soundness of derivation rule (8)
follows from soundness of all the axioms separately, and from the fact that the semantics
of a recursive definition indeed reflect a solution of the recursive equation.
Soundness of derivation rule (9), is witnessed by a relation R such that (d 
 c, ν)
R (d 
 c′  c, ν) ∧ (c, ν)R (c′  c, ν) ∧ (x, ν)R (x, ν), for all ν ∈ Val, x ∈ T (Vr)
and all c, c′ ∈ C that satisfy the assumption that (µ, σ ) |= c′ implies (µ, σ ) |= c and,
(µ,µ′) |= d and (µ′, σ ) |= c implies (µ′, σ ) |= c′. To verify that this is indeed a robust
bisimulation relation, is straightforward.
Soundness of derivation rule (10) is witnessed by the relation R such that (c, ν)R ((c′ ⊕
c′′)  c, ν) ∧ (c, ν)R (c′  c, ν) ∧ (c, ν)R (c′′  c, ν) ∧ (x, ν)R (x, ν) for all ν ∈ Val,
x ∈ T (Vr) and all c, c′, c′′ ∈ C satisfying the assumption that (µ, σ ) |= c if and only if
(µ, σ ) |= c′ or (µ, σ ) |= c′′. Again, it is straightforward to verify that this is a robust
bisimulation relation.
As examples of soundness proofs of the axioms, we have selected a few axioms that we
study in more detail. The witnessing relations for all the others, and the proofs that these
relations are indeed bisimulation relations, can be found in [46] for the notion of stateless
bisimilarity. The translation to robust bisimilarity is straightforward using the results of
Appendix B.
The first axiom we give a witness relation for, regards distribution of disrupt over se-
quential composition. It is the only axiom that was not mentioned in [46]. The
axiom (x  δ  y)  z ≈ x  δ  y  z is witnessed by the relation R such that
((x  δ  y)  z, ν)R (x  δ  y  z, ν), ((x  δ  y)  z, ν)R (x  δ  y 
z, ν) and (x, ν)R (x, ν) for all x, y, z ∈ T (Vr) and ν ∈ Val. That this is indeed a robust
bisimulation relation is straightforward to verify.
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The axiom d 
  | d ′ 
  ≈ (d? ∧ d ′?) 
  is witnessed by the relation R such that
(d 
  | d ′ 
 , ν)R ((d? ∧ d ′?) 
 , ν), for all ν ∈ Val and d, d ′ ∈ D. Since this is one
of the more difficult axioms, we show the full proof here. Clearly, we only need to verify
bisimilarity for the cases of (d 
  | d ′ 
 , ν)R ((d? ∧ d ′?) 
 , ν) for termination.
Furthermore, it is obvious from the construction of R that it is a robust relation.
(1) 〈 d 
  | d ′ 
 , ν 〉, for which we need the hypothesis
(a) ∃ν′ (ν, ν′) |= d ∧ ∃ν′′ (ν, ν′′) |= d ′
From which we conclude that (ν, ν) |= d? and (ν, ν) |= d ′?, hence 〈 (d? ∧ d ′?) 

, ν 〉.
(2) 〈 (d? ∧ d ′?) 
 , ν 〉, for which we need the hypothesis
(a) ∃ν′ (ν, ν′) |= (d? ∧ d ′?), which comes down to the hypothesis
(i) ν = ν′ ∧ ∃υ (ν, υ) |= d ∧ ∃υ ′ (ν, υ ′) |= d ′
From which we easily conclude 〈 d 
 , ν 〉 and 〈 d ′ 
 , ν 〉, hence
〈 d 
  | d ′ 
 , ν 〉.
The axiom d 
 c  x | d ′ 
 c′  y ≈ ((d ∼ cjmp) ∧ (d ′ ∼ c′jmp)) 
 (c ∧ c′) (
x ‖ c′  y ⊕ y ‖ c  x ⊕ x | c′  y ⊕ y | c  x) is witnessed by the relation R
such that (d 
 c  x | d ′ 
 c′  y, ν)R (N 
 c ∧ c′  M, ν) ∧ (c  x ‖ c′  y, ν)
R (c ∧ c′  M, ν) ∧ (x ‖ y, ν)R (y ‖ x, ν) ∧ (x, ν)R (x, ν), for all ν ∈ Val, c, c′ ∈ C,
d, d ′ ∈ D and x, y ∈ T (Vr), in which we use abbreviations M = x ‖ c′  y ⊕ y ‖
c  x ⊕ x | c′  y ⊕ y | c  x and N = ((d ∼ cjmp) ∧ (d ′ ∼ c′jmp)). The proof that
this is a bisimulation relation, is rather complicated, and therefore we give it below. That it
is a robust relation, follows straightforwardly from the construction.
In the proof below, we make use of the following two lemmas, which are proven
in [46]. These lemmas express that the initial jumps that a flow-clause can make, are
closed under concatenation, and that it is not necessary (yet still possible) to jump if
there is a solution that starts from the current valuation. This is vital, since the axiom
expresses that any number of re-initializations cjmp may be performed before actually
executing a flow transition. Incidentally, these lemmas are also needed for the proof of the
axiom cjmp 
 c ≈ c, in which they are used in a similar way as in the proof
below.
Lemma C.1. If (ν, σ ′) |= c and (σ ′(0), σ ) |= c then (ν, σ ) |= c.
Lemma C.2. If (ν, σ ) |= c then (σ (0), σ ) |= c.
The validity of these lemmas does not depend on the choice of parameters of HyPA, but
follows directly from the operational semantics.
For (x, ν)R (x, ν), the proof that R is a bisimulation relation is trivial.
For (x ‖ y, ν)R (y ‖ x, ν), the proof is also straightforward.
For (d 
 c  x | d ′ 
 c′  y, ν)R (N 
 c ∧ c′  M, ν), we find the following
cases:
(1) 〈 d 
 c  x | d ′ 
 c′  y, ν 〉, for which we need the hypothesis
(a) 〈 d 
 c  x, ν 〉 ∧ 〈 d ′ 
 c′  y, ν 〉, which leads to the hypothesis
(i) ∃ν′ (ν, ν′) |= d ∧ 〈 c  x, ν′ 〉, for which we need the hypothesis
(A) 〈 c, ν′ 〉, which cannot be satisfied.
(2) 〈N 
 c ∧ c′  M, ν 〉, cannot be satisfied for similar reasons as in the previous
case.
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(3) 〈 d 
 c  x | d ′ 
 c′  y, ν 〉 l→ 〈p, ν′′′ 〉, leading to one of the hypotheses
(a) ∃p′ l ∈ A ∧ 〈 d 
 c  x, ν 〉 l→ 〈p′, ν′′′ 〉, which can clearly not be satisfied
since flow-clauses cannot execute action transitions.
(b) ∃p′,p′′ l ∈  ∧ dom(l) = [[0, t] ∧ p = p′ ‖ p′′ ∧ 〈 d 
 c  x,
ν 〉 l 〈p′, ν′′′ 〉 ∧ 〈 d ′ 
 c′  y, ν 〉 l 〈p′′, ν′′′ 〉, for which we need the
hypothesis
(i) ∃ν′(ν, ν′) |= d ∧ 〈 c  x, ν′ 〉
l
 〈p′, ν′′′ 〉 ∧ ∃ν′′ (ν, ν′′) |= d ′ ∧
〈 c′  y, ν′′ 〉 l 〈p′′, ν′′′ 〉, leading to the hypothesis
(A) ∃r ′ p′ = r ′  x ∧ 〈 c, ν′ 〉
l
 〈 r ′, ν′′′ 〉 ∧ ∃r ′′ p′′ = r ′′  y ∧
〈 c′, ν′′ 〉 l 〈 r ′′, ν′′′ 〉, for which we need the hypothesis
• (ν′, l) |= c ∧ r ′ = c ∧ (ν′′, l) |= c′ ∧ r ′′ = c′ ∧ ν′′′ = l(t).
Using Lemma C.2 we find that (l(0), l) |= (c ∧ c′). Furthermore, we
may conclude that (ν, l(0)) |= N and p = c  x ‖ c′  y, to finally find
〈N 
 c ∧ c′  M, ν 〉 l→ 〈 (c ∧ c′)  M, ν′′′ 〉 and (p, ν′′′)R (c ∧
c′  M, ν′′′).
(4) 〈N 
 (c ∧ c′)  M, ν 〉 l→ 〈p, ν′′ 〉, leading to the hypothesis
(a) ∃ν′ (ν, ν′) |= N ∧ 〈 (c ∧ c′)  M, ν′ 〉 l→ 〈p, ν′′ 〉, for which we need the hy-
pothesis
(i) ∃rp = r M ∧ 〈 (c ∧ c′), ν′ 〉 l→ 〈 r, ν′′ 〉 ∧ ∃ν1,σ1(ν, ν1) |= d ∧ (ν1, σ1)|= c ∧ ∃ν2,σ2 (ν, ν2) |= d ′ ∧ (ν2, σ2) |= c′ ∧ ν′ = σ1(0) = σ2(0), and fi-
nally we need the hypothesis
(A) l ∈  ∧ r = (c ∧ c′) ∧ (ν′, l) |= (c ∧ c′) ∧ ν′′ = l(t).
From this we may conclude that p = (c ∧ c′)  M , but furthermore we
can use Lemma C.1, together with the facts that (ν1, σ1) |= c and (ν′, l) |=
c and ν′ = σ1(0) to find (ν1, l) |= c and similarly (ν2, l) |= c′. This leads
to the observations that 〈 d 
 c  x 〉 l 〈 c  x, ν′′ 〉 and 〈 d ′ 

 c′y 〉 l 〈 c′  y, ν′′ 〉, and finally 〈 d 
 c  x | d ′ 
 c′  y, ν 〉 l→
〈 c  x ‖ c  y, ν′′ 〉 and (c  x ‖ c  y, ν′′)R (p, ν′′).
For (c  x ‖ c′  y, ν)R (c ∧ c′  M, ν), we find the following cases.
(1) 〈 c  x ‖ c′  y, ν 〉, for which we need the hypothesis
(a) 〈 c  x, ν 〉 ∧ 〈 c′  y, ν 〉, for which we need the hypothesis
(i) 〈 x, ν 〉 ∧ 〈 y, ν 〉
From which we may conclude 〈 x | y, ν 〉 hence 〈M, ν 〉 and 〈 (c ∧ c′) 
M, ν 〉.
(2) 〈 c ∧ c′  M, ν 〉, for which we need the hypothesis 〈M, ν 〉 and hence one of
the following hypotheses
(a) 〈 x ‖ c′  y, ν 〉, which cannot occur.
(b) 〈 y ‖ c  x, ν 〉, which cannot occur.
(c) 〈 x | c′  y, ν 〉, for which we need the hypothesis
(i) 〈 x 〉 ∧ 〈 c′  y, ν 〉. From this we may conclude that 〈 c  x, ν 〉
and hence 〈 c  x ‖ c′  y, ν 〉.
(d) 〈 y | c  x, ν 〉, is similar to the previous case.
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(3) 〈 c  x ‖ c′  y, ν 〉 l→ 〈p, ν′ 〉, for which we need one of the following hypotheses:
(a) ∃a,a′,p′,p′′ l = (aγ a′, µ) ∧ p = p′ ‖ p′′ ∧ 〈 c  x, ν 〉 a,µ→ 〈p′, ν′ 〉 ∧
〈 c′  y, ν 〉 a
′,µ→ 〈p′′, ν′ 〉, which leads to the hypothesis
(i) 〈 x, ν 〉 a,µ→ 〈p′, ν′ 〉 ∧ 〈 y, ν 〉 a
′,µ→ 〈p′′, ν′ 〉,
from which we conclude 〈 x | c′  y, ν 〉 aγ a
′,µ→ 〈p′ ‖ p′′, ν′ 〉, and hence
〈 (c ∧ c′)  M, ν 〉 l→ 〈p, ν′ 〉 with (p, ν′)R (p, ν′).
(b) ∃p′ l ∈ A ∧ p = p′ ‖ c′  y ∧ 〈 c  x 〉 l→ 〈p′, ν′ 〉, for which we need the
hypothesis
(i) 〈 x, ν 〉 l→ 〈p′, ν′ 〉
from which we conclude that 〈 x ‖ c′  y, ν 〉 l→ 〈p′ ‖ c′  y, ν′ 〉 and
hence 〈 (c ∧ c′)  M, ν 〉 l→ 〈p, ν′ 〉 with (p, ν′)R (p, ν′).
(c) ∃p′ l ∈ A ∧ p = c  x ‖ p′ ∧ 〈 c′  y 〉 l→ 〈p′, ν′ 〉, which is similar to the
previous case.
(d) ∃p′,p′′,t l ∈  ∧ dom(l) = [[0, t] ∧ p = p′ ‖ p′′ ∧ 〈 c  x, ν 〉
l
 〈p′, ν′ 〉 ∧
〈 c′  y, ν 〉 l 〈p′′, ν′ 〉, for which we need one of the following hypotheses:
(i) ∃r ′ p′ = r ′  x ∧ 〈 c, ν 〉
l
 〈 r ′, ν′ 〉 ∧ ∃r ′′ p′′ = r ′′  y ∧ 〈 c′, ν 〉
l

〈 r ′′, ν′ 〉, for which we need the hypothesis
(A) r ′ = c ∧ r ′′ = c′ ∧ (ν, l) |= c ∧ (ν, l) |= c′ ∧ ν′ = l(t)
From this we conclude that p = c  x ‖ c′  y and 〈 (c ∧ c′) M, ν 〉 l→
〈 c ∧ c′  M, ν′ 〉, with (p, ν′)R ((c ∧ c′)  M, ν′).
(ii) ∃r ′ p′ = r ′  x ∧ 〈 c, ν 〉
l
 〈 r ′, ν′ 〉 ∧ 〈 y, ν 〉 l 〈p′′, ν′ 〉, for which we
need the hypothesis
(A) r ′ = c.
Now, we conclude that p = c  x ‖ p′′, and that 〈 y | c  x, ν 〉 l→ 〈p′′ ‖
c  x, ν′ 〉. Hence 〈 (c ∧ c′)  M, ν 〉 l→ 〈p′′ ‖ c  x, ν′ 〉 with
(p′′ ‖ c  x, ν′)R (p, ν′).
(iii) 〈 x, ν 〉 l 〈p′, ν′ 〉 ∧ ∃r ′′ p′′ = r ′′  y ∧ 〈 c′, ν 〉
l
 〈 r ′′, ν′ 〉, for which
we need the hypothesis
(A) r ′′ = c′.
Now, we conclude that p = p′ ‖ c′  y, and that 〈 x | c′  y, ν 〉 l→
〈p, ν′ 〉. Hence, 〈 (c ∧ c′)  M, ν 〉 l→ 〈p, ν′ 〉 with pRp.
(iv) 〈 x, ν 〉 l 〈p′, ν′ 〉 ∧ 〈 y, ν 〉 l 〈p′′, ν′ 〉
From which it follows directly that 〈 x | c′  y 〉 l→ 〈p, ν′ 〉 Hence, 〈 (c ∧
c′)  M, ν 〉 l→ 〈p, ν′ 〉 with (p, ν′)R (p, ν′).
(e) l ∈  ∧ 〈 c  x, ν 〉 l 〈p, ν′ 〉 ∧ 〈 c′  y, ν 〉, for which we need the
hypothesis
(i) 〈 y, ν 〉.
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From this we may conclude 〈 y | c  x 〉 l→ 〈p, ν′ 〉. Hence, 〈 (c ∧ c′) 
M, ν 〉 l→ 〈p, ν′ 〉 with (p, ν′)R (p, ν′).
(f) l ∈  ∧ 〈 c  x, ν 〉 ∧ 〈 c′  y, ν 〉 l 〈p, ν′ 〉, for which we need the
hypothesis
(i) 〈 x, ν 〉.
From this we may conclude 〈 x | c′  y 〉 l→ 〈p, ν′ 〉. Hence, 〈 (c ∧ c′) 
M, ν 〉 l→ 〈p, ν′ 〉 with (p, ν′)R (p, ν′).
(4) 〈 c ∧ c′  M, ν 〉 l→ 〈p, ν′ 〉, which needs one of the following hypotheses:
(a) ∃r p = r  M ∧ 〈 (c ∧ c′), ν 〉 l→ 〈 r, ν′ 〉, for which we need the hypothesis
(i) ∃t l ∈  ∧ dom(l) = [[0, t] ∧ r = (c ∧ c′) ∧ ν′ = l(t) ∧ (ν, l) |= c ∧
(ν, l) |= c′.
From this we may readily conclude that p = (c ∧ c′) M and 〈 c  x, ν 〉 σ
〈 c  x, ν′ 〉. Consequently, we find 〈 c  x ‖ c′  y, ν 〉 l→ 〈 c  x ‖ c′ 
y, ν′ 〉 with (c  x ‖ c′  y, ν′)R (p, ν′).
(b) 〈M, ν 〉 l→ 〈p, ν′ 〉, which comes down to one of the hypotheses:
(i) 〈 x ‖ c′  y, ν 〉 l→ 〈p, ν′ 〉, for this we need the hypothesis
(A) ∃r l ∈ A ∧ p = r ‖ c′  y ∧ 〈 x, ν 〉 l→ 〈 r, ν′ 〉.
From which we conclude 〈 c  x 〉 l→ 〈 r, ν′ 〉 and finally 〈 c  x ‖ c′ 
y, ν 〉 l→ 〈p, ν′ 〉 with (p, ν′)R (p, ν′).
(ii) 〈 y ‖ c  x, ν 〉 l→ 〈p, ν′ 〉, for this we need the hypothesis
(A) ∃r l ∈ A ∧ p = r ‖ c  x ∧ 〈 y, ν 〉 l→ 〈 r, ν′ 〉.
From which we conclude 〈 c  y 〉 l→ 〈 r, ν′ 〉 and finally 〈 c  x ‖ c′ 
y, ν 〉 l→ 〈 c  x ‖ r, ν′ 〉 with (p, ν′)R (c  x ‖ r, ν′).
(iii) 〈 x | c′  y, ν 〉 l→ 〈p, ν′ 〉, for which we need one of the hypotheses
(A) ∃a,a′,p′,p′′,µ l = (aγ a′, µ) ∧ p = p′ ‖ p′′ ∧ 〈 x, ν 〉 a,µ→ 〈p′, ν′ 〉 ∧
〈 c′  y, ν 〉 a
′,µ→ 〈p′′, ν′ 〉, which leads to the hypothesis
• 〈 y, ν 〉 a
′,µ→ 〈p′′, ν′ 〉
From which we readily conclude 〈 c  x ‖ c′  y, ν 〉 l→ 〈p, ν′ 〉 with
(p, ν′)R (p, ν′).
(B) ∃p′,p′′ l ∈  ∧ p = p′ ‖ p′′ ∧ 〈 x, ν 〉
l
 〈p′, ν′ 〉 ∧ 〈 c′  y, ν 〉 l
〈p′′, ν′ 〉, which leads to one of the hypotheses
• ∃r p′′ = r  y ∧ 〈 c′  y, ν 〉
l
 〈 r, ν′ 〉, then we need the hypothesis
· r = c′
From which we conclude that p = p′ ‖ c′  y and 〈 c  x ‖
c′  y, ν 〉 l→ 〈p, ν′ 〉 with (p, ν′)R (p, ν′).
• 〈 y, ν 〉 l 〈p′′, ν′ 〉
From which we readily conclude 〈 c  x ‖ c′  y, ν 〉 l→ 〈p, ν′ 〉 with
(p, ν′)R (p, ν′).
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(iv) 〈 y | c  x, ν 〉 l→ 〈p, ν′ 〉, for which we need one of the hypotheses
(A) ∃a,a′,p′,p′′,µ l = (aγ a′, µ) p = p′ ‖ p′′ ∧ 〈 y, ν 〉 a,µ→ 〈p′, ν′ 〉 ∧
〈 c  x, ν 〉 a
′,µ→ 〈p′′, ν′ 〉, which leads to the hypothesis
• 〈 x, ν 〉 a
′,µ→ 〈p′′, ν′ 〉
From which we readily conclude 〈 c  x ‖ c′  y, ν 〉 l→ 〈p′′ ‖ p′, ν′ 〉
with (p, ν′)R (p′′ ‖ p′, ν′).
(B) ∃p′,p′′ l ∈  ∧ p = p′ ‖ p′′ ∧ 〈 y, ν 〉
l
 〈p′, ν′ 〉 ∧ 〈 c′  x, ν 〉 l
〈p′′, ν′ 〉, which leads to one of the hypotheses
• ∃r p′′ = r  x ∧ 〈 c  x, ν 〉
l
 〈 r, ν′ 〉, then we need the hypothesis
· r = c
From which we conclude that p = p′ ‖ c  x and 〈 c  x ‖ c′  y,
ν 〉 l→ 〈 c  x ‖ p′, ν′ 〉 with (p, ν′)R (c  x ‖ p′, ν′).
• 〈 x, ν 〉 l 〈p′′, ν′ 〉
From which we readily conclude 〈 c  x ‖ c′  y, ν 〉 l→ 〈p′′ ‖ p′, ν′ 〉
with (p, ν′)R (p′′ ‖ p′, ν′).
Appendix D. Recursion principles
The recursive specification principle RSP states that a guarded recursive specification
has at most one solution. Formally, the rule is stated as follows:
S |= E, S′ |= E, E guarded
S(X) ≈ S′(X)
X ∈ Vr,
where, S |= E denotes that the interpretation S ∈ Vr → T (Vr) of recursion variables is a
solution of a guarded recursive specification E. The proof of this, usually goes via another
principle, called the approximation induction principle AIP [49], which makes use of a
family of projection operators πn. AIP states that if every finite projection of two processes
is bisimilar, then the two processes are bisimilar. For the kind of semantical model we use,
AIP is restricted in the sense that one of the compared processes should have bounded non-
determinism. This is usually referred to as the restricted approximation induction principle
AIP−. In this section, we introduce the family of projection operators, and formalize the
notion of bounded non-determinism. Then we pose the approximation induction principle,
and prove it sound. After that, we show the existence of a bounded solution for guarded
recursive specifications, and prove a projection property for guarded process terms. Finally,
this allows us to prove soundness of RSP using AIP−.
Projection has the following operational semantics:
〈p, ν 〉
〈πn(p), ν 〉
,
〈p, ν 〉 l→ 〈p′, ν′ 〉
〈πn+1(p), ν 〉 l→ 〈πn(p′), ν′ 〉
.
Without proof, we claim that robust bisimilarity is a congruence for projection. Bounded
non-determinism B(p) is defined as follows.
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Definition D.1 (Bounded non-determinism). Bounded non-determinism is recursively
defined as:
• Every state has bounded non-determinism in 0 steps.
• A state (p, ν) has bounded non-determinism in n + 1 steps, if for every l the set R =
{(p′, ν′)  〈p, ν 〉 l→ 〈p′, ν′ 〉} is finite, and all elements (p′, ν′) ∈ R have bounded
non-determinism in n steps themselves.
• A state (p, ν) has bounded non-determinism (denoted B(p, ν)) if it has bounded non-
determinism for any arbitrary number of steps.
• A process p has bounded non-determinism (denoted B(p)) if for every valuation ν ∈
Val we find that (p, ν) has bounded non-determinism.
These definitions allow us to state the restricted approximation induction principle
AIP−:
∀nπn(p) ≈ πn(q) ∧ B(q)
p ≈ q
AIP−
Next, we prove that this principle is sound.
Theorem D.2. AIP− is sound for the semantics of HyPA.
Proof. To prove this principle sound, suppose that R is the union of all robust bisim-
ulation relations. In particular, it contains the robust bisimulation relations witnessing
πn(p)↔__πn(q). Note, that R is an equivalence relation on states.
We now construct the following relation:
S = {((x, ν), (y, µ))  ∀n (πn(x), ν)R(πn(y), µ), B(y, ν)},
and show that this is a robust bisimulation relation witnessing p↔__q.
It is obvious that for all ν and all n we have (πn(p), ν)R(πn(q), ν), therefore we know
(p, ν)S(q, ν). So, ifS is a robust bisimulation relation, then it is a witness.
In order to verify thatS is a bisimulation relation, assume (x, ν)S(y, µ) and study the
following cases:
(1) 〈 x, ν 〉. Using the semantics of projection, we find 〈πn(x), ν 〉 for all n, and using
the definition ofS we get (πn(x), ν)R(πn(y), µ).
From which we conclude, using the fact that R is a bisimulation relation, that
〈πn(y), µ 〉, and using the semantics of projection we finally find 〈 y, µ 〉.
(2) 〈 y, µ 〉. Similar to the previous case.
(3) 〈 x, ν 〉 l→ 〈 x′, ν′ 〉. We handle this case along the lines of [7]. Using the semantics of
the projection operator, we find: 〈πn+1(x), ν 〉 l→ 〈πn(x′), ν′ 〉, for any n. Further-
more, using the definition ofS, we find for every n that (πn+1(x), ν)R(πn+1(y), µ).
Now, we create a sequence Qn = {(y′, µ′)  〈 y, µ 〉 l→ 〈 y′, µ′ 〉, (πn(x′), ν′)
R(πn(y
′), µ′)}, and using the definition of projection and the fact that R is a bisimu-
lation relation, we conclude that this sequence is non-empty for every n. Furthermore,
it is decreasing (Qn ⊇ Qn+1) because in general we have πn+1(x)↔__πn+1(y) ⇒
πn(x)↔__πn(y) and R contains all bisimulation relations that witness this. Lastly,
every Qn is finite, because y has bounded non-determinism. Therefore, the sequence
Qn eventually becomes constant. In other words, there exists (y′′, µ′′) such that for
all n we have (y′′, µ′′) ∈ Qn. Hence, by definition of Qn, we have for all n that
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(πn(x
′), ν′)R(πn(y′′), µ′′). Now, using the definition ofS and the fact that (y′′, µ′′)
has bounded non-determinism because it is reachable from (y, µ), we finally conclude
that (x′, ν′)S(y′′, µ′′).
(4) 〈 y, µ 〉 l→ 〈 y′, µ′ 〉. This case is also handled along the lines of [7]. Similarly to the
previous case, we create a sequence Qn = {(x′, ν′)  〈 x, ν 〉 l→ 〈 x′, ν′ 〉, (πn(x′), ν)
R(πn(y
′), µ′)}, and may conclude that this sequence is decreasing, and non-empty
for every n. However, Qn is not necessarily finite. Nevertheless, for every n and every
(xn, νn) ∈ Qn there exists, using the previous case, a (yn, µn) such that 〈 y, µ 〉 l→
〈 yn, µn 〉 and (xn, νn)S(yn, µn). Using bounded non-determinism of y, one of these
elements occurs infinitely often. In other words, there is a k such that for every n
there is an m  n with (yk, µk) ≡ (ym, µm). Now, because xkSyk , we may conclude
πn(xk)Rπn(yk). Because R contains the identity relation, we find πn(yk)Rπn(ym).
Because R is symmetric, we find πn(ym)Rπn(xm) and because Qm ⊆ Qn we find
πn(xm)Rπn(y
′). With transitivity ofRwe conclude πn(xk)Rπn(y′) and finally xkSy′,
which concludes the case.
In order to verify that S is robust, assume that (x, ν)S(y, µ). By definition of S we
find that (πn(x), ν)R(πn(y), µ) for every n. SinceR is robust, we may conclude for every
interference ι and every n that (πn(x), ι(ν))R(πn(y), ι(µ)), and hence (x, ι(ν))S(y, ι(µ)).
Therefore,S is also robust. 
Before we can use AIP− to prove RSP, we need to study bounded non-determinism and
projections of guarded recursive specifications in more detail. We need to show existence
of a bounded non-deterministic solution for each guarded recursive specification, and we
need an axiomatization for projection with respect to guarded process terms.
Theorem D.3 (Bounded non-determinism). Each guarded recursive specification E has a
bounded non-deterministic solution.
Proof. This theorem is a strengthening of the recursive definition principle RDP, that states
that every recursive specification has a solution. RDP is easily proven sound, using the fact
that the semantics of HyPA actually gives one such solution. Let E be a guarded recursive
specification. For the sake of convenience, assume that if X ≈ p ∈ E, then p is already
rewritten into a guarded process term, and furthermore assume that this term is of the
form
⊕
j∈J
(
dj 
 aj  qj ⊕ d ′j 
 cj  q ′j ⊕ d ′′j 
 
)
, where J is a finite set and
qj and q ′j are arbitrary process terms of HyPA. In this case, we can show that the solution
defined by the semantics of HyPA, if we treat possibly occurring recursion variables as
constants, has bounded non-determinism. Let S ∈ Vr → T (Vr) be the identity. I.e. the
solution of E formed by the semantics of HyPA. By definition, every process, hence also
every S(X), with X ∈ Vr, has bounded non-determinism in 0 steps. If we then assume the
induction hypothesis that every S(X) has bounded non-determinism in n steps, we only
need to prove that bounded non-determinism in n + 1 steps follows. By definition of the
semantics of HyPA, we know for S(X) = X ≈ p, that 〈X, ν 〉 l→ 〈p′, ν 〉 if and only if
〈p, ν 〉 l→ 〈p′, ν 〉. Using the specific form of p, and the semantics of HyPA, we know
that there is only a finite number of these transitions, and that p′ is either qj or q ′j , for
some j . Furthermore, the semantics of all process operators of HyPA is such that they
lead to bounded non-deterministic compositions if the composed processes are bounded
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non-deterministic. So, even if qj and q ′j contain recursion variables, they are bounded non-
deterministic in n steps, from which we may conclude that p, and hence S(X), is bounded
non-deterministic in n + 1 steps. With induction, this concludes the proof, for the case
where E is already rewritten as suggested above. For the case that the definitions in E still
need to be rewritten, we may conclude only that there exists a bounded non-deterministic
solution. It may not necessarily be the case that the solution defined by the semantics has
this property. 
We claim, without proof, that the following axioms are sound for projection:
πn() ≈  π0(a) ≈ δ π0(c) ≈ δ
πn+1(a  x) ≈ a  πn(x) πn+1(c  x) ≈ π1(c)  πn(c  x)
πn(x ⊕ y) ≈ πn(x) ⊕ πn(y) πn(d 
 x) ≈ d 
 πn(x)
πn(x  y) ≈ πn(πn(x)  y) πn(x  y) ≈ πn(x  πn(y))
πn(x  y) ≈ πn(πn(x)  y) πn(x  y) ≈ πn(x  πn(y))
πn(x ‖ y) ≈ πn(πn(x) ‖ y) πn(x ‖ y) ≈ πn(x ‖ πn(y))
πn(x | y) ≈ πn(x | πn(y)) πn(πm(x)) ≈ πmin(n,m)(x)
This brings us to the following two theorems.
Theorem D.4 (Projection push). Define the interpretation n ∈ Vr → T (Vr) of recursion
variables, such that n(X) = πn(X) for all X ∈ Vr. Then, for p ∈ T (Vr), the following
axiom is sound:
πn(p) ≈ πn(n(p)),
where n(p) denotes the application of n to all the variables of p.
Proof. It is straightforward from the axiomatization of projection, that any subterm p′ of
a process πn(p) may be replaced by πn(p′), and if a subterm p′ of πn(p) is of the form
πn(p
′′), then it may be replaced by p′′. 
Theorem D.5 (Guarded projection push). Define the interpretation n ∈ Vr → T (Vr) as
before, and let S be an arbitrary interpretation of recursion variables. Then, we find the
following axioms for guarded process terms p:
π0(p) ≈ π0(S(p)), πn+1(p) ≈ πn+1(n(p)).
Proof. Without loss of generality, assume that p is of the form⊕
j∈J
(
dj 
 aj  qj ⊕ d ′j 
 cj  q ′j ⊕ d ′′j 
 
)
,
with J finite, and qj and q ′j arbitrary HyPA terms, possibly containing recursion variables.
We use the axiomatization of projection to derive.
π0(p) ≈ π0
(⊕
j∈J
(
dj 
 aj  qj ⊕ d ′j 
 cj  q ′j ⊕ d ′′j 
 
))
≈ π0
(⊕
j∈J d ′′j 
 
)
≈ π0
(⊕
j∈J
(
dj 
 aj  S(qj ) ⊕ d ′j 
 cj  S(q ′j ) ⊕ d ′′j 
 
))
≈ π0(S(p)).
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More elaborately, we also use the projection push to find:
πn+1(p)
≈ πn+1
(⊕
j∈J (dj 
 aj  qj ⊕ d ′j 
 cj  q ′j ⊕ d ′′j 
 )
)
≈ πn+1
(⊕
j∈J (dj 
 aj  πn(qj ) ⊕ d ′j 
 cj  πn(q ′j ) ⊕ d ′′j 
 )
)
≈ πn+1
(⊕
j∈J (dj 
 aj  πn(n(qj )) ⊕ d ′j 
 cj  πn(n(q ′j )) ⊕ d ′′j 
 )
)
≈ πn+1
(⊕
j∈J (dj 
 aj  n(qj ) ⊕ d ′j 
 cj  n(q ′j ) ⊕ d ′′j 
 )
)
≈ πn+1 (n(p)) .
This concludes the proof. 
Now, using the guarded projection push theorem, the theorem on bounded non-deter-
minism of guarded recursive specifications, and AIP−, it is easy to derive soundness of
RSP.
Theorem D.6. The recursive specification principle is sound.
Proof. For convenience assume that X ≈ p ∈ E implies that p is already rewritten into a
guarded term. Using the theorem on bounded non-determinism, we know that there exists
a solution S of E that has bounded non-determinism, i.e. B(S(X)) for every X ∈ Vr.
Suppose that S′ is an arbitrary other solution for E. We will show by induction on n
that for every X ∈ Vr we have πn(S(X)) ≈ πn(S′(X)). From that we then may conclude
S(X) ≈ S′(X) using AIP−. Note, that if we have two arbitrary solutions of E, that we may
conclude them equal by showing that both are equal to S.
The base case, where n = 0, is derived using congruence (derivation rule (4)) and the
first part of the guarded projection theorem:
π0(S(X)) ≈ π0(S(p)) ≈ π0(p) ≈ π0(S′(p)) ≈ π0(S′(X)).
Using the second part of the guarded projection theorem, and the induction hypothesis that
πn(S(X)) ≈ πn(S′(X)) we find firstly, using congruence again, that S(n(p)) ≈
S′(n(p)), and using this we derive:
πn+1(S(X)) ≈ πn+1(S(p)) ≈ S(πn+1(p)) ≈ S(πn+1(n(p)))
≈ πn+1(S(n(p))) ≈ πn+1(S′(n(p))) ≈ S′(πn+1(n(p)))
≈ S′(πn+1(p)) ≈ πn+1(S′(p)) ≈ πn+1(S′(X)). 
Appendix E. Rewriting into basic terms
In this appendix, we prove that every closed HyPA term is derivably equal to a basic
term. Thereto, let p be an arbitrary closed HyPA term. For the first step of this proof,
assume that all occurrences of δ, , atomic actions a and flow clauses c are underlined.
We use the notation p for the underlined version of p. On this underlined version of p we
apply the rewrite system consisting of the following four rewrite rules:
δ ↪→ [false] 
 ,
 ↪→ [true] 
 ,
a ↪→ [true] 
 a  [true] 
 ,
c ↪→ [true] 
 c  [false] 
 .
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First, observe that this term rewrite system is strongly normalizing as in each rewrite step
the number of underlined symbols decreases. Second, all four rewrite rules are derivable
using the axioms of HyPA (neglecting the underlining):
δ ≈ [false] 
 ,
 ≈ [true] 
 ,
a ≈ a   ≈ [true] 
 a   ≈ [true] 
 a  [true] 
 ,
c ≈ c  δ ≈ [true] 
 c  δ ≈ [true] 
 c  [false] 
 .
Finally, the normal forms of underlined versions of closed HyPA terms are necessarily of
the form
N ′ ::= d 
   d 
 a  N ′  d 
 c  N ′  N ′ ⊕ N ′
 d 
 N ′  N ′  N ′  N ′  N ′  N ′  N ′
 N ′ ‖ N ′  N ′ ‖ N ′  N ′ | N ′  ∂H
(
N ′
)
.
Observe that basic terms are also of this form. Thus we have achieved that for any closed
HyPA term there exists an N ′ term that is derivably equal. In the remainder of this ap-
pendix, we show that for any N ′ term there exists a basic term that is derivably equal.
E.1. The rewrite system
Next, we give a rewrite system that is constructed for the task of rewriting N ′ terms into
basic terms.
(1) d 
 d ′ 
 x ↪→ (d ∼ d ′) 
 x
(2) d 
 (x ⊕ y) ↪→ d 
 x ⊕ d 
 y
(3) (d 
 )  x ↪→ d? 
 x
(4) (d 
 a  x)  y ↪→ d 
 a  (x  y)
(5) (d 
 c  x)  y ↪→ d 
 c  x  y
(6) (x ⊕ y)  z ↪→ x  z ⊕ y  z
(7) x  y ↪→ x  y ⊕ y
(8) (d 
 )  x ↪→ d 
 
(9) (d 
 a  x)  y ↪→ d 
 a  (x  y)
(10) (d 
 c  x)  y ↪→ d 
 c  (x  y)
(11) (x ⊕ y)  z ↪→ x  z ⊕ y  z
(12) ∂H (d 
 ) ↪→ d 
 
(13) ∂H (d 
 a  x) ↪→ d 
 a  ∂H (x) if a ∈ H
(14) ∂H (d 
 a  x) ↪→
[false] 
  if a ∈ H
(15) ∂H (d 
 c  x) ↪→ d 
 c  ∂H (x)
(16) ∂H (x ⊕ y) ↪→ ∂H (x) ⊕ ∂H (y)
(17) x ‖ y ↪→ x ‖ y ⊕ y ‖ x ⊕ x | y
(18) d 
  ‖ x ↪→ [false] 
 
(19) d 
 a  x ‖ y ↪→ d 
 a  (x ‖ y)
(20) d 
 c  x ‖ y ↪→ [false] 
 
(21) (x ⊕ y) ‖ z ↪→ x ‖ z ⊕ y ‖ z
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(22) (x ⊕ y) | z ↪→ x | z ⊕ y | z
(23) x | (y ⊕ z) ↪→ x | y ⊕ x | z
(24) d 
  | d ′ 
  ↪→ (d? ∧ d ′?) 
 
(25) d 
  | d ′ 
 a  x ↪→ [false] 
 
(26) d 
 a  x | d ′ 
  ↪→ [false] 
 
(27) d 
  | d ′ 
 c  x ↪→ (d? ∼ d ′) 
 c  x
(28) d 
 c  x | d ′ 
  ↪→ (d ′? ∼ d) 
 c  x
(29) d 
 a  x | d ′ 
 a′  y ↪→ (d ∧ d ′) 
 (aγ a′)  (x ‖ y) if (aγ a′) defined
(30) d 
 a  x | d ′ 
 a′  y ↪→ [false] 
  if (aγ a′) undefined
(31) d 
 a  x | d ′ 
 c  y ↪→ [false] 
 
(32) d 
 c  x | d ′ 
 a  y ↪→ [false] 
 
(33) d 
 c  x | d ′ 
 c′  y ↪→ ((d ∼ cjmp) ∧ (d ′ ∼ c′jmp)) 
 (c ∧ c′) 

x ‖ ([true] 
 c′  [false] 
 )  y ⊕
y ‖ ([true] 
 c  [false] 
 )  x ⊕
x | ([true] 
 c′  [false] 
 )  y ⊕
y | ([true] 
 c  [false] 
 )  x


In the following section we show that this rewrite system only allows to rewrite N ′
terms into derivably equal N ′ terms (soundness of the rewrite system, see Appendix E.2),
that the rewrite system is strongly normalizing (see Appendix E.3), and that every normal
form of an N ′ term is necessarily a basic term (see Appendix E.4).
E.2. Soundness of the rewrite system
In this subsection we show that for each rewrite rule s ↪→ t of the rewrite system
introduced in Appendix E.1, we have HyPA  s = t .
For the rewrite rules (1)–(3), (6), (7), (11), (16), (17), (21)–(24), (27), and (29), this
follows directly from the axioms as for each of these rewrite rules there is an axiom that
states that the left-hand and right-hand sides are derivably equal. For the rewrite rules (25),
(30), and (32) this is obtained from the axioms and application of δ ≈ [false] 
  and/or
c ≈ [true] 
 c  [false] 
 . Both these equalities have been proven in first step of the
elimination result in this appendix. For the rewrite rules (26), (28), (31), and (33) this
follows from the soundness of other rewrite rules and the axiom x | y ≈ y | x. For the other
rewrite rules the derivations are shown below:
(4) (d 
 a  x)  y ≈ ((d 
 a)  x)  y ≈ (d 
 a)  (x  y)
≈ d 
 a  (x  y)
(5) (d 
 c  x)  y ≈ ((d 
 c)  x)  y ≈ ((d 
 c)  δ  x)  y
≈ (d 
 c)  δ  x  y ≈ (d 
 c)  x  y ≈ d 
 c  x  y
(8) (d 
 )  x ≈ d 
   x ≈ d 
 
(9) (d 
 a  x)  y ≈ d 
 a  x  y ≈ d 
 a  (x  y)
(10) (d 
 c  x)  y ≈ d 
 (c  x)  y ≈ d 
 c  (x  y)
(12) ∂H (d 
 ) ≈ d 
 ∂H () ≈ d 
 
(13,14) ∂H (d 
 a  x) ≈ d 
 ∂H (a  x) ≈ d 
 ∂H (a)  ∂H (x)
≈
{
d 
 a  ∂H (x) if a ∈ H
d 
 δ  ∂H (x) ≈ d 
 δ ≈ δ ≈
[false] 
  if a ∈ H
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(15) ∂H (d 
 c  x) ≈ d 
 ∂H (c  x) ≈ d 
 c  ∂H (x)
(18) d 
  ‖ x ≈ d 
 ( ‖ x) ≈ d 
 δ ≈ δ ≈ [false] 
 
(19) d 
 a  x ‖ y ≈ d 
 (a  x ‖ y) ≈ d 
 a  (x ‖ y)
(20) d 
 c  x ‖ y ≈ d 
 (c  x ‖ y) ≈ d 
 δ ≈ δ ≈ [false] 
 
E.3. The rewrite system is strongly normalizing
That the above rewrite system is strongly normalizing can be demonstrated using se-
mantical labeling in combination with the recursive path ordering technique as (among
others) described in [41]. We define the following ranking-norm on N ′ terms:
•  = a = 0;
• c = 1;
• d 
 x = ∂H (x) = x + 1;
• x ⊕ y = x  y = x  y = x  y = x ‖ y = x ‖ y = x | y = x +
y.
Now, we label the operators d 
 _,  ,  ,  , ‖ , ‖ , and | with the norm of the
term they are the leading symbols of. I.e. we write x x+y y in stead of x  y. Then,
we define the following (well-founded) ordering on labeled operators. (Note that we still
treat d 
 x as a unary operator.)
• , a (for a ∈ A) and ⊕ are smaller than all other operators;
• d 
n< d ′ 
n+1 for all n, d, d ′;
• d 
n _ < 0 for all n;
• n < n < n < n+1 for all n;
•  < ∂H ();
• n < ∂H () for all n;
• n < ‖ 0 for all n;• ‖ n < |n < ‖n < ‖ n+1 for all n.
It is straightforward, but cumbersome, to show for each of the rules that they are strictly
decreasing with respect to the recursive path ordering based on <.
E.4. Normal forms are basic terms
Now, we prove that every normal form of an N ′ term is a basic term. Let s be such a
normal form. Suppose that s is not a basic term. Then, as the term rewrite system only
rewrites N ′ terms into N ′ terms and all basic terms are N ′ terms, s must contain a smallest
subterm s′ which is not a basic term. Then, s′ is of one of the following forms: d 
 s1,
s1  s2, s1  s2, s1  s2, s1 ‖ s2, s1 ‖ s2, s1 | s2, or ∂H (s1) for some N ′ terms s1 and s2.
Actually, as s′ is a smallest subterm of s that is not a basic term, necessarily, s1 and s2 are
basic terms. By inspection of the rewrite rules it is obvious that in any case a rewrite rule is
applicable. Hence, s′ is not a normal form. This contradiction leads to the conclusion that
s′ is a basic term. Hence, every normal form of an N ′ term is a basic term.
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