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1
JUSTIFICATION FOR EFFECTIVE REFRACTIVE INDEX OF GE LAYERS
ON CAF2
Through the transmission electron micrograph, shown in Figure S1a, we determined the
two layers of Ge, labeled as aGe*, were not dense films of pure Ge. Morever, the simulated
reflectance, assuming all layers of Ge have the refractive index of bulk amorphous Ge, does
not agree with the measured result, as shown in Figure S1b.
As the bottom aGe layer is visibly dense and homogenous in the TEM image, we approx-
imated only the aGe* layers as effective media. The refractive index neff of those layers
was modeled as
neff = naGex+ nCaF2 (1− x) , (S1)
where x is the percentage composition of aGe. We found the simulated reflectance spectrum
with those layers comprising 50% aGe and 50% CaF2 is shown to agree well with the mea-
sured result. We attribute further small discrepancies between simulation and experiment to
surface defects and layer inhomogeneities that scatter incident light. As a result, subsequent
optimization of layer thicknesses assumed layers of Ge deposited onto CaF2 would have an
effective refractive index of the 50%-50% mixture.
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FIG. S1: a) Thickness measurements taken from cross section transmission electron
microscopy. b) Measured and simulated reflectance spectra. Using the thicknesses
measured in a), we simulate the reflectance spectra for different compositions of aGe-Ca2
mixtures in the aGe∗ layers.
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ENERGY BALANCE FOR SELECTIVE ABSORBER UNDER SOLAR ILLUMI-
NATION
In this section we describe an energy balance analysis that we use to evaluate the per-
formance of our selective absorber. This model is then used to predict the stagnation
temperature of the selective absorber assuming the deposition of fully dense materials and
after optimization of layer thicknesses.
We begin by analyzing the radiative heat flux into the selective absorber from the sun
and from the surrounding atmosphere,
qin = A
∫ ∞
0
α(λ)IAM1.5(λ)dλ+ A
∫ pi
0
∫ pi/2
0
∫ ∞
0
α(λ, θ, φ)IBB(λ, Tatm) cos θ sin θdλdθdφ
(S2)
where A is the absorber area, α(λ) is the spectral absorptance, IAM1.5(λ) is the solar spectral
irradiance, and IBB(Tatm, λ) is the black body distribution at temperature of the atmosphere
Tatm. The heat out of the selective surface is both radiative and conductive,
qout,rad = A
∫ pi
0
∫ pi/2
0
∫ ∞
0
α(λ, θ, φ)IBB(λ, Tabsorber) cos θ sin θdλdθdφ, (S3)
qout,cond = hloss(Tabsorber − Tatm), (S4)
where hloss is the heat flux coefficient between the device and the environment. As the
selective absorber is placed on a piece of aerogel foam, we anticipate hloss to be quite low.
Further, as the sample is on a radiation shield, the emitted heat out the backside is negligible.
The solar absorptance is defined as
αs =
∫∞
0
α(λ)IAM1.5(λ)dλ
S
, (S5)
where S is the total heat flux from the sun. The thermal emittance weighted by the black
body spectrum at temperature T is defined as
t,T =
∫ pi
0
∫ pi/2
0
∫∞
0
α(λ, θ, φ)IBB(λ, T ) cos θ sin θdλdθdφ
σT 4
, (S6)
where σ is the Stefan-Boltzmann constant. The net heat flux is therefore
qnet = C
dT
dt
= αsAS −A
(
t,TabsorberσT
4
absorber − t,TatmσT 4atm
)− hloss (Tabsorber − Tatm) , (S7)
where C is the thermal capacitance of the absorber. The thermal capacitance is approxi-
mated as that of the silicon wafer such that C = ρV cp, where ρ is the density of silicon,
3
V is the wafer volume, and cp is the specific heat of silicon. We adopt the conventional
methodology by approximating the second term on the right side of equation S7 as
A
(
t,TabsorberσT
4
absorber − t,TatmσT 4atm
)
= Atσ
(
T 4absorber − T 4atm
)
, (S8)
where t is an effective thermal emittance. In general, due to the wavelength selective nature
of the absorber, t,Tabsorber does not equal t,Tatm . However as we are operating at moderate
temperatures under unconcentrated sunlight, the difference between black body spectra at
Tabsorber is not appreciably different than that at Tatm and t,Tabsorber ∼ t,Tatm . Therefore, we
model the heat flux in and out of the absorber by
dTabsorber
dt
=
A
ρV cp
[
αsS − tσ
(
T 4absorber − T 4atm
)−G (Tabsorber − Tatm)] , (S9)
where G is the interface conductance between the absorber and the environment.
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FIG. S2: (a) Temperature data from solar simulator. (b)Measured and modeled
temperature decay of sample after the chamber has been covered.
The measured absorber and chamber temperatures over time under illumination from
the solar simulator are shown in Figure S2a. We first examine the part of the curve after
the sample has been covered and the surface is allowed to thermally decay. In this case, we
set S = 0 in Equation S9. We then perform a numerical parametric fit for t and G for the
temperature solution of the differential equation,
dTabsorber
dt
=
A
ρV cp
[−tσ (T 4absorber − T 4atm)−G (Tabsorber − Tatm)] , (S10)
4
where Tatm is fitted as a spline function to the chamber temperature data. From the para-
metric fit, we find t = 0.128, and G = 2.809× 10−6 W/m2K. These values are in agreement
with our initial assumption that the conductive heat loss would be negligible. The mea-
sured and modeled temperature decay are shown in Figure S2b. The marginal discrepancy
between the fit and measured data is likely due to the slight temperature dependence of the
thermal emittance.
We then use these fitted values to predict the temperature decay for the field test experi-
ment, taken under the sun. The result is shown in Figure S3a. Having validated the model,
we calibrate the incident solar flux such that at thermal equilibrium Tabsorber equals the max-
imum measured temperature. The simulated temperature rise compared to the measured
result is shown in Figure S3b . The simulated temperature rises faster than the measured
result because the measurement begins at 9:30AM, when the sun is not high in the sky, and
the solar flux is not at its maximum.
Our initial simulations using room temperature optical data show a theoretical solar ab-
sorptance of 86% and thermal emittance of 4.4%. With optimization of layer density and
thickness, particularly for the CaF2 layers, we conservatively estimate the solar absorptance
could be 85% and thermal emittance to be 7.5%. With these estimates, the predicted tem-
perature curve is shown in Figure S3c with peak temperature of 574 K or 301◦C as described
in the text. With further optimization of material quality to reduce parasitic infrared absorp-
tion, further increase of the stagnation temperature to the theoretical prediction of 350◦C
could be achieved.
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FIG. S3: (a) Measured and predicted temperature decay of sample under the sun, using
the fitted values for t and G from Figure S2b. (b) Calibrated temperature growth curve.
(c) Full modeled temperature rise under the sun. With the optimized values αs,opt = 0.85
and t,opt = 0.075, we predict the peak temperature to reach 574K or 301
◦C.
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