Abstract. In this paper we consider identi cation of multivariable linear systems using state-space models. A new model structure which is fully parametrized is introduced. All systems of a given order can be described with this model structure and thus relieve us from all the internal structural issues otherwise inherent in the multivariable state-space identi cation problem. We present an identi cation algorithm which minimize a regularized prediction error criterion. We show that the proposed model structure retains the statistical properties of the standard identi able model structures. The proposed identi cation algorithm is shown to locally converge to the set of true systems. Examples are given illustrating the results as well as showing the practical use of the proposed model structure using real data.
INTRODUCTION
In this paper we consider identi cation of multivariable linear time invariant nite dimensional systems. We also assume that we have no structural information and thus have to resort to so called black-box models. These can be either of input-output type or of state-space type. There are several reasons that favor the statespace form: (1) They are their own economic implementation algorithm. (2) They have simple relationships between simulation and prediction applications. (3) Many control design methods and algorithms, e.g. the recent Doyle-Glover algorithm solving the H 1 optimal control problem Doyle et al. (1989) , use state-space descriptions of the plants to be controlled. (4) From the point of view of computer implementation it is important to use models which have low sensitivity with respect to round-o errors and nite word length e ects. Some realizations of state-space models are well behaved in this respect Mullis and Roberts (1976) ; Thiele (1984) ; Thiele (1986) . We shall thus consider model structures in statespace innovations form:
x(t + 1) = A( )x(t) + B( )u(t) + K( )e(t) y(t) = C( )x(t) + e(t) (1) where the matrices A; B; C and K are functions of a parameter vector , u(t) is the input vector of dimension m, y(t) is the output vector of dimension p and e(t) is the noise vector of dimension p. In the process of identi cation we try to determine these matrices by estimating the vector from input-output data.
The task of identi cation can thus be divided into two steps:
1. Determine a parametrization, i.e. how shall the matrices A; B; C and K depend on the parameter vector . 2. Estimate the parameter vector from data.
To solve the second step we will minimize the norm of the prediction errors: Minimize
where "(t; ) = y(t) ?ŷ(tj )
See, e.g. Ljung (1987) . The minimization of (2) is carried out numerically by an iterative procedure. We will mainly concentrate on the parametrization problem of multivariable state-space systems. After some notations in Section 2, we will, in Section 3, introduce a fully parametrized state-space model structure which immediately solves the di cult parametrization problem and which also enable us to obtain models with good numerical properties. In Section 4 we give an identi cation algorithm which is analyzed in Section 5. A stochastic analysis is performed in Section 6 and some examples are presented in Section 7. N denote the data set consisting of fy(t)g and fu(t)g, t = 1; : : : ; N.
MODEL PARAMETRIZATION
The parametrization of models to be used in system identi cation is often closely tied to the concept of identi ability, i.e if two models from the same model structure are equal then this implies that the corresponding parameter vectors are equal. See Ljung (1987) for a formal de nition. Traditionally, see Ljung (1987) and S oderstr om and Stoica (1989), model structures which are identi able have been favored for the purpose of system identi cation. The use of an identiable model structure has some clear advantages; the criterion V N ( ) has a unique minimum if the data is informative, numerical algorithms perform well etc. However the parametrization of multivariable state-space models is a well-known and notoriously di cult problem in system identi cation, see e.g. Kailath (1980) , Luenberger (1967) or van Overbeek and Ljung (1982) . The root of the problem is that there is not one single, smooth identi able parametrization of all multi-output systems (1). Typically one has to work with a large number of di erent possible parametrizations depending on the internal structure of the system. The concept of identi able model structures is important if we are interested in the values of the parameters themselves, e.g. change detection techniques where a change in the parameters indicates a change in the underlying system. If we are only interested in the input/output relation G(q; ) the value of each parameter is then of no interest to us. The parameters can be seen as vehicles to describe the interesting characteristics of the system. It is also known that some systems described in their canonical forms have transfer functions with a very high sensitivity with respect to the parameters and are thus sensitive to nite word length e ects occurring in a computer, see Thiele (1984) . Based on these arguments we will introduce a new model structure which will circumvent these problems. 
The number of parameters needed for this model structure (5) is
This fully parametrized model has an additional n 2 number of parameters compared to the identi able models given in Ljung (1987) , which each have d MI = 2np + nm (7) number of parameters. Using this model structure for the purpose of identi cation will give two interesting implications. First, this state-space model structure would relieve us from the search through the di erent identi able models when dealing with multivariable systems since the proposed model structure trivially includes all possible systems of a given order n. Secondly, the quality of the estimated model might increase if we use a exible model structure which not only can describe the underlying system but also allows a numerically well-conditioned description. This is a major di erence compared with the identi able model structures, which by de nition only have one realization for each system. Since we are con ned to computers with limited accuracy for all calculations it is important to be able to use models which are numerically well conditioned. With the proposed model structure the minimum of V N ( ) will now be a surface in the parameter space and thus not unique. This follows from the fact that there exist in nitely many parameter values which yield the same inputoutput properties. This non-uniqueness usually leads to convergence problems if standard optimization algorithms, e.g Newton-type algorithms, are used in the minimization of (2) and in this case the Hessian will be singular or inde nite and thus non-invertible. One possibility to overcome this problem is to further constrain the solution. We will here focus on regularization which is a standard technique for ill-conditioned estimation problems, see Draper and Nostrand (1979) . Regularization means that the criterion (2) Notice that the approximate Hessian used in a Gauss-Newton algorithm now will be positive de nite. The resulting estimatê
will be a compromise between minimizing V N ( ) and being close to the value # . Since our objective is to nd the which minimizes V N ( ) it is clear that the choice of # will in uence the result. In the next two section we will address this question together with a presentation and analysis of the identi cation algorithm.
4. THE ALGORITHM In this section we will present an algorithm for the purpose of identi cation using the proposed fully parametrized model structure. The algorithm is designed with the goal of providing accurate models with low sensitivity with respect to nite word length representations. In Thiele (1986) results are given which show that a balanced realization, see Moore (1981) , is a realization with minimum sensitivity with respect to nite word length e ects in the parameters and round o errors. These results leads us to nd an algorithm which has a balanced realization as the convergence point. This is easily achieved if we solve a sequence of minimizations of (8) and in each step adjust the vector # to be a balanced realization of the last estimate. This means that we not only obtain a balanced realization in the limit but also use it in each step of the identi cation. This gives the following algorithm: 
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The ARX estimate in step 1 is obtained as a least-squares solution. If a multivariable system is at hand, the initial order of the ARX model should be chosen as np and then followed by a model reduction step to get the model order n.
Step 2 of the algorithm can be easily be solved by a Gauss-Newton method, see Dennis and Schnabel (1983) . The balanced realization is obtained via singular value decompositions, see Moore (1981) .
CONVERGENCE ANALYSIS
In this section we will analyze the convergence properties of Algorithm 4.1. We will restrict the analysis to local behavior and can thus simplify the calculations by considering a linear regression setup: Let the data Z 1 be generated by the system y(t) = (t) T 0 + e(t)
(10) where the regressors (t) are made up from data and the noise terms e(t) are assumed to be a sequence of independent stochastic variables with zero mean E e(t) = 0, covariance E e(t)e(t) Theorem 5.1 Let the data set Z 1 be generated by (10) and let the predictor be given by (11). Let the sequence of estimates be given by (14) with > 0, and let D T be given by (13). order terms are small the approximation is valid locally and we have the same problem as for the linear case given in Theorem 5.1. This implies that the iterative minimization scheme in Algorithm 4.1 will also be locally convergent for the fully parametrized state-space model structures which exhibit the same non-uniqueness properties as the linear regression setup in the theorem.
6. ANALYSIS OF THE PREDICTION QUALITY In system identi cation literature the concept of parsimony is considered to be very important, see S oderstr om and Stoica (1989); Ljung (1987) . Use the simplest model with as few parameters as possible. This concept can easily be justi ed by analyzing the statistical properties of the prediction error. The key result is that the variance of each estimated parameter increases if we estimate more parameters with a xed amount of data and thus degrade the quality of the estimated model. An identi able model of a given order has, by de nition, a minimal number of parameters and thus satis es this concept. Even though the fully parametrized model has more parameters than the corresponding identi able model we will in this section show that regularization will restore the statistical properties of an identi able model. The gradient of the predictorŷ(tj ) is de ned as Assumption A1 Consider a data set Z 1 which has been generated by the system (1) with e(t) a sequence of independent stochastic variables with zero mean and covariance . Furthermore assume that the input u(t) is chosen so the data set is informative and that the data set satis es the technical condition D1 in Ljung (1987) , p. 210.
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For the de nition of informative we refer to Ljung (1987) . If we now consider the regularized version of the criterion (8) and let # = 0 2 D T we have:
Theorem 6.1 Let^ N be de ned by (8) and (9) 
We will now present a statistical model quality measure for the fully parametrized models obtained via minimization of the regularized prediction error criterion (8) and (9) 
where V N is given by (19) and (20) and p is the number of outputs.
The expression (21) is similar to the known expression
which is valid for identi able model structures and clearly shows the relation to model accuracy versus number of estimated parameters, see Ljung (1987); S oderstr om and Stoica (1989 (1992) an identi cation of a glass oven using is evaluated on independent data. The fully parametrized OE-model has the best performance of the models in simulations. The other model is a little worse compared to the subspace model. This example shows that identi cation using real data works quite well with the proposed model structure compared with the subspace identi cation method. 2 8. CONCLUSIONS In this paper we have introduced a state space model structure which is fully parametrized and thus each parameter is not identi able. The use of this model structure for identi cation of multivariable systems will relieve us from the search through all possible identi able parametrizations. In order to minimize the prediction error for the fully parametrized model with an e cient numerical method, regularization is introduced. It is shown that the use of regularization will automatically give the same statistical properties as an identi able model structure even though the fully parametrized model structure contains more parameters to estimate. An identi cation algorithm is presented which yields, in the limit, a balanced realization of the true system which has low sensitivity with regard to nite word length e ects. The proposed algorithm thus produces a numerically sound model of the underlying system.
