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MEAN-FIELD- AND CLASSICAL LIMIT OF MANY-BODY
SCHRO¨DINGER DYNAMICS FOR BOSONS
Ju¨rg Fro¨hlich1, Sandro Graffi2 , Simon Schwarz3
Abstract
We present a new proof of the convergence of the N−particle Schro¨dinger dynamics
for bosons towards the dynamics generated by the Hartree equation in the mean-field
limit. For a restricted class of two-body interactions, we obtain convergence estimates
uniform in ~, up to an exponentially small remainder. For ~ = 0, the classical dynamics
in the mean-field limit is given by the Vlasov equation.
1 Introduction and statement of results
Consider the Schro¨dinger operator
HN = H
0
N +WN (1.1)
H0N = −
N∑
i=1
~
2
2
∆i, WN =
1
N
N∑
i<j
w(xi − xj) (1.2)
where w is a two-body potential independent of N . The operator HN acts on H(N) :=
L2S(R
3N ), the totally symmetric part of L2(R3N ), which is the Hilbert space of pure state
vectors for a system of N nonrelativistic bosons. We propose to study the dynamics de-
scribed by the N−body Schro¨dinger equation
i~∂tΨN (t) = HNΨN (t), (1.3)
for an inital condition ΨN (t = 0) = ΨN,0 ∈ L2S(R3N ). Under assumptions specified below,
HN , defined on the symmetrized Sobolev space H
2
S(R
3N ), is a self-adjoint operator. Hence
the unitary group UN (t) = e
−iHN t/~, t ∈ R, exists. Let p ≤ N , and let a(p) be a bounded
operator on L2S(R
3p). It defines an operator A
(p)
N acting on H(N) in the following way:
(A
(p)
N Ψ)(x1, . . . , xN ) =
N(N − 1) · · · (N − p+ 1)
Np
(PSa
(p) ⊗ I(N−p)PSΨ)(x1, . . . , xN ),
Ψ(x1, . . . , xN ) ∈ L2S(R3N ), (1.4)
where PS is the projection onto the symmetric subspace L
2
S(R
3N ) of L2(R3N ). The operator
A
(p)
N may be viewed as an operator acting on p particles; the numerator on the right side
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of (1.4) is a combinatorial factor motivated by ”second quantization”; the denominator is
the correct scaling factor to take the N →∞ limit.
We are interested in the asymptotics of certain expectation values of the Heisenberg-
picture operators eiHN t/~A
(p)
N e
−iHN t/~, as N → ∞. If HN is chosen as in (1.1), (1.2), and
A
(p)
N is chosen as in (1.4), the limit N →∞ is the usual mean-field limit; see [He, Sp].
Our first main result is the following
Theorem 1.1 . Let ~ > 0 and t ≥ 0 be fixed, and let w ∈ L∞(R3). If ΨN,0(x1, . . . , xN ) =
ψ(x1) · · ·ψ(xN ) is a normalized ”coherent” (i.e., product) initial state, then
lim
N→∞
〈ΨN,0, eiHN t/~A(p)N e−iHN t/~ΨN,0〉 = (1.5)
lim
N→∞
〈ΨN,t, A(p)N ΨN,t〉 = 〈Ψp,t, a(p)Ψp,t〉 =: a(p)(ψt)
Here ΨN,t is again a coherent state, i.e., ΨN,t(x1, . . . , xN ) = ψt(x1) · · ·ψt(xN ), and Ψp,t =
ΨN=p,t, where ψt is a solution of the Hartree equation
i~∂tψt = −~
2
2
∆ψt + (w ∗ |ψt|2)ψt (1.6)
with initial condition ψt=0 = ψ.
Remarks
1. For large N , the quantum evolution e−iHN t/~ΨN,0 can be replaced by the nonlinear
single-particle evolution ΨN,t(x1, . . . , xN ). Particle interaction effects are translated
into the nonlinearity of this evolution. This justifies interpreting the limit N →∞ as
a mean-field limit.
2. The corrections to the limit in (1.5) are O(1/N).
3. Since lim
N→∞
N(N − 1) · · · (N − p+ 1)/Np = 1, the second equality in (1.5) follows
easily from (1.4), because
lim
N→∞
〈ΨN,t, A(p)N ΨN,t〉 = 〈Ψp,t, a(p)Ψp,t〉L2(R3p)‖ψ‖2(N−p)L2(R3)
4. Theorem 1.1 was first proven in [He], see also [GiVe]. A new proof was given in [Sp]
and extended to more general classes of two-body potentials, including the Coulomb
potential, in [EY], [BGM], [BEGMY]. The proof in our paper is quite different. It is
inspired by a second-quantization formalism to be published elsewhere. It enables us
to tackle the problem of obtaining convergence estimates uniform in Planck’s constant
~, as we now proceed to discuss.
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It is well known that, for WN as in (1.2), the classical dynamics of N particles tends to
the dynamics defined by the Vlasov equation, in the limit N → ∞. More precisely, if ρN
denotes the empirical distribution, namely
ρN (dx, dξ; t) =
1
N
N∑
i=1
δ(x − xi(t))δ(ξ − ξi(t)) dxdξ
where (x1(t), . . . , xN (t); ξ1(t), . . . , ξN (t)) is a solution of the classical equations of motion,
then, in the limit N → ∞, ρN tends weakly to ft(x, ξ)dxdξ, where ft(x, ξ) is a solution of
the Vlasov equation:
∂tft = −ξ · ∇xft +∇xVeff · ∇ξft (1.7)
Veff (x, t) =
∫
w(x− y)ft(y, ξ)dydξ , (1.8)
see [BH]. It is natural to ask whether this convergence result is related to that of Theorem
1.1. Our next result provides, under very restrictive assumptions on the two-body interac-
tions, a partial answer to this question. First, we define a restricted class of interactions.
For σ > 0, we define the spaces
L1σ,p := {f ∈ L1(R6p) | eσ|z|f ∈ L1(R6p)}, (1.9)
Aσ,p := {f ∈ L1(R6p) | eσ|s|f̂ ∈ L1(R6p)}, (1.10)
Here xj ∈ R3, ξj ∈ R3, j = 1, . . . , p, and
z := (Xp,Ξp) ∈ R3p × R3p; Xp := (x1, . . . , xp), Ξp := (ξ1, . . . , ξp),
|z| :=
p∑
j=1
(|xj |+ |ξj|);
f̂(s), s := (S,Σ) ∈ R3p × R3p is the Fourier transform of f .
We further denote by ΦNt : (XN ; ΞN ) 7→ (XN (t); ΞN (t)) the flow generated by HcN ,
where HcN is the classical Hamilton function corresponding to the operator HN .
Definition 1.1 We define by:
1.
WΨNN (XN ,ΞN ; t) = (1.11)
(2π)−3N
∫
R3N
ei〈YN ,ΞN 〉ΨN (XN + ~YN/2, t)ΨN (XN − ~YN/2, t) dYN
the Wigner distribution of the N -particle normalized wave function ΨN (XN , t);
3
2.
WΨNj (Xj ,Ξj ; t) =
∫
R3(N−j)
WΨNN (XN ,ΞN ; t) dXN−jdΞN−j , (1.12)
the j−particle Wigner function ((N − j)-marginal distribution of the N -particle Wig-
ner distribution).
3.
W (ψ)(x, ξ; t) = (2π)−3
∫
R3
ei〈y,ξ〉ψt(x+ ~y/2)ψt(x− ~y/2) dy, (1.13)
the Wigner distribution of the solution ψt(x) of the Hartree equation.
Our second main result is
Theorem 1.2 . Let w ∈ Aσ,1, for some σ > 0. Let ΨN,0 be a product state. Set ǫ :=
‖w‖∞ t. Then, for fixed p, there is a constant Cp > 0 independent of ~ such that, as an
equality between tempered distributions,
WΨNp (Xp,Ξp; t) =
p∏
j=1
W (ψ)(xj , ξj ; t) +
Cp
N
+O
(
e−1/
√
ǫ
)
, (1.14)
as N →∞.
Remarks
1. It is known that W (ψ)(x, ξ; t) converges in S ′(R6) to a solution ft(x, ξ) of the Vlasov
equation, as ~→ 0 [NS]. It is also known that
lim
N→∞
WΨNp (Xp,Ξp; t) =
p∏
j=1
ft(xj , ξj)
whenever N →∞ entails ~→ 0, as in the case of the Kac potentials [NS],[GMP].
2. Result (1.14) shows that, up to an exponentially small error independent of ~, the
mean-field convergence towards a single-particle nonlinear dynamics holds uniformly
in ~.
3. The classical limit is equivalent to the limit of heavy particles. We set ~ = 1 in (1.2),
but let the particle mass m become large. We impose the condition that the kinetic
energy per particle be independent of m, namely mv2i = O(1), i.e., |vi| = O(1/
√
m),
for all i. This suggests to rescale time as t =
√
mτ . Then the Schro¨dinger equation
becomes
i√
m
∂τΨN =
N∑
j=1
−∆j
2m
ΨN +
1
N
N∑
i,j=1
w(xi − xj)ΨN ,
which is equivalent to (1.1)-(1.3), for ~ = 1/
√
m.
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2 The N →∞ limit: convergence estimates
2.1 Kinematical algebra of ”observables”
The above systems can be described by a kinematical algebra of operators, the quantum
mechanical analogue of the algebra of functions on phase space of a classical system.
Let H(p) := L2S(R3p), 0 < p < N , N ∈ N. Let a(p) be a bounded operator on H(p), and
α(p)(x1, . . . , xp; y1, . . . , yp) := α
(p)(Xp;Yp) be the tempered distribution kernel in S ′(R3p ×
R
3p) associated to a(p) by the nuclear theorem:
(a(p)ϕ(p))(Xp) =
∫
Rp
α(p)(Xp;Yp)ϕ
(p)(Yp) dYp (2.1)
where ϕ(p)(Yp) ∈ L2S(R3p). Then (a(p))∗ has the distribution kernel α(p)(Yp;Xp).
To a(p) we associate the operator A
(p)
N on L
2
S(R
3N ) specified in (1.4). Explicitly:
A
(p)
N (a
(p))ϕ(N) :=
(
N
p
)
p!
Np
PS
∫
R3N
K((·), YN )ϕ(N)(YN ) dYN , (2.2)
with
K(XN , YN ) = α
(p)(Xp;Yp) δ(XN−p − YN−p), ϕ(N)(YN ) ∈ L2S(R3N ) (2.3)
If a(p) is bounded on H(p) then A(p)N (a(p)) is bounded on H(N). Since ‖PS‖ = 1 and(
N
p
)
p!
Np
≤ 1, we have that
‖A(p)N ϕ(N)‖2H(N) ≤ ‖a(p)‖2H(p)
∫
R3(N−p)
(∫
R3p
|ϕ(N)(Yp;XN−p)|2 dYp
)
dXN−p
= ‖a(p)‖2H(p)‖ϕ(N)‖2H(N)
We set
ÂN := 〈A(p)N (a(p)) | a(p) ∈ B(H(p)), p = 0, 1, 2, . . .〉 ⊂ B(H(N)). (2.4)
The following statement is easily verified.
Proposition 2.1 . The map a(p) 7→ A(p)N (a(p)) is linear, and (A(p)N (a(p)))∗ = A(p)N ((a(p))∗),
‖A(p)N (a(p))‖B(H(N)) ≤ ‖a(p)‖B(H(p)).
2.2 The Schwinger-Dyson expansion
Given a bounded operator A
(p)
N acting onH(N), p ≤ N , we denote by A(p)t,N the corresponding
Heisenberg-picture operator with respect to the free time evolution eiH
0
N
t/~, i.e.,
A
(p)
t,N = e
iH0N t/~A
(p)
N e
−iH0N t/~ (2.5)
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We further denote by A
(p)
N (t) the corresponding operator with H
0
N replaced by HN , namely
A
(p)
N (t) := e
iHN t/~A
(p)
N e
−iHN t/~, (2.6)
and by A
(p)
I,N (t, s) the two-parameter operator family
A
(p)
I,N (t, s) := e
iHN t/~e−iH
0
N
t/~A
(p)
s,Ne
iH0
N
t/~e−iHN t/~ (2.7)
Then we obviously have
A
(p)
N (t) = A
(p)
I,N(t, s)
∣∣∣
s=t
(2.8)
We denote WN by W . Iterating the identity:
A
(p)
I,N (t, s) = A
(p)
s,N +
i
~
∫ t
0
eiHN t1/~e−iH
0
N t1/~[Wt1 , A
(p)
s,N ]e
iH0N t/~e−iHN/~ dt1 (2.9)
we get that
A
(p)
I,N (t, s) = A
(p)
s,N +
∞∑
n=1
(
i
~
)n ∫ t
0
dt1 . . .
∫ tn−1
0
dtn [Wtn , . . . , [Wt1 , A
(p)
s,N ] . . .] (2.10)
and finally, setting s = t, we obtain the Schwinger-Dyson expansion
A
(p)
N (t) = A
(p)
t,N +
∞∑
n=1
(
i
~
)
)n ∫ t
0
∫ t1
0
· · ·
∫ tn−1
0
[Wtn , . . . , [Wt1 , A
(p)
t,N ] . . .] dtn . . . dt1 (2.11)
From now on, we drop the index N in the Heisenberg-picture operators with respect to the
free evolution, i.e. we use the abbreviation: A
(p)
t,N := A
(p)
t .
The boundedness of A
(p)
N and of the interactions Wti implies the boundedness of all multiple
commutators, with
1
~n
‖[Wtn , . . . , [Wt1 , A(p)t ] . . .]‖H(N) ≤ (2‖W‖H(N)/~)n‖A(p)N ‖H(N)
≤ (2‖W‖H(N)/~)n‖a(p)‖H(p) ,
for A
(p)
N = A
(p)
N (a
(p)). By (1.2), ‖W‖H(N) ∝ N . Hence, for fixed N and ~, the series is
norm-convergent, for all t ≥ 0. The time integrations yield a factor t
n
n!
, so that the norm
of the series in (2.11) is bounded by exp [2‖W‖H(N) |t|/~] · ‖a(p)‖H(p) .
These estimates are obviously not adequate to investigate the N → ∞ or the ~ → 0
limit, let alone to prove uniformity in ~.
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2.3 The N →∞ limit
We exploit the structure of the commutators on the right-hand side of (2.11), the symmetry
of wave functions in L2S(R
3N ), and the fact that each term in A
(p)
N only acts on p arguments
of a wave function, so that many commutators will vanish. Note that
Wt =
1
N
N∑
i<j
e−iH
0
N
t/~wijeiH
0
N
t/~ =
1
N
N∑
i<j
wijt , (2.12)
where
wijt = e
i(∆i+∆j)t~/2wije−i(∆i+∆j)t~/2, wij = w(xi − xj). (2.13)
Therefore
[Ws, A
(p)
N ] =
1
N
N∑
i<j
[wijs , A
(p)
N ] =
=
1
N
p∑
i=1
N∑
j=p+1
A
(p+1)
N ([w
ij
s , a
(p)]) +
1
N
p∑
i<j
A
(p)
N ([w
ij
s , a
(p)]) =
=
N − p
N
p∑
i=1
A
(p+1)
N ([w
ip+1
s , a
(p)]) +
1
N
p∑
i<j
A
(p)
N ([w
ij
s , a
(p)]) (2.14)
In more precise terms, the expression
[Ws, A
(p)
N ] =
N − p
N
p∑
i=1
A
(p+1)
N ([w
ip+1
s , a
(p)]) +
1
N
p∑
i<j
A
(p)
N ([w
ij
s , a
(p)]), (2.15)
holds as an operator identity on H(N). In second-quantization language, the first sum on
(2.15) corresponds to tree graphs, the second one to loop graphs. Next, we insert (2.15) in
(2.9) and perform a second step, but only for the first sum in (2.15), leaving the second
one unchanged. To keep our notation compact, it is useful to introduce the notion of tree
amplitudes of n−th order, recursively defined in the following way
g(0,p) = a(p); g
(n;p)
t1,...,tn =
i
~
p+n−1∑
i=1
[wip+ntn , g
(n−1;p)
t1,...,tn−1 ], n ≥ 1 (2.16)
Then expression (2.15) becomes
i
~
[Ws, A
(p)
N ] =
N − p
N
A
(p+1)
N (g
(1;p)
s ) +
i
N~
p∑
i<j
A
(p)
N ([w
ij
s , g
(0;p)]).
The first term is O(1), while the second one is of order p(p − 1)/N (for fixed ~) and
is therefore suppressed by a factor 1/N . Performing (k − 1) iterations only for the tree
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amplitudes, we conclude that
eiHN t/~A
(p)
N e
−iHN t/~ = A(p)t,N +B
(p),k
t,N +
1
N
k∑
n=1
Q
(p),n
t,N +R
(p),k
t,N , (2.17)
where
B
(p),k
t,N =
k−1∑
n=1
∫ t
0
. . .
∫ tn−1
0
A
(p+n)
N (g
(n;p)
t1,...,tn) dtn . . . dt1, (2.18)
Q
(p),n
t,N =
p+n−1∑
j>i=1
∫ t
0
. . .
∫ tn−1
0
eiH
0
N tn/~e−iHN tn/~H(n− 1; p;N)eiHN tn/~e−iH0N tn/~ dtn . . . dt1,
(2.19)
R
(p),k
t,N =
∫ t
0
. . .
∫ tk−1
0
eiH
0
N
tn/~e−iHN tn/~H(k, p;N)eiHN tn/~e−iH
0
N
tn/~ dtk . . . dt1, (2.20)
with
H(s, p;N) :=
p+s−1∑
i<j
A
(p+s−1)
N ([w
ij
ts , g
(s;p)
t1,...,ts−1 ]) (2.21)
Equation (2.17) is most easily verified as follows (think of A
(p+n−1)
N (g
n−1,p
t1,...,tn−1) as a p+n−1-
particle operator replacing A
(p)
t,N in (2.15) ):
i
[Wtn , A
(p+n−1)
N (g
n−1,p
t1,...,tn−1)]
~
=
(N − (p+ n− 1))
N
i
p+n−1∑
i=1
A
(p+n)
N ([w
ip+n
tn , g
n−1,p
t1,...,tn−1 ])+
1
N~
p+n−1∑
j>i=1
iA
(p+n)
N ([w
ij
tn , g
n−1,p
t1,...,tn−1 ]) = A
(p+n)
N (g
n,p
t1,...,tn)+
1
N~
p+n−1∑
j>i=1
iA
(p+n)
N ([w
ij
tn , g
(n−1;p)
t1,...,tn−1 ])
2.4 Control of the expansion, small time, ~ fixed
First, we prove a bound on the norm of A
(p+n)
N (g
(n;p)
t1,...,tn)
‖A(p+n)N (g(n;p)t1,...,tn)‖H(N) ≤
2
~
(p+ n− 1)‖w‖∞ ‖A(p+n−1)N (g(n−1;p)t1,...,tn−1)‖H(N) (2.22)
This follows from the unitarity of the free time evolution and the boundedness of the
interactions, ‖wij‖ = ‖w‖∞. The bound (2.22) then yields recursively
‖A(p+n)N (g(n;p)t1,...,tn)‖H(N) ≤ (p+ n− 1)(p + n− 2) · · · (p+ 1)p
(
2
~
‖w‖∞
)n
‖A(p)N ‖H(N)
≤ (p+ n)!
p!
(
2
~
‖w‖∞
)n
‖a(p)‖H(p) , (2.23)
independently of all time indices.
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Considering the expansion (2.17), we have that∥∥∥∥∥
∞∑
n=1
∫ t
0
. . .
∫ tn−1
0
A
(p+n)
N (g
(n;p)
t1,...,tn) dtn · · · dt1
∥∥∥∥∥
H(N)
≤
∞∑
n=1
tn
n!
(p+ n)!
p!
(
2
~
‖w‖∞t)n‖A(p)N ‖H(N) ≤ 2p‖a(p)‖H(p)
∞∑
n=1
(
4
~
‖w‖∞ t
)n
(2.24)
because
(p+ n)!
p!n!
≤ 2n+p. The series on the R.S. of (2.24) converges for |t| <
(
4
~
‖w‖∞
)−1
.
The third term in (2.17) is bounded similarly. Let
A
(p+n)
N,I (i, j) := e
iH0
N
tn/~e−iHN tn/~A(p+n)N ([g
(n−1;p)
t1,...,tn−1 , w
ij
tn ])e
iH0
N
tn/~e−iHN tn/~ (2.25)
Then
1
N
∞∑
n=1
∥∥∥∥ p+n−1∑
i<j=1
∫ t
0
· · ·
∫ tn−1
0
A
(p+n)
N,I (i, j) dtn · · · dt1
∥∥∥∥
H(N)
≤
1
N
∞∑
n=1
(p+ n− 1)2
2
2
~
‖w‖
∫ t
0
. . .
∫ tn−1
0
‖A(p+n−1)N (g(n−1;p)t1,...,tn−1)‖H(N) dtn . . . dt1 ≤
≤ 1
N
∞∑
n=1
(p + n− 1)2(p + n− 2) · · · p
(
2
~
‖w‖∞
)n−1 2
~
‖w‖∞‖A(p)‖H(N)
|t|n
n!
≤
≤ ‖a
(p)‖H(p)
N
∞∑
n=1
(
(p + n)!
n!p!
(
2
~
‖w‖∞t
)n
≤ ‖a
(p)‖H(p)
N
2p
∞∑
n=1
(
4
~
‖w‖∞|t|)n
Therefore ∥∥∥∥ 1N
k∑
n=1
Q
(p),n
t,N
∥∥∥∥
H(N)
≤ ‖a
(p)‖H(p)
N
2p
∞∑
n=1
(
4
~
‖w‖∞|t!)n.
The remainder term in (2.17) clearly vanishes, as k → ∞. To summarize, we have proven
the following result.
Proposition 2.2 . Let |t| <
(
4
~
‖w‖∞
)−1
. Then
eiHN t/~A
(p)
N e
−iHN t/~ = A(p)t +
∞∑
n=1
∫ t
0
. . .
∫ tn−1
0
A
(p+n)
N (g
(n;p)
t1,...,tn) dtn . . . dt1 +O(1/N)
(2.26)
2.5 Convergence for all times, ~ fixed
We assume that the statement of Theorem 1.1 holds up to some time T independent of p,
i.e.,
lim
N→∞
〈ΨN,0, eiHNT/~A(p)N e−iHNT/~ΨN,0〉H(N) = a(p)(ψp,T ) (2.27)
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Let us proceed one step further in time, with t < (4‖w‖∞/~)−1. On account of (2.17), we
have that
eiHN (T+t)/~A
(p)
N e
−iHN (T+t)/~ =
eiHNT/~e−iHN t/~A(p)N e
−iHN t/~e−iHNT/~ = eiHNT/~A(p)N (t)e
−iHNT/~ (2.28)
+
N∑
n=1
∫ t
0
. . .
∫ tn−1
0
eiHNT/~A
(p+n)
N (g
(n;p)
t1,...,tn)e
−iHNT/~ dtn . . . dt1 +O(1/N)
This expansion is norm convergent, by (2.17) and the unitarity of eiHNT/~. Taking expec-
tation values in ΨN,0 we get, as above,
〈ΨN,0, eiHN (T+t)/~A(p)N e−iHN (T+t)/~ΨN,0〉H(N) =
= 〈ΨN,0, eiHNT/~A(p)t e−iHNT/~ΨN,0〉H(N)+
N∑
n=1
∫ t
0
. . .
∫ tn−1
0
〈ΨN,0, eiHNT/~A(p+n)N (g(n;p)t1,...,tn)e−iHNT/~ΨN,0〉H(N) dtn . . . dt1
+O(1/N)
Hence, by the inductive assumption and the norm convergence of the series
lim
N→∞
〈ΨN , eiHN (T+t)/~A(p)N e−iHN (T+t)/~ΨN〉H(N) = a(p)(eit∆/~ψT )+
∞∑
n=1
lim
N→∞
∫ t
0
. . .
∫ tn−1
0
〈ΨN,t, eiHNT/~A(p+n)N (g(n;p)t1,...,tn)e−iHNT/~ΨN,t〉H(N) dtn . . . dt1
We postpone to Section 3, below, the proof that actually
a(p)(eit∆/~ψT )+
lim
N→∞
∞∑
n=1
∫ t
0
. . .
∫ tn−1
0
〈ΨN,t, A(p+n)N (g(n;p)t1,...,tn)ΨN,t〉H(N) dtn . . . dt1 (2.29)
= a(p)(ψt+T ),
and this ensures that the convergence is global in time.
2.6 Control of the expansion, uniformity with respect to ~
Given a symbol τ(x, ξ) ∈ Aσ,p, we denote by T the corresponding Weyl operator. Its action
on vectors ψ ∈ S(R3p) is given by
(Tψ)(x) =
1
~3p
∫
R3p
∫
R3p
τ [(x+ y)/2, ξ]ei〈(x−y),ξ〉/~ψ(y) dydξ (2.30)
In general, T is a semiclassical pseudodifferential operator. Let us recall some relevant
results (see e.g.[Ro]).
10
1. If τ̂ ∈ L1(R3p × R3p) then T extends to a continuous operator on L2(R3p) with
‖T‖ ≤ ‖τ̂‖L1 ; hence ‖T‖L2→L2 ≤ ‖T‖σ := ‖τ‖σ , where τ̂ is the Fourier transform of
τ , and
‖τ‖σ :=
∫
R6p
|τˆ(s)|eσ|s| ds.
Obviously, ‖τ̂‖L1 ≤ ‖τ‖σ .
2. If w ∈ Aσ,p, g ∈ Aσ,p, then the symbol of the commutator [W,G]/i~ is the Moyal
bracket {w, g}M . Hence the multiple commutator [W, [W, . . . [W,G] . . .]/(i~)n has as
its symbol the multiple Moyal bracket {w, {w, . . . , {w, g}M . . .}M .
We recall that, given g, g′ ∈ Aσ,p, their Moyal bracket {g, g′}M is defined as
{g, g′}M = g#g′ − g′#g,
where # is the composition of Weyl symbols. In the Fourier transform representation
the explicit expression of the Moyal bracket is (see e.g. [Fo],§3.4):
({g, g′}M )∧(s) = 2
~
∫
R2n
ĝ(s1)ĝ′(s− s1) sin [~(s− s1) ∧ s1/2] ds1, (2.31)
where, given two vectors s = (v,w) and s1 = (v1, w1), s ∧ s1 := 〈w, v1〉 − 〈v,w1〉.
3. If the observable T has symbol τ(x, ξ), then the Heisenberg observable Tt has symbol
(τ ◦Φ0t )(x, ξ). Here Φ0t (x, ξ) = (x+ ξt, ξ) is the free flow with initial conditions (x, ξ).
In particular, (τ ◦Φ0t )(x, ξ) ∈ Aσ,p whenever τ ∈ Aσ,p.
Under the present assumptions, it can be proven, starting from the expression (2.31) (see
[BGP], Lemma 3.2 ), that the following estimate on the Moyal bracket holds:
‖{w, g}M ‖σ−δ ≤ 1
e2δ2
‖w‖σ ‖g‖σ , 0 < δ < σ (2.32)
For the convenience of the reader we reproduce here the proof of (2.32). Since (s−s1)∧s1 =
s ∧ s1, and |s ∧ s1| ≤ |s| · |s1, by definition of the Aσ-norm and (2.31) we get:
‖({g, g′}M )‖σ−δ =
2
~
∫
R6p
e(σ−δ)|s| ds
∫
R6p
|gˆ(s1)gˆ′(s− s1) sin (~(s− s1) ∧ s1)/2| ds1
≤ 2
~
∫
R6p
ds
∫
R6p
e(σ−δ)(|s|+|s
1|)|gˆ(s)gˆ′(s1) sin (~(s ∧ s1)/2| ds1
≤
∫
R6p
e(σ−δ)|s||gˆ(s)| ds
∫
R6p
e(σ−δ)|s
1 ||gˆ′(s1)s ∧ s1| ds1
≤
∫
R6p
e(σ−δ)|s||gˆ(s)||s| ds
∫
R6p
e(σ−δ)|s
1 ||gˆ′(s1)s||s1|| ds1
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whence the assertion because xe−δx ≤ 1
eδ
, ∀x > 0, ∀δ > 0.
Let now gr := {gr−1, w}M , r > 1; g1 = {g,w}M . Then, applying (2.32) r times, we can
write:
‖gr‖σ−rδ ≤
(
1
e2δ2
)r
‖w‖rσ ‖g‖σ (2.33)
These results immediately yield the following bound.
Lemma 2.1 . Let the operator a(p) be the Weyl quantization of a symbol τa(x, ξ) ∈ Aσ,p
for some σ > 0. Then there is L(p) > 0 independent of ~ such that
‖A(p+n)N (g(n;p)t1,...,tn)‖H(N) ≤ Ln n!3 (2‖w‖σ)n‖a(p)‖σ (2.34)
Proof
Denote by G(n,p)t,t1,...,tn the symbol of g
(n;p)
t1,...,tn . Using definition (2.16) and the estimate (2.32)
we get the uniform estimate corresponding to (2.23):
‖G(n,p)t,t1,...,tn;N‖σ−nδn ≤
2(p + n− 1)
e2δ2n
‖w‖σ ‖G(n−1,p)t,t1,...,tn−1‖σ, 0 < δn < σ (2.35)
The recursive definition (2.16) allows us to use the recursive estimate (2.33). We get
‖G(n,p)t,t1,...,tn‖σ−nδn ≤ 2n(e2δ2n)−n
(p+ n)!
p!
‖w‖nσ‖a(p)‖σ (2.36)
Setting δn :=
1
2n
we get the bound (2.34) on account of the majorizations
‖A(p+n)N (g(n;p)t1,...,tn)‖H(N) ≤ ‖G
(n,p)
t,t1,...,tn‖σ/2, ‖w‖L2→L2 = ‖w‖∞ ≤ ‖w‖σ .
This proves the Lemma.
Remark
The uniform control in ~ introduces an extra n!2 divergence with respect to the fixed-~
estimate (2.23).
We now obtain uniform estimates of the three terms in expansion (2.17).
Lemma 2.2 . There exist constants M1 > 0,M2 > 0,M3 > 0, L1 > 0, L2 > 0, L3 > 0,
independent of (~, t) and N , such that
‖B(p),kt,N ‖H(N) ≤ M1‖a(p)‖σ
k∑
n=1
Ln1 n!
2(‖w‖σt)n (2.37)
‖Q(p),nt,N ‖H(N) ≤ M3‖a(p)‖σLn2 n!2(‖w‖σ t)n (2.38)
‖R(p),kt,N ‖H(N) ≤ M3‖a(p)‖σLk3 k!2(‖w‖σ t)k (2.39)
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Proof
Inserting the estimate (2.34) in the expressions (2.18,2.19, 2.20) we get, on account of
unitarity of U0(t):
‖B(p),kt,N ‖H(N) ≤ ‖a(p)‖σ
k∑
n=1
(2L‖w‖σ)n n!3
∫ t
0
. . .
∫ tn−1
0
dtn . . . dt1
≤ ‖a(p)‖σ
k∑
n=1
(2L‖w‖σ |t|)n n!2.
The last inequality comes from performing the time integrations, which are majorized by
a factor |t|n/n! in (2.37,2.38) and by a factor |t|k/k! in (2.39) (proven with the help of the
same argument). This proves the lemma.
Using this result, we can easily prove the uniform version of the expansion (2.17).
Proposition 2.3 . Let ǫ := ‖w‖∞t. Then, in the same assumption of Lemma 2.1 on the
operator a(p), there exists k = k(ǫ), Λ = Λ(ǫ) such that
eiHN t/~A
(p)
N e
−iHN t~ = A(p)t,N +B
(p),k
t,N +R
(p),k
t,N +
Λ
N
, (2.40)
where
B
(p),k
t,N =
k∑
n=1
∫ t
0
. . .
∫ tn−1
0
A
(p+n)
N (g
(n;p)
t1,...,tn) dtn . . . dt1. (2.41)
Here B
(p),k
t,N fulfills the majorization (2.37), and
‖R(p),kt,N ‖H(N) ≤M3e−L3/
√
ǫ (2.42)
Proof
The estimate (2.38) and a standard Nekhoroshev-type argument show that the choice
k(ǫ) :=
1√
ǫ
=
1
‖w‖∞ t (2.43)
minimizes the divergence of R
(p),k
t,N . A straightforward computation then yields (2.42). By
definition of Q
(p),N
t,N we get the uniform version of the estimate (2.21), whence
Λ(ǫ) := p2p‖a(p)‖σ
k(ǫ)∑
n=1
n!2(2ǫ)n ≤ p2pǫ−1/2(e/2)−1/
√
ǫ
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3 Connection with the Hartree equation and proof of the
theorems
We wish to prove that the representation of the evolution obtained in Proposition 2.2
coincides with the evolution generated by the Hartree equation in the limit N →∞ .
For this purpose, we recall that the Hartree equation is Hamiltonian. We define the func-
tional
H(ψ,ψ) = −~
2
2
∫
R3
|∇ψ(x)|2 dx+W(ψ,ψ), (3.1)
for ψ ∈ H1(R3), where
W(ψ,ψ) = 1
2
∫
R3×R3
ψ(x)ψ(y)w(x − y)ψ(x)ψ(y) dxdy (3.2)
If ψ(x), ψ(y) are considered as canonical variables with Poisson brackets
{ψ(x), ψ(y))} = i~δ(x − y), {ψ(x), ψ(y)} = {ψ(x), ψ(y)} = 0,
then (3.1) is the Hamiltonian functional generating a time evolution of functionals on phase
space equivalent to the Hartree equation. Namely, if A(ψ) is a functional and At denotes
its time evolution, one has that
∂tAt(ψ) = 1
~
{H,At}(ψ)
Choosing A = 〈φ,ψ〉, φ ∈ C∞0 (R3), then At(ψ) = A(ψt), where ψt is a solution of the
Hartree equation
i~∂tψt = −~
2
2
∆ψt + (w ∗ |ψt|2)ψt (3.3)
Define the free flow Φ0t (A) := At of A by
At = A(ei∆t/~ψ)
and denote by Φt(A) the interacting flow. Formally, the interacting flow is given by the Lie
expansion in the interaction representation (analogous to the Schwinger-Dyson expansion
of Section 2.2). Indeed we have the following result:
Lemma 3.3 . Φt(A) admits the formal expansion
Φt(A) = At +Φ0t
( ∞∑
n=1
(
1
~
)n ∫ t
0
. . .
∫ tn
0
{Wtn . . . {Wt1 ,A} . . .} dtn . . . dt1
)
(3.4)
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Proof. To see this, we consider the dynamics in the interaction picture. We set
A˜t := Φt ◦ Φ0−t(A)
Then
∂tA˜t = {A˜t,Wt}
~
where Wt := Φ0t (W) is the free evolution of W. After integrating in time we get
A˜t = A+
∫ t
0
{Ws,A}
~
ds
whence
Φt(A) = At +Φ0t
(∫ t
0
{Ws,A}
~
ds
)
Iterating this identity, we obtain the series (3.4), and this concludes the proof of the Lemma.
The desired identification is based on the following proposition
Proposition 3.4 . Let ψ ∈ H1(R3), and let Ψ be a product state, i.e.
Ψ(x1, . . . , xl) =
l∏
s=1
ψ(xs)
Then, for all N ≥ p,
g
(n;p)
t1,...,tn(ψ) :=
(p+ n)p+n
(p+ n)!
〈Ψn+p, A(p+n)p+n (g(n;p)t1,...,tn)Ψn+p〉H(n+p) = (3.5)(
1
~
)n
{Wtn . . . {Wt1 ,A} . . .}(ψ),
where
A = a(p)(ψ) :=
∫
ψ(x1) · · ·ψ(xp)α(p)(x1, . . . , xp; y1, . . . , yp)ψ(y1) · · ·ψ(yp)
p∏
k=1
dxkdyk
Proof. We have that
Φt ◦ Φ0−t({Wt,A}/~)
∣∣
t=0
= {W,A}/~ = ∂tA˜|t=0
Define the projection ρ := |ψ〉〈ψ|. Then, denoting ρ˜t := Φt ◦ Φ0−t(ρ), we have that, for all
n ≥ 1,
A˜t = Tr(Aρ˜⊗nt ); ∂tA˜|t=0 = ∂tTr(Aρ˜⊗nt )|t=0.
Therefore, in the interaction picture
∂tρ˜t = Tr(ρ˜
⊗2
t W12t −W12t ρ˜⊗2t )/~
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and in the same way we get
1
~
{Wt,A} =
n∑
i=1
Tr((W in+1t A−AW in+1t )ρ⊗n+1)
It is then easy to check that
1
~n
{Wtn . . . {Wt1 ,A} . . .}(ψ) = Tr(g(n;p)t1,...,tn · ρ⊗n+p)
=
(p+ n)p+n
(p+ n)!
〈Ψn+p, A(p+n)p+n (g(n;p)t1,...,tn)Ψn+p〉H(n+p)
= g
(n;p)
t1,...,tn(ψ),
and this concludes the proof of the Proposition.
We are now in a position to prove our main results.
Proof of Theorem 1.1
Consider the expectation value of the expansion (2.26) in a coherent (i.e., product) state:
〈ΨN , eiHN t/~A(p)N e−iHN t/~ΨN〉H(N) = 〈ΨN , A(p)t,NΨN 〉H(N)+
N∑
n=1
∫ t
0
. . .
∫ tn−1
0
〈ΨN , A(p+n)N (g(n;p)t1,...,tn)ΨN 〉H(N) dtn · · · dt1 +O(1/N).
By definition of ΨN ,
Np
N(N − 1) . . . (N − p+ 1)〈ΨN , e
iHN t/~ANe
−iHN t/~ΨN 〉H(N) = 〈Ψp, a(p)t Ψp〉H(p)+
+
∞∑
n=1
∫ t
0
. . .
∫ tn−1
0
〈Ψn+p, g(n;p)t1,...,tnΨn+p〉H(n+p) dtn · · · dt1 +O(1/N).
Since the series is norm- convergent, the limits N → ∞ and n → ∞ can be interchanged.
Then
lim
N→∞
〈ΨN , eiHN t/~ANe−iHN t/~ΨN 〉H(N) = 〈Ψp, a(p)t Ψp〉H(p) + (3.6)
∞∑
n=1
∫ t
0
. . .
∫ tn−1
0
〈Ψn+p, g(n;p)t1,...,tnΨn+p〉H(n+p) dtn · · · dt1 = a(p)(ψt),
where the last equality follows from formula (3.5).
Proof of Theorem 1.2
If, instead of (2.26), the representation (2.40) is considered, the above argument yields
Np
N(N − 1) . . . (N − p+ 1) 〈ΨN , e
iHN t/~A
(p)
N e
−iHN t/~ΨN 〉 = 〈Ψp, a(p)t Ψp〉+ 〈ΨN , Rk,pt,NψN 〉
(3.7)
+
k(ǫ)∑
n=1
∫ t
0
. . .
∫ tn−1
0
〈Ψn+p, g(n;p)t1,...,tnΨn+p〉 dtn · · · dt1 = a(p)(ψt) +O(e−1/
√
ǫ).
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Given any bounded operator A on L2(R3l) with (Weyl) symbol σA(x, ξ) : S(R6l) → R,
where S is the Schwartz space of rapidly decreasing functions, its matrix elements can be
expressed in terms of the symbol and of the Wigner function by the following well known
formula (see e.g.[Fo]):
〈Ψ, AΨ〉 =
∫
R3l×R3l
σA(x, ξ)WΨ(x, ξ) dxdξ (3.8)
where WΨ(x, ξ) is the Wigner function of the state Ψ. Therefore, in our case
Np
N(N − 1) . . . (N − p+ 1) 〈ΨN , AN (t)ΨN 〉 =
∫
R3p×R3p
σA(Xp,Ξp)W
ΨN
N (Xp,Ξp, t) dXpdΞp,
where WΨNN (Xp,Ξp, t) is the Wigner function corresponding to the time evolution,
eiHN t/~ΨN , of the product state ΨN,0 = ψ(x1) . . . ψ(xN ). TheN−p variables (XN−p,ΞN−p)
are integrated out. By (3.7) and (1.13), we can take the N →∞ limit and write∫
R3p×R3p
σA(Xp,Ξp)W
ΨN
N (Xp,Ξp, t) dXpdΞp =∫
R3p×R3p
σA(Xp,Ξp)
p∏
l=1
Wψ(xl, ξl; t) dXpdΞp +O(e
−1/√ǫ).
Since this formula holds for any σA(Xp,Ξp) ∈ S(R3p ×R3p)∩Aσ,p, the assertion is proved.
Proof of formula (2.29).
By (3.5), we have that
〈ΨN , eiHNT/~A(p+n)N (g(n;p)t1,...,tn)e−iHNT/~ΨN 〉H(N) =(
1
~
)n
{Wtn . . . {Wt1 ,A} . . .}(ψT )
which yields formula (2.29), by Lemma 3.3, on account of the uniform convergence of the
series.
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