Abstract-The abundance and value of mining large time series data sets has long been acknowledged. Ubiquitous in fields ranging from astronomy, biology and web science the size and number of these datasets continues to increase, a situation exacerbated by the exponential growth of our digital footprints. The prevalence and potential utility of this data has led to a vast number of time-series data mining techniques, many of which require symbolization of the raw time series as a pre-processing step 1 for which a number of well used, pre-existing approaches from the literature are typically employed. In this work we note that these standard approaches are sub-optimal in (at least) the broad application area of time series comparison leading to unnecessary data corruption and potential performance loss before any real data mining takes place. Addressing this we present a novel quantizer based upon optimization of comparison fidelity and a computationally tractable algorithm for its implementation on big datasets. We demonstrate empirically that our new approach provides a statistically significant reduction in the amount of error introduced by the symbolization process compared to current state-of-the-art. The approach therefore provides a more accurate input for the vast number of data mining techniques in the literature, providing the potential of increased real world performance across a wide range of existing data mining algorithms and applications.
I. INTRODUCTION
Time series are an exceptionally common form of big data, fuelled by the increasing proportions of our daily lives that are logged and recorded. Research into how best to extract value from this data has produced an exceptional array of data mining techniques for classifying, clustering and predicting. However, a common pre-processing step in many of these is to convert continuous time series into symbolic representations. This is implemented for a variety of reasons: for big data it is often crucial due to computational and storage constraints, but it is also often used to reduce noise, enhance interpretation, or simply to allow application of algorithms designed specifically for discrete domains [1] - [3] . Due in part to the extensive use of symbolization, it is often thought of as a solved problem. We will show in this paper that this is far from the case and that current methods of symbolization are often not optimal for the task they are being used for leading to information loss and performance degradation in many machine learning algorithms.
The symbolization (or quantization) of time series is certainly a well-studied problem within information theory, and for many the process equates to reducing reconstruction error which is optimized by minimizing the mean squared error (MSE) between the original time series and its quantized form 2 . But this only considers a single application -signal reconstruction -and while MSE is optimal for that case, it is sub-optimal for a broad range of other applications. In particular it is sub-optimal for the most common use of symbolized time series within data mining: time series similarity search. This seems an important oversight: similarity search is the cornerstone of many important subproblems such as time series clustering, classification, motif discovery and anomaly detection. We argue therefore that it is not reconstruction fidelity of times series which should be of most concern, but comparison fidelity. We develop this notion, resulting in a novel quantization technique for data mining which we refer to as an Independent Comparison Error (ICE) quantizer.
We show through empirical experiments that our implementation of ICE outperforms state-of-the-art alternatives (to statistically significant levels and over a range of time series lengths and symbol set cardinalities) -despite not being strictly optimal due to simplifications invoked for purposes computational tractability. This approach provides the main contribution of our paper, covering a wide range of real world applications and providing a theoretical underpinning upon which additional algorithms may be derived in the future.
II. PROBLEM STATEMENT
This work considers the task of learning an optimal quantizer for univariate time series where the quantized data is then used for time series comparisons. Univariate time series are an extremely common digital commodity with examples including measures of usage (e.g. household energy or hourly website traffic), measures of communication (e.g. daily email traffic) and movement data (encoded, for example, as relative displacement) [6] . Note that the task of learning an optimal quantizer is distinct from the process of actually quantizing that time series with it -once a quantizer has been learnt it is trivial (i.e. exhibits constant time complexity) to apply, since a quantizer is merely a non-linear mapping from a domain of high cardinality (typically continuous) to discrete domain of significantly lower cardinality.
The specific quantization problem addressed is that of finding an m−level scalar quantizer Q(x), where Q(x) is a zero-memory nonlinear mapping that takes a real valued scalar input, x, and maps it to one of m values based on which of the m quantization intervals contains the input. Formally:
Consider a set of N univariate time series T = T 1 , T 2 , . . . , T N where the i th time series
. . is indexed by the natural numbers. The quantization of that time series involves the repeated application of the quantizer to each point in the time series,Q(
The problem is then, given some data and an objective function, to find the symbol values (the set of q i 's) and boundary values (the set of B i 's) such that the objective function is minimal, and hence represents the optimal quantizer. Specifically, to solve the optimisation problem:
where E(T , Q) is some error/objective function, identifying the divergence between the original time series (T ) with their quantized forms,
We have chosen to focus on the quantization of univariate time series via a zero-memory quantizer, rather than the more complex cases of multivariate time series and/or quantizers with memory due to two reasons. First, the use of zeromemory quantizers are exceptionally common in practice. Second, and more importantly, the more complex cases can generally be viewed and implemented as extensions to the zero-memory univariate case, which therefore provides an ideal theoretical basis and the obvious starting point to underpin the development and evaluation of a novel quantizer. As further motivation for this decision, we point to the fact that extensions utilising temporal dependencies in time series commonly apply linear pre-processing followed by zeromemory scalar quantization [7, p.66 ] -and as such can also be directly be applied to this work.
A. Defining a "good" quantization: Time series comparisons
The generalized quantization problem is instantiated within an application domain by an objective function which quantifies the notion of a good quantization. Note, however, there are large classes of applications for which a single objective function can be justified. Specifically, here we consider the large class of applications which are based on time series comparisons. For this class good translates to minimizing the comparison error between any two time series, leading to the following, previously unconsidered, definition of E:
where δ(T a , T b ) is the distance between time series T a and T b and δ(Q(T a ),Q(T b )) is the distance between the two quantized time seriesQ(T a ),Q(T b ). While any distance measure is possible, in this work we consider the commonly chosen Euclidean distance as the measure of distance between time series -and hence we intend to maintain, after quantization, as good as an approximate as possible of the original Euclidian distances between time series. Armed with this new objective function, the question therefore arises as to whether the current methods, which are optimal for their original goals (such as reconstruction), are also optimal for time series comparisons.
III. THE SUBOPTIMALITY OF EXISTING QUANTIZERS FOR TIME SERIES COMPARISON
As previously noted, although a number of methods for quantizing time series have been proposed in the literature, none have addressed the end goal of maintaining the fidelity of time series comparisons. This is surprising given, first, the substantial literature on quantization for signal reconstruction, classification or maximization of human perception (see [7] , [8] , [9] - [11] and [12] respectively for examples) and, second, the huge amount of quantized time series data that is being regularly indexed and retrieved via computational comparisons.
For instance, the often cited SAX method for indexing time series makes no consideration of the end goal of time series comparison. This is despite its frequent use as part of knearest neighbour or range queries. Specifically, the quantizer embedded within SAX (and additionally within iSAX [13] , iSAX 2.0 [5] and variants) utilises a restricted maximum entropy quantizer and does not consider data point values, but rather only their frequencies. As will be shown empirically later in section V, this leads to the approach to symbolization performing sub-optimally for time series comparisons, where evaluations occur based upon these values. This is not a specific criticism of SAX, for which quantization is only one component, rather it is a criticism of the lack of research into the effect of quantization for the broad application of time series comparison. Note that even in the recent work presented in [14] (which providing valuable insights through the comparison of different representation methods for time series data) there is no consideration of the effect (or alternatives) of the type of quantization performed within the representations.
We provide below a concise review of current quantization techniques. Under the sub-section Example of failure, we highlight the sub-optimality for comparison based applications of each of these techniques via a counter-example, giving an example where the method does not provide the best quantisation with respect to maintaining the distance between two time series. When applicable, we use an illustrative toy example T a = [10, 10, 4] and T b = [10, 0, 4] where T ai , T bi ∈ [0, 4, 10] to highlight sub-optimality. Under optimal comparison quantization of these time-series into a binary alphabet, T a and T b become [10, 10, 10] and [10, 0, 10] respectively because such an encoding best preserves the Euclidean distance between the two original time series of 10 (minimizing equation 3). Once more, it is worth emphasizing that we are not proposing that there are inherent short comings with current techniques themselves -all provide optimal solutions for some application. Rather the issue is in their erroneous application to data mining tasks which rely on time series comparisons, where a quantizer specifically designed for that purpose should have been preferred. 
A. Uniform quantization

B. Minimal reconstruction error (MSE)
A mean squared error objective function minimizes the reconstruction error between the original and quantized time series. Specifically, for a given set of time series the quantization levels are selected so that the following error function E is minimized:
While intuitive, MSE does not take into account how often comparisons are made, nor adjust its quantization accordingly, as is shown in the example case:
Example of failure: Under MSE, T a , T b are quantized to [10, 10, 3] , [10, 3, 3] , resulting in a separation distance of 7. While better than the uniform quantizer, again the optimal solution, 10, is not achieved.
C. Maximum Output Entropy (MOE) quantization
MOE quantization aims to maximise the average mutual information between the input and the output. If Y is the number output levels in the resulting quantizer and m is the number of levels in the quantizer, then the average mutual information is maximized between the input and output of the quantizer when P (Y k ) = 1/m [15] . Despite ensuring each symbol will convey an optimal amount of shannon information, an MOE quantization is not optimal when comparing post-quantized time series under distance measures that penalize changes in the amplitude. This is because the distance measure values large changes in magnitude far more than small changes. And since an MOE quantizer's only goal is only to maximise the amount of per symbol information, and not the importance of that information to a specific task, it can significantly underperform when quantizing with respect to maintaining the fidelity of a distance metric.
Example Calculating the distance between the quantized series produces a results of 2.83, which is far below the actual Euclidean distance of 44.81 (whereas the best possible result obtainable using a three level quantizer is in fact, the far closer value of 42.43).
D. SAX, iSAX, iSAX 2.0 and variants:
Symbolic Aggregation Approximation is a time series representation that actually supports an arbitrary underlying quantizer [5, pg. 59] (as denoted by Q in equation 1). However, in their research SAX's authors have chosen to use a quantizer based on MOE, but with the added assumption of a normal distribution [1] . It is this quantizer variant used within SAX that we consider, henceforth denoted as qSAX. Note we only address the performance of this specific part of the SAX representation, and not the other aspects such as temporal quantization or the efficient indexing of the symbolic representation addressed in subsequent publications (e.g. extended SAX [4] , iSAX [13] or iSAX 2.0 [5] , which continue to use qSAX as the underlying quantizer). Importantly, all of the quantizers evaluated in this work could also be used in any of the overall SAX frameworks, allowing any performance improvements we report to also benefit these more involved approaches to working with time series data.
Example of failure: Consider the same series as detailed for MOE. Under qSAX with 3 symbols both of the subject timeseries quantize to [-1,-1,-1,-1,-1,-1,-1,-1,65,65,65,65]. This surprising result is due to the assumption of a normal prior, and results in a reported distance of 0. This is clearly suboptimal when the actual Euclidean distance is, as before, 44.81.
E. Other quantizers
Other quantizers proposed in the literature seek to minimize objective functions specific to their individual problem spaces. For instance perceptual distance quantizers aim to maximise the ability to discriminate in the context of a binary decision where two hypotheses and associated conditional probabilities (giving the probability of the input assuming a pre-specified hypothesis is true) are known in advance [16] . Assuming additional, application specific knowledge, these approaches are not applicable to the general class of time-series comparison problems we consider. Other proposed quantizers have included perceptual distance quantizers, which seek to quantize such that as much perceptual information is retained [17] , and the Persist algorithm [18] which aims to quantize such that the symbols are persistent temporally with a focus on the human interpretability of the states. While approaching their specific problems from a similar angle to ourselves, the end use, the problems addressed, and the subsequent developments of a custom quantizer, are very different to that presented here.
IV. LEARNING IMPROVED QUANTIZERS FOR TIME SERIES
COMPARISON
In section III we discussed the fact that current state-ofthe-art solutions are not optimal with respect to the goal of comparing time series. That this is the case is of no real surprise since this prior work makes no claim to be optimal in this sense, nor do they even attempt to strive towards this type of optimality. However, these techniques have been used (perhaps deleteriously) as part of data mining processes due to their prevalence and availability. In theory, therefore, such approaches to learning quantizers should be avoided in favour of those directly attempting to find the optimal quantization with respect to minimizing time series comparison error. Unfortunately, enumerating all possible quantizers and selecting the one with the lowest comparison error is intractable since simply checking a solution has a runtime complexity quadratic in the number of time series multiplied by the time series length.
Addressing this issue we now present a novel alternative approach which we have named Independent Comparison Error quantization (ICE). Our ICE implementation is based upon simulated annealing, for which we provide an exceptionally cheap to compute error function based on equation 3. Specifically, our error function enables a solution to be checked in O(m 2 ) time 3 and is independent of the number and length of the time series making it particularly applicable to big datasets. This tractability is gained through the introduction of two approximations/assumptions, coupled with a specific reformulation of the problem and an integrated caching strategy.
Recall from equation 2 that our goal in learning a quantizer is to minimize comparison error, argmin Q(·) E(T , Q). If we were trying to optimize with respect to a reconstruction error function, then we could have used one of a number of algorithms that provide a computationally tractable deterministic solution [19] (in practice, the stochastic Max-Lloyd algorithm [8] still predominates, due to its computational efficiency and in spite of the fact that it may return only a locally optimal solution). We do not possess a tractable deterministic solution to optimizing comparison error (i.e. equation 3) so by necessity (rather than choice) we use a global optimisation method (in similar fashion to [20] who minimized reconstruction error in the case of vector quantization). Specifically, our optimization approach is based upon a modification of the algorithm detailed in [21] , which implements a basic simulated annealing algorithm in a parallel fashion on the GPU, thus enabling a far greater search space to be considered.
In implementing a simulated annealing approach, a state within the system is defined as a specific instance of a quantizer Q as defined in equation 1. The cost function is an error function (E(T , Q)) of the form previously discussed, with a function producing a randomised set of valid permutations of boundary and symbol values being used as the next neighbour function. In order to ensure that this approach is tractable, the cost of checking each potential solution must be very low due to the vast size of the space that must be iterated through. Therefore, checking equation 3 directly is simply not an option due to its quadratic complexity in the number of time series and their length, leading to computational intractability. As such, we present a solution to this problem via a re-formulation of the error function which is able to reduce the cost of checking a solution to being quadratic only in the number of symbols quantized to, m. Since m is typically small the quadratic nature is not a concern. Importantly, we are now independent of both the number and length of the time series.
Note that when the assumptions we present hold exactly, the learnt quantizer is guaranteed to be optimal. Although situations where they do hold perfectly are unlikely to occur within real world datasets, we show empirically in section V via real world data that even when these assumptions are moderately violated the learnt quantizer still performs extremely well.
A. A novel quantizer for time series comparisons
Consider using the error function from equation 3 as the cost function in the simulated annealing, instantiated with the standard Euclidean distance as previously motivated (letting n and N denote the length of an individual time series and the number of time series respectively):
Note that the terminology error function and cost function is interchangeable here since they have the same functional form. Specifically, just like E(T , Q) the simulated annealing cost function has available the time series set and evaluates a fixed instantiation of a quantizer, Q, in this case corresponding to a state within the simulating annealing algorithm.
As previously discussed, using this equation directly as the cost function within the simulated annealing process via a brute force computation is intractable. In order to achieve tractability we reconsider our choice of the Euclidean distance as the distance function δ, substituting it with the Manhattan distance. The rational for utilising the Manhattan distance is purely pragmatic 4 , allowing the subsequent reformulations presented in this work (when considering applications which are inextricably tied to L2 metrics this change can be considered a practical approximation). Having selected the Manhattan distance the error (cost) function then becomes:
Since the order of the elementwise comparisons considered is not of a concern within the distance measure each member of T can be modelled as a random variable, and assuming the time series are all of the same length, the above equation can be rewritten as:
which can be rearranged to:
where P (T a = x, T b = y) is the empirical probability that a particular value in T a will be compared with a particular value in T b when the time series are examined against each other. Unfortunately, even in this form we still need to calculate the empirical probabilities between each pair of time series, and are facing a time complexity quadratic in the total number of time series within our dataset. Therefore, we take the further step of bringing the outer modulus within the integration itself, as this allows us to make the logical interpretation of our overall error function as being the sum of the magnitude of the per time series element comparison errors. The validity of making this adjustment is sound for time series of low length (it is identical for time series of length one), but the adjustment becomes more tenuous as these lengths grow and the likelihood increases that sign changes within component parts of the integration will occur, producing unpredictable interaction effects. The assumption here, therefore, is that these sign changes do not occur. While this is highly unlikely to be true in general, our empirical results indicate that this formulation still provides a good approximation of the desired objective function in practice. At the same time we divide by the constant n × N 2 (the manipulation of the equation via constants will not change the resultant optimisation). The result is our proposed error (cost) function:
y|−|Q(x)−Q(y)|| dx dy
Defining P (x, y) as the probability of a comparison between values x,y over all comparisons within pairwise time series comparisons in T we get:
P (x, y) ||x−y|−|Q(x)−Q(y)|| dx dy
It is this specific re-arrangement of the proposed function that we primarily refer to as Independent 5 Comparison Error (ICE). We now provide a tractable, O(m 2 ), algorithm for computing equation 5 for use within the simulated annealing algorithm. Recall that the error (cost) function is evaluating a fixed quantizer (Q) which maps values, via boundary points (B i ) to a set of symbols with values q i . By noting that equation 5 can (1) be re-interpreted as a double summation over the comparison of possible symbol mappings and (2) that within a single comparison between two symbol mappings that |Q(x) − Q(y)| = q ij is a constant we get:
From these observations and reformulations the O(m 2 ) complexity can be achieved by computing the double integral from equation 6 in constant time by first pre-computing φ(a, b, q ij ), the joint cumulative functions for x and y for any q ij :
In practice φ(a, b, q ij ) is approximated and pre-computed via an arbitrarily fine uniform discretization of the continuous space. Note that for a large number of symbols a uniform discretization introduces very little error [23] and thus it is appropriate in this instance. A fixed double integral instance from equation 6 can then be evaluated in constant time via:
This approach has cubic space complexity in the chosen uniform discretization, with one two-dimensional array required for each possible q ij value. This complexity provides a practical limit on how arbitrarily fine-grained the uniform quantization can be. In this work we set this value at 900. This allows the function to be precomputed and stored within a 3GB GPU 6 . In section V empirical evaluations indicate that the choice of 900 is sufficiently high. Note that the amount of memory used here is solely based on this choice, and not the number or lengths of the time series within the data set.
The time complexity to construct this function is also of cubic complexity and additionally dependent on the cost of calculating P (x, y) over the time series data. In both cases this is only done once as a pre-processing step outside of the simulated annealing. With the fine-grained approximation set at 900, the former presents no computational barrier, contributing negligible time to process. The latter calculation of P (x, y), however, is potentially dependent on the length and number of time series. While computing this within the GPU means a significant number of time series can be processed in reasonable time, this is not possible for truly big data sets. Instead, rather than exhaustively computing P (x, y) one must therefore accurately approximate the joint probability distribution via random sampling of a sufficiently large number of time series 7 based on standard statistical techniques. Once the joint cumulative function has been pre-computed the error function from equation 5 can be computed in O(m 2 ) enabling its use in simulated annealing algorithms since m, the number of resulting symbols, is small.
In summary, the cost function for use within the simulated annealing algorithm is:
V. EXPERIMENTAL EVALUATION
The novel symbolization method presented within this work is evaluated against five of the most prevalent quantization methods within the literature, with evaluations performed on three datasets, covering both synthetic and real world data. The quantization methods evaluated (including their abbreviations which are used throughout) are:
UNI -Uniform quantization aMSE -Mean Squared Error quantization (sim. annealing) lMSE -Mean Squared Error quantization (Lloyd-Max) MOE -Maximum output entropy quantization qSAX -MOE quantization assuming a normal distribution.
ICE -Comparison Error minimization (proposed method)
The first five methods represent prominent approaches within the literature as discussed in section III. Of these lMSE and aMSE are both methods for symbolization based on reconstruction error. aMSE denotes the minimization of the MSE objective function via simulated annealing within the GPU based on the fine-grained discretization of the continuous space to 900 levels and utilises the same simulated annealing algorithm used in ICE. This enables a fair comparison with respect to the amount of computational resources used in the optimisation. lMSE denotes the direct optimisation of the reconstruction error in the continuous space based on the commonly used Lloyd-Max algorithm 8 . This serves to provide an indication as to the validity of the chosen value of 900 for the approximation of the continuous space in the GPU methods. While it is not expected that the simulated annealing and Lloyd-Max versions of the algorithm will be exactly the same, if the continuous approximation is fine-grained enough it is expected that the simulated annealing approach will perform as well as, if not better than, the Lloyd-Max algorithm in the continuous space.
In order to assess their performances in a practical application within the target domain of this work (the large class of applications based on time series comparisons), we examine the impact of each quantizer on the extremely common task of nearest-neighbour search based on the Euclidean distance. As such the use of the Manhattan distance in the ICE quantizer becomes an approximation. Note that a nearest neighbour search based on the Manhattan distance would be equally valid (since it obtains similar performance in real world tasks [22] ) and would likely result in improved performance of the ICE quantizer. However, we chose to use the Euclidean distance in the first instance since it represents the standard baseline. Investigating the performance under other valid applications remains interesting future work.
For our tests the set of time-series data, T , is partitioned into a test set T A , and a training set, T B . Given an input time series from T A , our binary evaluation function will return one if it's nearest neighbour in T B is the same under both its symbolized and original form, returning zero if this is not the case. We iterate over each time-series in the test set to find the average rate of successful matches. Let N A be the number of time series in T A then formally:
where L2(·, ·) is the standard L2 norm (Euclidean distance) and in this case Q(·) was learnt on the set T B since this reflects the real world case where the data being queried is known.
The error function (equation 9) is used as part of a cross validation procedure in order to evaluate the expected error across varying test and training sets and to provide a statistical significance on the expected error. Specifically we use the procedure motivated and discussed in-depth in [24] , correcting the variance to account for the data reuse inherent in cross-validation and perform statistical tests using the corrected resampled t-test [24, pg 251] . Since multiple methods are compared the p-values are corrected according to the Holm procedure 8 . For a given training and test set the evaluation measure is the proportion of nearest-neighbours that are correctly identified using the symbolized time series by considering the original time series as the ground truth. The mean of these proportions is the generalised error. Note that corrected t-tests are able to be used since the distribution of the sample proportions are approximately normal by the central limit theorem [25] .
A. Results: Smart Meter Electricity data
For real world data, data from The Commission for Energy Regulation (CER), Electricity Customer Behaviour Trial 9 was used. The data set consists of over 6435 time series of building energy usage sampled at 30 minute intervals. The average time series length is 24, 552 data points. The distribution of the combined temporal samples was typically log-normal. Time series lengths of 24 (12 hours), 48 (1 day) and 96 (2 days) were considered and symbolization to 8, 16 and 24 symbols was evaluated. The results are shown in Table I (a) -(c) .
B. Results: 80 Million Tiny Images
As a second real world dataset we use a subset of the 80 Million Tiny Image dataset as detailed in [26] 10 . Following the work of [5] in evaluating time series, we convert each image to a colour histogram with 256 bins. These histograms can be considered as time series with a length of 256 and the same techniques and evaluation applied. For this experiment a dataset of the first 5, 000 images was considered. The evaluation procedure as previously detailed was once again used and the results are shown in Table I (d).
C. Results: Synthetic data
Finally, we consider synthetic random walk time series. We produced test sets of size 5,000 for time series of lengths 24, 48 and 96 using the random walker code from http://www.cs.ucr.edu/ ∼ mueen/MK/. The data was evaluated via the previously discussed cross-validation procedure for symbolization to 8, 16 and 24 symbols. The results are shown in Table I (e) -(g).
VI. DISCUSSION
Overall the ICE quantizer consistently provided the best performance out of all the quantizers tested. In the real world datasets, ICE produced the best results for all time series lengths (which were up to 256 elements). For all quantizations that employed more than eight symbols this was to a statistically significant level (to 95% confidence), with ICE showing an increase in performance of 9.58% on average compared to the next best performing method.
In general all quantizers followed the expected trend of monotonically increasing performance with respect to the number of symbols used for quantization and the length of time series tested. Note that this increase in performance is generally expected due to the fact that increasing the number of symbols and/or the time series length provides more detailed time series from which to discriminate. Importantly, the ICE quantizer also followed this trend, showing the validity of approximation of the comparison error used in practice.
While ICE provided the best performance on all experiments using real-world data, its performance was less marked when quantizing with 8 symbols (with MSE and qSAX still providing strong competition at this level). This is likely due 9 to the fact that, for such small symbol sets, all comparisons begin to occur with same frequency and hence the advantages of ICE become less pronounced.
For our synthetic random-walk dataset ICE again generally provided the best performance -but this time the results could not be confirmed to a statistically significant level, even for larger symbol sets. Note that in general the synthetic data provided an easier task, with almost all methods performing better than for the real world energy data when quantizing to the same number of symbols. A potential explanation is that the nature of the random walk means that the time series are more spread out in the space 11 , and hence it is easier to discriminate between time series in general. This results in less refined symbolizations (with respect to comparisons) still being able to correctly identify the nearest neighbour and increases their performance closing the gap on the ICE quantizer as shown in the results. Finally, note that in this dataset the symbol distributions for the time series are Gaussian, and this helps promote the effectiveness of qSax.
It is worth also noting that aMSE (which used the same core simulated annealing algorithm as ICE, varying only the cost function) generally matched, and often performed better than, lMSE and this offers evidence that our chosen value of 900 for the approximation of the continuous space in the GPU methods was of an appropriate granularity. A final observation is with regard to the poor performance of the MOE and Uniform quantizers. Their consistent losses, and general inability to identify the majority of nearest neighbours correctly, serve to highlight that the consideration of quantization approach can be vital to the effectiveness of data mining algorithms.
VII. CONCLUSIONS
Many quantization techniques which are thought of as optimal, are in fact only optimal within the context of a specific problem domain such as signal reconstruction. In this work we have shown that in the extremely prevalent case where quantized input is used as the basis for time-series comparisons, standard approaches can lead to potential performance loss. To address this issue we have presented a novel quantizer (ICE) based on minimising the comparison error, with adjustments made to provide a computationally tractable implementation effective to large data. Our empirical results based upon three different datasets (and using various time-series lengths and symbol-set cardinalities) have provided initial evidence for the superiority of ICE for comparison-based data mining tasks. Even though one might expect the assumptions that underpins ICE to be violated by many real-world datasets, our results have indicated that even when such violations occur our quantizer can still provide superior performance to current state-of-the-art quantization approaches.
