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Abstract
Analytical solution of the homoclinic orbit of a two dimensional
system of differential equations that describes the hamiltonian part of
the slow flow of a three degree of freedom dissipative system of linear
coupled oscillators with an essentially nonlinear attachment.
1 Introduction
A homoclinic orbit is the trajectory of a flow of dynamical system that joins a
saddle equilibrium point to itself i.e the homoclinic trajectory h(t) converges
to the equilibrium point as t→ ±∞.
The analytical solutions of homoclinic orbits are very important for many
applications as in the use of the homoclinic Melnikov function, in order to
prove the existence of transversal homoclinic orbits and chaotic behavior.
In what follows we find the analytical solution of the homoclinic orbit of
a two degrees of freedom system of differential equations that describes the
hamiltonian part of the slow flow of a three degree of freedom dissipative
system of linear coupled oscillators with an essentially nonlinear attachment
[3].
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2 Main results
For the system of differential equations
a′ =
b
2
− 3C
8
(a2 + b2)b− J
2
+
B
2
sinγ,
b′ = −a
2
+
3C
8
(a2 + b2)a− A
2
− B
2
cosγ (1)
where a, b are the variables and A,B, J, γ are the parameters. The equilib-
rium points are found considering a′ = 0, b′ = 0. After and some simple
algebraic manipulations we have
a =
A+B cos γ
−J +B sin γ b, (2)
and the third order equation
b− 3C
4
(A+B cos γ)2 + (J −B sin γ)2
(J −B sin γ)2 b
3 − J +Bsinγ = 0. (3)
When (3) has three real roots we have three equilibrium points. It is well
known that, in order (3) to have three real roots it must hold that the determi-
nant q2+4p3 < 0, where p = 3ac−b
2
9a2
, q = 2b
3−9abc+27a2d
27a3
, a = −3C
4
(A+B cos γ)2+(J−B sin γ)2
(J−B sin γ)2 , b =
0, c = 1 and d = −J +Bsinγ. This holds for
D <
16
81C
(4)
where D = (A+B cos γ)2 + (J −B sin γ)2.
The equilibrium points are
a1 = −4(A+B cos γ)
3
√
CD
cos(
$
3
), b1 =
4(J −B sin γ)
3
√
CD
cos(
$
3
),
a2 = −4(A+B cos γ)
3
√
CD
cos(
$
3
+
2pi
3
), b2 =
4(J −B sin γ)
3
√
CD
cos(
$
3
+
2pi
3
),
a3 = −4(A+B cos γ)
3
√
CD
cos(
$
3
+
4pi
3
), b3 =
4(J −B sin γ)
3
√
CD
cos(
$
3
+
4pi
3
),(5)
where $ = 1
3
cos−1(−9
√
CD
4
).
The hamiltonian of system (1) is given by
h =
a2 + b2
4
− 3C
32
(a2 + b2)2 +
b(Bsinγ − J)
2
+
a
2
(A+Bcosγ). (6)
2
We perform the canonical transformation a =
√
2ρcosϑ, b =
√
2ρsinϑ, and
the hamiltonian becomes
h =
ρ
2
− 3C
8
ρ2 +
√
2ρ
2
(sin θ(B sin γ − J) + cos θ(A+B cos γ)) (7)
and
ρ′ =
√
2ρ
2
((B sin γ − J)cosϑ− sinϑ(A+Bcosγ)). (8)
From the square of (8) by adding in both sides of the equation the quantity
(
√
2ρ
2
((B sin γ − J) sinϑ+ cosϑ(A+Bcosγ)))2 we have
(ρ′)2 + (
√
2ρ
2
((B sin γ − J) sinϑ+ cosϑ(A+Bcosγ)))2 = ρ
2
D. (9)
From the hamiltonian (7) equation (9) becomes
(ρ′)2 = {
√
ρD√
2
− (h− ρ
2
+
3C
8
ρ2)}{
√
ρD√
2
+ (h− ρ
2
+
3C
8
ρ2)}. (10)
We denote by ρ∗, θ∗ the unstable equilibrium point,((ρ∗)′ = 0), and equa-
tion (9) becomes
((B sin γ − J) sinϑ∗ + cosϑ∗(A+Bcosγ)) = ±
√
D. (11)
By substituting(for the case −√D) in the hamiltonian we have
h =
ρ∗
2
− 3C
8
(ρ∗)2 −
√
ρ∗D
2
(12)
and (10) becomes
(ρ′)2 = {
√
ρD√
2
− (ρ
∗
2
+
3C
8
(ρ∗)2 −
√
ρ∗D
2
− ρ
2
+
3C
8
ρ2)}
{
√
ρD√
2
+ (
ρ∗
2
+
3C
8
(ρ∗)2 −
√
ρ∗D
2
− ρ
2
+
3C
8
ρ2)} (13)
For the right-hand-side of the previous equation after some simple algebra
manipulations we have
{
√
ρD√
2
− (ρ
∗
2
+
3C
8
(ρ∗)2 −
√
ρ∗D
2
− ρ
2
+
3C
8
ρ2)}
{
√
ρD√
2
+ (
ρ∗
2
+
3C
8
(ρ∗)2 −
√
ρ∗D
2
− ρ
2
+
3C
8
ρ2)} =
(ρ− ρ∗){
√
D
2
(
√
D
2
−√ρ∗ + 3C
2
(
√
ρ∗)3 +
3C
4
√
ρ∗ρ− 3C
4
√
ρ∗ρ∗)
−ρ− ρ
∗
4
+
3C
8
(ρ− ρ∗)(ρ+ ρ∗)− 9C
2
64
(ρ− ρ∗)(ρ+ ρ∗)2}. (14)
3
We calculate ba′ − ab′ and derive
− 2θ′ρ = ρ− 3C
2
ρ2 +
√
ρ
2
{sinϑ(Bsinγ − J) + cosϑ(A+Bcosγ)}, (15)
and for the equilibrium point ((θ∗)′ = 0) we have
ρ∗ − 3C
2
ρ∗2 +
√
ρ∗
2
{sinϑ∗(Bsinγ − J) + cosϑ∗(A+Bcosγ)} = 0. (16)
Using (11) and the above equality (14) becomes
{
√
ρD√
2
− (ρ
∗
2
+
3C
8
(ρ∗)2 −
√
ρ∗D
2
− ρ
2
+
3C
8
ρ2)}
{
√
ρD√
2
+ (
ρ∗
2
+
3C
8
(ρ∗)2 −
√
ρ∗D
2
− ρ
2
+
3C
8
ρ2)} =
(ρ− ρ∗)2{
√
D
2
3C
4
√
ρ∗ − 1
4
+
3C
8
(ρ+ ρ∗)− 9C
2
64
(ρ+ ρ∗)2}. (17)
Then from (13) and (17) we have
dρ
|(ρ− ρ∗)|
√√
D
2
3C
4
√
ρ∗ − 1
4
+ 3C
8
(ρ+ ρ∗)− 9C2
64
(ρ+ ρ∗)2
= dt, (18)
that is our main differential equation and is easily solved [1].
As it is seen in figure (1) when our system has three equilibrium points,
then depending in the parameters, we may have two homoclinic orbits. In
our analysis this result is given by the absolute value in (18).
For the case ρ∗ > ρ the homoclinic solution is
ρ(t) =
(128e
Q(t)
2 + 27C3
√
2Dρ∗)ρ∗ − 16eQ(t)4 (3C(6ρ∗ − 3Cρ∗2 + 4√2Dρ∗)− 8)
128e
Q(t)
2 + 27C3
√
2Dρ∗ − 48eQ(t)4 (3Cρ∗ − 2)
(19)
where Q(t) = t
√
−4 + 3C(2√2Dρ∗ + ρ∗(4− 3Cρ∗)). After substituting the
solution (19) in (15) and integrate we derive
θ = W1tan
−1(g1 + g2e
Q(t)
4 ) +W2tan
−1(g3 + g4e
Q(t)
4 ) +W3t, (20)
4
Figure 1: phase space of the hamiltonian for A = 0.1, B = 0.001, J =
0.00001, γ = pi
9
and C = 2.0.
where
W1 =
3C(8− 6(1 + 3C)ρ∗ + 9C(1 + C)ρ∗ − 12C√2Dρ∗)√
−9C2(ρ∗ − 2
3C
)2 + 6C3
√
2Dρ∗
√
−9C2(ρ2 − 2
3C
)2 + 6C
√
2Dρ∗
,
W2 =
h
ρ∗
√
−9C2(ρ∗ − 2
3C
)2 + 6C3
√
2Dρ∗
,
6(3C − 1)ρ∗ − 9C(C − 1)ρ∗ + 12C√2Dρ∗ − 8√
54C3ρ∗2
√
2Dρ∗ − (8 + 3C(3 ∗ ρ∗(Cρ∗ − 2)− 4√2Dρ∗)2 ,
W3 = =
9Cρ∗2 − 16ρ∗ − 8h
64ρ∗
,
g1 =
2− 3Cρ∗√
−9C2(ρ∗ − 2
3C
)2 + 6C3
√
2Dρ∗
, g2 =
16
3
√
−9C2(ρ∗ − 2
3C
)2 + 6C3
√
2Dρ∗
,
g3 =
8 + 9C2ρ∗2 − 6C(3ρ∗ + 2√2Dρ∗√
54C3ρ∗2
√
2Dρ∗ − (8 + 3C(3 ∗ ρ∗(Cρ∗ − 2)− 4√2Dρ∗)2 ,
g3 =
16ρ∗√
54C3ρ∗2
√
2Dρ∗ − (8 + 3C(3 ∗ ρ∗(Cρ∗ − 2)− 4√2Dρ∗)2 . (21)
For the case ρ > ρ∗ the homoclinic solution is
ρ(t) =
(128e−
Q(t)
2 + 27C3
√
2Dρ∗)ρ∗ − 16e−Q(t)4 (3C(6ρ∗ − 3Cρ∗2 + 4√2Dρ∗)− 8)
128e
−Q(t)
2 + 27C3
√
2Dρ∗ − 48e−Q(t)4 (3Cρ∗ − 2)
,(22)
5
and
θ = W3t−W1tan−1(g1 + g2e−
Q(t)
4 )−W2tan−1(g3 + g4e−
Q(t)
4 ). (23)
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