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Perilaku siswa pada saat ini begitu sangat mengkhawatirkan. Ada banyak perilaku yang 
bersifat destruktif, seperti tawuran, geng-gengan, minuman keras, perilaku seks bebas, 
pencurian, pemerkosaan, perampokan, dan banyak lagi. Kenakalan pada siswa sekolah 
merupakan gejala patologis sosial pada siswa yang disebabkan oleh satu bentuk pengabaian 
sosial. Beberapa faktor seperti keluarga, sekolah, dan teman sepermainan dianggap men-jadi 
faktor penyebab perilaku siswa bermasalah. Untuk dapat mengidentifikasi  siswa bermasalah 
yang terjadi dimasa sekarang, penulis mengumpulkan data secara langsung dilapangan. 
Dengan menggunakan metode Naïve Bayes, sistem pendukung keputusan siswa bermasalah 
dan tidak bermasalah di SMK Muhammadiyah 3 Banjar-masin telah dapat di selesaikan. 
Berdasarkan pengujian yang telah di lakukan, nilai presisi yang ditunjukan sebe-sar 92,5%. 
Nilai  recall dihasilkan sebesar 51,3%. 
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1.  PENDAHULUAN 
 
Perilaku siswa pada saat ini begitu sangat 
mengkhawatirkan. Ada banyak perilaku yang 
bersifat destruktif, seperti tawuran, geng-
gengan, minuman keras, perilaku seks 
bebas, pencurian, pemerkosaan, 
perampokan, dan banyak lagi. Hal ini tentu 
saja memunculkan keprihatinan tersendiri 
dan sekaligus menjadi tamparan keras bagi 
praktik pendidikan di Indonesia. Perilaku 
siswa tersebut menjadi ukuran apakah praktik 
pendidikan di Indonesia sudah berhasil 
ataukah tidak [1]. 
Pada Jurnal Ilmiah Ilmu Komputer di 
Fakultas Ilmu Komputer Universitas AL 
Asyariah Mandar dan Fakultas Sains dan 
Teknologi Universitas Islam Negeri Makasar, 
Naïve Bayes di implementasikan untuk 
memprediksi kelulusan untuk memasuki 
perguruan tinggi .Dalam pembahasan ini 
terdapat 2 dataset yang digunakan, yaitu 
yang pertama data penerimaan mahasiswa 
baru yang memiliki 15 atribut dan 363 baris 
yang terdiri nama, tempat, tanggal lahir, asal 
sekolah, tahun lulus, nama orang tua, nomor 
ujian, nilai nilai tes tertulis, nilai tes 
wawancara, nilai rata-rata, ket.Lulus, lulus 
pilihan dan sebagainya. Kedua, data hasil 
ujian masuk perguruan tinggi yang terdiri dari 
5 atribut dan 362 baris yang terdiri dari nomor 
ujian, nilai tes tulisan, nilai tes wawancara, 
rata-rata dan keterangan lulus. [2] 
Pada hasil evaluasinya menunjukan data 
yang diklasifikasikan secara benar (correct 
classified instances) sesuai dengan 
pengelompokkan pilihan lulus pilihan 
pertama, pilihan kedua dan tidak lulus oleh 
algoritma sebanyak 93.6288% atau sebanyak 
338 data dan data yang di klasifikasikan 
namun tidak sesuai dengan class yang di 
prediksi (incorrect classified instances) yang 
seharusnya merupakan kelompok pilihan 
kedua atau tidak lulus tetapi dimasukkan 
kedalam kelompok pilihan pertama yaitu 
sebanyak 6.3712 % atau sebanyak 23 data. 
Naive Bayes dapat melakukan 
pengklasifikasian dengan metode probabilitas 
dan statistik, yaitu memprediksi peluang 
dimasa depan bedasarkan pengalaman 
dimasa sebelumnya. Nilai presentase 
keakuratan menunjukan keefektifan dataset 
penerimaan Mahasiswa Baru yang 
diterapkan ke dalam metode Naïve Bayes 
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Gambar 1. Rancangan Umum Sistem 
 
 
Gambar 2. Metode Waterfall 
 
Classification. Implementasi Naïve Bayes 
menggunakan aplikasi WEKA dapat 
menelusuri karakteristik atribut dari dataset 
dengan luaran Pilihan Lulus. 
Pengelompokkan Pilihan Lulus dilakukan 
berdasarkan atribut terpilih yaitu Prodi, 
Pilihan Pertama Kedua dan Nilai Rata [3] . 
 
2.  METODE PENELITIAN 
 
Sistem bekerja ketika pengguna 
memasukkan data. Kemudian data yang 
telah dimasukan di klasifikasi sesuai kategori 
yang telah ditentukan. Setelah mendapatkan 
hasil mengenai nilai probability. Kemudian 
nilai probability dihitung. Lalu hasil 
perhitungan dari nilai probability di simpulkan. 
Ilustrasi ada pada Gambar 1. 
Pada Gambar 2 adalah metode 
pengembangan perangkat lunak 
menggunakan metode waterfall dengan 
tahap awal  mengumpulkan data secara 
menyeluruh di lapangan. Kemudian data 
tersebut analisa dan diseleksi sesuai kriteria 
yang di perlukan untuk penelitian. Kemudian 
data yang sudah terkumpul di rancang 
dengan menggunakan bahasa pemrograman 
java dengan metode Naïve Bayes. Setelah itu 
hasil pada sistem diujikan.  
Sistem membaca data terlebih dahulu 
kemudian data tersebut diidentifikasi. 
Menghitung sesuai klasifikasi yang ada 
seperti Nilai Bahasa Inggris, Nilai 
Matematika, Nilai Bahasa Indonesia, Anak 
ke-, Jumlah saudara, kegemaran, organisasi, 
Pekerjaan Ayah, Penghasilan Ayah, 
Pekerjaan Ibu, Penghasilan Ibu [4] [5]. 
Kemudian Sistem menghitung nilai maksimal 
perbandingan yang dicari maupun yang tidak 
dicari. Sistem menampilkan hasil dari 
pencarian. 
Untuk masalah klasifikasi, yang dihitung 
adalah P(H|X), yaitu peluang bahwa hipotesa 
benar (valid) untuk data sample X yang 
diamati, dimana : 
 X adalah Data sampel dengan kelas 
(label) yang tidak diketahui. 
 H adalah Merupakan hipotesa bahwa X 
adalah data dengan klasifikasi (label) C. 
 P(H) adalah peluang dari hipotesa H. 
 P(X) adalah peluang data sampel yang 
diamati. 
 P(X|H) adalah peluang data sampel X, bila 
diasumsikan bahwa hipotesa benar 
(valid). 
 
Dalam pengujian sistem pakar diperlukan 
presisi dan recall untuk menjadi bahan 
perbandingan apakah sistem yang rancang 
efektif atau tidak efektif. Berdasarkan 
pengertiannya menyatakan bahwa presisi 
adalah perbandingan jumlah dokumen yang 
relevan terhadap query dengan jumlah 
dokumen yang terambil sesuai dari hasil 
pencarian, sedangkan recall adalah 
perbandingan jumlah dokumen relevan yang 
terambil dengan query yang diberikan  
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Gambar 3. Flowchart Sistem 
 
dengan total kumpulan dokumen yang 
relevan dengan query. 
Menurut teori Lancaster menjelaskan dalam 
pencarian presisi dan recall dengan rumus 
seperti ini : 
 
        =  
 
 
   100%   
 
(1) 
       =  
 
 
   100% 
 
(2) 
Dimana presisi merupakan jumlah 
dokumen yang relevan (i) dibagi dengan 
jumlah dokumen yang terpanggil dalam 
pencarian (j) dan dikalikan dengan 
persentase penuh, sedangkan recall 
merupakan jumlah dokumen yang terpanggil 
(i) dibagi jumlah dokumen yang relevan 
dalam database (k) dan dikalikan dengan 
persentase penuh. 
Jadi, efektifitas sistem temu kembali 
informasi dinilai berdasarkan teori Lancaster 
yaitu relevan dan tidak relevan [3]. Untuk 
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3. HASIL DAN PEMBAHASAN 
 
Hasil sistem di uji kebenarannya dengan 
penilaian guru di sekolah SMK 
Muhammadiyah 3 Banjarmasin. Guru menilai 
hasil pada sistem apakah relevan dengan 
keadaan siswa di sekolah tersebut yang 
sebenarnya. Hasil sistem dan penilaian guru 
di tampilkan seperti pada Tabel 1. 
 
Tabel 1. Hasil Penilaian  
ID Penilaian Sistem Penilaian Guru 
8 BERMASALAH TIDAK RELEVAN 
9 BEBAS MASALAH RELEVAN 
10 BEBAS MASALAH RELEVAN 
11 BEBAS MASALAH RELEVAN 
12 BEBAS MASALAH RELEVAN 
13 BEBAS MASALAH RELEVAN 
14 BEBAS MASALAH RELEVAN 
15 BEBAS MASALAH RELEVAN 
16 BEBAS MASALAH RELEVAN 
17 BEBAS MASALAH RELEVAN 
18 BEBAS MASALAH RELEVAN 
19 BEBAS MASALAH RELEVAN 
20 BEBAS MASALAH RELEVAN 
21 BERMASALAH RELEVAN 
22 BEBAS MASALAH RELEVAN 
23 BEBAS MASALAH RELEVAN 
24 BERMASALAH RELEVAN 
25 BEBAS MASALAH RELEVAN 
26 BEBAS MASALAH RELEVAN 
27 BEBAS MASALAH RELEVAN 
28 BEBAS MASALAH RELEVAN 
29 BEBAS MASALAH RELEVAN 
30 BEBAS MASALAH RELEVAN 
31 BEBAS MASALAH RELEVAN 
32 BEBAS MASALAH RELEVAN 
33 BEBAS MASALAH RELEVAN 
34 BEBAS MASALAH RELEVAN 
35 BEBAS MASALAH RELEVAN 
36 BEBAS MASALAH RELEVAN 
37 BEBAS MASALAH RELEVAN 
38 BEBAS MASALAH TIDAK RELEVAN 
39 BEBAS MASALAH RELEVAN 
40 BEBAS MASALAH RELEVAN 
41 BEBAS MASALAH RELEVAN 
42 BEBAS MASALAH RELEVAN 
43 BEBAS MASALAH RELEVAN 
44 BEBAS MASALAH RELEVAN 
45 BEBAS MASALAH RELEVAN 
46 BEBAS MASALAH RELEVAN 
47 BEBAS MASALAH TIDAK RELEVAN 
 
Oleh karena itu dapat dihitung hasil uji 
presisi dan recall sesuai dengan perhitungan 
sebagai berikut : 
 
Presisi (%) =  
  
  
  100% = 92,5% 
 
Recall (%) = 
  
  





Berdasarkan hasi uji yang dilakukan 
bahwa nilai presisi sebesar  92,5% dan nilai 
recall sebesar 51,3%. Hal ini menunjukkan 
bahwa nilai recall lebih rendah daripada nilai 
presisi, namun tingkat keefektifan dari sistem 
identifikasi siswa bermasalah tersebut sudah 
dikatakan efektif, karena efektifitas sistem 
dikatakan efektif jika hasil dari presisi dan 
recall tersebut diatas 50%. 
 
4.  KESIMPULAN 
 
Sistem pendukung keputusan siswa 
bermasalah dan tidak bermasalah di SMK 
Muhammadiyah 3 Banjarmasin. Telah dapat 
di selesaikan. Berdasarkan pengujian yang 
telah di lakukan, nilai presisi yang ditunjukan 
sebesar 92,5% . Nilai  recall dihasilkan 
sebesar 51,3%. 
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