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Giorgio Ottaviani∗ and Philipp Reichenbach†
Abstract
These lecture notes are intended as an introduction to several notions of tensor
rank and their connections to the asymptotic complexity of matrix multiplica-
tion. The latter is studied with the exponent of matrix multiplication, which
will be expressed in terms of tensor (border) rank, (border) symmetric rank
and the asymptotic rank of certain tensors. We introduce the multilinear rank
of a tensor as well, deal with the concept of tensor equivalence and study pre-
homogeneous vector spaces with the Castling transform. Moreover, we treat
Apolarity Theory and use it to determine the symmetric rank (Waring rank)
of some symmetric tensors.
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1
Introduction
This article grew out of three lectures held by the first author at the Fall School
Varieties, Polyhedra, Computation, which took place at FU Berlin from September
30 to October 4, 2019 and was part of the Thematic Einstein Semester on Algebraic
Geometry in Berlin. The goal of the lectures was to provide an introduction to
different notions of tensor rank and their relation to the asymptotic complexity of
matrix multiplication. Thereby, special focus has been put on expressing the expo-
nent ω of matrix multiplication with the various concepts of rank. These extended
lecture notes present the covered material in detail, come with additional content
and partly aim at offering a survey on the topic.
The first section recalls well-known results on matrix rank and equivalence of ma-
trices. This motivates a natural generalization to d-tensors, that is presented in
part two. There, the classification of all cases with finitely many tensor equivalence
classes is stated. Furthermore, prehomogeneous vector spaces are studied with the
help of the Castling transform and Venturelli’s refinement of the Sato-Kimura The-
orem is presented. In the third section the concepts of tensor (border) rank and
multilinear rank are introduced. An extended example illustrates how these notions
can be used to completely classify tensor equivalence in this particular case.
The fourth part defines the exponent ω for studying the asymptotic complexity of
matrix multiplication. Then, ω will be phrased in terms of the (border) rank of the
tensor of matrix multiplication and two ways of bounding ω are given. The latter
allows to recover Strassen’s result from 1969 and his algorithm for multiplying ma-
trices is discussed as well.
Afterwards, the fifth section introduces symmetric rank (also known as Waring rank)
and border symmetric rank. To determine the Waring rank of a symmetric tensor
part six deals with Apolarity Theory. In particular, the reduced and the scheme-
theoretic version of the Apolarity Lemma are presented. This is applied in section
seven to several examples, e.g. to determine the symmetric rank of a monomial.
In addition, ω is expressed in terms of the (border) symmetric rank of a family of
symmetric tensors.
The last section shows how ω can be recovered with yet another concept of rank, the
asymptotic rank of a tensor. We end with Strassen’s Asymptotic Rank Conjecture,
its special case for ω and the introduction of tensor asymptotic rank. Thereafter,
the exercises from the fall school are given as an appendix.
The authors do not claim any originality, neither in the presented results, that are
all known, nor in the presentation, which is influenced by the vast literature on the
subject.
Acknowledgements. The authors wish to thank the organizers of the fall school
for the inspiring event and their hospitality. The second author would like to thank
Miruna-Stefana Sorea for interesting discussions on the exercises.
1 Group Action on Matrices
We gently start into the topic Tensor Rank and Complexity via this first section.
Namely, we will recall classical knowledge from linear algebra on matrix rank and
equivalence of matrices. This shall serve as a main motivation for the corresponding
generalizations for tensors, which will be treated in the following sections 2 and 3.
Let V and W be finite dimensional C-vector spaces and set a1 := dimV , a2 :=
2
dimW . The algebraic group GL(V )×GL(W ) acts naturally on V ⊗W by
(g, h) ·
(
r∑
i=1
vi ⊗ wi
)
:=
r∑
i=1
g(vi)⊗ h(wi) ,
where (g, h) ∈ GL(V ) × GL(W ), vi ∈ V and wi ∈ W . Here we already used the
language of tensors for clear comparison with its generalization in section 2. Still,
the action is up to identification just the left-right action on matrices. Since we often
identify V ⊗W with the matrix space Ca1×a2 implicitly, let us explicate this once.
After fixing bases we can assume V = Ca1 and W = Ca2 . Interpreting elements of
V and W as column vectors we have the natural isomorphism
V ⊗W → Ca1×a2 ,
r∑
i=1
vi ⊗ wi 7→
r∑
i=1
viw
T
i ,
where (·)T denotes the transposition. Note that non-zero vectors of the form v⊗w are
bijectively identified with matrices of rank one. Furthermore, the GL(V )×GL(W )
action becomes under this identification(
GLa1(C)×GLa2(C)
)× Ca1×a2 → Ca1×a2 , (g, h,M) 7→ gMhT ,
i.e. the left-right action on Ca1×a2 . Remember that two matrices are called equiva-
lent, if they lie in the same orbit under the left-right action. For matrix equivalence
there is the following theorem.
Theorem 1.1. The natural GL(V ) × GL(W ) action on V ⊗W has finitely many
orbits, which are parametrized by the matrix rank.
Proof. For (g, h) ∈ GL(V ) × GL(W ) and a matrix M ∈ V ⊗ W it holds that
rk(M) = rk(gMhT ). Thus, any orbit only contains matrices of a particular rank. In
fact, any matrix M can be transformed by Gaussian elimination from left and right
into its rank normal form [
Ir 0
0 0
]
∈ Ca1×a2 ∼= V ⊗W ,
where 0 ≤ r ≤ min{a1, a2} is the rank of M and Ir ∈ Cr×r denotes the identity
matrix. Hence, for each possible rank there is exactly one orbit.
From the algebraic geometry perspective this action behaves nicely. Indeed, the
Zariski-closure of the orbit for rank r is given by
Xr := {M ∈ V ⊗W | rk(M) ≤ r}
and this algebraic variety is well-understood. It is the vanishing locus of all (r+1)×
(r + 1) minors and the singular locus of Xr is given by Xr−1. Therefore, the orbits
Xr \Xr−1 of the action are all smooth. Moreover, Xr is even a cone. In particular,
X1 is the affine cone of the Segre variety P(V ) × P(W ) ⊆ P(V ⊗ W ), because a
vector v ⊗ w is either zero or corresponds to a matrix of rank one.
In addition, the orbit closures Xr yield an ascending chain of inclusions
{0} = X0 ⊆ X1 ⊆ X2 ⊆ . . . ⊆ Xmin{a1,a2} = V ⊗W . (1)
The last equality expresses the fact that the matrices of maximal rank are Zariski-
dense in V ⊗W .
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Lemma 1.2. Let 0 ≤ r, s ≤ min{a1, a2}.
a) If A ∈ Xr and B ∈ Xs, then A+B ∈ Xr+s.
b) It holds that Xr =
{∑r
i=1Ai | Ai ∈ X1
}
.
Proof. Part a) is a consequence of rk(M1+M2) ≤ rk(M1)+rk(M2) for matrices Mi.
For part b) the inclusion “⊇” is immediate from part a). Conversely, for any matrix
M ∈ Xr of rank s ≤ r there is (g, h) ∈ GLa1(C) × GLa2(C) such that gMhT is in
rank normal form. Hence
M = g
[
Is 0
0 0
]
hT =
s∑
i=1
gih
T
i︸︷︷︸
∈X1
,
where gi ∈ Ca1 (respectively hi ∈ Ca2) is the i-th column of g (respectively h). If
s < r we may fill up the sum with zeros, using 0 ∈ X1.
In particular, any Xr is determined by X1 using part b) of Lemma 1.2. This will be
used as a motivation for the definition of tensor rank in section 3.
2 Group Action on Tensors
Now, we generalize the setting from section 1 to tensor products with d factors. For
this, let V1, . . . , Vd be finite dimensional C-vector spaces and set ai := dimVi for
i = 1, . . . , d. The algebraic group G := GL(V1) × · · · × GL(Vd) acts naturally on
V := V1 ⊗ · · · ⊗ Vd via the linear maps g1 ⊗ · · · ⊗ gd, i.e.
(g1, . . . , gd) ·
(
r∑
j=1
v1,j ⊗ · · · ⊗ vd,j
)
:=
r∑
j=1
g1(v1,j)⊗ · · · ⊗ gd(vd,j) ,
where vi,j ∈ Vi for i = 1, . . . , d. Of course, we may always assume Vi = Cai after
fixing a basis on Vi.
Given this setting, one is interested in understanding the action of G on V in the new
cases d ≥ 3. In analogy to the matrix case we may call two tensors in V equivalent,
if they lie in the same G-orbit. Unfortunately, the G-action, and thus the notion of
tensor equivalence, will turn out to be much less well-behaved than in the matrix
case d = 2. To guide ourselves, we ask the following questions for d ≥ 3:
1. Has the natural action of G on V finitely many orbits?
2. Is there a G-orbit, which is Zariski-dense in V ?
3. Can one classify the orbits of the natural G-action on V ?
Before we investigate these questions, we give a definition regarding the second
question. It is motivated by calling a variety X , which is equipped with a transitive
action of an algebraic group H , a homogeneous space.
Definition 2.1. V = V1 ⊗ · · · ⊗ Vd is called prehomogeneous if the natural ac-
tion of G on V has a Zariski-dense orbit. Hence, the second question asks if V is
prehomogeneous.
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Now, let us consider the three questions from above. Starting with the bad news,
in general the answer to the third question is “No, this is hopeless”; and there is
a mathematical reasoning for that! Namely, in the language of representation the-
ory there are the so-called wild problems. These wild problems refrain themselves
from classification, since they contain for all(!) m ≥ 2 the problem of classifying
m-tuples of matrices up to simultaneous similarity. In our situation, [BS03, The-
orem 4.5] states that already the classification of the G-orbits for C3 ⊗ Cm ⊗ Cn
is a wild problem. Using this, one can deduce that most instances of classifying
d-tensors for d ≥ 3 are wild. An interested reader may consult the article [BS03]
and the references therein for further details.
Although the classification problem is in general out of reach, there are complete
classifications for certain V . The easiest case C2 ⊗ C2 ⊗ C2 is presented in sec-
tion 3. Moreover, one can always decide the first two questions and we dedicate the
subsequent part of this section to these two questions. A full answer to question 1
respectively question 2 will be given in Theorem 2.4 respectively Theorem 2.15 be-
low.
We start the study with some considerations, that are useful for both question 1
and question 2. Note that if V has finitely many G-orbits, then there is always a
Zariski-dense orbit, i.e. V is prehomogeneous. This is due to the stratification of V
by the G-orbits and due to V being irreducible. Conversely, we will see that not all
prehomogeneous V have finitely many orbits. Hence, question 1 is more restrictive.
Remark 2.2. The dimension formula of an orbit G · v (v ∈ V ) provides a useful
necessary condition for prehomogeneity, and hence in particular for having finitely
many orbits.
To see this, let V = Ca1 ⊗ · · · ⊗ Cad and choose v ∈ V . The stabilizer Gv of v
contains by definition of the G-action the d− 1 dimensional torus
T :=
{
(λ1Ia1 , . . . , λdIad) | λi ∈ C× , λ1 · · ·λd = 1
} ⊆ G ,
where Im ∈ Cm×m denotes the identity matrix. Thus, the dimension formula for the
orbit G · v yields
dimG · v = dimG− dimGv ≤ dimG− dim T =
d∑
i=1
a2i − d+ 1 .
Comparing this with the dimension of V , we see that whenever
N(a1, . . . , ad) := (dimG− dimT )− dimV = 1− d+
d∑
i=1
a2i −
d∏
i=1
ai < 0 ,
V cannot be prehomogeneous as dimG · v < dimV for any v ∈ V . In particular, V
has infinitely many orbits for N(a1, . . . , ad) < 0.
On the other hand, N(a1, . . . , ad) ≥ 0 does not necessarily imply prehomogeneity as
we will see below, compare Theorem 2.7.
Example 2.3. Direct computation for n ∈ N gives
1. N(2, 2, n) = (n− 2)2 + 2
2. N(2, 3, n) = (n− 3)2 + 2
3. N(2, n, n+ 1) = 3
5
4. N(2, n, n) = 2
5. N(n, . . . , n) = 1−d+dn2−nd, in particular, V = (Cn)⊗d is not prehomogenous
if n and d are at least three. ♦
Let us now state the solution for the first question. Of course, if
α :=
∣∣{i | ai > 1}∣∣ ≤ 2
then, as a consequence of the matrix case from section 1, V has finitely many orbits.
Besides this, only the first two types of tuples from Example 2.3 admit finitely many
orbits:
Theorem 2.4 ([Kac80]). Let d ≥ 3 and 2 ≤ a1 ≤ . . . ≤ ad. The natural action of
G on V has only in the following cases finitely many orbits:
1. d = 3 and (a1, a2, a3) = (2, 2, n) for some n ≥ 2.
2. d = 3 and (a1, a2, a3) = (2, 3, n) for some n ≥ 3.
Proof. For a proof we refer to [Man13, Proposition 30].
Although V has finitely many orbits in the mentioned cases, the orbit structure is
differently behaved compared to the matrix case. This is already witnessed by the
simplest possible case C2 ⊗ C2 ⊗ C2.
Example 2.5. For V = C2 ⊗ C2 ⊗ C2 there are seven orbits (including the zero
orbit) and the containment graph for their orbit closures is given in Figure 1. This
containment graph differs from the matrix case. Indeed, it is not just one ascending
chain of inclusions as in equation (1).
V
•
• • •
•
{0}
Figure 1: Containment Graph for orbit closures of V = C2 ⊗ C2 ⊗ C2
Moreover, we see in section 3 that the generalization of matrix rank for tensors is
not enough to distinguish between the orbits of C2⊗C2⊗C2, compare Table 2. For
further examples of Theorem 2.4 we refer to [Par98] and [Lan12, section 10.3]. ♦
As a consequence of Theorem 2.4 the tuples (2, n, n) and (2, n, n + 1) do not give
rise to V with finitely many orbits if n ≥ 4. Still, C2 ⊗ Cn ⊗ Cn+1 is always
prehomogeneous by the next Theorem. Thus, (2, n, n + 1) for n ≥ 4 provides a full
family of prehomogeneous V with infinitely many orbits.
Theorem 2.6. For n ∈ N the tensor product C2 ⊗ Cn ⊗ Cn+1 is prehomogeneous.
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Proof. It follows from [Har93, Proposition 9.4].
Also the following result for (2, n, n) is of interest. Namely, it gives a family of exam-
ples showing that N(a1, . . . , ad) ≥ 0 may not be enough for being prehomogeneous.
(Recall N(2, n, n) = 2 from Example 2.3.)
Theorem 2.7. C2 ⊗ Cn ⊗ Cn is prehomogeneous if and only if n ≤ 3.
Proof. We refer to [Ven19, Proposition 1.9].
Let us turn to the general case Ca1 ⊗ · · · ⊗ Cad .
Remark 2.8. If a1 ≥
∏d
i=2 ai, then C
a1 ⊗ · · · ⊗ Cad is prehomogeneous.
Proof. Set V := Ca1 , W := Ca2 ⊗ · · · ⊗ Cad and H := GLa2(C)× · · · ×GLad(C). In
the following we view V ⊗W as a matrix space. Note that the action of GLa1(C)×H
on V ⊗W is in general not the action from section 1, because H is only a subgroup
of GL(W ). Nevertheless, the matrices of full rank m := a2 · · · ad form a Zariski-
dense set in V ⊗W ∼= Ca1×m and any matrix of full rank can be transformed by left
multiplication with some g ∈ GLa1(C) (Gauß algorithm) to[
Im
0
]
∈ Ca1×m ,
where Im is the identity matrix. Thus, the full rank matrices are contained in an
orbit of the GLa1(C) × H action. (The H action is not needed for the latter.)
Actually, the full rank matrices form a GLa1(C)×H orbit, because multiplying with
elements of H from the right preserves the rank. Hence, V ⊗W has a dense orbit,
i.e. is prehomogeneous.
Therefore, the interesting case for studying prehomogeneity is when ai <
∏d
i 6=j aj
holds for all i = 1, . . . , d. In this case the so-called Castling transform, which we
introduce next, is of help. It was already studied in [SK77] for classifying prehomo-
geneous spaces. Our representation follows mainly [Ven19] and [Man13].
Definition 2.9. Let (a1, . . . , ad), (b1, . . . , bd) ∈ Nd and denote the symmetric group
of {1, . . . , d} by Sd.
1. We say (b1, . . . , bd) is a Castling transform of (a1, . . . , ad), if there exists
σ ∈ Sd such that
bd =
d−1∏
i=1
aσ(i) − aσ(d) and bj = aσ(j)
for 1 ≤ j ≤ d− 1.
2. The tuples (a1, . . . , ad) and (b1, . . . , bd) are said to be Castling equivalent, in
symbols (a1, . . . , ad) ∼ (b1, . . . , bd), if (b1, . . . , bd) results from applying a finite
number of Castling transformations to (a1, . . . , ad).
Remark 2.10. As the name suggests Castling equivalence is an equivalence relation
on Nd. Furthermore, for any σ ∈ Sd the Castling transforms
(a1, . . . , ad)→ (b1, . . . , bd) :=
(
aσ(1), . . . , aσ(d−1), aσ(1) · · ·aσ(d−1) − aσ(d)
)
→ (b1, . . . , bd−1, b1 · · · bd−1 − bd) =
(
aσ(1), . . . , aσ(d)
)
show that (a1, . . . , ad) ∼ (aσ(1), . . . , aσ(d)). Thus, we may always permute the entries
without leaving the Castling equivalence class.
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Due to the following theorem Castling equivalence is suited for studying prehomo-
geneity.
Theorem 2.11. Castling equivalence preserves being prehomogeneous. That is, if
(a1, . . . , ad) and (b1, . . . , bd) are Castling equivalent, then Ca1 ⊗ · · · ⊗ Cad is preho-
mogeneous if and only if Cb1 ⊗ · · · ⊗ Cbd is prehomogeneous.
Proof. This is [Man13, Proposition 28].
Lemma 2.12. N(a1, . . . , ad) is invariant under Castling equivalence.
Proof. Let (a1, . . . , ad), (b1, . . . , bd) ∈ Nd. It is enough to show N(a1, . . . , ad) =
N(b1, . . . , bd) in the case that (b1, . . . , bd) is obtained by one Castling transformation
applied to (a1, . . . , ad). Furthermore, N(a1, . . . , ad) = N(aσ(1), . . . , aσ(d)) for all σ ∈
Sd by commutativity of addition and multiplication. Hence, we may assume that
bi = ai for i < d and bd = a1a2 · · · ad−1 − ad. We compute
N(b1, . . . , bd) = 1− d+
[
d∑
i=1
b2i
]
−
[
d∏
i=1
bi
]
= 1− d+
[
d−1∑
i=1
a2i +
d−1∏
i=1
a2i − 2
d∏
i=1
ai + a
2
d
]
−
[
d−1∏
i=1
a2i −
d∏
i=1
ai
]
= 1− d+
d∑
i=1
a2i −
d∏
i=1
ai = N(a1, . . . , ad)
as required.
Lemma 2.13. Given (a1, . . . , ad) ∈ Nd there is at most one Castling transform
(b1, . . . , bd), up to permuting the bi, such that a1 · · · ad > b1 · · · bd.
Proof. After eventually permuting the ai, we consider for
u :=
d∏
i=3
ai, a
′
1 := ua2 − a1, a′2 := ua1 − a2
the Castling transforms (a′1, a2, a3, . . . , ad), (a1, a
′
2, a3, . . . , ad) ∈ Nd of (a1, . . . , ad)
and assume
ua2 − a1 < a1 and ua1 − a2 < a2 , (2)
which yield ua2 < 2a1 and ua1 < 2a2 respectively. Therefore, we get u
2a1a2 < 4a1a2
and as u is a positive integer we necessarily have u = 1. The latter implies a′1 = −a′2
and with a′1, a
′
2 ≥ 0 we deduce a′1 = a′2 = 0, which is a contradiction.
We say that (a1, . . . , ad) ∈ Nd is a minimal element , if a1 · · · ad ≤ b1 · · · bd for all
(b1, . . . , bd) ∈ Nd with (a1, . . . , ad) ∼ (b1, . . . , bd). With this definition we obtain the
following Corollary of Lemma 2.13.
Corollary 2.14. Every Castling equivalence class in Nd contains, up to permutation
of the entries, a unique minimal element.
Hence, for deciding if Ca1⊗· · ·⊗Cad is prehomogeneous, it suffices to know whether
the unique minimal element in the Castling class of (a1, . . . , ad) gives rise to a preho-
mogeneous space. Note, that by Lemma 2.13 there is (up to permutation) a unique,
fastest way for computing the minimal element by Castling transformations.
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The described approach was first used by Sato and Kimura in [SK77] to classify the
prehomogeneous tensor spaces. Venturelli refined these results in his work [Ven19]
and below we state the main result of his work. It comes with the advantage, that
one only has to apply Castling transforms if N(a1, . . . , ad) = 2.
Theorem 2.15 (Sato-Kimura and Venturelli).
Let d ≥ 3 and (a1, . . . , ad) ∈ Nd.
1. If N(a1, . . . , ad) ≤ −1, then Ca1 ⊗ · · · ⊗ Cad is not prehomogeneous.
2. If N(a1, . . . , ad) ∈ {0, 1}, then Ca1 ⊗ · · · ⊗ Cad is prehomogeneous.
3. If N(a1, . . . , ad) = 2, then (a1, . . . , ad) is Castling equivalent to either
a) a minimal tuple (b1, . . . , bd) with 2 ≤ bd−3 ≤ . . . ≤ bd and d ≥ 4. In this
case Ca1 ⊗ · · · ⊗ Cad is prehomogeneous.
b) or to a minimal tuple of the form (1, . . . , 1, 2, k, k) for a unique k ∈ N.
Here, Ca1 ⊗ · · · ⊗ Cad is prehomogeneous if and only if k ≤ 3.
4. If N(a1, . . . , ad) ≥ 3, then Ca1 ⊗ · · · ⊗ Cad is prehomogeneous.
Proof. This is [Ven19, Theorem 1] and for a proof we refer to the corresponding
article.
3 Tensor Rank and Border Rank
We continue the study of the natural G = GL(V1) × · · · × GL(Vd) action on V =
V1⊗· · ·⊗Vd. For this, we introduce several notions of rank for tensors and illustrate
in the case C2 ⊗ C2 ⊗ C2 how one may study the G-orbits with these notions.
Moreover, tensor (border) rank measures the (approximate) complexity. This will
be beneficial in the following sections, especially when talking about the complexity
of matrix multiplication. Besides complexity, the notions of tensor rank have many
important applications, see [Lan12].
Considering Lemma 1.2 b) there is a natural generalization of the concept of matrix
rank, the so-called tensor rank.
Definition 3.1. Let t ∈ V = V1 ⊗ · · · ⊗ Vd and s ∈ W = W1 ⊗ · · · ⊗Wd.
We call t decomposable if there are vi ∈ Vi such that t = v1 ⊗ · · · ⊗ vd. The rank
of t is defined as
rk(t) := min
{
r ∈ Z≥0
∣∣∣ t = r∑
i=1
ti , ti ∈ V1 ⊗ · · · ⊗ Vd decomposable
}
.
Moreover, we say s is a restriction of t, in symbols s ≤ t, if there are linear maps
αi : Vi →Wi such that (α1 ⊗ · · · ⊗ αd)(t) = s.
Remark 3.2. Let t ∈ V = V1 ⊗ · · · ⊗ Vd and s ∈ W =W1 ⊗ · · · ⊗Wd be tensors.
a) The tensor t is decomposable if and only if rk(t) ≤ 1. Hence, non-zero decom-
posable tensors are exactly the tensors of rank one.
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b) The natural action of G = GL(V1)×· · ·×GL(Vd) preserves the rank of tensors.
In contrast to the matrix case, there may be several distinct G-orbits for the
same tensor rank. For example, even in the simple case C2 ⊗ C2 ⊗ C2 with
finitely many orbits there are four orbits for tensor rank two, compare Table 2
below.
c) Since V has a basis that only consists of decomposable tensors, we have the
inequality rk(t) ≤ dimV = a1 · · · ad, where ai = dimVi. This inequality can
be easily improved to rk(t) ≤ ∏j 6=i aj for any i = 1, . . . , d, by expanding the
expression of t in the basis of V obtained by the tensor product of the basis
of each Vi, compare with Exercise 1d).
d) Let 〈r〉 := ∑ri=1 ei ⊗ ei ⊗ ei ∈ (Cr)⊗3 be the tensor of componentwise multi-
plication in Cr, where e1, . . . , er denotes the standard basis of Cr. Then the
rank of t ∈ V1 ⊗ V2 ⊗ V3 is characterized by
rk(t) ≤ r ⇔ t ≤ 〈r〉,
where dim Vi may be smaller or larger than r, indeed we have just linear maps
Cr → Vi. Consequently, s ≤ t implies rk(s) ≤ rk(t), because the notion of
restriction is transitive. Moreover, this discussion can be generalized to any
number of factors d.
e) Although the rank of a tensor is computable (e.g. by brute force), this is in
general very inefficient. Indeed, for d ≥ 3 the computation of tensor rank over
Q, R and C is NP-hard, see [HL13].
Part b) of the preceding Remark shows that tensor rank is not enough for classifying
the orbits, even if there are only finitely many. Even worse, also the naive attempt
Xr :=
{
t ∈ V1 ⊗ · · · ⊗ Vd | rk(t) ≤ r
}
does not yield Zariski-closed sets in general, compare Example 3.5. At least X1 is
always Zariski-closed, because it is the affine cone of the Segre variety P(V1)× · · ·×
P(Vd) ⊆ P(V ), compare Remark 3.2 a). One circumvention is to enforce Zariski-
closedness by definition. This leads to the border rank of a tensor. This notion
was used implicitly already in [BCRL79] and the term first appeared in the article
[BLR80].
Definition 3.3. Let t ∈ V1 ⊗ · · · ⊗ Vd and denote the Zariski-closure of Xr by Xr.
The border rank of t is defined as
brk(t) := min
{
r ∈ Z≥0 | t ∈ Xr
}
= min
{
r | t is a limit of rank r tensors} .
Remark 3.4. Since Xr is Zariski-open in its Zariski-closure Xr, the Zariski-closure of
Xr equals the Euclidean closure of Xr, compare e.g. [Lan17, section 3.1.6]. Hence,
in the above definition we may consider “t is a limit of rank r tensors” with respect
to the Euclidean topology.
By construction, Xr := {t ∈ V | brk(t) ≤ r} is an algebraic variety and similarly to
equation (1) from the case of matrices we get an ascending chain
{0} = X0 ⊆ X1 ⊆ X2 ⊆ . . . ⊆ XdimV = V .
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In fact, if S := P(V1) × · · · × P(Vd) ⊆ P(V ) denotes the Segre variety, then it can
be proven that Xr is the affine cone of the r-th secant variety of S. Thus, from the
algebraic geometry point of view border rank is more convenient than tensor rank.
For further details on the geometry of rank and border rank we refer to [Lan12,
chapter 5].
Of course, we always have brk(t) ≤ rk(t) and this inequality may be strict.
Example 3.5. Let {e0, e1} be a basis of C2. The tensor
w := e0 ⊗ e0 ⊗ e1 + e0 ⊗ e1 ⊗ e0 + e1 ⊗ e0 ⊗ e0 ∈ C2 ⊗ C2 ⊗ C2
has at most rank three. Actually, one has rk(w) = 3, compare Exercise 2’(6). On
the other hand, for ε > 0
(e0 + εe1)⊗ (e0 + εe1)⊗ (e0 + εe1)− e0 ⊗ e0 ⊗ e0 = εw + ε2t1 + ε3t2 (3)
for some t1, t2 ∈ C2 ⊗ C2 ⊗ C2. Equation (3) shows that
w = lim
ε→0
1
ε
[
(e0 + εe1)⊗ (e0 + εe1)⊗ (e0 + εe1)− e0 ⊗ e0 ⊗ e0
]
,
i.e. ω is a limit of rank two tensors. Thus, brk(w) ≤ 2 < 3 = rk(w). In fact
brk(w) = 2, because the set of tensors of rank at most one is Zariski-closed. ♦
Considering equation (3) may motivate another way of defining the border rank,
that will be needed in section 4. Actually, this leads to a characterization of border
rank, that is the counterpart of describing the tensor rank via restriction as in
Remark 3.2 d). For simplicity we work with tensors of order three.
Definition 3.6. Let d = 3, t ∈ V1 ⊗ V2 ⊗ V3 and let ǫ be an indeterminate over C.
We say t can be approximated with degree q by tensors of rank r, in symbols
tEq 〈r〉, if there exist vectors vi,ρ(ǫ) ∈ C[ǫ]⊗C Vi for i = 1, 2, 3 and ρ = 1, . . . , r such
that
ǫqt+ ǫq+1s(ǫ) =
r∑
ρ=1
v1,ρ(ǫ)⊗ v2,ρ(ǫ)⊗ v3,ρ(ǫ) , (4)
where s ∈ C[ǫ]⊗C (V1 ⊗ V2 ⊗ V3). (The notation tEq 〈r〉 comes from the concept of
degeneration, and 〈r〉 denotes again the tensor ∑i ei ⊗ ei ⊗ ei ∈ (Cr)⊗3.)
Note that compared to [BCS97] and [Str87] our definition shifts the role of q by one.
In [BCS97, section 15.4] the border rank of a tensor t is defined as
brk(t) := min
{
r | ∃ q : tEq 〈r〉
}
. (5)
Replacing in equation (4) the variable ǫ by some ε > 0 and dividing by εq we see
that brk(t) ≤ r whenever t Eq 〈r〉. Hence, we obtain “≤” in (5) for our definition
of border rank. Actually, also the converse inequality holds, i.e. both definitions
coincide. An explanation can be found in [Str87, sections 4 and 5].1
The advantage of defining border rank as in (5) is, that it allows to switch from
approximate to exact algorithms. This is made precise in the following Lemma,
which will be helpful in section 4.
1More precisely, at the beginning of [Str87, section 4] Strassen defines border rank as in Defini-
tion 3.3 and states that t is a degeneration of the tensor 〈brk(t)〉, in symbols tE〈brk(t)〉. Combining
Lemma 5.5 and Theorem 5.8 from [Str87] shows the equivalence of the definitions.
11
Lemma 3.7. Let t ∈ V1 ⊗ V2 ⊗ V3. If tEq 〈r〉, then rk(t) ≤ (q + 1)2r.
Proof. Let t Eq 〈r〉 and assume a representation as in equation (4). Then we can
write
v1,ρ(ǫ) =
∑
λ≥0
v
(λ)
1,ρ ǫ
λ , v2,ρ(ǫ) =
∑
µ≥0
v
(µ)
2,ρ ǫ
µ , v3,ρ(ǫ) =
∑
ν≥0
v
(ν)
3,ρǫ
ν ,
where v
(λ)
1,ρ ∈ V1, v(λ)2,ρ ∈ V2 and v(λ)3,ρ ∈ V3, only finitely many being non-zero. Multi-
plying the right hand side of equation (4) out and comparing the coefficient for ǫq
gives
t =
r∑
ρ=1
∑
λ,µ,ν≥0
λ+µ+ν=q
v
(λ)
1,ρ ⊗ v(µ)2,ρ ⊗ v(ν)3,ρ .
Combining this with the fact that
∣∣ {(λ, µ, ν) ∈ Z3≥0 | λ+ µ+ ν = q} ∣∣ =
(
q + 2
2
)
=
(q + 2)(q + 1)
2
≤ (q + 1)2
we conclude that rk(t) ≤ r(q + 1)2.
In the following we present parts of the material from the exercise sessions of the
fall school. These fit nicely here and form a natural extension of this section. First
we introduce the multilinear rank and solve part a) and b) of Exercise 1. As an
application, we see afterwards how multilinear rank and tensor rank together classify
the orbits of the natural GL2(C)×GL2(C)×GL2(C) action on C2⊗C2⊗C2. Thereby,
we solve Exercises 2 and 2’ partly and emphasize the geometric ideas. (Those who
wish to solve the exercises on their own, are encouraged to jump to section 4 after
reading Definition 3.8.)
For simplicity we work with 3-tensors and assume V = Ca⊗Cb⊗Cc. Let U and W
be C-vector spaces, denote the dual of U by U∨ and the vector space of linear maps
from U∨ to W by Hom(U∨,W ). Recall the canonical isomorphism
U ⊗W → Hom (U∨,W ) , u⊗ w 7→ (f 7→ f(u)w) ,
which is given on decomposable tensors.
Definition 3.8. A tensor t ∈ V corresponds under the canonical isomorphism
V ∼= Hom ((Ca)∨ ,Cb ⊗ Cc) to Γ1(t) : (Ca)∨ → Cb ⊗ Cc ,
which is a linear map and called the first contraction (or flattening) of t. Simi-
larly one defines Γ2(t) :
(
Cb
)∨ → Ca ⊗ Cc and Γ3(t) : (Cc)∨ → Ca ⊗ Cb, the second
and third contraction respectively.
The rank of Γl(t) is denoted rl(t) and the tuple
(
r1(t), r2(t), r3(t)
)
is called the mul-
tilinear rank of t.
Remark 3.9. The natural GLa(C)×GLb(C)×GLc(C) action on V preserves multi-
linear rank, because GLn(C)×GLm(C) is a subgroup of GL(Cn⊗Cm) via (g1, g2) 7→
g1 ⊗ g2.
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Example 3.10. Let us write for t ∈ V the first contraction in coordinates. To do so,
choose bases {ai}i, {bj}j and {ck}k of Ca, Cb and Cc respectively. Then
t =
∑
i,j,k
tijk ai ⊗ bj ⊗ ck
with tijk ∈ C. Now, the first contraction of t is
Γ1(t) : (C
a)∨ → Cb ⊗ Cc, f 7→
∑
i,j,k
f(ai)tijk bj ⊗ ck .
If {αi}i is the dual basis of {ai}i, then Γ1(t) is represented by the matrix

t111 t112 . . . t11c t121 . . . . . . t1bc
t211 t212 . . . t21c t221 . . . . . . t2bc
...
...
...
...
...
ta11 ta12 . . . ta1c ta21 . . . . . . tabc

 ∈ Ca×bc (6)
where (α1, . . . , αa) and (b1 ⊗ c1, . . . , b1 ⊗ cc, b2 ⊗ c1, . . . . . . , bb ⊗ cc) are the ordered
bases, which are considered for this matrix presentation. ♦
The proof of the next Proposition solves part a) and b) of Exercise 1.
Proposition 3.11. Let t ∈ Ca ⊗ Cb ⊗ Cc. Then rk(t) = 1 if and only if t has
multilinear rank (1, 1, 1). In fact, already 1 = ri(t) = rj(t) for i, j ∈ {1, 2, 3} with
i 6= j implies rk(t) = 1.
Proof. If rk(t) = 1, then there are non-zero vectors a1 ∈ Ca, b1 ∈ Cb, c1 ∈ Cc such
that t = a1⊗ b1⊗ c1. Extending these vectors to bases {ai}i, {bj}j and {ck}k we see
that, similar to Example 3.10, all three contractions have

1 0 . . . 0
0 0 . . . 0
...
...
...
0 0 . . . 0


as a matrix representation. Therefore, t has multilinear rank (1, 1, 1).
Conversely, assume without loss of generality that 1 = r1(t) = r2(t). Choose bases
{ai}i, {bj}j and {ck}k of Ca, Cb and Cc respectively. Again, we denote the coor-
dinates of t by tijk and after reordering the bases we may assume t111 6= 0. Since
r1(t) = 1, all rows of the matrix in (6) are linearly dependent. Using that the first
row is non-zero (t111 6= 0), we obtain λi ∈ C (possibly zero) for i ≥ 2 such that
∀j ∈ {1, . . . , b} : ∀k ∈ {1, . . . , c} : λit1jk = tijk .
Setting λ1 := 1 we get the latter property also for i = 1. Similarly, r2(t) = 1 gives
µj ∈ C for j ≥ 1 (µ1 = 1) such that µjti1k = tijk for all i and all k. Now, we compute
t =
∑
i,j,k
tijk ai ⊗ bj ⊗ ck =
∑
i,j,k
λit1jk ai ⊗ bj ⊗ ck
=
∑
j,k
t1jk
(∑
i
λiai
)
⊗ bj ⊗ ck =
∑
j,k
µjt11k
(∑
i
λiai
)
⊗ bj ⊗ ck
=
(∑
i
λiai
)
⊗
(∑
j
µjbj
)
⊗
(∑
k
t11kck
)
,
which shows that t is decomposable. Finally, t 6= 0 yields rk(t) = 1.
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Remark 3.12. The notion of multilinear rank generalizes to d-tensors and is a tuple
of the form
(
r1(t), . . . , rd(t)
)
, where the ri(t) are the ranks of the d contractions
defined by t ∈ V1 ⊗ · · · ⊗ Vd. Furthermore, also the statement of Proposition 3.11
generalizes to d-tensors as may already be clear from the proof.
3.1 Extended Example on C2 ⊗ C2 ⊗ C2
Now, we study the natural action ofG := GL2(C)×GL2(C)×GL2(C) on C2⊗C2⊗C2.
Thereby, we offer an outline for solving Exercises 2 and 2’. Not everything will be
proven, but a complete overview to all results of these two exercises is provided by
Table 1, Table 2 and Figure 2.
To stress, which tensor factor is meant, we set V := Ca ⊗ Cb ⊗ Cc for a, b, c = 2.
Moreover, we fix bases {a0, a1}, {b0, b1} and {c0, c1} of Ca, Cb and Cc respectively.
Often we will suppress the tensor product to increase readability, i.e. instead of a0⊗
b0⊗c0 we write a0b0c0. Whenever we need to consider an ordered basis of Ca⊗Cb (e.g.
for a matrix representing a contraction of a tensor), we use (a0b0, a0b1, a1b0, a1b1) and
similarly for Ca ⊗ Cc, Cb ⊗ Cc.
First, we discuss how many G-orbits there are. Afterwards we present a classification
of all non-zero orbits and give some geometric ideas and intuition. For this, it will
be more convenient to work with the induced G-action on P(V ).
Remember that tensor rank and multilinear rank are G-invariant. Hence, we may
ask how many orbits there are for the possible ranks respectively multilinear ranks.
Of course, to rank 0 (and multilinear rank (0, 0, 0)) corresponds just one orbit,
the zero orbit. Besides this, there are a priori eight possible multilinear ranks,
namely (i, j, k) for i, j, k ∈ {1, 2}. However, Proposition 3.11 shows that (1, 1, 2),
(1, 2, 1) and (2, 1, 1) are not admissible, because ri(t) = rj(t) = 1 for i 6= j enforces
multilinear rank (1, 1, 1). Thus, we are left with five tuples, which indeed happen
to be multilinear ranks of some tensors in V .
The rank one tensor a0b0c0 has multilinear rank (1, 1, 1) and the rank two tensor
a0b0c0 + a1b1c1 has multilinear rank (2, 2, 2). Moreover, the first, second and third
contraction of a0b0c0 + a0b1c1 have representing matrix(
1 0 0 1
0 0 0 0
)
,
(
1 0 0 0
0 1 0 0
)
and
(
1 0 0 0
0 1 0 0
)
respectively. (Recall: The ordered basis for Cb ⊗ Cc is (b0c0, b0c1, b1c0, b1c1) giving
the matrix on the left.) Thus, the tensor a0b0c0+a0b1c1 has multilinear rank (1, 2, 2).
Analogously, a0b0c0 + a1b0c1 and a0b0c0 + a1b1c0 have multilinear ranks (2, 1, 2) and
(2, 2, 1) respectively.
We can conclude that there are at least five non-zero orbits. Actually, only the
multilinear rank (2, 2, 2) gives rise to more than one orbit. Let us first argue, why
the other multilinear ranks correspond to exactly one orbit. Clearly, a rank one
tensor xyz ∈ V is contained in the orbit of a0b0c0, since there are invertible linear
maps sending a0 to x, b0 to y and c0 to z. Thus, the rank one tensors form one
orbit.
Given t ∈ V of multilinear rank (1, 2, 2) we deduce with rk(t) ≤ r1(t)r2(t) = 2
(Exercise 1d)) that t has rank two. Therefore, we may write t = x0y0z0 + x1y
′
1z1
for some xi ∈ Ca, y0, y′1 ∈ Cb and zi ∈ Cc. Now, note that r1(t) = 1 implies that
x0 and x1 are linearly dependent. Hence, we may write t = xy0z0 + xy1z1 with
x := x0 6= 0 and y1 := λy′1, where λ ∈ C× is such that x0 = λx1. On the other
hand, the yi and the zi form a basis of C2 by r2(t) = r3(t) = 2. Thus, there are
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unique g2, g3 ∈ GL2(C) with g2(bi) = yi and g3(ci) = zi. Choosing additionally an
invertible linear map that sends a0 to x shows that t is in the orbit of a0b0c0+a0b1c1.
We deduce that there is exactly one G-orbit for (1, 2, 2), and similarly for (2, 1, 2),
(2, 2, 1).
Considering (2, 2, 2), note that this multilinear rank is also attained by the tensor
w := a0b0c1 + a0b1c0 + a1b0c0, because(
0 1 1 0
1 0 0 0
)
is a matrix presentation for all contractions of w. Contrary to a0b0c0+a1b1c1, w has
rank three by Exercise 2’(6). Hence, we get at least two distinct orbits for (2, 2, 2).
This may be also seen as follows. Given t =
∑
i,j,k tijk aibjck ∈ V in coordinates the
hyperdeterminant is
Det(t) =
(
t2000t
2
111 + t
2
001t
2
110 + t
2
010t
2
101 + t
2
011t
2
100
)
(7)
− 2(t000t001t110t111 + t000t010t101t111 + t000t011t100t111
+ t001t010t101t110 + t001t011t110t100 + t010t011t101t100)
+ 4 (t000t011t101t110 + t001t010t100t111) .
Its vanishing locus is G-invariant and since Det(a0b0c0+a1b1c1) 6= 0 but Det(w) = 0,
the respective orbits have to be distinct. We introduced Det as it is needed for the
classification of the orbits below, see Exercise 2’ at the end or [Ott].
Analogously to the case (1, 2, 2), a tensor t ∈ V of rank two may be written as
t = x0y0z0+x1y1z1. If t has additionally multilinear rank (2, 2, 2), then the xi, the yi
and the zi are linearly independent. Thus, t is contained in the orbit of a0b0c0+a1b1c1
and we conclude that there is exactly one orbit of rank two tensors with multilinear
rank (2, 2, 2). A similar argument for rank three is more cumbersome. Instead one
may use geometric ideas to conclude that there are in fact exactly two orbits for
(2, 2, 2), see Exercise 2c).
All together, three is the largest attained rank and there are six non-zero orbits in
V . For stating the orbits it is more convenient to work over P(V ). Of course, the
G-action on V induces a G-action on P(V ) by g · [v] := [g · v] for [v] ∈ P(V ). By
construction, the projection π : V \{0} → P(V ) is G-equivariant. Thus, a non-zero
orbit G · v may be recovered by π−1 (G · [v]). The complete characterization of the
orbits of P(V ), which follows from the above discussion and Exercises 2 and 2’, is
given in Table 1 and Table 2. The inclusion relations between the orbit closures is
illustrated in Figure 2.
We remark that the combination of tensor rank and multilinear rank suffices to
classify the orbits, compare Table 2. The orbit P(V )\∆ is Zariski-dense in P(V ),
hence a generic tensor in V has rank two and multilinear rank (2, 2, 2). Moreover,
note that the relation between orbits and their closures agrees with the fact, that
orbit closures contain the orbit and eventually orbits of lower dimension.
Regarding Figure 2 let us mention that the inclusions S ⊆ Zi are given via the
product of idP1 with a Segre embedding P1× P1 →֒ P3. Furthermore, one can prove
that the Zi are the irreducible components of the singular locus of ∆.
We end the section by providing some geometric ideas in the style of Exercise 2
part b). This illustrates how one can keep the six orbits of P(V ) geometrically apart.
Let us start with some general thoughts on the pencils P1 → P(C2×2) induced by a
tensor t. For this, write t =
∑
i,j,k tijk ai⊗bj⊗ck in coordinates. The first contraction
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Nr. Orbit Closure Orbit Codim.
1. P
(
Ca ⊗ Cb ⊗ Cc) ∼= P7 P(V )\∆ 0
2. ∆ := {Det = 0} ∆\(Z1 ∪ Z2 ∪ Z3) 1
3. Z1 := σ1
(
P(Ca)× P(Cb ⊗ Cc)) Z1\S 3
4. Z2 := σ2
(
P(Cb)× P(Ca ⊗ Cc)) Z2\S 3
5. Z3 := σ3
(
P(Ca ⊗ Cb)× P(Cc)) Z3\S 3
6. S := σ (P1 × P1 × P1) S 4
Table 1: The G-orbits and their closures of P(V ) for V = Ca ⊗ Cb ⊗ Cc, a =
b = c = 2. Det denotes the hyperdeterminant, σ : P1 × P1 × P1 → P(V ) and
σ1 : P(Ca)× P(Cb ⊗ Cc)→ P(V ) (similarly σ2, σ3) are Segre embeddings.
Nr. Representative Multil. Rk Rk Rk Decomposition
1. a0b0c0 + a1b1c1 (2,2,2) 2 unique
2. a0b0c1 + a0b1c0 + a1b0c0 (2,2,2) 3 infinitely many
3. a0b0c0 + a0b1c1 (1,2,2) 2
4. a0b0c0 + a1b0c1 (2,1,2) 2 infinitely many
5. a0b0c0 + a1b1c0 (2,2,1) 2
6. a0b0c0 (1,1,1) 1 unique
Table 2: Representatives of the G-orbits of P(V ) for V = Ca⊗Cb⊗Cc, a = b = c = 2.
Here {a0, a1}, {b0, b1} and {c0, c1} are bases of Ca, Cb and Cc respectively.
of t as a matrix is (
t000 t001 t010 t011
t100 t101 t110 t111
)
(8)
where we equip (Ca)∨ with the dual basis (α0, α1) of (a0, a1). Using the identification
Cb ⊗ Cc ∼= C2×2 the first contraction induces the pencil
Γ : P1 99K P
(
C2×2
)
, (α0 : α1) 7→
[
α0
(
t000 t001
t010 t011
)
+ α1
(
t100 t101
t110 t111
)]
. (9)
The dashed arrow indicates that Γ is in general only a rational function, since it
may not be defined on certain points of P1.
If the first contraction of t has rank one, then the rows of the matrix in (8) are linearly
dependent. Comparing this with (9) we conclude that the image of Γ collapses to a
point in P(C2×2), because the two matrices in (9) are linearly dependent. The latter
also yields, that Γ is not everywhere defined. On the other hand, if the contraction
has rank two, then for similar reasons the image of Γ is a projective line in P(C2×2)
and Γ is everywhere defined. These considerations also hold for the two other pencils
coming from the second and third contraction of t.
Now, we examine the specific behaviour of the pencils for each orbit. To do so, we
proceed in the same order as given in Tables 1 and 2 and choose the corresponding
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P(V ) V
∆ C(∆)
Z1 Z2 Z3 C(Z1) C(Z2) C(Z3)
S C(S)
{0}
Figure 2: Containment graph for the orbit closures of P(V ) and for the orbit closures
of V = C2⊗C2⊗C2. Here, the affine cone of a Zariski-closed X ⊆ P(V ) is denoted
by C(X) ⊆ V .
representatives. Let Q ∼= P1×P1 be the Segre variety in P(C2×2). It has degree two
and consists of the rank one matrices.
1.) The multilinear rank is (2, 2, 2), so all pencils are projective lines in P(C2×2).
For the representative a0b0c0 + a1b1c1 all three contractions give the same pencil,
namely
Γ1 : P
1 → P (C2×2) , (α0 : α1) 7→ [(α0 00 α1
)]
.
Considering the determinant α0α1 shows that the image intersects Q transversely in
the two points Γ1(1 : 0) and Γ1(0 : 1). This corresponds to the orbit being disjoint
from the vanishing locus of the hyperdeterminant ∆.
2.) Again, the multilinear rank is (2, 2, 2) and hence all pencils are projective lines.
All three contractions of a0b0c1 + a0b1c0 + a1b0c0 yield the pencil
Γ2 : P
1 → P (C2×2) , (α0 : α1) 7→ [(α1 α0α0 0
)]
.
Since the matrices in the image have determinant −α20, the projective line Γ2(P1)
is tangent to Q in the point Γ2(0 : 1). Moreover, as indicated by the determinant
this intersection has multiplicity two. All this amounts to the fact that the orbit is
contained in ∆.
3.) Here (1, 2, 2) is the multilinear rank, so the first contraction induces a pencil
that collapses to a point, while the other two pencils give rise to projective lines.
Specifically, for the representative a0b0c0 + a0b1c1 the first contraction yields
Γ3 : P
1
99K P
(
C2×2
)
, (α0 : α1) 7→
[(
α0 0
0 α0
)]
,
which is not defined for (0 : 1). The image collapses to a point outside Q, because
the determinant is α20 6= 0 for α0 6= 0. This accords with the fact that the orbit is
disjoint from P1 × (P(Cb)× P(Cc)) ∼= P1 ×Q.
Furthermore, the second and third contraction induce the pencil
Γ4 : P
1 → P (C2×2) , (β0 : β1) 7→ [(β0 β10 0
)]
.
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Its image is completely contained in the quadric Q, which is due to the first factor
P1 ∼= P(Ca) of P(Ca) × P(Cb ⊗ Cc). The cases 4.) and 5.) are symmetric to the
third orbit.
6.) In the case of rank one tensors all pencils collapse to a point as the multilinear
rank is (1, 1, 1). Taking a0b0c0 all three contractions give the pencil
Γ6 : P
1
99K P
(
C2×2
)
, (α0 : α1) 7→
[(
α0 0
0 0
)]
,
which is not defined in (0 : 1). The image lies always in Q, which is due to the orbit
being the Segre variety P1 × P1 × P1 ∼= S ⊆ P(V ).
Finally, we conclude that the geometry of the pencils characterizes the corresponding
orbit uniquely. Note that considering the representatives is enough, since up to base
change all vectors of the respective orbit are of the same form as its representative
and since the G-action preserves the investigated properties of the pencils.
4 Complexity of Matrix multiplication
In this section we will discuss the relationship between the asymptotic complexity of
matrix multiplication and tensor (border) rank. Thereby, we provide a brief intro-
duction to what has become a vast field of research, compare e.g. the corresponding
sections in the monographs [BCS97], [Lan12] and [Lan17]. The focus will lie on
early results such as [Str69], [BCRL79] and [Bin80].
We consider the bilinear form of matrix multiplication
µn : C
n×n × Cn×n → Cn×n, (A,B) 7→ AB with (AB)ik =
n∑
j=1
AijBjk .
From the definition one can directly see, that any of the n2 entries of AB can be
computed with n multiplications and n − 1 additions. Hence, µn can be computed
with O(n3) many operations. Nevertheless, this is just the very beginning of the
story.
In his classical work [Str69] from 1969 Strassen showed that µn can actually be
computed with O(n2.81) operations. At that time, the result was quite a surprise.
In fact, Strassen’s initial goal was, ironically, to show that the standard computation
is optimal with respect to the number of multiplications. This already fails in the
case of 2× 2 matrices: Strassen’s algorithm from [Str69], presented in Example 4.5
below, uses seven instead of eight multiplications for multiplying 2 × 2 matrices.
Although the algorithm needs more additions than the standard one, it yields faster
computation for large matrices as follows. After filling up with zeros, we may assume
that the two matrices have size 2k × 2k. Dividing both matrices into 2 × 2 block-
matrices, each block of size 2k−1 × 2k−1, we can apply Strassen’s algorithm and
proceed by recursion. The analysis in [Str69] shows that asymptotically this method
has complexity nlog2 7 ≈ n2.81. We will recover this statement in Corollary 4.13 below.
To do so, let us introduce the standard measure for the asymptotic complexity of
matrix multiplication.
Definition 4.1. The exponent of matrix multiplication ω is defined as
ω := inf
{
τ ∈ R | µn is computable in O(nτ ) arithmetic operations
}
.
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By the above discussion we already know that ω ≤ 2.81. Moreover, since one has
to compute n2 matrix entries, we have the trivial lower bound 2 ≤ ω. It was a
crucial observation by Strassen that ω is intimately related to the tensor rank of the
following family of tensors.
Definition 4.2. Let n ≥ 1 and let {Ei,j | i, j = 1, . . . , n} be the standard basis of
Cn×n, i.e. the (i, j) entry of Ei,j is one and all other entries are zero. We define
M〈n〉 :=
n∑
i,j,k=1
Ei,j ⊗ Ej,k ⊗ Ek,i ∈ Cn×n ⊗ Cn×n ⊗ Cn×n
and call it the tensor of matrix multiplication.
Identifying Cn×n ∼= (Cn×n)∨ the tensor M〈n〉 corresponds to the trilinear map
ϕ : (A,B,C) 7→ trace(ABC). The definition is motivated by µ(Ei,j, Ej,k) = Ei,k
and one usually switches i and k in the third tensor factor for convenience. Actu-
ally, this may also be justified as follows. The bilinear map µ corresponds to a tensor
(Cn×n)∨⊗ (Cn×n)∨⊗Cn×n and taking transposition (amounts to taking dual) in the
third tensor factor gives the tensor in (Cn×n)∨ ⊗ (Cn×n)∨ ⊗ (Cn×n)∨ corresponding
to ϕ.
Remark 4.3. For all n ≥ 2 the tensor M〈n−1〉 is a restriction of M〈n〉. To see this,
let α : Cn×n → C(n−1)×(n−1) be the unique linear map that sends Ei,j ∈ Cn×n to
Ei,j ∈ C(n−1)×(n−1) if i, j 6= n and otherwise to zero. Then (α⊗α⊗α)(M〈n〉) = M〈n−1〉
and hence M〈n−1〉 ≤ M〈n〉. Therefore, we have
∀n ≥ 2: rk(M〈n−1〉) ≤ rk(M〈n〉)
by Remark 3.2 d).
The next theorem expresses the relation between ω and M〈n〉, that was observed by
Strassen.
Theorem 4.4 (implicitly in [Str69]). The exponent of the asymptotic complexity of
rk
(
M〈n〉
)
is equal to ω, i.e.
ω = inf
{
τ ∈ R | rk (M〈n〉) ∈ O(nτ )} .
Proof. For a detailed proof we refer to [BCS97, Proposition 15.1].
Example 4.5. In the following we give a tensor decomposition, which will show
rk(M〈2〉) ≤ 7. In fact, Winograd [Win71] has proven rk(M〈2〉) = 7. To improve
readability we denote Ei,j ∈ C2×2 in the three tensor factors by aij , bij and cij
respectively. For an easy comparison with Strassen’s algorithm, we give a decompo-
sition for M ′〈2〉, the tensor obtained from acting on M〈2〉 by the transposition in the
third tensor factor, i.e.
M ′〈2〉 = a11 ⊗ b11 ⊗ c11︸ ︷︷ ︸
1
+ a12 ⊗ b21 ⊗ c11︸ ︷︷ ︸
2
+ a21 ⊗ b11 ⊗ c21︸ ︷︷ ︸
3
+ a22 ⊗ b21 ⊗ c21︸ ︷︷ ︸
4
+ a11 ⊗ b12 ⊗ c12︸ ︷︷ ︸
5
+ a12 ⊗ b22 ⊗ c12︸ ︷︷ ︸
6
+ a21 ⊗ b12 ⊗ c22︸ ︷︷ ︸
7
+ a22 ⊗ b22 ⊗ c22︸ ︷︷ ︸
8
.
The corresponding decomposition for M〈2〉 can be obtained by applying again the
transposition in the third factor. We have
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M ′〈2〉 = (a11 + a22)⊗ (b11 + b22)⊗ (c11 + c22)︸ ︷︷ ︸
I
+ (a21 + a22)⊗ b11 ⊗ (c21 − c22)︸ ︷︷ ︸
II
+ a11 ⊗ (b12 − b22)⊗ (c12 + c22)︸ ︷︷ ︸
III
+ a22 ⊗ (−b11 + b21)⊗ (c21 + c11)︸ ︷︷ ︸
IV
+ (a11 + a12)⊗ b22 ⊗ (−c11 + c12)︸ ︷︷ ︸
V
+ (−a11 + a21)⊗ (b11 + b12)⊗ c22︸ ︷︷ ︸
VI
+ (a12 − a22)⊗ (b21 + b22)⊗ c11︸ ︷︷ ︸
VII
.
This decomposition is just Strassen’s algorithm written as a tensor. To illustrate
this, let now A = (aij), B = (bij) ∈ C2×2 and set C = (cij) := AB. Strassen’s
algorithm for multiplying A and B computes first
I = (a11 + a22)(b11 + b22) II = (a21 + a22)b11
III = a11(b12 − b22) IV = a22(−b11 + b21)
V = (a11 + a12)b22 VI = (−a11 + a21)(b11 + b12)
VII = (a12 − a22)(b21 + b22)
and afterwards
c11 = I + IV− V+ VII c21 = II + IV
c12 = III + V c22 = I− II + III + VI .
The reader is encouraged to carefully compare the decomposition with the algorithm
and to verify correctness.
There is also a classical decomposition of M〈3〉 due to Laderman [Lad76] showing
rk(M〈3〉) ≤ 23, see also [Lan12, section 11.4]. ♦
Besides the result rk(M〈2〉) = 7, asking for concrete values of rk(M〈n〉) and brk(M〈n〉)
for small n is challenging. Indeed, already the case n = 3 is still open, for both rank
and border rank. At least the border rank of M〈2〉 has been determined.
Theorem 4.6 ([Lan06]). It holds that brk(M〈2〉) = 7.
A shorter proof of the latter result is contained in the recent preprint [CHL19,
section 5].
Next, we head for exhibiting upper bounds on ω in terms of the (border) rank of
M〈n〉 for fixed n. In particular, we will recover Strassen’s result ω ≤ 2.81.
Definition 4.7. Let Vi, Wi for i = 1, . . . , d be finite dimensional C-vector spaces
and choose s ∈ W1 ⊗ · · · ⊗Wd, t ∈ V1 ⊗ · · · ⊗ Vd. Then we can form the tensor
product s⊗ t and we call it the Kronecker product of s and t, when viewing it as
a d-tensor in V ′1 ⊗ · · · ⊗ V ′d with V ′i :=Wi ⊗ Vi.
Remark 4.8. Note that it is important how one views the tensor product s⊗ t. For
example, the rank of s ⊗ t as the Kronecker product, i.e. as a d-tensor, may be
strictly smaller than its rank as a 2d-tensor in V1 ⊗ · · · ⊗ Vd ⊗W1 ⊗ · · · ⊗Wd. To
see this, consider U, V,W,X = C2 and corresponding basis vectors ui, vi, wi, xi for
i = 1, 2. Then(
2∑
i=1
ui ⊗ vi
)
⊗ (w1 ⊗ x1) = u1 ⊗ v1 ⊗ w1 ⊗ x1 + u2 ⊗ v2 ⊗ w1 ⊗ x1
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has rank one in (U ⊗ V )⊗ (W ⊗X), but not in U ⊗ V ⊗W ⊗X as it does not have
multilinear rank (1, 1, 1, 1).
The Kronecker product has the following useful properties.
Lemma 4.9. Let t1 ∈ V1⊗· · ·⊗Vd, t2 ∈ W1⊗· · ·⊗Wd and consider their Kronecker
product t1 ⊗ t2. Then
a) rk(t1 ⊗ t2) ≤ rk(t1) rk(t2).
b) Let d = 3. If t1 Eq1 〈r1〉 and t2 Eq2 〈r2〉, then t1 ⊗ t2 Eq1+q2 〈r1r2〉.
Proof. For part a) choose rank decompositions
t1 =
rk(t1)∑
ρ=1
v1,ρ ⊗ · · · ⊗ vd,ρ and t2 =
rk(t2)∑
θ=1
w1,θ ⊗ · · · ⊗ wd,θ
with vi,ρ ∈ Vi, wi,θ ∈ Wi for i = 1, . . . , d. Tensoring these decompositions yields
t1 ⊗ t2 =
rk(t1)∑
ρ=1
rk(t2)∑
θ=1
(v1,ρ ⊗ w1,θ)⊗ · · · ⊗ (vd,ρ ⊗ wd,θ)
and hence rk(t1 ⊗ t2) ≤ rk(t1) rk(t2).
To prove part b) choose representations as in equation (4), i.e.
ǫq1t1 + ǫ
q1+1s1(ǫ) =
r1∑
ρ=1
v1,ρ(ǫ)⊗ v2,ρ(ǫ)⊗ v3,ρ(ǫ)
ǫq2t2 + ǫ
q2+1s2(ǫ) =
r2∑
θ=1
w1,θ(ǫ)⊗ w2,θ(ǫ)⊗ w3,θ(ǫ) ,
where vi,ρ(ǫ) ∈ C[ǫ] ⊗C Vi, wi,θ(ǫ) ∈ C[ǫ] ⊗C Wi and s1 ∈ C[ǫ] ⊗C (V1 ⊗ V2 ⊗ V3),
s2 ∈ C[ǫ]⊗C (W1 ⊗W2 ⊗W3). Forming the tensor product gives a representation
ǫq1+q2(t1 ⊗ t2) + ǫq1+q2+1s(ǫ) =
r1∑
ρ=1
r2∑
θ=1
3⊗
i=1
(
vi,ρ(ǫ)⊗ wi,θ(ǫ)
)
with s(ǫ) = [s1(ǫ)⊗ t2]+ [t1⊗s2(ǫ)]+ ǫ[s1(ǫ)⊗s2(ǫ)]. Therefore, we obtain the claim
t1 ⊗ t2 Eq1+q2 〈r1r2〉.
An immediate consequence of part a) is the following Corollary.
Corollary 4.10. Let t ∈ V1 ⊗ · · · ⊗ Vd. For any k ≥ 1 the Kronecker product t⊗k
satisfies rk
(
t⊗k
) ≤ rk(t)k.
The tensor of matrix multiplication admits the following nice property.
Lemma 4.11. If n,m ∈ N, then M〈n〉 ⊗M〈m〉 = M〈nm〉 for the Kronecker product
of M〈n〉 and M〈m〉.
Proof. The proof is left as an exercise, see Exercise 4 below.
With these properties of the Kronecker product we are now able to present two ways
of finding upper bounds on ω, namely Propositions 4.12 and 4.14.
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Proposition 4.12. If rk
(
M〈n〉
) ≤ r, then ω ≤ logn r respectively nω ≤ r.
Proof. Corollary 4.10 for t =M〈n〉 combined with Lemma 4.11 shows
rk
(
M〈nk〉
)
= rk
(
M⊗k〈n〉
)
≤ rk (M〈n〉)k ≤ rk = n(logn r)k (10)
for all k ≥ 1. Now, for an arbitrarym ≥ 1 equation (10) with k := ⌈lognm⌉ together
with rk(M〈n1〉) ≤ rk(M〈n2〉) for n1 ≤ n2 (see Remark 4.3) gives
rk
(
M〈m〉
) ≤ rk (M〈nk〉) ≤ n(logn r)⌈logn m⌉ ≤ n(logn r)(1+logn m) = rmlogn r .
We conclude rk(M〈m〉) ∈ O(mlogn r) and Theorem 4.4 yields ω ≤ logn r.
With the bound rk(M〈2〉) ≤ 7 from Example 4.5 we recover Strassen’s classical result
from 1969.
Corollary 4.13 ([Str69]). It holds that ω ≤ log2 7 ≤ 2.81.
Remember from section 3 that the set of all tensors with border rank at most r is
Zariski-closed, while this fails in general for the rank. Thus, the notion of border
rank is better suited than rank for geometric methods. Hence, it is good news that
there are analogues of Proposition 4.12 and Theorem 4.4 for border rank.
Proposition 4.14 ([Bin80]). For all n ≥ 1 one has nω ≤ brk (M〈n〉). In particular,
a bound brk
(
M〈n〉
) ≤ r implies ω ≤ logn r.
Proof. Fix n. Then there is some q ∈ N such that M〈n〉 Eq brk(M〈n〉). Part b) of
Lemma 4.9 in combination with Lemma 4.11 implies
M〈nk〉 Ekq
〈
brk
(
M〈n〉
)k 〉
for all integers k ≥ 1. Thus, by Lemma 3.7
rk
(
M〈nk〉
) ≤ (kq + 1)2 brk (M〈n〉)k
and applying Proposition 4.12 to the latter gives
nkω ≤ (kq + 1)2 brk (M〈n〉)k , hence nω ≤ k√(kq + 1)2 brk (M〈n〉)
for any k ≥ 1. Letting k tend to infinity we conclude nω ≤ brk(M〈n〉). The second
part of the statement follows from the monotonicity of the logarithm.
In [BCRL79] Bini et al. implicitly observed thatM〈12〉E41000 and thus brk(M〈12〉) ≤
1000, although the notion of border rank was not yet defined at this time. They used
the former to deduce the following bound on ω, which is for us a direct consequence
of Proposition 4.14.
Corollary 4.15 ([BCRL79]). We have ω ≤ log12 1000 < 2.78.
Furthermore, Proposition 4.14 enables us to prove the counterpart of Theorem 4.4
for the border rank of M〈n〉.
Theorem 4.16 ([Bin80]). The exponent of the asymptotic complexity of brk
(
M〈n〉
)
is equal to the exponent of matrix multiplication, i.e.
ω = inf
{
τ ∈ R | brk (M〈n〉) ∈ O(nτ )} .
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Proof. Set α := inf{τ ∈ R | brk(M〈n〉) ∈ O(nτ )}. The inequality ω ≥ α follows from
Theorem 4.4 and rk(M〈n〉) ≥ brk(M〈n〉). Conversely, nω ≤ brk(M〈n〉) for all n ≥ 1
(Proposition 4.14) yields ω ≤ α.
Summarizing, we have seen how to express and upper bound the exponent ω of ma-
trix multiplication via the (border) rank of M〈n〉. Although the bound ω < 2.78 due
to brk(M〈12〉) ≤ 1000 is not a huge improvement of Strassen’s result ω ≤ 2.81, the
border rank turned out to be more powerful. Namely, Scho¨nhage [Sch81] generalized
Proposition 4.14 to his Asymptotic Sum Inequality (also called τ -theorem) and was
thus able to prove ω < 2.55. Two further landmarks are Strassen’s laser method
(ω < 2.48) from [Str87] and its probabilistic refinement (ω < 2.376) by Coppersmith
and Winograd [CW90]. During the last three decades the progress almost stopped
and the current state of the art is ω < 2.374 due to Le Gall [LG14]. For additional
historical details the interested reader may consult [BCS97, section 15.13] or the
survey [Str94].
Conversely, there is an interest for finding concrete lower bounds for the complexity
of matrix multiplication. For this, general lower bounds on brk(M〈n〉) have been
studied:
1. Strassen [Str83]: 3
2
n2 ≤ brk(M〈n〉)
2. Lickteig [Lic84]: 3
2
n2 + 1
2
n− 1 ≤ brk(M〈n〉)
3. Bu¨rgisser-Ikenmeyer2 [BI13]: 3
2
n2 − 2 ≤ brk(M〈n〉)
4. Landsberg-Ottaviani [LO15]: 2n2 − n ≤ brk(M〈n〉)
5. Landsberg-Michalek [LM18]: 2n2 − log n− 1 ≤ brk(M〈n〉)
However, all these lower bounds cannot improve the trivial bound 2 ≤ ω for the
asymptotic complexity! Actually, as a special case of Conjecture 8.8 below, there is
the following astonishing hypothesis.
Conjecture 4.17. ω = 2.
That is, asymptotically matrix multiplication is conjectured to be nearly as easy as
matrix addition!
Although ω = 2 would be very astounding, it seems to be widely believed by experts
in the field. Nevertheless, let us point out the discrepancy between the theoretic mea-
sure ω and real world implementations. Already for upper bounds on ω the hidden
constant in the O-notation may be so large, that a corresponding algorithm would
just be impractical. To stress this, we explicate the meaning of Conjecture 4.17.
For any ε > 0 there is a constant c(ε) > 0 such that computing µn needs (at most)
c(ε)n2+ε arithmetic operations. Not only that c(ε) may be huge, it may also tend
very fast to infinity for ε→ 0.
In [Lan17, section 4] this is circumvented by introducing the notion ωprac,k, which
does not contain a hidden constant. There, ωprac,k is used to study the complexity of
multiplying matrices of size at most k×k and for further details we refer to [Lan17].
When it comes to algorithms used in practice, there are in fact only few known to
beat Strassen’s algorithm from 1969. Regarding concrete implementations and pa-
pers studying practical issues we refer to [BB15], [Bod10], [DN07], [HJJ+96], [Smi13]
2Compared to the other mentioned works the article [BI13] provides a completely differ-
ent method of proof. The lower bound is obtained by exhibiting so-called obstructions, a
representation-theoretic notion coming from Geometric Complexity Theory.
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and the references therein.
Concluding this section, the following important problems remain open.
1. Determine the exponent of matrix multiplication. In particular, is ω = 2?
2. Compute rk
(
M〈n〉
)
and brk
(
M〈n〉
)
for some small n ≥ 3.
5 Symmetric Tensors and Symmetric Rank
In the case V1 = . . . = Vd we can study symmetry of tensors in V1⊗ · · ·⊗ Vd. Let V
be an n-dimensional C-vector space and denote the symmetric group of {1, . . . , d}
by Sd. Of course, Sd acts linearly on V
⊗d by permuting the tensor factors, i.e. on
decomposable tensors the action is given by
σ · (v1 ⊗ · · · ⊗ vd) := vσ(1) ⊗ · · · ⊗ vσ(d)
for σ ∈ Sd and v1, . . . , vd ∈ V .
Definition 5.1. A tensor t ∈ V ⊗d is called symmetric, if σ · t = t for all σ ∈ Sd,
i.e. t is Sd-invariant. The subspace of symmetric tensors of V
⊗d is denoted by
Symd(V ).
Remark 5.2. Let e1, . . . , en be a basis of V and write
t =
∑
i1,...,id
ti1,...,id ei1 ⊗ · · · ⊗ eid ∈ V ⊗d .
Then
a) t ∈ Symd(V ) if and only if ti1,...,id = tσ(i1),...,σ(id) for all σ ∈ Sd and all
i1, . . . , id ∈ {1, . . . , n}.
b) Part a) allows us to identify Symd(V ) with the space of homogeneous polyno-
mials of degree d on V ∨. Often we will do this implicitly.
c) The symmetrization of t
tsym :=
∑
i1,...,id
(
1
d!
∑
σ∈Sd
tσ(i1),...,σ(id)
)
ei1 ⊗ · · · ⊗ eid
is a symmetric tensor and t ∈ Symd(V ) if and only if t = tsym.
Definition 5.3. Let f ∈ Symd(V ). The symmetric rank or Waring rank of t
is
srk(t) := min
{
r
∣∣∣ t = r∑
i=1
(li)
d , li ∈ Sym1 V
}
.
Similarly to the border rank, we define the border symmetric rank of t as
bsrk(t) := min
{
r
∣∣∣ t is a limit of ti ∈ Symd(V ) with srk(ti) = r} .
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The (border) symmetric rank is an important notion with many applications, see e.g.
[Lan12, Part 3]. Regarding the exponent ω of matrix multiplication Theorem 7.8
will be an analogue of Theorems 4.4 and 4.16 in the “symmetric world”. Namely,
we can characterize ω also by the (border) symmetric rank, when considering the
symmetrization of the tensors M〈n〉, n ≥ 1.
Remark 5.4. Let t ∈ Symd(V ).
a) It holds that bsrk(t) ≤ srk(t), rk(t) ≤ srk(t) and brk(t) ≤ bsrk(t).
b) Let νd : P(V ) → P(Symd(V )), [v] 7→ [vd] be the Veronese embedding. Then
srk(t) = 1 if and only if t 6= 0 is in the affine cone over the Veronese variety
νd(P(V )).
c) If W is a C-vector space containing V , then Symd(V ) ⊆ Symd(W ) and the
symmetric rank of t is independent of viewing t as an element in Symd(V ) or
in Symd(W ). To see this, we consider t as a homogeneous polynomial of degree
d, i.e. t ∈ Rd for R := C[x1, . . . , xn], and let y be an additional variable. Then
any decomposition of t into a sum of powers of linear forms in R is also such
a decomposition in R[y]. Thus we have srkR(t) ≥ srkR[y](t).
Conversely, for r := srkR[y](t) there are linear forms l1, . . . , lr ∈ R[y]1 such that
t(x1, . . . , xn) =
r∑
i=1
(
li(x1, . . . , xn, y)
)d
.
Setting y = 0 gives on the right hand side a sum of r powers of linear forms
in R, hence srkR(t) ≤ r = srkR[y](t).
Example 5.5. For V = C2 consider the homogeneous polynomial t = 3x2y. It
corresponds to the symmetric tensor x ⊗ x ⊗ y + x ⊗ y ⊗ x + y ⊗ x ⊗ x, which we
already encountered in Example 3.5. We already know rk(t) = 3 and brk(t) = 2.
Actually, the computation for brk(t) = 2 also shows bsrk(t) = 2 as
w = lim
ε→0
1
ε
[
(x+ εy)3 − x3] .
Moreover, we have the decomposition
t = 3x2y =
1
2
(x+ y)3 − 1
2
(x− y)3 − y3
and therefore srk(t) ≤ 3 and with rk(t) = 3 we conclude srk(t) = 3. The latter can
also be seen with Theorem 7.3 below. ♦
Example 5.6. Another example for a strict inequality bsrk(t) < srk(t) is the follow-
ing. Consider V = C2 and t := x3 + 3x2y. By Exercise 5, t is not the sum of two
cubes, hence srk(t) ≥ 3. On the other hand, t is the limit of polynomials, that are
sums of two cubes, namely
t = lim
ε→0
1
ε
[
(ε− 1)x3 + (x+ εy)3]
= lim
ε→0
1
ε
[
εx3 + 3εx2y + 3ε2xy2 + ε3y3
]
Therefore bsrk(t) = 2. ♦
Remark 5.7. The inequality rk(t) ≤ srk(t) for t ∈ Symd(V ) may be strict as well.
An astounding example with d = 3 and n = 800 variables, where rk(t) ≤ 903 and
srk(t) = 904, is due to Shitov [Shi18].
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6 Apolarity Theory
This section introduces Apolarity Theory, which already dates back to works of
Sylvester from 1851, see [Sylc], [Syla] and [Sylb]. It can be used to compute the
symmetric rank of homogeneous polynomials as we shall see in section 7. The main
tool for this is the Apolarity Lemma, which we state in a “reduced version” in Theo-
rem 6.8 and in its “scheme version” in Theorem 6.9. For further details on Apolarity
theory the reader is referred to the literature, e.g. [IK99] and [RS00].
Let V be an n+1 dimensional C-vector space and denote its dual by V ∨. We also con-
sider the symmetric algebras S = C[x0, . . . , xn] := Sym(V ) and T = C[∂0, . . . , ∂n] :=
Sym(V ∨). As the labeling of the variables suggests we let T act linearly on S
by formal differentiation. This action will be indicated by a dot, e.g. g · f for
f ∈ S and g ∈ T . Moreover, given multi-indices α = (α0, . . . , αn) ∈ (Z≥0)n+1 and
β = (β0, . . . , βn) ∈ (Z≥0)n+1 we introduce the shortcuts
∂α := ∂α00 ∂
α1
1 · · ·∂αnn and xβ := xβ00 xβ11 · · ·xβnn
as well as
|α| :=
n∑
i=0
αi , α! :=
n∏
i=0
αi! and
(
d
α
)
:=
d!
α!
=
d!
α0! · · ·αn! ,
where in the latter d = |α|.
Lemma 6.1. Let α and β be multi-indices with |α| = |β|, then
∂α · xβ =
{
α! if α = β
0 if α 6= β
Proof. Clearly, ∂α · xα = α! by the rules of formal differentiation. On the other
hand, if α 6= β then |α| = |β| yields some j such that αj > βj . The latter implies
∂α · xβ = 0.
Lemma 6.2. Let g ∈ Td = Symd(V ∨) and let l =
∑n
i=0 cixi ∈ S1 = Sym1(V ), where
ci ∈ C. Then g · ld = d! g(c0, c1, . . . , cn).
Proof. The multinomial theorem gives
ld =
∑
|β|=d
(
d
β
)
cβxβ and we can write g =
∑
|α|=d
gα∂
α
with gα ∈ C. Applying Lemma 6.1 we conclude
g · ld =
∑
|α|=d
gαc
αα!
(
d
α
)
=
∑
|α|=d
gαc
αd! = d! g(c0, c1, . . . , cn) ,
which is the claim.
Definition 6.3. The annihilator or apolar ideal of f ∈ Symd(V ) is the homo-
geneous ideal
Ann(f) := f⊥ :=
{
g ∈ Sym(V ∨) | g · f = 0}
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of Sym(V ∨). Its d-th homogeneous part (f⊥)d is called the socle of f
⊥. Moreover,
as f⊥ is homogeneous we can consider the graded ring
Af := Sym(V
∨)/(f⊥) =
∞⊕
e=0
Syme(V ∨)/(f⊥)e ,
which is called the apolar ring of f .
The notation Af is quite common in the literature. To avoid confusion, let us point
out that the apolar ring is not related to localization at all.
Remark 6.4. Let f ∈ Sd = Symd(V ), f 6= 0.
a) The socle (f⊥)d has codimension one in the C-vector space Sym
d(V ∨).
b) If k > d, then (f⊥)k = Sym
k(V ∨).
c) By part b) the graded C-algebra Af is Artinian, because (Af )k = 0 for all
k > d and (Af)e is finite dimensional for all e ≤ d.
The following Proposition will be needed to prove the Apolarity Lemma, Theo-
rem 6.9.
Proposition 6.5. Let f ∈ Symd(V ). The apolar ideal f⊥ is determined by its socle
(f⊥)d, i.e. for all e < d
(f⊥)e =
[
(f⊥)d : m
d−e
]
e
:=
{
g ∈ Te | ∀h ∈ md−e : (gh) · f = 0
}
where m := (∂0, . . . , ∂n) is the irrelevant ideal of T .
Proof. Since f⊥ is an ideal, the inclusion (f⊥)e ⊆ [(f⊥)d : md−e]e follows immedi-
ately. Conversely, for g ∈ [(f⊥)d : md−e]e we have (g ∂α) · f = ∂α · (g · f) = 0 for
all multi-indices α with |α| = d− e. Together with Lemma 6.1 this implies that all
coefficients of g · f ∈ Sd−e are zero. Thus g · f = 0, i.e. g ∈ (f⊥)e.
The next Proposition is equivalent to saying that Af is a Gorenstein Artinian ring.
Proposition 6.6. Let f ∈ Symd(V ) and e ∈ {0, 1, . . . , d}. The multiplication
(Af )e × (Af )d−e → (Af)d ∼= C
is a perfect pairing. In particular, dimC(Af)e = dimC(Af )d−e.
Proof. We write [g] for the equivalence class of g ∈ T in Af = T/(f⊥). By symmetry,
it is enough to show that the pairing is non-degenerate in one component. Let
[t] ∈ (Af)e with [tu] = 0 in (Af )d for all [u] ∈ (Af )d−e. In particular, tu ∈ (f⊥)d
for all u ∈ md−e ⊆ Td−e, i.e. t ∈ [(f⊥)d : md−e]e. Finally, Proposition 6.5 implies
t ∈ (f⊥)e, i.e. [t] = 0 in (Af)e.
Example 6.7. Let f = xα ∈ S be a monomial for some multi-index α. Then
f⊥ =
(
∂α0+10 , . . . , ∂
αn+1
n
)
and Af = C[∂0, . . . , ∂n]/(∂
α0+1
0 , . . . , ∂
αn+1
n ) .
Since Af has Krull dimension zero and is generated by homogeneous elements of
degree one, it holds that degAf = dimCAf = (α0 + 1)(α1 + 1) · · · (αn + 1). ♦
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Now, we turn to the main result of this section. It was a smart idea due to Sylvester
to link the differential operators killing f with the decompositions of f as sum of
powers of linear forms.
Theorem 6.8 (Apolarity Lemma, reduced version).
Let Z = {p1, . . . , pk} ⊆ Pn = P(V ∨) be a subscheme of closed reduced points. Denote
the hyperplane in P(V ) that corresponds to pi ∈ P(V ∨) by li. Then for f ∈ Symd(V )
IZ ⊆ f⊥ ⇔ ∃ c1, . . . , ck ∈ C : f =
k∑
i=1
cil
d
i ,
where IZ is the vanishing ideal of Z.
Since C is algebraically closed, we may write cildi = (l
′
i)
d (with l′i a linear form)
by taking a d-th root of ci. Thus, the reduced Apolarity Lemma characterizes the
symmetric rank of f as the smallest k such that there is a closed reduced subscheme
Z ⊆ Pn consisting of k distinct points and satisfying IZ ⊆ f⊥. This will be used
in section 7 for computing the symmetric rank of certain polynomials. We omit a
proof of the reduced version as it is a special case of the scheme-theoretic version in
Theorem 6.9 below.
To formulate this theorem, we define the projective linear span of a closed subscheme
X ⊆ PN , denoted by 〈X〉, to be the smallest projective linear subspace of PN , which
contains X as a subscheme. The scheme 〈X〉 is the vanishing locus of (IX)1.
Theorem 6.9 (Apolarity Lemma, scheme version).
Let Z ⊆ Pn be a closed zero-dimensional subscheme, f ∈ Symd(V ) and let νd : P(V )→
P(Symd(V )) be the Veronese embedding. Then
IZ ⊆ f⊥ ⇔ f ∈ 〈νd(Z)〉 ,
where IZ denotes the vanishing ideal of Z ⊆ Pn.
Let us stress, in which sense the scheme version of the Apolarity Lemma generalizes
the reduced version. If X ⊆ PN is a closed reduced subscheme, then 〈X〉 is given
by the usual projective linear span of the closed points of X . Thus, if Z (and hence
νd(Z)) is reduced in Theorem 6.9 we obtain Theorem 6.8.
In contrast, for non-reduced X one may have 〈Xred〉  〈X〉 as “fat points need
more space”. For example, if Y ⊆ P2 is the closed reduced subscheme consisting
of the points (1 : 0 : 0) and (0 : 1 : 0), then 〈Y 〉 = Proj(C[x0, x1, x2]/(x2) ) ∼= P1.
Equipping the point (1 : 0 : 0) with the multiplicity two, scheme structure coming
from the ideal (x1, x
2
2), and leaving (0 : 1 : 0) untouched, we get a scheme X such that
X * 〈Y 〉 as subschemes of P2 since x2 /∈ IX . Hence, we necessarily get 〈X〉 = P2,
which may also be seen via (IX)1 = 0.
Proof of Theorem 6.9. The form f is in 〈νd(Z)〉 if and only if every linear form on
P(Symd(V )) that vanishes on νd(Z) also vanishes on f . Equivalently, all homoge-
neous forms of degree d vanishing on Z, also vanish on f . Here we used the property
of the Veronese embedding under which forms of degree d become linear forms. In
short, we have argued that f ∈ 〈νd(Z)〉 if and only if (IZ)d ⊆ (f⊥)d.
We end the proof by showing that (IZ)d ⊆ (f⊥)d is equivalent to IZ ⊆ f⊥. Clearly,
the latter implies the former. For the converse recall that for all e > d, (f⊥)e =
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Syme(V ∨) and hence (IZ)e ⊆ (f⊥)e. Using (IZ)d ⊆ (f⊥)d and then Proposition 6.5
yields for all 1 ≤ e < d
(IZ)e ⊆
[
(IZ)d : m
d−e
]
e
⊆ [(f⊥)d : md−e]e = (f⊥)e .
All together, we have IZ ⊆ f⊥ as desired.
The scheme-theoretic version of the Apolarity Lemma is used to characterize a
notion, which was of increasing importance during the last years. Namely, the cactus
rank of a symmetric tensor f ∈ Symd(V ) is the least length of any zero-dimensional
subscheme Z ⊆ Pn with IZ ⊆ f⊥. Actually, cactus rank already appeared as scheme
length in [IK99] and a generalization of the above definition is due to [BB14].
It is quite instructive to reformulate the two versions of the Apolarity Lemma in a
down-to-earth way for binary forms, so we end with these two statements.
Theorem 6.10 (Reduced Apolarity Lemma for binary forms).
Let f ∈ C[x, y]d and pick distinct (αi : βi) ∈ P1 for i = 1, . . . , k. Then
k∏
i=1
(βi∂x − αi∂y) · f = 0 ⇔ ∃ ci ∈ C : f =
k∑
i=1
ci(αix+ βiy)
d .
Theorem 6.11 (Apolarity Lemma for binary forms).
Let f ∈ C[x, y]d, pick distinct (αi : βi) ∈ P1 and integers 1 ≤ mi ≤ d for i = 1, . . . , k.
Then
k∏
i=1
(βi∂x − αi∂y)mi · f = 0
⇔ ∃ ci(x, y) ∈ C[x, y]mi−1 : f =
k∑
i=1
ci(x, y)(αix+ βiy)
d−mi+1 .
The latter theorem is [IK99, Lemma 1.31].
7 Examples of Symmetric Rank
In the following we stick to the notation of section 6 and will use Apolarity Theory
to study the symmetric rank in certain examples. In particular, Theorem 7.3 gives
a formula for the symmetric rank of any monomial. Moreover, Theorem 7.8 at the
end will describe ω in terms of the (border) symmetric rank of the symmetrization
of M〈n〉. We start with investigating the symmetric rank of a binary form.
Example 7.1. Let f ∈ C[x, y]d be a binary form of degree d ≥ 1. We can bound the
symmetric rank of f by a geometric argument. For this, let
νd : P
1 → Pd ∼= P(C[x, y]d) , (α : β) 7→
(
αd : αd−1β : . . . : βd
)
be the Veronese embedding. Its image C := νd(P1) is the rational normal curve,
which has degree d. Therefore, a general hyperplane H ∼= Pd−1 of Pd cuts C in d
distinct, reduced points. Using the Vandermonde determinant one can deduce that
these d distinct points are linearly independent and hence span the hyperplane H .
Taking H to be a general hyperplane, which contains [f ] ∈ Pd, we conclude that f
is a C-linear combination of d many powers of linear forms. This shows srk(f) ≤ d.
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The upper bound is tight, because the binary form xyd−1 has symmetric rank d.
Although this is a special case of Theorem 7.3 below, we give a direct argument
to illustrate the Apolarity Lemma for binary forms, see Theorem 6.10. Of course,
srk(x) = 1 and for all (α, β) ∈ C2\{0} one has xy 6= (αx+ βy)2. Therefore, we may
assume d ≥ 3. Clearly, srk(xyd−1) > 1. Since (xyd−1)⊥ = (∂2x, ∂dy) we have(
xyd−1
)⊥
e
=
{
∂2xg
∣∣ g ∈ C[∂x, ∂y]e−2} (11)
for all 2 ≤ e < d. If there are closed, reduced points (αi : βi) ∈ P1 with
e∏
i=1
(βi∂x − αi∂y) ∈
(
xyd−1
)⊥
e
and 2 ≤ e < d, then ∣∣{i | αi = 0}∣∣ ≥ 2 by equation (11). Thus, the (αi : βi) are
not all pairwise distinct. As a consequence of Theorem 6.10 the form xyd−1 cannot
have symmetric rank 2 ≤ e < d, hence srk(xyd−1) = d.
A detailed study of the (border) symmetric rank of binary forms can be found in
[CS11]. ♦
Before we prove Theorem 7.3 we need to recall some facts about the Hilbert function
and Hilbert polynomial. For details we refer to [Har77, I.7]. Let M be a finitely
generated graded T -module (recall T = C[∂0, . . . , ∂n]). Then the Hilbert function
of M is
HF (M, ·) : Z→ Z, d 7→ dimCMd .
There exists an integer N ≥ 0 and a polynomial HP (M,x) ∈ C[x] such that
HF (M, d) = HP (M, d) for all d ≥ N . The polynomial HP (M,x) is called the
Hilbert polynomial of M .
Lemma 7.2. Let I be a homogeneous ideal of T = C[∂0, . . . , ∂n] such that T/I has
Krull dimension one. Then the Hilbert polynomial HP (T/I, x) equals some integer
constant s. Furthermore:
a) If I is a radical ideal, then it is the vanishing ideal of s distinct closed, reduced
points in Pn.
b) If g ∈ T1 is a linear form, which is not a zero divisor in T/I, then
HF (T/I, d) =
d∑
i=0
HF
(
T/(I + (g)), i
)
for all d ≥ 0.
Proof. For all statements except b) we refer to [Har77, page 52]. For part b), just
note that the multiplication with g yields for any d ∈ Z
0 (T/I)d−1 (T/I)d
[
T/
(
I + (g)
)]
d
0 ,
·g
a short exact sequence of C-vector spaces.
Equipped with this Lemma we are now able to compute the symmetric rank of a
monomial xα00 · · ·xαnn . Of course, we may assume α0 ≤ . . . ≤ αn after eventually
reordering the variables. Moreover, note that by part c) of Remark 5.4 there is no
loss in generality assuming α0 ≥ 1 as well.
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Theorem 7.3 ([CCG12, Proposition 3.1]). Let 1 ≤ α0 ≤ α1 ≤ . . . ≤ αn. Then
srk (xα00 · · ·xαnn ) =
n∏
i=1
(αi + 1) .
Proof. This proof completely follows [CCG12]. For n = 0 we have srk(xα00 ) = 1
as desired. Therefore, we can assume n ≥ 1. Set f := xα and remember that the
annihilator of f is
f⊥ =
(
∂α0+10 , . . . , ∂
αn+1
n
)
.
Since α0 = mini αi we have ∂
αi+1
0 ∈ (f)⊥ for all i = 1, . . . , n. Hence, the homoge-
neous ideal
J :=
(
∂α1+10 − ∂α1+11 , ∂α2+10 − ∂α2+12 , . . . , ∂αn+10 − ∂αn+1n
)
is contained in f⊥. Moreover, J is the vanishing ideal of the reduced closed sub-
scheme
Z =
{(
1 : ξk11 : ξ
k2
2 : . . . : ξ
kn
n
) ∣∣∣ 0 ≤ ki ≤ αi for i = 1, . . . , n} ⊆ Pn ,
where ξi is a primitive (αi + 1)-th root of unity. The cardinality of Z is
r :=
n∏
i=1
(αi + 1)
and hence the reduced Apolarity Lemma (Theorem 6.8) gives srk(f) ≤ r.
On the other hand, by Theorem 6.8 there exists an ideal I ⊆ f⊥ such that I is the
vanishing ideal of s := srk(f) distinct, closed reduced points in Pn. We are left to
prove s ≥ r. To do so, consider I ′ := (I : ∂0). Since I is a radical ideal, also I ′ is
radical as the following computation shows
I ′ ⊆
√
I ′ =
√
(I : ∂0) ⊆
(√
I : ∂0
)
= (I : ∂0) = I
′ .
Moreover, since I is radical we have
V (I : ∂0) = V (I) \ V (∂0) in An+1
respectively VPn(I : ∂0) = VPn(I) \ VPn(∂0) in Pn .
But α0 ≥ 1 implies ∂0 /∈ f⊥ and therefore ∂0 /∈ I. In particular, not all points of
VPn(I) are contained in the ∂0-plane, hence VPn(I : ∂0) 6= ∅. All together, I ′ = (I :
∂0) is the vanishing ideal of s
′ ≤ s reduced closed points in Pn with s′ > 0. Hence,
for d≫ 0 we obtain HF (T/I ′, d) = s′ by Lemma 7.2 part a).
We finish the proof by establishing the inequality s′ ≥ r. First note that I ⊆ f⊥
yields
I ′ + (∂0) ⊆ J ′ := (f⊥ : ∂0) + (∂0) =
(
∂0, ∂
α1+1
1 , . . . , ∂
αn+1
n
)
. (12)
Moreover, the linear form ∂0 is not a zero divisor in T/I
′. To prove this, use that I
is radical together with ∂0 /∈ I to deduce ∂0∂0 /∈ I. Therefore, ∂0 /∈ I ′ = (I : ∂0) and
so ∂0 6= 0 in T/I ′. Next, choose g ∈ T with g∂0 = 0 in T/I ′, i.e. g∂0 ∈ I ′ and hence
g∂20 ∈ I. But then g2∂20 ∈ I as well and I being radical gives g∂0 ∈ I, so g ∈ I ′. The
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latter means g = 0 in T/I ′ as desired.
Thus, we can apply Lemma 7.2 part b) to conclude that for d≫ 0
s′ = HF (T/I ′, d)
7.2 b)
=
d∑
i=0
HF
(
T/(I ′ + (∂0)), i
)
(12)
≥
d∑
i=0
HF (T/J ′, i) =
n∏
i=1
(αi + 1) = r.
The last equality holds, because J ′ is a complete intersection ideal, compare equation
(12). This ends the proof as s ≥ s′.
Note that the first part of the proof of Theorem 7.3 provides a way of computing a
Waring rank decomposition of a monomial, compare [CCG12, Proposition 4.3]. The
coefficients of such a decomposition are made explicit in [BBT13, Section 2].
Example 7.4. By Theorem 7.3 the monomial xyz has symmetric rank 2 · 2 = 4. A
symmetric rank decomposition is given by
xyz =
1
24
[
(x+ y + z)3 − (x+ y − z)3 − (x− y + z)3 + (x− y − z)3] ,
which is actually a decomposition in the style of [CCG12, Proposition 4.3]. More-
over, the decomposition shows that any (uvw) := (u⊗ v ⊗ w)sym ∈ Sym3(Cn) with
u, v, w ∈ Cn satisfies
srk(uvw) ≤ 4 . (13)
Actually, srk(uvw) < 4 for linearly dependent u, v, w. ♦
Remark 7.5. A shortcut to prove Theorem 7.3 was provided by Buczyn´ski and Teitler
in [BT16, Example 9].
In contrast, computing the border symmetric rank of a monomial is still an open
problem.
Conjecture 7.6 ([Oed16, Conjecture 1.1]). For 0 ≤ α0 ≤ . . . ≤ αn one has
bsrk (xα00 · · ·xαnn ) =
n−1∏
i=0
(αi + 1) .
Finally, we give a characterization of the exponent ω of matrix multiplication via
(border) symmetric rank.
Definition 7.7. Let fn ∈ Sym3(Cn×n) be the symmetrization of M〈n〉, compare part
c) of Remark 5.2. Note that fn is the tensor, which corresponds to the cubic form
A 7→ trace(A3) on Cn×n.
Theorem 7.8 ([CHI+18, part of Theorem 1.1]). It holds that
ω = inf
{
τ ∈ R | srk(fn) ∈ O(nτ )
}
= inf
{
τ ∈ R | bsrk(fn) ∈ O(nτ )
}
= inf
{
τ ∈ R | rk(fn) ∈ O(nτ )
}
= inf
{
τ ∈ R | brk(fn) ∈ O(nτ )
}
.
Proof. We completely follow the proof in [CHI+18]. First, given any tensor t ∈
CN⊗CN⊗CN we have srk(tsym) ≤ 4 rk(t). To see this, choose a rank decomposition
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t =
∑
i ui ⊗ vi ⊗wi. Then the symmetrization of t is
∑
i(uiviwi), where (uiviwi) :=
(ui ⊗ vi ⊗ wi)sym. Thus, srk(tsym) ≤ 4 rk(t) by equation (13). We conclude
rk(fn) ≤ srk(fn) ≤ 4 rk
(
M〈n〉
)
and Theorem 4.4 implies that
inf
{
τ ∈ R | rk(fn) ∈ O(nτ )
} ≤ inf {τ ∈ R | srk(fn) ∈ O(nτ )} ≤ ω . (14)
Conversely, for matrices A,B,C ∈ Cn×n consider
X :=

0 0 AC 0 0
0 B 0

 ∈ C3n×3n
and compute
X3 =

ABC 0 00 CAB 0
0 0 BCA

 ∈ C3n×3n .
Therefore, trace(X3) = 3 trace(ABC) and this captures the fact that 3M〈n〉 (hence
alsoM〈n〉) is a restriction of the tensor f3n = (M〈3n〉)
sym. In the language of section 3
this can be expressed as follows. We denote by {Ei,j}i,j and {Xk,l}k,l the standard
bases of Cn×n and C3n×3n respectively. Following the block description of the matrix
X above we set respectively
ϕ1 : C
3n×3n → Cn×n, Xk,l 7→
{
Ek,l−2n , 1 ≤ k ≤ n, 2n + 1 ≤ l ≤ 3n
0 , else
ϕ2 : C
3n×3n → Cn×n, Xk,l 7→
{
Ek−2n,l−n , 2n+ 1 ≤ k ≤ 3n, n+ 1 ≤ l ≤ 2n
0 , else
and similarly ϕ3 : C3n×3n → Cn×n. Then (ϕ1 ⊗ ϕ2 ⊗ ϕ3)(f3n) = 3M〈n〉 and so
M〈n〉 ≤ f3n. Hence, by Remark 3.2 d) we obtain rk(M〈n〉) ≤ rk(f3n). The latter
inequality combined with Theorem 4.4 yields
ω ≤ inf {τ ∈ R | rk(fn) ∈ O(nτ )} .
Together with the inequalities in (14) this implies the claim for the symmetric rank
and the rank of fn.
For the border rank statements notice that bsrk(uiviwi) ≤ srk(uiviwi) ≤ 4 and tak-
ing limits in the argument from the beginning yields bsrk(tsym) ≤ 4 brk(t). There-
fore, we have
brk(fn) ≤ bsrk(fn) ≤ 4 brk
(
M〈n〉
)
.
Again by taking limits, the argument via the ϕm shows brk(M〈n〉) ≤ brk(f3n). Fi-
nally, the claims for border symmetric rank and border rank of fn follow from
Theorem 4.16.
In [CHI+18] are briefly discussed two advantages of the symmetric approach for
determining ω. First, it allows to use the vast knowledge from algebraic geometry
on cubic hypersurfaces. Second, in comparison to the matrix multiplication tensor
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M〈n〉 the polynomial fn is defined on a much smaller space, thereby allowing more
computational experiments. The latter may be used to gain additional data for
devising new conjectures. Moreover, the symmetric setting enables the usage of
Apolarity Theory from section 6. In particular, we have seen that the Apolarity
Lemma is quite handy for providing bounds on the symmetric rank of a form or
even for exact computation. All together, it may be easier to determine ω via fn
rather than M〈n〉.
Still, the symmetric approach has the drawback of missing an analogue of M〈n〉 ⊗
M〈m〉 = M〈nm〉, compare Lemma 4.11. Indeed, it seems that for the symmetric
setting there are no counterparts of Proposition 4.12 or 4.14.
8 Asymptotic Rank
This last section catches a glimpse of yet another topic related to the exponent ω
of matrix multiplication. Namely, we will introduce the asymptotic rank of a tensor
f ∈ V1 ⊗ V2 ⊗ V3.
For this, we consider the Kronecker products f⊗k, i.e. f⊗k ∈ V ′1 ⊗ V ′2 ⊗ V ′3 , where
V ′i = V
⊗k
i and k ≥ 1. The next definition is due to Gartenberg [Gar85] and measures
the asymptotic behaviour of rk(f⊗k).
Definition 8.1. For f ∈ V1 ⊗ V2 ⊗ V3 the asymptotic rank of f is defined as
R˜(f) := lim
k→∞
(
rk3
(
f⊗k
) ) 1
k ,
where f⊗k is the Kronecker product and the rank is computed looking at f⊗k as a
3-dimensional tensor.
Let us explain why the asymptotic rank is well-defined. First remember that the
rank of a Kronecker product is submultiplicative, compare Lemma 4.9 part a). Thus,
we can apply Lemma 8.2 below, known as Fekete’s Lemma, to the sequence ak :=
log rk(f⊗k) and deduce that R˜(f) exists.
Lemma 8.2 ([Fek23]). Let ak be a sequence of non-negative real numbers such that
an+m ≤ an + am for all n,m. Then ak/k has a limit and
lim
k→∞
ak
k
= inf
k∈N
ak
k
.
Proof. The proof is left as an exercise, compare Exercise 6.
Remark 8.3. Let f ∈ V1 ⊗ V2 ⊗ V3.
a) R˜(f) ≤ brk(f) ≤ rk(f)
b) In the definition of R˜(f) one may replace rk(f) by brk(f).
Considering the asymptotic rank of M〈n〉 we recover the exponent ω of matrix mul-
tiplication.
Theorem 8.4 ([Str88, 1.3]). For all n ≥ 2, we have R˜ (M〈n〉) = nω.
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Proof. We follow [Str88]. For the whole proof fix n ≥ 2. Recall that by Theorem 4.4
we have
ω = inf
{
τ ∈ R | rk (M〈m〉) ∈ O(mτ )} . (15)
Thus, for any τ ∈ R with ω < τ we obtain with Lemma 4.11 that
rk
(
M⊗k〈n〉
)
= rk
(
M〈nk〉
) ∈ O((nk)τ) ,
i.e. rk
(
M⊗k〈n〉
)
≤ cnkτ for some constant c > 0 and k ≫ 0. We deduce
R˜
(
M〈n〉
) ≤ lim
k→∞
(
cnkτ
) 1
k = nτ
and choosing ω < τ arbitrarily close gives R˜(M〈n〉) ≤ nω. We finish the proof by
showing that ω is the smallest real number with the latter property.
For this, let ρ ∈ R be such that R˜(M〈n〉) ≤ nρ. For ε := 0.1 and k ≫ 0 we have
rk
(
M⊗k〈n〉
) 1
k ≤ nρ + ε , so rk
(
M⊗k〈n〉
)
≤ nρk + εk ≤ (nk)ρ + ε .
Thus, if nk−1 < m ≤ nk and k ≫ 0 we obtain with h 7→ rk(M〈h〉) being monotoni-
cally increasing (compare Remark 4.3) that
rk
(
M〈m〉
) ≤ rk (M〈nk〉) = rk(M⊗k〈n〉) ≤ (nk)ρ + ε < (nm)ρ + ε = nρmρ + ε .
Noting that nρ is a constant as n is fixed, we showed rk(M〈m〉) ∈ O(mρ). Finally,
equation (15) implies ω ≤ ρ as desired.
Thus, the asymptotic rank of a 3-tensor f may be interpreted as a generalization
of ω, which captures the asymptotics of the family M〈n〉 of tensors in the sense of
Theorem 4.4.
Let us also mention that Strassen developed in the context of asymptotic rank the
theory of asymptotic spectrum and support functionals, see [Str88] and [Str91].
Thereby, he provides yet another way of expressing ω, namely via the asymptotic
spectrum. But these works of Strassen also have remarkable applications besides
complexity theory, i.e. in quantum information theory. For the sake of the lat-
ter, Strassen’s notions have been recently generalized (e.g. quantum functionals) in
[CVZ18], see also the detailed version [CVZ17].
In the mentioned articles appears the important notion of tight tensors. We in-
troduce this together with conciseness for being able to formulate the upcoming
Conjecture 8.8, see also Remark 8.6.
Definition 8.5. Let f ∈ Ca ⊗ Cb ⊗ Cc and let I, J,K be finite sets of cardinality
a, b, c respectively.
1. We say f is concise if it has multilinear rank (a, b, c), i.e. all contractions
induced by f are injective.
2. A subset S ⊆ I × J ×K is said to be tight, if there exist injective functions
α : I → Z, β : J → Z and γ : K → Z such that
∀(i, j, k) ∈ S : α(i) + β(j) + γ(k) = 0 .
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3. The tensor f is called tight, if there are bases (ai)i∈I , (bj)j∈J , (ck)k∈K of
Ca, Cb, Cc respectively such that the support of f with respect to the basis
(ai ⊗ bj ⊗ ck)i,j,k is a tight subset of I × J ×K.
Remark 8.6. It is a result by Strassen that a tensor in Ca ⊗ Cb ⊗ Cc is tight if
and only it is stabilized by a one parameter subgroup C∗ generated in a convenient
basis by three diagonal matrices, each of them having with distinct eigenvalues, see
[CGL+18, §2.1].
Example 8.7. The tensor M〈n〉 is concise and tight. To see this, remember that
M〈n〉 =
n∑
i,j,k=1
Ei,j ⊗Ej,k ⊗ Ek,i ,
where Ei,j is the matrix with entry one at position (i, j) and entry zero elsewhere.
Moreover, set [n] := {1, . . . , n} and let (ei,j)i,j∈[n] be the dual basis of (Ei,j)i,j∈[n].
For conciseness, note that the contraction of M〈n〉 with respect to the first tensor
factor is given by
Γ:
(
Cn×n
)∨ → Cn×n ⊗ Cn×n, ei,j 7→ n∑
k=1
Ej,k ⊗ Ek,i .
Since the system (Ej,k ⊗ Ek,i)i,j,k∈[n] is linearly independent, also the Γ(ei,j) for
i, j ∈ [n] are seen to be linearly independent. Hence, Γ is injective and the injectivity
of the other two contractions follows similarly.
For tightness, note that the support of M〈n〉 is{(
(i, j), (j, k), (k, i)
) | i, j, k ∈ [n]} ⊆ [n]2 × [n]2 × [n]2
and consider the functions
α : [n]× [n]→ Z, (i, j) 7→ i+ jn
β : [n]× [n]→ Z, (i, j) 7→ −in + jn2
γ : [n]× [n]→ Z, (i, j) 7→ −in2 − j .
These three functions are injective, e.g. α(i, j) = α(k, l) yields i = k by considering
the unique r ∈ [n] with r ≡ α(i, j) = α(k, l) mod n, and then i = k implies j = l.
By construction, α(i, j) + β(j, k) + γ(k, i) = 0 for all i, j, k ∈ [n]. ♦
Conjecture 8.8 (Strassen’s Asymptotic Rank Conjecture, [Str94, 5.3]).
If f ∈ Cm ⊗ Cm ⊗ Cm is concise and tight, then R˜(f) = m.
In [BCS97, Problem 15.5] it is asked, whether tightness is needed in Conjecture 8.8.
Moreover, Strassen’s Asymptotic Rank Conjecture and its variants are investigated
in the preprint [CGL+18].
Let us draw a bow to the conjecture ω = 2. It is a special case of Conjecture 8.8.
Namely, for M〈n〉 ∈ Cn×n⊗Cn×n⊗Cn×n one obtains R˜(M〈n〉) = n2 and hence ω = 2
by Theorem 8.4.
An interesting variant of the Definition 8.1 of asymptotic rank is the following,
studied by Christandl, Jensen and Zuiddam in [CJZ18], see also [CGJ19].
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Definition 8.9. For f ∈ V1⊗V2⊗V3 the tensor asymptotic rank of f is defined
as
R⊗(f) := lim
k→∞
(
rk3k
(
f⊗k
) ) 1
k ,
where the rank is computed looking at f⊗k as a 3k-dimensional tensor.
Of course, one has rk3(f
⊗k) ≤ rk3k(f⊗k) and therefore R˜(f) ≤ R⊗(f).
The interesting result obtained [CJZ18] is the following inequality.
Theorem 8.10 ([CJZ18, Corollary 12]). If f ∈ V1⊗V2⊗V3, then R⊗(f) ≤ brk(f).
This leaves the interesting problem to compute R⊗(M〈n〉).
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Exercises
These are the exercises from the fall school, including the newly added Exercises 5
and 6. We mention that Exercises 7 and 8 are intended as research projects, e.g.
for the Thematic Einstein Semester.
In the following the tensor product is often suppressed when writing vectors.
Exercise 1. A tensor t ∈ Ca ⊗ Cb ⊗ Cc defines three contractions
(Ca)∨ → Cb ⊗ Cc , (Cb)∨ → Ca ⊗ Cc , (Cc)∨ → Ca ⊗ Cb
and we call their ranks respectively r1(t), r2(t), r3(t). The multilinear rank of t is
the tuple (r1(t), r2(t), r3(t)).
a) Prove that
rk(t) = 1⇐⇒


r1(t) = 1
r2(t) = 1
r3(t) = 1
b) Prove that there is some t with (r1(t), r2(t), r3(t)) = (1, 2, 2) and that it is
impossible to have (r1(t), r2(t), r3(t)) = (1, 1, 2).
c) Prove for all i that ri(t) ≤ rk(t) and then even ensure ri(t) ≤ brk(t).
d) Prove rk(t) ≤ rj(t)rk(t) for all j, k with j 6= k. In particular, with part c) we
have ri(t) ≤ rj(t)rk(t) for all i, j, k with {i, j, k} = {1, 2, 3}.
Exercise 2. (Geometric version) We consider the natural action of the algebraic
group GL2(C) × GL2(C) × GL2(C) on C2 ⊗ C2 ⊗ C2 and the induced action on
P(C2 ⊗ C2 ⊗ C2).
a) Prove that, in the language of Exercise 1, the only admissible triples for
(r1, r2, r3) are (1, 1, 1), (1, 2, 2), (2, 1, 2), (2, 2, 1), (2, 2, 2).
b) In the matrix space P(C2⊗C2) the variety of matrices of rank one is a smooth
quadric surface Q. Interpretate the three contractions (C2)∨ → C2 ⊗ C2 as
three pencils of matrices P1 → P(C2 ⊗ C2) and characterize them depending
on the intersection of the pencil with Q, according to each admissible triple.
For example in the case (1, 1, 1) the contraction maps P1 → P(C2 ⊗ C2) are
degenerate, the image collapse to a single point contained in Q. In the case
(1, 2, 2) there are two contraction maps where the image is a line all contained
in Q. Go ahead with a complete description of all cases.
c) Prove that the cases (1, 1, 1), (1, 2, 2), (2, 1, 2), (2, 2, 1) correspond to a unique
orbit, while the case (2, 2, 2) splits into two orbits. Hint: the pencil may be
transversal or tangent to Q.
d) Describe the graph of the six orbit closures in P(C2⊗C2⊗C2) and the graph
of the seven orbit closures in C2 ⊗ C2 ⊗ C2 (they include the zero orbit). A
reference is [GKZ94, Example 14.4.5].
Exercise 2’. (This is the Algebraic Version of Exercise 2.) Let A, B, C be three
vector spaces of dimension two, with basis respectively given by {a0, a1}, {b0, b1},
{c0, c1}.
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(1) For any tensor t =
∑
i,j,k=0,1 tijkaibjck, write it as a 2×2 matrix with coefficients
linear in ci, so as a pencil of 2× 2 matrices.
(2) Compute the condition that the previous matrix is singular, it is a quadratic
equation in ci giving a pair of points.
(3) Compute the condition that the previous pair of points consists of a double
point, get a polynomial of degree 4 in tijk, which is called the hyperdeterminant
of t and we denote as Det(t). It corresponds to a pencil tangent to Q, in the
geometric language of Exercise 2. (You may use a computer algebra system
for computing Det(t).)
(4) Show that the above pair gives the two summands of t, when t has rank two.
Prove that in the dense orbit, over C, there is a unique decomposition as a
sum of two decomposable tensors (this was the main result by C. Segre).
(5) In the real case, prove that the sign of Det(t) allows to detect if a real 2×2×2
tensor has rank 2 or 3.
(6) Prove that w = a0b0c1 + a0b1c0 + a1b0c0 has (complex) rank 3. This is called
a W -state in Quantum Information Theory. Write infinitely many decom-
positions of w as the sum of three decomposable tensors. Hint: in the last
summand you could modify with (a0 sin θ + a1 cos θ)(b0 cos θ + b1 sin θ)c0.
(7) Prove that a0b0c0 + a0b1c1 has infinitely many decompositions. Which are its
multilinear ranks (r1, r2, r3)? Hint: in the first summand you could modify
with a0(b0 cos θ + b1 sin θ)(c0 cos θ + c1 sin θ).
Exercise 3. Let {a0, a1}, {b0, b1} and {c0, c1} respectively be the standard basis of
R2 ⊆ C2.
a) The following 2 × 2 × 2 tensors t1, t2, t3 fill the first column of the following
table. Which is which? Can you decompose them?
t rkR(t) rkC(t)
? 2 2
? 3 2
? 3 3
t1 = 4a0b0c0 + 2a1b0c0 − a0b1c0 + 2a0b0c1
t2 = a0b0c0 + 2a1b1c0 + 3a1b0c1 + 6a0b1c1
t3 = a0b0c0 − 2a1b1c0 − 3a1b0c1 − 6a0b1c1
b) For the natural action of GL2(R)×GL2(R)×GL2(R) on R2 ⊗ R2 ⊗ R2 write
down the finite number of orbits.
Exercise 4. Prove Lemma 4.11, i.e. that M〈n〉 ⊗M〈m〉 = M〈nm〉. To do so, use a
certain identification Cn×n ⊗ Cm×m ∼= Cnm×nm.
Exercise 5. Show that the homogeneous polynomial t = x3 + 3x2y ∈ C[x, y] is not
the the sum of two cubes by showing that t = (αx + βy)3 + (γx + δy)3 induces a
system of equations in α, β, γ, δ with no solutions in C4.
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Exercise 6. Prove Fekete’s Lemma, i.e. Lemma 8.2.
Exercise 7. (Harder) In [Lan12, Theorem 10.10.2.6] it is reported that the maximal
rank for tensors in C2 ⊗ C2 ⊗ C2 ⊗ C2 is 4. The proof by Brylinski examines the
rank of the map P1 → P(C2 ⊗ C2 ⊗ C2). Try to repeat the argument for tensors in
R2 ⊗ R2 ⊗ R2 ⊗ R2 by using Exercise 3.
Exercise 8. (Harder) A rank in real tensor space is called typical if it is attained in
a set with nonempty interior (equivalently, with positive volume). It is known that
the typical ranks of R2 ⊗ R2 ⊗ R2 are 2 and 3.
What are the typical ranks for R2 ⊗ R2 ⊗ R2 ⊗ R2?
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