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Abstract
Item nonresponse occurs frequently in sample surveys and other applications. Imputation is commonly
used to ﬁll in the missing item values in a random sample {Yi; i = 1, . . . , n}. Fractional linear regression
imputation, based on the model Yi =X′i+ 0(Xi)i with independent zero mean errors i , is used to create
one or more imputed values in the data ﬁle for each missing item Yi , where {Xi, i = 1, . . . , n}, is observed
completely. Asymptotic normality of the imputed estimators of the mean  = E(Y ), distribution function
=F(y) for a given y, and qth quantile q =F−1(q), 0<q < 1 is established, assuming thatY is missing at
random (MAR) given X. This result is used to obtain normal approximation (NA)-based conﬁdence intervals
on ,  and q . In the case of q , a Bahadur-type representation and Woodruff-type conﬁdence intervals are
also obtained. Empirical likelihood (EL) ratios are also obtained and shown to be asymptotically scaled
21 variables. This result is used to obtain asymptotically correct EL-based conﬁdence intervals on ,  and
q . Results of a simulation study on the ﬁnite sample performance of NA-based and EL-based conﬁdence
intervals are reported.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Item nonresponse occurs frequently in sample surveys and other approaches to data collection.
It is usually handled by some form of imputation to ﬁll in the missing item values. Brick and
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Kalton [1] list the main advantages of imputation over other methods of handling missing data.
Imputation permits the creation of a general purpose complete public-use data ﬁle that can be used
for standard analyses, such as the calculation of item means, distribution functions and quantiles.
Secondly, analyses based on imputed data ﬁle are internally consistent. Thirdly, imputation retains
all the data in multivariate analysis.
In this paper, we focus on marginal imputation for each item, under simple random sampling
from a large population and negligible sampling fraction (iid case). For a given continuous itemY,
we focus on inference about the mean  = E(Y ), distribution function  = F(y) = P(Y y) for
given y ∈ R and qth quantile q = F−1(q), 0 < q < 1, in the presence of missing item values
in the sample. We use imputation based on a linear regression model relating Y to a d-vector of
covariates X observed completely:
Y = 0 + X′1 + 0(X), (1.1)
where 0 is the intercept, 1 is a d×1 vector of regression parameters, 0(X) is a strictly positive,
known function, and  has mean 0 and ﬁnite variance 2 and independent of X. Let  be the
response indicator variable with  = 0 if Y is missing and  = 1 otherwise. We assume that Y is
missing at random (MAR) given X. The MAR assumption is given by
P( = 1|Y,X) = P( = 1|X), (1.2)
that is,  andY are conditionally independent given X. Under the models (1.1) and (1.2), we have
an iid sample of incomplete observations {(Xi, Yi, i ), i = 1, 2, . . . , n} generated from (X, Y, ),
where all the Xi’s are observed.
Let r = ∑ni=1 i , m = n − r , and sr and sm be the sets of respondents and nonrespondents,
respectively. Further let
(1, X′i ) = X˜′i , Y¯r =
1
r
∑
i∈sr
Yi, (0, 
′
1) = ′.
The weighted least square (WLS) estimator of  based on the completely observed pairs (Xi, Yi),
i ∈ sr is given by
ˆr =
(
n∑
i=1
i X˜iX˜′i
20(Xi)
)−1 n∑
i=1
i X˜iYi
20(Xi)
.
Deterministic linear regression imputation uses the estimator Y (M)i = X˜′i ˆr of the conditional
mean E(Yi |Xi) = X˜′i as the imputed value for missing Yi, i ∈ sm. On the other hand, random
linear regression imputation uses Y (R)i = X˜′i ˆr + 0(Xi)∗i as the imputed value for missing
Yi, i ∈ sm, where {∗i } is a simple random sample of size m drawn with replacement from the
residuals {ˆj = −10 (Xj )(Yj −X˜′j ˆr ), j ∈ sr}. Deterministic linear regression imputation leads to
an inconsistent estimator of the distribution function  = F(y), as shown in Remark 1, Section 2,
unlike random linear regression imputation which leads to consistent estimators of ,  and q . On
the other hand, random linear regression imputation induces imputation variance due to random
selection of imputed values, unlike deterministic imputation. Fractional imputation [8], which
involves the creation of more than one imputed value in the data ﬁle for each missing value, offers
1234 Y. Qin et al. / Journal of Multivariate Analysis 99 (2008) 1232–1259
a compromise solution. It reduces the imputation variance and also leads to consistent estimators
of ,  and q . In the data ﬁle, J imputed values are created for each missing Yi and the fraction
J−1 is attached to each imputed value. Typically, J = 5–10 should be adequate in controlling the
imputation variance (see Section 4).
Under fractional linear regression imputation, we generate J (J 1) imputed values Y (R)il =
X˜′i ˆr + 0(Xi)∗il , l = 1, . . . , J for each missing Yi, i ∈ sm, where {∗il , l = 1, . . . , J } are
drawn by simple random sampling with replacement from the donor standardized residuals {ˆj =
−10 (Xj )(Yj − X˜′j ˆr ), j ∈ sr}. Random linear regression imputation is a special case of fractional
linear regression imputation by letting J = 1. The imputed data ﬁle will consist of {(Yi, Xi, i =
1), (Y (R)il , Xi, i = 0, l = 1, . . . , J )}. A limiting case of fractional imputation uses all the donor
residuals ˆj to create r imputed values for each missing Yi : Y (R)ij = X˜′i ˆr + 0(Xi)ˆi , j =
1, . . . , r . This results in deterministic imputation, but the imputed data ﬁle can become unwieldy
with multiple items Y.
Analysts often treat the imputed values as actual values in calculating the standard errors and
conﬁdence intervals associated with the imputed estimators. But this could lead to signiﬁcant
underestimation of variance and conﬁdence interval undercoverage due to ignoring the variability
associated with the imputed values. In this paper, we develop asymptotically valid inferences
that take account of imputation. In particular, we establish the asymptotic normality of the im-
puted estimators and construct normal approximation based conﬁdence interval on item mean ,
distribution function  and quantile q , under fractional linear regression imputation.
In the complete data setting, the original idea of empirical (or nonparametric) likelihood (EL)
dates back to Hartley and Rao [7] in the context of sample surveys, and Owen [10] made a sys-
tematic study of the EL method. EL conﬁdence intervals are range preserving and transformation
respecting, and the shape and orientation of EL intervals are determined entirely by the data,
unlike the normal approximation based intervals. However, the ELmethod requires modiﬁcations
in the case of data with imputed values. Wang and Rao [15] obtained asymptotically correct EL
conﬁdence intervals on the mean  under deterministic linear regression imputation. Wang and
Rao [16] extended this work on EL intervals for  by using a nonparametric kernel estimator of
the conditional mean E(Yi |Xi) = m(Xi) for unspeciﬁed mean function m(·) satisfying certain
regularity conditions. Wang and Rao [14] studied EL inference on regression parameters, , in a
linear regression model E(Y |X) = X˜′ when Y is missing at random.
In Section 2, we establish the asymptotic normality of the imputed estimators of ,  and q
under fractional linear regression imputation, and construct asymptotically correct normal ap-
proximation based conﬁdence intervals. Bahadur-type representation of quantiles is also given,
as well as a Woodruff [17] type conﬁdence interval on q . Woodruff intervals have performed
well in the complete data case and no density estimation is involved, unlike in the case of normal
approximation based intervals. In Section 3, EL ratio statistics are constructed, limiting distribu-
tions of these statistics are obtained and used to construct asymptotic valid EL intervals under
fractional linear regression imputation. Simulation results are presented in Section 4. All proofs
are delegated to an Appendix (Section 6).
We conclude this section by introducing some additional notation. We use ‖ · ‖ to denote the
L2-norm in Rd . For any random vector U, denote U = EU if it exists. Put
S1 = E
(
X˜X˜′
20(X)
)
, p = P( = 1), p(t) = P( = 1|X = t).
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2. Normal approximation conﬁdence intervals
2.1. Mean 
The imputed estimator of the mean  under fractional linear regression imputation is given by
Y¯I = n−1
n∑
i=1
{
iYi + (1 − i )J−1
J∑
l=1
Y
(R)
il
}
,
where the subscript I denotes imputation. Note that Y¯I can be computed from the imputed data ﬁle.
However, for standard errors and conﬁdence intervals associated with the imputed estimators, we
need to provide the underlying imputationmodel (1.1) which is assumed to be correctly speciﬁed.
The result on the asymptotic normality of Y¯I is given in Theorem 1.
Theorem 1. Assume that 0 < p1, S1 is positive deﬁnite, and that there exists an 	0 > 0 such
that E‖X‖2+	0 < ∞, E|0(X)|2+	0 < ∞ and E||2+	0 < ∞. Then, as n → ∞,
√
n(Y¯I − ) d−→N(0, 2M) (2.1)
where 2M = E(X˜′ − )2 + E{20(X)g2(X)}2 + J−1E{(1 − )20(X)}2 with
g(X) = 1 + p−1E{(1 − )0(X)}−10 (X)
+[E{(1 − )X˜} − p−1E{(1 − )0(X)}E{−10 (X)X˜}]′S−11 −20 (X)X˜,
and the subscript M denotes mean.
To use Theorem 1 for constructing a conﬁdence interval on , we need to obtain a consistent
estimator of 2M . Let
pˆ = n−1
n∑
i=1
i , Eˆ(X˜
′ − )2 = n−1
n∑
i=1
(X˜′i ˆr − Y¯I )2,
Eˆ{(1 − )20(X)} = n−1
n∑
i=1
(1 − i )20(Xi),
Eˆ{(1 − )0(X)} = n−1
n∑
i=1
(1 − i )0(Xi),
Eˆ{(1 − )X˜} = n−1
n∑
i=1
(1 − i )X˜i , Eˆ{−10 (X)X˜} = n−1
n∑
i=1
i
−1
0 (Xi)X˜i,
Sˆ1 = n−1
n∑
i=1
i
−2
0 (Xi)X˜iX˜
′
i , Eˆ{20(X)g2(X)} = n−1
n∑
i=1
i
2
0(Xi)gˆ
2(Xi),
where
gˆ(Xi) = 1 + pˆ−1Eˆ{(1 − )0(X)}−10 (Xi)
+(Eˆ{(1 − )X˜} − pˆ−1Eˆ{(1 − )0(X)}Eˆ{−10 (X)X˜})′Sˆ−11 −20 (Xi)X˜i,
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and
ˆ2 = r−1
n∑
i=1
i
−2
0 (Xi)(Yi − X˜′i ˆr )2. (2.2)
The above statistics are consistent estimators of the corresponding unknown quantities in 2M .
Thus
ˆ2M = Eˆ(X˜′ − )2 + Eˆ{20(X)g2(X)}ˆ2 + J−1Eˆ{(1 − )20(X)}ˆ2 (2.3)
is a consistent estimator of 2M . A referee suggested an alternative estimator of E(X˜′ − )2
obtained bywritingE(X˜′−)2 = Var(X˜′) = ′Cov(X˜). It is given by (n−1)−1ˆ′r
∑n
i=1(X˜i−¯˜
X)(X˜i − ¯˜X)′ˆr , where ¯˜X = n−1
∑n
i=1 X˜i . In the simulation study (Section 4), the resulting
estimator of 2M and the proposed estimator (2.3) gave very similar values. Hence, we have
reported results under (2.3) only in Section 4.
Let U ∼ N(0, 1) and C	 satisfy P(|U |C	) = 1 − 	. Then a conﬁdence interval on  with
asymptotically correct coverage probability 1 − 	 can be constructed as
[Y¯I − n−1/2ˆMC	, Y¯I + n−1/2ˆMC	].
Note that deterministic linear regression imputation, Y (M)i = X˜′i ˆr , also leads to asymptotically
correct conﬁdence intervals on  [15], but the imputed estimator of  = F(y) and hence of the
quantile q are inconsistent when Y (M)i is used as the imputed value formissing Yi (see Remark 1).
Hence, it is not suitable for creating a general purpose imputed data ﬁle to handle differentmarginal
parameters. Also, our simulation study (Section 4) indicated that the length of conﬁdence interval
under Y (M)i is very close to the length under fractional linear regression imputation with J = 5
which leads to asymptotically valid inferences for all the marginal parameters (,  and q )
unlike Y (M)i .
2.2. Distribution function  = F(y)
The imputed estimator of the distribution function  = F(y) for given y under fractional linear
regression imputation is given by
FˆI (y) = n−1
n∑
i=1
{
iI (Yiy) + (1 − i )J−1
J∑
l=1
I (Y
(R)
il y)
}
.
Again, we can compute FˆI (y) from the imputed data ﬁle.
To assess the asymptotic normality of FˆI (y), we introduce additional notation here. Use F0(·)
and F1(·) to denote the distribution functions of  and X, respectively. Use F(t; ·) to denote the
conditional distribution function of Y given X = t . Assume that F(t,u)u = f (t; u) exists for any
t ∈ Rd, u ∈ R. Let Zi = (Xi, Yi, i ), i = 1, . . . , n be associated with Z = (X, Y, ). For a
mathematical variable 
 ∈ Rd+1, let
H(Zi, Zj ; y, 
) = 12 {ij I (Yiy)
+(1 − i )j I (X˜′i
 + 0(Xi)−10 (Xj )(Yj − X˜′j 
)y)
−j + jiI (Yj y)
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+(1 − j )iI (X˜′j 
 + 0(Xj )−10 (Xi)(Yi − X˜′i
)y)
−i}, (2.4)
H1(Zi; y, 
) = E{H(Zi, Zj ; y, 
)|Zi}, i 
= j (2.5)
and
m0(
) =
∫
R2d
(t˜2 − −10 (t1)0(t2)t˜1)p(t2){1 − p(t1)}
×f (t2; −10 (t1)0(t2)(y − t˜ ′1
) + t˜ ′2
) dF1(t1) dF1(t2),
where t˜ ′j = (1 t ′j ), j = 1, 2. It can be shown that
H1(Z; y, ) = 12
[
pI (Y y) + p(1 − )F0(−10 (X)(y − X˜′)) − p
+E{I (Y y)} + 
∫
Rd
{1 − p(t1)}I (−10 (X)(Y − X˜′)
−10 (t1)(y − t˜ ′1)) dF1(t1) − 
]
, (2.6)
which will be used to construct a consistent estimator of 2D(y) below.
The result on the asymptotic normality of FˆI (y) is stated in Theorem 2.
Theorem 2. Assume that 0 < p1, and that the conditional density function f (t; u) of Y given
X exists. Then, as n → ∞,
√
n(FˆI (y) − ) d−→N(0, 2D(y)), (2.7)
where 2D(y) = J−1
[
−E{I (Y y)}−E[{1−p(X)}P 2(Y y|X)]
]
+p−2E{2H1(Z; y, )+
m′0()S
−1
1 
−2
0 (X)X˜(Y −X˜′)}2,m′0() denotes the transpose of vectorm0(), and the subscript
D denotes distribution function.
To use Theorem 2 for constructing a conﬁdence interval on , we need to obtain a consistent
estimator of 2D(y). First, we estimate m0(). Let
H0(Zi, Zj ; 
) = (1 − i )j I (X˜′i
 + 0(Xi)−10 (Xj )(Yj − X˜′j 
)y),
a(
) = E{(1 − 1)2I (X˜′1
 + 0(X1)−10 (X2)(Y2 − X˜′2
)y)}.
Let vj denote the jth component of arbitrary vector v. Also, let ej be a vector of the same dimension
as 
 with 1 in the jth position and 0 elsewhere. The jth component of m0() is then given by
m0,j () = lim
n→∞
a( + n−1/2ej ) − a( − n−1/2ej )
2n−1/2
and, m0,j () can be estimated by
mˆ0,j () = aˆ(ˆr + n
−1/2ej ) − aˆ(ˆr − n−1/2ej )
2n−1/2
,
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where
aˆ(
) = 1
n(n − 1)
∑
1 i<jn
{H0(Zi, Zj ; 
) + H0(Zj , Zi; 
)}.
Denote mˆ0() = (mˆ0,1(), . . . , mˆ0,d+1())′. From the proof of Theorem 2, we can see that mˆ0()
is a consistent estimator of m0().
We also show in the Appendix, based on (2.6), that
1
n
n∑
i=1
{2Hˆ1(Zi; y, ˆr ) + mˆ′0()i Sˆ−11 −20 (Xi)X˜i(Yi − X˜′i ˆr )}2
is a consistent estimator of E{2H1(Z; y, ) + m′0()S−11 −20 (X)X˜(Y − X˜′)}2, where Sˆ1 is
deﬁned as before, and
Hˆ1(Zi; y, 
) = 12
[
pˆiI (Yiy) + pˆ(1 − i ) · 1
n
n∑
j=1
I (−10 (Xj )(Yj − X˜′j 
)
−10 (Xi)(y − X˜′i
)) − pˆFˆI (y) + i ·
1
n
n∑
j=1
j I (Yj y)
+i · 1
n
n∑
j=1
(1 − j )I (−10 (Xi)(Yi − X˜′i
)
−10 (Xj )(y − X˜′j 
)) − i FˆI (y)
]
. (2.8)
Thus, a consistent estimator of 2D(y) is given by
ˆ2D(y) = J−1
{
FˆI (y) − 1
n
n∑
i=1
iI (Yiy) − In2(y)
}
+pˆ−2 1
n
n∑
i=1
{2Hˆ1(Zi; y, ˆr ) + mˆ′0()i Sˆ−11 −10 (Xi)X˜i(Yi − X˜′i ˆr )}2, (2.9)
where
In2(y) = 1
nr2
∑
i∈sm
⎧⎨
⎩
n∑
j=1
j I (X˜
′
i ˆr + 0(Xi)−10 (Xj )(Yj − X˜′j ˆr )y)
⎫⎬
⎭
2
, (2.10)
which is a consistent estimator of E{(1 − p(X))P 2(Y y|X)}.
Lemma 1. Under the conditions of Theorem 2,
ˆ2D(y) = 2D(y) + op(1).
We present a detailed proof of Lemma 1 in the Appendix. Lemma 1 establishes the consistency
of ˆ2D(y) as an estimator of 2D(y). It follows from Theorem 2 and Lemma 1 that a normal
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approximation based conﬁdence interval on  with asymptotically correct coverage probability
1 − 	 can be constructed as
[FˆI (y) − n−1/2ˆD(y)C	, FˆI (y) + n−1/2ˆD(y)C	].
Remark 1. The usual estimator of  under deterministic regression imputation, Y (M)i = X˜′i ˆr ,
is inconsistent in general. To see this, we ﬁrst note that the estimator of F(y) under deterministic
regression imputation is
1
n
n∑
i=1
{iI (Yiy) + (1 − i )I (X˜′i ˆry)} =: F˜I (y).
As ˆr −  = op(1), it can be shown, under the assumption that the distribution function of X′1
is continuous at y − 0, that
F˜I (y) = 1
n
n∑
i=1
{iI (Yiy) + (1 − i )I (X′i1y − 0)} + op(1).
Therefore, even under a strong condition thatY is missing completely at random (MCAR), by the
weak law of large numbers,
F˜I (y) = p + (1 − p)P (X′1y − 0) + op(1).
Finally, we note that p + (1 − p)P (0 + X′1y) 
=  because P(0 + X′1y) = P(Y −
0(X)y) 
= , i.e. F˜I (y) is inconsistent for .
2.3. qth quantile q
The imputed estimator of q = F−1(q) under fractional linear regression imputation is
given by
ˆq,I = inf
u
{FˆI (u)q} = Fˆ−1I (q).
The result on the asymptotic normality of the estimator ˆq,I is summarized in Theorem 3.
Theorem 3. In addition to the conditions of Theorem 2, assume that the density function f (·) of
Y exists and continuous in a neighborhood of q with f (q) > 0. Then as n → ∞, we have
√
n(ˆq,I − q) d−→N(0, 2Q(q)), (2.11)
and the following Bahadur-type representation
ˆq,I = q − FˆI (q) − F(q)
f (q)
+ op(n−1/2), (2.12)
where 2Q(q) = 2D(q)/f 2(q) with 2D(·) deﬁned in Theorem 2, and the subscript Q denotes
quantile.
To use Theorem 3 for constructing a conﬁdence interval on q , we need the following result
which is proved in the Appendix.
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Lemma 2. Under the conditions of Theorem 3,
fˆI (ˆq,I ) := FˆI (ˆq,I + n
−1/2) − FˆI (ˆq,I − n−1/2)
2n−1/2
= f (q) + op(1),
and
ˆ2D(ˆq,I ) = 2D(q) + op(1)
where ˆ2D(·) is deﬁned in (2.9).
Let ˆ2Q(ˆq,I ) = ˆ2D(ˆq,I )/fˆ 2I (ˆq,I ). According to Theorem 3, Lemmas 1 and 2, the normal
approximation based conﬁdence interval on q with asymptotically correct coverage probability
1 − 	 can be constructed as
(1) Normal approximation based CI:
[ˆq,I − n−1/2ˆQ(ˆq,I )C	, ˆq,I + n−1/2ˆQ(ˆq,I )C	].
Using the idea of Woodruff [17], a different conﬁdence intervals on q can be constructed as
(2) Woodruff-type CI:
[Fˆ−1I {q − n−1/2ˆD(ˆq,I )C	}, Fˆ−1I {q + n−1/2ˆD(ˆq,I )C	}].
An advantage of (2) over (1) is that no density estimator of f (q) is involved in the Woodruff-
type CI. We show in the Appendix that the Woodruff-type CI has asymptotically correct coverage
probability. That is,
Lemma 3. Under the conditions of Theorem 3, as n → ∞, we have
P
[
Fˆ−1I {q − n−1/2ˆD(ˆq,I )C	}q Fˆ−1I {q + n−1/2ˆD(ˆq,I )C	}
]
→ 1 − 	. (2.13)
3. Empirical likelihood conﬁdence intervals
3.1. Mean 
Let ZM,i() = iYi + (1 − i )J−1∑Jl=1 Y (R)il − , i = 1, 2, . . . , n. Then the empirical
log-likelihood ratio for  is deﬁned as
M,n() = −2 max∑n
i=1 piZM,i ()=0,
∑n
i=1 pi=1
n∑
i=1
log(npi).
It can be shown, by using the Lagrange multiplier method, that
M,n() = 2
n∑
i=1
log{1 + M,nZM,i()},
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where M,n is the solution of the equation
1
n
n∑
i=1
ZM,i()
1 + M,nZM,i() = 0.
Theorem 4 gives the asymptotic distribution of M,n().
Theorem 4. In addition to the conditions of Theorem 1, assume thatE‖X‖4 < ∞, E40(X) < ∞
and E4 < ∞. Then, as n → ∞,
M,n()
d−→ 
2
M
21
21, (3.1)
where 21 = Var(Y ) − J−1J E{(1 − )20(X)}2 and 2M is deﬁned in Theorem 1.
It is interesting to note that the empirical likelihood ratio under imputation is asymptotically
distributed as a scaled chi-square variable. The reason for this deviation from standard results for
the complete response case is that the completed data after imputation are dependent. To construct
a conﬁdence interval onbyusing above result,weneed to get a consistent estimator of2M/
2
1.We
can choose ˆ2M given by (2.3) as an estimator of 2M . From the proof of Theorem 4, 2Y = Var(Y )
can be consistently estimated by ˆ2Y = 1J (n−1)
∑J
l=1
∑n
i=1{iYi + (1 − i )Y (R)il − Y¯I }2. Further,
E{(1 − )20(X)} and 2 can be consistently estimated by n−1
∑n
i=1(1 − i )20(Xi) and (2.2),
respectively.
Let z	 satisfy P(21z	) = 1 − 	. It follows from (3.1) that an EL based conﬁdence interval
on  with asymptotically correct coverage probability 1 − 	 can be constructed as
{
 : ˆ
2
1
ˆ2M
M,n()z	
}
.
3.2. Distribution function 
Let ZD,i() = iI (Yiy) + (1 − i )J−1∑Jl=1 I (Y (R)il y) − . Then the empirical log-
likelihood ratio for  is deﬁned as
D,n() = −2 max∑n
i=1 piZD,i ()=0,
∑n
i=1 pi=1
n∑
i=1
log(npi).
It can be shown, by using the Lagrange multiplier method, that
Q,n() = 2
n∑
i=1
log{1 + D,nZD,i()},
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where D,n is the solution of the equation
1
n
n∑
i=1
ZD,i()
1 + D,nZD,i() = 0.
Theorem 5 gives the asymptotic distribution of D,n().
Theorem 5. Suppose that F(y) > 0 and that the conditions of Theorem 2 hold. Then as n → ∞,
D,n()
d−→ 
2
D(y)
22
21, (3.2)
where 2D(y) is deﬁned in Theorem 2, and
22 = (1 − ) −
J − 1
J
[ − E(I (Y y)) − E{(1 − P(X))P 2(Y y|X)}].
Let z	 satisfy P(21z	) = 1 − 	. It follows from (3.2) that an EL based conﬁdence interval
on  with asymptotically correct coverage probability 1 − 	 can be constructed as{
 : ˆ
2
2
ˆ2D(y)
D,n()z	
}
,
where ˆ2D(y) is deﬁned in (2.9), and ˆ22 = FˆI (y)(1 − FˆI (y)) − J−1J
{
FˆI (y) − n−1∑ni=1 iI
(Yiy) − In2(y)
}
, where In2(y) is deﬁned in (2.10).
3.3. qth quantile q
Let ZQ,i(q) = iI (Yiq) + (1 − i )J−1∑Jl=1 I (Y (R)il q) − q. Then the empirical
log-likelihood ratio for q is deﬁned, respectively, as
Q,n(q) = −2 max∑n
i=1 piZQ,i (q )=0,
∑n
i=1 pi=1
n∑
i=1
log(npi).
It can be shown, by using the Lagrange multiplier method, that
Q,n(q) = 2
n∑
i=1
log{1 + Q,nZQ,i(q)},
where Q,n is the solution of the equation
1
n
n∑
i=1
ZQ,n,i(q)
1 + Q,nZQ,n,i(q) = 0.
Theorem 6 gives the asymptotic distribution of Q,n(q).
Y. Qin et al. / Journal of Multivariate Analysis 99 (2008) 1232–1259 1243
Theorem 6. Under the conditions of Theorem 3, as n → ∞,
Q,n(q)
d−→ 
2
D(q)
33
21, (3.3)
where 2D(·) is deﬁned in Theorem 2, and
23 = q(1 − q) −
J − 1
J
[
q − E(I (Y q)) − E{(1 − P(X))P 2(Y q |X)}
]
.
Let z	 satisfy P(21z	) = 1 − 	. It follows from (3.3) that an EL based conﬁdence interval
on q with asymptotically correct coverage probability 1 − 	 can be constructed as{
q : ˆ
2
3
ˆ2D(ˆq,I )
Q,n(q)z	
}
where ˆ2D(y) is given by (2.9), and ˆ23 = q(1 − q) − J−1J
{
q − n−1∑ni=1 iI (Yi ˆq,I ) −
In2(ˆq,I )
}
, where In2(ˆq,I ) is deﬁned in (2.10) with y replaced by ˆq,I . Similar to the Woodruff
interval, the EL interval also does not require density estimation.
In the simulation study (Section 4), we used bisection methods on the parameters of interest
(, , q) and the corresponding Lagrange multiplier (M,n, D,n, Q,n) to calculate EL conﬁ-
dence intervals.
4. Simulation study
We conducted a small simulation study on the ﬁnite sample performance of normal approxi-
mation and empirical likelihood based conﬁdence intervals on the mean  = E(Y ), distribution
function  = F(y) for ﬁxed y and quantile q = F−1(q). For this purpose, we used the model
Y = 3.2X2 − 5.4X + √|X| with Xis generated from the normal distribution N(1, 1) and is
generated from the standard normal distributionN(0, 1), and the following three cases of response
probabilities under the MAR assumption:
Case 1: p1(x) = P( = 1|X = x) = 0.8 + 0.2|x − 1|, if |x − 1|1, and = 0.95, elsewhere.
Case 2: p2(x) = P( = 1|X = x) = 0.9 − 0.2|x − 1|, if |x − 1|4, and = 0.1, elsewhere.
Case 3: p3(x) = P( = 1|X = x) = 0.6 for all x.
We have Ep1(X) ≈ 0.9, Ep2(X) ≈ 0.74 and Ep3(X) = 0.6 so that Case 1 has the highest
response rate and Case 3 has the lowest response rate. For each of the three cases, we generated
1, 000 random samples of incomplete data {Xi, Yi, i , i = 1, . . . , n} for n = 60 and 100 from the
model and speciﬁed response probability function. For nominal conﬁdence level 1 − 	 = 0.95,
using the simulated samples, we evaluated the coverage probability (CP), lower tail error rate (L),
upper tail error rate (U ) and the average length of the interval (AL) of the normal approximation
based (NA) and empirical likelihood based (EL) intervals. In the case of quantiles, we denote
the Woodruff type conﬁdence intervals as W. We considered J = 1(single imputation) and
J = 5(fractional imputation).
Table 1 reports simulation results for the mean of  = E(Y ). It is seen that the coverage
probability (CP) for NA and EL increases with n, approaching the nominal level 0.95. The CP
values of NA and EL for a given n are similar, but EL providesmore balanced error rates (L andU )
than NA. In the latter case, L is signiﬁcantly lower than the nominal 0.025 and U is signiﬁcantly
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Table 1
Conﬁdence interval coverage probability (CP), lower (L) and upper (U) tail error rates and average length (AL) for the
mean  = EY under different response functions p(x) and sample sizes n
p(x) n CI CP L U AL CP L U AL
J = 1 J = 5
p1(x) 60 NA 0.926 0.004 0.070 2.35 0.924 0.006 0.070 2.346
EL 0.932 0.020 0.048 2.398 0.933 0.019 0.048 2.392
100 NA 0.936 0.011 0.053 1.844 0.933 0.010 0.057 1.841
EL 0.936 0.027 0.037 1.879 0.937 0.027 0.036 1.876
p2(x) 60 NA 0.925 0.003 0.072 2.392 0.927 0.004 0.069 2.380
EL 0.929 0.022 0.049 2.446 0.937 0.018 0.045 2.431
100 NA 0.934 0.011 0.055 1.875 0.937 0.008 0.055 1.866
EL 0.939 0.025 0.036 1.916 0.937 0.028 0.035 1.904
p3(x) 60 NA 0.929 0.004 0.067 2.416 0.928 0.005 0.067 2.399
EL 0.935 0.023 0.042 2.472 0.938 0.021 0.041 2.450
100 NA 0.939 0.01 0.051 1.894 0.935 0.009 0.056 1.881
EL 0.939 0.026 0.035 1.934 0.941 0.026 0.033 1.919
Table 2
Conﬁdence interval coverage probability (CP), lower (L) and upper (U) tail error rates and average length (AL) for the
distribution function  = F(y) with y = 1 under different response functions p(x) and sample sizes n
p(x) n CI CP L U AL CP L U AL
J = 1 J = 5
p1(x) 60 NA 0.936 0.045 0.019 0.235 0.940 0.045 0.015 0.234
EL 0.946 0.026 0.028 0.230 0.949 0.027 0.024 0.229
100 NA 0.948 0.030 0.022 0.183 0.946 0.030 0.024 0.182
EL 0.950 0.021 0.029 0.180 0.952 0.021 0.027 0.179
p2(x) 60 NA 0.936 0.040 0.024 0.236 0.946 0.038 0.016 0.233
EL 0.945 0.027 0.028 0.232 0.944 0.031 0.025 0.224
100 NA 0.950 0.032 0.018 0.184 0.944 0.031 0.025 0.181
EL 0.951 0.024 0.025 0.182 0.944 0.027 0.029 0.175
p3(x) 60 NA 0.940 0.036 0.024 0.237 0.937 0.041 0.022 0.232
EL 0.948 0.025 0.027 0.233 0.941 0.031 0.028 0.222
100 NA 0.957 0.022 0.021 0.185 0.948 0.028 0.024 0.181
EL 0.954 0.021 0.025 0.182 0.946 0.020 0.034 0.173
higher than the nominal 0.025. For example, with n = 60, J = 5 and p2(x), L = 0.004 and
U = 0.069 for NA compared to L = 0.018 and U = 0.045 for EL. The average lengths (AL)
of NA and EL, for a given n, are similar, although slightly longer for EL. Performances of the
intervals are similar across response patterns 1, 2 and 3. Fractional imputation (J = 5) leads to
small reduction in AL compared to single imputation (J = 1), suggesting J = 5 should adequate
in practice.
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Table 3
Conﬁdence interval coverage probability (CP), lower (L) and upper (U) tail error rates and average length (AL) for the
distribution function  = F(y) with y = 2 under different response functions p(x) and sample sizes n
p(x) n CI CP L U AL CP L U AL
J = 1 J = 5
p1(x) 60 NA 0.950 0.030 0.020 0.220 0.952 0.032 0.016 0.219
EL 0.954 0.026 0.020 0.216 0.953 0.029 0.018 0.215
100 NA 0.940 0.041 0.019 0.171 0.942 0.040 0.018 0.170
EL 0.947 0.022 0.031 0.169 0.949 0.022 0.029 0.168
p2(x) 60 NA 0.953 0.033 0.014 0.224 0.953 0.035 0.012 0.219
EL 0.962 0.022 0.016 0.220 0.951 0.029 0.020 0.211
100 NA 0.947 0.033 0.020 0.174 0.943 0.038 0.019 0.170
EL 0.951 0.023 0.026 0.172 0.940 0.029 0.031 0.164
p3(x) 60 NA 0.956 0.033 0.011 0.225 0.954 0.032 0.014 0.218
EL 0.963 0.020 0.017 0.221 0.952 0.023 0.025 0.209
100 NA 0.957 0.028 0.015 0.175 0.949 0.032 0.019 0.170
EL 0.962 0.015 0.023 0.173 0.944 0.027 0.029 0.163
Table 4
Conﬁdence interval coverage probability (CP), lower (L) and upper (U) tail error rates and average length (AL) for the
quantile q with q = 0.5 under different response functions p(x) and sample sizes n
p(x) n CI CP L U AL CP L U AL
J = 1 J = 5
p1(x) 60 NA 0.822 0.116 0.062 1.497 0.833 0.108 0.059 1.483
W 0.948 0.026 0.026 1.732 0.944 0.024 0.032 1.712
EL 0.946 0.027 0.027 1.729 0.939 0.026 0.035 1.699
100 NA 0.812 0.141 0.047 1.226 0.817 0.133 0.050 1.232
W 0.949 0.030 0.021 1.325 0.942 0.031 0.027 1.268
EL 0.948 0.029 0.023 1.313 0.947 0.030 0.023 1.281
p2(x) 60 NA 0.747 0.010 0.243 1.558 0.703 0.014 0.283 1.329
W 0.947 0.033 0.02 1.803 0.941 0.033 0.026 1.700
EL 0.947 0.033 0.02 1.782 0.944 0.031 0.025 1.675
100 NA 0.710 0.009 0.281 1.216 0.654 0.009 0.337 1.049
W 0.951 0.031 0.018 1.375 0.946 0.029 0.025 1.266
EL 0.947 0.034 0.019 1.365 0.949 0.028 0.023 1.267
p3(x) 60 NA 0.788 0.107 0.105 1.625 0.767 0.107 0.126 1.402
W 0.959 0.030 0.011 1.932 0.936 0.037 0.027 1.746
EL 0.962 0.028 0.01 1.935 0.938 0.030 0.032 1.679
100 NA 0.802 0.105 0.093 1.311 0.762 0.119 0.119 1.107
W 0.955 0.027 0.018 1.445 0.944 0.031 0.025 1.303
EL 0.954 0.028 0.018 1.441 0.944 0.033 0.023 1.257
Tables 2 and 3 report the simulation results for the distribution function  = F(y) with y = 1
and y = 2, respectively. Here EL performs better than NA in terms of CP, with values closes to the
nominal 0.95. Also, it provides more balanced error rates (L and U ) than NA. In the latter case,
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Table 5
Conﬁdence interval coverage probability (CP), lower (L) and upper (U) tail error rates and average length (AL) for the
quantile q with q = 0.25 under different response functions p(x) and sample sizes n
p(x) n CI CP L U AL CP L U AL
J = 1 J = 5
p1(x) 60 NA 0.847 0.109 0.044 1.023 0.849 0.109 0.042 1.010
W 0.949 0.020 0.031 1.105 0.931 0.030 0.039 1.069
EL 0.958 0.020 0.022 1.130 0.930 0.037 0.033 1.047
100 NA 0.836 0.137 0.027 0.805 0.838 0.135 0.027 0.796
W 0.952 0.028 0.020 0.844 0.945 0.032 0.023 0.823
EL 0.954 0.026 0.020 0.867 0.941 0.036 0.023 0.795
p2(x) 60 NA 0.852 0.026 0.122 1.138 0.813 0.034 0.153 0.999
W 0.952 0.025 0.023 1.139 0.937 0.026 0.037 1.075
EL 0.955 0.028 0.017 1.156 0.942 0.032 0.026 1.067
100 NA 0.830 0.020 0.150 0.889 0.802 0.025 0.173 0.791
W 0.957 0.028 0.015 0.870 0.951 0.024 0.025 0.830
EL 0.957 0.030 0.013 0.877 0.940 0.039 0.021 0.803
p3(x) 60 NA 0.819 0.104 0.077 1.124 0.790 0.114 0.096 0.966
W 0.955 0.024 0.021 1.262 0.930 0.031 0.039 1.139
EL 0.951 0.035 0.014 1.290 0.919 0.050 0.031 1.045
100 NA 0.834 0.100 0.066 0.908 0.809 0.109 0.082 0.780
W 0.939 0.037 0.024 0.936 0.930 0.035 0.035 0.859
EL 0.936 0.044 0.020 0.968 0.911 0.045 0.044 0.795
L can be signiﬁcantly higher than the nominal 0.025 and U signiﬁcantly lower than the nominal
0.025. For example, with n = 60 y = 1, J = 5, and p1(x), L = 0.045 and U = 0.015 for NA
compared to L = 0.027 and U = 0.024 for EL. The average lengths (AL) of NA and EL are
similar, although slightly smaller for EL. Again, reduction in AL by using fractional imputation
is very small.
Tables 4 and 5 report the simulation results for the quantile q = F−1(q) with q = 0.25 and
q = 0.5 (median), respectively. Here NA leads to severe undercoverage whereas the Woodruff
interval (W) leads to CP closer to nominal level. For example, with q = 0.5, n = 100, J = 5 and
p1(x), CP = 0.817 for NA compared to CP = 0.942 for W and CP = 0.947 for EL. Empirical
likelihood (EL) and Woodruff (W) provide similar results in terms of CP, L, U and AL, although
AL is slightly smaller for EL. Our results suggest that NA is not recommended for quantiles, and
either W or EL should be used in practice. Moreover, as noted in Section 2.3, Woodruff (W) does
not estimate the density f (q) unlike NA.
5. Concluding remarks
We have studied NA-based and EL-based conﬁdence intervals on the mean , distribution
function  and quantile q under fractional linear regression imputation to ﬁll in the missing item
values Yi , assuming missing at random (MAR)response mechanism given the auxiliary vector
Xi and simple random sampling (iid case). We plan to extend our results to complex surveys,
following the pseudo-EL approach for the complete response case proposed by Chen and Sitter
[4] and Wu and Rao [18].
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We assumed that a linear regressionmodel is correctly speciﬁed.Wang andChen [13] generated
imputed values from a nonparametric kernel estimator of the conditional distribution function
F(y|X). This method is model free, but it can run into difﬁculties if the dimension of X is
not small (“curse" of dimensionality). Also, the choice of bandwidth is somewhat ad hoc. Our
conﬁdence intervals should perform better in terms of average length (AL) than the nonparametric
conﬁdence intervals, especially for moderate sample sizes, if the assumed linear regression model
ﬁts the data reasonably well.
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Appendix A. Proofs of theorems and lemmas
The following result in Chen and Rao [2] will be used in the proofs of main results.
Lemma 4. Let n, n be two sequences of random variables and Bn be a -ﬁeld. Assume:
1. There exists 1n > 0 such that
−11n n
d−→N(0, 1)
as n → ∞, and n is Bn measurable.
2. E[n|Bn] = 0 and Var(n|Bn) = 22n such that
sup
t
|P(−12n n t |Bn) − (t)| = op(1)
where (·) is the distribution function of the standard normal random variable.
3. 
2n = 21n/22n = 
20 + op(1).
Then, as n → ∞,
n + n√
21n + 22n
d−→N(0, 1).
Proof of Theorem 1. First, we note that
ˆr −  = S−11
{
n−1
n∑
i=1
i
−2
0 (Xi)X˜i(Yi − X˜′i)
}
+ op(n−1/2).
Also,
√
n(Y¯I − ) = √n
⎧⎨
⎩ rn Y¯r + 1n
∑
i∈sm
X˜′i ˆr +
1
n
J−1
J∑
l=1
∑
i∈sm
0(Xi)
∗
il − 
⎫⎬
⎭
= n + n
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where
n =
√
n
⎧⎨
⎩ rn Y¯r + 1n
∑
i∈sm
X˜′i ˆr −  +
1
nr
∑
i∈sm
∑
j∈sr
0(Xi)
−1
0 (Xj )(Yj − X˜′j ˆr )
⎫⎬
⎭
and
n = n−1/2
∑
i∈sm
0(Xi)J
−1
J∑
l=1
⎧⎨
⎩∗il − r−1
∑
j∈sr
−10 (Xj )(Yj − X˜′j ˆr )
⎫⎬
⎭ .
We can express n as
n =
√
n
[
1
n
n∑
i=1
i (Yi − X˜′i) +
1
n
n∑
i=1
(X˜′i − ) +
1
n
n∑
i=1
(1 − i )X˜′i (ˆr − )
+
{
1
r
n∑
i=1
(1 − i )0(Xi)
}⎧⎨
⎩1n
n∑
j=1
j 
−1
0 (Xj )(Yj − X˜′j)
⎫⎬
⎭
−
{
1
r
n∑
i=1
(1 − i )0(Xi)
}⎧⎨
⎩1n
n∑
j=1
j 
−1
0 (Xj )X˜
′
j
⎫⎬
⎭ (ˆr − )
⎤
⎦ .
Noting that r/n = p + op(1),
n = n−1/2
n∑
i=1
g(Xi)i (Yi − X˜′i) + n−1/2
n∑
i=1
(X˜′i − ) + op(1)
= n−1/2
n∑
i=1
Wi + op(1),
where
g(Xi) = 1 + p−1E{(1 − )0(X)}−10 (Xi)
+[E{(1 − )X˜} − p−1E{(1 − )0(X)}E{−10 (X)X˜}]′S−11 −20 (Xi)X˜i .
and Wi = g(Xi)i (Yi − X˜′i) + (X˜′i − ). Under the conditional MAR assumption (1.2),
EWi = 0, and
Var(Wi) = E(X˜′ − )2 + E{20(X)g2(X)}2.
Let 21n = Var(Wi). Then by the Central Limit Theorem, we have
−11n n
d−→N(0, 1), (A.1)
noting that the Wi’s are iid random variables.
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Let Bn = ((i , Xi, Yi), i = 1, . . . , n). We now verify condition 2 in Lemma 4. It is clear that
E(n|Bn) = 0, and
22n = Var(n|Bn) = J−1
1
n
∑
i∈sm
20(Xi)
⎡
⎣r−1 ∑
j∈sr
−20 (Xj )(Yj − X˜′j ˆr )2
−
⎧⎨
⎩r−1
∑
j∈sr
−10 (Xj )(Yj − X˜′j ˆr )
⎫⎬
⎭
2
⎤
⎥⎦
= J−1 1
n
∑
i∈sm
20(Xi)
⎧⎪⎨
⎪⎩r−1
∑
j∈sr
−20 (Xj )(Yj − X˜′j)2 −
⎛
⎝r−1 ∑
j∈sr
j
⎞
⎠
2
⎫⎪⎬
⎪⎭+ op(1)
= J−1E{(1 − )20(X)}2 + op(1). (A.2)
We have veriﬁed that the Liapunov (2+	0)thmoment condition for independent random variables
holds. Hence, we have supt |P(−12n n t |Bn)−(t)| = op(1). Our result (2.1) now follows from
Lemma 4. 
Proof of Theorem 2. We can write n1/2{FˆI (y) − } = n + n, where
n =
√
n
⎧⎨
⎩1n
∑
i∈sr
I (Yiy)
+ 1
nr
∑
i∈sm
∑
j∈sr
I (X˜′i ˆr + 0(Xi)−10 (Xj )(Yj − X˜′j ˆr )y) − 
⎫⎬
⎭ ,
and
n = n−1/2
∑
i∈sm
J−1
J∑
l=1
⎧⎨
⎩I (X˜′i ˆr + 0(Xi)∗ily)
−1
r
∑
j∈sr
I (X˜′i ˆr + 0(Xi)−10 (Xj )(Yj − X˜′j ˆr )y)
⎫⎬
⎭ .
Further,
n−1/2n = 1
nr
n∑
i=1
n∑
j=1
{ij I (Yiy)
+(1 − i )j I (X˜′i ˆr + 0(Xi)−10 (Xj )(Yj − X˜′j ˆr )y) − j}
= {p−1 + op(1)} 1
n2
n∑
i=1
n∑
j=1
{ij I (Yiy)
+(1 − i )j I (X˜′i ˆr + 0(Xi)−10 (Xj )(Yj − X˜′j ˆr )y) − j}
= {p−1 + op(1)}Vn(y, ˆr ),
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noting that n/r = p−1 + op(1), where, for a mathematical variable 
 ∈ Rd+1,
Vn(y, 
) = 1
n2
n∑
i=1
n∑
j=1
{ij I (Yiy) + (1 − i )j I (X˜′i

+0(Xi)−10 (Xj )(Yj − X˜′j 
)y) − j} =
1
n2
n∑
i=1
n∑
j=1
H(Zi, Zj ; y, 
),
where H(Zi, Zj ; y, 
) is deﬁned in (2.4). It follows that Vn(y, 
) is a von Mises V-statistic with
kernelH [12, p. 174], andVn(y, ˆr ) is aV -statistic with estimated parameter ˆr . It is then possible
to use the results in Randles [11] to obtain the asymptotic distribution of √nVn(y, ˆr ), and then
the asymptotic distribution of n. The U-statistics corresponding to Vn(y, 
) and Vn(y, ˆr ) are
Un(y, 
) = 1
C2n
∑
1 i<jn
H(Zi, Zj ; y, 
)
and Un(y, ˆr ), respectively, where C2n = n(n−1)2 . By Serﬂing [12, p. 206] or Randles [11],
√
n{Vn(y, ˆr ) − Un(y, ˆr )} = op(1).
So to obtain the asymptotic distribution of Vn(y, ˆr ), it sufﬁces to get the asymptotic distribution
of Un(y, ˆr ). Denote m(
) = EH(Z1, Z2; y, 
). Then by Remarks 2.14(iv) in Randles [11],√
n{Un(y, ˆr ) − m()} has the same asymptotic distribution as
n−1/2
n∑
i=1
[
2H1(Zi; y, ) +
{
m(
)


}′∣∣∣∣

=
S−11 i
−2
0 (Xi)X˜i(Yi − X˜′i)
]
,
where H1(·) is deﬁned in (2.5). So to obtain the limit distribution of Vn(y, ˆr ), we will show that
m() = 0, and that m(
)

∣∣∣

= = m0(). First, we evaluate m(
). It is clear that
m(
) = E{12I (Y1y)
+(1 − 1)2I (X˜′1
 + 0(X1)−10 (X2)(Y2 − X˜′2
)y)} − p
= E{12I (Y1y)} + a(
) − p,
where a(
) = E{(1 − 1)2I (X˜′1
+ 0(X1)−10 (X2)(Y2 − X˜′2
)y)}. By the conditional MAR
assumption (1.2), we have
E{12I (Y1y)} = pE{p(X1)P (Y1y|X1)} = pE{p(X)P (Y y|X)}.
Further using (1.2) and letting t˜ ′j = (1 t ′j ), we have
a(
) = E[p(X2)E{(1 − 1)I (X˜′1

+0(X1)−10 (X2)(Y2 − X˜′2
)y)|X1, X2}]
= E[p(X2){1 − p(X1)}P(X˜′1
 + 0(X1)−10 (X2)(Y2 − X˜′2
)y|X1, X2)]
=
∫
R2d
p(t2){1 − p(t1)}P(Y2−10 (t1)0(t2)(y − t˜ ′1
)
+t˜ ′2
|X1 = t1, X2 = t2) dF1(t1) dF1(t2)
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=
∫
R2d
p(t2){1 − p(t1)}P(Y2−10 (t1)0(t2)(y − t˜ ′1
)
+t˜ ′2
|X2 = t2) dF1(t1) dF1(t2) (A.3)
Hence,
a() = E[p(X2){1 − p(X1)}P(0(X1)2 + X˜′1y|X1, X2)]
= E[p(X2){1 − p(X1)}P(0(X1)1 + X˜′1y|X1, X2)]
= E[p(X2){1 − p(X1)}P(Y1y|X1, X2)]
= E[p(X2){1 − p(X1)}P(Y1y|X1)]
= p − pE{p(X)P (Y y|X)}. (A.4)
It now follows from (A.3) and (A.4) that m() = 0 and m(
)

∣∣∣

= = m0(), noting that
m(
) = pE{p(X)P (Y y|X)} + a(
) − p.
Based on above results, we have −11n n
d−→N(0, 1), where
21n = p−2E{2H1(Z; y, ) + m′0()S−11 −20 (X)X˜(Y − X˜′)}2. (A.5)
We now turn to n. It is clear that E(n|Bn) = 0, and
22n = Var(n|Bn) =
1
n
∑
i∈sm
J−1Var(I (X˜′i ˆr + 0(Xi)∗i1y)|Bn)
= J−1 1
n
∑
i∈sm
⎡
⎣1
r
∑
j∈sr
I (X˜′i ˆr + 0(Xi)−10 (Xj )(Yj − X˜′j ˆr )y)
−
⎧⎨
⎩1r
∑
j∈sr
I (X˜′i ˆr + 0(Xi)−10 (Xj )(Yj − X˜′j ˆr )y)
⎫⎬
⎭
2
⎤
⎥⎦
= J−1(In1 − In2),
where
In1 = 1
nr
∑
i∈sm
∑
j∈sr
I (X˜′i ˆr + 0(Xi)−10 (Xj )(Yj − X˜′j ˆr )y),
and
In2 = 1
nr2
∑
i∈sm
∑
j∈sr
∑
k∈sr
{
I (X˜′i ˆr + 0(Xi)−10 (Xj )(Yj − X˜′j ˆr )y)
}
×
{
I (X˜′i ˆr + 0(Xi)−10 (Xk)(Yk − X˜′kˆr )y)
}
.
Further, we have
In1 = 1
nr
n∑
i=1
n∑
j=1
(1 − i )j I (X˜′i ˆr + 0(Xi)−10 (Xj )(Yj − X˜′j ˆr )y)
= n
r
1
n2
n∑
i=1
n∑
j=1
H3(Zi, Zj ; ˆr )
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whereH3(Zi, Zj ; 
) = 12 {(1−i )j I (X˜′i
+0(Xi)−10 (Xj )(Yj −X˜′j 
)y)+(1−j )iI (X˜′j 
+
0(Xj )
−1
0 (Xi)(Yi − X˜′i
)y)}. Thus, 1n2
∑n
i=1
∑n
j=1 H3(Zi, Zj ; ˆr ) is a V -statistic with esti-
mated parameter and appealing to Randles [11],
1
n2
n∑
i=1
n∑
j=1
H3(Zi, Zj ; ˆr ) = EH3(Z1, Z2; ) + op(1) = a() + op(1).
Hence,
In1 =  − E{I (Y y)} + op(1).
Similarly,
In2 = p−2E{(1 − 1)23I (X˜′1 + 0(X1)−10 (X2)(Y2 − X˜′2)y)
×I (X˜′1 + 0(X1)−10 (X3)(Y3 − X˜′3)y)} + op(1)
= E[{1 − p(X)}P 2(Y y|X)] + op(1).
Hence,
22n = J−1[ − E{I (Y y)} − E{(1 − p(X))P 2(Y y|X)}] + op(1). (A.6)
We have veriﬁed that the Liapunov third moment condition for independent random variables
holds. Hence, we have
sup
t
|P(−12n n t |Bn) − (t)| = op(1). (A.7)
The proof of Theorem 2 is now complete by appealing to Lemma 4. 
Proof of Lemma 1. First, we show that mˆ0() is consistent for m0(), i.e.
mˆ0() = m0() + op(1). (A.8)
We note that aˆ(
) is a U -statistic. So from Theorem 2.8 in Randles [11],
n1/2{aˆ(ˆr + n−1/2ej ) − a(ˆr + n−1/2ej ) − aˆ() + a()} = op(1)
and
n1/2{aˆ(ˆr − n−1/2ej ) − a(ˆr − n−1/2ej ) − aˆ() + a()} = op(1).
It follows that
aˆ(ˆr + n−1/2ej ) − aˆ(ˆr−n−1/2ej ) = a(ˆr + n−1/2ej ) − a(ˆr−n−1/2ej ) + op(n−1/2).
Thus, we have (A.8). To prove Lemma 1, it remains to show that
1
n
n∑
i=1
{2Hˆ1(Zi; y, ˆr ) + mˆ′0()i Sˆ−11 −20 (Xi)(Yi − X˜′i ˆr )}2
= E{2H1(Z1; y, ) + m′0()1S−11 −20 (X1)(Y1 − X˜′1)}2 + op(1). (A.9)
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As ˆr −  = op(1), Sˆ1 − S1 = op(1) and mˆ0() − m0() = op(1), it follows that
1
n
n∑
i=1
{2Hˆ1(Zi; y, ˆr ) + mˆ′0()i Sˆ−11 −20 (Xi)(Yi − X˜′i ˆr )}2
= 1
n
n∑
i=1
{2Hˆ1(Zi; y, ˆr ) + m′0()iS−11 −20 (Xi)(Yi − X˜′i)}2 + op(1). (A.10)
So to prove (A.9), it sufﬁces to show that
1
n
n∑
i=1
{2Hˆ1(Zi; y, ˆr ) + m′0()iS−11 −20 (Xi)(Yi − X˜′i)}2 (A.11)
= E{2H1(Z1; y, ) + m′0()1S−11 −20 (X1)(Y1 − X˜′1)}2 + op(1). (A.12)
Replacing Hˆ1(Zi; y, ˆr ) by the right-hand side of (2.8) with 
 = ˆr , and expanding on the left-
hand side of (A.12), we only need to show that every term in this expansion is consistent for the
corresponding term of the expansion of the right-hand side of (A.12). The basic idea is to express
every term in the left-hand side as a V-statistic with estimated parameter, and then use the methods
in Randles [11] for our purpose. 
To prove Theorem 3, we need the following result, Lemma 5, which can be proved along the
lines of Theorem 2.
Lemma 5. Under the condition that f (q) > 0, and for ﬁxed u ∈ R,
√
n(FˆI (q + n−1/2Q(q)u) − F(q + n−1/2Q(q)u) d−→N(0, 2D(q)),
as n → ∞, where 2D(·) and 2Q(·) are deﬁned in Theorems 2 and 3.
Proof of Theorem 3. For ﬁxed u ∈ R, noting that q = F(q) and using Lemma 1.1.4 in Serﬂing
[12, p. 3], we have
P
{√
n(ˆq,I − q)
Q(q)
u
}
= P(ˆq,I q + n−1/2Q(q)u)
= P {q FˆI (q + n−1/2Q(q)u)}
= P
[√
n{FˆI (q + n−1/2Q(q)u) − F(q + n−1/2Q(q)u)}

√
n{F(q) − F(q + n−1/2Q(q)u)}
]
= P
[√
n{FˆI (q + n−1/2Q(q)u) − F(q + n−1/2Q(q)u)}
 − Q(q)f (q)u + o(1)
]
= P
[√
n{FˆI (q + n−1/2Q(q)u) − F(q + n−1/2Q(q)u)}
−Q(q)f (q) u + o(1)
]
.
Hence by Lemma 5, we get (2.11), noting that Q(q)f (q) = D(q).
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Next we prove the Bahadur-type representation (2.12). For ﬁxed t 
= 0, let
(t) = √n{F(q + tn−1/2) − FˆI (q + tn−1/2)}/f (q),
(t) = √n{F(q + tn−1/2) − FˆI (ˆq,I )}/f (q).
Following Ghosh [6] or the proof of Theorem 2 in Chen and Shao [3], it sufﬁces to show that
(t) − t = op(1) (A.13)
and
(t) − (0) = op(1). (A.14)
First, we have
(t) − t = (t) − √nF(q + tn
−1/2) − F(q)
f (q)
+ op(1)
= √nF(q) − FˆI (ˆq,I )
f (q)
+ op(1) =
√
n
f (q)
Op(n
−1) + op(1) = op(1),
whichgives (A.13). The resultF(q)−FˆI (ˆq,I ) = Op(n−1) followsbynoting thatq FˆI (ˆq,I )
q + 1
n
. For mathematical variables u and 
, let
Fr(u, 
) = 1
n
∑
i∈sr
I (Yiu) + 1
nr
∑
i∈sm
∑
j∈sr
I {X˜′i
 + 0(Xi)−10 (Xj )(Yj − X˜′j 
)u},
G∗n(u, 
) = FˆI (u) − FˆI (q) − Fr(u, 
) + Fr(q, 
)
and
Gn(u, 
) = Fr(u, 
) − Fr(q, 
) − F(u) + F(q).
Note that
√
nG∗n(q + tn−1/2, ˆr ) +
√
nGn(q + tn−1/2, ˆr ) = −{(t) − (0)}f (q). To prove
(A.14), it sufﬁces to show that
(i)
√
nG∗n(q + tn−1/2, ˆr ) = op(1), (ii)
√
nGn(q + tn−1/2, ˆr ) = op(1). (A.15)
It is clear that
Var[√n{FˆI (q + tn−1/2) − FˆI (q)}|Bn] = op(1).
So for any 0 > 0,
P {√n|G∗n(q + tn−1/2, ˆr )| > 0|Bn} = op(1),
which implies the ﬁrst result (i) of (A.15). Next, using the notations and steps in the proof of
Theorem 2, we have
√
n{Fr(u, ˆr ) − F(u)} =
√
n{p−1 + op(1)}Vn(u, ˆr )
= √n{p−1 + op(1)}Un(u, ˆr ) + op(1).
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Denote
Tn(u) = n−1
n∑
i=1
{2H1(Zi; u, ) + m′0(u)iS−11 −20 (Xi)X˜i(Yi − X˜′i)}.
Then by Randles [11],
√
n{Tn(u) − Un(u, ˆr )} = op(1).
Therefore,
√
nGn(q + tn−1/2, ˆr ) =
√
np−1{Tn(q + tn−1/2) − Tn(q)} + op(1).
It can be shown that E[√n{Tn(q + tn−1/2)− Tn(q)}]2 = o(1). Thus we have the second result
(ii) of (A.15). 
Proof of Lemma 2. Similar to the proof of (A.15), it can be shown that
FˆI (ˆq,I + n−1/2) − FˆI (ˆq,I − n−1/2)
= F(ˆq,I + n−1/2) − F(ˆq,I − n−1/2) + op(n−1/2).
Thus we have the ﬁrst result of Lemma 2. The second result of Lemma 2 can be proved in a similar
way as in the proof of Lemma 1 by taking account of two estimated parameters, ˆq,I and ˆr . 
Proof of Lemma 3. Similar to the proof of (A.15), we can show, for any jn = Op(n−1/2), j =
1, 2, that
FˆI (q + 1n) − FˆI (q − 2n) = f (q)(1n + 2n) + op(n−1/2). (A.16)
Let n = C	ˆD(ˆq,I ). Similar to the proof of the Bahadur-type representation in Theorem 3 or
following the proof of Theorem 4 in Francisco and Fuller [5], one can show that
Fˆ−1I (q + n−1/2n) = F−1(q + n−1/2n)
− FˆI (F
−1(q + n−1/2n)) − F(F−1(q + n−1/2n))
f (F−1(q + n−1/2n))
+ op(n−1/2). (A.17)
Note that F−1(q + n−1/2n) = F−1(q) + n−1/2n/f (q) + op(n−1/2). Using (A.16), (A.17)
and the Bahadur-type representation in Theorem 3, we get, after some calculations,
Fˆ−1I (q + n−1/2n) = Fˆ−1I (q) + n−1/2n/f (q) + op(n−1/2).
Similarly,
Fˆ−1I (q − n−1/2n) = Fˆ−1I (q) − n−1/2n/f (q) + op(n−1/2).
Therefore,
Fˆ−1I (q) ± n−1/2C	ˆD(ˆq,I ){f (q)}−1 = Fˆ−1I (q ± n−1/2C	ˆD(ˆq,I )) + op(n−1/2).
1256 Y. Qin et al. / Journal of Multivariate Analysis 99 (2008) 1232–1259
Now, to prove (2.13), we only need to show that
P
[
Fˆ−1I (q) − n−1/2C	ˆD(ˆq,I ){f (q)}−1
qF−1I (q) + n−1/2C	ˆD(ˆq,I ){f (q)}−1
]
→ 1 − 	,
which is implied by Theorem 3. 
Proof of Theorem 4. Similar to Owen [9], it can be shown that
max
1 in
|ZM,i()| = op(n1/2). (A.18)
On the other hand,
1
n
n∑
i=1
Z2M,i() =
1
n
n∑
i=1
⎧⎨
⎩i (Yi − )2 + (1 − i )
(
J−1
J∑
l=1
Y
(R)
il − 
)2⎫⎬
⎭
= E{(Y − )2} + 1
n
∑
i∈sm
(
J−1
J∑
l=1
Y
(R)
il − 
)2
+ op(1), (A.19)
Denote
In = 1
n
∑
i∈sm
{
J−1
J∑
l=1
(Y
(R)
il − )
}2
.
It can be shown that
In = 1
n
∑
i∈sm
J−2E
⎡
⎣{ J∑
l=1
(Y
(R)
il − )
}2
|Bn
⎤
⎦+ op(1)
= 1
n
∑
i∈sm
J−1Var{Y (R)i1 |Bn} +
1
n
∑
i∈sm
[E{Y (R)i1 |Bn} − ]2 + op(1)
= (J−1 − 1)1
n
∑
i∈sm
Var{Y (R)i1 |Bn} +
1
n
∑
i∈sm
E[{Y (R)i1 − }2|Bn] + op(1), (A.20)
where Bn = ((Yi, Xi, i ), i = 1, . . . , n). Further, let Ln0 = 1n
∑
i∈sm E[{Y (R)i1 − }2|Bn]. Then
Ln0 = 1
nr
∑
i∈sm
∑
j∈sr
{X˜′i ˆr + 0(Xi)−10 (Xj )(Yj − X˜′j ˆr ) − }2
= p−1 1
n2
n∑
i=1
n∑
j=1
(1 − i )j {X˜′i ˆr + 0(Xi)−10 (Xj )(Yj − X˜′j ˆr ) − }2 + op(1).
So from Randles [11],
Ln0 = p−1E[(1 − 1)2{X˜′1 + 0(X1)−10 (X2)(Y2 − X˜′2) − }2] + op(1)
= 2E{(1 − )20(X)} + E{(1 − )(X˜′ − )2} + op(1)
= E{(1 − )(Y − )2} + op(1). (A.21)
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From (A.2), we have
1
n
∑
i∈sm
Var{Y (R)i1 |Bn} = E{(1 − )20(X)}2 + op(1).
From the above derivations, we get
1
n
n∑
i=1
Z2M,i() = Var(Y ) + (J−1 − 1)E{(1 − )20(X)}2 + op(1). (A.22)
By Theorem 1, (A.18) and (A.22), similar to the proof of Theorem 1 in Owen [9], it can be
shown that
M,n() =
{
1
n
n∑
i=1
Z2M,i()
}−1 {
1√
n
n∑
i=1
ZM,i()
}2
+ op(1) d−→ 
2
M
21
21.
Thus we have Theorem 4. 
Proof of Theorem 5.
1
n
n∑
i=1
Z2D,i() =
1
n
n∑
i=1
i{I (Yiy) − }2 + J−2 1
n
n∑
i=1
(1 − i )
×
[
J∑
l=1
{I (Y (R)il y) − }
]2
.
Denote
I˜n = J−2 1
n
n∑
i=1
(1 − i )
[
J∑
l=1
{I (Y (R)il y) − }
]2
.
Similar to the proof of (A.20), we have
I˜n = (J−1 − 1)1
n
∑
i∈sm
Var{I (Y (R)i1 y)|Bn} +
1
n
∑
i∈sm
E[{I (Y (R)i1 y) − }2|Bn] + op(1).
Similar to the proof of (A.21), we have
1
n
∑
i∈sm
E[{I (Y (R)i1 y) − }2|Bn]
= p−1E[(1 − 1)2{I (X˜′1 + 0(X1)−10 (X2)(Y2 − X˜′2)y) − }2] + op(1)
= E{(1 − p(X))I (Y y)} − 2E{(1 − p(X))I (Y y)} + 2 + op(1).
It is obvious that
1
n
n∑
i=1
i{I (Yiy) − }2 = E{p(X)I (Y y)} − 2E{p(X)I (Y y)} + 2 + op(1).
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From the proof of (A.6), we have
1
n
∑
i∈sm
Var{I (Y (R)i1 y)|Bn}
=  − E{I (Y y)} − E{(1 − p(X))P 2(Y y|X)} + op(1).
From above derivations, we get
1
n
n∑
i=1
Z2D,i() = 22 + op(1). (A.23)
By (A.23), the boundness of ZD,i() and Theorem 2, similar to the proof of Theorem 1 in Owen
[9], it can be shown that
D,n() =
{
1
n
n∑
i=1
Z2D,i()
}−1 {
1√
n
n∑
i=1
ZD,i()
}2
+ op(1) d−→ 
2
D(y)
22
21,
Thus we have Theorem 5. 
Proof of Theorem 6. It can be shown, similar to the proof of Theorem 5, that
1
n
n∑
i=1
Z2Q,i(q) = 23 + op(1). (A.24)
By Theorem 2, (A.24) and the boundness ofZQ,i(q) , similar to the proof of Theorem 1 in Owen
[9], it can be shown that
Q,n(q) =
{
1
n
n∑
i=1
Z2Q,i(q)
}−1 {
1√
n
n∑
i=1
ZQ,i(q)
}2
+ op(1) d−→ 
2
D(q)
23
21.
Thus we have Theorem 6. 
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