The objective of this study was to fit a simple ecosystem model to climatological nitrogen cycle data in the Gulf of Maine, in order to calibrate the biological model for use in future 3-D modelling studies. First depth-dependent monthly climatologies of nitrate, ammonium, chlorophyll, zooplankton, detritus and primary production data from Wilkinson Basin, Gulf of Maine, were created. A 6-box nitrogen-based ecosystem model was objectively fitted to the data through parameter optimization. Optimization was based on weighted least squares with model-data misfits nondimensionalized by assigned uncertainties in the monthly climatological estimates. These uncertainties were estimated as the standard deviations of the raw data from the 6-meter and monthly bin averages. On average the model fits the monthly means almost within their assigned uncertainties.
no seasonality is apparent (Jordan and Talbot, 2000) . At the bottom boundary,
145
vertical diffusive fluxes are set to zero i.e. concentrations "below" the bound- 
Cost function

154
To fit the model to the data, the minimum in the following cost function 155 was sought
variances (Friedrichs et al., 2007) or observational errors (Matear, 1995) . (The 167 term "global" in this context refers to an average over all data of that data 168 type.) Here this last view is taken-that, to measure skill, model-data misfit 169 should be weighed against the uncertainty in that data point (see Chapter 14 170 in Press et al., 1986; Tarantola, 1987 
175
If the model-data misfit is equal to the uncertainty at every point, then the 176 Cost is 1.0; if the misfit is twice the uncertainty everywhere then the Cost is 177 2.0, and so on.
178
In this study of the climatological seasonal cycle of Wilkinson Basin, the 179 raw data is not a true time series, but collected over many years and includes 180 spatial and interannual variability, particularly differences in the timing of the 181 spring bloom due to interannual differences in mixed layer depth. Conseqently how to assign the uncertainties in these means, including the degree to which 187 one should expect a model to fit a climatology.
188
In a model-data comparison, the assigned data error should include not (σ i / √ n i ), which is generally greater than σ m .
203
The computed standard errors however were considered lower limit esti- has. Thus while the monthly means were simply computed from all the data 211 points, it was recognized that the error should be normalized by something 212 significantly less than √ n i . The second reason is the issue of unknown inter- (Wunsch, 1996; Bennet, 2002; Evensen, 2007) . Similarly, this method can be seen as a subset of the even broader ap-
273
proach of Bayesian linear regression (Gelman, 2004; Lee, 2004; Bolstad, 2004 which is a 1-year forward simulation starting on January 1 and conducted 300 with a specific set of parameter values, and for which the Cost is computed.
301
The "results" of a run are that of the final best-fit iteration. 
385
Primary productivity data were obtained from the IMCS Primary Pro-386 ductivity Database (http://marine.rutgers.edu/opp/Database/DB.html) and put into monthly and 6-m bins (Fig. 1j) ; a smoothed estimate was also com-389 puted using a 30-day e-folding timescale and applying a 1-2-1 vertical filter
390
( Fig. 1k ). The data show spring and fall maxima, and often a subsurface max-391 imum at 9 m.
392
Mixed-layer depth (MLD) was determined as follows. Potential density was is a relevant concern in winter.
404
Initial conditions for the biological state variables were created by tem-
405
porally interpolating the data to January 1. P was initialized based on the
406
Chl data, using for conversion R o from Table 1 and the January 1 light field 407 estimate.
408
Only data between 0 and 99 meters were assimilated. This approach is 
Reduction in Cost
431
Model misfit to the data for a typical run (viz. Run 1) is shown in Fig. 2 .
432
By the gradual refinement of parameter values, the cost (Eq. was fixed to its initial value, its previous optimal value or a limit (e.g. zero), Table 5 .
459
The optimized parameter value uncertainties in Table 5 were computed as 460 the square root of the diagonal elements of the inverse of the Hessian matrix,
461
where the Hessian is d 2 F/dp i dp j (Matear, 1995; Fennel et al., 2001) , where 462 p i is an optimized parameter, F = 0.5 * n * Cost 2 and the number of ob-463 servations n=531 for Run 1. The finite difference computation of d 2 F/dp i dp j 464 used dp i =0.05p i , as smaller dp i values did not ensure F (p + dp i ) − 2F (p) + 465 F (p − dp i ) > 0 apparently due to round off error in the temporal integration 466 or cost computation. The computed uncertainties in Table 5 (Runs 12, 49, 50, 19, 20, (63) (64) (65) (66) 70 these by σ d , also given in Table 6 (nRMSE, nBias and nuRMSE).
501
A Taylor diagram (Taylor, 2001 ) is constructed from the values in Table   502 6 (Fig. 3a) . It is a polar plot with σ m /σ d as distance from the origin, and 503 acos(r) as the angle from the x-axis; thus the ideal value is (x=1,y=0 A Target diagram (Jolliff et al., 2009 ) is constructed (Fig. 3b) Table 6 , yields Table 7 and Fig. 3c,d . The values for r 554 and σ m /σ d in Table 7 (whenσ i is constant) nor allowed it to take into account data uncertainty.
558
The overall r and σ m /σ d are good, primarily because of the N and Chl data, 559 which make up 65% of the data points (Fig. 3c) . The modified Target diagram 560 ( Fig. 3d) Fig. 4 ;σ i /m in Table 6 ).
577
Other statistics that have been used as skill metrics include the Reliability The previous section on Skill examined model validation with regards to 644 the data that were assimilated. Below we present the model results and model 645 validation based on comparison with information that was not assimilated.
646
This includes the unsmoothed data (Fig. 1) 
654
Surface N agrees reasonably with observations (Figs. 4a, 5a ). In November
655
and December, simulated N has "steps" due to the vertical grid resolution;
656
N increases rapidly when the deepening mixed layer entrains another level 657 (Fig. 4a) . During October most of the entrained N is consumed by P (Fig. 4b,   658 5b) i.e. the fall bloom.
659
In spring, the simulated N drawdown is twice as rapid as suggested by 660 the data (Fig. 4a) 
680
Chl starts increasing rapidly in the second half of March (Fig. 4b) , due 681 to decreasing light-limitation caused primarily by the rapidly shoaling MLD
682
( Fig. 5b-c ) though increasing PAR also contributes (Fig. 4f) . During this rapid 683 growth phase P losses are still significant, the net growth being due to a rela-684 tively small imbalance between sources and sinks (Fig. 7a) ; this is consistent 685 with the observation that during spring P increases only by 1 µM even though 7 µM of N is drawn down (Figs. 4a-b, 5b) . During the bloom, P losses to graz-687 ing, sinking, losses to D ("aggregation") and vertical mixing (while the MLD 688 is > 24 m) are all significant (Fig. 7b) . The sharp decline in P occurs when 689 N suddenly becomes depleted, allowing P growth to drop below the loss rates 690 (Fig. 7a ).
691
The simulation shows that temporally-decreasing light limitation in spring,
692
coupled with the fact that P growth rates are faster than Z growth rates, al-693 lows growth to stay just ahead of grazing, until nutrients are depleted. The
694
close balance between daily primary production and losses allows the spring 695 bloom to be simulated in models without zooplankton (Sverdrup, 1953; Hy-696 droqual, 1995; McGillicuddy et al., 2003) .
697
In summer the simulation develops a DCM at a depth of 21 m, in agree-698 ment with observations (Fig. 5c) . The simulation suggests the DCM is also 699 a biomass maximum (Fig. 5b) does not change sharply enough with depth to account for the increase in Chl.
710
The DCM is at the top of the nitracline, the primary cause being nutrient 711 limitation of biomass.
712
In summer Z grazing dominates P loss (Fig. 7b) ; the Z excrete A which 713 fuels recycled production. If it were true that in summer most phytoplankton 714 production is exported by P sinking rather than Z grazing (Walsh et al., Simulated primary production at 3 m peaks in April and October (Fig. 4d) ,
724
in agreement with the unsmoothed PP data (Fig. 1j) . Annual mean primary 725 production is 2.22 mol N m −2 yr −1 (Fig. 6) , slightly lower than observation-726 based estimates (Table 8) (Fig. 7d) .
Simulated primary production (Fig. 7c) has a subsurface maximum at the DCM during the stratified season (May-Sep). The P P data indicate this 731 is incorrect (Fig. 1, is in good agreement with observations ( Fig. 4e ), but model P P at 3 m is too 735 high in spring and too low in summer (Fig. 4d, 5e ), as often occurs in simple 736 ecosystem models (Fasham et al., 1993; Lefevre et al., 2003) . Observed PP at 737 3 m (Fig. 4d) shows surprisingly little seasonality, given the large seasonality
738
in Chl, N and PAR (Figs. 4a,b,f) . A contributing factor may be the use of 739 smoothed P P data, as the binned P P data (Fig. 1j ) suggests similar P P in 
750
In the top 24 m, 51% of P losses are due to Z grazing, 10% to sink- 
764
Simulated Z peaks in spring rather than mid-summer (Fig. 4h) . At 3 m
765
Z closely follows P , with a spring and fall maxima (Fig. 4g) . Thus Z is be-766 having more like microzooplankton than macrozooplankton, due to the high 767 grazing rate g and assimilation efficiency f a ( 2006), and there are significant concentrations below 30 m feeding primarily on D (Fig. 5f ).
773
Vertically-integrated Z biomass was assimilated because the observed ver-tical distribution of Z biomass is not well known, largely because of diel vertical 775 migration, which is sometimes observed for some species though not always 776 (Durbin et al., 1995) . Because of this irregularity, vertical Z migration was 777 not included in the standard model.
778
In the euphotic zone, Z graze primarily on P , though grazing on Z is 779 significant (Fig. 6 ). In the aphotic zone, grazing on P , D and Z is more 780 closely balanced. Of Z losses, 22% goes to D and the rest to A. In Run 1, Z
781
are net producers of D in both the euphotic zone and aphotic zone.
782
Secondary production in the model, viz. 
795
The data suggest the D peak occurs simultaneously at 27 and 99 m depth
796
( Fig. 4i,j) , suggesting a fast sinking rate. Yet D concentrations never get below sinking rate and a slow remineralization rate (Table 5) . With constant sinking 800 rates, probably two D classes would be needed.
801
The MWRA data show uniformity in D with depth, rather than a fac-802 tor of 2 decline over 100 m (Martin et al., 1987) . Since this data is from the mates, though this is generally within the estimated D error bounds (Fig. 4i,j) . Simulated ammonium at 9 m (Fig. 4k) is generally lower than observed, 814 though within the uncertainty based on data variability. Some of the data 815 variability may be due to measurement imprecision (Brzezinski, 1988) , but it is 816 also possible that natural variability is high, due to its production by Z (which 817 are spatially patchy), rapid consumption by P and bacteria, and sporadic 818 sources from the atmosphere and the coast. At 45 m (Fig. 4l) , simulated A 819 has an Apr-May peak much larger than observed, associated with the grazing 820 of sinking P by Z (Figs. 5, 6 ).
821
The simulated A maximum is just below the DCM, similar to typically 822 observed (Holligan et al., 1984) . The NODC A data (Fig. 1d,e) show an A 823 maximum between 50 and 100 m, deeper than the P and D maxima; the fact 824 that it occurs in almost every month in Fig. 1d suggests it is not an artefact transports; as such this is merely a first estimate, and not the final word.
918
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Q n nitrate uptake factor (nondimensional) Table 16 in Parsons et al. (1984) . d assuming g=0.3, f a =0.2 and f n =0.5 for copepods (Anderson and Hessen, 1995) and g=1.0, f a =0.33 and f n =0.33 for microheterotrophs (Pelegri et al., 1999) e based on a regression of K d (443) on Chl from data in Table 1 in Sosik et al. (2001) . f HydroQual (1995); minimum k w estimate for Massachusetts Bay, p 5-18. g based on a regression of Chl on K d (443) from data in Table 1 
