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Abstract
A formulation used to simulate the solidification process of magnesium alloys is developed
based upon the volume averaged finite volume method on unstructured collocated grids. To
derive equations, a non-zero volume fraction gradient has been considered and resulting
additional terms are well reasoned. For discretization the most modern approximations for
gradient and hessians are used and novelties outlined. Structure-properties correlations are
incorporated into the in-house code and the proposed formulation is tested for a wedgeshaped magnesium alloy casting. While the results of this study show a good agreement with
the previously reported experimental data, it was concluded that a better understanding of the
boundary condition that existed during the experiment would result in a more agreeable
result.
A variety of boundary conditions are considered at the mold-casting interface to replicate the
existing conditions during the casting process. The predicted cooling rates and experimental
correlations are used to predict the local grain size and average yield strength. The grain size
and thickness of the skin and core regions are taken into account to modify the local yield
strength. Results are compared to previously reported experimental data. The outcome of this
comparison emphasizes the importance of the influence of cooling rate on the mechanical
properties of castings. The effect of different boundary conditions, which resulted in
variation of the cooling rates, various grain sizes and, hence, various yield strengths are
studied and discussed.
It is concluded that the formulation and the numerical treatment presented in this work can be
used as an excellent framework to capture the key features of the solidification process, and
also provides sufficient microstructural information for estimating the local mechanical
properties of die-cast components.

Keywords
Solidification modeling, Magnesium alloys, Phase change modeling, Wedge casting, DieCasting modeling, Volume-Averaged technique, Finite Volume Method, Unstructured grid,
Collocated grid.
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Chapter 1

1

Introduction and Background

Automakers are concentrating on reducing car weight and limiting exhaust emissions due
to legislative requirements for safer and cleaner vehicles. A 15% weight reduction
improves fuel efficiency by at least 10%, reducing gasoline consumption by 10 billion
gallons and saving $US27 billion/year at the current pump prices of $2.7/gal. Moreover,
10 billion gallons in fuel reduction would reduce CO2 emissions by 200 billion lb[1].
Light metal alloys, particularly magnesium-aluminum (Mg-Al) alloys, due to their low
density and excellent specific stiffness and strength, offer a significant reduction in mass
compared with traditional metals. Advancements in the Canadian Mg-Al alloy diecasting technology industry would allow for a competitive global advantage in an
increasingly fuel-efficient market.
High pressure die casting (HPDC), which is the most common process for the production
of Mg-Al components, is prone to the development of defects such as knit lines and
micropores that lead to the local degradation of mechanical properties. The nonequilibrium nature of rapid solidification that exists in HPDC makes the understanding
and analysis of these processes extremely difficult. As a result, die-casters are constrained
to design components assuming lower-than-actual mechanical properties which, in-turn,
results in larger-than-necessary, heavier and more costly parts, limiting the use of Mg-Al
alloys in the auto industry and decreasing their competitiveness. Enhancing control over
the as-cast microstructure and reducing product development time by enabling realistic
prediction of actual local microstructure and mechanical properties will allow for the
optimization of section thickness for mass and cost reduction.
A research program funded by the AUTO21 Network of Centres of Excellence and
Meridian Lightweight Technologies Inc. has, since its inception in 2001, been focused on
filling the gaps in the process-structure-properties relationships for HPDC of commercial
Mg alloys such as AM60B. Work-to-date has resulted in identification of the casting
features that affect microstructural features as well as mechanical properties that are
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influenced by microstructural features. Via a combination of experiments and utilization
of commercial software, structure-property and process-structure relationships that can be
used to predict these behaviors have been developed [2-6].
Computational tools not only provide assistance for a faster understanding of the effect of
variations of variables during the process but also shorten the prototyping sequence for
newly developed alloys and improve the die designs. Although the most advanced
existing industry-standard software, such as MAGMASOFT and ProCAST, are capable
of predicting some of the features of the casting, they are not yet able to accurately
predict all of them [7], hence, a high rate of scrap is still produced.
The work described in this thesis is focused on further developing the understanding of
the solidification process, the prediction of microstructure, and the implementation of
previously established structure-property relationships into an in-house numerical code
beneficial to the Canadian magnesium die-cast industry. In particular, an advanced
Computational Fluid Dynamics (CFD) code using a finite volume approach for the
simulation of solidification of Mg-Al alloys, with novelties in the volume averaged
formulation that led to a better prediction of cooling rates, and therefore, grain size and
mechanical properties (yield strength), than those from existing commercial software is
developed.
The remainder of this chapter is an overview and background of some of the concepts
and terminologies that are not reviewed in the subsequent chapters but which are required
to better understand the physics of the casting process.

1.1 Magnesium and Magnesium Alloys
Magnesium (Mg) with atomic number and weight of 12 and 24.32, respectively, and a
density of about 1.7 g/cm3, occupies a place in Group II of the Periodic Table and it may
be referred to as the lightest of typical divalent metals. Pure magnesium is relatively
weak and easy to deform. Typically, sand-cast pure magnesium has a tensile strength of
approximately 90 MPa, yield strength of 21 MPa, and an elongation to fracture of
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approximately 2-12% [8]. Alloying can greatly improve the mechanical properties of
magnesium.
AM60B or AZ91 and other aluminum-magnesium alloys, in which aluminum is the
primary alloying element, show excellent properties such as low-density, high specific
stiffness and strength, which makes them great candidates for making structural
components in industries such as automotive where significant reduction in mass and
manufacturing labour cost are critical.
Table 1 indicates how alloying increases the mechanical properties of pure magnesium
without significantly increasing the density. For example, with only a 3.2% increase in
the density of AM60B, 1.8 g/cm3, compared to pure magnesium, there is an increase of
150% in tensile strength and an increase of about 520% in yield strength [8].
It is worth mentioning that in this particular alloy, in addition to Al, other elements such
as Manganese (Mn), Zinc (Zn) and Silicon (Si) are added to the pure Mg to improve its
corrosion resistance, strength at room temperature and creep resistance, respectively
[9,10]. Copper also can be found as an impurity in the AM60B alloy and should be
eliminated due to its negative influence on mechanical strength and corrosion resistance
[3].
Table 1-1: The effect of Aluminum on the mechanical properties of Mg [2]
Metal or
Alloy

%
Aluminum

Ultimate Tensile
Strength (MPa)

Pure Mg
AM60B
AZ91

0
5.5-6.5
8.3-9.7

90
225
240

Yield
Strength
(MPa)
21
130
160

Elongation to
fracture (%)
12
8
3

1.2 Terminologies and Fundamentals
A solid or liquid phase refers to a portion of the system where the properties and
composition of the material are homogeneous and which is physically distinct from other
parts of the system. Liquids take the shape of their container and are essentially
incompressible, whereas solids retain their original shape unless an external force

4

deforms them. A crystalline
rystalline material is one in which the atoms are located in a repeating
or periodic array over large atomic distance. Lattice is a term used in the context of
crystal structure and it means a three dimensional array of points coinciding with atom
positions. In the crystal structure, small group
groups of atoms form a repetitive pattern, which
are called unit cells [11]. Magnesium crystalizes in the hexagonal close packed (h.c.p)
structure, Fig. 1-1. However, the axial ratio, c/a =1.6236
=1.6236, does not exactly correspond
with the close packing of spheres, for which it is 1.633 [12].

Figure 1-11: The hexagonal close-packed crystal structure
Point defects are where an atom is missing or is in an irregular place in the lattice
structure. Diffusion,, which is the phenomenon of material transport by atomic motion,
occurs when there is a point defect in the solid structure and the atom has sufficient
energy to break bonds with its neighbouring atoms and cause lattice distortion. Diffusion
flux is defined as the mass or number of atoms diffusing through and perpendicular to a
unit cross-sectional
sectional area of solid per unit of time. Fick’s
’s second law is used to predict
how diffusion causes the concentration to change with time:
∂C ∂  ∂C 
= D 
∂t ∂x  ∂x 

(1-1)

where C is the concentration and D is called the diffusion coefficient. The magnitude of
the diffusion coefficient is indicative of the rate at which atoms diffuse. This coefficient
is highly influenced by temperature and increases exponentially with increasing
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temperature. The solution to Fick’s second law for specific boundary conditions is
available in literature [11]. For a semi-infinite solid in which the surface concentration is
held constant one can obtain a solution as follows:

Cx − C
C

Surface
t>0

t=0

−C

t=0

 x 
= 1− erf 

 2 Dt 

(1-2)

where Cx represents concentration at depth x after time t. erf (x / 2 Dt ) is the Gaussian
error function, values of which are available in mathematical tables for various x / 2 Dt
values. This solution is demonstrating that the concentration at any depth is a function of
x / Dt and can be determined at any time and position if a correct boundary condition

is available [11]. Also, it is stating that diffusion takes time, meaning that if there is
insufficient time for diffusion, the distance over which diffusion can happen reduces
accordingly.

1.3 Diffusion Length Scale
Diffusion length scale is defined by square root of product of solidification time and
diffusivity. It is a measure of the distance over which a property of interest can propagate.
Most of metallic systems have a thermal diffusivity, α , of the order of 10-6 to 10-5. For
the sake of discussion let’s assume that α s = α l = 10−5[

m2
].
s

Table 1-2: Shows diffusion length scale for different cooling rates

Length of Diffusion

R=1000K/s

R=1K/s

Heat

1.34 mm

42 mm

Solute in solid

0.134 µ m

4.2 µ m

Solute in liquid

13.4 µ m

420 µ m
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Also the diffusion coefficient for the similar systems can be approximated in the order of

Ds ≈ 10−13 and Dl ≈ 10−9 [m2 / s] . Knowing that the solidification time is defined as the
ratio of the freezing range and cooling rate, one can measure how much heat or solute
propagates into a material based on the existing cooling rate in the process of casting. For
example, for a cooling rate between 1K/s and 1000 K/s and a freezing range of 180 K the
data shown in Table 1-1 can be obtained. While these numbers should be compared to the
length scales present in the solidification process, in general, it can be said that heat
propagates faster than solute, and also, solute diffusion in the liquid is often complete
compared to the solid for the low cooling rates.

1.4 Driving Force for Solidification
The study of phase transformation involves how one or more phases in the system of
study, i.e. an alloy, change into a new phase or mixture of phases. The main reason why
the transformation occurs is because the initial state of the alloy is unstable relative to the
final state. The measurement of the relative stability of a system at constant temperature
and pressure is determined by the Gibbs free energy (G) and is defined as [13]:

G = H − TS

(1-3)

where T is the absolute temperature, S is the entropy and H is the enthalpy of the system.
Enthalpy is a measure of the heat content of the system and is defined as:
H = U + PV

(1-4)

where U is the internal energy, P is the pressure and V is the volume of the system. The
internal energy of the system is the total kinetic and potential energies of the atoms
within the system. If a transformation occurs, the heat that is absorbed or evolved will
depend on the internal energy of the system and changes in the volume of the system.
The term PV for solid and liquids does not change significantly compared to U and this
means that H ≈ U [13].
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From thermodynamics it is well known that for a closed system that is at constant
temperature and pressure, the system will be in stable equilibrium if it has the lowest
possible value of Gibbs free energy, i.e. dG=0. From Eq. (1-3), the highest stability
would be achieved with the best compromise between low enthalpy and high entropy.
This means that at low temperatures, solids are the most stable due to the fact that they
have the strongest atomic bonding and the lowest internal energy. At higher temperatures,
on the other hand, the entropy of the system is higher for liquids and gases due to the fact
that atoms have more freedom for movement, thus the term –TS in Eq. (1-3) dominates
and makes these phases most stable. Any transformation that results in a decrease in
Gibbs free energy is possible, therefore, a necessary criterion for a solidification process
is that the difference between the free energies of the initial and final states must be
negative [13].
Now, if a liquid metal is undercooled by ∆T below its melting temperature, Tm,
solidification will be accompanied by a decrease in Gibbs free energy. This decrease
provides the driving force for solidification process that can be obtained as below:
At temperature T:

∆G = ∆H − T ∆S

(1-5)

where ∆H = H Liquid − H solid and ∆S = S Liquid − S solid . At the equilibrium melting
temperature the free energies of solid and liquid are equal so Eq. (1-5) is zero, therefore:
∆S =

∆H
L
=
Tm Tm

(1-6)

If we substitute Eq. (1-6) into Eq. (1-5), for small undercooling [13]:
∆G ≈

L∆T
Tm

(1-7)
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1.4.1

Thermal and Constitutional Undercooling

The concepts of thermal and constitutional undercooling can be understood the best when
they are defined together. The contribution of thermal undercooling and constitutional
undercooling toward the solidification process is an increase in the free energy of the
system.
If the growth of the solid lags the heat transport out of the liquid, then thermal
undercooling occurs. The amount of undercooling is the amount liquid is under the
equilibrium temperature or liquidus temperature: ∆TTbulk = Tliq −Tbulk
One must note that to measure the thermal undercooling at the interface, the rejection of
latent heat at the interface must also be considered. Using Eq. (1-6) and Eq. (1-7), the
corresponding increase in free energy due to the thermal undercooling at the interface
could be measured as:
∆GT = ∆S × (T * − Tbulk )

(1-8)

in which T* is the temperature at the solid/liquid interface.
When alloys solidify, if their partition coefficient is less than one, solute atoms are
rejected from the first region to solidify into the liquid and build up just ahead of the
solid/liquid interface, forming a boundary layer, δ , which has a higher content of solute
than that of the bulk liquid, Fig. (1-2).
If the heat diffusion is considered to be complete and the solute diffusion in the solid is
neglected, using an interfacial species balance results in an estimate of the thickness of
the concentration boundary layer:
∂C
∂C
Ds s * − Dl l
∂x4
∂x
1
42
3
0

*

= (Cl* − Cs* )v * ⇒ δ =

Dl
v*

(1-9)
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In which v* is the velocity of the interface and all the values wit
with
h asterisks
asterisk are evaluated
at the solid/liquid interface. Higher interface velocities will result in a steeper solute
gradient at the interface.

Figure 1-2: Shows the solute pile-up
up in front of the interface
interfac
This difference between the solid and liquid solubility of the alloying element is
responsible for the additional undercooling that is called the constitutional undercooling.
The concept of constitutional undercooling can be explained using the phase diagram.
Consider an alloy with a nominal composition of C0. At the solidus temperature the
composition of solid is C0, while the composition of liquid is C0/kp, Fig.. (1-3).
(
Due to the
higher concentration
oncentration of the liquid at the interface compared to that further
ther away from the
interface,, the concentration boundary lay
layer forms [14,15].
As a consequence of the variation of the composition, from C0/kp at the interface (at
solidus temperature) to C0 in the bulk liquid (at liquidus temperature),
ature), a temperature
boundary layer forms that states that the liquidus temperature is varying from solidus
temperature at the interface to the nominal liquidus temperature in the bulk. Fig. (1-4)
If the temperature gradient resulting from the temperatur
temperature field, T(x),, in the liquid is less
than the one from Tliq(x) , then the liquid will be at a temperature lower than Tliq, the
yellow region in Fig. (1-44). This is where the liquid is undercooled, meaning that the
liquid has a lower temperature than the liquidus temperature but still has the liquid state.

Figure 11-3: Schematic of a portion of a phase diagram

Figure 1-4:: The thermal and solutal field in front of solid/liquid interface
The corresponding increase in the free energy due to the constitutional undercooling can
be calculated as:
∆GC = ∆S × (TL − T * ) = ∆S × m(Cl* − C0 )
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1.5 Nucleation
If the molten metal is cooled below the melting temperature, there is a driving force for
solidification, ∆G , and it might be expected that the liquid phase would solidify
immediately, however, this might not always be the case. For example, under special
conditions, liquid nickel can be undercooled to about 250 K below its melting
temperature and held at this temperature without any phase change occurring. The
absence of very small particles or nuclei is the reason that this happens [13].
The nucleation process occurs when the probability of atoms arranging themselves on a
crystal lattice is high enough to form a solid crystal from the liquid. If there are no
impurities in the liquid to assist nucleation and the solidification process initiated by
undercooling alone, then the process of nucleation is called homogeneous. Heterogeneous
nucleation occurs when nucleation sites such as walls of the mold or impurities exist to
initiate crystal growth.
In homogeneous nucleation, if we assume that for a given volume of liquid at
temperature ∆T below the melting temperature and free energy of G1 = (Vs +VL )Gvl , some
of the atoms of the liquid cluster together to form a small sphere of solid, then the free
energy of the system will change into [14]:
G2 = γ sl Asl + GvsVs + GvlVl

(1-11)

where Asl is the solid/liquid interfacial area and γ sl is the specific interface energy. So the
formation of solid results in a free energy change of:
∆G = γ sl Asl −Vs (Gvl − Gvs ) = γ sl Asl −V ∆Gv

(1-12)

where ∆Gv can be calculated using Eq. (1-7). Eq. (1-12) states that the decrease in the
Gibbs free energy due to the phase change balances the work required to keep the initial
crystal bonds in the lattice structure from melting back to the liquid plus the change in the
Gibbs free energy in changing from the liquid to solid phases. Below the melting
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temperature, ∆Gv is positive due to the lower free energy of a bulk solid and, therefore,
the second term has a negative contribution to Eq. (1-12). However, the formation of
solid/liquid interface has a positive contribution and it is the combination of these two
terms that dictates whether the solid forms or not.
Assuming that the radius of the solid sphere is r, then [14]:
4
∆Gr = γ sl (4π r 2 ) − π r 3∆Gv
3

(1-13)

Eq. (1-13) shows that the interfacial term increases as r2 whereas the volume free energy
released increases as r3. This means that the creation of solid particles always leads to a
free energy increase. Differentiating Eq. (1-13) gives a critical radius, r*, below which
the system can lower its free energy by dissolution of the solid and above which the free
energy of the system decreases if the solid grows. The unstable solid spheres with radii
below the critical radius are called embryo whereas the stable particles are referred to as
nuclei [13,14].
If somehow the interfacial energy is reduced, it will be easier for nucleation to occur at
smaller undercooling. A simple way of achieving this is if a nucleus forms in contact with
the mold wall. It can be shown that the activation energy barrier against heterogeneous
nucleation is smaller than that in the case of homogeneous nucleation [13,14].

1.5.1

Crystals and Grains

The crystallization of a large amount of material from a single point of nucleation results
in a single crystal. In engineering materials, single crystals are produced only under
carefully controlled conditions. The expense of producing single crystal materials is only
necessary for special applications, such as turbine engine blades, solar cells, and
piezoelectric materials. Normally, when a material begins to solidify, multiple crystals
begin to grow in the liquid and a polycrystalline (more than one crystal) solid forms.
At the solidification temperature, atoms of the liquid begin to bond together at the
nucleation points and start to form crystals. The final sizes of the individual crystals
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depend on the number of nucleation points. The crystals increase in size by the
progressive addition of atoms and grow until they impinge upon adjacent growing
crystals [13-15].
A crystal is usually referred to as a grain in engineering materials. A grain is simply a
crystal without smooth faces because its growth is impeded by contact with another grain
or a boundary surface. The interface formed between grains is called a grain boundary.
The atoms between the grains (at the grain boundaries) have no crystalline structure and
are called disordered [13-15].

1.5.2

Dendrites

Figure 1-5: Dendritic structure [16]
The shape and size of crystallized grains depend on the conditions of their growth during
solidification, mainly on the rate and direction of heat removal, the temperature of molten
metal and the concentration of impurities. In most metals, the crystals that form in the
liquid during freezing generally follow a pattern consisting of a main branch with many
appendages. A crystal with this morphology slightly resembles a pine tree and is called a
dendrite, which means branching. It has been established that crystals grow with the
highest rate along the planes and directions where the atoms are packed most closely.
Thus, long branches grow first, which are called the first-order dendritic axes. Then

secondary dendrite arms branch off the primary arm, and tertia
tertiary arms off the secondary
arms, etc.

Figure 1-6: Transition from planar to dendrite
The possibility
ossibility of the dendrite structure formation can be explained by stability analysis
of the planar interface. Interface instability can be promoted by the evolution of the
compositional field ahead of the growing interface. If the region is not undercooled, the
interface remains planar [[13-15]. However, when the liquid is to a small degree
constitutionally undercooled,
oled, instabilities growing in this region will become stable,
because they will find themselves at a temperature lower than their equilibrium
temperature; so they will grow and will only grow in the direction of solidification. For
this small constitutional
al undercooling a cellular interface forms, Fig. (1-6
As the constitutional undercooling increases, the spacing between cells increases and
constitutional undercooling may happen in the direction perpendicular to the growth
directions. Instabilities will develop on the sides of these cells and this is when
transition
sition from cellular to dendritic solidification happens. Cellular and dendrite growth
that occurs from a wall in the direction opposite to the heat transfer is called columnar
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growth. For higher constitutional undercooling, equiaxed grains grow further from the
interface Fig. (1-6).
During solidification of a polycrystalline material, many dendritic crystals form and grow
until they eventually become large enough to impinge upon each other. Eventually, the
inter-dendritic spaces between the dendrite arms crystallize to yield a more regular
crystal. If there is not enough liquid material to fill these spaces, some crystals may retain
the dendritic shape. The original dendritic pattern may not be apparent when examining
the microstructure of a material. However, dendrites can often be seen in solidification
voids that occur in castings. It is worth mentioning that the region where there is a
mixture of solid dendrites and interdendritic liquid is called mushy region. This region is
where solidification happens and the microstructure forms.

1.6 Equilibrium and Nonequilibrium Cooling
Rapid solidification can be defined as the rapid extraction of thermal energy to include
both superheat and latent heat during the transition from liquid at high temperature to
solid at room temperature. A cooling rate of about 103 K/s and higher is considered a
rapid solidification. Before commencing the solidification process, the rapid extraction of
heat can cause undercooling as high as 100 o C or more, compared to about 10 o C or less
in a conventional casting process, which promotes for the occurrence of several
metastable effects that can be categorized as being microstructural [17].
In equilibrium cooling or solidification with slow change of temperature there is
appropriate readjustment between liquid and solid composition based on the equilibrium
phase diagram. These adjustments are done by the diffusion process, that is diffusion in
both solid and liquid phase and across their interface [11]. It was shown in the preceding
section, 1.2, that diffusion is a time-dependent phenomenon and the diffusion coefficient
is also strongly dependent on the temperature. In particular, for solids, the diffusion
coefficient or diffusion rate is low and decreases even more by lowering the temperature.
Consider the Mg-Al phase diagram depicted in Fig. (1-7). Most commercial Mg alloys,
including AM60B, are in the hypoeutectoid region, where they solidify with a primary
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α − Mg phase. Consider an AM60B in which nominal 6wt% Al exists. If the alloy is
slowly cooled down from a temperat
temperature
ure above liquidus temperature along the path that is
shown by the vertical dashed line on the phase diagram, the alloy remains liquid, point a,
and of composition 6wt% Al until the temperature reaches the liquidus line at about 892K
(619 0C).

Magnesium-Aluminum
Aluminum phase diagram. The dashed line represents the
Figure 1-7: Magnesium
equilibrium cooling and corresponding microstructures for 6wt% Al.
It is at this temperature when the solid
the α + L region more

α − Mg begins to form, point b. As we are passing

α − Mg forms, point c. The composition of the liquid and solid

phase can be obtained by following the solidus and liquidus line on the phase diagram.
Solidification reaches completion at the point where we cross the soli
solidus
dus line, point e.
Once we pass the solvus line, point f, due to the fact that ∆G is lower at the grain
boundaries than any other locations in the formed grains, it is more favo
favou
urable for
intermetallic β − phase (Mg17Al12) to grow on the grain boundaries through
heterogeneous nucleation. Mg17Al12 is very brittle and the amount of it that is present in
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the microstructure depends on the cooling rate of the casting and the wt% of aluminum
present.
When a high cooling rate is applied, however, microstructures are different from the
equilibrium. For the purpose of simplification, consider the same alloy as discussed
above, i.e. AM60B, that cools rapidly along the dashed line showed in Fig. (1-8). Also, it
is assumed that diffusion rates in liquid phase are fast enough that equilibrium is reached.
Following the vertical dashed line, again no changes occur while we are at the liquid
region. Once we pass the liquidus line the

α − Mg particles start growing, point a. Upon

further cooling, point b in Fig (1-8), if the tie line is constructed, the liquid composition
will be what it was expected, however, since diffusion in the solid
slow, the

α − Mg is relatively

α − Mg that is formed at this point has not changed its composition accordingly

and it has still a composition of about 2wt% Al. The fact is the composition of

α − Mg

has continuously changed with radial position from about 2wt%Al at grain centre to
about 3wt%Al at the outer grain perimeters. Therefore, at point b, the average
composition of solid grains would be some volume weighted average composition, lying
between 2-3wt% Al, i.e. about 2.5wt% Al. Once we reach point c, although the solidus
line on the equilibrium phase diagram has been reached, due to the fact that large
proportion of liquid still exists, the solidification is not complete. In fact the solidification
is completed at point e. The result of this nonequilibrium phenomenon is that the solidus
line on the phase diagram has shifted to lower contents of Al, the blue line on the phase
diagram. This displacement would be smaller as the cooling rate is slower. Generally, the
centre of each grain is rich in the high-melting element, Al, whereas the concentration of
the low melting element, Mg, increases with position from this region to the grain
boundaries. This is termed cored structure, which causes the material to have less than
optimal properties.
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Figure 1-8: Magnesium
Magnesium-Aluminum
Aluminum phase diagram. The dashed line represents the
solidus line displacement due to the nonequilibrium cooling and corresponding
microstructures for 6wt% Al

1.6.1

Scheil’s Equation

Scheil’s equation describes the solute redistribution during nonequilibrium
ibrium solidification
process to some extent. In derivation of this equation no diffusion in solid and perfect
mixing in the liquid is allowed. A local equilibrium at the solid/liquid interface is
assumed, which allows the use of equilibrium phase diagram.
Writing a solute balance over a unit cell that is a closed system results in [18]:
[

∫

x*
0

C s (x,t) dx +

∫

λ
x*

Cl (x,t)dx = C0

(1-14)

where x** is the location of the solid/liquid interface and λ is half of the space between
idealized repeating dendrite arms, Fig. (1-9).
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Figure 1-9:An
:An idealized segment, displaying a periodic arrangement of dendrite
arms
Because the liquid composition is uniform in space and is equal to the composition of the
interface, then the second term on the L.H.S of Eq. (1-14)) can be evaluated:

∫

x*
0

C s (x,t) dx + ( λ − x* )Cl* = C0

(1-15)

Differentiating Eq. (1-12)
12) with respect to time and setting the Cs = Cs*, then:
C s*

dx*
+
dt

∫

x*
0

∂Cs
dC *
dx*
dx + ( λ − x * ) l − Cl*
=0
∂t
dt
dt

(1-16)

Using Eq. (1-1)
1) and imposing the thermodynamic equilibrium at the interface, C s* = k0Cl* ,
then:
−(1
1− k0 )Cl*

dx *
+
dt

∫

x*
0

Ds

*
∂2Cs
* dCl
dx
+
(
λ
−
x
)
=0
dt
∂x 2

(1-17)

For the assumed idealized shape a symmetry boundary condition can be imposed at x=0,
i.e.

∂Cs
= 0:
∂x
dC
∂C s
dx *
+ Ds
+ (λ − x* ) l = 0
dt
∂x
dt
*

−(1− k0 )Cl*

(1-18)

Knowing that the solid fraction, fs, is x* / λ and considering the zero solid diffusion then:
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dCl*
df s
−(1− k0 )C
+ (1− f s )
=0
dt
dt
*
l

(1-19)

Eq. (1-19)) is stating that the solute rejected by the moving iinterface
nterface in time dt is equal to
the increase of solute content in the liquid. As it is shown in Fig. (1-10)) as solute is
partitioned into the liquid, concentration of liquid rises to Cl* . Also, C s rises to C s*
because the new solid is forming from a more concentrated liquid.

Figure 1-10:: Schematic showing the partitioning of solute from the interface to the
liquid
Further rearrangement of Eq. (1-19) and considering Cl* = C0 then the Gulliver-Scheil
Gulliver
equation can be written as:
Cl* = C0 f l

k0 −1

(1-20)

As it will be seen it is convenient to have the liquid fraction in terms of temperature. If it
is assumed that on the phase diagram the liquidus curve is a straight line that is defined
by T = Tm + mlCl* , then:

 T −T 
mlt 
f s = 1− 

 Tliq − Tmlt 

(1-21)
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In this work, Eq. (1-21) is used to update the value of solid fraction in the energy
equation. It is worth mentioning that an equilibrium assumption would result in deriving
the equilibrium Lever rule.

1.7 Global Equilibrium Versus Local Equilibrium
From thermodynamics, Eq. (1-7), it is known that undercooling is necessary for
solidification to occur. It is the amount of undercooling that dictates the degree of
departure from equilibrium. As the solidification velocity increases, the solid-liquid
transformation changes from fully diffusional to non-diffusional. Global equilibrium
requires uniform composition and temperature across the system and happens mostly
over geological time. The equilibrium phase diagram and Lever rule provides all
information about the composition of solid and liquid, etc. For cases where the
solidification velocity does not exceed the diffusive speed, local interface equilibrium and
as a result the phase diagram is used to evaluate the composition and temperature at only
the solid / liquid interface. This means that gradient of pressure, temperature and
composition can exist in the interior of the phases and to evaluate field variables thermal,
solutal and flow equations must be solved [19].

1.8 Casting of Mg alloys
1.8.1

Sand Casting

Casting, particularly sand casting, is one of the most common ways for mass production
of parts with complex shapes. The main components of a casting system are the mold and
feeding system. The mold usually consists of two parts; the lower drag and the upper
cope, Fig. 1-11. In a typical hand-molding operation, the cope case is inverted over the
drag part of the pattern, which is located on a flat surface. A sand mixture is poured over
the pattern and pressed until it has sufficient strength so as to hold together after the
pattern is removed. The mold cavity forms by subsequently separating the two mold
halves. After the pattern has been removed, cores can be placed in this cavity to produce
passages in the final cast product.
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The feeding system is designed to introduce the liq
liquid
uid into the mold cavity with the
minimum amount of turbulence as possible, so as to prevent incorporating surface oxides
and other undesirable imp
impurities into the casting. It mainly consists of a basin,
basin downsprue, runners, in-gates and risers
risers. The basin
asin is designed to absorb the impact of pouring
and the metal is conducted to the level of mold cavity by the sprue. A set of runners and
in-gates are included
cluded to feed the metal into the cavity. Risers are placed strategically on
the casting to provide additional metal to feed the solidification shrinkage [20].
[

Figure 1--11: Schematic of a typical sand casting
ng system
Mostly, in sand casting of pure metals and eutectic alloys
alloys,, due to the fact that a smaller
freezing range exists, a less restricted feeding channel forms and, hence, the head
pressure in the sand casting is sufficient to lead the molten metal thr
through
ough the die.
Although the addition of aluminum to magnesium creates alloys with more attractive
mechanical properties, it increases the freezing range of the alloy and subsequently the
possibility of formation of higher
higher-restricted feeding channels, which leads to a greater
potential for porosity formation during die
die-casting operations [21].
]. Figure (1-12)
(
shows
that a wider freezing range of an alloy creates a more restricted feeding channel in which
a higher pressure drop during the feeding process is experienced.
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Figure 1-12:: Schematic of the effect of freezing range on the casting process
Solidification shrinkage, which occurs from liquidus to solidus temperature, forms when
these restricted feeding channels grow and the feeding liquids from the risers cannot
compensate for it. The lack of proper feeding usually leads to a mass deficit and local
shrinkage cavities and is one of the most important concerns for casting.
There are two other possible sources of porosity shrinkage that are not related to these
restricted channels. Solid
olid shrinkage
shrinkage, which occurs from solidus temperature to room
temperature
mperature and is caused by the thermal expansion coefficient, could also cause a mass
deficit that translates
ates into shrinkage cavities
cavities. Also, liquid shrinkage, which occurs from
the pouring temperature to the liquidus temperature, is compensated by the flow of liquid
from the gating system and the risers and does not lead to considerable defects.
A High-Pressure Die-Casting
Casting (HPDC) is required to account for the more restricted
channels for alloys further from eutectic. It is worth mentioning that due
ue to the low
density of Mg alloys, the metal velocity for a given pressure is considerably higher than
for even aluminum alloys [[21].
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1.8.2

Die-Casting

In the die-casting process, parts of complex geometry are mass-produced to near net
shape. Thin walls are a common feature of die-casting. Large cavity pressures of the
order of 70 MPa are typically required to not only guarantee that the metal reaches the
smallest features of the cavity but also to force metal into voids generated during the
solidification process. Relatively short solidification times, of the order of 1 min or less,
are usually observed in this type of casting. To prevent the solidification from impeding
metal flow into the cavity of a die, a short fill time of up to a few hundredths of a second
are required, which creates a turbulent flow regime at the gate [22].
In general there are two basic die-casting processes: Hot chamber and Cold chamber. The
Hot chamber process is used for lower melting point metals such as Zinc, Lead etc.
whereas Cold chamber is well suited for metals such as aluminum, brass and magnesium
whose melting temperatures are fairly large. The process in Cold chamber machines start
with melting the metal in a separate furnace. Then, a precise amount of molten metal is
ladled manually or automatically into an unheated shot chamber after which the plunger
advances to force the molten metal into the die cavity. In the Hot chamber, however, the
plunger and cylinder are submerged in the molten metal in the holding furnace.

1.9 Porosity Defects
Development of defects appearing as porosity during the process of die-casting are
mainly due to shrinkage and gas entrapment, which are also the two main reasons for the
high scrap rate in Mg die-casting processes [15]. The presence of porosity strongly
affects products’ properties such as fracture toughness and fatigue and acts as crack
initiation sites during the deformation process. In particular, several researchers have
reported that the fracture of AM60B samples during tensile testing is strongly influenced
by the amount of existing porosity in the samples [23-27].
The two main sources of gas porosity are the trapped gas and pre-existing suspended
bubbles. These defects form during the filling process while the mold is being filled with
molten liquid [15]. Figure (1-13) shows gas micropores that usually appear as round dark
regions in the microstructure.
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Figure 1-13:: (Left) Appearance of gas porosity in a Mg alloy [28],, (Right) SEM of a
gas pore in unmodified Al
Al-Si alloy [29]
Also, inn general, there are two types of shrinkage defects; open shrinkage and closed
shrinkage defects. Open shrinkage defects or macroshrinkage are usually driven by metal
contraction and the atmospheric gases compensate the mass deficit produced by
shrinkage.. When they are open to the free surface, it is called pipe shrinkage,
shrinkage Fig. (1-14).

Figure 1-14; Types of shrinkage defects
Closed shrinkage, Fig. (11-14), is usually driven by metal contraction and pore nucleation.
This shrinkage correlates with pore nucleation and growth in the mushy region and thus
seems to depend on the impurity level and the amount of gas dissolv
dissolved
ed in the metal. This
can exist as macroporosity or microporosity (microshrinkage) [15]. Microshrinkage
icroshrinkage
takes the shape of interdendritic liquid
liquid, and pores are elongated [15, 30], Fig. (1-15).
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Figure 1-15: (Left) microshrinkage in a Mg alloy [2
[28],
], (Right) SEM image of
microshrinkage in Al-Si Alloy [29]
The current understanding of microporosity formation is that metal flows toward the
region where shrinkage is occurring. When a gas pore appears
rs in the mushy zone during
d
the last stages of solidification, after dendrite coherency, it is entrapped in the dendritic
network and more often at the root of dendrites
dendrites.. When the metal flow toward the
solidification front is blocked, the pore becomes the starting point of microshrinkage.
micr
Thus, microshrinkage formation depends on the nucle
nucleation
n and growth of micro-pores,
micro
the formation of which can be understood from the aanalysis
nalysis of the local pressure [15].
[

Figure 1-16: Pore formation mechanism
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Pores follow the ideal gas law, meaning that at a certain temperature, the lower the
pressure is, the bigger the pore volume can be. Sievert’s law suggests that the solubility
of a diatomic gas in metal is proportional to the square root of the partial pressure of the
gas in thermodynamic equilibrium. i.e. Cl ∝ Pp [31]. Also, solubility of gases in liquid
metals decreases upon cooling them. Therefore, during solidification, the melt can
become supersaturated in gases, consequently, gases can precipitate, and bubbles can
grow, Fig. (1-16).
A pressure threshold for pore formation can be obtained by writing a balance equation
between the pressure exerted by gas evolution and the sum of the local pressures in the
mushy zone as well as induced pressure by the surface tension on the pore. If the gas
pressure is larger than these pressures then a pore successfully forms:
Pgas ≥ Pmushy region + Pγ

(1-22)

where Pγ is the pressure resulting from the surface energy of gas-liquid that must be
overcome to have a gas-liquid interface and the local pressure of the mushy region can be
decomposed into the following pressures, Fig. (1-17):
Pmushy region = Papplied + Pmetallostatic − Pshrinkage

(1-23)

in which Papplied is the pressure applied in die-casting or the atmospheric pressure,

Pmetallostatic is the hydrostatic pressure due to the column of the metal, and PShrinkage is the
negative pressure from resistance to shrinkage induced flow through the dendrite
network.

The pressure that a pore exerts to evolve, Pgas , and PShrinkage are both in favour of pore
formation whereas the others work against it.
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It is difficult to control some of these pressures in a casting process. Pappliied can be
controlled in a HPDC process and Pmetallostatic is almost negligible, however, controlling Pγ
and PShrinkage are almost impossible.

Figure 1-17:: Pressure terms in favour of the pore formation versus terms against
pore formation

1.10 Modeling of Casting Process
Modeling of the casting process involves the simulation of mold filling and solidification
processes. Due to the absorption or release of latent heat and the presence of a complex
interfacial structure that characterizes the phase change of most materials, exact solutions
describing this process are not yet possible [[32]. The metal flow, if considered, is treated
as incompressible, although the density is generally temperature dependent. Since
turbulence is experienced mostly during the mold filling process and the fluid flow for
solidification is generally laminar, coupling th
these
ese two processes is an arduous task.
task
The behaviourr of a phase ch
change
ange system can be described by the conservation equations
for mass, momentum, species and energy in the solid, liquid and mushy zones. In
addition, appropriate relations are required for determining the portion of solid or liquid
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in each computational cell. Since most industrial applications have complex geometries,
all the conservation equations should be solved on a body fitted, i.e. unstructured, grid to
minimize the computational errors.
The casting process occurs across a wide range of time and length scales, therefore, a
complete solidification model must also account for this. For example, in solidification
processes, the time scale can vary from 10-6(s), which is associated with nucleation
kinetics, to 10-1 (s) that occurs in an industrial solidification process. The length scale can
also range from submicron, associated with solid-liquid interface, to industrial process
scale with a length scale of metres [33]. While one may choose any appropriate scales
depending on the scope of the problem, most solidification models often analyze
solidification problems at an intermediate scale, the meso-scale (10-4). This scale allows
description of the features of microstructure at the grain level, without resolving the grain
boundary. Standard transport models of the type developed for the macro-scale can be
combined with transformation dynamics model to predict microstructure evolution [15].
There have been many attempts to model casting and casting defects through complex
numerical models that solve the transport equations. To reduce the mathematical
complexity of models and predict when and where there is high probability of defect
formation in casting, researchers have developed analytical equations termed “criterion
functions”[15]. These functions essentially are simple rules that relate the process
parameters such as cooling rate, solidification velocity, thermal gradient, etc. to defects
such as shrinkage defects. Depending on the assumptions on the physics of the problem
and the mathematical apparatus used, different approaches can be summarized as follows:
Thermal models: This was a pioneering work of [34] in which only an energy transport
equation is solved to identify the last region to solidify or regions where feeding becomes
restricted. Using this model, the last region to solidify (hot spots) in a casting can be
identified by mapping the isotherms. Assuming that shrinkage cavities are located in the
last region to solidify, mapping the position but not the size of shrinkage could be
predicted.
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Thermal/fluid flow models: These models deal more or less with the whole transport
problem but ignore the contribution of gas rejected by the solidifying melt to porosity
formation. An early model by [35] assumed that void pores form because the section of
the channel along which feed metal travels continuously narrows during solidification
until the pressure drop finally blocks the liquid in the channel. The authors of [36]
derived an expression for the pressure drop along the channel. Niyama et al. [37] used
Darcy’s law in cylindrical coordinates and expressed the pressure drop in the mushy zone
as an inverse function of the ratio

G

(local thermal gradient/ cooling rate ).

R
Shrinkage defects form in the region where the ratio is smaller than a critical value, to be
determined experimentally. While this criterion works well for low-carbon steel, its
application by many non-ferrous foundries is questionable (see for example [38]).
MT-TK models: In these models macro-transport (MT) and transformation kinetics (TK)
models are coupled to predict mechanical properties based on direct microstructureproperties correlations [15]. The two computations can be performed uncoupled if it is
assumed that TK does not influence MT. For example, the rate of cooling is evaluated
with an MT code, and then, the microstructure length scale that includes phase spacing, λ,
and volumetric grain density are calculated based on empirical equations as a function of
the rate of cooling [15].
According to the literature review that is presented in this chapter and the one in the
subsequent chapter, it was found that based upon assumptions that dictate the nature of
the problem in an application, various numerical packages exist that are capable of
simulating solidification processes. However, in most of these existing formulations, i.e.
[39,40] the numerical fine-tuning from one case to another is significant and
unpredictable.

1.11 Scope and Objectives
The aims of the present work is to create a general formulation that generates fairly
accurate results in the solidification of magnesium alloys, without numerical fine-tuning
for convergence, that can be used to predict microstructural features and mechanical
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properties of these alloys. Following from this aim, the main objectives of this work may
be stated:
•

Derive a volume-averaged mass, momentum and energy formulation based upon
reasonable assumptions that capture the physics involved in the solidification of
magnesium alloys. Based upon the formulation derived, the transient flow and
heat transfer during the solidification of a magnesium alloy, i.e.AM60B is to be
studied and the resulting cooling curves to be discussed.

•

Implement experimental correlations into the in-house code, so the
microstructural features such as grain size can be approximated locally.

•

Based upon the predicted local grain distribution and previously reported
experimental data, the skin and core region can be identified for studying some of
the local mechanical properties of magnesium alloys. i.e. yield strength.

1.12 Outline of the Remaining Chapters
The remainder of this thesis is divided into three chapters. The outline of these chapters is
as follows:
The following chapter, Chapter 2, is a submitted article to the Journal of Numerical Heat
Transfer Part A: Application and outlines a literature review of solidification modeling,
their benefits and drawbacks. Then, a novel volume averaged governing equations and
the details of their derivation are explained and numerical methods for the discretization
procedure are presented. The result of a comparison of the numerical studies with
previously reported experimental data is discussed in the last section of this paper.
Chapter 3 is a submitted article to Metallurgical and Materials Transaction B in which the
developed formulation in Chapter 2 is used to predict the local grain size and mechanical
properties of Mg alloys. The effect of different cooling rate on the grain size distribution
in magnesium alloys is studied. Then, the closest result to the experimental data is chosen
for the identification of skin and core region. At the end, the experimental correlations are
used to predict the yield strength based upon the thickness of the core and skin.
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Chapter 4 provides a summary of the work. The present contributions are listed along
with recommendations for future work.
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Chapter 2

2

A Volume Averaged Finite-Volume Model for
Solidification of Magnesium Alloys on a General
Unstructured Collocated Grid

2.1 Introduction and Literature Review
Automakers are concentrating on reducing car weight and limiting exhaust emissions due
to legislative requirements for safer, cleaner vehicles. Lightweight alloys including
magnesium (Mg) alloys could reduce manufacturing cost versus steel, especially for
production volumes of less than 200,000 units per year [1]. However, defects that often
develop during the casting of these alloys lead to the local degradation of mechanical
properties and prevent them from being used widely. A better understanding of the
casting process will mitigate such defects and lead to minimization of the prototyping
sequence for newly developed alloys or die designs, and will also reduce costs by
minimizing the production of these prototype castings for testing.
Understanding the solidification process, as an inherent part of casting processes, is
essential to achieving these goals. Castings are made with dimensions of a few
millimeters up to meters in length. However, since the as-cast microstructure of the
casting determines its properties, studying the solidification process at this scale is
essential. In general, to better understand the microstructure of castings, changes in the
solid/liquid interface during the solidification process should be considered at the nano,
micro and macroscale.
Because solidification is the process of moving individual atoms from the liquid phase to
the solid alloy lattice, studying the distances over which atoms travel is of a great
importance as well. Monte Carlo methods are used at the nanoscale in which the atomic
morphology of the solid/liquid interface is discussed in terms of nucleation and growth
kinetics. The complex morphology of the solidification grains can be described using
either the Cellular Automaton (CA) technique or phase field methods at the microscale.
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Also, one can choose to study solidification processes at the macro scale (100 to 10-3
(m)). However, since at this scale only two phases are assumed to exist, the solid and the
liquid, it is customary to analyze solidification processes at an intermediate scale,
mesoscale (10-4 (m)), in which the microstructure features at the grain level are
considered, but without resolving the grain boundary. At this scale, there is no clear
boundary between solid and liquid and in fact, three regions can be observed: liquid,
mushy (contains both liquid and solid) and solid, Fig. (2-1).

Figure 2-1: Schematic of different length-scale in a typical wedge casting
The computational models that describe solidification at this scale are typically either
based on the CA technique or the combined macroscopic transport equations with
transformation kinetics models, in which the evolution of grain morphology would not be
the output of the simulation. In such models, for example, one can use microscale models
to calculate the variation of solid fraction during solidification and pass the results to the
macroscopic model for the computation of the latent heat released. The evaluation of the
new temperature field is, in turn, passed to the microscale model to determine a new solid
fraction [2-4]. One should note that an accurate measurement of crucial parameters such
as cooling rate and solid volume fraction at this scale are essential for verification.
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To derive macroscopic models of the transport phenomena, techniques such as volumeaveraging, mixture theory, and more recently, the homogenization method [5], are often
utilized to average the microscopic (exact) equations over a finite sized volume, which is
much smaller than the size of the system and large compared to the characteristic size of
the interfacial structures. Then, the resulting averaged or macroscopic equations of each
constituent can be combined with transformation kinetics models to predict
microstructure evolution [3]. An extensive number of publications exist on the macromesoscale modeling of solidification processes, however, most of the formulations are
based upon the initial work of a few groups of researchers.
The pioneering efforts of [6-8] utilize mixture theory to derive single-phase macroscopic
equations without reference to any microscopic equations, thereby, eliminating the need
for separate phase conservation equations by assuming that each phase is a continuum
that occupies the entire domain, described by a set of variables that are continuous and
differentiable functions of space and time. The major advantage of single region
formulations is that their solution can be obtained by conventional numerical methods
[9]. While mixture theory assumes the validity of certain continuum relations on a
macroscopic scale, approaches that are motivated by general theories of flow through
porous media [10-12] utilize formal volume averaging procedures [13-15] in which
various macroscopic terms and their relationship to the microscopic terms are clear.
Hence, future transformation kinetics models can be coupled to this type of formulation
with more insight. One should note that with carefully made assumptions one can derive
the same macroscopic equations using both aforementioned approaches [16].
The mixture formulated volume-averaged transport equations of [13], in which the
volume-averaged macroscopic transport equations are added together, have been used in
various publications [17-20]. While using mixture density and thermal conductivity in
this type of formulation might be physically reasonable, the effective or mixture viscosity
in a mixture momentum equation, at least in the context of alloy solidification, might not
be physically meaningful [15]. This is particularly true when purely numerical
assumptions are made for the value of the permeability in the Darcy term for closure of
the equation [21]. A better way to model the flow in the single equation approach would
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be to use only the liquid momentum equation and account for the changes in the flow by
closure terms similar to those used in porous media application, implemented in
solidification process modeling [22]. Other transport equations can be used in the form of
mixture transport equations without compromising the physical description of the
problem.
Not surprisingly, assumptions that have been made to derive the volume-averaged
equations [15,20,22] for a solidification process are similar to those used for a porous
medium. However, one must notice that the assumption of constant porosity or a zero
gradient of volume fraction is not reasonable in the case of a solidification problem as the
volume fraction of solid (liquid) is changing spatially and temporally. In addition, the
volume-averaged transport equations that are used for porous media and conjugate
domain problems are used in fixed geometries in which the pore region boundaries are set
to coincide with the control volumes boundaries. Hence, all the corrections that have
been made for interface conditions between solid and liquid are applicable to the cases
where there exists a sharp interface that coincides with the control volume boundaries.
Noting that at the mesoscale no sharp interface exists, the jump conditions including
pressure gradient from solid/mushy or mushy/liquid control volumes must be smoothed
in a different way than that proposed in porous media literature.
Also, a challenging complication in solving the energy equation is updating the value of
solid volume fraction and evolving the latent heat of fusion in the energy equation. While
it is not correct to assume that within the small volume element the liquid is solutally well
mixed and species diffusion in the solid is either complete or absent, there are three
prevalent solution techniques currently available: effective specific heat, enthalpy method
and source based method for solving the energy equation.
In the effective specific heat method, an apparent heat capacity is defined in the range of
temperature in which phase change happens, so it accounts for the entire enthalpy
change, including sensible and latent heat. For the case of a pure material or an alloy of
eutectic composition, an artificial phase change temperature range must be implemented
during which the latent heat is released, [23,24]. Although this approach is numerically
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stable, an important drawback of this method is that when a nodal temperature in one
time step falls from above the liquidus temperature to below solidus temperature, the
latent heat released is not accounted for. To solve this issue, a large mushy region must
be assumed, which may not be physically meaningful [25].
Probably the most extensively used formulation is the enthalpy-porosity approach, which
was proposed by [19]. The basic method includes casting the energy equation in terms of
enthalpy instead of temperature to overcome the singularity at the eutectic point of an
alloy or at the melting temperature of a pure substance. Then, based on the latent heat
release characteristics of the phase change material, a variation between the total enthalpy
and temperature is defined. The enthalpy method is reasonably accurate for materials
solidifying over a range of temperatures, [26] however, it is more complex than effective
specific heat method and is known to produce ‘wiggles’ or ‘false’ eutectic plateaus in the
cooling curves [27].
A substitute for setting up a non-linear coefficient in the form of a specific heat is to
develop a non-linear source term in the energy transport equation similar to the enthalpy
method. This technique, which is called ‘Source-based’ technique [28], can deal with a
general liquid fraction curve, unlike the apparent heat capacity method, and also has a
certain similarity to the enthalpy formulation. The latent heat appears as a source term in
the energy equation and in this way it is directly coupled to the nodal temperature, which
produces fairly accurate results, particularly for non-isothermal solidification. Careful
implementation of the appropriate source terms could remove the potential for
oscillations in the iterative solution while providing an accurate characterization of the
solidification process.
Considering the above background and literature review, in the current work, a set of
volume-averaged equations similar to the one proposed by [13] with the additional
assumption of variable porosity in the mushy zone is presented. All assumptions in the
derivation of the equations are outlined in detail and additional terms are physically
reasoned. Particularly, an explanation is presented for the relationship between the Darcy
term and the additional term in the new proposed formulation. Special care is given to the
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control volumes that are adjacent to solid and liquid control volumes. For the energy
equation, a temperature-dependent, source-based formulation similar to the approach of
[28] is derived. However, in addition to the effect of convection, which has a significant
influence on the solidification process [22], it is shown how a unique derivation of the
energy equation can eliminate unnecessary terms that account for the evolution of latent
heat. Physically reasonable logic is then presented to avoid instability in the solution
process. As a demonstration of the robustness of the proposed numerical formulation, a
wedge casting solidification of a Mg alloy is predicted and results are compared with
existing experimental data.

2.2 Mathematical Formulation
In this section, the mathematical model of fluid flow and the heat transfer in a domain
consisting of solid, liquid, and mushy regions is presented. In order to provide some
physical insight of the mathematical model used in this study, a brief review of the
volume averaging techniques is presented along with all the related assumptions and
constraints that have been made to make the general equations amenable to the purpose
of this study. In addition, appropriate relations that are required for determining the
portion of solid and/or liquid in each control volume, and for representing the variation of
mixture properties in the mushy region are clearly stated.

2.2.1

Microscopic Transport Equations

The microscopic mass, momentum and energy equations for a medium consisting of
phase that is undergoing phase change is given by:
∂ρ k
r
+ ∇ • ρ k vk = 0
∂t

(

)

(2-1)

r
r
r
rr
∂
ρk vk + ∇ • ρk vk vk = −∇Pk + ∇ • µ k ∇vk + ρk b
∂t

(2-2)

r
∂
ρk hk + ∇ • ρ k hk vk = ∇ • kk ∇Tk
∂t

(2-3)
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)

(
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)

)

(
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(

)

)
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for the kth phase.

2.2.2

Volume-Averaged Transport Equations

A phase represents a quantity of matter, which is homogeneous in physical structure and
comprised of one or more compounds. An interfacial length scale can be defined as the
ratio of the volume of the structure to the interfacial area. In alloy solidification
processes, in the case of equiaxed or columnar growth of solid crystals, the interdendritic
liquid, which is the liquid that flows between dendrite arms, and the solid crystals share
the same length scale of the order of 10-5 to 10-4 (m), whereas the interface between the
liquid outside the region of the grain growth and the interdendritic liquid has a larger
length scale by one order of magnitude. The size of the Representative Elementary
Volume (REV) shown in Fig. (2-2) must be chosen in such a way that it is much larger
than all the interfacial length scales, to smooth out the complexities of the problem
related to the morphology, interdendritic flow and latent heat release, etc., but small
compared to the system scale, to capture the global characteristics of flow field and heat
transfer.

Figure 2-2: Schematic illustration of the averaging volume containing columnar
dendritic crystals
The REV can vary between 10-3 to 10-2 (m). It is worth mentioning that in case of
problems with columnar dendritic growth in which the microstructure evolves in a
heterogeneous manner, then the defined REV should vary in size and the aforementioned
discussion for the size of REV might not be correct.
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Once the REV is defined, to cast the macroscopic governing equations for studying the
behaviour of fluid undergoing phase change, the following averaging theorem and
assumptions have been implemented:
•

A characteristic phase function, f k , associated with the portion of the REV that is
occupied by one of the constituents is defined. Herein, the REV includes pure
fluid (phase k ) if the value of f k is unity and solid if it is zero. Consequently, any
value of f k between unity and zero indicates a mixed control volume or mushy
region. The volume fraction of phase liquid (or solid), f k , can be defined as:
fk =

•

1
V

∫

Vk

V
r
f k ( x,t)dV = k
V

(2-4)

The extrinsic or superficial average of property ϕ k associated with phase k is
defined as:

ϕk =
•

1
∫V ϕ dV
V k k

The intrinsic average is defined as:

ϕk

k

=

1
Vk

∫V ϕ k dV =
k

When ϕ k is uniformly distributed in Vk , then ϕ k
•

ϕk

(2-6)

fk
k

= ϕk .

The total average over V of a property defined in all phases is defined by:

ϕ =
•

(2-5)

1
V

∫

V

ϕ dV

(2-7)

Spatial averaging theorem proposed by [29,30] is used to average terms that
include gradient and divergence of a variable:
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∇ϕ k = ∇ ϕ k +

∫

Ak

1
= ∇ • ϕk +
V

∇ •ϕ k
•

1
V

ϕ k n̂dAk
(2-8)

∫

Ak

n̂ • ϕ k dAk

The fluctuating component, which represents the deviation of ϕ k from the intrinsic
volume average property, is defined by:
k

ϕ̂ k = ϕ k − ϕ k

(2-9)

This is similar to the time averaging of turbulent transport equation proposed by
[31] in which the velocity is decomposed into a time average and a temporal
deviation. In the method of volume averaging it is customary to decompose the
velocity and pressure into spatial averages and spatial deviations.
•

In the case where the average of a product exists, while it is the product of
averages that is desired, the method of [10] is followed:

ϕ kψk = f k ψ k
k

ϕ kψk
•

= ψk

k

k

ϕk

k

+ ϕ̂ kψ̂ k

+ ϕ̂ kψ̂ k

k

(2-10)

And finally, the transient terms are averaged using

∂ ϕk
∂ϕ k
1
=
−
∂t
∂t
V

2.2.3

k

ϕk

∫

r

ϕ k vI • n̂ dAk
A

(2-11)

k

Continuity Equation

Taking the extrinsic average of Eq. (2-1), the volume averaged continuity equation may
be expressed in the form:

∂ρ k
r
+ ∇ • ρ k vk
∂t

(

Applying the previously shown theories:

)

=0

(2-12)
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(

∂
f ρ
∂t k k

k

)


+ ∇ • f k ρk


k

r k
r r
1
vk  = − ∫ Ak ρ k vk − vI • n̂k dAk = ∑ Nj=1 m& ′′′jk (2-13)
 Vk

(

)

In which the R.H.S of Eq. (2-13) represents the net rate of mass exchange of phase k at
the jk interface and is constrained by interfacial balances on the interface. Since the
overall interfacial balance follows by adding the interfacial balance for each interface, the
R.H.S of the Eq. (2-13) is zero in a REV, [13].
Assuming that the variation of material properties occurs globally and not within the dVk
i.e. ρk

k

= ρk and also ignoring the effect of shrinkage and density variation, the

intrinsic, Eq. (2-14), and extrinsic, Eq. (2-15), forms of continuity equation can be written
as:



r

k



ρ k ∇ •  f k vk  = 0



(2-14)

r
ρ k ∇ • vk = 0

(2-15)

It is worth mentioning that to cast the governing equations for studying the behaviour of
continuum (fluid) undergoing phase change, we select the case in which the phase change
region, also called mushy region, has a crystalline structure consisting of columnar grains
with interdendritic liquid, and the solid/liquid interface is a complex shape that is not
necessarily smooth. For a general case of columnar and equiaxed, in which the velocity
of solid crystals is not necessarily zero, one can consider a mixture continuity equation in
which the density and velocity are the summation of solid and liquid constituents.
However, due to the assumptions that have been made, in this study, only the fluid
continuity equation would be sufficient.

2.2.4

Momentum Equation

The extrinsically averaged momentum equation can be written as:
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r
∂
ρ k vk
∂t

(

rr
+ ∇ • ρ k vk vk

)

(

r
r
= − ∇Pk + µ k ∇ • ∇vk + ρk b

)

(2-16)

Using the aforementioned theorems, noting that the volume of the phase k contained
within the average volume is changing with time, the transient term of the momentum
equation can be written as:

r
∂
ρ k vk
∂t

(

)

=

∂
f ρ
∂t  k k

k

r
vk

k

r̂  1
+ ρ̂ k vk  −
 V

∫

Ak

r r
ρk vk ( v I • n̂k ) dAk

(2-17)

r
Knowing that the correlation between the fluctuating components of ρ̂ k and v̂k is zero

then Eq. (2-17) can be simplified to:

r
∂
ρ k vk
∂t

(

)

= ρk

∂  r k 1
−
f v
∂t  k k  V
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r r
ρk vk ( v I • n̂k ) dAk
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(2-18)

The convective term can be written as:

rr
∇ • ρ k vk v k

(
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= ρ k  ∇ •  f k vk
 

k

r k 1
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 V


rr
vk vk • n̂k dAk 
Ak


∫

(2-19)

The pressure gradient can be extrinsically averaged as:

(

∇Pk = ∇ f k Pk

k

) + V1 ∫

Ak

Pk n̂k dAk

(2-20)

Using Eq. (2-9) in Eq. (2-20) results in:

(

∇Pk = ∇ f k Pk

k

)

1
+
V


n̂
dA
∫ Ak k k  Pk

k

+

1
V

∫

Ak

P̂k n̂k dAk

(2-21)

Knowing that

∇1 = ∇ 1 +

1
V

∫

Ak

n̂k dAk = 0

(2-22)
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then

1
V

∫

n̂k dAk = −∇f k

Ak

(2-23)

Substituting back into Eq. (2-21),

(

∇Pk = ∇ f k Pk

)

k

k

− ∇f k Pk

+

1
V

∫

Ak

P̂k n̂k dAk

(2-24)

According to [13], the second term on the R.H.S of Eq. (2-24) represents the buoyant
force due to the average interfacial pressure, however the term “buoyant” could be
misleading due to the fact that in an incompressible flow this term does not have any
effects on the density. Herein, it is better to be interpreted as a momentum sink that
senses the presence of interface. With further simplification:

(

∇Pk = ∇f k Pk
f k ∇ pk

k

1
+
V

∫

Ak

k

+ f k ∇ pk

k

) − ∇f

k

Pk

k

+

1
V

∫

Ak

P̂k n̂k dAk =
(2-25)

P̂k n̂k dAk

The diffusion term in the momentum equation can be extrinsically averaged as:

  r
r
1
µ k ∇ •∇vk = µ k ∇ •  ∇ vk +
V
 

∫

 1
r
vk n̂k dAk  +
Ak
 V

∫


r
∇vk n̂k dAk 
Ak


(2-26)

where the second term on the R.H.S is zero if a no-slip boundary condition is applied.
Using Eq. (2-9) and (2-22),
r

(

r

µ k ∇ • ∇vk = µk ∇ • ∇ f k vk

k

the momentum equation can be written as:

) + µ V1 ∫
k

Ak

(

r̂
r
∇vk n̂k dAk − µ k ∇f k ∇ vk

k

) (2-27)
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(

k
r
∂  r k
 r k r k
v
v
v
f
ρ
∇
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∇
P
+ µ k ∇ • ∇ f k vk
+
=
−
f
k
k
k
k
k
k
k
k







∂t 
r r r
1
vk ( vI − vk ) • n̂k dAk +
ρ
∫
k
V Ak
r
r̂ r
r k
1
µ
∇vk − IP̂k n̂k dAk − µk ∇f k ∇ vk + ρk f k b
∫
k
V Ak

ρk

(

(

)

k

)+
(2-28)

)

On the R.H.S of Eq. (2-28), it can be noted that with the assumption that has been made
for Eq. (2-13), the third term is zero.
In a solidifying alloy, the liquid or more specifically the interdendritic liquid moves in a
solid network in which the volume fraction of solid is continuously changing. While in
most porous media, the fluid advects in a network with a uniform volume fraction of
solid, it is still customary, and validated by experiment [32], to assume that the flow
resistance in the mushy region is similar to that in a porous media. Hence, the momentum
transfer due to interfacial interactions between the liquid and solid phases may be
expressed in terms of a permeability tensor for flow through a continuous solid structure
and since in most cases the solid structures are assumed to be isotropic, the fourth term
on the R.H.S, which is referred to as a surface filter [12] can be estimated by the Darcy
expression in terms of force per unit volume of porosity.
Then, Eq. (2-28) can be re-written as:

∂  r k
 r k r k
f
ρ
∇
•
f v
+
v
vk  = − f k ∇ Pk
k
k
k
 k k


∂t 
r
f k2µ f r k
r k
−
vk − µ k ∇f k ∇ vk + ρ k f k b
K

ρk

(

)

k

(

r
+ µ k ∇ • ∇ f k vk

k

) (2-29)

where the value of the K , the permeability in the Darcy term, can be approximated using
the Kozeny-Carman equation:

κ fl3
K=
(1− f l )2

(2-30)
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The value of κ depends on the size of the secondary dendrite arm spacing (SDAS) and
morphology of the mushy region. This term has no effect on the momentum equation
when it deals with pure liquid regions, while it is infinity in the pure solid regions.
The Darcy term and the fourth term in Eq. (2-29) both have similar effects on the
momentum equation and there is no region where they act independently in terms of sign.
The fourth term on the R.H.S of Eq. (2.29) is not considered explicitly in any previous
volume averaged formulations for solidification, including the work of [13] or [20]. In
regions where the volume fraction of the constituent varies dramatically, such terms are
of great importance and should be considered. Moreover, in applications where the
problem involves a creeping flow and a weak convection this term might not have a
significant influence on the solution.
The intrinsic average of pressure gradient in the momentum equation is preferred since it
provides better insight. Also, for the purpose of this study, the extrinsic form of Eq. (229) is more desirable, and can be written as:

 ∂ vr
r
1
ρ k  k + ∇ • vk
fk
 ∂t


r
vk  = − f k ∇ Pk

r
µ
r
r
vk − k ∇f k ∇ vk + ρk f k b
fk

(

fkµ f
K

(

)

k

r
+ µ k ∇ • ∇ vk −
(2-31)

)

Density is assumed to be constant, except in the buoyancy term. The buoyancy effects are
modeled using Boussinesq approximation:
r

r

(

)

(2-32)

= ∇ • kk ∇Tk

(2-33)

ρk f k b = ρ f k g β T − Tref

2.2.5

Energy Equation

The extrinsic volume average of Eq. (2-3) is:

∂
ρh
∂t k k

(

)

r
+ ∇ • ρ k hk vk

(

)
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Using Eq. (2-4) – (2-9) and Eq. (2-11),
k
k r k
r
1
∂

ρk f k hk  − ∫ A ρk hk v I • n̂k dAk + ∇ • ρk f k hk vk 

 V k


∂t 
(2-34)
 
 1
r
1
1
+ ∫ ρk hk vk • n̂k dAk = kk ∇ •  ∇ Tk + ∫ Tk n̂k dAk  + ∫ kk ∇Tk n̂k dAk
V Ak
V Ak
 V Ak
 

(

)

In the first term on the R.H.S of Eq. (2-34), the second term in parenthesis is called
tortuosity and is a measure of diffusion in the mushy zone. Using Eq. (2-8) and Eq. (222), the first term in the R.H.S of equation (2-34) can be written as:

 

1
kk ∇ •  ∇ Tk + ∫ Tk n̂k dAk  =
V Ak

 

k
k
∇ •  kk ∇ f k Tk + k ∫ Tˆk n̂k dAk − kk Tk
V Ak


(

)

k


∇f k 


(2-35)

To close the solid energy equation, a substitution similar to the substitution of [12] and
[33] can be used for T̂k in Eq. (2-35),

 

1
kk ∇ •  ∇ Tk + ∫ Tk n̂k dAk  =
V Ak

 

r
k
k
∇ •  f k kk ∇ Tk + k ∫ bk • ∇ Tk
V Ak


(

k

)

(2-36)


n̂k dAk 


By defining the effective conductivity as:

r k
keff ,k = f k kk I + k
V

∫

Ak

r
bk n̂k dAk

(2-37)

Then Eq. (2-36) can be simplified as:

 
1
kk ∇•  ∇ Tk +
V
 

∫


Tk n̂k dAk  = ∇• keff ,k ∇ Tk
Ak


(

k

)

(2-38)
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The closed form of energy equation for each constituent can be written as:
k
k r k
∂

ρ k f k hk  + ∇ •  ρk f k hk vk  =




∂t 
k
1
1
∇ • keff ,k ∇ Tk + ∫ kk ∇Tk n̂k dAk −
V Ak
V

(

)

∫

Ak

r r
ρk hk v I − vk • n̂k dAk

(

)

(2-39)

If the structure of the solid crystal is considered to grow in a columnar shape, as long as
dendrites are not fragmented and surrounded by the melt, then keff ,k has a non zero value
and should be obtained from measurements. If fragmentation happens keff ,k can have the
value of zero as no heat can be transferred through such solid on a macroscopic scale.
Only a few studies have been done on this topic despite its importance [34]. In this study,
we assume that the keff ,k has a value equal to the value of kk .
In addition, the third term on the R.H.S of Eq. (2-39) is equal to zero for the same reason
as discussed earlier for Eq. (2-11).
In the solidification of metal alloys, since the Lewis number of a liquid metal is large

(Le ≥ 1000) , thermal equilibrium is readily achieved and nonequilibrium effects are
mostly influenced by solutal undercooling. Hence, assuming thermal equilibrium to exist
interfacially and through an REV is correct, Ts

s

= Tl

l

= T = T . Using Eq. (2-39) for

solid and liquid and adding them together results in:
s
l
l r l
∂

ρ s f s hs + ρl f l hl  + ∇• ρl f l hl vl  =




∂t 
s
l
1
1
∇ • f s ks ∇ Ts + f l kl ∇ Tl + ∫ ks ∇Ts n̂s dAs +
A
V s
V

(

)

(2-40)

∫

Al

kl ∇Tl n̂l dAl

Considering the fact that the REV is isothermal, the total enthalpy, H, which is the
combination of the enthalpy of solid and liquid, can be defined as:

 T
  T

H =  ∫ Cps dθ  +  ∫ Cpl d θ + Lls 
T
T
 ref
  ref


(2-41)
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in which, Cps ,Cpl , Lls are the specific heat of solid, specific heat of liquid and the latent
heat of fusion, respectively. Also, noting that the last two terms on the R.H.S of Eq. (240) represent the interfacial heat transfer, they can be modeled using Newton’s cooling
law:

1
V
1
V

(
∫ k ∇T n̂ dA = +h A ( T
∫

As

Al

s

l

l l

l

sl

sl

s

s

− Tl

)
)

l

ks ∇Ts n̂s dAs = −hsl Asl Ts − Tl
l

(2-42)

Then, Eq. (2-40) can be re-written as:
T
∂
 T

ρ s 1− f l ∫ T Cps dθ + ρl f l  ∫ T Cps dθ + Lls  +

 ref

ref
∂t 

 T
 r l
∇ • ρl f l  ∫ Cpl dθ + Lls  vl  = ∇ • f s k s + f l kl ∇ T
 Tref




(

)

(

)

(2-43)

Introducing the mixture specific heat and thermal conductivity coefficient,

(

)

Cpm = 1− f l Cps + f lCpl

(

)

km = 1− f l ks + f l kl

(2-44)

the final form of energy equation is

∂ T

r l

+ ∇• ρl f lCpl T vl  =


∂t
(2-45)
∂f l
r l
r l


∇ • km ∇ T − δ H P
− ∇ •  ρl f l Lls vl  + ∇ •  ρl f lCplTref vl 




∂t

ρCpm

(

)

in which

(

)

δ H P = ρ T − Tref (Cpl − Cps ) + ρ Lls

(2-46)
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Re-writing Eq. (2-45) in terms of extrinsic velocity

∂ T

r
+ ∇ • ρlCpl T vl  =
∂t
∂f
r
r
∇ • km ∇ T − δ H P l − ∇ • ρl Lls vl  + ∇ •ρlCplTref vl 
∂t

ρCpm

(

)

(2-47)

One should note that in an REV, once the solid is formed, the latent heat has already been
released and it will not be carried out with the solid to another volume. Thus, the third
term on the R.H.S. of the Eq. (2-47) must be set to zero, while it is considered non-zero
in the work of [17], [21] or [35]. The final form of energy equation is reduced to:

∂ T

r
+ ∇ • ρlCpl T vl  =
∂t
∂f
r
∇ • km ∇ T − δ H P l − ∇ • ρlCplTref vl 
∂t

ρCpm

(

)

(2-48)

2.3 Computational Methods
Most of the pioneering work that has been done on deriving single region formulations
for simulation of phase change problems and particularly solidification processes are
discretized either based on the finite difference method (FDM), [18,19,21], in which all
applications have been applied to structured and staggered grids, or the finite element
method (FEM), [20,28]. While all of these formulations were successful for their specific
applications, which were mostly two-dimensional and easily discretized using orthogonal
grids, it is quite cumbersome to implement a staggered grid formulation for more general
three-dimensional problems where nonorthogonal grids are required. Although FEM is
similar to finite volume method (FVM) in many ways, the facts that the FVM is
conservative by construction and each individual term has a physical significance makes
it superior for studying the solidification and flow in casting processes and thus is
considered in this work. Some researchers used the method of control volume-based
finite difference [35,36] to discretize the governing equations on structured staggered
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grids, however, the model was again only tested for simple orthogonal grids, thus, it is
unclear how the model would perform for nonorthogonal grid.

2.3.1

Spatial Discretization

Consider an arbitrary fixed control volume Ω P ⊂ R 2 , of volume V and boundary, ∂Ω p
with unit vector n̂ normal to the surfaces and pointing outward, filled by continuum
(molten metal). The discretization of the governing equations is carried out on an
unstructured grid, suchh as that illustrated in Fig. (2-3),, in accordance with the cell-centred
cell
finite volume procedure of [9], using a colocated approach.

Figure 2-3:: A portion of the grid and related nomenclature used in the FVM
The calculation domain is first sub
sub-divided
divided into arbitrary triangular or quadrilateral
r
volumes, and the grid points are placed at the centres, x p , of the control volume, while
boundary nodes, needed for implementing the boundary conditions, are located at the
centre of boundary cell-faces.
faces.
Then, the governing equations are integrated over an arbitrary control volume with the
volume of VP , which is bounded by the control surface ∂Ω P , and time. The ∂Ω P is
assumed to be the union of the discrete control surfaces dAip , where ip ∈ {1,2,...,n
{
} , for
ip

nip = 3 triangles and nip = 4 for quadratic grids. All dependent variables, which are
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unknowns to be solved for, are stored at the centre of each control volume and the
discrete equations formed for a control volume depend implicitly upon these values.
In the remainder, we consider a general transport equation for a conserved dependent
r
variable ϕ ( x,t) that is differentiable, and obtain first the spatial discretization of
unsteady, advective, diffusive and source terms in the governing equation, remarking any
details that are found necessary, and then fully time-implicit discretized governing
equations are presented. A general transport equation can be written as:

 ∂ϕ
r 
ρ  + ∇ • ( vϕ ) = ∇• ( Γ∇ϕ ) + S ′′′
 ∂t


2.3.1.1

(2-49)

Unsteady Term

The rate of change of storage of the conserved quantity within a control volume, VP , is
represented by the first term on the L.H.S of the momentum and energy equation. To
obtain a spatial second order accurate discrete term, the integrand is expanded using a
r
Taylor series about the centroid x p :

∫

VP

ρ

∂ϕ
dV =
∂t

 ∂ϕ

 ∂ϕ 
r r
2

dV
ρ
+
∇
ρ
•
x
−
x
+O(
δ
)


∫VP  ∂t
p
∂t




P
P

(

)

(2-50)

where ϕ is the unknown variable in the governing equations. Considering the definition
r
of x p ,

r
xP =

∫

Vp

r
x dV
(2-51)

VP

and centroid, the second term on the R.H.S of Eq. (2-50) is zero. Noting that the VP is of
the order of three, the unsteady term may be approximated as:

∫

VP

ρ

∂ϕ
∂ϕ
dV = ρVP
∂t
∂t

(2-52)
P
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2.3.1.2

Advection Terms

The mass equation and the second term in the momentum and energy equations represent
the net rate of transport of the conserved quantity out of the control volume by advection.
This is more obvious by integrating the term and employing the Gauss theorem to form
the advective term as a surface integral over the control surfaces bounding volume VP .

∫

VP

r
ρ∇. ( vϕ )dV =

∫

Aip

r
ρ ( v.n̂)ϕ dA

(2-53)

where n̂ is the outward unit normal to the control surface, (faces of a control volume).
Writing the surface integral as the sum of integrals over the faces and expanding the
integrands in Taylor series about the integration points, which is located at the centre of a
face and is illustrated as ip in Fig. (2-3), results in:

∫

r

VP

∑

ρ∇ • ( vϕ )dV =

nip
ip

( ( ) )

r
∫ Aip  ρ v • n̂ ϕ

( ( ) ) (

r
+∇ ρ v • n̂ ϕ
ip

ip

)

r r
x − xip + O(δ 2 )dA

(2-54)

Again employing the definition of centroid and considering the fact that dA is of the order
of two, the advective term will reduce to:

∫

ρ∇ • ( vϕ )dV = ∑ip m& ipϕ ip
r

VP

nip

(2-55)

where the mass flux through the discrete control surface is computed as:

( )

r̂
m& ip = ρ v • n̂ Aip

(2-56)

r̂
where the advecting velocity ( v • n̂) appearing in the mass flux expression for the C.V

faces is adopted in accordance with the colocated variable method of Rhie and Chow
[37], which uses a specially constructed momentum equation to avoid pressure-velocity
decoupling.
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The advected value of ϕ ip is approximated implicitly by a first-order accurate upwind
scheme to ensure numerical stability and then a deferred correction procedure [38] is
employed to explicitly correct the advected value to higher order, see Appendix A for
more detail.

2.3.1.3

Diffusive Term

The first term on the R.H.S. of the Eq. (2-49) represents the net rate of transport of the
conserved quantity in to the C.V by the diffusion process associated with that quantity.
Using the same analogy as arriving at Eq. (2-55), the diffusive term can be written as:

∫

(

nip
∇ • Γ∇ϕ dV = ∑ Γ ∇ϕ
VP
ip

(

)

ip

)

• n Aip 

(2-57)

It is necessary to obtain a second-order accurate approximation for the gradient at the
integration points to maintain the order of accuracy of Eq. (2-57). The authors of [39]
derived a second order gradient and Hessian reconstruction in which the accuracy of the
cell centre gradient and Hessian were estimated second order and first order, respectively.
Having these approximations at the cell centre, we used the method of [40], in which the
quantity of interest and its derivative is first interpolated to some point lying a fraction
Rip , see Fig. (2-3), of the distance along the vector that connects node P to its neighbor,

r
s , then extrapolated from this point to the integration point, See Appendix B. This leads
to:

∇ϕ

where ∇ϕ

2.3.1.4

m−1
ip

m
ip

≈ ∇ϕ

m−1
ip

1 
1
+ r  ϕ nbm − ϕ mp − ∇ϕ
2
s.n̂ip 

(

) (

m−1
p

+ ∇ϕ

m−1
nb



) • srn̂

ip

(2-58)

is calculated at the previous iteration, m −1.

Source Term

The last term on the R.H.S of Eq. (2-49) is a source term and since it is different from
equation to equation, a more detailed explanation will be presented in the subsequent
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sections. The procedure to arrive at the spatial discretization of these terms is similar to
the unsteady term:

∫
2.3.1.5

VP

S ′′′dV = S P′′′VP

(2-59)

Governing Equations: Semi-Discrete

The semi-discretized forms of Eq. (2-15), (2-31) and (2-48) are given, respectively, for a
fully implicit discretization as:
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(2-60)

nip
ip=1

nip
ip=1

f l Pl

l
ip

n̂ip Aip +
(2-61)

r
µl ∇f l ip • n̂ip Aip + ρl f l b VP

(

m& ipCpl T

ip

− T

P

)=

∂f
∑ip=1 km∇ T ip .n̂ip Aip − δ H PVP ∂tl

(2-62)

nip

2.4 Temporal Discretization
In the present work, a fully implicit discretization is employed in which all terms are
evaluated at the present time. The time derivative is discretized using backward
differences. In Eq. (2-61) and Eq. (2-62), terms with the subscript ip are evaluated at the
integration point located at the centroid of face Aip . Note that Eq. (2-61) is in fact

r

obtained by subtracting Eq. (2-60), multiplied by vl

P

/ f l , from the discretized form of

equation (15). Also, Eq. (2-62) is subtracted from Eq. (2-60), multiplied by

(

Cpl T

P

)

− Tref . This is done to ensure a conservative method. The fully discretized

form of Eq. (2-49) can be written in the form of:
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m
aPϕ Pm = ∑ anbϕ nb
+ bP
nip

(2-63)

ip

2.5 Pressure-Velocity Coupling
As previously mentioned the approach of Rhie and Chow [37] is used to construct the
special momentum equation. However, to show the effect of variable liquid volume
fraction on the final form of special momentum equation, consider the x-momentum
equation in the form of

aP u

P

=∑

nip

a

ip=1 nb

u

nb

∂ pl

+ bP − f l,PVP

l

∂x

P

= u%

P

− f l,PVP

∂ pl
∂x

l
P

(2-64)

in which the last term on the R.H.S of Eq. (2-64) depends upon the pressure field and the
other term depends upon the velocity field. Also, for the C.V in the neighboring of
volume P that shares the same integration point, one can write:

aP,nb u

nb

= u%

nb

− f l,nbVnb

l

∂ pl
∂x

(2-65)

nb

Now, if a similar equation about the integration point is written based on the same
analogy as above, then:

aP,ip

r̂
u

ip

= u%

ip

− f l,ipVip

∂ pl

l

∂x

If an approximation for aip and Vip is made, then the value of u%
interpolation and the values of u%

p

and u%

nb

(2-66)

ip

ip

can be found by

.

Assuming that

aP,ip =

aP + aP,nb
2

, Vip =

VP +Vnb
2

(2-67)
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and

r
f l,ip = (1− Rip ) f l,P + Rip f l,nb + (1− Rip )∇f l P + Rip ∇f l nb .∆Rip

(2-68)

The ∇f can be calculated using the Differential Least Square (DLS) method in which the
volume fraction Taylor series expansion of f PTS are formed from a reference mixed
r
control volume at x P to each immediate neighbours, those having at least one vertex in
r
common, f i at point xi . However, this would result in a first order approximation of ∇f .
In this work, the second order accurate reconstruction algorithm of [39] was used to
evaluate the value of gradient of volume fraction at the cell centre. Then, u%

ip

can be

written as:

u%

ip

=

aP + aP,nb
2

u

ip

+

(

)

f l,ip VP +Vnb ∂ Pl

l

∂x

2

(2-69)

ip

where the overbar is an indication of the use of interpolation. Then substitution Eq. (2-69)
in Eq. (2-66) and solving for advecting velocity, one obtains:

r̂
u


f l ,ip (VP +Vnb )  ∂ pl
= u −
ip
ip
(aP + aP,nb )  ∂x


l
ip

−

∂ pl

l

∂x



ip 



(2-70)

Writing Eq. (2-70) for all component of the advecting velocity, the advecting velocity in
the direction of the normal to the integration point can be written as:

r̂
u

f (V +V ) 
r
.n̂ip = u .n̂ip − l,ip P nb  ∇ pl
ip
ip
(aP + aP,nb ) 

l
ip

− ∇ pl

l
ip


.n̂ip


The first pressure term in Eq. (2-69) can be approximated using Eq. (2-62):

(2-71)
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 (2-72)



in which

d̂ip =

( )

f l ,ip (VP +Vnb ) n̂ip

2

(aP + aP ,nb )

(2-73)

When the two neighbouring control volumes are not in the same region the pressure
gradient is expected to be discontinuous across these control volumes. The authors of
[41] proposed an approximation for the pressure gradient at the integration point where
the interface coincides the common face between two control volumes. However, in this
work, since the interface between constituents does not necessarily coincide at the sides
of a control volume, the pressure gradient at the cell centre is corrected, using the method
that is explained in the proceeding section and then the corrected pressure gradient is
used to approximate the pressure gradient in Eq. (2-72).

2.6 Pressure Gradient
It was found that the iteration method of [40] with five iterations gives the best result for
pressure gradient at the cell centre. This is based on the implementation of Gauss theorem
on the pressure gradient in the momentum equation:

∇P P = ∑

where Pl

l
ip

nip
ip=1

f l Pl

l
ip

n̂ip Aip

(2-74)

is calculated using interpolation.

To avoid spurious behavior of velocity field special attention must be given to ensure the
pressure gradient is normal to the interface [42,43], see Appendix C. As mentioned, for
the purpose of this study and the scale of the problem there is no sharp interface exists
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and here the interface is an imaginary line that is defined based upon the volume fraction
of liquid in a C.V. The following steps are taken to correct the pressure gradients.
Let us consider that an arbitrary interface cut
cuts through a control volume P that shares
vertices with nine neighbouring control volumes, see Fig. (2-4). Knowing ∇f , normal to
an imaginary interface can be calculated knowing that:

normal =

∇f l

(2-75)

∇f l

The continuation of the normal intersects with the line that connects neighbouring pure
fluid C.V. Then, the inverse distance ap
approximation
proximation gives a suitable approximation for
the pressure and pressure gradient at the mixed
mixed-cell center:
l

Pl

∇ Pl

Corrected

l
Corrected

= ω Pl

= ω∇ Pl

l

(

)

(

)

+ 1− ω P

nb3

l
nb3

l

(2-76)

nb2

+ 1− ω ∇ P

l

(2-77)

nb2

One should notice that this correction did not happen by solving directly the transport
transpor
equations, however, it uses the pressure that has been solved by governing equation.

Figure 2-4:: Representative portion of a triangular unstructured grid for pressure
gradient correction

62

2.7 Source Term in the Energy Equation
The discretized form of source terms in the energy equation, Eq. (2-62) will be presented
here. In general, the local liquid volume fraction depends on the nature of solidification
[44]. The local volume fraction could be a function of temperature, cooling rate, speed of
solidification and the rate of nucleation if the kinetics of liquid-solid transformation is
such that undercooling is considerable [45,46]. In a system of multicomponent alloys,
solutal transport (macrosegregation) will also influence the local liquid volume fraction
field [17]. For simplification, however, it is convenient to assume the liquid volume
fraction is only a function of temperature [44].

Figure 2-5: Schematic of liquid volume fraction vs. temperature
The authors of [44] demonstrated different possible forms for liquid fraction variation
versus temperature functions including: linear function, linear eutectic function, power
function and Scheil’s equation. In the current work, the fraction of liquid in the mushy
region is estimated by Scheil’s equation, which assumes complete mixing in the liquid
and no solid diffusion, [44]:
1

 T − T k P −1
mlt 
f l = F(T ) = 
T
−
T
 liq mlt 

(2-78)
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where Tmlt is the melting temperature of the alloy, Tliq is the liquidus temperature and kP is
the partition coefficient. A schematic of Scheil’s equation, which illustrates the liquid
fraction variation versus temperature, is shown in Fig. (2-5). Regarding this graph, one
may notice a temperature range associated with a non-linear change of fl in the mushy
region, a step discontinuity at the mush/solid interface that can be associated with a
eutectic phase change [28], and also a step discontinuity at the mushy/liquid interface,
which can be associated with undercooling at the dendrite tips [28]. Therefore, special
care must be taken to account for these discontinuities.
The discretized form of the transient source term in the energy equation can be written as:

δ H PVP 
∆t

 fl

new

− f l old 

(2-79)

in which the f l new is obtained using Taylor’s series considering the fact that the volume
fraction of the liquid is a function of temperature that is following Scheil’s equation in
the mushy zone, then,
f l m+1 = f l m +

dF
dT

f Pm

( )

× TPm+1 − F −1 f Pm 

(2-80)

in which F −1 is the inverse function of F(T) and is evaluated at the previous iteration. It is
worth mentioning that contrary to other works including [18], in this work, no underrelaxation factor is used in any of the equations.
Thus, the linearized source term in the energy equation takes the following form:

δ H PVP  m old dF
 f − fP −
∆t  P
dT

(

)

f Pm

 δ H V  dF
× F −1 f Pm  + P P 
∆t  dT


( )

f Pm


×TPm+1 


(2-81)

In implementing Eq. (2-85), the following logic, Eq. (2-82)– (84), is proposed to avoid
oscillation in the solution.
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2−k P

 T m+1 − T  kP −1
1
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(k0 −1) × (Tliq − Tmlt )  Tliq − Tmlt 

TPm
TPm
Tmlt + (Tliq _ Tmlt ) × ( f Pm )

(k P −1)

(2-84)

TPm

2.8 Solution
Now that all terms in the governing equations are fully discretized one can construct the
solution matrix for the algebraic equation in the form of Eq. (2-63), see appendix D. In
this work, the linear algebraic equation was solved using version 3.3 of the Portable,
Extensible Toolkit for Scientific Computation (PETSc) solver on the Shared Hierarchical
Academic Research Computing Network (SHARCNET).
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2.9 The Wedge Casting
The mechanical properties of Mg-Al alloys are strongly affected by the obtained
microstructure. Grain size can be controlled by process parameters such as cooling rate
during the casting process and is one of the microstructural features that strongly
influence the mechanical properties of all polycrystalline materials, particularly, Mg-Al
alloys. Relationships such as Hall-Petch [47,48] suggest that generally a smaller grain
size leads to higher yield strength. Grain boundaries impede dislocation motion;
therefore, they contribute to strengthening, whose magnitude depends upon the structure
of the grain boundaries and the degree of misorientation between grains [49]. In
dendritic structures secondary dendrite arm spacing (SDAS) has a similar influence on
the mechanical properties as the grain size. Herein, a case study is chosen to emphasize
that the information facilitated by the cooling curve during a solidification process is of
great importance and can be used for predicting microstructural features such as local
SDAS or grain size.
The wedge casting is a unique case study that is able to produce various cooling rates
from the lower tip to the top and hence, different microstructure can be obtained. In this
case, a finer grain size microstructure is obtained closer to the tip due to the higher rate of
cooling. Experiments reported previously in [50] have been simulated herein to
demonstrate the viability of the present formulation and computational framework.

2.9.1

Numerical Set up

A wedge-shaped casting, AM60B with physical properties indicated in Table 1 is
simulated. Due to the fact that the geometry under consideration is symmetrical, only half
of the domain is considered. Figure (2-6) shows the dimensions of the computational
domain and a sample of the grid used.
A convective boundary condition is applied at the top of the half wedge. An ambient
temperature of 298 K and a convection coefficient of 10 W/m2K are used, combined with
a slip condition on velocity to approximate the natural convection at this surface. For the
side wall, extensive studies have been done previously to estimate the boundary condition
for a mold-metal interface through experimental and numerical calibration [52-54].
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Table 2-1: Properties of AM60B (units are shown in the nomenclature)[51]

Herein, since we are most interested in the performance of the computational framework,
on the side wall, where mold and metal are in contact, two different conditions are
considered to attempt to replicate the water-cooling condition at this edge. First, a
constant temperature of 423 K and a constant convection coefficient of h= 5000 W/m2K
are used, combined with no-slip zero-penetration conditions on velocity. Temperature
and convective heat transfer coefficients on the side wall are typical conditions used for
water cooling. The second condition uses the same constant temperature (423 K) and
velocity conditions, but instead of imposing a constant heat transfer coefficient, the
experimental result of [52] and [54], in which h(t) = 240 + 2150 × exp(−t / 14.5) , is
considered to partially account for the transient boundary condition on the side wall.
A symmetry condition is imposed on the left (vertical) edge of the domain. A gridindependence study was done based upon the total percentage of solid in the domain at a
certain time during the process. 1497 triangular volumes were used to discretize the half
domain, producing results that are grid-independent to within 1.9%. Grids of 856 and
3388 volumes were also run producing results of lower, and much higher accuracy. The
1497-cell case is presented here as it yields results of sufficient accuracy while also
demonstrating the robustness of the code for a relatively coarse grid; something which is
often required in more geometrically complex applications.
For the permeability coefficient in the Darcy term, different values and methods are
previously reported [21,32] in the literature, either based on the fact that these values
caused a better stability in the solution or based upon the physics that were involved in
the problem. The correct value for a constant permeability for the purpose of this study,
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or any other similar study, is a value close to the average SDAS for the particular alloy of
interest. Herein, 100µ m is used as the permeability coefficient.

Figure 2-6: Half of the wedge-shaped casting with six thermocouples embedded at
the centerline (left), Unstructured triangular mesh (right)

2.9.2

Numerical Study of Wedge Casting

A time step size of five milliseconds was required to properly capture the physics of the
solidification process. A further reduction in time-step size produced results that were not
significantly different. Convergence of the linearization loop occurred when the
maximum normalized residual was reduced to below the value 10-6. The computation was
performed on SHARCNET using a single Intel Xeon 2.83 GHz CPU with 16 GB
memory/node. The elapsed CPU time was 4.4 hours and the code required 2.9 GB virtual
memory. The wall time was determined to be approximately 4.8 hours.
Figure (2-7) shows the convergence characteristic of the energy equation for 0.1s (20
time steps) and for the linearization loop at two different times during the solidification,
t=10s and 20s. While the linearization loop required as many as 15 iterations per time-
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step early in the transient, full convergence typically required fewer than 8 iterations, as
shown in Fig. (2-7). These plots clearly indicate that, contrary to other previous works
[55,56], the solution converges smoothly and rapidly without any oscillations.

Figure 2-7: (top), Residual history of simulation for 0.1s, (bottom left) the residual
for t=10(s), (bottom right) the residual for t=20(s)
Figure (2-8) shows contours of solid fraction (left of symmetry) and temperature (right of
symmetry) for several times during the transient process. As expected, the plots show
clearly the rapid cooling at the lower tip followed by the more gradual cooling that occurs
in the wide part of the casting. The plots also show the connection between the
temperature and the motion of the solidification front. The region close to the tip
solidifies at the early stage of simulation due to the higher cooling rate while the rest of
the domain requires a longer time to fully solidify. Solid, mushy and liquid regions are
indicated in the figure.
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Figure 2-8:: Contours of ssolid
olid fraction (left of symmetry) and temperature (right of
symmetry) for t=2.5,5,7.5,10,15 and 20 (s)
(s),, top left to bottom right, respectively
Figure (2-9) shows contours of solid fraction with velocity vectors at 7.5 s. The velocity
vector profile at height y=120 mm is also superimposed in the figure to show the
structure of the velocity field. The figure shows the direction of flow in the mushy zone
and molten alloy, which clearly shows the occurrence of convection during the process.
As the molten metal solidifies in the tip region, the thermal convection creates a roll
shaped velocity field that moves towards the top of the domain and disappears
disappea when the
molten metal is fully solidified.
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Figure 2-9:: Contours of solid fraction and velocity field at a cross section at t=7.5(s)
Cooling curves at three of six thermocouples along the vertical centerline of the wedge
casting for both boundary conditions at the side wall with constant and transient
convective heat transfer coefficient are shown in Fig. (2-10) and Fig. (2-11
11), respectively.
As can be seen, the predicted cooling rate decreases with increasing distance from the tip.
Also, experimental data reported in [50] were used to compare cooling curves for the
same three thermocouples, Fig. (2-10) and Fig. (2-11),, in which a decrease of cooling rate
rat
from tip to the top of the geometry can be observed. The predictions from our in-house
in
code using the transient convective heat transfer condition at the mold
mold-metal
metal interface are
seen to yield better cooling curves that have the same tre
trend
nd as the experimental
experim
results.
The discrepancy between the process time in the computational and experimental results
is due to the fact that in our simulation the filling process is not considered; instead, the
domain is assumed to be fully filled with molten alloy at t=
t=0
0 s. For the experimental data,
the initial time for solidification was considered to be 5.75 (s) to avoid depicting the
temperature history during the filling process. Also, although two different thermal
boundary conditions are considered for the side wa
wall,
ll, the imposed thermal boundary
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conditions are still different from what occurs in the real casting process and
experimental calibration is required. This is one of the main reasons for not attaining the
exact cooling curves as the experimental result. Sp
Specifically,
ecifically, the existence of a thin gap
between mold and metal, and also the increase of the mold temperature over time both
play important roles in the cooling process.

Figure 2-10:: Comparison of the expe
experimental
rimental cooling curves (solid line) and
predicted cooling curves (dashed line) with constant h for AM60B at three different
thermocouples, (TC#2, 4 and 6)
On the predicted cooling curves in Fig. (2-11),, one may notice that at the liquidus
temperature, 892 K (619 C) the molten alloy starts solidifying until it reaches the eutectic
temperature 710 K (437 C) where all the liquid is converted into solid. Based upon the
experimental cooling curves, the liquidus and solidus temperatures are observed to be at
approximately
roximately 892 K (619 C) and 796 K (523 C), respectively.
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Figure 2-11:: Comparison of the experimental cooling curves (solid line) and
predicted cooling curves (dashed line) with transient h for AM60B at three
th
different
thermocouples (TC#2, 4 and 6)
One should notice that selecting the partition coefficient plays an important role in
defining the freezing range and local solidification time. From the phase diagram shown
in Fig. (2-12)
12) the critical (equilibri
(equilibrium) partition coefficient, kp, for AM60B is 0.1875,
which is shown by solidus line A. In deriving Scheil’s equation, a complete mixing of
solute in the liquid and no diffusion of solute in the solid is assumed. This results in a
steeper solidus line, i.e. line B, and a partition coefficient smaller than the critical value.
If one considers a partition coefficient of 0.1, for such condition, the freezing range is the
difference between liquidus and eutectic temperature. For any values greater than this
value,, the freezing range can be obtained from the phase diagram.
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Figure 2-12: Mg-Al binary phase diagram, dashed line A and B, respectively,
represent the solidus line corresponding to the critical partition coefficient and a
value smaller than critical value
Knowing that the solidus temperature from the experiment is at about 796 K, means that
the experiment is performed in such a way that the partition coefficient has a value
greater than the critical value. Assuming that the liquidus line is a straight line on the
phase diagram, using the experimental solidus temperature will result in a partition
coefficient equal to 0.3165, which results in a solidification process closer to the
equilibrium conditions.

2.9.3

Grain Size

Obtaining the cooling curves at different thermocouples and knowing the local
solidification time at each thermocouple provides enough information for estimating
SDAS or the grain size. Several analytical models that are reviewed in [50] have been
developed to predict the grain size based upon the local solidification time. Most of them
use an exponential correlation to obtain the SDAS or the grain size, G.S:
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G.S = Ctsn

(2-85)

in which C is a constant and n is an exponent that is usually determined to be in the range
of 0.25 to 0.5.
Table 2-2 Experimental [50] and numerical data for the local solidification time,
grain size and percentage error at six thermocouples
Location Experimental
#TC
(mm)
ts (s)

Grain Size
Grain Size
Grain Size
Numerical
( µm )
( µm )
ts (s)
Error %
(Experiment)
(Numerical)

1

13

9.95

5.45

2.71

6.31

13.6

2

19

8.24

5.93

3.88

6.67

11.1

3

26

7.41

7.06

4.73

6.88

2.53

4

37

8.53

7.93

8.79

7.58

4.66

5

51

12.7

7.31

11.7

7.93

7.73

6

69

20.6

8.58

24.4

8.89

3.45

Author of [50] experimentally showed that the exponent for the AM60B in a wedge
casting would not fit this range. From Table 2-2, ignoring the data for the first two
thermocouples that are closer to the tip and are under influence of the filling process then
the best fit to their experimental data is
G.S = 5.40ts0.156

(2-86)

Figure (2-13) shows a comparison of the grain size estimated from Eq. (2-86) at the six
thermocouple positions indicated in Fig. 6, using cooling times, ts, obtained from the
transient simulations of the wedge casting and considering the transient convective heat
transfer in the thermal boundary condition of the side wall. The grain size is seen to
increase for thermocouples further from the lower tip of the casting, as expected.
Although there is still a discrepancy between the numerical and experimental work for all
the thermocouples, a sudden decrease in the experimental measurement of grain size at
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the fifth thermocouple is more noticeable. It is worth mentioning that since the main
reason for the unexpected experimental grain size at the fifth thermocouple in the
experimental work of [50] is not explicitly stated, in this work the data for this
thermocouple is not considered.

Figure 2-13: Comparison of the experimental [50] grain size values, ( • ), and values
obtained from Eq. (2-86), (×)

2.10 Summary
In the present work, a general single region volume averaged finite volume formulation
has been presented and tested for the solidification of a commercially available
magnesium alloy.
The main difference in the derived momentum equation as compared to previously
published momentum equations is an additional sink term resulting from the assumption
of non-zero gradient of solid fraction. Although this assumption is necessary to make in
the derivation of conservative equations for solidification of binary alloys, the extra term
will only have a noticeable effect on the velocity field for cases where convection is
strong.

76

The discretization of the equations was carried out for a general unstructured grid using
the most modern existing approaches. However, to obtain a correct velocity field in the
mushy zone and in control volumes adjacent to mixed control volumes, a special
treatment of the pressure gradient is proposed. The special momentum proposed by [37]
was modified to take the effect of non-zero solid fraction gradient into account.
In casting and discretization of the energy equation, a unique derivation approach was
chosen that results in a stable temperature-based energy equation with all the essential
terms that must be considered in the alloy solidification. For the evolution of solid
fraction, contrary to previously published work, no under-over relaxation was considered,
yet a smooth, rapid convergence of the temperature field was achieved without
oscillation.
The proposed formulation was tested for a wedge-shaped AM60B alloy to predict the
cooling rates and grain size at six embedded thermocouples, with results compared
against previously reported experimental results. While the results of the numerical
model agrees with the experimental data, a better understanding of the boundary
condition that existed during the experiment would result in a more agreeable result.
It is concluded that the formulation and the numerical treatment presented herein is
capable of capturing all of the essential features of the solidification process and,
therefore, an excellent framework for providing information required to estimate local
mechanical properties of die-cast components.
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Chapter 3

3

Numerical Simulation of Solidification and Prediction of
Mechanical Properties in Magnesium Alloy Casting

3.1 Introduction and Literature Review
Die-casting of Magnesium-Aluminum (Mg-Al) alloys results in varying casting features,
which in turn, lead to strength and performance variation throughout different regions in
the casting. These variations in mechanical properties are mostly influenced by
microstructural features and defects, which develop during the filling and solidification
process. Understanding the process of casting could help us to better understand the
microstructure and, hence, the performance of the product would be more predictable.
Computational tools not only provide assistance for a faster understanding of these
variations but also shorten the prototyping sequence for newly developed alloys, and
improve the die designs. Microstructural features such as average grain size, amount and
distribution of porosity and tensile-compression asymmetry of the Mg-Al alloys strongly
affect the mechanical properties of these alloys. In this study grain size effects are
investigated. Grain size can be controlled by process parameters such as cooling rate
during the casting process and is one of the microstructural features that strongly
influences the mechanical properties, particularly, the yield strength of Mg-Al alloys [1].
Typically, the solidification front in Mg castings proceeds from the die walls, where there
is a large temperature gradient and towards the centre of the casting [2]. This results in
the formation of finer grains closer to the die walls and coarser grains toward the
centerline with lower cooling rates [3]. For AM60B, variations of grain size of about 7

µ m close to the die walls to 17 µ m in the central region have been reported previously
[2,3]. Relationships such as Hall-Petch suggest that generally a smaller grain size leads to
a higher yield or flow stress [4,5]:
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σ = σ 0 + kd

−1

2

(3-1)

Grain boundaries impede dislocation motion; therefore, they contribute to strengthening
whose magnitude depends upon the structure of the grain boundaries and the degree of
misorientation between grains [1]. Extensive studies have been carried out to examine the
validity of the Hall-Petch relationship for various Mg alloys [3,6-10]. For an AZ91
magnesium alloy, it was found that the Hall-Petch relationship is valid [6], while for a
Mg-3wt% Zn alloy the value of k in the Hall-Petch equation was found to depend upon
the testing temperature [10]. For AM60B the value of k and σ 0 in the Hall-Petch
equation was reported [11] to be 297 MPa.µ m−1/2 and 24 MPa, respectively. These values
were obtained using spherical indentation techniques.
It is well-known that in the process of Mg die-casting, variation in grain size are
produced not only in different locations of the casting, but also across the thickness of the
casting [8]. The result of these variations in grain size is the formation of regions that are
called skin and core. The skin region is usually free of defects whereas the core region
contains defects such as porosity. From the grain size point of view, regions of finegrained microstructure are called skin and those with coarser grain size are called core
regions. Several definitions of the skin thickness in terms of hardness profile, porosity
fraction and its influence on the mechanical properties of Mg-Al alloys have been
explored previously [8-15]. It was reported that [12] in a full thickness of an AZ91, by
removing 125 µ m , about 25% of the casting thickness, from the surface of a 1mm wide
tensile sample, the yield strength drops from 186 MPa to 160 MPa. In particular, the
author of [8] performed experiments for AM60B die-cast by machining part of the skin
region. In [8] the results and influence of the skin thickness analysis on the yield strength
of the AM60B die-cast component was compared to the grain size measurement of [13]
and showed that removing the skin thickness permits for setting of a lower bound on the
ductility of the casting, resulting in an approximately 15MPa lower yield strength than
that for the as-cast samples.
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The author of [13] found that the average grain size varies from 5 to 9 µ m in the skin
region and from 12 to 15 µ m in the core region, however, the transition from skin to core
was determined by a grain size threshold value of about 10 µ m [8]. In addition, it was
found that the average grain size is only consistent through the skin region, and then
increases into the core region [8]. Hence, a modified Hall-Petch equation in which the
variation of skin thickness is taken into account was proposed and validated
experimentally by [8] to calculate the average yield strength for the sample from the yield
strength determined from each field of measurement of the grain size across the sample
thickness:



σ = ∑δt σ 0 + kd

−1

2





(3-2)

where δt is the fraction of the thickness of the field of measurement to the sample
thickness. In this study, the thresholds and correlations obtained by [8] are used to
measure the skin thickness as well as the average yield strength.
Obtaining the cooling curves at different thermocouples and knowing the local
solidification time at each thermocouple provides enough information for estimating
SDAS or the grain size. Several analytical models that are reviewed in [16] have been
developed to predict the grain size based upon the local solidification time. Most of them
use an exponential correlation to obtain the SDAS or the grain size, G.S:
G.S = Ct sn

(3-3)

in which C is a constant and n is an exponent that is usually determined to be in the range
of 0.25 to 0.5. ts is the local solidification time and that is the time elapsed in the freezing
range. The author of [16] experimentally showed that the exponent for the AM60B in a
wedge casting would not fit this range. The best fit to their experimental data is through
the following correlation:
G.S = 5.40ts0.156

(3-4)
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Another common approach of predicting the grain size is using the local cooling rate [1719]. Higher cooling rates lead to a shorter solidification time and, consequently, finer
grain size. Recently [19], using a numerical study, the grain size for a high-pressure diecasting (HPDC) AM60B was estimated by:

G.S = 59R−0.303

(3-5)

In this study, both correlations, Eq. (3-4) and Eq. (3-5), will be used and the results will
be compared.
In the remainder of this paper, the formulation developed in [20] is used. The formulation
was previously tested to compare the predicted cooling curves in a wedge-shaped
magnesium alloy with the previously reported experimental result [20] and the detail of
derivation is not repeated. Then, the aforementioned experimental correlations are
implemented into our in-house code to predict the local grain size and average yield
strength for a wedge- shaped AM60B alloy. These results are discussed and compared to
the previously reported experimental work.

3.2 Mathematical Formulation
3.2.1

Governing Equations

The microscopic mass, momentum and energy equations for a medium consisting of
phase that is going under phase change is given by:
∂ρ k
r
+ ∇ • ρ k vk = 0
∂t

(3-6)

r
r
rr
r
∂
ρ k vk + ∇ • ρk vk vk = −∇Pk + µk ∇ • ∇vk + ρk b
∂t

(3-7)

r
∂
ρ k hk + ∇ • ρ k hk vk = ∇ • kk ∇Tk
∂t

(3-8)
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(

for the kth phase.

)

)

)

(

)

85

Assuming that the variation of material properties occurs globally and not within the dVk ,
i.e. ρk

k

= ρk and also ignoring the effect of shrinkage and density variation, the

intrinsic form of continuity equation can be written as:



r

k



ρ k ∇ •  f k vk  = 0



(3-9)

The extrinsic form of momentum equation is more desirable, and can be written as [20]:

 ∂ vr
r
1
ρ k  k + ∇ • vk
fk
 ∂t


r
vk  = − f k ∇ Pk

r
µ
r
r
vk − k ∇f k ∇ vk + ρ k f k b
fk

(

ffµf
K
where the value of the

)

(

k

r
+ µ k ∇ • ∇ vk −
(3-10)

)

K , permeability in the Darcy term can be approximated using the

Kozeny-Carman equation:

K=

κ fl3

(3-11)

(1− f l )2

The value of κ depends on the size of the secondary dendrite arm spacing (SDAS) and
morphology of the mushy region. This term has no effect on the momentum equation
when it deals with pure liquid regions, while it is infinity in the pure solid regions.
Density is assumed to be constant, except in the buoyancy term. The buoyancy effects are
modeled using Boussinesq approximation:

r

r

(

ρk f k b = ρ f k g β T − Tref

)

(3-12)

In the solidification of metal alloys, since the Lewis number of a liquid metal is large

(Le ≥ 1000) , thermal equilibrium is readily achieved and nonequilibrium effects are
mostly influenced by solutal undercooling. Hence, assuming thermal equilibrium to exist
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interfacially and through an REV is correct, Ts

s

= Tl

l

= T = T . Then, the final form

of mixture
xture energy equation can be written as [20]:

ρCpm

∂ T
∂t

+ ∇• ρlCpl T

r
vl  =

∂f
r
∇ • km ∇ T − δ H P l − ∇ • ρlCplTref vl 
∂t

(

)

(3-13)

in which,

(

)

δ H P = ρ T − Tref (Cpl − Cps ) + ρ Lls

3.2.2

(3-14)

Discretization of the Governing Equations

Consider an arbitrary fixed control volume Ω P ⊂ R3 , of volume V and boundary, ∂Ω p
with unit vector n̂ normal to the surfaces and pointing outward, filled by continuum
(molten metal). The discretization of the governing equations is carried out on an
unstructured grid, such as that illustrated in Fig. (3-1),, in accordance with the cell-centred
cell
finite volume procedure of [21], using a colocated approach.

Figure 3-1: A portion of the grid and related nomenclature used in the FVM
The calculation domain is first sub-divided
divided into arbitrary triangular or quadrilateral

r

volumes, and the grid points are placed at the centres, x p , of the control volume, while
boundary nodes, needed for implementing the boundary conditions, are located at the
centre of boundary cell-faces.
faces. Then, the governing equations are integrated over an
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arbitrary control volume with the volume of VP , which is bounded by the control surface
∂Ω P , and time. The ∂Ω P is assumed to be the union of the discrete control surfaces dAip ,

where ip ∈ {1,2,...,nip } , for nip = 3 triangles and nip = 4 for quadratic grids. All dependent
variables, which are unknowns to be solved for, are stored at the centre of each control
volume and the discrete equations formed for a control volume depend implicitly upon
these values.
The semi-discretized forms of Eq. (3-9), Eq. (3-10) and Eq. (3-13) are given,
respectively, for a fully implicit discretization as:

∑
ρVP

r
∂ vl
∂t

P

+∑

nip
ip=1

(

m& r
vl
ip=1 f
l
nip

ip=1

ip

r
− vl

fµ r
r
∑ip=1 µl ∇ vl ip • n̂ip Aip − Kl l vl
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nip
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∂ T
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ip=1

f l Pl

l
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(3-15)

n̂ip Aip +

r
µl ∇f l ip • n̂ip Aip + ρl f l b VP

(

m& ipCpl T

ip

− T

P

)=

(3-16)

(3-17)

∂f
∑ip=1 km∇ T ip .n̂ip Aip − δ H PVP ∂tl
nip

The time derivative is discretized using backward differences. Terms with the subscript
ip are evaluated at the integration point located at the centroid of face Aip . Note that Eq.

r
(3-16) is in fact obtained by subtracting Eq. (3-15), multiplied by vl

P

/ f l , from the

discretized form of Eq. (3-10). Also, Eq. (3-17) is subtracted from Eq. (3-15), multiplied

(

by Cpl T

P

)

− Tref . This is done to ensure conservation at all times during solution

procedure.

r̂
The advecting velocity ( v • n̂) appearing in the mass flux expression, Eq. (3-15) for the
C.V faces is adopted and modified [20] in accordance with the colocated variable method
of [22], which uses a specially constructed momentum equation to avoid pressure-
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velocity decoupling. The advected value of ϕ ip is approximated implicitly by a first-order
accurate upwind scheme to ensure numerical stability and then a deferred correction
procedure [23] is employed to explicitly correct the advected value to higher order.
Approximation of the gradient and hessians in the fluid and solid control volumes are
based upon the approach of [24]. The detail of the treatment of pressure gradient in the
mushy control volumes for structured and unstructured grids is previously reported [20,
25-27] and is not repeated here.
In the current work, the fraction of liquid in the mushy region in the source-based energy
equation is estimated by Scheil’s equation, which assumes complete mixing in the liquid
and no solid diffusion, [28]:
1

 T −T 
mlt 
f l = F(T ) = 
T
−
T
 liq mlt 

k P −1

(3-18)

where Tmlt is the melting temperature of the alloy, Tliq is the liquidus temperature and kP is
the partition coefficient.
The fully discretized form of Eq. (3-15) – (17) can be written in the form of:

aPϕ Pm = ∑ anbϕ nbm + bP
nip

ip

(3-19)

The linear algebraic equation was solved using version 3.3 of Portable, Extensible
Toolkit for Scientific Computation (PETSc) solver on Shared Hierarchical Academic
Research Computing Network (SHARCNET).

3.3 Case Study
Herein, a case study is chosen to emphasize that the information facilitated by the cooling
curve during the solidification process is of great importance and can be used for
predicting microstructural features such as local SDAS, skin thickness and average yield
strength. It is worth mentioning that, in magnesium alloys whose grain structures are in
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the form of dendritic structures, secondary dendrite arm spacing (SDAS) has a similar
influence on the mechanical properties as the grain size and one may use correlations
used for grain size prediction to estimate the SDAS.

3.3.1

Wedge Casting Experiment

Wedge casting is a unique experiment that is able to produce various cooling rates from
tip to the top and hence, different microstructures can be obtained. As can be seen in Fig.
(3-2), a finer grain size microstructure is obtained closer to the tip due to the higher rate
of cooling compared to the one further from the tip.

(6)
(5)
(4)
(3)
(2)
(1)

Figure 3-2: Wedge-shaped casting; six embedded thermocouples (middle) and their
corresponding microstructures (margins)
Since the detail of the experiment set up was reported previously [16], only a brief
explanation of the related process is presented here.
A commercial Al-Mg (AM60B) alloy wrought was used for the purpose of this
experiment. The ingots were melted and degassed using hexachlorethane tablets. The
melt was purged with argon for more than 20 minutes. The melt was poured at about
1000 K (727 0C) in a wedge-shaped, water-cooled mold with copper side walls, and steel
at the two ends. Six K-type thermocouples were located in various positions as shown in
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Fig. (3-2). After the solidification process, samples along the height of the casting were
cut and prepared for metallographic analysis [16].

3.3.2

Numerical Set up

A wedge-shaped casting of magnesium alloy, AM60B with physical properties indicated
in Table (3-1), [29], is considered.
Table 3-1: Properties of AM60B (units are shown in the nomenclature) [29]

Due to the fact that the geometry under consideration is symmetrical, only half of the
domain is considered for the numerical study. Fig. (3-3) shows the dimensions of the
computational domain and a sample of the grid used. A grid-independence study was
done based upon the total percentage of solid in the domain at a certain time during the
process. 1497 triangular volumes were used to discretize the half domain, producing
results that are grid-independent to within 1.9%. Grids of 856 and 3388 volumes were
also run, producing results of lower, and much higher spatial resolution [20]. The 1497cell case is presented here as it yields results of sufficient accuracy while also
demonstrating the robustness of the code for a relatively coarse grid.
A convective boundary condition is applied at the top of the half wedge. An ambient
temperature of 298 K and a convection coefficient of 10 W/m2K are used, combined with
a slip condition on velocity to approximate the natural convection at this surface.
On the side wall, where mold and metal are in contact, to replicate the water-cooling
condition at this edge, a set of constant temperatures between 298 K and 423 K (25 – 150
o

C) was used as the ambient temperature for the Robin boundary condition. For

convective heat transfer coefficient, constant values of h between 5000 and 400 W/m2K
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were considered to observe the effect of cooling rate on the grain size. It is worth
mentioning that this range of h values are determined empirically for aluminium alloys in
[30] and tabulated in [31]. Also, in separate case studies, the experimental result of [32]
and [33], in which the convective coefficients was proposed to be

h(t) = 240 + 2150 × exp(−t /14.5) , is considered to partially account for the transient
boundary condition on the side wall.

Figure 3-3: Half of the wedge-shaped casting with six thermocouples embedded at
the centerline (left), Unstructured triangular mesh (right)
It will be shown later how this variation in the boundary conditions and, therefore, heat
extraction at the boundary would result in different mechanical properties. In addition, a
no-slip, zero-penetration condition on velocity was considered as the boundary conditions
for mass and momentum equations. A symmetry condition is imposed on the left
(vertical) edge of the domain.
For the permeability coefficient in the Darcy term of Eq. (3-16), several values and
methods are previously reported [34,35] in the literature, either based on the fact that
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these values caused a better stability in the solution, or based upon the physics that were
involved in the problem. The correct value for a constant permeability for the purpose of
this study, or any other similar study, is a value close to the average SDAS or grain size
for the particular alloy of interest. Herein, 100µ m is used as the permeability coefficient.
A time step size of five milliseconds was required to properly capture the temporal
resolution of the solidification process [20]. A further reduction in time-step size
produced results that were not significantly different. Convergence of the linearization
loop occurred when the maximum normalized residual was reduced to below the value
10-6. The computation was performed on SHARCNET using a single Intel Xeon 2.83
GHz CPU with 16 GB memory/node. The averaged elapsed CPU times for obtaining a
completely solidified domain were between about 4.4 and 12.0 hours for the cases with
highest and lowest cooling rates, respectively, and the code required 2.9 GB virtual
memory.

3.3.3

Results and Discussions

As previously mentioned, several different boundary conditions were considered for the
side wall of the wedge shaped casting to replicate a condition similar to water-cooled
copper mold, and also to observe the effect of cooling rate on the grain size and,
therefore, the mechanical properties of the casting.
Table 3-2: A summary of imposed boundary conditions on the side wall
Case#

(

q A = h(t) T − T∞

)

h(t) = 240 + 2150 × exp(−t / 14.5)

( (

Case#

q A = h T − 750 C

AM1

T∞ = 25 0 C

AM4

h=5000 W m 2 K

AM2

T∞ = 75 0 C

AM5

h=1000 W m 2 K

AM3

T∞ = 150 0 C

AM6

h=400 W m 2 K

))

To avoid confusion between cases, Table (3-2) is given to present a summary of the
various cases to indicate the naming convention used in the remainder of this article.
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Fig. (3-4) Shows contours of solid fraction (right half of the domain) and the temperature
field (left half of the domain) at three different times (10, 20, and 30(s)) during the
solidification process for case AM1.

Figure 3-4:: Contours of solid fraction (right half of the domain) and temperature
(left half of the domain) at three different times during the solidification process.
Also, the velocity vectors are shown to illustrate the direction of convection in the
mushy and liquid regions.
As expected, the plots show clearly the rapid cooling at the lower tip followed by the
more gradual cooling that occurs in the wide part of the casting. The plots also show the
connection between the temperature and the motion of the solidification front. The region
close to the tip solidifies at the early stage of simulation due to the higher cooling rate
while the rest of the domain requires a longer time to fully solidify. Solid, mushy and
liquid regions are indicated
ndicated in the figure. At t = 10(s) the velocity field vectors are shown
to illustrate the direction of flow in the mushy and liquid regions and confirms the
occurrence of convection during the process. The velocity vector profile at height y=120
mm is also
so superimposed in the figure to show the structure of the velocity field. As the
molten metal solidifies in the tip region, the thermal convection creates a roll shaped
velocity field that moves towards the top of the domain and disappears when the molten
metal is fully solidified.Fig.
Fig. (3-5) shows contours of grain size for the six different cases,
AM1-AM6,
AM6, right half of the plots show contours of the grain size calculated based upon
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the solidification time (GSTS), Eq. (3-4), and the left half shows contours
rs of the grain
size calculated based upon the cooling rate (GSR), Eq. (3-5).

Figure 3-5:: Contours of grain size from higher (left) to lower cooling rate (right)
when h is constant. One half of the symmetry is the contours of the grain size
calculated based upon the solidification time (GSTS) and the other half is contours
of the grain size calculated based upon the cooling rate (GSR)
In each individual case, due to higher cooling rates and short
shorter
er solidification times close
to the tip of the wedge, smaller grain size is obtained in this region. In all six cases, the
grain size values calculated using Eq. (3
(3-5)
5) are above the threshold of 10 µ m defined by
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[8], therefore, the result suggests that for the entire domain at any cross section the yield
strength can be calculated using the Hall-Petch relationship, Eq. (3-1).
The contours of grain size using Eq. (3-4), on the other hand, shows the possibility of the
existence of both skin and core regions in all cases except for the case AM4, in which,
due to the presence of high cooling rate, the grain size values for the entire domain are
below the threshold of 10 µ m. This advocates the use of modified Hall-Petch correlation,
Eq. (3-2), for yield strength measurement for some cross sections within the domain.
Fig. (3-6) and Fig. (3-7) show plots of grain size variation at cross sections coinciding
with the height of thermocouples #2, 4 and 6 for all six cases. While the variation of grain
size across these cross-sections does not vary significantly the effect of various cooling
rates along these cross sections is noticeable for case AM4. For the sake of discussion,
consider Case AM4 in Fig. (3-7) (top left plot) and the cross section coinciding with
thermocouple #6. The plot shows that the grain size is smaller closer to the wall and the
centreline but larger in between. To explain this, we consider the cooling characteristics
in different parts of the casting.
If a fluid parcel adjacent to the side wall is considered, it is evident that the fluid is
surrounded by a cold wall on one side and hot liquid on the other. Due to the existence of
the cold wall and the large temperature difference, the cooling rate during solidification is
and, therefore, the grain size is fairly small in this region. If a parcel removed from the
wall is considered, during its solidification it is exposed to already solidified, but hot,
metal on one side and molten metal on the other. Since the temperature of the solidified
metal is hotter than the mold wall, the net effect compared to a parcel that solidified at the
mold wall is slower cooling rate and a larger grain size. Fluid parcels that cool near the
symmetry plane of the casting experience cooling from already solidified metal and have
little exposure to molten metal (only from above). As such, compared to fluid parcels that
solidify in the region between the mold wall and the symmetry plane, the cooling rate is
higher and the grain size is finer.
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Figure 3-6:: Plots of grain size variation at cross sections coincided with the height of
thermocouples #2, 4 and 6 using solidification time (left column) and cooling rate
(right column) for the case with transient h and T∞ =25,75 and 150 0C (top to
bottom)
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Figure 3-7:: Plots of grain size variation at cross sections coincided with the height of
thermocouples #2, 4 and 6 using solidification time (left column) and cooling rate
(right column) for the case with transient h=5000, 1000 and 400 W/m2K (top to
bottom)
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The resulting cooling curves of thermocouple#4 for all the six cases are shown in Fig. (38).
AM3 (dashed lines) show the closest trend to the experimental cooling
Cases AM1-AM3
curve. Therefore, only the results of grain size calculation based upon these three cases
are compared to the previously reported experimental data [16] and are shown in Fig. (3(3
9).

Figure 3-8:: Cooling curves for different cases at thermocouple #4

One should notice that both Eq. (3
(3-4) and Eq. (3-5)
5) are using the data related to the
solidification time. However, since based upon the numerical study presented here, it was
found that the numerically derived correlati
correlation, Eq. (3-5), leads to overestimated grain
size with unreasonable error, only grain size measurements calculated using
experimentally derived correlation, Eq. (3-4), are compared to the experimental data. The
result of this comparison shows an increasing trend in the grain size from the tip of the
wedge to the top of the wedge in all three cases due to the variation of cooling rate. Also,
a good agreement between the result of AM1 and AM2 and the experimental
measurement of the grain size at various thermo
thermocouples
couples can be observed.
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Figure 3-9:: Comparison of experimental grain size measurement and cases AM1AM1
AM3
Fig. (3-10) shows contours of the local yield strength using the Hall
Hall-Petch
Petch equation for
cases AM1-AM3.

Hall-Petch
Petch correlation. On the
Figure 3-10:: Contours of local yield strength using Hall
right and left half of sy
symmetry the grain size used in the Hall-Petch
Petch correlation is
calculated using the cooling rate and the solidification time, respectively
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The yield strengths on the left and right side of the symmetry line are calculated based
upon the grain size that is measured by Eq. (3-5) and Eq. (3-4), respectively.
As the grain size increases from tip to the top of the wedge the yield strength decreases,
as expected. As discussed previously, for a more accurate measurement of the yield
strength within the domain a measurement of the thickness of the skin and core region is
required.
Fig. (3-11) shows plots of grain size variation at the centerline of the wedge using Eq. (34) and Eq. (3-5) for cases with transient h and T∞ =25,75 and 150 0C, (AM1-AM3). Fig.
(3-12) also shows the same type of plots but for cases with constant h, (AM4-AM6). In
all cases, if the grain size is under the threshold of 10 µ m , defined in [8], then, the region
is identified as skin and if the grain size value is above this threshold, the region is called
core. This identification could provide enough information about the type of correlation ,
Hall-Petch versus modified Hall-Petch, that can be used to obtain the yield strength of a
sample.
For case AM2, for example, the skin region has a thickness of about 48 mm and has a
fraction of about δt = 0.34 of the total length of the cross section. One can use the
combination of average grain size in the skin, 129.92 MPa , and the core regions, 112.50

MPa , and Eq. (3-2) to obtain the average yield strength along the centre line of the
wedge:

σ = 0.34 ×129.92 + 0.66 ×112.5 = 118.42MPa

(3-20)

It is evident that if the specimen cut from the centreline goes under the tensile test the
core region yields first.
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Figure 3-11:: Plots of grain size variation at the centerline of the wedge using
solidification time (left column) and cooling rate (right column) for the case with
transient h and T∞ =25,75 and 150 0C (top to the bottom)
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Figure 3-12:: Plots of grain size variation at the centerline of the wedge using
solidification time (left column) and cooling rate (right column) for the case with
h=5000,1000 and 400 W/m2K (top to bottom)
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3.4 Summary
In the present work, a general single region volume averaged finite volume formulation
has been presented and tested for the solidification of a commercially used magnesium
alloy to predict local cooling curves, grain size and yield strength within a wedge shaped
casting. While there is good agreement between the result of numerical simulation and
experimental data, the result of this comparison emphasizes the importance of the
influence of cooling rate on the mechanical properties of castings. It is shown that even
for a slightly different boundary condition, which resulted in variation of the cooling
rates, various grain size and, hence, various yield strength was obtained.
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Chapter 4

4

Summary

4.1 Contributions
In the present work, a general single region volume averaged finite volume formulation
has been presented and tested for the solidification of a commercially available
magnesium alloy to predict local cooling curves, grain size and yield strength within a
wedge shaped casting.
An additional sink term resulting from the assumption of non-zero gradient of solid
fraction is the main difference in the derived momentum equation compared to previously
published momentum equations for studying the solidification process in binary alloys.
Although the assumption of the non-zero gradient of solid fraction is necessary to be
made in the derivation of conservative equations, the extra term will only have a
noticeable effect on the velocity field for cases where convection is strong.
The discretization of the equations was carried out for a general unstructured grid using
the most modern existing approaches. However, to obtain a correct velocity field in the
mushy zone and in control volumes adjacent to mixed control volumes, a special
treatment of the pressure gradient is proposed. The special momentum equation for
coupling the mass-momentum equation was modified to account for the effect of nonzero solid fraction gradient.
In casting and discretization of the energy equation, a unique derivation approach was
chosen that results in a stable temperature-based energy equation with all the essential
terms that must be considered in the alloy solidification. For the evolution of solid
fraction, contrary to previously published work, no under-over relaxation was considered,
yet a smooth, rapid convergence of the temperature field was achieved without
oscillation.
The proposed formulation was tested for a wedge-shaped AM60B alloy to first predict
the cooling rates at six embedded thermocouples, with results compared against
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previously reported experimental results. While the results of this study show a good
agreement with the experimental data, it was concluded that a better understanding of the
boundary condition that existed during the experiment would result in a more agreeable
result.
Then, the structure-properties experimental correlations were considered in the in-house
code combined with a different set of boundary conditions to predict the variation of local
grain size and yield strength within the wedge casting. Based upon previously reported
experimental work, the threshold grain size for identification of the skin and core regions
was considered to modify the local yield strength. While there is good agreement
between the result of numerical simulation and experimental data, the result of this
comparison emphasizes the importance of the influence of cooling rate on the mechanical
properties of castings. It is shown that even for a slightly different boundary condition,
which resulted in variation of the cooling rates, various grain sizes and, hence, various
yield strengths were obtained.
It is concluded that the formulation and the numerical treatment presented herein has the
ability to relate solidification history to distribution of mechanical properties.

4.2 Recommendation for Future Work
There is a need for further studies to be made. In particular:
•

The work presented lacks the heat transfer coefficient for the transient boundary
condition at the side wall. Experimental work for this purpose would certainly
provide assistance to impose a correct boundary condition, and therefore, a more
accurate cooling rate for the process.

•

The effects of shrinkage should be considered. As shown previously, shrinkage is
an inherent phenomenon of the solidification process that could lead to casting
defects. Mass equation should be modified to account for density variations and
therefore, mass deficit during the casting process. In addition, being able to
predict shrinkage phenomenon would result in predicting the instant when the
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casting separates from the mold, therefore a correct boundary condition could be
achievable.
•

Species equation should be added to the formulation to predict solutal-segregation
during the process of solidification. Having the composition and temperature at a
certain pressure during the process would result in a better understanding of the
solidification process.

•

Finally, predicting the size and location of defects is crucial to predict the
mechanical properties of castings and should be considered in future research
works.
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Appendices
Appendix A: Field Variable at the Integration Point
The advected value of ϕ ip is approximated implicitly by a first-order accurate upwind
scheme to ensure numerical stability and then a deferred correction procedure is
employed to explicitly correct the advected value to higher order:

(ϕ ) = (ϕ ) + (ϕ
m

HO
ip

UDS
ip

m

HO
ip

− ϕ ipUDS

)

m−1

(A-1)

where m is the current iteration of linearization loop. Any higher order (HO) schemes
including central differencing scheme (CDS), second order upwinding (SOU), etc. can be
used.
In this work the CDS was chosen as the second order scheme. Considering α being a
weighting factor that dictates the direction of flow and Pe represent Péclet number,

m&  Pe 2 
α= 

m&  5+ Pe 2 

(ϕ )
HO
ip

 (1+ α )
m−1
(1− α ) 
=
ϕP +
ϕ nb  + β ϕ ipHO − ϕ ipUDS 
2
 2


(A-2)

m

m

(A-3)

where ϕ ipHO is calculated in a manner that is explained in the next section and 0 < β < 1 is
the blending factor.
Appendix B: Gradient at the Cell Centre and Integration Point
It is necessary to obtain a second-order accurate approximation for the gradient at the
integration points to maintain the order of accuracy. Using Gauss’ theorem:

∫

VP

∇ϕ dV =

∫

Aip

ϕ ip .n̂ dAip

(B-1)
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Expanding the L.H.S about xp:
2
∫VP ∇ϕ dV = ∫VP ∇ϕ P +∇∇ϕ P .(x − x P ) + O(δ ) =

(

(B-2)

)

∇ϕ P +O(δ 2 ) VP

Or:
∇ϕ

P

=

1
1
2
2
∫ AiP ϕ ip n̂ dAip + O(δ ) = ∑ip ∫ AiP ϕ ip n̂ dAip + O(δ )

VP
VP

(B-3)

The R.H.S of Eq. (B.3) includes face-centred variable, so we expand it about xip:




1
2

ϕ ip n̂dAip = ϕ ip + ∇ϕ ip (x − xip ) + ∇∇ϕ ip (x − xip )(x − xip ) + O(δ 3 ) n̂dAip (B-4)




Substituting back into Eq. (B-3) then:
∇ϕ

P

+ O(δ 2 ) =

1
1
∑ip ϕ ip + O(δ 3 )n̂Aip +
∑ip ∇∇ϕ ip : ∫ Aip (x − xip )(x − xip )n̂dAip
2VP
VP

One must notice that because
order of

Aip
VP

(B-5)

= O(δ −1 ) the summation on the R.H.S must be of the

δ to ensure second order accuracy. For the hessian using the Taylor’s series

expansion

∇∇ϕ

ip

= ∇∇ϕ

P

+ O(δ )

(B-6)

Adopting the strategy of explicitly retaining the summation on the R.H.S of Eq. (B-5)
then:
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∑ip ∇∇ϕ ip : ∫ Aip (x − xip )(x − xip )n̂dAip =
∇∇ϕ +O(δ ) : ∑ ∫ (x − x )(x − x )n̂dA =
P
ip
ip
ip

 ip Aip
∇∇ϕ

P

∇∇ϕ

P

)

(

: ∫ Aip xxn dAip − ∑ip xip xip ndAip + O(δ 5 ) =
: ∫ Aip xxn dAip − ∇∇ϕ
14243
∫VP ∇x 2 dVP =2VP xP

2VP .∇∇ϕ P .x P −∇∇ϕ

P

P

(B-7)

: ∑ip xip xip ndAip + O(δ 5 ) =

: ∑ip xip xip ndAip + O(δ 5 )

Substituting Eq. (B-7) into Eq. (B-5) then:
∇ϕ

P

+ O(δ 2 ) =

1
1
∇∇ϕ P : ∑ip xip xip ndAip + O(δ 2 ) =
∑ip ϕ ip n̂Aip + ∇∇ϕ P .x P −
2VP
VP


1
1
∑ip ϕ ip − ∇∇ϕ P : xip xip ndAip + ∇∇ϕ P .x P + O(δ 2 )
VP
2



(B-8)

Now, to be able to approximate the second order gradient at the cell centre using Eq. (B8), the ϕ ip must be evaluated up to O(δ 3 ) based on knowledge of the cell-centred
quantities.
For this, the quantity of interest and its derivative is first interpolated to some point lying
a fraction Rip , see Fig. (2-3), of the distance along the vector that connects node P to its

r

neighbor, s , then extrapolated from this point to the integration point:


r 1
r r
3
ϕ P = ϕ Rip + ∇ϕ Rip • Rip s + ∇∇ϕ Rip Rip s.Rip s + O(δ )
2

r
r
ϕ = ϕ − ∇ϕ •(1− R ) sr + 1 ∇∇ϕ (1− R ) s.(1−
R
)
s
+ O(δ 3 )
nb
R
R
ip
R
ip
ip

ip
ip
ip
2

(B-9)
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Adding these two results in:

(1− Rip )ϕ P + Ripϕ nb =
1
ϕ R + ∇∇ϕ
2

Rip

ip

rr
rr
Rip (1− Rip )  Rip s.s + (1− Rip ) s.s  + O(δ 3 )

(B-10)

or

ϕ R = (1− Rip )ϕ P + Ripϕ nb
ip

1
− ∇∇ϕ
2

Rip

(B-11)

rr
Rip (1− Rip ) : s.s + O(δ 3 )

r r
In this work we have taken Rip such that s.∆Rip = 0 to minimize the size of the explicit

correction:

(

)

r r
r
r
s •  xip − x p + Rip s  = 0,
1 r r r
Rip = r 2 xip − x p .s
s

(

(B-12)

)

Now we can extrapolate this to the integration point:

1
.∆Rip + ∇∇ϕ R ∆Rip .∆Rip + O(δ 3 ) =
2 12
123
4 4
3ip

ϕ ip = ϕ R + ∇ϕ
ip
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ϕ ip = (1− Rip )ϕ P + Ripϕ nb
1
− (1− Rip )∇∇ϕ
2
+(1− Rip )∇ϕ
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ip
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(B-15)

To complete a linear system representing the gradient and hessian requires evaluating the
hessian at the cell-centre and gradient at the integration point. Using the simplified form
of Eq. (B-5) and Eq. (B-15) yields to:

∇∇ϕ

∇ϕ

ip

P

=

1
∑ ∇ϕ ip Aip n̂
V p ip

(B-16)

= (1− Rip )∇ϕ P + Rip ∇ϕ nb + ∆Rip (1− Rip )∇ϕ P + Rip ∇ϕ

nb




(B-17)

It is worth mentioning that it was found that, in this particular work, using lower order
accuracy also leads to a fairly accurate result.
The interpolation must be implemented implicitly and the order of accuracy should be
improved, if necessary, with explicit deferred-corrections.
Dependency of a term on the cell-centred values guarantees its implicit implementation.
Direct substitution of Eq. (B-17) into Eq. (2-57) would result in a purely explicit
formulation and may result in numerical instability. Thus, the diffusion term should be
treated more carefully so it can be considered implicitly and also not impairing the
accuracy of the diffusion term. An implicit correction in the integration point gradients is
used to approximate the diffusion term. More specifically:

∇ϕ

m
ip

≈ ∇ϕ

m−1
ip

1  m
1
+ r  ϕ nb
− ϕ mp − ∇ϕ
2
s.n̂ip 

(

) (

m−1
p

+ ∇ϕ

m−1
nb



) • srn̂

ip

(B-18)
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where ∇ϕ

m−1
ip

is calculated using Eq. (B-17) at the previous iteration, m −1.

Gradient at the Boundary Node
At the boundary nodes, the node and integration points coincid and if it is assumed that
the domain boundary is a Robin boundary condition, then, the general form of the
equation is given as:

a

∂ϕ
∂n

bnd

+bϕ bnd + c = 0

(B-19)

in which a, b and c are constants. To develop an approximation for the normal component
of the gradient at the boundary node, consider Figure (0-1) as a boundary control volume.
Point P′ is the intersection of the continuation of normal to the boundary face at the
integration point and the perpendicular line that is drawn from cell centre is defined as
below:

uuur r r
PP′ = s − s.n̂

(B-20)

Using Taylor’s series for field variable along the line that connects P′ to the integration
point results:

∂ϕ
∂n

ip,bnd

=

ϕ ip − ϕ P′

(B-21)

r
s.n̂

Also:

uuur

ϕ P′ = ϕ P + ∇ϕ P .PP′

(B-22)

Substituting back into Eq. (B-21):

∂ϕ
∂n

ϕ bnd − ϕ P + ∇ϕ P . ( s − s.n̂ )
r r

bnd

=

r
s.n̂

(B-23)
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Figure 0-1: The incorrect velocity field adjacent to an interface
Gradient Reconstruction
To approximate gradient at the integration point, gradient at the centre of control volume
is required. Here the idea that has been used in reference [39] of chapter 2 is simplified
and explained for the purpose of clarification for a first order approximation only.
Using Taylor’s series expansion for any field variable:

r

ϕ nb = ϕ P + s∇ϕ

P

(B-24)

For directional derivative of gradient at the centre of control volume:

ŝi .∇ϕ

P

=

ϕ nb − ϕ P
r
si

(B-25)

r
si
in which ŝi = r .
si
So, a linear system for the gradient at the cell-centered node P may be written in the
form:

AP .∇ϕ

P

= bP

(B-26)
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For control volumes that have more than three faces the above system is overdetermind
for Hessian calculation and generally there is no exact solution. However, least square
gives the closest solution. Then,

APT AP .∇ϕ

P

= APT bP

(B-27)

(

Because AP depend only on the geometry, for a fixed grid the APT AP

)

−1

must be found

only once.

Appendix C: Case Study For the Result of Pressure Correction
Simulating a flow problem without considering special treatment for the interface yields
unreasonable results, Fig. (0-2).

Figure 0-2:The incorrect velocity field adjacent to an interface
To remove all “spurious currents” resulting from the jump condition, at the interface
between solid-liquid-mushy, special care is taken in obtaining approximations for
pressure and pressure gradient.
To demonstrate the effect of proposed correction, a rectangular geometry with the
dimension of 0.014 by 0.07 (m) filled with triangular mesh is chosen.
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Figure 0-3: (Top): mesh, (Bottom): Results adjacent to the interface
A pre-defined
defined inclined interface is drawn in the lower right corner of this geometry and a
fully developed flow of water is imposed as the boundary condition at the inlet (left). As
the interface cuts through
gh C.Vs, it creates C.Vs that are partially liquid and partially solid.
Adjacent to these C.Vs pure liquid and solid exist. The mesh and result of this study is
illustrated in (Fig. 0-3).. It is interesting to note that the velocity vectors in the vicinity of
the interface are turning from the interface due to the pressure correction. Overall, the
result of this simulation is quite reasonable.
Appendix D:: Coefficient Matrices for Conservation Equations
two-dimensional
Since this work deals withh the two
dimensional cases the coefficient matrices for the
coupled mass-momentum
momentum equations have a dimension of 3X3 and each element of the
matrix corresponds to the discretized terms of the governing equations:
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x − Mom → 
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in which,
1
AUP1×1 = −d̂ip × r ρ Aip
s.n̂ip
AUP1×2,1×3 = −(1− Rip ) ρ Aip .n̂ip
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ρVP
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and,
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DCDiff − DCConv + Bouss.
For the energy equation the coefficients can be written as:
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