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Abstract
There are a wide range of applications that involve multi-modal
data, such as cross-modal retrieval, visual question-answering, and
image captioning. Such applications are primarily dependent on
aligned distributions of the different constituent modalities. Ex-
isting approaches generate latent embeddings for each modality
in a joint fashion by representing them in a common manifold.
However these joint embedding spaces fail to sufficiently reduce
the modality gap, which affects the performance in downstream
tasks. We hypothesize that these embeddings retain the intra-class
relationships but are unable to preserve the inter-class dynamics. In
this paper, we present a novel framework COBRA that aims to train
two modalities (image and text) in a joint fashion inspired by the
Contrastive Predictive Coding (CPC) and Noise Contrastive Esti-
mation (NCE) paradigms which preserve both inter and intra-class
relationships. We empirically show that this framework reduces
the modality gap significantly and generates a robust and task ag-
nostic joint-embedding space. We outperform existing work on
four diverse downstream tasks spanning across seven benchmark
cross-modal datasets.
CCS Concepts
• Computing methodologies → Learning latent representa-
tions; • Information systems→Multimedia information sys-
tems.
Keywords
Joint embedding spaces, latent representations, contrastive learning,
bi-modal data
1 Introduction
Systems built on multi-modal data have been shown to perform
better than systems that solely use uni-modal data [5, 45]. Due
to this fact, multi-modal data is widely used in and generated by
different large scale applications. These applications often utilize
this multi-modal data for tasks such as information retrieval [9, 41],
classification [44, 52], and question-answering [24, 32]. It is there-
fore important to represent such multi-modal data in a meaningful
and interpretable fashion to enhance the performance of these
large-scale applications. Since a majority of such applications focus
predominantly on text and image modalities, in this work we only
focus on learning joint cross-modal representations for images and
text.
However, learningmeaningful representations for suchmulti-modal
data is challenging because there exists a distributional shift be-
tween these modalities [15, 34]. The lack of consistency in repre-
sentations across modalities further magnifies this shift. Due to
∗Equal contribution. Ordered Randomly.
such difficulties, any similarity metric between the representations
across modalities is intractable to compute [34]. The reduction of
this distributional shift boils down to two challenges: (1) projecting
the representations of data belonging to different modalities to a
common manifold (also referred to as the joint embedding space),
and (2) retaining their semantic relationship with other samples
from the same class as well as different classes.
The need for a joint embedding space is emphasized by the inability
of uni-modal representations to align well with each other. Over
the last few years, literature [15, 26, 33] has been presented where
the representations were modeled in the joint embedding space, but
reducing the modality gap significantly has posed to be an arduous
task. We believe this is due to the fact that current cross-modal
representation systems regularize the distance of pairs of represen-
tations of those data samples which belong to the same classes (but
different modalities) but not of pairs of representations belonging
to different classes (can be from the same or different modalities).
While current work [15, 33] has focused on conserving the semantic
relationship between intra cross-modal data, i.e., belonging to the
same class, we surmise that along with this, preserving inter cross-
modal interactions will help the model learn a more discriminatory
boundary between different classes.
Motivation:We posit that preserving the relationship between rep-
resentations of samples belonging to different classes, in a modality
invariant fashion, can improve the quality of joint cross-modal
embedding spaces. We formulate this hypothesis as it introduces a
contrastive proximity mechanism between data belonging to dif-
ferent semantic classes. This distancing will allow the model to
converge to a better generalizing decision boundary. Similar con-
trastive learning paradigms based on information gain have been
performing very well in the self-supervised learning problem set-
tings [16, 53]. To the best of our knowledge, we are the first to propose
a method to learn joint cross-modal embeddings based on contrastive
learning paradigms.
Contributions: Our contributions are as follows:
• We propose a novel joint cross-modal embedding framework
called COBRA (COntrastive Bi-modal Representation Algorithm)
which represents the data across differentmodalities in a common
manifold.
• We employ a new optimization strategy which preserves not
only the relationship between different intra cross-modal data
samples but also preserves the relationship between inter cross-
modal data samples using contrastive learning paradigms (refer
Figure 1) inspired by the recent success of similar frameworks in
self-supervised learning problems [16, 51, 53].
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3 Methodology
In this section, we first explain the formulation of our problem
statement in terms of the data we use. We then introduce and
explain the architecture of our model, along with the loss functions
used. We finally explain our optimization and training strategy.
3.1 Problem Formulation
We have two modalities, i.e. text and image, we denote the 푗-th
image sample as 푥
푗
퐼
∈ R푑퐼 and the 푗-th text sample as 푥
푗
푇
∈ R푑푇 .
Here, 푑퐼 and 푑푇 represent the dimensionality of the image and
text samples respectively. We denote the image dataset as 푋퐼 =
{푥0
퐼
, 푥1
퐼
, ..., 푥
푛퐼−1
퐼
} and the text dataset as 푋푇 = {푥
0
푇
, 푥1
푇
, ..., 푥
푛푇 −1
푇
},
where 푛퐼 and 푛푇 denote the total number of data samples in the
image and text datasets respectively. The corresponding labels for
the image and text modalities are represented as follows: 푌퐼 =
[푦0
퐼
, 푦1
퐼
, ..., 푦
푛퐼−1
퐼
] and 푌푇 = [푦
0
푇
, 푦1
푇
, ..., 푦
푛푇 −1
푇
]. Assuming there are
퐶 distinct semantic classes in our multi-modal dataset, the labels are:
푦
푗퐼
퐼
, 푦
푗푇
푇
∈ {0, 1, ...,퐶 −1}∀푗퐼 ∈ {0, 1, ..., 푛퐼 −1}, 푗푇 ∈ {0, 1, ..., 푛푇 −1}.
3.2 Model Architecture
The general architecture for our model is given in Figure 2. The aim
is to represent the data in a common manifold, such that the class-
wise representations are modality invariant and discriminatory.
To this end, we use an autoencoder for each modality to generate
representations that are high fidelity in nature. We utilize an or-
thogonal transform layer, which takes as input the hidden space
representations from the encoders of each modality, and projects
these representations into a joint space that is modality invariant
and discriminates between classes well.
We denote the encoded representation as 푧푖푗 = 푓푗 (푥
푖
푗 ,Θ푗 ) and the
reconstructed sample as 푥ˆ푖푗 = 푔 푗 (푧
푖
푗 ,Φ푗 ) where 푖 ∈ {0, 푛푇 − 1} and
푖 ∈ {0, 푛퐼 − 1} for text and image respectively, and where 푗 ∈ {푇, 퐼 }
for text and image respectively. 푓푗 denotes the encoder of the 푗-th
modality parameterised by Θ푗 . Similarly 푔 푗 denotes the decoder
of the 푗-th modality parameterised by Φ푗 . Given the representa-
tions 푧푖
푇
and 푧푖
퐼
, which have dimensions 푍푇 and 푍퐼 , we project the
representations to a joint subspace such that the representation of
each semantic class is orthogonal to each other [15]. We call these
projections 푂푖
푇
and 푂푖
퐼
, both of which have dimension 푍 .
We define the loss function in COBRA as a weighted sum of
the reconstruction loss, cross-modal loss, supervised loss and con-
trastive loss, the details of which are introduced below. To preserve
the inter-class dynamics, we innovatively introduce the Contrastive
Loss that has never been used in representing multi-modal data.
3.2.1 Reconstruction Loss
Reconstruction loss has been used in the autoencoder. Given the
decoder output 푥ˆ푖푗 and the input 푥
푖
푗 , we define the reconstruction
loss shown in Eq. 1 as:
퐿푅 =
푛 푗−1∑
푖=0
∑
푗 ∈{퐼 ,푇 }
푥ˆ푖푗 − 푥푖푗 2 (1)
3.2.2 Cross-Modal Loss
The projected representations 푂푖
퐼
and 푂푖
푇
align class representa-
tions within each modality. The cross-modal loss aims to align
representations of the same class across different modalities. Given
the projected representations푂푖
퐼
and푂푖
푇
, we define the cross-modal
loss shown in Eq. 2 as:
퐿푀 =
min{푛푇 ,푛퐼 }−1∑
푖=0
푂푖푇 −푂푖퐼 22 (2)
We use the min function because the dataset may not have equal
text and image samples. We only take those pairs in which the
corresponding text and image samples are present.
3.2.3 Supervised Loss
As we try to model an orthogonal latent space having the joint
embeddings, we utilize the one-hot labels of the data samples to
reinforce those samples belonging to the same class but different
modalities to be grouped together in the same subspace. Let 푦ˆ푖푗 be
the one-hot encoded label for the 푖-th sample of the 푗-th modal-
ity, and 푂푖푗 be the projected representation, we then define the
supervised loss shown in Eq. 3 as:
퐿푆 =
푛 푗−1∑
푖=0
∑
푗 ∈{퐼 ,푇 }
푂푖푗 − 푦ˆ 푗 푖 22 (3)
3.2.4 Contrastive Loss
As stated by Tian et. al. [51], to implement the contrastive loss, the
definitions of positive samples and negative samples of represen-
tations are of utmost importance. We will first define the positive
and negative samples pertaining to our model. Given the projected
representations 푂푖
퐼
and 푂푖
푇
, a positive pair is defined as the rep-
resentations of data samples belonging to the same modality and
class. A negative pair is defined as the representations of two data
samples belonging to same or different modality of different class.
For defining the contrastive loss, we have to define a scoring func-
tion that yields high values for positive samples and low values
for negative values. We simply take the dot product of the repre-
sentations in the joint embedding space as our scoring function.
Following several recent works [6, 16, 21, 53], our loss function
enforces the model to select the positive sample from a fixed sized
set 푆 = {푝, 푛1, 푛2, ..., 푛푁 } containing one positive and 푁 negative
samples. Therefore we formulate our contrastive loss shown in Eq.
4 as:
퐿퐶 = −E푆
[
log
푎푇 푝
푎푇 푝 +
∑푁
푖=1 푎
푇푛푖
]
(4)
where 푎 is the anchor point, 푝 is its corresponding positive sample,
E is an expectation operator over all possible permutations of 푆 and
푛푖 are all the negative samples. The anchor, positive and negative
samples are randomly drawn from the current mini-batch. We
minimize the above expectation running over all samples. Since
fetching negative samples from the entire dataset is computationally
infeasible, we sample the negative points only from the current
mini-batch in memory.
Since, we sample only a finite sized set of negative samples, the
model can miss out on characteristics of the distribution of the joint
embeddings. To avoid this we, implement another loss called the
Noise Contrastive Estimation (NCE) [12] loss, which is an effective
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method for estimating unnormalized models. NCE helps to model
the distribution of the negative samples by leveraging a proxy noise
distribution. It does so by estimating the probability of a sample
coming from a joint distribution rather than it coming from a noise
distribution. The noise distribution is assumed to be an uniform
distribution. Denoting the joint distribution of positive samples as
푝 퐽 , the noise distribution as 푝푁 , the anchor sample as 푎 and every
other sample (can be positive or negative) as 푠 , the probability of
data sample 푠 coming from the joint distribution 푝 퐽 is:
푃 (푋 = 1|푠;푎) =
푝 퐽 (푠 |푎)
푝 퐽 (푠 |푎) + 푁푝푁 (푠 |푎)
(5)
where 푁 is the number of samples from the noise distribution.
Now we can estimate Eq. 4 as shown in Eq. 6:
퐿퐶 = −E푎{E푠∼푝 퐽 (• |푠) [[푃 (푋 = 1|푠;푎)]
+ 푁E푠∼푝푁 (• |푠) [1 − 푃 (푋 = 1|푠;푎)]} (6)
3.3 Optimization and Training Strategy
To train our network, we define a loss which is a weighted sum
of the reconstruction loss, cross-modal loss, supervised loss and
contrastive loss. The weights are treated as hyperparameters.
퐿 = 휆푅퐿푅 + 휆푆퐿푆 + 휆푀퐿푀 + 휆퐶퐿퐶 (7)
The objective function in Eq. 7 is optimized using stochastic gra-
dient descent. The loss is summed over all modalities, and the
corresponding gradient is propagated through all the components
in the model. This is explained in Algorithm 1. This is done for
200 epochs. The models were implemented and trained with the
PyTorch framework on an Nvidia GTX 1050 GPU. 1
4 Experiments
To evaluate our proposed method, we test our model on four dif-
ferent tasks, namely, cross-modal retrieval, multi-modal fake news
detection, multi-modal sentiment classification, and multi-modal
disaster classification. We compare the performance of our model
against state-of-the-art models of corresponding tasks.
In the following sections, we describe the datasets and evalu-
ation metrics adopted, followed by the results achieved on each
downstream task mentioned above.
4.1 Cross-Modal Retrieval
In the task of cross-modal retrieval, we use COBRA to retrieve an
image given a text query, or a text sample given an image query.
4.1.1 Datasets
For the cross-modal retrieval task, we utilize four different datasets.
For Wikipedia, MS-COCO, and NUS-Wide 10k datasets, we convert
the images into 4096-dimensional feature vectors using the fc7 layer
of VGGnet [47]. In the Wikipedia and MS-COCO dataset, we con-
vert the texts into 300-dimensional feature vectors using Doc2Vec
[22]. For the NUS-Wide 10k dataset, we convert the text into 1000-
dimensional Bag ofWords feature vectors. The PKU-XMedia dataset
contains texts represented as 3000-dimensional Bag of Words fea-
ture vectors and images represented as 4096-dimensional feature
vectors, generated using the fc7 layer of VGGnet [47].
1Code will be released shortly
Algorithm 1: Flow of the COBRA algorithm
Input :The image training set 푋퐼 , the text training set 푋푇 ,
the image label set 푌퐼 , the text label set 푌푇 ,
dimensionality of the joint embedding space 푍 ,
image batch size 푏퐼 , text batch size 푏푇 , learning
rate 휂, hyperparameters 휆푀 , 휆퐶 , 휆푆 , 휆푅 , number of
training epochs 푁 and number of iterations (batch
count) per epoch 퐵
Output :The optimal encoder weights Θ퐼 , Θ푇 and optimal
decoder weights Φ퐼 , Φ푇
1 Initialize Θ퐼 , Θ푇 , Φ퐼 , Φ푇 randomly
2 for i=1,2,...,N do
3 for b=1,2,...,B do
4 Sample a random text minibatch푚푇 of size 푏푇
5 Sample a random image minibatch푚퐼 of size 푏퐼
6 Compute the image and text encoded latent
representations 푧퐼 and 푧푇
7 Compute the image and text orthogonal projections
푂퐼 and 푂푇
8 Compute the image and text reconstructions 푥ˆ퐼 and
푥ˆ푇
9 Compute the losses: 퐿푅 (Eq. 1), 퐿푀 (Eq. 2), 퐿푆 (Eq. 3),
and 퐿퐶 (Eq. 4, 6)
10 Compute total loss (Eq. 7) :
퐿 = 휆푆퐿푆 + 휆푅퐿푅 + 휆푀퐿푀 + 휆퐶퐿퐶
11 Update model weights using a SGD update rule:
12 Θ퐼 ← Θ퐼 − 휂
휕퐿
휕Θ퐼
;Θ푇 ← Θ푇 − 휂
휕퐿
휕Θ푇
13 Φ퐼 ← Φ퐼 − 휂
휕퐿
휕Φ퐼
;Φ푇 ← Φ푇 − 휂
휕퐿
휕Φ푇
• The Wikipedia dataset [42] contains 2866 text-image pairs,
divided into 10 semantic classes, such as warfare, art & ar-
chitecture and media. As originally done in the work [42],
we use a training set of 2173 text-image pairs, a validation
set of 231 text-image pairs, and a test set of 462 text-image
pairs.
• The PKU-Xmedia dataset [36, 63] contains 5000 text-image
pairs, divided into 20 semantic classes. We use a training set
of 4000 test-image pairs, a validation set of 500 text-image
pairs, and a test set of 500 text-image pairs.
• The MS-COCO dataset [23] contains 82079 text-image pairs,
divided into 80 semantic classes. We use a training set of
57455 text-image pairs, a validation set of 14624 text-image
pairs, and a test set of 10000 text-image pairs.
• The NUS-Wide 10k dataset [7] contains 10000 text-image
pairs, divided into 10 semantic classes. We use a training set
of 8000 text-image pairs, a validation set of 1000 text-image
pairs, and a test set of 1000 text-image pairs.
4.1.2 Evaluation Metrics
We compare our performance against existing state-of-the-art mod-
els based on Mean Average Precision (mAP). For the purpose of
our evaluation, we ensure that we use the same features that were
used across other existing state-of-the-art models.
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Table 1: Performance (mAP) on the Wikipedia Dataset
Method Image→ Text Text→ Image Average
MCCA [43] 0.202 0.189 0.195
ml-CCA [39] 0.388 0.356 0.372
DDCAE [55] 0.308 0.290 0.299
JRL [64] 0.343 0.376 0.330
ACMR [54] 0.479 0.426 0.452
CMDN [33] 0.487 0.427 0.457
CCL [35] 0.504 0.457 0.481
D-SCMR [66] 0.521 0.478 0.499
SDML [15] 0.522 0.488 0.505
DAML [60] 0.559 0.481 0.520
COBRA 0.742 0.739 0.740
Table 2: Performance (mAP) on the MS-COCO Dataset
Method Image→ Text Text→ Image Average
MCCA [43] 0.646 0.640 0.643
ml-CCA [39] 0.667 0.661 0.664
DDCAE [55] 0.412 0.411 0.411
ACMR [54] 0.692 0.687 0.690
DCCA [4] 0.415 0.414 0.415
GSS-SL [65] 0.707 0.702 0.705
SDML [15] 0.827 0.818 0.823
COBRA 0.854 0.853 0.853
4.1.3 Results
We report the highest mAP for Text to Image (TTI) and Image to
Text (ITT) retrieval on all four datasets.
From the t-SNE plot forWikipedia given in Figure 3, we observe that
COBRA is able to effectively form joint embeddings for different
classes across modalities, resulting in superior performances across
the aforementioned datasets.
We achieve a 22% improvement over the previous state-of-the-art
(DAML [60]) on the Wikipedia dataset (Table 1). We achieve a 3%
improvement over the previous state-of-the-art (SDML [15]) on
the MS-COCO dataset (Table 2). We achieve a 3.5% improvement
over the previous state-of-the-art (SDML [15]) on the PKU-XMedia
dataset (Table 3).We achieve a 10.9% improvement over the previous
state-of-the-art (ACMR [54]) on the NUS-Wide 10k dataset (Table 4).
The differences in the improvement obtained by COBRA across
datasets relative to existing work is due to the fact that multi-class
classification normally observes a decrease in performance with
an increase in the number of classes. For example, the Wikipedia
dataset has only ten classes, whereas the MS-COCO dataset has
eighty classes.
4.2 Multi-modal Fake News Detection
In the task of multi-modal fake news detection, we use COBRA
to determine whether a given bi-modal query (text and image)
corresponds to a real or fake news sample.
Table 3: Performance (mAP) on the PKU-XMedia Dataset
Method Image→ Text Text→ Image Average
MCCA [43] 0.620 0.616 0.618
DDCAE [55] 0.868 0.878 0.873
JRL [64] 0.770 0.788 0.779
ACMR [54] 0.882 0.885 0.883
CMDN [33] 0.485 0.516 0.501
DCCA [4] 0.869 0.871 0.870
GSS-SL [65] 0.875 0.878 0.876
SDML [15] 0.899 0.917 0.908
COBRA 0.945 0.941 0.943
Table 4: Performance (mAP) on the NUS-Wide 10k dataset
Method Image→ Text Text→ Image Average
MCCA [43] 0.448 0.462 0.455
DDCAE [55] 0.511 0.540 0.525
JRL [64] 0.586 0.598 0.592
ACMR [54] 0.588 0.599 0.593
CMDN [33] 0.492 0.515 0.504
CCL [35] 0.506 0.535 0.521
DCCA [4] 0.532 0.549 0.540
SDML [15] 0.55 0.505 0.527
DAML [60] 0.512 0.534 0.523
COBRA 0.703 0.701 0.702
4.2.1 Datasets
For the multi-modal fake news detection task, we utilize the Fake-
NewsNet Repository [46]. This repository contains two datasets,
namely, Politifact and Gossipcop. These datasets contain news con-
tent, social context, and dynamic information. We pre-process the
data similar to Spotfake+ [48]. For both datasets, we convert images
into 4096-dimensional feature vectors using VGGnet [47], and we
convert texts into 38400-dimensional feature vectors using XLNet
[61]. Each dataset contains two semantic classes, namely, Real and
Fake.
• The Politifact dataset contains 1056 text-image pairs. We get
321 Real and 164 Fake text-image pairs after pre-processing.
We use a training set of 381 text-image pairs, a validation set
of 50 text-image pairs and a test set of 54 text-image pairs.
• The Gossipcop dataset contains 22140 text-image pairs. We
get 10259 Real and 2581 Fake text-image pairs after pre-
processing. We use a training set of 10010 text-image pairs, a
validation set of 1830 text-image pairs, and a test set of 1000
text-image pairs.
4.2.2 Evaluation metrics
We compare our performance against existing state-of-the-art mod-
els based on number of correctly classified queries (accuracy). For
the purpose of our evaluation, we ensure that we use the same fea-
tures that were used across other existing state-of-the-art models.
To visualize the purity of the joint embedding space for different
classes and modality samples, we plot the joint embeddings of CO-
BRA trained on both the Gossipcop and Poltifact datasets. We plot
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Table 6: Accuracy on the MeTooMA Dataset
Label COBRA (%) Text-only baseline (%) Image-only baseline (%) Early Fusion (%)
Text only informative 73.77 73.43 63.39 72.15
Image only informative 67.36 63.21 67.74 66.97
Directed Hate 96.43 95.12 94.67 95.85
Generalized Hate 97.77 96.19 95.89 96.88
Sarcasm 98.55 96.94 96.45 97.16
Allegation 93.75 92.67 92.40 93.19
Justification 98.44 96.23 95.66 97.34
Refutation 98.54 96.90 96.81 97.37
Support 66.29 61.60 59.93 63.28
Opposition 92.3 90.1 89.5 91.1
Average 88.32 86.23 85.24 87.12
has over 3000 samples, we observe much larger improvements in
performance.
4.4 Multi-modal Disaster Classification
In the task of multi-modal disaster classification, we use COBRA to
perform three classification tasks given a bi-modal (text and image)
query. The classification tasks are further explained in the dataset
section below.
4.4.1 Datasets
For the multi-modal disaster classification task, we utilize the Crisis-
MMD dataset [2, 31]. It consists of 16058 tweets and 18082 images
that were collected during natural disasters such as hurricanes and
floods in the year 2017. There are 3 classification tasks that can be
performed on this dataset —
• Informative or Non-Informative classification – this repre-
sents whether or not a particular text-image pair from a
tweet is informative.
• Humanitarian Categories classification – this includes classes
such as affected individuals, vehicle damage, missing or
found people, and infrastructure or utility damage. This is
once again done for a particular text-image pair from a tweet.
• Damage severity assessment – this includes classes such as
severe damage, mild damage and little or no damage. This
is once again done for a particular text-image pair from a
tweet.
We convert the images into 4096-dimensional feature vectors us-
ing the fc7 layer of VGGnet [47]. We convert the texts into 300-
dimensional feature vectors using Doc2vec [22]. We use a training
set of 2000 text-image pairs, a validation set of 793 text-image pairs
for the first 2 classification tasks, a validation set of size 697 for the
third classification task, and a test set of 500 text-image pairs.
4.4.2 Evaluation Metrics
We compare our performance against existing state-of-the-art mod-
els based on number of correctly classified queries (accuracy).
4.4.3 Results
We obtain the following results on the three tasks (Table 7) —
• Informative or Non-Informative classification — we obtain
an accuracy of 93.49% on this task, which is a 1.09 % improve-
ment over Agarwal et al. [1].
Table 7: Accuracy on the CrisisMMD Dataset. The labels are:
I - ’Informativeness’, HC - ’Humanitarian Categories’, DS -
’Disaster Severity’
Model I (%) HC (%) DS (%)
Gautam et al. [11] 73.57 - -
Agarwal et al. [1] — FastText [17] 88.39 34.4 56.20
Agarwal et al. [1] — Inception [50] 92.40 37.0 43.40
COBRA 93.49 42.45 64.58
• Humanitarian Categories — we obtain an accuracy of 42.25%,
which is a 5.45 % improvement over Agarwal et al. [1].
• Damage severity assessment — we obtain an accuracy of
64.58%, which is an 8.38% improvement over Agarwal et al.
[1].
We believe this improvement is achieved because of the good quality
of the representations obtained from COBRA. The t-SNE plots
which further strengthen our claim can be found in the Appendix.
5 Conclusion
In this paper, we propose a novel approach (COBRA) to jointly learn
bi-modal representations in an orthogonal space. We show that
our proposed method learns better representations which allows
the model to generalize the decision boundary in a much more
robust fashion. This enables us to achieve state-of-the-art results on
four downstream tasks. The representations learnt are high-fidelity
in nature, containing sufficient information for reconstruction as
well as tasks such as retrieval and classification. Different from
other models, COBRA, along with preserving the 푖푛푡푟푎-class re-
lationship of samples in the embedding space, also preserves the
푖푛푡푒푟 -class relationship using a Contrastive Learning Paradigm
called Noise Contrastive Estimation (NCE). This ensures that the
samples belonging to the same class are clustered together, and
that the distance between clusters of samples belonging to differ-
ent classes (irrespective of the modality) is maximized in the joint
embedding space. As for the future work, we attempt to extend our
method to a self-supervised/semi-supervised problem setting.
COBRA: Contrastive Bi-Modal Representation Algorithm
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COBRA: Contrastive Bi-Modal Representation Algorithm
Table 8: Dataset Descriptions - */*/* in the samples column denotes the number of training/validation/test samples used. T1,
T2 and T3 for the CrisisMMD dataset refer to the first, second and third classication task respectively
Dataset Classes Modality Samples Features
Wikipedia 10
Image
Text
2173/231/462
2173/231/462
4096-D VGG
300-D Doc2Vec
PKU XMedia 20
Image
Text
4000/500/500
4000/500/500
4096-D VGG
3000-D BoW
NUS-Wide 10k 10
Image
Text
8000/1000/1000
8000/1000/1000
4096-D VGG
1000-D BoW
MS-COCO 80
Image
Text
57455/14624/10000
57455/14624/10000
4096-D VGG
300-D Doc2Vec
Politifact 2
Image
Text
381/50/54
381/50/54
4096-D VGG
38400-D XLNet
Gossipcop 2
Image
Text
10010/1830/1000
10010/1830/1000
4096-D VGG
38400-D XLNet
MeTooMA 10
Image
Text
4500/1000/1000
4500/1000/1000
4096-D VGG
300-D Doc2Vec
CrisisMMD
T1 - 2
T2 - 8
T3 - 3
Image
Text
2000/793 (T1&T2), 697 (T3)/500
2000/793 (T1&T2), 697 (T3)/500
4096-D VGG
300-D Doc2Vec
Table 9: Baseline approaches for Multimodal Fine-grained Sentiment Classification
Baseline Model Description
Every text is vectorized using Doc2Vec embeddings
Text-only baseline and a fully connected network (with relu activations) is
used with softmax outputs to perform the classification
Every image is vectorized using a pretrained VGG-19 network
Image-only baseline and a fully connected network (with relu activations) is
used with softmax outputs to perform the classification
Every image-text pair is vectorized (using the previously mentioned networks),
Early Fusion concatenated directly, and a fully connected network (with relu activations) is
used with softmax outputs to perform the classification

