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Abstract
The aim of this paper is to show some applicable results to multiob-
jective optimization problems and the role that the Generalized Convexity
plays in them. The study of convexity for sets and functions has special
relevance in the search of optimal functions, and in the development of
algorithms for solving optimization problems. However, the absence of
convexity implies a total loss of eﬀectiveness of the Optimization Theory
methods, ie, the results are being verified under less stringent conditions,
it was what became known as Generalized convexity. The literature gen-
erated around this topic has demonstrated its importance both from a
theoretical point of view as practical, but it has also generated an enor-
mous amount of papers with little scientific input.
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1. Introduccio´n
La Teor´ıa de Optimizacio´n o Programacio´n Matema´tica esta´ constitui-
da por un conjunto de resultados anal´ıticos y me´todos nume´ricos enfocados a
encontrar e identificar al mejor candidato de entre una coleccio´n de alternati-
vas, sin tener que enumerar y evaluar expl´ıcitamente todas esas alternativas. Un
problema de optimizacio´n es, en general, un problema de decisio´n. Se intenta
buscar una pauta comu´n, una forma de enfrentarse a un problema que nos per-
mita obtener una serie de modelos que sean aplicables a problemas similares.
De forma general, la Optimizacio´n es la rama de la Matema´tica Aplicada que
estudia la solucio´n de problemas cuantitativos, es decir, el descubrimiento de los
”mejores valores” nume´ricos de alguna funcio´n objetivo en un dominio definido,
incluyendo una variedad de diferentes tipos de funciones objetivo y diferentes
tipos de dominios.
El gran avance de la Teor´ıa de Optimizacio´n se produce en el momento de
la eclosio´n de la informa´tica, con el aumento de su capacidad de trabajo y de
ca´lculo, puesto que se ha podido tener acceso a la solucio´n y a la modelizacio´n
de una gran cantidad de problemas que antes no eran abordables. Por lo que se
hac´ıa necesario desarrollar resultados teo´ricos que sirvieran de base a me´todos
nume´ricos que permitieran la obtencio´n de resultados satisfactorios.
El estudio de la convexidad de conjuntos y funciones, tiene especial relevan-
cia a la hora de la bu´squeda de los o´ptimos de las funciones, as´ı como en el
desarrollo de los algoritmos de resolucio´n de los problemas de optimizacio´n, da-
do que cuando se verifique la convexidad del conjunto de alternativas se pueden
desarrollar me´todos de resolucio´n eficientes para los problemas de optimizacio´n.
Cuando un problema es convexo, el conjunto de soluciones puede caracterizar-
se en su totalidad: con las condiciones necesarias, en primer lugar, que permiten
seleccionar los posibles candidatos a o´ptimos y con las condiciones suficientes,
en segundo te´rmino, que descartan los candidatos no o´ptimos. O bien, con las
condiciones derivadas de la dualidad, las condiciones de optimalidad de orden
superior y de forma nume´rica con algoritmos muy eficientes.
Por desgracia, existen problemas en muchas ramas donde la Teor´ıa de la Op-
timizacio´n tiene una aplicacio´n muy extendida, que no verifican las condiciones
de convexidad. Sin embargo, la profusa literatura surgida en las de´cadas de los 80
y 90 demostraba que la ausencia de convexidad no implicaba una pe´rdida total
de eficacia de los me´todos de la Teor´ıa de Optimizacio´n. Es decir, los resultados
segu´ıan verifica´ndose bajo condiciones menos estrictas que la convexidad, fue lo
que paso´ a denominarse como Convexidad Generalizada. De los esfuerzos rea-
lizados por los investigadores para generalizar las propiedades de las funciones
derivaron muchas definiciones de funciones, algunas de ellas vac´ıas de contenido
o que no eran ma´s que una reescritura de conceptos ya establecidos. Sin embar-
go, otras definiciones han demostrado su importancia, desde el punto de vista
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teo´rico y como marco general para entender la Optimizacio´n desde una perspec-
tiva generalista y no como particiones excluyentes. El concepto de invexidad fue
primeramente introducido, de forma independiente, en Hanson (1981) y Craven
(1981). La importancia de esta clase de funciones radica en que es la menos
restrictiva en la que las soluciones de un problema escalar pueden encontrarse
a partir de los puntos estacionarios, puntos donde se anula el gradiente de la
funcio´n, Craven y Glover (1985). A partir de estos trabajos pioneros, muchos
otros han demostrado las buenas propiedades de este tipo de funciones, pero
tambie´n han aparecido muchos otros que presentaban generalizaciones carentes
de significado, Zalinescu (2014).
Una de las principales dificultades que presenta la aplicacio´n de las te´cnicas de
programacio´n matema´tica a la planificacio´n de actividades que requieran toma
de decisiones reside en la eleccio´n por parte del centro decisor del objetivo que
el programa procedera´ a optimizar (maximizar o minimizar) de forma que la
solucio´n encontrada satisfaga una serie de condiciones. El problema no consiste
en que resulte dif´ıcil al centro decisor encontrar un objetivo, sino que, por el
contrario, la tarea de encontrar objetivos resulte demasiado fa´cil.
La programacio´n matema´tica cla´sica es incapaz de dar respuesta a este tipo
de planteamientos, pues esta´ concebida para optimizar una funcio´n con un u´nico
objetivo. Indudablemente el trabajar con funciones de un solo objetivo consti-
tuye una importante rigidez a la hora de aplicar la programacio´n a problemas
concretos de la vida real, en los que la optimizacio´n se realiza o se desear´ıa rea-
lizar entre varios objetivos, que muchas veces resultan contradictorios entre s´ı,
que hara´n que la mejora de uno de ellos de´ lugar a un empeoramiento de algu´n
otro. En Charnes y Cooper (1961) se presenta por primera vez un modelo de
programacio´n matema´tica en e´l que figura de una manera expl´ıcita una funcio´n
con ma´s de un objetivo a optimizar. Ba´sicamente, el modelo propuesto por Char-
nes y Cooper permite abordar el problema que plantea la programacio´n lineal,
cuando entran en conflicto una serie de objetivos incluidos como restricciones.
Como en la mayor parte de los casos resulta imposible satisfacer exactamente
todos los objetivos, la funcio´n objetivo del programa consiste en la minimizacio´n
de la suma de los valores absolutos de las desviaciones (positivas o negativas)
producidas para cada objetivo, con respecto a sus niveles de logro establecidos a
priori. A esta nueva te´cnica se le dio el nombre de programacio´n por objetivos.
Abordar la optimizacio´n de varios objetivos simultaneamente, sin recurrir
a la reduccio´n que supone transformar el problema en un problema escalar,
encuentra un primer escollo: el concepto de o´ptimo, ahora, es relativo y sera´
necesario decidir de alguna forma cua´l (o cua´les) es la mejor solucio´n al problema.
El concepto de eficiencia introducido por el economista italiano Vilfredo Pareto
en su libro de 1896, en el marco de sus estudios sobre eficiencia econo´mica y
distribucio´n de la renta dio lugar al concepto de solucio´n eficiente de Pareto u
o´ptimo de Pareto. Una solucio´n se considera eficiente cuando cualquier mejora
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en uno de los objetivos conlleva el empeoramiento de algu´n otro. A partir de aqu´ı
han aparecido otras definiciones de soluciones relacionadas: solucio´n de´bilmente
eficiente, propiamente eficiente, etc.
El estudio de la determinacio´n del conjunto de soluciones de un problema
con objetivos mu´ltiples se aborda desde diferentes perspectivas: condiciones de
optimalidad, dualidad, relaciones con problemas escalares asociados, soluciones
aproximadas, etc. En todos los resultados que sustentan dichas estrategias ocupa
un lugar destacado la convexidad, o en su defecto la convexidad generalizada.
2. Programacio´n matema´tica multiobjetivo diferenciable
sin restricciones
Consideremos el problema de programacio´n multiobjetivo:
(PM) Min f(x) = (f1(x), ..., fp(x))
s.a: x ∈ X ⊆ Rn
donde fj : Rn → R, j = 1, ..., p, X es un subconjunto abierto de Rn y fj son
funciones diferenciables en X.
Al fin y al cabo un problema de optimizacio´n es un problema de decisio´n,
donde es preciso establecer anal´ıticamente la estructura de dominancia presente
en el centro decisor. Consideremos el orden natural inducido sobre Rp, que dara´
lugar a los conceptos de solucio´n derivados de la eficiencia de Pareto. Dados
x, y ∈ Rp notaremos por
• x < y si xi < yi para todo i = 1, ..., p;
• x ≤ y si xi ≤ yi para todo i = 1, ..., p, con al menos una desigualdad
estricta;
• x ! y si xi ≤ yi para todo i = 1, ..., p.
El orden anterior define un orden parcial sobre el espacio Rp, lo que implica la
no comparabilidad de algunos puntos, que supone una diferencia esencial entre
la programacio´n multiobjetivo y la programacio´n escalar cla´sica.
Definicio´n 2.1. (Solucio´n de´bilmente eficiente, Kuhn y Szego (1971)) Un punto
factible, x¯, se dice que es una solucio´n de´bilmente eficiente del (PM) si no existe
otro punto factible, x, tal que f(x) < f(x¯).
Definicio´n 2.2. (Solucio´n eficiente, Pareto (1896)) Un punto factible, xˆ, se
dice que es una solucio´n eficiente del (PM) si no existe otro punto factible, x,
tal que f(x) ≤ f(xˆ).
Definicio´n 2.3. (Solucio´n propiamente eficiente, Kuhn-Tucker (1951)) Un pun-
to factible, x∗, se dice que es una solucio´n propiamente eficiente del (PM) si es
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eficiente y existe una constante M tal que para todo j tal que fj(x) < fj(x∗)
existe otro i tal que fi(x) > fi(x∗) y
fj(x∗)− fj(x)
fi(x)− fi(x∗) ≤M.
Es inmediato que: Propiamente eficiente⇒ Eficiente⇒ De´bilmente eficiente.
Las condiciones necesarias de optimalidad permiten indentificar anal´ıtica-
mente a las posibles soluciones.
Teorema 2.1. (Craven (1977)) Supongamos que f y g son funciones diferen-
ciables en el conjunto abierto X ⊆ Rn. Si x¯ es una solucio´n de´bilmente eficiente
de (PM), entonces x¯ es un punto cr´ıtico vectorial, i.e., existe λ ∈ Rp, λ ≥ 0, tal
que
λT∇f(x¯) = 0,
donde ∇f(x¯) ∈Mn×p es la matriz gradiente de la funcio´n vectorial f .
Corolario 2.1. Si xˆ es una solucio´n eficiente o propiamente eficiente, entonces
xˆ es un punto cr´ıtico vectorial.
En Zang, Choo y Avriel (1977) se estudiaron aquellas funciones reales de
variable real para las cuales las condiciones necesarias de optimalidad, es decir,
aquellas para las que se anulan los vectores gradientes, tambie´n son suficientes.
Dicho de otra forma, aquellas funciones para las cuales los puntos estacionarios
son o´ptimos globales. An˜os ma´s tarde, Hanson en 1981, considero´ funciones
diferenciables para las cuales existia un vector η(x, y) tal que
f(x)− f(y) ≥ η(x, y)T∇f(y). (2.1)
Claramente las funciones convexas diferenciables verifican (2.1) con η(x, y) =
x − y. Hanson demostro´ que si la convexidad era sustituida por (2.1), la sufi-
ciencia de las condiciones de Karush-Kuhn-Tucker y la dualidad de´bil segu´ıan
verifica´ndose. Casi simulta´neamente, en Craven (1981) se definio´ a las funcio-
nes que verificaban (2.1) como funciones invex. En Craven y Glover (1985), se
probo´ que (2.1) era la condicio´n ma´s de´bil que deb´ıan verificar las funciones
para que todos los puntos estacionarios fueran o´ptimos de la funcio´n. Hanson
(1981) definio´ como extensiones de las funciones invex, las funciones pseudoinvex
y cuasinvex, llamadas as´ı despue´s en el libro de Craven (1981) como aquellas que
verificaban
η(x, y)T∇f(y) ≥ 0⇒ f(x)− f(y) ≥ 0 (2.2)
y
f(x)− f(y) ≤ 0⇒ η(x, y)T∇f(y) ≤ 0 (2.3)
respectivamente. Esta´ claro que las anteriores definiciones incluyen a las funcio-
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nes pseudo-convexas y cuasi-convexas diferenciables. Y de los resultados demos-
trados en Craven y Glover (1985) resultaba que invex y pseudoinvex eran clases
equivalentes cuando f era una funcio´n escalar.
La generalizacio´n de las condiciones suficientes de optimalidad a la progra-
macio´n multiobjetivo viene dada por la siguiente definicio´n y posterior resultado,
recogidas en Osuna et al. (1998).
Definicio´n 2.4. Sea f = (f1, . . . , fp) : X ⊆ Rn → Rp una funcio´n diferencia-
ble definida en el conjunto abierto X. Entonces, la funcio´n vectorial f se dice
pseudoinvex-I si existe una funcio´n η : X ×X → Rn tal que ∀x, y ∈ X
f(x)− f(y) < 0⇒ η(x, y)T∇f(y) < 0.
Es inmediato que si p = 1 esta definicio´n coincide con (2.2) y con (2.1). Sin
embargo, no va a ser cierto que las funciones pseudoinvex sean equivalentes a las
invex cuando p > 1.
Teorema 2.2. Todo punto cr´ıtico vectorial es de´bilmente eficiente para el (PM)
si y so´lo si f es pseudoinvex-I.
Teniendo en cuenta que el concepto de o´ptimo para la programacio´n multiob-
jetivo no es u´nico, como ocurre en el caso escalar, interesa estudiar las condiciones
suficientes de optimalidad para otros tipos de soluciones de (PM).
Definicio´n 2.5. (Arana et al. (2008a)) Sea f = (f1, . . . , fp) : X ⊆ Rn → Rp
una funcio´n diferenciable definida en el conjunto abierto X. Entonces, la funcio´n
vectorial f se dice pseudoinvex-II si existe una funcio´n η : X ×X → Rn tal que
∀x, y ∈ X
f(x)− f(y) ≤ 0⇒ η(x, y)T∇f(y) < 0.
Teorema 2.3. (Arana et al. (2008a)) Todo punto cr´ıtico vectorial es eficiente
para el (PM) si y so´lo si f es pseudoinvex-II.
Observacio´n 2.1. Los teoremas 2.2 y 2.3 son generalizaciones de la caracteri-
zacio´n probada en Craven y Glover (1985) para los problemas escalares y pueden
esquematizarse en la siguiente figura:
f es Pseudoinvex-I
⇕
x es punto cr´ıtico vectorial ⇔ x es solucio´n de´bilmente eficiente
f es Pseudoinvex-II
⇕
x es punto cr´ıtico vectorial ⇔ x es solucio´n eficiente
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Figura 1: Caracterizacio´n de las funciones pseudoinvex-I y II.
Observacio´n 2.2. Las dos definiciones vectoriales de pseudoinvexidad coinciden
con la pseudoinvexidad definida en el caso escalar, que a su vez era equivalente
a la invexidad. Esta equivalencia no se tiene en el caso vectorial. Por ejemplo,
si consideramos f(x) = (x2,−x2), se puede comprobar que es pseudoinvex-I
(tambie´n es pseudoinvex-II), pero no es invex. Y por ejemplo, f(x) = (x2, 5) es
pseudoinvex-I y no pseudoinvex-II.
En consecuencia, las relaciones entre las funciones invex, pseudoinvex-I y
pseudoinvex-II para p > 1 se pueden representar en la Figura 2.
✬
✫
✩
✪
PSEUDOINVEX-II
✬
✫
✩
✪
PSEUDOINVEX-I✬
✫
✩
✪
INVEX
Figura 2: Relaciones entre las funciones invex y pseudoinvex-I y II.
En Maeda (1994) podemos encontrar, que bajo condiciones adecuadas de re-
gularidad del problema, si x¯ es una solucio´n eficiente entonces podemos asegurar
que los multiplicadores de la funcio´n objetivo son estrictamente positivos, es de-
cir, no se anula ninguno (puntos cr´ıticos vectoriales fuertes). Las hipo´tesis menos
exigentes sobre las funciones que formulan el problema y que permitan asegu-
rar que todos los puntos cr´ıticos fuertes son soluciones eficientes o propiamente
eficientes es una cuestio´n abierta.
3. Programacio´n matema´tica multiobjetivo diferenciable
con restricciones
Centre´monos ahora en el problema de optimizacio´n con objetivos mu´l-
tiples cuando el conjunto X esta´ definido mediante desigualdades funcionales,
es decir X = {x ∈ S ⊆ Rn : gj(x) ≤ 0, j = 1, ...,m}. Comenzaremos supo-
niendo que las restricciones, al igual que las funciones que definen los objetivos,
son funciones diferenciables en el abierto S. En Hanson (1981) se sen˜ala que la
convexidad del problema implica las siguientes desigualdades
f(x)− f(y)− (x− y)T∇f(y) ≥ 0
gj(x)− gj(y)− (x− y)T∇gj(y) ≥ 0 j = 1, ...,m
∀x, y ∈ S,
Generalized convexity: Their applications to multiobjective programming 125
pero que la forma funcional del factor x− y no juega ningu´n papel a la hora de
establecer las siguientes dos importantes propiedades de los problemas convexos:
(A) Todos los puntos de Karush-Kuhn-Tucker son mı´nimos globales del pro-
blema y
(B) no existe duality gap.
En Martin (1985) se definio´ un problema HC-invex cuando exist´ıa una funcio´n
η tal que
f(x)− f(y)− η(x, y)T∇f(y) ≥ 0
gj(x)− gj(y)− η(x, y)T∇gj(y) ≥ 0 j = 1, ...,m
∀x, y ∈ S.
La HC-invexidad es suficiente para garantizar que (A) y (B) se verifiquen, aun-
que como Martin apunto´ es una condicio´n excesivamente fuerte, por lo que de-
finio´ los conceptos de KT-invexidad y WD-invexidad. Considerando esta misma
problema´tica desde el contexto de la programacio´n matema´tica multiobjetivo,
formulemos el problema vectorial con restricciones de desigualdad:
(PMR)
Minimizar f(x)
sujeto a: g(x) ! 0
x ∈ S ⊆ Rn,
donde f = (f1, . . . fp), g = (g1, . . . , gm) : S ⊆ Rn → Rp, son funciones diferen-
ciables definidas en el conjunto abierto S ⊆ Rn.
En el mismo trabajo en que Kuhn y Tucker (1951) presentaron sus con-
diciones para la optimalidad de un problema escalar, tambie´n se presentaban
condiciones de no inferioridad.
Definicio´n 3.1. Un punto factible x¯ para (PMR) se dice que es un punto cr´ıti-
co vectorial de Karush-Kuhn-Tucker, PCVKT, (o que satisface la condicio´n de
eficiencia de Kuhn-Tucker) si existe λ ∈ Rp, µ ∈ Rm tal que
λT∇f(x¯) + µT∇g(x¯) = 0 (3.1)
µT g(x¯) = 0 (3.2)
µ " 0 (3.3)
λ ≥ 0. (3.4)
Teorema 3.1. Si x¯ es una solucio´n de´bilmente eficiente para (PMR) y adema´s
se verifica una cualificacio´n de restricciones, entonces x¯ es un PCVKT.
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Corolario 3.1. Si xˆ es una solucio´n eficiente o propiamente eficiente para
(PMR) y adema´s se verifica una cualificacio´n de restricciones, entonces xˆ es
un PCVKT.
Como ocurre en la programacio´n escalar, para poder caracterizar todas las
soluciones del problema es preciso imponer alguna hipo´tesis adicional sobre las
funciones que definen el modelo.
Definicio´n 3.2. (Osuna et el. (1999)) El (PMR) se dice KT-pseudoinvex-I si
existe una funcio´n vectorial η : S × S → Rn tal que dados dos puntos factibles
x, y se cumple
f(x)− f(y) < 0⇒
{
η(x, y)T∇f(y) < 0
∇η(x, y)T gj(y) ≤ 0, ∀j ∈ I(y)
donde I(y) = {j = 1, . . . ,m : gj(y) = 0}.
Teorema 3.2. (Osuna et el. (1999)) Todo PCVKT es una solucio´n de´bilmente
eficiente para (PMR) si y solo si el (PMR) es KT-pseudoinvex-I.
El resultado puede probarse para puntos eficientes, pero para ello necesita-
remos imponer condiciones de convexidad ligeramente ma´s restrictivas para el
problema.
Definicio´n 3.3. (Arana et al. (2008b) El problema (PMR) se dice KT-pseudoinvex-
II si existe una funcio´n vectorial η : S×S → Rn tal que para cualesqquiera puntos
factibles x, y se cumple
f(x)− f(y) ≤ 0⇒
{
η(x, y)T∇f(y) < 0
η(x, y)T∇gj(y) ≤ 0, ∀j ∈ I(y)
donde I(y) = {j = 1, . . . ,m : gj(y) = 0}.
Con esta definicio´n obtenemos el siguiente teorema:
Teorema 3.3. (Arana et al. (2008b) Cada PCVKT es una solucio´n eficiente
del (PMR) si y solo si (PMR) es KT-pseudoinvex-II.
Observacio´n 3.1. Los teoremas 3.2 y 3.3 dejan al probado en Martin (1985)
para problemas escalares, como caso particular dado que si p = 1 los conceptos
de eficiencia y eficiencia de´bil se corresponden con la optimalidad y las desigual-
dades f(x)− f(y) < 0 y f(x)− f(y) ≤ 0 significan lo mismo.
Como resumen tenemos el siguiente esquema:
KT-pseudoinvex-I ⇐⇒ x es PVCKT ⇐⇒ x es solucio´n de´bilmente eficiente
KT-pseudoinvex-II ⇐⇒ x es PVCKT ⇐⇒ x es solucio´n eficiente
Como resumen de las definiciones anteriores en el caso escalar queda:
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KT-pseudoinvex-I
⇕ ⇐⇒ KT-invex
KT-pseudoinvex-II
Estas equivalencias no se verifican en el caso vectorial. Por ejemplo, el pro-
blema
(P1) Minimizar (x2 + 1,−x2 + 2)
sujeto a: −3 + x ≤ 0
x ∈ R,
es KT-pseudoinvex-II (tambie´n KT-pseudoinvex-I) pero no es KT-invex. Y el
problema
(P2) Minimizar (x2 − 3, 10)
sujeto a: 1 + x ≤ 0
x ∈ R,
es KT-pseudoinvex-I y sin embargo no es KT-pseudoinvex-II.
4. Programacio´n matema´tica multiobjetivo sin
diferenciabilidad
Las condiciones de optimalidad establecidas por Kuhn y Tucker son va´-
lidas para situaciones que pueden modelarse por problemas de programacio´n
matema´tica donde tanto objetivos como conjunto de alternativas factibles pue-
den representarse por funciones diferenciables. Sin embargo es evidente que la
hipo´tesis de diferenciabilidad no esta´ presente en todos los posibles problemas
de optimizacio´n. Por lo anterior es interesante plantearse condiciones de optima-
lidad aplicables a problemas donde las funciones no sean diferenciables, como se
presenta en Clarke (1969).
En el contexto de la programacio´n matema´tica escalar las relaciones entre los
o´ptimos del problema y los puntos que verifican las condiciones de punto de silla
se presentan en Mangasarian (1969). Para los problemas con objetivos mu´ltiples
ha aparecido mucha literatura sobre los llamados problemas non-smooth, aque-
llos que no eran diferenciables, si bien se les supone que son direccionalmente
diferenciables, existe el subdiferencial de Clarke, etc. (a modo de ejemplo, en-
tre otros muchos, Ye (1991), Arana et al. (2010), Slimani et al. (2010), Mishra
(2004a) y Mishra (2004b). No son, sin embargo, abundantes los trabajos que
abordan el problema en ausencia total de hipo´tesis de diferenciabilidad. Pode-
mos encontrar trabajos donde prueban condiciones de optimalidad suponiendo
pre-invexidad de las funciones, Weir et al. (1988) y algunos otros como Preda
(2006) y Gulati et al. (2008).
Definicio´n 4.1. (Osuna et al. (2001)) Diremos que (x¯, r¯, v¯) ∈ Rn × Rp × Rm
es un punto de silla vectorial de Kuhn-Tucker para (PMR) si r¯ ≥ 0, v¯ " 0 y las
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siguientes desigualdades se verifican para todo v ∈ Rm, v " 0 y para todo x ∈ S
r¯T f(x¯) + vT g(x¯) ≤ r¯T f(x¯) + v¯T g(x¯) ≤ r¯T f(x) + v¯T g(x). (4.1)
En Osuna et al. (2001) se demuestra que todos los puntos de silla de Kuhn-
Tucker vectoriales son soluciones de´bilmente eficientes sin ningu´n tipo de reque-
rimiento adicional. Aqu´ı, al contrario que en el caso diferenciable, las condiciones
de optimalidad suficientes no precisan de ninguna hipo´tesis, son las condiciones
necesarias, es decir las que seleccionan a los candidatos a solucio´n, las que pre-
cisan hipo´tesis de convexidad. Estas hipo´tesis pueden ser de tipo de funciones
convexlike o como demuestran Osuna et al., ma´s generales.
Definicio´n 4.2. (Yang (1992)) Diremos que f : S ⊆ Rn → Rp es una funcio´n
subconvexlike generalizada en S si existe un vector u ∈ Rp, u > 0, tal que para
todo α ∈ (0, 1), para cualesquiera x1, x2 ∈ S y para cualquier ϵ > 0, existe x3 ∈ S
y un escalar ρ > 0 que verifican
ϵu+ αf(x1) + (1− α)f(x2) ! ρf(x3). (4.2)
Esta definicio´n que en principio puede parecer truculenta nos permite garan-
tizar que el conjunto imagen F (X)+Rp+ sea convexo, ya que es e´sta la propiedad
geome´trica que junto con los teoremas de alternativa establecen las condiciones
de optimalidad.
Teorema 4.1. (Osuna et al.(2001)) Si (f−f(x¯), g) es una funcio´n subconvexlike
generalizada, el punto x¯ es de´bilmente eficiente para (PMR) y este problema
verifica la cualificacio´n de Slater, entonces existen unos vectores r¯ y v¯ tales que
(x¯, r¯, v¯) es un punto de silla de Kuhn-Tucker para el problema (PMR).
Trabajos posteriores han sido publicados sobre las condiciones para obtener
la optimalidad de los problemas non-smooth, sin embargo no podemos encon-
trar ninguno que al igual que se ha hecho para la programacio´n diferenciable
encuentre las condiciones ma´s de´biles exigibles al problema para poder caracte-
rizar completamente al conjunto de soluciones a partir de condiciones de tipo
anal´ıtico.
5. Relacio´n con problemas escalares
Desde los trabajos pioneros en optimizacio´n multiobjetivo se ha conside-
rado que una de las principales te´cnicas de resolucio´n de los mismos pasaba por
encontrar las relaciones con problemas escalares asociados, para los cuales los
me´todos de resolucio´n tanto desde el punto de vista teo´rico como computacio-
nal esta´n ampliamente desarrollados. Uno de esos problemas escalares asociados
es el conocido como problema ponderado, que responde al criterio del decisor de
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combinar todos los objetivos en uno solo mediante una combinacio´n lineal donde
a cada objetivo se le asocia una importancia relativa mediante un peso.
(Pw)
Minimizar wT f(x)
sujeto a: g(x) ! 0
x ∈ S ⊆ Rn,
con w ∈ Rp, w ≥ 0 y sin pe´rdida de generalidad podemos suponer que wT e = 1.
Geoﬀrion (1968) establecio´ el siguiente resultado fundamental.
Teorema 5.1. Sea w > 0 (w ≥ 0), si x¯ es solucio´n de (Pw), entonces x¯ es
solucio´n propiamente (de´bilmente) eficiente para (PMR).
Luego, cualquier solucio´n de un problema ponderado es solucio´n del problema
multiobjetivo, sin embargo es evidente que esto no nos permite alcanzar a ”todo”
el conjunto de soluciones del problema mu´ltiple a partir de la resolucio´n de
problemas escalares. Pueden existir soluciones que no sean alcanzables mediante
los problemas ponderados, a menos que garantizemos que las funciones objetivo
y las restricciones verifican alguna hipo´tesis adicional. Por supuesto resulta de
intere´s conocer cua´l es el conjunto o la clase de funciones ma´s general para las
cuales estamos seguros de alcanzar todo el conjunto eficiente (de´bil o propio) a
partir de una resolucio´n sistema´tica de problemas escalares ponderados.
Este problema esta´ resuelto so´lo parcialmente. En Osuna et al. (1999) y
Osuna et al. (2001) podemos encontrar los siguientes resultados.
Teorema 5.2. Todos los puntos de´bilmente eficientes resuelven algu´n problema
ponderado si cualquier problema ponderado es KT-invex.
Teorema 5.3. Si x¯ es una solucio´n de´bilmente (propiamente) eficiente, la fun-
cio´n vectorial (f−f(x¯), g) es subconvexlike generalizada y se verifica la cualifica-
cio´n de Slater, entonces x¯ resuelve un problema ponderado (con vector de pesos
estrictamente positivos).
Es decir, la conclusio´n es que podemos garantizar alcanzar todas las solu-
ciones de´bilmente eficientes a partir de una resolucio´n sistema´tica de problemas
escalares si cualquier combinacio´n lineal positiva de los objetivos es invex (o
pseudoinvex porque ser´ıa una funcio´n escalar).
Ser´ıa tambie´n interesante plantearse un resultado ana´logo para las soluciones
eficientes y propiamente eficientes, para las cuales se produce una situacio´n un
tanto enigma´tica (al menos no resuelta en la literatura). Si el vector de pesos
es estrictamente positivo, todas las soluciones de los problemas ponderados no
nos permiten alcanzar las soluciones eficientes, sino las propiamente eficientes
(es decir un subconjunto de las eficientes). Y si el vector de pesos tiene alguna
componente nula, so´lo puedo asegurar que la solucio´n es de´bilmente eficiente, no
eficiente. Queda por tanto como cuestio´n abierta la relacio´n entre el conjunto de
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soluciones eficientes y las soluciones de los problemas en los que se optimiza una
combinacio´n lineal ponderada de los objetivos.
Otra forma cla´sica de escalarizacio´n de un problema multiobjetivo es median-
te los conocidos como problemas ϵ-restringidos, que responden a la situacio´n en
la que el decisor establece unos niveles a cumplir para todos los objetivos, excepto
para uno, el cual quiere que sea lo ma´s satisfactorio posible.
(Pk(ϵ)) Min fk(x)
s.a: x ∈ X ⊆ Rn
fj(x) ≤ ϵj
∀ j = 1, 2, ...p.
Para evitar los problemas de infactibilidad se suele usar como ϵj = fj(x¯) con
j ̸= k y x¯ ∈ X. A estos problemas se les denota por Pk(x¯).
Las relaciones entre las soluciones del problema multiobjetivo y las soluciones
de Pk(x¯) se recogen en los siguientes teoremas.
Teorema 5.4. (Chankong et al. (1983)) xˆ ∈ X resuelve Pk(xˆ) para todo k ⇔
xˆ es eficiente. Y si xˆ ∈ X resuelve Pk(x¯) para algu´n k y la solucio´n es u´nica,
entonces xˆ es eficiente.
Teorema 5.5. (Chankong et al. (1983)) Si x¯ ∈ X resuelve Pk(x¯) para algu´n k
entonces x¯ es de´bilmente eficiente.
Para garantizar el rec´ıproco del teorema anterior se precisa alguna hipo´tesis
adicional sobre la funcio´n f .
Definicio´n 5.1. Diremos que f es expl´ıcitamente cuasiconvexa si se verifica que
para cualquier par x, y ∈ X se satisfacen:
• fj(z) ≤ max{fj(x), fj(y)}, con z ∈ [x, y],
• si fj(x) ̸= fj(y), fj(z) < max{fj(x), fj(y)}, con z ∈ (x, y)
para todo j = 1, ..., p.
Teorema 5.6. ( Ruiz et al. (1995)) Si f es expl´ıcitamente cuasiconvexa, en-
tonces x¯ es de´bilmente eficiente ⇔ x¯ ∈ X resuelve Pk(x¯) para algu´n k.
Adema´s, la definicio´n 5.1 mantiene para los problemas multiobjetivos una de
las propiedades ma´s interesantes de las funciones convexas, la garant´ıa de que
bajo convexidad las soluciones locales son globales.
Teorema 5.7. (Ruiz et al. (1995)) Sea f una funcio´n expl´ıcitamente cuasi-
convexa. Entonces si x¯ ∈ X es localmente eficiente, entonces es globalmente
eficiente.
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6. Dualidad
Todo problema de programacio´n matema´tica admite un problema dual
que lo caracteriza, y de tal forma que, resuelto e´ste, se puede resolver aque´l.
En muchos casos se da la circunstancia de que el problema dual es ma´s sencillo
de resolver que el primal (es decir, que el problema inicialmente planteado).
Un uso habitual de la dualidad, tambie´n, es proporcionar cotas para los valores
o´ptimos de la funcio´n objetivo cuando se usan aproximaciones. El problema
dual nos permitira´ tambie´n analizar los cambios en los valores o´ptimos cuando
se modifica la parte derecha de las restricciones. Es lo que se conoce como el
ana´lisis de sensibilidad.
Considerados dos problemas (A) y (B) diremos que (B) puede ser llamado
dual de (A) si se verifican las siguientes dos condiciones:
1. Dualidad de´bil: los valores objetivo de (A) son mayores o iguales que los
de (B) para cualesquiera puntos factibles de (A) y (B), respectivamente.
2. Dualidad fuerte e inversa: Si (A) alcanza un o´ptimo en algu´n punto, en-
tonces (B) alcanza un o´ptimo en otro punto y los valores objetivo o´ptimos
coinciden y viceversa.
Consideremos el problema de optimizacio´n multiobjetivo con restricciones
(PMR) donde las restricciones y los objetivos son funciones diferenciables en S.
Seguiremos notando por X el conjunto factible de este problema primal como
X = {x ∈ S ⊆ Rn, tal que g(x) ! 0}.
Los diferentes intentos de generalizar la teor´ıa de la dualidad para poder
aplicarla a los problemas multiobjetivos han dado lugar a una amplia literatura,
donde se proponen distintos problemas duales para (PMR). Podemos citar desde
los pioneros trabajos de Rosinger (1978), Tanino et al. (1979) y Luc (1984), entre
otros, a trabajos ma´s actuales como Ahmad (2005), Gulati et al. (2007), Antczak
(2009) y Gao (2014), por mencionar algunos.
Definicio´n 6.1. Llamaremos dual de Wolfe multiobjetivo asociado a (PMR) al
problema formulado como:
(DW ) Max f(y) + µT g(y)e,
s.a: λT∇f(y) + µT∇g(y) = 0,
µ " 0,
λ ≥ 0, λT e = 1,
y ∈ S.
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Definicio´n 6.2. Llamaremos dual de Mond-Weir multiobjetivo asociado a (PMR)
al problema formulado como:
(DMW ) Max f(y),
s.a : λT∇f(y) + µT∇g(y) = 0,
µT g(y) ≥ 0,
µ " 0,
λ ≥ 0, λT e = 1,
y ∈ S.
Denotamos por UW y por UMW los conjuntos factibles para el dual de Wolfe
y de Mond-Weir respectivamente.
Teorema 6.1. (Dualidad De´bil) (Osuna (1996)) Sean x ∈ X, (y,λ, µ) ∈ UW ,
supongamos que f y g son invex sobre S respecto al mismo η. Entonces
f(x) ≮ f(y) + µT g(y)e.
Teorema 6.2. (Dualidad Fuerte) (Osuna (1996)) Sea x¯ una solucio´n de´bil-
mente eficiente (propiamente eficiente) para (PMR) y supongamos que una cua-
lificacio´n de restricciones es satisfecha. Si f y g son invex respecto al mismo
vector η, entonces existe (λ¯, µ¯) tal que (x¯, λ¯, µ¯) es solucio´n de´bilmente eficiente
(propiamente eficiente) para (DW) y µ¯T g(x¯) = 0.
Teorema 6.3. (Dualidad Inversa) (Osuna (1996)) Sean f y g invex respecto a
la misma funcio´n η y supongamos que f y g son dos veces diferenciables. Sea
(y¯, λ¯, µ¯) una solucio´n de´bilmente eficiente para (DW). Si la matriz Hessiana
∇2λ¯T f(y¯) + ∇2µ¯T g(y¯) es definida positiva o negativa, entonces y¯ es solucio´n
de´bilmente eficiente para (PMR).
Para el problema dual multiobjetivo tipo Mond-Weir se han probado tambie´n
los correspondientes teoremas de dualidad bajo distintas hipo´tesis de convexidad
generalizada.
Teorema 6.4. (Dualidad De´bil) (Osuna (1996)) Sean x ∈ X, (y,λ, µ) ∈ UMW ,
supongamos que f y g son invex sobre X respecto al mismo η. Entonces
f(x) ≮ f(y).
Teorema 6.5. (Dualidad Fuerte) (Osuna (1996)) Sea x¯ una solucio´n de´bilmen-
te eficiente para (PMR) y supongamos que una cualificacio´n de restricciones es
satisfecha. Si f y g son invex respecto al mismo vector η, entonces existe (λ¯, µ¯)
tal que (x¯, λ¯, µ¯) es solucio´n de´bilmente eficiente para (DMW).
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Teorema 6.6. (Dualidad Inversa) (Osuna (1996)) Sean f y g invex respecto a
la misma funcio´n η y supongamos que f y g son dos veces diferenciables. Sea
(y¯, λ¯, µ¯) una solucio´n eficiente para (DMW). Si la matriz Hessiana ∇2λ¯T f(y¯)+
∇2µ¯T g(y¯) es definida positiva o negativa y los vectores {∇fi(u¯) : i = 1, ..., p}
son linealmente independientes, entonces y¯ es solucio´n eficiente para (PMR).
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