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ABSTRACT
In this paper a region-based color image indexing and retrieval al-
gorithm is presented. As a basis for the indexing, a novel K-Means
segmentation algorithm is used, modified so as to take into account
the coherence of the regions. A new color distance is also defined
for this algorithm. Based on the extracted regions, characteristic
features are estimated using color, texture and shape information.
An important and unique aspect of the algorithm is that, in the
context of similarity-based querying, the user is allowed to view
the internal representation of the submitted image and the query
results. Experimental results demonstrate the performance of the
algorithm. The development of an intelligent image content-based
search engine for the World Wide Web is also presented, as a direct
application of the presented algorithm.
1. INTRODUCTION
Very large collections of images are growing ever more common.
From stock photo collections to proprietary databases to the Web,
these collections are diverse and often poorly indexed; unfortu-
nately, image retrieval systems have not kept pace with the col-
lections they are searching. Following recent developments, new
multimedia standards, such as MPEG-4 and MPEG-7, do not con-
centrate only on efficient compression methods but also on provid-
ing better ways to represent, integrate and exchange visual infor-
mation [1, 2]. These efforts aim to provide the user with greater
flexibility for “content-based” access and manipulation of multi-
media data.
The shortcomings of indexing and retrieval systems [3, 4, 5]
are due both to the image representations they use and to their
methods of accessing those representations to find images:
 While users often would like to find images containing par-
ticular objects, most existing image retrieval systems rep-
resent images based only on their low-level features, with
little regard for the spatial organization of those features.
 Systems based on user querying are often unintuitive and
offer little help in understanding why certain images were
returned and how to refine the query. Often the user knows
only that she has submitted a query for, say, a bear and re-
trieved very few pictures of bears in return.
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 For general image collections, there are currently no sys-
tems that automatically classify images or recognize the ob-
jects they contain.
In order to overcome these problems, a region-based color
indexing and retrieval algorithm is presented [6, 7]. As a ba-
sis for the indexing, a novel K-Means segmentation algorithm is
used, modified so as to take into account the coherence of the re-
gions. A new color distance is also defined for this algorithm. The
L

a

b
 colour space is used [8], which is related to the CIE 1931
XYZ standard observer through a nonlinear transformation. The
L

a

b
 is a suitable choice because it is a perceptually equalised
colour space, i.e. the numerical distance in this space is propor-
tional to the perceived colour difference. Based on the extracted
regions, characteristic features are estimated using color, texture
and shape information. An important and unique aspect of the
algorithm is that, in the context of similarity-based querying, the
user is allowed to view the internal representation of the submitted
image and the query results. More specifically, in a querying task,
the user can access the regions directly in order to see the segmen-
tation of the query image and specify which aspects of the image
are central to the query.
The development of an intelligent image content-based search
engine for the World Wide Web is also presented, as a direct ap-
plication of the presented algorithm. Information Web Crawlers
continuously traverse the Internet and collect images that are sub-
sequently indexed based on the integrated feature vectors. These
features along with additional information such as the URL lo-
cation and the date of index procedure are stored in a database.
The user can access and search this indexed content through the
Web with an advanced and user friendly interface. The output of
the system is a set of links to the content available in the WWW,
ranked according to their similarity to the image submitted by the
user.
The paper is organised as follows. In Section 2 the K-Means
region extraction algorithm is presented. In Section 3 the descrip-
tors of each region are given, while the quering procedure is pre-
sented in Section 4. Experimental results and the content-based
search engine for the World Wide Web application are presented
in Section 5.
2. REGION EXTRACTION
As a basis for the indexing, the K-Means algorithm is used. Clus-
tering based on the K-Means algorithm is a widely used region
segmentation method [9, 10] which, however tends to produce un-
connected regions. This is due to the propensity of the classical
K-Means algorithm to ignore spatial information about the inten-
sity values in an image, since it only takes into account the global
intensity or color information. In order to alleviate this problem,
we propose the use of an extended K-Means algorithm: the K-
Means-with-connectivity-constraint algorithm. In this algorithm
the spatial proximity of each region is also taken into account by
defining a new center for the K-Means algorithm and by integrat-
ing the K-Means with a component labeling procedure.
For the sake of easy reference we shall first describe the tradi-
tional K-Means algorithm (KM):
 Step 1 For every region s
k
; k = 1; : : : ; K, random initial
intensity values are chosen for the region intensity centers

I
k
.
 Step 2 For every pixel p = (x; y), the difference is eval-
uated between I(x; y), where I(x; y) is the intensity value
of the pixel and I
k
; k = 1; : : : ; K. If jI(x; y)   I
i
j <
jI(x; y)  

I
k
j for all k 6= i, p(x; y) is assigned to region
s
i
.
 Step 3 Following the new subdivision, I
k
is recalculated. If
M
k
elements are assigned to s
k
then: I
k
=
1
M
k
P
M
k
m=1
I(p
k
m
),
where pk
m
; m = 1; : : : ;M
k
, are the pixels belonging to re-
gion s
k
.
 Step 4 If the new I
k
are equal with the old then stop, else
goto Step 2.
The results of the application of the above algorithm are im-
proved using the K-Means with connectivity constraint (KMC) al-
gorithm, which consists of the following steps:
 Step 1 The classical KM algorithm is performed for a small
number of iterations. This result in K regions, with color
centersI
k
defined as:

I
k
=
1
M
k
M
k
X
m=1
I(p
k
m
); (1)
where I(p) are the color components of pixel p in the Lab
color space, i.e. I(p) = (I
L
(p); I
a
(p); I
b
(p)). Spatial
centers S
k
= (

S
k;X
;

S
k;Y
); k = 1; : : : ; K for each region
are defined as follows:

S
k;X;Y
=
1
M
k
M
k
X
m=1
p
k
m;X;Y
; (2)
where pk = (pk
X
; p
k
Y
). The area of each region A
k
is
defined as A
k
= M
k
and the mean area of all regions

A =
1
K
P
K
k=1
A
k
.
 Step 2 For every pixel p = (x; y) the color differences
are evaluated between center and pixel colors as well as the
distances between p and S. A generalized distance of a
pixel p from a subobject s
k
is defined as follows:
D(p; k) =

1

2
I
kI(p) 

I
k
k+

2

2
S

A
kp 

S
k
k
A
k
; (3)
where k  k is the Euclidean distance, 2
I
; 
2
S
are the stan-
dard deviations of color and spatial distance, respectively
and 
1
; 
2
are regularization parameters. Normalization of
the spatial distance, kp  S
k
k with the area of each subob-
ject, A
A
k
is necessary in order to allow the creation of large
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Fig. 1. (a) Original image “Claire’, (b) Result of the KMC algo-
rithm (Step 2, first iteration). (c) Result of the component labeling
algorithm (Step3). (d) The final segmentation after only four iter-
ations.
connected objects; otherwise, pixels with similar color and
motion values with those of large object would be assigned
to neighboring smaller regions. If jD(p; i)j < jD(p; k)j
for all k 6= i, p = (x; y) is assigned to region s
i
.
 Step 3 Based on the above subdivision, an eight connec-
tivity component labeling algorithm is applied. This algo-
rithm finds all connected components and assigns a unique
value to all pixels in the same component. Regions whose
area remains below a predefined threshold are not labeled
as separate regions. The component labeling algorithm pro-
duces L connected regions. For these connected regions,
the colorI
l
and spatial S
l
and motion centers l = 1; : : : ; L,
are calculated using equations (1) and (2) respectively.
 Step 4 If the difference between the new and the old centers

I
l
and S
l
is below a threshold, then stop, else goto Step 2
with K = L using the new color and spatial centers.
Through the use of this algorithm the ambiguity in the selec-
tion of number K of regions, which is another shortcoming of the
K-Means algorithm, is also resolved. Starting from any K, the
component labeling algorithm produces or rejects regions accord-
ing to their compactness. In this way K automatically adjusted
during the segmentation procedure.
In Fig. 1 an example of the segmentation procedure is shown.
In Fig. 1a the original image of the videoconference image ”Claire”
of size 176  144 is shown. In Fig. 1b the result of the first itera-
tion of the KMC algorithm is shown (result of Step 2 of the KMC
algorithm, for the first iteration). In Fig. 1c the result of the com-
ponent labeling algorithm is shown (Step 3 of the algorithm). The
initial number of subobject was set to K = 5 and the component
labeling algorithm produced L = 6 regions. In Fig. 1d the final
segmentation after only four iterations is shown.
3. REGION DESCRIPTORS
We store a simple description of each region’s color, texture and
spatial characteristics. For each extracted region k, the color cen-
ters I
k
as estimated during the segmentation procedure are stored.
For each image region we also store the mean texture descriptors
(i.e., anisotropy, orientation, contrast).
The geometric descriptors of the region are simply the spatial
center S
k
and covariance or scatter matrix C
k
of the region. The
centroid S
k
provides a notion of position, while the scatter matrix
provides an elementary shape description. In the querying process
discussed in Section 4, centroid separations are expressed using
Euclidean distance. The determination of the distance between
scatter matrices, which is slightly more complicated, is based on
the three quantities [det(S)]1=2 = p
1

2
, 1   
1
=
2
and  (
1
and 
2
are the eigenvalues and  the argument of the principal
eigenvector of C
k
). These three quantities represent approximate
area, eccentricity and orientation.
Specifically, if pk
m
= [p
k
m;X
; p
k
m;Y
]
T
; m = 1; : : : ; M
k
are the pixels belonging to region k with coordinates pk
m;X
; p
k
m;Y
then the covariance (or scatter) matrix of region k is
C
k
=
1
M
k
M
k
X
m=1
(p
k
m
 

S
k
) (p
k
m
 

S
k
)
T
:
Let 
i
; u
i
; i = 1; 2 be its eigenvalues and eigenvectors: C
k
u
i
=

i
u
i
with uT
i
u
i
= 1; u
T
i
u
j
= 0; i 6= j and 
1
 
2
.
As is known from Principal Component Analysis (PCA), the prin-
cipal eigenvector u
1
defines the orientation of the region and u
2
is
perpendicular to u
1
. The two eigenvalues provide an approximate
measure of the two dominant directions of the shape.
4. IMAGE RETRIEVAL BY QUERYING
In our system, similarly to that in [11], the user composes a query
by submitting an image to the segmentation/feature extraction al-
gorithm in order to see its segmented representation, selecting the
regions to match, and finally specifying the relative importance
of the region features. Once a query is specified, we score each
database image based on how closely it satisfies the query. The
score 
i
for each query is calculated as follows:
1. Find the feature vector f
i
for the desired region s
i
. This
vector consists of the stored color, position, and shape de-
scriptors (Section 3).
2. For each region s
j
in the database image:
(a) Find the feature vector f
j
for s
j
.
(b) Find the Mahalanobis distance between f
i
and f
j
us-
ing the diagonal covariance matrix (feature weights)
 set by the user: d
ij
= [(f
i
  f
j
)
T

 1
(f
i
 
f
j
)]
1=2
.
(c) Measure the similarity between f
i
and f
j
using 
ij
=
e
d
ij
2
. This score is 1 if the regions are identical in all
relevant features; it decreases as the match becomes
less perfect.
3. Take 
i
= max
j

ij
.
We then rank the images according to the overall score and
return the best matches, along with their related information.
5. EXPERIMENTAL RESULTS
The proposed algorithm has been used for indexing and retrieval
of color images. In Fig. 3 the results of a query are shown. In
Fig. 3a,b the input image and its segmented representation are
shown, respectively. The segmented regions correspond to seman-
tic objects, allowing efficient indexing and retrieval. Black areas
of the segmented image correspond to unsorted regions. The user
starts a query by selecting the facial region. The algorithm returns
a set of images (the first image is always the submitted one) also
containing the selected facial region and a fireworks image, which
contains a region very similar in color and shape to the submitted
one. Most of the results appear to have high semantic relevance
with the submitted image. In Fig. 4 the user starts a query by
Fig. 2. General System Architecture.
selecting the sea region. The retrieved images contain a similar
region, which is also a sea or a sky region.
The proposed algorithm can be used for the development of an
intelligent image content-based search engine for the World Wide
Web 1. To allow efficient search of the visual information, a highly
automated system is needed that regularly traverses the Web, de-
tects visual information and processes it in such away to allow for
efficient and effective search and retrieval [5]. The overall system
is split into two parts: (i) the off-line part and (ii) the on-line or
user part.
In the off-line part, Information Crawlers, continuously tra-
verse the WWW, collect images and transfer them to the central
Server for further processing (Fig. 2). Then the image indexing al-
gorithms process the image in order to extract descriptive features.
These features along with information of the images such as URL,
date of process, size and a thumbnail are stored in the database. In
this stage the full size initial image is discarded.
In the on-line part, a user connects to the system through a
common Web Browser using the HTTP protocol. The user can
then submit queries either by example images or by simple im-
age information (size, date, initial location, etc). The query is
then processed by the server and the retrieval phase begins; the
indexing procedure is repeated again for the submitted image and
then the extracted features are matched against those stored in the
database. The results containing the URL as well as the thumb-
nail of the similar images are presented to the user by creating an
HTML page using the PHP scripting language. The results are
ranked according to their similarity to the submitted image.
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