ABSTRACT For nonlinear systems with state inequality constraints, the existing unscented recursive filtering methods utilize the constraint information in the sampling and update steps, rather than the prediction step. In practice, the constraints are known a priori and they are always satisfied by any true trajectory. To sufficiently incorporate the valuable information, this paper proposes a constrained unscented recursive filter, which applies the constraints to the whole filtering procedures. First, the constrained dynamic model is constructed by using the system projection technique, which optimally fuses the constraint information and the unconstrained dynamics. Next, the state evolutions of general inequality constraints and their special forms are derived, including linear inequality constraints (LIEC), quadratic inequality constraints (QIEC), and coexistence of LIEC and QIEC. Especially, it is proved that the dynamic model with constraints has a smaller uncertainty than the one without constraints, implying that introducing inequality constraint information definitely improves modeling accuracy. Finally, the numerical simulations in the context of target tracking verify the superiority of the proposed unscented recursive filter over the typical constrained ones for inequality constrained systems.
I. INTRODUCTION
In many practical applications, the state variables are subject to certain constraints due to physical limitations and mathematical properties [1] . For example, in aircraft tracking, the aircraft is required to fly within the given filght envelope [2] ; in ground target movement, the target does not violate the road constraints [3] - [5] or beyond a maximum speed (or acceleration [6] ); in attitude determination, the quaternion representation of the spacecraft attitude obeys the unit norm constraint [7] ; in the lighting system, the electric energy consumption is constrained for energy saving [8] - [10] . In principle, such constraints contain valuable information about the system and can be useful for improving state estimates. Hence, a number of constrained filtering approaches have been developed in recent years, including equalityconstrained filtering and inequality-constrained filtering.
For the equality-constrained filtering, the available methods include model reduction, pseudo measurement, estimate
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projection and system projection. The model reduction method converts a constrained state estimation problem to a low-dimension unconstrained equivalent one through eliminating the dependence of state components [11] , [12] , and thus reduces the complexity of the system to be estimated. Nevertheless, the resultant state may lose physical meanings and different model reductions bring out instinct state estimations. The pseudo measurement method treats the equality constraints as perfect measurements without measurement noise and then uses a classical unconstrained filter for state estimation [13] . However, it is likely to produce a singular covariance matrix caused by perfect measurements, which results in the numerical problems [14] , [15] . The estimate projection method projects unconstrained state estimate onto the equality constraint surface by constructing constrained optimization functions [16] - [18] . Especially, twice projection procedure is applied to the nonlinear equality constrained systems for obtaining better state estimation [1] . However, this method does not consider the effect of constraints on the given (unconstrained) dynamic model [19] . The system projection method utilizes Gram-Schmidt decomposition to derive a linear equality constrained (LEC) dynamic model [20] , and its optimality has been proved in some sense. In addition, a unified constrained dynamic modeling framework is proposed to deal with more general equality constraints [19] , by which predicted sigma points based on deterministic sampling or random sampling naturally satisfy those constraints.
The methods of truncation and projection have been developed for inequality-constrained filtering. The truncation method is to truncate probability distribution function (PDF) by incorporating constraint information. The study in [3] calculates the first-two moments of the truncated posterior PDF at constraints using the Monte Carlo sampling. However, state estimation may fail to be obtained since too many samples lie outside of the constraint set [21] . Another study obtains the truncated prior PDF by utilizing the likelihood, but it assumes that the measurement function is a bijective function and the measurement noise PDF has a bounded constraint [22] , [23] . In addition, the mean density truncation [24] devotes to imposing the constraints on the mean of the posterior distribution rather than on the all samples [25] , [26] , and is further investigated to solve the problems of the dynamic electroencephalography source localization [27] and hand movement discrimination [28] . The projection method includes estimate projection(EP), moving horizon estimation (MHE) and unscented recursive nonlinear dynamic data reconciliation (URNDDR). The EP [29] is to search the constrained estimate being closest to the unconstrained estimate under certain conditions. The MHE takes into account the constraints throughout the estimation process and provides a constrained estimate directly. It offers high quality constrained estimate at the cost of enormous computation for its non-recursive nature [30] . The URNDDR is based on the idea that the sampling and updated point sets satisfy constraints [31] - [33] . Sampling point set of the unscented transformation (UT) is projected onto the constrained space by introducing scaling factors. And the updated point set consists of solutions of constrained optimization functions constructed by the information about measurement and prediction. It has been verified that the URNDDR achieves better estimation performance [31] .
In the nonlinear systems, the existing unscented recursive filters only apply the inequality constraint information to the sampling and update steps, rather than the prediction step. This is because it is difficult to incorporate the constraints into the prediction step, especially for complex systems (e.g., nonlinear systems with nonlinear constraints). Nevertheless, it is known a priori that any true trajectory naturally satisfies those constraints. Therefore, it is necessary to find an approach in which the sigma points always satisfy the inequality constraints in the sampling, prediction and update steps.
In this paper, our main contribution is to propose an unscented recursive filter for inequality constrained systems (URFICS). Considering that true trajectory should satisfy constraints, the proposed filter applies the constraints to the whole filtering procedures. Such the treatment sufficiently fusing the constraint information would intuitively result in better estimation accuracy. First, in order to obtain constrained sigma points in the sampling and update steps, we impose the constraints on prior sigma points and updated ones. Second, a constrained dynamic model which is not considered in the URNDDR is presented to guarantee that predicted sigma points satisfy those constraints, which optimally integrates the constraints and the given dynamic model by using the system projection technique. To our knowledge, rare researches investigated the construction of the dynamic model with inequality constraints. Next, we derive the state evolutions of general inequality constraints and three special forms via applying a constrained optimization technique, including linear inequality constraints (LIEC), quadratic inequality constraints (QIEC) and coexistence of LIEC and QIEC (CIEC). Especially, we obtain a property of the constrained dynamic system, that is, the dynamic model with constraints is more accurate than the one without constraints. Finally, the numerical simulations in the context of target tracking demonstrate the superiority of the proposed unscented recursive filter over the typical constrained ones for inequality constrained systems.
This paper is organized as follows. Section II presents the problem formulation and briefly reviews the URNDDR. Also, it proposes a strategy for efficiently improving the URNDDR. Section III is devoted to a criterion for optimally fusing the constraint information and the given dynamic system. Furthermore, different state evolutions are derived under different constraint forms and the URFICS is provided to incorporate the constraint information into the whole filtering procedures. In Section IV, the effectiveness of the URFICS is demonstrated by three numerical simulations of target tracking. Finally, the conclusion is drawn in Section V.
II. PROBLEM FORMULATION
Here, we consider the filtering problem of a nonlinear system with general inequality constraints. The nonlinear system is defined by a dynamic model and a measurement model, that is,
and the inequality constraint set is
where
x k ∈ R n and y k ∈ R m represent the state and measurement at time k, respectively. f k is the known system evolution function. h k is the known measurement function. The sequences {w k ∈ R n } and {v k ∈ R m } are assumed to be independent Gaussian white noise processes with known covariance matrix Q k and R k , respectively. I k is a convex feasible set As shown in Fig. 1 , the URNDDR includes three steps: constrained unscented transformation (CUT), prediction and update.
The CUT step shown in Table 1 is
wherex k|k and P k|k denote the posterior estimate and posterior covariance, respectively. χ k|k,i and α k,i denote the ith sigma point and the corresponding weight, respectively. The scaling parameter θ k,i is introduced to guarantee that the sigma point satisfies those constraints.
where n is the dimension of the statex k|k . s k,τ +1 = ( P k|k ) τ and s k,τ +n+1 = −( P k|k ) τ as the directions along which the sigma points are selected. ( P k|k ) τ is the τ -th column of matrix square root of P k|k , τ = 1, . . . , n. s j k,i is the j-th component of vector s k,i . The choice of parameter κ is the same as that in the unscented Kalman filter (UKF) [34] . Fig. 2 gives the geometric interpretation of (5) with a two-dimensional state space (n = 2), where a curve line inequality constraint g k (x k ) ≤ 0 is considered. Points 1-5 are selected by the UKF at time k. After projection, Points 2 and 3 are pushed to Points 2 and 3 by θ k,2 and θ k,3 which are smaller than √ n + κ. Due to the difference of those scaling parameters, weights of sigma points would be different and they are computed in Step 2 of Table 1 . Note that if all sigma points satisfy the constraint, then CUT is identical to UT in the UKF. The prediction step is shown in Table 2 , where predicted sigma points are recalculated to fuse Q [35] and UT(·) represents the sampling process in the UKF. The update step is described in Table 3 , where 2n + 1 constrained optimization functions are calculated.
The URNDDR only utilizes the constraint information in the sampling and update steps, and thus it would be better to incorporate the constraints into the whole filtering procedures, which is analyzed at follows.
• The state evolving as the given dynamic model in Table 2 does not satisfy the constraints, which violates the true nature of the state evolution and is not benefit to the state estimation. To address this problem, it is desired to construct a constrained dynamic model.
• The Mahalanobis distance in the first item of J k+1,i in Table 3 means that predicted covariance P k+1|k = E(x k+1|k −x k+1|k )(·) T is calculated under the unconstrained condition, which results in the lower state estimation accuracy in general. To obtain the better predicted covariance, χ k+1|k,i should properly fuse the prior knowledge, that is, the constraint information. In a nutshell, a dynamic model with constraints should be constructed for achieving better estimation accuracy. Considering that the inequality constraints and the given dynamic model are complementary and inconsistent, this paper proposes an inequality constrained dynamic modeling approach by incorporating the constraints into the dynamic model. Meanwhile, the problem about P k+1|k can be solved. In the next section, we adopt an optimization strategy to construct the constrained dynamic model and give the analytical solutions to different constraint forms.
III. UNSCENTED RECURSIVE FILTERING WITH THE CONSTRAINED DYNAMIC MODEL
To model the inequality constrained dynamic system, here, we construct the following constrained optimization function, that is,
with
where f k (x k ) describes the state transition (evolution behavior) to a certain degree and x k+1|k may not necessarily satisfy the constraints. In order for the evolution state to be consistent with the constraints, the inequality constrained dynamic model is converted into solving (6) and the solution x k+1 optimally fuses the state evolution information and the inequality constraints. Based on (6), the state x k+1 in feasible set is closest to x k+1|k in some distance metric. In this paper, Mahalanobis norm is chosen as the metric since the optimality in the 2 -norm sense has been verified for equality constrained systems. W is a user-defined symmetric and positive definite matrix. For notational simplicity, the time index is omitted in following derivation, and state evolution x k+1|k without constraints is represented by x − . We define the set A as the current inequality constraint set and select it in Subsection III-D. First, for general constraints, given the set A, then it is described as
where the set A makes up of constraint indices and A ⊂ I. Suppose that second derivative of g with respect to x exists in (7) and is continuous on an open neighborhood of x, then the solution of (6) with those general constraints is analyzed. We introduce vector-valued functions
where µ is the number of inequality constraints in set A and µ ≤ n. The state evolution with general inequality constraints is given in Theorem 1.
Theorem 1: Given the constraint set A, the solution of optimization function (6) is equivalent to
where x r+1 is solved by
Suppose that the conditions that r has full row rank and the r is positive definite are satisfied. The constrained state x is obtained by iteration until ||δ x r || ≤ ς, where ς 1. The initial settings are λ 0 = 0 and x 0 = x − , respectively. Proof: For the optimization function (6) with the constraints (7), if x − is outside the set A, then those constraints in set A can be treated as equality constraints. Based on the equality constraints, the Lagrangian function is
where λ = [λ 1 , . . . , λ µ ] T . The first-order necessary conditions are described as
To solve the unknown x and λ, the Newton's method is adopted [36] . If set {x r , λ r } is the rth iteration, then the Newton step from the rth is given by {x r+1 , λ r+1 } = {x r + δ x r , λ r + δ λ r }. The conditions (16) at rth are rewritten as followed
where parameters are defined by (11) , (12) and (13) . Then an increment {δ x r , δ λ r } is calculated by the first-order Taylor expansion at {x r , λ r }, namely,
and r is from (14) . The equivalent form of (17) is
Suppose that conditions that r has full row rank and the r is positive definite are satisfied, the solutions of (18) are (9) and (10) . In particular, from the second-order sufficiency conditions for minimizing J (x, λ) [36], we can see that r is positive definite and r has full row rank near the globally optimal solution. If those conditions are violated, then there is a locally optimal solution in the constraint set A.
Remark 1: Due to x − approximates the truth from the given dynamic model, the initial x is set to be x − and thus the initial λ is zero.
In the following subsections, we discuss three special cases and derive the different analytical solutions as state evolutions, including LIEC, QIEC and CIEC. Then, the implementation procedure of the URFICS is provided in detail.
A. CASE 1: LINEAR INEQUALITY CONSTRAINTS (LIEC)
For linear inequality constraints, g (x) in (7) are described as
Then, those constraints are rewritten as
It is assumed that is full row rank and µ ≤ n, then we have the following results. Theorem 2: Given the set A, the solution of optimization function (6) with LIEC is equivalent to
Proof: For the optimization function (6) with the constraints (19) , if x − is outside the given set A, then constraints in the set A are treated as equality constraints. The necessary conditions (16) are rewritten as
Then, the solution of x is
If x − is outside the set A, then the constrained state evolution from (20) is rewritten as
Given the uncertainty Q in the dynamic system (1)-(2), the process noise w ∼ N (0, Q). From the dynamic model (1) 
B. CASE 2: QUADRATIC INEQUALITY CONSTRAINTS (QIEC)
This subsection considers a specific type of nonlinear constraint-quadratic constraint
where L ∈ R l×n , d ∈ R l×1 and c ∈ R 1 . (24) represents the inequality constraint in (7).
Theorem 3: Given the set A, the solution of optimization function (6) with QIEC is equivalent to
λ is obtained by iteration (33) and has a unique solution in range [0, +∞). Proof: For the constrained optimization (6) with the constraint (24) , if x − is outside the set A, then constraint in the set A is treated as equality constraints. The necessary conditions (16) are rewritten as
and (26) is rewritten as
First, W is decomposed as W = G T G by the Cholesky factorization, where G is an upper triangular matrix of full rank. Then we apply generalized singular value decomposition(GSVD) to decompose matrices G ∈ R n×n and L ∈ R l×n [19] , namely,
where U ∈ R n×n and V ∈ R l×l are both orthogonal matrices, X ∈ R n×n is a nonsingular matrix. G = diag(α 1 , α 2 , . . . , α n ) and
. . , βs) and β i > β s+1 = . . . = βs = 0, i = 1, . . . , s. Assuming W + λL T L is nonsingular, the solution of (28) is
and (29) can be rewritten as
Next, substituting (31) into (30), we define a function ϕ(·) as
and its derivative function is
The given inequality 2 − c 2 < 0, and ϕ(λ) is strictly monotonically decreased from (32) . Therefore, λ exists an unique solution in [0, +∞) and is solved by the Newton's method, which is described as
The above iteration continues until |λ r+1 − λ r | < ς, where ς is a sufficiently small threshold.
The process noise w ∼ N (0, Q) in the dynamic system (1)- (2) . From (25) , the constrained process noise w c is written as w c = Pw, where 
C. CASE 3: COEXISTENCE OF LIEC AND QIEC (CIEC)
We consider the situation, where linear and quadratic inequality constraints coexist and should be dealt with simultaneously, which is commonly encountered in reality. For example, tracking a car on highway is expected to drive within the boundaries and to follow the speed limit. Herein, the inequality constraints in (7) consist of (24) and (19) , which are described as
where vector represents linear inequality constraints, that is, (x) = x − .
Theorem 4: Given the set A, the solution of optimization function (6) with CIEC is equivalent to
For the constrained optimization (6) with the constraints (34), if x − does not satisfy the set A, then those constraints are treated as equality constraints. The necessary conditions (16) are rewritten as
where λ = [λ 2 . . . λ µ ] T . From (36) and (38), we can obtain
The constrained state (35) obtained by substituting (40) into (39) is incorporated into (37) to solve λ 1 which has been calculated in proof of Theorem 3.
D. THE IMPLEMENTATION OF THE URFICS
Within the proposed modeling framework (6), the implementation of the URFICS is listed in Table 4 , where the Steps 2 and 4 follow those in the URNDDR to obtain the constrained sigma points in the sampling and update steps. The state vector in the dynamic system (1) We define a set B k+1 as the inequality constraint set at time k + 1 and the set B k+1 is the corresponding constraint indices. In order to quickly find the inequality constraint boundaries where the optimal solution lies, the initial B k+1 consists of the inequality constraints that are violated by χ k+1|k,i using the given dynamic model. Define that the set C k+1 is a complement to the set B k+1 in I k+1 and the state set C state k+1 is empty, then the implementation of the prediction is as follows. First, check to see whether χ k+1|k,i satisfies the inequality constraint set I k+1 . If so, then the set B k+1 is empty, otherwise those violated constraints are placed to the set B k+1 and the remaining constraints make up the set C k+1 . Next, we choose a constraint subset from the set B k+1 as A ρ , where ρ denotes ρth selection constraint subset. According to different constraint forms, the optimal solution χ i of the optimization function (6) is obtained, which will be derived in detail below. Then, check whether χ i satisfies the constraint set I k+1 . If yes, then χ i is added to the set C state k+1 , otherwise constraints that block χ i in the set C k+1 are added to the set B k+1 . We repeatedly choose the set A ρ+1 from B k+1 until all possible combinations in set B k+1 have been used. Moreover, each component {χ i,j } in C state k+1 is inserted into (6), thus the objective function sequences denoted by {F j } are calculated. Finally, we select the minimum value among {F j } and give the corresponding state which is considered as the optimal solution of (6).
Remark 3: Due to the objective function is strictly convex and the feasible set is convex, the constrained optimization problem (6) has the unique global optimal solution.
IV. NUMERICAL EXAMPLE A. EXAMPLE 1: TRACKING A TARGET WITH LIEC
To demonstrate the effectiveness of the URFICS under the LIEC, we investigate a scenario of the target constrained by a given width route in o-ξ η. The range and bearing measurements are provided by a radar located at the origin (0, 0). The state vector of the target is
where (ξ k , η k ) is the position and (ξ k ,η k ) is the velocity. Meanwhile, the true trajectory of the target is shown in Fig. 3 , and relevant parameters are described in Table 5 , where (ξ 0 , η 0 ) = (15000, 15000). The route width constraints are
] T is 1, the possible active set for different predicted sigma points includes ∅, {1} and {2}. From the target motion pattern, it is natural to choose the well-known constant velocity (CV) model as the dynamic model, which is as follows 
where sampling period T = 2s. q 2 = 300 and R k = diag(5000, 5 × 10 −4 ). The initial estimate and covariance are x 0 = [15000, 80, 15000, 60] T and P 0 = diag (2000, 200, 2000, 200) , respectively. W is set to (Q k ) −1 which contains a physical relationship between the position and velocity to a certain extent and κ = 1.
For a fair comparison, the estimators in this paper have the same parameters, including the standard UKF (SUKF), EP, URNDDR and the proposed URFICS. Note that in the update step of the URFICS, the measurement function is performed local linearization at each predicted sigma point. Fig. 4 gives the root mean square errors (RMSEs) of these estimators about predicted position and velocity over 200 Monte Carlo runs. Compared with the SUKF, the estimators with constraints have lower RMSE levels, meaning that introducing the constraints leads to better performance of estimation. In addition, the URFICS has lower RMSEs than the EP and the URNNDR, implying that the dynamic model with constraint information outperforms the unconstrained one. The RMSEs of estimated position and velocity are shown in Fig. 5 and further illustrate the effectiveness of the proposed URFICS with LIEC. In addition, Table 6 shows the computational complexity comparison of each estimator at the same optimization accuracy. It can be seen that the computational complexities of these constrained estimators increase differently in contrast to the unconstrained one. The computation time of the EP is more than that of the SUKF because it only incorporates the constraint information into the posterior estimate. The proposed URFICS has less computation time than the URNDDR which contains 2n + 1 nonlinear optimizations at each time instant. In conclusion, the proposed one has the highest estimation accuracy and takes less computation time than the URNDDR.
B. EXAMPLE 2: TRACKING A VEHICLE WITH QIEC
To illustrate the superiority of the URFICS with QIEC, we consider a benchmark scenario of a land-based vehicle tracking constrained by a given region in the o-ξ η. In this simulation, the quadratic inequality constraint is Fig. 6 and the parameter list is described in Table 7 . The observer is located at the origin, and the vehicle's positions are observed with sampling rate T = 2s. The nonlinear system is composed by (42) Figs. 7-8 display the RMSEs of predicted and estimated state about position and velocity respectively, where the estimators have the same initial parameters and optimization accuracy for a fair comparison. The computational complexity comparison is shown in Table 8 . The estimation accuracy and computational cost are identical to those in Example 1, that is, the URFICS has the higher estimation accuracy than the SUKF, EP and URNDDR under a quadratic inequality constraint, and its time consumption is less than the URNDDR.
C. EXAMPLE 3: TRACKING A TARGET WITH CIEC
In the above two simulations, the proposed method has the better estimation performance and lower computational cost under LIEC and QIEC. Next, we consider the case that the Fig. 9 depicts the RMSEs of predicted position and velocity, and the performance assessment of estimated state is shown in Fig. 10 . Comparing with the results of Example 1, we find that the more constrained information is utilized, the better the estimation accuracy is. Also, the computational complexity comparison is described in Table 9 . The URFICS has lower RMSE levels than the other estimators and takes less computation time than the URNDDR. This simulation again illustrates that the dynamic model with constraints is more accurate than that without constraints.
V. CONCLUSION
In this paper, we have presented an unscented recursive filter for inequality constrained systems, which utilizes the constraint information to the whole filtering procedures. Because the predicted state evolving as true dynamic system naturally obeys the inequality constraints, the constrained dynamic system obtained by system projection is closer to the true dynamics. By introducing a minimum Mahalanobis distance metric, the constrained dynamic model optimally fuses the inequality constraints and the given dynamic model. It has been proved that the constrained additive process noise covariance is smaller than the unconstrained one under LIEC or QIEC, which further illustrates that the constrained dynamic model is more accurate. Three examples have shown that the proposed URFICS obtains higher estimation accuracy than the SUKF, the EP and the URNNDR, and takes less computation time than the URNDDR.
APPENDIX A THE PROOF OF COROLLARY 1
For linear equality constraints, if W = Q −1 then constrained process noise covariance has the following result [19] , that is,
For linear inequality constraints, unconstrained and constrained process noise variances are represented as
with ≤ Q, where equal sign holds when N n = 0. In the extreme case, N n samples may have N n constraint sets, hence P i is different. For any i ∈ {1, . . . , N n }, Q c i < Q i from (46), then
We have the same result Q c ≤ Q. This completes the proof.
APPENDIX B THE PROOF OF COROLLARY 2
For the dynamic system with a quadratic inequality constraint, unconstrained and constrained process noise variances are described as ≤ Q is proved.
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