We present a study of the detailed distribution of extinction in a region of the Taurus dark cloud complex. Our study uses new BV R images of the region, spectral classification data for 95 stars, and IRAS Sky Survey Atlas (ISSA) 60 and 100 µm images. We study the extinction of the region in four different ways, and we present the first inter-comparison of all these methods, which are: 1) using the color excess of background stars for which spectral types are known; 2) using the ISSA 60 and 100 µm images; 3) using star counts; and 4) using an optical (V and R) version of the average color excess method used by Lada et al. (1994) . We find that all four methods give generally similar results-with important exceptions. As expected, all the methods show an increase in extinction due to dense dusty regions (i.e. dark clouds and IRAS cores), and a general increase in extinction with increasing declination, due to a larger content of dust in the northern regions of the Taurus dark cloud complex.
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Introduction
In order to understand how molecular clouds evolve and eventually produce stars, it is necessary to study the distribution of their star-forming matter. Since the clouds' main constituent, molecular hydrogen, is generally unobservable, it is necessary to use other tracers, whose abundance relative to hydrogen can be reliably estimated, to map out the distribution of material. The extinction of background starlight is the result of the absorption and scattering of photons off dust grains; so, for a given line of sight, the amount of extinction is directly proportional to the amount of dust. If the gas-to-dust ratio is known and constant (e.g. Bohlin et al. 1978) , then a detailed study of the dust distribution in a cloud serves as a detailed study of its mass distribution.
The study of fluctuations in the dust distribution is also interesting independent of its usefulness as a mass tracer. Strong fluctuations in the dust distribution have considerable impact on both the physics and chemistry of the interstellar medium (ISM), which both depend heavily on the extinction (opacity) structure on all scales (see Thoraval et al. 1997 , and references therein). In addition, knowledge of the spatial structure and amount of extinction in the Galactic ISM is important as it effects the apparent colors of background sources, such as stars and galaxies.
The most direct measure of reddening is the color excess of a star with known spectral type. Unfortunately, mapping out extended distributions of extinction (reddening) by obtaining photometry and a spectrum for large numbers of stars is very tedious and time consuming, and usually impractical. Therefore, the traditional way of undertaking an extinction study of a fairly large region of the sky has been, until recently, through the use of optical star counts using photographic plates (Bok & Cordwell 1973) . This method can only be used up to an extinction of approximately 4 mag, with a resolution of ∼2.5 ′ .
Thankfully, recent advances in technology have led to the development of new methods of deriving the extinction in dark cloud regions. For example, in a study of the structure of nearby dark clouds, Wood et al. (1994) use 60 and 100 µm images taken by IRAS to calculate 100 µm optical depth, from which they obtain the extinction (A V ). Lada et al. (1994;  hereafter LLCB) took advantage of the improvements in infrared array cameras to devise a clever new method of measuring extinction. The LLCB technique, 3 which combines measurements of near-infrared (H and K) color excess and certain techniques of star counting, has a higher angular resolution and can probe greater optical depths than that achieved by optical star counting alone.
In this study we use four different methods of measuring A V , utilizing: 1) the color excess of individual background stars for which we could obtain spectral types; 2) ISSA 60
and 100 µm images to estimate dust opacity; 3) traditional star counting; and 4) an optical (V and R) version of the average color excess method used by Lada et al. (1994) . To our knowledge, this is the first time that all of these different methods have been directly intercompared. We describe the acquisition and reduction of the data in Section 2. In Section 3 we present the results of the observations, and in Section 4 we offer analysis and discussion. Readers interested primarily in intercomparison of the various methods and limits on density fluctuations should skim sections 2 and 3 and focus more on Section 4 and 5. In Section 5 we compare and rate the four different methods of obtaining A V . We devote Section 6 to our conclusions.
Data
The new photometric and spectroscopic observations used in this paper were originally obtained to conduct the polarization-extinction study described in Arce et al. (1998) . The photometry consists of B, V and R CCD images of two 10 arcmin by ∼ 5 deg "cuts"
through the Taurus dark cloud complex (see Figure 1 ). In the spectroscopic observations, we observed 95 stars (most of them in cut 1), in order to determine their spectral types.
The cuts shown in Figure 1 pass through two well known filamentary dark clouds (L1506 and B216-217, both at a distance of 140 pc from the Sun) as well as very low extinction regions, giving our photometric observations a fairly large dynamic range in extinction. In the spectroscopic observations, we selected our target stars along the two cuts by virtue of their relative brightness, in that we attempted to exclude foreground stars by not selecting stars which appear unusually bright. Table 1 lists the spectral type, apparent V magnitude and B − V color, and the derived spectroscopic parallax distance for each target star. Our stellar sample has only one star with a distance less than 140 pc, which confirms that we largely succeeded in excluding foreground stars. In addition to the new photometric and spectroscopic observations we also obtained co-added images of flux density from the IRAS Sky Survey Atlas (ISSA), in order to examine the far-infrared emission from dust in the region.
Photometric Data
The broad band imaging data of the two cuts ( Figure 1 ) through the Taurus dark cloud complex were obtained using the Smithsonian Astrophysical Observatory (SAO) AndyCam on the Fred Lawrence Whipple Observatory (FLWO) 1.2-meter telescope on Mt. Hopkins, Arizona. AndyCam is a camera with a thinned back-side illuminated AR coated Loral 2048 × 2048 CCD chip. All the frames were taken in 2 × 2 bin mode, giving a plate scale of 0.63 arcsec per pixel. In 1995 November, a total of 64 frames in different positions in the sky were taken in the B, V and R bands, where R is the Cousins R band filter with an effective wavelength equal to 0.64 µm. In each position we obtained one 200 second exposure for each broad-band filter. Each telescope pointing was a little less than 10 ′ north of the previous position, and since each frame is slightly larger than 10 ′ × 10 ′ , there is a small sky overlap between the frames successive positions. The first cut extends from declination of 22
• 30 ′ to 28
• 20 ′ , centered on right ascension 4h 22m 36s (J2000), with a total of 36 frames. The second cut extends from declination 24
• 00 ′ to 28
• 30 ′ , centered on right ascension 4h 21m 29s (J2000), with a total of 28 frames. In addition to the frames acquired in November 1995, seventeen frames were taken in the U, B, and V bands in October 1996, four frames were taken in the B and V bands in November 1996, and two frames were taken in the B and V bands in March 1997 -all with the same instrument configuration as the November 1995 frames. The additional frames were taken because: not all of the original frames were of good quality; several frames were of regions of special interest around the 2 dark clouds peripheries (outside the cuts) which the original frames did not include; and because shorter exposure images of some of the regions covered by the original frames were needed. The exposure times were 80, 150, and 200 sec for V , B, and U, respectively, for frames of new sky positions, and 30 sec in V , 50 sec in B, and 100 sec in U for frames with repeated positions in the sky.
All of the stellar photometric data reduction was done using standard Image Reduction and Analysis Facility (IRAF) routines. For stars whose spectra had been measured (see §2.2), photometry was obtained in the flat-fielded, background-subtracted images using the APPHOT routine. After analyzing the dependence of magnitude value with aperture size in the standard stars for all nights, it was decided to use an aperture radius of 14 pixels.
With this aperture size, less than 10% of the stars in the most crowded field, with R-band apparent magnitude (m R ) between 14.5 and 18.0 mag, have neighbors within the aperture.
The correction to the standard photometric system was done using Landolt standards (Landolt 1992) . A set of standards were observed for each night, at different times of the night, at varying airmasses. These were then used to solve a set of linear equations that would give the stars' V magnitude, B −V and V −R colors using the routines in the IRAF package PHOTCAL. The errors obtained from the APPHOT routine, and the errors in the transformation equation fit were summed in quadrature to give the final errors in the photometry. These were ±0.02 to 0.06 mag for V and B −V for stars with V between 12.3 and 17.4 mag. We calculated the photometry of the standard stars used to derive the transformation equation and compared our results with those quoted by Landolt (1992) .
By doing so we convinced ourselves that the value of our final 1 σ errors (Table 1) are a reasonably good estimation of the true photometry uncertainties.
In addition to obtaining apparent magnitudes and colors for stars, the photometric data were also used to do a star count of the region. The routine DAOFIND was used to detect sources in the R filter frames. This routine automatically detects objects that are above a certain intensity threshold, and within a limit of sharpness and roundness, all of which the user specifies. We used a finding threshold of 5 times the rms sky noise in each frame. The objects detected by the routine are then stored in a file with the objects' coordinates. Although care was taken to select a limit of sharpness and roundness so that DAOFIND would only detect stars, other objects (like cosmic rays and galaxies) were also detected, and some stars clearly above the threshold level were not detected. Thus, the R frames were painstakingly inspected visually to erase detected objects that were not stars, and add the few stars that were clearly above the threshold, but were not originally detected. We obtained the photometry of all the stars in the sample and then made a histogram (Figure 2 ) of the number of stars versus apparent R magnitude in order to study the completeness of the sample. From Figure 2 we estimate the upper completeness limit to be m R ≈ 18.0 mag. Stars brighter than 14.5 mag in the R-band 200 second exposures are saturated, thus the photometry of stars with m R < 14.5 is unreliable. Therefore we estimate that our sample is 90% (or more) complete for stars with 14.5 ≤ m R < 18.0.
Spectroscopic Data
The spectra of 95 stars along the cuts were obtained using the SAO FAST spectrograph on the FLWO 1.5-meter telescope on Mt. Hopkins, Arizona. The observations were carried out during the Fall trimesters of 1995 and 1996. FAST was used with a 3 ′′ slit and a 300 line mm −1 grating. This resulted in a resolution of ∼ 6Å, a spectral coverage of ∼ 3800
A (from approximately 3600 to around 7400Å), a dispersion of 1.47Å/pixel and 1.64 pixels/arcsec along the dispersion axis.
The spectrum of each star was used to derive its spectral type. In order to spectroscopically classify the stars, we followed O'Connell (1973) and Kenyon et al. (1994) and computed several absorption line indices from the spectra:
where
is the interpolated continuum flux at the feature, λ 1 and λ 3 are continuum wavelengths, λ 2 is the feature wavelength, and F (λ i ) is the average flux in erg cm −2 s −1Å−1 over a bandwidth specified in Table II of O'Connell (1973) . We measured the Ca II H (λ3933), Hδ (λ4101), CH (λ4305), Hǫ (λ4340), Hζ (λ4861), and Mg I (λ5175) indices of our program stars and then compared them to the indices of main sequence stars in the Jacoby et al.
(1984) atlas. The indices have errors of 5 − 10% depending on the signal to noise of the spectrum. This method resulted in spectral classification of most of the stars observed with accuracy of ∼ ±1 − 2 subclasses for spectral types A through F and ±2 − 4 subclasses for stars with spectral type G. Stars with spectral types earlier than A0 were not found, and stars later than G9 were not included in the sample due to the low accuracy in their spectral classification and reddening corrections. All the stars were assumed to be main sequence stars (luminosity type V). Kenyon et al. (1994) estimate, and also obtain, that ∼ 10% of their magnitude-limited sample of A-F stars in the Taurus region are giants. If we use this result with our magnitude-limited sample it would mean that only ∼7 stars of our 69 A-F stars are giants. In addition, the intrinsic B −V color of main sequence A and F stars differs by less than 0.05 mag from the intrinsic B −V of luminosity type III and type II stars. Of the G stars, no more than 5 out of a total of 26 should be giant stars (Mihalas & Binney 1981; Table 4-9) . Hence we are not introducing large errors in the extinction of each star by assuming that all of the stars we classified are luminosity type V.
Once each star was classified, its reddening was calculated. Intrinsic B −V values for each spectral type were obtained from Table A5 in Kenyon & Hartmann (1995) . The observed B −V value, from the photometric study, was then used to obtain the color excess: total-to-selective extinction) equal to 3.1 (Savage & Mathis 1979; Vrba & Rydgren 1985) -the validity of this assumption is discussed below. Using absolute magnitude values for each spectral type from Lang (1991), we then obtained distances for each star (see Table 1 ).
When we calculated the extinction to each star using a constant value of R V = 3.1, we made the implicit assumption that the ratio of total-to-selective extinction is constant for different lines of sight. In fact, R V varies along different lines of sight in the Galaxy and only has a mean of ∼ 3.1 (Savage & Mathis 1979) . In contrast with other regions, the Taurus-Auriga molecular cloud complex seems to have a fairly constant interstellar reddening law with R V ≈ 3.1 through most of the region (Vrba & Rydgren 1985; Kenyon et al. 1994) . Our BV R photometry is not ample enough to derive R V for each line of sight.
We would need observations at shorter wavelengths to be able to independently obtain the value of the ratio of total-to-selective extinction for each line of sight we observed. Thus we decided to use the ISM (and Taurus) average of R V = 3.1, and to caution the reader that we do not take the errors caused by assuming a constant R V into account when we calculate the errors in A V . In Section 3.1, we show how the ISSA data confirm that R V = 3.1 is a good estimate of the ratio of total-to-selective extinction for our region.
ISSA Data
The IRAS Sky Survey Atlas (ISSA) was used to obtain images of flux density at 60 and 100 µm of the Taurus dark cloud complex. Our region of interest lies in two different (but overlapping) ISSA fields. Each of these is a 500-by 500-pixel image, covering a 12.5
• by 12.5
• field of sky with a pixel size of 1.5 ′ . The maps have units of MJy Sr −1 , are made with gnomic projection, have spatial resolution smoothed to the IRAS beam at 100 µm (approximately 5 ′ ), and the zodiacal emission has been removed from them. The 12.5
• images were cropped in order to keep only the region of the Taurus dark cloud complex shown in Figure 1 . This resulted in a total of four different images; two (60 and 100 µm) images of the northern part and two images of the southern part of the map.
Although they have the zodiacal emission removed, ISSA fields are not calibrated so that the "zero point" corresponds to no emission, so another "background" needs to be subtracted. This background subtraction procedure went as follows. First, the minimum value of each of the four 12.5
• images (see Table 2 ) was obtained and subtracted from them. The resulting images were then used to obtain an optical extinction (A V ) map through a process to be discussed below. At this point, after just a simple subtraction of the minimum value in each image, the north and the south A V maps (see Figure   1 ) did not agree within the errors in the region of overlap. So, the values used for the background subtraction were iterated until the best agreement for the overlap region was found, while keeping the background subtraction constants less than 1 MJy Sr −1 away from the minimum flux value of the original 12.5
• by 12.5 • ISSA fields. Table 2 The extinction map was computed from the ISSA images using a method very similar to that described by Wood, Myers & Daugherty (1994) , and references therein. Note, however, that in their study, Wood et al. (1994) used IRAS images which had not gone through a zodiacal emission removal process. They devised their own zodiacal light subtraction, which they state is not very efficient for regions near the ecliptic, like Taurus.
One of the regions they study was in fact the Taurus dark cloud region itself. We believe that our extinction map is of better quality due to the fact that we use ISSA images which have a more elaborate zodiacal light subtraction algorithm.
The 60 and 100 µm dust temperature, T d , at each pixel in an image can be obtained by assuming that the dust in a single beam can be characterized by one temperature (T d ),
and that the observed ratio of 60 to 100 µm emission is due to blackbody radiation from dust grains at T d , modified by a power-law emissivity. The flux density of emission at a wavelength λ i , is given by
where N d is the column density of dust grains, β is the power-law index of the dust emissivity, Ω i is the solid angle at λ i , and α is a constant of proportionality.
In order to use equation 3 to calculate the dust color temperature (T d ) of each pixel in the image we have to make some assumptions. The first assumption is that the dust emission is optically thin. We believe this is a safe assumption because in our maps there is not a single line of sight that could be optically thick (τ 100 > 1). In fact, the largest τ 100
we find in our processed images is 0.002. The second assumption we have to make is that Ω 60 ∼ = Ω 100 , which is true for all ISSA images. With these two assumptions we can then write the ratio R of the flux densities at 60 and 100 µm as:
In order to proceed we need to assume a value of β. For now we will assume that β = 1, and we will discuss the implications of this assumption later on. We constructed a look-up 
where B λ (λ, T d ) is the Planck function and F λ (100µm) is the observed 100 µm flux.
We use equation 5 of Wood et al. (1994) to convert from optical depth to extinction in V :
where τ 100 is the optical depth and a is a constant with a value of 6.413 × 10 After all this processing was done, we were left with two extinction maps (a northern and a southern one) which had some overlap (see Figure 1 ). The area of overlap was averaged and the north and south extinction maps were combined to produce a final image ( Figure 1 ) extending from R.A. of 4h 09m 00s to 4h 24m 30s (B1950) and from Dec. 22
An interesting point to note is that several "elliptical holes" in the extinction appear in Figure 1 . These "holes" are unphysical depressions in the extinction produced by the hot sources seen in the 60 µm maps. The 60 µm point sources (mostly embedded young stars) heat the dust around them and create a region where there is an excess of hot dust.
This limitation, caused by the low spatial resolution of IRAS and assuming a single T d , will then create an unphysically low extinction, when calculating the A V in the region near IRAS point sources, using the method described above. Unfortunately, cut 2 (see As mentioned above, in order to calculate the optical depth we assumed that the dust emissivity is proportional to a power law (τ d ∝ λ −β ), with index β = 1. Though studies differ in the values they find for β, there is a general agreement that the emissivity index depends on the grain's size, composition, and physical structure (Weintraub et al. 1991) .
The general consensus in recent years has been that β has a value most likely between 1 and 2, that in the general ISM β is close to 2, and in denser regions with bigger grains, β is closer to 1 (Beckwith & Sargent 1991; Mannings & Emerson 1994; Pollack et al. 1994 ). Our region of interest has both lines of sight that pass through low and high density medium with different environments. Thus, there is no way we can use a "perfect" or "preferred" value of β, as it might be different for different lines of sight. In our case we had to choose the same value as Jarrett et al. (1989) and Wood et al. (1994) , which is β = 1, since we use their results to convert from τ 100 to extinction. The errors introduced by assuming a constant β are hard to estimate, since we do not have any way to measure how much β changes in our region of study. We do not include these errors in the error estimate of A V using ISSA images (from now on A V ISSA ), but it must be kept in mind that β is not necessarily equal to 1 and that its value may vary for different lines of sight.
In order to estimate the pixel-to-pixel (random) errors in A V ISSA , we examined a circular area of 800 pixels centered at 4h 19m, 22
• 24 ′ (B1950) which appears to have a constant extinction. We compared pixels that are 1.5 IRAS beams apart and obtained a standard deviation in the extinction value of this region to be 0.06 mag. We use this value as an estimate of the pixel-to-pixel errors in A V ISSA .
Ultimately, though, we need an estimate of the total error in A V ISSA , not just pixel-to-pixel errors. As explained above, the north and south extinction maps give slightly different extinction values for matching pixels in the region where they overlap. By fitting a gaussian to a histogram of the difference in A V ISSA value between the north and the south extinction map, we find a 1σ width of 0.11 mag. We use this value as an estimate of the 1σ error in A V ISSA caused by uncertainty in the zero level constants and zodiacal subtraction in the ISSA plates. Adding this "plate-to-plate" error in quadrature to the the pixel-to-pixel error (previous paragraph) gives a total error in A V ISSA of 0.12 mag. We use this value as an estimate of the error in A V ISSA , but we remind the reader that this error does not include any errors caused by assuming a constant β.
Results
The data described above offer the opportunity to measure A V in four different ways:
1) using the 85 stars in cut 1 for which we have color excess data (see Table 1 ); 2) using 60
and 100 µm ISSA images as described in Section 2.4; 3) using star-counting techniques on the R-band frames; and 4) using an optical (V and R) version of the average color excess method used by LLCB, described in more detail in Section 3.3.
Throughout the paper we assume that the extinction we calculate, independent of the way it was obtained, is produced by the dust associated with the Taurus dark cloud complex at a distance of 140 ±10 pc (Kenyon et al. 1994) . The region of Taurus we observed lies at
• . Thus, our stars lie towards lines of sight where there is little or no dust except for that associated with the Taurus dark cloud and, we can safely assume that in the area under study, virtually all the extinction is produced by the dust associated with the Taurus dark cloud complex.
Extinction from the color excess of stars with measured spectral types
Using the color excess and position data for the stars in Table 1 set at ±0.12 mag for each A V ISSA point, show the total error (including pixel-to-pixel and plate-to-plate variations, but not including systematic errors) discussed above.
As a check on the assumed value of R V , we let R V vary in the calculation of A Vsp and
(where i represents the ith point in the plot) for different values of R V . We found that R V ∼ 3.05 minimizes the difference between the two curves (∆ tot ). This reassures us that the choice of a constant R V = 3.1 is a good assumption.
The traces of A V vs. declination in Figure 3a In order to put an upper limit to the magnitude of the fluctuations, we present a plot of Figure 3c . We discuss this plot more in §4.1.
The gently sloping solid lines in Figures 3b and c are unweighted linear fits to the points in each of the plots. Both fits have a very small, but detectable, slope (0.1 mag/degree for Figure 3b ). Previous studies using IRAS data have attributed the existence of gradients like these to imperfect zodiacal light subtraction (Wood et al. 1994) . Moreover, the fact that the linear fit of the middle panel crosses the A Vsp − A V ISSA zero line at a declination of around 25.4
• , near the middle of the overlap region between the northern and southern (Figure 1 ) map, leads us to believe that the small gradient is due to imperfect ISSA image reduction. The gradient in A V ISSA gives a pixel-to-pixel offset of 0.008 mag/beam, which is much less than the pixel-to-pixel random errors in A V ISSA , and much, much less than other systematic errors (e.g. constant β) so we do not to correct for it.
Star counting
With the help of IRAF, as described in §2.1, we located a total of 3,715 stars in cut 1 and 3,074 stars in cut 2, with 14.5 ≤ m R < 18.0, from the November 1995 R-band images.
With this database of stellar positions we measure the extinction over the region covered by both cuts, using classical star counting techniques. First, we subdivide each cut into a rectilinear grid of overlapping squares, and then we count the total number of stars in each square. Our ultimate goal in star counting is to obtain the extinction of the region in a way that can be compared to the other techniques used in this paper. Therefore, in order to mimic the resolution and sampling frequency of the ISSA data, we made the counting squares 5 ′ on a side (the resolution of ISSA) and the centers of the squares were separated by 1.5 ′ (the size of an ISSA pixel).
Conventionally, measuring extinction from star counts involves comparing the integrated number of stars within a given cell towards the region of interest to a nearby reference field which is assumed to be free from extinction (Bok & Cordwell 1973) .
Several assumptions need to be made in order to use this method: 1) the population of stars background to the region of interest does not vary substantially and is similar to the reference field; 2) the extinction (A) is uniform over the count cell; and 3) the In our case, the extinction to each square was obtained via:
where A 1995) used in the conversion for star counts in (Cousins) R to extinction in V .
As mentioned above, in conventional star count studies, the reference fields are areas in the sky, close to the region under study, which have A V ref = 0. This is not so in our case.
Since our CCD data were not originally obtained for star counting purposes, we did not take any images of a reference field with A V ref = 0. Thus, the reference fields were chosen to be regions where we could safely assume the value of A V ref . Specifically, the reference fields were chosen by virtue of their having a spectroscopic probe star to which we derived the extinction through its color excess.
One of the major assumptions in conventional star counting studies is that the population of background stars to the cloud is similar to that in the reference field. This is why star count studies are only done over small regions of the sky. In our case, cut 1 (the longer cut) expands 6 degrees in declination which transforms to nearly 4
• in Galactic latitude (−18.8
. This span in Galactic latitude is enough to have a big effect on the surface density of stars due to galactic variations; one detects more stars per cell, for a constant A V , the closer one observes to the galactic plane. (The star count Galaxy model of Reid et al. [1996] predicts that a 10 square degree field with no extinction
• will have approximately a factor of two more stars than a 10 square degree field with no extinction centered at
was imperative that we correct for Galactic changes in the stellar density. Not doing this would have resulted in an unreal drop in the derived extinction for lower Galactic latitudes.
We account for the Galactic gradient by using 4 different, more or less evenly spaced, reference fields at different galactic latitudes along the cut. Each of these fields has a star with measured reddening (from Table 1 ) which was used to estimate the extinction of the reference field in question. Thus, for example, the star count extinction located between Table 3 . It is important to stress that by doing this calibration we are tying A Vsc to A Vsp at these four points, and thus A Vsc is not totally independent of A Vsp . But this procedure only forces A Vsc to agree in absolute value to A Vsp in four points and not to give the same structure or scale through the cuts.
In our study, where observations lie primarily along a declination cut, the best way to graphically compare the extinction measured by star counting (A Vsc ) and from the ISSA images (A V ISSA ) is to plot them both in an extinction versus declination plot. (Cut 1 is about 6 degrees long, but only 10 ′ wide, giving a ratio of 1:36 between length and width. The other place where there is a significant discrepancy between A V ISSA and A Vsc is in the rise in extinction associated with Tau B5-B11 (see Figure 4) , where the two methods 1.5 ′ single ISSA pixels, with 5 ′ resolution, at individual stellar positions are plotted.
disagree by more than 1σ of the error in A Vsc . This discrepancy will be discussed further in §4.2.
Extinction measured via average color excess method
Taking advantage of the fact that we had taken our November 1995 images in more than one broad band filter, we used the method developed by LLCB to study the extinction along both cuts in yet another way. This method consists of assuming that the color distribution of stars observed all along the cut is identical in nature to that of stars in a control field. With this assumption one can use the mean V − R color of the stars in the control field to approximate the intrinsic V − R color of all stars background to the cloud.
(Note that LLCB's analysis was in the near-infrared, and they used H − K colors-which have even less intrinsic variation than V − R colors.) Using the same technique as in star counting, the region under study is divided into a grid of overlapping counting boxes, and then an average of the color excess (and extinction) of the stars in each counting box is obtained.
To derive extinction from the average color excess method, we used the same sample of stars, with 14.5 ≤ m R < 18.0, used in our star counting study ( §3.2). The region between declinations 22.9
• and 23.22
• (B1950) was used as our reference field since, as can be seen in Figure 3a , this region has a uniform extinction within the errors. We took an average of the extinction of the 6 stars for which we had spectral types and which lie inside this region, and obtained a value of A V ref = 0.72 ± 0.2. We did not divide the area under study into square sampling boxes as it is usually done in star count studies (see previous section).
Instead, the area under study was divided into rectangular cells, where the R.A. side of the rectangle was dictated by the frames' width (∼ 10 ′ ) and the declination side was set to be 5 ′ . The centers of the rectangles were separated in declination by 1.5 ′ . This was done in -24 -order to keep the same resolution and sampling frequency in the declination direction as in the ISSA and star counting methods (described in the previous sections). We are not sensitive to any variations in extinction within each measurement rectangle, but Figure 3a suggests that such variations are very small.
The number of stars in each rectangle was counted and the color excess of each star was obtained using the formula:
where V − R ref is the mean V −R color of the reference field, which in our case is 0.60 ± 0.05 mag. Figure 5 shows the distribution of V −R colors in the reference field. 5 We then apply equation 8 to each star in a counting rectangle and obtain a mean color excess to each rectangle:
where N is the number of stars in a counting rectangle and (E V −R ) i is the color excess of the ith star. The mean visual extinction is obtained using:
where A V ref is the extinction of the reference field (0.72 mag), and we use the ISM average value of 5.08 for the expression A V /E V −R (He et al. 1995) . Similar to the extinction from star counts, the extinction using the average color excess (from now on A Vce ) is not totally independent of the spectral classification method. Recall that A V ref , which is used 5 Notice that the width of the color distribution in Figure 5 is significantly larger than the error in the mean (0.05 mag). The spread in near-IR (e.g. H − K) color for a field like this would be much narrower, which is why it is preferred to use the average color excess method in the near-IR (LLCB).
to calibrate A Vce ,is determined using measurements of A Vsp . This calibration forces A Vce to agree in absolute value with the average of A Vsp in the reference field, but it does not force A Vce to give the same structure or scale in the extinction curves throughout the cuts.
Using the average color excess technique, we are able to detect the same overall trends in extinction found from the ISSA plates, spectral analysis, and star counting (see Figure   6 ). The rises in extinction due to Tau M1, L1506, B216-217, and Tau B5-B11 can be seen as well pronounced peaks in A V . Again, note the unreal dip in the cut 2 trace of A V ISSA , caused by the presence of four IRAS point sources in the dark cloud B216-217 (see section 2.3). In Figure 6 we also show the random errors of each point in the A Vce trace. The measurement uncertainty in A Vce for any given counting cell is given by: Although A Vce and A V ISSA agree very well for the low declination (δ < 25.5 • ) part of both cuts, their values seem to diverge for higher declinations (δ > 25.5 • ; Figure 6 ). This effect suggests that it may be inappropriate to assume a single average color for the whole length (6 • ) of our cuts. A change in the average V −R could be due to: 1) a gradient in the V − R caused by a greater fraction of early type stars close to the galactic plane; and/or 2) a sudden drop in the value of V − R in the north edge of the cuts due to the presence of a star cluster. Concerning the first point, the star count Galaxy model of Reid et al. (1996) predicts that a 10 degree square degree field with no extinction centered at
• will have approximately an average star (V − R) color 0.04 mag greater than a 10 degree square degree field with no extinction centered at
difference of 0.04 mag in V − R transforms to a difference of 0.2 mag in A Vce . Thus, it is possible that at least some of the discrepancy between A Vce and A V ISSA for the northern parts of both cuts is due to this uncorrected effect of varying V − R . We will discuss the possibility of a cluster in section 4.3. Using the extinction measurements shown in Figure 3 , we can place an upper limit on the fluctuations in the dust distribution within a 5 ′ beam. In the bottom panel of Figure 3c we plot the difference between A Vsp and A V ISSA divided by A V ISSA (from now on ∆A V /A V ) versus declination. Here the errors are obtained using the quoted errors for A Vsp (see Table   1 ) and A V ISSA (0.12 mag), and propagation of errors. One can think of ∆A V /A V as a measurement of the deviations in the average extinction within a fixed area of the sky. In our case the area is given by the 5 ′ beam of A V ISSA . Figure 3c has only four points with an absolute value which is more than 3 times its 1 σ i error (independent of whether we correct for the small gradient in A V with declination), where σ i is the error of each individual point on Figure 3c . Each of these four points is associated with one of the extinction peaks created by dark clouds and IRAS cores intersecting the cut. The high values of ∆A V /A V could be due to two effects indistinguishable by our data; spatially unresolved steep gradients in the extinction or random fluctuations in the dust distribution inside dark clouds and IRAS cores. These possibilities will each be discussed later. All of the remaining lines of sight, in the more uniform extinction areas, have absolute values of ∆A V /A V which are less than 3 times their 1 σ i error. If we exclude points near dramatic extinction peaks (see Figure 3) , then we do not detect any deviations from zero in ∆A V /A V within our sensitivity.
Analysis and Discussion

Structure in the cloud
We can characterize our sensitivity to extinction fluctuations using the average error in ∆A V /A V , which is given by σ av = Σ 
Evidence for smooth clouds
In a very important study, Lada et al. (1998; hereafter LAL) recently showed that smoothly varying density gradients can produce the "fluctuations" observed in extinction studies of filamentary clouds. Two studies of dust extinction in filamentary dark clouds had been conducted previous to LAL: 1) the study of IC 5146 by LLCB; and 2) a study of L977 by Alves et al. (1998) . Both studies find that in 1. They state that σ ran /A V due to random fluctuations is much less than 25% at A V ∼ 30 mag, which is consistent with our (3σ) upper limit of ∆A V /A V = 0.45 at 0.9 < A V < 3.0 mag.
Recently, Thoraval et al. (1997) , hereafter TBD, observed a low A V area of the IC 5146 dark cloud complex. Similar to our study, TBD concentrate their observations in a low and uniform extinction region (A V < 5), but unlike our study, the region that TBD studied Although it is not possible to definitively determine the origin of the handful of high ∆A V /A V we find near extinction peaks, it is more likely that they are due to unresolved steep gradients in clouds than to localized random fluctuations in the dust distribution.
The filamentary dark clouds and IRAS cores typically have a minor axis that is only 3 to 4 times the IRAS beam size, so some IRAS beam will undoubtedly contain a steep extinction gradient characterizing the the "edge" of one of these structures. Extinction measurements using a pencil-beam (e.g. A Vsp ), would be able to resolve this "edge," so, near edges, 
Possible discovery of a previously unknown cluster
While comparing our different ways of obtaining the extinction we found a peculiar discrepancy between A V ISSA and A Vsc and between A V ISSA and A Vce , in the declination range from 27.2
• to 28
• (B1950) along the two cuts (see Figure 4) . The rise in ISSA extinction in these declinations is due to the existence of a high dust concentration which Wood et al. (1994) classify as the IRAS cores Tau B5 and Tau B11 (Tau B5-B11). The trace of A V ISSA
shows that the increase in the extinction associated with Tau B5-B11 is of similar or higher magnitude to the increase in extinction associated with the dark cloud B216-217, in both cuts (see Figure 6 ). On the other hand, the star count extinction and the average color excess extinction show a small increase in A V associated with Tau B5-B11 compared to that associated with B216-217. In addition, there is no sharp decrease in the surface density of stars like the one associated with the two dark clouds in our cuts. This can be observed in both the spatial distribution of our R-frame stars and in the Digitized Palomar Sky Survey.
One possible explanation for the discrepancy between extinction traces is that either A V ISSA or A Vce and A Vsc were calculated using the wrong assumptions. It could be that the dust in the Tau B5-B11 region has different physical properties compared to the rest of the dust in the Taurus dark cloud complex, which would change the values of β or of A V /A R and A V /E V −R . When we calculated A V ISSA , A Vsc , and A Vce , we assumed that the power law index, β (equation 4), A V /A R (equation 7) and A V /E V −R (equation 10) were constant for all lines of sight. We could change the value of A V /A R (equation 7) from 1.24 to 1.74 in order for A Vsc to be approximately equal to A V ISSA for the lines of sight that pass through Tau B5-B11. But, the value of A V /A R is tied to the value of A V /E V −R , by the equation
, thus the proposed change in A V /A R would change A V /E V −R from 5.08 to 2.35, making the discrepancy between A Vsc and A V ISSA (Figure 6 ) more pronounced. An alternate possibility is that the value of β changes from 1 to a value less than 1 for lines of sight in the region of Tau B5-B11, in that case A V ISSA ≈ A Vsc ≈ A Vce . Although it is possible to have neighboring lines of sight with different dust properties, it is very unlikely (but not impossible) to have dust with β < 1 in a region like Tau B5-B11, according to experimental and theoretical studies of dust properties (Weintraub et al. 1991; Pollack et al. 1994) .
A more likely explanation for the discrepancy between extinction traces near Tau B5-B11 is that there is a sharp increase in the stellar distribution in the area, which we did not account for when we calculated A Vsc . The existence of a previously unknown stellar cluster in the vicinity of R.A. 4h 19m, Dec. 27
• 30 ′ (B1950) could create such an increase in the number of stars in the region. Also, if the cluster is relatively young, the average stellar colors should be bluer than in the field. This can explain why the A Vce trace follows, within the error, the structure present in the A V ISSA trace, but at a lower value, while the A Vsc trace decreases in extinction value without following the structure in A V ISSA .
We conclude that there is a sudden increase in the stellar distribution background to Tau B5-B11 (and a change in the average V −R color), which is due to a previously unknown open star cluster. 6 This is more credible than a change in dust properties, since the cluster hypothesis does not require the assumption of a physically contradictory, simultaneous change in the value of A V /A R and A V /E V −R , or an improbable value of β.
6 The Lynga catalog of star clusters (Lynga 1985) does not contain a cluster in the vicinity of R.A. 4h 19m, Dec. 27
We expect that further observations of the area will verify the existence of an open cluster behind Tau B5-B11.
Rating the Various Methods
Although we find that all four methods give generally similar results and are consistent with each other, there are some important exceptions. The discrepancies arise from different systematic errors inherent to the different techniques. For example, when calculating A V ISSA , a constant dust temperature for each line of sight was assumed. This single temperature assumption breaks down in the immediate vicinity of stars surrounded by dust. Even though it is very likely that there is dust of many different temperatures along the lines of sight to these stars, it is the hot dust that dominates the emission at 60 and 100 µm, resulting in an incorrect estimate of τ 100 (and A V ISSA ), as we observe in the regions near IRAS sources.
The techniques that use background stellar populations to measure the extinction (i.e, star count and the average excess color method) also suffer from important systematic errors. Here the major systematic error lies in assuming a constant stellar population background to the cloud. If the region under study spans several degrees in galactic latitude (which is our case) uncorrected gradients in the background stellar density and the average stellar color will lead to incorrect extinction measurements when using for the star count method and the average excess color method, respectively. In addition, small fluctuations in the background surface stellar density can result in unreal fluctuations in the extinction.
It is important to appreciate that the techniques used in this Paper are not entirely standalone or independent methods of obtaining extinction. Even the most exact method for measuring extinction, using the color excess of individual stars with measured spectral type (A Vsp ) still depends on the value of R V . Both star counting (A Vsc ) and the average color excess (A Vce ) technique depend on a reference field of known extinction for calibration.
In this study, A Vsc and A Vce are calibrated using measurements of A Vsp in chosen reference fields, which means that A Vsc and A Vce are then not completely independent of A Vsp . Note though, that the calibration procedures only force methods to agree at a limited number of points, and it does not force them to have the same structure or scale through the cuts.
A V ISSA depends on a conversion from dust opacity at 100 µm to visual extinction, which ultimately relies on star count data in Jarrett et al. (1989) . Thus, A V ISSA is independent of any of the other extinction methods in this study, but it is tied to the star count data of Jarrett et al. (1989) . Table 4 outlines the advantages and disadvantages, and the random and systematic errors, of each of the four different methods of measuring extinction used in this Paper.
In principle, it would seem that the best method to calculate extinction is using the color excess of individual stars with measured spectral type, but this method is not without problem. One inconvenience is the fact that R V could have different values for different lines of sight. But systematic errors due to unknown constants are also present in the other methods (β for A V ISSA , A V /A R for A Vsc , and A V /E V −R for A Vce ). Therefore not knowing the specific value of R V for every line of sight observed is not a disadvantage over the other methods. The real drawback of this technique is the large amount of time required to measure each and every star's spectrum. Thus, although using the color excess of background stars with known spectral type is the most direct and accurate way of measuring the extinction, it is a very time consuming procedure and it measures the extinction in a spatially nonuniform fashion.
To asses the robustness of the four methods of measuring extinction used in this Paper, we constructed plots of A V ISSA , A Vsc , and A Vce versus A Vsp , at each point where all four methods can be used. We do this in order to obtained a least square fit for each of the three remaining methods plotted against A Vsp . The four points with the highest extinction were not included in the fits, since these are points near the extinction peaks of dark clouds. It is clear that for these four points A Vsp is larger than any of the other 3 methods since the 5 ′ beam of the other methods does not resolve the extinction gradients in this regions of high extinction (see section 4.1). When we constrain the fits to have a zero intercept, we find a slope of one (within the errors) in all three comparisons. Thus, we believe all four methods of obtaining extinction are robust.
Summary and Conclusions
We studied the extinction of a region of Taurus in four different ways: using the color excesses of background stars for which we had spectral types; using the ISSA 60 and 100 µm images; using star counting; and using an optical (V and R) version of the average color excess technique of (Lada et al. 1994 ). All four give generally similar results. Therefore, any of the methods discussed above can be used to obtain reliable information about the extinction in regions where A V ∼ < 4 mag.
We inter-compared the ISSA extinction and the extinction measured using individual stars, to study the spatial fluctuations in the dust distribution. Excluding areas where there are extinction gradients due to filamentary dark clouds and IRAS cores, we do not detect any variations in the structure on scales smaller than 0.2 pc. With this result we are able to place a constraint on the magnitude of the fluctuations. We conclude that in the regions with 0.9 < A V < 3 mag, away from filamentary dark clouds and IRAS cores, there are no fluctuations in the dust column density greater than 45% (at the 99.7% confidence level), on scales smaller than 0.2 pc. On the other hand, in regions of high extinction in the vicinity of dark clouds and IRAS cores, we do detect statistically significant deviations from the mean in dust column density on scales smaller than 0.2 pc. Although it is not possible to definitively determine the nature of the fluctuations with our data alone, the results of other studies , Thoraval et al. 1997 ) and ours taken together strongly favor unresolved steep gradients in clouds over random fluctuations on the dust distribution.
A discrepancy between the extinction obtained through star counting and average color (Figure 3a) shows the extinction of every star we classified by spectral type with distances larger then 140 pc in cut 1, as well as the extinction at the same position on the sky using the ISSA extinction map (Figure 1) . The error bars shown represent only the random erors for each of the two methods, systematic errors are not included. Also shown in Figure 3a is the region used as reference field for the extinction obtained using the technique described in section 3.3. Figure 3b shows the difference between the two different extinction values from Figure 3a . Figure 3c shows the difference (from Figure 3b 
