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ABSTRACT
Over the last decade, the IEEE 802.11 has emerged
as the most popular protocol in the wireless domain.
Since the release of the first standard version, sev-
eral amendments have been introduced in an effort
to improve its throughput performance, with the
most recent one being the IEEE 802.11n extension.
In this work, we present detailed experimentally ob-
tained measurements that evaluate the energy effi-
ciency of the base standard in comparison with the
latest 802.11n version. Moreover, we investigate the
impact of various MAC layer enhancements, both
vendor specific and standard compliant ones, on the
energy consumption of wireless transceivers and to-
tal nodes as well. Results obtained under a wide
range of settings, indicate that the latest standard
enables reduction of energy expenditure, by more
than 75%, when combined with innovative frame
aggregation mechanisms.
1. INTRODUCTION
IEEE 802.11 is currently considered as the default
solution for implementing wireless local area net-
work communications. The wide adoption of this
standard by vendors of wireless devices offers high
interoperability, which in combination with the pro-
vided ease of use and low deployment cost have re-
sulted in its unprecedented market and everyday
life penetration. While the base version of the stan-
dard was released in 1997, subsequent amendments
have been proposed throughout the years, among
which 802.11b, 802.11a and 802.11g are the most
widely accepted ones. In 2007, the current stan-
dard IEEE 802.11-2007 [1] was released and merged
several amendments with the base version.
The aforementioned versions of IEEE 802.11 use
different PHY layer specifications, but are all based
on the same MAC architecture. The mandatory ac-
cess scheme that has been specified by the legacy
IEEE 802.11 standard is implemented through the
distributed coordination function (DCF) that is based
on the carrier sense multiple access with collision
avoidance (CSMA/CA) mechanism. The large PHY
and MAC layer overheads that are associated with
the DCF process result in a reduction of more than
50% of the nominal link capacity, which effect is
more pronounced for higher PHY bit rates, as shown
in [2]. Moreover, the work in [3] has shown that
when the frame size is 1024 bytes and the PHY bit
rate is 54 Mbps, the maximum achievable through-
put is upper bounded to 50.2 Mbps, for infinitely
high PHY bit rate. As a result, it was confirmed
that throughput improvement could only be achieved
through MAC layer enhancements that would re-
duce the impact of PHY and MAC layer overheads.
2. EVOLUTION OF IEEE 802.11
In an effort to improve throughput performance,
vendors of wireless products started integrating in-
novative techniques into their products, as early as
2003. Such techniques include the ”Atheros Fast
Frames” (FF ) [4], which improves 802.11a/b/g per-
formance, by combining two MAC frames into the
payload of a single aggregated frame. However, ap-
plication of vendor-specific techniques resulted in
hardware incompatibilities, or at least interfered com-
munications [5].
In the same direction, the IEEE 802.11 standard
working group started in 2003 to develop the IEEE
802.11n high-throughput (HT) extension of the base
standard that was finally published in 2009. 802.11n
offers both PHY and MAC layer enhancements over
legacy 802.11 systems. The most important im-
provement of the 802.11n on the PHY layer is the
ability to combine multiple antenna elements to achieve
higher PHY bit rates and increased link reliability
through the exploitation of multi-stream transmis-
sions and antenna diversity [6]. Another significant
feature is the channel bonding, which increases the
channel bandwidth from 20 MHz to 40 MHz and
thus doubles the theoretical capacity limits. Appli-
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Figure 1: Energy consumption/bit at NIC level across available PHY bit rate configurations
cation of the aforementioned enhancements in com-
bination with several other PHY-layer features are
able to deliver the remarkably increased PHY bit
rate of 600 Mbps, resulting in an improvement of
more than 10x compared to the legacy 802.11a/g
systems. In order to increase medium utilisation
and exploit from the increased PHY bit rates, two
different types of frame aggregation are provided,
namely A-MSDU and A-MPDU aggregation. The
former combines multiple higher layer packets into a
single MAC layer frame with maximum size of 7935
bytes, while the later combines multiple MAC layer
frames to form an aggregated frame that cannot ex-
ceed the 65.536 bytes. In general, A-MPDU aggre-
gation outperforms A-MSDU, whose performance
is considerably degraded under low quality channel
conditions and high PHY rates, as it is shown in [7].
Both frame aggregation mechanisms are enhanced
by a block acknowledgment mechanism, which fur-
ther reduces overhead. In this work, we experimen-
tally investigate how the evolution of the 802.11
standard has impacted the energy consumption of
wireless transceivers and total nodes, under a wide
range of settings.
3. EXPERIMENTAL EVALUATION
In this section, we conduct several experiments
that aim at comparing the performance of 802.11a/g
and 802.11n standards. For this purpose, we chose
two commercial wireless NIC that are representa-
tive of the state-of-the-art of each standard. More
specifically, we use the Atheros AR5424 and AR9380
chipsets that implement the 802.11a/g and 802.11n
protocols and are configured through the use of the
Mad-WiFi [8] and ath9k [9] open source drivers
accordingly. We use the same experimental setup
while evaluating performance of the two protocols,
which consists of a single communicating pair of
nodes that both feature the Intel Atom processor
D525 (1.8 GHz) and operate in infrastructure mode.
The wireless nodes are closely spaced within an of-
fice environment and operate on the RF-isolated
channel 36 of the 5 GHz band, so that high quality
channel conditions are constantly guaranteed. In
order to provide for a proper comparison setup be-
tween the two standards, we fix the same channel
bandwidth of 20 MHz and OFDM guard interval
of 0.8 µs for both chipsets. Under these settings
AR9380 supports the maximum PHY bit rate val-
ues of 65 Mbps, 130 Mbps and 195 Mbps for sin-
gle, double and triple spatial stream configurations
accordingly, while AR5424 supports PHY bit rate
values between 6 Mbps and 54 Mbps.
3.1 Energy Consumption Characterisation
Energy consumption measurements are executed
on the station node, where current shunt resistors of
0.1Ω and 0.01Ω have been placed in series with the
power supply of the NIC and the Atom-based node
accordingly. We use the prototype NITOS ACM
card to accurately measure the voltage drop across
the resistors at the high sampling rate of 63 KHz
and thus we are able to jointly evaluate instanta-
neous power consumption of the NIC and the total
Atom-based node as well. More details about the
developed card and the followed measurement pro-
cedure can be found in our previous work [10]. We
start by characterising the instantaneous power con-
sumption of the two NICs across various operational
modes and present results in Table 1.
Chipset AR5424 AR9380
Antennas 1x1 1x1 2x2 3x3
Mode Power Consumption (Watts)
Sleep - 0.12
Idle 1.47 0.49 0.56 0.69
Receive 1.52 0.62 0.74 0.85
Transmit 1.97 0.98 1.75 2.45
Table 1: Power consumption of AR5424 and
AR9380 NICs across different operational modes
Regarding the sleep mode power consumption of
the AR5424 NIC, we remark that we were not able
to activate it through the Mad-WiFi driver. On
the other hand, we configured Power Saving Mode
(PSM) mode for the AR9380 NIC, which set the
NIC in low-power state and disabled most of its cir-
cuitry. Regarding the rest modes, we activated only
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Figure 2: Throughput Performance per NIC across varying Application-Layer Traffic load
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Figure 3: Transmitted MAC-layer Frames / sec per NIC across varying Application-Layer Traffic load
the number of antennas required in each setting and
observed that the 802.11n chipset consumes signif-
icantly less power in the idle and reception modes,
while consumption increases above the levels of the
802.11a/g NIC only in the case that the MIMO 3x3
transmissions are executed.
We also conducted more detailed measurements
to calculate the Energy Consumption per bit (EB),
under the available PHY bit rates that are sup-
ported by each standard, across frame transmis-
sion and reception operations. Fig. 1(a) illustrates
the obtained EB across the the available 802.11a/g
PHY bit rates, while Fig. 1(b) and Fig. 1(c) plot
EB across the available 802.11n PHY bit rates, un-
der frame transmission and reception accordingly.
We clearly observe that the remarkably higher rates
of 802.11n protocol, in combination with the lower
(in most cases) NIC power consumption result in
significantly lower EB values, in comparison with
the performance of the earlier 802.11a/g protocol.
3.2 Realistic Throughput Experiments
In this set of experiments, we take a step fur-
ther from characterising energy consumption under
fixed modes of operation and compare performance
of the two standards under realistic throughput ex-
periments. We manually configure the maximum
available PHY bit rates for each standard and guar-
antee that these rates can be supported by the pre-
vailing channel conditions, by constantly monitor-
ing the achievable frame delivery ratio and assuring
that it never drops below 95% in all the conducted
experiments. We start by measuring throughput
performance of each protocol without enabling any
form of aggregation, while we next repeat the same
experiments by explicitly enabling the FF and A-
MPDU aggregation mechanisms that are supported
by the AR5424 and AR9380 NICs, through proper
modification of the corresponding driver. In each
experiment, we also monitor the power consump-
tion at both the NIC and the total node level, in
order to assess the impact of the various configured
settings on energy consumption.
3.2.1 Varying Application-Layer Traffic load
Fig. 2(a) and Fig. 2(b) plot the monitored through-
put for the 802.11a/g and 802.11n compatible chipsets
across varying Application-layer traffic loads. In
Fig. 2(a), we observe that below channel satura-
tion, throughput performance is similar, while max-
imum achievable throughput differentiates between
the two cases as much as 30% as the load approaches
the 40 Mbps value. Based on detailed study of
the Mad-WiFi driver, we conclude that FF is only
activated when the driver detects that the chan-
nel is approaching saturation through inspection of
the transmission queue levels. We also verified our
findings by monitoring the number of MAC-layer
frames that are being transmitted under each differ-
ent load, which results are illustrated in Fig. 3(a).
The same experiment was repeated using the 802.11n
compatible AR9380 chipset as well and similar con-
clusions were reached. In the case that A-MPDU
aggregation is disabled, channel reaches the satura-
tion point as soon as traffic load equals 50 Mbps,
while in the A-MPDU enabled case, saturation is
only reached at the traffic load of 200 Mbps. In this
case, throughput increases due to the activation of
A-MPDU aggregation by a factor of 4x. Our find-
ings clearly verify that MAC layer improvements
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Figure 4: Energy efficiency characterisation of AR5424 setup across varying Application-Layer Traffic load
10 20 50 100 200 3000.8
1
1.2
1.4
1.6
1.8
2
2.2
Av
er
ag
e 
Po
we
r C
on
su
m
pt
io
n 
(W
att
s)
Application−layer Traffic Rate (Mbps)
 
 
A−MPDU OFF
A−MPDU ON
(a) NIC
10 20 50 100 200 30019
19.5
20
20.5
21
21.5
22
22.5
Av
er
ag
e 
Po
we
r C
on
su
m
pt
io
n 
(W
att
s)
Application−layer Traffic Rate (Mbps)
 
 
A−MPDU OFF
A−MPDU ON
(b) Atom Node
0 50 100 150 200 250 3000
1
2
3
4
5 x 10
4
Application−layer Traffic Rate (Mbps)
Ef
fe
ct
ive
 E
ne
rg
y 
Co
ns
um
pt
io
n 
/ b
it 
(nJ
)
 
 
A−MPDU OFF
A−MPDU ON
(c) Atom Energy consumption/bit
Figure 5: Energy efficiency characterisation of AR9380 setup across varying Application-Layer Traffic load
need to be applied, in order to exploit from the in-
creased PHY bit rates that 802.11n offers.
Fig. 4(a) and Fig. 4(b) plot average power con-
sumption of the AR5424 and the total Atom node
across the various configured traffic load values. In
Fig. 4(a), we observe that the NIC consumes simi-
lar power in cases that the FF mechanism is not yet
activated, while as soon as traffic load reaches the
30 Mbps value, FF is activated and average power
consumption is reduced, due to the decreased fre-
quency of frame transmissions. Under higher load
conditions, AR5424 consumes more power on aver-
age as it operates in transmit mode for longer du-
ration. When considering the power consumption
of the total Atom node, we noticed that even un-
der low traffic loads, FF activation lowers consump-
tion, although it is not yet applied. We identified
that the detected anomaly results due to the differ-
ent frame handling approach that is followed by the
driver across the two different cases, and results in
considerably more efficient function calls in the case
that the FF option is enabled. Our findings are
summarised in the Effective EB representation in
Fig. 4(c), which characterizes the total node power
consumption as a function of the resulting through-
put. The obtained results clearly show that FF is
able to reduce energy expenditure up to 25%.
Similar results are obtained while evaluating the
impact of A-MPDU aggregation on the consump-
tion of the AR9380 NIC and the Atom node, which
are plotted in Fig. 5(a) and Fig. 5(b) accord-
ingly. We clearly notice that the remarkably in-
creased throughput performance that A-MPDU ag-
gregation results in for traffic loads above 100 Mbps
does not come at higher energy costs, in compari-
son with the performance of 802.11a/g. The Effec-
tive EB representation in Fig. 4(c), summarises the
above results and shows that A-MPDU aggregation
can increase energy efficiency up to 70%. More-
over, through comparison of power consumption at
both the NIC and total node levels between the two
standards, we clearly notice that the supported by
802.11 high sampling rates, in accordance with low
power consumption in idle mode, result in reduced
average power consumption. Direct comparison of
EB values at the corresponding saturation points of
each standard shows that 802.11n offers more that
75% reduction of EB compared with the 802.11a/g
standard.
3.2.2 Varying Frame Length
Extensive throughput experiments were also con-
ducted under varying frame lengths. In order to
enable delivery of frames longer than 1500 bytes to
the MAC layer, we configured the NIC’s MTU size
to the maximum supported value of 2274 bytes. In
this section, we refrain from presenting power con-
sumption measurements as variation across varying
lengths was minimal. The throughput performance
of AR5424 NIC is illustrated in Fig. 6(a), while Fig.
6(b) and Fig. 6(c) represent the frame transmission
rate and the Atom-node effective EB accordingly.
We observe that increasing frame length values re-
sult in improved throughput and energy efficiency
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Figure 6: Performance of AR5424 NIC across varying Frame Length values
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Figure 7: Performance of AR9380 NIC across varying Frame Length values
performance. However, in the case that FF is en-
abled, aggregation of frames longer than 1700 bytes
could not be handled by the driver, as transmission
duration exceeded the standard’s 4 ms time thresh-
old and thus no transmissions could be performed.
Throughput performance improvement and reduc-
tion of frame transmission rate across increasing
length values are also monitored when using the
802.11n NIC, as plotted in Fig. 7(a) and Fig. 7(b)
accordingly. Moreover, 802.11n protocol operation
with enabled A-MPDU aggregation is able to use
the highest frame lengths, as its only limitations
are the maximum number of subframes (64) and
maximum A-MPDU length (65.535 bytes). Consid-
ering the results plotted in 7(a), we observe that
in the enabled A-MPDU case, even frames of 1000
bytes are able to deliver high throughput perfor-
mance (>130 Mbps), while longer frame lengths
result in minimal energy efficiency improvement,
as shown in in Fig. 7(c). Comparing the perfor-
mance of the two protocols, we remark that 802.11n
with enabled A-MPDU is able to reduce energy
expenditure by more than 70% for all considered
frame lengths above 500 bytes, when compared with
the lowest achievable EB performance of 802.11a/g.
This observation yields interesting insights and mo-
tivates further investigation regarding the perfor-
mance of A-MPDU aggregation under low quality
channel conditions, where low frame lengths are prefer-
able due to the increased frame delivery rate.
4. CONCLUSIONS AND FUTURE WORK
In this work, we presented detailed results that
characterise how the evolution of the IEEE 802.11
standard has impacted the energy efficiency of wire-
less devices. Experimental evaluation considered
the impact of several MAC-layer enhancements on
the energy consumption of wireless transceivers and
total nodes as well. Our detailed findings can act
as a benchmark for researchers pursuing energy ef-
ficient operation of wireless protocols. As part of
our future work, we plan on evaluating the energy
efficiency of aggregation mechanisms under varying
channel conditions and complex network topologies.
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