In this paper, we develop discontinuous Galerkin (DG) methods to solve ideal special relativistic hydrodynamics (RHD). In RHD, the density and pressure are positive. Units are normalized so that the speed of light is c = 1. Therefore, the velocity of the fluid has magnitude less than 1. To construct physically relevant numerical approximations, we develop a bound-preserving limiter to the scheme, extending the idea in (X. Zhang and Numerical experiments are performed to demonstrate the good performance of the boundpreserving DG scheme.
Introduction
In this paper, we develop discontinuous Galerkin (DG) methods to solve the two-dimensional relativistic hydrodynamics w t + f(w) x + g(w) y = 0, ( 6) where γ = (1 − u 2 − v 2 ) −1/2 is the Lorentz factor and h is the specific enthalpy. To close the system, we specify an equation of state h = h(p, ρ). For ideal gas ρh = ρ + pΓ/(Γ − 1) (1.7)
with Γ being the specific heat ratio, such that 1 < Γ ≤ 2 (see for example [32] ). Moreover, the sound speed is defined as
Physically, the density D and pressure p are positive, and the velocity field (u, v) satisfies u 2 + v 2 ≤ 1. Therefore, we define the admissible set to be
By (1.7), it is easy to see that h > 1, which further yields 0 ≤ c s ≤ 1. It is demonstrated in [21] that G is convex and can be represented as
(1.8)
In this paper, we would like to have our numerical approximations to stay in G.
Relativistic flows can be used to model high-energy astrophysical phenomena, blast waves of supernova explosions, gravitational collapse and accretion, and galactic nuclei. The Riemann solvers for the RHD have been analyzed intensively, see e.g. [27, 17, 6, 13, 23, 31, 21] .
Numerical methods were also studied by several authors. For example, Dolezal and Wong introduced the ENO scheme for the RHD in 1995 [8] , which was extended by Del Zanna and Bucciantini in [7] . Subsequently, the WENO algorithm was also applied to RHD [33] .
In the mean time, the adaptive methods [41, 34, 12] , kinetic schemes [36, 14] and the piecewise parabola methods [18, 22] were developed. Recently, the direct Eulerian GRP schemes [39, 40] , finite volume local evolution methods [35] and Steger-Warming flux vector splitting methods [47] were developed by Tang and his collaborators. Besides the above, the discontinuous Galerkin methods were studied by Radice and Rezzolla [25] . Later, Zhao and Tang applied the WENO limiters to the DG schemes [48] . More numerical methods can be found in [16, 28, 9, 1, 15, 24] and the references therein. We also refer the readers to the review paper [19] for more numerical methods solving RHD. The numerical methods mentioned above can be used to solve most of the problems in RHD. However, in some extreme cases, the methods may not work well, since it is not easy to make the numerical approximations stay in the set G. To fix this problem, we develop a DG scheme with a bound-preserving limiter to obtain physically relevant numerical approximations, while maintaining the designed high order accuracy.
The DG method was first introduced by Reed and Hill in 1973 [26] . Later, Cockburn et al. developed Runge-Kutta discontinuous Galerkin (RKDG) methods for hyperbolic conservation laws [4, 2, 3, 5] . In 2010, genuinely maximum-principle-satisfying high order DG schemes for scalar equations and two-dimensional incompressible flows in vorticity-stream function formulation were constructed [42] . Subsequently, positivity-preserving high order DG schemes for compressible Euler equations were designed in [43] . Recently, the boundpreserving technique was used to approximate hyperbolic equations with δ-singularities in [37] and L 1 -stability of the DG schemes was obtained for some nonlinear hyperbolic systems in [38] . In this paper, we follow the ideas in [42, 43, 38] to construct bound-preserving high order DG schemes for RHD and prove their L 1 -stability. Moreover, following [45] , we will also construct bound-preserving DG schemes for RHD with source terms and study the axisymmetric relativistic jets [20] .
The organization of this paper is as follows. In section 2, we study the one dimensional problem, including the details of the DG scheme, the foundation of the limiters, and high order time discretizations. In sections 3 and 4, we study the problem in two space dimensions and the implementation of the relativistic axisymmetric jets. Numerical experiments are given in section 5. Finally, we will end in section 6 with concluding remarks and remarks for future work. The proof of two lemmas is given in Appendixes A and B.
Numerical algorithm in one space dimension
In this section, we proceed to construct the bound-preserving DG scheme to solve the one dimensional relativistic hydrodynamics.
The DG scheme
We consider the one-dimensional version of (1.1) on the spatial domain [0, 1] and solve The admissible set is defined to be
It is easy to see that G 1 is convex. To construct the scheme, we divide the computational
and denote
as the cells. For simplicity, we consider uniform mesh in this paper, and denote by ∆x the size of each cell.
Next, we define
as the finite element space, where P k (I j ) denotes the space of polynomials in I j of degree at most k. The DG scheme for (2.1) is the following: find w h ∈ V h , such that for any
where (w, v) j = I j w · vdx, and v h . Likewise for v + h . Moreover, the numerical fluxf , a single valued vector, is defined at the cell interfaces and in general depends on the values of the numerical solution w h from both sides of the interfacesf
In this paper, we apply the Lax-Friedrichs fluxeŝ
where α f is a positive real value to be chosen by the bound-preserving technique.
Bound-preserving technique
In this subsection, we use Euler-forward time discretization and briefly discuss the construction of bound-preserving limiters [44] . For (2.1), direct usage of high order DG methods results in the appearance of negative densities and pressure, and physically irrelevant velocity, leading to ill-posed problems. Moreover, the code may blow up once physically irrelevant quantities appear. Therefore, we would need to apply bound-preserving limiters to the scheme. We denote w n j and w n j to be the numerical solution and its cell average at time level n in cell I j . For simplicity, throughout the paper, if we consider generic numerical solution on the whole computational domain Ω, then the subscript j will be omitted. Suppose the exact solution of equation (2.1) is in G 1 , we are interested in constructing numerical solutions which are also in G 1 . The whole procedure is given below.
First order scheme
In the first step, we consider a first order scheme 
where
For many two-point first order numerical fluxes, we can prove the following lemma whose proof will be given in Appendix A.
Lemma 2.1. Suppose w ∈ G 1 and the parameter α f satisfies 
From (2.5) we can see that under a CFL condition We can construct high-order bound-preserving DG schemes based on Theorem 2.1.
High order schemes
Next, we consider high order schemes and assume w n ∈ G 1 . By taking the test function
2), we have the equation satisfied by the numerical cell averages
Let ω i be the Legendre Gauss-Lobatto quadrature weights for the interval [− . Therefore,
where in the second step, we use the fact that ω 0 = ω M . If the parameter α f satisfies
), F (w
then Theorem 2.1 yields
Finally, we can modify the numerical solution through a simple scaling limiter
By taking suitable θ ∈ [0, 1], we havew
is used as the numerical solution at time level n + 1. For scalar equations, we can prove that this modification does not affect the high order accuracy of the original solution w n+1 j [44] . For systems, numerical experiments indicate that this modification can maintain the designed high order accuracy in most cases, although there might be slight degrading of accuracy under certain special circumstances, see [46] for a discussion.
Now we give a summary of the complete algorithm. Due to the rounding error, we define
Then the modification of w n j is given in the following steps.
• Set up a small number ε = 10 −13 .
• IfD n j > ε, then proceed to the following steps. Otherwise, D n j is identified as the approximation to vacuum. Therefore, we take w n j = w n j as the numerical solution and skip the following steps.
• Modify the density first:
• Modify the velocity and pressure: Define q
where · is the Euclidean norm, and z j i is the intersection point of the straight line
and the surface ∂G ε . Define θ j = min i=0,··· ,M θ j i , and use
as the DG approximation in cell I j .
Following [38] , we can show the L 1 -stability of the numerical scheme with the boundpreserving limiter. Since D n is positive, we have
Moreover, it is easy to obtain
In the last inequality, we use the fact that |u| ≤ 1. Therefore,
This implies the L 1 -stability of the scheme.
High order time discretizations
All the previous analyses are based on first-order Euler forward time discretization. We can also use strong stability preserving (SSP) high-order time discretizations to solve the ODE system w t = Lw. More details of these time discretizations can be found in [30, 29, 11] . In this paper, we use the third order SSP Runge-Kutta method [30] 
10)
and the third order SSP multi-step method [29] w n+1 = 16 27 (w n + 3∆tL(w n )) + 11 27
Since an SSP time discretization is a convex combination of Euler forward, by using the limiter mentioned in section 2.2, the numerical solution obtained from the full scheme is also in G 1 .
Numerical algorithm in two space dimensions
In this section, we extend the bound-preserving discontinuous Galerkin method to relativistic hydrodynamics in two space dimensions. For simplicity, we use Euler forward time discretization and construct high-order bound-preserving DG schemes to solve (1.1). In this section, we construct the numerical solutions to be in G, which was given in (1.8).
For simplicity, we use uniform rectangular meshes. The algorithm including the boundpreserving limiter can be easily generalized to unstructured meshes. The cell is defined as
, y j+ 1 2 , and the mesh sizes in x and y directions are denoted as ∆x and ∆y, respectively. At time level n, we approximate the exact solution with a vector of polynomials of degree k, w
T , and define the cell average
Moreover, we denote w
the traces of w on the four edges in cell I ij , respectively. More details can be found in [43] . For simplicity, if we consider a generic numerical solution on the whole computational domain at time level n, then the subscript ij will be omitted.
In this section, we only consider high-order schemes, and the one satisfied by the cell averages can be written as , y 0 ) is a point on the vertical cell interface, at which we have two numerical approximations w ℓ = (D ℓ , m ℓ , n ℓ , E ℓ ) T and w r = (D r , m r , n r , E r ) T from left and right, respectively. Then the Lax-Friedrichs flux can be written as
where α f > 0 is a parameter to be chosen. The numerical flux g can be defined in a similar way with parameter α g on the horizontal cell interfaces.
For accuracy, we use L-point Gauss quadratures with L ≥ k + 1 to approximate the integrals in (3.1). More details of this requirement can be found in [2] . The Gauss quadrature points on x i− are denoted by
respectively. Also, we denote w β as the corresponding weights on the interval − .
Different from the notations in previous sections, we usê
as the Gauss-Lobatto points on
and y j− , respectively. Also, we denotê w α as the corresponding weights on the interval − , then the numerical scheme (3.1) becomes
, w
where w 
Following the same proof of Theorem 2.1 with some minor changes, we have the following result Lemma 3.1. Suppose w 1 , w 2 , w 3 ∈ G, the parameter α f satisfies
,
, then under a CFL condition α f λ 1 ≤ 1, we have
Similarly, if we define
Let µ = α f λ 1 + α g λ 2 , then scheme (3.2) can be written as
.
is the convex combination of w, H 1 and H 2 . Therefore, we have the following theorem. 
Then the modification of w n ij is given in the following steps.
• If D • Modify the density first: • Modify the velocity and pressure: Consider w Now we demonstrate the L 1 -stability of the bound-preserving DG scheme. Following the same analysis as in section 2, we have
It is easy to check that
In the last inequality, we use the fact that u 2 + v 2 ≤ 1.
The above analysis yields the L 1 -stability of the scheme:
Application to relativistic jets
In this section, we study the relativistic axisymmetric jets. We use two-dimensional cylindrical coordinates (r, z), and the governing equation reads [20] w t + f(w) r + g(w) z = s(r, w), (4.1)
Different from what we have discussed in section 3, the source term s(r, w) is not zero.
Therefore, we will demonstrate how to discretize the source terms. The techniques for the discretization of the flux terms and the modification of the numerical approximations follow from the same lines as discussed in section 3, and we will omit them.
In this section, the cell is defined as I ij = r i− , with 1 ≤ i ≤ N r , 1 ≤ j ≤ N z and the mesh sizes in r and z directions are denoted as ∆r and ∆z, respectively.
If not otherwise stated in this section, the notations follow those in section 3. We consider high order schemes only, the one satisfied by the cell averages can be written as w + ∆ts. Since s is a function of w and r, H s can be written as a function of w, r and ∆t, i.e. H s (w, r, ∆t) = H s (w, s, ∆t). We can choose ∆t sufficiently small, such that H s (w, r, ∆t) = H s (w, s, ∆t) ∈ G, and the result is given in the following lemma, whose proof is given in Appendix B. where
With the above lemma, we can state the following theorem Theorem 4.1. Suppose w n ∈ G, then w n+1 ∈ G under the conditions
and
Now we have finished all the theoretical analysis.
Numerical experiments
In this section, we present numerical examples in both one and two dimensions to verify the bound preserving property of the proposed method. We consider the third-order RKDG method (k = 2) with the Lax-Friedrichs numerical flux. For 1-D problems the CFL number is taken to be 0.15 and for 2-D CFL= 0.1. The specific heat ratio Γ is taken to be 5/3, unless otherwise stated. The boundary condition is set to be periodic. The exact solution is ρ(x, t) = 1 + 0.9999999 sin(2π(x − 0.9t)), u(x, t) = 0.9, p(x, t) = 1.0
One-dimensional Experiments
In Table 5 .1, we present the numerical results for the proposed method with and without the bound preserving limiter. Since this is a high speed smooth flow with its lowest density near zero, bound preserving limiter does get turned on. As observed and discussed in [46] and [38] , the SSP Runge-Kutta (RK) methods may degenerate the accuracy when the bound preserving limiter is applied. For the SSP multi-step (M-S) method, the full order of accuracy is recovered. Table 5 .1: Example 5.1.1: One-dimension accuracy test at T = 0.4 for the second-, thirdand forth-order DG methods with and without the bound preserving limiters. The CFL number for the multistep method is one-third of that for the RK method. k is the degree of polynomial and h is the meshsize. The initial discontinuity gives rise to a transonic rarefaction wave propagating left, a shock wave propagating right and a contact discontinuity in between. The numerical approximation in Figure 5 .1 shows that our method can resolve these structures quite well. Small oscillations are observed around shocks, since we did not apply any TVB/TVD or WENO limiter. This example is more relativistic than the previous one. The high relativity is due to the large enthalpy of the left state, which is h ≃ 2.5 × 10 3 ≫ 1. This results in a thermodynamically relativistic configuration. The structure of the solution is the same as the moderate case, except for the formation of a very thin dense shell behind the shock in the density and a highly curved profile for the rarefaction fan in the velocity. The relativistic shock propagating at a Lorentz factor γ ≃ 6 [41] . In Figure 5 .2, we see that our method resolves the curved part in the profile of the velocity very well and captures the thin shell in the density with little smearing.
no limiter with limiter (RK) with limiter (M-S)
To further test the bound preserving property of our method, we consider a more extreme example. The initial condition now is
with the specific heat ratio Γ = 4/3. In this case the enthalpy of the left state is h ≃ 4 × 10 4 .
In the profile of the density, the width of the thin shell is approximately 2.5 × 10 −3 and the rarefaction part in the velocity becomes even more curved. Without the bound preserving limiter, the code breaks down immediately. In Figure 5 .3, we see the good performance of our proposed method.
Example 5.1.4 (Shock-heating problem). The shock-heating problem (see [7] , [41] , [18] and [19] ) is a standard benchmark problem to examine the ability of the method to deal with strong shocks. A warm wall is located at x = 0 and cold gas flows in at x = 1.0. When the gas gets reflected on the wall, a reverse strong shock forms and propagates to the right.
In our experiment, the inflow velocity is set to be v in = 0.999999, with the corresponding Lorentz factor γ = 707.1. The other initial states are ρ 0 = 1.0 and p 0 = 0.0. The specific heat ratio in this example is Γ = 4/3. The analytical solution can be found in [18] . As pointed out in [43] , although the bound-preserving limiter can preserve the physical bounds of the numerical approximation, the TVB limiter is still necessary for strong shocks.
Without TVB limiter, there will be strong post shock oscillations. In this example, the TVB limiter [3] with the parameter M = 50 is applied to each characteristic component.
In Figure 5 .4, we observe that, despite of the strong shocks, our method can capture the shocks sharply while maintaining the relevant physical bounds. There is an undershoot in the left end point of the density, which is the so-called wall-heating effect. We emphasize that for this example, with merely the TVB limiter, the code breaks down after several time steps, due to the breaking of the physical bounds. Also, the failure of third-order CENO scheme for this example is reported in [7] . This shows the power of the proposed bound preserving limiter in the strong relativistic regime with very strong shocks. Example 5.1.5 (One-dimensional Riemann problem with non-zero transverse velocity).
Another difficult 1-D test is the Riemann problem with non-zero transverse velocity, see [41] and [22] . Compared with Example 5.1.3, where there is no transverse velocity, the density has a smaller jump and a wider dense shell, however the distance between the tail of the rarefaction and the contact discontinuity is much smaller, which requires very high resolution to resolve the structure. Our results on meshes of 400 and 6400 cells are presented in Figure 5 .5 and Figure   5 .6. These results match those in [41] and [22] well.
We further test this problem with a transverse velocity v y = 0.999. In this case, the dense shell in the density is much thinner and the transverse velocity increases from v y = 0.999 to v y = 0.99967 at the rarefaction part, which corresponds to a Lorentz factor γ ≃ 39. We see in Figure 5 .7, our method is still robust in this severe case. where r = (x, y), v = (v x , v y ) and b = (cos α, sin α) is the direction vector, along which the wave propagates. In this example we take α = π/4. In Table 5 .2, the numerical errors in L 2 and L ∞ norms of the RKDG method with the bound preserving limiter are listed. We see that, in this case, the limiter preserves the high-order accuracy. hydrodynamics [28] to the relativistic flows. We take the same initial condition as in [7] . [21], [41] ) have confirmed that it has less smearing around the contact discontinuity, especially for the 2-D Riemann problems, than the Lax-Friedrichs or other more diffusive Riemann solvers. However, in [41] , the authors pointed out that the HLLC may suffer from the so-called "carbuncle" artifact in 2-D or 3-D simulations, for example, of relativistic jets.
Two-dimensional experiments
Moreover, the bound preserving property of the HLLC Riemann solver (when applied to a first order scheme) is only partially completed in [21] Despite of this, the structure of the solution matches the results in [41] , [7] and [21] . For the Lax-Friedrichs solver, the additional numerical viscosity causes spurious oscillation propagating along the main axis, while this is not the case for the HLLC solver. This phenomena was also observed in [21] and [41] when HLL and local Lax-Friedrichs Riemann solvers were applied. Without the bound preserving limiter, the code breaks down immediately due to the appearance of non-physical quantities.
Example 5.2.3 (Axisymmetric relativistic jet). The last example is to apply our bound preserving DG method to the simulation of the relativistic axisymmetric jet. We consider the equations in the cylindrical coordinates, (4.1) and (4.2). The numerical simulation, morphology and the dynamics of axisymmetric relativistic jets have been well studied in the literature (e.g. [10] , [20] ). We first consider the C2 model in [20] . In order to compare the results, we use the same parameters as in [20] . The initial states are assigned to be ). The relativistic Mach number of this model is around 132. The DG method without the bound preserving limiter fails immediately. The simulation at T = 30 is presented in Figure 5 .10. We observe that, due to the larger Lorentz factor, the cocoon is less prominent than that of the previous example. The jet speed is around v jet = 0.73, which agrees with the estimated average speed 0.69 in [20] .
Concluding remarks
In this paper, we develop discontinuous Galerkin (DG) methods to solve relativistic hydrodynamics (RHD). A special bound-preserving limiter is constructed to obtain physically relevant numerical approximations without compromising the high order accuracy. Moreover, we can prove the L 1 -stability of the DG scheme with the limiter. Numerical experiments are given to demonstrate the good performance of the DG scheme. In the future, we plan to generalize the DG scheme to relativistic magnetohydrodynamics.
A A proof for Lemma 2.1
In this section, we will prove Lemma 2.1. For simplicity, we only study the proof for H − , as the proof for H + can be obtained along the same line. Recall that w = (D, m, E) T ∈ G 1 and f(w) = (Du, mu + p, m) T . Therefore, 
