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Abstract: - A definition of medium voltage (MV) load diagrams was made, based on the data base knowledge 
discovery process. Clustering techniques were used as support for the agents of the electric power retail markets 
to obtain specific knowledge of their customers’ consumption habits. Each customer class resulting from the 
clustering operation is represented by its load diagram. The Two-step clustering algorithm and the WEACS 
approach based on evidence accumulation (EAC) were applied to an electricity consumption data from a utility 
client’s database in order to form the customer’s classes and to find a set of representative consumption patterns. 
The WEACS approach is a clustering ensemble combination approach that uses subsampling and that weights 
differently the partitions in the co-association matrix. As a complementary step to the WEACS approach, all the 
final data partitions produced by the different variations of the method are combined and the Ward Link 
algorithm is used to obtain the final data partition. Experiment results showed that WEACS approach led to 
better accuracy than many other clustering approaches. In this paper the WEACS approach separates better the 
customer’s population than Two-step clustering algorithm. 
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1   Introduction 
In the regulated power systems, the information about 
the customer's consumption was important for 
managing the demand of power, the system planning 
or definition of better tariffs. Nowadays, with the 
emergence of competitive electricity markets 
(deregulated electricity markets) a reduced price paid 
by customers for electricity consumption is expected. 
For the retail companies, the knowledge about 
customer's consumption patterns is very important for 
the accomplishment of agreements in the price of the 
electricity between customers and suppliers, the 
definition of marketing policies and innovative 
contracts and services. For suppliers who choose a 
differentiation strategy, the knowledge of the needs 
of their customers is very important to develop 
products to suit their preferences. To achieve success 
in deregulated markets, companies must learn to 
segment the market and target these segments with 
the most effective types of marketing methods. One 
possible method of differentiation is the development 
of tailored contracts defined according to customer 
consumption patterns. 
One of the important results obtained using this 
data are the load profiles for different customer 
classes. A load profile can be defined as a pattern of 
electricity demand for a customer, or group of 
customers, over a given period of time. The accurate 
classification of customer classes and the association 
of a load profile are essential to support marketing 
strategies. These customer’s classes can be obtained 
using clustering approaches. 
The definition of customer’s classes can be 
extracted by the knowledge of the real customers’ 
electrical behavior and also by additional external 
features information, such as weather data, activity 
type, contracted power value, consumed energy and 
tariff type. The identification of the best 
representative load diagrams of MV electrical 
customers is proposed, using a given number of daily 
load diagrams extracted from a monitoring campaign 
carried out by the Portuguese utility. For the 
definition of MV customers’ load profiles, the Two-
step clustering algorithm and the WEACS approach 
based on evidence accumulation (EAC) were used. 
Clustering can be defined as the process of 
grouping data into distinct classes or clusters based 
on an appropriate notion of closeness or similarity 
among data. Even though there are hundred of 
clustering algorithms in the literature [1-3], no single 
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algorithm can effectively find by itself all types of 
cluster shapes and structures. With the objective to 
solve this limitation, some combination clustering 
ensemble approaches have been proposed [4-9] based 
on the idea of combining the results of a clustering 
ensemble into a final data partition.  
The work on evidence accumulation clustering 
conducted by Fred et al [4-6] has been used as basis 
for this work. The idea of evidence accumulation-
based clustering is to combine the results of multiple 
clusterings into a single data partition, by viewing 
each clustering result as an independent evidence of 
data organization. EAC takes the co-occurrences of 
pairs of patterns in the same cluster to combine the 
results of a cluster ensemble into a single final data 
partition. The data partitions are mapped into a 
co-association matrix and the final combined data 
partition is obtained by applying a clustering 
algorithm to the co-association matrix. 
Duarte et al. proposed the WEAC approach 
[10-12], also based on evidence accumulation 
clustering. WEAC uses a weighted voting mechanism 
to integrate the partitions of the clustering ensemble, 
leading to a weighted co-association matrix 
(w_co_assoc matrix). Two different methods are used 
to weight each clustering to be incorporated in the 
w_co_assoc matrix. In the first method, the Single 
Weighted EAC (SWEAC), each clustering is 
evaluated by a relative or internal cluster validity 
index and the contribution of each clustering is 
weighted by the value obtained for this index. In the 
second method, the Joint Weighted EAC (JWEAC), 
each clustering is evaluated by a set of relative and 
internal cluster validity indices and the contribution 
of each clustering is weighted by all results obtained 
with each of these indices. The final combined 
partition is obtained by applying a clustering 
algorithm to the obtained w_co_assoc matrix.  
Duarte et al. tested how subsampling techniques 
influence the combination results using the WEAC 
approach (WEAC with subsampling, WEACS) [13]. 
Partitions in the ensemble were generated by 
clustering subsamples of the data set. Each subsample 
has 80% of the elements of the data set. As with the 
WEAC approach, two different methods are used to 
weight data partitions in the co-association matrix 
(w_co_assoc matrix): Single Weighted EAC with 
subsampling (SWEACS) and Joint Weighted EAC 
with subsampling (JWEACS).  
The WEACS approach was evaluated experimentally 
[13] on synthetic and real data sets, in comparison 
with the single application of Single Link, Complete 
Link, Average Link, K-means and Clarans 
algorithms, with the subsampling version of EAC, 
and with the graph-based combination methods by 
Strehl and Gosh (HGPA, MCLA and CSPA ) [7]. The 
quality of the final data partition (P*) is evaluated by 
calculating the consistency of P* with ground truth 
information. It can be seen in [13] that the WEACS 
approach obtains for almost all these data sets better 
results than all of the other clustering approaches, 
with an improvement percentage superior to 10%, 
allowing concluding that this approach is robust and 
can be followed to obtain good clusterings. 
Section 2 summarizes the cluster validity indices 
used in WEACS. Section 3 summarizes the Two-step 
clustering algorithm. Section 4 presents the Weighted 
Evidence Accumulation Clustering with subsampling 
(WEACS) and the experimental setup used. Section 5 
presents the obtained representative load profiles 
obtained by the application of WEACS approach to 
an electricity consumption data set. Finally, section 6 
presents the conclusions and some ideas for future 
work. 
 
 
2   Cluster Validity Indices 
How many clusters are present in the data and how 
good is the clustering itself are two important 
questions that have to be addressed in any clustering. 
Cluster validity indices provide the formal 
mechanisms to give an answer to these questions. For 
a summary of cluster validity measures and 
comparatives studies see for instance [14,15] and the 
references therein. 
There are three approaches to assess cluster validity 
[16]: external validity indices, where the evaluation 
of  the clustering results is made using a structure that 
is assumed on the data set (ground truth); internal 
validity indices, where the assessment of  the 
clustering results is made in terms of the quantities 
that involve the vectors of the data set themselves; 
and relative validity indices, where the assessment of 
a clustering result is made by comparing it to other 
clustering results, achieved by the same algorithm but 
with different input parameters. 
This work make use of a set of internal and relative 
clustering validity indices, extensively used and 
referenced in the literature, to assess the quality of 
data partitions to be included and weighted in the 
w_co_assoc matrix; external validity criteria is 
excluded, since it requires the use of a priori 
information about cluster structure. Two internal 
indices, the Hubert Statistic and Normalized Hubert 
Statistic (NormHub) [17], and fourteen relative 
indices are used: the SD validity index [15], the 
S_Dbw validity index [15], Dunn index [18], 
Davies-Bouldin index (DB) [19], Root-mean-square 
standard error (RMSSTD) [20], R-squared index (RS) 
[20], Caliski & Harabasz cluster validity index [21], 
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Silhouette statistic (S) [22], index I [23], XB cluster 
validity index [24], Squared Error index (SE), 
Krzanowski & Lai (KL) cluster validity index [25], 
Hartigan cluster validity index (H) [26] and the Point 
Symmetry index (PS) [27]. The mathematical 
equations of all indices used in the WEACS approach 
are available in [10]. 
 
 
3.   Two-Step Algorithm 
The Two-step is a scalable cluster algorithm designed 
to handle very large data sets and that can handle 
continuous and categorical variables or attributes. It 
only requires one data pass and has two steps: 1) 
pre-cluster the cases (or records) into many small 
sub-clusters; 2) cluster the sub-clusters resulting from 
pre-cluster step into the desired number of clusters. It 
can also automatically select the number of clusters. 
More details about this clustering method can be 
found in [28]. The Two-step  clustering algorithm is 
included in Clementine version 8.5 [Clementine Data 
Mining System, web page – http://www.spss.com]. 
 
 
4   Weighted Evidence Accumulation 
Clustering using Subsampling 
(WEACS) 
The WEACS approach [13] is an extension of the 
WEAC approach [10-12] by using subsampling in the 
construction of the cluster ensemble. Subsampling is 
used in WEACS to produce diversity in the cluster 
ensemble and to test the robustness of the approach. 
In fact, other works have shown that the use of 
subsampling increase diversity in the cluster 
ensemble leading to more robust solutions [8,9]. Both 
methods extend the EAC technique by weighting 
differently each data partition in the combination 
process, based on the quality of these data partitions, 
as assessed by cluster validity indices. While in EAC 
the N data partitions of n patterns are mapped into an 
n×  n co-association matrix:  
_ ( , ) /ijCo assoc i j votes N=  ( )1  
where votesij is the number of times the pattern pair 
(i,j) is assigned to the same cluster among the N 
clusterings, WEACS proposes the assessment of the 
quality of each data partition by one or more cluster 
validity indices, determining its weight in the 
combination process. The aim of this differentiation 
in the weighting of the data partitions is to avoid what 
can happen in a simple voting mechanism when a set 
of poor clusterings can overshadows another isolated 
good clustering. Better combination results are 
expected by weighting the data partitions in the 
weighted co-association matrix according to the 
assessment made by cluster validity indices and by 
assigning higher importance to better data partitions 
in the clustering ensemble. 
Considering n the number of patterns in a data set 
and given a clustering ensemble P=  { }NPPP ,...,, 21  
with N partitions of n*0.8 patterns produced by 
clustering subsamples of the data set, and a 
corresponding set of normalized indices with values 
in the interval [0,1] measuring the quality of each of 
these partitions, the clustering ensemble is mapped 
into a weighted co-association matrix:  
w_co_assoc(i,j)= 
1
.
( , )
LN
Lij
L
vote VI
S i j
=
∑ , ( )2  
where N is the number of clusterings, voteLij is a 
binary value, 1 or 0, depending if the object pair (i,j) 
has co-occurred in the same cluster (or not) in the Lth 
partition, LVI  is the normalized cluster validity index 
value for the Lth partition and ( , )S i j  is a matrix such 
that (i,j)-th entry is equal to the number of data 
partitions from the total N data partitions where both 
patterns i and j are simultaneous present. Information 
about the normalization of cluster validity indices can 
be consulted in [13]. The final combined data 
partition is obtained by applying a clustering 
algorithm to the weighted co-association matrix. The 
proposed WEACS approach is schematically 
described in table 1. 
 
Table 1. WEACS algorithm 
Input:  
n – number of data patterns of the data set 
P = { }NPPP ,...,, 21 - Clustering Ensemble with N data 
partitions of n*0.8 patterns produced by clustering 
subsamples of the data set { }NVIVIVIVI ,...,, 21=  - Normalized Cluster Validity 
Index values of the corresponding data partitions 
Output: Final combined data partitioning. 
Initialization: set w_co_assoc to a null n × n matrix. 
1. For L=1 to N  
Update the w_co_assoc: for each pattern pair 
(i,j) in the same cluster, set 
w_co_assoc(i,j)=w_co_assoc(i,j)+ .( , )
L
Lijvote VI
S i j  
 voteLij - binary value (1 or 0), depending if the 
object pair (i,j) has co-occurred in the 
same cluster (or not) in the Lth partition 
LVI  - the normalized cluster validity index value 
for the Lth partition 
( , )S i j  - number of data partitions where patterns 
i and j are present  
2. Apply a clustering algorithm to the w_co_assoc 
matrix to obtain the final data partition 
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WEACS has two different approaches of weighting 
each data partition: 
1. Single Weighted EAC with subsampling 
(SWEACS), where the quality of each data 
partition is assessed by a single normalized 
relative or internal cluster validity index, and 
each vote in the w_co_assoc matrix is weighted 
by the value of this index:  
LVI = ( )_ Lnorm validity P  ( )3  
2. Joint Weighted EAC with subsampling 
(JWEACS), where the quality of each data 
partition is assessed by a set of relative and 
internal cluster validity indices, and each vote in 
the w_co_assoc matrix being weighted by the 
overall contributions of these indices:  
LVI =
( )
1
_
LNInd
ind
ind
norm validity P
NInd
=
∑  ( )4  
where NInd  is the number of cluster validity 
indices used, and ( )_ Lindnorm validity P is the value 
of the indth validity index over the partition PL. 
In our experiments, sixteen cluster validity indices 
were used. These indices can be seen in the papers 
referred in section 2. 
In the WEACS approach can be used different 
clustering ensembles construction methods, different 
clustering methods to obtain the final combined data 
partition, and, particularly in the SWEACS version, 
can be used even different cluster validity indices to 
weight the data partitions. These constitute variations 
of the approach, taking each of the possible 
modifications as a configuration parameter of the 
method. Experimental results in [13] show that 
although the WEACS leads in general to good results, 
no individual configuration tested led consistently to 
better best results in all data sets as compared to the 
subsampling versions of EAC, HGPA, MCLA and 
CSPA methods.  
To solve this problem a complementary step is 
used to the WEACS approach. It consists in 
combining the partitions obtained in the WEACS 
approach with the ALL clustering ensemble 
construction method. These data partitions are 
combined using the EAC approach and the final data 
partition (P*) is obtained by applying the Ward Link 
algorithm to this new co-association matrix. 
 
4.1 Experimental Setup 
 
4.1.1 Construction of Clustering Ensembles 
There are many ways to produce clustering 
ensembles. In our experiments, the clustering 
ensembles were produced using a single algorithm 
(Single Link (SL), Complete-Link (CL), Average-
Link (AL), K-means and Clarans (CLR)) with 
different parameters values and/or initializations, and 
using multiple clustering algorithms with multiple 
parameters values and/or initializations. Particularly, 
each clustering algorithm makes use of different 
values of k and K-means and Clarans in addition 
make use of different initializations of clusters 
centers. A clustering ensemble that includes all the 
partitions produced by all the clusterings algorithms 
(ALL) was also explored. 
 
4.1.2 Extraction of the Final Combined Data 
Partition 
As the obtained co-association matrix (w_co_assoc) 
represents a new similarity matrix between patterns a 
clustering algorithm can be applied to it to achieve 
the final combined data partition P*. In the performed 
experiments, the final number of clusters is assumed 
as being known and the k-means, SL, AL and Ward’s 
link (WR) algorithms were used to achieve the final 
partition. To assess the performance of the 
combination methods, the final data partitions are 
compared with ground truth information and the 
Consistency index (Ci) is used to compare these 
partitions [6]. 
 
 
5.  Experimental Results 
 
5.1 Data Selection  
This specific case study is based on a set of 229 MV 
customers from a Portuguese utility. Information on 
the customer consumption has been gathered by 
measurement campaigns carried out by EDP 
Distribuição – a Portuguese Distribution Company, in 
the nineties, and this data was used for the purpose of 
a study demonstration. 
The monitoring campaigns were based on a load 
research project for which a sample population, type 
of customers (MV, LV), points of meters installation, 
sampling cadence (15, 30 … minutes) and total 
duration (months, years...) of data collection were 
defined. 
The instant power consumption for each MV 
customer was collected with a cadence of 15 minutes, 
by real time meters, which gives 96 values a day for 
each client, for each day of measurement. The 
measurement campaigns were made during a period 
of 3 months in the summer and another 3 months in 
the winter. For this sample, there is also other kind of 
information, such as the commercial data related to 
the monthly energy consumption, the activity code 
and the contracted power. 
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5.2 Data Pre-processing 
Starting from the initial databases, some damaged 
files were detected and some customers without 
registered values were removed from the initial data 
sample. So, twenty-one customer’s files were 
removed from the initial sample, remaining 208 
customers to be analyzed. 
In this data-cleaning phase, missing values of 
measures were filled using a neural net [29]. These 
failures can be due to transmission interruptions or 
damage in the measurement equipment. Therefore, to 
estimate missing values, a multi layer perceptron 
(MLP) artificial neural net was used. 
The historical data of electricity consumption will 
serve as support to estimate the lacking power values, 
previously detected in Data Pre-processing. 
The neural net was trained starting from the report 
of each customer's consumption. By completing this 
missing data, the errors of the metered load curves 
are attenuated without making significant alterations 
in the real measures. After the completion data, it has 
been prepared for clustering. 
Each customer is represented by his representative 
daily load curve resulting from elaborating the data 
from the measurement campaign. For each customer, 
the representative load diagram has been built by 
averaging the load diagrams related to each customer 
[29,30]. A different representative load diagram is 
created to each one of the loading conditions defined: 
working days and weekend days. Each customer is 
now defined for a representative daily load curve for 
each of the loading conditions to be studied 
separately. 
The representative daily load diagram of the mth 
customer is the vector l(m): 
{ } { }( ) ( ) ( )1 ,... , 1... , 1...m m mhl l l m M h H = ∈ ∈   ( )5  
 where (m) represents the customer number in 
analysis, M represents the number of customers of the 
sample and H=96, represents the 15 minute intervals 
in a day. 
The diagrams were computed using the 
field-measurements values, and, therefore, they need 
to be brought together to a similar scale for the 
purpose of their pattern comparison. This is achieved 
through normalization. 
For each customer the vector represented in (5) was 
normalized to the [0-1] range by using the peak 
power of its representative load diagram [29,30]. This 
kind of normalization was chosen to permit the 
maintenance of curve shape in order to compare the 
consumption patterns. At this point each customer is 
represented by a group H of data consisting of values 
for 15 minutes intervals which gives a set of 96 
values in the range [0-1].  
 
5.3 Determining of Electricity Customers’ 
Load Profiles using WEACS approach 
The Two-Step and WEACS approaches have been 
used to group the load patterns on the basis of their 
distinguishing features. At present, in Portugal, the 
regulated electrical company has nine consumption 
patterns. Based on this information the number of 
clusters of the final combined data partition has been 
fixed in 9 clusters. The expected 9 clusters were 
obtained for the two different load regimes: work 
days and weekends.  
Figure 1 shows the representative load diagram 
obtained for each cluster using the Two-step 
approach and using the measurement power for the 
weekends. 
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Figure 1-  Clusters obtained by Two-step clustering algorithm for 
weekends. 
 
Figure 2 shows the representative load diagram 
obtained for each cluster using the WEACS 
approach. and using the measurement power for the 
weekends. Cluster number 2 contains only six 
customers with atypical electric energy consumption. 
Their behaviors are very different of each other. 
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These kinds of atypical customers (outliers) should be 
removed from the study to avoid weakened 
characterization results. Apart from cluster number 2, 
the WEACS approach separated the customer 
population well and the representative load diagrams 
were created with a distinct load shape.  
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Figure 2-  Clusters obtained by WEACS approach for weekends. 
In order to assess the weekend clusterings results 
obtained by the Two-step clustering algorithm and 
the WEAC approach, some already referred validity 
indices were used: NormHubert, DB, Dunn, I, PS, 
Silhouette and XB. Table 2 shows the results 
obtained by these indices. According to the indices 
criteria (table 2), the data partition achieved by 
WEACS is considered by five of the seven indices to 
be better than the one obtained by Two-step. These 
results emphasise the conclusions that may be 
visually taken by analysing the graphics.  
 
Table 2. Indices results 
 
Weekend 
Index WEACS Two-Step 
Criteria 
NormHub 0.5160 0.4957 Max 
DB 1.2343 1.2671 Min 
Dunn 0.1559 0.1778 Max 
I 0.6652 0.6757 Max 
PS 0.4219 0.4804 Min 
Silhouette 0.3394 0.3510 Max 
XB 0.6969 0.9594 Min 
 
One of the representative load diagrams obtained 
using the WEACS approach by applying it to the 
measurement power for the working days also 
contains only seven customers with atypical electric 
energy consumption. These customers´ behaviors are 
also very different of each other and, as already 
mentioned, in this case this cluster should be removed 
from the study. 
With the 8 resulting clusters, a representative load 
diagram has been obtained for each cluster by the 
load diagrams of the clients assigned to the same 
cluster (figure 3). The same procedure was applied to 
the weekend data (figure 4). Each curve represents 
the load profile of the corresponding customer class.  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3-  Representative Load Profile for working days 
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Figure 4-  Representative Load Profile for weekend clusters 
Time (day hour) 
 
N
o
rm
al
iz
ed
 
Po
w
er
 
(kW
) 
Po
w
er
 
(p.
u
.
) 
 
Time (h) 
0
0,1
0,2
0,3
0,4
0,5
0,6
0,7
0,8
0,9
1
0:00 1:30 3:00 4:30 6:00 7:30 9:00 10:30 12:00 13:30 15:00 16:30 18:00 19:30 21:00 22:30
Clust er 1 Clust er 2 Clust er 3 Clust er 4
Clust er 5 Clust er 6 Clust er 7 Clust er 8
Time (day hour) 
 
N
o
rm
al
iz
ed
 
Po
w
er
 
(kW
) 
Proceedings of the 6th WSEAS International Conference on Signal Processing, Robotics and Automation, Corfu Island, Greece, February 16-19, 2007      254
 From the representative load diagrams obtained to 
each cluster it is possible to see that the WEACS 
approach has separated the customer population well, 
producing representative load diagrams with distinct 
load shapes. 
For the characterization of the customer classes a first 
trial was made to search for an association between 
the clusters and the components of the contractual 
data. Specifically, an association between the activity 
type and the hired power of each customer and the 
obtained clusters was searched for. The results show 
that several of the customer’s activity types and hired 
powers are present in a large number of clusters. So, 
a poor correlation exists between the clusters and the 
activity types and between the clusters and the hired 
power. These results show that the contractual data is 
highly ineffective from the viewpoint of the 
characterization of the customers’ electrical behavior. 
 
 
6.  Conclusion and future work 
This paper deals with the clustering of electricity 
customers, based on their measured daily load curves.  
Two-step cluster algorithm and the WEACS 
approach were used to obtain the representative load 
diagrams. 
By the observation of the load diagrams obtained 
with each approach and the results of the assessment 
made by cluster validity indices it was noticed that 
the WEACS approach separates the customer 
population better than the Two-step cluster algorithm.  
The results obtained point out that the contractual 
parameters are poorly connected to the load profiles, 
so further work is required in order to produce global 
shape indices able to capture relevant information on 
the customers’ consuming behavior. 
The characterization of the clusters obtained with 
WEACS was performed using the C5.0 classification 
algorithm. Normalized shaped indices were used as 
attributes in the classification model which generated 
a rule set easy to understand. 
The load profiles will be used to study the best-
dedicated tariffs to each customer class, according to 
the new rules introduced in the liberalized electricity 
market. 
Following the classification of the customers into 
classes, a decision support system will be developed 
for assisting managers in properly fixing contract 
details for each customer classes. This system must 
be sufficiently flexible to follow the variations in the 
customers’ load patterns. 
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