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Abstract
Deploying and managing, in an efficient and adaptive way, complex multi-service ap-
plications over technologically dissimilar cloud environments is one of the problems
that have emerged with the cloud revolution. In this work, we have studied suit-
able techniques to determine the distribution of application modules onto multiple
available clouds while respecting QoS (Quality of Service) properties and technol-
ogy requirements specified for individual application modules. For this purpose, we
have proposed parametric allocation algorithms based on three selection criteria, i.e.,
Cost, QoS and Hybrid (Cost and QoS). In order to maximize the performance of
the whole application—when the performance of the whole application is dominated
by the performance of communicating modules—we have proposed the allocation of
intensively communicating modules on a single provider using the same selection
criteria (Cost, QoS and Hybrid).
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Chapter 1
Introduction
There are multiple benefits that companies can obtain from the adoption of a cloud
computing model [2]. The benefits vary according to the exploited type of cloud
service model, i.e., Infrastructure as a Service (IaaS), Platform as a Service (PaaS)
and Software as a Service (SaaS). Particularly in the case of PaaS, the users can de-
velop and deploy applications without the burden of setting up and maintaining the
necessary programming environment and infrastructure. Furthermore, the provided
tools and services help developers to decrease the development time. However, the
different cloud PaaS model offerings are characterized by considerable heterogeneity.
Because of incompatibilities, users that develop applications on a specific platform
may encounter significant problems when trying to deploy their applications in a
different environment. This gives rise to the familiar problem of vendor lock-in.
Nevertheless, consumers need flexible services that can allow them to change be-
tween PaaS providers and they should be able to choose the one that better serves
their needs according to cost and/or QoS.
The ability of consumers to switch from one cloud platform provider to another can
be critical, especially when a cloud provider’s operation is unexpectedly terminated.
In order to exploit the full advantages of PaaS offerings , developers should be able
to deploy their cloud applications across multiple platforms, without lock-in to a
particular vendor. Deploying and managing, in an efficient and adaptive way, com-
plex multi-service applications over technologically dissimilar cloud environments is
one of the problems that have emerged with the cloud revolution.
The main objective of this work is to study suitable techniques to determine a dis-
tribution of application modules onto multiple available clouds while respecting QoS
(Quality of Service) properties and technological requirements needed for individual
application modules. In other words, given a set of modules of an application and
their corresponding technological and QoS requirements, we have investigated the
possibility of finding suitable allocations of modules over the available multi-cloud
system.
2
Introduction
Even though the main concern of the allocation algorithm is to find the best suitable
PaaS provider for the given modules of an application, the distribution of modules
on different PaaS providers is a desirable feature to minimize the risk of vendor
lock-in. The implicitly assumed dissimilarities among requirements of each module
in application increases the probability of selecting different providers for modules.
However, how the interaction among modules running on various PaaS providers
can take place and affect the performance of the whole application is a problem
introduced by the above desirable feature.
Although addressing the way in which modules allocated on various PaaS providers
can inter-operate is outside the scope of this work, the number of available research
works to improve interoperability among cloud providers on the market, makes in-
teroperability of modules on different providers feasible.
The effect of module interaction on the performance of the overall application re-
mains the challenging task. On one hand, 1) it is hard to estimate in advance the
performance of a given link (latency and delay) for comparison purpose and 2) the
topology or communication links between two or more PaaS providers are unknown.
On the other hand, determining the level at which the performance of a given mod-
ule might be affected with delays and high latencies introduced by communicating
modules is very difficult.
In the first proposed approach we have completely abstracted the performance im-
pact of communication and we have used different criteria to determine the distri-
bution of application modules over the available PaaS providers.
Three selection criteria have been proposed:
• Cost: The proposed Cost Effective Solution (CES) takes cost as a selec-
tion criterion and tries to minimize the overall allocation cost of modules by
allocating them on providers with minimum cost offer.
• QoS: The proposed Best QoS Solution (BQoSS) tries to allocate modules on
providers with best QoS offer regarding the requested level of QoS.
• Hybrid: Since the above two solutions find allocation on the two extremes,
Hybrid Solution (HS) tries to find a tradeoff between cost and QoS offers.
The above proposed solutions can assure the satisfaction of requested QoS require-
ments for individual modules when the considered performance metrics are inde-
pendent of any communication which might take place among modules allocated
over different providers. However, when the requested QoS metrics depend on the
performance of communication among modules, it could be difficult to guarantee
the satisfaction of requested QoS. As the author of [1] claims, the best performance
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of a network based application can be obtained by minimizing the use of the net-
work. Thus, we have proposed a second approach (Extended Algorithm) that tries
to allocate intensively communicating modules on a single provider. The Extended
Algorithm (EA) uses the same selection criteria, i.e., cost, QoS & hybrid, and tries
to maximize the achievable performance of the whole application by minimizing the
use of network.
In summary, our work helps PaaS users or service developers to:
• speed up the selection of a cloud provider for a given application module,
• choose a cloud provider parametrically according to their preferred selection
criterion (cost, QoS or hybrid),
• facilitate the migration of an application module from a given provider to an-
other one, while respecting the requested technological and QoS requirements,
• minimize the vendor lock-in by distributing application modules over the avail-
able multi-cloud systems,
• increase the performance of the whole application by allocating intensively
communicating modules on the same provider when the performance of the
whole application is dominated by the performance of communicating modules.
1.1 Outline
The rest of this document is organized as follows:
Chapter 2: provides an overview of cloud computing.
Chapter 3: analyzes and defines the input and output of the algorithm and provides
a framework to represent them.
Chapter 4: gives the workflow representation of the proposed solutions, formally
defines the proposed algorithms and provides the description of the procedures used
in the algorithms.
Chapter 5: describes the time complexity of the proposed algorithms.
Chapter 6: summarizes the contributions of this thesis work, discusses works on
related research fields, and points out the limitations of the proposed approaches.
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Chapter 2
Background
2.1 Overview
This chapter introduces the basics of cloud computing, its service and deployment
models, the topmost cloud providers, the Service Level Agreement (SLA), and other
preliminary concepts that help readers to build a common background on the defined
matter.
2.2 Cloud Computing
The delivery of computing resources or services over the internet is referred to as
Cloud Computing [22]. Cloud computing provides a shared pool of resources, in-
cluding data storage space, networks, computer processing power, and specialized
corporate and user applications [4]. It allows access to information and computer
resources from any place in which a network connection is available. In essence, it al-
lows the user to access resources or applications that reside at other locations where
there is a network connection. By leveraging cloud services, enterprises can focus
on strategic projects and cut off the capital and operational costs of an organization
[5].
According to the NIST (National Institute of Standards and Technology) definition,
the cloud computing model is composed of five essential characteristics, three service
models and four deployment models [22].
2.2.1 Characteristics
The characteristics of cloud computing include on-demand self-service, broad net-
work access, resource pooling, rapid elasticity and measured service.
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On-demand self-service means that a consumer can unilaterally and automatically
provision computing resources, without human intervention with each service provider,
as needed.
Broad network access offers capabilities over the network that can be accessed
through standard mechanisms.
Resource pooling means that consumers draw resources from a pool of computing
resources.
To scale rapidly inward or outward according to demand is referred to as rapid
elasticity.
The consumed services are measured and the customers are billed accordingly [22].
2.2.2 Cloud Computing Service Models
The concept of being able to use reusable, fine-grained components across a ven-
dor’s network is referred to as “Services” in cloud computing. The expression “as a
Service” is widely known. There are three main service models in cloud computing,
i.e., Software as a Service (SaaS), Platform as a Service (PaaS) and Infrastructure
as a Service (IaaS). These three types differ in the amount of control that the user
has over information, and conversely, how much he can expect the provider to do
for him. The cloud provider has less control in an IaaS system than with an SaaS
model [5].
2.2.2.1 Software As a Service (SaaS)
Software As a Service (SaaS) is a business model in the software industry that
provides an application as a service to customers who access it via the Internet
channels and networks [3, 24]. A SaaS provider gives subscribers access to both
resources and applications. The customers do not need to keep the whole or partial
application software as they pay a subscription fee to rent the software for use. The
amount of the subscription fee depends on the number of users and the length of
using time at customer’s site [24].
When the software is hosted off-site, the customer does not have to maintain it
or support it. On the other hand, the customers cannot control the changes that
might be made by the hosting service whenever needed. As the services provided by
SaaS are used as is, it is more convenient to use the service when few changes are
made or little integration with other systems is required. With SaaS model, keeping
the infrastructure running, patching and upgrading become responsibility of the
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provider, but the customers have the least control over the cloud [5]. Microsoft,
Salesforce, and Oracle are among the top Software as a Service (SaaS) providers.
2.2.2.2 Platform As a Service (PaaS)
Platform as a Service (PaaS) systems go a level above the Software as a Service
setup. The required components to develop and operate applications over the inter-
net are provided by PaaS [5]. The NIST describes PaaS as “ the capability provided
to the consumer to deploy onto the cloud infrastructure consumer-created or ac-
quired applications created using programming languages and tools supported by
the provider” [23].
A PaaS model provides all the resources required to build applications and services
completely from the internet, without having to download or install software. It
allows client to access a computing platform over a cloud computing solution. By
taking advantage of pretested technologies over PaaS, the skill required to engineer
new systems and the associated risk can be lower [25]. The PaaS shields the con-
sumer from the complexity of the underlying computing environment. Thus, the
consumer has control only over the deployed applications and possibly configuration
settings for the application hosting environment [25].
The lack of interoperability and portability among providers is a downfall to PaaS
[3]. For instance, many PaaS vendors require their customers to make long term
commitments to proprietary infrastructures. In other words, it might be impossible
to move an application developed with one cloud provider to another provider or the
user will have to pay a high price. More importantly, application and data can be
lost if the provider goes out of business. Some developers are afraid of being locked-
in into a single provider. Even if the vendor allows the application to be brought
to a different provider, the costs can be typically compared to the cost required to
move applications between conventional hosts [3]. In order to mitigate the vendor
lock-in, the NIST is stressing the importance of openness and portability [25].
PaaS consumers can be application developer, application tester, Software as a Ser-
vice (SaaS) providers, or application administrator. The consumers can be billed
according to the number of PaaS users, the resources (processing, storage and net-
work) consumed by the application and to the duration of consumed resources [25].
2.2.2.3 Infrastructure As a Service (IaaS)
Infrastructure as a Service (IaaS) model provides processing, storage, networks and
other fundamental computing resources on which the consumer is able to deploy
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and run arbitrary software including operating systems and applications [23]. As
IaaS deals primarily with computational infrastructure, the subscribers completely
outsource the storage and resources that they need to deploy and run a given appli-
cation [5].
The service provider rents servers, storage and racks than purchasing those resources
and having to pay for the datacenter space for them. The consumer can rent re-
sources such as server space, network equipment, memory, CPU cycles and storage
space [3]. Depending on the application’s resource needs, the infrastructure can
scale up and down.
The consumer has control over the operating system, storage and deployed ap-
plications and has limited control of selected networking components but does not
manage or control the underlying cloud infrastructure [23]. In other words, with
IaaS systems the consumers have direct access to the lowest-level software stack
such as operating systems or management dashboards or load balancers [26]. As for
any other cloud service, the consumers are billed based on a utility computing basis,
by the amount and duration of consumed resources.
2.2.3 Deployment of Cloud Services
There are mainly four cloud deployment models: private cloud, community
cloud, public cloud and hybrid cloud. Depending on the exploited cloud de-
ployment model, the consumer may have limited private computing resources, or
may have access to large quantities of remotely accessed resources. The various de-
ployment models present a number of tradeoffs in how customers can control their
resources, and the scale, cost, and availability of resources [30].
2.2.3.1 Private Cloud
NIST provides the following definition for private cloud: “the cloud infrastructure is
provisioned for exclusive use by a single organization comprising multiple consumers
(e.g., business units)” [23]. This approach is comparable to buying, building and
managing a private infrastructure, thus this model does not bring many advantages
in terms of cost efficiency. Nevertheless, since the hosting is built and maintained
for specific consumers, it brings a high value from a security point of view [27].
2.2.3.2 Public Cloud
In public cloud, services are rendered over the network which is open for a general
public user (Internet). It is characterized by publicly available cloud services and
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by public networks which are used to communicate with cloud services [28]. It may
be owned, managed, and operated by third-party organization such as business,
academic, or government organization, or some combination of them and exists on
the premises of cloud provider [23]. Some example of public cloud systems are IaaS
offerings of Amazon Web Service (AWS) which contain Elastic Cloud Computing
(EC2) and Simple Storage Service (S3), PaaS offerings of Google App Engine and
the Customer Relationship Management (CRM) SaaS offering of Salesforce.com [28].
2.2.3.3 Community Cloud
The cloud infrastructure is provided for specific consumers that have shared con-
cerns, e.g. security requirements, policy and compliance consideration [23]. As it is
shared by large groups of organization, it helps to further reduce costs compared to
a private cloud [27]. It can be owned, managed, and operated by a third party, one
or more of the organizations in the community, or some combination of them, and
it may exist on or off premises.
2.2.3.4 Hybrid Cloud
A hybrid cloud is a composition of two or more distinct cloud infrastructures (pri-
vate, public or community) bounded together by standardized or proprietary tech-
nologies that remains a unique entity and enables data and application portability
[23]. While hosting secured data and applications on private clouds, it helps busi-
nesses to exploit cost benefits by keeping shared data and application on public
cloud [27]. Applications and data are allowed to move across the hybrid Cloud and
each Cloud in the hybrid model can be managed independently.
2.3 Portability and Interoperability in Cloud
Computing
Since cloud providers offer different Application Programming Interfaces (APIs), it is
difficult for a tenant to switch from one cloud computing provider to another even for
services with similar functionality [29]. This, incompatibility between APIs, inhibits
tenants to use multiple providers without migration. The inability or limited ability
to switch a service or a product to a competitor’s product or service is referred
to as vendor lock-in; it is usually the result of proprietary technologies which are
incompatible with those of the competitors [33]. While vendor lock-in introduces
high cost and incompatible technology for the consumers, in addition to the entry
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barrier for new entrant, it also gives pricing power and it could be used as a strategy
to avoid customer churn at providers side [34].
In order to circumvent the mentioned obstacle and enable the cloud users to switch
cloud computing provider seamlessly, APIs should be interoperable and portable
[32]. Portability - the ability to move services (application and/or data) from one
computing environment to another - is also referred to as a special case of interop-
erability [2]. Interoperability can be defined as the ability of services running over
distinct computing environments to cooperate or inter-operate. The horizontal and
vertical interoperability proposed by Petcu [1] gives an important notion of cloud
portability and interoperability.
Horizontal interoperability (interoperability) is defined as the ability of two similar
cloud service models i.e., IaaS/PaaS/SaaS, to communicate with each other. on the
other hand, the ability of cloud service model to be deployed on the lower cloud
service model, for instance SaaS over PaaS or PaaS over IaaS, is referred to as
vertical interoperability (portability) [1].
While some cloud vendors are implicitly against portability (otherwise, they have
to be cost effective and innovative), cloud vendors are not against interoperability
and federation (the ability of bring various service together in order to provide a
solution) [34]. Since the building blocks of IaaS offerings are relatively well-defined,
interoperability and portability of customer workloads are more achievable in the
IaaS service model [30]. When platforms require proprietary languages and run-
time environments, portability in Platform as a Service become a concern for new
application development [30].
Standardization, service broker (intermediaries) and semantics are the three ways
that the cloud community is exploiting to address cloud computing interoperabil-
ity [36]. Although there are no cloud computing standards accepted by the most
of major commercial cloud providers, many initiatives are active [35]: Open Cloud
Standards Incubator ( OCSI) for management of cloud resources, Cloud Data Man-
agement Interface ( CDMI) to create, access, update and modify data elements
stored in clouds, Topology and Orchestration Specification for Cloud Applications
( TOSCA) to increase the portability of application are some of active standards.
On the other hand, Apache Libcloud, Deltacloud, Apache Jclouds, Desein cloud
intermediary APIs try to hide the differences among cloud providers [35]. In order
to achieve portability, the seamless migration of applications across different cloud
PaaS offerings, achieving semantic interoperability, is a fundamental requirement
and a necessary precondition [36].
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2.4 Topmost Cloud Providers
Among most popular cloud providers we picked the top three cloud providers, viz
Amazon, Windows and Google.
2.4.1 Amazon
The distributed IT infrastructure employed by Amazon has enabled the internal de-
velopment teams to access compute and storage resources on demand and it has in-
creased overall productivity and agility. In order to benefit other organizations from
Amazon’s experience and investment in running a large-scale distributed, transac-
tional IT infrastructure, Amazon launched Amazon Web Services (AWS) in 2006.
Nowadays, Amazon.com runs a global web platform serving millions of customers
and managing billions of dollars’ worth of commerce every year [37].
Using AWS, the customers can require compute power, storage, and other services in
minutes and have the flexibility to choose the development platform or programming
model that fit most for the problems they are trying to solve. Since the customers
pay for what they use with no up-front expenses or long-term commitments, Ama-
zon’s AWS is a cost-effective way to deliver applications [37].
A variety of cloud-based computing services are provided by Amazon Web Services
(AWS) including a wide selection of compute instances which can scale up and down
automatically to meet the needs of user’s application, a managed load balancing
service as well as fully managed desktops in the cloud [39].
Some of the services provided by Amazon Web Services (AWS) are:
• Amazon Elastic Compute Cloud (Amazon EC2): It provides re-sizable
compute capacity in the cloud that is designed to make web-scale comput-
ing easier for developers and system administrators. The simple web service
interface provided by EC2 allows the user to obtain and configure capacity
with minimal friction and to completely control computing resources and run
applications on Amazon’s proven computing environment [37].
• Amazon Simple Storage Service (Amazon S3): Using Amazon’s S3 the
user can exploit the provided simple web services interface to store and retrieve
any amount of data regardless of his/her physical location over the internet.
It allows the users to access the same infrastructure that Amazon uses to run
its own global network of websites [37].
• Amazon SimpleDB: It provides a highly available and flexible non-relational
data store with little or no administrative burden [38]. While developers store
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and query data items via web services requests, the rest will be done by Ama-
zon SimpleDB. To enable high availability and data durability, it creates and
manages multiple geographically distributed replicas of user data automati-
cally. When using Amazon SimpleDB, the user will be charged only for the
consumed resources in storing data and serving requests [38].
• AWS Direct Connect: It enables the user to establish a private dedicated
network between the data center, office, or co-location and AWS, in many
cases, by reducing network costs, increased bandwidth throughput, and pro-
viding a more consistent network experience than Internet-based connections
[37].
• AWS Elastic Beanstalk: It provides an easy-to-use service to deploy and
scale applications and services developed with popular programming languages
such as Java, .NET, PHP, Node.js, Python and Ruby. Deployment details of
capacity provisioning, load balancing, auto-scaling and application monitoring
are automatically handled by AWS Elastic Beanstalk. It also allows the user
to retain full control over AWS resources supplying the application and gives
access to the underlying resources [37].
Other Amazon services are Amazon Relational Database Service (Amazon RDS) and
Amazon Simple Queue Service (Amazon SQS). These services complete solution for
computing, query processing and storage across a wide range of applications [39].
2.4.2 Google
The PaaS offered by Google, Google App Engine (GAE), lets the user build and
run applications on Google’s infrastructure [41]. It provides an application infras-
tructure at the PaaS level in contrast to other cloud-base hosting offerings such as
Amazon’s Elastic Compute Cloud (EC2) which operate on an IaaS level. By pro-
viding the hosted application with a set of application-oriented services, it abstracts
the underlying hardware and operating system layer [40].
Google claims that the applications in App Engine are easy to build, easy to maintain
and easy to scale as the traffic and data storage needs to change [41]. It supports
applications written in Java, python, PHP and Go programming languages. The
run time environment is the place where the actual application is executed [40]. The
application is not constantly running if no invocation or processing have been done;
it is only invoked once an HTTP request is processed to the GAE via a web browser
or some other interface. Although this guarantees a good level of scalability, an
additional time is needed until the application is finally up and running. Therefore,
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in order to tackle this problem, GAE tries to cache applications in the sever memory
as long as possible [40].
Google App Engine facilitates the building and deployment of applications that run
reliably under heavy load and with large amount of data. It includes the following
features [41]:
• Persistent storage with queries, sorting, and transactions.
• Automatic scaling and load balancing.
• Asynchronous task queues for performing work outside the scope of a request.
• Scheduled tasks for triggering events at specified times or regular intervals.
• Integration with other Google cloud services and APIs.
The abstraction of the underlying hardware and operating system layers are imple-
mented as services that can be directly called from the actual application. Some of
the provided services are:
• Memcache: It serves as a non persistent short-term storage that should only
be used to store temporary data within a series of computations; it stores the
data in server’s memory and allows faster access compared to the datastore
[40]. The two classes of Memcache services are supported by App Engine:
shared and dedicated. Shared Memcache is the free default for App Engine
applications; it provides cache capacity on a best-effort basis and is subject
to the overall demand of all applications served by App Engine. On the other
hand, dedicated Memcache provides a fixed cache capacity assigned exclusively
to user’s application and it is billed by the GB-hour of cache size [41].
• URL Fetch: A URL Fetch service can be used to send HTTP or HTTPS
requests to other servers on the Internet as Google App Engine restriction do
not allow opening sockets [42]. It works asynchronously, the request handler
can do other things until the server responds [40].
• Blobstore: It allows the application to handle large data objects than allowed
for objects in the Datastore service [43]. A collection of binary data BLOB
(Binary Large object) is designed to serve large files such as video or high
quality image. It allows applications to serve data objects limited only by
the amount of data that cab be uploaded or downloaded over a single HTTP
connection [43].
• Admin Console: It gives a complete access to the public version of an appli-
cation. The administration console can be used to perform basic configuration,
set application performance options, view configured services and other man-
agement functionality [44].
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Google App Engine offers automatic scaling for web applications, when the number
of requests increases, by automatically allocating more resources for the web appli-
cation to handle the additional demand [45]. Because it is free up to a certain level
of consumed resources, fees are charged only for additional storage, bandwidth and
instance hours required by the application [45].
2.4.3 Microsoft
Windows Azure is one of the three pillars of Microsoft’s Cloud OS vision that will
transform the traditional datacenter environment in so many directions [46]. Win-
dows Azure, a Platform as a Service offering provided by Microsoft, allows the
customers to access on-demand compute and storage resources in order to host,
scale, and manage web applications on the internet through Microsoft datacenters
[47]. Rather than installing and running software provided by Microsoft on their
computers, customers can run applications and store data on Internet-accessible
machines owned by Microsoft [47].
Windows abstracts physical hardware resources to expose a compute resources ready
to be exploited by cloud application and it abstracts physical storage and expose
it through well-defined storage interfaces [47]. Moreover each application instances
are automatically managed and monitored for availability and scalability. Since it
is an open platform it supports both Microsoft and non-Microsoft languages (such
as Ruby, PHP, and Python) and environments [47].
Key features of Microsoft Azure are [46]:
• Open: The cloud services provided by Microsoft Azure allow customer to
build and deploy cloud-based applications using almost any programming lan-
guage, framework, or tool.
• Flexible: The provided wide range of cloud services allow customers to do
everything from hosting a website to running big SQL databases in the cloud.
The features can also be included to deliver high performance and low latency
cloud-based applications.
• Compatible: It allows easy integration with on-premises IT environments
that utilize the Microsoft Windows server platform.
Microsoft’s cloud computing solution is called Windows Azure, an operating system
that allows organizations to run Windows applications and to store files and data
using Microsoft’s datacenters. It’s also offering its Azure Services Platform, which
are services that allow developers to establish user identities, manage workflows,
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synchronize data, and perform other functionality as they build software programs
on Microsoft’s online computing platform.
Key components of Azure Services platform include [48]:
• Windows Azure: Provides service hosting and management and low-level
scalable storage, computation and networking.
• Windows Azure SQL Database: Delivers flexible manageability, including
built-in high availability, predictable performance, and massive scale-out [51].
• Windows Azure Service Bus: A multi-tenant cloud service, Windows
Azure Service Bus, allows applications to interact in several different ways
[49].
• Windows Azure Access Control: While allowing the features of authen-
tication and authorization to be factored out of your code, it provides an
easy way of authenticating and authorizing users to gain access to your web
applications and services [50].
• Windows Azure Cache: Is a distributed, in-memory, scalable solution that
enables the customer to build highly scalable and responsive applications by
providing super-fast access to data [52].
Microsoft cloud services give customers the ability to make full use of the same Mi-
crosoft technologies they already know and trust, on a pay-as-you-go model. With-
out focusing on the infrastructure it allows developers to build and run high available
applications; it delivers a 99.95% monthly SLA [53].
2.5 Service Level Agreement in Cloud Computing
Due to a significant variation of consumer demand, it is impossible to fulfill consumer
expectations from service provider. Thus, a balance needs to be made between
consumer and provider via a negotiation process which at the end helps the consumer
and provider to commit an agreement [56]. This agreement, a contract that describes
the level of services offered by a given provider, is referred to as Service Level
Agreement (SLA) [26].
Cloud SLAs, which span across the cloud, are offered by service providers as a
service-based agreement rather than a customer-based agreement [54]. Each service
provided by cloud providers (SaaS/PaaS/IaaS) is associated with a Service Level
Agreement (SLA) which defines the minimal guarantees that a provider offers to its
customers [55].
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The dynamic nature of the cloud computing mandates continuous monitoring on
Quality of Service (QoS) attributes in order to enforce SLAs. Trust on the cloud
provider becomes another factor for enterprise customers that may outsource some
critical data [56]. The provided SLA could be measured in terms of mean time
between failures, mean time to repair the outage and other operational metrics such
as network response time and system performance [26].
According to [55], a cloud SLA has the following components:
• Service Guarantee: It specifies the metrics—such as availability, response
time, disaster recovery and the like—which a provider strives to meet over a
period of time . Failure to satisfy those metrics arises violation of the specified
agreement.
• Service guarantee time period: It represents a duration over which a
provider should assure the metrics of service guarantees.
• Service guarantee granularity: It represents the resource scale over which
a provider specifies a service guarantee. It could be per service, per data
center, per instance or per transaction basis.
• Service guarantee exclusions: Are instances that are excluded from service
guarantee metric calculations which includes abuse of system by a customer
or downtime associated with the scheduled maintenance.
• Service credit: It describes the amount the provider will be charged upon
violation of service guarantees; it might be applied towards future payments.
• Service violation measurement and reporting: Describes how and who
measures and reports the violation of service guarantee, respectively.
None of the considered cloud providers by reference [55] (including Amazon and
Microsoft) offers any performance guarantees for compute instances. As a result, a
customer can only hope for its instances to receive the provisioned CPU, memory,
network, and disk resources. In addition, none of them provides automatic credits
for customer upon SLA violations and the burden of providing evidence for any
violation is left to customer [55].
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Input and Output of the Algorithm
3.1 Overview
The to-be-defined algorithm attempts to find a suitable allocation for each module
by using different criteria. It takes three inputs: 1) requirements of modules, 2)
services offered by PaaS providers, and 3) a criterion to perform the matchmaking
between requirements and offered services (see Figure 3.1). Requested requirements
and offered services can be expressed by technological and/or QoS parameters. The
allocation can be performed by choosing among three selection criteria, i.e., cost,
QoS and hybrid (cost and QoS) and the user can specify the preferred criterion. The
output assures the allocation of each module on a suitable provider. This chapter
explains the input and output of the algorithm in detail.
Figure 3.1: Overall Structure of the System
3.2 Identifying the Input of the Algorithm
The design of the input framework has been studied carefully in order to obtain a
simple and clear representation. Two categories have been identified to represent in-
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put parameters: 1) technological parameters express capabilities needed to develop,
deploy or run modules on a given computing environment; 2) QoS parameters ex-
press performance related issues.
From the main objective of the allocation algorithm, this categorization might seem
meaningless. However, without this categorization, the comparison between two
or more offers may require unnecessary analysis on some requirements, especially
when the selection criterion is based on the offered QoS. For such cases—taking
the definition of technological requirements into consideration—going through QoS
requirements and offers suffice to determine a suitable offer(s).
Requirements are further classified as Hard or Soft requirements. All mandatory
requirements of a module are considered Hard requirements and must be satisfied
by the selected offer(s). On the other hand, Soft requirements are optional and,
in this case, the selected offer may not satisfy all (or some) of them. Thus, the
selected offer only guarantees the satisfaction of Hard requirements, but not Soft
requirements. Structure of requirements is shown on Figure 3.2.
The intuitive relationship between offers and requests is similar to the real world
marketing system; unless we are planning to design our own product, our require-
ments must be satisfied by the available products in the market: let’s assume that
customerx wants to buy producty with a given set of requirements in mind. Since
it is impossible to guarantee the satisfaction of those requirements on the available
market, either customerx must design and produce his/her own product satisfy-
ing all requirements or the customer must give up some of the requirements to use
the available products of producty. Likewise, if the requirements of an application
cannot be satisfied by the available PaaS providers and cannot be overlooked, the
algorithm cannot find an allocation. Therefore, in order to guarantee an allocation,
at least mandatory requirements of a given application must be satisfied by one of
the available providers.
No limit has been set to the number of requirements in each category; this allows
the users to define any number of application specific requirements. Therefore, the
number of requirements will only be determined by the type of a given application.
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Figure 3.2: Structure of Requirements
3.2.1 Identifying Requirements of Modules
The nature and types of requirements of modules can be identified in two ways:
Option1 By analyzing technological and QoS requirements of different applica-
tions or
Option2 By analyzing technological and QoS offers of various PaaS providers
Even though it is possible to identify the type and nature of module requirements
from widely available application types (Option1), it is difficult to generalize for
all types of application and it might lead to unsupported requirement structure by
available PaaS providers.
On the other hand, as it is meaningless to provide a service if nobody is interested in
using it, Option2 implicitly considers offers that have been designed to satisfy current
market demand. Therefore, we use Option2 to identify the nature of requirements.
When requirements—technological and/or QoS— of two or more modules in a given
application are similar, the probability of selecting a single provider for the modules
increases. For example, let’s assume to have two modules M1 and M2 with R1, R2
and R3 requirements. If the requirements of M1 and M2 are similar (RM1 = RM2),
then, when provider P1 is considered to be the best suitable provider to host M1,
the same provider (P1) should be selected to host M2.
For modules allocated on a single provider (P1 on the example), the data lock-in and
the unnecessary increase of price due to data look-in remain unsolved. Therefore, as
our main objective is to find the most suitable offer(s) for each module on a given
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application, the algorithm may not guarantee to distribute modules on different
providers . However, as most application modules are designed to execute a specific
task, the probability of finding similar technological and/or QoS requirements for
two or more modules is very low, thus the proposed solutions might also select
different providers and avoid the vendor lock-in.
3.2.2 Identifying Offered Services
The majority of currently available PaaS providers offer their services as a package.
A given package is composed of one or more technological and/or QoS offers with a
given price associated to the package. Regardless the number of requested or used
services, the user will be charged for the associated price.
A provider could provide more than one package to be used as alternative by its
customer. Among the suitable packages, only one that best fits the requirements of
a given module must be selected. Thus, the offered packages are possible allocation
alternatives.
The offered services—as depicted in Figure 3.3—are represented as a set of technolog-
ical and QoS offers associated to the name and price of the package (alternativeNa-
me and Price in Figure 3.3). If there exist more than one package (alternative) of-
fered by a given provider, all of them will be represented in similar fashion.
Figure 3.3: Structure of Offered Services
3.2.3 Identifying the whole Application Requirements
A given application is composed of independent modules which communicates in a
loosely coupled fashion. By “independent” we mean each module is designed to solve
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a subset of the given problem by executing sequences of tasks which are not fully
dependent on other modules. In other words: 1) Any two modules of an application
should not be executing the same sequence of code to solve similar sub-problems
and 2) The interaction between modules should be designed in a loosely coupled
fashion, i.e., their interaction should aim to solve the whole problem than a subset
of the whole problem.
The performance of the whole application, besides its dependency on the perfor-
mance of each module, depends on the communication performance of modules
allocated over various providers; nevertheless we are not considering this perfor-
mance impact on the whole application performance. Thus, the whole application
performance requirement will be obtained by properly combining QoS requests of
modules. In a similar way, technological requests of the whole application can be
obtained by considering the requirements of each module.
It is known that the communication delay introduced by communicating modules
predominately affects the performance of the whole application, but understanding
this effect from technological and/or QoS requirements of modules requires a com-
plex analysis that is out of the scope of this work, therefore we suggest the allocation
of intensively communicating modules on the same provider.
The user provides the set of intensively communicating modules list (ICML) as input
and the algorithm tries to find the optimal allocation for each provided list according
to the preferred selection criterion. The user can provide up to |M |(number of
modules)—mutually exclusive lists—if the modules have limited interaction. In
this case, allocating modules on a single provider becomes an optional requirement
implicitly. On the other hand, if the provided number of ICMLs are less than the
number of modules (< |M |), the modules in a given ICML must be allocated on a
single provider.
For example, for a given application A composed of three modules M1, M2 and M3;
if M2 and M3 have high communication demand, the algorithm should be able to
find a provider that satisfies all (or at least Hard) requirements of both modules.
However,M1 can be allocated in any of the available providers that satisfies its Hard
requirements.
3.2.4 Technological Requirements/offers
This category represents requirements (or offers) related to the computing envi-
ronments of applications, Software and Hardware. It includes requirements (or
offers) such as OS, CPU speed, RAM, Storage, DB Servers: SQL Databases (Ora-
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cle, Microsoft SQL Server, MySQL... ) or NoSQL Databases (MongoDB, CouchDB
Appache Cassandara...), Web Servers, and so on.
3.2.5 QoS Requirements/offers
This category includes requirements/offers related to performance metrics (Through-
put, execution time, latency, response time), accessibility, availability, accuracy, se-
curity, and so on. We will highlight some of them in subsequent sections.
3.2.5.1 Performance Metric
The performance of a given application depends on application features (execution
time, dimensions of the involved data types and so on) and on the target comput-
ing environment (processing powers, memory structures, interconnection network
topologies, and the like) [60]. The performance of an application can be measured
in terms of throughput, execution time, latency, response time and so on.
• Throughput: It is defined as the amount of served requests in a given interval
of time.
• Execution time: It is a time taken by the application to perform its execu-
tion.
• Latency: It is defined as the elapsed time between sending a request to re-
ceiving a response.
• Response time: Represents a time required to complete a given request.
3.2.5.2 Accessibility
Accessibility represents the level at which customer requests are served. If a high
degree of accessibility is required, it can be obtained by building highly scalable
systems [61, 62].
3.2.5.3 Availability
Availability represents the degree at which the service is available. While large value
indicates highly available services, smaller values indicate unpredictability regarding
service availability[61]. Time-to-repair (TTR) is the time it takes to repair a failed
service and it is also associated with availability [61, 62].
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3.2.5.4 Accuracy
Accuracy represents the rate of errors generated by a service/application. The
amount of generated errors over the time interval should be minimized [62].
3.2.5.5 Security
When applications move to the cloud, all the security concerns of an application
still apply. The customer may want to protect its code, data or the communication
between modules form the internal and external users. The level and type of security
required to be implemented may vary for each application modules. The security of
the overall application can only be maintained whenever individual module’s security
is guaranteed.
Security includes aspects such as authentication, authorization, confidentiality, trace-
ability/auditability, accountability, and so on [62].
• Authentication: Is the process of verifying a user’s identity. The authen-
tication methods range from simple username and password combination to
strong methods such as tokens and digital certificates [61].
• Authorization: This mechanism allows only authenticated users to access
resources (files, web pages, components, database entries) [61].
• Confidentiality: Messages and data should be available only to authorized
users. The ability to ensure this is referred to as confidentiality [61, 62].
• Traceability/auditability: The history of the service should be traceable
[62].
• accountability: The provider can be hold accountable for the services it
provides [62].
3.3 Input Representation
The representation of input follows the discussion of Section 3.2. Depending on the
type of requirement and the preference of the user, a single requirement could con-
tain more than one value. For instance, a given application might have different
implementations developed on various programming languages, such as Java, Ruby,
and PHP. Although each implementation has its own advantages and disadvantages,
the user has a possibility to choose among the available implementations. Similarly,
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a given provider could offer multiple values of a given service such as various pro-
gramming languages. Therefore, our representation must provide a way to represent
both single-valued and multi-valued requests (or offers). However, as it is possible to
represent numeric values in simplified way using intervals where the allowed values
are included, we have differentiated the representation of Real-typed values and
String-typed values.
3.3.1 Representation of Requirements
A given module is represented with a tuple of the type <moduleName, setOfHardTe-
chnologicalReq, setOfSoftTechnologicalReq, setOfHardQoSReq, setOfSoftQ-
oSReq> where each element corresponds to the name of the module, its Hard and
Soft technological requirements and its Hard and Soft QoS requirements respec-
tively.
Each set of requirements can contain one or more requests and the value that a
request can assume depends on the type of the requirement. As illustrated in
Table 3.1 , the value of a requirement can hold String , Integer or Floating
point types. String-typed values are represented using ’in’ operator as <Name,
’in’, Value(s)> form, where each element corresponds to the name of the require-
ment, operator ’in’ and a set of values the requirement can assume, respectively.
Numerical values are represented using <Name, relation, [min, max]> tuple, where
each element corresponds to the name of the requirement, requested relation and the
interval (minimum and maximum values) a requirement can assume, respectively.
Requirements with multiple values can be satisfied by a provider that offers the
subset of requested values.
The Value(s) field in String-typed representation can contain one or more values.
For example, while R1 in Table 3.1, represented as <OS, ’in’, [Windows]>, contains
only one value, R2, represented as <programmingLanguage, ’in’, [Java, PHP]>,
contains two values. On the provided example, when the former (R1) can only be
satisfied by a single value, Windows, the latter (R2) can be satisfied by one of the
provided programming languages, i.e., Java or PHP.
Table 3.1: Example of Technological Requests
R1 R2 R3 R4
Name OS programmingLanguage RAM CPU
Operator ’in’ ’in’ ≥ ≥
Value [Windows] [Java, PHP] [2, 4] [2.5, 3.0]
Ri: Represents the ith requirement.
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The relation field, in numerical values representation, can assume all possible
relation types, i.e., <, >, =, ≤ or ≥. However, it is not expected to have a ′ <′
or′ ≤′ requirement definition of technological requests; besides, depending on the
representation of unavailable services, if 0 is used to represent unavailable services,
the requirements could be considered optional or left unsatisfied. Hence, for the sake
of brevity, we do not recommend the use of ′ <′ or ′ ≤′ relation type to represent
technological requests.
To minimize the number of possible combinations of relation types between re-
quested and offered services, we have restricted the number of used relation types.
Since requests with “strictly greater than” (>) relation type can be approximated
to ≥ and requests with “equal” (=) relation type can be satisfied by values greater
than or equal (≥) to the requested value, we recommend the use of ≥ relation type
for numerical values of technological requests.
For the same reason, we recommend the use of ≤ or ≥ relation types for QoS
requirements. The approximation is made by adding/subtracting small value, ε, on
requirement values. For instance, if the requested value of R2 (RAM) on Table 3.1
was to be strictly greater than 1.999 (RAM > 1.999) its approximation would be
to add 0.001 (ε = 0.001) on the requested value and to use a ’≥’ relation type as
depicted on the table.
The meanings associated to each relation type are:
• ≤ x: If any offer with values less than x is acceptable, x can be considered as
the maximum bound the requested service can assume. This relation type is
very important to represent QoS requirements, especially performance metrics
like latency and response time. Although small enough values are required
for such requirements, the actual or achievable performance values do not
only depend on the provided values but also on other factors including the
application internal structure. Moreover, in most cases, the cost of a service is
proportional to the level of requested QoS. Thus, the “minimum” theoretically
acceptable performance value (maximum achievable performance) should be
set as the minimum bound in order to avoid unnecessary increase of price.
• ≥ x:- If any offer with values greater than x is acceptable, x can be considered
as the minimum bound the requested offer can assume. Although this relation
type is required for some performance metrics such as availability, and most
technological numerical requests, due to the application’s internal structure,
the application might not benefit from very large values. Thus setting the
proper bound will help decrease the overall service cost.
Therefore, our representation includes the minimum and maximum bound of any
given request. By setting similar values for both min and max field the representation
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can incorporate single valued requests. For instance, a request R of type R ≥ 5 can
be represented as <R, ≥, [5, 5]>. Both technological and QoS requirements have
similar representation as shown in Table 3.2 and Table 3.3.
For the sake of simplicity, we have assumed associated default metric units for all
numerical values. For instance, the measurement units of storage and RAM are
assumed to be GB, CPU speed measurement unit is assumed to be GHz, and so
on. Therefore, the min and max fields contain only the corresponding values of
requirements.
Table 3.2: Technological Requirements
Technological Requirement Representation (Hard Requirements)
R1 R2 ∗∗<Name, in, [val1,...,valn*]> <Name, ≥, [min, max]>
Technological Requirement Representation (Soft Requirements)
R1 R2 ∗∗<Name, in, [val1,...,valn*]> <Name, ≤, [min, max]>
∗: The value of ’n’ in valn depends on the number of possible values the requirement
can have.
∗∗ : There is no restriction on the number of requirements specified as Hard or Soft
requirement list.
Table 3.2 shows the representation of requested technological requirements. Hard
and Soft requirements are represented on separated lists and both have a similar
representation structure. The representation of requested QoS is shown in Table 3.3.
Table 3.3: Requested QoS Representation
QoS Requirement Representation (Hard Requirements)
R1 R2 ∗∗<Name, in, [val1,...,valn*]> <Name, ≤, [min, max]>
QoS Requirement Representation (Soft Requirements)
R1 R2 ∗∗<Name, in, [val1,...,valn*]> <Name, ≥, [min, max]>
Both ∗ and ∗∗ has the same meaning as represented on Table 3.2.
3.3.2 Representation of Offered Services
PaaS providers usually offer their services as a package. Thus, we have represented
the offered services by <providerName, alternatives>, where each element rep-
resents the name of a provider and a set of offered packages, respectively. A given
package contains a set of technological and QoS offers. The representation of a sin-
gle package (alternatives[i]: the ithalternative) is in the form <alternativeName,
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Price, TechnologicalOffers, QoSOffers>, where alternativeName and Price
correspond to the name of the package and the charge of the package, Technologica-
lOffers and QoSOffers correspond to the set of technological and QoS offers, re-
spectively. Each set of offers contains tuples of the form <Name, ’in’, Value(s)>
or <Name, relation, [min, max]>. The price tag associated to the package will
be charged independently of the number of used services. Thus, the number of used
offers does not contribute to the amount of price that the user has to pay.
Since the number of resources at hand limits the amount of technological offers
which indirectly affect the offered QoS offers, the selected type of relation field must
be selected carefully.
The meanings associated to each relation type of offered services are:
• ≥ x: Since there is no guarantee on the offered values strictly greater than x, it
can only be considered as the minimum bound of a given offer. Unbounded ≥
relation type would mean infinitely large resources are available to serve every
request. Nevertheless, most technological numerical offers are bounded to spe-
cific values. For instance, the default instance of Google App Engine, F1, has
128 MB memory limit and 600 MHz CPU limit. On the other hand, although
it is not the only performance factor, the amount of allocated resources to a
given application has a great impact on its performance. Therefore, claiming
to offer a given service with unbounded ≥ relation might be misleading and it
should be bounded to some specific value.
• ≤ x: For a given service, x can only be considered as the maximum bound the
provider can offer. For some performance related requests, a given offer with ≤
relation type may provide a maximum value; however for other requests, this
relation type would lead to undesirable result. Moreover, the provider might
not be able to offer the desired small enough values for performance related
requests such as latency and response time. For instance, let’s take Latency
and Availability offers. While a Latency offer with ≤ relation type provides
the maximum desirable performance, an Availability offer with this relation
type might decrease the requested performance. In addition, guaranteeing the
small enough requested value of Latency might not be possible. Thus, the
offer with ≤ relation type should be bounded to some specific value.
Furthermore, without knowing the minimum and/or maximum offered values, guar-
anteeing the satisfaction of some requests become difficult. For instance, let’s assume
an offer of service S with S ≤ 3 and a request of the same service with S ≥ 2. Al-
though the selected provider satisfies the request when it offers S with value 2 or 3,
it might not satisfy the request if it offers service S with values strictly less than 2.
Therefore, guaranteeing the satisfaction of request for service S becomes impossible
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without knowing the minimum bound of the offered service.
Hence, in order to overcome these issues, incorporating the minimum and maximum
bound to the offered numeric values becomes important. Nevertheless, incorporating
these values limits the use of offered services relation field. In other words, it does
not matter which relation type is used in the input representation of offered services:
if the offered values are a subset of requested values, the request can be satisfied,
otherwise the request may not be satisfied.
The representation of offered services is shown in Table 3.4. Even if the proposed
representation is more general and exploited by most providers, various providers
may exploit a different representation. In that case, the representation of offered
services should be reformulated to have a similar representation as the one proposed
in Table 3.4. For example, if a provider associates the price to each service it pro-
vides, the services that could be provided at once can be grouped together in order
to form a package with the cumulative price considered as the price of the package.
Table 3.4: Representation of Offered Services
providerName
alternative1
alternativeName1 Price TechnologicalOffers QoSOffers
Name1 Price1 x y
alternative2
alternativeName2 Price TechnologicalOffers QoSOffers
Name2 Price2 i j
∗∗
x and i : Represents the set of technological offers in the form <Name, in,
V alues> or <Name, relation, [min, max]> provided by the corresponding package.
y and j : Represents the set of QoS offers provided to the user on the correspond-
ing package. The representations of those sets are similar to the representation of
technological requirements, i.e., x and i.
∗∗: The representation continues in the same way if more than two alternatives are
offered by the provider.
3.3.3 Representation of Intensively Communicating Modules
As described in Section 3.2.3, technological and QoS requirements of the whole appli-
cation can be derived by proper composition of technological/QoS requests of each
module. Regarding the whole application, the input can be represented as groups
of ICML. Each ICML can include one or more modules; since they are considered
ICMs, the modules that belong to a single ICML should be allocated on a single
provider.
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Table 3.5: Input Representation of the Whole Application
Mi1 Mi2 .. Mini ... Mm1 Mm2 .. Mmnm
The input representation of the ICMs is shown in Table 3.5. Each module is rep-
resented as Mij, where i represents the ith ICML with i = 1, . . . L, L is the total
number of lists, j is the jth module of list i, with j = 1, . . ., ni, ni is the total
number of modules in list i. The sum of the size of each set must be bounded by the
number of available modules (|M |), i.e., ∑Li=1ni = M . For instance, in the above
table, the following equation must be satisfied, ni + . . . + nm = |M |.
3.4 Output of the Algorithm
After thoroughly analyzing the offered services according to requirements, the al-
gorithm will allocate each module of the application on the provided multi-cloud
system (PaaS providers) or terminate if it cannot find an allocation for one of the
modules.
From the definition of requirement types it follows that only modules with unsatisfied
Hard requirement(s) cannot be allocated. Therefore, if a single Hard requirement
of a module cannot be satisfied by the offers of available providers, the algorithm
terminates without going through the remaining unallocated modules.
Three selection criteria will be used to distinguish among feasible providers. The
two opposing criteria, Best QoS (BQoSS) and Cost Effective Solution ( CES),
try to find an allocation on the two extreme ends. While Best QoS approach aims
at maximizing the offered QoS service for each module, Cost Effective solution
aims at minimizing the cost for each allocated module. However, in most practical
cases, finding the tradeoff between cost and QoS is very crucial. For this reason, a
third solution, Hybrid Solution ( HS ), tries to find the tradeoff between cost and
QoS according to a tradeoff parameter α.
The user should specify his/her preferred selection criterion before the execution of
the algorithm. Therefore, according to the selected policy, the algorithm provides
the most suitable provider for each module of the given application. Regardless of
the selected criterion, all the parameters are included in the output, to give the user
a complete information about the selected solution. Hence, the three parameters
are computed for each solution, i.e., cost, γ, and hybrid. These parameters will be
described in depth in the following chapter.
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The output is represented as <moduleName, selectedAllocation>, where each el-
ement corresponds to the name of the module and a tuple selectedAllocation, re-
spectively. The selectedAllocation tuple is represented as a form of <providerNa-
me, alternativeName, cost, γ, hybrid>, where the elements correspond to the
name of the selected provider and alternative, and the values of the parameters
cost, γ, and hybrid, respectively. The output representation is shown in Table 3.6.
Table 3.6: Output Representation
ModuleName selectedAllocationProvider Alternative Cost γ Hybrid
M1 P 1 A1 C1 γ1 H1
M2 P 2 A2 C2 γ2 H2
M3 P 3 A3 C3 γ3 H3
Pi,, Ai, Ci, γi, Hi : Corresponds to the selected Provider, Alternative, and the
obtained values of Cost, γ and Hybrid by the offered services of a given provider’s
alternative for module i.
Each field in the output representation is assumed to be associated with proper de-
fault values. For String-typed fields such as providerName and alternativeName
the default values are assumed to be null, for Real-typed fields default values can
assume either −1 or −∞. The cost and hybrid parameters assume −∞ as default
value and γ assumes -1 as a default value. The default values of three modules are
represented in Table 3.7.
Table 3.7: Output Representation
ModuleName selectedAllocationProvider Alternative Cost γ Hybrid
M1 null null −∞ −1 −∞
M2 null null −∞ −1 −∞
M3 null null −∞ −1 −∞
Pi,, Ai, Ci, γi, Hi : Corresponds to the selected Provider, Alternative, and the
obtained values of Cost, γ and Hybrid by the offered services of a given provider’s
alternative for module i.
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Algorithm Definition
4.1 Overview
This chapter explains the details of the selection criteria that can be specified to
select an optimal allocation, the approach used to define the algorithm and the
description of the algorithm itself.
4.2 How to Find the Most Suitable PaaS Provider
Comparing two or more providers, when their offering satisfies all the requirements
(or at least Hard requirements), requires deeper analysis than picking one random
suitable provider. Among feasible providers, the defined allocation algorithm per-
forms further analysis to identify the one with better offer(s) according to the pre-
ferred selection criterion. A feasible provider, in our allocation algorithm, is defined
as follows:
Def : If a package/alternative of provider Pi satisfies the requirements
(or at least Hard requirements) of a given module, then provider Pi is
said to be a feasible provider. Therefore a feasible provider Pi can host
(or allocate) the selected module.
The comparison criteria used in the algorithm are:
• Cost: When cost is considered as a selection criterion, the algorithm tries to
minimize the overall allocation cost.
• QoS: Regarding the requested QoS, the algorithm tries to maximize the achiev-
able QoS of the selected module.
• Hybrid: For this comparison criterion, the algorithm tries to find the tradeoff
between cost and QoS.
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4.2.1 Cost Effective Solution
Intuitively, the cost of the requested services should be proportional to the number
of requested services and/or the level of requested QoS. In other words, a user who
requests a subset of services or offered QoS should not be charged for a price higher
than the sum of the prices of requested or used services. Nevertheless, because cur-
rent providers offer their services as a package, the user cannot have the opportunity
to pay the price proportional to the number of requested (or used) services. Thus,
the number of used services from a given package will not increase (or decrease) the
amount of money the user has to be charged.
Nevertheless, since the providers offer multiple alternative packages, the cheapest
possible package can be selected whenever the requirements are satisfied. In this
approach, the cost of alternative packages that satisfy requirements is considered as
a selection criterion and the package with minimum cost offer will be selected as a
suitable alternative. The objective function exploited for this purpose is presented
in Equation 4.1.
Maximize : −Cost (4.1)
4.2.2 Better QoS Offer
Even though the provided QoS (particularly throughput, response time, latency,
execution time and the like) depends on the available resources for the application
and the ability of the application to exploit those resources, in this work the proposed
solution based on QoS depends on the provided or claimed QoS offers.
Selecting a provider with better QoS offer is not straightforward; it requires com-
plex analysis on the offered QoS services, in comparison with the previous approach.
Apart from the application’s ability to exploit the available resources, the introduc-
tion of better QoS depends on the design and implementation of the application.
Moreover, when dealing with a set of QoS metrics, it is difficult to identify which
are the parameters that more affect the overall application performance. Thus, if
two offers are both suitable, it can be difficult to determine which is the best one.
A further issue concerns the communication among modules allocated on different
PaaS providers. In fact, when the performance impact of communicating modules is
considered, application performance can be affected by the communication perfor-
mance among modules. Nevertheless, although we did not consider the performance
impact of communication, an enhanced QoS offer obtained for a given module can
bring a competitive advantage for the running application.
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The identification of the best QoS offer can be done by computing for each offer an
additional parameter (γi) that expresses the level at which the ith QoS parameter
is satisfied by the selected alternative. The sum of the obtained QoS levels of
each requirement, γ, is considered as the QoS level of the selected alternative.
Once the QoS level of each alternative has been identified, the alternative with
maximum value of γ will be considered as the best suitable one.
The introduced parameter can assume three values:
• Zero (0): Is used to represent unsatisfied QoS request by the selected alter-
native (optional QoS parameters can assume this value);
• 0.5: Represents a satisfied QoS parameter;
• 1: Is used if the offered QoS value is greater than the maximum requested
QoS value.
For satisfied QoS requests, the objective function in Equation 4.2 tries to maximize
the value of γ.
Maximize : γ (4.2)
where γ = ∑ γi ∀i  QoSrequest
The sum of γi values of each QoS parameter is the considered distinguishing factor
between providers satisfying all (or at least Hard) requirements. For instance, let’s
assume a module (M) with Availability ≥ 95%, Accuracy ≥ 87%, Response
Time ≤ 5 sec and Accessibility ≥ 90%, Soft/Hard QoS requirements represented
as <Availability, ≥, [95, 95]>, <Accuracy, ≥, [87, 87]>, <Response Time, ≤,
[5, 5]>, and <Accessibility, ≥, [90, 90]>, respectively; and let’s assume two
alternatives A1 and A2 that satisfy all the Hard requirements of module M . The
QoS offers of the two alternatives, the associated γi values of each QoS offer
according to the QoS requests of module M and the total summation of γi, γ, are
illustrated in Table 4.1.
The calculation of γi depends on the value of the ith QoS request of module M and
the corresponding offered value of the selected alternative. For instance, module
M requires at least a 95% Availability offer; thus, in order to host module M ,
the selected alternative’s Availability offer must be at least 95%. Hence, all
alternatives with the minimum Availability bound of 95% will assume a γi
value of 0.5, however if one of the selected alternatives offers Availability with
> 95%, the corresponding value of γi will be updated to 1. In the provided example,
A1 and A2 offer Availability with 95% and 99%, respectively. Since the offered
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values of the selected alternatives (95 and 99) satisfy the requested Availability
of module M (95), both alternatives will have at least a γi value of 0.5. However,
depending on the minimum offered and maximum requested values, the associated
value of γi could be 1 . In the example, A1 offers value that corresponds to the
Availability request of module M and A2 offers value greater than the requested
value (99). Thus, the Availability offer of A2 will assume a γi value of 1.
The calculation of γ can be summarized as follows:
If an alternative of a given provider offers a service with a value greater
than or equal to the minimum requested performance value, its γi value
will assume 0.5 and if the same provider offers a minimum service value
with greater than the maximum requested performance, the γi value will
be modified to 1. Otherwise, if the requirement is not satisfied, the γi
value will be 0 (see Section 4.3.1.3 and Section 4.3.1.4).
According to the calculation presented in Table 4.1, while A1 has better Accuracy
and Accessibility than requested by module M , A2 has better Availability,
Accuracy, and Response Time. Taking the total sum of γi, A2 has the maximum
value with γ = 3.5 compared to A1 with 3.0 value of γ. Therefore, A2 will be
considered as the best suitable alternative to host module M .
Table 4.1: Example of γ calculation
Alternative Offered QoS Services*Availability Accuracy Response Time Accessibility Total (γi)
A1 [95, 95] [95, 95] [5, 5] [98, 98]
γ1 0.5 1 0.5 1 3
A2 [99, 99] [90, 90] [3, 3] [90, 90]
γ2 1 1 1 0.5 3.5
*: Each offer is represented by the minimum and maximum offered values as [min,
max]. For the sake of brevity we have excluded the measurement units, default
measurement units are assumed.
The proposed approach tries to identify the best suitable alternative with respect
to all QoS parameters than with respect to one. For instance, in the above example
we have both Accuracy and Accessibility offered better in A1 than A2, however,
since A2 offers better Availability and Response Time along with Accuracy, (three
QoS parameters) A2 is considered most suitable alternative. Therefore, in the
proposed approach, the number of satisfied QoS parameters might be the dominant
factor on the selection process. For example, three satisfied QoS parameters (with
γ = 1.5) dominates over one better QoS offer (with γ = 1).
Because the values greater (or less in some cases like Response Time) than the
maximum requested QoS value lead to a γ value equal to 1, there is no mech-
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anism to compare two alternatives with the same value of γ. For example, for
Accuracy request of module M (see Table 4.1), with different Accuracy offers both
alternatives have similar value ofγ (γ = 1 ). Nevertheless, since the greater of-
fered values may come at the cost of increased price, trying to compare offers with
greater than the requested maximum bound can be unnecessary. Thus, we have not
implemented any technique to distinguish offers with the same value of γ. However,
if two or more alternatives offer the same QoS level for a given module (in all
performance metrics), the one with minimum cost offer will be selected.
The proposed approach guarantees the satisfaction of all, or at least Hard require-
ments. For each alternative satisfying the requirements, the value of γ will be
computed and compared with previously selected alternative’s γ value (or −1
at the beginning) and the alternative with maximum value of γ will be considered
the most suitable one. If more than one alternative with similar values of γ is
identified, the alternative with a minimum cost offer will be considered.
4.2.3 Hybrid Solution
As we have explained in Section 4.2.2, selecting a provider with better QoS offer is
more complicated than Cost Effective Solution (CES). On one hand, better QoS
offers can be obtained by introducing additional resources which might increase
the cost unnecessarily. This introduction of additional resources not only affects
the consumers with increased price but also introduces additional management,
maintenance and power cost on the provider side. On the other hand, selecting a
provider with better QoS offer will increase the probability that the requested QoS
might be satisfied. For instance, let’s consider a 90% Availability request of a
given module M and two alternatives provided by different providers PA1 and
PA2 offering Availability with 90% and 97% values respectively. Since a slight
decrease on the Availability offer of PA1 affects the availability request of module
M , selecting PA2 increases the probability that the QoS request will be satisfied.
Therefore, looking for a tradeoff between QoS and cost becomes very crucial.
For this purpose we proposed a Hybrid solution which finds a tradeoff between the
two main selection criteria, cost and QoS of the available alternatives. Finding the
optimal tradeoff requires the exploitation of multi-objective optimization techniques.
Determining the better solution, between a pair of solutions, is usually possible in
single-objective optimization; as a result, there is usually a single optimal solution.
However, in multi-objective optimization, there does not exist a straightforward
method to determine the better solution when considering conflicting objectives.
The most commonly adopted method to compare solutions in multi-objective opti-
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mization is called Pareto dominance relation [17]. The method leads to a set of
alternatives with different tradeoffs among the objectives. These solutions are called
Pareto optimal solutions or non − dominated solutions [16]. A formal definition
of Pareto optimal is given by [18] as:
Pareto Optimal:- A decision vector x  Xf (feasible set) is said to be
non-dominated regarding a set A ⊆ Xf , the feasible region, iff
@a  A : a  x (4.3)
x is said to be Pareto optimal iff x is non-dominated regarding Xf
A solution is said to be non dominated by any other decision vector if it cannot
be improved in any objective without causing a degradation in at least one other
objective; if so, then the solution is Pareto optimal [18].
For a multi-objective problem, there are many Pareto optimal solutions; thus in-
corporating user preferences is very important in order to determine the preferred
solution. To determine a single solution that presumably reflects user preferences,
the user indicates such preferences before running the optimization with methods
that incorporate a priori articulation of preferences. Alternatively, with a poste-
riori articulation of preferences, the user manually selects a single solution from a
representation of the Pareto optimal set [15].
We exploited the most commonly used scalarization method, weighted sum, to find
the tradeoff between the two objective functions introduced in the previous subsec-
tions. The weighted sum involves a linear or convex combination of the objectives
fi(x) , i = 1, . . . , n. Each of the objective fi(x) is multiplied by a normalized
weight factor wi and the product added to give the scalar objective as [19]:
∑
wifi(x) i = 1, . . ., n (4.4)
where n is the number of the objective functions, ∑wi = 1 and wi > 0, i =
1, . . ., n where n is the number of objectives considered.
Despite deficiencies with respect to depicting the Pareto optimal set, the weighted
sum method for multi-objective optimization continues to be used extensively not
only to provide multiple solution points by varying the weights consistently, but also
to provide a single solution point that reflects preferences presumably incorporated
in the selection of a single set of weights [7].
Thus, we have modified the weighted sum objective function in Equation 4.4 for our
bi-objective problem as (Equation 4.5):
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Maximize : −αCost+ (1− α)γ (4.5)
where 0 < α < 1
Since a specific Pareto optimal solution depends on the selected weights, it is impor-
tant to determine how the weights are related to preferences, to the Pareto optimal
set, and to the individual objective functions [7]. Systematic approaches to select
weights have been developed by many researchers [8, 9, 10, 11, 12, 13, 14]. Ac-
cording to [7], algorithms which determine weights that reflect user preference fall
either into the category of rating methods or pair comparison methods. Rating
methods assign independent values to objective function according to their impor-
tance. Ratio questioning or paired comparison methods rate objective functions by
comparing two objectives at a time. Therefore, the users of our Hybrid solution is
required to select α according to his/her preference carefully exploiting one of the
above methods.
4.3 Design of the Algorithm
The algorithm definition followed from the discussions presented on Section 4.2.
Three approaches, Cost effective (CES), better QoS offer (BQoSS) and Hybrid
solution (HS), are proposed to distinguish among feasible alternatives. As the
number of PaaS providers, modules of an application and requirements, are bounded,
the complexity of the algorithm is expected to be bounded.
The algorithm takes a set of modules with their requirements, a set of PaaS providers
with their offered packages and corresponding prices, and the selection criterion,
which will be exploited by the allocation algorithm, as input. The algorithm tries to
select the most suitable PaaS provider according to the preferred objective parameter
(selection criterion) for each module. The algorithm will not list all feasible providers
that satisfy, at least, the Hard requirements of a given module; instead it selects the
most suitable provider according to the provided selection criterion.
Figure 4.1 shows the flowchart representation of the proposed algorithm. The algo-
rithm starts by extracting a single module. For the selected module, it examines the
alternatives offered by each provider to ensure the satisfaction of requirements.
First, for each alternative, the algorithm checks whether Hard requirements of the
selected module are satisfied or not. If those requirements are satisfied, it checks
Soft QoS requirements. While checking for the satisfaction of both (Hard and
Soft) requirements, the algorithm computes necessary objective parameters, like γ.
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For each feasible alternative (alternative that satisfies, at least Hard, require-
ments) it extracts the price associated to the package (alternative) and computes
the three objective functions illustrated in Table 4.2.
Table 4.2: Objective Functions of the Proposed Solutions
Proposed Solutions Objective functions subject to
Cost Effective Maximize −Cost −
Better QoS Maximize∑ γi −
Hybrid Maximize−αcost+ (1− α)∑ γi 0 < α < 1
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Figure 4.1: Flowchart Representation of the Proposed Algorithm
After the calculation of the objective functions, the algorithm compares the pre-
viously selected solution (which may contain default values if not modified) with
the current computed values based on the provided selection criterion. The default
parameters (see Table 3.7) of the solution are set to null for String typed values,
set to -1 for γ in QoS solution, and set to −∞ for hybrid and cost parameters in
Hybrid and Cost Effective solutions, respectively. If the current alternative rep-
resents a solution better than the previous one, the solution will be updated with the
current computed values. Then, the algorithm checks if the current provider offers
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another alternative; if so, it selects the available alternative and performs the
same operation described so far. At the end of alternative list (alternatives),
it extracts the next available provider, until the end of provider list is reached, and
it checks the provided alternatives by the available providers to select the best
suitable one among them.
In brief, for each module all alternatives are checked with respect to Hard re-
quirements first and Soft requirements then. If none of the alternatives can satisfy
the Hard requirements of a given module, the algorithm exits its execution as the
module cannot be allocated in any of the available PaaS providers.
4.3.1 Description of Procedures
The procedures illustrated in this subsection aim at solving the problem defined so
far. The main procedure takes a set of modules with their requirements, a set of
providers and a specific selection criterion as input and it allocates modules on the
available providers, according to the preferred selection criterion. As specified in
Section 3.4, the output contains the three comparison parameters. Thus, indepen-
dently of the provided selection criterion, the algorithm computes all the three ob-
jective functions illustrated in Equation 4.1, Equation 4.2 and Equation 4.5. Among
feasible alternatives which satisfy the Hard requirements, the most suitable is
selected according to the provided selection criterion.
The main procedure (see Algorithm 4.7) first checks the satisfaction of Hard (tech-
nological and QoS) requirements and proceeds with its execution only if the Hard
requirements are satisfied. In order to compute the obtained level of QoS and the
tradeoff between cost and QoS (hybrid) values of the selected alternative, both
Hard and Soft QoS requirements must be considered. However, since Soft techno-
logical requirements do not affect the solution, they have not been considered in the
proposed algorithm.
4.3.1.1 Check Requirements
The procedure illustrated in Algorithm 4.1 is used to check if Hard requirements
and Soft QoS requirements are satisfied. The satisfaction of Hard requirements
is mandatory in all the proposed solutions. Nevertheless, as it is explained earlier,
going through Soft requirements strictly depend on the preferred selection criterion.
For instance, in CES solution, since the price is associated with the package rather
than with each offered service, we do not need to go through Soft requirements.
However, as the output of any selected solution includes all comparison parameters,
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the level of satisfied Hard and Soft QoS parameters must be computed. Therefore,
when CES is selected we only need to check Hard technological and Hard/Soft QoS
requirements using checkRequirement procedure.
The procedure (checkRequirement(requestedRequirement, offeredServices, o-
ptional, isQoS)) takes the following parameters as input: the requirements (tech-
nological or QoS), the offered services (current alternative’s technological or QoS
offer), optional, a Boolean variable that assumes true if the requirements are
Soft (optional) requirements and false otherwise, and another Boolean variable
isQoS which assumes true for QoS requirements and false otherwise. Then, it
checks if the requirements can be satisfied by the selected alternative, i.e, by the
offered services of a given alternative. For each satisfied QoS requirement, the pro-
cedure computes the level at which it is satisfied (summation of γi values) using
calculate_gamma procedure (see Algorithm 4.4).
The procedure returns a tuple of the form <satisfied, γ>; a boolean variable
satisfied is used to represent the result of the corresponding check on the require-
ments while γ represents the computed QoS level.
For each requirement that match the offered service (i.e. when the name of the
requested requirement and the offered service have the same value) (line 6), the pro-
cedure invokes the checkValue procedure (see Algorithm 4.2) to compare requested
and offered values (line 7). The procedure checkValue returns true, if values match,
or false, depending on the result of the comparison. If the returned value is true
(lines 7 - 12), the procedure updates satisfied variable to true (line 8) and checks
if the requirement is a QoS request using isQoS variable (line 9). If so (isQoS =
true), it invokes the calculate_gamma procedure (see Algorithm 4.4) to compute
the corresponding QoS level and updates the total sum of QoS level (lines 9 - 11).
If the names of requested and offered services have the same value, the procedure will
not check other services to guarantee the satisfaction of the same request. In other
words, the services list inside a given alternative contains only one offer for each
specific service. Hence, independently of the result obtained from the checkValue
procedure, the checkRequirement procedure exits from the loop of offered services
at line 13.
At line 16 the procedure checks if the requested requirement is mandatory or not
and if it is not satisfied by the selected offer. If so, as all Hard requirements must
be satisfied by the selected alternative (offer), the procedure exits from the re-
quirement list (lines 16 - 18) and returns <false, γ> . The γ variable may contain
0 if it was not updated, or some value if it was updated on previous execution(s).
However, if the requirement is a Soft QoS requirement, the procedure continues to
check and calculate the γ value for the remaining requests on the list, even if one or
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more requirements cannot be satisfied.
input : 1.requestedRequirements: Technological or QoS requirement list
input : 2. offeredServices: Technological or QoS offered service list
input : 3.optional: a Boolean variable which assumes true for Soft requirements
and false otherwise
input : 4.isQoS: a Boolean variable which assumes true for QoS requirements and
false otherwise
output : tuple of the form: <Satisfied, γ>
input :\, Satisfied : Boolean variable set to true if all requirements are satisfied
and false otherwise
input :\, γ : The level of satisfied QoS requirements
Algorithm 4.1 checkRequirements Procedure
checkRequirements ( requestedRequirements , o f f e r e dS e r v i c e s ,
opt iona l , isQoS )
1 begin
2 r e s u l t . gamma <− 0
3 for i : 0 to requestedRequirements . l ength
4 r e s u l t . s a t i s f i e d <− fa l se
5 for j : 0 to o f f e r e d S e r v i c e s . l ength
6 i f ( requestedRequirements [ i ] . name =
o f f e r e d S e r v i c e s [ j ] . name)
7 i f ( checkValue ( requestedRequirements [ i ] ,
o f f e r e d S e r v i c e s [ j ] ) )
8 r e s u l t . s a t i s f i e d <− true
9 i f ( isQoS )
10 r e s u l t . gamma += calculate_gamma (
requestedRequirements [ i ] , o f f e r e d S e r v i c e s [ j ] )
11 end i f
12 end i f
13 break
14 end i f
15 end for
16 i f ( ! ( op t i ona l | | r e s u l t . s a t i s f i e d ) )
17 break
18 end i f
19 end for
20 return r e s u l t
21 end
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4.3.1.2 CheckValue Procedure
The procedure illustrated in Algorithm 4.2 (checkValue) takes a requirement and
an offered service in the form <Name, ’in’, Value(s)> or <Name, Relation, [min,
max]> and checks if the requirement can be satisfied. It returns true or false
according to the result of comparison. The procedure checkValue is invoked by the
checkRequirement procedure whenever requested and offered service names have
the same value.
For the sake of simplicity, the two types of representation, <Name, ’in’, Value(s)>
and <Name, Relation, [min, max]> are generalized by <Name, operator, ∗> rep-
resentation. The operator field assumes ’in’ or ’Relation’ depending on the type
of selected request or offer, which also determines the representation of the last field
(∗) in the tuple to be Value(s) or [min, max]. However, it is important to note
that the requirement and service of a given type must have the same representation.
In other words, the offered service cannot have a <Name, Relation, [min, max]>
representation if the requirement of the same type (same name) is represented by
<Name, ’in’, Value(s)>. For instance, a programming language request and offer
must have <programmingLanguage, ’in’, Value(s)> representation.
For requirements and offers represented as <Name, ’in’, Value(s)>, the checkValue
procedure employes ’intersection’ of requirement and offered service values. The
number of requirement and/or offered service values might not be the same depend-
ing on requested/offered service values. For instance, offered programming language
value can be a list {Java, PHP, Python} represented as <programmingLanguage,
’in’, [Java, PHP, Python]>; while requested programming language value can as-
sume only one value, <programmingLanguage, ’in’, Java>. Regardless the number
of values represented in the Value(s) field, if their intersection contains at least one
element, the requirement can be satisfied by the offered service. Hence, the proce-
dure checks for their intersection at line 4 and if it contains at least an element, the
satisfied variable will be updated to true (line 5) and returned to the invoking
function (line 11).
On the other hand, for requirements or services represented by <Name, Relation,
[min, max]>, the procedure invokes the checkRelation (lines 8 - 10 ) procedure
illustrated in Algorithm 4.3. The checkRelation procedure uses the possible com-
bination of requested and offered relation types in order to compare the two values.
The possible combinations are described in the following section.
input : 1. requestedRequirement1: A single requirement
input : 1. offeredService1: A single offer
input :\,1: Both input have <Name, operator, ∗>
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output : Satisfied: Boolean variable set to true if the values matched and false
otherwise
Algorithm 4.2 checkValue Procedure
checkValue ( requestedRequirement , o f f e r e d S e r v i c e )
1 begin
2 s a t i s f i e d <− fa l se
3 i f ( requestedRequirement . operator = ’ in ’ )
4 i f ( requestedRequirement . va lue s INTERSECTION
o f f e r e d S e r v i c e s . va lue s ) != EMPTYSET)
5 s a t i s f i e d <− true
6 end i f
7 end i f
8 else
9 s a t i s f i e d <− checkRe lat ion ( requestedRequirement ,
o f f e r e d S e r v i c e )
10 end else
11 return s a t i s f i e d
12 end
4.3.1.3 checkRelation Procedure
This procedure is used to compare a request with an offer when the operator is of
“relation” type. The possible combinations depend on the corresponding values of
request and offer. However, recall from the discussion in Section 3.3.1 that relation
can assume only ≤ and ≥ and from Section 3.3.2, according to our Real-typed
representation the use of relation field of offered service is limited. For example,
without considering the relation field, offers with = relation type can be represented
using the same values in min and max fields of our input representation as <O, *, [x,
x]>. In other words, since the offered values are expressed as a range of values (the
minimum and maximum offered values) the relation field does not provide additional
meaning to the offered values; the request can only be satisfied by the values in the
offered range. Therefore, in our representation, the possible combinations depend
on requested relation type and the corresponding offered and requested values.
According to the exploited relation types, we have two possible cases: when the
requested relation type assumes a ’≤’ relation type and when it assumes a ’≥’
relation type. Let’s look each of case in detail.
• Case1: When requested relation is ≤:
Although there are a number of combinations depending on the values on min and
max fields of both requested requirement and offered service, the combinations can
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be summarized as shown in Figure 4.2.
We can study the possible combinations in three sub-cases:
1. Unsatisfied Requirement: If the offered interval falls on the region greater
than the requested maximum value, the request cannot be satisfied. This can
happen in two possible situations: when Offmin >Reqmax and when Offmax
> Reqmax. However, it is important to note that Reqmin ≤ Reqmax and Offmin
≤ Offmax. Therefore, when Offmin >Reqmax, the offered interval fully falls
on a region where the requested values cannot be satisfied and when Offmax
> Reqmax, although the offered interval might fall partially on a region where
the requests can be satisfied (when Offmin ≤ Reqmax), we cannot guaran-
tee the satisfaction of requested requirement as the provider can provide a
value greater than the requested maximum value. Hence, independently of
the offered minimum bound, if the offered maximum value is strictly greater
than the requested maximum value, we cannot guarantee the satisfaction of
requested requirement.
2. Satisfied Requirement: Since any offered value between the minimum and
maximum requested values satisfy the request (Reqmin ≤ x ≤ Reqmax), if the
offered interval falls in this region, the request can be satisfied. When the
request happens to be a QoS request, its γ value assumes 0.5.
3. Extra Offer: A ≤ relation type should not be exploited to represent tech-
nological requirements rather it should be used to represent QoS performance
metrics like response time and latency. For such requirements, a small enough
value introduces maximum performance. Therefore, if a provider offers values
lower than the requested minimum value, the offer guarantees the satisfaction
of the requested maximum performance. In other words, if Offmax ≤ Reqmin,
then the requested maximum performance can be satisfied. The γ value will
assume the maximum value, 1.
• Case2: When requested relation is ≥:
The combinations of Case2, Reqrel = ′ ≥′ , are summarized in Figure 4.3. The
possible combinations of Case2 can be studied in three sub-cases:
1. Unsatisfied Requirements: When the requested relation type is ≥, in or-
der to guarantee the satisfaction of requested value, at least the minimum
requested value should be satisfied. Thus the offered interval should fall on
the interval which is greater than or equal to the requested minimum value.
There are two situations in which a request cannot be satisfied: when Offmax
< Reqmin and when Offmin < Reqmin. When Offmax < Reqmin, the offered
interval full falls on the region where the request cannot be satisfied and when
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Figure 4.2: Case1: When requested relation type is ≤
Offmin < Reqmin, although the offered interval may fall partially on a region
where the request can be satisfied depending on the value of Offmax , we
cannot guarantee the satisfaction of requested requirement. Therefore, if the
offered minimum value is strictly less than requested minimum bound (Offmin
< Reqmin), we cannot guarantee the satisfaction of requested requirements.
2. Satisfied Requirements: This interval falls between requested minimum
and maximum values. Since any offered value on this interval satisfy the
request (Reqmin ≤ x ≤ Reqmax), when the offered interval falls on this region,
we can guarantee the satisfaction of requested requirements and if the request
happens to be a QoS request, its γ value assumes 0.5.
3. Extra Offer: For requirements with ≥ relation type, offered values greater
than the maximum requested value provide the maximum performance. There-
fore, if a provider offers a value greater than the requested maximum value, the
offer guarantees the satisfaction of the maximum requested performance. In
other words, if Offmin ≥ Reqmax, then the requested maximum performance
can be satisfied. For requested performance metrics, the γ value will assume
the maximum value, 1.
Table 4.3 summarizes the possible combinations. When the requirement relation
type is ≤, in order to guarantee the satisfaction of requirement, the maximum of-
fered value must be less than or equal to requested maximum value (Offmax ≤
Reqmax). If the offered maximum value is less than or equal to requested minimum
value (Offmax ≤ Reqmin), we can guarantee the satisfaction of maximum requested
performance. On the other hand, for requirements with ≥ relation type, the sat-
isfaction of request can be guaranteed when the offered minimum value is greater
than or equal to requested minimum value (Offmin ≥ Reqmin) and if offered mini-
mum is greater than or equal to requested maximum (Offmin ≥ Reqmax), maximum
requested performance can be guaranteed.
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Figure 4.3: Case2: When requested relation type is ≥
Table 4.3: Possible Combination of Relation Fields of Request and Offer.
Case Requested Relation Satisfaction Extra Offer
Case1 ≤ Offmax ≤ Reqmax Offmax ≤ Reqmin
Case2 ≥ Offmin ≥ Reqmin Offmin ≥ Reqmax
In order to guarantee the satisfaction of requirements, the checkRelation procedure
(see Algorithm 4.3) assures the minimum requirements illustrated in Table 4.3. To
satisfy requirements with ’≤’ relation type, the offered maximum should be less
than or equal to requested maximum (Offmax ≤ Reqmax) and to satisfy requested
requirements with ’≥’ relation type, the offered minimum should be greater than
or equal to requested minimum (Offmin ≥ Reqmin). Therefore, the checkRelation
procedure checks only the possible combinations that could satisfy the requirement.
Thus, it starts by setting the default return value to false at line 2; and only in one
of the two possible combinations, the procedure updates the return value to true
(lines 3 - 7 and lines 8 - 12). The value of satisfied variable, which can be false if
not modified or true otherwise, will be returned at line 13.
input : 1. requestedRequirement1 : Single requirements
input : 2. offeredService1 : Single offer
input : 1 : Both input have <Name, Operator, ∗>
input : ∗ : According to the value of Operator field, ∗ can be V alue(s) or [min,
max]
output : Satisfied: Boolean variable set to true if the values matched and false
otherwise.
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Algorithm 4.3 checkRelation Procedure
checkRe lat ion ( requestedRequirement , o f f e r e d S e r v i c e )
1 begin
2 s a t i s f i e d <− fa l se
3 i f ( requestedRequirement . operator = ’<=’ )
4 i f ( o f f e r e d S e r v i c e .max <= requestedRequirement .max)
5 s a t i s f i e d <− true
6 end i f
7 end i f
8 else // requestedRequirement . opera tor = ’>=’
9 i f ( o f f e r e d S e r v i c e . min >= requestedRequirement . min )
10 s a t i s f i e d <− true
11 end i f
12 end else
13 return s a t i s f i e d
14 end
4.3.1.4 calculate_gamma Procedure
The procedure calculate_gamma(requestedRequirement, offeredService) illus-
trated in Algorithm 4.4 calculates the value of γ according to the description given
in Section 4.2.2. As the calculation is applied for satisfied QoS requests, the de-
fault value of γ in the procedure is set to 0.5—which indicates the satisfaction of
requested QoS requirement (line 2). In order to guarantee the satisfaction of maxi-
mum requested performance, a given provider should offer a value which is greater
than or equal to the maximum requested value. The modification of the γ value
depends on the type of requested relation type (see Table 4.3). For requests with ≥
relation type, the maximum performance can be obtained when the minimum of-
fered value is greater than or equal to requested maximum value, Offmin ≥ Reqmax
(see “Extra Offer” region of Figure 4.3 ). And for requests with ≤ relation type, the
maximum performance can be obtained when offered maximum value is less than
or equal to requested minimum value, Offmax ≤ Reqmin (see “Extra Offer” region
of Figure 4.2).
Thus, after assigning the default return value at line 2, the procedure updates the
value of γ only in one of the two possible cases (lines 3 - 7 or lines 8 - 12). At line
13, the procedure returns the value of γ for the invoking procedure. This procedure
is invoked by the checkRequirement procedure illustrated in Algorithm 4.1.
input : 1. requestedRequirment : A specific requirement
input : 2. offeredService : A specific offered service
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output : gamma : The calculated value of gamma
Algorithm 4.4 calculate−gamma Procedure
calculate_gamma ( requestedRequirement , o f f e r e d S e r v i c e )
1 begin
2 gamma <− 0 .5
3 i f ( requestedRequirement . operator = ’<=’ )
4 i f ( o f f e r e d S e r v i c e .max <= requestedRequirement . min )
5 gamma <− 1
6 end i f
7 end i f
8 else // requestedRequirement . opera tor = ’>=’
9 i f ( o f f e r e d S e r v i c e . min >= requestedRequirement .max)
10 gamma <− 1
11 end i f
12 end else
13 return gamma
14 end
4.3.1.5 checkUpdate Procedure
The checkUpdate procedure illustrated on Algorithm 4.5 is used by the main algo-
rithm (see Algorithm 4.7). It takes selectedAllocation, currentAllocation and
selectionCriterion. The tuples selectedAllocation and currentAllocation
have similar tuple representation, i.e., <providerName, alternativeName, cost,
gamma, hybrid>.
The procedure compares the two allocations, selectedAllocation and currentAll-
ocation, and invokes the update procedure illustrated on Algorithm 4.6 if and only
if the currentAllocation offers a better service; otherwise it returns the previously
selected allocation, selectedAllocation without modifying it. For instance, if the
selectionCriterion is cost, update(selectedAllocation, currentAllocation,
cost) checks the corresponding cost values of the two allocations and invokes
update procedure if necessary, i.e, if selectedAllocation.cost< currentAllocat-
ion.cost. Except in Hybrid solution, the procedure exploits cost when selectionCr-
iterion = gamma, or QoS when selectionCriterion = cost, as a second com-
parison parameter, to identify the most suitable provider if more than one provider
offers a suitable service to the selected module.
As it will be explained later in Section 4.3.1.7, the main procedure invokes this pro-
cedure (checkUpdate procedure) after guaranteeing the satisfaction of Hard require-
ments. Thus, on every invocation, currentAllocation holds one possible allocation
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for the selected module which could be the best suitable or not, depending on the
values obtained by the previously selected allocation (selectedAllocation). In
other words, if selectedAllocation contains all the default values (see Table 3.7)
or offers a service worse than the one offered by the currentAllocation, the val-
ues of selectedAllocation will be modified; thus, currentAllocation will be
considered as the selected suitable allocation.
The procedure starts by comparing the two allocations according to the provided se-
lection criterion (selectionCriterion) at line 2 of Algorithm 4.5. If currentAlloc-
ation offers a better service, the procedure invokes update procedure in order to
modify the required fields of selectedAllocation at line 3. On the other hand, if
both allocation offer similar services and the preferred selectionCriterion is not
hybrid (line 5), the procedure uses gamma (lines 6 - 10) or cost (lines 11 - 15)
interchangeably in order to identify the best suitable allocation between them. Ac-
cording to the comparison result obtained at line 7 or 8, the procedure modifies
selectedAllocation at line 8 or 13 correspondingly, when necessary. Otherwise,
if the selectedAllocation is not updated, it means the previous allocation offers
a service better than the one provided by currentAllocation with respect to the
preferred selection criterion. Whether selectedAllocation is updated or not, the
procedure returns selectedAllocation at line 18.
input : 1. selectedAllocation1 : Holds previously selected allocation values, if any
or default values (see Table 3.7).
input : 2. currentAllocation1 : Holds values calculated for current (or selected)
alternative.
input : 3. selectionCriterion : Preferred comparison parameter.
output : selectedAllocation1 : Holds the value of the best allocation among
current and selected allocations.
input : 1 : Represents a tuple of the form <providerName, alternativeName,
cost, γ, hybrid>.
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Algorithm 4.5 checkUpdate Procedure
checkUpdate ( s e l e c t edA l l o c a t i on , cu r r en tA l l o ca t i on ,
s e l e c t i o nC r i t e r i o n )
1 begin
2 i f ( s e l e c t e dA l l o c a t i o n . s e l e c t i o nC r i t e r i o n <
cu r r en tA l l o c a t i on . s e l e c t i o nC r i t e r i o n )
3 s e l e c t e dA l l o c a t i o n <− update ( s e l e c t e dA l l o c a t i on ,
cu r r en tA l l o c a t i on )
4 end i f
5 else
6 i f ( ( s e l e c t e dA l l o c a t i o n . s e l e c t i o nC r i t e r i o n =
cu r r en tA l l o c a t i on . s e l e c t i o nC r i t e r i o n ) &&
( s e l e c t i o nC r i t e r i o n != hybrid ) )
7 i f ( s e l e c t i o nC r i t e r i o n = cos t )
8 i f ( s e l e c t e dA l l o c a t i o n . gamma < cu r r en tA l l o c a t i on . gamma)
9 s e l e c t e dA l l o c a t i o n <− update ( s e l e c t e dA l l o c a t i on ,
cu r r en tA l l o c a t i on )
10 end i f
11 end i f
12 else
13 i f ( s e l e c t e dA l l o c a t i o n . co s t < cu r r en tA l l o c a t i on . co s t )
14 s e l e c t e dA l l o c a t i o n <− update ( s e l e c t e dA l l o c a t i on ,
cu r r en tA l l o c a t i on )
15 end i f
16 end else
17 end i f
18 end else
19 return s e l e c t e dA l l o c a t i o n
20 end
4.3.1.6 Update Procedure
The update procedure illustrated in Algorithm 4.6 is used by checkUpdate proce-
dure (see Algorithm 4.5). It takes selectedAllocation and currentAllocation
as input and updates the fields of selectedAllocation tuple by the fields of
currentAllocation tuple. The tuples have a similar representation, i.e., <provide-
rName, alternativeName, cost, γ, hybrid>.
The comparison between selectedAllocation and currentAllocation is per-
formed in the checkUpdate procedure (Algorithm 4.6). The checkUpdate proce-
dure invokes update procedure when currentAllocation offers a better services
compared to selectedAllocation. Thus, this procedure is used only to modify the
necessary fields of selectedAllocation tuple. After modifying the necessary fields
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of selectedAllocation tuple form line 3 to 6, it returns the modified tuple at line
7.
input : 1. selectedAllocation1 : Holds previously selected allocation values, if any
or default values (see Table 3.7).
input : 2. currentAllocation1 : Holds values calculated for current (or selected)
alternative.
output : selectedAllocation1 : Holds the value of the best allocation between
current and selected allocations.
input : 1 : Represents a tuple of the form <providerName, alternativeName,
cost, γ, hybrid>.
Algorithm 4.6 update Procedure
update ( s e l e c t e dA l l o c a t i on , cu r r en tA l l o c a t i on )
1 begin
2 s e l e c t e dA l l o c a t i o n . providerName <− cu r r en tA l l o c a t i on .
providerName
3 s e l e c t e dA l l o c a t i o n . a lternat iveName <− cu r r en tA l l o c a t i on
. a lternat iveName
4 s e l e c t e dA l l o c a t i o n . co s t <− cu r r en tA l l o c a t i on . co s t
5 s e l e c t e dA l l o c a t i o n . gamma <− cu r r en tA l l o c a t i on . gamma
6 s e l e c t e dA l l o c a t i o n . hybrid <− cu r r en tA l l o c a t i on . hybrid
7 return s e l e c t e dA l l o c a t i o n
8 end
4.3.1.7 Main Algorithm
The algorithm illustrated in Algorithm 4.7 takes a set of modules along with their
(Hard and Soft) requirements, a set of providers each offering a set of alternative
packages and the selection criterion (selectionCriterion). The set of modules is
represented as <moduleName, HardTechnologicalRequirements, SoftTechnologi-
calRequirement, HardQoSRequirements, SoftQoSRequirements>where each term
corresponds to the name of the module, a set of Hard and Soft technological re-
quirements, and a set of Hard and Soft QoS requirements, respectively. The offers
advertised by providers are represented as <providerName, alternatives> where
each element corresponds to the name of provider and the set of alternatives it of-
fers, respectively. Each alternative (alternatives[i]: the ith alternative) is represented
as <alternativeName, cost, TechnologicalOffers, QoSOffers> where the terms
correspond to the name of the alternative, the cost associated to the package, and the
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set of its technological and QoS offers, respectively. An entry of each set, technolog-
ical/QoS request/offer, has <Name, operator, *> representation. Depending on the
type of requested/offered service, the operator field assumes ’in’ or ’relation’
which determines the type of the last field of the tuple: Value(s) or [min, max]. For
a given module, selectionCriterion provides the preferred comparison parameter.
Each allocation is represented by <moduleName, selectedAllocation> each term
corresponds to the allocated module name and the selected allocation for the mod-
ule, respectively. The selectedAllocation tuple is represented as <providerName,
alternativeName, cost, γ, hybrid> where the terms correspond to the name of se-
lected provider and specific alternative, and obtained values of cost, γ, and hybrid,
respectively. The output representation incorporates the values of all the objective
parameters. With this representation, even if a specific preferred criterion is used for
comparison, the user will have the opportunity to check the values of other objective
parameters. For instance, if the selection criterion is ’cost’, the value of γ shows
the level at which QoS requirements are satisfied by the selected CES solution.
The currentAllocation tuple has similar representation to selectedAllocation,
i.e., <providerName, alternativeName, cost, γ, hybrid>. The default values of
the variables, in the output representation, are assigned as follows: null for String
typed variables, −∞ for cost and hybrid variables and −1 for γ (see Table 3.7).
For each alternative offered by a given PaaS provider, the algorithm checks if the
Hard requirements, technological and QoS, of the selected module can be satisfied
using the checkRequirement procedure (see Algorithm 4.1) (lines 11 and 12). If the
mandatory requirements are satisfied (line 13), it updates requirementsSatisfied
variable to true (line 14) and checks Soft QoS requirements using the same pro-
cedure (line 15). Then, the procedure computes the three objective functions and
assigns the values to the currentAllocation variable (lines 16 - 18).
If the Hard requirements are satisfied by the selected alternative, it will be consid-
ered as one of the possible candidate allocations for a given module. However, this
candidate allocation could be optimal or not depending on the selection criterion and
its corresponding values in selectedAllocation and currentAllocation. Thus,
the checkUpdate procedure (see Algorithm 4.5) is invoked (line 19) to make compar-
ison of allocations using the provided selection criterion and to modify the variables
of selectedAllocation using the update procedure (see Algorithm 4.6) when nec-
essary. The procedure (checkUpdate) is invoked using selectedAllocation which
may hold default values (at the beginning) or not (if modified on previous iterations),
currentAllocation and the corresponding selection criterion (selectionCriteri-
on) (line 19). If the selectedAllocation holds the default values or if the of-
fered service of selectedAllocation is not better with respect to the preferred
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selectionCriterion, the variables will be modified by the update procedure; oth-
erwise the selectedAllocation variables will not be modified.
After the invocation of checkUpdate procedure, since selectedAllocation vari-
able of current module will be updated to the best suitable allocation according to
the provided comparison parameter, allocated variable will be modified to true
(line 20). The allocated variable is used to check if the module can be allocated
on a single provider. For each alternative offered by available providers, the al-
gorithm checks if the selected module’s Hard requirements can be satisfied. And,
if Hard requirements can be satisfied, it compares and updates the obtained alloca-
tions using checkUpdate and update procedures. On the other hand, when Hard
requirements cannot be satisfied by the selected alternative, the algorithm checks
the satisfaction of Hard requirements with respect to the next available alternative
or the next provider’s alternatives in the provided set.
At the end of providers list, if the selected module is not allocated on one of
the provided alternatives (allocated = false), the algorithm sets null to the
allocations variable (line 26) and exits the iteration on modules list at line 27.
On the other hand, if the selected module is allocated (allocated = true), the
algorithm extracts the next module from the provided modules set and tries to
allocate the module in one of provided alternatives (lines 2 - 29). Finally, the
algorithm returns allocations variable containing the selected allocations for each
module or null (line 30).
input: 1. modules1: A set of modules of a given application.
input: 2. providers2: A set of available providers.
input: 3. selectionCriterion: The preferred comparison parameter.
output : allocations3: a set of module name and selected allocation of the module.
1: Each module is represented as a tuple of the form: <moduleName4, listOfHardTe-
chnoReq4, listOfSoftTechnnologicalReq4, listOfHardQoSReq4, listOfSoftQoSR-
eq4>.
2 : Each provider (represented as <providerName, alternatives>) contains a set of
alternatives of the form: <alternativeName, price, listOfTechnologicalOffers4,
listOfQoSOffers4>.
3 : The obtained allocation is represented as a tuple of the form: <moduleName,
selectedAllocation5>.
4 : The lists are represented as a tuple of the form: <Name, Operator, V alue(s)>.
5 : selectedAllocation represents by <providerName, alternativeName, Cost, γ,
Hybrid> tuple.
54
4.3 Design of the Algorithm
Algorithm 4.7 allocationOfModules (Main) Algorithm
allocationOfModules(modules, providers, selectionCriterion)
1 begin
2 for m:1 to modules . l ength
3 a l l o c a t i o n s [m] . moduleName <− modules [m] . moduleName
4 a l l o c a t i o n s [m] . s e l e c t e dA l l o c a t i o n <− null
5 cu r r en tA l l o c a t i on <− null , a l l o c a t e d <− fa l se
6 for p : 1 to p rov ide r s . l ength
7 for a : 1 to p rov ide r s [ p ] . a l t e r n a t i v e s . l ength
8 r e qu i r emen t s Sa t i s f i e d <− fa l se
9 hardTechno log i ca lResu l t <− checkRequirement (modules
[m] . hardTechnolog ica lRequests , p rov ide r s [ p ] .
a l t e r n a t i v e s [ a ] . t e c hno l o g i c a lO f f e r s , false , fa l se )
10 hardQoSResult <− checkRequirement (modules [m] .
hardQoSRequests , p rov ide r s [ p ] . a l t e r n a t i v e s [ a ] .
QoSOffers , false , true )
11 i f ( hardTechno log i ca lResu l t . s a t i s f i e d &&
hardQoSResult . s a t i s f i e d )
12 r e qu i r emen t s Sa t i s f i e d <− true
13 softQoSResult <− checkRequirement (modules [m] .
softQoSRequests , p rov ide r s [ p ] . a l t e r n a t i v e s [ a ] .
QoSOffers , true , true )
14 cu r r en tA l l o c a t i on . providerName <− prov ide r s [ p
] . providerName
15 cu r r en tA l l o c a t i on . a lternat iveName <− prov ide r s [ p
] . a l t e r n a t i v e s [ a ] . a l ternat iveName
16 cu r r en tA l l o c a t i on . co s t = −prov ide r s [ p ] .
a l t e r n a t i v e s [ a ] . c o s t
17 cu r r en tA l l o c a t i on . gamma = hardQoSResult . gamma +
softQoSResult . gamma
18 cu r r en tA l l o c a t i on . hybrid = −alpha ∗
cu r r en tA l l o c a t i on . co s t + ( l−alpha ) ∗
cu r r en tA l l o c a t i on . gamma
19 a l l o c a t i o n s [m] . s e l e c t e dA l l o c a t i o n <− checkUpdate (
a l l o c a t i o n [m] . s e l e c t edA l l o c a t i on ,
cu r r en tA l l o ca t i on , s e l e c t i o nC r i t e r i o n )
20 a l l o c a t e d <− true
21 end i f
22 else continue
23 end for //end o f a l t e r n a t i v e l i s t ( or a l t e r n a t i v e s )
24 end for //end o f p rov i d e r s l i s t ( or p rov i d e r s )
25 i f ( ! a l l o c a t e d )
26 a l l o c a t i o n s <− null
27 break // s o l u t i o n not found
28 end i f
29 end for //end o f modules l i s t ( or modules )
30 return a l l o c a t i o n s
31 end
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4.4 Allocation of Intensively Communicating Modules
In Section 4.3, our proposed allocation strategy has been explained in detail. The
proposed strategy aims at selecting the best suitable provider—according to the
provided selection criterion—while respecting technological and QoS requirements
of a given module. The distribution of application modules over multiple cloud
environments is the desired feature to minimize the vendor lock-in and its effect.
Unfortunately, such varied distribution of application modules cannot be guaranteed
by the strategy proposed in Section 4.2; however, assuming dissimilar requirements
among modules of a given application, the selected strategy might allocate modules
on different PaaS providers. For modules allocated on different providers, addressing
the following two points becomes very important:
1. How modules allocated on different PaaS communicate and,
2. The effect of this interaction on the performance of the whole application.
Although addressing the way modules allocated over different PaaS could interact
is outside the scope of this work, the number of available research works (using
standardization [20, 21]) to improve interoperability among cloud providers and the
set of open cloud providers on the market makes interoperability among providers
practicable.
The effect of module interaction on the performance of the whole application remains
a challenging task in this work. On one hand, 1) the topology or communication links
between two or more PaaS providers are unknown and 2) it is hard to estimate the
performance of a given link (latency and delay) in advance for comparison purpose.
On the other hand, understanding the performance impact of communication, due
to delays and high latencies, on a given module is not easy.
For instance, let’s consider a given module, M3, which expects its input from two
modules M1 and M2, having 5 Sec and 1 Sec completion time respectively (see
Figure 4.4). If M3 needs to receive both inputs before it starts the execution, then
receiving one of the input in advance may not bring any performance benefit. There-
fore, when modules M1 and M2 are allocated on different PaaS providers, M2 can
tolerate a greater delay or latency with respect toM1, in providing its output toM3.
In other words, M3 can start its execution at maximum of M1’s and M2’s execution
time plus communication time, i.e., max((M1exc +M1com), (M2exc +M2com)).
Since M2exc < M1exc , M2com time can be greater than M1com. Thus, a slower
link can be used for M2 to minimize the cost. However, this kind of decision can
only be made when the internal structure of M3, the status of computing devices
and the status and speed of communication links are known in advance.
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Figure 4.4: Performance Effects of Communicating Modules
Therefore, while lacking the above information, selecting the lowest latency commu-
nication link might increase the total cost without positively impacting the whole
application performance. On the other hand, the latencies introduced by commu-
nicating modules might nullify the performance acquired by selecting a computing
environments with optimal characteristics. However, as the author of [1] outlined,
in network based applications, the best performance can be obtained by minimizing
the use of the network. Therefore, allocating Intensively Communicating Modules
(ICMs) on the same provider minimizes the communication distance between mod-
ules, thus minimizing the use of the network. Since most providers own several Data
Centers (DCs) on different locations and the specific physical location on which a
module will be allocated is unknown in advance, this choice represents a simplifica-
tion. Therefore, we proposed the allocation of ICMs on a single PaaS provider. The
proposed approach minimizes the communication distance between ICMs leading to
lower delay and latency. In this case, additional restrictions are added on execution
location of modules, i.e., ICMs can only be allocated on a single provider.
4.4.1 Input Representation of Extended Algorithm
The extended algorithm takes a set of intensively communicating modules lists, a
set of providers with their offered alternatives and the corresponding prices, and the
preferred selection criterion as input and tries to allocate modules of a given list on
a single provider.
As explained in Section 3.3.3 , the set of ICMs List (ICML) has the following repre-
sentation: [<Ml1,...,Mlnl>,..., <Mi1, ...,Mini>, . . ., <Mm1, ...Mmnm>] ; where each
module is represented as Mij, and i is the ith ICML, with i = 1, . . . L, L is the total
number of lists, j is the jth module of list i, with j = 1, ..., ni, ni is the total number
of modules in list i. The input framework described in Section 3.3 is used to repre-
sent each module, Mij, in the list, i.e., the modules are represented as a tuple of the
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form <moduleName, setOfHardTechnologicalReq, setofSoftTechnologicalReq,
setOfHardQoSReq, setOfSoftQoSReq>.
The offered services are represented as a set of tuples of the form: <providerName,
alternatives>, where each field corresponds to the name of a given provider and
sets of alternatives offered by the provide (see Section 3.3.2). The selection criterion
represents the preferred comparison parameter which will be specified by the user
of the algorithm.
Similarly to the one presented in Section 3.4, the output of this algorithm is rep-
resented as <moduleName, selectedAllocation> where selectedAllocation is
represented by a tuple of the form: <selectedProvider, selectedAlternative,
cost, γ, hybrid>. The details of input and output representations can be found in
Chapter 3.
4.4.2 How to Select a Suitable Provider for a Set of Intensively
Communicating Modules
For each application module, without putting any restriction regarding the com-
munication demand between modules, Section 4.2 provides various strategies that
could be used to select the best suitable provider.In this section, a modified version
is proposed to allocate ICMs.
In this extended algorithm, we exploited similar comparison parameters, i.e., cost,
γ and hybrid, to compare among feasible providers (see Section 4.2). A feasible
provider, while allocating ICMs is defined as follows:
Def : If provider Pi satisfies the requirements (or at least Hard require-
ments) of each module in the provided ICML, then provider Pi is said
to be a feasible provider. In other words, a provider Pi is feasible if it
can host all modules in the provided ICML.
For a given module, as it is explained in Section 4.2 and Section 4.3, once the pre-
ferred objective parameter is computed, comparing two or more feasible providers
leads to a straightforward selection result. In the extended algorithm, we are con-
sidering a set of modules to be allocated on a single provider. Thus, the comparison
among feasible providers should be performed by considering the set of values ob-
tained for each module on the provided list. Therefore, for a given selection criterion,
we need an additional mechanism to distinguish among feasible providers according
to the obtained set of values. For this reason, we exploited the cumulative selec-
tion criterion, i.e., the sum of the selection criterion of each module. Therefore,
some modifications were made in the objective functions introduced for the main
algorithm (see Section 4.2).
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• The objective function of Cost Effective Solution (CES) (see Equation 4.1)
becomes:
Maximize :
ni∑
i=1
−Costi (4.6)
where ni is the number of modules belonging to a given list
• The objective function of Better QoS Solution (BQoSS) (see Equation 4.2)
becomes:
Maximize :
ni∑
i=1
γi (4.7)
where γi =
∑
γj ∀j  QoSrequest
• The objective function of Hybrid Solution (HS) (see Equation 4.5) becomes:
Maximize :
n∑
i=1
−αCosti + (1− α)γi (4.8)
where 0 < α < 1
4.4.3 Design of Extended Algorithm
The design of Extended Algorithm (EA) follows the discussions given in Section 4.4.2
The extension of the three selection approaches already proposed, Cost Effective
(CES), Better QoS Offer (BQoSS) and Hybrid (HS) solutions, are exploited
to distinguish among feasible providers. This algorithm uses the main allocation
algorithm in order to allocate the modules of a given ICML on a single provider;
thus, the complexity of this algorithm is similar to the main allocation algorithm.
Figure 4.5 shows the workflow representation of the EA. The algorithm invokes the
main allocation algorithm (allocationOfModules) using ICML, a given provider
and the provided selection criterion. As represented in Section 4.4.1, a single entry
of ICML contains a set of modules with high communication demand (ICMs). In the
proposed representation, each module contains its Soft and/or Hard technological
and/or QoS requirements. Thus, for each provided ICML, the algorithm invokes
the main allocation algorithm using a single provider at a time. In each invocation
the main allocation algorithm tries to allocate the modules in one of the available
alternatives of the selected provider.
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Figure 4.5: Flowchart Representation of Extended Algorithm
If the modules on a given list can be allocated, then it calculates the cumulative of the
provided selection criterion, i.e., cost, γ, or hybrid, by summing up values obtained
for each module. For instance, if the selection criterion is QoS, the cumulative of
QoS level will be calculated by summing the γ values of each module obtained
when considering the selected alternative(s). The cumulative value, which will
be assigned to currentLevel variable, is considered to be the level at which the
selection criterion can be satisfied by the selected provider; it is used to compare
various feasible providers, i.e., a provider with maximum cumulative value of the
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selected criterion is considered to be the best suitable provider for a given ICML
After the calculation of currentLevel, the algorithm compares it with the previ-
ously selected level (obtainedLevel) and updates the solution if necessary. Pre-
viously selected level could contain a default value, unless modified in one of the
previous executions. The default value of obtainedLevel variable is −∞.
Then, the algorithm checks if more providers exist in providers list. If so, the
algorithm extracts the provider and performs the same operations explained so far.At
the end of providers list, the algorithm checks if possible allocations exits for
modules in ICML. If allocations obtained, it extracts the next ICML and performs
the operations explained so far. On the other hand, if allocation is not obtained,
the algorithm exits its execution. Finally, if all modules in each list are allocated on
a single provider, the algorithm provides the obtained solution.
4.4.4 Description of Extended Algorithm Procedures
4.4.4.1 Calculation of Level
The calculateLevel procedure illustrated in Algorithm 4.8 takes currentAllocat-
ions and selectionCriterion as input and calculates the cumulative of the selec-
tion criterion (currentLevel) of the provided allocations. The currentAllocations
parameter is an array associated to a specific ICML. Thus, each field of the array
corresponds to a module in the ICML, and it identifies the allocation for that mod-
ule. Since each allocation is associated to a tuple of the form <providerName,
alternativeName, cost, γ, hybrid>, the procedure uses this information to com-
pute the cumulative selection criterion with respect to the selection criterion speci-
fied in the input, that is the sum of the selection criterion of each allocation.
This procedure is invoked by the allocationOfICM procedure (see Algorithm 4.10),
to calculate the level of obtained allocations, when the modules of a given ICML
are allocated on a single provider.
This procedure starts by initializing currentLevel variable to 0 (line 2). Then,
for each allocation (currentAllocations[i]: the allocation of the i-th module in
the selected ICML), the procedure adds the selectionCriterion value to the
currentLevel variable (lines 3 - 5). Finally, it returns the cumulative (currentLevel)
at line 6.
input: 1. currentAllocations1: Previously selected solution if exist or null at the
beginning.
input: 2. selectionCriterion: The preferred comparison parameter.
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output : currentLevel: The computed level for a given comparison parameter will
be returned.
1: Contains a set of selected allocations for modules in the provided intensively
communicating modules list (ICML). Each entry of the list represents a tuple of
the form: <moduleName, selectedAllocation>; where selectedAllocation rep-
resents a tuple of the form <providerName, alternativeName, cost, γ, hybrid>.
Algorithm 4.8 calculateLevel Procedure
calculateLevel(currentAllocations, selectionCriterion)
1 begin
2 cur r entLeve l <− 0
3 for i : 0 to cu r r en tA l l o c a t i on s . l ength
4 cur r entLeve l += cu r r en tA l l o c a t i on s [ i ] . s e l e c t e dA l l o c a t i o n
.
s e l e c t i o nC r i t e r i o n
5 end for
6 return cur r entLeve l
7 end
4.4.4.2 Update Procedure
The procedure illustrated in Algorithm 4.9 takes an obtained allocations (obtained-
Allocations) and its corresponding level (obtainedLevel) and current allocations
(currentAllocations) and its corresponding level (currentLevel) as input and
returns the best suitable allocation together with its corresponding level. The
obtainedAllocations and currentAllocations tuples have similar representa-
tions; both represent an array of obtained allocations for each module on a considered
ICML, where each field is a tuple of the form <moduleName, selectedAllocation>.
While currentAllocations contains the currently obtained allocations, obtainedA-
llocations keeps track of the most suitable allocations for the modules on the se-
lected ICML (or null at the beginning of execution). The selectedAllocation
field, on both currentAllocations and obtainedAllocations tuples, is repre-
sented as a tuple of the form <providerName, alternativeName, cost, γ, hybrid>.
The procedure compares the two solutions according to their corresponding level and
returns the best one. It is invoked by the EA when a new allocation is obtained.
The procedure starts by initializing the obtainedAllocations and obtainedLevel
fields of the updatedResult tuple (lines 2 and 3). Then, the update procedure com-
pares the two solutions at line 4. The procedure modifies the fields of updatedResult
tuple (lines 4 - 7) iff currentLevel has maximum value compared to obtainedLevel,
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i.e., according to the comparison made at line 4. Finally, it returns updatedResult
at line 8.
input: 1. obtainedAllocations1: previously selected solution if exists or null at the
beginning.
input: 2. obtainedLevel: The level of previously selected solution if any or −∞ at
the beginning.
input: 3. currentAllocations1: Currently obtained allocation for modules on a given
list (an entry of ICML).
input: 4. currentLevel: The corresponding level of currentAllocation.
output : updatedResult2: The result of the comparison between the two allocations
and the corresponding level.
1: Contains a set of selected allocations for modules in the provided ICML. Each
entry of the list represents a tuple of the form: <moduleName, selectedAllocation>;
selectedAllocation represent <providerName, alternativeName, cost, γ, hybrid>
tuple.
2 : updatedResult represented as <selectedAllocations, selectedLevel>.
Algorithm 4.9 update Procedure
update(obtainedAllocations, obtainedLevel, currentAllocations, currentLevel)
1 begin
2 updatedResult . ob ta in edA l l o ca t i on s <− ob ta in edA l l o ca t i on s
3 updatedResult . obta inedLeve l <− obta inedLeve l
4 i f ( obta inedLeve l < cur r entLeve l )
5 updatedResult . ob ta in edA l l o ca t i on s <− cu r r en tA l l o c a t i on s
6 updatedResult . obta inedLeve l <− cur r en tLeve l
7 end i f
8 return updatedResult
9 end
4.4.4.3 Extended Algorithm (EA)
The procedure illustrated in Algorithm 4.10 takes a set of ICMLs, a set of providers
and the preferred comparison parameter as input and tries to allocate the pro-
vided ICMs on a single provider, if possible. The simplified ICML representation
is of the form <listOfModules>, where the listOfModules represents a set of
ICMs; each module in the list is represented by a tuple of the form <moduleName,
setOfHardTechnologicalReq, setofSoftTechnologicalReq, setOfHardQoSReq,
setOfSoftQoSReq>. Each technological or QoS Hard/Soft requirement list contains
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a set of tuples of the form <Name, ’in’, Value(s)> or <Name, relation, [min, max]
>. The EA has an output representation similar to the Main Allocation Algorithm
output, i.e., a set of tuples of the form <moduleName, selectedAllocation> cor-
responding to the name of the module and the selected allocation obtained for that
specific module. The selectedAllocation field represents a tuple of the form
<providerName, alternativeName, cost, γ, hybrid>. The details of input and
output representations can be found in Chapter 3.
The procedure allocationOfICM tries to select the best suitable provider for each
ICML according to the cumulative of selection criterion. It is worth nothing that
the intersection of ICML sets must be an empty set, while the modules of a given
application must be obtained by their union. In other words, a module cannot
belong to two different sets; if M1 interacts intensively with modules of ICML[i]
and ICML[i+1], then the two sets must be united and form one single set.
After properly initializing the required parameters (lines 4 - 6), for each ICML,
the algorithm starts a loop to examine the available providers and invokes the
main algorithm illustrated in Algorithm 4.7 using the following parameters: the
selected ICML, a single provider (providers[p]: the pth provider) and the pre-
ferred comparison parameter(selectionCriterion) (lines 7 and 8). According
to the explanation given in Section 4.3.1.7, since the procedure is invoked by us-
ing a single provider, the allocationOfModules procedure tries to allocate the
modules on the offered alternatives of the selected provider. If an allocation ex-
ists for each module in the provided list (the obtained result is not null) (line 9),
the procedure computes the cumulative selection criterion with respect to the pre-
ferred comparison parameter (currentLevel) by using the calculateLevel pro-
cedure illustrated in Algorithm 4.8 (line 10). Then, the procedure compares the
obtained allocations (currentAllocations) and the previously selected allocations
(obtainedAllocations) by invoking the update procedure (see Algorithm 4.9) (line
11). The update procedure, as explained in Section 4.4.4.2, compares the two solu-
tions according to their cumulative selection criteria: currentLevel and obtainedL-
evel and updates obtainedAllocations and obtainedLevel variables if neces-
sary. According to the result of the update procedure obtainedAllocations and
obtainedLevel will be modified (lines 12 and 13). If the result obtained from the
main allocation algorithm (allocationOfModules) is not null, the solution guaran-
tees the allocation of the selected ICML on a single provider. Thus, the allocated
variable will be modified to true at line 14.
However, if the result obtained from the main allocation algorithm is null, the
algorithm checks if the next available provider can allocate the modules in the
provided list. At the end of providers list, the algorithm checks if the modules
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are allocated on a single provider or not (line 17). If not allocated, the procedure
assigns null to the allocations variable and exits its execution.
On the other hand, if the modules are allocated on the same provider, the pro-
cedure assigns the union of allocations and obtainedAllocations variable to
allocations variable (line 22). Thus, at the end of this procedure, the allocations
variable will hold the allocation of all modules. Finally, the procedure returns
allocations variable which could contain null, if the modules in ICML cannot
be allocated or the obtained allocations as a set of tuples of the form <moduleName,
selectedAllocation>.
input: 1. ICML1: A list containing a set of ICMs.
input: 2. providers2: A set of available providers.
input: 3. selectionCriterion: The preferred comparison parameter.
output : allocations3: The obtained allocations for modules of a given application.
1: Each ICML is represented as set of intensively communicating modules; while each
module is represented as a tuple of the form: <moduleName4, listOfHardTechnol-
ogicalReq4, listOfSoftTechnologicalReq4, listOfHardQoSReq4, listOfSoftQoS-
Req4>.
2 : Each provider (represented as <providerName, alternatives>) contains a set of
alternatives of the form: <alternativeName, price, listOfTechnologicalOffers4,
listOfQoSOffers4>.
3 : The obtained allocation is represented as a tuple of the form: <moduleName,
selectedAllocation5>.
4 : The lists are represented as a tuple of the form: <Name, ′in′, V alue(s)> or
<Name, relation, [min, max]>.
5 : selectedAllocation is represented as a tuple <providerName, alternativeName,
cost, γ, hybrid>.
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Algorithm 4.10 allocationOfICM (Extended) Algorithm
allocationOfICM(ICML, providers, selectionCriterion)
1 begin
2 A l l o c a t i on s <− null
3 for i : 0 to ICML. l ength
4 a l l o c a t e d <− fa l se
5 ob ta in edA l l o ca t i on s <− null , c u r r en tA l l o c a t i on s <− null
6 obta inedLeve l <− −INFINITY , currentLeve l<− −INFINITY
7 for p : 1 to p rov ide r s . l ength
8 cu r r en tA l l o c a t i on s <− a l locat ionOfModules (ICML[ l ] ,
p r ov ide r s [ p ] , s e l e c t i o nC r i t e r i o n )
9 i f ( c u r r en tA l l o c a t i on s != null )
10 cur r entLeve l <− c a l c u l a t eL ev e l ( cu r r en tA l l o ca t i on s ,
s e l e c t i o nC r i t e r i o n )
11 updateResult <− update ( obta inedAl l oca t i ons ,
obta inedLevel , cu r r en tA l l o ca t i on s , cu r r entLeve l )
12 ob ta in edA l l o ca t i on s <− updateResult .
s e l e c t e dA l l o c a t i o n s
13 obta inedLeve l <− updateResult . cu r r entLeve l
14 a l l o c a t e d <− true
15 end i f
16 end for //end o f p rov i d e r s l i s t
17 i f ( ! a l l o c a t e d )
18 a l l o c a t i o n s <− null
19 break
20 end i f
21 else
22 a l l o c a t i o n s <− a l l o c a t i o n s UNION obta in edA l l o ca t i on s
23 end else
24 end for //end o f I n t e n s i v e l y Communicating Modules L i s t
25 return a l l o c a t i o n s
26 end
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Chapter 5
Time Complexity
5.1 Overview
Throughout the previous chapter we have detailed the proposed Main algorithm and
Extended Main Algorithm. In this chapter we will address the time complexity of
the proposed allocations in detail.
5.2 Time Complexity of Main Algorithm
The proposed Main Algorithm (MA) takes a set of modules, a set of available
providers and the preferred selection criterion as input (see Section 4.3.1.7). A
module is represented by its requirements. As explained in Section 3.2.2, each
provider offers a set of packages which have been considered as possible allocation
alternatives. In other words, a request of a given module should not be served by
offers from different packages. Each alternative (package) contains a set of (one
or more) technological and/or QoS offers. For each provided module, the MA tries
to select the best alternative offered by one of the available providers ensuring
the satisfaction of Hard requirements.
5.2.1 Variable Definition
The size of each list of the provided input is represented by the following variables:
• M represents the size of modules list (i.e., |modules| = M).
• R represents the maximum number of requirements of one or more modules
of a given application (i.e, |modules[i].requests1| = R). Formally, R can be
defined as:
1requests corresponds to Hard/Soft technological or QoS requests of module i.
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R = maxi{maxj |Rij|} (5.1)
where Rij is a Hard/Soft technological/QoS requirements of the mod-
ule i, j represents requirement types, i.e, Hard/Soft technological/QoS;
it assumes only 4 values and |Rij| represents the size of the selected
requirement set of a given module (modulei).
• r represents the maximum size of possible values a specific request can assume
(i.e., |modules[i].requests[j].Value(s)2|). Formally r can be defined as:
r = maxi{maxj{maxk |rijk|}} (5.2)
where rijk represents the set of requested values of a given request; in
other words, it represents the ith module (modulei), jth request list (j
assumes only four values, i.e., Hard/Soft technological/QoS offer), kth
request possible values, and |rijk| represents its size.
• P represents the size of providers list (i.e., |providers| = P ).
• A represents the maximum size of alternatives offered by one or more of
the available providers (i.e., |providers[i].alternatives3| = A). Formally,
A is defined as follows:
A = maxj |Aj| (5.3)
where |Aj| represents the size of offered alternatives by a given provider
(jth provider)
• O represents the maximum size of offers provided by the available alternatives
(i.e., |providers[i].alternatives[j].offers| 4 = O). Formally, O is de-
fined as follows:
O = maxi{maxj{ |Oij|}} (5.4)
2Or, r represents the size of the “Value(s)” field in <Name, ’in’, Value(s)> representation of
the jth request
3Or, A represents the number of alternatives provided by the ith provider
4It represents the number of technological or QoS offers provided by the jth alternative of the ith
provider
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while Oij represents the set of offers (technological or QoS) by specific
alternative (jth alternative) of a given provider (ith provideri) and
|Oij| represents the size of a given offers.
• o represents the maximum size of possible values a specific offer (for instance,
the kth offer) can assume (i.e., |providers[i].alternatives[j].offers[k].-
Value(s)| = o). Formally, o can be defined as follows:
o = maxi{maxj{maxt{ |oijt|}}} (5.5)
where oijt represents the set of offered values of a given service; in
other words, it represents the ith provider (provideri) , jth alternative
(alternativej) offered list (i.e., technological or QoS), the tth offer possi-
ble values5 and |oijt| represents its size.
5.2.2 Time Complexity of checkRelation Procedure
The checkRelation procedure (see Section 4.3.1.3) takes a specific requirement and
offer of the form <Name, relation, [min, max]> and checks if the requested value
corresponds with offered value. Depending on the comparison result of requested
and offered values, checkRelation procedure returns true or false.
After initializing the return value to false, this procedure executes either the ’if’
clause illustrated in lines 3 - 7 or the ’else’ clause illustrated in lines 8 - 12 of
Algorithm 4.3. Therefore, its time complexity can be computed as follows:
T (checkRelation) = max(T (Line2), T (clauses), T (Line13)) (5.6)
where T(checkRelation) is the time complexity of checkRelation pro-
cedure, T(Line2) and T(Line2) are the time complexity of lines 2 and
3, respectively and T(clauses) is the time complexity of ’if-else’
clauses (lines 3 - 12).
Since one of the clauses will be executed at a time, the time complexity of the clauses
can be computed by the following formula
T (clauses) = max(T (if3−7), T (else8−12)) (5.7)
5It represents the size of ’Value(s)’ field in <Name, ’in’, Value(s)> representation
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However, both clauses have similar structure and number of executions. Thus,
regardless of the executed clause, the worst case time complexity equals to the time
complexity of one of the clauses. That is:
T (clauses) = T (if3−7) = T (else8−12) (5.8)
Each clause contains another ’if’ clause which modifies the return value when
executed. Since both ’if’ clauses (lines 4 - 6 and lines 9 - 11) take constant time,
the time complexity of ’if’ and ’else’ clauses take constant time. That is:
T (clauses) = T (if3−7) = T (else8−12) = O(1) (5.9)
Finally, as line 2 and 13 take constant time, the time complexity of checkRelation
procedure also takes constant time. Formally:
T (checkRelation) = max(T (Line2), T (clauses), T (Line13)) (5.10)
= max(O(1), O(1), O(1)) = O(1)
5.2.3 Time Complexity of checkValue Procedure
The checkValue procedure (see Section 4.3.1.2) takes specific requirement and offer
of the form <Name, operator, Value(s)/[min, max]>; and depending on the value
of operator field (’in’ or ’relation’), either it checks the corresponding values
of requirement and offer or it invokes checkRelation procedure. Then, it returns
true or false to the invoking procedure.
After it initializes the default return value to false at line 2 of Algorithm 4.2, it
executes the ’if’ clause (lines 4 - 6) when the operator field assumes ’in’ or
the ’else’ clause (lines 8 - 10) when the operator field is ’relation’. At each
invocation one of the clauses will be executed only once, thus its time complexity
can be calculated by the following formula:
T (checkV alue) = max(T (if3−7), T (else8−10)) (5.11)
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where T(checkValue)is the time complexity of checkValue procedure,
T(if) and T(else) corresponds to the time complexity of the ’if’
clause (lines 3 - 7) and the ’else’ clause (lines 8 - 10), respectively.
As the intersection of requested and offered values executed at line 4, its time com-
plexity depends on the dimensions of those values. If r and o represent the size of
requested and offered values, respectively, in the worst case line 4 takes
T (Line4) = O(ro) (5.12)
where T(line4) is the time complexity of line 4, r is the size of requested
values and o is the size of offered values.
Although the execution of line 5 takes constant time, the ’if’ clause (3 - 7) of
checkValue procedure will be dominated by line 4. That is:
T (if3−7) = max(T (Line4), T (Line5)) (5.13)
= max(O(ro), O(1)) = O(ro)
On the other hand, the ’else’ clause of checkValue procedure invokes checkRela-
tion procedure illustrated in Algorithm 4.3. As explained in Section 5.2.2, checkRe-
lation procedure takes constant time. Thus, the worst case time complexity of
’else’ clause will be:
T (else8−10) = T (line9) = T (checkRelation) = O(1) (5.14)
As the worst case time complexity of checkValue procedure assumes the maximum
of the two clauses (see Equation 5.11), from Equation 5.13 and Equation 5.14, it
follows:
T (checkV alue) = max(T (if3−7), T (else8−10)) (5.15)
= max(O(or), O(1)) = O(ro)
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5.2.4 Time Complexity of calculate_gamma Procedure
The procedure calculate_gamma (see Section 4.3.1.4) takes specific require-
ment and the corresponding service of the form <Name, relation, [min, max]> as in-
put and computes the value of γ according to the discussion provided in Section 4.2.2.
It initializes the value of γ at line 2 of Algorithm 4.4, executes either the ’if’ clause
illustrated in lines 3 - 7 or the ’else’ clause illustrated in lines 8 - 12 and returns
the calculated value at line 13. Thus, the time complexity of calculate_gamma
procedure can be computed as
T (calculate−gamma) = max(T (Line2), T (clauses), T (Line13))
(5.16)
where T(calculate_gamma),T(Line2) and T(Line13) correspond to the
time complexity of calculate_gamma procedure, line 2 and line 13, re-
spectively and T(clauses) corresponds to the time complexity of the
’if-else’ clauses (lines 3 - 12).
Line 2 and Line 13 take only constant time. That is:
T (Line2) = T (Line13) = O(1) (5.17)
Since one of the clauses will be executed at a time, the worst case time complexity
of the ’if-else’ clauses can be computed as follows:
T (clauses) = max(T (if3−7), T (else8−12)) (5.18)
where T(if3-7) and T(else8-12) correspond to the time complexity of
the ’if’ (lines 3 - 7) and ’else’ (lines 8 - 12) clauses, respectively.
Because both clauses have similar structure and number of executions, Equation 5.18
becomes:
T (clauses) = T (if3−7) = T (else8−12) (5.19)
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The execution time of each line in the ’if-else’ clauses takes only constant time.
Thus, the time complexity becomes:
T (clauses) = T (if3−7) = T (else8−12) = O(1) (5.20)
Now, we can compute the time complexity of calculate_gamma procedure from
Equation 5.17 and Equation 5.20 as:
T (calculate−gamma) = max(T (Line2), T (clauses) T (Line13))
(5.21)
= max(O(1), O(1), O(1)) = O(1)
5.2.5 Time Complexity of checkRequirements Procedure
The procedure checkRequirements takes a set of requests, a set of offers and two
Boolean variables as input and it checks if the requirements can be satisfied by
the provided offers. The first Boolean variable identifies the specified requirements
as Hard or Soft set of requests. Depending on the value of the specified Boolean
variable, the procedure either guarantees the satisfaction of all provided require-
ments (for Hard requirements) or calculates the γ value of satisfied optional QoS
requirements (for Soft requirements). In other words, while the procedure exits its
execution when it encounters unsatisfied Hard requirement, it continues the execu-
tion even when one or more Soft requirements are unsatisfied. As the procedure
calculates the level of satisfied Hard/Soft QoS requirements, the second Boolean
variable used to identify the requested set as QoS or not.
After checking the requirements, it returns a Boolean variable and the computed
value of γ (if requested requirements are QoS requests). While the computed value
of γ is required for QoS requests, the Boolean variable will be used to check the
satisfaction of Hard requirements. For specified Hard requirements, the Boolean
variable (satisfied) will be true iff all requirements are satisfied.
This procedure is composed by two nested loops. In the inner loop (viz., the loop
on j), the procedure checks if the requests can be satisfied by the provided offers
(lines 6 - 14). Since the other instructions take constant time, its time complexity
is dominated by the checkValue procedure (line 7). Thus, the time complexity of
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the body of the loop on j can be computed as follows:
T (Loopj−body) = O(ro) (5.22)
Then, since the loop body is repeated for all offered services O, we can compute the
time complexity of the whole loop on j with the following formula:
T (Loopj) = O(O ∗ T (Loopj−body)) (5.23)
= O(O ∗ ro) = O(Oro)
Now, we can analyze the time complexity of the outer loop (viz., the loop on i).
Lines 4 and 16 - 19 take only constant time, i.e.,
T (Lines4&16−19) = O(1) (5.24)
Hence, the total execution time of the body of the outer loop will be dominated by
the inner loop, i.e.,
T (loopi−body) = T (Lines4−19) = max(T (Lines4&16−19), T (loopj))
(5.25)
= max(O(1), O(Oro)) = O(Oro)
Then, since the loop is executed R times, the time complexity of the outer loop
becomes:
T (loopi) = T (Lines4−19) = O(R∗T (loopi−body)) (5.26)
= O(R ∗Oro) = O(ROro)
As lines 2 and 20 take constant time, the time complexity of checkRequirement
can be computed as:
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T (checkRequirement) = max(T (Lines2&20), T (loopi))
(5.27)
= max(O(1), O(ROro)) = O(ROro)
5.2.6 Time Complexity of Update Procedure
The update procedure (see Algorithm 4.6) takes selectedAllocation and current-
Allocation of the form <providerName, alternativeName, cost, γ, hybrid>
as input and updates the fields of selectedAllocation tuple. Since the com-
parison between the obtained allocations (selected and current) is performed by
checkUpdate procedure, this procedure will be used when it is necessary to modify
the fields of selectedAllocation.
It modifies the fields of selectedAllocation tuple by executing lines 2 - 6. Each
line takes constant time. Thus, the time complexity becomes:
T (Lines2−6) = O(1) (5.28)
where T(Lines2-6) is the time complexity of lines 2 - 6.
Since the lines will be executed only once in each invocation, the time complexity
of the update procedure becomes:
T (update) = T (Lines2−6) = O(1) (5.29)
where T(update) is the time complexity of update procedure.
5.2.7 Time Complexity of checkUpdate Procedure
The checkUpdate procedure illustrated in Algorithm 4.5 takes selectedAllocati-
on, currentAllocation and selectionCriterion as input. Then, based on the
comparison result of selected and current allocations’ selectionCriterion values,
it checks whether the fields of selectedAllocation tuple should be modified. If the
modification is necessary, it invokes update procedure to modify the corresponding
fields of selectedAllocation tuple.
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Based on the comparison result, the procedure executes either the ’if’ clause at
lines 2 - 4 or the ’else’ clause at lines 5 - 18. Therefore, the time complexity of
checkUpdate procedure can be computed by:
T (checkUpdate) = max(T (if2−4), T (else5−18)) (5.30)
where T(checkUpdate) is the time complexity of checkUpdate proce-
dure, T(if2-4) and T(else5-18)the time complexity of the ’if’ (lines 2
- 4) and ’else’ (lines 5 - 18) clauses, respectively.
Although each operation in the ’if’ clause takes constant time, its time complexity
could be dominated by the time complexity of update procedure at line 3. However,
as the time complexity of update procedure takes constant time (see Section 5.2.6),
the ’if’ clause illustrated in lines 2 - 4 takes constant time, i.e.,
T (if2−4) = T (Lines2−4) = O(1) (5.31)
On the other hand, If the ’else’ clause is executed and the ’if’ clause at line 6
is satisfied, either the ’if’ clause illustrated at lines 7 - 11 or the ’else’ clause
at lines 12 - 16 will be executed. Thus, the time complexity of lines 5 - 18 can be
computed as:
T (else5−18) = max(T (Lines5&6), T (if7−11), T (else12−16))
(5.32)
where T(if7-11) and T(else12-16)correspond to the time complexity of
the ’if’ (lines 7 - 11) and ’else’ (lines 12 - 16) clauses, respectively.
Since, lines 5 and 6 take only constant time, Equation 5.32 becomes:
T (else5−18) = max(O(1), T (if7−11), T (else12−16))
(5.33)
= max(T (if7−11), T (else12−16))
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The inner ’if’ (lines 7 - 11) and ’else’ (lines 12 - 16) clauses have similar structure
and number of execution. Thus, the time complexity of the ’else’ clause (lines 5
- 18) will not be affected by the executed clause, i.e.,
T (else5−18) = max(T (if7−11), T (else12−16)) (5.34)
= T (if7−11) = T (else12−16)
In both clauses, when it is necessary to modify the fields of selectedAllocation,
the procedure invokes update procedure. Since, each line in both clauses takes con-
stant time and executed only once in each invocation, the time complexity of the two
clauses matches with the time complexity of update procedure (see Section 5.2.6)
which is:
T (else5−18) = T (if7−11) = T (else12−16) (5.35)
= T (update) = O(1)
Therefore, from Equation 5.35 and Equation 5.31, Equation 5.30 becomes:
T (checkUpdate) = max(T (if2−4), T (else5−18)) (5.36)
= max(O(1), O(1)) = O(1)
5.2.8 Time Complexity of Main Algorithm
The main algorithm (allocationOfModules procedure) takes a set of modules along
with their corresponding Hard and/or Soft technological and QoS requests, a set of
providers with their corresponding offered alternatives (packages) and the pre-
ferred selection criterion as input. For each provided module, it selects the best
suitable alternative (see Section 5.2.8).
The procedure is composed by three loops. In the inner most loop (viz., the loop on
a), the procedure checks the satisfaction of Hard requirements and/or Soft QoS re-
quirements by the alternatives offered by the specified providers set. It first checks
the satisfaction of Hard requirements (lines 9 and 10) using checkRequirement
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procedure. Thus, the time complexity of these lines will be dominated by the
checkRequirement procedure (see Section 5.2.5). That is:
T (Lines9&10) = T (checkRequirement) = O(ROro) (5.37)
Where T(Lines9&10)is the time complexity of lines 9 and 10, R and O
represents the size of requirements and offers, respectively and r and o
represents the size of requested and offered values, respectively.
Lines 11 and 12 takes constant time. That is:
T (Lines11&12) = O(1) (5.38)
Where T(Lines11&12)is the time complexity of lines 11 and 12.
Then, if the Hard requirements are satisfied (line 11), the procedure invokes checkRe-
quirement procedure using Soft QoS requirements to compute the γ value of sat-
isfied Soft QoS requirements (line 13). If executed, the time complexity of line 13
will be similar to lines 9 and 10, i.e.,
T (Lines13) = T (Lines9&10) (5.39)
= T (checkRequirement) = O(ROro)
After the calculation of γ, the procedure modifies the fields of currentAllocation
tuple (lines 14 - 18). Since each line takes constant time, their time complexity can
be defined formally as:
T (Lines14−18) = O(1) (5.40)
Then, the procedure invokes checkUpdate procedure (line 19) in order to compare
the current allocation with previous one, which, on the other hand, invokes update
procedure to modify the fields of selectedAllocation when necessary. Thus, the
time complexity of line 19 corresponds to the time complexity of the checkUpdate
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procedure (see Section 5.2.7). That is:
T (Lines19) = T (checkUpdate) = O(1) (5.41)
Lines 20 and 22 take only constant time:
T (Lines20&22) = O(1) (5.42)
Thus, form Equation 5.40, Equation 5.41, and Equation 5.42 we can compute the
time complexity of lines 14 - 23, i.e.,
T (Lines14−23) = max(T (Lines14−18), T (Line19), T (Line20&22))
(5.43)
= max(O(1), O(1), O(1)) = O(1)
Thus, the time complexity of the body of the loop on ’a’ can be computed as
follows:
T (Loopa−body) = max(T (Lines9,10&13), T (Lines11&12), T (Lines14−23))
(5.44)
= max(O(ROro), O(1), O(1)) = O(ROro)
Where T(Loopa_body) is the time complexity of the body of the loop on
a.
Since the loop is repeated A (i.e., the length of alternatives) times, the total time
complexity of the inner loop on ’a’ becomes:
T (Loopa) = O(A∗T (Loopa−body)) = O(A∗ROro) = O(AROro)
(5.45)
Where T(Loopa) is the time complexity of the loop on a.
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Now, from Equation 5.45 we can compute the time complexity of the loop on p (lines
6 - 24) as follows:
T (Loopp) = O(P ∗ T (Loopa)) (5.46)
= O(P ∗ AROro) = O(PAROro)
Finally, the time complexity of the body of the outer most loop (viz., the loop on
m) can be computed by the following formula:
T (Loopm−body) = max(T (Lines3−5), T (Loopp), T (Lines25−28))
(5.47)
Each initialization performed in lines 3 - 5 takes constant time,
T (Lines3−5) = O(1) (5.48)
And, Lines 25 - 28 take only constant time, i.e.,
T (Lines25−28) = O(1) (5.49)
Therefore, from Equation 5.48, Equation 5.46 and Equation 5.49, Equation 5.47 be-
comes:
T (Loopm−body) = max(T (Lines3−5), T (Loopp), T (Lines25−28))
(5.50)
= max(O(1), O(PAROro), O(1)) = O(PAROro)
Since the loop will be executed M (number of modules) times, its time complexity
can be calculated as follows:
T (Loopm) = O(M ∗ T (Loopm−body)) (5.51)
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= O(M ∗ PAROro) = O(MPAROro)
As line 30 takes only constant time, the time complexity of the main algorithm will
be dominated by the loop on m, i.e.,
T (MainAlgorithm) = max(T (Loopm), T (Line30)) (5.52)
= max(O(MPAROro), O(1)) = O(MPAROro)
5.3 Time Complexity of Extended Algorithm
The defined Extended Algorithm (EA) takes a set of intensively communicating
modules list (ICML), a set of available providers (P ) and the preferred selection cri-
terion as input (see Algorithm 4.10). Modules with high communication demand
form a given entry of ICML. Each module in the ICML is represented by its corre-
sponding Hard and/or Soft technological and QoS requests (see Section 4.4.1). As
explained in Section 3.2.2, the packages offered by available providers are possible
allocation alternatives for a given module. Each alternative (package) contains
a set of (one or more) technological and/or QoS offers. The defined algorithm tries
to allocate modules of a given ICML on a single provider guaranteeing the satisfaction
of Hard requirements.
5.3.1 Variable Definition
Apart from the variables defined on Section 5.2.1, we have introduced two variables
in the time complexity analysis of EA, i.e.,
• The number of modules on a given ICML is represented by ni6 (i.e., ni =
|ICML[i]|). Since it depends on the selected ICML, the maximum number of
modules is defined as:
n = maxi{|ni|} (5.53)
where |ni| represents the number of modules in the ith ICML.
• The number of provided ICMLs is represented by L (i.e., L = |ICML|).
6Where i represents the ith ICML
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• Since we are considering mutually exclusive sets, the number of modules of a
given application can be bounded with the following formula:
M =
L∑
i=1
|ni| ≤ Ln (5.54)
where L is number of provided mutually exclusive lists and M is the
number of modules in a given application.
5.3.2 Time Complexity of calculateLevel Procedure
The procedure calculateLevel (see Algorithm 4.8) takes the obtained allocations
of a given ICML and the preferred selection criterion as input and calculates the
cumulative selection criterion (viz., currentLevel).
Since the procedure contains a single loop from line 3 to 5, its time complexity can
be computed as:
T (calculateLevel) = max(T (Line2), T (Loopi), T (Line6)) (5.55)
Where T(calculateLevel), T(Line2) and T(Line6) corresponds to the
time complexity of calculateLevel procedure, line 2 and line 6, re-
spectively and T(Loopi) is the time complexity of the loop on i (lines 3
- 5).
Lines 2 and 6 take only constant time, i.e.,
T (Line2) = T (Line6) = O(1) (5.56)
The cumulative computation of currentLevel (line 4) takes only constant time:
T (Line4) = O(1) (5.57)
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Since the loop executed n times (the number of allocated modules which corresponds
to the size of the provided ICML), the time complexity of the loop on i can be
computed as follows:
T (Loopi) = O(n ∗ T (Line4)) = O(n) (5.58)
Therefore, from Equation 5.56 and Equation 5.58, Equation 5.55 can be computed
as:
T (calculateLevel) = max(T (Line2), T (Loopi), T (Line6)) (5.59)
= max(O(1), O(n), O(1)) = O(n)
5.3.3 Time Complexity of Update Procedure
The update procedure (see Algorithm 4.9) takes selected (obtainedAllocations)
and current allocations (currentAllocations) with their corresponding levels (obt-
ainedLevel and currentLevel) and compares the two solutions according to the
provided levels. Then, after the modification of the fields of obtainedAllocations
(if necessary), it returns the obtainedAllocations tuple and its corresponding level
to the invoking procedure.
After initializing the return tuple at lines 2 - 3, depending on the result of line 4,
lines 5 - 6 may not be executed. Thus, the worst case time complexity of update
procedure can be computed as:
T (update) = max(T (Lines2−3), T (if4−7), T (Line8)) (5.60)
Where T(update), T(Lines2-3), T(if4-7) and T(Line8) corresponds to
the time complexity of update procedure, lines 2 - 3, the if clause in
lines 4 - 7 and line 8, respectively.
Each initialization in lines 2 - 3 takes constant execution time. Therefore, the time
complexity of lines 2 - 3 becomes:
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T (Lines2−3) = O(1) (5.61)
If currentAllocations offers better services, lines 5 and 6 will be executed. Since
each line take constant time, the time complexity of the ’if’ clause becomes:
T (if4−7) = O(1) (5.62)
Since line 8 takes only constant time, from Equation 5.61 and Equation 5.62,
Equation 5.60 becomes:
T (update) = max(T (Line2−3), T (if4−7), T (Line8)) (5.63)
= max(O(1), O(1), O(1)) = O(1)
5.3.4 Time Complexity of Extended Algorithm
For each provided ICML, the allocationOfICM procedure (see Algorithm 4.10) tries
to allocate the modules on the available alternatives offered by a given provider.
It takes mutually exclusive set of ICML, a set of providers and the preferred selection
criterion as input and provides the obtained allocations if the modules of a given
application are allocated.
The procedure is composed by two nested loops. In the inner loop (viz., the loop
on p), the procedure checks if modules of the selected ICML can be allocated in the
alternatives offered by a given provider using the allocationOfModules procedure
(see Algorithm 4.7). Namely, it invokes the main procedure using the selected ICML,
a single provider and the provided selection criterion (line 8). Therefore, from
Equation 5.51, the time complexity of line 8 will become:
T (Line8) = T (allocationOfModules) = O(nAROro) (5.64)
where T(Line8) is the time complexity of line 8, n corresponds to the
maximum number of modules in a given ICML, A is the number of of-
fered alternatives of the selected provider, R is the size of requirement
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set and O is the size of offered services on a given alternatives (see
Section 5.2.8).
Then, if the modules on the provided ICML are allocated (line 9), the procedure
computes the level of the obtained allocations at line 10. Thus, the time complexity
of line 10 corresponds with the time complexity of calculateLevel procedure (see
Equation 5.59), i.e.,
T (Line10) = T (calculateLevel) = O(n) (5.65)
Since update procedure is invoked at line 11, its time complexity corresponds with
the time complexity of update procedure (see Equation 5.63 ), i.e.,
T (Line11) = T (update) = O(1) (5.66)
Then, according to the result of update procedure, the procedure modifies the
corresponding variables (lines 12 - 15) . Since each line takes constant time, the
time complexity of lines 11 - 15 becomes:
T (Lines11−15) = O(1) (5.67)
Therefore, from Equation 5.64, Equation 5.65 and Equation 5.67, we can compute
the time complexity of the body of the inner loop as:
T (Loopp−body) = T (Lines8−15) (5.68)
= max(T (Line8), T (Line10), T (Lines11−15))
= max(O(nAROro), O(n), O(1)) = O(nAROro)
Since the loop will be executed for each available providers (P ), the time complexity
of the inner loop can be computed as: (see Equation 5.68 )
T (Loopp) = O(P ∗ Loopp−body) (5.69)
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= O(P ∗ nAROro) = O(PnAROro)
The body of the outer loop (viz., the loop on l) can be computed as follows:
T (Loopl−body) = T (Lines4−23) (5.70)
= max(T (Lines4−6), T (Loopp), T (Lines17−23))
Since the operations performed in lines 4 - 6 take constant time, we can formally
define the time complexity as:
T (Lines4−6) = O(1) (5.71)
In lines 17 - 23 the procedure executes either the ’if’ clause (lines 17 - 20) or the else
clause (lines 21 - 23). Thus, the time complexity can be computed as:
T (Lines17−23) = max(T (if17−20), T (else21−23)) (5.72)
Since the operations performed in each clause take constant time, Equation 5.72
becomes:
T (Lines17−23) = T (if17−20) = T (else21−23) = O(1) (5.73)
Thus, from Equation 5.71, Equation 5.69 and Equation 5.72, Equation 5.70 becomes:
T (loopl−body) = T (Lines4−23) (5.74)
= max(T (Lines4−6), T (loopp), T (if17−23))
= max(O(1), O(PnAROro), O(1)) = O(PnAROro)
Since the outer loop on l will be executed for the number of provided ICML, the
time complexity of the loop on l can be computed as:
T (loopl) = O(L ∗ T (loopl−body)) (5.75)
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= O(L ∗ PnAROro) = O(LPnAROro)
Line 25 takes constant time, i.e.,
T (Line25) = O(1) (5.76)
Finally, when we compare the time complexity of line 25 with that of the loop on
l, we can easily see that the time complexity of EA is dominated by the loop on l.
That is:
T (extendedAlgorithm) = max(T (Loopl), T (Line25)) (5.77)
= max(O(LPnAROro), O(1)) = O(LPnAROro)
As a final remark, it is worth comparing the time complexity of EA with that of
MA. From Equation 5.54, the following condition holds:
O(MPAROro) ≤ O(LPnAROro) (5.78)
⇒ T (mainAgorithm) ≤ T (extendedAlgorithm)
Equation 5.78 formalizes the relation between EA and MA. If we want to consider
the allocation of ICMs, then the complexity of our problem as well as the time
required to solve it in the worst case increases.
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Conclusions
6.1 Summary of Contributions
In this thesis, after defining the representation of input we have proposed allocation
strategies based on three main selection criteria. More precisely:
• Cost Effective Solution (CES): By exploiting Maximize −Cost objective
function, it tries to minimize the overall allocation cost of modules on a given
application.
• Better QoS Solution (BQoSS): It uses QoS parameters as a selection crite-
rion to obtain the best possible allocation. The procedure exploits Maximize
γ, where γ = ∑ γi objective function. The value of γi can be: 0 (for un-
satisfied QoS requests), 0.5 (for satisfied QoS requests) and 1 (if maximum
requested performance is achievable). The sum of γi for each satisfied QoS re-
quests is used as a comparison parameter to select the most suitable provider.
After the calculation of γ, the provider with maximum value of γ will be
considered.
• Hybrid Solution (HS): It uses a weighted sum optimization method,Maxi-
mize −αCost + (1 − α)γ objective function, to obtain the tradeoff between
cost and QoS. However, to obtain the best suitable solution the α parameter
should be selected carefully.
• Extended Algorithm: The main goal of extended algorithm is the allocation
of ICMs on a single provider while respecting technological and QoS requests
of modules in a given list. The algorithm aims at overcoming one of the limita-
tions of the proposed main allocation algorithm. As one could easily note from
the input representations, the communication effect is totally neglected on the
main allocation algorithm while its impact cannot be neglected in the whole
application performance. The best achievable performance can be obtained
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by minimizing the communication distance between modules. Thus, in the
EA we have proposed allocation of ICMs on a single provider. The algorithm
uses the cumulative of the preferred selection criterion, i.e., cost, QoS(γ) or
hybrid to select among feasible providers.
6.2 Related Work
In this section we review works that relate to our work and discuss in detail how
our solution advances the state of the art.
Various resource allocation strategies and their challenges are discussed by the au-
thors of [65]. The classification of proposed Resource Allocation Strategies (RAS)
in the cloud paradigm includes: Policy (security, processor), VM (load, cost, speed,
type), Utility (response time, profit, application satisfaction), Application (large
scale, real time, Data intensive, shared DB), SLA (response time, throughput, QoS)
etc. While the CES solution proposed in this thesis falls in VM based allocation
regarding cost, BQoSS falls in the category of SLA based allocations.
The authors of [58] attempted to develop an IaaS classification model. They defined
six target dimensions: flexibility, cost, scope and performance, IT security and pri-
vacy, reliability and trustworthiness and service and cloud management. Although
the research work on [58] targets IaaS service model, in our work we leverage two of
the proposed classification dimensions—cost and performance (QoS)—as a selection
criteria.
A modular broker architecture that deploys services optimally in dynamic pricing
multi-cloud environments has been proposed by the authors of [63]. Focusing on
the scheduling module of the broker, they introduced several scheduling algorithms
to optimize total performance or total cost of the infrastructure. Two optimization
policies, cost and performance, were proposed to optimize the Total Infrastructure
Cost (TIC) and Total Infrastructure Performance (TIP) in static and dynamic sce-
narios.
As the performance of a given application depends on several factors (application
requirements, used instance types and physical infrastructure), in their approach,
the application owner must provide the performance information after testing the
application in every instances offered by all cloud providers. Nevertheless, taking the
number of available providers and offered instance types into consideration, provid-
ing this information could be time taking and error prone. Moreover, depending on
the status of the instances at the time of test, the obtained results may not precisely
indicate the actual performances. In addition, as the performance of each instance
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types should be known in advance, considering a new entrant demands performance
measurement on the fly which potentially increases the complexity and time of the
scheduling algorithm. In order to avoid the mentioned drawbacks, in our QoS based
solution, we have considered the claimed or “promised” QoS offers.
The authors also proposed cost optimization with performance constraints and per-
formance optimization with cost constraints. Although these approach finds some
tradeoff between cost and performance, finding the right threshold would not be an
easy task. Instead, in our HS, the user should only decide the percentages (weights)
in which cost or performance parameters should affect the selection process in order
to find the right tradeoff.
In [57], the authors proposed a QoS-aware service selection approach based on cloud
model. Working on the SaaS model, they tried to maximize the QoS values of the
composite application which usually obtained by aggregating individual QoSes of
the selected web services. Taking a different service model (PaaS), our QoS based
solution tries to maximize the achievable QoSes of individual modules to improve the
whole application performance. In order to minimize exponentially growing number
of web services over the internet, the authors employed the two phase approach.
In the first phase, they distinguish web services with constantly good QoS from
those with large variances by computing uncertainty of web services. This phase
takes the previous n-transactions of the selected web services in order to compute
the uncertainty level of the QoS values (by computing the Entropy and Hyper-
Entropy). After the calculation, the web services will be distinguished according to
the selected threshold values. Compared to their approach, although the number of
PaaS providers are growing fastly, we have not exploited any method to minimize
the search space. Nevertheless, in order to minimize the search space, guarantee high
availability and business continuity, only widely known providers can be considered.
In the second phase, based on the obtained services, Mixed Integer programming
( MIP) is used to solve the optimization problem of service selection. While the
objective function introduced in [57] is associated with user’s preferences, we have
converted the multi-objective (vector) optimization problem in to a single objective
function by computing a γi value for each satisfied performance parameter (see
Section 4.2.2). When the number of considered QoS parameters grow, assigning
weight for each parameter cannot be considered easy. Thus, in our QoS based
approach, we have avoided associating weights. Moreover, the proposed computation
of γ (based on the requested and offered QoS values) simplifies the selection process.
For a two-tiered web applications, consisting application and storage tier, the re-
search work on [59] aims to reduce the client response time by dynamically moving
VMs closer to the majority of clients. A consistent image of each VM is assumed to
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be available at every data center so that the middleware uses a start-stop mechanism
for migration. Although this assumption provides a homogenous view of offers, it
limits the competitive advantage offered by different providers. Moreover, the pro-
posed selection criterion (distance to the majority of clients) fails to address other
performance related metrics in current heterogeneous cloud environments. There-
fore, the selected provider may not be able to satisfy other technological and/or QoS
requirements of a given application. Nevertheless, in our proposed allocation: 1) the
clients can benefit from the competitive advantages offered by different providers 2)
the selection guarantees the satisfaction of technological and/or QoS requirements
and 3) the user has a possibility to choose among the proposed various selection
criteria.
They exploited a reactive algorithm (to respond quickly to variations in application
workload) to migrate application VMs and a predictive algorithm (to decrease the
frequency of migrating storage VMs) to migrate storage VMs at the location that
has historically seen the highest access for that hour over the past several days. As
a result, the application and storage VMs could be located on different DCs at a
given time. In such cases, the responsiveness of the application depends not only
on the location of clients but also on the corresponding locations of application and
storage VMs. Compared to the strategy exploited on [59], the proposed approach
on the EA decreases the communication distance between ICMs guaranteeing the
satisfaction of requested technological and QoS parameters.
The automated deployment of data-intensive large scale applications in multi-cloud
environments has been studied in [64]. A two level approach, which takes SLA and
user’s payment at first and it distributes application workload using data locality
scheduling policy to the selected clouds in the second phase, has been proposed by
the authors. For the requested service quality, they have exploited a utility-algorithm
to maximize the user profit using quasi-linear utility function.
The objective function introduced in the first level tries to maximize the difference
of the maximum willingness to pay for the “ideal” service quality multiplied by a
scoring function which translates the aggregated service attribute levels into a rel-
ative fulfillment level and the total price that has to be paid for using the cloud
services. The definition of scoring function contains the assessed weight and the fit-
ting function which maps the measured SLA attributes to a normalized real value in
the interval [0,1]. Although the weights associated to the scoring function provides a
way to identify more important non-functional parameters (dominating performance
parameters), associating a proper weight for each non-functional parameters might
require a deeper analysis. Moreover, minimizing the overall operation cost being cus-
tomer’s primary concern, the user may offer a very small “maximum willingness to
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pay” amount which might not be satisfied by the offers of available providers. Nev-
ertheless, in our case, a simplified approach is proposed which lets the customers
to provide the minimum and maximum requested values for each non-functional
parameters than a weight associated to all of them and the proposed CES provides
the cheapest feasible provider.
In the second phase, they have exploited a data-aware scheduling policy to distribute
the tasks of the workflow. Data size based and transmission time based approach
have been proposed. While the former takes into consideration the size of data on a
given cloud composition (maximization problem), the latter takes the time needed
to obtain the missing files to a given cloud composition (minimization problem)
into consideration. In the proposed approaches, when the optimal VMs (regarding
data-aware scheduling) are busy, the next optimal VMs will be used to distribute
the loads. Since they have to go through each task in both phases, the approach
increases the time complexity of the scheduling algorithm. In addition, the selection
of the data optimal allocation is not guaranteed as the next best will be used for
busy VMs. Rather, when it is possible to group tasks with high communication
demand, the EA minimizes the communication distance and latency in a single
phased approach.
To control service availability according to the established SLA, Kuan Lu et al in
[66] proposed a Generic SLA Management (GSLAM) beside its strategies for VM
selection and allocation that manages the number of live migration of VMs. A two
step resource allocation were proposed in their work: selection of VMs that need to
be migrated and the allocation of selected VMs. In the first step, taking the esti-
mated downtime of the selected VMs while migrating them into consideration, the
VMs that comply with the requested availability will be selected. Then, the selected
VMs will be allocated on under-loaded hosts which have utility (CPU utilization)
closest to the optimal host utility.
While the approach proposed in [66] depends on monitoring system and live mi-
gration, in this thesis work, we have tried to study the most suitable allocation
of application modules on multiple cloud systems. While they tried to optimize
resource allocation respecting the availability requests of customers, in our case, op-
timization of resource allocation have been addressed with various selection criteria,
i.e., cost, various QoS requirements of users and hybrid (find the tradeoff between
cost and QoS in HS), guaranteeing the satisfaction of Hard requirements. In addi-
tion, while they exploited CPU utilization to select a suitable host, in our work, the
selection of a given alternative depends on the exploited criterion (cost, QoS or
hybrid) providing better flexibility.
While most of related research works are limited with allocation of resources on
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single provider, even those that considers multiple cloud systems leverage only a
subset of the dimensions we exploited as a selection criteria in this work. To the
best of our knowledge, our work is the first allocation algorithm that:
• allocates modules parametrically (regarding the selection criterion) over the
available multi-cloud systems
• tries to find a tradeoff between Cost and QoS parameters and
• allocates modules in near proximity to minimize communication distance be-
tween modules so that the whole application performance will be increased.
6.3 Limitations and Future Work
Apart from the implementation of the proposed solutions and possible performance
comparison with state-of-the-art resource allocation techniques, a straightforward
improvements can be done regarding two of the limitations of the proposed solutions.
In this section, we will address the limitations and highlight possible improvements
for two of them.
6.3.1 Hybrid Solution
The simplest method, weighted sum, exploited in the HS has a number of draw-
backs. Although the obtained solution depends on the selected weights, the selection
left to the users of the algorithm. In addition:
• a uniformly distributed set of weights does not guarantee a uniformly dis-
tributed set of Pareto-optimal solutions
• two different set of weight vectors not necessarily lead to two different Pareto-
optimal solutions
• there may exists multiple solutions for a specific weight vector that represents
different solutions in the Pareto-optimal front
Apart from the the well known drawbacks of weighted sum approach highlighted
above, the unbounded magnitude of the Cost variable in the proposed objective
function (−αCost+ (1− α)γ) affects the obtained solution. Since the value of each
γi is bounded in the interval [0,1], the summation of γi values (γ) is also bounded in
the interval [0, |R|] where |R| corresponds to the number of QoS requirements. On
the other hand, the cost of offered services are unbounded, i.e., [0, ∞). Thus, the
obtained solution will be dominated by cost.
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Although the normalization of the two variables could solve the above mentioned
drawback, it imposes additional complexity in the proposed solution. On one hand,
finding the maximum cost among the offered alternatives introduces additional
time complexity; on the other hand, if we choose to add this complexity, the compu-
tation of the maximum cost must be added in each introduction of new provider(s)
or alternative(s). Thus, in order to keep the proposed approach simple, the un-
bounded Cost variable is exploited.
6.3.2 Composition of Various Offers
According to the proposed input framework, a given provider offers a set of alternat-
ive(s). Each alternative contains a set of technological and/or QoS offers which
can be exploited by one or more modules. Although some offers of a given alternati-
ve should not be combined (for example, CPU, main memory and communication
bandwidth, etc), combining QoS and/or some technological offers introduces ad-
ditional flexibility and increases the probability of finding a suitable composition
(alternative) for the selected module. For instance, if it is possible to combine
different alternatives offered by a single and/or different providers, outsourcing
unsupported services via subcontracts can help the provider to keep customers and
to increase their satisfaction. In addition, since unsatisfied requirements can be out-
sourced, the probability of finding an allocation for a given module increases dra-
matically. Since relaxing this assumption is very important to increases the usability
of the proposed approach, it is considered to be one of the possible improvements.
6.3.3 Communication Effect
The performance of a given application depends on the execution and communica-
tion performances of modules allocated over various providers. Therefore, the sat-
isfaction of QoS requirements of the whole application cannot be guaranteed from
the obtained execution performances of modules. Not only QoS requirements of the
whole application, but also the performances of some modules cannot be guaranteed
if their execution depend on other communicating module(s) allocated on different
provider. Nevertheless, as claimed by the author of [1], minimizing the use of the
network leads to the best achievable performance in networked based applications.
Thus, the approach exploited in EA tries to maximize the achievable performance
of the whole application by allocating ICMs on a single provider.
Although the proposed approach leads to the best achievable performance in terms
of communication, it suffers from two limitations: cost or performance of individual
modules and possible allocation options.
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1. Cost or Performance of individual Modules: Although the proposed
approach exploits the preferred selection criterion (Cost, QoS or hybrid) to
compare among various feasible providers (on which all ICMs can be allo-
cated), the selection takes the cumulative of obtained performances or costs
of all modules. In other words, the cheapest cost or better performance offer
to module(s) by other providers might be compromised in order to minimize
the communication distance between ICMs. Even though the obtained allo-
cation guarantees the satisfaction of Hard requirements, the solution may not
lead to the best performance or cheapest offer regarding individual modules.
Therefore, in most cases, finding the tradeoff between better communication,
execution performances and the cheapest offer is demanded.
2. Possible allocation options: The allocation of ICMs on a selected provider
is constrained by the satisfaction of Hard requirements of modules. In other
words, the provider cannot be considered unless the Hard requirements of all
modules in a given entry of ICML are satisfied. As a result, the allocation of
ICMs on a single provider is not always guaranteed. In such cases, the ap-
proach fails to study the suitable allocation opportunities on various providers
taking the communication impact into consideration.
From the considered application requirements and offered services, understanding
communication demands of modules and performances of communication links be-
tween providers are impossible. However, by incorporating requested communica-
tion demands and inter and intra cloud bandwidth, better allocation opportunities
can be carefully studied. Although the analysis of communication impacts on per-
formances of individual modules or the whole application demands a number of
challenging tasks, if achieved, it solves the above mentioned limitations and in-
troduces better communication and performance tradeoffs. Therefore, considering
communication impacts also considered to be one of the possible improvements to
the proposed solution.
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