We introduce a new method, called CNNAS (convolutional neural networks for atomistic systems), for calculating the total energy of atomic systems which rivals the computational cost of empirical potentials while maintaining the accuracy of ab initio calculations. This method uses deep convolutional neural networks (CNNs), where the input to these networks are simple representations of the atomic structure. We use this approach to predict energies obtained using density functional theory (DFT) for 2D hexagonal lattices of various types. Using a dataset consisting of graphene, hexagonal boron nitride (hBN), and graphene-hBN heterostructures, with and without defects, we trained a deep CNN that is capable of predicting DFT energies to an extremely high accuracy, with a mean absolute error (MAE) of 0.198 meV / atom (maximum absolute error of 16.1 meV / atom). To explore our new methodology, we investigate the ability of a deep neural network (DNN) in predicting a LennardJones energy and separation distance for a dataset of dimer molecules in both two and three dimensions. In addition, we systematically investigate the flexibility of the deep learning models by performing interpolation and extrapolation tests.
Introduction
Solving the electronic structure problem has long been of interest to researchers in materials science, chemistry, and physics. Even modest systems consisting of a few atoms are impossible to treat exactly and simplifications or approximations must be made to reduce the complexity of the problem. This could be in the form of the BornOppenheimer approximation [1] , frequently used in conjunction with Kohn-Sham DFT [2] , or the use of phenomenological fits to a set of experimental or theoretical results. Although approximate electronic structure methods have the advantage that they preserve the characteristics of the underlying physics (e.g. the wavefunction or ground state charge density is treated as a fundamental object), they are limited in applicability due to unfavourable scaling with system size and computational cost [3] . In the domain of phenomenological fits, force fields informed from high-level theory calculations and experiment have seen success [4, 5, 6, 7, 8, 9, 10] in modelling phenomena that occur on time and length scales beyond the reach of the higher level electronic structure methods. Force fields even predate the quantum theory itself; the van der Waals equation of state is dependent upon two species-specific fitting parameters argued for based on microscopic atomic interactions [11] . Interaction terms evocative of the van der Waals parameters still appear in many modern forcefields [12, 13, 14, 15] .
Approximations and phenomenological fits are useful in materials discovery and design, where oftentimes a specific property (e.g. band gap, ionization energy, etc.) is desired. Targeting the search at novel materials with a specific property is a difficult task given the large search space spanned by permutations of atoms. Thus the ability to make rapid, accurate predictions about prospective materials is invaluable. Although the term "machine learning" has not traditionally been applied to phenomenological fits, the task of reproducing a generalized mapping of input-to-output through a series of observations is the core of supervised machine learning.
Many recent studies have used machine learning in some form to study molecular or condensed matter systems [16, 17, 18, 19, 20, 21, 22, 23, 24, 25? , 26, 27, 28] . In particular, Gómez-Bombarelli et al. [19] used auto encoders to project their training set onto a latent space. They were able to operate within this latent space, exploring chemical space (by proxy), and found new molecules with desirable properties that were not present in the original data set. The input to their auto encoder was based off of the simplified molecular input line entry system (SMILES) [29] , a descriptor consisting of a minimal string of text to describe the three dimensional molecule. Other works using kernel ridge regression (KRR) [18, 17, 20, 21, 22] , rely on abstract constructions of input feature vectors describing the chemical system. Rupp et al. [20] used principal component analysis (PCA) to obtain a three dimensional atom-centered local coordinate system that was then used as input into KRR. This framework was successful in predicting nuclear magnetic resonance (NMR) chemical shifts, core ionization energies, and atomic forces. Another choice of a feature vector is the one given by Behler and Parrinello [30] . This feature vector was constructed with an artificial neural network (ANN) architecture in mind, and is written in terms of symmetric functions that obey rotational and translational invariances. Preceding this descriptor, Bartók et al. [28] showed that a new approach, called Smooth Overlap of Atomic Positions (SOAP), eliminates the need for ad hoc descriptions of atomic environments. They showed that by directly defining the similarity between atomic environments, they could still include symmetric and invariant properties, necessary to describe atomic environments. This approach was then successfully applied to fit the potential energy surfaces of different silicon structures, and was also successfully applied in another report [31] to traverse through chemical space and make energy predictions for small molecules within chemical accuracy. Additional works include using a Coulomb matrix to make predictions of atomization energies [26] , and understanding of machine learning density functionals [27] .
Our alternative approach to overcome the challenge of finding a suitable input feature vector is inspired by the recent successes of applying "big data" to grand challenge problems in computer vision and computational games [32, 33] . Rather than seeking to simplify, compress, or approximate the interactions within a system, we train a highly flexible, data-driven model on a large number of "ground truth" examples. Here we argue that this brute force approach may offer a more scalable and parallelizable approach to large-scale electronic structure problems than existing methods can offer. In our approach, we use a simple, image-based approximate representation of the electrostatic potential, that preserves spatial structure. By avoiding the construction of an input feature vector, we sidestep any possibility of introducing biases, and preserve the spatial correlations between atoms in the training examples.
While many machine learning algorithms exist, we have focused on a particular class: deep CNNs. CNNs have the ability to "learn" non-linear input-to-output mappings without prior formulation of a model or functional form. This is done through the use of convolutional layers. A convolutional layer consists of a set of kernels (matrices) which contain adjustable parameters. When an operation is performed on an image with a convolutional layer, the operation produces a different image for every kernel in that layer. The kernel moves from pixel to pixel in the image, and performs the dot product between the weights and the pixels enclosed by the size of the kernel. The result is a convolved image. While training, the parameters in the kernels are updated so that they have the ability to enhance features in the images necessary for making accurate predictions. Incorporating convolutional operations allows the neural network to exploit the spatial structure naturally present in the input data, and drastically reduces the number of redundant trainable parameters (compared to a traditional ANN). During the training procedure, the deep neural network automatically "learns" by optimizing a set of features necessary to reproduce the desired input-to-output mapping. Recently, Mills et al. [34] was able to reach chemical accuracy, applying a deep CNN to the one-electron Schrödinger equation in two dimensions. The input to the system was solely the external potential. During the training process, the neural network used the information in a large collection of these potentials to develop a set of features necessary to reproduce the energies. The features that a deep CNN develops are not directly interpretable, but collectively form a latent space in which the desired mapping can be interpolated. Deep neural networks excel at interpolation within the latent space, but perform poorly when extrapolating (as we show in Subsection 3.2). One disadvantage of our approach is the discretization of the atomic coordinates on a real space grid. This means that the convolutional kernels that are applied onto the image are also discrete. Additionally, the images that are fed into our network must have the same dimensions as the images the model was trained on. In a recent study [35] , Schütt et al. avoided discretization errors by using a continuous convolutional approach. This approach was successful at predicting both energies and forces for small molecules, and avoided constructing atomic fingerprint functions by optimizing the fingerprints in the training phase. Similar to previously mentioned work, information of the local environment (e.g. radial distance of neighbouring atoms) was needed to construct the convolutional kernels. In our approach, the optimal environmental features are calculated during training. In this Article, we first describe our new method to calculate total energies of atomic systems. This includes how to construct images that are used as input to the CNNs. These images describe the atomic environment, and can be generalized to any atomic system. We then explore and test the limitations of our methodology for a model system. We use our method to predict distances between dimer pairs in both two and three dimensions. Additionally, for each pair we compute a LennardJones energy, and demonstrate that our methodology can predict this energy to a high degree of accuracy. We perform interpolation and extrapolation tests, and vary different controllable parameters to further understand our methodology. Using this success as motivation, we then use our new methodology to predict the total energy according to DFT within the generalized gradient approximation to a very high accuracy for various hexagonal lattices: graphene, boron nitride, and graphene-boron nitride heterostructures. Our method is also able to predict energies for structures containing vacancies and Stone-Wales (five-seven) defects.
Methods

Input representation
Since our method uses a deep CNN which exploits spatial structure in the input data structure, we decided to represent our atomic configurations as the approximate nuclear potential evaluated on a real-space mesh. While a Coulomb potential is the initial obvious choice, we used an atom-centered Gaussian representation to avoid the diverging Coulomb singularity. We evaluate our function on a real space grid with the value at point (x, y, z) given by:
where x i , y i , z i are the coordinates of atom i with atomic number Z i . We chose γ = 0.2Å as the width of the Gaussian peaks, consistent with Brockherde et al. [36] . For the two dimensional images, the z coordinate is not included. We note that the choice of V is arbitrary, so long as it is consistent, and the relative peaks of the atoms are maintained.
The datasets
The datasets we generated consisted of two groups: dimer pairs and hexagonal sheets. For the dimer dataset, we randomly generated two position vectors, r 1 and r 2 , so that the distance between the two points r 12 = | r 1 − r 2 | was within a specified range of values (e.g. 1.0 ≤ r 12 ≤ 2.0Å). To accomplish this, we place the first atom down randomly, and then place down the second atom so that the distance between the two is maintained. The angle between the two position vectors is also randomly chosen when placing the second atom. To make sure that we do not reproduce a previously generated image, we declared a minimum dimer molecule overlap distance of 0.01Å. With this overlap distance specified, we then initialized arrays for every grid point on a discretized grid (0 ≤ x ≤ 10Å) with a ∆x = 0.01 A spacing. When we generated positions for the first dimer molecule, we found the arrays associated with the dimer coordinates, and added the index of this molecule to these arrays. When we generated additional positions for dimer molecules we first found the arrays associated with these proposed coordinates and checked to see if there is an intersection of indices between these two arrays as well as the arrays associated with neighbouring grid points. If there was an intersection, we proposed new coordinates. If not, we recorded the index in the arrays and continued generating new positions. Using these coordinates, we evaluate Eq. (1) on a 256×256 grid-point mesh for 2D, and a 64 × 64 × 64 grid-point mesh for 3D. In both cases, the real-space length of one side of the mesh is 10Å. Both dimer atoms have the same atomic number: Z 1 = Z 2 = 1. We generated 500,000 2D images and 100,000 3D images. For each dimer image, we recorded two labels on which we would ultimately train the deep neural network: the distance r 12 and the Lennard-Jones energy
where we take σ = 1Å and = 1. Note that one can construct a CNN to predict both the distance and energy simultaneously.
To generate the configurations of hexagonal sheets, we performed Born-Oppenheimer molecular dynamics (BOMD) using DFT on systems of graphene, hBN, and a graphenehBN heterostructure, all consisting of 60 atoms. Additionally, we generated datasets with single point defects, as well as Stone-Wales defects. The calculations were carried out using VASP [37, 38, 39, 40] , with the PBE exchange correlation functional [41] . All of the supercell dimensions were 12.53 × 13.02 × 10.0Å, and the atoms were constrained along the z-axis at z = 0.0 to allow for a two-dimensional treatment. We used a Nosé-Hoover thermostat of 1000 K, a plane wave kinetic-energy cutoff of 500 eV, and a k-point grid of 2 × 2 × 1 centred about the Γ point. For the MD, a timestep of 11.3 a.u. was used in the simulations. For each type of hexagonal sheet, the training set was generated by running many independant sets of MD for 0.15 picoseconds (approximately 550 steps). After the completion of one MD run, the final coordinates were randomly translated in the x and y-directions, and the velocities were reinitialized using a Maxwell-Boltzmann distribution. This process was repeated until approximately 9 picoseconds per hexagonal structure was generated. In total, we generated 269,016 images in our generation process. Using the coordinates of the atoms from the molecular dynamics frames, the training images were generated using Eq. (1), summing over all atoms in the unit cell. The atomic numbers, Z i were used so that atoms of higher atomic number had a larger Gaussian peak. The pixels were wrapped to obey periodic boundary conditions.
After the generation of all datasets, they were then split randomly so that 70% comprised a training set and 30% comprised a testing set. While training, 10% of the training set was used as a validation set. All of the testing sets were only used to compute errors, and were not be accessible to the neural network during the training process. Some example images of the input datasets are shown in Figure 1 . . These images are then passed into the CNNs. Network 1 was used for all dimer models, and Network 2 was used for the hexagonal structures. Reducing convolutional layers operate with a stride of 2 in each direction, and reducing convolutional layers operate with unit stride. In the diagram, the number of filters and the filter dimension (for two dimensions) are shown. These networks were optimized in parallel on graphical processing units (GPUs) using Tensorflow [42] .
The CNNs
We used two relatively deep neural network architectures, shown in Figure 2 , comprised of a combination of reducing (stride 2) and non-reducing (stride 1) convolutional layers (CLs). CLs consist of an array of kernels that operate on images. The kernel sizes of CLs determine the number of parameters that are optimized during the training process. When using a reducing CL, the images that are output from the CL will have reduced dimensionality. When using a non-reducing CL, the images that are output from the CL will have the same dimensionality. We do not use dropout, or any sort of pooling in our network architectures. Network 1 has the identical architecture used in [34] , and was used for learning the dimer distances and energies. For the 3D models, three dimensional filters were used (e.g. 4 × 4 × 4 instead of 4 × 4), and certain layers (shown in Figure 2 ) were omitted to accommodate the smaller input dimension. Within the convolutional layers, we used zero padding when applying convolutional kernels to the edge pixels. This allows for the dimensionality of the convolved images to remain the same for non-reducing layers, and to decrease exactly by half in the reducing layers. Network 2 was modified for better performance on the hexagonal sheets. When constructing this model, our guiding principle was simplicity. We used trial and error in removing layers from Network 1 until we were able to reach a certain accuracy in our predictions. It is very likely that a more optimized architecture (found through a service like SigOpt [43] ) could result in even better performance. In order to include periodic boundary conditions in our method, we used four shifted and wrapped copies of each image during training. The four copies constitute a shift such that each of the four original boundaries appear at the centre of the image in at least one of the copies. This leads to a network topology with 4 neural networks (with the same weights) being training concurrently, a fully connected layer with 1024 neurons to combine the output layers of the 4 networks, and final fully connected layer that outputs the prediction. We used rectified linear units (ReLU) for all activations, and trained using the Adam optimization scheme [44] to minimize the mean-squared error between the correct energy/distance and the CNN output. The use of ReLU activations mean that the computed gradients with respect to weights will be constant, which improves the efficiency of the backpropagation algorithm and is less demanding to evaluate than the sigmoid function (since the derivatives of the activation functions with respect to weights are constant). For the dimer models, we trained for 500 epochs with a constant learning rate of 10 −4 . For the model making energy predictions of the hexagonal sheets we trained for 300 epochs with a learning rate of 10 −5 , and then dropped the learning rate to 10 −6 before training for another 200 epochs. All of the models were trained using TensorFlow [42] . 
Dimer pairs
We demonstrate the ability of the CNNAS approach at predicting the separation distance between dimer pairs and the Lennard-Jones energies using the following four models:
1. a 2D model for predicting distances in the range 1 ≤ r 12 ≤ 3, 2. a 3D model for predicting distances in the range 1 ≤ r 12 ≤ 3, 3. a 2D model for predicting energies in the range −1 ≤ U (r 12 ) ≤ 0, and 4. a 3D model for predicting energies in the range −1 ≤ U (r 12 ) ≤ 0.
In Figure 3 we plot the running average of the training and validation loss as a function of epoch (one time through the training set) for each model. After five hundred epochs, we see that the CNNs are converged (Figure 3) . When comparing the models in Table 1 , we find that the 2D models outperform the 3D models in all cases. This can be attributed to the amount of training data provided to both models.
Since the 2D models are significantly faster to train, we were able to provide the deep neural network with more training examples. To investigate this, we trained a 3D model with 500,000 images and found that the MAE decreases by 85%. Additionally, the difference in training data resolution plays a role. The pixel density in the 2D dimer dataset is higher than in the 3D dimer dataset. When testing a 2D energy predicting model on a 64 ×64 grid (2.44×10 −2Å2 pixel area) rather than a 256×256 grid (1.53 × 10 −3Å2 pixel area), the MAE dropped to 1.70 × 10 −3
(21% difference). To further investigate the grid sizes, we calculated the MAEs of test sets for 2D energy models with identical dataset sizes but differing grid sizes. We changed the grid sizes from 32 × 32 to 128 × 128 in multiples of 2, and found that an energy predicting model performed best with a 128 × 128 grid. In addition to investigating the grid size, we also carried out experiments where we upscaled lower dimensional images (e.g. 64 × 64 grids) into 256 × 256 grids. This was done by replicating the pixels in the lower dimensional image. When upscaling from 64 × 64 to 256 × 256, each pixel would be replicated 16 times (4 in the horizontal direction and 4 in the vertical). We found a similar MAE when comparing the upsampled images and the original images. A non-upscaled 256 × 256 grid contains enough information for the DNN to make accurate predictions. A 256 × 256 resolution image is sufficient to generate an accurate DNN for our atomistic systems. The differences between the different models can also be seen in Figure 4 , where we plot the predicted versus true values for these models as well as the distribution of input data. For the 3D predicted versus true scatter plots, there is much more variance in the distribution of points in comparison to the 2D models which is due to less training data and the pixel density, as discussed above. When comparing distance models with the energy models, we can visually see that the variance in the energy distributions are higher than the distance models. To investigate this systematically, we trained 3 independent models: For model trained on the harmonic function and the function r −12 , we found that the variance in the predicted versus true plots was comparable to the variance in the distance models shown in Figure 4 . The CNNs are capable of handling both the non-linearity and the rapid change in the Lennard-Jones function as r → 0. For the model trained on uniformly sampled energies, we found a 20% decrease in the root mean squared error (RMSE) when comparing the uniformly sampled model with the non-uniformly sampled model (i.e the model shown in Figure 4 ). We therefore conclude that the distance models perform better simply due to our sampling technique in the data generation process. For all of the dimer models in this manuscript, we uniformly sampled the distance, not the energy. When examining the distribution of input distances and energies, one can clearly see the non-uniformity in the distribution of energies for both the 2D and 3D models.
To compare with classic machine learning methods, we also performed tests using a multilayer perceptron (MLP), kernel ridge regression (KRR), and random forests (RF) for 50,000 distances in the range 1 ≤ r 12 ≤ 2. To perform these tests, we used the scikit-learn [45] framework in Python. For KRR, we tried a linear and Gaussian kernel. For the linear kernel we used an alpha value of 1, and a degree 3 polynomial with a coefficient of 1. For the Gaussian kernel, we used γ = 1, 2, 4 and 16. We found that all of these parameters gave similar results for the MAE on the test set, which is reported in Table 1 . For the MLP, we used 2 hidden layers consisting of 10 neurons, ReLU activation functions, the Adam optimization scheme, a learning rate of 0.001, and 200 epochs. For the RF model, we used 200 estimators (trees), the mean squared error to measure the quality of a split, and the maximum number of features was 256 × 256. The input to these models was the raw flattened images. RF performed best, with a MAE of 0.0168Å, while MLP and KRR performed similarly, with a MAE of 0.124Å. We found that the DNN outperforms all of these models with a MAE of 9.99 × 10 −4Å . The CNNAS approach for dimer molecules with raw data in both two and three dimensions is extremely accurate. It should be noted that the traditional machine learning models can be improved with feature engineering and parameter optimization. As an example, Brockherde et al.
[? ] used KRR and were able to make energy predictions for a H 2 molecule within chemical accuracy with only 200 training examples. A DNN can only perform well with many training examples due to the large number of tuneable parameters. In the low volume data domain (e.g. only a few hundred training examples) a traditional machine learning model would be a more suitable choice. In the high volume data domain, DNNs are the suitable choice. The features are learned from the raw data, which avoids the feature engineering stage of constructing a machine learning model using a traditional approach. 
Interpolation and Extrapolation
To investigate how well the CNNAS handles interpolating and extrapolating distances and energies, we constructed 2D and 3D models where we excluded training examples within a certain range. For distances we define the total range to be 1 ≤ r 12 ≤ 3, and for energies we define the total range to be −1 ≤ U (r 12 ) ≤ 0. When we perform an extrapolation test, we task the model to predict values that are greater or less than the range of the original dataset the model was trained on. When we perform an interpolation test, we task the model to predict values inside of the range it has been trained on, but in regions where it has not seen training examples. Although outside of the range it has been trained on, this range is within the minimum and maximum values of the original training dataset. We then trained 2D and 3D models for three different distance and energy ranges within their respective total ranges. Looking to Figure 5 , we clearly see that all of the models fail when extrapolating. The models are only capable of predicting values within the range they have been trained on. Therefore, when the models are predicting values outside of this range, they return values on the endpoints of the ranges. To avoid this extrapolation issue, one must be aware that the model should see as large of a range as possible to make predictions for a general system. We found that in the interpolation tests, the model's ability to interpolate was also poor. Although these models were not trained on certain regions within the total ranges, they were able to make predictions within these regions. When tasked with interpolation, the MAE of the test set for the 2D distance interpolation model was 3.43 × 10 −2Å , which is a 1070% increase in comparison to MAE of the original corresponding test set. The original corresponding test set does not task the network to predict values outside of the range it has originally been trained on. The original test set has the same range as the training set. All of the error comes from the interpolation region. Similar effects were observed for the 2D and 3D distance models.
Hexagonal sheets
After concluding that our methodology allows for a successful DNN model to predict dimer distances and energies, we then moved on to much more complex many-body systems. As mentioned previously, we created an input data set for a DNN model by generating first principles molecular dynamics for a graphene sheet, a hBN sheet, and a graphene-hBN heterostructure. Within these structures, we also created either single point defects by removing one atom, or Stone-Wales defects by deforming the crystal lattice. After collecting the molecular dynamics data, we converted the molecular dynamics trajectories to images using Equation 1, and combined all of the images together into one data set. We first trained using network architecture 1 from Figure 2 , but we found that the loss as a function of epoch did not decrease exponentially. Due to the increase of information (or number of atoms) within the images, the number of reducing convolutional layers eliminated information in the network necessary for making accurate energy predictions. This led to our choice of network architecture 2, also seen in Figure 2 . This network architecture has fewer reducing convolutional layers, which allows for more information to be transmitted to the final fully connected layer. We found that this aided in the prediction process of DFT energies. We found the loss to decrease exponentially, indicating the successful training of this model. In Figure 6 , we can clearly see that the network does exceptionally well at predicting DFT energies for trajectories it had not seen before. The MAE of the test set was an impressive 0.0119 eV for total energies, or 0.198 meV / atom. Not only is the accuracy exceptional, but the computational cost was minimal. We were able to calculate approximately one hundred thousand total energies on the order of minutes.
The viability and extensibility of a machine learned model can be shown by evaluating the model on its corresponding testing set, but a more rigorous test for a model is using it in practice. To further demonstrate the extensibility of our model, we performed additional MD calculations of the hexagonal-boron nitride surface and calculated predicted energies using the model for every 100 steps of the MD. For this newly generated MD we used the same parameters as before when generating the data, but we used a time step of 20.7 atomic units. We collected 5 ps of data for the new predictions. Looking to Figure 7 , we plot the DFT and predicted energies as a function of time for every 100 MD steps. The MAE of the new predictions is 6.85 meV / atom. The maximum absolute error predicted for the MD trajectory is 38.8 meV / atom. This additional test further confirms the viability and extensibility of our machine learned model.
Conclusion
We have shown that our new methodology can be used successfully for predicting atomic distances and energies for dimer molecules as well as DFT energies for 2D hexagonal sheets. For dimer molecules, we found that our method is most accurate in 2D, which can be attributed to the increase of training data, and increased grid spacing in comparison to the 3D models. When testing the limits of our method, we found that the models are limited by the range of data they have been trained on. When extrapolating, the models predict values on the boundaries of the ranges they have been trained on. When testing the models' ability to interpolate, the models also make poor predictions. Although the models have not seen any data within the interpolation regions, they are still able to make predictions within the space spanned by the minimum and maximum values of the training set. Lastly, and most importantly, we found that CNNAS perform exceptionally well when tasked to predict DFT energies for a variety of hexagonal surfaces. The MAE we found was 0.0119 eV for the total energies, or 0.198 meV / atom for the test dataset. In addition, when the model was tasked to calculate energies of a new MD trajectory for hBN, it also succeeded with a MAE of 6.85 meV / atom.
