Abstract. For a nonautonomous linear system with nonuniform contraction, we construct a topological equivalence between this system and an unbounded nonlinear perturbation. This topological equivalence is constructed as a composition of homeomorphisms. The first one is set up by considering the fact that linear system is almost reducible to diagonal system with a small enough perturbation where the diagonal entries belong to spectrum of the nonuniform exponential dichotomy; and the second one is constructed in terms of the crossing times with respect to unit sphere of an adequate Lyapunov function associated to the linear system.
Introduction
The well known Hartman-Grobman's Theorem is an essential tool for the study of the local behavior of autonomous and nonautonomous nonlinear dynamical systems. This theorem establishes the existence of a local topological conjugacy between the solutions of a nonlinear system with its linearization around an hyperbolic equilibrium, i.e., the dynamics are topologically the same in a neighborhood of the equilibrium point. The global behavior study begins in 1969, when C. Pugh [13] studied a particular case of the Hartman-Grobman's Theorem focused to linear systems with bounded and Lipschitz perturbations allowing the construction of an explicit and global homeomorphism.
1.1. Nonautonomous Linearization and Unbounded Systems. The work cited above inspired K.J. Palmer [11] to achieve the first result of global linearization in the nonautonomous framework. The seminal article of K.J. Palmer and its extensions [8, 14] consider vector fields whose linear component inherits, in some sense, the hyperbolicity property of the autonomous case; while the nonlinear part satisfies boundedness and Lipschitzness properties.
A remarkable extension of the previous work was made F. Lin [10] , who considered this problem by dropping the boundedness of the nonlinear perturbations, opening new ideas and methods. The work of Lin is mainly based in three steps: (i) The linear system (1)ẋ = A(t)x is supposed to be uniformly asymptotically stable, then it can be reduced to the linear system (2) 
ẋ = [C(t) + B(t)]x
where C(t) is diagonal, B(t) is small enough, and the diagonal part is contained in the spectrum associated to nonautonomous hyperbolicity, a formal definition will be given later.
(ii) The system ( 
3)ẋ = [C(t) + B(t)]x + g(t, x)
is topologically equivalent to an autonomous linear system which is uniformly asymptotically stable, where g(t, x) has an equilibrium point at the origin for any t ∈ R and is Lipschitz with constant dependent of the smallness of B(t). The construction of this topological equivalence is made by using the concept of crossing times with respect to unit sphere. Notice that a suitable Lyapunov function is used to find this crossing times. (iii) A chain of homeomorphisms which are involved with the topological equivalences constructed in steps (i) and (ii).
1.2.
Structure and novelty of the article. The section 2 states and comments the properties of the linear system (1) and the nonlinear perturbations which will be considered in this work. Additionally, we recall the main tools that will be used along this article, namely, the property of topological equivalence, the nonuniform exponential dichotomy and its associated spectrum, the δ-nonuniform kinematical similarity and the nonuniform almost reducibility.
The section 3 is devoted to characterizing the property of nonuniform contraction in terms of an adequate Lyapunov function and positive quadratic forms. We give appropriate definitions of these concepts in a nonuniform context. Moreover, we state the main Theorems of this work; (Ia): we will show that if the linear system (2) has a nonuniform contraction then is topologically equivalent to a system (3) whose nonlinearity satisfy suitable properties. (Ib): Moreover, we will prove that the Lyapunov function associated to (2) has a relation with the behavior of the solutions of the perturbed system (3). (II): We will prove that if the linear system (1) satisfies subtle conditions then is topologically equivalent to the perturbed systemẋ
where t → f (t, 0) = 0 and x → f (t, x) is Lipschitz for any t ∈ R + 0 . (III): We will generalize the above result considering the boundedness of t → f (t, 0) instead of the vanishing at the origin.
In the section 4 we generalize to the nonuniform context a classical result of local continuity with respect to the initial conditions.
The last sections are devoted to the proofs of our results. In the section 5 we will follow the lines of the proof of Palmer's Lemma in [12] in order to prove (Ib). Note that the result of Palmer is immersed in a uniform context, while ours is in a nonuniform framework which entail technical difficulties. To obtain (Ia) we will use the crossing times defined by the Lyapunov functions associated to contractive linear system. Moreover, at this point, we establish the major difference with the Lin's work: Now, it is impossible carry out the step (ii) described in Section 1.1, i.e., we can not construct a topological equivalence between a nonlinear system with nonuniform contractive linear part and an autonomous linear system which is uniformly stable by intrinsic nature. In the section 6 is done the proof of (II) which is immediately consequence of the (Ib). Finally, the section 7 is devoted to proof of (III).
We emphasize that only few results of topological equivalence consider the unbounded nonlinearity. To the best of our knowledge, this property of unboundedness is only considered in [10] , [5] (in a differential and discrete uniform context, respectively) and [16] in an impulsive framework.
2. Preliminaries 2.1. Properties. In this article we consider the following couple of the systems
where
where B, C :
. Moreover, the following properties are verified:
The evolution operator Φ(t, s) of (4a) has a nonuniformly bounded growth ( [17] ), namely, there exist constants
The system (4a) is nonuniform contractible if there exist K > 0, α > 0 and µ ≥ 0 such that
(P4) The function f is continuous on (t, x) and is an element of one of the following families of functions:
Main Tools. The fundamental tools in our work are the concepts of topological equivalence, introduced by K.J. Palmer in [11] , the nonuniform exponential dichotomy which was introduced by L. Barreira and C. Valls in [1] , and the δ-nonuniform kinematical similarity. 
is a solution of (4a), then H(t, x(t)) is a solution of (5a). Similarly, if y(t) is a solution of (4b), then G(t, y(t)) is a solution of (4a).
, [6] , [17] ) The system (4a) has a nonuniform exponential dichotomy on R + 0 if there exist an invariant projector P (·), constants K ≥ 1, α > 0 and µ ≥ 0 such that
) Given a δ > 0, the linear system (4a) is δ-nonuniformly kinematically similar to
if there exist a Lyapunov's transformation S(δ, t) and υ ≥ 0, with
such that the change of coordinates y(t) = S −1 (δ, t)x(t) transforms the system (4a) into (8) .
Remark 1. The nonuniform kinematical similarity preserves the nonuniform contraction (see more details in [3] , Lemma 2). Thus, as the systems ( 4a) and (5a) are δ-nonuniformly kinematically similar (see Theorem 1 of [3] ), and as the system (4a) satisfies the condition (P2) with K ≥ 1, α > 0, µ ≥ 0 and if α > µ, then the system (5a) admits a nonuniform contraction, i.e., there exist
where Ψ(t, s) is the evolution operator of (5a).
Remark 2.
It is easy to verify that the property of δ-nonuniform kinematical similarity is a equivalence relation and a particular case of nonuniform topological equivalence. Indeed, the properties of Definition 1 are verified with
Now we recall definition of nonuniform almost reducibility which is a generalization of the concept of almost reducibility introduced by B.F. Bylov [2] in a uniform context.
Definition 4. ([3])
The system (4a) is nonuniformly almost reducible tȯ y = C(t)y, if for any δ > 0 and ε ≥ 0, there exists a constant K δ,ε ≥ 1 such that (4a) is δ−nonuniformly kinematically similar tȯ
for any t ∈ R + 0 . In the case when C(t) is a diagonal matrix, if K δ,ε = 1 it is said that (4a) is almost reducible to a diagonal system and it was proved in [2] that any continuous linear system satisfies this property and the components of C(t) are real numbers. This notion of almost reducibility to a diagonal system was rediscovered and improved by F. Lin in [9] , who introduces the concept of contractibility. Lin showed that the Sacker and Sell spectrum is the minimal compact set where C(t) is contained. This minimal set which C(t) is contained is called contractible set. In a nonuniform context, in [3] we proved that C(t) is contained in the spectrum associated to nonuniform exponential dichotomy.
Definition 5. ( [6] , [17] ) The nonuniform spectrum (also called nonuniform exponential dichotomy spectrum) of (4a) is the set Σ(A) of λ ∈ R such that the systems
Remark 3. Assumptions (P2) and (P3) have a strong relation with the set Σ(A). Indeed, (P2) implies that Σ(A) is a finite union of at most m ≤ n compact intervals [6] , [15] , [17] ). On the other hand,
Remark 4. In [3, Theorem 1] it was proved that if (P1) and (P2) are satisfied, the system (4a) is δ-nonuniformly kinematically similar via S −1 (δ, t) to (5a), where
In addition, under the same transformation, the system (4b) is transformed in
Main Results

Nonuniform Contractions and Lyapunov Functions.
In this section, for the system (4a), we obtain a complete characterization of nonuniform contraction in terms of a Lyapunov function which will allow us to construct a topological equivalence between systems (4a)-(4b) and (5a)-(5b). For this purpose, we recall the definition of strict Lypaunov function and the main results from [7] .
Definition 6. Given K ≥ 1 and υ ≥ 0. We say that a continuous function V :
, where X is a Banach space, is a strict Lyapunov function for (4a) if
The last definition has subtle differences with respect to Liao et al. [7] . In fact, we have tailored it in order to relate it with the nonuniform exponential dichotomy. Indeed, we have the following result. Theorem 1. The system (4a) has nonuniform contraction if and only if it admits a strict Lyapunov function.
Proof. Suppose that there exists a strict Lyapunov function for (4a). From the conditions (V1) and (V3) we have
which implies that
Therefore, (4a) admits a nonuniform contraction with γ = α and υ = µ.
On the other hand, for t ≥ 0 and x ∈ X we define
As (4a) admits nonuniform contraction, we have that
If we consider τ = t, then
Therefore, V is a strict Lyapunov function for (4a). Now we will focus in Lyapunov functions that are defined in terms of quadratic forms. Let S(t) ∈ B(X) be a symmetric positive-definite operator for t ≥ 0, where B(X) the space of bounded linear operators in a Banach space X. A quadratic Lyapunov function V is given as
The following result (see [7, Theorem 2.2] with µ(t) = e t ) establishes a characterization of nonuniform contraction in terms of the existence of quadratic Lypaunov function. Proposition 1. Assume that there exist constants c > 0 and d ≥ 1 such that
Then (4a) admits a nouniform contraction if and only if there exist symmetric positive definite operators S(t) and constant C,K 1 > 0 such that S(t) is of class C 1 in t ≥ 0 and
Main Results. The principal results of this article are the following:
Theorem 2. Consider the couple of system (5a)-(5b) such that C i (t) ∈ Σ(A) for i = 1, . . . , n and B(t) ≤ δK δ,ǫ . If (P1)-(P3) are satisfied, then (1) If y(t) is solution of (5b) and α 1 > µ 1 , then for L g < α 1 − µ 1 , we have
where V (t, x) is a Lyapunov function associated to (5a). (2) The systems (5a)-(5b) are topologically equivalent. 
with S(δ, t) ≤ M 1 exp(βt) and S −1 (δ, t) ≤ M 1 exp(βt), for some β > 0, then the systems (4a) and (4b) are topologically equivalent. 
then the systems(4a) and (4b) are topologically equivalent.
Some Classical Results
The following proposition is a classical result of local continuity with respect to the initial conditions for differential equations. Proposition 2. Let us consider the differential equation
where F ∈ A 2 , then for the solution X(t, s, u) of (19) with X(s, s, u) = u, we have that (ii) There exist L F > 0 such that
such that sup t∈R + 0 ,κ∈B Z(t, κ) < +∞. Proof. Let us consider a fixed κ ∈ B and construct the sequence {ϕ j } j recursively defined by
where ϕ 0 (t, κ) ∈ C, where C is defined by
for any κ ∈ B fixed, U (κ) A < +∞ and U is continuous in (t, κ)
In the first place we will proof that (C, · A ) is a Banach space. Indeed, let {U n } n∈N be a Cauchy sequence in C, then for any ε > 0 and for τ ∈ R + 0 fixed, there exists N ∈ N such that for all n, m ∈ N
then {U n (τ, κ)} n∈N is a Cauchy sequence in R n , so we obtain a well-defined function
Thus, U (κ) A ≤ U (κ) − U n (κ) A + U n (κ) A < ∞ for big n ∈ N and U is continuous due to the continuity of U k , then U ∈ C, so (C, · A ) is a Banach space. Now we will prove by induction that ϕ j ∈ C for any j ∈ N ∪ {0}. Indeed, if
and we obtain
From the above, we can consider a map T : C → C given by
which is well defined. Since we have that KL F < α, we have that T is a contraction, indeed
which implies that {ϕ j } is the unique sequences in C satisfying the recursivity stated above. Now we will prove that {ϕ j } is a Cauchy sequence in the Banach space (C, · A ). We proceed inductively. We observe that, firstly
As inductive hypothesis, we have that
Finally, for all ε > 0 there exists N (ε) ∈ N such that for any n, m ≥ N we have
which proves that {ϕ j } is a Cauchy sequence in the Banach space C convergent to the fixed point Z(t, κ) defined by (21). Considering a fixed κ ∈ B we have that Z(κ) A < C(κ). That is, Z(·, κ) ∈ C but its bound C(κ) could be dependent of κ. However, we will prove that C(κ) has an upper bounded independent of κ. Indeed, combining the properties (ii), (iii) with the nonuniform exponential dichotomy of (4a), we have that
and taking supremum over t ∈ R + 0 , we obtain
Proof of Theorem 2
We will follow the lines of proof of the Lemma of the Palmer's article [12, p. 11 ] in order to obtain (1) and (2) of our Theorem. We point out that in the calculations of the derivative of V with respect t evaluated at the origin, we are considering only the right side derivative.
Let x(t) = X(t, τ, ξ) be the solution of (5a) such that x(τ ) = ξ = 0 and y(t) = Y (t, s, ω) be the solution of (5b) such that y(s) = ω = 0.
As the system (5a) has nonuniform contraction (by Remark 1), we have that its evolution operator satisfies (13), we can use Proposition 1 to obtain a symmetric positive definite operator S(t) which define a strict Lyapunov function V (t) associated to the system (5a). Thus, by using the construction of V (t), (14), Remark 1 and the Lipschitz constant L g of function g, we obtain that:
y(t), y(t) + S(t)[A(t)y(t) + g(t, y(t))], y(t) + S(t)y(t), A(t)y(t) + g(t, y(t)) , = S(t)y(t) + S(t)A(t)y(t) + A * (t)S(t)y(t), y(t) + S(t)g(t, y(t)), y(t) + S(t)y(t), g(t, y(t)) ,
≤ −[Id + 2(α 1 − µ 1 )
S(t)y(t), y(t)] + 2 S(t)g(t, y(t)), y(t) ,
≤ −2(α 1 − µ 1 )S(t)y(t), y(t) + 2 S(t)L g y(t), y(t) ,
and the part (1) of our result follows. Notice that if we consider x(t), then in the previous inequality we have
Now we will prove that second statement our result. From [7, Lemma 2.4] with µ(·) = exp(·) and considering γ = α 1 − µ 1 − L g > 0, we have that
is strictly decreasing and converges to 0 as t tends to infinity. Now given ε > 0, let ℓ = ℓ(ε) > 0 such that there exists a unique T = T (τ, ξ) that satisfies
It is easy to see that T (τ, ε) is a continuous function of (τ, ξ) for ξ = 0. Now we define
Clearly, H(τ, ξ) is continuous for ξ = 0. With the purpose to discuss its continuity at ξ = 0, we analyze the behaviour of |T (τ, ξ) − τ | as ξ tends to 0. By (V1) and Proposition 2 we have
where L F = |ā 1 | + δK δ,ε . Notice that the system (5a) has nonuniform contraction with its evolution operator with nonuniformly bounded growth (see [3, Remark 1] ) which imply that the spectrum Σ(
However, we have
It follows by [7, Lemma 2.4] and (24) that
we obtain
On the other hand, by [7, Lemma 2.3] and Proposition 2 we have that
Thus,
, by (25) and (V3), we have
Now we proof that if x(t) is a solution of (5a), H(t, x(t)) is a solution of (5b).
In the case when ξ = 0, we have that
=Y (t, T (t, X(t, τ, ξ)), X(T (t, X(t, τ, ξ)), τ, ξ)).
On the one hand we have
and on the other hand ℓ 2 =H(T (t, X(t, τ, ξ)), X(T (t, X(t, τ, ξ)), t, X(t, τ, ξ))), (27) and by the equations (26) and (27), we deduce that T (t, X(t, τ, ξ)) = T (τ, ξ). Hence, for all t, τ ≥ 0, and ξ = 0,
which is a solution of (5b). Similarly, we define a mapping
where S = S(τ, ξ) is the unique time s such that
We can deduce similar properties to those of the function H for G and, moreover we have
which is obtained in a similar way to (28).
To prove that H(τ, G(τ, ξ)) = ξ, if S = S(τ, y) we note that ℓ 2 can be written as
and as
From the equations (30) and (31) we can assure that (32) T (S(τ, y), Y (S(τ, y), τ, y)) = S(τ, y).
Therefore we have
and from (32), then we obtain
In a similar way, we can obtain that
Proof Theorem 3
This result is a consequence of the Theorem 2. Indeed, we have that (4a) and (5a) are topologically equivalent through of the matrix S(δ, t). Then the systems (5a) and (11) are topologically equivalent through of the matrix S(δ, t) also. If we denote g(t, y) = S −1 (δ, t)f (t, S(δ, t)y),
by combining Theorem 2 and the fact that topological equivalence is a equivalence relation, the systems (4a) and (4b) are topologically equivalent.
Proof Theorem 4
We take the function f 0 (t,
Indeed, f 0 (t, 0) = 0 and
for any t ∈ R + 0 , x 1 , x 2 ∈ R n and some β ≥ 0. As f and f 0 have the same Lipschitz constant, by Theorem 3 and inequality (18) it is sufficient to prove that the systems (4b) and
are topologically equivalent. By the condition (P3) there exist constants K ≥ 1, α > 0 and µ ≥ 0 satisfying (6) . For the unique solution X(t, τ, ξ) of (33) passing through ξ at t = τ , we define the function F :
.
We note that F verifies the hypothesis of Proposition 3, which implies that the system (34)ż = A(t)z + F (t, z, (τ, ξ)) has a unique bounded and continues solution Z(t, (τ, ξ)) defined by
with the norm
Now, let us construct the map H : τ, ξ) ).
Proof. Firstly, we note that
Secondly, we have the following estimate
and the Lemma follows.
Lemma 2. If t → X(t, τ, ξ) is solution of (33) such that X(τ, τ, ξ) = ξ, then t → H(t, X(t, τ, ξ)) is solution of (4b).
Proof. Combining the equations (35) and (36), we have that
and a simple computation allows us to verify the statement. Proof. By (35), the only thing that we should prove is that the map ξ → Z(τ, (τ 0 , ξ)) is continuous for any fixed τ . Indeed, let us recall τ → Z(τ, (τ, ξ)) is the unique bounded solution in C of (34), which was constructed by successive approximations in Proposition 3. That is
Moreover we know that for any ε > 0, there exists J = J(ε) > 0 such that for any j > J it follows that
We will prove by induction that for any j ∈ N, there exists δ j > 0 such that
Indeed, we cosider an initial term
and suppose that (37) is verified for some j as inductive hypothesis. Now, we have that 
and (37) is satisfied for j + 1 when we choose
and we can prove the continuity of ξ → Z(τ, (τ 0 , ξ)). All of the above allows us to conclude that H is continuous for any fixed τ .
Remark 6. We note that if Y (t, τ, ξ) is the unique solution of (4b) passing through ξ at t = τ , we can define the functionF : R + 0 × R n × B → R n as F (t,ỹ, (τ, ξ)) = f 0 (t,ỹ + Y (t, τ, ξ)) − f (t, Y (t, τ, ξ)), = f (t,ỹ + Y (t, τ, ξ)) − f (t, 0) − f (t, Y (t, τ, ξ)).
and obtain        F (t,ỹ, (τ, ξ)) ≤ L f exp(−2βt) ỹ + K 0 , F (t,ỹ 1 , (τ, ξ)) −F (t,ỹ 2 , (τ, ξ)) ≤ L f exp(−2βt) ỹ 1 −ỹ 2 .
In the same wayF satisfies the hypothesis of Proposition 3, which implies that the systemż = A(t)z +F (t, z, (τ, ξ)) has a unique bounded solutionZ(t, (τ, ξ)) defined bỹ Z(t, (τ, ξ)) = Y (s, τ, ξ) )]ds.
As a consequence of the previous remark, we can construct the map G : R + 0 × R n → R n as G(τ, ξ) = ξ +Z(τ, (τ, ξ)). and we prove the following results that are similar to the previous one. τ, ξ) ).
Lemma 5. If t → Y (t, τ, ξ) is solution of (4a) such that Y (τ, τ, ξ) = ξ, then t → G(t, Y (t, τ, ξ)) is solution of (33).
Lemma 6. The map ξ → G(τ, ξ) is continuous for any fixed τ ∈ R + 0 . Finally, from all these Lemmas, we can conclude that the systems (4b) and (33) are topologically equivalent, which is enough to prove the result. 
