Abstract-Prognostics and health management can improve the reliability and safety of transportation systems. Data collected from diverse sources provide a chance and at the same time a challenge for data-driven PHM methods and models. The data often exhibit challenging characteristics like imbalanced data on normal and faulty conditions, noise and outliers, data points of different importance for the data-driven model, etc. In this paper, a k nearest neighbors-based fuzzy support vector machine is proposed for reducing the computational burden and tackling the issue of imbalance and outlier data, in fault detection. Fault detection is mathematically a classification problem. In this paper, the reverse nearest neighbors technique is adopted for detecting outliers and the k nearest neighbors technique is used to identify the borderline points for defining the classification hyperplane in support vector machines. Considering the position of each data point and the distribution of its nearest neighbors, a new method is proposed for calculating their estimation error costs. A real case study concerning fault detection in a braking system of a highspeed train is considered.
INTRODUCTION
Prognostics and Health Management (PHM) is considered as an important and efficient way for increasing the safety, benefit, reliability and efficiency of transportation systems, relying on past and current information on environmental, operational and usage records to detect [30] and diagnose [17] degradation, to predict future conditions [23] and schedule proper maintenance interventions [37] , [42] . By the recording of data on the system conditions, data-driven methods have been widely integrated for analyzing and managing faults and accidents in transportation systems [28] , [31] , [41] . One advantage of data-driven methods is the limited demand on the physical understanding of failure mechanism in a specific system to build the model.
In this paper, we focus on fault detection of transportation systems with data-driven methods. Fault detection is mathematically a classification problem in most cases. The objective is to find the classification hyperplane separating the healthy and faulty scenarios. Considering the availability of data on faulty scenarios, the data-driven methods can be generally categorized into supervised learning and unsupervised learning. For unsupervised learning, one popular and efficient way is to calculate the deviation of the monitored data from the values predicted by a model trained on healthy scenarios [22] . One drawback is that the classification border (or plane) can be conservative when the collected healthy data are not compact and, then, the fault detection rate can be very low especially in the case of partial overlapping between the healthy and faulty scenarios [32] . Faulty scenarios can help better estimating the classification hyperplane. In this paper, considering the nature of the data available, supervised learning is considered. In practice, the faulty scenarios are rare for safety-critical and highly reliable systems. On the other hand, the faults in a system can be of diverse types [30] . For example, in the braking system of a highspeed train, the frequently occurring faults include communication link fault, repeated dual inhibit fault, contactor fault-VCB, pneumatically brake stop cock closed on bogie. These faults do not influence the principal function of the braking system. The data on the non-critical faults in the braking system can be collected with a low cost, and are not critical as they can improve the performance of data-driven methods of faulty detection. Still, compared to the data on healthy scenarios, the collected fault data are still very limited. Thus, the betweenclass imbalance emerges as an important challenge.
For safety critical systems as nuclear power plants, highspeed trains and aerospace shuttles, large amounts of data have been collected and stored through integrated sensors, video inspections, hand-held field tables and other sources [2] , [39] . From such data, proper data-driven approaches can extract complex relations among variables for accurate fault detection, as shown in [18] , [24] , [26] , [34] . The previous works are more like for offline processing of the faults, as the demand on the hardware, e.g. storage space and calculation speed, is too high and the calculation can only be carried out on some computation servers. However, as indicated in [2] , timely processing the data and providing instantly the fault detection results are critical for decision making by operators in case of failures of critical infrastructures. Some interesting work have been proposed in recently published papers. Typicality and Eccentricity Data Analytics is adopted in [6] for fault detection in an industrial process in an unsupervised manner. An incremental clustering procedure is proposed in [25] for adaptively training fuzzy classifiers for diagnosis. Reference [11] propose an unsupervised and online learning fuzzy rules framework, which can detect and adapt to concept drift and concept evolution. The previous works show satisfactory results for online fault detection/diagnosis with limited data, but they may not be as suitable for large amount of data in case of between-class imbalance, as considered in this work. Reducing the data size is one feasible way for on-board fault detection, as the computation time of data-driven models may decrease dramatically as the data size reduces [15] . The challenge is how to select the reduced dataset from all the available data.
Besides the high computation time and high demand on storage space, the following characteristics of the large amount of data also challenge data-driven methods for fault detection. 1) As the system, e.g. the High-Speed Train (HST), is highly reliable [30] , the majority of the collected data are of normal operation conditions (majority class), while only a small part concern faulty condition (minority class). Fault detection methods should, then, be able to perform well with (highly) imbalanced data where the data on the situation of interest, i.e. faulty conditions of a transportation system, occupies only a small fraction of the collected data, because the performance of the conventional data-driven methods is normally not satisfying with imbalanced data.
2) The collected data contain complicated information about the transportation system, but for a specific objective, e.g. fault detection of a specific equipment, these data may not all be informative. Then, selecting useful feature variables and data points for building an efficient and effective datadriven model is very important [26] .
3) The collected data may contain noise and outliers, which can contaminate the data-driven models (Jagadish et al., 2014) . These noise and outliers may come from the sensors, human errors, incompleteness of information, etc. [35] . They should be eliminated in the preprocessing part or the data driven methods must be noise and outliers tolerant.
4) The data points for training a model may exhibit different importances for the model's performance [40] ; thus, they also need to be differentialized in the model.
Considering the previous challenges, in this work, we propose a novel methodology to reduce the influence of noise and outliers, decrease the data size, handle imbalanced data and reflect the different importances of the data points. A real case study is considered concerning a braking system in a HST. Although numerous data-driven methods are available in the literature, e.g. support vector machines [38] , artificial neural networks [36] , fuzzy rule-based systems [1] , they can not be integrated directly with large amount of data to fulfill the diverse objectives. A k Nearest Neighbors-based Fuzzy Support Vector Machine (KNN-FSVM) is proposed in this paper. The reverse nearest neighbor method is used to detect and eliminate the noise and outliers [33] . Data points having less opportunities to be among the k nearest neighbors of other data points from the same class are judged as outliers and noise. The importances of different data points are considered in a Fuzzy Support Vector Machine (FSVM) model by assigning different fuzzy membership values (costs for the estimation error) in the objective function: the higher the importance of a data point, the larger its assigned cost for the estimation error of this data point.
The objective for the training of the FSVM model is to minimize the total cost of the estimation error on the whole training dataset. By assigning smaller cost to the outliers and noisy data points, the method itself has also the capability to reduce their influence on the classification hyperplane. Some FSVM approaches have been proposed for tackling imbalanced data [5] , [15] , [29] . The strategy is to assign relatively larger costs to estimation errors on data points in minority class than on those in the majority class. Previous methods proposed to do so are not scalable with large amount of data, as the assigned costs are always definitely positive. The proposed KNN-FSVM can effectively reduce the data size by selecting the borderline data points and assigning zero cost to the other data points, as in FSVM, the borderline data points are more important than the others in defining the classification hyperplane. A strategy is also proposed to calculate the fuzzy membership values of the selected borderline data points considering their positions and local distributions.
A real case study concerns fault detection with real data collected from a braking system in a HST. The data contains 43 features related to the target problem. But not all of them are informative and outliers exist. The experiment results show the effectiveness and efficiency of the proposed methodology.
The rest of the paper is structured as follows. Section 2 presents the concept of FSVM and, then, details of the proposed method are given. The proposed method is, then, verified in Section 3 by a real case study of fault detection of the braking system in a HST. Some conclusions are drawn in Section 4.
II. A KNN-BASED FSVM APPROACH
Multiple challenges need to be solved for fault detection with large amount of data, including the computational burden, imbalanced data, noise and outliers, etc. SVM is an appropriate choice as its solution depends only on a small number of training data points, i.e. the so-called support vectors. In combination with fuzzy theory, we can assign small costs to estimation error on less important data points and null costs to those on noise and outliers. In addition, if the potential support vectors can be justified before training the model, the computational burden of the method can be further reduced.
In this Section, we first review the FSVM method and, then, give details of the proposed methodology for calculating costs of estimation errors (i.e. fuzzy membership values in FSVM) on different data points.
A. Fuzzy support vector machine
Considering a binary classification problem represented by a dataset ( , )| = 1, 2, … , where ∈ ℜ being an ndimensional input vector and ∈ −1, +1 being the class label, FSVM aims at finding the classification hyperplane in the feature space characterized by ( ) that separates the data points into two classes. The classification hyperplane is represented by
and the best classification hyperplane is that with maximal margin and is found by solving the following maximal-margin optimization problem:
However, the datasets can rarely be linearly separable, even if they are mapped into a high-dimensional feature space by ( ) . Slack variables are introduced into the optimization problem, which becomes
with being the slack variable representing the estimation error, being the tradeoff between the maximal margin and the minimal total cost for estimation errors on all the training data points and being the fuzzy membership values reflecting their importances for their own class. The higher the fuzzy membership values, the more important the corresponding data points. The smaller the fuzzy membership values, the smaller the effect of the corresponding data points on the optimal classification hyperplane.
From another viewpoint, if we consider as the cost assigned for an estimation error, then, the misclassification cost for data point ( , ) is . Therefore, FSVM can find a more robust hyperplane by maximizing the margin and allowing some misclassification of less important data points such as outliers and noise.
To solve the optimization problem of FSVM in (3), its dual Lagrange problem is constructed as follows:
. .
with being the Lagrange multiplier and , being the inner product of the feature vectors of and in the feature space, i.e. 〈 ( ), ( )〉.
By solving (4) with its Karush-Kuhn-Tucker (KTT) conditions, the classification hyperplane is represented as
Finally, the decision function of FSVM is given by
B. KNN-based fuzzy membership value calculation
The most important part of FSVM is the calculation of the fuzzy membership values . The state-of-art methods are not scalable with large amount of data. Thus, a KNN-based method is proposed in this paper for fuzzy membership values calculation. The key idea is to assign null membership values to the data points far from the borderline and assign positive values only to the borderline data points, since the classification hyperplane for a SVM model is highly dependent on the borderline data points. Furthermore, the borderline data points are given different values reflecting their corresponding importance. [20] . As shown in Figure 1 , The optimal hyperplane position is constrained largely by the support vectors [27] . The potential support vectors are very probably the data points lying on the border of different classes, i.e. the borderline data points. The computation time of a SVM increases exponentially with the number of data points. Thus, by selecting only the borderline data points to train a SVM model, one can reduce the computational burden and the demand on storage space. FSVM, as a type of SVM, inherits such capabilities. Fig. 1 . Illustration of SVM in a bi-dimensional space [8] .
1) Borderline data points detection
Reverse KNN is used to detect and eliminate the outliers. Data points that are not among the k nearest neighbors of any data point from its own class are judged as outliers and, then, eliminated. The most common and simple way to determine borderline data points is based on KNN [10] . The idea is that the data points having their k nearest neighbors from different classes are the borderline data points. And the other data points having their k nearest neighbors from only one class (not necessarily its own class) are neglected and deleted from the training data set.
2) Fuzzy membership value calculation
Only the borderline data points selected as in Section 2.2.1 are used for training a FSVM model. The method for calculating their fuzzy membership values (the costs for their estimation errors) is detailed in this Section.
Since the data set is imbalanced and normally the minority class is of great interest for the practitioners, the fuzzy membership values of the data points from the minority class should be larger than those of the data points from the majority class [12] . Let be the fuzzy membership value of a data point from the minority class, while being that of a data points from the majority class: a fuzzy membership function is defined, as in [5] , as
with ( ) being a function generating a value between 0 and 1 reflecting the importance of in its own classes. The values of and reflect the class imbalance and > . If = 1, then, = , with < 1. The function ( ) is expressed as a monotone decaying function of a distance measure
with being the steepness of the decay and being a function of two parts, and :
The smaller the distance is, the more important the data point is and the larger its fuzzy membership value is.
The data point having more nearest neighbors from its own class is more important and its fuzzy membership value should be relatively larger [9] . Thus, the first part of (3) reflects the closeness of a data point to the other data points from its own class. Suppose data points out of the k nearest neighbors of a data point , are from the minority class and the rest = − nearest neighbors from the majority class, the value of is calculated as follows,
where is a balancing factor equal or larger than 1. For example, consider a data point from the minority class and a data point from the majority class have both only half of the k nearest neighbor from the minority class. The distance measure in (4) shows that ≥ , because the same situation in KNN occurs more frequently to be real for a data point from the majority class than for a data point from the minority class with imbalanced class distribution. And the correct classification of is more important than .
Even if two data points from the same class have the same value from (4), their importance for the estimation accuracy can still be different. As shown in Figure 2 , the 6 nearest neighbors of these two data points and from the minority class contain both 3 data points from the minority class. (2) gives the same value for these two data points, while their local distributions of the nearest neighbors show that it is more important to classify correctly than , as the nearest neighbors of from the two classes are located on opposite sides of . Thus, the second part of (3) depends on the local distribution of the nearest neighbors of one data point from different classes, including their separability and alignment. In order to express this difference, normal vectors are introduced. Suppose the k nearest neighbors of a data point are noted as , , = 1,2, … , , and the first neighbors are from the minority class and the rest are from the majority class: the normal vectors of the neighbors from the two classes are calculated as
where ‖∎‖ represents the norm of a vector. Then, the value is calculated as
with 〈∎, ∎〉 being the inner product, being a small positive value. Thus, is always a positive value. The inner product of two normal vectors is the cosine of the angle between the two normal vectors. With the same norm of the two normal vectors, i.e. ‖ ‖ = ‖ ‖, the more separable are the data points from the two classes, the smaller is the value . With the same angle between these two normal vectors, the closer the nearest neighbors from the same class, the larger the norm of their normal vector is and the smaller the value is.
Finally, the distance in (2) is expressed as
with being a parameter between 0 and 1 regularizing the importance of the two parts and , , , being the normalized value of , , given by (4) and (6).
The unknown parameters of the proposed method include the regularization term in FSVM, the parameters of the selected kernel method, the steepness parameter in (2), the balancing factor in (4) and the parameter in (7).
III. FAULT DETECTION OF THE BRAKING SYSTEM IN A HST
Experimental results are reported in this Section with comparisons to several benchmark methods including FSVM based on distance to actual hyperplane (FSVM-CIL) in [5] , FSVM based on class certainty of samples (entropy-FSVM) in [13] , SVM with Synthetic Oversampling Technique (SVM-SMOTE) in [9] and SVM with Random UnderSampling (SVM-RUS) in [4] . These benchmark methods are popular for imbalanced data and more details of these methods can be found in the corresponding references. The real data collected from a braking system of a HST is considered for fault detection. The objective is to show the effectiveness of the proposed method, i.e. KNN-FSVM and to justify its efficiency. The experiments are carried out on a server with 4 Intel Xeon CPU E5-4667 V4 @ 2.20 GHz (Broadwell) and 512 Gb of RAM.
The experiment process is shown in Figure 3 . The difference between the training process of the benchmark methods and that of KNN-FSVM is that, for training a KNN-FSVM model, the reverse nearest neighbors method is used as the first step to detect and eliminate the outlier data points and, then, the borderline data points selected by KNN from the cleaned training dataset, form the final training dataset. Data points that have all the k nearest neighbors from its own class are deleted from the training dataset as they are not part of the borderline dataset. These two original steps, i.e. outlier elimination and borderline data points selection are not integrated in the benchmark methods.
The experiment follows an inner-outer-loop five-fold cross validation. The whole dataset is divided into five subsets. Each time one subset is selected as test dataset and the rest form the training dataset. The experiment is repeated five times and the reported results represent the average accuracies. Each time, the five-fold cross validation method is adopted to tune the hyperparameters of all the methods. Considering the imbalanced data, the Area Under the ROC (Receiver Operating Characteristics), or simply AUC, is taken as the accuracy metric in this paper [19] . AUC is an informative single metric for accuracy and it is used in many works on imbalanced data [3] , [16] . Readers can refer to the corresponding references for more details.
A. The case study of the braking system of a HST
The braking system, controlling the deceleration efficiency in case of emergency and normal stops, is a safety-critical system in HST. Various sensors are integrated for monitoring its condition. These variables can be divided into internal variables and external variables. Internal variables are the ones monitoring the condition of a braking system, such as internal temperature, brake effort achieved, suspension pressure, odometer, stop cock closed, etc. External variables are the ones related to the whole train, such as GPS position, traction, speed, line current, line voltage, vehicle driving hours, etc. For one sensor, even if the data are monitored and recorded every hour, there are more than 50 000 values within one year. The amount of data can reach several terabytes and petabytes if the monitoring frequency increases. These data may be used to train data-driven models, which can serve as auxiliary on-board alarming systems in a HST. However, the computer in a HST can not handle such huge data timely and it is necessary to reduce the data size while keeping a comparable accuracy.
In this experiment, the data collected from a braking system of a HST within one year are considered. The objective is fault detection and different types of fault are not distinguished in this experiment. Thus, the output of the collected data is -1 (faulty) and +1 (healthy). There are 43 feature variables in total, related to the system and only 149 out of the available 28996 data points correspond to faulty conditions. The imbalanced ratio reaches 184.6. For confidential concerns, the variables names can not be explicitly given in the manuscript. The monitored variables can be numeric or nominal. As FSVM can only handle numeric data, the nominal data are converted into numeric data.
Between-class separability is used as the criterion for selecting useful feature variables. The between-class separability of the healthy and faulty data with respect to the jth feature variable is defined as follows:
where , and , are the mean and variance of the values of the j-th feature variable of the faulty data, and , and , are the corresponding mean and variance of the healthy data. The features giving a between-class separability lower than a predefined threshold ℎ are eliminated.
Only the variables with a separability value larger than ℎ = 0.1 are selected. Then, the noise and outliers detected by the reverse 22 nearest-neighbors method are deleted from the training dataset. Totally, 601 data points are selected as the borderline data points of which 140 are on the faulty condition. Nearly all the data points on the faulty condition have been kept in the borderline dataset and a large part of the data points on normal condition have been deleted as they are far from the borderline. Table I shows the detailed experiment results including the average AUC values, numbers of negative and positive data points used in the final training datasets, the computation times and the storage requests for calculation. One can observe that the proposed method KNN-FSVM gives slightly worse results than FSVM-hyp-lin and entropy-FSVM, but it uses much less computation time and storage: 0.88s and 0.003 Gb for KNN-FSVM vs +1200s and 5.1 Gb for FSVM-hyp-lin and entropy-SVM. SVM-RUS can also reduce dramatically the data size, but it gives relatively worse results because the randomly selected data points on normal condition may not represent the original data distribution. The demand on computation power and storage is the largest for SVM-SMOTE. And SVM-SMOTE does not give satisfactory results in the case study, as it may oversample also the noise and outliers in the minority class. 
IV. CONCLUSION
The large amount of data paradigm provides opportunities but also poses challenges for fault detection in transportation systems by data-driven methods. In this paper, we focus especially on imbalanced data size, noise and outliers, different importances of data points in the fault detection model and large computational burden. A KNN-based FSVM (KNN-FSVM) method is proposed for reducing data size and reflecting the importance of different training data points. The reverse nearest neighbor method is used to detect outliers in the training dataset, to be deleted. Considering the SVM property that the classification hyperplane lies more likely in the overlapping (borderline) region, we use KNN to justify the borderline points which are, then, the only ones kept in the training dataset, with significant computational burden reduction. A new strategy is proposed for calculating the fuzzy membership values in FSVM, considering the local distribution of the selected borderline data points. The case study concerning a braking system of a HST shows that the proposed method can reduce greatly the computational burden and storage demand for calculation, while keeping a satisfactory classification accuracy. Note that one challenge of the proposed framework is to tune the parameters, especially the k value in KNN. More data points are judged as borderline data points with a larger k value. Thus, a larger k may make the model more robust, but also more time-consuming in processing the data. A good trade-off between robustness and efficiency should be achieved, i.e. a proper stop criterion is necessary for tuning the k value. One possible way is to increase monotonically the k value during the parameters tuning process and to stop this process when the accuracy improvement is no longer significant to the fault detection performance.
