Abstract-In this paper we introduce a new algebraic form for Boolean function representation, called EXORProjected Sum of Products (EP-SOP), resulting in a four level network that can be easily implemented in practice. We prove that deriving an optimal EP-SOP from an optimal Sum of Products (SOP) form is a hard problem (NP NP -hard); nevertheless we propose a very efficient approximation algorithm, which returns in polynomial time an EP-SOP form whose cost is guaranteed to be near the optimum. Experimental evidence shows that for about 35% of the classical synthesis benchmarks the EP-SOP networks have a smaller area and delay with respect to the optimal SOPs (sometimes gaining even 40-50% of the area). Since the computational times required are extremely short, we recommend the use of the proposed approach as a postprocessing step after SOP minimization.
I. INTRODUCTION
The classical approach to logic synthesis is the minimization of two-level Sum of Products (SOP) networks [1] , [2] . In this framework the resulting network has a very low delay, thanks to the fixed number of levels, and the SOP expression can be computed in a reasonable amount of time. To build networks with a more compact area, multi-level network synthesis has been proposed and widely studied [3] , [4] . The drawbacks of this approach are the unbounded number of levels (and therefore the longer delay), as well as the much larger computational time required to synthesize the network. In an attempt to establish an effective trade-off between these two opposite approaches, recent studies have proposed the optimization of networks with a fixed number of levels (typically, three or four) [4] , [5] , [6] , [7] . Sasao statistically showed that three levels of logic are enough to produce a minimal network for most of the Boolean functions; and in many cases threelevel logic is a good compromise between circuit speed, circuit size, and minimization time [8] . Three and fourlevel logic networks are typically more compact than the corresponding SOPs, but the time required to compute them can be much longer.
The aim of this paper is to define a network with a bounded number of levels, that can be easily implemented in practice and synthesized in a competitive time with respect to two-level synthesis. For this purpose, we propose a four-level network, EXOR-Projected Sum of Products (EP-SOP), which can be built in a very fast post-processing step from an optimal two-level SOP. We first define the algebraic form of EP-SOP networks, and prove that deriving an optimal EP-SOP from an optimal SOP form is a hard problem (NP NP -hard). We then describe an approximation algorithm, which returns in polynomial time an EP-SOP form whose cost is guaranteed to be near the optimum. Our experimental results show that in about 35% of the classical synthesis benchmarks the EP-SOP obtained has a smaller area and delay with respect to the optimal SOP form (sometimes gaining even 40-50% of the area). The computational times required are extremely short, thus recommending the use of this approach as a post-processing step after SOP minimization.
Before formally defining the EP-SOP forms, we introduce them informally through an example. Let us consider the Boolean function f shown on the left side of Figure 1 . An optimal SOP representation for f is φ = x 1 x 2 x 3 + x 1 x 2 x 3 + x 1 x 2 x 3 + x 1 x 2 x 3 + x 3 x 4 . The right side of Figure 1 represents the projections of f onto the two subspaces where x 1 = x 2 and x 1 = x 2 , respectively. As described in the Karnaugh maps on the right side of the figure, the projection of f onto the space x 1 = x 2 is covered by the optimal SOP form x 3 + x 3 x 4 , and its projection onto the space x 1 = x 2 is covered by x 3 . Notice that both SOP forms are much more compact than the original one, because minterms which were not adjacent in the original Karnaugh map, now form new larger prime cubes. For example, the two products x 1 x 2 x 3 and x 1 x 2 x 3 , which cannot be merged in the original Karnaugh map, correspond to the products x 2 x 3 and x 2 x 3 , which can be unified into product x 3 in the lower Karnaugh map on the right side.
Since the two subspaces, x 1 = x 2 and x 1 = x 2 , have characteristic functions equal to (x 1 ⊕ x 2 ) and ( Figure 2 shows how this form can be easily implemented by using a single 2-fan-in EXOR gate and two PLAs.
As the previous example shows, the products of a generic SOP φ can be classified into two subsets: those that are entirely included into one of the two subspaces Figure 1 the product x 1 x 2 x 3 belongs entirely to subspace x 1 = x 2 ) and those that intersect both of them, which we will call crossing products (for example, in Figure 1 the product x 3 x 4 ). In general, it is not always convenient to project a crossing product, since this produces two smaller products, which reside into the two subspaces. Therefore, we can choose whether projecting the crossing products or keeping them unprojected. In the second case, the resulting expression also includes a SOP form (called remainder) containing all the crossing products. We call the overall form EP-SOP with remainder. Figure 3 reports the same example of Figure 1 , in which the unique crossing product x 3 x 4 is not projected. In this case, the resulting EP-SOP with remainder form is f ≡ (
We can observe that EP-SOP expressions can be seen as Boolean factorized forms. Factorization of literal terms is a widely studied field in multi-level logic [4] , [9] . Most of the proposed methods produce disjoint factorization (see [3] for an introduction). In contrast, the factorization of an EP-SOP form is not disjoint since a literal can stay simultaneously in the projected SOPs and in the corresponding EXORs. For example in the EP-SOP form (
the literal x 2 appears in the EXORs and in the SOPs. Finally, EP-SOP forms share some similarities with another model of Boolean function representation: the Linearly-Transformed BDDs (LTBDDs) [10] . LTBDDs are binary decision diagrams whose nodes are labeled with EXORs of set of variables, instead of just single variables. Thus, the node on the first level of a LTBDD, if labeled with an EXOR of variables, defines the same kind of decomposition on which EP-SOPs are based.
II. EP-SOP REPRESENTATION
The following two sections formally describe EP-SOP expressions with and without remainder, and show how to derive them from an original SOP form. 
A. EP-SOP without remainder
Let us consider a SOP form φ, and a couple of variables x i and x j , where w.l.o.g. i < j. The space {0, 1} n can be partitioned into two disjoint subspaces: the space defined by the characteristic function χ ⊕ = (x i ⊕ x j ), i.e., the space where x i = x j , and its complement defined by the function χ ⊕ = (x i ⊕ x j ), i.e., the space where
We can write φ as the sum (union) of its two projections, φ ⊕ and φ ⊕ , onto these two spaces. Even if the projections allow us to eliminate a variable ad libitum between x i and x j , we always remove x i (the one with lower index). In order to perform the two projections we must project one by one the products p ∈ φ, considering four cases.
. . , p m } project p using the following strategy: 1) If p contains both x i and x j (possibly complemented), i.e., p = x i x j q, p has no projection onto the subspace where x i = x j . Thus, no product will be added to φ ⊕ . By contrast, the projection of p = x i x j q onto the subspace where x i = x j gives the product x j q, which will be added to φ ⊕ . The three other cases
can be handled in a similar way. 2) If p contains x i (possibly complemented) and not x j , i.e., p = x i q, the projection of p onto the subspace where x i = x j gives the product x j q, which will be added to φ ⊕ . The projection of p onto the subspace where x i = x j gives the product x j q, which will be added to φ ⊕ . The other case (p = x i q) can be handled in a similar way: x j q will be added to φ ⊕ , and x j q will be added to φ ⊕ . 3) If p contains x j (possibly complemented) and not x i , i.e., p = x j q, the projections of p onto both subspaces leave the product unchanged, thus p = x j q will be added to both φ ⊕ and φ ⊕ . The other case (p = x j q) can be handled in the same way, by adding p to both φ ⊕ and φ ⊕ . 4) If p does not contain x i , x i , x j , x j , the projections of p onto both subspaces leave the product unchanged: p will be added to both φ ⊕ and φ ⊕ . Observe that the last three types of products are indeed crossing products, which are projected onto the two spaces, while the products containing both x i and x j are projected only onto one of the spaces.
For example, let us consider the Boolean function f shown on the left side of Figure 1 .
Suppose to project φ onto the spaces (x 1 ⊕ x 2 ) and (x 1 ⊕ x 2 ). The first product in φ contains both x 1 and x 2 , thus it is not a crossing product (case 1 of Algorithm 1), since x 1 is complemented and x 2 is not complemented we project p onto the space (
The unique crossing product of φ is x 3 x 4 since it does not contain x 1 and x 2 . This product will be inserted in both the spaces, without any literal removal. The overall projection will return the form (
. Note that the SOP forms of the projected spaces are not minimal. Minimizing them we obtain (x 1 ⊕ x 2 ) x 3 + (x 1 ⊕ x 2 ) (x 3 + x 3 x 4 ). We can now formally define the minimal EP-SOP expressions. These forms can be derived starting from a SOP representation φ of a Boolean function f in two steps. First we project φ onto the two subspaces (x i ⊕ x j ) and (x i ⊕ x j ), as explained before, and we obtain the following expression.
Definition 1: Let f : {0, 1} n → {0, 1}, and let φ be a SOP representation of f . Given a couple of variables x i and x j , the
After the projection, we can further minimize the two SOPs φ ⊕ and φ ⊕ in order to minimize the EP-SOP ξ ij .
Definition 2: Let f : {0, 1} n → {0, 1}, and let φ be a SOP representation of f . Given a couple of variables x i and x j , the Minimal (i, j)-EP-SOP of f is the expression ξ 
In the previous definitions we have fixed a single couple of variables, but we are interested in finding the minimal EP-SOP representation of a Boolean function, i.e., the expression containing the minimum number of products among all possible minimal EP-SOP w.r.t. any couple of variables. Let |φ| denote the number of products in a SOP φ, and |ξ| = |φ ⊕ | + |φ ⊕ | the overall number of products in an EP-SOP ξ.
Definition 3: The Minimal EP-SOP representation of a Boolean function f is given by the EP-SOP expression
B. EP-SOP with remainder
As already noted, when we project a SOP form onto the two spaces (x i ⊕ x j ) and (x i ⊕ x j ), some products will appear only once in the final expression, precisely the products containing the two literals defining the projection spaces, while the other products (crossing products) will appear twice, one in each projected SOP.
In order to keep the number of products as small as possible, we introduce the notion of EP-SOP with Remainder.
Algorithm 2: (Projection onto (x i ⊕x j ) and (x i ⊕x j ) for EP-SOP with remainder) Given a SOP form φ =
. . , p m } project p or insert it in the remainder ρ using the following strategy:
1) If p contains both x i and x j follow case 1 of Algorithm 1, 2) Otherwise (p is a crossing product) insert p in the remainder. For example, let us consider the Boolean function f shown on the left side of Figure 1 . The unique crossing product of φ is x 3 x 4 since it does not contain x 1 and x 2 . This product will be inserted now in the remainder. The overall projection will return the form:
Minimizing the projected SOPs we obtain
Definition 4: Let f : {0, 1} n → {0, 1}, and let φ be a SOP representation of f . Given a couple of variables x i and x j , the (i, j)-EP-SOP with Remainder of f is the expression
where φ ⊕ and φ ⊕ are the two projections of the products of φ containing both x i and x j (possibly complemented) onto the spaces (x i ⊕ x j ) and (x i ⊕ x j ), respectively, and ρ is the sum of all crossing products of φ.
Again for this form we can further minimize the projected SOPs φ ⊕ , φ ⊕ and the remainder ρ in order to obtain a more compact expression:
Definition 5: Let f : {0, 1} n → {0, 1}, and let φ be a SOP representation of f . Given a couple of variable x i and x j , the Minimal (i, j)-EP-SOP with Remainder of f is the expression ψ
, where φ 
| .
If we start from a minimal SOP, then the remainder is already minimal, i.e., the number of its products cannot be further reduced: |ρ (min) | = |ρ|. We cannot decide in advance which one of the two EP-SOP expressions (with or without remainder) is more compact. On one hand, if we project the crossing products onto the two spaces we could further minimize them. On the other hand it could be more convenient to keep them in the remainder.
For example, consider the minimal SOP form φ = x 1 x 2 x 3 + x 1 x 2 x 3 + x 3 x 4 , and the couple x 1 and x 2 . The minimal (1, 2)-EP-SOP without remainder is
The form with remainder is clearly more compact.
Alternatively, consider the minimal SOP form φ = x 1 x 2 x 3 x 4 +x 1 x 2 x 3 x 4 +x 1 x 2 x 3 +x 1 x 2 x 3 x 4 +x 1 x 3 x 4 + x 2 x 3 x 4 , and the couple x 1 and x 2 . The minimal (1, 2)-EP-SOP without remainder is (x 1 ⊕ x 2 ) (x 3 x 4 + x 3 x 4 ) + (x 1 ⊕ x 2 ) (x 2 x 3 + x 3 x 4 ), while the minimal (1, 2)-EP-SOP with remainder is (x 1 ⊕ x 2 ) (x 3 x 4 ) + (x 1 ⊕ x 2 ) (x 2 x 3 + x 3 x 4 ) + x 1 x 3 x 4 + x 2 x 3 x 4 . In this case the form without remainder is more compact.
III. APPROXIMATION ALGORITHMS
Consider the following problem: given an optimal SOP form φ for a Boolean function f and a fixed couple of variables x i and x j , find a minimal (i, j)-EP-SOP of f . We now briefly analyze its computational complexity.
Since projecting φ is easy (polynomial), as shown in Section II, the core of the problem is the minimization of the two projected SOPs. In general φ Notice that the more common projections of a minimal SOP form φ onto the spaces x i and x i (Shannon projections) are guaranteed to be minimal. For example, given the minimal SOP form φ = x 1 x 2 x 3 + x 1 x 2 x 3 + x 1 x 3 x 4 the projection (Shannon decomposition) with respect to x 1 and x 1 is φ = x 1 (x 2 x 3 ) + x 1 (x 2 x 3 + x 3 x 4 ), and the two projected SOP forms are still minimal.
In [11] , the decision version of the problem of finding a minimal SOP representation of a Boolean function f starting from any SOP for f (SOP-2-MIN SOP) has been proved to be NP NP -complete. Finding φ (min) ⊕ and φ (min) ⊕ from φ ⊕ and φ ⊕ when the starting SOP φ is minimal, could nevertheless be an easy (polynomial) problem? Actually the answer to this question is negative, since the problem under study turns out to be at least as difficult as SOP-2-MIN SOP, i.e., it is NP NPhard (see [12] for more details). However we now show how it is possible to find a good solution to the EP-SOP minimization problem in polynomial time.
In a minimization framework, a p-approximation algorithm (i.e., an algorithm with approximation ratio p) guarantees that the cost C of its solution is such that C/C * ≤ p, where C * is the cost of an optimal solution [13] .
We now describe a polynomial approximation algorithm for the problem of finding the minimal EP-SOP (minimal EP-SOP with remainder) representation of a function f starting from a minimal SOP φ for f that guarantees an approximation ratio of 4 (2) .
The main idea is to select the most frequent couple of variables in the minimal SOP representation, and project the expression w.r.t. this couple. Since the products including both variables appear only in one of the two projection spaces, the purpose of this choice is to project the largest possible number of products on a single subspace. The two projected SOPs will be further synthesized with SOP polynomial heuristics. The choice of the most frequent couple of variables is not necessarily optimal, because the two resulting SOPs need a further optimization, and a different couple of variables could give an overall smaller form after reoptimization. The overall algorithm is described below. Algorithm 3: (Construction of EP-SOP) Given a minimal SOP expression φ.
1) Select the couple of variables x i and x j simultaneously appearing (possibly complemented) with the highest frequency in the products of φ. 2) Project φ onto the spaces (x i ⊕ x j ) and (x i ⊕ x j ) as described in Algorithms 1 or 2. 3) Minimize the two projected SOPs using a polynomial time heuristic (e.g., ESPRESSO). Notice that the two versions (with remainder and without) differ only in the projection Step 2 discussed in Section II. The three steps can be performed in polynomial time. Algorithm 3 is a 4-approximation (2-approximation) algorithm for the problem of finding a minimal EP-SOP without (with) remainder as stated in the following theorems. The approximation guarantee derives from the fact that the reoptimization phase on the two subspaces can at most divide by two the size of the SOPs (see [12] for the proofs and more details). In the best case ν = |φ|, and |ξ
Theorem 2: Let ψ MIN be a minimal EP-SOP with remainder of a Boolean function f , and ψ (alg) be the EP-SOP with remainder derived by Algorithm 3. Then
As a final observation, we would like to point out that the couple of variables, say x i and x j , with the highest frequency in general does not guarantee that
, as the following counterexample shows. Let us consider the minimal SOP φ = x 1 x 2 x 3 x 4 + x 1 x 2 x 3 x 4 + x 1 x 2 . We want to find the two minimal EP-SOP forms. The couple of variables with the highest frequency is x 1 and x 2 . The approximation algorithm computes the form without remainder
, and the form with remainder ψ
IV. EXPERIMENTAL RESULTS
In this section we discuss the computational results obtained by applying the algorithm presented above to the well known ESPRESSO benchmark suite [14] . We consider four different variants of our algorithm. In fact, we address the minimization of the EP-SOP form both with and without remainder, in order to estimate the practical utility of either form. Moreover, as most benchmarks have multiple outputs, the definition of the most frequent couple of variables can be referred either to the whole set of outputs (global frequency) or to each single output (local frequency). In the former case, we will determine a single couple of variables. In the latter case, we will find the most frequent couple of variables for each different output and perform independent projections, obtaining separate EP-SOP forms for the outputs which have been projected onto different couples of subspaces. In both cases all the SOP forms are synthesized together with multi-output synthesis. Combining the two approaches related to the use of the remainder and to the global and local frequency, we obtain four different algorithms, respectively denoted as NG (no remainder and global frequency), NL (no remainder and local frequency), RG (remainder and global frequency), RL (remainder and local frequency). All computational experiments were performed on a Pentium 1.6 GHz processor with 1 GB RAM. We report in the following only a significant subset of the experiments. Table I reports a cost-oriented comparison among the original optimal SOP forms determined by ESPRESSO EXACT and the EP-SOP forms yielded by the four algorithms: the first column reports the name of the instance, the following five triples of columns report the computational time in seconds, together with the area and the delay of physical implementations for the five expressions. These were evaluated using a technology mapping (mcnc.genlib) provided by the SIS [15] tool.
The computational time for the EP-SOP forms does not include the time required to compute the optimal SOP form (which is shown in the second column), but only the time to factorize it and to heuristically minimize its projections. As the results show, the overhead added by the last two steps is quite limited.
The physical implementation of the EP-SOP forms also include one or more EXOR gates, whose cost cannot be neglected, as our results clearly show. First of all, the EXOR part of the network can be expensive, depending on the technology adopted. Second, some functions benefit from the multi-output minimization: common products can be shared, thus reducing the overall area. Comparing the performances of the four algorithms one to another, we can note how this fact particularly affects the performance of the algorithms NL and RL referring to the local definition of frequency, while the algorithm performing better seems to be the RG algorithm. It should be noticed, however, that the gain obtained by the EP-SOP form is on about 35% of the instances, and can be quite striking: the gain on instance adr4 exceeds 50% and for many other instances (e.g., root, z4) it exceeds 40%. Apart from algorithm NL, which only equals some best result, even the less effective of the other three algorithms, that is RL, improves by 45% the cost of instance f51m. Even if the algorithm does not take into account the delay of the network, and, moreover, the EP-SOP networks have four levels instead of two, the experimental results show that, most of the time, when the area of the EP-SOP improves w.r.t. that of the original SOP, also the delay is reduced. This could be a result of the lower fan-in of the gates.
Given that the time required to obtain such improvements is rather limited, it appears to be an advisable post-processing strategy to evaluate the EP-SOP forms as a possible alternative to the optimal SOP forms.
We have further investigated whether the Boolean factorization proposed in the present paper actually differs from similar techniques already known in the literature and applied in synthesis tools. We have applied the multilevel synthesis routines (script.rugged) of SIS to the optimal SOP forms and to the four EP-SOP forms, in order to find out whether they end up with a similar final structure or not. In some cases (e.g., b2, exps and in1), SIS was unable to process the optimal SOP form (in a limit time of 12 hours). Starting from the EP-SOP forms, this happened only for instance in1, and only for the two EP-SOP forms with remainder. Only few times the final results were identical (10%), and half of the times the final result obtained starting from an EP-SOP was better than the one obtained from the optimal SOP.
V. CONCLUSION Although deriving an optimal EP-SOP form from an optimal SOP form is an NP NP -hard problem, in this paper we have described a polynomial time approximation algorithm which guarantees a near-optimal solution. We propose this algorithm as a post-processing step after the SOP synthesis, in order to possibly reduce the area of the resulting network. Our experiments show that in about 35% of the considered benchmarks the area obtained is smaller, sometimes even by 40-50%.
It could be an interesting development to study different kinds of projection, such as dividing the Boolean space into subspaces whose characteristic functions are represented by EXORs with more than two literals. Given the similar nature of the problem, it could also be interesting to study the relationship between Linear Transformed BDDs [10] and EP-SOP forms.
