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Abstract
The purpose of this paper is to construct maximal curves over large 'nite 'elds using linearized
permutation polynomials. We also study linearized permutation polynomials under 'nite 'eld
extensions. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let Fq be the 'nite 'eld with q elements and X be an absolutely irreducible, pro-
jective, and nonsingular curve over Fq. By Hasse–Weil theorem the number N (X) of
Fq-rational points of X is bounded by
N (X) ≤ q+ 1 + 2g√q;
where g is the genus of X and curves attaining this bound are called maximal curves.
They have been intensively studied recently [4,5,13]. It is well known that the curves
de'ned over Fq2 by
ym = xq + x
with m | (q+ 1) are maximal curves over Fq2 of genera g= (q− 1)(m− 1)=2 (see for
example [11, VI. 4.2]).
1 A part of this paper was written while the author was visiting Universit*at GH Essen under a grant of
DAAD (German Academic Exchange Service).
E-mail address: ozbudak@math.metu.edu.tr (F. *Ozbudak).
0022-4049/01/$ - see front matter c© 2001 Elsevier Science B.V. All rights reserved.
PII: S0022 -4049(00)00112 -2
88 F. Ozbudak / Journal of Pure and Applied Algebra 162 (2001) 87–102
A curve over Fq of genus g is called special if its L-polynomial is L(t) = 1+ qgt2g.
A special curve over Fq of genus g is a maximal curve over Fq2g (see e.g., [8]).
A polynomial f(x) ∈ Fq[x] is called a permutation polynomial over Fq if the mapping
 → f() is bijective on Fq.
In this paper we study linearized permutation polynomials f(x)= a0x+ a1xq + · · ·+
an−1xq
n−1 ∈ Fqn [x] under 'nite 'eld extensions and curves of the form
X: y2 = f(x) = a0x + a1xq + · · ·+ an−1xqn−1 ;
where a0an−1 	= 0. Firstly, we 'nd such linearized permutation polynomials f(x) that
f(x) is a permutation polynomial over Fqns for 1 ≤ s ≤ (qn−1 − 1)=2. Therefore using
the properties of the coeIcients of the L-polynomial of X, we show that X is special
over Fqn and hence maximal over Fq2ng with g= (qn−1 − 1)=2.
After obtaining the results of the paper, we have been informed by the very recent
paper of Garcia et al. [3]. They 'nd more examples of maximal curves. However, we
'nd in particular special curves over Fqn of genus g=(qn−1−1)=2, and hence maximal
curves over Fq2ng by a completely diJerent and elementary method. Moreover we also
give some results on permutation polynomials, a connection of these two problems,
and construction of some other interesting curves by our method.
In Section 2, we give some connections of special curves and permutation poly-
nomials. We study particularly linearized permutation polynomials in Section 3. Sec-
tion 4 consists of explicit constructions and a generalization. We prove our statements
in Section 5.
2. Special curves and permutation polynomials
In this section we give an observation on the coeIcients of the L-polynomials of
curves of the form ym=f(x), m ≥ 2, m | (q−1), and f(x) is a permutation polynomial
over Fq.
First we give a general lemma for curves.
Lemma 2.1. Let X be an absolutely irreducible; projective; and nonsingular curve
over Fq of genus g; L(t) = 1 + a1t + · · ·+ a2gt2g =
∏2g
i=1(1− it) be its L-polynomial;
Sr = −
∑2g
i=1 
r
i for r ≥ 1 and m ≥ 1 be an integer. If Sr = 0 when m - r for r ≥ 1;
then ai = 0 for i ≥ 1; m - i and otherwise
asm =
∑
c1 + 2c2 + · · ·+ scs = s
ci ≥ 0
Sc1m S
c2
2m : : : S
cs
sm
(c1!)(c2!) : : : (cs!)1c12c2 : : : scsmc1+c2+···+cs
for s ≥ 1
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Remark 2.2. When m = 1, we 'nd ai in terms of S1; S2; : : : ; Si, i ≥ 1 for a general
curve.
Now we state our observation.
Proposition 2.3. Let Fq be a :nite :eld with q elements; m ≥ 2; m | (q−1); and ym=
f(x) be a curve of genus g. If f(x) ∈ Fq[x] with gcd(degf;m) = 1 is a permutation
polynomial over Fqr for r = 1; 2; : : : ; g; then it is a special curve over Fq and hence a
maximal curve over Fq2g .
Remark 2.4. (1) We 'nd explicit examples of such permutation polynomials from
linearized polynomials. In fact using the duality of the coeIcients of L-polynomials,
i.e. a2g−i = qg−iai for 0 ≤ i ≤ g, and the properties of the polynomial f(x), we need
to check Sr only for some of these extensions r (see Section 4).
(2) When only S1 = S2 = · · ·= Sg−1 =0, then the Jacobian of the curve ym=f(x) is
Fqg -isogenous to a product of g identical elliptic curves (see e.g., [2, Proposition 2.3]).
(3) Using Lemma 2.1 and Proposition 2.3, we 'nd conditions on permutation poly-
nomial f(x) to construct a curve of this form with other types of L-polynomials.
As an inverse application of Hasse–Weil theorem, we obtain the following on per-
mutation polynomials under 'nite 'eld extensions, which itself seems to be interesting.
Proposition 2.5. Let Fq be a :nite :eld with q elements; q be odd; and f(x) ∈ Fq[x]. If
V is a set of positive integers containing a multiple of s for each s=1; 2; : : : ; 2(degf−
1)=2; then f(x) cannot be a permutation polynomial over Fqs for all s ∈ V . However;
there exist :nite :elds Fq even with linearized permutation polynomials f(x) in Fq[x]
which are permutation polynomials over Fqs for each s= 1; 2; : : : ; (degf − 2).
3. Linearized permutation polynomials under  nite  eld extensions
In this section we 'rst 'nd an eJective criterion for linearized polynomial f(x) =
a0x+ a1xq + · · ·+ an−1xqn−1 ∈ Fqn [x] to be a permutation polynomial over Fqns for any
n; s ≥ 1.
Theorem 3.6. Let Fq be a :nite :eld with q elements; and f(x) = a0x+ a1xq + · · ·+
an−1xq
n−1 ∈ Fqn [x]. Moreover let
Af(w) =


a0 a1 a2 · · · an−1
aqn−1w a
q
0 a
q
1 · · · aqn−2
aq
2
n−2w a
q2
n−1w a
q2
0 · · · aq
2
n−3
...
...
...
...
aq
n−1
1 w a
qn−1
2 w a
qn−1
3 w · · · aq
n−1
0


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and hf(w) = det Af(w). Then hf(w) ∈ Fq[w] and f(x) is a permutation polynomial
over Fqns if and only if hf(w) 	= 0 for any w satisfying ws = 1 in a suitable :nite
extension of Fqn .
Remark 3.7. (1) This is an eJective generalization of the well-known result of case
s= 1 (see [9, p. 362]).
(2) A polynomial g(x) ∈ Fq[x] is called an exceptional polynomial over Fq if it
is a permutation polynomial for in'nitely many extensions of Fq (see e.g., [6]). As
a corollary, Theorem 3.6 implies that a linearized permutation polynomial f(x) ∈
Fqn [x] of degree ¡qn is an exceptional polynomial over Fqn if and only if f(x) is
a permutation polynomial over Fqn . Indeed, if f(x) ∈ Fqn [x] of degree ¡qn is a
linearized permutation polynomial over Fqn , then f(x) is a permutation polynomial
over Fqnpl for any l= 1; 2; : : :, where p= char Fq is the characteristic of Fq.
Let n; s ≥ 1, and R(q)nsn = {
∑ns−1
i=0 aix
qi | ai ∈ Fqn} be a ring with usual addition
+ and composition ◦ modulo (xqns − x) as multiplication. R(q)nsn is noncommutative
in general and its invertible elements are exactly the linearized permutation polyno-
mials of the form f(x) = a0x + a1xq + · · · + ans−1xqns−1 ∈ Fqn [x] over Fqns . It is
well-known that R(q)nn is isomorphic to the ring Mat(Fq; n) of n× n matrices over Fq
(see [1, Theorem 2:1]). Brawley et al. observed the fact that R(q)nsn is isomorphic to
Mat(Fq[x]=(xs−1); n), the ring of n×n matrices with coeIcients from the residue class
ring of Fq[x]=(xs − 1) (see [1, Theorem 3:1]). However we noticed that the isomor-
phism they constructed is not valid for n ≥ 2, s ≥ 2. Indeed they de'ned a bijection
 : Mat(Fq[x]=(xs − 1); n) → R(q)nsn such that for a given A ∈ Mat(Fq[x]=(xs − 1); n)
with (A) =
∑ns−1
i=0 aix
qi , A ∈ Mat(Fq; n) if and only if ai = 0 for i ≥ n (see [1,
Eqs. (3:6) and (3:7)]). Hence let A = −1(xq
n−1
) ∈ Mat(Fq; n). If  were an isomor-
phism, (A2)= xq
n−1 ◦ xqn−1 = xq2n−2 mod (xqns − x), which is a contradiction for n ≥ 2
and s ≥ 2. We prove the fact by constructing an explicit isomorphism for all cases. In
case s | (q− 1) we give another isomorphism which is even free from the choice of a
basis of Fqn over Fq.
Theorem 3.8. R(q)nsn is isomorphic to Mat(Fq[x]=(xs − 1); n). Moreover if s | (q − 1);
let w be a primitive sth root of unity in Fq, ci ∈ Fqn satisfying c1+q+q
2+···+qn−1
i = w
i;
and
Hi(x) =
ci
s
s−1∑
j=0
wijxq
nj+1 ∈ R(q)nsn
for i = 0; 1; : : : ; s− 1. Then
R(q)nsn ∼=
s−1⊕
i=0
〈Hi(x)〉
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and
〈Hi(x)〉 ∼= R(q)nn ∼= Mat(Fq; n)
for i = 0; 1; : : : ; s− 1.
4. Explicit construction of special curves using linearized permutation polynomials
In this section we explicitly construct special and hence maximal curves using lin-
earized permutation polynomials.
Theorem 4.9. Let Fq be a :nite :eld with q elements; p=char Fq ¿ 2; n ≥ 2; f(x)=
a0x+ a1xq + · · ·+ an−1 xqn−1 ∈ Fqn [x] and hf(w) ∈ Fq[w] be the polynomial of degree
≤ n−1 as de:ned in Theorem 3:6. If a0an−1 	= 0; and one of the following conditions
holds:
(1) hf(w) is a primitive polynomial of degree n− 1 over Fq; or
(2) f(x) is a permutation polynomial over Fq2nk for k = 1; 2; : : : ; g=2 and n is odd;
or
(3) f(x) is a permutation polynomial over Fqnk for k = 1; 2; : : : ; g;
then the curve
X : y2 = f(x) = a0x + a1xq + · · ·+ an−1xqn−1
is special over Fqn and hence maximal over Fq2ng ; where g=(qn−1− 1)=2 is the genus
of the curve.
In general when m ≥ 2, we give the following proposition.
Proposition 4.10. Let Fq be a :nite :eld with q elements; m ≥ 2; m | (q− 1); n ≥ 1;
gcd(n; m) = 1; c0; c1; : : : ; cn−1 ∈ Fqn ; and c0cn−1 	= 0. Moreover let X be the curve
X : ym = c0x + c1xq + · · ·+ cn−1xqn−1
of genus g=(qn−1− 1)(m− 1)=2; with L(t)= 1+ a1t+ · · ·+ a2gt2g =
∏2g
i=1(1− it) its
L-polynomial and Sr =−
∑2g
i=1 
r
i for r ≥ 1. Then Sr = 0 if gcd(m; r) = 1. Moreover
if m is prime and asm =0 for sm ≤ g; then the curve X is special over Fqn and hence
maximal over Fq2ng .
Now we construct curves applying Theorem 4.9. We assume here that Fq is a 'nite
'eld with q elements and q is odd.
Case gcd(n; (qn−1 − 1)) = 1; n ≥ 2: Let a0; a1; : : : ; an−1 ∈ Fq and a0 	= 0. Using
Theorem 1:1, f(x) = a0x + a1xq + · · · + an−1xqn−1 is a permutation polynomial over
Fqns if and only if h(w) = a0 + a1w + a2w2 + · · · + an−1wn−1 	= 0 for all w where
wns =1. Let a0; a1; : : : an−1 be chosen so that h(w) is a primitive polynomial of degree
n− 1. Then h(w) = 0 implies wqn−1−1 = 1 and wk 	= 1 for 1 ≤ k ¡ (qn−1 − 1). Since
gcd(n; (qn−1 − 1)) = 1, h(w) = 0 for wns = 1 implies (qn−1 − 1) | s. Therefore, f(x) is
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a permutation polynomial over Fqns for s= 1; 2; : : : ; (qn−1 − 1)=2 = g and by Theorem
4.9 the curve
y2 = f(x)
is special over Fqn and hence maximal over Fq2ng .
Case f(x)= xq− ax; a ∈ F∗qn ; n ≥ 1: Observe that f(x) is a permutation polynomial
over Fqns if and only if as(1+q+···+q
n−1) 	= 1 by Theorem 3.6. Let order of a ∈ F∗qn be
l(q− 1), i.e. a positive integer multiple of (q− 1), and
l(q− 1)
gcd(l(q− 1); (1 + q+ · · ·+ qn−1)) ¿
q− 1
2
(4.1)
or
n is odd and min
{
k
l(q−1)
gcd(l(q−1); (1+q+ · · ·+qn−1)) : even integer; k∈Z
+
}
¿
q− 1
2
: (4.2)
Then y2 = f(x) is a special curve over Fqn and hence a maximal curve over Fq2ng
by Theorem 4.9. Indeed if f(x) is not permutation over Fqns , then as(1+q+···+q
n−1) = 1.
Since the order of a in Fqn is l(q− 1), this implies l(q− 1) | s(1+ q+ · · ·+ qn−1) and
hence
s ≥ l(q− 1)
gcd(l(q− 1); (1 + q+ · · ·+ qn−1)) ¿
q− 1
2
:
However genus =(q− 1)=2.
Note that since gcd(q− 1; 1 + q+ · · ·+ qn−1) | n, the conditions
min
{
k
q− 1
n
: integer; k ∈ Z+
}
¿
q− 1
2
and
n is odd and min
{
k
q− 1
n
: even integer;∈ Z+
}
¿
q− 1
2
are stronger than conditions (4.1) and (4.2), respectively.
Let m | (q+1), aq+1=1, and f(x)=xq−ax. Then f(x) is not a permutation polynomial
over Fq2 and in fact the image of f in Fq2 is the set of zeroes of h(x) = xq + aqx.
Therefore if  	= 0 is in the image of f in Fq2 , then  is an mth power in F∗q2 if
and only if (−aq)(q+1)=m =1. Thus if (−aq)(q+1)=m =1, then the number of Fq2 -rational
points of ym = xq − ax is
Nq2 = 1 + q+ mq(q− 1) = q2 + 1 + 2q
(m− 1)(q− 1)
2
since all aIne non-zero elements of P1Fq2 splits in the covering y
m=xq−ax and hence
it is a maximal curve over Fq2 with genus g=(m−1)(q−1)=2. Moreover if m | (q+1),
aq+1 = 1, but (−aq)(q+1)=2 	= 1, then the curve y2 = xq − ax has q+ 1 = q2 + 1− 2gq
Fq2 -rational points so that it is a minimal curve over Fq2 .
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Case n= 3: Let a0; a1; a2 ∈ Fq3 , and f(x) = a0x + a1xq + a2xq2 . Then
hf(w) = det

 a0 a1 a2aq2w aq0 aq1
aq
2
1 w a
q2
2 w a
q2
0

= N (a0) + w(N (a1)− Tr(a0aq1aq22 )) + w2N (a2);
where N (x) = xq
2+q+1 and Tr(x) = x + xq + xq
2
.
Claim. There exists a0 ∈ F∗q3 and a1 ∈ Fq3 such that
h(w) = w2 + w(N (a1)− Tr(a0a1)) + N (a0)
is primitive for large q.
By Theorem 4.9, this gives a special curve
y2 = a0x + a
q2
1 x
q + xq
2
over Fq3 and hence a maximal curve over Fq6g , g= (q2 − 1)=2.
Proof of the Claim. Let Sa = {(a0; a1) ∈ Fq3 × Fq3 |N (a1)− Tr(a0a1) = a} for a ∈ Fq.
Then Sa ∩ Sb = ∅ if a 	= b and
∑
a∈Fq #Sa = q
3q3 = q6. Moreover #S0 = 2q5 + q3 − 2q2.
Indeed
(a0; a1) ∈ S0 and a1 	= 0⇒ aq
2+q+1
1 = a0a1 + a
q
0a
q
1 + a
q2
0 a
q2
1 ;
1 = Tr(
a0
aq
2+q
1
):
Given c ∈ F∗q3 , a0=aq
2+q
1 = c is uniquely determined in terms of a0 for given a1 ∈ F∗q3 .
Moreover since gcd(q3 − 1; q2 + q) = 2, if a0=aq
2+q
1 = c is solvable in terms of a1 for
given a0 ∈ F∗q3 , then it has two distinct solutions. Therefore
#
{
(a0; a1) ∈ Fq3 × Fq3 |
a0
aq
2+q
1
= c
}
= 2(q3 − 1)
for any c ∈ F∗q3 . Thus
#
{
(a0; a1) ∈ Fq3 × Fq3 |Tr(
a0
aq
2+q
1
) = 1
}
= q22(q3 − 1)
and
#S0 = q3 + q22(q3 − 1) = 2q5 + q3 − 2q2
since (a0; 0) ∈ S0 for a0 ∈ Fq3 . Therefore there exists a ∈ F∗q with
#Sa ≥ q
6 − #S0
q− 1 ¿q
5 − 2q4 − q2 + 2q:
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Let us 'x such a ∈ F∗q . Since
aq
2+q+1
1 − a0a1 − aq0aq1 − aq
2
0 a
q2
1 = a
can have at most q2 + q + 1 many solutions in terms of a1 for any given a0, there
are more than (q5 − 2q4 − q2 + 2q)=(q2 + q + 1) distinct a0 values in Sa. Therefore
there exists more than (q5 − 2q4 − q2 + 2q)=(q2 + q + 1)2 distinct N (a0) values from
Sa. However given %¿ 0, for suIciently large q and any a ∈ F∗q , there exists at least
q(1−%)=2 distinct b ∈ Fq such that x2 + ax + b is primitive (see [7, Theorem 5:2]).
Moreover
q5 − 2q4 − q2 + 2q
(q2 + q+ 1)2
1
q
→ 1 as q →∞:
This proves the claim.
We conjecture that this holds for any n ≥ 4.
Conjecture 4.11. For any n ≥ 4; there exists a linearized polynomial f(x) = a0x +
a1xq + · · · + an−1xqn−1 ∈ Fqn [x] such that the polynomial hf(w) ∈ Fq[w] de:ned in
Theorem 3:6 is primitive of degree n− 1 for su?ciently large q.
Remark 4.12. Using the similar methods of Garcia et al. [3] we get other new special
curves as subcovers of our special curves.
5. Proof of the statements
Proof of Lemma 2.1. De'ne for i1; i2; : : : ; ik ; k ≥ 1
T(i1 ;i2 ;:::;ik )
=
∑
( j1 ; j2 ;:::; jk )
∈{(i'(1) ; i'(2) ;:::; i'(k)):'∈Sym(k)}
1
(j1 + j2 + · · ·+ jk)(j2 + j3 + · · ·+ jk) : : : (jk) ;
i.e. the sum is over all distinct permutations of the k-tuple (i1; i2; : : : ; ik). Then for any
c1; c2; : : : ; ck ≥ 1, k ≥ 2
T(i1; i1; : : : ; i1︸ ︷︷ ︸
c1 times
;i2; i2; : : : ; i2︸ ︷︷ ︸
c2 times
; :::; ik ; ik ; : : : ; ik︸ ︷︷ ︸
ck times
)
=
1
c1i1 + c2i2 + : : :+ ck ik

T(i1; i1; : : : ; i1︸ ︷︷ ︸
c1−1 times
;i2; i2; : : : ; i2︸ ︷︷ ︸
c2 times
; :::; ik ; ik ; : : : ; ik︸ ︷︷ ︸
ck times
)
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+T(i1; i1; : : : ; i1︸ ︷︷ ︸
c1 times
;i2; i2; : : : ; i2︸ ︷︷ ︸
c2−1 times
; :::; ik ; ik ; : : : ; ik︸ ︷︷ ︸
ck times
)
+ · · ·+ T(i1; i1; : : : ; i1︸ ︷︷ ︸
c1 times
;i2; i2; : : : ; i2︸ ︷︷ ︸
c2 times
; :::; ik ; ik ; : : : ; ik︸ ︷︷ ︸
ck−1 times
)

 : (5.1)
Now we prove
asm =
∑
i1+i2+···+ik=s
ij≥1; k≥1
T(i1 ;i2 ; :::; ik )
Si1m
m
Si2m
m
· · · Sikm
m
for s ≥ 1 using the recursive formula
ak+1 =
Sk + Sk−1a1 + · · ·+ S1ak−1
k + 1
; k ≥ 1; a0 = 1
(see for example [11, V.1.17]). Indeed it holds trivially for s= 1. Moreover
a(s+1)m =
S(s+1)m
(s+ 1)m
+
s∑
l=1
S(s+1−l)m
(s+ 1)m
alm
=
S(s+1)m
(s+ 1)m
+
s∑
l=1
S(s+1−l)m
(s+ 1)m
∑
i1+i2+···+ik=l
ij≥1; k≥1
T(i1 ;i2 ; :::; ik )
Si1m
m
Si2m
m
· · · Sikm
m
=
S(s+1)m
(s+ 1)m
+
s∑
l=1
∑
i1+i2+···+ik=l
ij≥1; k≥1
T(i1 ;i2 ;:::;ik )
Si1m
m
Si2m
m
· · · Sikm
m
S(s+1−l)m
(s+ 1)m
=
S(s+1)m
(s+ 1)m
+
∑
i1+i2+···+ik=s+1
ij≥1; k≥2
T(i1 ;i2 ; :::; ik )
Si1m
m
Si2m
m
· · · Sikm
m
using Eq. (5.1) in the last step. Adding S(s+1)m=(s+1)m inside the summation we 'nish
the induction.
Then again by induction we prove
T(i1; i1; : : : ; i1︸ ︷︷ ︸
c1 times
;i2; i2; : : : ; i2︸ ︷︷ ︸
c2 times
; :::; ik ; ik ; : : : ; ik︸ ︷︷ ︸
ck times
) =
1
c1!c2! : : : ck !i
c1
1 i
c2
2 : : : i
ck
k
:
Indeed consider the induction on n= c1i1 + c2i2 + · · ·+ ck ik under all possible positive
cj, which holds trivialy for n= 1. Let n ≥ 2. Using Eq. (5.1) and induction, we have
T(i1; i1; : : : ; i1︸ ︷︷ ︸
c1 times
;i2; i2; : : : ; i2︸ ︷︷ ︸
c2 times
; :::; ik ; ik ; : : : ; ik︸ ︷︷ ︸
ck times
)
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=
1
c1i1 + c2i2 + : : :+ ck ik
(
1
(c1 − 1)!c2! : : : ck !i(c1−1)1 ic22 : : : ickk
+
1
c1!(c2 − 1)! : : : ck !ic11 i(c2−1)2 : : : ickk
+ · · ·+ 1
c1!c2! : : : (ck − 1)!ic11 ic22 : : : i(ck−1)k
)
=
1
c1i1 + c2i2 + · · ·+ ck ik
(
c1i1 + c2i2 + · · ·+ ck ik
c1!c2! : : : ck !i
c1
1 i
c2
2 : : : i
ck
k
)
:
Therefore
asm =
∑
c1i1+c2i2+···+ck ik=s
1≤i1¡i2¡···¡ik≤s; k≥1
T(i1; i1; : : : ; i1︸ ︷︷ ︸
c1 times
;i2; i2; : : : ; i2︸ ︷︷ ︸
c2 times
; :::; ik ; ik ; : : : ; ik︸ ︷︷ ︸
ck times
)(
Si1m
m
)c1 (
Si2m
m
)c2 : : : (
Sikm
m
)ck


=
∑
c1i1+c2i2+···+ck ik=s
1≤i1¡i2¡···¡ik≤s; k≥1
1
c1!c2! : : : ck !i
c1
1 i
c2
2 : : : i
ck
k
Sc1i1mS
c2
i2m : : : S
ck
ikm
mc1+c2+:::+ck
=
∑
c1+2c2+···+scs=s
Sc1m S
c2
2m : : : S
cs
sm
c1!c2! : : : cs!1c12c2 : : : scsmc1+c2+···+cs
;
and we proved the formula.
Proof of Proposition 2.3. The place at in'nity of Fqr (x) is totally rami'ed in the
function 'eld of ym = f(x), since gcd(deg f;m) = 1. Moreover, the number of aIne
Fqr -rational points of ym =f(x) is the same as the aIne Fqr -rational points of ym = x,
since f(x) is a permutation polynomial over Fqr . Therefore, the number of Fqr -rational
points of ym=f(x) is Nqr =1+qr and hence Sr =Nqr − (1+qr)=0. Therefore if f(x)
is a permutation polynomial over Fqr for r = 1; 2; : : : ; g, then a1 = a2 = · · ·= ag = 0 by
Lemma 2.1 and ag+1 = ag+2 = · · ·= a2g−1 by the duality a2g−i = qg−iai for 0 ≤ i ≤ g.
Therefore a2g = qg and the curve is special over Fq and hence maximal over Fq2g .
Proof of Proposition 2.5. If f(x) is a permutation polynomial over Fqs for each t ∈ V ,
then f(x) is a permutation polynomial for each s=1; 2; : : : ; 2(degf−1)=2. Moreover
the curve y2 = f(x) is de'ned over Fq and has genus g ≤ (degf − 1)=2 (see for
example [11, III.7.3]). Hence by Lemma 2.1 a1 = a2 = · · ·= a2g =0. However the fact
a2g = qg gives a contradiction. Moreover in Section 4, for some 'nite 'elds Fq we
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give examples of linearized permutation polynomials f(x) ∈ Fq[x] such that f(x) is a
permutation polynomial for each s= 1; 2; : : : ; deg f − 2.
Proof of Theorem 3.6. It is well-known that f(x) = a0x + a1xq + · · · + an−1xqn−1 ∈
Fqn [x] is a permutation polynomial over Fqns , s ≥ 1 if and only if the determinant of
the following ns× ns matrix C is non-zero:
C =


a0 a1 a2 · · · an−1 0 0 · · · · · · · · · 0
0 aq0 a
q
1 · · · aqn−2 aqn−1 0 · · · · · · · · · 0
0 0 aq
2
0 · · · aq
2
n−3 a
q2
n−2 a
q2
n−1 · · · · · · · · · 0
...
...
...
...
...
...
...
...
...
...
...
...
...
...
aq
n−1
1 a
qn−1
2 a
qn−1
3 · · · 0 0 0 · · · · · · · · · aq
n−1
0


(see for example [9, p. 362]). Moreover C can be written as an s × s block matrix
from the n× n matrices A and B as follows:
C =


A B 0 0 · · · 0
0 A B 0 · · · 0
0 0 A B · · · 0
...
...
...
...
...
B 0 0 0 A

 ;
where
A=


a0 a1 a2 a3 · · · an−1
0 aq0 a
q
1 a
q
2 · · · aqn−2
0 0 aq
2
0 a
q2
1 · · · aq
2
n−3
...
...
...
...
...
0 0 0 0 · · · aqn−10


and
B=


0 0 0 0 · · · 0
aqn−1 0 0 0 · · · 0
aq
2
n−1 a
q2
n−1 0 0 · · · 0
...
...
...
...
...
aq
n−1
1 a
qn−1
2 a
qn−1
3 a
qn−1
4 · · · 0

 :
Then detC =
∏
ws1=1(det (A+ Bw))
pr where s=prs1 with gcd(p; s1) = 1, p= char Fq
(see [10, Theorem 1]) and Af(w) = A+ Bw.
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To prove hf(w) ∈ Fq[w], it is enough to show that hf(w) = hg(w) where g(x) =
aq0x + a
q
1x
q + · · ·+ aqn−1xq
n−1 ∈ Fqn [x]. Observe that
Ag(w) =


aq0 a
q
1 a
q
2 · · · aqn−1
aq
2
n−1w a
q2
0 a
q2
1 · · · aq
2
n−2
aq
3
n−2w a
q3
n−1w a
q3
0 · · · aq
3
n−3
...
...
...
...
a1w a2w a3w · · · a0

 :
We obtain B1 from Ag(w) by sending (i; j)th entry of Ag(w) to (f(i); f(j))th entry of
B1, where
f(s) =
{
s+ 1 if 1 ≤ s ≤ n− 1;
1 if s= n;
i.e. “diagonal action”. Multiplying the 'rst row of B1 by w−1 and then the 'rst column
by w we obtain Af(w). Moreover “diagonal action” can be obtained by interchanging
the ith row Ri in the sequence of operations via
Rn ↔ Rn−1; Rn−1 ↔ Rn−2; : : : ; R2 ↔ R1;
and then the ith column Ci in the sequence of operations via
Cn ↔ Cn−1; Cn−1 ↔ Cn−2; : : : ; C2 ↔ C1:
This 'nishes the proof of Af(w) ∈ Fq[w].
Proof of Theorem 3.8. Given f(x) =
∑ns−1
i=0 bix
qi ∈ R(q)nsns, de'ne the ns × ns matrix
M (f) over Fqns by
M (f) = (bq
i−1
ns−i+j)ns×ns where bns+k = bk for k = 0; 1; 2; : : : ; ns− 1:
Let {; q; : : : ; qns−1} be an ordered normal basis of Fqns over Fq. If Z is the ns × ns
matrix
Z = (q
i+j−2
)ns×ns;
then Z−1 is of the form
Z−1 = (+q
i+j−2
)ns×ns; + ∈ Fqns
and
R(f) = Z−1M (f)Z = (Tr(+q
j−1
f(q
i−1
)))ns×ns;
where Tr : Fqns → Fq with Tr(x) = x + xq + · · ·+ xqns−1 (see [12, Theorem 8:1]). This
gives the well-known isomorphism R(q)nsns ∼= Mat(Fq; ns) via
 : R(q)nsns → Mat(Fq; ns);
f(x) =
ns−1∑
i=0
bixq
i → R(f) = Z−1M (f)Z:
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R(q)nsn is a subring of R(q)
ns
ns. If f(x) ∈ R(q)nsn , then f(q
i+n−1
) = f(q
i−1
)q
n
and
R(f)(i+n); ( j+n) = Tr(+q
j+n−1
f(q
i+n−1
))
= Tr((+q
j−1
f(q
i−1
))q
n
)
= Tr(+q
j−1
f(q
i−1
))
= R(f)i; j
for 1 ≤ i; j ≤ n. Therefore R(f) is an s× s block circulant matrix obtained from n×n
matrices A1(f); A2(f); : : : ; As(f) as
R(f) =


A1(f) A2(f) · · · As(f)
As(f) A1(f) · · · As−1(f)
...
...
...
A2(f) A3(f) · · · A1(f)

 :
Let W be the ns× ns matrix written as s× s block matrix obtained from n× n identity
matrix In as
W =


0 In 0 · · · 0
0 0 In · · · 0
...
...
...
...
In 0 0 · · · 0

 :
Then
R(f) =


A1(f)
A1(f)
. . .
A1(f)

+


A2(f)
A2(f)
. . .
A2(f)

W
+ · · ·+


As(f)
As(f)
. . .
As(f)

Ws−1
and Ws = Ins. Since
W


A
A
. . .
A

=


A
A
. . .
A

W
and 

A
A
. . .
A




B
B
. . .
B

=


AB
AB
. . .
AB

 ;
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the mapping
 1 : R(q)nsn → Mat(Fq[x]=(xs − 1); n);
f(x) → A1(f) + A2(f)x + · · ·+ As(f)xs−1
is a ring isomorphism.
When s|(q− 1), let
Gi(x) =
1
s
(x + wixq
n
+ w2ixq
2n
+ · · ·+ w(s−1)ixq(s−1)n) ∈ R(q)nsn
for i = 0; 1; : : : ; (s− 1). Then
Gi(x) ◦ Gj(x) =
{
Gi(x) if i = j;
0 if i 	= j
for 0 ≤ i; j ≤ (s − 1). Moreover Gi(x) ◦ xq = xq ◦ Gi(x) for i = 0; 1; : : : ; (s − 1) since
s|(q− 1). Therefore
(Gi(x) ◦ xqk ) ◦ (Gj(x) ◦ xql) =
{
Gi(x) ◦ xqk+l if i = j;
0 if i 	= j;
for k; l ≥ 0 and 0 ≤ i; j ≤ (s− 1). Since Hi(x) = ciGi(x) ◦ xq,
Hi(x) ◦ Hj(x) =
{
c1+qi Gi(x) ◦ xq
2
if i = j;
0 if i 	= j;
Hi(x) ◦ Gi(x) = Gi(x) ◦ Hi(x) = Hi(x), and
Hi(x) ◦ · · · ◦ Hi(x)︸ ︷︷ ︸
n times
= c1+q+q
2+···+qn−1
i Gi(x) ◦ xq
n
= c1+q+q
2+···+qn−1
i
1
wi
Gi(x)
=Gi(x)
for 0 ≤ i; j ≤ (s− 1).
Therefore
〈Hi(x)〉= {a0Gi(x) + a1Hi(x)
+ · · ·+ an−1 (Hi(x) ◦ · · · ◦ Hi(x)︸ ︷︷ ︸
n−1 times
): a0; a1; : : : ; an−1 ∈ Fqn}
is an ideal in R(q)nsn for i = 0; 1 : : : ; (s− 1). Consequently R(q)nsn ∼=
⊕s−1
i=0 〈Hi(x)〉 and
 2 : 〈Hi(x)〉 → R(q)nn
a0Gi(x) + a1Hi(x) + · · ·+ an−1 (Hi(x) ◦ · · · ◦ Hi(x)︸ ︷︷ ︸
n−1 times
)
→ a0x + a1xq + · · ·+ an−1xqn−1
is a ring isomorphism. This 'nishes the proof of Theorem 3.8.
Now we prove a general lemma that we use in the proofs of Theorems 4.9 and 4:10.
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Lemma 5.15. Let Fq be a :nite :eld with q elements; m ≥ 2; k ≥ 1; m|(q− 1); and
gcd(k; m) = 1. Moreover let V ⊂ Fqk be an Fq vector space. Then
#{ ∈ V \ {0} :  has an mth root in Fqk}=
#V − 1
m
:
Proof. Let g be a generator of F∗qk , and g1 = g
1+q+q2+···+qk−1 ∈ Fq. Then gt1 has no
mth root in Fqk for each t = 1; 2; : : : ; (m− 1). Indeed, otherwise there exists an integer
s such that
sm− (1 + q+ q2 + · · ·+ qk−1)t ≡ 0 mod (qk − 1):
Since m | (q−1), this implies m | (1+q+q2+· · ·+qk−1)t. But 1+q+q2+· · ·+qk−1 ≡ k
mod m, so that gcd(1+q+q2+· · ·+qk−1; m)=1. Therefore m | t which is a contradiction
since 1 ≤ t ≤ (m− 1). Thus we obtain the following disjoint decomposition of Fqk :
sm− (1 + q+ q2 + · · ·+ qk−1)t ≡ 0 mod (qk − 1):
Since m | (q−1), this implies m | (1+q+q2+· · ·+qk−1)t. But 1+q+q2+· · ·+qk−1 ≡ k
mod m, so that gcd(1+q+q2+· · ·+qk−1; m)=1. Therefore m | t which is a contradiction
since 1 ≤ t ≤ (m− 1). Thus we obtain the following disjoint decomposition of Fqk :
Fqk = {0} unionsqW unionsqWg1 unionsqWg21 unionsq · · · unionsqWgm−11 ;
where W = { ∈ F∗qk :  has an mth root in Fqk}. Indeed if Wgi1 ∩ Wgj1 	= ∅ for 1 ≤
i¡ j ≤ (m − 1), then W ∩Wgj−i1 	= ∅ and gj−i1 = a=b ∈ W , which is a contradiction
by the above argument. If V ⊂ Fqk is an Fq vector space, then
V = {0} unionsq (W ∩ V ) unionsq (Wg1 ∩ V ) unionsq (Wg21 ∩ V ) unionsq · · · unionsq (Wgm−11 ∩ V )
and Wgi1 ∩ V = (W ∩ V )gi1 for i = 0; 1; : : : ; m− 1 since g1 ∈ Fq. Therefore
#(W ∩ V ) = #V − 1
m
:
Proof of Theorem 4.9. If hf(w) is a primitive polynomial of degree n − 1 over Fq,
then f(x) is a permutation polynomial over Fqns for s=1; 2; : : : ; (qn−1−2) by Theorem
3.6. Then the curve is special over Fqn and hence maximal over Fq2ng by Proposition
2.3. Case (iii) also follows directly from Proposition 2.3. In Case (ii), Nqnk = qnk + 1
if k is odd and 1 ≤ k ≤ g. Indeed it follows from Lemma 5.15, since Im(f) is an Fq
vector space in Fqnk and nk is odd. This 'nishes the proof.
Proof of Proposition 4.10. The proof is similar to the proof of Theorem 4.9.
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