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1. Introduction
The self-adjoint boundary conditions for Sturm–Liouville problems
−(py′)′ + qy = λwy on J = (a,b), −∞ a < b∞, (1.1)
are well known. In the regular case when
1
p
,q,w ∈ L( J ,R), p > 0, w > 0 a.e. on J (1.2)
and the boundary conditions are given by
AY (a) + BY (b) = 0, A, B ∈ M2(C), Y =
[
y
py′
]
, (1.3)
it is well known that the self-adjointness conditions are:
det(A : B) = 2 and AE A∗ = BEB∗, E =
[
0 −1
1 0
]
. (1.4)
It is also well known that the boundary conditions (1.3), (1.4) are of two types: separated and coupled. And that these
types have the following canonical representations:
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cos(β)y(b) − sin(β)(py′)(b) = 0, α ∈ [0,π), β ∈ (0,π ]; (1.5)
Y (b) = eiγ KY (a), 0 γ < π, K ∈ M2(R), det(K ) = 1, (1.6)
respectively.
These canonical forms are of critical importance in the study of the dependence of the eigenvalues on the boundary
conditions and for their numerical computation [1]. Using these forms many authors have studied the dependence of the
eigenvalues on the boundary conditions. These studies, many of them surprisingly recent given the long history and vast
literature of Sturm–Liouville problems, have led to a comprehensive understanding of the dependence of the eigenvalues on
the problem. For details and other basic information as well as an extensive list of references, see the book [5].
Here and below Mn(F) denotes the n×n matrices over the ﬁeld F, A∗ is the complex conjugate of the matrix A, and At
is its transpose. Given A, B ∈ Mn(F) the notation (A : B) is used to denote the n × 2n matrix whose ﬁrst n columns are the
columns of A and whose last n columns are those of B . By L( J ,R) we denote the Lebesgue integrable real valued function
on J .
Here we study fourth order boundary value problems for the equation
My = [(p2 y′′)′ + (p1 y′)]′ + p0 y = λwy on J = (a,b), (1.7)
with coeﬃcients satisfying:
1
p2
, p1, p0,w ∈ L( J ,R), p > 0, w > 0 a.e. on J . (1.8)
For smooth coeﬃcients Eq. (1.7) can be written in the more familiar form:
My = (p2 y′′)′′ + (p1 y′)′ + p0 y = λwy,
however we make no smoothness assumptions on the coeﬃcients in this paper. For this reason we introduce the quasi-
derivates:
y[0] = y, y[1] = y′, y[2] = p2 y′′, y[3] =
(
p2 y
′′)′ + p1 y′.
(In the smooth coeﬃcient case y[0] , y[1] , y[2] are unchanged but y[3] can be ‘expanded’ to y[3] = p2 y′′′ + p′2 y′′ + p1 y′ .)
It is well known that the boundary conditions
A
⎡⎢⎢⎢⎣
y(a)
y[1](a)
y[2](a)
y[3](a)
⎤⎥⎥⎥⎦+ B
⎡⎢⎢⎢⎣
y(b)
y[1](b)
y[2](b)
y[3](b)
⎤⎥⎥⎥⎦= 0, A, B ∈ M4(C), (1.9)
of Eq. (1.7) are self-adjoint if and only if
det(A : B) = 4 and AE A∗ = BEB∗, (1.10)
where E is the symplectic matrix of order 4 given by
E =
⎡⎢⎢⎣
0 0 0 −1
0 0 1 0
0 −1 0 0
1 0 0 0
⎤⎥⎥⎦ . (1.11)
The condition (1.8) guarantees the existence, at least as ﬁnite limits, of the quasi-derivatives at a and b [5] so that (1.9)
is well deﬁned.
Deﬁnition 1. Given A, B ∈ M4(C) we say that the boundary condition form (A : B) is self-adjoint if (1.10) holds.
In this paper we ﬁnd canonical forms for the fourth order self-adjoint boundary conditions (1.9), (1.10). These forms are
much more complicated than in the second order case. They are of three mutually exclusive types: separated, coupled, and
mixed. The latter have no analogue in the n = 2 case since it is well known [4] that in (1.3), (1.4) either both conditions are
separated or both are coupled. In contrast, for n = 4, a self-adjoint condition (1.9), (1.10) may consist of two separated and
two coupled boundary conditions, as well as four separated or four coupled ones, see [4,2].
As in the second order case there are different canonical forms for each type of self-adjoint condition. Furthermore, for
each of these three types, there are several different cases for the canonical forms: 4 for coupled, 16 for separated and 16
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generated by a simple transformation of the fundamental form.
We hope that, as in the second order case, these canonical forms will lead to a comprehensive understanding of the
dependence of the eigenvalues on the problem and to the numerical calculation of the eigenvalues and eigenfunctions.
But there are many other potential applications of these canonical forms. For example: For what boundary conditions is
the associated self-adjoint operator in the Hilbert space H = L2( J ,w) positive deﬁnite? For what boundary conditions are
the square roots of these positive deﬁnite operators second order Sturm–Liouville operators? In [3] these questions are
investigated for the constant coeﬃcient case when p2 = 1 = w , p1 = p0 = 0 and it is shown that the answer is yes for a
very special subset of boundary conditions and no in general. Also applications to partial differential equations and to an
applied problem are given in [3].
The organization of this paper is as follows: This Introduction is followed by a general discussion of self-adjoint boundary
conditions of all three types: coupled, separated and mixed in Section 2 and their canonical forms in Section 3. These three
types are studied separately in Sections 4, 5, 6. In Section 7 we construct examples of each type and show that for each
type there exist nonreal self-adjoint boundary conditions. This contrasts with the second order case where it is well known
[5] that there are coupled nonreal self-adjoint conditions but not separated ones, in the sense that each complex separated
condition can be replaced by an equivalent real one. In the fourth order separated case such conditions have recently been
found by Everitt and Markus [2] using methods of symplectic algebra and geometry and by Wang, Sun and Zettl [4] using a
different method.
2. Separated, coupled and mixed boundary conditions
The next theorem determines properties of matrices A, B which satisfy the self-adjoint boundary conditions.
Theorem 1 (Wang, Sun, Zettl). Assume the matrices A, B ∈ M4(C) satisfy (1.10). Then:
(i)
2 rank(A) 4, 2 rank(B) 4. (2.1)
(ii) Let 0 r  2. If
rank(A) = 2+ r (2.2)
then
rank(B) = 2+ r. (2.3)
Proof. See [4]. 
Clearly the homogeneous boundary conditions (1.9) are invariant under left multiplication by a nonsingular matrix G ∈
M4(C). Note that if AE A∗ = BEB∗ , then
(GA)E
(
(GA)∗
)= (GB)E((GB)∗),
and hence the boundary form is invariant under elementary matrix transformations of the rows of (A : B).
Based on Theorem 1 we now give a rigorous deﬁnition of separated, mixed, and coupled boundary conditions.
Deﬁnition 2. Let the hypotheses and notation of Theorem 1 hold. Then the boundary condition (1.9), (1.10) is
(1) separated if r = 0,
(2) mixed if r = 1 and
(3) coupled if r = 2.
We will see below that this deﬁnition is consistent with the intuitive understanding that (1.9) is separated if each of
the four conditions involves only one endpoint, coupled if each of the four conditions involves both endpoints and mixed
if there is at least one separated and one coupled condition in (1.9). Also, it is proven in [4], that of the four independent
conditions in (1.9) either 0 or exactly 2 are coupled (and therefore either 0 or exactly 2 are separated). Section 7 below
contains examples illustrating all three types of conditions and also shows that each one of these three types contains
nonreal self-adjoint boundary conditions.
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In this section, we prove that there are several different cases for each canonical form: 4 for coupled, 16 for separated
and 16 for mixed boundary conditions.
To make our computations below more transparent we introduce a block matrix notation: For aij,bij ∈ C, 1 i, j  4, let
(A : B) =
(
A1 A2 B1 B2
A3 A4 B3 B4
)
, (3.1)
A1 =
(
a11 a12
a21 a22
)
, A2 =
(
a13 a14
a23 a24
)
, B1 =
(
b11 b12
b21 b22
)
, B2 =
(
b13 b14
b23 b24
)
, (3.2)
A3 =
(
a31 a32
a41 a42
)
, A4 =
(
a33 a34
a43 a44
)
, B3 =
(
b31 b32
b41 b42
)
, B4 =
(
b33 b34
b43 b44
)
. (3.3)
Note that in terms of the block matrix notation (3.1) the condition AE A∗ = BEB∗ becomes(
A2E2A∗1 + A1E2A∗2 A2E2A∗3 + A1E2A∗4
A4E2A∗1 + A3E2A∗2 A4E2A∗3 + A3E2A∗4
)
=
(
B2E2B∗1 + B1E2B∗2 B2E2B∗3 + B1E2B∗4
B4E2B∗1 + B3E2B∗2 B4E2B∗3 + B3E2B∗4
)
(3.4)
where
E2 =
[
0 −1
1 0
]
. (3.5)
Using Theorem 1 observe that by multiplying the boundary conditions (1.9) by a nonsingular matrix and interchanging
rows, if necessary, we may assume that the ﬁrst 2+ r rows of A are linearly independent and all other rows are identically
zero. Since rank(A : B) = 4, we may also assume that the last 2 + r rows of B are linearly independent and all other rows
are identically zero by Theorem 1. So we may assume, without loss of generality, that
rank(A1 : A2) = rank(B3 : B4) = 2. (3.6)
And furthermore we have:
Lemma 1. Let the hypotheses and notation of Theorem 1 hold. By a transformation of rows, (A1 : A2) can be transformed to the
following six cases:
(1)
(
a11 a12 0 −1
a21 a22 1 0
)
,
(2)
(
a11 0 a13 −1
a21 1 0 0
)
,
(3)
(
0 a12 −1 0
1 0 0 0
)
,
(4)
(
0 −1 0 0
1 0 0 0
)
,
(5)
(
0 a12 a13 −1
1 0 0 0
)
,
(6)
(
a11 0 −1 0
a21 1 0 0
)
.
Proof. We let (A1 : A2) =
(
a11 a12 a13 a14
a21 a22 a23 a24
)
.
Since rank(A1 : A2) = 2, the rank of A2 may be 2, 1 or 0.
1. If rank(A2) = 2, by transformation of rows, (A1 : A2) can be transformed to case (1) (A1 : A2) =
(
a11 a12 0 −1
a21 a22 1 0
)
.
2. If rank(A2) = 1, then we have following two cases:
(1) a14 = 0 or a24 = 0, by transformation of rows, we have(
a11 a12 a13 a14
a21 a22 a23 a24
)
→
(
a˜11 a˜12 a˜13 −1
a˜21 a˜22 0 0
)
−−−−−→
rewrite
(
a11 a12 a13 −1
a21 a22 0 0
)
. (3.7)
In this case, consider the matrix
(
a11 a12 a13 −1
a21 a22 0 0
)
with a22 = 0 or a22 = 0:
(i) a22 = 0, then by transformation of rows,(
a11 a12 a13 −1
a21 a22 0 0
)
→
(
a11 0 a13 −1
a21 1 0 0
)
,
this is case (2);
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a11 a12 a13 −1
a21 a22 0 0
)
→
(
0 a12 a13 −1
1 0 0 0
)
,
this is the case (5).
(2) If a14 = a24 = 0, as rank(A2) = 1 by transformation of rows, we have(
a11 a12 a13 a14
a21 a22 a23 a24
)
→
(
a˜11 a˜12 −1 0
a˜21 a˜22 0 0
)
−−−−−→
rewrite
(
a11 a12 −1 0
a21 a22 0 0
)
. (3.8)
In this case, consider the matrix
(
a11 a12 −1 0
a21 a22 0 0
)
with a22 = 0 or a22 = 0:
(i) If a22 = 0, then by transformation of rows,(
a11 a12 −1 0
a21 a22 0 0
)
→
(
a11 0 −1 0
a21 1 0 0
)
,
this is case (6).
(ii) If a22 = 0, as rank(A1 : A2) = 2, then a21 = 0, by transformation of rows,(
a11 a12 −1 0
a21 0 0 0
)
→
(
0 a12 −1 0
1 0 0 0
)
,
this is the case (3).
3. If rank(A2) = 0, as rank(A1 : A2) = 2, by transformation of rows, (A1 : A2) can be transformed to case (4) i.e.,
(A1 : A2) =
(
0 −1 0 0
1 0 0 0
)
. 
Lemma 2. Let the hypotheses and notation of Theorem 1 hold. By a transformation of rows, (B3 : B4) can be transformed to the
following six cases:
(1)
(
b31 b32 0 −1
b41 b42 1 0
)
,
(2)
(
b31 0 b33 −1
b41 1 0 0
)
,
(3)
(
0 b32 −1 0
1 0 0 0
)
,
(4)
(
0 −1 0 0
1 0 0 0
)
,
(5)
(
0 b32 b33 −1
1 0 0 0
)
,
(6)
(
b31 0 −1 0
b41 1 0 0
)
.
Proof. This is completely similar to the proof of Lemma 1. 
Lemma 3. Let the hypotheses and notation of Theorem 1 hold. Then the cases (5), (6) of Lemmas 1 and 2 are not realized but the cases
(1)–(4) are realized and these four cases satisfy:
Case 1:
(
a11 a12 0 −1
a21 a22 1 0
)
=
(
r1 a21 0 −1
a21 r2 1 0
)
.
Case 2:
(
a11 0 a13 −1
a21 1 0 0
)
=
(
r1 0 −a21 −1
a21 1 0 0
)
.
Case 3:
(
0 a12 −1 0
1 0 0 0
)
=
(
0 r1 −1 0
1 0 0 0
)
.
Case 4:
(
0 −1 0 0
1 0 0 0
)
=
(
0 −1 0 0
1 0 0 0
)
.
Case i:
(
b31 b32 0 −1
b41 a42 1 0
)
=
(
r3 b41 0 −1
b41 r4 1 0
)
.
Case ii:
(
b31 0 b33 −1
b41 1 0 0
)
=
(
r3 0 −b41 −1
b41 1 0 0
)
.
Case iii:
(
0 b32 −1 0)= ( 0 r3 −1 0).
1 0 0 0 1 0 0 0
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(
0 −1 0 0
1 0 0 0
)
=
(
0 −1 0 0
1 0 0 0
)
,
where a21,b41 ∈ C, r j ∈ R, j = 1, . . . ,4.
Proof. (i) For coupled boundary conditions A is nonsingular and from AE A∗ = BEB∗ it follows that B is nonsingular. Hence,
without loss of generality, we can let
(A : B) =
(
A˜1 A˜2 E2 0
A˜3 A˜4 0 E2
)
. (3.9)
By a transformation of rows, if necessary, we have(
A˜1 A˜2 E2 0
A˜3 A˜4 0 E2
)
−−−−−→
rewrite
(
A1 A2 B1 0
A3 A4 B3 E2
)
, (3.10)
where (A1 : A2) are in one of the cases (1)–(6) of Lemma 1. Hence (B3 : B4) can only be transformed to the form of case (1)
of Lemma 2.
Thus in this case B2 = 0, so we have B2E2B∗1 + B1E2B∗2 = 0, by (3.4) we know that
A2E2A
∗
1 + A1E2A∗2 = B2E2B∗1 + B1E2B∗2 = 0. (3.11)
If (A1 : A2) is in one of the cases (1)–(4) of Lemma 1, by (3.11) we have
Case 1:
(
a11 a12 0 −1
a21 a22 1 0
)
=
(
r1 a21 0 −1
a21 r2 1 0
)
.
Case 2:
(
a11 0 a13 −1
a21 1 0 0
)
=
(
r1 0 −a21 −1
a21 1 0 0
)
.
Case 3:
(
0 a12 −1 0
1 0 0 0
)
=
(
0 r1 −1 0
1 0 0 0
)
.
Case 4:
(
0 −1 0 0
1 0 0 0
)
=
(
0 −1 0 0
1 0 0 0
)
.
Hence the cases (1)–(4) of Lemma 3 are realized.
If (A1 : A2) is in case (5) of Lemma 1, it follows from a computation that we have
A2E2A
∗
1 + A1E2A∗2 =
(
a12a13 − a13a12 −1
1 0
)
= 0,
but this contradicts (3.11).
If (A1 : A2) is in case (6) of Lemma 1, it follows from a computation that we have
A2E2A
∗
1 + A1E2A∗2 =
(
0 1
−1 0
)
= 0,
but this contradicts (3.11).
Therefore cases (5), (6) cannot be realized.
(ii) For strictly separated joint boundary conditions, rank(A3 : A4) = rank(B1 : B2) = 0 by Theorem 1, so by (3.4), we have
A2E2A
∗
1 + A1E2A∗2 = 0, B4E2B∗3 + B3E2B∗4 = 0, (3.12)
then similar to the proof of the case of coupled self-adjoint boundary conditions, we know Lemma 3 holds.
(iii) For mixed self-adjoint boundary conditions, we know that rank(A3 : A4) = rank(B1 : B2) = 1 by Theorem 1.
If (A1 : A2) is in one of the cases (1)–(4) of Lemma 1, by computing we know that A4E2A∗3 + A3E2A∗4 = 0, then by (3.4),
we have B4E2B∗3 + B3E2B∗4 = 0. In this case, similar to the prove of the case of coupled self-adjoint boundary conditions, we
know that the cases (5), (6) of (B3|B4) in Lemma 2 are impossible to become the canonical forms of self-adjoint domains;
(1)–(4) are possible, and they satisfy the cases i–iv of Lemma 3. Similarly, if (B3 : B4) is in one of the cases (1)–(4) of
Lemma 2, then the cases (5), (6) of (A1 : A2) in Lemma 1 are impossible to become the canonical forms but (1)–(4) are
possible, and they satisfy the cases 1–4 of Lemma 3.
If (A1 : A2) is in case (5) of Lemma 1, and (B3 : B4) is in case (5) of Lemma 2, we have
(A : B) =
(
A1 A2 B1 B2
A3 A4 B3 B4
)
=
⎛⎜⎜⎝
0 a12 a13 −1 0 b12 b13 0
1 0 0 0 0 b22 b23 0
0 a32 a33 0 0 b32 b33 −1
0 a42 a43 0 1 0 0 0
⎞⎟⎟⎠ ,
where rank(A3 : A4) = rank(B1 : B2) = 1, without lose of generality, we let a42 = za32, a43 = za33. By computing we know
that
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3 + A3E2A∗4 =
(
a32a33 − a33a32 z(a32a33 − a33a32)
z(a32a33 − a33a32) |z|2(a32a33 − a33a32)
)
(3.13)
and
B4E2B
∗
3 + B3E2B∗4 =
(
b32b33 − b33b32 −1
1 0
)
. (3.14)
By (3.4), we have z(a32a33 − a33a32) = −1 and |z|2(a32a33 − a33a32) = 0, this is impossible.
Similarly, we can prove that the other three combination of cases (5), (6) of Lemma 1 and Lemma 2 are not realized. 
Remark 1. Notice that, for the realized cases 1–4 and i–iv of Lemma 3, all the elements on the right of 1 or −1 are zero.
Theorem 2. Assume the matrices A, B ∈ M4(C) satisfy (1.10). Then:
(1) (A : B) has 4 coupled self-adjoint forms;
(2) (A : B) has 16 separated self-adjoint forms;
(3) (A : B) has 16 mixed self-adjoint forms.
Proof. This follows from Lemma 3. 
4. Coupled boundary conditions
In this section we analyze the coupled boundary conditions more carefully, construct a fundamental canonical form
for these, and show that every other canonical form can be transformed to this fundamental form by elementary matrix
transformations.
Notation 1. Assume we interchange the columns i, j, 1  i < j  4, of the matrix A of the canonical form such that, if
j − i =m, then we add (−1)m in front of the column i of A. Similarly, assume we exchange the columns i, j, 1 i < j  4,
of the matrix B of the canonical form such that, if j − i =m, then we add (−1)m in front of the column i of B .
Theorem 3 (Fundamental Coupled Canonical Form). Let r j ∈ R, j = 1, . . . ,4, a21,a31,a32,a41,a42,b41 ∈ C, let A2 = E2 , A4 =
0 = B2 , B1 = −A∗3 , B4 = E2 , and let
A1 =
(
r1 a21
a21 r2
)
, A3 =
(
a31 a32
a41 a42
)
, B3 =
(
r3 b41
b41 r4
)
.
Then:
(1) the form (A : B) is self-adjoint;
(2) every coupled self-adjoint form can be obtained from this one using elementary matrix transformations.
Proof. (1) In this case, we have
(A : B) =
⎛⎜⎜⎝
r1 a21 0 −1 −a31 −a41 0 0
a21 r2 1 0 −a32 −a42 0 0
a31 a32 0 0 r3 b41 0 −1
a41 a42 0 0 b41 r4 1 0
⎞⎟⎟⎠ , (4.1)
by a direct computation shows that the form (A : B) satisﬁes (3.4). Clearly, rank(A : B) = 4. Thus the form (A : B) is self-
adjoint.
(2) By Theorem 2, we know that (A : B) has three other self-adjoint forms. By (3.4) and Lemma 3 and by a direst
computation we can obtain these other three self-adjoint forms:
1. ⎛⎜⎜⎜⎝
r1 0 −a21 −1 −a31 −a41 0 0
a21 1 0 0 a33 a43 0 0
a31 0 a33 0 r3 b41 0 −1
a41 0 a43 0 b41 r4 1 0
⎞⎟⎟⎟⎠ . (4.2)
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0 r1 −1 0 a32 a42 0 0
1 0 0 0 −a34 −a44 0 0
0 a32 0 a34 r3 b41 0 −1
0 a42 0 a44 b41 r4 1 0
⎞⎟⎟⎟⎠ . (4.3)
3. ⎛⎜⎜⎜⎝
0 −1 0 0 −a33 −a43 0 0
1 0 0 0 −a34 −a44 0 0
0 0 a33 a34 r3 b41 0 −1
0 0 a43 a44 b41 r4 1 0
⎞⎟⎟⎟⎠ , (4.4)
where r j ∈ R, j = 1, . . . ,4, aij,bij ∈ C, i, j = 1, . . . ,4.
In fact the canonical form (4.2) can be obtained by exchanging the columns 2 and 3 of A of (4.1). By Notation 1, we add
(−1) in front of column 2 of A of (4.1), then we obtain:⎛⎜⎜⎜⎝
r1 0 (−1)a21 −1 −a31 −a41 0 0
a21 1 0 0 −a32 −a42 0 0
a31 0 (−1)a32 0 r2 b41 0 −1
a41 0 (−1)a42 0 b41 r3 1 0
⎞⎟⎟⎟⎠ .
Note that if −a32 = a33,−a42 = a43, then this matrix is equal to the canonical form (4.2). 
Remark 2. All of the other coupled canonical forms can be obtained from (4.1) with elementary matrix transformations, so
we say that (4.1) is a “fundamental” canonical form.
5. Separated boundary conditions
Theorem 4 (Fundamental Canonical Forms for Separated Conditions). Let r j ∈ R, j = 1, . . . ,4, a21,b41 ∈ C, let A2 = E2 = B4 ,
A3 = A4 = 0 = B1 = B2 , and let
A1 =
(
r1 a21
a21 r2
)
, B3 =
(
r3 b41
b41 r4
)
.
Then:
(1) the form (A : B) is self-adjoint;
(2) every separated self-adjoint form can be obtained from this one using elementary matrix transformations.
Proof. (1) In this case, we have
(A : B) =
⎛⎜⎜⎝
r1 a21 0 −1 0 0 0 0
a21 r2 1 0 0 0 0 0
0 0 0 0 r3 b41 0 −1
0 0 0 0 b41 r4 1 0
⎞⎟⎟⎠ . (5.1)
By computing we know the form (A : B) satisﬁes (3.4), and obviously, rank(A : B) = 4. It implies that the form (A : B) is
self-adjoint.
(2) By Lemma 3 and Theorem 2 we know that for the strictly separated self-adjoint boundary conditions, there are 16
cases of the canonical forms which are the combination of the cases 1–4 and cases i–iv of Lemma 3.
For example the combination of case 1 and case i of Lemma 3:⎛⎜⎜⎝
r1 a21 0 −1 0 0 0 0
a21 r2 1 0 0 0 0 0
0 0 0 0 r3 b41 0 −1
0 0 0 0 b41 r4 1 0
⎞⎟⎟⎠ , (5.2)
and the combination of case 2 and case iii of Lemma 3:
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r1 0 −a21 −1 0 0 0 0
a21 1 0 0 0 0 0 0
0 0 0 0 0 r3 −1 0
0 0 0 0 1 0 0 0
⎞⎟⎟⎠ , (5.3)
are both separated canonical forms, where r j ∈ R, j = 1, . . . ,4, a21,b41 ∈ C.
In fact, every separated self-adjoint form can be obtained from (5.1) by using elementary matrix transformations.
Next we prove that (5.3) can be obtained form (5.1), and the other 14 cases are similar.
Notice that, if we interchange columns 2 and 3 of A, and columns 2 and 4, columns 1 and 2, columns 3 and 1 of B
in (5.1), and use Notation 1, we obtain⎛⎜⎜⎝
r1 0 (−1)a21 −1 0 0 0 0
a21 1 0 0 0 0 0 0
0 0 0 0 0 (−1)r3 −1 0
0 0 0 0 (−1)21 0 0 0
⎞⎟⎟⎠ . (5.4)
This form is equal to (5.3). 
Remark 3. For the Fundamental Coupled Canonical Form (4.1), if rank(A3) = rank(B1) = 0, then the form (4.1) becomes the
Fundamental Canonical Form for Separated Boundary Conditions (5.1).
6. Mixed boundary conditions
Next we classify the canonical forms of the mixed self-adjoint boundary conditions, these are similar to the strictly
separated case.
Theorem 5 (Fundamental Canonical Form for Mixed Conditions). Let r j ∈ R, j = 1, . . . ,4, a21,a31,a32,b41, z ∈ C, let A2 = E2 = B4 ,
A4 = 0 = B2 , B1 = −A∗3 , and let
A1 =
(
r1 a21
a21 r2
)
, A3 =
(
a31 a32
za31 za32
)
, B3 =
(
r3 b41
b41 r4
)
.
Then:
(1) the form (A : B) is self-adjoint;
(2) every mixed self-adjoint form can be obtained from this one using elementary matrix transformations.
Proof. (1) In this case we have
(A : B) =
⎛⎜⎜⎜⎝
r1 a21 0 −1 −a31 −za31 0 0
a21 r2 1 0 −a32 −za32 0 0
a31 a32 0 0 r3 b41 0 −1
za31 za32 0 0 b41 r4 1 0
⎞⎟⎟⎟⎠ . (6.1)
By computing we know the form (A : B) satisﬁes (3.4), and obviously, rank(A : B) = 4. It implies that the form (A : B) is
self-adjoint.
(2) By Theorem 2 we know that for the mixed self-adjoint boundary conditions, there are 16 cases of the canonical
forms. In terms of (3.4) and Lemma 3, we can obtain these other 15 self-adjoint cases:
Case 1:⎛⎜⎜⎜⎝
r1 a21 0 −1 −a31 0 za31 0
a21 r2 1 0 −a32 0 za32 0
a31 a32 0 0 r3 0 −b41 −1
za31 za32 0 0 b41 1 0 0
⎞⎟⎟⎟⎠ . (6.2)
Case 2:⎛⎜⎜⎜⎝
r1 a21 0 −1 0 a31 0 −za31
a21 r2 1 0 0 a32 0 −za32
a31 a32 0 0 0 r3 −1 0
za za 0 0 1 0 0 0
⎞⎟⎟⎟⎠ . (6.3)
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r1 a21 0 −1 0 0 −a31 −za31
a21 r2 1 0 0 0 −a32 −za32
a31 a32 0 0 0 −1 0 0
za31 za32 0 0 1 0 0 0
⎞⎟⎟⎟⎠ . (6.4)
Case 4:⎛⎜⎜⎜⎝
r1 0 −a21 −1 −a31 −za31 0 0
a21 1 0 0 a33 za33 0 0
a31 0 a33 0 r3 b41 0 −1
za31 0 za33 0 b41 r4 1 0
⎞⎟⎟⎟⎠ . (6.5)
Case 5:⎛⎜⎜⎜⎝
r1 0 −a21 −1 −a31 0 za31 0
a21 1 0 0 a33 0 −za33 0
a31 0 a33 0 r3 0 −b41 −1
za31 0 za33 0 b41 1 0 0
⎞⎟⎟⎟⎠ . (6.6)
Case 6:⎛⎜⎜⎜⎝
r1 0 −a21 −1 0 a31 0 −za31
a21 1 0 0 0 −a33 0 za33
a31 0 a33 0 0 r3 −1 0
za31 0 za33 0 1 0 0 0
⎞⎟⎟⎟⎠ . (6.7)
Case 7:⎛⎜⎜⎜⎝
r1 0 −a21 −1 0 0 −a31 −za31
a21 1 0 0 0 0 a33 za33
a31 0 a33 0 0 −1 0 0
za31 0 za33 0 1 0 0 0
⎞⎟⎟⎟⎠ . (6.8)
Case 8:⎛⎜⎜⎜⎝
0 r1 −1 0 a32 za32 0 0
1 0 0 0 −a34 −za34 0 0
0 a32 0 a34 r3 b41 0 −1
0 za32 0 za34 b41 r4 1 0
⎞⎟⎟⎟⎠ . (6.9)
Case 9:⎛⎜⎜⎜⎝
0 r1 −1 0 a32 0 −za32 0
1 0 0 0 −a34 0 za34 0
0 a32 0 a34 r3 0 −b41 −1
0 za32 0 za34 b41 1 0 0
⎞⎟⎟⎟⎠ . (6.10)
Case 10:⎛⎜⎜⎜⎝
0 r1 −1 0 0 −a32 0 za32
1 0 0 0 0 a34 0 −za34
0 a32 0 a34 0 r3 −1 0
0 za32 0 za34 1 0 0 0
⎞⎟⎟⎟⎠ . (6.11)
Case 11:⎛⎜⎜⎜⎝
0 r1 −1 0 0 0 a32 za32
1 0 0 0 0 0 −a34 −za34
0 a32 0 a34 0 −1 0 0
0 za 0 za 1 0 0 0
⎞⎟⎟⎟⎠ . (6.12)
32 34
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0 −1 0 0 −a33 −za33 0 0
1 0 0 0 −a34 −za34 0 0
0 0 a33 a34 r3 b41 0 −1
0 0 za33 za34 b41 r4 1 0
⎞⎟⎟⎟⎠ . (6.13)
Case 13:⎛⎜⎜⎜⎝
0 −1 0 0 −a33 0 za33 0
1 0 0 0 −a34 0 za34 0
0 0 a33 a34 r3 0 −b41 −1
0 0 za33 za34 b41 1 0 0
⎞⎟⎟⎟⎠ . (6.14)
Case 14:⎛⎜⎜⎜⎝
0 −1 0 0 0 a33 0 −za33
1 0 0 0 0 a34 0 −za34
0 0 a33 a34 0 r3 −1 0
0 0 za33 za34 1 0 0 0
⎞⎟⎟⎟⎠ . (6.15)
Case 15:⎛⎜⎜⎜⎝
0 −1 0 0 0 0 −a33 −za33
1 0 0 0 0 0 −a34 −za34
0 0 a33 a34 0 −1 0 0
0 0 za33 za34 1 0 0 0
⎞⎟⎟⎟⎠ . (6.16)
Here r j ∈ R, j = 1, . . . ,4, a21,a31,a32,b41, z ∈ C.
Note that all of the mixed canonical forms (6.2)–(6.16) can be obtained by the “fundamental” canonical form for mixed
boundary conditions (6.1).
Next we prove that the form (6.6) can be obtained from (6.1), and other 14 cases are similar.
Notice that, if we exchange the columns 2 and 3 of A, the columns 2 and 3 of B of the form (6.1), and by Notation 1,
we can obtain⎛⎜⎜⎜⎝
r1 0 (−1)a21 −1 −a31 0 −(−1)za31 0
a21 1 0 0 −a32 0 −(−1)za32 0
a31 0 (−1)a32 0 r3 0 (−1)b41 −1
za31 0 (−1)za32 0 b41 1 0 0
⎞⎟⎟⎟⎠ . (6.17)
Let −a32 = a33, the matrix (6.17) is equal to the case (6.6). 
Remark 4. For the 16 mixed self-adjoint forms (6.1) and (6.2)–(6.16), if rank(A3) = rank(B1) = 0, then these forms are the
separated self-adjoint forms.
Remark 5. For the Fundamental Coupled Canonical Form (4.1), if rank(A3) = rank(B1) = 1, then the form (4.1) becomes the
Fundamental Canonical Form for Mixed Conditions (6.1).
7. Examples
In this section we give simple examples of each of the three types of conditions and show that each type contains
nonreal self-adjoint boundary conditions. As mentioned in the Introduction, in the second order case there are nonreal
conditions only for the coupled type. In these examples I denotes the 2× 2 identity matrix and O the 2× 2 zero matrix.
Example 1 (Separated boundary conditions). Let
A =
[
I O
O O
]
, B =
[
O O
O −I
]
.
It is easy to check that this is the fourth order separated Dirichlet condition and that it is self-adjoint (here (A : B) is a
combination of case 4 and case i of Lemma 3). Note that r = 0.
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self-adjoint (here (A : B) is the canonical form (4.4) for coupled boundary conditions). Note that r = 2.
Example 3 (Mixed boundary conditions). Take
A =
⎡⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0
⎤⎥⎥⎦ , B =
⎡⎢⎢⎣
0 0 0 0
0 −1 0 0
0 0 −1 0
1 0 0 −1
⎤⎥⎥⎦ .
It is routine to check that this is a self-adjoint condition mixed condition consisting of exactly 2 separated and 2 coupled
boundary conditions (here (A : B) is the canonical form (6.13) for mixed boundary conditions). Note that r = 1.
We used the plural ‘Conditions’ in all three examples because it is easy to see that there are an uncountable number of
conditions of all three types.
Next we illustrate the existence of nonreal conditions for each one of three types.
Example 4. For the differential equation (1.7), we give the following nonreal self-adjoint form for coupled boundary condi-
tions:
Let
(A : B) =
⎛⎜⎜⎝
0 0 i −1 i −1 0 0
i 1 0 0 1 −i 0 0
i 0 1 0 0 −i 0 −1
1 0 i 0 i 0 1 0
⎞⎟⎟⎠ . (7.1)
Here (A : B) is the canonical form (4.2) of coupled boundary conditions.
Example 5. For the differential equation (1.7), we give the following nonreal self-adjoint form for mixed boundary condi-
tions:
Let
(A : B) =
⎛⎜⎜⎝
0 −i 0 −1 i 0 2 0
i 0 1 0 −1 0 2i 0
i 1 0 0 0 0 i −1
2 −2i 0 0 i 1 0 0
⎞⎟⎟⎠ . (7.2)
From a direct computation we see that (A : B) satisﬁes (6.2), so (7.2) is a self-adjoint form for mixed boundary conditions.
Example 6. For the differential equation (1.7), we give the following nonreal self-adjoint form for separated boundary con-
ditions:
Let
(A : B) =
⎛⎜⎜⎝
0 0 i −1 0 0 0 0
i 1 0 0 0 0 0 0
0 0 0 0 0 −i 0 −1
0 0 0 0 i 1 1 0
⎞⎟⎟⎠ . (7.3)
Then (A : B) is a combination of case 2 and case i of Lemma 3, so (7.3) is a self-adjoint form for separated boundary
conditions.
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