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”Wenn man das richtig u¨berlegt : : : “ , sagt neben mir einer. DerMann hat Recht. Man soll sich eben alles erst einmal richtig u¨ber-
legen. Denn wer richtig u¨berlegt, der kann unter Umsta¨nden auch
zu richtigen Schlu¨ssen kommen. Er kann, er muß nicht etwa. Aller-
dings, wenn da mancher manchmal vorbeidenkt, das kommt meist
nur davon, daß er es sich nicht richtig u¨berlegt hatte. Und zwar vor-
her. Denn man muß immer vorher richtig u¨berlegen, nicht nachher.
Denn nachher weiß man oft auch ohne richtige U¨berlegung, was
man vorher falsch u¨berlegt hatte. Das heißt, wem es fru¨h genug ist,
nachher zu wissen, was er vorher nicht richtig u¨berlegt hatte, der
kann sich die Mu¨he sparen zu u¨berlegen. Und wenn man es rich-
tig u¨berlegt, dann ist es auch wirklich u¨berflu¨ssig, vorher richtig zu
u¨berlegen, denn man kann ja abwarten, was kommt, und das ist be-
deutend bequemer, als erst groß zu u¨berlegen.
Kurt Schwitters
Meinen Eltern gewidmet, die mich auf meinem Weg stets unterstu¨tzt haben.
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Kurzfassung
Die vorliegende Arbeit befaßt sich mit varianzmindernden Verfahren zur Monte Carlo
Simulation von stochastischen Prozessen, zum Zweck der Zuverla¨ssigkeitsbeurteilung
von Baukonstruktionen mit nichtlinearem Systemverhalten. Als Maß der Zuverla¨ssig-
keit wird hier die Erstu¨berschreitenswahrscheinlichkeit u¨ber ein vorgegebenes Niveau
innerhalb eines Beobachtungszeitraums angenommen.
In Kapitel 2 wird ein U¨berblick u¨ber die aktuelle Literatur zu varianzmindernden
Monte Carlo Methoden und ihrer Anwendung in der Zuverla¨ssigkeitsanalyse (fu¨r zei-
tunabha¨ngige Probleme) gegeben.
In Kapitel 3 wird nach einer kurzen Darstellung der Grundlagen der Zufallsprozes-
se und von Simulationsmodellen im Zeitbereich die Spektrale Darstellung eines Zu-
fallsprozesses hergeleitet. Die Betrachtungen richten sich auf stationa¨re, skalare Gauß
– Prozesse. Auf der Grundlage der Spektralen Darstellung werden die zwei in der
Literatur am weitesten verbreiteten Simulationsmodelle beschrieben: das Modell der
zufa¨lligen Amplituden und das Modell der zufa¨lligen Phasenwinkel. Ihre Eigenschaf-
ten werden anhand von Simulationen von nichtlinearen Einmassenschwingern getestet.
Es folgt eine kurze Literaturstudie zu varianzmindernden Simulationsverfahren fu¨r sto-
chastische Prozesse.
Mit Hilfe varianzmindernder Simulationsverfahren kann der Rechenzeitbedarf ge-
genu¨ber der ”einfachen“ Monte Carlo Simulation reduziert und damit die Untersuchunggroßer Strukturen ermo¨glicht werden. Hier wird das Konzept des Importance Sampling
verwendet. Die Anpassung der Simulationsparameter ist stark an der Strukturantwort
angelehnt. In einem ersten Simulationslauf, mit dem Modell der zufa¨lligen Phasen-
winkel und ohne Varianzminderung, wird das Leistungsspektrum der Strukturantwort
gescha¨tzt. Es zeigt diejenigen Frequenzbereiche an, die am meisten zur Varianz des
Prozesses der Strukturantwort beitragen, bzw. fu¨r welche die Anregung am wenig-
sten geda¨mpft wird. Deshalb werden im zweiten Simulationslauf nur fu¨r diese Fre-
quenzen zufa¨llige Amplituden als zusa¨tzliche Variablen eingefu¨hrt. Deren statistische
Parameter werden im Rahmen des Importance Sampling - Konzepts mit Werten, die
proportional dem Spektrum sind, beaufschlagt. So wird die Wahrscheinlichkeit der Ni-
veauu¨berschreitung erho¨ht und die Effizienz des Verfahrens gegenu¨ber der einfachen
Monte Carlo Simulation signifikant gesteigert. In einer Variante der Entwicklung wird
das Konzept mit Directional Sampling kombiniert.
Das Verfahren wird fu¨r die Zuverla¨ssigkeitsanalyse einer Eisenbahnbru¨cke unter
Erdbebenbelastung eingesetzt. Die Bru¨cke ist mit hysteretischen Da¨mpfungselemen-
ten ausgestattet, die zwischen den Stu¨tzenko¨pfen und Bru¨ckenu¨berbau angeordnet sind.
Durch trockene Reibung wird Energie dissipiert. Dadurch ko¨nnen sowohl die Bela-
stungen der Stu¨tzen als auch die Relativverschiebungen zwischen Stu¨tzen und U¨berbau
stark reduziert werden, im Vergleich zu einer herko¨mmlichen Konstruktion mit Elasto-
merlagern. Es wird gezeigt, daß Gebrauchsfa¨higkeitskriterien mit einer vorgegebenen
Zielversagenswahrscheinlichkeit eingehalten werden.
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Abstract
The major topic of the present thesis is the development of variance–reducing Monte
Carlo methods, for the purpose of reliability analyses of engineering structures with
nonlinear system behaviour. The measure of reliability assumed here is the probability
of first threshold exceedance within a certain observation period.
Chapter 2 provides a literature review on variance – reducing Monte Carlo methods
and their application to reliability analysis, yet for time–independent problems.
Basics of stochastic processes are explained briefly in chapter 3. Besides a short de-
scription of simulation in the time domain, there is a detailed derivation of the spectral
representation of stochastic processes. The discussion concentrates on stationary scalar
Gaussian processes. Based on the spectral representation, the most well–known simu-
lation models are discussed: The so–called random amplitudes – model and the random
phases model. The properties of these two models are assessed by simulations of two
nonlinear single–degree–of-freedom oscillators. The chapter closes with a survey on
recent literature about variance–reducing concepts for stochastic processes.
The purpose of variance–reducing Monte Carlo methods is to reduce the compu-
tational efforts compared to plain Monte Carlo and therefore to make the analysis of
large structures feasible. The present work utilizes the Importance Sampling concept.
The adaptation of simulation parameters is based on the structural response. By a first
pilot simulation, the power spectral density of the structural response is estimated. It
indicates those frequencies, which contribute the largest part to the total variance of
the response process, or in other words, which undergo the lowest amount of damping.
Only for those frequencies the random amplitudes – model is adopted in the second
simulation, the actual Importance Sampling run. The simulation densities of the ampli-
tudes are adapted such that statistical parameters are augmented by values proportional
to the spectrum of the response. Thus a higher probability of threshold exceedance is
obtained and efficiency of the simulation is increased significantly compared to plain
Monte Carlo. In another variant of the development, this simulation concept has been
combined with Directional Sampling.
The simulation procedure is applied to the reliability analysis of a railway bridge
subjected to earthquake excitation. The bridge is equipped with Hysteretic Devices,
which are mounted between the column heads and the superstructure of the bridge.
Energy is dissipated due to the phenomenon of Coulomb friction. Thus it is possible
to limit the sectional forces in the columns as well as relative displacements between
superstructure and columns, unlike a conventional construction with elastomer bearings
only. It is shown that some serviceability criteria are fulfilled with a given target value
of the probability of failure.
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Einfu¨hrung
1.1 Ziel und Inhalt der Arbeit
Ein Bauwerk ist a¨ußeren Einwirkungen (Lastgro¨ßen) ausgesetzt, die in der Bemessung
den Widerstandsgro¨ßen (Geometrie, Materialeigenschaften) gegenu¨berzustellen sind.
Sowohl Einwirkungen als auch Widerstandsgro¨ßen unterliegen Unsicherheiten, die ma-
thematisch durch wahrscheinlichkeitstheoretische Modelle beschrieben werden ko¨nnen.
Gegenwa¨rtige Bauvorschriften wie der Eurocode 1 [24] und darauf basierende Fachnor-
men schreiben fu¨r die Bemessung einer Baukonstruktion charakteristische Werte der
Einwirkungs- und Widerstandgro¨ßen sowie deren Beaufschlagung bzw. Abminderung
mit Teilsicherheitsbeiwerten vor. Eine solche Bemessungsvorschrift wird auch als Level
I – Verfahren bezeichnet (Eurocode 1, Anhang A). Die Bemessung selbst beru¨cksichtigt
keine weitere probabilistische Information. Die Sicherheitsbeiwerte mu¨ssen aber nicht
nur aufgrund der Ingenieurerfahrung, sondern auch mittels probabilistischer Verfahren
(Level II bzw. III ) kalibriert werden. Auch fu¨r Bauwerke, fu¨r die ein besonders hohes
Sicherheitsniveau gefordert ist, und fu¨r solche, die durch die bestehenden Fachnormen
nicht erfaßt werden, verlangt Eurocode 1 eine genauere Zuverla¨ssigkeitsbeurteilung mit
probabilistischen Methoden.
Soll die Sicherheit eines stark nichtlinearen Systems unter stochastischer dynami-
scher Belastung beurteilt werden, ist zum einen ein genaues numerisches Verfahren zur
Strukturanalyse erforderlich. Dieses ist z.B. durch die Finite Elemente Methode mit
entsprechenden Lo¨sungsalgorithmen gegeben. Zum anderen soll eine entsprechend ge-
naue probabilistische Modellierung Grundlage der Zuverla¨ssigkeitsanalyse sein. Als
genaues und flexibles Verfahren zur Berechnung der Strukturzuverla¨ssigkeit wird die
Monte Carlo Simulation gewa¨hlt. Andere Verfahren erscheinen in ihrer Anwendbarkeit
als zu beschra¨nkt oder zu ungenau. Die einfache Monte Carlo Simulation — in Ver-
bindung mit einer realistischen mechanischen Modellierung — erfordert jedoch einen
fu¨r reale Anwendungen nicht vertretbaren Rechenzeitbedarf, um Ereignisse mit kleinen
Wahrscheinlichkeiten bei akzeptabler Konfidenz zu erfassen.
Ziel der Arbeit ist die Entwicklung eines effizienten Simulationsverfahrens fu¨r sto-
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chastische Prozesse, welches speziell fu¨r die Berechnung von Erstu¨berschreitenswahr-
scheinlichkeiten nichtlinearer Systeme geeignet ist. Durch effektive Reduzierung der
Varianz des Scha¨tzers der Erstu¨berschreitenswahrscheinlichkeit soll der notwendige Re-
chenzeitbedarf gegenu¨ber einfacher Monte Carlo Simulation signifikant verringert wer-
den. Hierdurch kann die Genauigkeit der Monte Carlo Methode und ihre Flexibilita¨t
hinsichtlich nichtlinearen Strukturverhaltens ausgenutzt und mit vertretbarem Aufwand
eine aussagekra¨ftige Zuverla¨ssigkeitsanalyse der Struktur durchgefu¨hrt werden.
Die folgenden Abschnitte dieses Kapitels dienen der weiteren Einfu¨hrung in die
Thematik. In Abschnitt 1.2 wird die Ingenieuraufgabe einer Zuverla¨ssigkeitsanaly-
se beschrieben. Die Versagenswahrscheinlichkeit fu¨r zeitunabha¨ngige Probleme und
die sogenannte Erstu¨berschreitenswahrscheinlichkeit als Zuverla¨ssigkeitsmaß fu¨r kurz-
zeitige dynamische Einwirkungen werden formuliert. Abschnitt 1.3 gibt einen kurzen
U¨berblick u¨ber Verfahren zur Berechnung der Erstu¨berschreitenswahrscheinlichkeit.
Kapitel 2 bescha¨ftigt sich mit der Monte Carlo Simulation im allgemeinen und spe-
ziell fu¨r die Anwendung auf zuna¨chst zeitunabha¨ngige Zuverla¨ssigkeitsprobleme. Eine
Literaturstudie gibt einen U¨berblick u¨ber die aktuellen varianzmindernden Simulations-
verfahren und versucht eine kritische Beurteilung ihrer Anwendung in der Zuverla¨ssig-
keitsanalyse .
In Kapitel 3 werden verschiedene Varianten zur Monte Carlo Simulation von Zu-
fallsprozessen vorgestellt. Nach einem kurzen Abschnitt zu den Grundlagen stochasti-
scher Prozesse folgen die Simulation auf Basis einer Darstellung im Zeitbereich und,
detaillierter, fu¨r die Darstellung im Frequenzbereich. Ein U¨berblick zu anderen vari-
anzmindernden Simulationsverfahren fu¨r Prozesse aus der Literatur wird gegeben.
Das im Rahmen dieser Arbeit entwickelte Simulationsverfahren wird in Kapitel 4
vorgestellt. Die Konzeption des Verfahrens und die Simulationsprozedur selbst werden
beschrieben. Die Testbeispiele in diesem Kapitel zeigen die Leistungsfa¨higkeit des
Verfahrens und geben Anhaltspunkte fu¨r weitere Anwendungen.
Das Simulationsverfahren wird in Kapitel 5 auf die Sicherheitsbeurteilung einer Ei-
senbahnbru¨cke unter Erdbebenbelastung angewendet. In der Konstruktion wird ein neu-
artiger Reibungsda¨mpfer eingesetzt, der durch Energiedissipation die Belastungen des
Tragwerks gegenu¨ber herko¨mmlichen Konstruktionen reduzieren soll. Der Einfluß die-
ser Technologie auf die Sicherheit des Tragwerks wird untersucht.
Zusammenfassung und Ausblicke folgen in Kapitel 6.
1.2 Formulierung der Versagenswahrscheinlichkeit
In diesem Abschnitt wird die Problemstellung der probabilistischen Zuverla¨ssigkeits-
analyse beschrieben. Die Betrachtung erfolgt zuna¨chst fu¨r zeitunabha¨ngige Probleme.
Als Maß der Sicherheit wird u¨blicherweise ihr Komplement, die Versagenswahrschein-
lichkeit, berechnet. Es folgen Ausfu¨hrungen zu verschiedenen Arten zeitabha¨ngiger
Probleme und die Formulierung der Erstu¨berschreitenswahrscheinlichkeit. Bei all die-
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sen Betrachtungen erfolgt gleichzeitig die thematische Abgrenzung der vorliegenden
Arbeit.
Die Ingenieuraufgabe der Zuverla¨ssigkeitsanalyse wird wie folgt charakterisiert.
Zuna¨chst ist zu entscheiden, welche fu¨r die Bemessung relevanten Gro¨ßen als Zufallsva-
riablen in die Zuverla¨ssigkeitsanalyse eingefu¨hrt werden. Das ha¨ngt von ihrer Streuung
ebenso ab wie von der Sensitivita¨t der untersuchten Struktur bezu¨glich der zufa¨lligen
Parameter.
Je nach Problemstellung kann es notwendig sein, eine ra¨umliche Verteilung der
Variablen (als Zufallsfeld) oder eine zeitliche Verteilung (stochastischer Prozeß) zu
beru¨cksichtigen. Zufallsfelder werden hier nicht betrachtet. In den Anwendungen der
Kapitel 3 bis 5 sind die Belastungen als Zufallsprozesse modelliert. Die Eigenschaften
der Struktur selbst werden als deterministisch angesehen.
In den folgenden Ausfu¨hrungen werden die zufa¨lligen Gro¨ßen — auch Basisvaria-
blen genannt — durch Großbuchstaben dargestellt. Eine Realisation einer Zufallsvaria-
ble ist durch einen Kleinbuchstaben gekennzeichnet. Die Dichtefunktion einer Zufalls-
variablen X wird somit durch fX (x) dargestellt. Die Zufallsvariablen sind durch den
Verteilungstyp und die entsprechenden Verteilungsparameter festzulegen. Bei Betrach-
tung mehrerer Zufallsvariablen, zusammengefaßt als Zufallsvektor X, ist ebenso deren
Kovarianz- bzw. Korrelationsmatrix zu beru¨cksichtigen. Dieser Schritt wird auch als
stochastische Modellbildung bezeichnet.
Außerdem ist das zu betrachtende Versagenskriterium festzulegen. Versagen be-
deutet in diesem Zusammenhang nicht notwendigerweise den totalen Kollaps der Struk-
tur, beispielsweise ko¨nnen auch Kriterien der Gebrauchsfa¨higkeit zum Tragen kommen.
Vereinfachend wird hier jeder unzula¨ssige Zustand der Struktur als Versagen bezeich-
net, die Versagenswahrscheinlichkeit ist somit die Eintretenswahrscheinlichkeit eines
solchen Zustands. Selbstversta¨ndlich muß auch das verwendete mechanische Modell in
der Lage sein, den Versagenszustand abzubilden. Dafu¨r ist oft auch die Beru¨cksichti-
gung geometrisch oder physikalisch nichtlinearer Effekte notwendig.
Das Versagenskriterium wird durch die Grenzzustandsfunktion modelliert (vgl. Spae-
the [81]). Die Grenzzustandsfunktion g(x) ist die Antwort des betrachteten Systems zu
einer Realisation der Basisvariablen, die so skaliert ist, daß
g(x) =

 0 ; bei Versagen
> 0 ; bei U¨berleben (1.1)
Gl. (1.2) ist das einfachste Beispiel fu¨r eine Grenzzustandsfunktion:
g(r; s) = r  s (1.2)
worin r der Widerstand (z.B. Fließspannung) ist und s die auftretende Spannung an einer
betrachteten Stelle in der Struktur. Bei der praktischen Anwendung liegt die Grenzzu-
standsfunktion i.d.R. nicht in expliziter Formulierung vor, sondern ist Ergebnis einer
Strukturanalyse. (Zum Beispiel ist nicht die vorhandene Spannung, sondern eine a¨ußere
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Lastgro¨ße die Basisvariable.) Man spricht dann von einer impliziten Formulierung des
Grenzzustands.
Aus Gl. (1.1) ist ersichtlich, daß die Grenze des Versagensbereichs, also der U¨ber-
gang der Struktur vom sicheren in den versagten Zustand durch g(x) = 0 markiert ist.
Sei Rn der Raum der n Basisvariablen, dann ist der Versagensbereich der Unterraum
D F R
n, welcher definiert ist durch
D F = fx 2 Rn jg(x) 0g (1.3)
Die Versagenswahrscheinlichkeit ist, mit den Definitionen (1.1 und 1.3), das Integral
der gemeinsamen Dichtefunktion der Zufallsvariablen fX(x) u¨ber den Versagensbereich
D F , wie in Gl. (1.4) dargestellt. Die Versagenswahrscheinlichkeit wird hier mit PF (von
probability of failure) bezeichnet.
PF = P[X 2 D F ]
= P[g(X) 0]
=
Z
  
Z
DF
fX(x) dx
(1.4)
Ein zeitabha¨ngiges Zuverla¨ssigkeitsproblem bedeutet, daß die Versagenswahr-
scheinlichkeit auf einen bestimmten Beobachtungszeitraum bezogen ist. Dabei soll-
te grundsa¨tzlich zwischen kurzfristigen und langfristigen Betrachtungen unterschieden
werden. Langfristige Analysen beinhalten nicht unbedingt dynamische Effekte der
Strukturantwort. Die Modellierung der Belastung kann auch als Lastkombinationspro-
blem aufgefaßt werden. Unter Umsta¨nden sind aber Vera¨nderungen des Strukturver-
haltens infolge Schadensakkumulation, Rißfortschritt oder Korrosion zu beru¨cksichti-
gen. In der folgenden Arbeit werden selten auftretende, kurzzeitige Ereignisse (z.B. ein
Erdbeben wie in Kapitel 5) betrachtet. Die Belastung sei wie erwa¨hnt ein Zufallspro-
zeß, die Strukturantwort sei dynamisch, d.h. Tra¨gheits- und Da¨mpfungseffekte haben
einen signifikanten Einfluß. Bei der Strukturanalyse sind auch nichtlineare Effekte zu
beru¨cksichtigen, jedoch keine grundsa¨tzliche Vera¨nderung des Verhaltens, z.B. infolge
Scha¨digung.
Aufgabenstellungen dieser Art werden i.d.R. als sogenanntes Erstu¨berschreitenspro-
blem formuliert. Dabei wird angenommen, daß Versagen bereits eintritt, wenn inner-
halb des Beobachtungszeitraums T ein unzula¨ssiger Zustand einmal erreicht wird. Mit
obigen Definitionen und X(t) als dem Prozeß der Antwort des untersuchten Systems ist
die Versagenswahrscheinlichkeit
PF (T ) = P[X(t) 2 D F ; t 2 [0;T ]] (1.5)
Das ist gleichbedeutend mit der Wahrscheinlichkeit, daß der Zeitpunkt des Eintretens
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eines unzula¨ssigen Zustands t innerhalb des Beobachtungszeitraums liegt:
PF(T ) = P[t  T ] (1.6)
Insbesondere bei skalaren Prozessen wird oft als Versagen die U¨berschreitung einer
Schranke xˆ betrachtet, es sei also D F = [xˆ;∞). Das fu¨hrt auf die sogenannte Erstu¨ber-
schreitenswahrscheinlichkeit
PF (T ) = P

max
t2[0;T ]
X(t)  xˆ

(1.7)
1.3 Zur Berechnung der Erstu¨berschreitenswahrschein-
lichkeit
Hier soll ein kurzer U¨berblick u¨ber mo¨gliche Lo¨sungsansa¨tze fu¨r die zeitabha¨ngige Ver-
sagenswahrscheinlichkeit, Gl. (1.5) ff., gegeben werden. Detailliertere Beschreibungen
finden sich in der Literatur, z.B. Soong, Grigoriu [80] und Lin, Cai [50]. Einige fu¨r
das Versta¨ndnis der folgenden Ausfu¨hrungen hilfreiche Grundbegriffe und Definitionen
werden in Abschnitt 3.1 angefu¨hrt.
Eine Gruppe von Verfahren zur Berechnung von PF(T ) beruht auf der Theorie der
Niveaukreuzungen. Sei E[NF(T )] die mittlere Anzahl der Ereignisse, daß der Prozeß
X(t) innerhalb des Zeitintervalls [0;T ] in den Versagensbereich D F eintritt, dann wird
die U¨berschreitensrate definiert zu
ν(t) = lim
T!0
∂
∂t
E[NF(T )] (1.8)
Bei Aufgabenstellungen in der Form von Gl. (1.7) ist die Niveaukreuzung mit positiver
Ableitung, vom sicheren in den Versagensbereich, von Interesse, bezeichnet als ν+. Sie
ist gegeben durch die Formel von Rice [70] (s. auch Spaethe [81])
ν+(t) =
∞
Z
0
ξ fX ;X˙ (x;ξ; t) dξ (1.9)
unter der Voraussetzung, daß der Prozeß X(t) differenzierbar ist. Fu¨r stationa¨re, nor-
mal verteilte Prozesse und fu¨r bestimmte Transformationen solcher Prozesse verein-
facht sich obige Formel (Soong, Grigoriu [80, Abschn. 7.3]). Man beno¨tigt fu¨r ihre
Berechnung die Dichtefunktion oder statistische Momente der Antwort des untersuch-
ten Systems und ihrer Ableitung nach der Zeit. Im Falle eines Vektorprozesses X(t) sind
die U¨berschreitensraten wesentlich schwieriger zu ermitteln, wegen der komplizierte-
ren Form der Grenzzustandsfunktion und weil man die gemeinsame Dichtefunktion
aller Variablen beno¨tigt.
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Auf Basis der U¨berschreitensrate lassen sich Abscha¨tzungen der Versagenswahrschein-
lichkeit ableiten. Unter der Annahme, daß Niveauu¨berschreitungen selten und deshalb
voneinander unabha¨ngig sind und unter der Anfangsbedingung, daß das System bei
t = 0 nicht versagt, ist fu¨r den stationa¨ren Prozeß
PF  1  e νT (1.10)
Es gibt in der Literatur weitere obere und untere Schranken fu¨r PF . Die Annahme der
Unabha¨ngigkeit der Ereignisse gilt jedoch nicht fu¨r schmalbandige Prozesse und nicht
fu¨r niedrige Schranken xˆ. Niveauu¨berschreitungen treten in diesen Fa¨llen in Gruppen
auf. Auch hierfu¨r gibt es weitere Na¨herungsformeln. Macke bescha¨ftigt sich in seiner
Dissertation [52] na¨her mit diesem Thema.
Eine andere Klasse von analytischen Verfahren der Zuverla¨ssigkeitsanalyse verwen-
det die Beschreibung der Systemantwort als Markow – Diffusionsprozeß mit Hilfe der
Itoˆ – Differentialgleichung, fu¨r den skalaren Prozeß X(t) wiedergegeben
dX(t) = m(X(t); t)dt + s(X(t); t)dB(t) (1.11)
Hierin sind dB(t) die Inkremente eines Wiener – Prozesses, die einer Normalvertei-
lung mit Mittelwert Null und Varianz dt folgen. Die Gro¨ße m wird als Drift und s
als Diffusionskoeffizient bezeichnet. Der Markow – Prozeß ist dadurch gekennzeich-
net, daß der Zustand zum Zeitpunkt ti lediglich vom Zustand des vorher betrachteten
Zeitpunktes ti 1 abha¨ngt. So la¨ßt sich der Zustand zum einem beliebigen Zeitpunkt
unabha¨ngig vom dazwischen liegenden Pfad mit gegebenen Anfangsbedingungen be-
schreiben. Die U¨bergangswahrscheinlichkeit η = fX (x; tjx0; t0) ist die Lo¨sung der Fok-
ker – Planck (auch Kolmogorow – vorwa¨rts) – Gleichung oder der Kolmogorow – ru¨ck-
wa¨rts – Gleichung:
∂η
∂t0
= m(x0; t0)
∂η
∂x0
 
1
2
s2(x0; t0)
∂2η
∂x20
(1.12)
Es gilt also, zuna¨chst die Bestimmungsgleichungen des untersuchten Systems in der
Form der Gl. (1.11) zu formulieren und die Drift- und Diffusionskoeffizienten zu be-
stimmen. Dann kann die Zuverla¨ssigkeit des Systems zu einem bestimmten Zeitpunkt
analog Gl. (1.12) formuliert werden. Geschlossene Lo¨sungen der Kolmogorow – ru¨ck-
wa¨rts – Gleichung gibt es jedoch nur fu¨r spezielle lineare Systeme (Lin, Cai [50, Ab-
schnitt 8.4]). Die Zuverla¨ssigkeit eines Systems ist aber entsprechend Gl. (1.6) auch
bestimmt durch die probabilistische Beschreibung des zufa¨lligen Zeitpunktes t, zu
dem der Prozeß X(t) erstmals den zula¨ssigen Bereich verla¨ßt. Aus der Kolmogorow
– ru¨ckwa¨rts – Gleichung fu¨r t ko¨nnen die statistischen Momente des Erstu¨berschrei-
tenszeitpunktes hergeleitet werden. Daraus wird die Versagenswahrscheinlichkeit nach
Gl. (1.6) na¨herungsweise bestimmt.
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Man erkennt, daß das hier beschriebene Verfahren in seiner Anwendbarkeit sehr ein-
geschra¨nkt ist. Fu¨r hysteretische Systeme sind weitere Na¨herungen notwendig. Die
bisherigen Ausfu¨hrungen beschra¨nkten sich auf skalare Prozesse. Fu¨r eine numerische
Lo¨sung der Fokker – Planck – Gleichung in ho¨heren Dimensionen kann die Dichtefunk-
tion in Anlehnung an die Finite Elemente Methode (Spencer und Bergman [83]) oder
durch Finite Differenzen (Wojtkiewicz und Bergman [92]) diskretisiert werden. Das
Verfahren ist aber sehr aufwendig und auf niedrige Dimensionen (bis 4) beschra¨nkt.
Bei der Pfadintegration oder auch Cell Mapping – Methode (Sun und Hsu [84], Nielsen
und Ko¨ylu¨og˘lu [59]) wird der Zustandsraum des Systems diskretisiert und eine Matrix
der U¨bergangswahrscheinlichkeiten zwischen den Zellen aufgestellt. Im Falle eines
stationa¨ren Problems, mit einer konstanten Matrix der U¨bergangswahrscheinlichkeiten,
kann die Fokker – Planck – Gleichung effektiv gelo¨st werden. Fu¨r instationa¨re Prozesse
oder fu¨r ho¨here Dimensionen erscheint auch dieses Verfahren als zu aufwendig.
Ein in der Literatur verbreitetes Verfahren zur Lo¨sung von stochastischen dyna-
mischen Problemstellungen ist die statistisch a¨quivalente Linearisierung. Hier wird
zu einem gegebenen nichtlinearen System mit der Antwort X(t) ein lineares Ersatz-
system mit Antwort L(t) gesucht. Kriterium zur Bestimmung der Koeffizienten des
linearen Systems ist, daß der Erwartungswert des Fehlerquadrats E[(L(t) X(t))2] mi-
nimal wird. Bei bestimmten Arten der Nichtlinearita¨t, z.B. bei hysteretischen Systemen,
erfordert das Verfahren eine iterative Bestimmung der Koeffizienten, was die Effizienz
stark mindert. Mit dem linearen Ersatzsystem ko¨nnen weitere Untersuchungen wie
oben beschrieben angestellt werden. Das Verfahren liefert gute Na¨herungen fu¨r Mittel-
wert und Varianz der Systemantwort, aber keine Aussagen u¨ber ho¨here Momente. Es
scheint daher fu¨r die Zuverla¨ssigkeitsanalyse ungeeignet zu sein.
Auch die Monte Carlo Methode stellt keine exakte Lo¨sung des Zuverla¨ssigkeitspro-
blems dar. Detaillierte Darstellungen dieser Methodik sind Inhalt der folgenden Kapi-
tel. Vereinfacht ausgedru¨ckt, wird fu¨r ein gegebenes System mit zufa¨lligen Parametern
auf dem Rechner eine ku¨nstliche Stichprobe von Eingangswerten generiert. Fu¨r jede
Realisation der Eingangsgro¨ßen wird die Antwort des Systems berechnet, anschließend
erfolgt die statistische Auswertung der Stichprobe von Systemantworten. Das Ergebnis
strebt mit zunehmendem Stichprobenumfang gegen die exakte Lo¨sung. Neben seiner
Genauigkeit ist ein entscheidender Vorteil die Flexibilita¨t des Verfahrens: Die Berech-
nungen fu¨r jede einzelne Realisation sind quasi deterministisch; so ko¨nnen praktisch
beliebige Systeme untersucht werden, z.B. in Verbindung mit der Finite Elemente Me-
thode fu¨r die Strukturanalyse. Eine hohe Dimension der Zufallsvektoren kann zwar
numerische Schwierigkeiten verursachen, stellt aber keine theoretische Beschra¨nkung
dar.
Nachteilig ist der bei einfacher Monte Carlo Simulation u.U. hohe Rechenaufwand,
vgl. S. 11 zum notwendigen Stichprobenumfang. Deshalb besteht Bedarf nach der
Entwicklung effizienter Algorithmen, um die Analyse realistischer Strukturen bei ver-
tretbarem Zeitaufwand zu ermo¨glichen.
DISSERTATION VEIT BAYER 7
92
Monte Carlo Methoden
2.1 ”Einfache“ Monte Carlo Simulation
Die Versagenswahrscheinlichkeit fu¨r zeitunabha¨ngige Probleme wird in Gl. (1.4) de-
finiert als das Integral der gemeinsamen Dichtefunktion der Basisvariablen u¨ber den
Versagensbereich. Die Lo¨sung des Integrals durch Simulation wird auch als Monte
Carlo Integration bezeichnet. Wie in den folgenden Abschnitten erla¨utert, wird das Er-
gebnis von Gl. (1.4) aus einer auf dem Rechner erzeugten ku¨nstlichen Stichprobe im
statistischen Sinne gescha¨tzt. Der Scha¨tzer ist selbst eine zufa¨llige Gro¨ße. Er ist erwar-
tungstreu, wenn sein Erwartungswert identisch der gesuchten exakten Lo¨sung ist. Das
Konfidenzintervall des Scha¨tzers ha¨ngt von seiner Varianz ab. Daher muß es das Ziel ei-
nes statistischen Scha¨tzverfahrens sein, einen erwartungstreuen Scha¨tzer mit minimaler
Varianz zu finden. Dies ist die Motivation zur Entwicklung sogenannter varianzmin-
dernder Monte Carlo – Verfahren, die in den folgenden Abschnitten vorgestellt werden.
Die Klassifizierung der Verfahren folgt im wesentlichen dem Buch von Rubinstein
[71]. Angesichts des sehr großen Umfangs an Literatur zur Monte Carlo – Simula-
tion erhebt die Zusammenstellung im vorliegenden Kapitel nicht den Anspruch der
Vollsta¨ndigkeit. Zuna¨chst wird die Lo¨sung des Integrals Gl. (1.4) durch einfache Mon-
te Carlo Simulation, also ohne Varianzminderung, erla¨utert, dann werden auf dieser
Grundlage die bekanntesten varianzmindernden Verfahren dargestellt und eine kriti-
sche Beurteilung versucht. Es werden sowohl allgemeine Darstellungen gegeben als
auch die Anwendung auf die Zuverla¨ssigkeitsanalyse diskutiert. Objektive Vergleiche
der verschiedenen varianzmindernden Verfahren gibt es in der Literatur sehr wenige,
z.B. Ayyub und Haldar [5] und Engelund und Rackwitz [23] fu¨r die Anwendung auf.
zeitunabha¨ngige Fragestellungen. Die Eignung verschiedener Verfahren zur Simulation
von stochastischen Prozessen wird in Kapitel 4 diskutiert.
Nach Hammersley und Handscomb [36] und auch Rubinstein [71] gibt es im we-
sentlichen zwei Techniken — zuna¨chst ohne Varianzminderung —, mit denen ein Inte-
gral numerisch berechnet werden kann, namentlich die Hit or Miss (”Treffer oder nicht
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Treffer“) – Methode und die Sample Mean (”Mittel einer Stichprobe“) – Methode, diehier kurz diskutiert werden sollen.
Die Darstellung der Simulationsverfahren auch in den folgenden Abschnitten er-
folgt meist anhand des folgenden ”Standardbeispiels“ (aus Rubinstein [71]). Zu lo¨sensei das bestimmte Integral einer beliebigen eindimensionalen Funktion g(x) u¨ber den
Integrationsbereich D
θ =
Z
D
g(x) dx (2.1)
Beim Hit or Miss – Monte Carlo werden fu¨r ein eindimensionales Problem zweidi-
mensionale Zufallsvektoren simuliert. Eine Komponente entspricht x, gleichverteilt auf
D , die zweite Komponente ist gleichverteilt auf einem Intervall, das den Wertebereich
von g(xjx 2 D ) einschließt. Das Integral wird hier als die Fla¨che (im eindimensionalen
Fall) unter der Kurve interpretiert. Sein Wert ergibt sich aus der Zahl derjenigen simu-
lierten Realisationen der Zufallsvektoren, welche unter der Kurve liegen (”Treffer“), imVerha¨ltnis zur Gesamtzahl der Simulationen.
Beim Sample Mean – Verfahren wird das Integral als das arithmetische Mittel der
Funktion u¨ber den Integrationsbereich interpretiert. Es werden hier lediglich gleich-
verteilte Zufallszahlen xi im Intervall (a;b) simuliert und deren Funktionswerte g(xi)
berechnet. Ihr Mittelwert entspricht dem Wert des Integrals. In der Regel ist diese
Methode effektiver als die oben beschriebene, das heißt man kann mit weniger Simula-
tionen die gleiche Signifikanz des Scha¨tzwertes erreichen.
Shinozuka [76] war einer der ersten, die Monte Carlo Simulation auf die Berech-
nung von Versagenswahrscheinlichkeiten angewendet haben. Das Verfahren, das sich
in der Literatur auch allgemein durchgesetzt hat, ist wie folgt. Zuna¨chst wird eine Indi-
katorfunktion I eingefu¨hrt, die quasi anzeigt, ob eine Realisation des Zufallsvektors x
im Versagensbereich liegt. Mit der Definition des Versagensbereichs nach Gl. (1.3) ist
I definiert durch
I(g(x)) =

0 ; wenn g(x) > 0
1 ; wenn g(x)  0 (2.2)
So kann fu¨r das Integral Gl. (1.4) der Integrationsbereich gea¨ndert werden:
PF =
Z
D f
fX(x) dx
=
∞
Z
 ∞
I(g(x)) fX(x) dx
(2.3)
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Gl. (2.3) ist der Erwartungswert der Indikatorfunktion I, auch geschrieben als
PF = E[I(g(X))] (2.4)
Fu¨r den Erwartungswert und damit auch fu¨r die Versagenswahrscheinlichkeit gibt
Gl. (2.5) einen erwartungstreuen Scha¨tzer an:
P¯F =
1
N
N
∑
i=1
I(g(xi)) (2.5)
mit xi: die i-te Realisation einer Stichprobe der Basisvariablen vom Umfang N. Unter
Ausnutzung der Erwartungstreue berechnet sich seine Varianz zu
var[P¯F ] = E[(P¯F  E[P¯F ])2]
= E[P¯2F ] P2F
= (PF  P2F )=N
(2.6)
Gl. (2.6) beinhaltet die unbekannte exakte Lo¨sung PF , dient daher nur der theoretischen
Bewertung verschiedener Simulationsverfahren. In der programmtechnischen Umset-
zung kann ein Scha¨tzer fu¨r die Varianz ermittelt werden als
var[P¯F ] =
1
N
N
∑
i=1
I2(g(xi)) 
 1
N
N
∑
i=1
I
 
g(xi)

2
(2.7)
Bei Anwendungen wird ha¨ufig der auf die Zahl der Simulationen bezogene Standard-
fehler als Vergleichswert angegeben, der wie folgt definiert ist
σP¯F =
r
var[P¯F ]
N
(2.8)
Aus Gl. (2.6) ist ersichtlich, daß die Varianz des Scha¨tzers gegen 0 strebt fu¨r N ! ∞,
damit ist der Scha¨tzer außerdem konsistent. Fu¨r N ! ∞ strebt die Scha¨tzung gegen die
exakte Lo¨sung fu¨r die Versagenswahrscheinlichkeit.
Nimmt man aufgrund des Zentralen Grenzwertsatzes an, daß der Scha¨tzer P¯F nor-
malverteilt ist, kann man mit Hilfe seiner Varianz ein Konfidenzintervall bestimmen.
Fu¨r eine erwartete Versagenswahrscheinlichkeit und eine vorgegebene Varianz des Scha¨t-
zers ergibt sich aus Gl. (2.7) die Forderung der Anzahl an Realisationen, die zu simu-
lieren sind, zu N  (PF  P2F)=var[P¯F ]. Fu¨r einen Variationskoeffizienten von beispiels-
weise 10% und einem Sicherheitsniveau von PF = 10 3 muß N  105 sein.
Durch die Einfu¨hrung der Indikatorfunktion I ist das hier beschriebene Verfahren
im Prinzip eine Hit or Miss – Methode. Zwar ist P¯F ein Scha¨tzer des arithmetischen
Mittels der Indikatorfunktion, da diese aber nur Werte 0 oder 1 annimmt, ist P¯F nichts
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anderes als das Verha¨ltnis der ”Treffer“ zur Gesamtzahl an Realisationen. Ziel vonvarianzmindernden Verfahren ist es deshalb, dieses Verha¨ltnis zu erho¨hen. Eine Aus-
nahme bilden in diesem Zusammenhang das Directional Sampling, Anschnitt 2.9, das
ausschließlich einen Mittelwert aus allen Realisationen bildet, und das Latin Hypercu-
be Sampling, Abschnitt 2.4, bei dem die auszuwertenden Funktionswerte nicht direkt
simuliert werden.
2.2 Importance Sampling
Ausgehend vom Standardbeispiel Gl. (2.1), berechnet nach dem Sample Mean – Ver-
fahren, werden hier Zufallszahlen anstatt nach einer Gleichverteilung nach einer spe-
zifischen Simulations – Dichtefunktion generiert. Dazu wird eine Zufallsvariable Y
eingefu¨hrt, die auf dem gleichen Wertebereich wie X definiert ist. Ihre Dichtefunkti-
on hY (y) ist dem jeweiligen Problem entsprechend so zu wa¨hlen, daß mo¨glichst viele
Stichproben in dem Bereich generiert werden, der am meisten zum gesamten Resul-
tat beitra¨gt, also von gro¨ßter Bedeutung (Importance) fu¨r das Gesamtergebnis ist. Die
Simulationsdichte wird wie folgt in das Integral Gl. (2.1) eingefu¨hrt
θ =
Z
D
g(y)
hY (y)
hY (y) dy (2.9)
wodurch sich sein Wert nicht a¨ndert. Der Wert des Integrals ist der Erwartungswert
θ = Eh

g(Y )
hY (Y )

(2.10)
bezu¨glich einer nach hY (y) verteilten Grundgesamtheit (vorausgesetzt, die Integrations-
grenzen sind ∞, was aber in der Regel durch die Indikatorfunktion, Gl. (2.2), immer
erreicht werden kann). Der erwartungstreue Scha¨tzer hierfu¨r ist
θ¯ =
1
N
N
∑
i=1
g(yi)
hY (yi)
(2.11)
worin xi Zufallszahlen sind, die nach der Verteilung hY (y) simuliert werden.
In gleicher Weise wird die Simulationsdichte in Gl. (2.3) zur Berechnung der Ver-
sagenswahrscheinlichkeit eingefu¨hrt
PF =
∞
Z
 ∞
I(g(y))
fX(y)
hY(y)
hY(y) dy (2.12)
Durch Simulation von Stichproben yi nach der Verteilung hY(y) wird die Versagens-
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wahrscheinlichkeit gescha¨tzt zu
P¯F =
1
N
N
∑
i=1
I(g(yi))
fX(yi)
hY(yi)
(2.13)
Die Varianz des Scha¨tzers ist
var[P¯F ] = E[(P¯F  PF)2]
=
1
N

∞
Z
 ∞
I2(g(y))
f 2X(y)
hY(y)
dy P2F

(2.14)
und wird zu Null wenn man folgende theoretische ”ideale Simulationsdichte“ einsetzt(nach Rubinstein [71]):
hY(y) = I(g(y)) 
fX(y)
PF
(2.15)
Diese Dichtefunktion ist also gleich Null im sicheren Bereich und proportional der Ori-
ginal – Dichtefunktion fX(x) im Versagensbereich. Hierfu¨r muß allerdings die exakte
Lo¨sung PF a priori bekannt sein. Die verschiedenen Varianten des Importance Samp-
ling zielen daher darauf ab, diese ideale Simulationsdichte anzuna¨hern.
Die meisten in der Zuverla¨ssigkeitsanalyse angewendeten varianzmindernden Ver-
fahren sind dem Importance Sampling zuzuordnen, einige davon werden im folgenden
vorgestellt.
Das Konzept des Importance Sampling Using Design Points von Bourgund und Bu-
cher [9] verwendet den aus Level II – Verfahren (z.B. die First Order Reliability Method
— FORM, s. auch Hasofer, Lind [38], Shinozuka [76], Plate [64]) bekannten Bemes-
sungspunkt als Mittelwertsvektor der Simulationsdichte. Das ist der Punkt auf dem
Grenzzustand g(X) = 0 mit der ho¨chsten Wahrscheinlichkeitsdichte. Im Raum stan-
dardnormal verteilter Variablen U ist das gleichbedeutend dem geometrischen Ort auf
g(U) = 0 mit dem kleinsten Abstand zum Koordinatenursprung und kann mit einer Op-
timierungsroutine gefunden werden. Mit dem Bemessungspunkt als Mittelwert werden
die Stichproben in dem Teil des Versagensbereichs mit der ho¨chsten Wahrscheinlich-
keitsdichte konzentriert, welcher auch am meisten zur gesamten Versagenswahrschein-
lichkeit beitra¨gt. Die Stichproben werden in der Regel nach einer Normalverteilung
generiert, deren Korrelationsmatrix gleich derjenigen der Basisvariablen ist. Um eine
effektivere Varianzminderung zu erreichen, ist es mitunter notwendig, die Standardab-
weichungen der Simulation im Verha¨ltnis zu den Werten der Basisvariablen leicht zu
vera¨ndern. Dies kann zum Beispiel bei extrem nichtlinearen, quasi ”rauhen“ Grenzzu-standsfunktionen der Fall sein. Ein anderes Problem dieses Verfahrens, welches glei-
chermaßen bei Na¨herungsverfahren auftritt, ist, daß unter Umsta¨nden der Bemessungs-
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punkt nicht eindeutig bestimmbar ist, zum Beispiel bei einer Grenzzustandsfunktion,
die anna¨hernd symmetrisch zum Mittelwert der Variablen liegt, oder bei Systemen,
bei denen die Grenzzustandsfunktion aus mehreren Komponenten zusammengesetzt
ist. Deshalb wird vorgeschlagen (Fu [27], Fu und Moses [28]), mehrere Punkte auf
der Grenzzustandsfunktion mit lokalen Maxima der Wahrscheinlichkeitsdichte zu er-
mitteln. Mit diesen Punkten als Mittelwerte verschiedener Dichtefunktionen werden
mehrere Simulationen durchgefu¨hrt und dann die Einzelergebnisse mit einer geeigne-
ten Gewichtung gemittelt. Bei Verma et al. [87] wird dieses Prinzip auf das Problem
der Systemversagenswahrscheinlichkeit angewendet. Es werden fu¨r alle M Komponen-
ten die Teilversagenswahrscheinlichkeiten P¯F;m ermittelt. Dann werden die Gewichte
wm; m = 1; ::;M durch das folgende Gleichungssystem aus den Dichten an den Bemes-
sungspunkten bestimmt:
fX(x1)
fX(xm)
=
hY(x1)
hY(xm)
; m = 1 : : :M (2.16)
M
∑
m=1
wm = 1 (2.17)
Die Systemversagenswahrscheinlichkeit ist dann
P¯F =
M
∑
m=1
wmP¯F;m (2.18)
Eine Anna¨herung der idealen Simulationsdichte durch statistische Momente erster
und zweiter Ordnung, das heißt durch Mittelwertsvektor und Kovarianzmatrix wird von
Bucher [11] vorgeschlagen. Das Iterative Fast Monte Carlo (siehe auch Bucher et al.
[12]) besteht aus mehreren aufeinanderfolgenden Simulationsla¨ufen. Nach der ersten
Simulation werden die statistischen Momente derjenigen Stichproben der Basisvaria-
blen X, die in den Versagensbereich fallen, berechnet. Das sind dann die Parameter der
normalverteilten Zufallsvariablen Y, die zur Simulation im folgenden Lauf verwendet
werden.
E[Y] = E[Xjg(x) 0] (2.19)
E[YYT ] = E[XXT jg(x)  0] (2.20)
Auf diese Weise wird die Simulationsdichte in mehreren La¨ufen wiederholt ange-
paßt. Die Erfahrung zeigt, daß das Verfahren recht robust und universell ist, solange
man genu¨gend Stichproben hat, um eine verla¨ßliche Scha¨tzung der Kovarianzmatrix,
Gl. (2.20), zu erhalten.
Fu¨r die erste Simulation bietet sich eine Simulationsdichte an, deren Mittelwerts-
vektor identisch dem der Basisvariablen ist, die aber gro¨ßere Standardabweichungen
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besitzt. Bucher [11] schla¨gt stattdessen die folgende Startprozedur vor, um den Mit-
telwertsvektor der Simulationsdichte zu wa¨hlen. Es werden bedingte Versagenswahr-
scheinlichkeiten berechnet, indem fu¨r jeweils eine Variable eine Simulation durchgefu¨hrt
wird, wa¨hrend die anderen Variablen am Mittelwert festgehalten werden. Diese beding-
ten Versagenswahrscheinlichkeiten, hier vereinfacht als PFi bezeichnet, sind als Fla¨che
unter der eindimensionalen bedingten Wahrscheinlichkeitsdichte im Versagensbereich
interpretierbar. Bei der Simulation werden auch die Schwerpunktskoordinaten x¯i dieser
Fla¨chen ermittelt. Der Startpunkt, also der Mittelwertsvektor der Simulationsdichte, ist
dann der gemeinsame Schwerpunkt aller Teilfla¨chen
µY =
Pfi x¯i
∑i=1n Pfi
(2.21)
Diese Startprozedur beno¨tigt wesentlich weniger Stichproben und damit Aufrufe der
Grenzzustandsfunktion, als oben erwa¨hnte erste Simulation am Mittelwert.
Auch die Kernel Method (Ang et al. [2, 3]) ist ein Verfahren, das mit Hilfe meh-
rerer aufeinanderfolgender Simulationen die ideale Simulationsdichte anna¨hert. Hier
wird gewissermaßen eine empirische Dichtefunktion ermittelt, indem jede Realisation
des simulierten Zufallsvektors, die im Versagensbereich liegt, als Mittelwert einer so-
genannten kernel function k(:), die eine Dichtefunktion darstellt, verwendet wird. Die
Streuung jeder kernel function, als Fensterweite w bezeichnet, wird willku¨rlich festge-
legt. Die zur Simulation der Stichproben im folgenden Lauf verwendete Dichtefunktion
setzt sich aus diesen einzelnen Dichten additiv zusammen, Gl. (2.22).
hY(y) =
1
Nf
Nf
∑
i=1
1
wn
k

y xi
w

(2.22)
Hierin ist xi eine Realisation des Zufallsvektors, die im ersten Lauf zum Versagen fu¨hr-
te, Nf die Anzahl an solchen Versagensfa¨llen xi und n die Zahl der Basisvariablen.
Erfu¨llt k die Kolmogorow’schen Axiome, ist also eine Dichtefunktion, dann gilt dies
auch fu¨r hY(y). Fu¨r k kann zum Beispiel die Dichtefunktion der Normalverteilung mit
Mittelwert xi und Standardabweichung w verwendet werden. Die Fensterweite w beein-
flußt die Form der Simulationsdichtefunktion hY(y). Je gro¨ßer w gewa¨hlt wird, desto
glatter erscheint der Verlauf von h. Eine variable Fensterweite — kleiner in Bereichen
hoher Wahrscheinlichkeitsdichte — wird vorgeschlagen. Fu¨r die Wahl der Fensterweite
liegen jedoch keine objektiven Kriterien vor.
Wang und Ang [88] haben diese Methode mit der oben erwa¨hnten Startprozedur von
Bucher [11] verbunden, damit bereits die erste Simulation mo¨glichst viele Stichproben
im Versagensbereich erzeugt.
Karamchandani et al. [44] verfolgen ein ganz a¨hnliches Konzept. Vor der Definiti-
on der neuen Simulationsdichte werden allerdings die Punkte, die die Mittelwerte der
einzelnen Dichtefunktionen festlegen, derart ausgewa¨hlt, daß eine lokale Ha¨ufung von
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Punkten (cluster) vermieden wird. So werden die Mittelwerte der einzelnen Dichte-
funktionen mo¨glichst gleichma¨ßig u¨ber den Versagensbereich verteilt.
Beim Asymptotic Importance Sampling (Maes et al.[54, 55]) wird versucht, die
ideale Simulationsdichte, Gl. (2.15), durch Betrachtung der Extrembereiche der Vertei-
lungen der Basisvariablen anzuna¨hern. Hier soll zuna¨chst ein eindimensionales Pro-
blem betrachtet werden, fu¨r das es genau einen Grenzzustandspunkt y0jg(y0) = 0 ge-
be. Es wird angenommen, daß der extreme Ast der Dichtefunktion der Basisvariablen
durch eine Exponentialfunktion angena¨hert werden kann. Weiterhin wird eine Funktion
l(y) = ln fY(y) eingefu¨hrt. Damit la¨ßt sich die der Gl. (2.15) entsprechende kumulative
Verteilung anna¨hern durch
HY(y) I(g(y)) 

1  exp
 
l 0(y0)  (y  y0)


(2.23)
In dieser Verteilung ist nicht nur eine Approximation fu¨r den Extrembereich der Ori-
ginalverteilung, sondern auch fu¨r den Proportionalita¨tsfaktor 1=PF enthalten. Fu¨r ein
Problem der Dimension n > 1 ist das Verfahren komplexer. Zuna¨chst wird ein Be-
messungspunkt ermittelt, der hier anders definiert ist als u¨blich. Hier ist es im Raum
der Basisvariablen der Punkt am Grenzzustand g(x) = 0, fu¨r den der Logarithmus der
Wahrscheinlichkeitsdichte maximal ist. Dann wird ein Koordinatensystem Y definiert,
dessen Ursprung in diesem Punkt x0 liegt. Die erste Achse y1 zeigt in Richtung der
gro¨ßten Gradiente der Grenzzustandsfunktion. Die Koordinatenachsen sind nicht ge-
radlinig, sondern folgen der Oberfla¨che der Grenzzustandsfunktion, na¨herungsweise
zumindest der Kru¨mmung der Grenzzustandsfunktion im Bemessungspunkt. Fu¨r eine
na¨herungsweise Bestimmung der Simulationsdichte sind weitere Annahmen notwen-
dig, zum einen daß eine Variable Y1 unabha¨ngig von den anderen ist, zum anderen daß
alle Variablen normalverteilt sind. Damit ist
hY(y)  exp

 j∇ljy1+
1
2
n
∑
i; j=2

l
;i j  
j∇lj
j∇gj
g
;i j

yiy j

; y1 > 0 (2.24)
worin der Index ; i j die zweite partielle Ableitung nach den Variablen i und j bedeutet.
2.3 Simulation mit Klassenunterteilung
Wie auch beim Importance Sampling, Abschnitt 2.2, soll bei der Simulation mit Klas-
senunterteilung (Stratified Sampling) die Simulationsstrategie dem Verlauf des Inte-
granden angepaßt werden, hier aber durch die getrennte Betrachtung einzelner Unter-
bereiche des gesamten Integrationsbereichs. Hierfu¨r wird der Integrationsbereich in m
sich nicht u¨berschneidende Bereiche D j jD i \D j = fg8i 6= j^
Sm
j=1D j = D aufgeteilt.
Es soll wieder das eindimensionale Beispiel Gl. (2.1) betrachtet werden. Die Zufalls-
zahlen werden nach der Verteilung hX(x) generiert, die u¨ber den gesamten Integrati-
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onsbereich D definiert ist. Allerdings wird die Simulation fu¨r jedes Intervall getrennt
durchgefu¨hrt. Damit ist die Wahrscheinlichkeit, daß die Realisation einer simulierten
Stichprobe in das Intervall D j fa¨llt,
Pj =
Z
D j
hX (x)dx (2.25)
und es muß gelten
m
∑
j=1
Pj = 1 (2.26)
Ist hX(x) eine Gleichverteilung, sind auch die Pj leicht zu bestimmen, andernfalls mu¨ßte
auch hierfu¨r ein statistischer Scha¨tzer eingefu¨hrt werden.
Fu¨r jedes Intervall D j wird eine Funktion g j(x) eingefu¨hrt, die in diesem Intervall
identisch dem Integranden g(x) und außerhalb gleich Null ist. Damit la¨ßt sich das aus-
zuwertende Integral als Summe der Integrale u¨ber die einzelnen Intervalle anschreiben.
θ =
Z
D
g(x)hX (x)dx
=
m
∑
j=1
Z
D j
g j(x)hX (x) dx
=
m
∑
j=1
Pj E[g j(X)]
(2.27)
Die Einfu¨hrung der Funktionen g j ist nur fu¨r die formale Herleitung obiger Gleichung
notwendig. Der Scha¨tzer fu¨r θ ist
θ¯ =
m
∑
j=1
 
Pj
Nj
N
∑
i=1
g(xi j)
!
(2.28)
mit der Varianz
var[θ¯] =
m
∑
j=1
P2j
Nj
var[g(Xj)] (2.29)
worin
var[g(Xj)] =
1
Pj
Z
D j
g2(x)hX (x) dx 
  1
Pj
Z
D j
g(x)hX (x) dx
2
Es wird also eine Simulation mit gleichverteilten Zufallsvariablen durchgefu¨hrt, a¨hn-
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lich der einfachen Monte Carlo Simulation. Im Gegensatz hierzu ist aber eine flexible
Anpassung an den Verlauf des Integranden mit Hilfe der Zahl der Stichproben fu¨r jedes
Intervall, Nj, mo¨glich. In den Bereichen, in denen die Variation des Integranden am
gro¨ßten ist, muß auch die Zahl der Simulationen ho¨her sein als in anderen Bereichen.
Nach Rubinstein [71] wird die Varianz minimal, wenn die Zahl der Simulationen pro-
portional der Varianz des Integranden fu¨r jedes Intervall ist. Mit der Gesamtzahl der
Simulationen N = ∑Nj soll also
Nj =
NPj var[g(Xj)]
m
∑
j=1
Pj var[g(Xj)]
(2.30)
sein. Die Varianzen var[g(Xj)] sind zuna¨chst nicht bekannt und ko¨nnen zum Beispiel
durch einen ersten Simulationslauf grob abgescha¨tzt werden. Eine Verbesserung ge-
genu¨ber einfacher Simulation ist aber bereits erreichbar, wenn Nj = NPj gewa¨hlt wird
und die Intervallteilungen dem Verlauf des Integranden angepaßt werden.
2.4 Latin Hypercube Sampling
Das Latin Hypercube Sampling – Verfahren ist eine Weiterentwicklung des Stratified
Sampling (Abschnitt 2.3) dahingehend, daß — bei einem mehrdimensionalen Problem
— jede Klasse jeder Zufallsvariablen in gleichem Maße beru¨cksichtigt werden soll
(McKay et al. [56]). Die folgende Darstellung bezieht sich auf Probleme mit n un-
abha¨ngigen Zufallsvariablen, zusammengefaßt im Zufallsvektor X. Zuna¨chst wird die
Randverteilung jeder Basisvariablen Xi; i = 1; : : :n, in N Klassen D j ; j = 1; : : :N glei-
chen Wahrscheinlichkeitsgehalts P[xi 2 D j ] = 1=N unterteilt. So erha¨lt man Nn ”Zellen“mit dem Wahrscheinlichkeitsgehalt N n. Fu¨r jede Klasse wird ein repra¨sentativer Wert
Xij der Variablen bestimmt. Dieser kann zufa¨llig generiert oder auch auch willku¨rlich
gewa¨hlt werden, z.B. in der Mitte jeder Klasse. Huntington und Lyrintzis [41] ver-
wenden den Mittelwert der jeweiligen Klasse, wodurch die Randverteilungen besser
repra¨sentiert werden sollen. Die Besonderheit dieser Methode gegenu¨ber den anderen
hier beschriebenen ist, daß nicht die Zufallsvariablen selbst simuliert werden. Stattdes-
sen werden zufa¨llige Kombinationen der Indices i und j generiert, so daß jede Klasse
jeder Randverteilung genau einmal verwendet wird. So erha¨lt man eine Stichprobe vom
Umfang N.
Fu¨r die Berechnung des Scha¨tzers wird ein Indikator wij eingefu¨hrt:
wij =

1 ; wenn Zelle i j zur Stichprobe geho¨rt
0 ; sonst (2.31)
Der Erwartungswert einer Funktion von X ergibt sich nach dem Sample Mean – Prinzip
mit Hilfe des Indikators wij aus der Summation u¨ber alle Zellen. Der Scha¨tzer fu¨r die
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Versagenswahrscheinlichkeit ist somit
P¯F =
1
N
N
∑
i1=1
n-fach
: : :
N
∑
in=1
wij I(g(xi j)) (2.32)
Fu¨r die Programmierung ist es zweckma¨ßig, einen Vektor M einzufu¨hren, der die Di-
mension n hat und dessen Komponenten die Werte j = 1; : : :N annehmen ko¨nnen. M
ist also ein Vektor mit Indices, durch welchen jede Zelle eindeutig bezeichnet wer-
den kann. Der repra¨sentative Wert einer Zelle sei XM. Nach Simulation von Vektoren
mk; k = 1 : : :N, d.h. zufa¨lligen Permutationen der Indices, wird die Versagenswahr-
scheinlichkeit gescha¨tzt zu
P¯F =
1
N
N
∑
k=1
I(g(xmk)) (2.33)
Die Funktionswerte I(g(xi j )) bzw. I(g(xmk)) fu¨r jede Zelle ko¨nnen bereits vor der Si-
mulation ermittelt werden.
McKay et al. [56] zeigen, daß der Scha¨tzer nach Gl. (2.32) erwartungstreu ist, d.h.
E[P¯F ] = PF . Die von Ihnen hergeleitete Varianz des Scha¨tzers ist
var[P¯F ] = (PF  P2F)=N
+(N 1)1 nN 1 n ∑∑
k =1;:::n
ik=1;:::N
∑∑
l =1;:::n
jl=1;:::N
δik jl
 
µik  E

P¯F
 
µjl  E

P¯F

(2.34)
Die Symbole ∑∑ hierin seien eine Kurzform fu¨r die n-fache Summe entsprechend
Gl. (2.32) und δik jl ist das Kronecker – Symbol. µik ist der bedingte Erwartungswert
E[I(g(xik))jX 2 D ik ], dessen Ermittlung eine Integration der gemeinsamen Dichtefunk-
tion von I und X erfordern wu¨rde (Papoulis [62, Abschn. 7-3]). Gl. (2.34) hat damit
nur theoretische Bedeutung. Bei einer praktischen Berechnung greift man auf einen
Scha¨tzer fu¨r die Varianz analog Gl. (2.7) zuru¨ck. Der Term in der ersten Zeile von
Gl. (2.34) entspricht der Varianz des Scha¨tzers der einfachen Simulation, vgl. Gl. (2.6).
Daraus folgt, daß eine Varianzminderung sich ergibt, wenn der Ausdruck in der zweiten
Zeile kleiner Null wird. Diese Bedingung ist aber schwer im vorhinein zu erfu¨llen.
Insbesondere bei geringem Stichprobenumfang kann beim Latin Hypercube Samp-
ling eine Korrelation zwischen den Zufallsvariablen eingefu¨hrt werden. Damit ist aber
eine Voraussetzung fu¨r die Erwartungstreue des Scha¨tzers verletzt. Florian [25], No-
vak und Shiraishi [60] beschreiben ein Verfahren, diese ku¨nstliche und unerwu¨nschte
Korrelation zu eliminieren. Im Prinzip geschieht das durch Umsortieren der simulier-
ten Permutationen der Klassenindices, vgl. Gl. (2.33). Huntington und Lyrintzis [41]
haben einen Sortieralgorithmus entwickelt, der die tatsa¨chlichen Werte standardisierter
Variablen und deren Korrelationskoeffizienten verwendet. Die Erzeugung unkorrelier-
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ter Variablen oder auch Anpassung evtl. vorhandener Korrelationskoeffizienten ist stark
verbessert, dafu¨r ist der Algorithmus relativ rechenintensiv.
Latin Hypercube Sampling erscheint bei einer kleinen Anzahl Zufallsvariablen als
ein geeignetes Verfahren, den gesamten Wertebereich der Variablen mit wenigen Stich-
proben abzudecken. Mittelwerte und Kovarianzen der Variablen werden gut erfaßt, ins-
besondere mit dem Verfahren von Huntington und Lyrintzis. Diese Autoren schreiben
auch, daß Momente ho¨herer Ordnung unabha¨ngiger Variablen nicht mit vertretbarem
Aufwand gut wiedergegeben werden ko¨nnen und daß das Verfahren mit ho¨herer An-
zahl an Variablen schlechter wird. Fu¨r die Berechnung einer Versagenswahrscheinlich-
keit, bei der es auf die Erfassung der Extrembereiche der Variablen ankommt, ist das
Verfahren deshalb weniger geeignet.
Ziha [98], Ayyub und Lai [6] verwenden allerdings Latin Hypercube Sampling zur
Generierung von Zufallszahlen in Verbindung mit anderen varianzmindernden Verfah-
ren wie Importance Sampling (Abschnitt 2.2), Antithetische Variable (Abschnitt 2.6)
oder Reduzierung der Dimension (Abschnitt 2.8). Der erzielte Effekt ist vor allem, daß
die gescha¨tzte Versagenswahrscheinlichkeit, u¨ber die Anzahl der Simulationen betrach-
tet, weniger fluktuiert und trotz gleicher statistischer Unsicherheit schneller gegen die
exakte Lo¨sung strebt.
2.5 Kontrollvariable
Durch Verwendung von analytischen Teillo¨sungen kann die Varianz eines Scha¨tzers
meist reduziert werden. Beim Verfahren der Kontrollvariable (Control Variate) soll
zum Beispiel die Fluktuation des Integranden u¨ber den Integrationsbereich und damit
die Varianz des Scha¨tzers durch Subtraktion einer zweiten Funktion reduziert werden.
In das Standardbeispiel Gl. (2.1) wird hierfu¨r die Funktion h(x) wie folgt eingefu¨hrt
(nach Hammersley, Handscomb [36]):
θ =
Z
D
g(x) h(x)dx+
Z
D
h(x)dx (2.35)
Die Funktion h(x) soll einerseits den Verlauf von g(x) mo¨glichst gut abbilden, ande-
rerseits einfach genug sein, so daß eine analytische Lo¨sung fu¨r das zweite Integral in
Gl. (2.35) verfu¨gbar ist. Fu¨r h(x) sind zum Beispiel einfache Approximationen von g(x)
denkbar. Das erste Integral wird durch Monte Carlo Simulation ausgewertet, wodurch
nur unwesentlich ho¨herer Rechenaufwand gegenu¨ber der Lo¨sung von Gl. (2.1) entsteht.
Die Varianz des Scha¨tzers la¨ßt sich durch eine andere Interpretation des Verfahrens
angeben. θ1 sei das auszuwertende Integral in Gl. (2.1), t1 der statistische Scha¨tzer
hierfu¨r. Gesucht ist ein zweiter Scha¨tzer t2, der eine starke positive Korrelation zu t1
hat (z.B. durch Verwendung derselben Zufallszahlen bei der Simulation) und dessen
Erwartungswert mit θ2 bezeichnet wird. Damit ist ein Scha¨tzer fu¨r θ1 gegeben durch
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θ¯1 = t1  t2+θ2 entsprechend Gl. (2.35). Seine Varianz ist
var[t1  t2+θ2] = var t1+var t2 2 cov[t1t2] (2.36)
und ist offensichtlich kleiner als var t1 (des Scha¨tzers nach der einfachen Monte Carlo
Simulation, Abschnitt 2.1), wenn var t2 < 2cov[t1t2].
Anstelle der additiven Funktion in Gl. (2.35) schla¨gt Rubinstein [72] vor, eine Funk-
tion h(x) zu suchen, so daß das Verha¨ltnis g(x)=h(X) im Integrationsbereich mo¨glichst
geringe Fluktuation aufweist. Er formuliert das Verfahren nicht allgemein fu¨r die Inte-
gration einer beliebigen Funktion, sondern als Bildung eines Erwartungswerts, wie es
fu¨r die Zuverla¨ssigkeitsanalyse geeignet ist. Mit dieser Funktion h(x) definiert man
C =
∞
Z
 ∞
h(x) fX (x) dx = E[h(X)] (2.37)
und setzt dies in Gl. (2.3) — hier vereinfacht auf eine Dimension — ein:
PF =
R ∞
 ∞ I(g(x)) fX (x) dx
C 1C
=
E[I(g(X))]
C 1 E[h(x)]
(2.38)
Ein Scha¨tzer fu¨r PF ist
P¯F =
∑Ni=1 I(g(xi))
C 1 ∑Ni=1 h(x)
(2.39)
Dieser Scha¨tzer ist nicht erwartungstreu, aber konsistent, das heißt im Grenzwert fu¨r
N !∞ entspricht er mit Wahrscheinlichkeit 1 der exakten Lo¨sung. Ein anderer Scha¨tzer
P¯F =
1
N
N
∑
i=1
I(g(xi))
C 1h(x)
(2.40)
hat A¨hnlichkeit mit dem Importance Sampling Verfahren, nur muß hier h(x) keine Dich-
tefunktion sein. Laut Rubinstein sei der systematische Fehler bei diesen Scha¨tzern nicht
gravierend, da er mit der Gro¨ßenordnung N 1 abnimmt, wa¨hrend das Konfidenzinter-
vall zum Scha¨tzer Gl. (2.39) mit der Gro¨ßenordnung
p
N 2 kleiner wird. In der Zu-
verla¨ssigkeitsanalyse, wenn die Simulation zum Beispiel mit Finite Elemente – Berech-
nungen verbunden ist, ist eine mo¨glichst geringe Zahl von Stichproben das Ziel. Hier
kann ein nicht erwartungstreuer Scha¨tzer durchaus problematisch sein. Außerdem muß
eine Funktion h(x) gefunden werden, fu¨r die das Integral einfach zu ermitteln ist.
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2.6 Antithetische Variable
A¨hnlich dem Verfahren der Kontrollvariable ist die Grundidee dieses Verfahrens, ei-
ne — hier negative — Korrelation zur Varianzminderung auszunutzen. Hier verwendet
man zwei Scha¨tzer t1 und t2, die beide als Erwartungswert das zu lo¨sende Integral haben,
zum Beispiel E[t1] = E[t2] = θ zur Berechnung von Gl. (2.1). Damit ist ein erwartungs-
treuer Scha¨tzer fu¨r θ
θ¯ =
1
2
(t1+ t2) (2.41)
mit der Varianz
var[θ¯] =
1
4
(var t1+var t2)+
1
2
cov[t1t2] (2.42)
Eine Varianzminderung gegenu¨ber der einfachen Monte Carlo Simulation ergibt sich,
wenn die Kovarianz cov[t1t2] negativ ist. Die negative Korrelation kann man mit Hilfe
der simulierten Zufallszahlen einfu¨hren. Die Simulation beliebig verteilter Zufallszah-
len X geschieht in der Regel durch Simulation nach einer Gleichverteilung U 2 [0;1]
und der Transformation X = F 1X (U) (wobei F
 1
X die Inverse der Verteilung von X ist).
Eine antithetische Variable erha¨lt man durch X 0=F 1X (1 U). Fu¨r das Integral Gl. (2.1)
ist damit ein antithetischer Scha¨tzer
θ¯ =
1
2N
N
∑
i=1
 
g(xi)+g(x0i)

(2.43)
Rubinstein [71] zeigt, daß die Varianz dieses Scha¨tzers fu¨r einen streng monotonen
Integranden ho¨chstens halb so groß ist wie die Varianz bei einfacher Simulation. Die
Effizienzsteigerung wird aber dadurch relativiert, daß fu¨r die zweimalige Auswertung
der Funktion g(x) der doppelte Rechenaufwand no¨tig ist.
Eine allgemeinere Form des antithetischen Scha¨tzers wird von Hammersley und
Handscomb [36] vorgestellt. Hierbei wird das Verfahren als ein Spezialfall des Stratified
Sampling, Abschnitt 2.3, mit zwei Klassen interpretiert. Fu¨r einen eindimensionalen
Fall wird der Integrationsbereich D in zwei Intervalle mit den Grenzen
α0 < α1 < α2 (2.44)
aufgeteilt. Folgt hX (x) in Gl. (2.25) einer Gleichverteilung, dann sind
P1 =
α1 α0
α2 α0
; P2 =
α2 α1
α2 α0
(2.45)
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Nach dem Stratified Sampling ist der Scha¨tzer fu¨r das Standardbeispiel Gl. (2.1)
θ¯ =
P1
N1
N1
∑
i=1
g(αxi1)+
P2
N2
N2
∑
i=1
g(αxi2) (2.46)
Die Abha¨ngigkeit der Zufallszahlen kann durch xi1 = xi2 = xi eingefu¨hrt werden. Sind
die xi außerdem gleichverteilt in [0;1], wird der Scha¨tzer zu
θ¯ =
1
N
N
∑
i=1
P1g
 
(α1 α0)xi

+P2g
 
α1 +(α2 α1)xi

(2.47)
Die Schwierigkeit besteht in der Wahl der optimalen Intervallgrenze α1. Da die Scha¨tzer
erwartungstreu sind, ist das aber nur ein Problem fu¨r die Konvergenz und damit Effi-
zienz des Verfahrens, ein systematischer Fehler kann durch eine falsche Wahl von α1
nicht eingefu¨hrt werden. Insbesondere bei der Berechnung von Versagenswahrschein-
lichkeiten ist die Wahl von α1 schwierig. Der Integrationsbereich liegt im allgemeinen
in den Extrembereichen der Dichtefunktionen der Basisvariablen. Generiert man dort
Stichproben, dann liegen die antithetischen Zufallszahlen am anderen Ende des Werte-
bereichs, was sicher eine Verschlechterung der Effizienz ergibt. Problematisch ist auch
die Anwendung des Verfahrens auf mehrdimensionale Integrale.
Anwendungsbeispiele dieses Konzepts demonstrieren Ayyub und Haldar [5], Ayyub
und Chia [4]. Die erzielten Versagenswahrscheinlichkeiten liegen aber unrealistisch
hoch, so daß keine Einscha¨tzung der Anwendbarkeit in der Zuverla¨ssigkeitsanalyse
mo¨glich ist.
2.7 Aufteilung des Integrationsbereichs
Auch bei diesem Ansatz sollen analytische Teillo¨sungen eingefu¨hrt werden. Ist fu¨r
einen Teil des Integrationsbereichs eine exakte Lo¨sung fu¨r das Integral bekannt, liegt es
nahe, den Integrationsbereich aufzuteilen. Im eindimensionalen Fall:
θ =
Z
D
g(x) dx
=
Z
D1
g(x) dx+
Z
D2
g(x) dx
= θ1+θ2
(2.48)
Es seien zum Beispiel θ1 und auch das Integral der Simulationsdichtefunktion u¨ber D 1 ,
P1 =
R
D1
fX (x) dx bekannt. Damit wird eine neue Dichtefunktion nur fu¨r den Bereich
D 2 eingefu¨hrt.
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hX (x) =

fX (x)=(1 P1) ; wenn x 2 D 2
0 ; sonst (2.49)
Mit dieser Dichtefunktion wird θ2 a¨hnlich dem Importance Sampling – Verfahren, Ab-
schnitt 2.2 durch Simulation ermittelt. Damit ergibt sich insgesamt
θ¯ = θ1+
1 P1
N
N
∑
i=1
g(xi)
fX (xi)
(2.50)
var[θ¯] =
1 P1
N
Z
D2
g2(x)
fX (x)
dx 
1
N
 
Z
D2
g(x) dx
2 (2.51)
Die Varianz ist kleiner oder gleich dem (1 P1)-fachen der Varianz des nach Importance
Sampling ermittelten Scha¨tzers bei Verwendung der gleichen Simulationsdichte.
Die Essenz dieses Verfahrens liegt also in der Bestimmung eines Teilbereiches, fu¨r
den sowohl das Integral u¨ber die Funktion g(x) als auch u¨ber die in der Simulation
verwendete Dichtefunktion bekannt sind. (Bei Berechnung einer Versagenswahrschein-
lichkeit ist das gleichbedeutend.) Der bekannteste Ansatz in der Zuverla¨ssigkeitsanaly-
se hierzu ist die Simulation außerhalb der β – Spha¨re von Harbitz [37].
A¨hnlich wie bei Level II – Verfahren oder dem Importance Sampling Using the
Design Point, S. 13, wird der Bemessungspunkt ermittelt, welcher im Raum standard-
normal – verteilter Basisvariablen bekanntlich der Punkt auf der Grenzzustandsfunktion
mit dem ku¨rzesten Abstand zum Ursprung ist. Innerhalb einer (Hyper-) Spha¨re mit die-
sem Abstand β als Radius fu¨hrt keine Realisation der Basisvariablen zum Versagen —
vorausgesetzt, der Bemessungspunkt wurde korrekt ermittelt. Das bedeutet, das Inte-
gral der gemeinsamen Dichtefunktion fu¨r den Teilbereich der Hyperspha¨re ist gleich
Null. Mit U als dem Vektor der standardnormal verteilten Basisvariablen (oder einer
entsprechenden Transformation beliebig verteilter Basisvariablen x) wird die Simulati-
onsdichtefunktion außerhalb der n-dimensionalen Hyperspha¨re mit Radius β definiert.
hU(u) =
(
fU(u)=(1 P1) 8u


kuk> β
0 8u


kuk  β
(2.52)
mit P1 = Ξ2(β2), wobei Ξ2() die Summenfunktion der χ2–Verteilung ist.
Puppo und Bertero [69] gehen in der Beschra¨nkung des Integrationsbereichs wei-
ter. Sie definieren als Integrationsbereich D 2 — wiederum fu¨r standardnormal verteil-
te Variablen — einen Konus, dessen Mittelachse die Gerade durch den Ursprung und
den Bemessungspunkt ist. Der Konus wird begrenzt durch den Sicherheitsindex β und
einen willku¨rlichen, gro¨ßeren Radius. Außerhalb dieses Integrationsbereichs sind bei
vernu¨nftiger Wahl des gro¨ßeren Radius und des Winkels, der den Konus festlegt, keine
DISSERTATION VEIT BAYER 24
2 MONTE CARLO METHODEN
2.8 REDUZIERUNG DER DIMENSION
25
nennenswerten Beitra¨ge zum Gesamtergebnis zu erwarten. Das Integral u¨ber D 1 ist aber
nicht exakt gleich Null, es wird also ein systematischer Fehler eingefu¨hrt.
Auch Fu [27] nimmt eine weitergehende Beschra¨nkung des Simulationsbereichs
vor, als lediglich die Spha¨re mit Radius β. Er ermittelt ebenfalls den Bemessungspunkt.
Linearisierung der Grenzzustandsfunktion am Bemessungspunkt ergibt die Integrati-
onsgrenze, welche die Bereiche D 1 und D 2 trennt. Zur Simulation wird eine Normal-
verteilung verwendet, mit einer Wertebereichsbeschra¨nkung entsprechend Gl. (2.49),
deren Mittelwert der Bemessungspunkt ist. Bei Existenz mehrerer Bemessungspunkte
(zum Beispiel bei zusammengesetzter Grenzzustandsfunktion fu¨r mehrere Versagens-
kriterien) wird die Simulationsdichte aus mehreren Gauß’schen Dichtefunktionen zu-
sammengesetzt, vgl. Abschn. 2.2. Fu beschra¨nkt sein Verfahren ausdru¨cklich auf linea-
re bzw. bereichsweise lineare Grenzzustandsfunktionen. Andernfalls wu¨rde auch hier
ein systematischer Fehler eingefu¨hrt werden.
Anstelle einer Linearisierung schlagen Wu et al. [94, 93] eine Begrenzung des In-
tegrationsbereichs D 2 durch eine Fla¨che zweiter Ordnung vor, die durch den Bemes-
sungspunkt geht und deren Symmetrieachse die Gerade durch den Bemessungspunkt
und den Koordinatenursprung ist. Der Kru¨mmungsradius wird zuna¨chst willku¨rlich
gewa¨hlt, so daß der sichere Wertebereich D 1 konvex ist, und dann in mehreren Simula-
tionsla¨ufen sukzessive verkleinert, bis keine Stichprobe mehr in D 1 fa¨llt. Hiermit soll
sichergestellt werden, daß kein systematischer Fehler eingefu¨hrt wird. Dies ist aber kein
exakter Nachweis, sondern ein empirisches Kriterium, das auch vom Stichprobenum-
fang abha¨ngt.
Yonezawa und Okuda [97] bauen prinzipiell auf dem Verfahren von Harbitz auf.
Zusa¨tzlich versuchen sie, die ideale Simulationsdichte, vgl. Abschn. 2.2, durch eine
empirisch ermittelte Dichtefunktion anzuna¨hern. Dazu wird nach einer ersten Simulati-
on eine Klassenunterteilung des Versagensbereichs vorgenommen. Die Klassengrenzen
sind konzentrische Hyperspha¨ren mit Radien gro¨ßer als β. Durch Ausza¨hlen der Stich-
proben erha¨lt man u¨ber den Radius eine diskrete Dichte, die fu¨r die nachfolgende Simu-
lation verwendet wird. Das Verfahren erscheint allerdings zweifelhaft, da die Richtung,
in welcher der Bemessungspunkt vom Ursprung aus liegt, keine Beru¨cksichtigung fin-
det. Die erwa¨hnte ideale Simulationsdichte wird hierdurch sicher nicht gut angena¨hert.
2.8 Reduzierung der Dimension
Auch bei diesem Verfahren werden bekannte Teillo¨sungen verwendet, die sich aller-
dings nicht auf Teile des Integrationsbereichs, sondern auf Unterra¨ume eines mehrdi-
mensionalen Problems beziehen. Mit X 2 Rn als der Vektor der Zufallsvariablen wird
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analog Gl. (2.1) ein mehrdimensionales Beispiel beschrieben:
θ =
Z
D
g(x) fX(x) dx (2.53)
mit D  Rn. Hierbei wurde zusa¨tzlich eine (nicht gleichverteilte) Simulationsdichte
fX eingefu¨hrt. Der n-dimensionale Raum wird in Unterra¨ume aufgeteilt, darin werden
neue Zufallsvektoren definiert:
YT = [X1 X2 : : :Xm] 2Rm (2.54)
ZT = [Xm+1 Xm+2 : : :Xn] 2Rn m (2.55)
Hierbei muß offensichtlich gelten:
R
m
\R
n m
= fg ; R
m
[R
n m
=R
n
und fu¨r die Integrationsbereiche
D 1 R
m
; D 2 R
n m und D 1 [D 2 = D
Damit ist
θ =
Z
D1
Z
D2
g(y;z) fY;Z(y;z) dzdy (2.56)
Wenn der bedingte Erwartungswert von g bezu¨glich einer nach Z verteilten Grund-
gesamtheit fu¨r fest vorgegebenes Y, also
EZ[g(Zjy)] =
Z
D2
g(y;z) fZjY(yjz) dz (2.57)
und außerdem die Randverteilung
fY(y) =
Z
D2
fZ;Y(y;z) dz (2.58)
bekannt oder analytisch berechenbar sind, dann folgt aus Gln. (2.57) und (2.58) unter
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der Voraussetzung, daß Y und Z unabha¨ngig sind
θ =
Z
D1
Z
D2
g(y;z) fY(y) fZjY(yjz) dydz (2.59)
=
Z
D1
EZ[g(y;Z)] fY(y) dy (2.60)
= EY EZ[g(Y;Z)] (2.61)
Das Integral θ kann durch Simulation gescha¨tzt werden zu
θ¯ =
1
N
N
∑
i=1
EZ[g(yi;Z)] (2.62)
Die Integration u¨ber z2 D 2 wird also analytisch durchgefu¨hrt, so daß bei der Simulation
nur noch der Zufallsvektor Y, der eine kleinere Dimension als X hat, zu generieren ist.
Die Varianz des Scha¨tzers la¨ßt sich mit Hilfe der Varianz des Integranden aus-
dru¨cken. Mit
var[g(Y;Z)] = varY [EZ[g(ZjY)]]+EY [varZ[g(ZjY)]]
ist
var[θ¯] = varY [EZ[g(ZjY)]] = var[g(Y;Z)] EY [varZ[g(ZjY)]] (2.63)
Wegen der Einfu¨hrung des bedingten Erwartungswerts, Gl. (2.57), wird dieses Ver-
fahren in der Literatur auch oft als bedingte Erwartungswertbildung (Conditional Ex-
pectation) bezeichnet. Es ist aber nicht zu verwechseln mit dem in Abschnitt 2.10
vorgestellten Verfahren, bei dem zusa¨tzliche Variablen eingefu¨hrt werden.
Bei Ayyub und Haldar [5], Ayyub und Chia [4] wird zuna¨chst die bedingte Wahr-
scheinlichkeit fu¨r eine skalare Variable Y , hier auch Kontrollvariable genannt, ein-
gefu¨hrt. Im einfachsten Fall liegt eine Grenzzustandsfunktion mit zwei Variablen vor.
Ist z.B. Y eine Beanpruchungsgro¨ße der Struktur, Z die korrespondierende Widerstands-
gro¨ße, dann ist g(y; z) = z  y. Die Versagenswahrscheinlichkeit fu¨r gegebenes y ist
damit PF jy = P[Z  y] = FZ(y). Durch Simulation von Y wird die Versagenswahr-
scheinlichkeit gescha¨tzt zu P¯F = 1=N ∑Ni=1 FZ(yi). Im allgemeinen kann hier Z auch ein
Zufallsvektor sein. Als Kontrollvariable wa¨hlt man, um gro¨ßte Varianzminderung zu
erreichen, die Basisvariable mit der gro¨ßten Streuung, sofern hierfu¨r eine analytische
Lo¨sung mo¨glich ist.
Von Ayyub und Chia [4] wird außerdem noch das Generalized Conditional Expec-
tation – Konzept vorgeschlagen. Hierbei wird nicht nur eine Kontrollvariable, sondern
ein Vektor von Kontrollvariablen eingefu¨hrt, was genau dem eingangs beschriebenen
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Verfahren, vgl. S. 26, entspricht. Kriterium zur Auswahl der Kontrollvariablen ist nicht
unbedingt deren Varianz. Es kann auch sinnvoll erscheinen, alle nicht – normalverteil-
ten Variablen, oder auch nichtlineares Verhalten in der Grenzzustandsfunktion auf diese
Weise zu eliminieren. Fu¨r die Berechnung des bedingten Erwartungswerts, Gl. (2.57),
bzw. der bedingten Versagenswahrscheinlichkeit PF jy ist jede beliebige Methode, also
analytische Verfahren oder Simulation, geeignet. Jeder Fehler hierbei wirkt sich auch
auf das Endergebnis aus, wie die Beispiele von Ayyub und Chia [4] zeigen, so daß die
Verwendung von Na¨herungsverfahren nicht empfehlenswert ist.
Karamchandani und Cornell [45] verbinden dieses Konzept mit Importance Samp-
ling, Abschnitt 2.2. Es werden zwei Varianten vorgeschlagen; bei der ersten Variante
wird der Mittelwertsvektor der Simulationsdichte nach jeder Realisation des Zufalls-
vektors Y als diejenige Realisation festgelegt, fu¨r die sich die ho¨chste bedingte Ver-
sagenswahrscheinlichkeit PF jyi ergibt. Bei der zweiten Variante wird zusa¨tzlich eine
abgeschnittene Dichte, a¨hnlich dem Konzept von Fu, S. 25, zur Simulation verwendet.
Die Ergebnisse sind sehr vielversprechend, allerdings erscheint die Aktualisierung der
Simulationsdichte mit jeder Realisation zweifelhaft. Ein theoretischer Nachweis der Er-
wartungstreue und Konsistenz des Scha¨tzers wurde in der zitierten Literaturstelle nicht
erbracht.
2.9 Directional Sampling
Vorgeschlagen von Dea´k [16], wurde dieses Verfahren von Ditlevsen und Bjerager in
die Zuverla¨ssigkeitsanalyse eingefu¨hrt (Bjerager [8], Ditlevsen et al. [17, 18]). Es ist
eine spezielle Art der Reduzierung der Dimension, wie in Abschnitt 2.8 beschrieben,
wobei die Basisvariablen in Polarkoordinaten transformiert werden.
Zuna¨chst wird hier das Verfahren fu¨r den Fall beschrieben, daß der Vektor X un-
abha¨ngige, standardnormal verteilte Zufallsvariablen (alle µXi = 0 und σXi = 1) entha¨lt.
Der Vektor X wird in Polarkoordinaten angeschrieben als X = RA, beziehungsweise
A = X=kXk und R = kXk. Damit wird Gleichung (1.4) zu
PF =
Z
n-fach
: : :
Z
D f
fX(x) dx
=
Z
n-fach
: : :
Z
D f
fR;A(r;a) dr da
(2.64)
Die Transformation der Standardnormalverteilung in Polarkoordinaten ergibt, daß die
Einheitsvektoren A gleichverteilt sind auf der Oberfla¨che einer (Hyper-) Spha¨re mit
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Mittelpunkt im Koordinatenursprung und Radius Eins:
fA(a) =
1
On
=
Γ(n=2)
2πn=2
(2.65)
Die Radien R sind χ2 – verteilt mit n Freiheitsgraden und unabha¨ngig von den Vektoren
A, deshalb ist fR;A(r;a) = fRjA(rja)  fA(a). Im weiteren wird vorausgesetzt, daß der
Koordinatenursprung nicht im Versagensbereich liegt und daß es in einer gegebenen
Richtung a nur einen eindeutigen Grenzzustandspunkt mit g(r(a)  a) = 0 gibt. Der
Versagensbereich ist dann gekennzeichnet durch D f = fRjR > rg und die Versagens-
wahrscheinlichkeit
PF =
Z
n 1
: : :
Z
On
∞
Z
r(a)
fRjA(rja)  fA(a) dr da
= EA

PF

A

(2.66)
mit der bedingten Versagenswahrscheinlichkeit fu¨r eine gegebene Richtung
PF

a = P[R r(a)]
=
∞
Z
r(a)
fRjA(rja) dr
= 1 χ2n(r2(a))
(2.67)
Realisationen der Einheitsvektoren ai werden zweckma¨ßig durch Generierung stan-
dardnormal verteilter Zufallsvektoren xi und Normalisierung ai = xi=kxik erzeugt. Bei
Katsuki und Frangopol [46] werden die Richtungsvektoren nicht simuliert, stattdessen
werden alle Koordinatenebenen durch konstante Winkeldifferenzen in Sektoren unter-
teilt und so die Vektoren nach einem deterministischen Schema derart bestimmt, daß
sie anna¨hernd gleichverteilt auf der Hyperspha¨re sind. Eine Varianzminderung z.B.
durch Importance Sampling, wie weiter unten beschrieben, ist hierbei allerdings nicht
mo¨glich. Eine Generierung der Vektoren analog dem Latin Hypercube Sampling, Ab-
schnitt 2.4 wa¨re ebenfalls denkbar.
In jeder Richtung ai kann der Grenzzustand r durch Nullstellensuche oder — wenn
ein mechanisches Modell untersucht wird — durch Laststeigerung aufgefunden werden.
Das eindimensionale Integral Gl. (2.67) kann durch eine Rekursionsformel exakt gelo¨st
werden (Abramowitz, Stegun [1]):
1 χ2n(r2) = 1 χ2n 2(r2)+
(r2=2)n=2 1 exp( r2=2)
Γ(n=2)
; n 1 (2.68)
wobei allerdings fu¨r n = 2 eine Exponentialfunktion und fu¨r n = 1 die Gauß’sche Sum-
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menverteilung auszuwerten ist, was nur numerisch mo¨glich ist.
Entsprechend Abschnitt 2.8 ergibt sich eine Reduzierung der Dimension um Eins.
Der erwartungstreue Scha¨tzer fu¨r die Versagenswahrscheinlichkeit ist das Mittel aus
den bedingten Versagenswahrscheinlichkeiten der Gl. (2.67):
P¯F =
1
N
N
∑
i=1
PF

ai
=
1
N
N
∑
i=1
1 χ2n(r2(ai))
(2.69)
Eine explizite Formel fu¨r die Varianz von P¯F liegt nicht vor, sie kann aber analog
Gl. (2.7) gescha¨tzt werden.
Fu¨r nicht normalverteilte Variablen liegt in der Regel keine geschlossene Lo¨sung
fu¨r Gl. (2.67) vor. Melchers [57] bietet einige Ansa¨tze fu¨r eine Scha¨tzung der bedingten
Versagenswahrscheinlichkeit durch Simulation. Dieses Vorgehen erscheint aber nicht
sinnvoll, da der varianzmindernde Effekt durch Einfu¨hrung einer exakten Teillo¨sung
und Reduzierung der Dimension verlorengeht. Durch geeignete Transformation der
originalen Variablen zu unabha¨ngigen, standardnormal verteilten Variablen (z.B. mit-
tels Nataf – Transformation, s. Liu, DerKiureghian [51]) und weiterer Vorgehensweise
wie oben beschrieben erreicht man mit relativ wenig Rechenaufwand eine numerisch
genaue Lo¨sung.
Das Directional Sampling ist umso effektiver, je mehr die Grenzzustandsfunktion
einer Hyperspha¨re a¨hnelt. Dies ist bei nicht–redundanten Systemen der Fall, wenn Ver-
sagen eines Teiles der Struktur bereits als Gesamtversagen angesehen wird. Dann ist
die Grenzzustandsfunktion das Minimum aus mehreren Teilfunktionen und i.d.R. kon-
kav bezu¨glich des Ursprungs. Ein Vorteil des Directional Sampling liegt nicht nur in
der Verwendung von analytischen Teillo¨sungen, sondern auch darin, daß praktisch jede
Realisation des zufa¨lligen Richtungsvektors einen Beitrag zum Gesamtergebnis liefert,
wa¨hrend bei allen anderen Simulationsverfahren der Integrationsbereich durch das Hit–
or–Miss – Prinzip erfaßt wird, also einige Stichproben ”verlorengehen“. Damit ist dasVerfahren insbesondere fu¨r nichtlineare statische Probleme mit zufa¨lligen Lasten inter-
essant, da man auch bei klassischen Simulationsverfahren die Last inkrementell steigern
muß. Hier ist also der zusa¨tzliche Aufwand, den Grenzzustandspunkt durch Iteration
genau zu bestimmen, nicht mehr wesentlich. Weniger geeignet erscheint das Directio-
nal Sampling dagegen zur Simulation dynamischer Belastungen, wenn fu¨r jede Iteration
eine Strukturanalyse im Zeitbereich notwendig ist.
Es ist naheliegend, das Directional Sampling mit dem Importance Sampling – Kon-
zept fu¨r die Simulation der Einheitsvektoren zu koppeln. Analog Abschnitt 2.2 wird die
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Simulationsdichtefunktion in Gl. (2.66) eingefu¨hrt:
PF =
Z
n 1
: : :
Z
On
 
PF

a


fA(a)
hA(a)
hA(a) da
= Eh

PF

A 
fA(A)
hA(A)

(2.70)
und die Versagenswahrscheinlichkeit wird gescha¨tzt zu
P¯F =
1
N
N
∑
i=1

1 χ2n(r2(ai))


fA(ai)
hA(ai)
(2.71)
Bei Bjerager [8] und Ditlevsen [18] finden sich Hinweise fu¨r eine Bestimmung der op-
timalen Simulationsdichte fu¨r einige Spezialfa¨lle. Ein allgemeineres Vorgehen ist die
automatische Adaption der Simulationsdichte durch die Iterative Fast Monte Carlo –
Simulation (Bucher [11], Kijawatworawet [47]), vgl. Abschn. 2.2. Es wird wiederum
von standardnormal verteilten Basisvariablen ausgegangen. Die Simulation der Ein-
heitsvektoren erfolgt wie oben beschrieben, jedoch werden hier Vektoren X nach einer
Normalverteilung mit den Parametern
Eh[X] =
∑Ni=1 ai
 
PF

ai

∑Ni=1 PF

ai
(2.72)
Eh[XXT ] =
∑Ni=1 aiaTi
 
PF

ai

∑Ni=1 PF

ai
(2.73)
erzeugt, die nach einer ersten Simulation mit auf der Hyperspha¨re gleichverteilten Ein-
heitsvektoren bestimmt werden ko¨nnen. Die Einheitsvektoren enstehen wiederum durch
Normalisierung. Die Simulationsdichte der Einheitsvektoren auf der Hyperspha¨re, hA(a),
ist durch Integration in radialer Richtung bestimmbar, wofu¨r sich ebenfalls eine Rekur-
sionsformel angeben la¨ßt. Die Beispiele bei Kijawatworawet [47] zeigen, daß mit die-
ser Simulationsdichte zwei dominante Richtungen, in denen die Grenzzustandsfunktion
dem Ursprung am na¨chsten liegt, erfaßt werden ko¨nnen. Je mehr die Grenzzustands-
funktion einer Spha¨re a¨hnelt, desto mehr na¨hert sich die Simulationsdichte der Gleich-
verteilung an. Dieses Verfahren des Adaptive Directional Sampling hat sich als robust
und vielseitig erwiesen. Die Adaption der Simulationsdichte wird dann problematisch,
wenn der Versagensbereich nur in einer Richtung vom Ursprung liegt und ausgepra¨gt
konvex geformt ist.
Auch fu¨r das Directional Importance Sampling von Richtungsvektoren gibt es ana-
log Abschnitt 2.2, Seite 13 eine ideale Simulationsdichte. Sie ist proportional den
bedingten Versagenswahrscheinlichkeiten, Gl. (2.67). Shao und Murotsu [74] versu-
chen diese durch eine empirische Dichte anzuna¨hern. Die Simulationsprozedur geht
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zuna¨chst von einer Gleichverteilung der Richtungsvektoren aus, außerdem wird die
Einheitsspha¨re in einzelne Sektoren diskretisiert. Fu¨r jede Realisation einer Richtung
wird abha¨ngig von der bedingten Versagenswahrscheinlichkeit entschieden, ob fu¨r den
jeweiligen Bereich die Dichte erho¨ht oder abgemindert werden soll. Liegt in einer Rich-
tung der Grenzzustand beispielsweise im unendlichen, wird die Dichte zu Null gesetzt.
Fa¨llt im weiteren Verfahren eine Realisation wieder in einen Bereich reduzierter Dich-
te, wird der Richtungsvektor in einen Bereich erho¨hter Dichte transformiert. So wird
wa¨hrend der Simulation fu¨r jede Realisation die Simulationsdichte angepaßt. Aus die-
sem Grunde erscheint das Verfahren als recht unhandlich in der Ausfu¨hrung, zumal
nicht eindeutig entscheidbar ist, in welche neue Richtung ein neuer Vektor zu trans-
formieren ist. Vorteilhaft ist sicher die sofortige Verwendung der Information u¨ber die
Grenzzustandsfunktion, die man durch Ermittlung jedes Grenzzustandspunkts erha¨lt.
Die Verwendung einer empirischen Simulationsdichte verspricht eine hohe Flexibilita¨t
bezu¨glich der Form der Grenzzustandsfunktion.
2.10 Bedingte Wahrscheinlichkeiten
Anstatt wie in Abschnitt 2.8 die Dimension zu verringern, kann es auch sinnvoll sein,
den Raum zu erweitern, wenn dadurch das Problem insgesamt vereinfacht wird. Zu
lo¨sen sei zum Beispiel das Integral
θ = E f [g(X)] =
Z
A
g(x) fX(x) dx (2.74)
Es entspricht Gl. (2.1), wobei hier zur Simulation keine Gleichverteilung verwendet
wird. Bei der Lo¨sung des Integrals soll nun die Dichtefunktion fX(x) eliminiert werden.
Man definiert einen erweiterten Raum C = A B , und fu¨r einen Punkt z2 C schreibt
man z = [xy], quasi sind x 2 A und y2 B Komponenten des Ortsvektors z. Es muß sich
hierbei jedoch nicht um kartesische Koordinaten handeln. Die Beziehung zwischen den
Volumenelementen dx; dy und dz ist durch
J(z) = J(x;y) = dxdy
dz
(2.75)
gegeben. Außerdem beno¨tigt man auf C eine beliebige Wahrscheinlichkeitsdich-
te hZ(z) = hX;Y(x;y) 6= 0 und eine beliebige reellwertige Funktion r(z) = r(x;y) mit
R(x) =
R
B
r(x;y) dy 6= 0.
Mit Hilfe der sogenannten Wichtungsfunktion
w(z) =
fX(x)J(z)r(z)
hZ(z)R(x)
(2.76)
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leiten Hammersley und Handscomb [36] die folgende Beziehung her:
θ = E f [g(X)]
=
Z
C
g(X)w(Z)hZ(z) dZ
= Eh[g(X)w(Z)]
(2.77)
Speziell seien fX(x) = hXjY0(x;y0) die bedingte Wahrscheinlichkeitsdichte von hZ fu¨r
gegebenes y0 und ηY(y) die Dichte von Y, wenn Z = (X;Y) der Dichte hZ(z) folgt.
Damit ist
hZ(z)dz = hXjY0(x;y0)ηY(y)dXdY = fX(x)ηY(y)dXdY (2.78)
Vergleich mit Gl. (2.75) und Einsetzen fu¨r ein bestimmtes y0 ergibt
J(x;y0) =
hXY(x;y0)
fX(x)ηY(y0)
(2.79)
Damit la¨ßt sich die Dichtefunktion fX(x) in Gl. (2.76) eliminieren:
w(z) =
hXY(x;y0)J(x;y)r(x;y)
hXY(x;y)J(x;y0)ηY(y0)R(x)
(2.80)
So la¨ßt sich Gl. (2.77) durch Simulation von Zufallsvektoren zi nach der Dichte hZ(z)
scha¨tzen als
θ¯ =
1
N
N
∑
i=1
g(xi)w(zi) (2.81)
Man braucht also nicht mehr die originale Dichtefunktion fX(x) zu generieren. Der
erweiterte Raum C ist ebenso willku¨rlich wa¨hlbar wie die Funktion r(z). Letztere kann
man deshalb zur weiteren Varianzminderung einsetzen, a¨hnlich Abschnitt 2.5.
Das Verfahren soll durch einen einfachen Spezialfall weiter veranschaulicht werden.
x sei ein n-dimensionaler Vektor, dargestellt in kartesischen Koordinaten. y sei eine
weitere Dimension im n+ 1-dimensionalen kartesischen Koordinatensystem, damit ist
dz = dxdy. Außerdem seien X und Y voneinander unabha¨ngig, deshalb ist hZ(z) =
hXY (x;y) = fX(x) ηY (y). Die reellwertige Funktion r wird gewa¨hlt als r(x;y) = 1 =
const: und R(x) =
R
B
dy = const: = R. Nach Einsetzen in Gln. 2.80 und 2.77 gibt
Gl. (2.82) das zu lo¨sende Integral an.
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θ = Eh

g(X)
1
ηY (Y )R

=
Z
A
Z
B
g(x)
1
ηY (y)R
hXY (x;y) dXdY
(2.82)
Ein ganz a¨hnliches Konzept, allerdings im Zusammenhang mit Linearisierungsverfah-
ren, verfolgen Wen und Chen [90]. Gl. (2.82) la¨ßt sich mittels Reduzierung der Di-
mension nach Abschnitt 2.8 sehr einfach wieder auf die Ausgangsgleichung (2.74)
zuru¨ckfu¨hren.
Ouypornprasert et al. [61] fu¨hren als zusa¨tzliche Variable die Grenzzustandsfunk-
tion g(X) selbst ein, mit folgender Modifikation: Die neue Zufallsvariable sei W =
 g(X), wenn g(X)  0, sonst W = 0. So ist die Dichtefunktion von W gleich Null,
wenn eine Realisation des Vektors der Basisvariablen im sicheren Bereich liegt. Bei der
Simulation wird damit erreicht, daß alle Realisationen im Versagensbereich liegen. Im
Rahmen der Simulationsprozedur werden alle Variablen bis auf eine (beliebige) zufa¨llig
generiert, die verbleibende Variable muß aus der Realisation der anderen Variablen und
der zusa¨tzlichen Variable ermittelt werden, so daß g(xi) = wi erfu¨llt ist. Das ist nur bei
sehr einfacher Form der Grenzzustandsfunktion (z.B. auch einer Na¨herung durch das
Antwortfla¨chenverfahren) mo¨glich.
2.11 Verwendung orthonormaler Funktionen
Dieses Verfahren, von Rubinstein [71] als ”zufa¨llige Quadratur“ bezeichnet, zielt aufeine Approximation des Integranden durch einen System orthonormaler Funktionen ab.
Ist fu¨r x 2Rn ein System von Funktionen φi(x); i = 1; : : :n gegeben, die im Integra-
tionsbereich D orthonormal sind, das heißt
Z
D
φi(x)φ j(x) dx =

1 ; wenn i = j
0 ; wenn i 6= j (2.83)
dann kann man zu einer Funktion f (x) eine Interpolationsfunktion f¯ (x) finden, so daß
an diskreten Stu¨tzstellen f¯ (x) = f (x) ist. Die Interpolation ergibt sich aus folgender
Reihenentwicklung:
f¯ (x) =
n
∑
i=1
ciφi(x) (2.84)
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Das Gleichungssystem fu¨r die Koeffizienten ci wird dargestellt durch die Determinante
ω =









φ1(x1) φ2(x1) : : : φn(x1)
φ1(x2) φ2(x2) : : : φn(x2)
...
... . . .
...
φ1(xn) : : : : : : φn(xn)









(2.85)
Nach der Cramer’schen Regel ergibt sich c1 mit
ω1 =









f (x1) φ2(x1) : : : φn(x1)
f (x2) φ2(x2) : : : φn(x2)
...
... . . .
...
f (xn) : : : : : : φn(xn)









(2.86)
zu
c1 =
ω1
ω
(2.87)
Nach Hammersley und Handscomb [36] la¨ßt sich damit das folgende Integral durch ω
ausdru¨cken:
θ =
Z
D
f (x)φ1 dx
=
Z
D
ω1
ω
ω2
n!
dx
=
Z
D
c1
ω2
n!
dx
(2.88)
Hierbei erfu¨llt der Ausdruck ω2=n! die Kolmogorow’schen Axiome einer Wahrschein-
lichkeitsdichte, daß heißt ω2=n!  0 und
R
D
(ω2=n!) dx = 1. Deshalb kann man das
Integral Gl. (2.88) durch Simulation berechnen. Hierzu mu¨ssen N Zufallsvektoren nach
der Verteilung hX(x) = ω2=n! generiert werden. Der statistische Scha¨tzer fu¨r das Inte-
gral Gl. (2.88) ist gegeben durch
θ¯ =
1
N
N
∑
i=1
ω1(xi)
ω(xi)
(2.89)
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Fu¨r die Varianz des Scha¨tzers la¨ßt sich eine Schranke angeben:
var[θ¯] =
Z
D
f 2(x)dx 
n
∑
i=1
 
Z
D
f (x)φi dx
2
= inf
Z
D
 
f (x) 
n
∑
i=1
ciφi
2 dx
(2.90)
Die Varianz wird zu Null, wenn f (x) eine Linearkombination der φi(x) ist.
Mit diesem Verfahren soll nun wiederum das Standardbeispiel Gl. (2.1) berechnet
werden. Um auf die Form der Gl. (2.88) zu kommen, setzt man f (x) = g(x)=φ(x) und
erha¨lt
θ =
Z
D
g(x) dx =
Z
D
f (x)φ(x) dx (2.91)
Fu¨r diesen einfachen eindimensionalen Fall hat man nur eine Funktion φ1(x) = φ(x),
die so gewa¨hlt wird, daß sie die Orthonormalita¨tsbedingung
R
D
φ2(x)dx = 1 erfu¨llt. Die
Determinanten ergeben sich zu ω = φ(x) und ω1 = f (x). Der statistische Scha¨tzer fu¨r
dieses Integral ist nach Gl. (2.89)
θ¯ =
1
N
N
∑
i=1
ω1(xi)
ω(xi)
=
1
N
N
∑
i=1
f (xi)
φ(xi)
=
1
N
N
∑
i=1
g(xi)
φ2(xi)
(2.92)
wobei die Zufallszahlen xi nach der Verteilung hX (x) = ω2=n! = φ2(xi) zu simulieren
sind.
Dieses Verfahren ist auf beliebige Dimensionen anwendbar, wobei ein System von
n Funktionen, die u¨ber den Integrationsbereich D orthonormal sind, zu finden ist. Dies
kann zum Beispiel durch eine Fourierreihenentwicklung erfolgen.
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Simulation stochastischer Prozesse
3.1 Grundlagen
Fu¨r das Versta¨ndnis der folgenden Abschnitte ist es notwendig, den Begriff des Zu-
fallsprozesses und einiger seiner Charakteristika festzulegen. Das geschieht hier ohne
weitere Herleitung. Zur Theorie stochastischer Prozesse wird auf die einschla¨gigen
Lehrbu¨cher verwiesen, z.B. Papoulis [62], Soong und Grigoriu [80].
Ein skalarer Zufallsprozeß X(t) wird angesehen als eine Zeitreihe, deren Wert zu
jedem beliebigen Zeitpunkt zufa¨llig ist. Betrachtet man n beliebige, diskrete Zeitpunkte,
so ist die Verteilung n-ter Ordnung eines reellwertigen skalaren Prozesses
Fn(x1; : : : ;xn; t1; : : : ; tn) = P[X(t1) x1\ : : :\X(tn)  xn] (3.1)
Die Ableitung der Verteilung ist die Dichtefunktion n-ter Ordnung
fn(x1; : : : ;xn; t1; : : : ; tn) =
∂nFn(x1; : : : ;xn; t1; : : : ; tn)
∂x1 : : :∂xn
(3.2)
Viele Entwicklungen beziehen sich auf die Charakterisierung eines Prozesses durch
seine statistischen Momente erster und zweiter Ordnung, z.B. der Mittelwerts- und Au-
tokorrelationsfunktion. Diese sind definiert als
µX (t) = E[X(t)] =
∞
Z
 ∞
x(t) f1(x; t) dx (3.3)
rXX (t1; t2) = E[X(t1)X(t2)] =
∞
Z
 ∞
∞
Z
 ∞
x1(t1)x2(t2) f2(x1;x2; t1; t2) dx1 dx2 (3.4)
Die Autokovarianzfunktion ist cXX (t1; t2) = E[(X(t1) µX(t1))(X(t2) µX(t2))] und ist
identisch der Autokorrelationsfunktion, wenn die Mittelwertsfunktion konstant gleich
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Null ist. Dann ist in Gl. (3.4) auch die Varianz des Prozesses σ2X (t) = cXX(t; t) enthalten.
Folgt X(t) der Gauß – Verteilung, ist der Prozeß durch Mittelwerts- und Korrelations-
funktion vollsta¨ndig beschrieben.
Fu¨r einen Vektorprozeß X(t) = [X1(t);X2(t); : : :]T gelten obige Definitionen fu¨r ska-
lare Prozesse sinngema¨ß, indem sie auf jede einzelne Komponente angewendet werden.
Die Mittelwertsfunktion wird dann ein Vektor, wa¨hrend die Korrelationsfunktion ma-
trixwertig ist, da paarweise Korrelationen aller Komponenten zu betrachten sind. Ein
komplexwertiger Prozeß X(t) = Re (X(t)) + i Im(X(t)) kann als ein spezieller zwei-
dimensionaler Vektorprozeß, mit Real- und Imagina¨rteil als Komponenten, angesehen
werden (Soong, Grigoriu [80]).
Ein Prozeß ist stationa¨r, wenn die Verteilungen beliebiger Ordnung — und damit
auch alle statistischen Momente — von der Zeit unabha¨ngig sind. Ist dies nur fu¨r die
statistischen Momente bis zur Ordnung 2 der Fall, spricht man von einem im erweiter-
ten Sinne stationa¨ren Prozeß (WSS – Prozeß). Das heißt, ein WSS – Prozeß hat eine
endliche und konstante Mittelwertsfunktion, und seine Korrelationsfunktion ha¨ngt nicht
vom Bezugszeitpunkt, sondern nur von der Zeitdifferenz ab: rXX (t1; t2) = rXX (τ), mit
τ = t2  t1. Fu¨r Gauß–verteilte Prozesse ist das gleichbedeutend mit Stationarita¨t im
strengen Sinn.
Zur Beschreibung eines WSS – Prozesses mit Mittelwert gleich Null wird oft das
Leistungsspektrum verwendet. Das Leistungsspektrum ist definiert als die Fourier –
Transformation der Autokorrelationsfunktion:
sXX (ω) =
1
2π
∞
Z
 ∞
e iωτrXX (τ) dτ (3.5)
Die Umkehrung der Transformation ist
rXX (τ) =
∞
Z
 ∞
eiωτsXX (ω) dω (3.6)
Gln. (3.5) und (3.6) bilden ein Fourier – Paar und werden als die Wiener – Khintchi-
ne – Beziehungen bezeichnet. Einige Eigenschaften der Korrelationsfunktion und des
Leistungsspektrums eines WSS – Prozesses, die spa¨ter verwendet werden, werden im
folgenden angefu¨hrt.
Ist X(t) reellwertig, dann ist rXX (τ) eine gerade Funktion. Fu¨r einen komplexwerti-
gen WSS – Prozeß ist rXX (τ) = rXX ( τ), bzw. rXX (t1; t2) = rXX (t2; t1) fu¨r instationa¨re
Prozesse. Hierin bezeichnet der Stern die konjugiert Komplexe einer Gro¨ße. Die Kor-
relationsfunktion ist positiv definit, daraus folgt, daß das Leistungsspektrum sXX (ω) 
0 8 ω ist. Papoulis [62, Abschnitt 10-3] gibt noch einen anderen Beweis fu¨r diese Ei-
genschaft des Spektrums. Sie ist umgekehrt eine notwendige und hinreichende Bedin-
gung dafu¨r, daß eine gegebene Funktion eine Korrelationsfunktion ist. Das heißt, man
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kann einen WSS – Prozeß konstruieren, dessen Korrelationsfunktion einer vorgegebe-
nen Funktion g(τ) entspricht, wenn ihre Fourier–Transformation nichtnegativ ist. Die
Varianz eines WSS – Prozesses ist gegeben durch σ2X = rXX (0) =
R ∞
 ∞ sXX (ω) dω 0.
Ableitungen und Integrale von Zufallsprozessen sind im allgemeinen im Sinne des
quadratischen Mittels zu verstehen. Die Definitionen und besonderen Eigenschaften
werden hier nicht wiedergegeben, sie haben Analogien zu den Ableitungen und Inte-
gralen deterministischer Funktionen, vgl. Lin, 1976 [49] und Soong, Grigoriu [80].
Eine wichtige und hier oft genutzte Eigenschaft ist die, daß die Erwartungswertbildung,
selbst definitionsgema¨ß eine Integration u¨ber eine Potenz des Zufallsprozesses multipli-
ziert mit der an sich deterministischen Dichtefunktion, jeweils kommutativ zur Ablei-
tung bzw. Integration des Zufallsprozesses ist. So gilt z.B. E

R
X(t) dt

=
R
E[X(t)] dt.
Eine wichtige Eigenschaft von Prozessen, die auch bei der Monte Carlo Simulation
ausgenutzt wird, ist die Ergodizita¨t. Ein Prozeß ist ergodisch, wenn eine einzelne Rea-
lisation des Prozesses die gesamte Information des Ensembles beinhaltet. Man spricht
von Ergodizita¨t bezu¨glich einer statistischen Eigenschaft des Prozesses, wenn diese mit
Wahrscheinlichkeit 1 als arithmetisches Mittel aus einer Zeitreihe berechnet werden
kann (Soong, Grigoriu [80]). Zum Beispiel ergeben sich Mittelwerts- und Korrelations-
funktion auf diese Weise zu
µX = lim
T!∞
1
T
T
Z
0
x(t) dt (3.7)
rXX (τ) = lim
T!∞
1
T   τ
T τ
Z
0
x(t)x(t + τ) dt (3.8)
Notwendige, aber nicht hinreichende Voraussetzung fu¨r Ergodizita¨t ist die Stationarita¨t
des Prozesses bezu¨glich der betrachteten Eigenschaft.
Ein vielfach verwendeter, spezieller Zufallsprozeß ist das Weiße Rauschen. Es ist
definitionsgema¨ß ein Prozeß, dessen Leistungsspektrum u¨ber den gesamten Frequenz-
bereich von ω = ∞ bis ∞ konstant ist. Aus der Fouriertransformation, Gl. (3.6), ergibt
sich, daß die Korrelationsfunktion eine Dirac–Delta Funktion ist: rXX (τ) = 2πsXX δ(τ).
Alle Xj; Xk; j 6= k sind unkorreliert, und die Varianz geht gegen unendlich. Der Parame-
ter I = 2πsXX wird als Intensita¨t des weißen Rauschens bezeichnet. Ein nicht–weißer
Prozeß wird oft als Antwort eines linearen Systems auf weißes Rauschen als Erregung
modelliert, was sowohl im Zeit- als auch im Frequenzbereich mo¨glich ist. Hierbei ist
die U¨bertragungsfunktion des Systems so zu bestimmen, daß die Antwort ein vorgege-
benenes Leistungsspektrum aufweist.
Eine große Gruppe nicht – Gauß’scher Prozesse, der sogenannten Translationspro-
zesse, lassen sich mit Hilfe ihrer Randverteilung und Kovarianzfunktion aus Gauß–
verteilten Prozessen erzeugen (Grigoriu, 1984 [29] und 1996 [34]). Ausgegangen wird
von einem stationa¨ren Prozeß U(t), welcher der Standardnormalverteilung Φ(u) (mit
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µU = 0, σ2U = 1) folgt. Aus der Transformation F
 1
X (Φ(U(t))) ergibt sich ein stationa¨rer
Prozeß X(t) mit der Verteilung FX (x). Die Transformationsbeziehung U(t)! X(t) ist
monoton steigend. Deshalb sind auch oben erwa¨hnte Bedingungen fu¨r die Korrelati-
onsfunktion von X(t) erfu¨llt. Bei der umgekehrten Transformation X(t)!U(t) kann
dagegen die Forderung der positiven Definitheit verletzt werden, was durch formale
Bildung des Leistungsspektrums mittels Fouriertransformation leicht u¨berpru¨ft werden
kann (Macke, 1996 [53]). U¨ber die umgekehrte Transformation la¨ßt sich die Kovarianz-
bzw. Korrelationsfunktion des Gauß–Prozesses U(t) so kalibrieren, daß X(t) eine vor-
gegebene Kovarianzfunktion cXX (τ) besitzt. Auch hierbei ist es mo¨glich, daß keine
Lo¨sung existiert, oder das Ergebnis cUU (τ) keine gu¨ltige Kovarianzfunktion darstellt.
Die positive Definitheit von cUU (τ) ist wiederum zu pru¨fen. Eine iterative Anpassung
von Verteilungsfunktion und Leistungsspektrum wurde 1988 von Yamazaki und Shino-
zuka [95] vorgeschlagen, der Algorithmus ist aber nicht unbedingt konvergent und kann
wiederum Eigenschaften des Ausgangsprozesses vera¨ndern.
Wa¨hrend ein stationa¨rer, normalverteilter Prozeß bekanntlich durch Mittelwerts-
funktion und Leistungsspektrum vollsta¨ndig beschrieben ist, verwenden Peinelt und
Bucher [63] zur Beschreibung nicht–normalverteilter Prozesse Momentenfunktionen
ho¨herer Ordnung bzw. die sich daraus durch mehrdimensionale Fourier–Transformation
ergebenden Spektren. Cai et al. [14] gehen von einer Itoˆ – Differentialgleichung (s.
Lin, Cai [50]) aus. Drift- und Diffusionskoeffizienten ko¨nnen abha¨ngig von einem vor-
gegebenen Leistungsspektrum und einer Dichtefunktion iterativ bestimmt werden. Zur
Simulation ist die Differentialgleichung im Zeitbereich zu lo¨sen.
Die Darstellungen in den folgenden Abschnitten sind auf Gauß – verteilte Prozesse
beschra¨nkt, wie sie auch in den Berechnungsbeispielen zur Anwendung kommen.
3.2 Darstellung im Zeitbereich
Die Simulation eines Prozesses im Zeitbereich erfordert zuna¨chst immer die Diskreti-
sierung der Zeitachse. Man kann zum Beispiel die Antwort eines Systems auf zufa¨lli-
ge Erregung direkt simulieren, wenn hierfu¨r eine stochastische Differentialgleichung
in der Itoˆ – Form vorliegt, wie von Soong, Grigoriu [80, Abschnitt 8.4] beschrieben.
Durch Diskretisierung der Zeitachse wird die Differentialgleichung als Ausdruck finiter
Differenzen schrittweise gelo¨st. Da diese Vorgehensweise nicht immer mo¨glich bzw.
praktikabel ist, wird hierauf nicht weiter eingegangen. Generell kann die Antwort einer
mechanischen Struktur durch die Finite Elemente Methode berechnet werden, wobei
die Lo¨sung der (i.a. nichtlinearen) Bewegungsgleichung schrittweise im Zeitbereich
erfolgt. In diesem Abschnitt sollen zwei ga¨ngige Modelle zur Simulation des Erre-
gungsprozesses im Zeitbereich vorgestellt werden, das Autoregressive (AR) und das
Moving Average (MA) – Modell.
Ein AR(m) – Prozeß besteht aus einem gewichteten Mittel aus m Werten vergan-
gener Zeitpunkte plus einem addierten zufa¨lligen Anteil. Aufgrund der diskretisierten
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Zeitachse wird der Prozeß als eine Folge von Zufallsvariablen Xt ; t 2 N angeschrieben.
Xt = b0Ut +
m
∑
j=1
a jXt  j (3.9)
Hierbei ist Ut eine Sequenz unabha¨ngiger identisch verteilter Zufallsvariablen, mit µU =
0; σU = 1. Ist Ut normalverteilt, gilt dies auch fu¨r Xt . Fu¨r t < m existieren nicht
alle Summanden. Daraus folgt, daß der Prozeß zuna¨chst instationa¨r ist, er strebt aber
asymptotisch gegen einen stationa¨ren Zustand. Fu¨r den stationa¨ren Zustand ergibt sich
die Korrelationsfunktion rXX (k) = E[XtXt+k] aus den Yule – Walker – Gleichungen
rXX (0) = b0 +
m
∑
j=1
a jrXX ( j)
rXX (k) =
m
∑
j=1
a jrXX ( j  k) ; k  1
(3.10)
Umgekehrt kann man aus gegebenen Daten, z.B. Meßwerten oder einem vorgegebe-
nen Leistungsspektrum, Werte der Korrelationsfunktion bestimmen und erha¨lt so ein
Gleichungssystem zur Bestimmung der Koeffizienten a und b.
Ein MA – Prozeß n-ter Ordnung ist ein gleitender Mittelwert u¨ber n Werte Ut mit
Gewichtsfaktoren b
Xt =
n
∑
j=0
b jUt  j (3.11)
Der Prozeß ist normalverteilt, wenn Ut normalverteilt ist. Er besitzt die Korrelations-
funktion
rXX (k) =
8
>
<
>
:
n k
∑
j=0
b jb j+jkj ; jkj  n
0 ; jkj> n
(3.12)
und das Leistungsspektrum
sXX (ω) =



n
∑
j=0
b je i jω



2
(3.13)
wobei i die imagina¨re Einheit, i =
p
 1 ist. Unter bestimmten Voraussetzungen, s.
Papoulis [62, Abschnitt, 12-1], kann ein fu¨r diskrete Frequenzen gegebenes Spektrum
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faktorisiert werden, in der Form
sXX (ω) = jl(ω)j2
l(ω) =
n
∑
j=0
b je i jω
(3.14)
und man erha¨lt wiederum ein Gleichungssystem fu¨r die unbekannten Koeffizienten.
Oft werden beide Modelle, Gln. (3.9) und (3.11) kombiniert zum Autoregressive
Moving Average (ARMA) – Modell. Ein ARMA(m;n) – Prozeß hat die Form
m
∑
j=0
a jXt  j =
n
∑
k=0
bkUt k (3.15)
mit a0 = 1. Die Korrelationsfunktion des ARMA – Prozesses ergibt sich aus
m
∑
l=0
alrXX (k  l) = 0 ; k > m (3.16)
Das bedeutet, in der Zeitspanne, innerhalb der die zufa¨lligen Summanden Einfluß ha-
ben, sind die Werte von Xt unkorreliert. Aus Gl. (3.16) lassen sich nur die Koeffizienten
a bestimmen. Papoulis [62, Abschnitt, 13-3] zeigt eine Mo¨glichkeit zur Bestimmung
der Koeffizienten b. Hierbei wird der ARMA – Prozeß durch ein lineares System so
gefiltert, daß die AR – Anteile wegfallen. Der gefilterte Prozeß ist ein MA – Prozeß, so
daß man wie oben beschrieben die Koeffizienten b bestimmen kann, nachdem man das
Leistungsspektrum des gefilterten Prozesses bestimmt hat.
In Anwendungen liegen oft mehr Daten vor, als zur Bestimmung des gewa¨hlten
ARMA(m;n) – Modells no¨tig sind. Eine allgemeinere, wenn auch nur na¨herungsweise
Mo¨glichkeit zur Bestimmung der Koeffizienten ergibt sich aus einer Fehlerquadrat –
Minimierung, wie sie von Friot und Bouc [26] beschrieben wird. Das ARMA – Modell
wird als linearer Filter des weißen Rauschens Ut interpretiert. Die U¨bertragungsfunkti-
on im Frequenzbereich lautet
H(ω) =
n
∑
j=0
b je i jω
m
∑
k=0
ake ikω
=
N(ω)
M(ω)
(3.17)
Das faktorisierte Leistungsspektrum l(ω), Gl. (3.14), entspricht der Transferfunktion
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H(ω) bis auf einen Fehlerterm ε, der wie folgt ermittelt wird:
ε2 =
2π
Z
0
jl(ω)M(ω) N(ω)j2 dω (3.18)
Die Koeffizienten a; b werden aus der Bedingung bestimmt, daß der Fehler minimal
wird.
Fu¨r eine bessere Anpassung an ein vorgegebenes Leistungsspektrum schlagen Friot
und Bouc [26] eine Wichtung des Fehlers ε vor, wodurch besonders Spitzen des Spek-
trums betont werden. Außerdem wird erla¨utert, wie zur effizienten Faktorisierung des
Spektrums und zur Berechnung der Koeffizienten die schnelle Fouriertransformation
(FFT) verwendet werden kann.
Eine direktere Methode, einen Prozeß zu simulieren, der ein vorgegebenes Lei-
stungsspektrum aufweisen soll, besteht darin, zuna¨chst ein weißes Rauschen mit der
Intensita¨t I zu erzeugen und dieses als Erregung eines linearen Systems zu verwenden.
Wenn die U¨bertragungsfunktion H(ω) des Systems der Bedingung
I
2π
jH(ω)j2 = sxx(ω) (3.19)
genu¨gt, dann ist das Leistungsspektrum der Antwort X(t) des linearen Systems sxx(ω).
Diese Vorgehensweise erfordert mehr Rechenzeit als die Anpassung des ARMA – Mo-
dells vor der Simulation, da zusa¨tzlich das lineare System fu¨r jeden Zeitschritt gelo¨st
werden muß. Dafu¨r ist eine genaue Anpassung an das vorgegebene Spektrum mo¨glich.
Aus Gln. (3.11) ff. ist offensichtlich, daß ein MA(0) – Prozeß ein diskretes weißes
Rauschen darstellt. Soll das weiße Rauschen eine bestimmte Intensita¨t I besitzen, dann
bestimmt sich der Koeffizient b0 nach Gl. (3.13) aus
b20 = sXX =
I
2π
(3.20)
Simulation eines Prozesses basierend auf seiner Darstellung im Zeitbereich hat den
Vorteil, daß lediglich die Parameter gespeichert werden mu¨ssen — im Gegensatz zu
Modellen im Frequenzbereich, die im folgenden Abschnitt erla¨utert werden, fu¨r welche
die gesamte Zeitreihe im Speicher gehalten werden muß, als Eingang des zu untersu-
chenden Systems. Vorteilhaft ist auch, daß die Zeitreihe beliebig lang sein kann. Die
Gro¨ße des Arbeitsspeichers du¨rfte allerdings auf modernen Rechnerarchitekturen kein
Problem darstellen.
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3.3 Darstellung im Frequenzbereich
3.3.1 Herleitung der spektralen Repra¨sentation
Oft ist ein zu simulierender Prozeß durch sein Leistungsspektrum charakterisiert, des-
halb erscheint es sinnvoll, die Simulation von einer Darstellung im Frequenzbereich
abzuleiten, so daß sich die Parameter des Simulationsmodells direkter und einfacher
bestimmen lassen. Im Hinblick auf varianzmindernde Verfahren und Reduktion der
Zahl der Basisvariablen wird in Kapitel 4 die spektrale Darstellung gewa¨hlt, deshalb
erfolgt hier eine ausfu¨hrlichere Herleitung. Ausgangspunkt ist eine zeitunabha¨ngige
Darstellung des Prozesses, die sich aus einer Integraltransformation, hier durch Fou-
riertransformation, ergibt.
Eine beliebige, komplexwertige deterministische Funktion x(t) kann unter bestimm-
ten Voraussetzungen durch das Fourier – Integral dargestellt werden. Die Fourier –
Darstellung von x(t) heiße y(t) und ist gegeben durch (Bronstein [10])
y(t) =
∞
Z
 ∞
eiωt x˜(ω) dω (3.21)
x˜(ω) =
1
2π
∞
Z
 ∞
e iωt x(t) dt (3.22)
y(t) ist quasi eine Darstellung von x(t) durch eine Fourierreihe mit unendlich vielen
Summanden und stetig variierender Frequenz ω. x˜(t) ist die Fourier – Transformation
von x(t) und y(t) die Umkehrung der Transformation. Voraussetzung fu¨r die Gu¨ltigkeit
der Transformationsbeziehungen ist, daß x(t) die Dirichlet’schen Bedingungen erfu¨llt,
also in beliebige viele endliche Intervalle teilbar ist, in denen x(t) stetig und monoton ist;
an Unstetigkeitsstellen mu¨ssen limε!0 x(t  ε) bzw. limε!0 x(t + ε) definiert sein. Als
weitere Voraussetzung muß das Integral
R ∞
 ∞ jx(t)j dt existieren. Dann ist y(t) identisch
x(t).
Gu¨ltigkeit der Fouriertransformation von Zufallsprozessen
Die Gu¨ltigkeit obiger Beziehungen im Sinne des quadratischen Mittels soll nun fu¨r
Zufallsprozesse bewiesen werden. Zu zeigen ist, daß fu¨r zwei Zufallsprozesse X(t) und
Y(t),
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Y (t) =
∞
Z
 ∞
eiωt X˜(ω) dω (3.21a)
X˜(ω) = 1
2π
∞
Z
 ∞
e iωt X(t) dt (3.22a)
die Mittelwertsfunktionen E[Y(t)] = E[X(t)] und daß der Erwartungswert des Fehler-
quadrats
E[jX(t) Y(t)j2] = 0
E[X(t)X(t)+Y(t)Y (t) X(t)Y (t) X(t)Y (t)] = 0
(3.23)
ist. Der Stern bezeichnet die konjugiert Komplexe einer Gro¨ße. i ist die imagina¨re
Einheit, i =
p
 1. Die A¨quivalenz der Mittelwertsfunktionen ergibt sich einfach durch
Erwartungswertbildung der Gleichungen (3.21a) und (3.22a), sie werden damit zur Fou-
riertransformation und ihrer Umkehrung der deterministischen Funktion E[X(t)]. In
Papoulis [62, Abschnitt 12-3] finden sich Hinweise zum Beweis von Gl. (3.23) fu¨r die
diskrete Karhunen – Loe`ve – Reihenentwicklung von X(t). Der Beweis wird hier fu¨r
den speziellen Fall der Fourier – Reihe ausfu¨hrlicher dargestellt, daraus werden die Pa-
rameter der Fourier – Koeffizienten hergeleitet.
Fu¨r den Beweis wird hier X(t) zuna¨chst durch eine diskrete Reihenentwicklung
dargestellt.
Yn(t) =
∞
∑
n= ∞
X˜nφn(t) (3.24)
mit
X˜n =
T=2
Z
 T=2
X(t)φn(t) dt (3.25)
und den Ansatzfunktionen
φn(t) =
1
p
T
eiωnt (3.26)
X(t) und Y (t) seien im endlichen Intervall ( T=2 ; T=2) definiert. Anschließend wird
der Grenzu¨bergang fu¨r T !∞ betrachtet.
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Die Ansatzfunktionen sind im Intervall ( T=2 ; T=2) orthonormal
1
T
T=2
Z
 T=2
eiωmte iωnt dt = δmn (3.27)
und es gilt die Integralgleichung
T=2
Z
 T=2
rXX (t1; t2)eiωt2 dt2 = λeiωt1 ; t1 2 ( T=2 ; T=2) (3.28)
und außerdem
rXX (t; t) =
1
T
∞
∑
n= ∞
λnjeiωnt j2 =
1
T
∞
∑
n= ∞
λn ; t 2 ( T=2 ; T=2) (3.29)
Nun wird 1T =
∆ω
2π gesetzt, fu¨r T ! ∞ wird ∆ω ! dω und die Summation Gl. (3.24)
wird ein Integral u¨ber dω:
Y(t1) =
1
2π
∞
Z
 ∞
eiωt1
∞
Z
 ∞
X(t2)eiωt2 dt2 dω (3.24a)
Aus Gl. (3.29) wird
rXX (t; t) =
1
2π
∞
Z
 ∞
λ(ω) dω (3.29a)
und Gl. (3.28) bleibt bis auf die Integrationsgrenzen unvera¨ndert:
∞
Z
 ∞
rXX (t1; t2)eiωnt2 dt2 = λ(ω)eiωnt1 (3.28a)
Fu¨r die Ansatzfunktionen gilt außerdem (Lin, 1976 [49])
∞
Z
 ∞
eiω1te iω2t dt = 2πδ(ω2 ω1) (3.30)
Unter Ausnutzung der Beziehungen Gln. (3.28a), (3.29a), (3.30) lassen sich die folgen-
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den Erwartungswerte herleiten:
E[X˜(ω1)X˜(ω2)] = E[
1
4π2
∞
Z
 ∞
∞
Z
 ∞
X(t1)e iω1t1 X(t2)eiω2t2 dt1 dt2]
=
1
4π2
∞
Z
 ∞
∞
Z
 ∞
rXX (t1; t2)e iω1t1eiω2t2 dt1 dt2
=
1
4π2
λ(ω2)
∞
Z
 ∞
e iω1t1eiω2t1 dt1
=
1
2π
λ(ω2)δ(ω1 ω2)
(3.31)
E[X(t1)X˜(ω)] = E[
1
2π
∞
Z
 ∞
X(t1)X(t2)eiωt2 dt2]
=
1
2π
∞
Z
 ∞
rXX (t1; t2)eiωt2 dt2
=
1
2π
λ(ω)eiωt1
(3.32)
E[X(t1)X˜(ω)] = E[
1
2π
∞
Z
 ∞
X(t1)X(t2)e iωt2 dt2]
=
1
2π
∞
Z
 ∞
rXX (t1; t2)e iωt2 dt2
=
1
2π
λ(ω)e iωt1
(3.33)
Damit kann man die Terme der ausmultiplizierten Gl. (3.23) ermitteln:
E[X(t)X(t)] = rXX (t; t) (3.34)
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E[Y (t)Y (t)] = E[
∞
Z
 ∞
∞
Z
 ∞
eiω1t X˜(ω1)e iω2t X˜(ω2) dω1 dω2]
=
1
2π
∞
Z
 ∞
∞
Z
 ∞
λ(ω2)δ(ω1 ω2)eiω1te iω2t dω1 dω2]
=
1
2π
∞
Z
 ∞
λ(ω) dω
= rXX (t; t)
(3.35)
E[X(t)Y (t)] = E[
∞
Z
 ∞
X(t)X˜(ω)eiωt dω]
=
1
2π
∞
Z
 ∞
λ(ω)e iωt eiωt dω
= rXX (t; t)
(3.36)
E[X(t)Y (t)] = E[
∞
Z
 ∞
X(t)X˜(ω)e iωt dω]
=
1
2π
∞
Z
 ∞
λ(ω)eiωt e iωt dω
= rXX (t; t)
(3.37)
Der Beweis von Gl. (3.23) ist erbracht, wenn man die Terme der Gleichungen (3.34) bis
(3.37) einsetzt.
Bisher wurden keine Annahmen zur Stationarita¨t von X(t) getroffen, das heißt auch
fu¨r instationa¨re Prozesse ist prinzipiell eine Darstellung durch das Fourier – Integral
mo¨glich. Im weiteren wird X(t) als ein im erweiterten Sinn stationa¨rer Prozeß angese-
hen, d.h. es seien E[X(t)] = µX = const und E[X(t)X(t +τ)] = rXX (τ). Damit folgt aus
Gl. (3.28a) ebenso wie aus Gl. (3.29a)
λ(ω) = 2πsXX (ω) (3.38)
Mittelwerts- und Autokorrelationsfunktion von X˜(ω) ergeben sich aus den Gleichungen
(3.22a) und (3.31) wie folgt.
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E[X˜(ω)] =
1
2π
µX
∞
Z
 ∞
e iωt dt = µX δ(ω) (3.39)
E[X˜(ω1)X˜(ω2)] =
1
2π
λ(ω2)δ(ω1 ω2)
= sXX (ω2)δ(ω1 ω2)
(3.40)
Das bedeutet, daß die X˜(ω) fu¨r verschiedene ω paarweise unkorreliert sind und ihre
Varianzen σ2X˜ (ω) = sXX (ω)δ(0) vom Leistungsspektrum des Prozesses X(t) abha¨ngen.
Hieraus begru¨ndet sich der Begriff der ”spektralen Darstellung“ von X(t).Ist X(t) nun ein im erweiterten Sinn stationa¨rer, reellwertiger Prozeß mit Mittelwert
µX = 0, dann ist seine spektrale Darstellung
X˜(ω) =
1
2π
∞
Z
 ∞
X(t) cosωt dt  i
1
2π
∞
Z
 ∞
X(t) sinωt dt
= Re
 
X˜(ω)

+ i Im
 
X˜(ω)

(3.41)
Y(t) =
∞
Z
 ∞
[cosωt + i sinωt]

Re
 
X˜(ω)

+ i Im
 
X˜(ω)

dω
=
∞
Z
0
A(ω) cosωt dω+
∞
Z
0
B(ω) sinωt dω
(3.42)
wobei beru¨cksichtigt wurde, daß das Integral von ∞ bis +∞ u¨ber ein Produkt aus einer
in ω geraden und einer ungeraden Funktion gleich Null ist. Die Integrationsgrenzen
ko¨nnen gea¨ndert werden, weil Re
 
X˜(ω)

cosωt und Im
 
X˜(ω)

sinωt gerade bezu¨glich
ω sind. In Gl. (3.42) sind
A(ω) = 2Re
 
X˜(ω)

=
1
π
∞
Z
 ∞
X(t) cosωt dt (3.43)
B(ω) = 2Im
 
X˜(ω)

=
1
π
∞
Z
 ∞
X(t) sinωt dt (3.44)
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mit den statistischen Momenten
E[A(ω)] = 1
π
µX
∞
Z
 ∞
cosωt dt = 0 (3.45)
E[A(ω1)A(ω2)] =
1
π2
∞
Z
 ∞
∞
Z
 ∞
rXX (t2  t1) cosω1t1 cosω2t2 dt1 dt2
= 2Re
 
E[X˜(ω1)X˜(ω2)]

+2Re
 
E[X˜(ω1)X˜( ω2)]

(3.46)
E[B(ω)] =
1
π
µX
∞
Z
 ∞
sinωt dt = 0 (3.47)
E[B(ω1)B(ω2)] =
1
π2
∞
Z
 ∞
∞
Z
 ∞
rXX (t2  t1) sinω1t1 sinω2t2 dt1 dt2
= 2Re
 
E[X˜(ω1)X˜(ω2)]

 2Re
 
E[X˜(ω1)X˜( ω2)]

(3.48)
Aus Gl. (3.31) ist ersichtlich, daß E[X˜(ω1)X˜( ω2)] = 0 fu¨r ω1; ω2 6= 0. In diesem
Fall werden die Autokorrelationsfunktionen zu
E[A(ω1)A(ω2)] = E[B(ω1)B(ω2)] = 2sXX (ω2)δ(ω1 ω2) (3.49)
und die Kreuzkorrelationsfunktion von A(ω); B(ω) ist
E[A(ω1)B(ω2)] =
1
π2
∞
Z
 ∞
∞
Z
 ∞
X(t1)X(t2) cosω1t1 sinω2t2 dt1 dt2
= 2Im
 
E[X˜(ω1)X˜(ω2)]

+2Im
 
E[X˜( ω1)X˜(ω2)]

= 0 8 ω1; ω2
(3.50)
Die letzte Zeile von Gl. (3.50) folgt aus Gl. (3.40) und der Tatsache, daß sXX (ω) reell
ist.
Ist der Prozeß X(t) normalverteilt, dann sind das auch A(ω) und B(ω), da die In-
tegrationen in Gln.(3.43), (3.44) eine Summe normalverteilter Zufallsvariablen darstel-
len. Somit sind alle A(ω); B(ω) identisch verteilt und alle A(ω1); A(ω2 6= ω1), ebenso
B(ω1); B(ω2 6= ω1) und A(ω1); B(ω2) paarweise unkorreliert (und wegen der Normal-
verteilung auch voneinander unabha¨ngig). Da Y (t) stets einen Mittelwert von Null hat,
muß dies auch von X(t) gefordert werden, damit die spektrale Darstellung Y (t) den
Originalprozeß X(t) eindeutig repra¨sentiert. Ist µX 6= 0, so ist vor Ermittlung des Spek-
trums sXX (ω) der Mittelwert abzuziehen. Zur rechten Seite von Gl. (3.42) wird dann
µX wieder hinzuaddiert, zur Ermittlung von E[Y (t)Y (t)], Gl. (3.35) ist µ2X zu addieren.
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Aus den bisherigen Ausfu¨hrungen wird deutlich, daß die spektrale Darstellung Y (t) ei-
nes Prozesses X(t) selbst zufa¨llige Parameter besitzt. Sie kann also nicht mit einer Hin-
und Ru¨cktransformation einer deterministischen Funktion verglichen werden. Vielmehr
stellen Y (t) und X(t) Zufallsprozesse dar, die in den statistischen Momenten bis zur
zweiten Ordnung a¨quivalent sind. Im Falle normal verteilter Prozesse haben Y(t) und
X(t) identische statistische Eigenschaften.
Eine notwendige und hinreichende Bedingung fu¨r die Existenz der Fourier – Trans-
formierten von X(t), X˜(ω) ist die Integrierbarkeit von Gl. (3.31), es muß gelten
E[X˜(ω1)X˜(ω2)] < ∞. Lin (1976) [49] zeigt, daß diese Bedingung fu¨r stationa¨re Pro-
zesse nicht erfu¨llt ist, wenn die Integrationsgrenzen in Gl. (3.31) ∞ sind. Er schla¨gt
vor, die Korrelationsfunktion auf die La¨nge des Integrationsbereichs zu normieren. Da-
mit ergibt sich fu¨r die Varianz von X˜(ω) z.B. limT!∞ πT E[jX˜(ω)j
2
] = sXX (ω). Hier
wurde das Integral Gl. (3.31) durch die Einfu¨hrung der Dirac’schen Deltafunktion for-
mal gelo¨st, wodurch die weiteren Entwicklungen mo¨glich wurden. Es ist jedoch zu
beachten, daß X˜(ω), A(ω) und B(ω) nach wie vor unendliche Varianzen aufweisen.
Fourier – Stieltjes Transformation
Eine andere in der Literatur ha¨ufig anzutreffende Darstellung eines mittelwertfreien
WSS – Prozesses X(t) ist das Fourier – Stieltjes – Integral
Y(t) =
∞
Z
 ∞
eiωtdZ(ω) (3.51)
Stieltjes – Integrale sind insofern allgemeiner als die bisher verwendeten Riemann –
Integrale, als daß Z(ω) nicht differenzierbar sein muß. Ein weiterer Vorteil dieser Dar-
stellung ist hier, daß die Dirac’sche Deltafunktion entfa¨llt und ein einfacherer U¨bergang
zur Simulationsformel mo¨glich ist. Ist Z(ω) differenzierbar, folgt aus
dZ(ω) = X˜(ω)dω (3.52)
die Gleichung Gl. (3.21a), bzw. es gilt
Z(ω) =
ω
Z
0
X˜(w) dw (3.53)
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Mit Gl. (3.39) ergibt sich der Mittelwert von Z(ω) zu
E[Z(ω)] = E[
ω
Z
0
X˜(w) dw]
=
ω
Z
0
µX δ(w) dw
= µX ω
= 0
(3.54)
Die Kovarianz von Z(ω) la¨ßt sich mit Hilfe von Gl. (3.40) herleiten, zuna¨chst fu¨r den
Fall 0ω1  ω2:
E[Z(ω1)Z(ω2)] = E[
ω1
Z
0
ω2
Z
0
X˜(w1)X˜(w2) dw1 dw2]
=
ω1
Z
0
ω2
Z
0
sXX (w1)δ(w2 w1) dw1 dw2
=
ω2
Z
0
sXX (w2) (H(w2) H(w2 ω1)) dw2
=
ω2
Z
0
sXX (w2) dw2 
ω2
Z
ω1
sXX (w2) dw2
=
ω1
Z
0
sXX (w2) dw2
(3.55)
Hierin ist H(:) die Heaviside – Funktion. Betrachtet man analog den Fall 0 ω2 ω1,
ergibt sich insgesamt, wegen sXX (w1)δ(w2 w1) = sXX (w2)δ(w1 w2)
E[Z(ω1)Z(ω2)] =
min(ω1;ω2)
Z
0
sXX (w) dw (3.56)
Fu¨r die Ermittlung der Momente von dZ(ω) wird dZ(ω) = Z(ω+dω) Z(ω) gesetzt.
Damit sind
E[dZ(ω)] = E[Z(ω+dω) Z(ω)] = 0 (3.57)
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E[dZ(ω1)dZ(ω2)]
= E[(Z(ω1 +dω) Z(ω1))(Z(ω2 +dω) Z(ω2))]
= E[Z(ω1 +dω)Z(ω2 +dω) Z(ω1+dω)Z(ω2)
 Z(ω1)Z(ω2 +dω)+Z(ω1Z(ω2]
=
8
>
>
<
>
>
:
0 ; wenn ω1 6= ω2 und ω1 +dω < ω2
ω+∆ω
Z
0
sXX (w) dw 
ω
Z
0
sXX (w) dw sXX (ω) ∆ω ; wenn ω1 = ω2
(3.58)
Aufgrund dieser Eigenschaft, daß die Varianz von dZ(ω) nur ungleich Null ist wenn
ω1 = ω2 ist, bezeichnet man Z(t) als einen Prozeß mit orthogonalen Inkrementen.
Ist X(t) ein reellwertiger Prozeß, dann gibt es eine Fourier – Stieltjes – Darstellung
analog Gl. (3.42)
Y(t) =
∞
Z
0
cosωt dU(ω)+
∞
Z
0
sinωt dV(ω) (3.59)
Sind dU(ω) und dV(ω) differenzierbar, dann sind
dU(ω) = A(ω)dω (3.60)
dV(ω) = B(ω)dω (3.61)
mit A(ω) und B(ω) aus Gln. (3.43), (3.44). Analog der Herleitung der statistischen
Momente von dZ(ω) mit Hilfe von X(ω) lassen sich die Parameter von dU(ω), dV(ω)
aus A(ω), B(ω) herleiten.
E[dU(ω)] = E[dV(ω)] = 0 (3.62)
E[dU2(ω)] = E[dV 2(ω)] = 2sXX (ω)dω (3.63)
E[dU(ω1)dU(ω2)] = E[dV(ω1)dV(ω2)] = 0 ; ω1 6= ω2 (3.64)
E[dU(ω1)dV(ω2)] = 0 8ω (3.65)
Wenn X(t) normalverteilt ist, sind ebenso wie A(ω) und B(ω) auch dU(ω) und dV(ω)
normalverteilt. Daraus und aus obigen Mittelwerten und Kovarianzen ist ersichtlich,
daß alle dU(ω), dV(ω) paarweise unabha¨ngig und identisch verteilt sind.
Wa¨hrend also in der Darstellung mit Riemann – Integralen, Gln. (3.21a), (3.42),
die Momente der Fouriertransformierten X(ω) bzw. A(ω) und B(ω) die Dirac – Delta
– Funktion beinhalten, tritt an deren Stelle der Differentialausdruck dω bei der Ermitt-
lung der Momente von dZ(ω), dU(ω) und dV(ω) in der Fourier – Stieltjes Darstellung.
Fu¨r die Simulation werden die Differentialausdru¨cke na¨herungsweise durch Differen-
zenausdru¨cke ersetzt, wie im folgenden Abschnitt gezeigt wird.
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In der praktischen Anwendung der spektralen Darstellung von Prozessen wird oft
das sogenannte einseitige Leistungsspektrum
gXX (ω) = 2sXX (ω) ; ω > 0 (3.66)
verwendet, weil negative Frequenzen keine physikalische Bedeutung haben.
3.3.2 Simulation im Frequenzbereich
Herleitung der Simulationsmodelle
Gegeben sei ein stationa¨rer, reellwertiger und normalverteilter Prozeß X(t) mit Mittel-
wert µX = 0 und vorgegebenem einseitigen Leistungsspektrum gXX (ω). Das Modell
fu¨r die Simulation dieses Prozesses ergibt sich aus einer na¨herungsweisen, diskreten
Darstellung des Fourier – Stieltjes Integrals Gl. (3.59). Eine Na¨herung besteht in der
Beschra¨nkung des Integrationsbereichs. Die obere ”Trennfrequenz“ ωˆ wird so gewa¨hlt,daß die Varianz von X(t) mo¨glichst erhalten bleibt.
ωˆ
Z
0
gXX (ω) dω rXX (0) (3.67)
Der na¨chste Schritt ist die Diskretisierung des betrachteten Frequenzbereichs in n nicht
u¨berlappende Ba¨nder beliebiger Breite ∆ωk, so daß ωˆ = ∑nk=1 ∆ωk, und die Auswahl
einer repra¨sentativen Frequenz ωk fu¨r jedes Frequenzband, z.B. die jeweils mittlere
Frequenz. Die minimale Frequenz ω1 muß ω1 > 0 sein. Damit werden aus den Dif-
ferentialausdru¨cken dU(ω); dV(ω) Differenzen ∆Uk; ∆Vk und das Integral Gl. (3.59)
wird zur Summation von Sinus- und Kosinustermen
Yn(t) =
n
∑
k=1
∆Uk cosωkt +∆Vk sinωkt (3.68)
Entsprechend Gln. (3.62) ff. sind alle ∆Uk; ∆Vk paarweise voneinander unabha¨ngig und
normalverteilt mit
E[∆Uk] = E[∆Vk] = 0 (3.69)
E[∆U2k ] = E[∆V
2
k ] = σ
2
k (3.70)
wobei der Parameter σ2k der Fla¨che unter dem Leistungsspektrum im Frequenzband k
entspricht:
σ2k =
Z
∆ωk
gXX (ω) dω gXX (ωk)∆ωk (3.71)
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U¨blicherweise werden ∆Uk; ∆Vk als Produkt ihrer Standardabweichung σk mit stan-
dardnormal – verteilten Variablen Ak; Bk (d.h. µAk = µBk = 0; σAk = σBk = 1) erzeugt,
vgl. Soong, Grigoriu [80, Abschnitt 8.2.2]. Alle Ak; Bk sind wiederum paarweise von-
einander unabha¨ngig. Mit
∆Uk = σkAk (3.72)
∆Vk = σkBk (3.73)
folgt
Yn(t) =
n
∑
k=1
σk(Ak cosωkt +Bk sinωkt) (3.74)
Gleichung (3.74) kann a¨quivalent umgeformt werden zu
Yn(t) =
n
∑
k=1
Ck cos(ωkt +Ψk) (3.75)
Hierbei folgen Ck =
q
∆U2k +∆V
2
k und tanΨk =∆Uk=∆Vk aus einer Transformation von
∆Uk und ∆Vk in Polarkoordinaten. Daraus la¨ßt sich zeigen (vgl. Plate [64, S. 205ff.]),
daß die Ck der Rayleigh – Verteilung folgen mit
E[Ck] = σk
r
π
2
(3.76)
E[C2k ] = σ
2
k(2 
π
2
) (3.77)
und die Phasenwinkel Ψk gleichverteilt sind u¨ber das Intervall [ π ; π). Die Amplituden
und Phasenwinkel sind untereinander und voneinander paarweise unabha¨ngig.
Ein anderes Simulationsmodell erha¨lt man, indem man dUk und dVk in Gl. (3.59)
definiert als (Shinozuka, 1972, [75])
dU(ω) =
p
2gXX(ω)dω cosΨ (3.78)
dV(ω) =
p
2gXX(ω)dω sinΨ (3.79)
wobei die Winkel Ψ gleichverteilt sind u¨ber das Intervall [0 ; 2π). Die statistischen
Momente erster und zweiter Ordnung nach Gln. (3.62) ff. sind mit dieser Definition
erfu¨llt. Bei der Diskretisierung fu¨r die Simulation verwendet man, mit dem Parameter
σk aus Gl. (3.71), die Variablen ∆Uk und ∆Vk nach Gln. (3.80) und (3.81).
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∆Uk =
p
2σk cosΨk (3.80)
∆Vk =
p
2σk sinΨk (3.81)
Die Simulationsformel ist damit
Zn(t) =
p
2
n
∑
k=1
σk(cosωkt  cosΨk + sinωkt  sinΨk)
=
p
2
n
∑
k=1
σk cos(ωkt +Ψk)
(3.82)
Dieses Modell hat also nur noch zufa¨llige Phasenwinkel, aber deterministische Ampli-
tuden. Es erfordert deshalb die Generierung von nur halb so viel Zufallsvariablen wie
Modell Yn(t).
Diskussion der Simulationsmodelle
Beide Simulationsmodelle, Gln. (3.74) bzw. (3.75) und Gl. (3.82), werden bereits 1944
bei Rice [70] erwa¨hnt. Ihre statistischen Eigenschaften werden u.a. von Shinozuka und
Jan, 1972 [79], Shinozuka und Deodatis, 1991 [78] und Grigoriu, 1993 [32] behan-
delt. Yang, 1973 [96] und Grigoriu, 1986 [30] bescha¨ftigen sich mit der Genauigkeit
der simulierten Prozesse. Die Eigenschaften der beiden Modelle werden im folgenden
zusammengefaßt wiedergegeben.
Yn(t) und Zn(t) haben die gleichen Mittelwerts- und Korrelationsfunktionen. Ihre
Herleitung erfolgt unter Ausnutzung der Unabha¨ngigkeit der Zufallsvariablen und eini-
ger Eigenschaften trigonometrischer Funktionen.
E[Yn(t)] = E[Zn(t)] = 0 (3.83)
E[Yn(t)Yn(t + τ)] = E[Zn(t)Zn(t + τ)] =
n
∑
k=1
σ2k cosωkτ (3.84)
Shinozuka und Deodatis [78] zeigen, daß die Korrelationsfunktion fu¨r n ! ∞ gegen
die des Originalprozesses X(t) strebt. Das wird deutlich, betrachtet man die Wiener –
Khintchine – Beziehungen unter Ausnutzung der Tatsache, daß sXX (ω) reell und gerade
ist
rXX (τ) =
∞
Z
0
gXX(ω) cosωτ dω (3.85)
und setzt man die Definition von σk aus Gl. (3.71) in Gl. (3.84) ein. Das Konvergenz-
verhalten ha¨ngt von der Diskretisierung des Spektrums ab. Konvergenzkriterium sei die
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Differenz der Korrelationsfunktionen des Originalprozesses mit einem bei ωˆ beschnit-
tenen Leistungsspektrum zur Korrelationsfunktion des simulierten Prozesses.
ε =
ωˆ
Z
0
2sXX (ω) cosωτ dω 
n
∑
k=1
2sXX (ωk) cosωkτ∆ωk (3.86)
Wird das Spektrum gleichma¨ßig diskretisiert mit ∆ω = const und ωk = k ∆ω, ist diese
Differenz proportional 1=n. Bei einer Diskretisierung ωk = k  ∆ω ∆ω=2 dagegen
ist die Differenz proportional 1=n2. Die zweite Variante hat aber den entscheidenden
praktischen Nachteil, daß die Verwendung der schnellen Fouriertransformation, s. Seite
60, nicht mo¨glich ist.
Yn(t) stellt eine Summe normalverteilter Zufallsvariablen dar und ist deshalb selbst
normalverteilt. Fu¨r Zn(t) kann die Normalverteilung nur im Sinne des zentralen Grenz-
wertsatzes fu¨r n!∞ angenommen werden (Shinozuka und Deodatis, 1991 [78]). Viele
statistische Eigenschaften, z.B. die Verteilung, Konvergenzverhalten, lassen sich nur un-
ter Annahme der Normalverteilung angeben. Yang (1973 [96]) schla¨gt ein numerisches
Verfahren vor, um die Konvergenz gegen die Normalverteilung zu studieren, das von
Shinozuka und Deodatis [78] aufgegriffen wurde. Hierfu¨r wird die charakteristische
Funktion des simulierten Prozesses Zn(t) verwendet, die einerseits definiert ist als
ζ(ν) = E[eiνZn(t)] (3.87)
Die charakteristische Funktion kann wegen der Gleichverteilung und Unabha¨ngig-
keit der Zufallsvariablen in Gl. (3.82) als explizite Formel angeschrieben werden. Sie
ha¨ngt von der Zahl der Variablen n ab. Andererseits stellt sie eine Fouriertransformation
der Dichtefunktion fZn(z) dar. Durch Vorgabe von n lassen sich diskrete Werte der cha-
rakteristischen Funktion berechnen und durch inverse Fourier – Transformation erha¨lt
man Werte der Dichtefunktion. Auf diese Weise wurden von Shinozuka und Deoda-
tis [78] Werte der Verteilungsfunktion 1 FZn(z) bestimmt und der Gauß – Verteilung
gegenu¨bergestellt. Es zeigt sich, daß die Konvergenz mit n " fu¨r gro¨ßere Werte z langsa-
mer ist als fu¨r z! 0, wobei gerade die Randbereiche fu¨r Zuverla¨ssigkeitsbeurteilungen
von Interesse sind.
Ein weiterer Nachteil des Modells Gl. (3.84), der bei Erstu¨berschreitensproblemen
relevant ist, besteht in der Beschra¨nktheit des Wertebereichs von Z(t). Nach Soong,
Grigoriu [80] ist
Zn(t)
p
2
n
∑
k=1
σk (3.88)
Die Wertebereichsgrenze ist bei gleichma¨ßiger Diskretisierung des Spektrums ∆ω =
const proportional
p
n.
Grigoriu, 1986 [30] stellt Betrachtungen der Genauigkeit des simulierten Prozesses
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anhand von spektralen Momenten an. Ein spektrales Moment ist definiert als
λm =
∞
Z
0
ωmgXX (ω) dω ; l  0 (3.89)
Beispielsweise ist die Varianz das spektrale Moment der Ordnung m = 0. Betrachtet
werden mittlere U¨berschreitensraten u¨ber vorgegebene Schranken zˆ fu¨r verschiedene
vorgegebene Fehler in den spektralen Momenten. Die Abweichungen zwischen den si-
mulierten und exakten U¨berschreitensraten wachsen u¨berlinear mit der Schranke zˆ an
und werden hauptsa¨chlich von Fehlern in der Varianz beeinflußt. Dient der simulier-
te Prozeß als Anregung eines Einmassenschwingers und betrachtet man die mittleren
U¨berschreitensraten der Strukturantwort, gibt es weitere Einflußgro¨ßen. Die Abwei-
chungen wachsen mit der Da¨mpfung des Systems (die eine gro¨ßere Bandbreite der
Strukturantwort bewirkt) und mit dem Diskretisierungsparameter ∆ω. Bei letzterem
Kriterium kommt es auch darauf an, wie nah die Anregungsfrequenzen an der Reso-
nanzfrequenz des Systems liegen.
Modell Zn(t) ist ergodisch bezu¨glich der Mittelwerts- und der Korrelationsfunktion.
Das bedeutet, diese Funktionen ko¨nnen aus einer Realisation des Prozesses der La¨nge
T als arithmetisches Mittel u¨ber alle Zeitpunkte gescha¨tzt werden, vgl. Gln. (3.7),
(3.8) und Abschnitt 3.4. U¨ber die Ergodizita¨t bezu¨glich ho¨herer Momente bzw. der
Verteilung ist in der zitierten Literatur nichts ausgesagt. Fu¨r Zuverla¨ssigkeitsaussagen
mu¨ssen auch ho¨here Momente des Prozesses ermittelt werden, um die Verteilung auch
in den Randbereichen zu beschreiben. Auch muß der Datenumfang, also die Zahl der
Zeitschritte genu¨gend groß sein, um eine Scha¨tzung mit akzeptabler Konfidenz zu erge-
ben. Da der entscheidende Aufwand in der Strukturanalyse liegt, du¨rfte der Vorteil der
Ergodizita¨t des Eingangsprozesses nicht entscheidend sein.
Modell Yn(t) hat nicht diese Ergodizita¨tseigenschaften. Bildet man den Gln. (3.74)
bzw. (3.75) entsprechende Scha¨tzer fu¨r Yn(t) und setzt darin Gl. (3.68) ein, verbleiben
die zufa¨lligen Amplituden, die zeitunabha¨ngig, aber fu¨r jede Realisation des Prozesses
verschieden sind. Grigoriu, 1993 [32] fu¨hrt ein weicheres Kriterium der Ergodizita¨t
ein. Ist der aus der Zeitreihe gewonnene Scha¨tzer erwartungstreu und ist seine Varianz
gleich Null, liegt quasi eine Ergodizita¨t in Wahrscheinlichkeit vor. Die Varianz des
Scha¨tzers fu¨r den Mittelwert ist gleich Null, wenn der Integrationsbereich einer Periode
des Prozesses Yn(t) entspricht oder unendlich ist. Fu¨r Varianz und Korrelationsfunktion
von Yn(t) wird die Varianz des Scha¨tzers nie gleich Null, strebt aber gegen Null fu¨r
n!∞ und T ! ∞.
Aus den vorstehend beschriebenen Eigenschaften ergeben sich gewisse Vor- und
Nachteile beider Simulationsmodelle, so daß keins grundsa¨tzlich vorzuziehen oder ab-
zulehnen ist. Es scheint zuna¨chst, daß Modell Zn(t) mit den zufa¨lligen Phasenwinkeln
weniger Aufwand erfordert, da es bei gleicher Diskretisierung des Leistungsspektrums
des Originalprozesses nur halb soviel Zufallsvariablen hat. Dieser Vorteil wird aber
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relativiert, da man die Zahl der diskreten Frequenzba¨nder insbesondere bei Erstu¨ber-
schreitensproblemen ausreichend hoch setzen muß, um den gewu¨nschten Wertebereich
abzudecken. Modell Yn(t) bietet den Vorteil, daß es normalverteilt und im Wertebereich
unbeschra¨nkt ist, unabha¨ngig von der Zahl der Variablen. Dafu¨r muß man wegen der
schlechteren Ergodizita¨tseigenschaften entsprechenden Aufwand treiben, d.h. entweder
auch hier die Zahl der Variablen genu¨gend hoch wa¨hlen, oder genu¨gend viele Realisa-
tionen des Prozesses simulieren, um statistische Eigenschaften u¨ber das Ensemble zu
ermitteln. Fu¨r Erstu¨berschreitensprobleme erscheint Modell Yn(t) insgesamt geeigne-
ter, denn wegen seines unbeschra¨nkten Wertebereichs hat man auch mit relativ wenigen
Variablen — unabha¨ngig von der Genauigkeit des simulierten Prozesses — die Chance,
Stichproben in den Extrembereichen der Verteilung zu generieren. Die zufa¨lligen Am-
plituden hierin ero¨ffnen daru¨ber hinaus die Mo¨glichkeit, varianzmindernde Verfahren
wie z.B. Importance Sampling einzufu¨hren, was bei Modell Zn(t) nicht mo¨glich ist.
Anwendung der Diskreten Fouriertransformation
Die Simulation von Zeitreihen nach Gln. (3.74), (3.75) oder (3.82) erfolgt durch Gene-
rierung von Stichproben der jeweiligen Zufallsvariablen, also Amplituden oder Phasen-
winkel. Daraus werden die Zeitreihen durch inverse Fouriertransformation aufgestellt,
wie im folgenden erla¨utert wird. Die diskrete Fouriertransformation einer Zeitreihe und
ihre Umkehrung sind nach Newland [58]
x˜k =
1
p
n
n 1
∑
l=0
xl  e i2πkl=n (3.90)
xl =
1
p
n
n 1
∑
k=0
x˜k  ei2πkl=n (3.91)
Hierbei ist xl eine Folge zu diskreten Zeitpunkten tl = l ∆t ; ∆t = Tn . x˜k ist definiert
bei diskreten Frequenzen ωk = k ∆ω ; ∆ω = 2πT =
2π
n∆t . Diese diskrete Darstellung
entspricht einer abgeschnittenen Fourier – Reihenentwicklung von x(t), wobei zur Er-
mittlung der Koeffizienten x˜k, vgl. Gl. (3.22), das Integral na¨herungsweise durch die
Trapezformel ersetzt wurde. Also hat Gl. (3.91) die a¨quivalente Darstellung
xl = a0 +
2
p
n
n 1
∑
k=1
ak cos
2πkl
n
+bk sin
2πkl
n
(3.92)
Gl. (3.92) entspricht dem Simulationsmodell Yn(tl) nach Gl. (3.74) zu diskreten Zeit-
punkten tl, mit a0 = 0; ak = σkAk; bk = σkBk und einem zusa¨tzlichen Vorfaktor
p
n=2.
Setzt man dagegen a0 = 0; ak = Ck sinΨk; bk =  Ck cosΨk und fu¨hrt wiederum den
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Faktor
p
n=2 ein, folgt Gl. (3.75):
Yn(tl) =
n 1
∑
k=1
Ck sinΨk cos
2πkl
n
 Ck cosΨk sin
2πkl
n
=
n 1
∑
k=1
Ck cos

2πkl
n
+Ψk

(3.93)
Ganz analog erha¨lt man Zn(tl), Gl. (3.82), mit a0 = 0; ak =
p
2σk sinΨk,
bk = 
p
2σk cosΨk und dem gleichen Vorfaktor.
Fu¨r die Durchfu¨hrung der Simulation auf dem Rechner empfiehlt sich die Verwen-
dung der Schnellen Fouriertransformation (abgeku¨rzt FFT von Fast Fourier Transform),
wodurch die Effizienz besonders bei hoher Zahl n an Zufallsvariablen wesentlich ge-
steigert wird. FFT ist heutzutage ein Standardalgorithmus, siehe z.B. Newland [58],
Clough und Penzien [15]. Der Rechenzeitbedarf bei Verwendung von FFT ist propor-
tional n  logn. Zum Vergleich: In Gln. (3.92), (3.93) sind fu¨r jede Frequenz ωk und
jeden Zeitschritt tl die trigonometrischen Funktionen auszuwerten, somit ist der Auf-
wand proportional n2.
Fu¨r die Simulation verwendet man die inverse Fouriertransformation. Es sind also
a0 und jeweils n 1 Reihenglieder ak und bk einzugeben, aus denen man eine Realisa-
tion der Zeitreihe erha¨lt. Eine Besonderheit des FFT – Algorithmus liegt darin, daß die
Zahl der Zeitschritte sich zu m = 2(n  1) ergibt. Das Zeitintervall wird zu ∆t = 2πm∆ω
gesetzt. Hiermit werden automatisch auch numerische Verfa¨lschungen der Zeitreihe
(sog. aliasing, vgl. Newland [58]) vermieden. Die Zeitreihe muß nun mit dem Vorfak-
tor
p
m=2 skaliert werden, damit man z.B. die Form Gl. (3.93) erha¨lt.
Der Ablauf der Simulation eines Zufallsprozesses ist — fu¨r das Simulationsmodell
Yn(tl) nach Gl. (3.93) — zusammengefaßt wie folgt:
1. Nicht–weiße Prozesse werden oft durch ihr Leistungsspektrum charakterisiert,
weißes Rauschen durch seine Intensita¨t. Aus der Intensita¨t ergibt sich das kon-
stante Leistungsspektrum des weißen Rauschens zu gXX = I=π.
2. Wahl der oberen Trennfrequenz ωˆ und Diskretisierung des Leistungsspektrums.
Bei Verwendung von FFT muß ∆ω = constant sein.
3. Aus diesen Vorgaben ergeben sich die Parameter σ2k , Gl. (3.71), womit die zufa¨lli-
gen Amplituden und Phasenwinkel definiert werden, Gln. (3.76) ff.
4. Simulation einer Stichprobe der Zufallsvektoren fakg j und fψkg j vom Umfang
Nsim.
5. Die Produkte fak cosψkg j und f ak sinψkg j finden Eingang in die inverse Fouri-
er – Transformation, man erha¨lt eine Stichprobe des diskreten Prozesses fyn(tl)g j.
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6. Die simulierten Zeitreihen dienen z.B. als Erregung eines mechanischen Systems,
welches im Zeitbereich zu berechnen ist. Ergebnis wa¨re dann ein Stichprobe von
Zeitreihen der Strukturantwort. Diese ko¨nnen dann statistisch ausgewertet wer-
den, z.B. ko¨nnen daraus Zeitreihen oder Erstu¨berschreitenswahrscheinlichkeiten
fu¨r Zuverla¨ssigkeitsaussagen gescha¨tzt werden, vgl. Abschnitt 3.4.
3.4 Auswertung der Strukturantwort
Die durch Monte Carlo Simulation generierte Stichprobe von Strukturantworten soll
statistisch ausgewertet werden. Zum einen interessieren fu¨r eine globale Betrachtung
des Systemverhaltens, etwa fu¨r Sensitivita¨tsuntersuchungen, die Verteilung der Struk-
turantwort oder deren statistische Momente. Zum anderen soll fu¨r Zuverla¨ssigkeitsbe-
trachtungen die Wahrscheinlichkeit der ersten U¨berschreitung einer Schranke innerhalb
eines bestimmten Zeitintervalls ermittelt werden.
Durch die Monte Carlo Simulation wird zuna¨chst eine Stichprobe von Zeitreihen
fxn(tl)g j, z.B. nach den Modellen Gln. (3.74), (3.75) oder (3.82) generiert. Die Zeitrei-
he liegt nur zu diskreten Zeitpunkten tl vor. Die Zahl der Zeitpunkte sei L, bzw. die
La¨nge der Zeitreihe ist T = ∑Ll=1 tl   tl 1 und ha¨ngt bei Simulationsmodellen basierend
auf der spektralen Darstellung des Prozesses unter Verwendung von FFT von der Zahl
der Zufallsvariablen n ab. Der Stichprobenumfang sei N, der Index j = 1; : : : ;N be-
zeichnet jeweils eine Realisation der Zeitreihe. Die generierten Zeitreihen dienen als
dynamische Erregung einer mechanischen Struktur, z.B. Bodenbeschleunigung. Ergeb-
nis der Strukturanalyse ist eine Stichprobe von Strukturantworten fy(tl)g j.
Ist der Prozeß Y(t) ergodisch (und damit auch stationa¨r), kann man, wie in Ab-
schnitt 3.1 bereits erwa¨hnt, statistische Parameter als arithmetisches Mittel u¨ber eine
einzelne realisierte Zeitreihe scha¨tzen. Der Scha¨tzer fu¨r den Mittelwert ergibt sich aus
der einfachen Formel
µ¯j =
1
L
L
∑
l=1
y j(tl) (3.94)
und die Varianz der Zeitreihe wird ermittelt aus
σ¯2j =
1
L
L
∑
l=1
(y j(tl)  µ¯j)2 (3.95)
Formeln fu¨r andere statistische Momente ergeben sich analog.
Ein mit T ! ∞ asymptotisch erwartungstreuer Scha¨tzer fu¨r das Leistungsspektrum
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von Y(t) ist das Periodogramm, das nach Papoulis [62, Abschnitt 13-2] definiert ist als
s j(ω) =
1
T



T
Z
0
y j(t)e iωt dt



2
 sYY (ω) (3.96)
Es wird fu¨r die diskrete Zeitreihe fy(tl)g j na¨herungsweise mit Hilfe von FFT ermittelt.
Zur Ermittlung der Verteilung von Y (t) wird fu¨r diskrete Werte yˆ die Wahrschein-
lichkeit der U¨berschreitung ermittelt. Dafu¨r wird ein Indikator eingefu¨hrt, wie folgt:
J j(yˆ; tl) =

1 wenn y j(tl)  yˆ
0 sonst (3.97)
Der Scha¨tzer nach Grigoriu, 1993 [32] fu¨r die Verteilungsfunktion zum Wert yˆ ist damit
FYj (yˆ) =
1
L
L
∑
l=1
J j(yˆ; tl) (3.98)
Auch wenn das Simulationsmodell einen stationa¨ren und ergodischen Erregungs-
prozeß erzeugt, ist im allgemeinen die Strukturantwort, z.B. bei hysteretischem Mate-
rialverhalten, nicht stationa¨r. In den meisten Fa¨llen genu¨gt es, eine hinreichend lange
Zeitreihe bis zum Erreichen des stationa¨ren Zustands zu erzeugen, und nur den sta-
tiona¨ren Teil auszuwerten. Auch die Ergodizita¨t ist in diesem Fall in Frage gestellt.
Deshalb ist es grundsa¨tzlich notwendig, nicht nur eine Realisation der Strukturantwort
zu erzeugen, sondern eine Stichprobe vom Umfang N. Die statistischen Momente oder
auch die Werte der Verteilung werden zuna¨chst wie beschrieben aus jeder Realisation
der Zeitreihe ermittelt, sodann wird das arithmetische Mittel aus der Stichprobe gebil-
det, z.B. fu¨r die Verteilung:
F¯Y (yˆ) =
1
N
N
∑
j=1
FYj (yˆ) (3.99)
A¨hnlich Gl. (2.7) kann fu¨r den Scha¨tzer nach Gl. (3.99) eine Varianz ermittelt werden
zu
var[F¯Y (yˆ)] =
1
N
N
∑
j=1
F2Yj (yˆ) 
 1
N
N
∑
j=1
FYj (yˆ)
2
(3.100)
Auch die Erstu¨berschreitenswahrscheinlichkeit kann nicht aus einer einzelnen Rea-
lisation bestimmt werden. Wie in Abschnitt 1 erla¨utert, ist ein Maß fu¨r das Versa-
gensrisiko die Wahrscheinlichkeit, daß die maximale Strukturantwort im betrachteten
Zeitraum u¨ber der zula¨ssigen Schranke liegt. Betrachtet man nur eine Komponente der
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Strukturantwort, ist
PF(T ) = P

max
t2[0;T ]
Y (t) yˆ

(3.101)
Zu ihrer Ermittlung wird wiederum eine Indikatorfunktion eingefu¨hrt:
I j(yˆ) =

1 wenn y j(tl)  yˆ^ y j(tl 1)< yˆ ; tl 2 (0;T ]
0 sonst (3.102)
Der Scha¨tzer fu¨r die Versagenswahrscheinlichkeit ist das arithmetische Mittel aus der
Stichprobe
P¯F =
1
N
N
∑
j=1
I j(yˆ) (3.103)
Die Varianz des Scha¨tzers berechnet sich na¨herungsweise analog Gl. (2.7) zu
var[P¯F ] =
1
N
N
∑
j=1
I2j (yˆ) 
 1
N
N
∑
j=1
I j(yˆ)
2
(3.104)
3.5 Testbeispiele
Die Eigenschaften der verschiedenen Simulationsmodelle sollen hier anhand einfacher
Beispiele verdeutlicht werden. Sie entstammen einem Benchmark – Test, der vom Insti-
tut fu¨r Mechanik der Universita¨t Innsbruck 1994 ausgeschrieben wurde. Die Ergebnisse
wurden in [73] vero¨ffentlicht. Bei diesen Beispielen handelt es sich um Einmassen-
schwinger mit konservativ – nichtlinearem Systemverhalten. Fu¨r solche Systeme unter
weißem Rauschen als Erregung gibt es nach Lin, 1976 [49] eine exakte Lo¨sung fu¨r
die Verteilung der Strukturantwort. Die Anna¨herung der exakten Strukturantwort durch
die Simulation soll hier fu¨r verschiedene Parameter des Erregungsprozesses untersucht
werden.
Beide Systeme haben eine Bewegungsgleichung der Form mX¨ + cX˙ + k(X)X =
F(t), mit m = 1;0  106kg, c = 0;438  106kg  s. Die Steifigkeit k(x) ist eine bilinea-
re Funktion der Verschiebung x. Bei Beispiel 1 ist k(x) = k0 = 30;0  106N=m fu¨r
jxj  x1 = 0;01m und k(x) = k1 = 54;0106N=m fu¨r jxj> x1. Die Anregung des Systems
ist F(t) = mW(t), wobei W(t) ein normalverteiltes weißes Rauschen mit der Intensita¨t
IW = 2πsWW = 0;0036m2=sec3 ist. Bei Beispiel 2 ist k1 = 0, die Intensita¨t des Erre-
gungsprozesses ist IW = 0;0015m2=sec3. Alle anderen Parameter sind gleich denen aus
Beispiel 1.
Fu¨r die Herleitung der Verteilung FX (x) der Verschiebung wird die Bewegungsglei-
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F
XX1–X1
a)
X
F
X11–X
b)
Bild 3.1: Schematische Darstellung der bilinearen Steifigkeit in a) Beispiel 1 und b)
Beispiel 2.
chung umgeschrieben in der Form
X¨ + c
m
X˙ +h(X) =W(t) (3.105)
mit
h(x) =

h0 = k0m x ; 0 x  x1
h1 = k0m x1 +
k1
m (x  x1) ; x > x1
Nach Lin [49, Gl.(8-32)] ergibt sich die Dichtefunktion der Strukturantwort zu
fX (x) =Cn  exp
 
 A
x
Z
0
h(ξ) dξ

(3.106)
wobei
A =
c
mπsWW
=
2c
mIW
ist. Cn ist ein nachtra¨glich zu bestimmender Normalisierungsfaktor. Fu¨r x x1 liegt ein
lineares System vor. Hierfu¨r ist
x
Z
0
h(ξ) dξ =
k0
2m
x2 (3.107)
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und damit
f+X ;0(x) =Cn exp

 
ck0
m2IW
x2

(3.108)
Diese Funktion entspricht bis auf einen Faktor der Gauß’schen Dichte mit µ0 = 0 und
σ20 =
m2IW
2ck0 . Mit Φ(u) als der Verteilung einer standardnormal verteilten Zufallsvariablen
U ist die Verteilung der Verschiebung des linearen Systems
F+X ;0(x) =Cn Φ

x
σ0

σ0
p
2π (3.109)
Das Superskript + deutet an, daß die Herleitung nur fu¨r x > 0 erfolgte. Aus der De-
finition des Riemann – Integrals und der Tatsache, daß h(x) eine ungerade Funktion
ist, ergibt sich, daß das Integral in negativer x-Richtung
R
 x
0 h(ξ) dξ =
R
+x
0 h(ξ) dξ ist.
Deshalb a¨ndern sich Dichte- und Verteilungsfunktion fu¨r x < 0 gegenu¨ber Gln. (3.108)
bzw. (3.109) nicht.
Fu¨r den nichtlinearen Bereich mit k1 6= 0 (Beispiel 1) ist das Integral u¨ber h(x)
x
Z
0
h(ξ) dξ =
x1
Z
0
h0(ξ) dξ+
x
Z
x1
h1(ξ) dξ
=
(k1  k0)x21
2m
 
(k1  k0)x1
m
x+
k1
2m
x2
=: α βx+ γx2
(3.110)
Die Dichtefunktion
f+X ;1(x) =Cn exp
 
 A(α βx+ γx2)

(3.111)
la¨ßt sich durch eine einfache Erweiterung
f+X ;1(x) =Cn
1
σ1
p
2π
exp

 Aγ

x2 
β
γ
x+
β2
4γ2

σ1
p
2πexp

 A

α 
β2
4γ

(3.112)
auf eine Gauß’sche Dichtefunktion u¨berfu¨hren, mit Mittelwert µ+1 =
β
2γ und Standard-
abweichung σ1 =
q
1
2Aγ . Die zugeho¨rige Verteilungsfunktion ist dann
F+X ;1(x) =Cn Φ

x µ+1
σ1

σ1
p
2π exp

 A

α 
β2
4γ

(3.113)
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Fu¨r negative x muß wiederum
R
 x
0 h(ξ) dξ =
R
+x
0 h(ξ) dξ sein. Deshalb wechselt der
lineare Term in Gl. (3.110) sein Vorzeichen. Die Verteilung bleibt prinzipiell gleich, ihr
Mittelwert wird zu µ 1 = µ
+
1 .
Fu¨r den Sonderfall k1 = 0 (Beispiel 2) ist
x
Z
0
h(ξ) dξ = k0x1
m
x 
k0x21
2m
=: δx  ε
(3.114)
Die Dichtefunktion
f+X ;1(x) =Cn exp ( A(δx  ε))
=Cn Aδ exp( Aδx)
1
Aδ
exp (Aε)
(3.115)
entspricht einer Exponentialverteilung. Die Verteilungsfunktion ist fu¨r x > 0
F+X ;1(x) =Cn
1
Aδ
exp (Aε) (1  exp( Aδx)) (3.116)
Fu¨r x < 0 ist entsprechend
x
Z
0
h(ξ) dξ = δx  ε (3.117)
f X ;1(x) = Cn Aδ exp(Aδx)
 1
Aδ
exp (Aε) (3.118)
F X ;1(x) =Cn
1
Aδ
exp (Aε) exp(Aδx) (3.119)
Da der Eingangsprozeß mittelwertsfrei ist und h(x) bzw. k(x) ungerade Funktionen
sind, muß fu¨r die Verteilung FX (0) = 0:5 sein. Daraus ergibt sich der Normalisierungs-
faktor Cn. Da die Verteilungsfunktionen definiert sind als FX (x) =
R x
 ∞ fX (x) dx, sind
bei der Auswertung außerdem die Wertebereichsgrenzen zu unterscheiden, also zum
Beispiel ist FX (0) = F X ;1( x1)+FX ;0(0) FX ;0( x1). Die einzelnen Verteilungsfunk-
tionen, Gln. (3.109), (3.113), (3.116) und (3.119) wurden ohne Beru¨cksichtigung von
Cn programmiert. So wird zuerst FX (0) ermittelt und anschließend werden alle Berech-
nungsergebnisse mit 0:5=FX (0) skaliert.
Die Berechnungen wurden mit dem Programmpaket SLang [42] durchgefu¨hrt. Bei-
de Beispiele wurden durch Simulation nach dem Modell mit zufa¨lligen Amplituden,
Gl. (3.74) bzw. Gl. (3.75), und mit dem Modell der zufa¨lligen Phasenwinkel, Gl. (3.82)
berechnet. Zum Vergleich wurde jeweils auch ein lineares System mit der Steifigkeit
DISSERTATION VEIT BAYER 66
3 SIMULATION STOCHASTISCHER PROZESSE
3.5 TESTBEISPIELE
67
k0 berechnet. Es wurden die obere Trennfrequenz ωˆ und die Zahl der Zufallsvariablen
(und damit der Frequenzschritt ∆ω) variiert. Der Stichprobenumfang bei allen Simula-
tionen ist N = 100000. Zur Berechnung der Strukturantwort wurde eigens eine Routine
fu¨r SLang programmiert. Diese lo¨st die Bewegungsgleichung im Zeitschritt mit dem
Runge – Kutta – Verfahren mit der Fehlerordnung 5 [10], hierzu wurde jeder Zeitschritt
in 40 Unterschritte geteilt. Ausgewertet wurde die Verteilung der Verschiebung x ent-
sprechend Gl. (3.98). In den Bildern 3.2 bis 3.9 auf den folgenden Seiten ist jeweils
1 FX (x) in logarithmischem Maßstab dargestellt. Der Standardfehler als Maß fu¨r die
Konfidenz der gescha¨tzten Verteilung ist ebenfalls dargestellt. Er wird aus der Varianz
der gescha¨tzten Verteilung, Gl. (3.100), analog Gl. (2.8) berechnet.
Bei Beispiel 1 kann allgemein beobachtet werden, daß die ”Qualita¨t“ des Simulati-onsergebnisses, das ist die Gro¨ße des Wertebereichs mit guter Anpassung an die exakte
Lo¨sung und niedrigem Standardfehler, fu¨r einen bestimmten Parametersatz beim linea-
ren und beim nichtlinearen System a¨hnlich ist. Das ist vorteilhaft, wenn man Vorstu-
dien fu¨r eine Anwendung betreibt, um die optimalen Parameter des Eingangsprozesses
zu bestimmen. Diese Aussage kann selbstversta¨ndlich nicht auf allgemeine nichtlineare
Systeme erweitert werden. Der Effekt ist aber auch bei Beispiel 2, das aufgrund seines
Verhaltens im nichtlinearen Bereich schwieriger zu berechnen ist, zu beobachten.
Wie aus allen Ergebnissen zu ersehen ist, ist der entscheidende Parameter zur Steue-
rung des Modells mit zufa¨lligen Phasenwinkeln die Zahl der Zufallsvariablen. Erho¨hung
der Zahl der Variablen bewirkt einen gro¨ßeren Wertebereich fu¨r x bei durchweg bes-
serer Anpassung an die exakte Lo¨sung und geringerem Standardfehler. Erst bei 400
Variablen hat das Simulationsergebnis eine a¨hnliche Qualita¨t wie die Simulation mit
zufa¨lligen Amplituden und nur 15 Zufallsvariablen. Eine Erho¨hung der Trennfrequenz
ωˆ bei gleicher Zahl der Zufallsvariablen erzielt keinen signifikanten Effekt.
Im Gegensatz dazu hat die Zahl der Variablen bei gleichbleibendem Frequenzbe-
reich kaum Effekt auf die Simulation mit zufa¨lligen Amplituden. (Es muß dabei eine ge-
wisse Mindestanforderung an die Diskretisierung des Spektrums erfu¨llt sein.) Erho¨hung
von ωˆ und proportional dazu der Zahl der Variablen, so daß die Diskretisierung ∆ω
gleich bleibt, bewirkt eine bessere Anna¨herung an die exakte Lo¨sung. Der Standardfeh-
ler bleibt dabei als Absolutwert ungefa¨hr gleich, ist damit in einigen Bereichen relativ
zum jeweiligen Wert der Verteilung geringer.
Insgesamt erweist sich das Simulationsmodell mit zufa¨lligen Amplituden als deut-
lich u¨berlegen. Die beno¨tigte Anzahl an Zufallsvariablen, die fu¨r eine gewu¨nschte Qua-
lita¨t der Simulation notwendig ist, ist bei diesem Modell wesentlich geringer. Das er-
fordert zum einen einen geringeren Speicherbedarf im Rechner. Zum anderen zeigt
die Erfahrung, daß varianzmindernde Simulationsverfahren umso erfolgreicher sind, je
kleiner die Zahl der Zufallsvariablen ist. Das Modell der zufa¨lligen Phasenwinkel ist
aufgrund der Gleichverteilung der Variablen beispielsweise fu¨r Importance Sampling
nicht geeignet. Deswegen ist es zielfu¨hrend, zur Entwicklung eines varianzmindernden
Simulationsverfahrens fu¨r Zufallsprozesse das Modell nach Gl. (3.74) bzw. Gl. (3.75)
zu wa¨hlen.
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Bild 3.2: Verteilung der Verschiebung (1 FX (x)) fu¨r Beispiel 1, lineares System (k0 =
30:0 106N=m), Simulationsmodell mit zufa¨lligen Phasenwinkeln nach Gl. (3.82).
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Bild 3.3: Verteilung der Verschiebung (1 FX (x)) fu¨r Beispiel 1, lineares System (k0 =
30:0 106N=m), Simulationsmodell mit zufa¨lligen Amplituden nach Gl. (3.75).
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Bild 3.4: Verteilung der Verschiebung (1 FX (x)) fu¨r Beispiel 1, konservativ nichtlinea-
res System (k0 = 30:0 106N=m, k1 = 54:0 106N=m), Simulationsmodell mit zufa¨lligen
Phasenwinkeln nach Gl. (3.82).
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Bild 3.5: Verteilung der Verschiebung (1 FX (x)) fu¨r Beispiel 1, konservativ nichtlinea-
res System (k0 = 30:0 106N=m, k1 = 54:0 106N=m), Simulationsmodell mit zufa¨lligen
Amplituden nach Gl. (3.75).
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Bild 3.6: Verteilung der Verschiebung (1 FX (x)) fu¨r Beispiel 2, lineares System (k0 =
30:0 106N=m), Simulationsmodell mit zufa¨lligen Phasenwinkeln nach Gl. (3.82).
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Bild 3.7: Verteilung der Verschiebung (1 FX (x)) fu¨r Beispiel 2, lineares System (k0 =
30:0 106N=m), Simulationsmodell mit zufa¨lligen Amplituden nach Gl. (3.75).
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Bild 3.8: Verteilung der Verschiebung (1 FX (x)) fu¨r Beispiel 2, konservativ nichtli-
neares System (k0 = 30:0 106N=m, k1 = 0), Simulationsmodell mit zufa¨lligen Phasen-
winkeln nach Gl. (3.82).
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Bild 3.9: Verteilung der Verschiebung (1 FX (x)) fu¨r Beispiel 2, konservativ nichtlinea-
res System (k0 = 30:0 106N=m, k1 = 0), Simulationsmodell mit zufa¨lligen Amplituden
nach Gl. (3.75).
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3.6 Varianzmindernde Simulationsverfahren
Die in diesem Kapitel vorgestellten Simulationsmodelle, die auf einem ARMA – Mo-
dell oder der spektralen Darstellung eines Prozesses beruhen, sind in der Literatur am
ha¨ufigsten anzutreffen. Weitere Ansa¨tze, auf die hier nicht weiter eingegangen wird,
wurden z.B. von Grigoriu [31], [33], Li und Ghanem [48], Spanos und Zeldin [82],
Winterstein [91] und Weba [89] vero¨ffentlicht. Varianzmindernde Simulation von Zu-
fallsprozessen findet sich in der Literatur verha¨ltnisma¨ßig selten. Einige Ansa¨tze hierzu
sollen in diesem Abschnitt diskutiert werden.
Als varianzminderndes Verfahren im Rahmen einer Simulation im Zeitbereich ist
das Double & Clump zu nennen, erstmals vero¨ffentlicht von Pradlwarter [65]. Es beruht
auf dem Verfahren des Russian Roulette and Splitting (Hammersley & Handscomb [36],
Pradlwarter et al. [67]).
Das Verfahren besteht im Wesentlichen aus einer Zensur der simulierten Stichpro-
be, die wa¨hrend der transienten dynamischen Berechnung fu¨r die jeweilige Realisation
in jedem Zeitschritt durchgefu¨hrt wird. Es ist ein Bewertungskriterium zu finden, das
vom untersuchten Problem abha¨ngt. In der ersten Entwicklungsstufe des Double &
Clump ist das Kriterium vom momentanen Energiezustand der Stichprobe abgeleitet.
Die Zustandsvektoren eines Systems mit zufa¨lliger dynamischer Anregung haben zwar
zufa¨llige Pfade, bei einem geda¨mpften System streben sie aber im Mittel mit der Zeit
gegen einen stationa¨ren Zustand (bei freier Schwingung gegen Null). Zustandsvek-
toren mit hohem Energiegehalt besitzen ein verha¨ltnisma¨ßig gro¨ßeres Potential, nach
außen bzw. in Bereiche mit geringerer Wahrscheinlichkeitsdichte zu wandern. Diese
sind zur Berechnung von Erstu¨berschreitenswahrscheinlichkeiten von Interesse. Jeder
Realisation der Stichprobe wird, abha¨ngig vom Bewertungskriterium, eine U¨berlebens-
wahrscheinlichkeit zugeordnet. Außerdem besitzt jede Realisation ein Gewicht, daß mit
Eins initialisiert wird.
Beim originalen ”Russischen Roulette“ wird unter Beru¨cksichtigung der U¨berle-benswahrscheinlichkeit ein gewisser Anteil an Realisationen zufa¨llig ausgewa¨hlt und
aus der Stichprobe entfernt. Bei Double & Clump werden Paare von Realisationen
ausgewa¨hlt, das ”Verklumpen“ bzw. Zusammenfu¨hren geschieht dadurch, daß die bei-den Realisationen der Zustandsvektoren eliminiert werden und dafu¨r ein neuer Vektor
eingefu¨hrt wird, gebildet aus dem gewichteten Mittel der beiden alten Vektoren. Das
Gewicht dieser neuen Realisation ist die Summe der Gewichte der eliminierten Realisa-
tionen. Voraussetzung ist, daß ein Zustandsvektor vom vorherigen Zustand unabha¨ngig
ist. Das ist allerdings nicht fu¨r jedes nichtlineare System der Fall.
Auf diese Weise wird der Stichprobenumfang zuna¨chst reduziert. Um die Anzahl
Realisationen zu erhalten, wird die gleiche Anzahl an Zustandsvektoren ausgewa¨hlt,
diesmal diejenigen, welche die ho¨chsten Werte nach dem Bewertungskriterium erhalten.
Diese Vektoren werden kopiert, das heißt zwei identische Exemplare sind doppelt in
der Stichprobe enthalten. Die zugeordneten Gewichte werden deshalb halbiert. Danach
wird die transiente Berechnung der Struktur fortgefu¨hrt, so daß nach dem na¨chsten
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Zeitschritt aufgrund der zufa¨lligen Pfade sich wiederum verschiedene Zustandsvektoren
ergeben.
Auswertungen der Simulation, z.B. hinsichtlich einer Erstu¨berschreitenswahrschein-
lichkeit, erfolgen als gewichtetes Mittel aus der Stichprobe. Durch die Einfu¨hrung der
Gewichte vera¨ndert der zweite Teil der Prozedur nicht die statistischen Eigenschaften
der Stichprobe. Der erste Teil erha¨lt zwar den Mittelwert, aber ho¨here Momente ko¨nnen
vera¨ndert werden, wodurch ein systematischer Fehler eingefu¨hrt wird. Um den Einfluß
mo¨glichst gering zu halten, werden im ersten Teil, dem ”Verklumpen“, benachbartePaare von Zustandsvektoren ermittelt. Außerdem erfolgen weitere Korrekturen, die in
der zitierten Literatur nicht na¨her erla¨utert sind, um die Randverteilungen zu erhalten.
Das Energiekriterium ist zur Bewertung nicht immer anwendbar. Aus diesem Grun-
de, und um die Beeinflussung der Statistik weiter zu reduzieren, wurde in der zwei-
ten Entwicklungsstufe des Double & Clump ein geometrisches Kriterium eingefu¨hrt
(Pradlwarter et al. [66]). Ziel der Maßnahmen ist es hier, die Realisationen mo¨glichst
gleichma¨ßig im Zustandsraum zu verteilen. Hierdurch wird eine Stabilisierung des Ver-
fahrens erreicht. Im ersten Teil der Prozedur, der Zusammenfu¨hrung von Realisationen,
werden aus der gesamten Stichprobe benachbarte Paare von Zustandsvektoren, also die-
jenigen mit den geringsten Absta¨nden, ausgewa¨hlt. Der Stichprobenumfang wird somit
halbiert, danach werden alle neuen Realisationen wie oben beschrieben verdoppelt.
Einige Berechnungsbeispiele in der Literatur sind vielversprechend. Die Beeinflus-
sung der statistischen Eigenschaften der Stichprobe ist aber auch bei dieser Variante
nicht auszuschließen. Die Prozedur wird nach jedem Zeitschritt, oder in bestimmten
Zeitintervallen, wiederholt, was den negativen Effekt versta¨rkt. Daru¨ber hinaus erfor-
dern die Sortieralgorithmen zum Auffinden benachbarter Paare vermutlich hohen Re-
chenzeitbedarf.
Das Double & Clump, mehr noch das Russian Roulette & Splitting, kann als ein-
fachste Form eines genetischen Algorithmus angesehen werden. Johnson et al. [43]
greifen diese Idee auf, um weiterentwickelte genetische Algorithmen zur Zensierung
der Realisationen in die Monte Carlo Simulation zu implementieren. Das Problem der
Beeinflussung der statistischen Eigenschaften bleibt bestehen, außerdem mu¨ssen vie-
le Kontrollparameter hinsichtlich Aufwand und Nutzen optimiert werden. Die zitierte
Literatur stellt ein Zwischenstadium der Entwicklungen dar.
Hu und Schiehlen [40] arbeiten mit der spektralen Darstellung eines Prozesses. Sie
verwenden das Simulationsmodell nach Gl. (3.82) mit deterministischen Amplituden.
In Abschnitt 3.3.2 wurden Bemerkungen zur Konvergenz des Simulationsmodells ge-
gen den Originalprozeß in Bezug auf die Korrelationsfunktion gemacht. Im Simula-
tionsmodell wird das Integral der Wiener – Khintchine – Beziehung quasi durch die
Rechteckregel angena¨hert, vgl. S. 56. Hu und Schiehlen entwickeln eine Korrektur fu¨r
diese numerische Integration und leiten daraus Werte fu¨r die ersten zwei Amplituden
der Reihenentwicklung ab. Das erwa¨hnte Simulationsmodell bleibt also unvera¨ndert,
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bis auf
a1 =
r
2
 
gXX(∆ω)+
2
3
gXX (0)

∆ω (3.120)
und
a2 =
r
2
 
gXX(2∆ω) 
1
6
gXX (0)

∆ω (3.121)
anstelle von
a1;2 =
q
2gXX(ω1;2)∆ω
unter der Voraussetzung konstanter Frequenzschritte ∆ω. Fu¨r gXX(0) = 0 ist das Mo-
dell identisch Gl. (3.82). Durch diese Korrektur soll das Konvergenzverhalten mit der
Anzahl an Zufallsvariablen wesentlich verbessert werden, allerdings nur fu¨r gewisse
Intervalle von τ in der Korrelationsfunktion, auch wenn dieses Verfahren keine Varianz-
minderung darstellt. Es ist auch zu fragen, ob eine gute Anna¨herung des Leistungsspek-
trums oder der Korrelationsfunktion von gro¨ßerem Interesse ist. Interessant wa¨re eine
U¨bertragung auf das Simulationsmodell mit zufa¨lligen Amplituden, weil dieses Modell
Varianzminderung, z.B. durch Importance Sampling zula¨ßt.
Takada [85] verwendet zur Darstellung des Prozesses die Karhunen – Loe`ve – Rei-
he, die allgemeiner als die Fourier – Reihe ist. Die Reihenentwicklung hat die Form
X(t) =
∞
∑
i=1
p
λiBiψi(t) (3.122)
Bi hierin sind unabha¨ngige identisch verteilte Zufallsvariablen mit Mittelwert Null und
Varianz Eins. Soll X(t) Gauß – verteilt sein, gilt das auch fu¨r die Bi. Die λi und ψi(t)
sind Eigenwerte bzw. Eigenfunktionen der Integralgleichung
T
Z
0
rXX (t1; t2)ψi(t2) dt2 = λiψi(t1) (3.123)
Die Varianz des Prozesses wird durch die Eigenwerte bestimmt. Eine Reduktion der
Anzahl der Zufallsvariablen kann erreicht werden durch Auswahl derjenigen Variablen,
die den gro¨ßten Werten λi zugeordnet sind. Gl. (3.123) ist oft nicht direkt lo¨sbar. Ei-
ne Diskretisierung der Zeitachse in a¨quidistante Abschnitte ∆t fu¨hrt auf das folgende
Eigenwertproblem Gl. (3.124).
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∆t CΨ =ΛΨ (3.124)
Darin sind Ψ die Matrix der Eigenvektoren, Λ die Diagonalmatrix mit den Eigenwerten
und C die Matrix mit den paarweisen Kovarianzen von X(t) zu allen betrachteten Zeit-
punkten (die sich aus dem Beobachtungszeitraum T und dem Zeitschritt ∆t ergeben).
Somit werden die Eigenfunktion diskretisiert als Eigenvektoren dargestellt. Dieses Si-
mulationsverfahren entspricht der in Bucher et al. [13] beschriebenen Methodik.
A¨hnlich dem ISPUD Konzept, s. S. 13, wird Importance Sampling zur Varianzmin-
derung eingesetzt. Die Simulationsdichte wird fu¨r eine Auswahl von M Zufallsvaria-
blen eingefu¨hrt, fu¨r welche die zugeordneten Eigenwerte am gro¨ßten sind. Der Mit-
telwertsvektor dieser Variablen wird einem Bemessungspunkt gleichgesetzt, der wie
nachfolgend beschrieben ermittelt wird. Bei der Berechnung von Erstu¨berschreitens-
wahrscheinlichkeiten u¨ber eine zula¨ssige Schranke xˆ mit dem beschriebenen Simulati-
onsmodell ist die Grenzzustandsfunktion linear bezu¨glich der Basisvariablen.
g(B; t) = xˆ 
M
∑
i=1
p
λiBiψi(t) (3.125)
Der Vektor der Gradienten der Grenzzustandsfunktion ist
γ(t) =

∂g
∂Bi

= 
n
p
λ1ψ1(t); : : : ;
p
λMψM(t)
oT
(3.126)
Der minimale Abstand der Grenzzustandsfunktion zum Ursprung im Raum standard-
normal – verteilter Variablen wird fu¨r einen bestimmten Zeitpunkt berechnet zu
β(t) =
xˆ
kγ(t)k
(3.127)
U¨ber den gesamten Beobachtungszeitraum ist das Minimum der Absta¨nde zu ermitteln.
Es tritt zum Zeitpunkt t auf.
β(t) = min
0<t<T
β(t) (3.128)
Somit ist der Bemessungspunkt bzw. der Mittelwertsvektor der zur Simulation verwen-
deten Zufallsvariablen gegeben mit
µB =
 γ(t)
kγk
β(t) (3.129)
Das Importance Sampling stellt hier quasi eine konstante Verschiebung der Mittel-
wertsfunktion des Prozesses dar, so daß diese zum Zeitpunkt t den Bemessungspunkt
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beru¨hrt. Die Karhunen – Loe`ve – Reihenentwicklung eines Zufallsprozesses ist inso-
fern allgemeiner als die spektrale Darstellung, als sie auch fu¨r instationa¨re Prozesse
gu¨ltig ist. Durch die oben beschriebene Auswahl der Zufallsvariablen werden einzelne
dominante Variablen bestimmt, die am meisten zur Varianz des Prozesses beitragen, im
Gegensatz zur spektralen Darstellung, bei der ein begrenzter, aber zusammenha¨ngen-
der Frequenzbereich betrachtet wird. Dadurch ist hier mo¨glicherweise eine sta¨rkere
Reduktion der Dimension des Problems mo¨glich. Das Anwendungsbeispiel der zitier-
ten Vero¨ffentlichung bezieht sich nur auf die Simulation eines Prozesses, nicht auf die
Berechnung einer Systemantwort infolge einer simulierten Erregung. In letzterem Fall
sollte die Ermittlung des Bemessungspunktes an der Systemantwort orientiert werden.
Die Auswahl der Zufallsvariablen allein anhand des Erregungsprozesses birgt aller-
dings die Gefahr in sich, daß wesentliche Anteile an der Strukturantwort vernachla¨ssigt
werden, an anderer Stelle aber Variablen Beru¨cksichtigung finden, deren Beitrag zur
Systemantwort vernachla¨ssigbar wa¨re. Bei einem dynamischen System werden die ein-
zelnen Frequenzanteile unterschiedlich geda¨mpft, so daß eine Orientierung des Aus-
wahlverfahrens an der Systemantwort vorteilhaft erscheint. Das ist der Fall bei Li und
Ghanem [48]. Sie verwenden ebenfalls eine Karhunen – Loe`ve Entwicklung fu¨r die
Erregung. Die Antwort eines Systems von Differentialgleichungen wird angena¨hert
durch eine sogenannte Chaospolynom – Entwicklung, die hier nicht weiter erla¨utert
wird. Die Auswahl der Variablen orientiert sich an der Genauigkeit der Darstellung
ho¨herer statistischer Momente der Systemantwort. Dazu muß aber eine Referenzlo¨sung
vorliegen. Sowohl der Auswahlalgorithmus als auch die Anpassung der Koeffizienten
der Chaospolynome erscheint bei Systemen mit vielen Freiheitsgraden und bei starker
Nichtlinearita¨t, die eine hohe Ordnung der Polynome verlangt, sehr aufwendig.
Auch Tanaka [86] verwendet das Konzept des Bemessungspunktes, u¨bertragen auf
dynamische Systeme. Anregung ist hier ein Wiener Prozeß (vgl. [80]). Die Systemant-
wort ist gegeben durch die Lo¨sung eines Systems von Itoˆ – Differentialgleichungen
dXi = µi(t;X)dt +
p
∑
j=1
σi j(t;X)dWj(t) (3.130)
Fu¨r die Lo¨sung des Differentialgleichungssystems zu diskreten Zeitpunkten mittels ei-
nes Euler – Verfahrens ko¨nnen Inkremente des Wiener Prozesses nach der Formel
∆Wj(m) =Wj(tm) Wj(tm 1) = Ξ j(m)
p
∆t (3.131)
simuliert werden. Ξ j(m) sind unabha¨ngige standardnormal verteilte Variablen. Ein
Zeitpunkt tm ist gegeben durch tm = m ∆t, m = 1; : : : ;M, der gesamte Beobachtungs-
zeitraum ergibt sich zu T = M ∆t.
Mit einer Grenzzustandsfunktion g(ξ), definiert analog Gl. (1.1), wird ein Punkt auf
dem Grenzzustand g(ξ) = 0 bezeichnet als ξ(m;m0). Hier ist m wiederum der Lauf-
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index fu¨r die diskreten Zeitpunkte und m0 ist der Zeitpunkt, zu dem Versagen eintritt.
Der Abstand des Grenzzustandspunktes zum Koordinatenursprung wird folgenderma-
ßen berechnet:
β(m0) =
v
u
u
t
p
∑
j=1
M
∑
m=1
ξ2j(m;m0) (3.132)
Zu jedem Zeitpunkt m0 gibt es einen Punkt auf dem Grenzzustand mit minimalem Ab-
stand zum Ursprung. Aus all diesen ”momentanen“ Minima wird der Bemessungspunkt
ξ(m;m) bestimmt aus
β = min
1<m0<M
β(m0) (3.133)
Die Ermittlung des Bemessungspunktes erfolgt also sowohl u¨ber den Wertebereich von
Ξ als auch u¨ber alle Zeitpunkte im Beobachtungszeitraum, da verschiedene Belastungs-
pfade zum Versagen fu¨hren ko¨nnen.
Fu¨r das Importance Sampling wird statt des Wiener Prozesses Wj(t) folgender Pro-
zeß verwendet:
W˜j(t) =Wj(t)+
t
Z
0
u j(s) ds (3.134)
Das bedeutet, daß der originale Prozeß mit der Zeit durch eine deterministische Kon-
trollfunktion, gegeben durch das Integral in Gl. (3.134), verschoben wird, bzw. daß
die Mittelwertsfunktion vera¨ndert wird. Die Werte des Integranden u(t) werden so be-
stimmt, daß alle Erwartungswerte der Inkremente des Wiener Prozesses Gl. (3.131)
entsprechen, wenn man dort den Bemessungspunkt ξ(m;m) fu¨r Ξ einsetzt.
u(tm) = 
ξ(m;m)
p
∆t
(3.135)
Die Versagenswahrscheinlichkeit wird aus einer Stichprobe vom Umfang N berech-
net zu
P¯F =
1
N
N
∑
k=1
Ikµ(Wk) (3.136)
I ist eine vom Versagenskriterium abha¨ngige Indikatorfunktion analog Gl. (3.102) und
Wk ist eine Realisation des Wiener Prozesses. Der Korrekturterm fu¨r das Importance
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Sampling ist hier
µ(Wk) = exp
2
4
p
∑
j=1
T
Z
0
u j(s) dWk j(s)+
1
2
p
∑
j=1
T
Z
0
u2j(s) ds
3
5 (3.137)
Auch die Berechnung der Systemantwort erfordert eine Korrektur. Das zu lo¨sende Dif-
ferentialgleichungssystem ist
dXi =
"
µi(t;X) 
p
∑
j=1
σi j(t;X)u j(t)
#
dt +
p
∑
j=1
σi j(t;X)dW˜j(t) (3.138)
Der Ansatz von Tanaka ist prinzipiell sehr a¨hnlich dem vorher diskutierten von Ta-
kada, s.S. 78. Die Berechnung der Systemantwort infolge des Erregungsprozesses und
auch die Grenzzustandsfunktion sind hier allgemeiner formuliert, wa¨hrend Takada eine
zwar na¨herungsweise, aber weniger aufwendige Darstellung des Prozesses wa¨hlt. Eben-
so hat der Bemessungspunkt bei Takada nur Komponenten, die den Amplituden zu einer
Auswahl an Eigenfunktionen entsprechen. Bei Tanaka legt der Bemessungspunkt eine
gesamte Zeitreihe fest. Seine Ermittlung kann hier aus den genannten Gru¨nden wesent-
lich aufwendiger sein. Soll ein mechanisches Modell untersucht werden, ist dies erst
als ein System von Itoˆ – Differentialgleichungen zu formulieren.
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4
Ein Importance Sampling – Verfahren
fu¨r die Simulation von
Zufallsprozessen
4.1 Konzeption
In der vorliegenden Arbeit wurde ein varianzminderndes Simulationsverfahren entwik-
kelt, daß speziell zur Berechnung von Erstu¨berschreitenswahrscheinlichkeiten infolge
kurzzeitiger dynamischer Anregung, wie zum Beispiel Erdbeben, geeignet ist. Die Ent-
wicklung konzentriert sich auf stationa¨re, normalverteilte Prozesse. Die Modellierung
der Starkbebenphase eines Erdbebens als stationa¨rer Prozeß ist ein nur angena¨hertes,
aber u¨bliches Verfahren (vgl. Soong, Grigoriu [80, Abschnitt 3.1]). Auch in einschla¨gi-
gen Normen werden Erdbeben durch Leistungsspektren charakterisiert. Die Charakteri-
sierung eines Prozesses durch ein Leistungsspektrum, was gleichbedeutend ist mit einer
Charakterisierung im Sinne statistischer Momente bis zur zweiten Ordnung, la¨ßt eine
eindeutige Definition nur von stationa¨ren, normalverteilten Prozessen zu. Die Thematik
nicht–normalverteilter Prozesse wird deshalb ausgeklammert.
Ziel des Simulationsverfahrens ist es, Erstu¨berschreitenswahrscheinlichkeiten u¨ber
hohe Schranken zu berechnen, also mit mo¨glichst wenig Aufwand geringe Werte der
Wahrscheinlichkeit bei ausreichender Konfidenz zu erreichen. In Kapitel 2 werden ver-
schiedene varianzmindernde Monte Carlo Methoden fu¨r die Simulation von Zufallsva-
riablen vorgestellt. Auch wenn ein Zufallsprozeß zur Simulation auf dem Rechner im
Zeit- oder Frequenzbereich diskretisiert und damit durch Zufallsvariablen dargestellt
wird, sind nicht alle Verfahren gleichermaßen zur Simulation von Prozessen geeignet.
Ansa¨tze aus der Literatur zur varianzmindernden Simulation von Prozessen werden in
Abschnitt 3.6 diskutiert. Das universellste varianzmindernde Verfahren ist das Import-
ance Sampling, das in der Literatur in vielen Varianten vorkommt und auch zur Si-
mulation von Zufallsprozessen angewendet wird. Importance Sampling erscheint als
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das geeignetste Verfahren und wird auch in den Entwicklungen der vorliegenden Arbeit
verwendet. Bei Simulation mit Klassenunterteilung oder Aufteilung des Integrations-
bereichs, Abschnitte 2.3 bzw. 2.7, stellt sich die Frage, welche Bereiche besonders
beru¨cksichtigt oder vernachla¨ssigt werden sollen. Die dazu notwendige Information
u¨ber die Strukturantwort liegt bei nichtlinearen Systemen nicht vor. Die von Li, Ghanem
[48] sowie Spanos, Zeldin [82] vorgeschlagenen Simulationsverfahren haben Parallelen
zum Latin Hypercube Sampling. Sie zielen eher auf eine Reduzierung der Variablen ab,
nicht auf Varianzminderung. Reduzierung der Dimension durch Directional Sampling
wird in Abschnitt 4.6 aufgegriffen, in Kombination mit dem Importance Sampling –
Verfahren aus Abschnitt 4.3.
Fu¨r die Simulation von Zufallsprozessen wird hier die spektrale Darstellung gewa¨hlt,
wie sie in Abschnitt 3.3.1 hergeleitet wurde. Fu¨r die weitere Entwicklung erscheint
diese Darstellung vorteilhaft gegenu¨ber Formulierungen im Zeitbereich. Wie bereits
erwa¨hnt werden fu¨r Erdbebenbelastungen in einigen Normen Standard – Leistungs-
spektren vorgegeben. Die Parameter der spektralen Darstellung ko¨nnen direkter und
einfacher bestimmt werden. Dagegen ist die Anpassung z.B. von ARMA – Modellen
an vorgegebene Spektren mitunter mit Schwierigkeiten verbunden. Vor allem erscheint
die Implementierung des Importance Sampling – Verfahrens bei der spektralen Darstel-
lung einfacher. Alle Parameter, wie z.B. Simulationsdichte fu¨r Importance Sampling,
Zahl der Variablen, usw. werden hier vor der eigentlichen Simulation bestimmt. Kor-
rekturen der Simulationsparameter im Zeitbereich, nach jedem Zeitschritt, erfordern
mehr Rechenzeitbedarf und sind schwerer kontrollierbar.
Das in der vorliegenden Arbeit entwickelte Simulationsverfahren wird wegen der
Anwendung von Importance Sampling auf die spektrale Darstellung des Prozesses Spec-
tral Importance Sampling genannt. Die Bestimmung der Simulationsdichtefunktion
orientiert sich an der Antwort des untersuchten Systems. Bei der Simulation mittels
spektraler Darstellung des Erregungsprozesses wird das System an diskreten Frequen-
zen angeregt. Ausgewertet wird z.B. die Verschiebung an einer Stelle einer mechani-
schen Struktur, daraus wird ein Leistungsspektrum gescha¨tzt. Ein Leistungsspektrum
ist nur definiert fu¨r stationa¨re Prozesse, bei bestimmten Arten von nichtlinearen Syste-
men aber kann die Antwort instationa¨r sein (z.B. zunehmender Drift – Anteil in der
Verschiebung eines hysteretischen Systems). Dennoch ist der Algorithmus zur Bestim-
mung des Leistungsspektrums anwendbar. Auch wenn das Ergebnis streng genommen
kein Leistungsspektrum darstellt, sind i.d.R. deutliche Spitzen erkennbar. Sie geben
eine Information daru¨ber, welche Frequenzbereiche den gro¨ßten Beitrag zur gesamten
Varianz des Prozesses der Systemantwort leisten, bzw. fu¨r welche die Anregung am we-
nigsten geda¨mpft wird. Durch gezielte Anregung in eben diesen Frequenzbereichen ist
es am effektivsten mo¨glich, die Varianz der Systemantwort und damit die Wahrschein-
lichkeit der U¨berschreitung einer Schranke zu erho¨hen.
Erste Experimente mit dem Iterative Fast Monte Carlo – Verfahren, s.S. 14, stießen
auf numerische Schwierigkeiten: Je ho¨her die Dimension des Zufallsvektors, desto ex-
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tremere Werte ko¨nnen die Verha¨ltnisse der Dichtefunktionen, Gl. (2.13), annehmen. Bei
Zufallsprozessen ist die Zahl der involvierten Zufallsvariablen naturgema¨ß sehr groß.
Deshalb besteht der erste Schritt des hier vorgestellten Simulationsverfahrens aus einer
Auswahl der Zufallsvariablen. Das Auswahlverfahren wird in Abschnitt 4.2 vorgestellt.
Dann werden die Parameter der so ausgewa¨hlten Variablen dem Importance Sampling
– Konzept entsprechend angepaßt, wie in Abschnitt 4.3 erla¨utert. Die gesamte Prozedur
kann i.d.R. automatisch ohne Benutzerinteraktion ablaufen. Es werden zwei Simulati-
onsla¨ufe mit unterschiedlichem Stichprobenumfang durchgefu¨hrt. Anhand der Ergeb-
nisse der ersten ”Pilotsimulation“ werden die Auswahl der Variablen und Anpassungder Simulationsdichte vorgenommen, daraufhin wird der zweite Lauf, das eigentliche
Importance Sampling, gestartet.
Die Pilotsimulation dient also lediglich dazu, das ”Leistungsspektrum“ der System-antwort zu scha¨tzen, das bedeutet eine Beschreibung des Antwortprozesses im Sin-
ne statistischer Momente bis zur zweiten Ordnung. Ein relativ geringer Stichproben-
umfang, in der Gro¨ßenordnung von N = 100, genu¨gt, um eine ausreichend genaue
Scha¨tzung des Leistungsspektrums zu erhalten. Das verwendete Simulationsmodell
ist hierfu¨r nicht wesentlich. Das Modell mit zufa¨lligen Phasenwinkeln, Gl. (3.82), er-
scheint vorteilhaft wegen der geringeren Zahl der Zufallsvariablen.
4.2 Auswahl der Variablen
Der erste Schritt des Simulationsverfahrens ist eine Auswahl der Anzahl der Zufalls-
variablen, um die oben erla¨uterten numerischen Probleme bei hoher Dimension zu ver-
meiden. Dabei soll die Auswahl der Zufallsvariablen die Frequenzbereiche erfassen,
fu¨r welche die Werte des Leistungsspektrums der Systemantwort am gro¨ßten sind. So
soll die Varianz der Systemantwort im Vergleich zur Anregung durch den Originalpro-
zeß mo¨glichst wenig vera¨ndert werden. Hierzu wurden mehrere Ansa¨tze verfolgt und
anhand der Testbeispiele, Abschnitt 4.4, beurteilt. Referenz war jeweils eine einfache
Monte Carlo Simulation. Die Ergebnisse der Testbeispiele werden spa¨ter nur fu¨r die
endgu¨ltige Entwicklungsstufe des Simulationsverfahrens dargestellt, nicht fu¨r die ver-
worfenen Varianten. Nachfolgend werden die Ansa¨tze im einzelnen erla¨utert.
Die Generierung der Zeitreihe erfolgt durch diskrete Fouriertransformation aus den
simulierten zufa¨lligen Amplituden bzw. Phasenwinkeln, s. S. 59. Die Verwendung des
FFT – Algorithmus erfordert dabei einen konstanten Frequenzschritt. Der Verzicht auf
FFT bedeutet aber keinen wesentlichen Verlust an Effizienz, beru¨cksichtigt man den Re-
chenzeitbedarf der Strukturanalyse. Dadurch wird aber eine flexible Diskretisierung des
von der Simulation erfaßten Frequenzbereichs mo¨glich. Es wurde ein Algorithmus fu¨r
eine adaptive Diskretisierung entwickelt. Nach der Pilotsimulation wird das Leistungs-
spektrum der Systemantwort ermittelt und in eine vorgegebene Anzahl fla¨chengleicher
Frequenzbereiche aufgeteilt. Der zweite Simulationslauf erfolgt mit dem Modell der
zufa¨lligen Amplituden, Gl. (3.74) bzw. Gl. (3.75). Aus den Teilfla¨chen werden die
DISSERTATION VEIT BAYER 85
4 EIN IMPORTANCE SAMPLING – VERFAHREN FU¨R DIE SIMULATION VON ZUFALLSPROZESSEN
4.2 AUSWAHL DER VARIABLEN
86
statistischen Momente der Amplituden fu¨r den zweiten Simulationslauf bestimmt und
die entsprechenden Frequenzen zugewiesen. Die Frequenzschritte werden automatisch
feiner in den Bereichen der Spitzen des Leistungsspektrums. Jedes der Frequenzba¨nder
hat nun den gleichen Anteil an der Varianz des Prozesses der Systemantwort. Bei ei-
ner zu geringen Anzahl an Zufallsvariablen ergab sich eine sehr schlechte Repra¨sen-
tierung des Prozesses und starke Abweichungen der Erstu¨berschreitenswahrscheinlich-
keiten von der Referenz. Bei ho¨herer Anzahl dagegen geht der Vorteil der Reduzierung
der Dimension verloren.
Fu¨r die Anwendung des Importance Sampling auf das gemischte Simulationsmo-
dell nach Gl. (3.75) sind nur die Amplituden von Bedeutung, die Phasenwinkel mu¨ssen
gleichverteilt sein im Intervall [ π ; π). Aus diesem Gedanken folgt eine weitere Form
der adaptiven Diskretisierung. Zuna¨chst wird ein konstanter Frequenzschritt fu¨r eine
gute spektrale Darstellung des zu simulierenden Prozesses gewa¨hlt. Wiederum wird das
Leistungsspektrum der Systemantwort nach der ersten Simulation in gleiche Fla¨chen
aufgeteilt. Im zweiten Simulationslauf wird die gleichma¨ßige Diskretisierung und da-
mit die Zahl der Zufallsvariablen fu¨r die Phasenwinkel beibehalten. Den zusammenge-
faßten Frequenzbereichen wird aber die gleiche zufa¨llige Amplitude zugewiesen. Hier-
durch ergibt sich eine Reduzierung der Dimension. Ist der Erregungsprozeß ein wei-
ßes Rauschen, und werden die Mittelwerte und Standardabweichungen der Amplituden
entsprechend einem einzelnen Frequenzband bestimmt wie im ersten Lauf, dann kann
gezeigt werden, daß die Mittelwerts- und Korrelationsfunktion des so simulierten Pro-
zesses denen des Prozesses nach Gl. (3.75) identisch sind. Tatsa¨chlich werden aber
verschiedene zufa¨llige Ereignisse (mit bestimmten Wahrscheinlichkeiten auftretende
Realisationen mehrerer Zufallsvariablen) durch ein Ereignis (einer Amplitude) ersetzt.
Die Simulationsergebnisse ergaben sehr starke Abweichungen von der Referenz in den
statistischen Momenten ho¨herer Ordnung und in den Erstu¨berschreitenswahrscheinlich-
keiten.
Die beiden bisher beschriebenen Versionen der adaptiven Diskretisierung wurden
verworfen. Das nachfolgend beschriebene Auswahlverfahren kommt als Bestandteil
des Simulationskonzepts zur Anwendung. In Abschnitt 3.3.2 werden die beiden Simu-
lationsmodelle — das Modell mit zufa¨lligen Phasenwinkeln, Gl. (3.82), und das Modell
mit zufa¨lligen Amplituden, Gln. (3.74) bzw. (3.75) — diskutiert. Nur letzteres erlaubt
die Anwendung des Importance Sampling, außerdem ist der damit simulierte Prozeß
streng normalverteilt und damit im Wertebereich unbeschra¨nkt, was fu¨r die Berechnung
von Erstu¨berschreitenswahrscheinlichkeiten wichtig ist. Das erste Modell hat den Vor-
teil, daß es weniger Zufallsvariablen beno¨tigt. Beide Modelle haben einen konstanten
Mittelwert von Null und identische Korrelationsfunktion. Im zweiten Simulationslauf
wird quasi eine Superposition beider Modelle verwendet. Ausgangspunkt ist wieder-
um eine ausreichend feine Diskretisierung des beru¨cksichtigten Frequenzbereichs mit
konstantem Frequenzschritt. Nach der Pilotsimulation werden die gro¨ßten Werte des
Leistungsspektrums der Systemantwort und die dazugeho¨rigen Frequenzen ermittelt.
Die Diskretisierung bleibt im zweiten Simulationslauf erhalten, jedoch werden fu¨r eine
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Bild 4.1: Leistungsspektrum eines weißen Rauschens, simuliert nach Gl. (4.1) (obe-
re Kurve) und statistischer Fehler (unten). Zufa¨llige Amplituden im Bereich 4;8 bis
7;2rad=s.
vorgegebene Anzahl derjenigen Frequenzen mit den gro¨ßten Werten im Leistungsspek-
trum zufa¨llige Amplituden eingefu¨hrt, die u¨brigen Bereiche werden weiterhin mit dem
Modell der zufa¨lligen Phasen simuliert. Sei n die Gesamtzahl der Frequenzba¨nder und
a die Zahl der zufa¨lligen Amplituden, wird die Simulationsformel wie folgt angeschrie-
ben:
Xn(t) =
n a
∑
i=1
p
2σi cos(ωit +Φi)
+
a
∑
k=1
Ak cos(ωkt +Φk)
ωi 6= ωk
(4.1)
Die Parameter σi sind definiert wie in Gl. (3.71), die Amplituden Ak entsprechen Gln.
3.76 ff., und die Phasenwinkel Φi;k sind gleichverteilt in [ π2 ;
π
2 ). Alle Zufallsvariablen
sind voneinander unabha¨ngig.
Gegenu¨ber dem Modell der zufa¨lligen Phasenwinkel werden hier mit den Amplitu-
den zusa¨tzliche Zufallsvariablen eingefu¨hrt. Auf diese Weise bleibt der gesamte Fre-
quenzbereich der Simulation mit der gleichen Diskretisierung erhalten. Nur an denje-
nigen Frequenzen, fu¨r die eine starke Reaktion der Struktur zu erwarten ist, wird durch
Anwendung von Importance Sampling auf die Amplituden bei der zweiten Simulati-
on besonders stark angeregt. Zur Verdeutlichung ist in Bild 4.1 das Leistungsspektrum
fu¨r ein willku¨rliches Beispiel eines simulierten weißen Rauschens abgebildet. Man er-
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kennt im Frequenzbereich von 4;8 bis 7;2rad=s die statistische Unsicherheit infolge
der zufa¨lligen Amplituden, wa¨hrend in anderen Frequenzbereichen die spektrale Dich-
te konstant ist, da hier deterministische Amplituden entsprechend der ersten Zeile von
Gl. (4.1) eingesetzt wurden. Insgesamt entspricht das Leistungsspektrum der Vorgabe.
Zeigt das Leistungsspektrum der Systemantwort nur eine signifikante Spitze, genu¨gt
eine einfache Sortierung und Auswahl der gro¨ßten Werte. Bei mehreren dominanten
Frequenzen ist u. U. eine manuelle Auswahl durch den Benutzer erforderlich, um al-
le relevanten Bereiche zu erfassen. Die Testbeispiele in Abschnitt 4.4 geben weitere
Hinweise zur Auswahl der Variablen.
4.3 Adaption der Simulationsdichte
Auf Seite 13 wird eine ideale Simulationsdichte gezeigt, fu¨r welche die Varianz des
Scha¨tzers der Versagenswahrscheinlichkeit zu Null wird. Die meisten Importance Samp-
ling – Verfahren bezwecken eine Anna¨herung dieser idealen Simulationsdichte. Die
Simulationsvariablen bilden dann eine Grundgesamtheit mit einer wesentlich ho¨her-
en Versagenswahrscheinlichkeit im Vergleich zu den originalen Basisvariablen. Das
hier entwickelte Spectral Importance Sampling verfolgt einen anderen Ansatz. Durch
Erho¨hung der Varianz des Erregungsprozesses wird auch die Reaktion des untersuchten
Systems entsprechend sta¨rker. Dadurch wird die Wahrscheinlichkeit der U¨berschrei-
tung einer Schranke erho¨ht. Das Leistungsspektrum der Systemantwort gibt, wie be-
reits erwa¨hnt, Hinweise auf die Frequenzen, fu¨r die eine sta¨rkere Anregung den gro¨ßten
Effekt erzeugt. Deshalb soll hier die Adaption der Simulationsvariablen am Leistungs-
spektrum orientiert werden. Es werden quasi Resonanzeffekte erzeugt.
Die Adaption erfolgt bei dem zweistufigen Simulationsverfahren wiederum nach
dem ersten Lauf, und ggf. nach der Auswahl der Frequenzen, fu¨r die zufa¨llige Ampli-
tuden eingefu¨hrt werden, wie im vorigen Abschnitt dargestellt. Die Simulationsformel
fu¨r diese Frequenzen entspricht der Gl. (3.75). Programmtechnisch werden alle Zu-
fallsvariablen durch Mittelwerte und Standardabweichungen definiert. Die Adaption
der Parameter erfolgt durch additive Terme, die proportional dem Leistungsspektrum
der Antwort gYY (ω) sind. Fu¨r die Amplitude Ak zur Frequenz ωk werden die Parame-
ter der Variablen, die zur Generierung der Zufallszahlen verwendet werden, wie folgt
gesetzt:
µAk := µAk + p gYY (ωk) 
nmax
i=1
µAi
nmax
i=1
gYY (ωi)
(4.2)
σAk := σAk + p gYY (ωk) 
nmax
i=1
σAi
nmax
i=1
gYY (ωi)
(4.3)
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Bild 4.2: Beispiel fu¨r ein Leistungsspektrum und schematische Darstellung der Adapti-
on der Parameter fu¨r p = 1 in Gln. (4.2) ff. (unten).
Durch die Addition behalten die Mittelwerte und Standardabweichungen mindestens
die Werte der Originalvariablen. Multiplikation mit kleinen Faktoren in gewissen Fre-
quenzbereichen wu¨rde dagegen zu einer schlechteren Darstellung dieser Frequenzberei-
che und des Prozesses insgesamt fu¨hren. Die Verha¨ltnisse der Simulationsparameter zu
den Originalwerten sind fu¨r die Mittelwerte und Standardabweichungen jeweils gleich,
also µ(Sim:)Ak =µ
(Orig:)
Ak = σ
(Sim:)
Ak =σ
(Orig:)
Ak . Das ist gleichbedeutend mit einer Erho¨hung der
Vorfaktoren σk in Gl. (3.74). Dadurch bleibt erstens der simulierte Prozeß normalver-
teilt, zweitens bewirkt dies eine maximale Vergro¨ßerung der Hu¨llkurve des Prozesses,
weil die Amplituden der cos- und sin- Terme gleichermaßen vergro¨ßert werden. So
wird der maximale Effekt des Importance Sampling erzielt.
In Gln. (4.2) ff. erkennt man, daß die Inkremente auf den Maximalwert des Lei-
stungsspektrums und die maximalen vorhandenen statistischen Momente (bei nicht–
weißem Rauschen) bezogen sind. Der Faktor p legt die maximale Erho¨hung der Mo-
mente fest. Bild 4.2 zeigt ein typisches Leistungsspektrum eines nichtlinearen Ein-
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massenschwingers und schematisch die darauf basierende Adaption der statistischen
Momente fu¨r p = 1 im Vergleich zu den urspru¨nglichen Werten. Objektive Kriterien
fu¨r die Wahl dieses Faktors sind schwer zu finden. In den Testbeispielen des folgenden
Abschnitts wurden aber Erfahrungswerte gesammelt, die auf Anwendungen durchaus
u¨bertragbar sind.
4.4 Testbeispiele zu den Abschnitten 4.2 und 4.3
Das Simulationsverfahren, das sich aus Kombination der Entwicklungen in den Ab-
schnitten 4.2 und 4.3 ergibt, wurde auf kleine Beispiele angewendet. Es wurden zum
einen die aus Abschnitt 3.5 bekannten konservativ–nichtlinearen Beispiele berechnet,
zum anderen wurde ein drittes nichtlineares Beispiel eingefu¨hrt, welches ebenfalls dem
Benchmark – Test [73] entnommen ist. Die Testbeispiele dienen zum einen dazu, die
Leistungsfa¨higkeit des Simulationsverfahrens zu demonstrieren, zum anderen sollten
Kriterien fu¨r die optimale Wahl der Zahl der zufa¨lligen Amplituden und des Erho¨hungs-
faktors p in Gln. (4.2) ff. gefunden werden.
Das dritte Beispiel ist wiederum ein Einmassenschwinger, diesmal mit hystereti-
schem Gesetz fu¨r die Ru¨ckstellkraft. In der Bewegungsgleichung mX¨ + cX˙ + k(X)X =
F(t) sind m = 1;0 106kg und c = 0;438 106kg  s. Die Steifigkeit ist gegeben durch
k(x) = α  k  x(t)+(1 α)k q(t) (4.4)
mit
dq
dt
= x˙(t) h(q; x˙)
h(q; x˙) =
(
1 wenn jqj< qy oder x˙q 0
jqj qp
qy qp wenn jqj  qy und x˙q > 0
Die Gro¨ße k ist daher die Steifigkeit im linearen Bereich, kqy ist die Kraft, bei deren
Erreichen Fließen einsetzt und kqp ist die maximale Kraft. Die Funktion ist in Bild
4.3 dargestellt. Das Verhalten des Einmassenschwingers a¨hnelt dem speziellen Finiten
Element, das zur Schwingungsda¨mpfung einer Bru¨cke in Kapitel 5 zur Anwendung
kommt, s. Anhang C. Die weiteren Parameter des Einmassenschwingers sind hier
k = 30;0  106N=m, qy = 0;007m, qp = 0;01m und α = 0;05. Die Anregung ist ein
normalverteiltes weißes Rauschen F(t) =mW(t) mit der Intensita¨t IW = 0;002m2=sec3.
Zur Berechnung der Antwort des Einmassenschwingers wurde wiederum eine eigene
Routine in SLang programmiert, welche das Runge – Kutta – Verfahren 5. Ordnung
anwendet. Die sich aus der Fourier – Transformation ergebenden Zeitschritte wurden
in 40 Unterschritte geteilt.
Eine exakte Lo¨sung fu¨r die Verteilungsfunktion der Systemantwort ist bei diesem
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Bild 4.3: Schematische Darstellung des Kraft – Verschiebungs – Gesetzes nach Gl.
(4.4).
Beispiel nicht bekannt. Alle drei Testbeispiele wurden, wie es auch Ziel der Entwick-
lung des Simulationsverfahrens ist, im Hinblick auf Erstu¨berschreitenswahrscheinlich-
keiten ausgewertet. Auch hierfu¨r ist keine exakte Lo¨sung bekannt. Stattdessen wurde
als Referenz eine einfache Monte Carlo Simulation durchgefu¨hrt. Der Stichproben-
umfang der Referenzsimulation ist N = 100000, in den zwei La¨ufen des Spectral Im-
portance Sampling wurden N = 100 bzw. N = 1000 Realisationen generiert. Der Ge-
samtaufwand — ausgehend von der Annahme, daß die beno¨tigte Rechenzeit anna¨hernd
proportional dem Stichprobenumfang ist — betra¨gt also mit N = 1100 nur 1,1% dem
der einfachen Simulation. Aufgrund der Erfahrungen aus Abschnitt 3.5 wurden die
obere Trennfrequenz ωˆ = 30rad=s und das Frequenzintervall ∆ω = 30=50 = 0:6rad=s
gewa¨hlt. Aus der inversen FFT ergibt sich die La¨nge der Zeitreihe zu T = 10;5s und der
Zeitschritt ∆t  0;105s. Zur Berechnung der Antwort wurde das betrachtete Zeitinter-
vall T durch Aneinanderha¨ngen der Erregungszeitreihen verdoppelt, zur Auswertung
wurde die zweite Ha¨lfte der Antwort extrahiert. So wurde das Problem der Periodi-
zita¨t des Prozesses vermieden und eine von den Anfangsbedingungen unabha¨ngige Sy-
stemantwort ausgewertet. Variiert wurden folgende Parameter:
Zahl der zufa¨lligen Amplituden a = 1 ; 3 ; 5 ; 10 ; 50;
Erho¨hungsfaktor in Gln. (4.2) ff. p = 0 ; 0;5 ; 1 ; 1;5 ; 2:
Als Auswertung wurde die auf T bezogene Erstu¨berschreitenswahrscheinlichkeit
u¨ber die Schranke xˆ aufgetragen. Fu¨r die Einscha¨tzung der ”Qualita¨t“ des Ergebnis-ses erschien eine visuelle Beurteilung der U¨bereinstimmung mit der Referenzlo¨sung als
ausreichend. In den Bildern 4.4 bis 4.6 auf den Seiten 95 ff. sind jeweils ein Beispiel
fu¨r gute und schlechte Anpassung zu sehen. Zusa¨tzlich sind fu¨r die Parameter des gu-
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ten Beispiels das Leistungsspektrum und die Mittelwerte und Standardabweichungen
der Simulationsdichte im zweiten Lauf abgebildet. Die Verla¨ufe der u¨ber die Schran-
ke xˆ aufgetragenen Versagenswahrscheinlichkeiten sind dabei, wie die Referenzlo¨sung
zeigt, oberhalb der Grenze x1 des linearen Verhaltens stetig und ohne Kru¨mmungs-
wechsel. Ist eine A¨nderung dieser Tendenz im Kurvenverlauf erkennbar, sollten u¨ber
eine solche Unstetigkeit hinaus die Ergebnisse verworfen werden. Ist der Kurvenverlauf
zwar stetig, hat aber eine grundsa¨tzlich andere Tendenz als die Referenz, hat das Simu-
lationsverfahren versagt, denn derartige Fehler sind nur mit Hilfe der Referenzlo¨sung
erkennbar, die bei praktischen Anwendungen nicht verfu¨gbar ist. Oft fluktuieren die
Kurven stark um die Referenz herum, folgen ihr aber im Trend. Solche Ergebnisse
sind noch akzeptabel und eine Folge der numerischen Unsicherheiten beim Importance
Sampling mit vielen Zufallsvariablen. Eine erfolgreiche Simulation folgt mo¨glichst gut
der Referenzlo¨sung und geht unter Umsta¨nden u¨ber deren Wertebereich hinaus. Eine
weitere Beurteilung der Effizienz des Importance Sampling – Verfahrens geschah durch
Ermittlung der kleinsten erreichten Wahrscheinlichkeit und der gro¨ßten Schranke xˆ an
der Stelle, an welcher der statistische Fehler nach Gl. (2.8) erstmals 100% erreicht.
Daru¨ber hinaus sollten Kriterien gefunden werden, anhand deren ohne großen Be-
rechnungsaufwand, also ohne Strukturanalyse, die zu erwartende Qualita¨t des Ergeb-
nisses oder auch das Versagenspotential einer Realisation des Prozesses abgescha¨tzt
werden kann. Da der hauptsa¨chliche Rechenzeitbedarf in der Strukturanalyse liegt, soll
mit dem ersten Kriterium entschieden werden, ob die Simulation, also die reine Gene-
rierung der Zufallsprozesse mit eventuell anderen Parametern wiederholt werden soll,
um bessere Ergebnisse zu erzielen. Das zweite Kriterium ko¨nnte helfen, die einzelnen
Realisationen des Prozesses dahingehend zu zensieren, daß nicht fu¨r alle generierten
Eingangsprozesse eine Strukturanalyse durchgefu¨hrt wird, sondern nur fu¨r diejenigen,
fu¨r die der Versagensfall zu erwarten ist. Hiermit ko¨nnte weiterer Rechenaufwand ge-
spart werden. Ein strenges Kriterium dieser Art impliziert natu¨rlich das Vorhandensein
einer analytischen Lo¨sung, aber ein empirisches, auch nur na¨herungsweises Kriterium
ist denkbar. Folgende Betrachtungen wurden angestellt:
 Plot der Verteilungsfunktion jeder Realisation der Erregung und Markierung der-
jenigen Realisationen, die zum Versagen fu¨hren,
 Plot der aus der gesamten Stichprobe gescha¨tzten Verteilungsfunktion der Erre-
gung im Vergleich zur Referenzsimulation,
 Plot des aus der gesamten Stichprobe gescha¨tzten Leistungsspektrums der Ant-
wort und seines statistischen Fehlers,
 Auswertung von Mittelwert und Variationskoeffizient der Importance Sampling
– Gewichte fX(yi)hY(yi) , vgl. Gl. (2.13),
 Auftragen jeweils der Varianz und des Maximums der Erregung u¨ber dem Versa-
gensindikator I(g(x)), vgl. Gl. (2.2).
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Fu¨r eine Zensierung der simulierten Erregungsprozesse konnte kein brauchbares Krite-
rium gefunden werden. Die Auswertung der Parameterstudien ergab auch keine all-
gemeingu¨ltigen optimalen Werte fu¨r die Zahl der zufa¨lligen Amplituden a und den
Erho¨hungsfaktor p. In allen Beispielen zeigte sich aber, daß bestmo¨gliche Ergebnis-
se erzielt werden, wenn der Mittelwert der Importance Sampling – Gewichte mo¨glichst
nahe 1 ist — eine Forderung fu¨r die Erwartungstreue des Scha¨tzers — und deren Va-
riationskoeffizient einen Betrag um 3 aufweist. Letzteres ist keine strenge Forderung,
sondern mehr ein Erfahrungswert. Ein zu großer Wert fu¨r p, den man mo¨glicherweise
wa¨hlt um hohe Werte der Strukturantwort zu erreichen, ist nicht zu empfehlen. Diese
Gro¨ßen ko¨nnen vor der Strukturanalyse aus der Stichprobe ermittelt und die Parameter
a und p gegebenenfalls angepaßt werden.
Die Anwendung des Spectral Importance Sampling auf Beispiel 1 ist ausgesprochen
erfolgreich. Die Zahl der zufa¨lligen Amplituden ist hier optimal gewa¨hlt, wenn die zum
Spitzenwert des Leistungsspektrums geho¨rige Frequenz, welche nah der Eigenfrequenz
des linearen Systems liegt, gut erfaßt wird. Wegen der schmalen, stark ausgepra¨gten
Spitze, vgl. Bild 4.4–c genu¨gen hierfu¨r a = 3 bis 5 Zufallsvariablen. Die Anpassung
der statistischen Momente ist in Bild 4.4–d fu¨r a = 3 und p = 1;5 dargestellt. Die
Originalwerte fu¨r Mittelwert und Standardabweichung sind jeweils µAk = 0;033 und
σAk = 0;017. Bild 4.4–a zeigt die Erstu¨berschreitenswahrscheinlichkeiten fu¨r a = 3 und
p = 1;5. Hier ist nicht nur die U¨bereinstimmung mit der Referenz sehr gut, deren Wer-
tebereich wurde sogar noch weit u¨berschritten. Im Vergleich dazu wird mit a = 50, Bild
4.4–b, schon bei einer geringeren Schranke xˆ ein Standardfehler von 100% erreicht. Der
weitere Kurvenverlauf weicht von der bisherigen Tendenz stark ab (signifikant andere
Kru¨mmung), ist also nicht vertrauenswu¨rdig.
Beispiel 2 erwies sich als numerisch schwieriger. Es muß allerdings eingera¨umt
werden, daß bei realen Anwendungen ein vergleichbares System mit einem weiten Be-
reich mit Steifigkeit Null kaum vorkommt. Auch wenn die Ergebnisse sta¨rker fluktu-
ieren als die Referenzlo¨sung, ist das Verfahren auch hier erfolgreich anwendbar. Mit
a = 10 und p = 1, Bild 4.5–a wird ein a¨hnliches Ergebnis erzielt wie mit der wesentlich
aufwendigeren ”einfachen“ Monte Carlo Simulation. Es gilt auch hier den im Lei-stungsspektrum besonders ausgepra¨gten Frequenzbereich zu erfassen, der in Bild 4.5–c
erkennbar ist. Da dieser breiter ist als im vorigen Beispiel, vgl. Bild 4.4–c, ist die opti-
male Zahl der zufa¨lligen Amplituden mit a = 10 gewa¨hlt. Eine zu geringe Zahl bringt
unter Umsta¨nden irrefu¨hrende Ergebnisse, Bild 4.5–b ist hierfu¨r ein Beispiel. Wegen
der etwas ho¨heren Zahl der zufa¨lligen Amplituden ist der optimale Erho¨hungsfaktor
p geringer als im vorigen Beispiel, hier mit p = 1 gewa¨hlt. Bild 4.5–d zeigt wieder-
um die Parameter fu¨r die ausgewa¨hlten Amplituden (Originalwerte: µAk = 0;021 und
σAk = 0;011).
Auch fu¨r das hysteretische System in Beispiel 3 sind die Parameter vorsichtig zu
wa¨hlen. Gute Ergebnisse werden erzielt, wenn alle Amplituden als Zufallsvariable ein-
gefu¨hrt werden, in Bild 4.6–a z.B. fu¨r p = 1. Die adaptierten statistischen Momente
der Amplituden, Bild 4.6–d, streben gegen die Originalwerte in den Bereichen geringer
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spektraler Dichte. Mit einer zufa¨lligen Amplitude ist die U¨bereinstimmung mit der Re-
ferenz gut, aber der Effekt des Importance Sampling gering. Dagegen ko¨nnen a = 3; 5
und 10 irrefu¨hrende Ergebnisse bewirken, wie in Bild 4.6–b beispielhaft gezeigt. Der
Erho¨hungsfaktor darf nicht zu hoch gewa¨hlt werden. Wie in allen drei Beispielen zeigt
die Erfahrung, daß p am besten so kalibriert wird, daß der Variationskoeffizient der
Importance Sampling – Gewichte etwa gleich 3 ist.
Im Bild des Leistungsspektrums auf S. 100 fa¨llt der hohe Wert bei Frequenz Null
auf. Dieser sehr niederfrequente Anteil ru¨hrt von allma¨hlich zunehmender bleibender
Verschiebung des Systems her. Der Mittelwert des Ensembles der Systemantworten
ist tatsa¨chlich anna¨hernd Null. Auch die Nullstellen der Hysterese (Ru¨ckstellkraft auf-
getragen u¨ber der Verschiebung) wurden ausgewertet. Obwohl die Verschiebungen zu
den Nullstellen der Ru¨ckstellkraft fu¨r eine einzelne Realisation einer Systemantwort
einen deutlichen Mittelwert haben ko¨nnen, ist der aus dem Ensemble gescha¨tzte Mit-
telwert gleich Null. Bild 4.6–e zeigt ein typisches Beispiel einer Systemantwort mit
bleibender Verschiebung. Der Prozeß der Systemantwort kann also fu¨r den hier relativ
kurzen Beobachtungszeitraum nicht als stationa¨r angesehen werden. Auch wenn es des-
halb streng genommen nicht das Leistungsspektrum ist, das zur Adaption der Variablen
ermittelt wird, ist das Simulationsverfahren dennoch unvera¨ndert anwendbar. Versu-
che, zum Beispiel eine Trendbereinigung der Zeitreihe vorzunehmen, brachten keine
Vera¨nderung des Ergebnisses.
Zusammenfassend kann gesagt werden, daß das in den vorigen Abschnitten ent-
wickelte Simulationsverfahren sehr gut geeignet ist, um Erstu¨berschreitenswahrschein-
lichkeiten nichtlinearer Systeme unter stationa¨rer zufa¨lliger Erregung zu berechnen. Die
hier durchgefu¨hrten Testbeispiele liefern Erfahrungswerte fu¨r die optimale Wahl der
Kontrollparameter. Fu¨r Anwendungen mit grundsa¨tzlich anderem Strukturverhalten
sollten Vorstudien an kleinen Beispielen wie im vorliegenden Abschnitt durchgefu¨hrt
werden, um mit geringen Rechenzeitaufwand entsprechende Erfahrungen zu sammeln.
Weitere Hinweise hierzu werden im folgenden Abschnitt gegeben.
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Bild 4.4: Ausgewa¨hlte Ergebnisse fu¨r Beispiel 1, konservativ nichtlineares System
(k0 = 30:0  106N=m, k1 = 54:0  106N=m), berechnet mit Spectral Importance Samp-
ling. (Prob.: Wahrscheinlichkeit, Std.err: Standardfehler, PlainMC: einfache Monte
Carlo Simulation, I.S.: Importance Sampling.)
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Bild 4.4–a: Erstu¨berschreitenswahrscheinlichkeit u¨ber der Schranke fu¨r a = 3, p = 1;5.
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Bild 4.4–b: Erstu¨berschreitenswahrscheinlichkeit u¨ber der Schranke fu¨r a = 50,
p = 1;5.
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Bild 4.4–c: Leistungsspektrum der Strukturantwort.
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Bild 4.4–d: Mittelwerte und Standardabweichungen der zufa¨lligen Amplituden im 2. Si-
mulationslauf.
DISSERTATION VEIT BAYER 96
4 EIN IMPORTANCE SAMPLING – VERFAHREN FU¨R DIE SIMULATION VON ZUFALLSPROZESSEN
4.4 TESTBEISPIELE ZU DEN ABSCHNITTEN 4.2 UND 4.3
97
Bild 4.5: Ausgewa¨hlte Ergebnisse fu¨r Beispiel 2, konservativ nichtlineares System
(k0 = 30:0  106N=m, k1 = 0), berechnet mit Spectral Importance Sampling. (Prob.:
Wahrscheinlichkeit, Std.err: Standardfehler, PlainMC: einfache Monte Carlo Simula-
tion, I.S.: Importance Sampling.)
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Bild 4.5–a: Erstu¨berschreitenswahrscheinlichkeit u¨ber der Schranke fu¨r a = 10, p = 1.
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Bild 4.5–b: Erstu¨berschreitenswahrscheinlichkeit u¨ber der Schranke fu¨r a = 1, p = 1.
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Bild 4.5–c: Leistungsspektrum der Strukturantwort.
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Bild 4.5–d: Mittelwerte und Standardabweichungen der zufa¨lligen Amplituden im 2. Si-
mulationslauf.
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Bild 4.6: Ausgewa¨hlte Ergebnisse fu¨r Beispiel 3, hysteretisches System, berechnet mit
Spectral Importance Sampling. (Prob.: Wahrscheinlichkeit, Std.err: Standardfehler,
PlainMC: einfache Monte Carlo Simulation, I.S.: Importance Sampling.)
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Bild 4.6–a: Erstu¨berschreitenswahrscheinlichkeit u¨ber der Schranke fu¨r a = 50, p = 1.
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Bild 4.6–b: Erstu¨berschreitenswahrscheinlichkeit u¨ber der Schranke fu¨r a = 10, p = 1.
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Bild 4.6–c: ”Leistungsspektrum“ der Strukturantwort.
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Bild 4.6–d: Mittelwerte und Standardabweichungen der zufa¨lligen Amplituden im 2. Si-
mulationslauf.
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Bild 4.6–e: Verschiebungen (oben) und Hysterese (unten) einer Realisation der Struk-
turantwort.
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4.5 Zusammenfassende Beschreibung der
Vorgehensweise
Der Ablauf einer Zuverla¨ssigkeitsanalyse mit der in den vorigen Abschnitten entwickel-
ten Simulationsprozedur soll hier noch einmal zusammengefaßt werden. Sodann folgen
aufgrund der Erfahrungen mit den Testbeispielen einige Hinweise zur generellen Vorge-
hensweise und der Wahl der Parameter. Die Simulationsprozedur umfaßt die folgenden
Schritte (s. auch S. 60):
1. Bildung des mechanischen Modells und Festlegung des Grenzzustandskriteriums.
2. Festlegung des Leistungsspektrums der Erregung, Wahl der Trennfrequenz ωˆ und
des Frequenzschritts ∆ω fu¨r FFT. Die Festlegung dieser Parameter wird auch be-
stimmt von der gewu¨nschten La¨nge der Zeitreihe und dem Zeitschritt.
3. Definition der Parameter der Amplituden — sowohl deterministisch fu¨r das Simu-
lationsmodell nach Gl. (3.82) als auch als Zufallsvariablen fu¨r Modell Gl. (3.75).
Definition der zufa¨lligen Phasenwinkel, gleichverteilt im Intervall [ π ; π).
4. Erste ”Pilotsimulation“: Generierung zufa¨lliger Phasenwinkel. Stichprobenum-fang z.B. N = 100 200.
5. Fu¨r jede Realisation der Zufallsvariablen:
a. Generierung einer Zeitreihe nach Gl. (3.82) aus den (vorher deterministisch
festgelegten) Amplituden und Phasenwinkeln mit FFT.
b. Berechnung der Strukturantwort aus der Zeitreihe.
c. Berechnung des Leistungsspektrums, der Erstu¨berschreitenswahrscheinlich-
keiten und andere Auswertungen der Strukturantwort. Sukzessive Summie-
rung der Ergebnisse fu¨r die spa¨tere Mittelung erspart Speicherbedarf.
6. Beendigung der Auswertung durch die Rechenschritte, die nicht innerhalb der
Schleife (Punkt 5) durchgefu¨hrt werden ko¨nnen. (Im einfachsten Fall Division
durch N zur Bildung des arithmetischen Mittels.)
7. Auswahl der Frequenzen, fu¨r die zufa¨llige Amplituden eingefu¨hrt werden sollen
(Abschnitt 4.2).
8. Bestimmung der Parameter der Simulationsdichten der Amplituden (Abschn. 4.3).
9. Zweiter Simulationslauf: Generierung zufa¨lliger Amplituden mit Importance Samp-
ling und zufa¨lliger Phasenwinkel, mit gro¨ßerem Stichprobenumfang (siehe Bei-
spiele im vorigen Abschnitt und in Kapitel 5).
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10. Wiederholung der Punkte 5 und 6. Dabei Generierung der Zeitreihen nach
Gl. (3.75). Vor der Summation sind die Ergebnisse mit den jeweiligen Import-
ance Sampling – Gewichten f=h, Gl. (2.13), zu multiplizieren.
11. Abschließende Auswertungen und Ausgabe der Ergebnisse.
Die Sicherheitsbeurteilung eines nichtlinearen Systems unter stochastischer Erre-
gung ist eine komplexe Aufgabe, deren Lo¨sung nicht als ”black box“ angewendet wer-den kann. Als Vorstudie zur eigentlichen Anwendung sollte ein einfaches Beispiel mit
a¨hnlichem Systemverhalten untersucht werden, das geringen Rechenaufwand erfordert,
z.B. ein Einmassenschwinger. Das dritte, hysteretische Testbeispiel in diesem Kapitel
(s. S. 90) dient in diesem Sinne als Vorstudie zu den Untersuchungen in Kapitel 5. Fu¨r
weitere Kalibrierungen sollte die Antwort der untersuchten Struktur selbst betrachtet
werden. Die erste, sogenannte Pilotsimulation ist vom Aufwand her niedriger als die
zweite Simulation und es ist daher vertretbar, sie ggf. mit verschiedenen Parametern zu
wiederholen.
Anhand der Vorstudien ko¨nnen die Simulationsparameter fu¨r die Anwendung fest-
gelegt werden. Die Wahl des in der Simulation beru¨cksichtigten Frequenzbereichs be-
einflußt nicht nur die La¨nge der generierten Zeitreihe, sondern auch die Darstellung des
Erregungsprozesses. Die Zeitreihen sollten genu¨gend lang sein, um einen stationa¨ren
Zustand der Systemantwort zu erreichen. Abschnitt 3.5 gibt daru¨ber hinaus Anhalts-
punkte zur Darstellung des Erregungsprozesses. Etwa 50 bis 100 Frequenzen zur Dis-
kretisierung des simulierten Frequenzbereichs sind zu empfehlen. In der Simulation
sollen die Frequenzbereiche angeregt werden, die den wesentlichen Anteil zur Varianz
der Systemantwort beitragen. Auch nach diesem Kriterium ist die obere Trennfrequenz
der Erregung festzulegen.
Fu¨r die Auswahl und Adaption der zufa¨lligen Amplituden gibt es keine eindeutigen
Kriterien, aber Erfahrungswerte aus den Testbeispielen. Da die Zufallszahlen vor der
Strukturanalyse generiert werden, ko¨nnen die Parameter ohne großen Aufwand leicht
kalibriert werden, wenn das Leistungsspektrum der Antwort einmal vorliegt. Fu¨r die
beiden konservativ–nichtlinearen Systeme (Beispiele Eins und Zwei) ist es optimal,
wenn durch das Auswahlverfahren mit einigen wenigen Variablen die Bereiche um
die signifikanten Spitzen des Spektrums herum erfaßt werden. Fu¨r das hysteretische
System empfiehlt sich keine Reduzierung der Dimension, stattdessen sollten fu¨r alle
beru¨cksichtigten Frequenzba¨nder zufa¨llige Amplituden eingefu¨hrt werden. Nach einer
Generierung der Zufallszahlen ist es mo¨glich, eine Statistik u¨ber die Importance Samp-
ling – Gewichte f=h nach Gl. (2.13) zu ermitteln. Ihr Mittelwert sollte nahe Eins sein
(10%). Optimale Ergebnisse werden erzielt, wenn ihr Variationskoeffizient etwa bei
Drei liegt. Nach diesem Kriterium ist der Faktor p der Gln. (4.2) ff. einzustellen.
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4.6 Directional Sampling
Das varianzmindernde Simulationsverfahren des Directional Sampling, vgl. Abschnitt
2.9, wird hier auf die spektrale Darstellung von Zufallsprozessen angewendet und auch
mit dem Spectral Importance Sampling, Abschnitt 4.3 kombiniert.
Fu¨r die Darstellung des Prozesses wird die Formel nach Gl. (3.74) gewa¨hlt. Bei die-
sem Modell sind alle Zufallsvariablen Amplituden der Reihenentwicklung, nur fu¨r diese
ist der beim Directional Sampling notwendige Inkrementierungsalgorithmus sinnvoll.
Eine Auswahl der Variablen wie in Abschnitt 4.2 erfolgt hier nicht. In den bisheri-
gen Testbeispielen wurde die Erstu¨berschreitenswahrscheinlichkeit u¨ber der Schranke
xˆ aufgetragen. Fu¨r die Vergleichbarkeit der Ergebnisse erfolgt hier keine Iteration zu
einem bestimmten Grenzzustand, d.h. eine bestimmte Schranke. Stattdessen werden
die simulierten und anschließend normierten Zufallsvektoren in bestimmten Schritten
gesteigert und fu¨r jede Steigerungsstufe werden die U¨berschreitungen u¨ber verschiede-
ne Schranken xˆ abgefragt. Die folgende Beschreibung des Ablaufs — zuna¨chst ohne
zusa¨tzliches Importance Sampling — soll die Unterschiede zum ”konventionellen“ Si-mulationsverfahren, vgl. S. 102 verdeutlichen:
1. Simulation der Amplituden als unabha¨ngige, standardnormal verteilte Zufallsva-
riablen.
2. Normierung der so simulierten Zufallsvektoren auf eine bestimmte La¨nge, die
auch der Schrittweite s der Inkrementierung entspricht (Das muß nicht die Ein-
heitsla¨nge sein, andernfalls sind aber zusa¨tzliche Skalierungen der Ergebnisse
notwendig, s.u.).
3. Fu¨r jede Realisation der Zufallsvektoren: Inkrementierung des Vektors mit einer
bestimmten Schrittweite s.
4. Fu¨r jedes Inkrement: Generierung der Zeitreihe mittels FFT entspr. Gl. (3.74),
Berechnung der Systemantwort. Auswertungen:
a. Berechnung der zum jeweiligen Inkrement geho¨rigen bedingten Versagens-
wahrscheinlichkeit, Gl. (2.67) ff. (siehe auch nachfolgende Erla¨uterungen
zum Importance Sampling).
b. Abfrage der U¨berschreitung u¨ber verschiedene Schranken xˆ. Bei U¨ber-
schreitung: Abspeicherung der bedingten Versagenswahrscheinlichkeit, zu-
geordnet zur jeweiligen Schranke xˆ. Ist eine U¨berschreitung in einem vor-
herigen Inkrement bereits festgestellt worden, darf dieser Schritt nicht wie-
derholt werden.
c. Berechnung der Dichtefunktion des Radius zum aktuellen Inkrement
fR(r) =
21 nr2n 1
Γ(n)
exp

 
r2
2

(4.5)
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Hierin ist die n die Zahl der Summanden in Gl. (3.74) und damit die Ha¨lfte
der Zahl der Zufallsvariablen.
d. Scha¨tzung z.B. von Periodogramm und Verteilung, s. Abschnitt 3.4. Solche
Ergebnisse sind mit mit fR(r)  s zu skalieren.
5. Wiederholung ab 4, bis eine vorher festgelegte maximale Schranke einmal im
betrachteten Zeitintervall erreicht oder u¨berschritten wurde.
6. Wiederholung ab 3 fu¨r jede Realisation der Zufallsvektoren.
7. Bildung des arithmetischen Mittels der Ergebnisse aus der gesamten Stichprobe.
Die gleichma¨ßige Inkrementierung der Richtungsvektoren, anstelle einer genauen Aus-
iterierung eines vorgegebenen Grenzzustands, erlaubt einerseits eine Vergleichbarkeit
mit den bisherigen Berechnungen mit anderen Verfahren und einen reduzierten Re-
chenzeitbedarf. Andererseits fu¨hrt sie stets zu einer Unterscha¨tzung der bedingten Ver-
sagenswahrscheinlichkeiten. Wird fu¨r das i-te Inkrement des Vektors der Amplituden,
in Anlehnung an die Nomenklatur in Abschnitt 2.9 mit dem Radius ri bezeichnet, Ver-
sagen festgestellt, aber noch nicht fu¨r das Inkrement ri 1, dann liegt der tatsa¨chliche
Grenzzustand im Intervall r 2 (ri 1; ri]. Bei dieser Betrachtung wird davon ausgegan-
gen, daß der Grenzzustand in jeder Richtung eindeutig ist, was auch eine Voraussetzung
des Directional Sampling ist. Der Fehler ist maximal, wenn r sehr nah an ri 1 liegt und
ist vernachla¨ssigbar, wenn r  ri. Davon ausgehend, daß im Mittel r in der Mitte des
Intervalls liegt, wird dieser Wert zur Berechnung der bedingten Versagenswahrschein-
lichkeiten herangezogen: PF ja = 1 χ22n((ri 1 + ri)2=4).
Fu¨r jede Realisation des Zufallsvektors muß in jedem Inkrement eine dynamische
Strukturanalyse durchgefu¨hrt werden. Der Rechenzeitbedarf wird als anna¨hernd pro-
portional der Zahl der Strukturanalysen angenommen. Deshalb ist fu¨r den Vergleich
der Effizienz mit anderen Verfahren hier das Produkt aus dem Stichprobenumfang und
der notwendigen Zahl der Inkremente, um eine bestimmte Schranke xˆ zu erreichen, zu
betrachten. Die Schrittweite s beeinflußt sowohl den Aufwand als auch die Genauig-
keit der Ergebnisse. Dieser Aspekt wird in den Testbeispielen des folgenden Abschnitts
betrachtet.
Directional Sampling ist nur im Raum standardnormal verteilter Variablen gu¨ltig.
Die oben beschriebene Prozedur erfordert keine weiteren Transformationen. Fu¨r Im-
portance Sampling ist es vorteilhaft, die zufa¨lligen Amplituden mit einer Standard-
abweichung σk entsprechend Gl. (3.74) zu definieren, so daß bei der Summation der
Faktor σk entfa¨llt. Dann ist aber in Schritt 4 vor der Generierung der Zeitreihe eine
Transformation der Amplituden notwendig.
Das Importance Sampling – Verfahren ist analog Abschnitt 4.3. Wiederum werden
nach einer ersten Simulation das Leistungsspektrum der Systemantwort ermittelt und
damit die Anpassung der Simulationsvariablen fu¨r den zweiten Lauf vorgenommen.
Hier werden lediglich die Standardabweichungen bzw. Faktoren σk adaptiert, wie in
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Gl. (4.3), nicht die Mittelwerte. Die Berechnung des Mittels der Stichprobe fu¨r die ver-
schiedenen Auswertungen (Schritt 7 der Prozedur) muß wie bei Importance Sampling
u¨blich analog Gl. (2.13) mit dem Verha¨ltnis der Original- zur Simulationsdichtefunktion
gewichtet werden.
4.7 Testbeispiele zum Directional Sampling
Die Leistungsfa¨higkeit des Directional Importance Sampling – Verfahrens soll eben-
falls getestet und mit der einfachen Monte Carlo Simulation wie auch dem Spectral
Importance Sampling verglichen werden. Es wurden wiederum die drei Testbeispiele
aus den Abschnitten 3.5 und 4.4 angewendet, mit den dort angegebenen Parametern
der mechanischen Systeme und Erregungsprozesse. Der Stichprobenumfang im ersten
Simulationslauf — Directional Sampling mit gleichverteilten Richtungsvektoren — ist
N1 = 20, im zweiten Lauf — in Verbindung mit Importance Sampling — ist N2 = 100.
Wichtig fu¨r den Vergleich der verschiedenen Verfahren ist die Beurteilung des Rechen-
zeitbedarfs. Deshalb wurde die Steigerung jedes simulierten Einheitsvektors solange
durchgefu¨hrt, bis eine maximale Verschiebung xˆ, die dem maximalen Wert der jewei-
ligen Referenzsimulation entspricht, einmal erreicht wurde. Es kann beim Directio-
nal Sampling durchaus vorkommen, daß der jeweilige Standardfehler zu dieser maxi-
malen Verschiebung nicht 100% entspricht, das Ergebnis also eine ho¨here Konfidenz
als die Referenzlo¨sung an dieser Stelle aufweist. Die Anzahl der hierfu¨r notwendigen
Inkremente wurde u¨ber das Ensemble gemittelt. Das Maß fu¨r den Rechenzeitbedarf
entspricht also dem Stichprobenumfang multipliziert mit der mittleren Anzahl an In-
krementen. Die notwendige Zahl der Steigerungsstufen wird stark beeinflußt von der
Gro¨ße des Intervalls, d.h. der La¨nge des simulierten Richtungsvektors, die nicht unbe-
dingt gleich Eins sein muß. Deshalb wurden in dieser Studie die Richtungsvektoren vor
Beginn der Inkrementierungsschleife skaliert. Es wurden folgende Parameter variiert:
Skalierung der Richtungsvektoren s = 0;5 ; 1 ; 1;5 ; 2 ; 3;
Erho¨hungsfaktor in Gln. (4.2) ff. p = 0 ; 0;5 ; 1 ; 1;5 ; 2:
Es wurden auch hier die Erstu¨berschreitenswahrscheinlichkeiten ausgewertet wie in Ab-
schnitt 4.4 erla¨utert. In den Bildern 4.7 ff. sind dargestellt: Die auf das Zeitintervall T
bezogene Erstu¨berschreitenswahrscheinlichkeit u¨ber der Schranke xˆ, jeweils ein Bei-
spiel mit guter und mit schlechter U¨bereinstimmung mit der Referenzsimulation, das
Leistungsspektrum der Strukturantwort und die im 2. Simulationslauf angepaßten Stan-
dardabweichungen. Da keine Auswahl der Amplituden vorgenommen wird, erstreckt
sich die Darstellung der Standardabweichungen u¨ber den gesamten Frequenzbereich.
Die Mittelwerte der Amplituden bleiben unvera¨ndert gleich Null.
Die Anwendung des Directional Sampling – Verfahrens auf Beispiel 1 ist durchaus
erfolgreich. Es ist mo¨glich, die Vektoren u¨ber die mit einfacher Monte Carlo Simu-
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lation erreichten Werte hinaus bis in Bereiche extrem kleiner Wahrscheinlichkeiten zu
steigern. Die Kurven der Erstu¨berschreitenswahrscheinlichkeiten fluktuieren stark, und
zwar um so mehr, je gro¨ßer das Inkrement s ist. Umgekehrt verbessert ein feineres In-
krement das Ergebnis, das bedeutet, daß man auf einen bestimmten Grenzzustand hin
genau ausiterieren kann. Die notwendige Anzahl der Inkremente, um die gro¨ßte vor-
gegebene Verschiebung einmal im betrachteten Zeitintervall zu erreichen, nimmt bei
gleichem Erho¨hungsfaktor p mit der Gro¨ße des Inkrements ungefa¨hr linear zu. Das in
Bild 4.7–b dargestellte Ergebnis fu¨r p = 1, s = 2 entspricht vom Rechenaufwand un-
gefa¨hr den Berechnungen in Abschnitt 4.4, die mittlere Anzahl an Inkrementierungen
ist hier gleich 12. Das Ergebnis fu¨r s = 0:5 ist qualitativ sehr gut, aber es beno¨tigte etwa
den vierfachen Aufwand.
Die Tatsache, daß in Beispiel 2 die Reststeifigkeit gleich Null ist, bereitet hier
Schwierigkeiten. Der Erho¨hungsfaktor p darf nicht zu hoch gewa¨hlt werden. Bild 4.8–
a zeigt fu¨r p = 1 und s = 0;5 ein akzeptables Ergebnis. Dagegen folgt die Kurve der
Erstu¨berschreitenswahrscheinlichkeiten fu¨r s = 1 einem grundsa¨tzlich anderen Trend,
was ohne Vorhandensein einer Referenzlo¨sung nicht erkennbar ist. Dieser Parameter-
satz ist damit zu verwerfen.
Auch bei Beispiel 3 ist das Directional Sampling nicht erfolgreich. Wa¨hrend mit
p = 0 — das entspricht der Simulation gleichverteilter Richtungsvektoren ohne zusa¨tz-
liches Importance Sampling — ein akzeptables Ergebnis erzielt wird, ko¨nnen die Kur-
ven in anderen Fa¨llen einen grundsa¨tzlich anderen Verlauf als Referenzlo¨sung nehmen.
Bild 4.9 zeigt ausgewa¨hlte Ergebnisse.
Das Directional Importance Sampling, so zeigen die Ergebnisse, ist fu¨r die Anwen-
dung auf stark nichtlineare Systeme wie in den Beispielen 2 und 3 als nicht geeignet an-
zusehen. Nach Verbesserungsmo¨glichkeiten sollte weiter gesucht werden. Dagegen ist
es mo¨glich, bei schwach nichtlinearen Systemen extrem kleine Erstu¨berschreitenswahr-
scheinlichkeiten sogar bis in Gro¨ßenordnungen von 10 10 zu berechnen. Hier du¨rfte
das Verfahren auch vom Aufwand her konkurrenzfa¨hig zur ”konventionellen“ Simula-tion sein.
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Bild 4.7: Ausgewa¨hlte Ergebnisse fu¨r Beispiel 1, konservativ nichtlineares System
(k0 = 30:0 106N=m, k1 = 54:0 106N=m), berechnet mit Directional Importance Samp-
ling. (Prob.: Wahrscheinlichkeit, Std.err: Standardfehler, PlainMC: einfache Monte
Carlo Simulation, Dir.I.S.: Directional Importance Sampling.)
 0.0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1.0E-1
1E-15
1E-10
1E-5
1E0
Bsp.1, Dir, s=0.5, p=1 Prob., Plain MC
Std.err., PlainMC
Prob., Dir.I.S.
Std.err.,Dir.I.S.P(f)
x [m]
Bild 4.7–a: Erstu¨berschreitenswahrscheinlichkeit u¨ber der Schranke fu¨r s = 0;5, p = 1.
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Bsp.1, Dir, s=2, p=1 Prob., Plain MC
Std.err., PlainMC
Prob., Dir.I.S.
Std.err.,Dir.I.S.P(f)
x [m]
Bild 4.7–b: Erstu¨berschreitenswahrscheinlichkeit u¨ber der Schranke fu¨r s = 2, p = 1.
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Bsp.1, Dir, s=0.5, p=1 Plain MC
Dir.I.S.
Std.err., Dir.I.S.
[rad/s]
Bild 4.7–c: Leistungsspektrum der Strukturantwort.
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Bsp.1, Dir, s=0.5, p=1 Std.abw.
[rad/s]
Bild 4.7–d: Mittelwerte und Standardabweichungen der zufa¨lligen Amplituden im 2. Si-
mulationslauf.
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Bild 4.8: Ausgewa¨hlte Ergebnisse fu¨r Beispiel 2, konservativ nichtlineares System
(k0 = 30:0 106N=m, k1 = 0), berechnet mit Directional Importance Sampling. (Prob.:
Wahrscheinlichkeit, Std.err: Standardfehler, PlainMC: einfache Monte Carlo Simula-
tion, Dir.I.S.: Directional Importance Sampling.)
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Bsp.2, Dir, s=0.5, p=1 Prob., Plain MC
Std.err., PlainMC
Prob., Dir.I.S.
Std.err.,Dir.I.S.P(f)
x [m]
Bild 4.8–a: Erstu¨berschreitenswahrscheinlichkeit u¨ber der Schranke fu¨r s = 0;5, p = 1.
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Bsp.2, Dir, s=1, p=1 Prob., Plain MC
Std.err., PlainMC
Prob., Dir.I.S.
Std.err.,Dir.I.S.P(f)
x [m]
Bild 4.8–b: Erstu¨berschreitenswahrscheinlichkeit u¨ber der Schranke fu¨r s = 1, p = 1.
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Bild 4.8–c: Leistungsspektrum der Strukturantwort.
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Bild 4.8–d: Mittelwerte und Standardabweichungen der zufa¨lligen Amplituden im 2. Si-
mulationslauf.
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Bild 4.9: Ausgewa¨hlte Ergebnisse fu¨r Beispiel 3, hysteretisches System, berechnet
mit Directional Importance Sampling. (Prob.: Wahrscheinlichkeit, Std.err: Standard-
fehler, PlainMC: einfache Monte Carlo Simulation, Dir.I.S.: Directional Importance
Sampling.)
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Bsp.3, Dir, s=1.5, p=0 Prob., Plain MC
Std.err., PlainMC
Prob., Dir.I.S.
Std.err.,Dir.I.S.P(f)
x [m]
Bild 4.9–a: Erstu¨berschreitenswahrscheinlichkeit u¨ber der Schranke fu¨r s = 1;5, p = 0.
 0.0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1.0E-1
1E-15
1E-10
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1E0
Bsp.3, Dir, s=1.5, p=0.5 Prob., Plain MC
Std.err., PlainMC
Prob., Dir.I.S.
Std.err.,Dir.I.S.P(f)
x [m]
Bild 4.9–b: Erstu¨berschreitenswahrscheinlichkeit u¨ber der Schranke fu¨r s = 1;5,
p = 0;5.
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Bsp.3, Dir, s=1.5, p=0 Plain MC
Dir.I.S.
Std.err., Dir.I.S.
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Bild 4.9–c: ”Leistungsspektrum“ der Strukturantwort.
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Bsp.3, Dir, s=1.5, p=0.5 Std.abw.
[rad/s]
Bild 4.9–d: Mittelwerte und Standardabweichungen der zufa¨lligen Amplituden im 2. Si-
mulationslauf.
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Anwendungsbeispiel
5.1 Problemstellung
In diesem Kapitel soll eine Sicherheitsbeurteilung einer Eisenbahnbru¨cke unter Erd-
bebenbelastung durchgefu¨hrt werden. Eine Eisenbahnbru¨cke ist Bestandteil zentraler
Verkehrswege und soll so konstruiert sein, daß sie nach einem Starkbeben mit einer
vorgegebenen Wahrscheinlichkeit noch in einem gebrauchsfa¨higen Zustand ist.
Das betrachtete Beispiel einer Eisenbahnbru¨cke ist einer Vero¨ffentlichung von Dor-
ka et al. [22] entnommen. Das statische System des Bru¨ckenu¨berbaus ist ein Drei-
feldtra¨ger, dessen Feldweiten jeweils 50m betragen. Der Querschnitt ist Bild 5.1 zu ent-
nehmen; es wurden vereinfachend konstante Plattendicken angenommen. Die transien-
te Belastung ist ein ”ku¨nstliches“ Erdbeben, dessen Intensita¨t und spektrale Dichte demErdbeben von Kobe, Japan im Jahre 1995 a¨hnlich sind. Die Dauer der Lasteinwirkung
entspricht ungefa¨hr der Starkbebenphase. Die Stu¨tzenquerschnitte sind im Modell, vgl.
Abschnitt 5.3, nur u¨ber Fla¨chenmomente definiert. Soll die Gebrauchsfa¨higkeit des Be-
tonbauwerkes ohne zusa¨tzliche Reparaturen erhalten bleiben, kann als Grenzzustand die
Elastizita¨tsgrenze angesehen werden. Deshalb wird als Versagenskriterium eine Ver-
schiebung des Stu¨tzenkopfes angenommen, die aus der gescha¨tzten elastischen Rotati-
onskapazita¨t des Querschnitts abgeleitet ist. Die Erstu¨berschreitenswahrscheinlichkeit
u¨ber diese Verschiebung ist zu ermitteln. Die Ertu¨chtigung der Konstruktion fu¨r Erd-
beben geschieht durch Einsatz sogenannter Hysteretic Devices (HYDEs), deren Funk-
tionsweise im folgenden skizziert und in Abschnitt 5.2 detailliert beschrieben ist. Eine
Sicherheitsbeurteilung soll zeigen, mit welcher Wahrscheinlichkeit das Versagen ein-
tritt Außerdem sollen die zu erwartenden Relativverschiebungen zwischen Stu¨tze und
U¨berbau ermittelt werden. Fu¨r die Sicherheitsbeurteilung wird das in den Abschnitten
4.2 bis 4.5 entwickelte Spectral Importance Sampling Verfahren verwendet.
Die Sicherheit der Bru¨ckenkonstruktion gegenu¨ber Erdbeben soll durch Kontrolle
ihres dynamischen Verhaltens gewa¨hrleistet werden. Dies geschieht durch sogenannte
aktive oder passive Kontrolle. Erstere ist ein System, welches externe Energiezufuhr
beno¨tigt, im Gegensatz zum passiven System. Zwei weit verbreitete passive Kontroll-
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Bild 5.1: Skizze der untersuchten Bru¨cke, aus [20].
systeme sind die Base Isolation und das Seismic Link. Beide Maßnahmen zielen darauf
ab, im Geba¨ude kontrollierte Bewegungsmo¨glichkeiten zu schaffen und so die Schnitt-
gro¨ßen, die ansonsten infolge Bewegungsbehinderung entstehen, zu reduzieren. Gleich-
zeitig soll durch die Bewegung Energie dissipiert werden, z.B. durch plastisches Mate-
rialverhalten der Verbindungsglieder oder durch Reibung, um die Verformungen zu be-
grenzen. Base Isolation bedeutet, Fundament und Bauwerk zu entkoppeln. Hierfu¨r wer-
den elastische Lager oder Lager mit plastischem Materialverhalten eingesetzt. Seismic
Link bedeutet die Schaffung von Bewegungsmo¨glichkeiten innerhalb des Bauwerks.
Die angrenzenden prima¨ren Bauteile sollten relativ steif sein, in der Bewegungsfuge
werden Hysteretic Devices eingesetzt. Dadurch wird einerseits erreicht, daß die Schnitt-
gro¨ßen in der Bewegungsfuge einen zula¨ssigen Wert nicht u¨berschreiten, andererseits
nehmen die Verschiebungen durch die Energiedissipation der HYDEs wesentlich klei-
nere Werte an als bei Verwendung elastischer Lager. Weitere untergeordnete Bauteile
sollten relativ weich konstruiert werden, um die Lasten zu verteilen und die Wirkungs-
weise des Seismic Links nicht zu beeintra¨chtigen. Eine detailliertere Diskussion der
verschiedenen Konstruktionsprinzipien findet sich bei Dorka [21]. Als Ort des Seismic
Links bietet sich bei der Bru¨cke die Verbindung von Stu¨tze und U¨berbau an. Hier wer-
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den sowohl Elastomerlager eingesetzt, um die vertikalen Lasten weiterzuleiten, als auch
HYDEs, die auf Basis der trockenen Reibung arbeiten.
5.2 Hysteretic Devices
Ein Hysteretic Device, welches das Pha¨nomen der trockenen Reibung ausnutzt, wurde
von Dorka [19, 20] entwickelt. Es besteht aus einem Grundelement mit mehreren mas-
siven zylinderfo¨rmigen Bronzestiften, die in einer Fu¨hrungsplatte aus Stahl eingelassen
sind. Die abgerundeten Enden der Bronzezylinder stehen auf den ebenfalls sta¨hlernen
Reibplatten.
In einer Konstruktionsvariante ist dieses Grundelement in ein Geha¨use eingelassen,
welches aus zwei ineinandergreifenden Zylindern besteht. Die Fu¨hrungsplatten mit den
Bronzestiften sind am inneren Zylinder befestigt, die Reibplatten am a¨ußeren Zylinder.
So ist eine Relativverschiebung zwischen Bronzestift und Reibplatte mo¨glich. Mehrere
Lagen des Grundelements ko¨nnen u¨bereinander angeordnet werden. Durch einen Bol-
zen wird die Normalkraft auf die Kontaktfla¨che aktiviert. Damit ist die Reibungskraft
nicht von a¨ußeren Lasten abha¨ngig, sondern nur von der Bewegung in der Ebene par-
allel zur Reibfla¨che. Durch die Anzahl der Bronzestifte, die Vorspannkraft im Bolzen
und durch die Materialwahl kann das dynamische Verhalten des Reibgera¨ts eingestellt
werden.
In einer anderen Variante, die bei Bru¨ckenbauten eingesetzt wird, wird die Nor-
malkraft auf andere Weise aktiviert. Die Hysteretic Device ist wie erwa¨hnt zwischen
Stu¨tze und Bru¨ckenu¨berbau angeordnet. Das Eigengewicht des U¨berbaus wird quasi
als Widerlager ausgenutzt, durch Gasdruck werden die Bronzestifte und Stahlfa¨chen
gegeneinander gepreßt und so die Normalkraft eingestellt. Ist nach einem Erdbebener-
eignis eine bleibende Verschiebung vorhanden, kann durch Nachlassen des Gasdrucks
das Reibelement deaktiviert werden, so daß sich der U¨berbau infolge der elastischen
Ru¨ckstellkraft in seine Ausgangslage zuru¨ck bewegt. Erneutes Aufbringen des Gas-
drucks aktiviert anschließend das Reibelement wieder. Bild 5.2 zeigt stellt diese spezi-
elle Konstruktionsvariante dar.
Unter transienter Belastung ergibt sich im Kraft – Verschiebungs – Diagramm ei-
ne typische Hystereseschleife. Das Gera¨t ist relativ steif im linear–elastischen Zu-
stand. Ist die Reibungskraft u¨berwunden, gleiten die Bronzestifte auf der Reibplatte bei
anna¨hernd konstanter Schnittkraft. Die Abrundung der Kontaktfla¨chen bewirkt einen
fließenden U¨bergang zwischen elastischem Verhalten und Gleiten. Fu¨r die Berechnun-
gen mit SLang [42] wurde das Finite Element des Typs UHYDE2 implementiert, das in
Anhang C wird.
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Bild 5.2: Prinzipskizze des Hysteretic Device in einer Bru¨cke.
5.3 Modellbildung und Berechnung
Neben einem effizienten Simulationsverfahren ist auch bei der Modellierung der zu un-
tersuchenden Struktur beziehungsweise beim Lo¨sungsverfahren auf die Rechenzeit zu
achten. Dabei ha¨ngt die berechnete Versagenswahrscheinlichkeit auch vom zugrunde
gelegten mechanischen Modell ab. Deshalb ist ein Kompromiß zwischen akzeptabler
Rechenzeit und hinreichender Genauigkeit des Ergebnisses zu finden. Insbesondere
ist die Konvergenz der Berechnung im nichtlinearen Bereich sicherzustellen. Es wur-
den mehrere Varianten des Finite Elemente – Modells mit verschiedenen Elementtypen,
Diskretisierungen und Lo¨sungsverfahren (u.a. kamen statische Kondensation zur Redu-
zierung der Gro¨ße der Systemmatrizen, explizite Verfahren und Zeitschrittintegration
nach Newmark zur Berechnung der transienten Strukturantwort zur Anwendung) er-
stellt und hinsichtlich Rechenzeit und Genauigkeit verglichen. Das fu¨r die Zuverla¨ssig-
keitsuntersuchungen verwendete Finite Elemente – Modell der Bru¨cke ist in Bild 5.3
dargestellt. Fu¨r den Bru¨ckenu¨berbau wurden Elemente vom Typ SHELL3N verwen-
det, fu¨r die Stu¨tzen BEAM3D (s. Dokumentation des Programms SLang [42]). Die
Stu¨tzenfu¨ße sind fest eingespannt. Die Belastung des Bauwerks ist eine Bodenbeschleu-
nigung, die in horizontaler Richtung quer zur Bru¨cke wirkt. Zeitliche Verschiebungen
der Belastung aufgrund ra¨umlicher Wellenausbreitung wurden nicht betrachtet. We-
gen dieser Art der Belastung und der Symmetrie des Bauwerks ist es mo¨glich, nur die
Ha¨lfte der Bru¨cke zu modellieren und entsprechende Symmetrie – Randbedingungen
einzufu¨hren. Die Stu¨tzen sind T-fo¨rmig ausgebildet. Zwischen dem mittleren Knoten
der Stu¨tzenko¨pfe und dem jeweils gegenu¨berliegenden Knoten des U¨berbaus wurden
UHYDE2 – Elemente angeordnet, deren Reibfla¨che horizontal ist. Zwischen den a¨uße-
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Bild 5.3: Finite Elemente Modell der halben Bru¨cke: Seitenansicht (links oben), Auf-
sicht (links unten) und Querschnitt (rechts).
ren Knoten der Stu¨tzenko¨pfe und dem U¨berbau befinden sich vertikal ausgerichtete
Federelemente (Typ SPRING TRANS) mit willku¨rlicher, hoher Steifigkeit, um Singu-
larita¨t der Systemsteifigkeitsmatrix zu vermeiden; fu¨r den Lastabtrag sind sie nicht von
Bedeutung. Das so erstellte Finite Elemente Modell besitzt 186 Freiheitsgrade.
Die Parameter des UHYDE2 – Elementes sind
k = 5 108N=m ; qy = 0;019m ; qp = 0;02m ; α = 0;006
Die Reststeifigkeit αk entspricht der horizontalen Steifigkeit von zusa¨tzlich angeordne-
teten Elastomerlagern. Eine lineare Berechnung ohne Reibungsda¨mpfer, nur mit Ela-
stomerlagern wurde zum Vergleich ebenfalls angestellt.
Die Bodenbeschleunigung B(t) wird modelliert als ein stationa¨rer Zufallsprozeß mit
einem Leistungsspektrum entsprechend dem Kanai – Tajimi – Modell mit Korrektur im
niederfrequenten Bereich (vgl. [50], [15]).
gBB(ω) = A 
1+4ξ2g(ω=ωg)2
(1  (ω=ωg)2)2+4ξ2g(ω=ωg)2

(ω=ω1)4
(1  (ω=ω1)2)2+4ξ21(ω=ω1)2
(5.1)
Mit den Parametern ξ1 = ξg = 0;5, ω1 = 3;0rad=s, ωg = 7;0rad=s und A= 0;033m2=s3
entspricht dieses ku¨nstliche Spektrum in Frequenzzusammensetzung und Varianz in et-
wa einem gemessenen Zeitschrieb des Erdbebens von Kobe, Japan, 1995. In Bild 5.4
sind der Zeitschrieb der Beschleunigungen, dessen Leistungsspektrum und das Modell
nach Gl. (5.1) abgebildet. Die Maximalfrequenz des simulierten Spektrums ist ωˆ =
62;83rad=s=ˆ fˆ = 10Hz, es wurde eine Diskretisierung in 50 Frequenzba¨nder gewa¨hlt,
so daß ∆ω = 1;256 ist. Der Zeitschritt aus der inversen FFT ergibt sich zu ∆t = 0;05s.
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Bild 5.4: Gemessene Beschleunigungen des Erdbebens in Kobe, Japan, 1995, Nord –
Su¨d Richtung (links), Leistungsspektrum der gemessenen Beschleunigungen und des
Kanai – Tajimi Modells nach Gl. (5.1) (rechts).
Durch Verdoppelung der Zeitreihe, wie in Abschnitt 4.4 beschrieben, ist die gesamte
Einwirkungsdauer des Erdbebens T = 10s.
Aufgrund der Erfahrungen mit dem dritten Testbeispiel, Abschnitt 4.4, dessen dy-
namisches Verhalten dem UHYDE2 – Element a¨hnlich ist, wurde fu¨r die Zuverla¨ssig-
keitsuntersuchung das Spectral Importance Sampling – Verfahren gewa¨hlt. Im zweiten
Lauf wurden alle Amplituden als Zufallsvariablen eingefu¨hrt. Zur Simulation des far-
bigen Rauschens erwies es sich als numerisch gu¨nstiger, anstatt wie in Abschnitt 3.3.2
beschrieben, folgendermaßen vorzugehen: Es wird ein weißes Rauschen mit einem Lei-
stungsspektrum simuliert, das konstant gleich Eins ist. Hierfu¨r werden die Parameter
der zufa¨lligen Amplituden bestimmt und beim Importance Sampling adaptiert. Das
weiße Rauschen wird im Frequenzbereich gefiltert, d.h. die Realisationen der Amplitu-
den werden mit den entsprechenden Funktionswerten nach Gl. (5.1) multipliziert, erst
dann wird mit Hilfe inverser FFT die Zeitreihe der Erregung erzeugt. Nach einer Vorstu-
die, einer einfachen Monte Carlo – Simulation mit Stichprobenumfang N = 100, wurde
der Parameter p zur Adaption, vgl. Gln. 4:2 ff., so eingestellt, daß sich ein Variations-
koeffizient der Importance Sampling – Gewichte von etwa 3 ergibt. Das ist fu¨r p = 0;6
der Fall. Zusa¨tzlich wurden die Varianten p = 0;7 und 0;8 betrachtet.
Die Berechnung der transienten Strukturantwort erfolgte mit Zeitschrittintegration
nach Newmark [15] mit der Annahme konstanter Beschleunigung im Zeitschritt. In
jedem Zeitschritt wurde das Gleichgewicht durch modifizierte Newton – Raphson Ite-
ration hergestellt. Eine Anpassung des Zeitschritts verbessert das Konvergenzverhalten.
Die Bru¨cke soll nach einem Erdbebenereignis gebrauchsfa¨hig bleiben. Es wird da-
von ausgegangen, daß eine Beanspruchung der Betonbauteile u¨ber den elastischen Be-
reich hinaus, insbesondere bei zyklischer Belastung, zu einer unzula¨ssigen Scha¨digung
fu¨hrt. Als Grenzzustand wird eine Verschiebung der Stu¨tzenko¨pfe angenommen, die der
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gescha¨tzten elastischen Rotationskapazita¨t des Stu¨tzenfußes entspricht. Die maximal
zula¨ssige Verschiebung betra¨gt xˆ = 0;017m horizontal quer zur Bru¨cke. Ausgewertet
wurden die Verschiebungen sowohl der a¨ußeren als auch der inneren Stu¨tzenko¨pfe. Da
zu erwarten war, daß die innere Stu¨tze die gro¨ßeren Verschiebungen erfa¨hrt, wurde das
Leistungsspektrum der Verschiebung dieser Stu¨tze ermittelt und fu¨r die Adaption der
zufa¨lligen Amplituden beim Importance Sampling verwendet, s. Bild 5.7 auf Seite 125.
Daru¨ber hinaus wurden die Relativverschiebungen zwischen Stu¨tzen und U¨berbau aus-
gewertet. Sie du¨rfen vor allem aus wirtschaftlichen Gru¨nden nicht zu groß werden. Die
Grenze liegt hier bei ca. 0;3m.
Die Rechenzeit fu¨r eine Zeitreihe betra¨gt auf einer Hewlett Packard 9000/735 work-
station circa drei Minuten, auf einer SGI Power Challenge (unter Ausnutzung nur eines
R10000 Prozessors) etwa 1 Minute. Die Angaben sind nur Richtwerte, da sie bei einem
Mehrbenutzersystem von der Gesamtbelastung abha¨ngen. Um die gesamte Rechenzeit
weiter zu reduzieren, wurden die Berechnungen auf ein workstation – cluster verteilt
durchgefu¨hrt. Monte Carlo Methoden eignen sich insofern besonders fu¨r Parallelisie-
rung, als die einzelnen Stichproben voneinander unabha¨ngig sind. Erst zur statistischen
Auswertung — also z.B. zur Berechnung der Versagenswahrscheinlichkeit — mu¨ssen
alle Ergebnisse vorliegen. Nach Generierung einer Stichprobe der Eingangsgro¨ßen, hier
also der zufa¨lligen Amplituden und Phasenwinkel, wird die Stichprobe in genauso viele
Teile wie verwendete Rechner aufgeteilt und diese einzelnen Datensa¨tze auf verschiede-
ne Dateien geschrieben. Auf jedem beteiligten Rechner wird eine weitere SLang – Datei
gestartet. Dort werden alle Daten eingelesen, die Strukturanalyse durchgefu¨hrt und die
statistische Auswertung u¨ber den jeweiligen Teil der Stichprobe vorgenommen. Es wird
allerdings keine Mittelung u¨ber die Stichprobe vorgenommen (vgl. Abschnitt 3.4 zur
Auswertung), sondern nur summiert. Das erste SLang – Programm, das inzwischen auf
eine Warteschleife gesetzt wurde, liest danach alle Ergebnisse ein, vollendet die Aus-
wertung und gibt die Ergebnisse aus. Auf Unix ist diese Prozedur in Zusammenwirken
von SLang und dem Betriebssystem leicht realisierbar.
5.4 Diskussion der Ergebnisse
In diesem Abschnitt werden die im vorigen Abschnitt umrissenen Berechnungen noch
einmal angefu¨hrt und die Ergebnisse diskutiert.
Das oben beschriebene System mit nichtlinearen Da¨mpfungselementen wurde mit
verschiedenen Simulationsparametern berechnet. Die Stichproben umfaßten N = 100
bzw. N = 1000 Realisationen im ersten und zeiten Simulationslauf. Die Erho¨hungsfak-
toren fu¨r Spectral Importance Sampling im 2. Lauf waren p = 0;6; 0;7; 0;8. Um die
Reproduzierbarkeit der Ergebnisse zu zeigen, wurden fu¨r jeden Parameter mindestens
zwei Stichproben generiert und berechnet. Trotz des ho¨heren Aufwands ist das bei An-
wendungen grundsa¨tzlich empfehlenswert, um ein vertrauenswu¨rdiges Ergebnis zu er-
halten. Tatsa¨chlich erwies sich p = 0;6 als optimaler Erho¨hungsfaktor. In Bild 5.5 sind
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fu¨r p = 0;6 jeweils ein gutes und ein weniger gutes Ergebnis dargestellt. Als Referenz
sind auch die Ergebnisse einer einfachen Monte Carlo Simulation abgebildet. Dieser
Stichprobenumfang reicht aus, um Wahrscheinlichkeiten der Gro¨ßenordnung 10 3 mit
hinreichender Konfidenz zu scha¨tzen. Aufgetragen sind die Erstu¨berschreitenswahr-
scheinlichkeiten u¨ber der Schranke xˆ fu¨r die Verschiebung des inneren Stu¨tzenkopfs.
Wa¨hrend die obere Kurve einen recht glatten Verlauf zeigt, der sogar u¨ber den Wer-
tebereich der Referenz hinausgeht, ist in der unteren Abbildung bei xˆ = 4;8 10 2m der
erste Knick deutlich erkennbar. Bis zu dieser Stelle stimmen beide Kurven gut mit der
Referenzlo¨sung u¨berein. Die Standardfehler an dieser Stelle betragen 30% bzw. 55%.
p = 0;7 bringt keine wesentlich anderen Ergebnisse, bei p = 0;8 sind die Ergebnisse
instabil, d.h. die Kurven fluktuieren sta¨rker und sind schlecht reproduzierbar.
Die entsprechenden Darstellungen fu¨r die Relativverschiebung zwischen dem Kopf
der inneren Stu¨tze und dem Bru¨ckenu¨berbau finden sich in Bild 5.6. Durch den Knick
bei x = 0:12m ist die unten dargestellte Simulation zwar zu verwerfen, die Ergebnisse
bei xˆ= 0;165m liegen aber noch in der gleichen Gro¨ßenordnung. Hier ist der statistische
Fehler jeweils circa 30% .
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Bild 5.5: Erstu¨berschreitenswahrscheinlichkeiten der Verschiebung des inneren
Stu¨tzenkopfes u¨ber der Schranke xˆ. Ergebnisse von zwei Simulationen mit a = 50,
p = 0;6. (Prob.: Wahrscheinlichkeit, Std.err: Standardfehler, PlainMC: einfache
Monte Carlo Simulation, I.S.: Importance Sampling.)
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Bild 5.6: Erstu¨berschreitenswahrscheinlichkeiten der Relativverschiebung innere Stu¨tze
– U¨berbau u¨ber der Schranke xˆ. Ergebnisse von zwei Simulationen mit a = 50, p = 0;6.
(Prob.: Wahrscheinlichkeit, Std.err: Standardfehler, PlainMC: einfache Monte Carlo
Simulation, I.S.: Importance Sampling.)
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Bild 5.7: ”Leistungsspektrum“ der inneren Stu¨tzenkopfverschiebung (oben) und Para-meter fu¨r Importance Sampling der 2. Simulation (unten), a = 50, p = 0;6.
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Die bisherigen Simulationen mit einem Stichprobenumfang von N = 1000 im zwei-
ten Lauf erreichen also verla¨ßliche Werte nur bis zu einer Gro¨ßenordnung von PF =
1  10 3, wenn auch mit wesentlich geringerem Aufwand, als fu¨r die einfache Simula-
tion erforderlich ist. Das angestrebte Sicherheitsniveau dagegen, in [22] ausgedru¨ckt
durch den Sicherheitsindex β = 3:5, entspricht einer Versagenswahrscheinlichkeit von
PF  2  10 4. Um Erstu¨berschreitenswahrscheinlichkeiten in dieser Gro¨ßenordnung
zu erhalten, wurde eine Simulation mit N = 10000 und p = 0;6 durchgefu¨hrt. In den
Bildern 5.8 ff. sind die Ergebnisse der Simulation dargestellt. Zur besseren Ablesung
wurde eine Linie bei 2  10 4 gezogen. Als Referenzlo¨sung war es hier mo¨glich, ei-
ne einfache Monte Carlo – Simulation mit einem Stichprobenumfang von N = 100000
durchzufu¨hren. Diese Berechnung dauerte, verteilt auf 16 R12000 – Prozessoren einer
SGI Origin, vier Tage. Man erkennt daran den unpraktikablen Rechenaufwand, der fu¨r
die einfache Simulation erforderlich ist. Die Lo¨sung mit Spectral Importance Sampling
stimmt mit der Referenz nicht nur sehr gut u¨berein, sondern besitzt auch einen gro¨ßeren
Wertebereich auf der Abszisse.
Die innere Stu¨tzenkopfverschiebung, die im betrachteten Zeitintervall mit
P

maxX(t 2 T ) xˆ

 2 10 4 erreicht oder u¨berschritten wird, ist xˆ = 0;005m, bei ei-
nem Standardfehler von circa 30%. Die Relativverschiebung zwischen Stu¨zenkopf und
U¨berbau, mit derselben Wahrscheinlichkeit, ist xˆ = 0;20m, Standardfehler 25%. Wie
schon die vorigen Berechnungen mit kleinerem Stichprobenumfang erkennen lassen,
zeigt sich hier deutlich, daß fu¨r die betrachteten Verschiebungsgro¨ßen die geforderte
Sicherheit der Konstruktion gegen das oben beschriebene simulierte Erdbeben gegeben
ist.
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Bild 5.8: Erstu¨berschreitenswahrscheinlichkeiten der Verschiebung des inneren
Stu¨tzenkopfes u¨ber der Schranke xˆ, N2 = 10000. (Prob.: Wahrscheinlichkeit, Std.err:
Standardfehler, PlainMC: einfache Monte Carlo Simulation, I.S.: Importance Samp-
ling.)
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Bild 5.9: Erstu¨berschreitenswahrscheinlichkeiten der Relativverschiebung innere Stu¨tze
– U¨berbau u¨ber der Schranke xˆ, N2 = 10000. (Prob.: Wahrscheinlichkeit, Std.err:
Standardfehler, PlainMC: einfache Monte Carlo Simulation, I.S.: Importance Samp-
ling.)
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Um die Auswirkung der Hysteretic Devices auf die Sicherheit im Vergleich zu einer
Konstruktion, bei welcher nur Elastomerlager vorgesehen sind, zu demonstrieren, wur-
de eine lineare Berechnung durchgefu¨hrt. Die Parameter des UHYDE2 – Elementes
wurden hier so eingestellt, daß sich das Element linear verha¨lt mit einer Steifigkeit von
αk = 3 106N=m (vgl. Abschnitt 5.3). Diese Steifigkeit entspricht einem u¨blichen Ela-
stomerlager. Bilder 5.10 und 5.11 zeigen wiederum die Erstu¨berschreitenswahrschein-
lichkeiten. Zum Vergleich ist die Lo¨sung des nichtlinearen Systems mit abgebildet. Hier
zeigt sich, daß durch die geringe Steifigkeit der Lager die Stu¨tzenko¨pfe wesentlich klei-
nere Verschiebungen erfahren. Gleiche Verschiebungen werden mit um Gro¨ßenordnun-
gen geringeren Wahrscheinlichkeiten erreicht, als bei Einsatz der Hysteretic Devices.
Dies ist zwar fu¨r die Sicherheit der Stu¨tzen vorteilhaft, aber die Relativverschiebun-
gen sind dagegen erheblich gro¨ßer. Die Erstu¨berschreitenswahrscheinlichkeit u¨ber den
Grenzwert von xˆ = 0;3m betra¨gt PF  0;15. Die Hysteretic Devices sind also nicht
nur in der Lage, die Schnittgro¨ßen im kritischen Bauteil zu begrenzen (die Stu¨tzenkopf-
verschiebung ist ein Maß fu¨r das Einspannmoment am Fuß), sondern auch durch Ener-
giedissipation die Verschiebungen innerhalb der zula¨ssigen Grenzen zu halten. Fu¨r die
lineare Berechnung war der Stichprobenumfang wiederum N = 100 bzw. N = 1000.
In Bild 5.12 erkennt man, daß die Strukturantwort sehr schmalbandig ist. Im zwei-
ten Lauf wurden deshalb nur 5 Amplituden als Zufallsvariablen eingefu¨hrt, mit einem
Erho¨hungsfaktor p = 2.
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Bild 5.10: Erstu¨berschreitenswahrscheinlichkeiten der Verschiebung des inneren
Stu¨tzenkopfes u¨ber der Schranke xˆ. (Prob.: Wahrscheinlichkeit, Linear: lineares Sy-
stem, HYDE: System mit Hysteretic Devices.)
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Bild 5.11: Erstu¨berschreitenswahrscheinlichkeiten der Relativverschiebung innere
Stu¨tze – U¨berbau u¨ber der Schranke xˆ, lineares System. (Prob.: Wahrscheinlichkeit,
Linear: lineares System, HYDE: System mit Hysteretic Devices.)
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Bild 5.12: Leistungsspektrum der inneren Stu¨tzenkopfverschiebung, lineares System.
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Bei einem linearen System unter normalverteilter Anregung sind auch die Strukturant-
worten normalverteilt, bei einem nichtlinearen System ist das nicht unbedingt der Fall.
Deshalb ist es interessant, auch die Verteilungen der bisher ausgewerteten Gro¨ßen zu
betrachten. Aus den Zeitreihen der Strukturantworten wurde die Verteilung nach Gln.
(3.98) ff. ermittelt. Die Bedingung der Stationarita¨t der Strukturantwort kann bei ei-
nem hysteretischen System nur fu¨r einen ausreichend langen Beobachtungszeitraum als
erfu¨llt angesehen werden. Die Scha¨tzung der Verteilung sei hier fu¨r eine prinzipielle Be-
urteilung ausreichend. Zum Vergleich wurden die ersten beiden statistischen Momente
der Strukturantworten gescha¨tzt und damit eine normalverteilte Zufallsvariable defi-
niert. Aus den Bildern 5.13 und 5.14 wird deutlich, daß die Stu¨tzenkopfverschiebungen
einer Verteilung folgen, deren Dichtefunktion eine wesentlich gro¨ßere ”Steilheit“ (Kur-tosis) aufweist als die Normalverteilung. Dagegen hat die Relativverschiebung einen
flacheren Verlauf. Die vereinfachende Annahme einer Normalverteilung zur Berech-
nung von Wahrscheinlichkeiten ist damit insbesondere in den Bereichen kleiner Wahr-
scheinlichkeitsdichten nicht gerechtfertigt. Fu¨r die Stu¨tzenkopfverschiebung wu¨rde die
Annahme der Normalverteilung zu einer konservativen Abscha¨tzung der Versagens-
wahrscheinlichkeit fu¨hren, nicht dagegen fu¨r die Relativverschiebung zwischen Stu¨tze
und U¨berbau.
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Bild 5.13: Verteilung der inneren Stu¨tzenkopfverschiebung, hysteretisches System.
(CDF.: Verteilungsfunktion, Std.err: Standardfehler, PlainMC: einfache Monte Car-
lo Simulation, I.S.: Importance Sampling.)
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Bild 5.14: Verteilung der Relativverschiebung innere Stu¨tze – U¨berbau, hysteretisches
System. (CDF.: Verteilungsfunktion, Std.err: Standardfehler, PlainMC: einfache
Monte Carlo Simulation, I.S.: Importance Sampling.)
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Schlußbemerkungen
In der vorliegenden Arbeit wurde ein Monte Carlo – Simulationsverfahren konzipiert
und getestet, das sehr gut zur Berechnung von Erstu¨berschreitenswahrscheinlichkeiten
von nichtlinearen Strukturen unter zufa¨lliger dynamischer Anregung geeignet ist. Mon-
te Carlo Simulation stellt eine allgemeine und genaue Methodik dar, um fu¨r realistische,
ingenieurma¨ßige Anwendungen, d.h. fu¨r große Strukturen mit stark nichtlinearem Ver-
halten und fu¨r eine hohe Zahl der zufa¨lligen Basisvariablen, eine Zuverla¨ssigkeitsana-
lyse durchzufu¨hren. Um den Rechenzeitbedarf gegenu¨ber der einfachen Monte Carlo
Simulation zu reduzieren, kommen sogenannte varianzmindernde Simulationsverfah-
ren zum Einsatz. Unter der Vielzahl der varianzmindernden Verfahren erscheint das
Konzept des Importance Sampling aufgrund von Erfahrungen und theoretischen U¨ber-
legungen wiederum als das Allgemeinste, insbesondere fu¨r die komplexe Aufgabe der
Simulation eines Zufallsprozesses. Der Prozeß wird im Frequenzbereich parametri-
siert, wodurch die Anwendung von Importance Sampling auf die zufa¨lligen Amplituden
ermo¨glicht wird.
Zur Anwendung kommt das Spectral Importance Sampling genannte Verfahren, wie
es in den Abschnitten 4.2 und 4.3 erla¨utert wurde. Die Prozedur besteht aus zwei auf-
einanderfolgenden Simulationsla¨ufen. Die erste ”Pilotsimulation“ dient der Scha¨tzungdes Leistungsspektrums der Strukturantwort. Anhand dieses Ergebnisses werden vor
der zweiten Simulation zwei Maßnahmen ergriffen: Erstens werden in den Bereichen
der Spitzen des Spektrums diejenigen Frequenzen ausgewa¨hlt, fu¨r die Amplituden als
Zufallsvariable eingefu¨hrt werden. So ist eine Reduzierung der Anzahl der Zufallsva-
riablen gegenu¨ber einer Repra¨sentation des Prozesses mit zufa¨lligen Amplituden im ge-
samten Frequenzbereich mo¨glich. Zweitens werden die Simulationsdichten der zufa¨lli-
gen Amplituden so adaptiert, daß Mittelwerte und Standardabweichungen um Werte
proportional dem Spektrum erho¨ht werden. Durch diese Orientierung am Leistungs-
spektrum der Strukturantwort, quasi durch Erzeugung von Resonanz – a¨hnlichen Ef-
fekten, wird die Versagenswahrscheinlichkeit fu¨r die so generierte Stichprobe erho¨ht
und dadurch die Effizienz des Simulationsverfahrens gegenu¨ber einfacher Monte Carlo
Simulation signifikant gesteigert. Sind die Parameter fu¨r die Simulation und Adaption
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der Variablen einmal kalibriert, kann die zweistufige Simulationsprozedur automatisch
ohne Benutzereingriff ablaufen.
Die Testbeispiele zeigen, daß das Verfahren fu¨r verschiedene Arten von nichtlinea-
ren Systemen geeignet ist, selbst fu¨r numerisch schwierige Probleme wie solche ohne
Steifigkeit nach U¨berschreiten der Elastizita¨tsgrenze, oder fu¨r hysteretische Systeme
mit trockener Reibung. Die Testbeispiele geben auch Erfahrungswerte zur Wahl der
Simulationsparameter, vgl. Abschnitt 4.5.
Die Kombination des Verfahrens mit Directional Sampling wurde aufgrund der Er-
gebnisse der Testbeispiele zuna¨chst wieder verworfen. Fu¨r die Testbeispiele 2 (kon-
servative Nichtlinearita¨t mit Steifigkeit Null oberhalb der Elastizita¨tsgrenze) und 3 (hy-
steretisches System), ko¨nnen sehr ungenaue oder falsche Ergebnisse auftreten, die ohne
das Vorhandensein einer Referenzlo¨sung nicht erkennbar sind. Weitere Untersuchungen
hierzu erscheinen dennoch sinnvoll.
Das Simulationsverfahren wurde fu¨r die Zuverla¨ssigkeitsanalyse einer Eisenbahn-
bru¨cke unter Erdbebenbelastung eingesetzt. Die untersuchte Bru¨ckenkonstruktion soll
nach einem Starkbeben gebrauchsfa¨hig sein, d.h. die tragenden Bauteile sollen im
linear–elastischen Zustand bleiben. In der Konstruktion wird ein spezielles Da¨mp-
fungselement eingesetzt, welches durch trockene Reibung Energie dissipiert. Durch
die Zuverla¨ssigkeitsanalyse wird deutlich, daß der in der Bru¨cke zwischen Stu¨tzen und
U¨berbau eingesetzte Reibungsda¨mpfer in der Lage ist, die Schnittgro¨ßen zu begrenzen
und gleichzeitig die Relativverschiebungen an dieser Stelle zu begrenzen. Die mit der
vorgegebenen Zielversagenswahrscheinlichkeit von PF = 2  10 4 erreichten Verschie-
bungen liegen weit unter den zula¨ssigen Werten.
Zum Vergleich wurde eine Konstruktion betrachtet, in der nur relativ weiche Ela-
stomerlager zwischen Stu¨tze und U¨berbau vorhanden sind. Hier sind zwar die Stu¨tzen-
kopfverschiebungen und damit die Beanspruchung der Stu¨tzen geringer, jedoch werden
extrem hohe Werte der Relativverschiebungen U¨berbau – Stu¨tze erreicht.
Die genaue probabilistische Beschreibung der Strukturantworten durch die Monte
Carlo Simulation zeigt — wie fu¨r nichtlineare Systeme zu erwarten ist — starke Ab-
weichungen von der Normalverteilung. Zuverla¨ssigkeitsmethoden, die von der Annah-
me der Normalverteilung ausgehen bzw. auf einer probabilistischen Beschreibung der
Strukturantworten durch statistische Momente bis zur zweiten Ordnung beruhen, sind
daher in Frage zu stellen.
Als weitere Anwendungen des Verfahrens sind die Simulation von Vektorprozessen
und die Simulation von nicht – normalverteilten Prozessen denkbar, wie auf S. 40 ge-
schildert. Allerdings liegen bei praktischen Anwendungen oft keine Informationen u¨ber
den Erregungsprozeß vor, die u¨ber eine Beschreibung im Sinne zweiter statistischer Mo-
mente hinausgehen. Hierdurch ist in der Regel die Annahme der Normalverteilung des
Prozesses begru¨ndet.
Eine mo¨gliche Weiterentwicklung liegt in der Simulation instationa¨rer Prozesse. Es
ist eine u¨bliche Na¨herung, die Starkbebenphase eines Erdbebens als stationa¨ren Prozeß
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zu modellieren (Soong, Grigoriu [80]). Es gibt aber auch Erdbebenereignisse mit ei-
ner u¨ber die Zeit vera¨nderlichen Intensita¨t und auch Frequenzzusammensetzung, z.B.
Grigoriu et al. [35].
Vero¨ffentlichungen von Zwischenstufen der Entwicklungen im Rahmen dieser Ar-
beit, z.B. [7], wurden von Hoshiya et al. [39] aufgegriffen und auf instationa¨re Pha¨no-
mene erweitert. Hier wird der Beobachtungszeitraum in mehrere Intervalle unterteilt
und die Adaption der Variablen nach dem beschriebenen Verfahren fu¨r die verschie-
denen Zeitintervalle getrennt durchgefu¨hrt. Es sind in Vorstudien die Zeitintervalle zu
ermitteln, innerhalb derer der Prozeß als stationa¨r angesehen werden kann. Insofern
ist dieses Verfahren aus praktischen Gru¨nden beschra¨nkt auf langsame Fluktuation der
statistischen Eigenschaften. Davon abgesehen ist es unabha¨ngig von der Ursache bzw.
der Modellierung der Nichtlinearita¨t.
Ein in der Literatur im Zusammenhang mit der Simulation von Erdbeben verbrei-
tetes Modell ist ein Prozeß mit evolutiona¨rem Leistungsspektrum, vorgeschlagen von
Priestley, 1967 [68] (s. auch Shinozuka und Deodatis [77]). Zur Herleitung des Mo-
dells wird der Integrand in Gl. (3.51) mit einer ”langsam fluktuierenden“ Modulations-funktion a(t;ω) multipliziert. Das entspricht einer Instationarita¨t der statistischen Mo-
mente zweiter Ordnung. Interessant erscheint auch folgender Ansatz: Ein Prozeß X(t)
habe Mittelwert Null und eine instationa¨re Kovarianzfunktion, also E[X(t1)X(t2)] =
cXX(t1; t2). Außerdem sei die Varianz endlich innerhalb des betrachteten Zeitraums
[0;T ], ebenso die Kovarianzfunktion im Bereich [0;T ] [0;T ]. Hierfu¨r leitet Grigo-
riu [31] ein Simulationsmodell her, das formal a¨hnlich der hier verwendeten spektralen
Darstellung ist. Die Zufallsvariablen dieses Modells sind im Gegensatz zu denen der
spektralen Darstellung miteinander korreliert. Das Modell des evolutiona¨ren Leistungs-
spektrums ist hierin als Sonderfall enthalten. Aufgrund der formalen A¨hnlichkeit der
Modelle ist es vielleicht mo¨glich, ein dem Spectral Importance Sampling a¨hnliches Ver-
fahren zur Simulation instationa¨rer Prozesse zu entwickeln. Aufgrund der nun anderen
Interpretation der Parameter sind die Kriterien zur Adaption der Simulationsvariablen
entsprechend anzupassen.
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Liste ha¨ufig gebrauchter
Formelzeichen
Die folgende Aufstellung gibt ha¨ufig gebrauchte Formelzeichen bzw. Schreibweisen
wieder. Abweichende Verwendung ist mo¨glich und im Textzusammenhang erkla¨rt.
a; b; : : : deterministische Zahl; eine Realisation einer Zufallsvariablen
a; b; : : : deterministischer Vektor; eine Realisation eines Zufallsvektors
A; B; : : : Zufallsvariable
A; B; : : : Zufallsvektor
a¯ statistischer Scha¨tzer fu¨r a, bzw. Scha¨tzwert
cov[:; :] Kovarianz der Argumente
E[:] Erwartungswert des Arguments
fX (x) Dichtefunktion der Zufallsvariablen X
FX (x) Verteilungsfunktion der Zufallsvariablen X
fX(x) gemeinsame Dichtefunktion der Komponenten des Zufallsvektors X
FX(x) gemeinsame Verteilungsfunktion der Komponenten des Zufallsvektors X
Φ(:) Verteilungsfunktion der Standardnormal - Verteilung
(Gauß - Verteilung mit µ= 0; σ = 1,
bei mehreren Argumenten: paarweise voneinander unabha¨ngig)
g(X) Grenzzustandsfunktion, s. Gl. (1.1)
gXX (:) einseitiges Leistungsspektrum eines Zufallsprozesses, s. Gl. (3.66)
i (wenn nicht als Laufindex einer Summation verwendet:)
imagina¨re Einheit, i =
p
 1
I(:) Indikatorfunktion, s. Gl. (2.2)
µX Mittelwert der Zufallsvariablen X
P[:] Eintretenswahrscheinlichkeit des Arguments
PF probability of failure, Versagenswahrscheinlichkeit
rXX (:) Auto – Korrelationsfunktion eines Zufallsprozesses
sXX (:) Leistungsspektrum eines Zufallsprozesses
σX Standardabweichung der Zufallsvariablen X
var[:] Varianz des Arguments
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A.1
A
Dokumentation der Eingabedateien
zur Simulation nach Abschnitt 4.2, 4.3
Das in Kapitel 4 entwickelte Simulationsverfahren wurde in der software SLang reali-
siert. SLang ist ein Programm, das Finite Elemente mit zahlreichen Funktionen zur Da-
tenanalyse und Monte Carlo Simulation verbindet. Eine objektorientierte Datenstruktur
erlaubt den Austausch von Daten zwischen den verschiedenen Programmodulen. Die
Benutzeroberfla¨che ist im wesentlichen ein Kommandointerpreter. So ko¨nnen relativ
komplexe Abla¨ufe programmiert werden, die in Form von Textdateien vorliegen. Zur
Kommandosprache von SLang erfolgen hier keine Angaben, es wird auf das Handbuch
[42] verwiesen. In diesem Anhang sollen die Eingabedateien fu¨r die Simulationsproze-
dur nach den Abschnitten 4.2, 4.3 dokumentiert werden. Auf Details zur Datenein- und
Ausgabe sowie zur Strukturanalyse wird hier nicht na¨her eingegangen. Das Augenmerk
ist auf die notwendigen Schritte zur Simulation eines Prozesses bzw. auf das Spectral
Importance Sampling gerichtet.
Aufgrund dessen sind die nachfolgenden Ausfu¨hrungen unabha¨ngig von der jewei-
ligen Anwendung. Es wird auch auf die Simulation nicht–weißen Rauschens, wie in
Kapitel 5, eingegangen.
A.1 Hauptroutine
Die Prozedur beginnt, nach der Deklaration einiger globaler Variablen und Allokierung
spezifischer Datenstrukturen, mit der Definition der Zufallsvariablen. Hierzu wird in
eine Unterroutine verzweigt, die nur einmal an dieser Stelle aufgerufen wird.
control gosub,, DEFINE_VARIABLES,/
In der Unterroutine werden als erstes einige Steuerparameter fu¨r die Simulationsproze-
dur festgelegt.
#label DEFINE_VARIABLES
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object create,,, num_run/
object read,, num_run 2,/
Zahl der Simulationsla¨ufe.
object create, integer vector, num_run, num_sim/
object read, , num_sim 100 10000,/
Stichprobenumfang je Simulationslauf, in einem Vektor
der Dimension num_run.
object create, real, , omega_min /
object read, , omega_min 0, /
object create, real, , omega_max /
object read, , omega_max \mul \mul 2 PI 10, /
Untere und obere Grenzen des von der Simulation erfaß-
ten Frequenzbereichs.
object create,,, num_bands/
object read,, num_bands 50 ,/
Diskretisierung des Frequenzbereichs (Zahl der Frequenz-
ba¨nder).
object create, , , num_amps /
object read, dialog, num_amps "number of random amplitudes?",/
Dialogabfrage der Zahl der zufa¨lligen Amplituden im zwei-
ten Lauf.
object create, real,, more/
object read, dialog, more "incrementation factor?",/
Dialogabfrage des Faktors p in Gln. (4.2) ff.
object create, real, , delta_omega/
object read,, delta_omega \div omega_max num_bands ,/
Frequenzschritt ∆ω.
Es werden Objekte vorgehalten, die im weiteren als Abku¨rzungen fu¨r Operationen mit
der Zahl der Frequenzba¨nder dienen:
object create,,, two_num_bands/
object read,, two_num_bands \int \mul(2 num_bands),/
object create,,, num_bands_plus/
object read,, num_bands_plus \int \add(1 num_bands),/
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Die zufa¨lligen Amplituden werden entsprechend einem weißen Rauschen mit konstan-
ter spektraler Dichte gXX = 1 definiert. Mittelwerte und Standardabweichungen, s. Gln.
(3.76) ff., werden fu¨r jede Variable in Vektoren mean bzw. sigma einsortiert. Die Va-
riablen fu¨r Importance Sampling sind zuna¨chst den Originalvariablen identisch. Objekt
delta_sigma ist die Fla¨che unter dem Spektrum eines Frequenzbands, Gl. (3.71).
object create, real,, delta_sigma/
object read,, delta_sigma \sqr delta_omega,/
Wurzel der Fla¨che eines Frequenzbands mit spektraler
Dichte von Eins.
object create, real vector replace, num_amps, mean/
object initialize, , mean \sqr (\div (PI 2)) ,/
object operate, \mul, mean delta_sigma ,/
Berechnung des Mittelwerts der Amplituden.
object create, real vector replace, num_amps, sigma/
object initialize, , sigma \sqr (\sub (2 \div (PI 2))) ,/
object operate, \mul, sigma delta_sigma ,/
Berechnung der Standardabweichung der Amplituden.
object copy,, mean, mean_sim/
object copy,, sigma, sigma_sim/
Kopieren der Parameter fu¨r die Simulationsvariablen.
In der Hauptroutine werden nun Objekte und Monitore fu¨r spa¨tere Ausgabe der Ergeb-
nisse vorgehalten. Es wird Rechenzeit eingespart, wenn an dieser Stelle das untersuchte
Finite Elemente Modell so weit definiert wird, daß die Systemmatrizen und ein Ein-
heitslastvektor im Speicher vorhanden sind. Spa¨ter kann so fu¨r die Strukturanalyse mit
einer neuen Realisation der Erregung die Struktur schneller initialisiert werden. Fu¨r die
Beispiele in Kapitel 4 entfa¨llt dieser Schritt.
Die Prozedur setzt fort mit einer Schleife u¨ber die Simulationsla¨ufe (d.h., diese
Schleife wird i.d.R. zwei Mal durchlaufen). Hier werden die Zufallsvariablen simu-
liert, abha¨ngig vom gewa¨hlten Simulationsmodell. Kleine A¨nderungen an dieser Stelle
ergeben die verschiedenen Simulationsmodelle nach Gln. (3.75), (3.82) bzw. (4.1).
object create,,, i_run /
#label DO_IT_AGAIN_SAM
object modify, add, i_run 1,/
control if, integer equal gosub, i_run 2 SELECT ,/
Unmittelbar vor der zweiten Simulation wird in eine Un-
terroutine verzweigt, in welcher die Auswahl der zufa¨lli-
gen Amplituden nach Abschnitt 4.2 und Anpassung der
Simulationsparameter, Abschnitt 4.3 vorgenommen wer-
den. Die Routine wird auf Seite A.9 erla¨utert.
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control gosub,, CREATE_VARIABLES,/
Mit den vorangegangenen Definitionen werden in dieser
Unterroutine die entsprechenden Speichereintra¨ge fu¨r die
Zufallsvariablen gemacht (Kommando ranvar create).
Die originalen Variablen und die Importance Sampling –
Variablen fu¨r die Amplituden, und die Phasenwinkel wer-
den jeweils in einem sog. ranset zusammengefaßt.
object initialize,, a_samples \mul \sqr 2 delta_sigma,/
object create,replace real vector,num_sim(i_run),original_weight/
object initialize,, original_weight 1,/
control if, integer equal, i_run 1 PHASE,/
Fu¨r die Simulationsmodelle nach Gln. (3.82) und (4.1)
werden deterministische Amplituden erzeugt und im vor-
her allokierten Vektor a_samples gespeichert. Obige
Zeilen ko¨nnen auskommentiert werden fu¨r Modell (3.75).
Fu¨r Modell (3.82), das im ersten Simulationslauf verwen-
det wird, sind die folgenden Zeilen bis zur Marke PHASE
zu u¨berspringen.
ranset modify, original, amp_set2 ,/
ranset isampling, replace compiler,
num_sim(i_run) amp_set1 amp_set2,
samples original_weight /
Importance Sampling fu¨r die Amplituden. Im ersten Lauf
(ohne Importance Sampling) sind die Originalvariablen,
im ranset amp_set1 zusammengefaßt, und die Simula-
tionsvariablen, in ranset amp_set2, nach denen die Zu-
fallsvektoren generiert werden, identisch. Objekt samples
entha¨lt die Realisationen der Zufallsvektoren ai und hat
die Dimension num_sim  num_amps.
original_weight entha¨lt die Gewichte (Verha¨ltnisse
der Original- zur Simulationsdichte, Gl. (2.13)).
In der zuvor aufgerufenen Routine SELECT, die auf S. A.9 beschrieben wird, werden
die Frequenzen fu¨r die Einfu¨hrungen der zufa¨lligen Amplituden ausgewa¨hlt. Die si-
mulierten Amplituden mu¨ssen demnach in das oben erzeugte Objekt a_samples der
deterministischen Amplituden einsortiert werden. Bei Simulation nach Gl. (3.75) sind
die folgenden Arrangements nicht notwendig. Deshalb reicht es aus, zwei Objektna-
men gleichzusetzen und zur Simulation der Phasenwinkel zu springen. Um aber beim
Spectral Importance Sampling – Modell mit Auswahl der Variablen zu bleiben, sind die
folgenden Zeilen auskommentiert.
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*string append, replace, 1 samples, a_samples/
*control if, string not, x u PHASE,/
object create, replace,, i_a/
#label AMPS
object modify, add, i_a 1,/
Beginn der Schleife u¨ber die zufa¨lligen Amplituden.
object extract, column replace, samples(i_a), an_amp/
Extrahieren der gesamten Stichprobe einer Amplitude.
object assemble, column, an_amp
a_samples(\int the_greatest(i_a 1)),/
Einsortieren der zufa¨llig generierten Stichprobe in das Ob-
jekt mit allen deterministischen Amplituden. Die entspre-
chende Spalte wird u¨berschrieben. Der Index der Spalte
ist in Objekt the_greatest angegeben.
control if, integer less, i_a num_amps AMPS,/
Abfrage des Schleifenendes.
Hiermit liegen die Objekte fu¨r die simulierten Amplituden und Phasenwinkel vor. Es
beginnt die Schleife, in welcher die Bearbeitung jeder einzelnen Realisation erfolgt.
Die einzelnen Aufgaben sind auf Unterroutinen verteilt. Die Generierung der Zeitreihe
wird in Abschnitt A.2 beschrieben, die statistische Auswertung der Strukturantwort in
Abschnitt A.3.
object create, replace,, i_sim/
#label SIMULATE
object modify, add, i_sim 1, /
output print,, i_sim ,/
Beginn der Schleife u¨ber alle Realisationen.
control gosub, , MAKE_TIME_SERIES, /
Sprung zur Unterroutine fu¨r die Generierung der Zeitrei-
hen, s. Abschn. A.2.
control gosub, , CALCULATE_RESPONSE, /
Sprung zur Berechnung und Auswertung der Strukturant-
wort, s. Abschn. A.3.
control if, gosub integer equal, i_sim 1 INIT, /
Initialisierung der Ausgabeobjekte, nur fu¨r die erste Rea-
lisation im aktuellen Simulationslauf, s. Abschn. A.3.
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control gosub, , WEIGHT, /
Zur Berechnung des gewichteten Mittels der Stichprobe,
s. Abschn. A.3.
control if , integer less, i_sim num_sim(i_run) SIMULATE, /
Abfrage des Schleifenendes: Ru¨cksprung zu SIMULATE,
wenn Laufindex i_sim kleiner ist als der Stichprobenum-
fang im aktuellen Lauf.
Die Berechnung des gewichteten Mittels und des statistischen Fehlers erfolgt in einer
Unterroutine, die ebenfalls in Abschnitt A.3 beschrieben wird.
control gosub,, FINAL_RESULTS ,/
Weitere Auswertungen, s. Abschn. A.3.
Mit der Ausgabe der Ergebnisse, als Grafiken oder als Textdateien, schließt die Haupt-
routine ab.
A.2 Generierung der Zeitreihen
Hinweise zur Generierung der Zeitreihen aus den Amplituden und Phasenwinkeln wer-
den auf Seite 60 gegeben. Der Ablauf der Routine ist wie folgt:
object extract,row replace,phi_samples(i_sim),one_phi_sample/
Extrahieren einer Realisation der zufa¨lligen Phasenwin-
kel. Ergebnis ist ein Vektor der Dimension num_bands.
object initialize,, phase 0,/
Nullsetzen eines vorher erzeugten Objekts phase. Die
Dimension ist num_bands +1, da in die Fourier–Trans-
formation die Frequenz ω = 0 eingeht.
object assemble, part, one_phi_sample phase(2),/
Einsetzen der Phasenwinkel in das Objekt phase ab der
2. Reihe.
object extract, row replace, a_samples(i_sim), one_sample/
object combine, replace \mul, kt_filter one_sample, kt_sample/
object initialize,, amplitude 0,/
object assemble, part, kt_sample amplitude(2),/
Entsprechendes Vorgehen fu¨r die Amplituden. Zusa¨tzlich
Multiplikation mit einer Filterfunktion fu¨r nicht–weißes
Rauschen, deren Werte zu diskreten Frequenzen im Ob-
jekt kt_filter enthalten sind.
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object copy, replace, phase, cos/
object operate, \cos, cos, /
object copy, replace, phase, sin/
object operate, \sin, sin, /
object combine, replace \mul, amplitude cos, real/
object combine, replace \mul, amplitude sin, imag/
Erzeugung der Vektoren fak cosψkg und fak sinψkg.
timeseries fourinv,replace,real imag delta_omega,reihe delta_t/
object operate, \mul, reihe \div (\sqr (two_num_bands) 2) ,/
Inverse Fourier–Transformation und Skalierung der Zeit-
reihe, s. Gl. (3.93).
Die Zeitreihe wird durch mehrfaches Aneinanderha¨ngen verla¨ngert, wenn man den sta-
tiona¨ren Zustand der Strukturantwort erreichen will. Man darf dann aber nicht die ge-
samte Zeitreihe der Antwort statistisch auswerten, vgl. S. 91.
object copy, replace, reihe, zeitreihe /
control if, integer equal, num_rep 1 NO_REP,/
object create, replace, , count_rep/
object initialize,, count_rep 1,/
#label ONE_MORE_REP
object modify, add, count_rep 1,/
object append, add_rows, zeitreihe reihe ,/
control if,integer less,count_rep num_rep ONE_MORE_REP,/
#label NO_REP
A.3 Auswertung der Strukturantwort
Die Berechnung der Strukturantwort wird selbst nicht erla¨utert. An dieser Stelle kann
die Berechnung eines Finite Elemente Modells ebenso stehen wie direkt programmier-
te Lo¨sungen fu¨r spezielle Problemstellungen. Das Ergebnis sei eine Zeitreihe, ab-
gespeichert in einem Datenobjekt mit Namen antwort. Fu¨r bessere U¨bersichtlich-
keit wird hier nur die Berechnung der Erstu¨berschreitenswahrscheinlichkeit demon-
striert, andere Auswertungen ergeben sich analog. In der Unterroutine mit der Marke
CALCULATE_RESPONSE werden folgende Schritte ausgefu¨hrt:
timeseries exceedance, replace, antwort 0 threshold 100, probx/
Ausza¨hlen der Zahl der Niveauu¨berschreitungen, bezogen
auf die Gesamtzahl der Zeitschritte, fu¨r Niveaus von 0 bis
threshold mit 100 Unterteilungen.
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object extract, replace column, probx 2, help /
object operate, \gtn , help 0,/
object copy, replace, probx, probf /
object assemble, column, help probf 2,/
Liegt eine Niveauu¨berschreitung vor, entha¨lt die zweite
Spalte von probx einen Wert gro¨ßer Null. Mit der logi-
schen Operation \gtn, die die Werte 0 oder 1 zuru¨ckgibt,
wird die Indikatorfunktion, Gl. (3.102), erzeugt und im
Objekt probf den jeweiligen Niveaus zugeordnet abge-
speichert.
Fu¨r die erste Realisation mu¨ssen die Ausgabeobjekte initialisiert werden, das geschieht
in der Routine INIT. Fu¨r die statistischen Auswertungen sind nur die Ordinaten in der
zweiten Spalte von probf interessant.
object extract, replace column, probf(2), old_pf/
object initialize,, old_pf 0,/
object copy, replace, old_pf, old_pf_var /
Erzeugen der Objekte old_pf und old_pf_var und in-
itialisieren mit Null.
In der Unterroutine WEIGHT werden die gewichteten Mittel aus allen Realisationen und
die Varianzen ermittelt.
object extract, replace column, probf(2), help/
Extrahieren der zweiten Spalte von probf auf ein Hilfs-
objekt.
object operate, \mul, help original_weight(i_sim),/
Multiplikation mit dem Importance Sampling – Gewicht
f=h der aktuellen Realisation.
object combine, replace \add, old_pf help, new_pf/
Addition zum alten Wert.
object copy, replace, new_pf, old_pf/
Umspeichern, so daß old_pf den aktuellen Wert entha¨lt.
object operate, \pow, help 2,/
object combine, replace \add, old_pf_var help, new_pf_var/
object copy, replace, new_pf_var, old_pf_var/
Summation und Speichern des Quadrats der Werte.
Die Berechnung der Mittelwerte und Standardfehler, Gln. (2.8) und (2.7), wird in der
Routine FINAL_RESULTS vervollsta¨ndigt.
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object operate, \div, old_pf num_sim(i_run),/
object assemble, column, old_pf probf(2),/
Teilen der gewichteten Summe durch den Stichprobenum-
fang ergibt das gewichtete arithmetische Mittel bzw. den
Scha¨tzer der Versagenswahrscheinlichkeit.
object copy, replace, probf, probf_err/
object operate, \div, old_pf_var num_sim(i_run),/
object operate, \pow, old_pf 2,/
object combine, replace \sub, old_pf_var old_pf, new_pf_var/
object operate, \div, new_pf_var num_sim(i_run), /
object operate, \sqr, new_pf_var, /
object assemble, column, new_pf_var probf_err(2),/
Berechnung des Standardfehlers und Speicherung.
A.4 Auswahl und Adaption der Variablen
Der Kern des Spectral Importance Sampling, die Auswahl der Frequenzen zur Ein-
fu¨hrung zufa¨lliger Amplituden und die Adaption ihrer statistischen Parameter, ist die
Routine mit der Marke SELECT. Zeigt das Leistungsspektrum der Strukturantwort nur
eine dominante Frequenz, genu¨gt eine Sortierung seiner Werte nach der Gro¨ße. Fu¨r die
num_amps zugeordneten Frequenzen werden die Zufallsvariablen eingefu¨hrt.
object create, real vector replace, num_bands, the_greatest/
object initialize, linear_column, the_greatest 1 num_bands,/
Erzeugung eines Vektors mit Indices fu¨r die Frequenzba¨n-
der, Initialisierung mit Werten von 1 bis num_bands.
object extract, part replace, perry 2 1 num_bands 2 , yummi/
object append, add_columns, the_greatest yummi,/
Extrahieren des Teils fu¨r Frequenzen gro¨ßer Null aus dem
Leistungsspektrum und Anha¨ngen an Objekt the_greatest,
das nun die Indices der Frequenzba¨nder, die zugeordneten
Frequenzen und die Werte der spektralen Dichte entha¨lt.
object sort, column descending, the_greatest 3 ,/
object create, replace integer vector, num_amps, the_bands/
Sortierung nach den Ordinaten des Leistungsspektrums.
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object extract, replace maximum, mean_sim, max_mean bummy /
object operate, \mul, max_mean more ,/
object extract, replace maximum, sigma_sim, max_sigma bummy /
object operate, \mul, max_sigma more ,/
Ermittlung des Maximums der Mittelwerte bzw. Stan-
dardabweichungen der Simulationsvariablen, Multiplika-
tion mit dem Faktor p der Gln. (4.2) ff.
Die Adaption der Mittelwerte und Standardabweichungen der Simulationsvariablen ent-
sprechend den Gln. (4.2) ff. wird in einer Schleife durchgefu¨hrt:
object create, replace,, k/
#label UPDATE
object modify, add, k 1,/
object modify, set, mean_sim(k)
\add mean(k)
\mul max_mean \div the_greatest(k 3) the_greatest(1 3) ,/
object modify, set, sigma_sim(k)
\add sigma(k)
\mul max_sigma \div the_greatest(k 3) the_greatest(1 3) ,/
control if, integer less, k num_amps UPDATE,/
Damit werden, nach dem Ru¨cksprung in die Hauptroutine, die Zufallsvariablen neu
definiert, s.S. A.3.
Bei mehreren dominanten Frequenzen ist ein anderer Auswahlalgorithmus notwen-
dig, um alle Spitzen erfassen zu ko¨nnen. Denkbar ist auch eine manuelle Auswahl durch
den Benutzer in einer Dialogabfrage.
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Dokumentation des Directional
Sampling nach Abschnitt 4.6
Der prinzipielle Ablauf des Directional Sampling Verfahrens ist in Abschnitt 4.6 be-
schrieben, hier folgen Angaben zur programmtechnischen Umsetzung in SLang. Die
Abla¨ufe sind dem Spectral Importance Sampling, s. Anh. A, sehr a¨hnlich, deshalb
werden hier nur die Unterschiede herausgearbeitet.
Die Darstellung des Erregungsprozesses fu¨r die Simulation entspricht Gl. (3.74).
Mit n, der Zahl der Frequenzba¨nder, beinhaltet das Modell 2n Zufallsvariablen. Eine
Auswahl der Variablen wird beim Directional Sampling nicht getroffen. Da die Berech-
nungen im Raum standardnormal verteilter Variablen durchgefu¨hrt werden, werden fu¨r
die Prozedur drei ransets mit jeweils 2n Zufallsvariablen beno¨tigt: Eins mit standardnor-
mal verteilten Variablen und eins fu¨r das Importance Sampling der Richtungsvektoren,
das dritte mit den Originalvariablen, die sich aus dem vorgegebenen Leistungsspek-
trum der Erregung ergeben. Letzteres wird beno¨tigt, um die Richtungsvektoren vor
der Strukturanalyse in den Raum der physikalisch sinnvollen Basisvariablen zu trans-
formieren. Die Routine, in welcher die Parameter des Erregungsprozesses definiert
werden (Sprungmarke DEFINE_VARIABLES, unterscheidet sich nicht von der entspre-
chende Routine in Abschnitt A.1. Die Speichereintra¨ge zur Definition und Gruppierung
der Zufallsvariablen besteht aus Standardkommandos. Beide Routinen werden deshalb
hier nicht na¨her erla¨utert.
B.1 Hauptroutine
Die wesentlichen Schritte der Prozedur beginnen mit der Schleife u¨ber die verschie-
denen Simulationsla¨ufe. Da hier nur ein Simulationsmodell in Frage kommt, sind die
verschiedenen Verzweigungen, wie auf S. A.3, nicht notwendig.
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object create,,, i_run /
#label DO_IT_AGAIN_SAM
object modify, add, i_run 1,/
output print,, i_run ,/
Beginn der Schleife u¨ber die Simulationsla¨ufe.
control if, integer equal gosub, i_run 2 ADAPT ,/
Sprung zur Unterroutine fu¨r Adaption der Variablen vor
dem zweiten Lauf.
control gosub,, CREATE_VARIABLES,/
Unterroutine fu¨r die Speichereintra¨ge zur Definition der
Zufallsvariablen.
ranset isampling, compiler replace, num_sim(i_run)
amp_set01 amp_set2, vectors original_weight/
Importance Sampling der Zufallsvektoren. amp_set01
ist ein ranset mit standardnormal verteilten Variablen,
amp_set2 entha¨lt die adaptierten Variablen zur Simula-
tion der Richtungsvektoren.
Anschließend beginnt die Schleife, in welcher alle Realisationen abgearbeitet werden.
Dazu wird jeder simulierte Zufallsvektor zuna¨chst auf einheitliche La¨nge skaliert und
dann in einer weiteren Schleife in bestimmten Schrittweite inkrementiert, bis eine U¨ber-
schreitung fu¨r eine vorgegebene maximale Schranke festgestellt wurde. Die Struktur-
analyse wird fu¨r jedes Inkrement durchgefu¨hrt.
object create, replace,, i_sim/
#label SIMULATE
object modify, add, i_sim 1, /
Beginn der Schleife u¨ber die Realisationen.
object extract, row replace, vectors i_sim, start_vector/
Extrahieren einer Realisation aus der Stichprobe von Zu-
fallsvektoren.
linalg norm, replace, start_vector, start_norm /
object operate, \div, start_vector start_norm,/
Normierung auf Einheitsla¨nge.
object operate, \mul, start_vector scale,/
Zusa¨tzliche Skalierung zur Steuerung der Schrittweite der
Inkrementierung.
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object create, replace,, i_inc/
#label INCREMENT
object modify, add, i_inc 1,/
Beginn der Inkrementierungsschleife.
linalg lincomb, replace, 1 start_vector i_inc, the_vector /
Inkrementierung: Aktueller Vektor ist start_vector ska-
liert mit i_inc.
linalg norm, replace, the_vector, the_norm/
Ermittlung der Norm des aktuellen Vektors.
control gosub, , MAKE_TIME_SERIES, /
Sprung zur Generierung der Zeitreihe.
control gosub, , CALCULATE_RESPONSE, /
Sprung zur Unterroutine fu¨r Berechnung und Auswertung
der Strukturantwort.
control if, real not, indy(num_step) 1 INCREMENT,/
Abfrage des Endes der Inkrementierungsschleife.
indy(num_step) entha¨lt die Indikatorfunktion fu¨r die
U¨berschreitung der gro¨ßten betrachteten Schranke.
control if, gosub integer equal, i_sim 1 INIT, /
Initialisierung der Ausgabeobjekte, nur fu¨r die erste Rea-
lisation im aktuellen Simulationslauf.
control gosub, , WEIGHT, /
Zur Berechnung des gewichteten Mittels der Stichprobe.
control if , integer less, i_sim num_sim(i_run) SIMULATE, /
Abfrage des Schleifenendes: Ru¨cksprung zu SIMULATE,
wenn Laufindex i_sim kleiner ist als der Stichprobenum-
fang im aktuellen Lauf.
Damit ist die Hauptroutine beendet. Die Unterroutinen zur Berechnung des Mittels der
Stichprobe fu¨r die verschiedenen Auswertungen entsprechen den Abschnitten A.2 und
A.3. Bei der Generierung der Zeitreihen, der Auswertung der Strukturantwort (Unter-
routine CALCULATE_RESPONSE) und der Adaption der Variablen gibt es fu¨r das Di-
rectional Sampling spezifische Unterschiede zur konventionellen Simulation, die im
folgenden beschrieben werden.
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B.2 Generierung der Zeitreihen
Die Generierung der Zeitreihen ist beim Directional Sampling geringfu¨gig anders als in
Abschnitt A.2, weil hier keine Phasenwinkel, sondern nur Amplituden simuliert wer-
den. Die im Raum standardnormal verteilter Variablen gu¨ltigen Zufallsvektoren sind
zuna¨chst in den Raum der originalen Basisvariablen zu transformieren, die sich aus
dem vorgegebenen Leistungsspektrum der Erregung ergeben.
#label MAKE_TIME_SERIES
ranset transform, to_original replace,
the_vector amp_set1, org_vector /
Transformation des Zufallsvektors in den ”Originalraum“.
object modify, set, As(1) 0 ,/
object modify, set, Bs(1) 0 ,/
object extract, part replace, org_vector 1 num_bands, dumbo /
object assemble, part, dumbo As 2,/
object extract, part replace,
org_vector num_bands_plus num_bands, dumbo /
object assemble, part, dumbo Bs 2,/
Erzeugung von Vektoren der Amplituden fakg und fbkg
entspr. Gl. (3.74).
timeseries fourinv, replace, As Bs delta_omega, reihe delta_t/
object operate, \mul, reihe \div (\sqr (two_num_bands) 2) ,/
Erzeugung der Zeitreihe durch inverse FFT und Skalie-
rung.
B.3 Auswertung der Strukturantwort
Wie bereits erwa¨hnt, wird die Strukturanalyse fu¨r jedes Inkrement durchgefu¨hrt. Bei der
Berechnung der Erstu¨berschreitenswahrscheinlichkeiten ist darauf zu achten, daß die
Indikatorfunktionnicht mehrmals gesetzt wird und dadurch Werte gro¨ßer Eins annimmt,
wenn ein bestimmtes Niveau einmal u¨berschritten wurde. Dies wird durch eine Art ”in-verse Indikatorfunktion“ realisiert, die, im Gegensatz zur Funktion I in Gl. (3.102),
den Wert 0 im Versagensfall, sonst den Wert 1 annimmt. Die Indikatorfunktion wird
mit der bedingten Versagenswahrscheinlichkeit fu¨r die gegebene Richtung und aktuel-
le Laststufe multipliziert. Auswertungen wie Verteilungsfunktion, Periodogramm und
statistische Momente sind mit der Dichtefunktion des Radius zu skalieren. Wie auf S.
105 erla¨utert, wird fu¨r dafu¨r der Radius in der Mitte jedes Inkrements verwendet.
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#label CALCULATE_RESPONSE
linalg transpose, replace, the_vector, vector_t /
object operate, \mul , vector_t \sub 1 \div \div 1 2 i_inc ,/
Ermittlung des Vektors mit Radius (ri  ri 1)=2.
regress failure, directional replace,
vector_t amp_set2, pcond err weight/
Berechnung der bedingten Versagenswahrscheinlichkeit.
Im weiteren werden nur die Ermittlung der Verteilung und der Erstu¨berschreitenswahr-
scheinlichkeiten u¨ber verschiedene Niveaus gezeigt.
timeseries exceedance,replace,teilwort 0 0.05 num_step,probx/
Ausza¨hlen der Zahl der Niveauu¨berschreitungen, fu¨hrt auf
den Scha¨tzer der Verteilungsfunktion.
object extract, replace column, probx 2, indy /
object operate, \gtn , indy 0,/
Ermittlung der Indikatorfunktion.
object copy, replace, indy, helpi1/
object operate, \mul, helpi1 pcond,/
Umspeichern der Indikatoren auf ein Hilfsobjekt, Multi-
plikation mit der bedingten Versagenswahrscheinlichkeit.
object extract, column replace, probx 2, helpx1/
control gosub,, WEIGHTEX,/
object operate, \max, rdens 1e-30 ,/
object operate, \mul, helpx1 rdens ,/
object operate, \mul, helpx1 scale ,/
Multiplikation der gescha¨tzten Verteilung mit der Dichte-
funktion des Radius (Routine WEIGTHEX, s.u.) und dem
Skalierungsfaktor scale (s. Abschn. B.1).
object copy, replace, indy, help_inv1/
object operate, \ltn, help_inv1 1,/
Ermittlung der ”inversen Indikatorfunktion“ (s.o.).
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control if, integer equal, i_inc 1 NEITHER,/
object combine, replace \mul, helpi1 ind_inv, helpi3/
object combine, replace \add, helpi3 helpi2, helpi1/
object copy, replace, helpx1, helpx3/
object combine, replace \add, helpx3 helpx2, helpx1/
object copy, replace, help_inv2, help_inv1/
#label NEITHER
Multiplikation der Indikatoren mit der ”inversen Indika-torfunktion“ aus dem vorigen Inkrement, Umspeicherung
der Objekte fu¨r die Summation u¨ber die Inkremente. Die-
ser Schritt wird nicht im ersten Inkrement ausgefu¨hrt.
object copy, replace, helpi1, helpi2/
object copy, replace, helpx1, helpx2/
object copy, replace, help_inv1, ind_inv/
Umspeicherung der Objekte fu¨r die Summation u¨ber die
Inkremente.
object assemble, column, helpx2 probx 2,/
object copy, replace, probx, probf /
object assemble, column, helpi2 probf 2,/
Umspeicherung der Objekte der Verteilung und Erstu¨ber-
schreitenswahrscheinlichkeit, fu¨r spa¨tere Summation u¨ber
die Stichprobe.
Die Dichtefunktion des aktuellen Radius wird in einer eigenen Unterroutine berechnet.
Fu¨r sehr große Radien (Objekt the_norm), die wiederum mit extrem kleiner Wahr-
scheinlichkeit auftreten, ist die Berechnung aufgrund des Wertebereichs des Rechners
unmo¨glich, es wird dann aus der Routine heraus gesprungen.
#label WEIGHTEX
object create, replace real,, rdens/
control if, real greater, the_norm 38 CANNOT ,/
object read,, rdens
\mul
\exp (\div \pow the_norm 2 -2)
\div (
\mul (
\pow (2 \sub 1 num_bands)
\pow (the_norm \sub two_num_bands 1)
)
\gam (num_bands)
)
,/
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B.4 Adaption der Variablen
Aufgrund des anderen Simulationsmodells beim Directional Sampling bezieht sich die
Adaption der Variablen nur auf deren Standardabweichungen. Die Standardabweichun-
gen der Amplituden fakg und fbkg in Gl. (3.74) werden um das gleiche Maß erho¨ht.
Es findet auch keine Auswahl der Frequenzen statt. Ansonsten ist die Routine a¨hnlich
Abschnitt A.4.
#label ADAPT
object extract, replace column, perry(2), jummy/
object extract, maximum replace, jummy, max_spec bummy/
Ermittlung der maximalen Ordinate des Leistungsspek-
trums der Strukturantwort.
Die Anpassung der Standardabweichungen wird wiederum fu¨r jede diskrete Frequenz
in einer Schleife durchgefu¨hrt.
object create, replace,, k/
#label UPDATE
object modify, add, k 1,/
object modify, set, sigma_sim(k)
\add sigma_sim(k)
\mul more \div perry(\int \add (1 k) 2) max_spec ,/
Anpassung der Standardabweichungen der Amplituden fakg.
object modify, set, sigma_sim(\int \add num_bands k)
\add sigma_sim(\int \add num_bands k)
\mul more \div perry(\int \add (1 k) 2) max_spec ,/
Anpassung der Standardabweichungen der Amplituden fbkg.
control if, integer less, k num_bands UPDATE,/
Abfrage des Schleifenendes.
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Das Element UHYDE2
Fu¨r die Berechnungen in Kapitel 5 wurde zur Modellierung der Hysteretic Devices (Ab-
schnitt 5.2) das Finite Element UHYDE2 in SLang implementiert, das hier dokumentiert
werden soll. Das Element UHYDE2 besitzt zwei Freiheitsgrade. Im Finite Elemente
Modell wird das Element durch drei Knoten festgelegt. Durch die ersten beiden Kno-
ten werden die zugeordneten Freiheitsgrade in der Systemsteifigkeitsmatrix festgelegt;
deren Relativverschiebung aktiviert die nichtlineare Ru¨ckstellkraft. Die Achsen des lo-
kalen kartesischen Koordinatensystems werden mit x
`
, y
`
und z
`
bezeichnet. x
`
ist die
Achse durch die ersten beiden Knoten. Alle drei Knoten spannen eine Ebene auf, zu
welcher die Achse y
`
normal ist. Damit ist die Lage des Elements im Raum eindeutig
festgelegt. Die Ru¨ckstellkraft ist formuliert als
f(x) = αkx(t)+(1 α)kq(t) (C.1)
mit den Vektoren
f =

f1
f2

; x =

x1
x2

; q =

q1
q2

die in der Gleitfla¨che liegen, die parallel zur lokalen y
`
-z
`
-Ebene ist. Es wird ange-
nommen, daß sich das nichtlineare Verhalten des Elementes nur in radialer Richtung
ausbildet, die Kraft- und Verschiebungskomponenten in tangentialer Richtung ha¨ngen
linear zusammen. Das Materialgesetz fu¨r die radialen Komponenten entspricht dem
dritten Testbeispiel, vgl. S. 90. Hier ist
d
dt

qr
qt

=

x˙r(t) h(qr; x˙r)
x˙t

(C.2)
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mit
h(qr; x˙r) =
(
1 wenn qr < qy oder x˙rqr  0
qr qp
qy qp wenn qr  qy und x˙rqr > 0
(C.3)
und es gelten die Beziehungen

x˙r
x˙t

=
1
kqk

q1 q2
 q2 q1

x˙1
x˙2

(C.4)
beziehungsweise

q˙r
q˙t

=
1
kqk

q1 q2
 q2 q1

q˙1
q˙2

(C.5)
Die Hysterese, siehe auch S. C.5, besitzt zwei lineare Bereiche, mit den Steifigkeiten
k bzw. αk. Dadurch ist es mo¨glich, zusa¨tzlich zum Reibungsgera¨t z.B. parallel ange-
ordnete elastische Federn zu beru¨cksichtigen. Die Parameter qy und qp bestimmen den
U¨bergang zwischen dem linear–elastischen Zustand und dem Gleiten.
In der programmtechnischen Umsetzung wird die nichtlineare Ru¨ckstellkraft f infol-
ge eines vorgegebenen Verschiebungszustands xn und des abgespeicherten vorherigen
Zustands x und q berechnet. Dazu wird zuna¨chst die Differenz aus altem und neuem
Verschiebungszustand in 20 Inkremente unterteilt. Fu¨r jedes Verschiebungsinkrement
werden q1, q2 und qr mit dem Runge – Kutta – Verfahren (Bronstein [10]) berechnet.
Fu¨r diese Berechnungen werden die Ableitungen der Komponenten von q nach den
Komponenten x1 und x2 von einer Unterroutine bereitgestellt. Hierin werden erst die
Komponenten x1 und x2 nach Gl. (C.4) in die Komponenten xr und xt transformiert,
damit wird die Funktion h nach Gl. (C.3) ausgewertet. Daraus ergeben sich die Ablei-
tungen zu
∂q1
∂x1
= h
q21
kqk2
+
q22
kqk2
(C.6)
∂q1
∂x2
=
∂q2
∂x1
= (h 1) q1q2
kqk2
(C.7)
∂q2
∂x2
= h
q22
kqk2
+
q21
kqk2
(C.8)
∂qr
∂x1
= h
q1
kqk
(C.9)
∂qr
∂x2
= h
q2
kqk
(C.10)
Nach der Schleife u¨ber alle Verschiebungsinkremente wird mit den aktuellen Werten
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fu¨r x und q die Ru¨ckstellkraft nach Gl. (C.1) ausgerechnet.
Die Wirkungsweise des Elements soll mit einem kleinen Beispiel veranschaulicht
werden. Das Finite Elemente Modell besitzt zwei Knoten, die senkrecht u¨bereinander
angeordnet sind. Einer der Knoten ist fest eingespannt, der andere in der horizontalen
Ebene verschieblich. Zwischen beiden Knoten ist ein UHYDE2 – Element angeordnet.
Am verschieblichen Knoten befindet sich ein Massenpunkt – Element. Die dimensions-
losen Parameter sind
m = 1 106
k = 3 107
qy = 0;07
qp = 0;1
α = 0
Es wurde eine Verschiebung als Sinusfunktion u¨ber 1,5 Perioden aufgegeben. Die Am-
plitude betra¨gt 1. Die gesamte Zeitreihe wurde zur Berechnung in 5000 Schritte un-
terteilt. Die Bilder auf den folgenden Seiten zeigen die Berechnungsergebnisse. Man
erkennt die Beschra¨nkung der Ru¨ckstellkraft auf den Wert kqp = 3;0 106 und die Aus-
rundung der Hysterese. Durch a¨hnliche Beispiele mit anderen Parametern, insbesondere
mit gro¨ßerer Schrittweite und verschiedenen Amplituden, wurde die Leistungsfa¨higkeit
des Elements getestet. Auch das dritte Testbeispiel in Kapitel 4, S. 90, wurde mit Hilfe
des UHYDE2 – Elements nachgerechnet, mit den gleichen Auswertungen der Wahr-
scheinlichkeiten.
Seite C.5 ist ein Vorschlag fu¨r das Elemente – Dokumentationsblatt des SLang –
Handbuchs.
DISSERTATION VEIT BAYER C.3
C DAS ELEMENT UHYDE2 C.4
 0.0  0.5  1.0  1.5E-1
-1.0
 0.0
 1.0E0
Object ZEITMATRIX x
y
Bild C.1: Vorgegebene Verschiebungen.
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Bild C.2: Ru¨ckstellkra¨fte im UHYDE2 – Element.
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Bild C.3: Hysterese (Kraft u¨ber Verschiebung) im UHYDE2 – Element.
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Element UHYDE2
Geometrisch lineares 2-Knoten Verbindungselement,
hysteretische Ru¨ckstellkraft in der Ebene normal zur lokalen x-Achse,
2 Verschiebungs – Freiheitsgrade pro Knoten,
keine Formfunktionen, keine Integrationspunkte.
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Node 1
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z
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x
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Bild C.4: Das Element UHYDE2. Bild C.5: Hysterese in radialer Rich-
tung der yz-Ebene.
Lokales Koordinatensystem
Die lokale x-Achse ist definiert durch die Knoten 1 und 2. Knoten 1, 2 und 3 spannen
eine Ebene auf, zu welcher die lokale y-Achse normal ist.
Gesetz der Ru¨ckstellkraft
Die Ru¨ckstellkraft wirkt in der lokalen yz-Ebene. Sie ist linear–elastisch in tangentialer
Richtung und hysteretisch in radialer Richtung. Parameter:
k Anfangssteifigkeit,
qy Verschiebung am Ende des linear–elastischen Bereichs,
qp Verschiebung zu Beginn des Gleitens,
α Verha¨ltnis Anfangs- zu Reststeifigkeit.
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