Abstract. We study the Cahn-Hilliard equation in a bounded domain without any symmetry assumptions. We prove that for any xed positive integer K there exist interior K{peak solutions whose peaks have maximal possible distance from the boundary and from one another. This implies that for any smooth and bounded domain there always exist interior K{peak solutions.
Introduction
The Cahn-Hilliard equation 6] was originally derived from a Helmholtz free energy of an isotropic two-component solid and can be written as follows: E(u) = Z F(u(x)) + 1 2 2 jru(x)j 2 ]dx:
Here is the region occupied by the body, u(x) is a conserved order parameter typically representing the concentration of one of the components. Finally, F(u) is the free energy density of a correponding homogoneous solid, which has a double well structure at low temperatures. The most commonly used model is for F(u) = (1 ? u 2 ) 2 .
The constant is proportional to the range of intermolecular forces and the gradient term is a contribution to the free energy which describes spatial uctuations.
We assume conservation of mass, i.e. there exists m with 0 < m < 1 such that m = 1 j j R udx. Therefore where f(u) = F 0 (u) and is a constant. In this paper we are concerned with solutions of (1.1) with spike layers. The one dimensional case was studied by Novick-Cohen and Segal 29], Bates and Fife 5] , and Grinfeld and Novick-Cohen 13], 14].
In 36] we constructed a boundary spike layer solution to (1.1) for << 1 in the higher dimensional case when m is in the metastable region. i.e., f 0 (m) > 0: The spike is located near a nondegenerate critical point of the mean curvature of the boundary.
In 37] we constructed a multiple spikes layer solution to (1.1) where the spikes are each located near nondegenerate critical points of the mean curvature of the boundary.
In 38] we constructed an interior spikes layer solution to (1.1). The spike concentrates, as ! 0 at a \nondegenerate peak point" (see 38] for the de nition). The existence of spike layer solutions as well as the location and the pro le of the peaks for other problems arising in various models such as chemotaxis, pattern formation, chemical reactor theory, etc. have been studied by Lin, Ni, Pan, and Takagi 19, 24, 25, 26] for the Neumann problem and by Ni and Wei 28] for the Dirichlet problem. However, they do not have the volume constraint and the nonlinearity is simpler than here.
Naturally these stationary solutions are essential for the understanding of the global dynamics of the corresponding evolution process. While Bates and Fife 5] prove some results in this direction for the one dimensional case these questions are open for higher dimensions.
Other important features of the Cahn-Hilliard equation with physical relevance are spinodal decomposition and pattern formation. In this respect see the recent work of Kielh ofer 17] and Maier-Paape and Wanner 22] .
From now on, we always assume that m is in the metastable region, i.e. To accommodate more general nonlinearities we assume that for all > 0 which are su ciently small (g1) h 0 2 C 1+r (R + ) for some r > 0 where h 0 In what follows, we state precisely our assumption on the domain.
For any P = (P 1 ; :::; P K ) 2 K = ::: , we introduce the following function '(P 1 ; P 2 ; :::; P K ) = min i;k;l=1;:::;K;k6 =l (d(P i ; @ ); 1 2 jP k ? P l j)
We assume that a subset of K satis es max (P 1 ;:::;P K )2 '(P 1 ; :::; P K ) > max (P 1 ;:::;P K )2@
'(P 1 ; :::; P K ): (1.6)
We emphasize that such a set always exists . For example, we can take = K . We also observe that any such can be modi ed so that for P = (P 1 ; :::; P K ) 2 we have min i=1;:::;K d(P i ; @ ) > > 0; min k;l=1;:::;K;k6 =l jP k ? P l j > 2 > 0 (1.7) for some su ciently small > 0.
Next we discuss some other examples of for some special domains. If d(P; @ ) has K strict local maximum points P 1 ; :::; P K in such that min i6 =j jP i ? P j j > 2 max i=1;:::;K d(P i ; @ ), we can choose such that (1.5) holds with max (P 1 ;:::;P K )2 '(P 1 ; :::; P K ) achieved at P = (P 1 ; :::; P k ). When = B R (0) and K = 2, one can take P 1 = (R=2; 0; :::; 0); P 2 = (?R=2; :::; 0) and = f(X 1 ; X 2 ) : R=2 ? < jX i j < R=2 + ; i = 1; 2; jX 1 ? X 2 j > g with small. Then (1.5) holds and max (P 1 ;P 2 )2 '(P 1 ; P 2 ) = R=2 is achieved at P = (P 1 ; P 2 ).
Our main result can be stated as follows. attained at some point (Q 1 ; :::; Q K ) with d(Q i ; @ ) = max '(P 1 ; :::; P K ) for some i. In other words, the distance between each Q 0 i s is always larger than or equal to the twice the smallest d(Q i ; @ ). If we connect the maximum point of '(P 1 ; :::; P K ) with the ball packing problem and call the set of the centers of K equal balls packed in with the largest radius a K packing center, then the K interior peaks of the above solution converge to a K packing center.
To introduce the most important ideas of the proof of Theorem 1.1, we need to give some necessary notations and de nitions rst.
For our approach it is essential to note that v is a solution of (1. It is very important in the de nition of X to require that functions v 2 X satisfy Z v = 0: On the other hand recall that for solutions of (1.1) this does not have to be assumed a priori but follows automatically. The key to our construction is nding good approximation functions for the solutions. Our approach is by using a projection technique to obtain appropriate functions in the space X.
We have to study solutions in all of R N rst. Let V be a the unique solution of the following problem (1.9)
For P 2 let ;P := fyj y + P 2 g and := fyj y 2 g. We de ne a function P ";P V as the unique solution of ( u ? p u + h (V ) = 0 in ";P ; @u @ = 0 on @ ";P :
(1.10)
We choose 0 such that for = 0
We shall see that this choice of is essential in dealing with the nonlocal integral term.
Fix P = (P 1 ; P 2 ; :::; P K ) 2 . We set PV ;i (y) = P ;P i V (y ? P i ); V ;i (y) = V (y ? P i ); y 2 ; Then we show that ;P is C 1 in P. After that, we de ne a new function M (P) = J (w ;P + ;P ): (1.12) We maximize M (P) over . Condition (1.5) ensures that M (P) attains its maximum inside . We show that the resulting solution has the properties of Theorem 1.1.
Throughout this paper, unless otherwise stated, the letter C will always denote various generic constants which are independent of , for su ciently small. > 0 is a very small number. o(1) means jo(1)j ! 0 as ! 0.
For the construction of boundary spike solutions, we just need an algebraic order estimate. Here for the interior peak case, the nonlocal term R h(v) is of algebraic order " N , but the term that really governs the formation of interior spikes is exponentially small. We use the method of viscosity solutions as introduced in 21] to estimate exponentially small terms. The paper is organized as follows. Notation, preliminaries and some useful estimates are explained in Section 2. Section 3 contains the setup of our problem and we solve (1.2) up to approximate kernel and cokernel, respectively. We set up and solve a maximizing problem in Section 4. Finally, in Section 5, we show that the solution to the maximizing problem is indeed a solution of (1.2) and satis es all the properties of Theorem 1.2.
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Projection of V
In this section, we study properties of the function V introduced in Section 2. In particular, we introduce a \projection" of V in H 1 N ( ), the linear subspace of H 1 ( ) of functions satisfying the Neumann boundary condition and prove some estimates.
Let U be any bounded smooth domain. We de ne P U V as the unique solution of
where p , h are as de ned in the introduction. Recall that ";P : = fyj"y + P 2 g; " : = fyj"y 2 g; and set ' ";P (x) = V ( jx ? Pj " ) ? P ";P V (y); "y + P = x:
Then ' ";P (x) satis es To analyze P ";P V , we introduce another linear problem. Let P D ";P V be the unique solution of Let us now compare ' ";P (x) and ' D ";P (x). To this end, we introduce another function. Let U be the solution of the following problem ( 
Note that since is convex with respect to P, we Moreover for any c 1 > 0; sup z2 " k`; P e ?( p p 0 +c 1 )jzj V " k`; P (z)? V ! 0 as " k`! 0.
Proof: By Lemma 3.1, we have jV ";P (y)j = j((V ) ? P ";P V ) 1 ' ";P (P ) j C ' D ";P (P ) ' ";P (P ) + C 1 ' ";P (P ) e ? By a local compactness argument, we have that lim !0 V ";P = V and V satis es (2.4).
Choosing
In this section we choose . Let P ";P V be de ned in (1.10). We now choose 0 ( ) such that for = 0 ( )
We will see in Section 4 that this choice of 0 is essential to get good estimates for the nonlocal terms. Recall the notation PV ;i = P ;P i V : By the de nition of P ;P V we have Then by the implicit function theorem
We make the ansatz 0 ( ) = 1 ( ) + ( ): Then because of (3. The last term dominates over the dependence of on P in the energy, i.e. for our considerations is essentially independent of P. Therefore,
' ;P i (P i )): (3.4)
Key Energy Estimates
In this section, we derive some key energy estimates. We rst state some useful lemmas about the interactions of two V 's. The next lemma is the key result in this section.
Lemma 4.3. For any P = (P 1 ; :::; P K ) 2 and su ciently small
where is de ned by (4.1) and O( ) is a term which depends on only and is independent of P. Proof:
We shall prove the cases when K = 1 and K = 2. The other cases are similar.
By (1.6), we have that d(P i ; @ ) > > 0; i = 1; 2; jP 1 ? P 2 j > 2 > 0.
Recall that P ;P V satis es P ;P V ? p P ;P V + h (V ) = 0: ' ;P i (P i ))]:
' ;P i (P i )
? ( + Let ;P denote the projection from Y onto C ?
;P . Our goal in this section is to show that the equation ;P S (w ;P + ;P ) = 0 has a unique solution ;P 2 K ?
;P if is small enough and P = (P 1 ; :::; P K ) 2
. As a preparation the following two propositions give the invertibility of the corresponding linearized operator. ). Here i 1 i 2 is the Kronecker symbol. Furthermore, because of (5.4),
as k ! 1. We introduce new sequences f' i;k g by ' i;k (y) = ( y ? P i ) k (y); y 2 k
where (z) is a cut-o function such that (z) = 1 for jzj and (z) = 0 for jzj > 2 where is small ( actually we choose as in (1.7).
It follows from (5.5) and the smoothness of that
for all k su ciently large. Therefore there exists a subsequence, again denoted by f' i;k g which converges weakly in H 2 (R N ) to a limit ' i;1 as k ! 1.
We are now going to show that ' i;1 0. As a rst step we deduce 
we have that
In summary:
(5.10) From (5.10) and the following elliptic regularity estimate (for a proof see
This contradicts the assumption k k k H 2 ( k ) = 1 and the proof of Proposition 5.1 is completed.
Proof of Proposition 3.2:
We de ne a linear operator T from L 2 ( " ) to itself by T = ;P L ;P Its domain of de nition is H 2 N ( " ) \ X. By the theory of elliptic equations and by integration by parts it is easy to see that T is a (unbounded) selfadjoint operator on L 2 ( " ) and a closed operator. The L 2 estimates of elliptic equations imply that the range of T is closed in L 2 ( " ). Then by the Closed Range Theorem ( 39] , page 205), we know that the range of T is the orthogonal complement of its kernel which is, by Proposition 3.1, K ";P . This leads to Proposition 3.2. 2
We are now in a position to solve the equation 
= L " ";P + N 1 " ( ";P ) + N 2 " ( ";P ) + E " where L ";P = ";P ? p ";P + h 0 (w ";P ? ) ";P ? 1 j j Z h 0 (w ";P ? ) ";P ; Because of
(here we need p i < ( N+4 N?4 ) + ; i = 1; 2; 3 for Sobolev imbedding) we have
We have proved Lemma 5.4. There exists > 0 such that for every (N+1)-tuple ; P 1 ; : : : ; P K with 0 < < and P = (P 1 ; :::; P K ) 2 there is a unique ;P 2 K ?
;P satisfying S (w ;P + ;P ) 2 C ";P and k ;P k H 2 ( ) C(e ? p p 1+r 2
The next lemma is our main estimate. Finally, we show that ;P is actually smooth in P. Lemma 5.6. Let ";P be de ned by Lemma 3.4. Then ";P 2 C 1 in P.
Proof. Recall that ";P is a solution of the equation ";P S " (w ;P + ";P ) = 0 (5 1 2 K ";P are continuous in P and so is @ ";P @P i;j , we conclude that (@ ";P =(@P i;j )) 2 is also continuous in P. This is the same as the C 1 dependence of ";P in P. The proof is nished. In this section, we study a maximizing problem. Fix P 2 . Let ;P be the solution given by Lemma 3.4. We de ne a new functional M (P) = J (w ;P + ;P ) : ! R (6.1) We shall prove Proposition 6.1. For small, the following maximizing problem maxfM (P) : P 2 g (6.2) has a solution P 2 . Proof: Since J (w ;P + ;P ) is continuous in P, the maximizing problem has a solution. Let M (P ) be the maximum where P 2 . We claim that P 2 .
In fact for any P 2 , by Lemma 5. (1) for any P = (P 1 ; :::; P K ) 2 . This implies that '(P 1 ; :::; P K ) max P2 '(P 1 ; :::; P K ) ?
for any > 0.
So '(P 1 ; :::; P K ) ! max P2 '(P 1 ; :::; P K ) as ! 0. By condition (1.5), we conclude P 2 . This completes the proof of Proposition 4.1. .2) becomes a system of homogeneous equations for kl and the matrix of the system is nonsingular since it is diagonally dominant. So kl 0; k = 1; :::; K; l = 1; :::N.
Hence u = w ;P + ;P is a solution of (1.2).
By our construction, it is easy to see that ?N J (u ) ! KI(V ) and u has only K local maximum points Q 1 ; :::; Q K and Q i 2 . By the structure of u we see that (up to a permutation) Q i ? P i = o(1). This proves Theorem 1.2.
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