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MIXED TATE MOTIVES AND MULTIPLE ZETA VALUES.
TOMOHIDE TERASOMA
1. Introduction
Let l be a positive integer and k1, . . . , kl be integers such that ki ≥ 1 for
i = 1, . . . , l − 1 and kl ≥ 2. We define the multiple zeta value ζ(k1, . . . , kl) of
index (k1, . . . , kl) as
ζ(k1, . . . , kl) =
∑
m1<···<ml
1
mk11 · · ·m
kl
l
.
Set h0 = 0 and hi =
∑i
j=1 ki. For an index (k1, . . . , kl), the number n =∑l
i=1 ki is called the weight of the index. The weight of the multiple zeta value
ζ(k1, . . . , kl) is defined to be n. We have the following integral expression of
ζ(k1, . . . , kl):
ζ(k1, . . . , kl) = (−1)
l
∫
∆n
l∏
i=1
[
dxhi−1+1
xhi−1+1 − 1
∧
ki−1∏
j=1
dxhi−1+j+1
xhi−1+j+1
]
Here ∆n is the topological cycle defined by {0 < x1 < · · · < xn < 1}. We
define the subspace Ln of R by
Ln =
∑
k1+···+kl=n
ki≥1,kl≥2
ζ(k1, . . . , kl)Q.
By the shuffle relation, we have Li · Lj ⊂ Li+l and the space A = ⊕∞n=0Ln
is a graded algebra. Zagier [1] conjectured the following dimension formula.
(See also [2].) For the motivic interpretation, see [3].
Conjecture 1.1 (Zagier).
dimLn = dn,
where di is defined by the following inductive formula.
d0 = 1, d1 = 0, d2 = 1, di+3 = di+1 + di for i ≥ 0
The generating function of di is given by
∞∑
i=0
dit
i =
1
1− t2 − t3
.
The main theorem of this paper is the following.
Date: October 25, 2018.
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Theorem 1.2 (Main Theorem). dimLn ≤ dn.
The same theorem is announced in [4] and [5]. Let us explain the outline
of the proof. We construct a pair of varieties (Y 0,B0) such that the periods
of the relative cohomology Hn = Hn(Y 0, j!QY 0−B0) are expressed as Q-
linear combinations of multiple zeta values. Here j is the natural inclusion
Y 0 −B0 →֒ Y 0. We show that the extension class of
0→Wk+1(H
n)/Wk+2(H
n)→Wk(H
n)/Wk+2(H
n)(1.1)
→Wk(H
n)/Wk+1(H
n)→ 0
vanishes in the category of mixed Hodge structures for all k. We use the the
following equality for the extension of mixed motives after Marc Levine [7].
HomDTM(Q)(Q,Q(i)[1]) = K2i−1(Q)⊗Q(1.2)
In particular, we have HomDTM(Q)(Q,Q(1)[1]) = Q
× ⊗ Q. By using the
compatibility in Proposition 3.3, the extension class (1.1) is known to split in
the category of mixed motives. Using this fact and equality (1.2), we prove
that Hn(Y 0, j!QY 0−B0) is a subquotient of a direct sum of typical objects in
the category of mixed motives.
Let us explain the contents of this paper. In Section 2, we construct by
a succession of blowing ups a variety Y 0 and its closed subvariety B0 as-
sociated to multiple zeta values. We compute the relative de Rham coho-
mology Hi(j!KY 0−B0,DR). Since H
i(j!KY 0−B0,DR) = 0 for i 6= n, the cone
Cone(QY 0 → QB0)[n] defines an abelian object ATM in DTMQ. In Section
3, we recall the definition of the abelian category of mixed Tate motives and
prove several propositions concerning generators of abelian sub-categories in
ATM . We also prove the compatibility of the cycle map for mixed Tate mo-
tives and the map ch for the extensions of mixed Tate Hodge structures. In
Section 4, we compute the periods of the relative cohomologies defined in Sec-
tion 2. We claim that the periods of the relative cohomologies are expressed
by multiple zeta values. In the last section, we prove the Main Theorem.
The author would like to express his thanks to M.Matsumoto, T.Saito,
M.Kaneko and B. Kahn for discussions. He also would like to express his
thanks to M.Levine for letting him know the references about the category of
mixed Tate motives.
2. Varieties associated to multiple zeta values
2.1. Successive blowing up of affine spaces. In this section, we introduce
a successive blowing up of (A1)n.
Let (A1)n = {(x1, . . . , xn)} be a product of A1. We define a sequence of
subvarieties Zi,Wi for i = 0, . . . , n− 2 by
Zi = {(x1, . . . , xn) | x1 = · · · = xn−i = 0},
Wi = {(x1, . . . , xn) | xi+1 = · · · = xn = 1},
We define sequences of blowing ups and their centers
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(A1)n = X0 ← X1 ← · · · ← Xn−2 ← Xn−1 = X
∪ ∪ ∪
Zpr0 Z
pr
1 Z
pr
n−2
X = Y0 ← Y1 ← · · · ← Yn−2 ← Yn−1 = Y
∪ ∪ ∪
W pr0 W
pr
1 W
pr
n−2
by the following procedure.
1. X0 (resp. Y0) is equal to (A
1)n (resp. X).
2. Let Zpri (W
pr
i ) be the proper transform of Zi (resp. Wi) under the
morphism Xi → X0 (resp, Yi → X0).
3. Let Xi+1 (resp. Yi+1) be the blowing up of Xi (resp. Yi) with the center
Zpri (resp. W
pr
i ) for i = 1, . . . , n− 2.
We define divisors Dǫi (ǫ = 0, 1, 1 ≤ i ≤ n) of (A
1)n by
Dǫi = {xi = ǫ}
and
D = D02 ∪ · · · ∪D
0
n ∪D
1
1 ∪ · · · ∪D
1
n−1
and the proper transform of D under the morphism Xi → X0 (resp. Yi → X0,
X → X0, Y → X0) is denoted by DXi (resp. DYi , DX , DY ). The proper
transform of Dǫj under the morphism Xi → X0 (resp. Yi → X0, X → X0,
Y → X0) is denoted by D
ǫ
j,Xi
(resp. Dǫj,Yi , D
ǫ
j,X , D
ǫ
j,Y ). The open subvariety
Xi −DXi (resp. Yi − DYi , X −DX , Y −DY ) is denoted by X
0
i (resp. Y
0
i ,
X0, Y 0).
We define Z0i and W
0
i by Z
pr
i ∩ X
0
i and W
pr
i ∩ Y
0
i , respectively. It is
easy to see that the divisors D01,Xi , . . . , D
0
n−i,Xi
(resp. D1i+1,Yi , . . . , D
1
n,Yi
) are
normal crossing and Zpri = ∩
n−i
j=1D
0
j,Xi
(resp. W pri = ∩
n
j=i+1D
1
j,Yi
). Therefore
the inverse image of X0i (resp. Y
0
i ) under the morphism Xi+1 → Xi (resp.
Yi+1 → Yi) is isomorphic to X0i (resp. Y
0
i ). We identify X
0
i (resp. Y
0
i ) as
an open set of Xi+1 (resp. Yi+1) via this isomorphism. Let E
0
i = X
0
i+1 −X
0
i
(resp. F 0i = Y
0
i+1 − Y
0
i ).
In general, for a system of coordinate (y1, . . . , yk) of (A
1)k, we consider
the same procedure as before and the resultant variety X and Y are denoted
by X(y1, . . . , yk) and Y (y1, . . . , yk), respectively. The divisors correspond-
ing to DY , D
ǫ
i,X and D
ǫ
i,Y are denoted by DY (y1, . . . , yk), D
ǫ
yi,X
(y1, . . . , yk)
and Dǫyi,Y (y1, . . . , yk), respectively. The following propositions can be easily
checked.
Proposition 2.1. 1. The divisors D0j,Xi (j = n− i+ 2, . . . , n) and D
1
j,Xi
(j = n − i + 1, . . . , n) transversally intersect with Zpri . The divisors
D1j,Yi (j = 1, . . . , i − 1) and D
0
j,Yi
(j = 1, . . . , i) transversally intersect
with W pri .
2. The divisor D1j,Xi does not intersect with Z
pr
i for j = 1, . . . , n− i. The
divisor D0n−i+1,Xi does not intersect with Z
pr
i .
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3. The divisor D0j,Yi does not intersect with W
pr
i for j = i+ 1, . . . , n. The
divisor D1i,Yi does not intersect with W
pr
i .
Proposition 2.2. The variety Zpri (resp. W
pr
i ) is naturally identified with
X(xn−i+1, . . . , xn) (resp. Y (x1, . . . , xi)).
1. Under the identification Zpri = X(xn−i+1, . . . , xn), the intersection
D0xj ,Xi∩Z
pr
i (resp. D
1
xj ,Xi
∩Zpri ) is identified with D
0
xj ,X
(xn−i+1, . . . , xn)
for n− i+ 2 ≤ j ≤ n (resp. D1xj ,X(xn−i+1, . . . , xn) for n− i+ 1 ≤ j ≤
n− 1).
2. Under the identification W pri = Y (x1, . . . , xi), the intersection D
0
xj ,Yi
∩
W pri (resp. D
1
xj ,Yi
∩W pri ) is identified with D
0
xj ,Y
(x1, . . . , xi) for 2 ≤
j ≤ i (resp. D1xi,Y (x1, . . . , xi) for 1 ≤ j ≤ i− 1).
Corollary 2.3.
Z0i =Z
pr
i − ∪
n
j=n−i+2D
0
j,Xi
(xn−i+1, . . . , xn)
− ∪n−1j=n−i+1D
1
j,Xi
(xn−i+1, . . . , xn),
W 0i =W
pr
i − ∪
i
j=2D
0
j,Yi
(x1, . . . , xi)− ∪
i−1
j=1D
1
j,Yi
(x1, . . . , xi).
Let Ei (resp. Fi) be the exceptional divisor of the blowing up Xi+1 → Xi
(resp. Yi+1 → Yi). The the morphism πi : Ei → Z
pr
i (τi : Fi → W
pr
i )
is a Pn−i−1-bundle and the intersections D0j,Xi+1 ∩ Ei (1 ≤ j ≤ n − i)(resp.
D1j,Yi+1∩Fi (i+1 ≤ j ≤ n)) are horizontal families of independent hyperplanes
for the morphism Ei → Z
pr
i (resp. Fi → W
pr
i ). Therefore Ei − ∪
n−i
j=2D
0
j,Xi+1
(resp. Fi−∪
n−1
j=i+1D
1
j,Xi+1
) is a A1×(Gm)n−2−i-bundle over Z
pr
i (resp. W
pr
i ).
By Corollary 2.3, the morphism πi (resp. τi) induces a morphism E
0
i → Z
0
i
(resp. F 0i →W
0
i ), which is also denoted by πi (resp. τi).
We introduce an open set Ui of Z
0
i and its neighborhood Ni. We use
them and their blowing ups to compute the de Rham cohomology of X0 in
Proposition 2.7.
By Proposition 2.2 and Corollary 2.3, Z0i contains an openset Ui defined
by
Ui = {(xn−i+1, . . . , xn) |xk 6= 0( for n− i+ 1 ≤ k ≤ n),
xk 6= 1( for n− i+ 1 ≤ k ≤ n− 1)}.
We give a description of the restriction of πi to Ui. Let
Ni = {(x1, . . . , xn) | (xn−i+1, . . . , xn) ∈ Ui}.
The variety Ui can be identified with the closed subvariety {(x1, . . . , xn) ∈ Ni |
x1 = · · · = xn−i = 0} of Ni. Since Ni does not intersect with Z0, . . . , Zi−1 in
X0, Ni can be identified with a subvariety in Xi via the blowing up procedure.
Moreover we have Ni ∩ Z0i = Ui in Xi. Let BlUi(Ni) be the blowing up of
Ni along the center Ui. Then BlUi(Ni) can be identified with an open set of
Xi+1, and we have the following cartesian diagram.
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Xi+1 → Xi
∪ ∪
BlUi(Ni) → Ni
Let BlUi(Ni)
0 = BlUi(Ni)−∪
n−i
j=2D
0
j,Xi+1
−∪n−ij=1D
1
j,Xi+1
. Then BlUi(Ni)
0 =
X0i+1∩BlUi(Ni). We put E
0
i,Ui
= BlUi(Ni)
0∩E0i . Then we have the following
commutative diagram.
E0i → Z
0
i
↑ ↑
E0i,Ui → Ui
Proposition 2.4. We introduce coordinates ξi with ξix2 = xi for i = 1, 3, 4,
. . . , n− i.
1. The variety BlUi(Ni)
0 is isomorphic to
{(ξ1,ξ3, . . . , ξn−i, x2, xn−i+1, . . . , xn) | ξi 6= 0( for 3 ≤ i ≤ n− i),
x2ξi 6= 1( for 3 ≤ i ≤ n− i or i = 1), xi 6= 0( for n− i+ 1 ≤ i ≤ n),
xi 6= 1( for n− i+ 1 ≤ i ≤ n− 1 or i = 2)}.
2. The variety E0i,Ui is isomorphic to the subvariety of BlUi(Ni)
0 defined
by x2 = 0 under the coordinate given as above. More explicitly, it is
isomorphic to
{(ξ1, ξ3, . . . , ξn−i, xn−i+1, . . . , xn) | ξi 6= 0( for 3 ≤ i ≤ n− i),
xi 6= 0( for n− i+ 1 ≤ i ≤ n), xi 6= 1( for n− i+ 1 ≤ i ≤ n− 1)}.
We also use the following proposition for the computation of de Rham
cohomology in the next subsection.
Proposition 2.5. The open set BlUi(Ni)
0 − E0i,Ui is isomorphic to
U = {(x1, . . . , xn) |xi 6= 0( for 2 ≤ i ≤ n),
xi 6= 1( for 1 ≤ i ≤ n− 1)}.
2.2. Computation of de Rham cohomology. In this section, we compute
the de Rham cohomology of X0 and Y 0. Let K be the field of definition Q.
We define a set S of the differential forms on X00 by
S = {
dxi
xi
(i = 2, . . . , n),
dxi
xi − 1
(i = 1, . . . , n− 1)}
Let 1 ≤ i1 < · · · < ik ≤ n,
dxir
xir − er
be an element in S for 1 ≤ r ≤ k. A
differential form
ω = ω(i1, . . . , ik; e1, . . . , ek) =
dxi1
xi1 − e1
∧ · · · ∧
dxik
xik − ek
(2.1)
is said to begin with type 1 (resp. end by type 0) if e1 = 1 (resp. ek = 0).
The vector space of k-forms generated by ω(i1, . . . , ik; e1, . . . , ek) with e1 = 1
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(resp. e1 = 1 and ek = 0) is denoted by V
k
1 (resp. V
k
10). If k = 0, we define
V 01 = V
0
10 = K. The main theorem of this section is as follows.
Theorem 2.6. 1. HkDR(X
0) ≃ V k1 .
2. HkDR(Y
0) ≃ V k10.
Let Vk,p be the subspace of k-forms H
k
DR(U) of U generated by
ω(i1, . . . , ik; e1, . . . , ek), where (1) there exists r such that ir = p and er = 1,
and (2) eq = 0 for q < r. For a formal sum a =
∑
J⊂[1,n] aJJ (aJ ∈ Q) of
simplices J in [1, n], we define ω0(a, x) by
ω0(a, x) =
∑
J
aJ
∏
j∈J
dxj
xj
.(2.2)
The boundary operator is written as ∂ and the k-th face operator is denoted
by “−{k}”. For 2 ≤ q < p ≤ n+1, we define a subspace Vk,p,q by the subspace
of k-form generated by ω0(∂J, x) ∧ dxpxp−1 ∧ η (resp. ω
0(∂J, x)), if p ≤ n − 1
(resp. p = n or p = n + 1) where J ⊂ [2, q] and η a product of
dxj
xj − ej
∈ S
with j > p. Since Vk,p,2 = Vk,p and V
k
1 = Vk,1 ⊕ Vk,2 ⊕ ⊕
n−1
p=3Vk,p,2, the
following proposition implies Theorem 2.6.1.
Proposition 2.7. 1. The natural map Hk(X0i )→ H
k(U) is injective.
2. Under the above injection, Hk(X0i ) (i = 1, . . . , n− 1) is identified with
⊕n−i+1p=1 Vk,p ⊕⊕
n+1
p=n−i+2Vk,p,n−i+1.
Proof. We prove the proposition by induction of dimX and i. For i = 1, we
can prove the proposition directly. We consider the following commutative
diagram whose rows are exact:
Hk(X0i+1) → H
k(X0i )
r
→ Hk−1(E0i )
↓ α ↓ ↓ β
Hk(BlUi(Ni)
0) → Hk(U)
r
→ Hk−1(E0i,Ui)
By the hypothesis of the induction, α is injective. By using the Leray
spectral sequence and inductive hypothesis, β is also injective. By Proposition
2.5 and Proposition 2.4 Hk(U), Hk(E0i,Ui) and H
k(E0i ) are generated by BU,
BE0
i,Ui
and BE0
i
, where
BU = {ω(i1, . . . , ik; e1, . . . , ek) |
dxik
xik − ei
∈ S},
S(i) = {
dxi
xi
(i = n− i+ 1, . . . , n),
dxi
xi − 1
(i = n− i+ 1, . . . , n− 1)},
BE0
i,Ui
= {ω0(J, ξ) ∧ ω(j1, . . . , jl; e1, . . . , el) | J ⊂ [3, n− i],
dxjk
xjk − ei
∈ S(i)},
BE0
i
= {ω0(J, ξ) ∧ ω(j1, . . . , jl; e1, . . . , el) ∈ BE0
i,Ui
| e1 = 1}.
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Here we used notations (2.1) and (2.2). The horizontal homomorphisms r
are obtained by Poincare residue with respect to the divisor x2 = 0. We
prove that r : Hk(X0i )→ H
k(E0i ) is surjective and the kernel of r is equal to
⊕n−ip=1Vk,p ⊕⊕
n+1
p=n−i+1Vk,p,n−i. Let T = (i1, . . . , il; e1, . . . , el) with i1, . . . , il ∈
[p + 1, n]. We use the notation ω(T ) in (2.1). We define V Tk,p and V
T
k,p,q
as the subspace of Vk,p and Vk,p,q generated by ω
0(J, x) ∧
dxp
xp − 1
∧ ω(T )
and ω0(∂J, x) ∧
dxp
xp − 1
∧ ω(T ) with J ∈ [2, q], respectively. Then we have
Vk,p = ⊕TV Tk,p and Vk,p,q = ⊕TV
T
k,p,q for p > n− i. We define V
T,ξ
k,p,n−i by the
subspace of Hk(E0i,Ui) generated by
{ω0(J, ξ) ∧
dxp
xp − 1
∧ ω(T ) | J ⊂ [3, n− i]}.
We compute the residue r with respect to x2 = 0 by the relation
dxk
xk
=
dξk
ξk
+
dx2
x2
for k = 3, . . . , n− i. It is easy to see that r(V Tk,p,n−i+1) ⊂ V
T,ξ
k,p,n−i
for p > n− i+ 1. For J ⊂ [2, n− i], we have
r(ω0(J, x) ∧
dxp
xp − 1
∧ ω(T )) =
{
ω0(∂J, ξ)∧ dxpxp−1 ∧ ω(T ) if 2 /∈ J
ω0(J − {2}, ξ)∧ dxp
xp−1
∧ ω(T ) if 2 ∈ J
(2.3)
and r(V1) = · · · = r(Vn−i) = 0. Therefore it is enough to prove that r :
V Tk,n−i+1 → V
T,ξ
k,n−i+1,n−i and r : V
T
k,p,n−i+1 → V
T,ξ
k,p,n−i (p > n − i + 1) are
surjective and
ker(r : V Tk,n−i+1 → V
T,ξ
k,n−i+1,n−i) = V
T
k,n−i+1,n−i,
ker(r : V Tk,p,n−i+1 → V
T,ξ
k,p,n−i) = V
T
k,p,n−i.
(1) The morphism r : V Tk,n−i+1 → V
T,ξ
k,n−i+1,n−i. For J ⊂ [3, n − i],
(ω0(J∪{2}, x)∧
dxn−i+1
xn−i+1 − 1
∧ω(T )) = ω0(J, ξ)∧
dxn−i+1
xn−i+1 − 1
∧ω(T ). Therefore
r is surjective. Suppose that the element
η =
∑
J⊂[2,n−i]
aJω
0(J, x) ∧
dxn−i+1
xn−i+1 − 1
∧ ω(T )(2.4)
is contained in the kernel of r. For a subset K ⊂ [2, n− i] such that 2 ∈ K,
the element τ = ω0(∂K, x)∧
dxn−i+1
xn−i+1 − 1
∧ω(T ) in V Tk,n−i+1,n−i contains only
one term ω0(J, x) ∧
dxn−i+1
xn−i+1 − 1
∧ ω(T ) such that 2 /∈ J , and in this case,
J = K − {2}. Therefore there exist an element δ ∈ V Tk,n−i+1,n−i such that
η′ = η − δ contains no term with 2 /∈ J in expression (2.4). The relation
r(η′) = 0 and formula (2.3) implies η′ = 0.
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(2) The morphism r : V Tk,p,n−i+1 → V
T,ξ
k,p,n−i. Let 2 ∈ K ⊂ [2, n− i+ 1].
Then we have
r(ω0(∂K, x)∧
dxp
xp − 1
∧ ω(T ))(2.5)
=
{
ω0(K − {2, n− i+ 1}, ξ) ∧ dxpxp−1 ∧ ω(T ) ( if n− i+ 1 ∈ K)
0 ( if n− i+ 1 /∈ K),
and the surjectivity follows from this equality. Suppose that the element
η =
∑
J⊂[2,n−i+1]
aJω
0(∂J, x) ∧
dxp
xp − 1
∧ ω(T )(2.6)
is contained in the kernel of r. Let 2 ∈ K ⊂ [2, n − i + 1]. The boundary
∂K =
∑
J bJJ contains only one term with 2 /∈ J . By using the relation∑
J bJω
0(∂J, x) ∧ dxp
xp−1
∧ ω(T ) = 0, we may assume that there is no term
with 2 /∈ J in the expression of (2.6). Then by formula (2.5) and r(η) = 0,
there is no term with n − i + 1 ∈ J in the expression of (2.6). Therefore
η ∈ V Tk,p,n−i.
We completed the proof of Theorem 2.6.1. The proof of Theorem 2.6.2 is
similar. We omit the proof of Theorem 2.6.2.
2.3. Proper transform of S-diagonal varieties. We define divisors Bi
in (A1)n by B0 = {x1 = 0}, Bn = {xn = 1} and Bi = {xi = xi+1} for
i = 1, . . . , n − 1. Let S be a subset of [0, n] such that S 6= [0, n]. We define
BS = ∩i∈SBi and B∅ = X0. Then dimBS = #S¯ − 1, where S¯ = [0, n] − S.
Set S¯ = {i1, . . . , is}. Then a coordinate of BS is given by xi2 , . . . xis , since
xi1+1 = · · · = xi2 , . . . , xis−1+1 = · · · = xis .
The proper transform of Bi in Y is denoted by B
pr
i . Then it is easy to see
that
Bpr0 ≃ Y (x2, . . . , xn).(2.7)
Let us define divisors B˜i in Y by
B˜0 = B
pr
0 ∪ E
pr
0 ∪ · · · ∪E
pr
n−2,
B˜i = B
pr
i ,
B˜n = B
pr
n ∪ F
pr
0 ∪ · · · ∪ F
pr
n−2,
where Epri (resp. F
pr
i ) is the proper transform of Ei (resp. Fi) in Y . We put
B˜S = ∩i∈SB˜i. We define B
pr,0
i = B
pr
i ∩Y
0, B˜0i = B˜i∩Y
0 and B˜0S = B˜S ∩Y
0.
Then via isomorphism (2.7), we have Bpr,00 ≃ Y
0(x2, . . . , xn). We can easily
check the following lemma.
Lemma 2.8. 1. There exists natural homomorphisms{
Epri → Y (xn−i+1, . . . , xn)
F prj → Y (x1, . . . , xj),
(2.8)
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which are birational to the morphisms Ei → Z
pr
i and Fj → W
pr
j in §2.1.
2. Let Epr,0i = E
pr
i ∩ Y
0 (resp. F pr,0j = F
pr
j ∩ Y
0). Then the morphisms
(2.8) induce morphisms
Epr,0i → Y
0(xn−i+1, . . . , xn)
F pr,0j → Y
0(x1, . . . , xj)
and they are trivial An−i−1-bundle and trivial An−j−1-bundle, respce-
tivly. Moreover η1 = x1/x2, . . . , ηn−i−1 = xn−i−1/xn−i gives a trivial-
ization of An−i−1-bundle Epr,0i → Y
0(xn−i+1, . . . , xn).
3. The intersections Eprp ∩ E
pr,0
i (p > i) and B
pr
q ∩ E
pr,0
i ( 0 ≤ q < n −
i − 1) are horizontal divisors with respect to the morphism Epr,0i →
Y 0(xn−i+1, . . . , xn). The defining equations of them are

Epr,0i ∩ E
pr
n−2 : η2 = 0, . . . , E
pr,0
i ∩ E
pr
i+1 : ηn−i−1 = 0,
Epr,0i ∩B
pr
0 : η1 = 0, E
pr,0
i ∩B
pr
1 : η1 = 1,
Epr,0i ∩B
pr
2 : η2 = 1, . . . , E
pr,0
i ∩B
pr
n−i−1 : ηn−i−1 = 1.
(2.9)
4. Using the coordinate in (2.9) of Lemma 2.8.3, the projection
(η1, η2, . . . , ηn−i−1) 7→ (η2, . . . , ηn−i−1)
gives a morphism πi : E
pr,0
i → E
pr,0
i ∩ B
pr,0
0 . Moreover the morphisms
πi patched together into the map π : B˜
0
0 → B
pr,0
0 . The morphism π is
homotopy equivalent.
Definition 2.9. Via the isomorphism 2.7, the divisor of Y 0(x2, . . . , xn) cor-
responding to the divisor B˜0i is denoted by B˜
0
i (x2, . . . , xn). In general, for a
set of coordinates (y1, . . . , ym), the divisor of Y
0(y1, . . . , ym) corresponding to
B˜0i is denoted by B˜
0
i (y1, . . . , ym). Then we have
B˜01(x2, . . . , xn) = ∪
n−2
i=0 E
pr
i ∩B
pr,0
0 ,
B˜0i (x2, . . . , xn) = B
pr
i ∩B
pr,0
0 ,
B˜0n(x2, . . . , xn) = B˜n ∩B
pr,0
0 .
For a set S′ ⊂ [1, n], we define B˜0S′(x2, . . . , xn) = ∩i∈S′B˜
0
i (x2, . . . , xn).
The following proposition is a direct consequence of the definition of π :
B˜00 → B
pr,0
0 defined in Lemma 2.8.4.
Proposition 2.10. Let S ⊂ [0, n] and 0 ∈ S. We put S′ = S − {0}.
1. π(B˜0S) = B˜
0
S′(x2, . . . , xn).
2. We have the following commutative diagram, where the horizontal ar-
rows are homotopy eqauivalent.
B˜00
π
−→ Bpr,00
↑ ↑
B˜0S −→
homotopy equivalent
B˜0S′(x2, . . . , xn)
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By using Proposition 2.10 successively, we have the following corollary.
Corollary 2.11. Let S ⊂ [0, n] such that 0 ∈ S and S¯ = {i1, . . . , is}. The
variety B˜0S is homotopy equivalent to
E0n−i1 ∩B
pr,0
1 ∩ · · · ∩B
pr,0
i1−1
∩(∩i1<j<is,j∈SB
pr,0
j )(2.10)
∩Bpr,0is+1 ∩ · · · ∩B
pr,0
n ∩ F
0
is−1
Via the isomorphism
E0n−i1 ∩B
pr,0
1 ∩ · · · ∩B
pr,0
i1−1
∩Bpr,0is+1 ∩ · · · ∩B
pr,0
n ∩F
0
is−1 ≃ Y
0(xi1+1, . . . , xis),
(2.10) is isomorphic to
B˜0
Sˆ
(xi1+1, . . . , xis) = ∩j∈SˆB˜
0
j (xi1+1, . . . , xis) ⊂ Y
0(xi1+1, . . . , xis),
where Sˆ = [i1, is]∩S. B˜0Sˆ(xi1+1, . . . , xis) is identified with Y
0(xi2 , xi3 , . . . , xis)
and is denoted by Bpr,0S .
All the varieties in this paper are defined overK = Q. For a smooth variety
S over K, the de Rham complex Ω•S/K is denoted by KS,DR. Then by the
definition of de Rham cohomology, we have HiDR(S/K) = H
i(KS,DR). More
generally, for a normal corssing variety V = ∪iVi, we define the de Rham
complex KV,DR of V by the complex
⊕#I=1KVI ,DR → ⊕#I=2KVI ,DR → · · · ,
where VI = ∩i∈IVi.
Corollary 2.12. The morphism B˜0S → B
pr,0
S in Corollary 2.11 gives the fol-
lowing quasi-isomorphism
KBpr,0
S
,DR → KB˜0S ,DR
.(2.11)
Let
B0S = {(xi2 , . . . , xis) | xi2 6= 1, xi3 6= 0, 1, . . . , xis−1 6= 0, 1, xis 6= 0}
Then we have B0S ⊂ B
pr,0
S and the induced map H
k(Bpr,0S ) ⊂ H
k(B0S) is
injective. By Theorem 2.6, we have the following corollary.
Corollary 2.13. Under the notation of (2.1), the cohomology group HkDR(B
pr,0
S )
is generated freely by
ω(j1, . . . , jp; ǫ1, . . . , ǫk),
where {j1 < · · · < jk} ⊂ {i2, . . . , is}, ǫp ∈ {0, 1} for p = 2, . . . , k − 1, ǫ1 = 1
and ǫk = 0.
Proposition 2.14. Let S ⊂ [0, n] and put S¯ = {i1, . . . , is}. We define
S(m) ⊂ [0, n] such that S¯(m) = {i1, . . . , im−1, im+1, . . . , is}. We put
B00S(0) ={(xi3 , . . . , xis) | xi3 6= 0, 1, . . . , xis−1 6= 0, 1, xis 6= 0},
B00S(m) ={(xi2 , . . . , xim−1 , xim+1 , . . . , xis) |
xi2 6= 1, xi2 6= 0, 1, . . . , xis−1 6= 0, 1, xis 6= 0},
B00S(s) ={(xi2 , . . . , xis−1) | xi2 6= 1, xi3 6= 0, 1, . . . , xis−1 6= 0, 1},
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for m = 1, . . . , s − 1. Then we have the following commutative diagram for
m = 0, . . . , s.
B00
S(m)
→֒ B0S
↓ ↓
Bpr,0
S(m)
Bpr,0S
↑ ↑
B˜0
S(m)
→֒ B˜0S
2.4. Relative de Rham cohomology groups. We use the same notations
B˜0i , B˜
0
S, B
pr,0
i and B
pr,0
S as in the last subsection. Then the divisor B
0 =
∪ni=0B˜
0
i of Y
0 is normal crossing. The complement of B0 in Y 0 is denoted by
V and the natural inclusions V → Y 0 and B0 → Y 0 are denoted by j and i,
respectively.
V
j
→ Y 0
i
← B0
For subsets S, T of [0, n], such that S ⊂ T 6= [0, n], the natural closed im-
mersion B˜0T → B˜
0
S is defined. Let j!KV,DR be the cone Cone(KY 0,DR →
KB0,DR).
Using the natural restriction morphism we have a complex
⊕ #S=∗
S⊂[0,n]
KB˜0
S
,DR = (⊕ #S=0
S⊂[0,n]
KB˜0
S
,DR → ⊕ #S=1
S⊂[0,n]
KB˜0
S
,DR(2.12)
· · · → ⊕ #S=n
S⊂[0,n]
KB˜0
S
,DR)
Proposition 2.15. The natural morphism
j!KV,DR → ⊕ #S=∗
S⊂[0,n]
KB˜0
S
,DR
is a quasi-isomorphism.
We have the spectral sequence
Ep,q1 = ⊕ #S=p
S⊂[0,n]
Hq(KB˜0
S
,DR)⇒ H
p+q(j!KV,DR)(2.13)
associated to the stupid filtration σ∗:
σi(⊕ #S=∗
S⊂[0,n]
KB˜0
S
,DR) = (0→ · · · → 0→ ⊕ #S=i
S⊂[0,n]
KB˜0
S
,DR
· · · → ⊕ #S=n
S⊂[0,n]
KB˜0
S
,DR → 0)
By quasi-isomorphism (2.11), E1-term of spectral sequence (2.13) is isomor-
phic to Ep,q1 = ⊕ #S=p
S⊂[0,n]
HqDR(B
pr,0
S ). To compute the differential d1 of the
spectral sequence, we use the following commutative diagram, which is a con-
sequence of Proposition 2.14.
HqDR(B
pr,0
S ) → H
q
DR(B
pr,0
S(m)
)
↓ ↓
HqDR(B
0
S) → H
q
DR(B
0,0
S(m)
),
12 T.TERASOMA
where S, S(m) are as in Proposition 2.14.
We define the word type of ω(j1, . . . , jp; ǫ1, . . . , ǫk) in (2.1) as (ǫ1, . . . , ǫk).
For a word W = (ǫ1, . . . , ǫk), k is called the length of W , which we denote by
len(W ). Let Wq be the set of words W = (ǫ1, . . . , ǫq) of length q such that
ǫi = 0, 1, ǫ1 = 1 and ǫq = 0. Note that W0 consists of the empty word ().
Theorem 2.16. For spectral sequence (2.13), we have Ep,k2 = 0 if p+ k 6= n
and
En−k,k2 ≃ ⊕W∈WkK.
As a consequence, we have Hi(j!KV,DR) = 0 for i 6= n and the filtration on
Hn(j!KV,DR) induced by spectral sequence (2.13) coincides with the weight
filtration.
Proof. The subspace of HkDR(B
pr,0
S ) generated by differential forms of word
type W = (ǫ1, . . . , ǫk) is denoted by HS,W . Then, by Corollary 2.13, we have
HkDR(B
pr,0
S ) ≃ ⊕W∈WkHS,W .
We can choose the local coordinate of B0S as (xi2 , . . . , xis) if S¯ = {i1 <
· · · < is}. Then the differential d1 of the spectral sequence E
p,k
1 of (2.13)
preserves the word type and as a consequence, the complex E∗,k1 is a direct
sum ⊕W∈WkH
∗
W of the complices H
∗
W , where
H∗W : H
0
W ≃ ⊕#S¯=n+1
S⊂[0,n]
HS,W → H
1
W ≃ ⊕ #S¯=n
S⊂[0,n]
HS,W → · · ·
Here we put S¯ = [0, n] − S. Therefore it is enough to prove the following
proposition.
Proposition 2.17. Let W ∈Wk. We have Hi(H∗W ) = 0 for i 6= n− k and
Hn−k(H∗W ) ≃ K.
Proof. Let T¯ , S¯ be subsets of [0, n] such that #T¯ = s−1,#S¯ = s and T¯ ⊂ S¯.
Set S¯ = {i1, . . . , is} and T¯ = S¯−{il}. We put S = [0, n]−S¯ and T = [0, n]−T¯ .
Then the restriction iTS : B
pr,0
T → B
pr,0
S is given as follows.
1. If l 6= 1, s, i∗TS(xip) = xip if p 6= l and i
∗
TS(xil) = xil+1 .
2. If l = 1, i∗TS(xip) = xip if p 6= 2 and i
∗
TS(xi2) = 0.
3. If l = s, i∗TS(xip) = xip if p 6= s and i
∗
TS(xis) = 1.
For an integer 0 ≤ i ≤ n+1 and W ∈Wk, we define the filtration F i(H
p
W ) of
HpW to be the subspace generated by HS,W for S¯ ⊂ [i, n] and #S¯ = n+1−p.
Then we can check that the restriction iTS preserves the filtration and F
∗ is
a filtration of complex H∗W . The differential on Gr
i
F (H
∗
W ) induced by d1 is
also denoted by d1. It is enough to prove the following claim for the proof of
the proposition.
Claim Let W ∈ Wk. (1)If Hj(GriF (H
∗
W )) 6= 0 then i = j = n − k, and
(2)Hn−k(Grn−kF (H
∗
W )) = K.
We put s = n+1−p. We identify GriF (H
p
W ) with the space ⊕S¯∈Si,sHS,W ,
where
Si,s = {S¯ = {i < i2 < · · · < is} | #S¯ = s}.
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The set Si,s is identified with {S¯′ | S¯′ ⊂ [i + 1, n],#S¯′ = s − 1}. The
class of ω(j1, . . . , jk,W ) ∈ HS,W in GriF (H
p
W ) is denoted by (S¯
′, τ), where
S¯′ = {i2, . . . , is} and τ = (j1, . . . , jk). The set
{(S¯′, τ) | S¯′ ⊂ [i+ 1, n], τ ⊂ S¯′,#S¯′ = s− 1 = n− p,#τ = k}
forms a base of GriF (H
p
W ). Let T¯
′ be an element of Si,s−1 such that T¯ ′ ⊂ S¯′.
The element S¯′ − T¯ ′ is denoted by il. Then the T¯ ′ component of d1(S¯′, τ) is
1. (T¯ ′, τ) if il /∈ τ ,
2. (T¯ ′, τ ′), where τ ′ = (j1, . . . , jm−1, il+1, jm+1, . . . , jk) if il = jm, l 6= s
and il+1 /∈ τ ,
3. zero if l 6= s, il ∈ τ , and il+1 ∈ τ , and
4. zero if l = s.
We introduce a partial order on the set T = {τ ⊂ [i+ 1, n] | #τ = k} so that
(j11, . . . , j1k) ≤ (j21, . . . , j2k) if and only if j1m ≤ j2m for m = 1, . . . , k. We
choose a numbering T = {τ1, . . . , τκ} on T such that τi ≤ τj implies i ≤ j. We
define Gt(GriF (H
p
W )) to be the subspace of Gr
i
F (H
p
W ) generated by (S¯
′, τj)
for t ≤ j. Then G∗ defines a decreasing filtration on GriF (H
p
W ) preserved by
the differential d1. It is easy to see that the complex Gr
t
GGr
i
F (H
∗
W ) is exact
if n − i > k. If n − i = k, then GriF (H
p
W ) = 0 if p 6= n − i and Gr
i
F (H
n−i
W )
is a one dimensional vector space generated by (S¯′, τ) = ([i+ 1, n], [i+ 1, n]).
Therefore we have the claim.
3. Generators of mixed Tate motives
3.1. Review of results on mixed Tate motives. In this subsection, we
recall the theory of mixed Tate motives and their properties. M.Levine con-
structed the derived category DTMQ of mixed Tate motives in [7]. This is
an additive category with the following properties.
(1) Triangulated category. (See [7] p.19 Definition 2.1.6., p.45 Corol-
lary 3.4.3.) DTMQ is a triangulated category. The set of distinguished tri-
angles and the shift operator A 7→ A[1] are specified. A shift operator is
an equivalence of category. A triangle is a pair of morphisms and objects
A → B → C → A[1], which is denoted by A → B → C
+1
→ for short. The
following axioms are imposed.
1. For a morphism f : A→ B, there exists a unique object and morphisms
g and δ such that C
g
→ A
f
→ B
δ
→
+1
is a distinguished triangle.
2. If A → B → C
+1
→ is a distinguished triangle, then B → C → A[1]
+1
→
and C[−1]→ A→ B
+1
→ are distinguished triangles.
3. Let A → B → C
+1
→ be a distinguished triangle and X be an object of
DTMQ. Then we have the following long exact sequences:
· · · → Hom(X,A)→ Hom(X,B)→ Hom(X,C)→ Hom(X,A[1])→ · · ·
· · · → Hom(C,X)→ Hom(B,X)→ Hom(A,X)→ Hom(C,X [1])→ · · ·
(2) Geometric objects.
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1. For an object A in DTMQ and an integer k, the Tate twist A(k) is
defined.
2. An object QX of DTMQ is attached to a variety X over Q with a
stratification X0 = X ⊃ X1 ⊃ X2 · · · satisfying
Xi −Xi−1 =
∐
finite
Am−i,
Moreover it is contravariant with respect to X .
3. Let X1 and X2 be smooth varieties as above and X1 → X2 be a
closed embedding of codimension d. Set U = X2 − X1. Then QU
in DTMQ is defined functorially on U . Moreover there exists a mor-
phism QX1(d)[2d] → QX2 such that QX1(d)[2d] → QX2 → QU
+1
→ is a
distinguished triangle.
(3) Hodge realization.(See [7] §2.3, p.273.) There exists a realization
functorH : DTMQ → GMHS from DTMQ to the category of graded objects
of mixed Hodge structures with the following properties. The degree i-part
of H is denoted by Hi.
1. For a variety U as in (2), Hi(QU ) = (H
i
B(U,Q), H
i
DR(U,Q)).
2. For a distinguished triangle A → B → C
+1
→, we have a long exact
sequence:
· · · → Hi(A)→ Hi(B)→ Hi(C)→ Hi+1(A)→ · · ·
(5)Relations to the K-groups. The following equality holds:
HomDTMQ(Q,Q(i)[1]) = K2i−1(Q)⊗Q, for i = 1, 2, . . .
HomDTMQ(Q,Q(i)[2]) = 0.
(4)Weight filtration. We consider objects with weight filtration. Weight
filtration of a object A is a sequence of morphisms WiA→ A, WiA→Wi+1A
with the following properties.
1. For a sufficiently big i (resp. small i), WiA → A is an isomorphism
(resp. zero map).
2. The cone of Wi−1A→WiA is an object of DTMQ generated by Q(−i)
in DTMQ.
Remark 3.1. In this paper, Wi denotes the 2i-th weight filtration to simplify
the notation.
An object A is called an abelian object if Cone(Wi−1 → Wi)[1] is iso-
morphic to Q(−i)ri for all i. According to [8], the full subcategory ATM of
abelian object in DTMQ is an abelian category.
By the definition of Wi and the compatibility with the realization functor,
we have WiH
i(A) = H(WiA). Therefore A is an abelian object if and only
if Hi(A) = 0 if i 6= 0. The following proposition is a direct consequence of
Theorem 2.16.
Proposition 3.2. Let j!QV be the cone Cone(QY 0 → QB0). Then j!QV [n]
is an abelian object.
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3.2. Comparison of the extension groups. In this subsection, we com-
pare extension group of mixed motives and that of mixed Hodge structures
for certain Tate structures. We define a group homomorphism
ch : Ext1MHS(Z,Z(1))
≃
→ C×
as follows. Let
uMHS : 0→ Z(1)→MZ
π
→ Z→ 0(3.1)
be an extension of mixed Hodge structures. Set MC = MZ ⊗ C. Then the
natural map F 0(MC) → Z ⊗C is an isomorphism. Let ω be the element in
F 0(MC) corresponding to 1 via this isomorphism. We consider the dual of
exact sequence (3.1):
u∗MHS : 0→ Z→M
∗
Z
π′
→ Z(−1)→ 0
Let γ be the element in M∗Z such that π
′(γ) = 2πi. Put ch(uMHS) =
exp(〈ω, γ〉) ∈ C×. Then it is easy to see that ch(uMHS) does not depend
on the choice of γ.
Let CH1(Q, 1) be the Bloch’s higher Chow group. (See [6].) In [7], Levine
defined an isomorphism cl : CH1(Q, 1)⊗Q→ HomDTMQ(Q,Q(1)[1]), which
is called the cycle map. By using the isomorphism
Q× ≃ CH1(Q, 1),(3.2)
we have an isomorphism Q× ⊗ Q → HomDTMQ(Q,Q(1)[1]), which is also
denoted by cl. We have the following proposition
Proposition 3.3. The following diagram commutes.
HomDTMQ(Q,Q(1)[1])
cl
←
≃
Q× ⊗Q
H ↓ ↓ natural inclusion
Ext1MHS(Q,Q(1)) →≃
C× ⊗Q
We recall the definition of the cycle map. (See [7].) Let ∆p be the variety
over Q defined by
∆p = {(x0, . . . , xp) |
p∑
i=0
xi = 1}.
For a subset S of [0, p], the subvariety of ∆p defined by xi = 0 for i ∈ S is
denoted by δS . Let z
q(Q, p) be the free Z module generated by codimension
q cycles γ of ∆p, where the codimension of γ ∩ δS is at least q. Since {∆p}
is a cosimplicial scheme, we have a complex zq(Q, ∗) using restrictions to
faces. The homology of Hp(z
q(Q, ∗)) is denoted by CHq(p) and it is called
the Bloch’s higher Chow group. An element in CH1(1)⊗Q is represented by
a Q-linear combination of 0-dimensional sub-schemes z1, . . . , zj in ∆
1 defined
over Q which does not intersect with δ{0} ∪ δ{1}. Equality (3.2) is obtained
by attaching the class of zi to Nm(zi − 1)/Nm(zi) ∈ Q×. By using trace, zi
defines a morphism [zi] : Q→ Q∆1(1)[2]. After [7], we define Q
≤1
∆∗(1)[2] by
Q
≤1
∆∗(1)[2] = (Q∆1(1)[2]degree=−1 → Q∆0(1)[2]
⊕2
degree=0).
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Then Q≤1∆∗(1)[2] is quasi-isomorphic to Q(1)[2]. The morphism [zi] :
Qdegree=−1 → Q∆1(1)[2]degree=−1 defines a morphism Q[1] → Q
≤1
∆∗(1)[2]
and this defines a morphism cl(zi) ∈ HomDTM (Q,Q(1)[1]). We compute
ch(H(cl(zi))), where H(cl(zi)) is the Hodge realization of cl(zi). For simplic-
ity, we assume z ∈ ∆1 − {0, 1} is a Q rational section. Let j be the inclusion
∆1 − {0, 1} → ∆1. Then z induces a morphism of mixed Hodge complex:
[z] : Q→ RΓ(∆1, j!Q(1)∆1−{0,1})[2] ≃ Q(1)[1].
Then we have the triangle
Q(1)[1] ≃ RΓ(∆1, j!Q(1)∆1−{0,1}[2])→ RΓ(∆
1 − {z}, j!Q(1)∆1−{0,1})[2]
→ Q[1]
By taking H−1 of complices, we have the exact sequence of mixed Hodge
structures:
0→ H1(∆1, j!Q(1)∆1−{0,1})→ H
1(∆1 − {z}, j!Q(1)∆1−{0,1})
π
→ Q→ 0.
(3.3)
This exact sequence corresponds to the Hodge realization of cl(z). An el-
ement 12πi
dx
x−z in H
1
DR(∆
1 − {z}, j!Q(1)∆1−{0,1}) corresponds to 1 ∈ Q via
the projection π in (3.3). The cycle 2πi · [0, 1] defines an element H1(∆
1 −
{z}, mod {0, 1})(1), whose image in H1(∆1, mod {0, 1})(1) is 2πi. Then we
have
ch(H(cl(z))) = exp(2πi
∫ 1
0
1
2πi
dx
x− z
)
=
z − 1
z
Therefore the diagram in the proposition commutes.
3.3. Splitting in level (ai). Let A be an abelian object in ATM and S =
{a1, . . . , ak} be a set of integers such that ai < ai+1. An abelian object A in
ATM is said to be of type S if Gr
W
a A = 0 for a /∈ S and the full subcategory
of abelian objects in ATM of type S is denoted by AS. Note that the category
AS is stable under taking direct sums and subquotients. Let A be an object
of type S and a = ai, b = ai+1 ∈ S. We have the following exact sequence in
ATM :
0→WaA/Wa−1A→WbA/Wa−1A→WbA/Wb−1A→ 0.
If the morphism φ : HomDTMQ(WbA/Wb−1A,WaA/Wa−1A[1]) correspond-
ing to the above exact sequence is zero, A is said to split in level (a, b). If A
splits in level (a, b) then a subquotient of A splits in level (a, b). It is easy to
see that a objects of type S − {ai} and S − {ai+1} split in level (a, b).
Proposition 3.4. Let A be an object of type S which splits in level (ai, ai+1).
Then A is a subquotient of a module B = B1⊕B2, where (1) B1 (resp. B2) is
of type S−{ai+1} (resp. S−{ai}), (2)WaiB1 (resp. Wai−1B2) is isomorphic
to the direct sum of copies of WaiA (resp. Wai−1A) and (3)B1/Wai+1B1
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(resp. B1/WaiB2) is isomorphic to the direct sum of copies of A/Wai+1A
(resp. A/WaiA). Here we use the notation Wa0A = 0 and Wak+1A = A.
Since HomDTMQ(X, Y [2]) = 0 for abelian objects X, Y , the morphism
HomDTMQ(X1, Y [1])→ HomDTMQ(X2, Y [1])
induced by an injective morphism X2 → X1 is surjective.
We put a = ai, b = ai+1. By the assumption of the proposition, the exact
sequence
0→WaA/Wa−1A→ WbA/Wa−1A→WbA/Wb−1A→ 0
splits and we haveWbA/Wa−1A =WaA/Wa−1A⊕WbA/Wb−1A. By pushing
forward the exact sequence
0→WbA/Wa−1A→ A/Wa−1A→ A/Wb → 0
by the morphism WbA/Wa−1A → WaA/Wa−1WA, we have the following
exact sequence.
0→WaA/Wa−1A→ C1 → A/Wb → 0
It is easy to see that the morphism i : A/Wa−1 → C1⊕A/Wb−1 is an injective
morphism. Therefore one can find an extension
0→ Wa−1A→ C2 → C1 ⊕A/Wb−1 → 0(3.4)
such that the pull back by the morphism i is isomorphic to
0→Wa−1A→ A→ A/Wa−1 → 0.
Then A→ C2 is injective. By pulling back exact sequence (3.4) by morphisms
C1 → C1⊕A/Wb−1 and A/Wb−1 → C1⊕A/Wb−1, we have the following exact
sequences.
0→Wa−1A→ B1 → C1 → 0,
0→ Wa−1A→ B2 → A/Wb−1 → 0.
Then the morphism B1 ⊕ B2 → C2 is surjective. By pulling back exact
sequence (3.4) by the composite morphism WaA/Wa−1A→ A/Wa−1 → C1⊕
A/Wb−1, We have an exact sequence
0→WaA→ B1 → A/WbA→ 0.
Thus we have the proposition.
3.4. Generators of ATM . In this section we denote HomATM (A,B[1]) by
Ext1(A,B). We define a subset Nn by
Nn = {{a1, . . . , an} | 0 ≤ a1 < · · · < an ≤ n and ai+1 − ai is odd
and greater than 1}.
For S ∈ Nn, we inductively define a series of objects {MS}S⊂N , where MS ∈
AS and morphisms MS → Q(an) as follows. We set T = {a1, . . . , an−1}.
1. Let M{a1} = Q(a1).
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2. MS is defined by the extension
0→MT →MS → Q(an)→ 0
corresponding to u ∈ Ext1(Q(an),MT ) such that π(u) 6= 0 where π is
the natural map
Ext1(Q(an),MT )→ Ext
1(Q(an),Q(an−1))
induced by MT → Q(an−1).
By the construction, GraiMS ≃ Q(ai) for i ∈ S. Let M ∈ AS. We define
< M,ATi >Ti⊂
6=
S as the minimal sucategroy of AS containing ATi (Ti ⊂
6=
S)
and M and stable under taking direct sums and subquotients.
Proposition 3.5. For S ∈ Nn, we have AS =< MS ,ATi >Ti⊂
6=
S.
We omit the proof of the next lemma.
Lemma 3.6. Let u1, u2 ∈ Ext1(A,B) corresponding to the following exten-
sions:
0→ B →M1 → A→ 0,
0→ B →M2 → A→ 0.
Let M3 be defined by the extension
0→ B →M3 → A→ 0
corresponding to the element u1+u2 ∈ Ext1(A,B). Then M3 is a subquotient
of M1 ⊕M2.
Proof of Proposition 3.5. We prove the proposition by the induction on S.
Let M be an element of AS. We may assume that GranM ≃ Q(an). Let S =
{a1, . . . , an} (a1 < · · · < an) and T = {a1, . . . , an−1}. Then L = Wan−1M ∈
AT . By the hypothesis of the induction, L can be obtained by the subquotient
of M⊕mT ⊕⊕iLi, where Li ∈ AUi and Ui ⊂
6=
T . That is, there exists an object
N ∈ AT and surjective and injective morphisms M
⊕m
T ⊕ ⊕iLi → N and
L → N . Since Ext1(Q(an),M
⊕m
T ⊕ ⊕iLi) → Ext
1(Q(an), N) is surjective,
the object M is a subquotient of the object M1 defined by the exact sequence
0→M⊕mT ⊕⊕iLi →M1 → Q(an)→ 0.
Suppose that M1 is an object corresponding to v ∈ Ext1(Q(an),M
⊕m
T ⊕
⊕iLi). Let us write v = (v11, . . . , v1m, v21, . . . , v2k), where v1i ∈
Ext1(Q(an),MT ) and v2j ∈ Ext
1(Q(an), Lj). Let u ∈ Ext
1(Q(an),MT )
be the element corresponding to MS.
(1) Since Li ∈ AUi and Ui ⊂
6=
T , the extension Ai corresponding to v2j ∈
Ext1(Q(an), Lj) is an element in AUi∪{an}. Note that Ui ∪ {an} ⊂
6=
S.
(2) By the definition of MS, the image π(u) of u is a generator of
Ext1(Q(an),Q(an−1)). Thus there exist rational numbers k1, . . . , km such
that π(v1i) = kiπ(u). Therefore an extension Bi corresponding to v1i −
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kiu ∈ Ext1(Q(an),MT ) splits in level (an−1, an). Therefore Bi is a object in
< ATi >Ti⊂
6=
S by Proposition 3.4.
(3) The extension Ci corresponding to kiu ∈ Ext1(Q(an),MT ) is isomor-
phic to (1) MS if ki 6= 0, and (2) MT ⊕Q(an) if ki = 0.
Since M1 is a subquotient of Ai, Bi, Ci as in (1),(2) and (3), we have the
proposition by induction.
4. Periods of mixed Hodge structures and multiple zeta values
4.1. Subspace generated by periods. Let n ≥ 0 be a natural number
and H = (HB , HDR) a Q-Hodge structre over Q such that W−1H = 0 and
WnH = H. (Note that Wi denote the 2i-th weight filtration in the usual
convention.) Let H∗ = (H∗B, H
∗
DR) be the dual of H. We define the period
space pn(H) of H of weight n by the Q-linear hull of the set {〈γ, ω〉 | γ ∈
H∗B, ω ∈ F
nHDR}. Then pn(H) is a finite dimensional Q-subvector space
in C. The following properties are straight forward from the definition. Let
H1, H2 be mixed Tate Hodge strucutres such thatW−1H = 0 andWnH = H.
1. If H1 is a subquotient of H2, we have pn(H1) ⊂ pn(H2).
2. If Wn−1H1 = H1, then pn(H1) = 0.
3. We have pn+k(H(−k)) = (2πi)kpn(H).
For an abelian object M ∈ ATM , the period space pn(H(M)) of the
Hodge realization of M is also denoted by pn(M). Since the differnetial
form ω ∈ HDR is defined over R, the complex conjugation c for tolopolgical
realizations and the complex conjugation for the periods 〈γ, ω〉 commultes,
i.e. 〈γ, ω〉 = 〈γc, ω〉. As a consequence, p(H) is stable under the action of
complex conjugation. Moreover, the topological action of complex conjugate
c acts on the Betti realization Q(k) as (−1)k-multiplication.
Lemma 4.1. Let H be an object of AS, where S = {a1 < · · · < ak}. Then
the spaces pak(H) and pak(H/Wa1) are stable under the complex action. The
action of complex conjugate on the space pak(H)/pak(H/Wa1) coincides with
the (−1)a1-multiplicaltion.
Proof. The space pak(H) (resp. pak(H/Wa1)) is generated by the set {〈γ, ω〉 |
ω ∈ F akHDR, γ ∈ H∗} (resp. {〈γ, ω〉 | ω ∈ F akHDR, γ ∈ W−a2H
∗}). For
an element γ ∈ H∗B, we have γ − (−1)
a1γc ∈ W−a2H
∗
B. Therefore 〈γ, ω〉 −
(−1)a1〈γ, ω〉 ∈ p(H/Wa1).
Let S be a finite subset of [0, n]. Let pn(S) be the Q-subspace of C gener-
ated by pn(H) for H ∈ AS . Then it is easy to see that for finite subsets S, T
such that T ⊂ S, we have pn(T ) ⊂ pn(S).
4.2. Periods and multiple zeta values. In this section, we construct topo-
logical cycles of relative homology group and compute the natural pairing
HnDR(Y
0, j!Q)⊗H
B
n (Y
0, mod B0)→ C,
where B0 is the normal crossing divisor defined in §2.4 and j : Y 0−B0 → Y 0
be the natural inclusion. For an element γ in π1(A
1 − {0, 1}, 1
2
), we define a
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path γ¯ connecting 0 and 1 by [ 1
2
, 1] ◦ γ ◦ [0, 1
2
], where ◦ denotes the composite
of paths. It is well defined up to homotopy equivalece. We define a continuous
map δγ from ∆n = {0 < t1 < · · · < tn < 1} to Y 0 by
δγ(t1, . . . , tn) = (γ¯(t1), . . . , γ¯(t1)).
Since the variety (A1 − {0, 1})n can be identified with an open set of Y , the
map δγ can be lifted to a map δγ,Y to Y .
Proposition 4.2. The closure Im(δγ,Y ) of the image Im(δγ,Y ) is contained
in Y 0. The boundary Im(δγ,Y )− Im(δγ,Y ) is contained in B0.
Proof. For the first assertion, it is enough to prove that Im(δγ,Y ) ∩ E
pr
i ,
Im(δγ,Y )∩ F
pr
i (i = 0, . . . , n− 2) and Im(δγ,Y )∩B
pr
i (i = 0, . . . , n) does not
intersect with DY .
(1) Proof of Im(δγ,Y ) ∩ E
pr
i ∩DY = ∅. By the natural map πi : E
pr
i →
Y (xn−i+1, . . . , xn), πi(Im(δγ,Y ) ∩ E
pr
i ) does not intersect with
DY (xn−i+1, . . . , xn) by the inductive hypothesis. For y ∈ πi(Im(δγ,Y )∩E
pr
i ),
π−1i (y) ∩ Im(δγ,Y ) ∩ E
pr,0
i is equal to
0 ≤ ηi ≤ 1 (i = 1, . . . , n− i− 1)
with the coordinate of (2.9). Therefore Im(δγ,Y ) ∩ E
pr
i does not intersect
with DY .
(2) Proof of Im(δγ,Y ) ∩ F
pr
i ∩DY = ∅. The proof is similar.
(3) Proof of Im(δγ,Y ) ∩ B
pr
i ∩ DY = ∅. Since B
pr
i ≃
Y (x1, . . . , xi−1, xi+1, . . . , xn) for i = 1, . . . , n and B
pr
0 ≃ Y (x2, . . . , xn),
Im(δγ,Y )∩B
pr
i does not intersect with DY ∩B
pr
i by the inductive hypothesis.
The second assertion is a direct consequence of the first assertion.
The relative cycle Im(δγ,Y ) is denoted by δ¯γ For an element η =
∑
γ aγγ ∈
Q[π1(A
1 − {0, 1}, 1
2
)], we define an element δ¯(η) by
∑
γ aγ δ¯γ in
Hn(Y
0, mod B0). Then we have a linear map
δ¯ : Q[π1(A
1 − {0, 1},
1
2
)]→ Hn(Y
0, mod B0).
Since the filtration induced by spectral sequence (2.13) coincides with the
weight spectral sequence, Fn(HnDR(Y
0, j!QV )) is generated by differential
form ω(1, . . . , n; ǫ1, . . . , ǫn) such that ǫi = 0, 1 i = 2, . . . , n − 1 and ǫ1 =
1, ǫn = 0. By the definition of δ¯,
(−1)l〈δ¯(1), ω(1, . . . , n; ǫ1, . . . , ǫn)〉 = ζ(k1, . . . , kl),
where ǫj = 1 for j = h0 + 1, h1 + 1, . . . , hl−1 + 1 and ǫj = 0 otherwise. Here
we use the correspondence between ki and hi in the introduction. Therefore
ζ(k1, . . . , kl) ∈ pn(Hn(j!QV , Y 0)), and we have the following proposition.
Proposition 4.3. Ln ⊂ pn(Hn(Y 0, j!QV )) ∩R.
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4.3. Periods of subquotients of j!QV [n]. In this subsection, we introduce
an inductive structure to compute the periods of subquotients of
Hn(Y 0, j!QV ).
We define a divisor B′
0
= ∪ni=1B˜
0
i and j
′ as the open immersion from V ′ =
Y 0−B′0 to Y 0. The complement B0−B′0 is denoted by Vn−1 and the open
immersion Vn−1 → B˜00 is denoted by jn−1. It is easy to see that j
′
!QV ′ |B˜00
≃
jn−1,!QVn−1 . Therefore we have the following distinguished triangle
j!QV → j
′
!QV ′ → jn−1,!QVn−1
+1
→ .(4.1)
B˜00 is homotopy equivalent to B
pr,0
0 ≃ Y (x2, . . . , xn)
0, and Vn−1 is equal to
B˜00 − ∪
n
i=1B˜
0
i .
Proposition 4.4. The morphism
jn−1,!QVn−1 [n− 1]→ j!QV [n](4.2)
arising from triangle (4.1) is injective and the image is identified with
Wn−1j!QV [n].
Proof. Let ⊕#S=n+1−∗,0∈S⊂[0,S]QB˜0
S
and ⊕#S=n+1−∗,S⊂[1,S]QB˜0
S
be the com-
plices defined similarly to (2.12). Then the triangle
jn−1,!QVn−1 [−1]→ j!QV → j
′
!QV ′
is isomorphic to
⊕#S=n+1−∗,S⊂[1,S]QB˜0
S
→ ⊕#S=n+1−∗,S⊂[0,S]QB˜0
S
→ ⊕#S=n+1−∗,0∈S⊂[0,S]QB˜0
S
.
By taking the Hodge realization of this triangle, morphism (4.2) is an injective
morphism between abelian objects.
This proposition gives an inductive structre for relative cohomologies. We
claim the comptibility of this inductive structure and the homomorphism δ¯.
Proposition 4.5. Let Hn(Y
0, mod B0)→ Hn−1(B˜00 , mod B
′0 ∩ B˜00) be the
dual of the Hodge realization of the homomorphism given in Proposition 4.4.
Then the following diagram commutes.
Q[π1(A
1 − {0, 1}, 1
2
)] → Q[π1(A1 − {0, 1},
1
2
)]
δ¯ ↓ δ¯ ↓
Hn(Y
0, mod B0) → Hn−1(B˜00 , mod B
′0 ∩ B˜00).
Moreover, we have
Hn−1(B˜
0
0 , mod B
′0 ∩ B˜00) ≃ Hn−1(B
pr,0
0 , mod B
0
n−1),
where B0n−1 is defined by
Bpr,00 ∩ (E
pr,0
0 ∪ · · · ∪E
pr,0
n−2 ∪B
pr,0
2 ∪ · · · ∪B
pr,0
n−1 ∪ B˜
0
n).
22 T.TERASOMA
We compute the period of subquotients of Hn(Y 0, j!QV ) via formulas for
iterated integrals. Let ω1, . . . , ωk be 1-forms on [0, 1]. The iterated integral∫ x
0
ω1 · · ·ωk is inductively defined by
∫ x
0
ω1 · · ·ωk =
∫ x
0
[ω1(u)(
∫ u
0
ω2 · · ·ωk)].
For the properties of iterated integrals, see [9]. Let γ be a path from [0, 1]
to A1 − {0, 1} and ω1, . . . , ωk be holomorphic 1-form on A1 − {0, 1}. The
iterated integral along the path γ is defined by∫
γ
ω1 . . . ωk =
∫ 1
0
γ∗(ω1) . . . γ
∗(ωk).
It is known that it depends only on the homotopy quivalece class of γ. For
a formal Q-linear combination γ =
∑
i ciγi of paths from p0 to p1, we define∫
γ
ω1 · · ·ωk by
∑
i
ci
∫
γi
ω1 · · ·ωk.
Let γ (resp. δ) be paths connecting b and c (a and b) and γ · δ be the
composite of these paths. Then we have the following coproduct formula.∫
γ·δ
ω1 · · ·ωk =
∫
γ
ω1 · · ·ωk +
k−1∑
i=1
(
∫
γ
ω1 · · ·ωi) · (
∫
δ
ωi+1 · · ·ωk) +
∫
δ
ω1 · · ·ωk.
Let γ be a path from 1 to 0 such that γ = x if x ∈ [0, ǫ) or (1− ǫ, 1] for a
sufficiently small ǫ. Then∫
γ
dx
x− en
· · ·
dx
x− e1
= lim
δ→0
∫
γ|[δ,1−δ]
dx
x− en
· · ·
dx
x− e1
exists if e1 = 1, en = 0. It is easy to see that∫
[ 12 ,1]γ[0,
1
2 ]
dx
x− en
· · ·
dx
x− e1
= 〈δ¯(γ), ω(1, . . . , n; e1, . . . , en〉).
Let ρ0 (resp. ρ1) be a small loop runinging around 0 (resp. 1) with base
point 1
2
. The group ring Q[π1(A
1 − {0, 1}, 1
2
)] is denoted by R and the
augumentation ideal Ker(R→ Q) is denoted by I.
Proposition 4.6. We put α = [ 12 , 1], β = [0,
1
2 ]. Suppose that ei = 0, 1 for
i = 2, . . . , n− 1, e1 = 0 and en = 1.
1. If γ is contained in In+1, then∫
αγβ
dx
x− ǫ1
· · ·
dxn
x− ǫn
= 0
2.∫
α·(g1−1)···(gn−1)·β
dx
x− ǫ1
· · ·
dxn
x− ǫn
=
{
(2πi)n if gi = ρǫi for all i
0 otherwise
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3. Let gi ∈ {ρ0, ρ1}, ǫk = 0, 1 and ǫ1 = 1, ǫn = 0. Then we have∫
α·(g1−1)···(gn−1−1)·β
dx
x− ǫ1
· · ·
dxn
x− ǫn
∈
(2πi)n
2
Z.
Proof. 1. This equality comes from the coproduct formula.
2. By the coproduct formula, we have∫
α·(g1−1)···(gn−1)·β
ω1 · · ·ωn =
n∏
i=1
∫
gi
ωi,
and the proposition follows from this equality.
3. We use the notation (γ, ǫ1 · · · ǫk) =
∫
γ
dx
x− ǫ1
· · ·
dxk
x− ǫk
. By the coprod-
uct formula, we have∫
α·(g1−1)···(gn−1−1)·β
dx
x− ǫ1
· · ·
dxn
x− ǫn
(4.3)
=(α, ǫ1)
n−1∏
i=1
(gi, ǫi+1) + (β, ǫn)
n−1∏
i=1
(gi, ǫi)
+
n−1∑
k=1
k−1∏
i=1
(gi, ǫi) · (gk, ǫkǫk+1) ·
n−1∏
i=k+1
(gi, ǫi+1).
Let p (resp. q) be the minimal number such that gp+1 6= ρǫp+1 (resp. maximal
number such that gq−1 6= ρǫq). If p + 1 ≤ q − 1, i.e. there exists no k such
that q − 1 ≤ k ≤ p + 1, then all the terms in (4.3) vanish. Therefore we
have the proposition. We may assume that q − 1 < p+ 1. We can easily see
that q > 1 or p < n − 1. Suppose that q > 1. If q − 1 < k < p + 1, (resp.
q − 1 > k or k > p + 1) then
∏k−1
i=1 (gi, ǫi) · (gk, ǫkǫk+1) ·
∏n−1
i=k+1(gi, ǫi+1) is
equal to (2πi)n/2 (resp. 0).
(Case 1) If p = n− 1, we have
q−2∏
i=1
(gi, ǫi) · (gq−1, ǫq−1ǫq) ·
n−1∏
i=q
(gi, ǫi+1) + (β, ǫn)
n−1∏
i=1
(gi, ǫi) = 0.
Therefore the sum (4.3) is contained in
(2πi)n
2
Z.
(Case 2) If p < n− 1, we have
q−2∏
i=1
(gi, ǫi) · (gq−1, ǫq−1ǫq) ·
n−1∏
i=q
(gi, ǫi+1)
+
p∏
i=1
(gi, ǫi) · (gp+1, ǫp+1ǫp+2) ·
n−1∏
i=p+2
(gi, ǫi+1) = 0.
Again the sum (4.3) is contained in
(2πi)n
2
Z.
For the case q = 1 and p < n− 1, the proof is similar.
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Set hi = ρi − 1 ∈ R.
Corollary 4.7. The restriction of the morphism δ¯ in Proposition 4.5 to Q·1⊕
h0Rh1 is surjective and Hn(Y
0, mod B0) is isomorphic to Q · 1⊕
h0Rh1/h0I
n−1h1 via this homomorphism. Moreover the weight filtration co-
incides with that induced from the power of I.
Proof. We prove the corollary by induction. For n = 2, we can prove the
proposition directly. By the duality and the first statement of Proposition
4.6, we have δ¯(h0I
n−1h1) = 0. The following diagram is commutative by
Proposition 4.5.
0 0
↓ ↓
h0I
n−2h1/h0I
n−1h1
(1)
→ W−nHn(Y
0, mod B0)
↓ ↓
Q · 1⊕ h0Rh1/h0In−1h1
(2)
→ Hn(Y 0, mod B0)
↓ ↓
Q · 1⊕ h0Rh1/h0In−2h1
(3)
→ Hn−1(B00 , mod B
′0 ∩B00)
↓ ↓
0 0
Here the columns are exact. Homomorphism (3) is an isomorphism by
the assumption of induction. Using the duality, homomorphism (1) is an
isomorphism by Proposition 4.6.2.
Theorem 4.8. Let Hn = Hn(Y 0, j!QV ). Then the exact sequence
0→ Wk−1(H
n)/Wk−2(H
n)→Wk(H
n)/Wk−2(H
n)(4.4)
→Wk(H
n)/Wk−1(H
n)→ 0
splits as mixed Hodge structures for all k.
Proof. By the inductive structure introduced in Proposition 4.5, we may as-
sume k = n. We compute the extension class of (4.4) in
Ext1(GrWn (Hn), Gr
W
n−1(Hn)) by the recipe in §3.2. By Proposition 4.6.3,
the differential form 1(2πi)nω(1, . . . , n; 1, ǫ2, . . . , ǫn−1, 0) with ǫi = 0, 1 (i =
2, . . . , n− 1) forms a Q base of Wn(Hn)/Wn−1(Hn) via the isomorphism
Fn(Hn ⊗C) ≃ (Wn(H
n)/Wn−1(H
n))⊗C.
On the other hand, π(δ¯(h0(g2 − 1) · · · (gn−2 − 1)h1)) form a basis in
Hn−1(B
pr,0
0 , mod B
0
n−1) under the morphism
π : Hn(Y
0, mod B0)→ Hn−1(B
pr,0
0 , mod B
0
n−1).
Therefore the pairing
〈δ¯(h0(g2 − 1) · · · (gn−2 − 1)h1),
1
(2πi)n
ω(1, . . . , n; 1, ǫ2, . . . , ǫn−1, 0)〉
=
1
(2πi)n
∫
h0(g2−1)···(gn−2−1)h1
dx
x
dx
x− en−1
· · ·
dx
x− e2
dx
x− 1
∈
1
2
Z
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and the extension class of (4.4) vanishes.
We define N≥2n by
N≥2n = {{a1, . . . , an} | 0 ≤ a1 < · · · < an ≤ n and ai+1 − ai ≥ 2 for all i}.
Corollary 4.9. Let Hn = j!QV [n] ∈ ATM . Exact sequence (4.4) splits in
the category ATM . j!QV [n] is a subquotient of a direct product of objects in
AS with S ∈ N
≥2
n .
Proof. The first statement is a direct consequence of Theorem 4.8 and Propo-
sition 3.3. We prove the second statement by the induction on n. Since
Hn = j!QV [n] splits in level (n − 1, n), by Proposition 3.4, there exist an
object B1 and B2 in A such that the following statement holds. (1) Hn is
a subquotient of B1 ⊕ B2. (2) B1 is an object of A[0,n−2]∪{n}. Wn−2B1 is
isomorphic to the direct sum of copies of Wn−2(H
n). (3) Wn−1B2 = B2 is
isomorphic to the direct sum of copies of Wn−1(H
n). By the assumption of
induction, Wn−2(H
n) (resp. Wn−1(H
n)) is a subquotient of a direct sum of
objects in AS ∈ AS with S ∈ N
≥2
n−2 (resp. S ∈ N
≥2
n−1). Therefore B1 and B2
are subquotients of a direct sum of objects in AS ∈ AS with S ∈ N≥2n and
S ∈ N≥2n−1, respectively.
5. Proof of Main Theorem
We use the same notations Nn and N≥2n as in §3.4 and §4.3 respectively.
Lemma 5.1. Let S = {a1 < · · · < al}.
1. If S ∈ Nn, then dim pn(S)/
∑
T⊂
6=
S pn(T ) ≤ 1.
2. If S ∈ N≥2n −Nn, then dim pn(S)/
∑
T⊂
6=
S pn(T ) = 0.
Proof. If every ak+1−ak is an odd number greater than 1, AS =< MS, T >T⊂
6=
S .
Since MS/Wa1MS ∈ AS−{a1}, the set {〈γ, ω〉 | ω ∈ FnMS, γ ∈ W−a2M
∗
S} is
contained in pn(S − {a1}). Since dimW−a1M
∗
S/W−a2M
∗
S = 1 and
dimFn(MS) ≤ 1, pn(S)/
∑
T⊂
6=
S pn(T ) is at most one dimensional.
Suppose that ai+1 − ai is even. Let A ∈ AS. Since
Ext1(Q(−ai),Q(−ai+1)) = 0, A splits in level (ai, ai+1). Therefore A can
be written as a subquotient of a direct sum B1 ⊕ B2 with B1 ∈ AS−{ai}
and B2 ∈ AS−{ai+1} by Proposition 3.4. Therefore we have the second state-
ment.
By Corollary 4.9, the space pn(H
n(j!QV )) is contained in the space∑
S∈N≥2n
pn(S). Since
∑
S∈N≥2n
pn(S) =
∑
S∈Nn
pn(S) by Lemma 5.1,
pn(H
n(j!QV )) is contained in
∑
S∈Nn
pn(S).
Let op(a) be the cardinality of the set
{(b1, b2, · · · ) (ordered) | bi is an odd integer greater than 1 ,
∑
i
bi = a}.
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Since #{S ∈ Nn, S ∋ a, n, S ⊂ [a, n]} = op(n− a), we have
dim(
∑
S∈Nn
S⊂[a,n]
pn(S)/
∑
S∈Nn
S⊂[a+1,n]
pn(S)) ≤ op(n− a)
by Lemma 5.1. Moreover the complex conjugate c acts on the space∑
S∈Nn,S⊂[a,n]
pn(S)/
∑
S∈Nn,S⊂[a+1,n]
pn(S) by the (−1)
a-multiplication. By
Lemma 4.3, Ln is a subset of pn(H
n(j!QV )) and invariant under the complex
conjugation. We have
dimLn ≤ pn(H
n(j!QV )) ∩R
=
∑
0≤a≤n
a≡0( mod 2)
dim(
∑
S∈Nn
S⊂[a,n]
pn(S)/
∑
S∈Nn−1
S⊂[a+1,n]
pn(S))
≤
∑
0≤a≤n
a≡0( mod 2)
op(n− a).
Therefore it is enough to prove the following lemma.
Lemma 5.2. Let dn be the number defined in the introduction. Then we have
dn =
∑
0≤a≤n
a≡0( mod 2)
op(n− a).
Proof. We consider variables u3, u5, . . . , where the degree of ui is i. We put
V = ⊕∞i=1Qu2i+1 and V = ⊕
∞
i=0V
⊗i and U = ⊕∞j=0V · w
i, where w is a
variable of degree 2. Then the poincare series of U is equal to
∞∑
k=0
[
∞∑
j=0
(
∞∑
i=1
t2i+1)j ]t2k =
1
1− t2 − t3
.
Therefore the coefficient dn is equal to
∑
a≥0
a≡0( mod 2)
op(n− a).
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