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Completely positive trace preserving maps are essential for the formulation of the second
law of thermodynamics. The dynamics of quantum systems, correlated with their envi-
ronments, are in general not described by such maps. We explore how this issue can be
fixed by describing the classical analogue of this problem. We consider correlated prob-
ability distributions, whose subsequent system dynamics is ill-described by stochastic
maps, and prescribe the correct way to describe the dynamics. We use this prescrip-
tion to discuss the classical version of the second law, valid for correlated probability
distributions.
Keywords: non-Markovian; second law; quantum thermodynamics
1. Introduction
The laws of thermodynamics are at the cornerstones of our understanding of the
physical world [1]. The zeroth law informs us about the transitivity of equilibria.
The first law tells us about the partitioning of internal energy into work and heat.
The third law informs us that entropy of a zero temperature system can at best
limit to a constant. The second law is a little different from the other three. It is
an inequality law that tells us that certain processes, that decrease the entropy of
the universe, are not allowed (or unlikely). Stated differently, the second law states
that the entropy production of a system that undergoes a cyclical transformation
is positive semi-definite, wherein the rest of the universe is returned to its initial
state. This law has been at the center of many important theoretical and practical
discussions, from designing heat engines to the physics of black holes.
Thermodynamics assumes that the system under study is composed of a large
number of constituent subsystems. The presence of such large number of constituent
subsystems N means that the fluctuations in certain relevant measurable quanti-
ties is reasonably bounded by N−
1
2 , making averages meaningful. Under such condi-
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tions, the lack of information about which of all allowed configurations Ω the system
exists in is quantified by the thermodynamic entropy S = −kB log (Ω). The second
law, in the Clausius form, implies the nonexistence of cyclical transformations such
that dS < 0 for the system. Equivalently, it states that for all such cyclical trans-
formations, dS ≥ 0. Since such laws are only applicable in the limit of large number
of particles, it is of interest to know what generalizations of the second law apply
to systems of finite size [2, 3]. Such generalized laws [4] would be applicable to the
arbitrary evolutions of quantum systems, with the additional constraint that they
would become the relevant laws of thermodynamics in the limit of large numbers.
Since thermodynamically large systems have proportionally small fluctuations
of some observables, a law such as the second law holds true for relevant observ-
ables. For small systems relevant to this work and others, the second law still holds
on average. This fact however, does not imply that the fluctuations about the aver-
age are irrelevant [5]. This is the key observation behind studying the fluctuations
of out-of-equilibrium systems. Such fluctuations even for small systems were shown
to have the signatures of the deep physical laws which were typically observed for
statistically large sizes. For a non-equilibrium process, the fluctuation relation is
typically stated as pF (x) = pB(−x) exp(γx). Here, pF (pB) refers to the forward
(backward) probability density of an event x. The fluctuation relation typically
states that events that decrease x, and go against the direction set by the second
law for equilibrium processes, are generally exponentially suppressed. Employing
Jensen’s inequality produces an entropy law that can be associated with the sec-
ond law of thermodynamics. Hence an approach to understand entropy production
in quantum systems has been to investigate fluctuation theorems relevant to the
system dynamics and conclude entropy production bounds from this [6]. Recently
the fluctuations relations formalism has made great advances in understanding the
thermodynamics out-of-equilibrium biological and chemical processes [7–9].
The derivation of the second law from fluctuation relations relies of several
assumptions about the dynamics. The system is is assumed to be in microreversible,
meaning that the transition probability A→ B in the forward process is the same as
the transition probability B → A in the backward process. Moreover, it is implicitly
assumed that the system of interest is not correlated with an hidden system. In this
paper we derive a version of the second law for classical stochastic processes that are
neither microreversible nor assumed to be independent of any other hidden system.
In the next section we discuss the classical limit of the second law for correlated
systems. We begin by discussing classical stochastic processes and intermediate
correlations of the probability vector of the state with its environment. We then
proceed to discuss how to describe the correlated dynamics using preparations and
present the second law as a consequence of that analysis. We begin with a brief
review of this limit of the second law, which has been generalized in the quantum
regime in various ways that are reviewed briefly but non-exhaustively in the rest of
this section.
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2. Second law for quantum processes
Consider the recent series of works that have explored the relationship between ther-
modynamics at the mesoscopic scale and quantum correlations [10–19]. One topic of
interest has been the design of quantum analogues of engines, refrigerators and other
thermal devices [20–23]. Such quantum engines have received considerable atten-
tion. Quantum refrigeration has also been investigated, including concrete designs
of mesoscopic refrigerators to connections computing. The maximum extractable
work from a given quantum state was discussed [16], where the authors showed that
the non-commuting nature of the density matrix with respect to the Hamiltonian
allowed one to extract work from the state, by the means of unitary transforma-
tions. Furthermore, extensions of this idea to discuss work extraction via feedback
and optimal performance of such engines have also been discussed. Coherence has
also been explored in the context of Onsager’s relation and a detailed microscopic
principle was derived recently [24]. Finally, many works have explored the role of
entanglement in extracting work efficiently, see [25] for instance. All of these sys-
tems are made of small number of particles and prone to fluctuations. Then how
can we construct a second law that applies to thermodynamics at the mesoscopic
level? A fluctuation relations approach is not suitable since these systems are of-
ten initiated in non-thermal states and experience non-unital (non-microreversible)
dynamics.
To understand thermodynamics for system with a small number of degrees of
freedom, a description of generic processes is needed. Such a description of generic
quantum evolution when the states of the system and environment are uncorre-
lated is given by completely positive trace preserving (CPTP) maps [26, 27]. Such
maps are defined by their action transforming density matrices to density matri-
ces, and are denoted henceforth by Φ. Such maps are known to admit an operator
sum representation, namely Φ[ρ] :=
∑
rKrρK
†
r , where
∑
rK
†
rKr = I. Such maps
describe all state dynamics that can be envisioned as arising from a system uncor-
related with an environment interacting with the environment for a time, following
by the environment being discarded (traced over). Having outlined the description
of generic dynamics, we will discuss how CPTP maps have been used to construct
a second law.
One approach to formulate a generalization of the second law for CPTP evolu-
tion relates to an important property of quantum relative entropies:
S(ρ‖σ) ≥ S(Φ[ρ]‖Φ[σ]), (1)
where relative entropy is S(ρ‖σ) := tr [ρ log(ρ)− ρ log(σ)]. Since we wish to measure
the change in entropy of a given state, we choose σ = e, the non-equilibrium steady
state that is the fixed point of the CPTP map Φ, namely Φ[e] = e. This contractivity
condition can be re-expressed with this choice of
S(Φ[ρ])− S(ρ) ≥ −tr [Φ[ρ] log(e)− ρ log(e)] , (2)
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which expresses a generalization of the second law [10, 28]. The above expression
states how for a given CPTP map Φ, and a given state ρ, no transformation that
violates the above generalized second law is allowed. Spohn posited this as the
generalization of the second law of thermodynamics for semi-group evolution [28].
Further generalizations of this result involve employing contractivity to Re´nyi di-
vergences have also been considered. This approach to a quantum formulation of
thermodynamics involves generalizing von-Neumann entropies, which describes the
asymptotic lack of information about the many states composing a quantum me-
chanical ensemble represented as a state ρ, assuming that there are an infinitely
many identical copies of the given state accessible to the experimenter. This is
not always the case. In the absence of such infinitely many identical copy condi-
tions, various generalizations of the von-Neumann entropy become important in
describing data compression and transmission through a quantum channel, and
hence the information-theoretic formulation of quantum thermodynamics. Such a
formulation relies on the so-called Re´nyi divergence and the associated Re´nyi rela-
tive entropy [29–31]. Such generalizations of the relative entropy has been used to
formulate an approach to generalizing the second law of thermodynamics, written
in terms of an inequality involving a generalized free energy [29].
To make contact with classical stochastic processes, we note that the issue of
entropy production is related to the issue of reversibility. Reversibility of both
classical and quantum dynamics has a long standing relationship with conditional
states and probabilities. This way, the issue of classical entropy production is one
way to investigate the issues of reversibility of dynamics. When the probability
vector describing the state of a system is correlated with an environment that
orchestrates stochastic dynamics of the probability vector, the issue of reversibility
becomes even more subtle. Whilst earlier attempts at resolving this issue have
revolved around a chain of conditional probabilities, in this paper, we resolve this
issue by the application of novel tools from quantum information theory. This way,
contractivity of relative entropy is shown to have an effect on classical stochastic
dynamics, and the effect is to resolve the issue of reversibility. This is detailed in
the following sections. We refer the reader to [32] for the quantum version of the
solution presented here, which follows much of the spirit of this derivation.
3. Classical stochastic processes and intermediate correlations
In this section we describe a class of problems whose dynamics are not described
by maps acting on states due to the presence of intermediate correlations. For this
article we will only deal with classical systems subjected to stochastic processes.
The quantum case is treated in detail in [32–34]. The state of a classical system is
described by probability distributions and the process is governed by a stochastic
matrix. Our aim is to describe scenarios where the description of the system dy-
namics in terms of stochastic maps fail. We will point out the specific reasons for
this failure and then give a solution yields the full description for the process. The
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full description involves a mapping from preparations to states. We begin with a
brief overview of stochastic processes and the notation in the next subsection.
From chemical reactions [35] to Brownian motion [36, 37], stochastic dynamics
has become an integral part of the study of physical systems. Dynamics such as
these are treated by analyzing the random variable of interest in terms of their
probability distributions. In general, the state of a d–dimensional classical system
is denoted by a probability distribution. Let us denote the state of the system by the
probability distribution p. For instance, p = (p0, p1) may represent the probability
of a two-color coin to either be observed to be red (p0) or yellow (p1).
To describe how the the probability distributions change in time, a map that
describes transitions is needed. For instance, imagine that a coin whose state is p
enter a machine such that the state of the system changes to q upon exiting the
machine. Such a transformation is described via a map Λ acting on p and it is found
by inverting the set of linear equations that takes p to q:
Λ[p] = q. (3)
We can think of Λ as d× d matrix that acts on a column vector p to yield another
column vector q, both with d entries. In other words, the action of Λ on p is just
matrix multiplication. Suppose we insert a complete set of basis states uj into the
process and measure the corresponding outputs qj , then the map is simply
Λ =
∑
j
qju
T
j , (4)
where the superscript T denotes the transpose of the vector.
We emphasize that Λ is independent of the state p and describes a property of
the machine that transforms p to q. The stochastic map Λ represents the actions of
the machine with regards to either choosing to let the color remain unaltered as it
travels through the machine (Λ0;0 and Λ1;1) or changing the color (Λ1;0 and Λ0;1).
The transition of p0 to q0 is achieved via Λ0;0p0 + Λ0;1p1.
3.1. Process with intermediate correlations
Imagine that the system of coins, whose joint state is given by the probability
distribution P (see Fig. 1 for an illustration). The state of the first coin, p, is
obtained as the marginal distribution from joint state of the two coins. We think of
the first as the system, to which we have complete access, whereas the second coin
represents inaccessible degrees of freedom that we will refer to as the environment.
Furthermore, imagine that the machine described before is in fact part of a bigger
machine that accepts these two coins and outputs two coins. The total dynamics
that the system is part of is described by a stochastic map Γ acting on the two
coin state: Γ[P] = Q. We will observe the system in state p = trE [P] before the
system coin entered the machine and q = trE [Q] is the system state after leaving
the machine. Here, k represents the environmental index, and summing over it is
the same as tracing over the second coin.
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This dynamics, when viewed purely from the point of view of the system, is a
transformation p→ q. Hence it is tempting to assign a stochastic map Λ acting on
the system, like before, such that Λ[p] = q. We can do this by observing the state
of the system entering the machine and the corresponding output of the machine.
The resultant map is derived from inverting Eq. (3). On the other hand we have
q = ΓSE [PSE ] =
(
trE [ΓPE|S ]
)
[p] (5)
In the first equation the sum over l is the trace over E and in the second equation
we have used conditional probability distribution P = PE|S p. Therefore we have
Λ = trE [ΓPS|E ] (6)
which includes the state of the environment conditioned on state of the system.
Hence, the correlations present in P prevent us from assigning such a map Λ in-
dependently of the initial state of the system. In other words, when the system is
observed in state ‘0’ versus ‘1’ the corresponding maps are different
trE [ΓPE|0] 6= trE [ΓPk|1]. (7)
This is seen by noting PE|S = t if and only if P = p⊗ t, then
Λ = Γ t. (8)
Above t =
∑
k tkuk is the local state of the second coin (environment). The presence
of intermediate correlations, exemplified by the non-separability of the joint state P,
causes the desired description of the system dynamics in terms of stochastic maps
to fail. This discrepancy in describing dynamics with intermediate correlations in
the quantum case is pointed out in [38]. We will outline in the rest of this section,
the solution to this problem of describing classical dynamics with intermediate
correlations.
3.2. Solution for classical processes
The map constructed using Eq. (5) is problematic for other reasons too. It only
predicts the output state q corresponding to the observed input. But suppose we
want to insert an input p′ of our choice. How can we construct a map that will
predict the correct corresponding output? The intermediate correlations present
in the state of the classical system and the environment, namely P, disallowed the
description of the state’s dynamics in terms of stochastic maps. This issue is resolved
if we take the view of an experimenter investigating the systems dynamics between
the arrival of the coins and their entry into the machine. Such an experimenter
has the ability to operate on the state of the system between the arrival of the
coins and their subsequent entry to change it from p to p′. We will demonstrate
that this ability suffices to determine all aspects of the dynamics of interest to the
experimenter.
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Fig. 1. Classical stochastic dynamics in presence of intermediate correlations. Imagine a series
of machines that take coins in as inputs and the output the coin. The above figure illustrates
the middle of such a process. The experimenter can simply observer the value of the coin coming
out of the left machine and let it be the input for the right machine. By observing the relative
frequency of the outputs of the right machine conditioned on the outputs of left machine he
can write down a stochastic map Λ[p] = q. However, as the back of the Figure shows the real
system is made of two coins, whose dynamics is governed by a stochastic map Γ[P] = Q. The
observer in the front is oblivious to this fact as he cannot see the other coin. In fact, he simply
see the the marginal distributions p and q, founded by summing over the inaccessible degrees of
freedom of P and Q respectively. Now, note that the probabilities observed by the experimenter
of the output of the right machine will depend on the value of the hidden coin on the left and
therefore the stochastic map Λ does not adequately describe the dynamics of the coin. One way
to see that is that there is no easy way to obtain Λ from Γ alone. This essential difficulty can
be entirely removed if our experimenter begins to alter the value of the coins coming out of the
left machine. After observing the coin be output with probabilities p, the experimenter has the
choice of flipping those coins so that they enter the second box with new probabilities p′. The
combined action of the experimenter of the reading the output of the left machine and changing
it to a different value is described by the action of a stochastic map ξ acting on ξ[p] = p′. This is
followed by the second part of the machine influencing these probabilities and the corresponding
outputs being observed with a probability distribution q. In other words, the experimenter only
has access the ξ and observes the corresponding output q. Using these two he can only construct
a map that transforms his choice ξ to the probability distribution q. In the text, we demonstrate
how the quantum version of this construction can be used to derive a second law that bounds the
entropy production during the transformation that takes the choice of the experimenter to the
next state. Given the correspondence between classical stochastic maps and completely positive
quantum maps given in [39], this solution applies to the quantum mechanics just as well [32].
Consider the stochastic matrices ξ(p) = p′, which does not act on the environ-
ment, i.e.,
trE [ξ ⊗ I(P)] = trE [P′] = p′. (9)
We may think of ξ to be a preparation procedure where p′ is the desired output.
The corresponding output state of machine after such a preparation is given by
q = trE [Γ[ξ ⊗ I(P)]] = trE [ΓP][ξ] = Θ[ξ] (10)
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In other words the preparation map ξ is the variable that allows us to alter the
input to the machine. The mapping between ξ and q is given by Θ:
q = Θ[ξ]. (11)
We can construct Θ by choosing linearly independent preparation map ξ(j,k) and
observing the corresponding output states q(j,k) (see below). It is important to keep
in mind that Θ is not a mapping from p′ to q, rather from ξ to q. This is because the
mapping from p→ p′ is not give by an unique ξ. Eqs. (10) and (11) completely gen-
eral and apply to arbitrary stochastic dynamics with small modifications. However,
Θ is not a typical stochastic map. Rather it acts on stochastic maps and outputs a
state. We will show how a second law can be derived for such processes.
Let us denote ξ(j,k) as a special set of operations that map the unit vector uj
to uk:
ξ(j,k)[ul] = uj(uk · ul) = ujδkl (12)
The operations ξ(j,k) can be thought of as a measuring the system in state uk and
the preparing it to uj . We note that the dot product in the equation above is the
usual vector dot product. The symmetric version ξ(j,k) + ξ(k,j) is just a swap of
the populations of uj and uk. Now note that any transformation ξ can be linear
expanded as
ξ =
∑
jk
x(j,k)ξ(j,k), (13)
where x(j,k) are real expansion coefficients. This is possible since the operations
ξ(j,k) form a linear basis on the space of stochastic maps acting on the system. Let
us define action of Θ in Eq. (11) on ξ(j,k) is
Θ[ξ(j,k)] = q(j,k)ujδkl. (14)
Then using Eqs. (14) and (13) we can rewrite Eq. (11) as
q =
∑
jk
x(j,k)q(j,k). (15)
That is if we measure the finite set of distributions q(j,k) corresponding to the
preparations ξ(j,k) then we can predict the output q corresponding to any operation
ξ.
4. Second law
To present a second-law like bound on the entropy production for stochastic pro-
cesses with intermediate correlations, we begin by recollecting some basic properties
of Stochastic maps. d-dimensional stochastic maps, like the preparation procedures
considered above ξ, have the property that their entries are positive-semidefinite and
each of their rows sum to 1. This allows us to arrange the rows of ξ into a normalized
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vector ξ↑ producing a d2-dimensional probability vector. Furthermore, with the ac-
tion of every map Θ, we can associate a map Θ], such that Θ][ξ↑] = q↑ ≡ q⊗ id/d.
Here id is an d-dimensional probability vector with entries 1, and we note that
Θ] now is a stochastic map that transforms d2-dimensional probability vectors to
d2-dimensional probability vectors. To use this construction to describe the second-
law like entropy bound, we have to appeal to the Kullback-Liebler divergence. The
Kullback-Liebler divergence [40] of two probability distributions is defined as
K(ξ↑‖q↑) = −ξ↑ · (log(ξ↑)− log(q↑)). (16)
We can see that for diagonal density matrices, the quantum relative entropy
S(ρ‖σ) becomes the divergence measure defined above. Since stochastic maps are
a subset of CPTP maps, we can immediately conclude that Kullback-Liebler di-
vergence are contractive under stochastic maps. We can hence write K(x‖) ≥
K(Θ][ξ↑]‖Θ][]). Here  is a d2 dimensional probability vector and the fixed point
of the map Θ] (such a fixed point is guaranteed by Brower’s theorem [41]). Hence,
owing to Θ][] = , we can write
H(q↑)−H(ξ↑) ≥ −(q↑ − ξ↑) · log (), (17)
where H(ξ↑) is the Shannon entropy associated with the probability vector ξ↑. This
is the second law for stochastic processes with intermediate correlations The law
asserts that no transformations that violate Eq. (17) are physically consistent with
stochastic maps.
5. Conclusions
In conclusion, we have presented the correct entropy production bound for classi-
cal stochastic processes. The bound relied on the contractivity of Kullback-Liebler
divergence under stochastic maps, which followed from the contractivity of quan-
tum relative entropy under completely positive, trace preserving maps. We resolved
the problem of describing the dynamics of systems whose probability vectors were
correlated with an environment, which in turn was orchestrating the stochastic dy-
namics. The solution involved describing the dynamics in terms of Γ maps, which
describe the transformation of our choice of preparation of the input probability
vector of the system to the output probability vector. Such a transformation re-
lies on correctly describing the effect of conditioning the environmental dynamics,
subject to measurements made on the system. We refer to [32] for the complete
quantum generalization of this problem, and the corresponding generalized second
law.
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