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ABSTRACT 
If (A, B) is any pair of Hermitian matrices, the power of X dividing det( X I - wi 
_ yB) will be given by the number of basic singular summands in the pair. Contrary 
to conjecture, this power can be greater than one even when the pair is unitarily 
irreducible. 
Let A and B be n X n complex Hermitian matrices, and set f(h, x, y) = 
det(XZ - XA - yB). If we replace (A, B) by a unitarily equivalent pair 
(UAU*, UBU*), we get the same determinant polynomial (since UZU* = Z). 
In an article on these polynomials thirty years ago, R. Kippenhahn [l] 
conjectured (and proved in a few cases) that repeated factors in 
UAU* = UBU* = 
for some unitary U. A recent article by H. Shapiro [2] draws attention to this 
conjecture and proves another case of it: the conjecture is true if some linear 
factor divides f with multiplicity more than n/3. (In fact she shows that 
under this hypothesis A and B have a common eigenvector.) In the present 
article we shall determine in general the power of h dividing f. Besides giving 
a different proof of Shapiro’s theorem, this will show us where to find 
counterexamples to the conjecture. Indeed, we shall see that Shapiro’s bound 
n/3 is best possible. 
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Recall that a pair (A, B) of Hermitian matrices is called singular if 
det(xA + yB) = 0. [This determinant is of course a homogeneous polynomial, 
so one could equivalently define singularity by the condition det(A + yB) = 
0.1 The basic singular pair of dimension 2r + 1 is 
0 
0 
I, : 
0 
I, 
0 . . . 0 
0 
Thus for instance in dimension 1 the pair is just (O,O), and in dimension 3 it is 
Suppose now (A, B) is any singular pair. The fact is that for some n X n 
invertible P there is a simultaneous block decomposition 
where (A,, B, ) is a basic singular pair. This result is due in essence to 
Kronecker. A proof can be found in [4]. (The short proof for quadratic forms 
on p. 163 of [3] can also easily be adapted to pairs of Hermitian forms.) 
Obviously we can continue to apply this result inductively, and we get the 
following conclusion. 
THEOREM A. Let (A, B) be a pair of n X n Hermitian matrices. There is 
some n x n invertible P for which (PAP*, PBP*) is a block sum of various 
basic singular pairs and a nonsingular pair. 
Using this, we can now prove our first result. 
THEOREM 1. For any Hermitian pair (A, B), the power of X dividing 
det(XZ - xA - yB) is given by the number of basic singular pairs that occur 
in the decomposition of Theorem A. 
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Proof. The matrix XA + yZ3 is Hermitian for an anisotropic inner product 
over C(x, y), and hence it is semisimple. In particular, the power of h 
dividing its characteristic polynomial is given by the dimension of its kernel. 
This dimension is the same as for the kernel of P(xA + yB)P* = x(PAP*)+ 
y( PBP*), and thus we may assume that (A, B) has a block decomposition as 
in Theorem A. The kernel then is the direct sum of the kernels for each block. 
By definition XA + yB is invertible for the nonsingular block. For a basic 
singular pair, it is easy to check that XA + yB has a one-dimensional kernel 
spanned by the column vector 
(X’? - x’+ly, Xr-2y2 ,...) ( - l)‘y’,O ).,.) oy. n 
COROLLARY 2 (Shapiro). For n X n Hermitian A and B, suppose (X - ax 
- by)” divides det(AZ - xA - yB) with s > n/3. Then there is a nonzero 
vector v with Av = av and Bv = bv. 
Proof. The eigenvalues of the Hermitian matrix XA + yB must be fixed 
by the conjugation on C( x, y), and so a and b are real. Let A’ = A - al and 
B’ = B - bZ. Then det(XZ - xA’ - yB’) equals det((h + ax + by)Z - xA - yB), 
so it is divisible by x”. What we want to prove is that some vector is 
annihilated by both A’ and B’. This will be true iff it is true for PA’P* and 
PB’P*, and hence we may assume that (A’, B’) has a block decomposition as 
in Theorem A. By Theorem 1, this decomposition involves s singular pairs. 
We have assumed s > n/3. But each basic singular pair except the smallest 
one has dimension at least 3, and so there must be at least one 1 x 1 block of 
zeros. n 
This analysis suggests that we might find counterexamples to Kippenhahn’s 
conjecture by considering pairs that involve only higher-dimensional singular 
summands. To construct such examples, we first need one rudimentary 
observation. 
LEMMA. For every positive integer r, there exist r X r positive definite 
Hermitian matrices S and T with no nontrivial common invariant subspace. 
Proof. Let S be diag(L2,. . . , r). Any Sinvariant subspace is spanned by 
eigenvectors, i.e. by some of the standard basis vectors. Hence in any proper 
S-invariant subspace, all the vectors have at least one zero entry. Choose now 
an orthonormal basis fi, . . . , f, where the x have no zero components, and let T 
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be the matrix with Tf, = mfm for all m. Then no Sinvariant subspace can 
contain an eigenvector of T. W 
THEOREM 3. Let r be any positive integer. Let S and T be r x r positive 
definite Hermitian matrices with rw nontrivial common invariant subspace. 
Take the 3~ x 3r Hermitian matrices 
Then A’ divides det(AZ - xA - yB), but the pair (A, B) is not unitarily 
reducible. In particular, Kippenhahn’s conjecture is false. 
Proof We write column vectors as triples (vi, va, v~)~* with vi in an 
r-space V. Our maps are 
Let e, be a basis of V. If we change to the basis 
of our ST-space, the pair (A, B) splits into r copies of the 3dimensional basic 
singular pair. Of course this new basis is not orthonormal, and our splitting is 
not unitary. Nonetheless, we can conclude by Theorem 1 that X divides 
det(hZ - xA - yB). 
Imagine now that (A, B) is unitarily reducible. This means that our space 
is an orthogonal direct sum M I N with M and N invariant under A and B. 
Let 
M, = {v E V[(U,O,O)~‘E M}, 
Nl = {v E V~(V,O,O)~’ E N}. 
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The kernel of A is those vectors of the form (u,O,O)~~; and as A preserves M 
and N, we must have V = M, I N1. Hence one at least of these spaces is 
nontrivial, say M, * 0. Consider now any v in M, and w in NI. By B-invari- 
ance we get (O,O, Tv)~~ in M and (O,O, Tw)~~ in N, so TM, I TN,. As T is 
Hermitian, T’M, I N,, so T2M, L M,, and then TM, = M,, since T is posi- 
tive. Similarly TN, = NI. But now by A-invariance we get (0, STV,O)~’ in M 
and (0, STW,O)~’ in N, so STM, I STN,; that is, SM, I SN,, and again this 
implies SM, = M,. Our original hypothesis on S and T now forces M, to be all 
of V. Since M then also contains (O,O, T’V)tr and (0, STV,O)t’, it is the whole 
space, and we do not have a true decomposition. n 
Notice that we have here a linear factor of multiplicity T for a unitarily 
irreducible pair of dimension 3r. Thus the bound in Shapiro’s theorem is 
sharp. Observe also that we can choose S and T to be real, and thus the 
conjecture is false even for pairs of real symmetric matrices. 
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