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Queda prohibido no sonreír a
los problemas, no luchar por
lo que quieres, abandonarlo
todo por miedo, no convertir
en realidad tus sueños.
— Pablo Neruda.
It is forbidden not to smile
at problems, not to ﬁght for
what you want, leave everything
for fear, not to make
true your dreams.
— Pablo Neruda.
To Dayana. . .
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Abstract
The great challenge of massively integrating the volatile distributed power-generation
into the power system is strongly related to the evolution of their operation and control.
The literature of the last decade has suggested two models for such an evolution: (i) the
supergrid model, based on enhanced continental/intercontinental network interconnections
(mainly DC) for bulk transmission, (ii) the microgrid mode, where small medium/low
voltage networks interfacing heterogeneous resources, such as local generation, energy
storage and active customers, are intelligently managed so that they are operated as
independent cells capable of providing diﬀerent services from each other and operate in
islanded mode.
Irrespective of the model that will eventually emerge, the control of heterogeneous
distributed resources represents a fundamental challenge for both supergrid and microgrid
models. This requires the deﬁnition of scalable and composable control methods that
guarantee the optimal and feasible operation of distribution grids in order to satisfy local
objectives (e.g., distribution grid power balance), as well as the provision of ancillary
services to the external bulk transmission (e.g., primary and secondary frequency supports).
Several control methodologies have been proposed to achieve these goals, and the majority
of them have been inspired by the classic time-layered approach traditionally adopted
in power systems that are associated with diﬀerent time-scales and extension of the
controlling area, i.e. primary, secondary and tertiary controls, ranging from sub-seconds
to hours, respectively. In the context of microgrids, these three levels of control can
be associated with a decision process that can be centralized (i.e., a dedicated central
controller decides on the operation of the system resources) and/or decentralized (each
element decides based on its own rules). In the current literature, the former is used for
long-term, whereas the latter for short-term decisions. In particular, primary controls are
typically deployed through fully decentralized schemes mainly relying on the use of droop
control.
With this in mind, in this thesis we propose, and experimentally validate, a novel control
framework called COMMELEC – A Composable Framework for Real-Time Control of
Active Distribution Networks, Using Explicit Power Set-Points. It controls a power
grid in real-time based on a multi-agent structure, using a simple and low-bandwidth
communication protocol. Such a framework enables a controller to easily steer an entire
network as an equivalent energy resource, thus making an entire system able to provide
grid support by exploiting the ﬂexibility of its components in real-time.
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The main features of the framework are (i) that it is able to indirectly control the reserve
of the storage systems, thus maximizing the autonomy of the islanding operation, (ii)
that it keeps the system in feasible operation conditions and better explores, compared
to traditional techniques, the various degrees of freedom that characterize the system,
and (iii) that it maintains the system power-equilibrium without using the frequency as a
global variable, even being able to do so in inertia-less systems.
Our framework has been extensively validated, ﬁrst by simulations but, more importantly,
in a real-scale microgrid laboratory specially designed and setup for this goal. This is the
ﬁrst real-scale experiment that proves the applicability of a droop-less explicit power-ﬂow
control mechanism in microgrids.
Key words: Real-time control, explicit distributed optimization, decentralized control,
congestions management, power sharing, renewable energy, active distribution networks,
microgrids, distributed energy resources, energy storage systems, demand response, multi-
agent system, scalability, composability, isolated microgrid, grid-connected microgrid,
microgrid operation mode transitions, voltage and power control.
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Résumé
Le grand déﬁ d’intégrer massivement la génération distribuée volatile dans les systèmes
électriques de puissance est strictement lié à l’évolution des principes d’opération et
contrôle. La littérature des dernières décennies a suggéré deux modèles pour une telle
évolution : (i) le modèle super-réseau, basé sur le renforcement des interconnections
continentales / intercontinentales (principalement en DC) pour le réseau de transport ; ou
(ii) le modèle micro-réseau, où petits réseaux de basse et moyenne tension, qui interfacent
des ressources hétérogènes telles que la production d’électricité locale, le stockage d’énergie
et les consommateurs actifs, sont intelligemment gérés pour opérer comme des cellules
indépendantes capables de fournir des services entre eux et d’opérer en îlot.
Quel que soit l’approche qui sera éventuellement adoptée, le contrôle de ressources
hétérogènes distribuées représente un déﬁ fondamental pour les deux modèles. Cela requiert
la déﬁnition de méthodes de contrôle extensibles et composables qui puissent garantir
l’opération optimale et faisable des réseaux de distribution, de manière à satisfaire des
objectifs locaux (ex. équilibrage de puissance) ainsi que l’approvisionnement des services
auxiliaires au réseau de transport (ex. contrôle primaire et secondaire de fréquence).
Plusieurs méthodes de contrôle ont été proposées pour atteindre ces buts et la majorité a
été inspirée par l’approche “time-layered” classique qui est traditionnellement adoptée dans
les réseaux électriques, c.à.d. le contrôle primaire, secondaire et tertiaire. Ces contrôles
sont associés à diverses échelles de temps et à la taille de la zone contrôlée. Dans le
contexte des micro-réseaux, ces trois niveaux peuvent être associés à une décision qui
peut être centralisée (i.e. un contrôleur central dédié prend les décisions d’opération
des ressources du système) et/ou décentralisée (i.e. chaque élément prend ses décisions
sur la base de ses propres règles). Dans la littérature actuelle, la première approche est
utilisée pour le long terme, tandis que la deuxième est utilisée pour les décisions à court
terme. En particulier, le contrôle primaire est typiquement déployé à travers un régime
complètement décentralisé, principalement en s’appuyant sur le “droop control”.
Suite à ce qui précède, le but de cette thèse est de proposer et valider expérimentalement
une méthode de contrôle original, appelé COMMELEC – A Composable Framework for
Real-Time Control of Active Distribution Networks, Using Explicit Power Set-Points.
Cette méthode vise à contrôler un réseau de puissance en temps réel sur la base d’une
structure multi-agent, utilisant un protocole de communication simple et avec un débit
de données limité. Un cadre comme celui-ci permet de diriger facilement un réseau entier
comme une ressource équivalente unique en lui permettant de soutenir le réseau principal
v
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à travers l’exploitation de la ﬂexibilité de ses composants en temps réel.
Les principales fonctionnalités de la méthode sont : (i) contrôler indirectement la réserve
des systèmes de stockage et, par conséquent, de maximiser l’autonomie de l’opération en
îlot, (ii) garder le système sous des conditions de fonctionnement faisables en exploitant
ses degrés de liberté d’une meilleure manière et (iii) garder le bilan de puissance du
système sans utiliser la fréquence comme une variable globale, ce qui lui permet de piloter
des systèmes sans inertie.
La méthode a été largement validé, d’abord par des simulations et plus important
encore, dans un setup micro-réseau à l’échelle réelle. Cette installation est la première
infrastructure expérimentale qui prouve l’application d’un mécanisme de contrôle des ﬂux
de puissance explicits sans “droop control”.
Mots clefs : Côntrole en temps réel, optimisation distribuée explicite, côntrole decentralisé,
gestion des congestion des lignes, répartition de puissance, energie renouvelable, réseaux
de distribution actifs, micro-réseaux, ressources energetiques distribuées, systèmes de
stockage d’energie, côntrole de la demande, système multi agent, scabilité, composabilité,
micro-réseau îloté, micro-réseau connecté au réseau, transitions de modes de fontionnement
des micro-réseaux, côntrole de tension et puissance.
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Abstract
La possibilità di aumentare la connessione di generazione distribuita nelle reti elettriche
attuali e future è strettamente legata all’evoluzione delle metodologie di controllo di
tali reti. La letteratura dell’ultimo decennio ha proposto due macro-approcci: (i) la
cosiddetta supergrid, basata sul potenziamento del sistema elettrico di trasmissione a livello
continentale/intercontinentale (principalmente in corrente continua); o (ii) l’approccio
microgrid in cui reti di piccola estensione (normalmente a bassa e media tensione) che
includono generazione, accumulo e consumo locale, sono opportunamente gestite in modo
da operare come entità indipendenti capaci di fornire servizi di supporto alla rete esterna
o, nel caso, di funzionare in isola.
Indipendentemente dall’approccio/modello che verrà adottato per deﬁnire l’architettura
delle reti elettriche future, il controllo delle risorse distribuite rappresenta un aspetto
di fondamentale importanza sia per le supergrid sia per le microgrid. In entrambi i
contesti, è necessario deﬁnire delle strategie di controllo scalabili e componibili con due
scopi fondamentali: garantire il funzionamento ottimo delle reti di distribuzione (e.g.,
controllo locale di tensione e gestione delle congestioni) e fornire servizi ancillari alla rete
di trasmissione (e.g., supporto alla regolazione di frequenza primaria e secondaria). A
tale riguardo, diverse metodologie di controllo sono state proposte per rispondere alle
problematiche precedentemente menzionate. La maggior parte di esse sono ispirate alla
classica struttura gerarchica adottata nella regolazione reti elettriche di trasmissione
che include il controllo primario, secondario e terziario. I tre livelli sono generalmente
associati a diverse scale temporali (da frazioni di secondo ﬁno ad ore) e coinvolgono aree
di interesse di diversa estensione.
Nel contesto delle microgrid, questi tre livelli di controllo possono essere inglobati in un
unico processo decisionale che può essere centralizzato (un controllore centrale che decide
per il funzionamento delle diverse risorse) e/o decentralizzato (ogni elemento decide sulla
base di informazioni locali). Nella letteratura recente il primo processo viene solitamente
associato a decisioni a lungo termine, il secondo, invece, per controlli con un orizzonte
temporale molto più breve. In particolare, il controllo primario è generalmente eﬀettuato
in modo decentralizzato, basandosi principalmente sulla regolazione statica (statismo).
Detto ciò, l’obiettivo principale di questa tesi è di proporre e validare sperimentalmente
una nuova strategia di controllo denominata COMMELEC — Composable Framework
for Real-Time Control of Active Distribution Networks, Using Explicit Power Set-Points.
Tale strategia permette di controllare la rete elettrica in tempo reale ed è basata su una
vii
Acknowledgements
struttura multi-agente. Essa si basa su un protocollo di comunicazione estremamente
semplice. Tale strategia permette di aggregare le risorse di un’intera rete come una risorsa
equivalente, rendendo il sistema capace di fornire supporto alla rete principale tramite la
quantiﬁcazione delle ﬂessibilità dei propri elementi.
Le principali caratteristiche della strategia proposta sono le seguenti: (i) è in grado di
controllare indirettamente la riserva dei sistemi di accumulo energetico, massimizzando così
l’autonomia del funzionamento in isola, (ii) mantiene la rete locale entro i limiti corretti
di funzionamento, analizzando, allo stesso tempo, i gradi di libertà che caratterizzano il
sistema, e (iii) mantiene l’equilibrio di potenza del sistema senza utilizzare la frequenza
come variabile di controllo globale rendendo quindi possibile il controllo anche di sistemi
privi di inerzia. La strategia è stata validata, in primo luogo, tramite simulazioni e, in
seguito, in una microgrid sperimentale in scala reale appositamente progettata e messa
a punto per tale obiettivo. Di fatto, nella tesi viene proposto il primo esempio noto,
validato sperimentalmente in scala reale, che dimostri l’applicabilità di un meccanismo di
controllo di microgrid non basato sul tradizionale controllo con statismo.
Parole chiave: controllo in tempo reale, ottimizzazione distribuita, controllo decentra-
lizzato, gestione delle congestioni, ripartizione della potenza, fonti rinnovabili, reti di
distribuzione attive, microgrid, risorse energetiche distribuite, sistemi di accumulo, ge-
stione della domanda, sistema multi-agente, scalabilità, componibilità, microgrid in isola,




Die Hauptherausforderung dabei, Erzeugung aus verteilten volatilen Energiequellen im
grossen Massstab ins Stromversorgungssystem einzubinden, bildet der Entwicklungsbedarf
im Bereich der Netzleittechnik. Im Laufe des vergangenen Jahrzehnts haben sich in
der Fachliteratur zwei grundlegende verschiedene Lösungsansätze herausgebildet. (i) Der
Supergrid-Ansatz setzt auf die Verstärkung des Verbundnetzes. Dies soll durch den Ausbau
der Übertragungsleitungen innerhalb wie auch zwischen den Kontinenten erreicht werden
(hauptsächlich durch Hochspannungsgleichstromübertragung). (ii) Der Microgrid-Ansatz
setzt auf intelligente Bewirtschaftung von Verteilnetzen. Die Verbindung verschiedenartiger
Ressourcen wie verteilter Erzeuger, Energiespeicher und ﬂexibler Konsumenten soll es
ermöglichen, dass die Netze sich gegenseitig Dienstleistungen erbringen oder als Inseln
betrieben werden können.
Unabhängig davon, welcher Ansatz schlussendlich zur Umsetzung gelangt, stellt in jedem
Fall die Regelung eines Sammelsuriums verschiedenartiger Ressourcen eine bedeutende
Herausforderung dar. Daher besteht ein Bedarf nach skalierbaren, modularen Rege-
lungsverfahren, die einen optimalen Betrieb der Verteilnetze ermöglichen. Dabei müssen
Nebenbedingungen, wie die Sicherheit des Netzbetriebs, lokale Vorgaben (z.B. das Lei-
stungsgleichgewicht), sowie die Erbringung von Systemdienstleigungen (z.B. primäre und
sekundäre Frequenzstabilisierung), berücksichtigt werden.
Um diesen Anforderungen gerecht zu werden, sind verschiedene Lösungen vorgeschla-
gen worden. Eine Mehrzahl davon basiert auf dem klassischen hierarchischen Ansatz
mit Primär-, Sekundär- und Tertiärregelung, der üblicherweise in Übertragungsnetzen
angewandt wird. Die Regelungsstufen unterscheiden sich dabei sowohl in der Ausdehnung
der Regelungszohne wie auch im Zeithorizont, der von Sekundenbruchteilen bis zu Stun-
den reicht. In einem Microgrid können diese drei Regelungsstufen entweder zentral oder
dezentral implementiert werden. In ersterem Fall steuert ein einziger Regler sämtliche
Ressourcen im System, in letzterem Fall entscheidet jede Ressource selbstständig nach
ihren eigenen Vorgaben. In der gegenwärtigen Literatur wird der erstgenannte Ansatz für
die langfristige Planung und der letztgenannte für kurzfristige Entscheidungen verwendet.
Insbesondere Primärregelung wird typischerweise verteilt implementiert, zum Beispiel
durch Droop Control.
In dieser Arbeit wird ein neuartiges Regelungsverfahren, genannt COMMELEC — A Com-
posable Framework for Real-Time Control of Active Distribution Networks, Using Explicit
Power Set-Points, vorgestellt und experimentell validiert. Dieses ist darauf ausgerichtet,
ix
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ein Stromnetz in Echtzeit zu regeln, und basiert auf einem Multiagentensystem, das sich
eines simplen Kommunikationsprotokolls mit geringer Bandbreite bedient. Insbesondere
kann ein Netz als Ganzes für die Netzstützung verwendet werden, indem man sich die
Flexibilität seiner Bestandteile in Echtzeit zunutze macht.
Das Framework zeichnet sich durch folgende Besonderheiten aus (i) Die Reserven von
Speichersystemen können implizit dafür genutzt werden, im Inselbetrieb ein Maximum
an Eigenständigkeit sicherzustellen. (ii) Die Sicherheit des Netzbetriebs wird gewährlei-
stet, wobei gleichzeitig die Freiheitsgrade des Systems besser genutzt werden. (iii) Das
Leistungsgleichgewicht wird aufrechterhalten, ohne dass dafür die Frequenz als Indikator
für das Ungleichgewicht berücksichtigt werden müsste. Daher lässt sich dieses Konzept
auch auf Systeme ohne rotierende Massen anwenden.
Das Konzept ist einer umfassenden Validierung unterzogen worden, zum einen in Simula-
tionen, zum anderen in einem Microgrid Labor, das eigens für diesen Zweck konzipiert und
gebaut worden ist. Dies ist das erste Experiment, das die Einsetzbarkeit eines Verfahrens,
welches die Leistungsﬂüsse statt implizit durch Droop Control explizit regelt, in einem
Microgid realen Massstabes nachweist.
Schlagwörter / Schlüsselwörter: Echtzeitregelung, verteilte Optimierung, verteilte Rege-
lung, Engpassmanagement, Leistungsumverteilung, erneuerbare Energie, aktive Verteil-
netze, Microgrids, verteilte Energieressourcen, Energiespeichersysteme, Lastverschiebung,
Mehragentensystem, Skalierbarkeit, Modularität, Inselnetz, Netzgekoppeltes Microgrid,
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Modern and future electrical infrastructures have to satisfy two main conﬂicting require-
ments: (i) provide reliable and secure supply to an increasing number of customers, and
(ii) take into account the rational use of energy and the protection of the environment.
This second requirement drives major changes in power systems, where the most evident
result is an almost quadratic increase of the connection of renewable energy sources [1].
It is generally admitted that these sources need to be massive and distributed, in order
to provide a signiﬁcant part of the consumed electrical energy (e.g. [2]). However, the
increased penetration of distributed renewable-energy resources in electrical medium
and low-voltage networks is such that, in several countries, operational constraints have
already been attained. Additionally, power network operators are facing a rapid and
sustained reduction in the inertia of the system. This calls for a radical re-engineering of
the entire electrical infrastructure. Indeed, inertia has been the key element for power
system performance as it enables for smooth frequency control. Therefore, various eﬀorts
for replicating this behavior with power electronic converters have been made, for instance,
by emulating inertia or applying droop control. However, these approaches are not scalable
and suﬀer from stability issues when several power converters interact at the same time.
As it is known, the main controls of an interconnected power system are essentially
concerned with
(i) maintaining the power balance, and
(ii) maintaining the voltage levels close to the rated values.
Both are performed at various time scales and geographical extensions. These two basic
controls are the building blocks used by other more sophisticated regulators responsible for
hierarchically superior actions (e.g., angular and voltage stability assessment, congestions
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in main transmission corridors, etc.). As it is well known, the control of (i) is based on
the link between the power imbalance and the network frequency (that constitutes the
control variable), and it is usually deployed in three main time-frame controls that belong
to primary, secondary and tertiary frequency controls. There are essentially two main
drawbacks to this control philosophy: First, there is a monotonous increasing dependency
between the primary/secondary frequency-control reserves and the errors associated
with the forecasts of increasing renewable production (especially when distributed in
small dispersed units). Second, the deﬁnition of the primary/secondary frequency-
control reserves are centralized; hence, distributed control mechanisms, to be deployed
in distribution networks with active resources, cannot be easily implemented. These
mechanisms will require an increasing reserve scheduling, in order to keep acceptable
margins and to maintain the grid vulnerability at acceptable levels (e.g. [3]). An example
of such a principle is described in [4].
As for (ii), which requires maintaining the voltage deviations within predetermined
limits (e.g., [5]), it is implemented at various levels and/or subsystems and with diﬀerent
strategies that mainly control reactive-power injections. Network voltages ﬂuctuate,
however, as a function of various quantities such as the local and overall network load,
generation schedule, power system topology changes and contingencies. The typical
approach for voltage-control divides (still into primary, secondary and tertiary) the
control actions as a function of their dynamics and their area of inﬂuence. The major
advantage of such an approach is that it enables a decoupling of the controllers as a
function of their area of inﬂuence. However, it is not easily down-scalable to distribution
networks because, similarly to the frequency control, it was conceived for interconnected
power systems, where the control resources are limited in number, large in size, and
centrally controlled.
In general, if we base the expression of the equilibrium of the grid purely in terms of
power injections, there would always be the need to assess adequate reserves in order
to guarantee the power balance (both active and reactive) of the system. In agreement
with this approach, the European Network Transmission Systems Operator (ENTSO-E)
attempts to extend the network codes to distribution networks. These codes set up
a common framework for network connection agreements, between network operators
and demand/producers owners [5]. This speciﬁc network code requires the distribution
networks to provide the same frequency/voltage support provided by other centralized
resources (i.e., power plants) that are directly connected to transmission networks. Such
an approach, however, has many drawbacks in systems characterized by dominant non-
dispatchable stochastic renewable energy resources where, to balance the power, the
non-desirable use of traditional power plants (usually gas-ﬁred power plants e.g. [6] or,




This thesis is organized as follows.
In Chapter 2, we present a comprehensive survey of the literature on Microgrids Control.
The survey includes conventional and industrialized approaches along with more elaborated
techniques recently proposed by the scientiﬁc community. The various control strategies
are ﬁrst clustered according to their control time-frame and extension of the controlled
area and, secondly, to the nature of the interaction among resources, i.e. fully centralized
and decentralized or distributed approaches.
We devote Chapter 3 to the formal presentation of a novel real-time control framework
called COMMELEC, A Composable Framework for Real-Time Control of Active Distribu-
tion Networks, Using Explicit Power Set-points. Our framework is designed to be robust,
scalable and able to exploit the ﬂexibility of each energy resource in the grid, and account
for their willingness and uncertainty at deploying a given set-point. The framework is
presented for the speciﬁc case of microgrids. Therefore, we discuss its use for a microgrid
in grid-connected mode, a microgrid in islanded mode, and how to handle the transitions
between both modes. We emphasize the theoretical description and propose methods for
coping with the real-time need of such a control strategy.
In Chapter 4, we present examples of and give ideas about the general procedure for
designing COMMELEC resource agents for the typical devices connected to microgrids.
Depending on their nature and/or internal characteristics, these resources have various de-
grees of controllability, from fully controllable resources (e.g., batteries) to non-controllable
resources (e.g., uncontrollable loads). We show in this chapter that the controllability of
the resource has a considerable eﬀect on the design of the corresponding resource agent.
In Chapter 5, we evaluate the performance of the COMMELEC control framework.
This assessment is done by using a suitably developed simulation environment. We
consider a case study that makes reference to the low-voltage microgrid benchmark
deﬁned by the CIGRÉ Task Force C6.04.02. The microgrid is connected to a generic
medium-voltage feeder that contains the minimum number of elements that enable us to
show the applicability and potentials of the proposed control framework. In this system,
we test the base features of the framework together with the performance at steering the
islanding maneuver.
In Chapter 6, we present the design of the experimental facility that has been conceived
for testing and validating the COMMELEC control framework. In a ﬁrst part, special
focus is put into the description of the technical speciﬁcations of the various physical
devices and in the characteristics of the experimental setup. Secondly, the description
of the experiments for the implementation of the framework along with their results are
discussed. Emphasis is given to the computational burden needed in all the steps of the
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process. In particular, results of the operation of the microgrid in grid-connected mode
are shown together with a time-latency assessment.
Finally in Chapter 7, we conclude the thesis with a summary of the main ﬁndings.
1.3 Contributions
Our main contributions in this thesis are listed below.
(i) A simple and generic control framework, that uses explicit power set-points, for
the real-time control of active distribution networks is proposed. Contrarily to
conventional control techniques, the proposed framework makes use of a multi-agent
system, where agents communicate in a semi-centralized and distributed way. The
framework is built so that any combination of implemented power ﬂows will never
cause the violation of voltage or current bounds.
(ii) A ﬂexible simulation environment where diﬀerent real-time control techniques can
be tested.
(iii) We discuss the modeling of typical resources connected to active distribution net-
works.
(iv) By using (iii), we propose the design of several resource agents that are able to work
under the rules of the proposed framework.
(v) As the design of resource agents has a signiﬁcant impact on the overall behavior of
the grid when controlled with the proposed framework, we give recommendations
on good design practices.
(vi) In order to challenge the capabilities of the proposed real-time control framework,
we designed and set up a full real-scale microgrid laboratory. The microgrid is
equipped with several resources, in particual, with diﬀerent storage technologies.
(vii) We carried out an experimental validation of the proposed framework: it considers
the overall behavior of the microgrid and the time-delays involved in the diﬀerent
processes.
4
2 State of the Art in Microgrids
Control
Chapter Highlights:
We present a comprehensive survey of the literature on Micro-
grids Control. The survey includes conventional and industrial-
ized approaches along with more elaborated techniques recently
proposed by the scientiﬁc community.
The various control strategies are ﬁrst clustered according to
their control time-frame and extension of the controlled area and,
secondly, to the nature of the interaction among resources, i.e.
fully centralized and decentralized or distributed approaches.
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The structure of this Chapter is the following. First, we give an overview of the basic
power systems control needs and energy management strategies, which are generally
divided by time frames and extension of the controlled area. In that sense, we synthetically
recap the traditional way bulk power systems tackle these control tasks. We then present
a survey of the existing literature on how these control functions have been adapted to
microgrids by the existing literature.
Next, we present a literature survey by clustering the microgrids control strategies in two
main groups: fully centralized and distributed and decentralized approaches. We discuss
how they are related to the time-framed controls previously introduced.
2.1 Basic Functions of Power Systems Control
2.1.1 Traditional Power Systems
In interconnected bulk power systems, four main functions for keeping the system
equilibrium are generally used. They are divided by time frames and extension of
the controlled area: primary, secondary, tertiary control and generation dispatch [7]. The
division among them is essentially related with the need of coordination of the various
controllers and operators along the power system [8] (see Figure 2.1).
Primary Control
At the bottom of the hierarchy, the primary control is typically performed in a decen-
tralized way. It is exclusively executed at the device level (generation units) using local
measurements that reﬂect the system power imbalance (for frequency control) or the
local reactive power need (for voltage control). This control acts with a response in the
intra-second to seconds scale.
Secondary Control
Takes place at a subsystem1 level and has a response in the seconds to minutes scale. It
uses shared information among devices within the subsystem in order to keep the node
voltages within bounds, and to reduce the permanent frequency deviation produced by
the action of the primary control, given the unawareness for a device of the action of the
others.
1A subsystem is here intended as representative of a region of a given power system within which a
control objective needs to be achieved (for instance, secondary voltage control).
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Tertiary Control
It is used when secondary control was not able to remove the permanent deviation due to
the activation of operational constraints. It runs in the scale of some minutes to one hour
and it uses detailed information of all controllable devices.
Generation Dispatch
It is at the top of the hierarchy and takes place at a larger time-scale. This process decides
on the long-term operation of power systems and is the main tool used (for instance) in
energy markets equilibrium. Dispatch methods have substantially evolved in the recent
decades leading to unbundling power systems and liberalization of the associated energy















Figure 2.1 – Traditional power system control functions. Prp is the primary frequency
control reserve, Prs is the secondary frequency control reserve and Prt is the tertiary
frequency control reserve. In general Prp ≥ Prs ≥ Prt. A similar diagram can be
considered for reactive power.
2.1.2 Microgrids Adaptation
In the context of microgrids, the basic control functions used in bulk power systems are
typically adapted. In particular, the adaption is usually diﬀerent depending upon the
microgrid operation mode: grid-tie mode and islanded mode.
Thanks to the fact that all controllable devices can be found geographically close to
each other and are limited in number, these control levels can be combined and hence
reduce their total number with a consequent simpliﬁcation of the control architecture.
For example, it is a common practice to ﬁnd management strategies that solve together
both secondary and tertiary controls [9].
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Primary Control
The primary control2 has special characteristics with respect to conventional bulk power
systems. It is ﬁrst responsible of immediately responding to power imbalances, but
also of reacting to untimely transitions such as the unexpected islanding or the re-
synchronization maneuvers that can heavily perturb the system operation [10]. The task
of the primary control becomes more diﬃcult in microgrids due to the lack of inertia
and the volatile nature of the distributed generators [11]. In particular, microgrids are
typically characterized by having all (or almost all) the resources interfaced with power
electronics converters [12]. Additionally, resources have similar power ratings [13] (i.e.
there is absence of a main generator, typically used as slack).
Voltage-source inverters (VSIs) are typically used in microgrids since they do not need
an external reference to stay synchronized and can provide services like ride-through
capability and power quality enhancement [14, 15]. VSIs controllers are composed by two
stages, an inverter output controller and a power sharing controller [16].
In grid-connected mode, as devices are connected to a stiﬀer power grid, only the inverter
output control is needed, where every converter follows a power reference, and the
main grid operates as slack [17]. Alternatively, current-source inverters (CSI) can be
synchronized using a phase-lock-loop-based synchronization method [18].
When operating in islanded mode, the standalone power balance has to be strictly
respected. As in microgrids resources have similar power ratings, there is the need to
share the power imbalances among them. To cope with the power sharing problem, in
microgrids it is a common practice to mimic the behavior of conventional power systems
with multiple generation by using droop controllers that link active and reactive power with
frequency and voltage magnitude respectively [19], and to introduce output impedance
control loops [20]. The basic idea of the droop control loop is to use proportional
controllers to relate active power P with frequency f and reactive power Q with the local
measured voltage magnitude V .
f = f∗ −mf (P − P ∗), (2.1)
V = V ∗ −mV (Q−Q∗), (2.2)
where P ∗ and Q∗ are the references of these controllers, and mf and mV the proportional
parameters also known as droop parameters.
As early mentioned, the primary control also needs to tackle unexpected transitions
such as the unintentional islanding. The unintentional islanding is the most diﬃcult
condition that can aﬀect microgrids. The ability to cope with such a transition is key for
ensuring the microgrid resilience and dynamic performance [21]. The state-of-the-art on
2Sometines in literature also refer to as local control or real-time control
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islanding/grid-tie mode transitions of microgrids is mainly based on the P − f/Q− V
droop controls and can be roughly divided into two categories. In the ﬁrst category,
rotating machines are present in the microgrid and hence there is an intrinsic inertia for
reacting to the islanding transition. In the second category, most of the resources are
interfaced through power converters and thus the inertia is negligible or nonexistent.
The ﬁrst category is well-spread in industry by acting over the governor of diesel, steam
or gas turbine based synchronous machines to modify their speed and, hence, the grid
frequency. In this category the most used strategy is the Load Drop Anticipator (LDA).
This method acts on a pre-selected slack unit for anticipating the maximum frequency
variation that might take place after the islanding. For this purpose, the method needs
to know the value of the inertia of the machine beforehand.
In the second category, enhanced droop control strategies are proposed. They usually
rely on a well-sized storage system to cope with the worst possible disturbances in an
islanding transition. In [22], the use of diﬀerent VSI-CSI conﬁgurations is discussed. It
is shown that a VSI-control strategy can be used for limiting the current output of the
resource during the islanding transition so that the microgrid can succesfully transit to
the islanded mode. Load shedding is not discussed. In [23], a transition scheduler is
proposed where, in case of islanding, all non-critical loads are shed and PV units can
be curtailed. The method shows very good results in its dynamic performance for the
case under study. Unfortunately, the proposed strategy is customized for the speciﬁc case
study and cannot be directly extended to any generic microgrid.
Secondary Control
As in traditional power systems, the secondary control in microgrids aims at minimizing
the frequency and subsystem voltage deviations with respect to their rated values. In the
case of microgrids, this is done in general by centrally modifying the droop parameters
(mf , mV , f∗ and V ∗ of Equations (2.1) and (2.2)), according to the state of the grid and
to the pre-deﬁned operational bounds of the controllable distributed resources.
In this level, the programmed islanding and the re-synchronization procedure take place.
They focus on controlling the aggregated power ﬂow at the connection node between the
microgrid and the main grid, also called point-of-common-coupling PCC3. The intentional
islanding aims at smoothly bringing the power ﬂow at the PCC to zero, so that the impact
on the microgrid due to the disconnection from the main grid is minimum. In general,
this goal is achieved by modifying the droop characteristics of the microgrid devices as a
function of the measured power ﬂow at the PCC. Therefore, this approach needs to share
a minimum amount of information among devices. Another solution, without aﬀecting
3Although the original deﬁnition of the PCC comes from the idea of having and ideal (impedance-less)
connection between power converters.
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original droop parameters is presented in [24], where a virtual grid concept is introduced
composed by a generator and a storage system that replace the role of the grid.
For the re-synchronization procedure, there are two categories. The ﬁrst, and the more
extensively used in literature, relies on the existence of one active device at the PCC that
can control the voltage mangnitude and phase, while keeping the power balance in the
microgrid. In [25], a synchronization technique that temporarily disables droop is used.
A so-called connection agent is presented in [18], which makes use of a VSI at the PCC
with minimum storage. Reference [26] shows a smooth synchronization method that uses
a modiﬁed P − V /Q− f droop control on a unique device close to the PCC.
The second category, also called active synchronization, looks for distributing the control
among the energy resources, for steering the entire grid to meet the synchronization
criteria. As an example, in [27] the active computation of droop parameters for achieving
the synchronization is shown by using a central controller that has access to the PCC
measurements and sends frequency and voltage oﬀsets to the distributed resources. In
[28], a strategy that also accounts for unbalance and harmonic distortion in the control
variables and in the synchronization criteria is presented.
Meanwhile, reference [29] argues the need of active synchronization and shows how simple
switched capacitors together with a synchro-check are enough for meeting a smooth
transition.
Tertiary Control and Long-Term Energy Balance
The traditional tertiary control in power systems does not play an important role in
microgrids. Instead, the tertiary control in microgrids is strictly linked to the long-term
objectives of the system, and it is typically referred to as microgrid energy management
system (EMS). Its main objective is to plan the lowest-cost operation of the microgrid,
or in case of islanded operation guarantee the long-term availability of supply, while
accounting for the uncertainty of the distributed resources (e.g. renewables).
In that sense, the scientiﬁc community has focused its eﬀorts on a centralized approach.
Two categories can be found on it: the fully centralized EMS and the distributed EMS.
In a fully centralized EMS, as in [30], [31] and [32], a central controller gets data from
all resources (knowing in advance their particular nature), and performs forecasts, state-
of-charge computation, unit-commitment and dispatch in order to minimize the use of
fuel-based units, maximize the generation from renewables and keep the energy balance
in the microgrid.
Distributed EMS are commonly accomplished by assigning particular tasks at diﬀerent
levels of the system, such as, at the distribution network operation (DNO), at the
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microgrid central controller (MGCC) and at the local controllers (LC) [33].
A disadvantage of these approaches is that they are custom for each microgrid, and are
not straightforwardly scalable.
2.2 Distributed and Decentralized Approaches in Microgrids
Control and Dispatch
Distributed and decentralized approaches are typically used as equivalent terms. However,
they are slightly diﬀerent in the following way. In the decentralized approach, the local
controllers (LC) are only linked with each other through the physical grid, and their
decision process is made only based on local measurements. In the distributed approach,
the LCs use local measurements and share information among them or with a central
controller (CC). The main idea is that the overall problem is partitioned into several
small problems that are solved locally by the LCs. A CC may be present in order to
orchestrate the distributed decisions.
(a) Decentralized approach. (b) Distributed approach.
Figure 2.2 – Schematic representation of decentralized and distributed control approaches.
Decentralized approaches are normally found at the primary control level. In this category,
the droop-based methods are well spread in real implemented microgrids, and are part
of the primary source of research in the academic literature. However, the basic droop
control method has several disadvantages, among which the main are [34, 16, 35, 36, 37]:
• Lack of general knowledge of the state of the energy storage devices, that can lead
to non-secure and sub-optimal decisions.
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• Poor performance in networks characterized by a low X/R ratio4.
• Instability issues when choosing small droop parameters, that are desirable for
keeping the deviations small.
• Disregard of the uncertain resources dynamics, that can lead to limit violations and
instability.
• Poor power sharing among power converters due to output impedance uncertainties
that are result of their internal control law.
• Inability to impose a ﬁxed system frequency independent of system loading condi-
tions.
In the following we present how the literature has proposed to tackle these issues.
2.2.1 Conventional Droop-based Methods
As presented in Section 2.1.2, the conventional droop strategy relates the active power with
frequency and the reactive power with voltage magnitude, which is a good assumption in
high-voltage grids. However, at lower voltage levels, the X/R ratio decreases. Indeed, in
low-voltage it is typically much smaller than 1, namely, lines are characterized by being
essentially resistive.
In practical implementations, this issue is usually solved by the use of an inductance or
a transformer at the point of connection between the inverter and the microgrid (see
Figure 2.3), that also plays the role of ﬁlter [38]. This element will increase the equivalent
X/R ratio and the controlled power ﬂow is the one at the power electronics output,
enabling the decoupling of the P − f/Q− V controls.
In general however, the active and reactive power are both related with voltage and
frequency deviations [20, 39], due to the impedance between the converter output and
the grid.
A ﬁrst approximation of a solution is presented in [40], where a rotational transformation
matrix is introduced, that accounts for the full link between control and controlled
variables. The control law is kept almost the same
f = f∗ −mf (P ′ − P ∗), (2.3)
V = V ∗ −mV (Q′ −Q∗), (2.4)
4X and R here indicate real and imaginary parts of the lines longitudinal impedances.
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Figure 2.3 – Converter output impedance equivalent diagram.













being P ′ and Q′ the so-called modiﬁed active and reactive powers, while X, R and Z
are the inductance, resistance and overall impedance viewed from the converter side as
shown in Figure 2.3. In Figure 2.4 (adopted from [40]), a graphical representation of this
transformation is schematically shown.
Figure 2.4 – Phasor representation of the eﬀect of coupled droop control laws. (a)
R/X = 0, (b) R/X = 1, (c) R/X = ∞.
Additionally, as the equivalent impedance seen by converter will not only be aﬀected by
passive elements (ﬁlters, lines), but also by the internal control laws of the converter, a
further improvement is to add an outer impedance loop [41, 42]. This approach is also
know as virtual impedance control. The virtual impedance loop modiﬁes the voltage
reference of the internal control loop, to follow a given desired behavior [43, 44] (see
Figure 2.5), represented in the Laplace domain with the following equation.
Vref (s) = V (s)− Zv(s)I(s), (2.6)
where V is the voltage given by the droop control, Zv the virtual impedance, I the output
current and Vref the modiﬁed reference voltage.
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Figure 2.5 – Output impedance control loop. Vg is the measured grid voltage.
Usually, the virtual impedance Zv is chosen such that the total equivalent output
impedance is mainly dominated by this control loop [14]. In the opposite case of the basic
formulation, this implementation leads to the possibility of designing P − V /Q− f droop
controllers for purely resistive impedance [45, 46]. This may be useful in the general case,
since this virtual impedance has no power losses [47].
2.2.2 Advanced Droop-based Methods
In order to cope with the instability issues and the lack of knowledge of the behavior of
the uncertainty and the state of the storage devices, improved droop-based methods have
been proposed in literature.
As for stability, a modiﬁed droop strategy is proposed in [48], for resistive output
impedance, that can in general be written in the PD controller form








with mˆf and mˆV are the gains for the derivative term. This formulation leads to a PI
controller in the power angle (2πf = ω = dδ/dt). A slight improvement is presented in
[49], where mˆf and mˆV are adaptive transient gains that are computed on-the-ﬂy by using
pole placement techniques given the updated measurements. A supplementary droop
control loop in P − f/Q− V droop scheme, that only aﬀects the non-DC component of
the measured power, is proposed in [50]. It shows satisfactory power sharing and stability
behavior, but depends on a non-trivial computation of the diﬀerent droop control gains.
When the controlled resources are storage systems, the power ﬂexibility that they can oﬀer
to the microgrid changes as a function of their state-of-charge (SoC). This information is
typically neglected by the distributed droop control. Indeed, the classical recommendation
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where Δfmax and ΔVmax are the maximum expected variations of frequency and voltage
respectively, while ΔmaxP and ΔmaxQ are the maximum possible operational ranges
of the controlled resources, which also represent their ﬂexibility. In storage systems, as
being characterized by having bi-directional power ﬂow, a common practice is to set these
values to twice the maximum power m = 2Pmax, n = 2Qmax. However, the active power
ﬂexibility is dynamic and it is strongly dependent on the storage SoC. Indeed, when
reaching the energy storage bounds (fully-charge or depletion) the ﬂexibility is strictly
limited to half of the power, and therefore the droop parameters have to be saturated.
For instance, if the storage is fully charged (SoC= 1), the available ﬂexibility lies in the
range [0, Pmax] and the droop parameter is saturated so that the active power is zero for
a positive frequency deviation (f > f∗).
Figure 2.6 – Saturation of droop parameters given by the reduced ﬂexibility of a storage
resource. For this example, as it is commonly used, the reference power was selected as
P ∗ = 0.
To avoid saturation and allow a smooth computation of the droop parameters, SoC-
based droop strategies have been proposed in literature [51, 52]. With these, the droop
parameters for storage converters can be computed locally and continuously.
Decentralized approaches, have been also adopted in secondary control. As an example in
[53] a PSO-fuzzy controller is proposed in order to compute adaptive gains of the droop
controller.
2.2.3 Droop-Free Methods
One last category of decentralized techniques searches to solve the control problem without
the use of droop-based strategies. In this category, decentralized multi-agent-systems
(MAS) are mainly found, where agents communicate with each other (without the use of a
central controller), and take decisions on its own. The decisions are not based on voltage
or frequency deviations, but on power and voltage set-points computed as a function of
the state of the other agents.
In [54] and [55], a decentralized robust control strategy is proposed that is formulated as
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a servomechanism problem [56]5. It needs a initial analysis of the microgrid ﬂexibility to
deﬁne the control parameters. Thus, it is not scalable.
A wireless-based multi-agent coordination method is proposed in [57], and a self-organizing
architecture method in [58]. Both of them compute the control mechanism by using
concensus theory.
In [59] the coordination mechanism is formulated as a social welfare maximization problem,
that includes a special agent (not central) corresponding to the network operator. This
method is framed in the secondary control level.
Two distributed and partially centralized voltage control strategies are proposed in [60].
They ﬁrst cluster the grid into small interconnected subsystems where there is one energy
storage system, which is then responsible for solving an optimization problem that reduces
the voltage deviations in its neighboring nodes.
In [61], a distributed primary voltage and frequency control is presented and a method
that depends on the communication network topology is proposed in [62]. In both cases,
agents that are closely connected will receive continuous updates of the neighbors nodal
power ﬂows, in order to compute their own. These two last methods are speciﬁcally
focused on keeping the system state in safe conditions, but they are not able to take
advantage of the entire ﬂexibility of the various resources steering them to their particular
desired operational state. This task is forwarded to a general secondary control strategy.
2.3 Fully Centralized Approaches for Microgrids Control
and Dispatch
The literature on fully centralized microgrids control in the presence of stochastic genera-
tion tackles the problem by using two main approaches. The fully centralized approach
is characterized by strictly depending on a CC, that is in charge of solving the overall
problem. It gets all the needed information from the LCs and sends operational set-points
for them to implement. The LC only has the task of adopting the requested set-point.
For this reason, fully centralized approaches normally work in the minutes time-range,
and is typically used for planning stages (see Figure 2.7, partially adapted from [31]).
We present two separated categories, although some of the strategies here discussed use
both approaches.
5The goal of a servomechanism problem is to ﬁnd a decentralized controller so that certain outputs of
the system asymptotically track given reference inputs independent of any external disturbances which
may aﬀect the system, and independent of any variations in the plant parameters and gains of the system.
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(a) Fully centralized approach. (b) Typical decision process of a fully centralized approach
Figure 2.7 – Schematic representation fully centralized control approaches.
2.3.1 Optimal Control/Dispatch based Methods
The ﬁrst type of approaches relies on the possibility of quantifying and using the statistical
distributions of both the stochastic generation and the loads in a central controller/dis-
patcher. In general, the controller/dispatcher is responsible for the solution of an optimal
dispatch problem constrained by the grid operation limits.
For example, an intra-day two-stages scheduler is proposed in [63], that accounts for the
resources uncertainties and the presence of on-load-tap-changer (OLTC) transformer. The
paper shows a method for simplifying the mixed-integer-linear-program (MILP) into a
iterative procedure using voltage and current sensitivity coeﬃcients.
In [64], a scheduling of microgrid resources is proposed; it accounts for the stochasticity of
the renewable generation (wind) and speciﬁc loads (plug-in vehicles) by means of a brute-
force scenario-generation and reduction based on a-priori known statistical distributions of
these stochastic variables. In [65], it is proposed to solve the microgrid dispatch problem
together with its optimal conﬁguration assessment, by representing the stochasticity of
renewable resources/loads via a forecasting tool based on the support vector regression
technique. The authors of [66] propose a power scheduler aimed at minimizing the
microgrid net cost, where the utility of the dispatchable loads accounts for the worst-case
transaction cost inferred from the uncertainties in the renewable generation.
In [67] the stochasticity of renewable generation is faced by using a Model Predictive
Control (MPC) strategy when coupling traditional space heating sources with combined
heat and power units to achieve energy replacement. A MPC-based secondary voltage
control is proposed in [68], which can robustly steer the system voltages after extreme
operation conditions.
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2.3.2 Centralized MAS
The other approach discussed in the literature for centralized approaches relies on multi-
agent-systems (MAS). As an example, reference [69] presents and gives a comprehensive
analysis of the way such systems are typically used in power systems. In this context,
MAS are proposed as a step towards the distribution of control. Note that we diﬀerentiate
between decentralized and centralized MAS, while the ﬁrst was presented in Section 2.2,
the second relies on the presence of a centralized agent that receives messages from
followers, solves an overall problem and sends messages back to the followers.
Optimization goals in previously proposed methods, like in [70] and [71], consider the
operational costs of the system without accounting for the operational constraints such
as voltage magnitudes or line congestions. More precisely, the MAS approach presented
in [71] relies on the availability of droop control that is suitably adjusted by MAS
negotiations. However, this method neither expresses the speciﬁc state of the resources
nor considers the grid state to ensure an appropriate grid Quality-of-Supply (QoS) and a
feasible operation of the grid.
The authors of [72] present a centralized control scheme that uses MAS for generation
scheduling and demand-side management for secondary frequency regulation, in order to
optimize the operational cost of a microgrid in both grid-connected and islanded modes.
However, the method proposed there does not account for the operational constraints
associated with the grid and, also, does not take into account the sub-second time
constraints associated with the short-term volatility of stochastic resources. Therefore,
this method does not appear to be a real-time control strategy.
The case of the post-fault microgrids behaviour is discussed in [73] along with the design
principles of a corresponding MAS-based real-time control method. In particular, the
proposed method is designed to achieve fast load-shedding strategies in order to maintain
the real-time power balance of the microgrid and, as a consequence, avoid its collapse.
The paper does not discuss the use of the MAS with respect to the optimal operation of
the grid in normal operating conditions. Additionally, similarly to the other references,
the proposed method does not express the internal state of the resources to the other
agents and it is not scalable.
A virtual droop control approach is presented in [74], that looks at centrally computing
droop parameters in order to optimally steer the system to safe and eﬃcient operation
regions. It relies on the knowledge of the speciﬁc details of the resources of the microgrid
and does not consider line congestion management. On the contrary, a top-dowm uniﬁed
framework for primary and secondary frequency controls and congestion managment has
been recently presented in [75], it distributes an overall optimization problem into the
various resources for primary control, and computes a centralized decision for secondary
control. Indeed, in this approach the problem distribution is strictly dependent on
18
2.4. Contributions of the Thesis in View of the Literature Review
the nature of the problem itself and, therefore, changing the objective will require a
re-engineering of the distribution of the control, which threatens its scalability.
2.4 Contributions of the Thesis in View of the Literature
Review
The proposed approach underlined in this thesis shows several advantages with respect to
literature ones.
1. First, the framework is based on a uniﬁed and abstract representation of devices
and subsystems, key element for simple and straightforward design.
2. Second, the approach is composable, i.e., entire subsystems can be abstracted in
the same way of a device. This characteristic makes the approach fully scalable
from low-voltage microgrids to medium-voltage distribution networks.
3. Third, we target stringent real-time control. Speciﬁcally, we propose a formal
approach capable to close the agent negotiation and deployment of control set-
points in sub-second time-scales.
4. Fourth, we eliminate the constraint that distributed approaches cannot be adopted
for primary voltage and frequency control.
5. Fifth, the control framework can be coupled with long-term energy management




3 A Composable Framework for Real-
Time Control of Active Distribution
Networks, Using Explicit Power
Set-Points
Chapter Highlights:
We devote this chapter to the formal presentation of a novel
real-time control framework called COMMELEC, A Composable
Framework for Real-Time Control of Active Distribution Net-
works, Using Explicit Power Set-Points. Our framework is de-
signed to be robust, scalable and able to exploit the ﬂexibility of
each energy resource in the grid, and account for their willingness
and uncertainty at deploying a given set-point.
The framework is presented for the speciﬁc case of microgrids.
Therefore, we discuss its use for a microgrid in grid-connected
mode, a microgrid in islanded mode, and how to handle the tran-
sitions between both modes.
We emphasize the theoretical description and propose methods
for coping with the real-time need of such a control strategy.
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3.1 Situation Awareness and Working Hypothesis
The current structure of power grids is essentially composed of a number of electrical
subsystems interconnected at diﬀerent voltage levels. Each subsystem comprises electrical
grids and resources. These latter elements could be clustered, in general, into three
categories: loads, generators and storage devices.
We base our framework on the following working hypothesis: If in distribution networks
it is possible to expose to a grid controller the state of each subsystem (resource and/or
electrical grid), then, in principle, it is possible to ﬁnd an admissible and stable system-
equilibrium-point that exploits at maximum the grid ﬂexibility while respecting its
operational limits. We suppose that we have available a situation-awareness metering
system, capable of informing at a high frame-rate and low latency about the state of the
controlled grid.
Note that the state of a subsystem can rapidly vary, specially in the presence of volatile
renewable generation. Hence the need for a framework that is at least as fast as the fastest
power variation possible that can take place in a resource. This feature could enable the
graceful operation of a microgrid in both islanded and grid-connected operation modes,
thus enabling, for this last one, the possibility of quantifying the amount of ancillary
services to the upper grid (i.e., primary and secondary frequency control support, as well
as voltage compensation). Directly controlling every resource, however, is clearly too
complex when resources are numerous and diverse.
We focus on distribution networks as a microgrid is, in our opinion, the smallest subsystem
where such a control framework can be deployed. For this reason, in the following the
deﬁnition of the framework is focused on microgrids, but as it will be discussed, it is not
limited to that application.
3.2 General Deﬁnition for a Grid-tie Microgrid
The COMMELEC framework steers a set of energy resources in a power grid using explicit
(P,Q) power set-points, for active and reactive power, respectively.
We deﬁne, based on a multi-agent approach, a scalable framework for the direct and
explicit control of real-time nodal power ﬂows with the following features:
(a) Abstract Framework. It applies to all electrical subsystems and speciﬁes their ca-
pabilities, expected behavior, and a simpliﬁed view of their internal state. The
existence of a common abstract framework is an essential step for scalability and
composability. Such a framework was applied, for example, to the control of very
large and heterogeneous communication networks [76].
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(b) Composition of Subsystems. It is possible to aggregate a set of interconnected elements
into a single entity. In this sense, a local grid with several generation sources, storage
facilities and loads can be viewed by the rest of the network as a single resource.
(c) Separation of Concerns. Controllers that are responsible for resources are speciﬁc but
their function is simple, as it is limited to (i) mapping the internal state of the resource
and expressing it in the abstract framework and (ii) receiving and implementing power
set-points from the agent with which they communicate. In contrast, controllers that
are responsible for grids, manipulate only data expressed by means of the abstract
framework and do not need to know the speciﬁc nature of the resources in their
grid. In other words, controllers that need to know details of diverse systems are
simple-minded, whereas controllers that need to take intelligent decisions have an
abstract, simple view of the grid and of their resources.
3.2.1 Grid Agent and Resource Agents
We use software agents, i.e., pieces of software that are able to speak for, and control a
resource or a set of electrical systems. An agent can be implemented in a stand-alone
processor, as a process on a control computer, or in an embedded system. Small systems
such as appliances, boilers or small photovoltaic roofs, do not necessarily need to have
a speciﬁc agent. Instead, they can be controlled and represented by one single group-
aggregating agent that uses a broadcast protocol such as GECN [77, 78]. An agent that
controls an entire grid is called grid agent (GA); other agents are called, in general,
resource agents (RAs). Agents follow the hierarchy of distribution and transmission
networks.
Note that a grid agent can communicate with several resource agents, to which it will
send set-points, but with only one grid agent, from which it will receive set-points.
We assume that a GA receives measurements that, from the grid under its responsibility,
are used to estimate the electrical state. The measurement messages are sent periodically,
with a period for instance, of T˜ = 20[ms]. Such a time period is compatible with the data
frames of modern monitoring systems equipped, for instance, with phasor measurement
units (PMUs). These devices typically provide synchrophasor measurements ranging from
10 to 60 frames-per-second, as required by the IEEE Std. C37.118 [79, 80]. Examples
of time latencies and accuracy of real-time state estimation processes fully based on
PMU data are discussed in [81, 82, 83]. Typical time latencies of less than one hundred
milliseconds can be achieved in order to determine the system state with relevant refresh
rates of some tens of milliseconds.
For example, in Figure 3.1 we show a LV distribution network with a high penetration of
renewable resources and the presence of storage units, in which all the aforementioned
elements are presented. A bidirectional communication link is needed between agents,
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Figure 3.1 – A general view of the elements in the COMMELEC framework. The diagram
is based on the CIGRÉ LV microgrid benchmark
whereas measurement units stream data to a state-estimation process that, on its part,
sends an updated grid-state to the grid agent of this microgrid. Two additional grid
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agents, related to two other feeders (microgrids) connected at the 0.4kV, bus are also
communicating with a main grid agent at the MV grid level.
The advertisement/request protocol used by agents is as follows.
1. RAs periodically advertise an abstract view of the internal state of the resource or
grid under their control, in terms of three quantities: the PQ proﬁle A, the belief
function B and the cost function C. Details on the deﬁnition of each element are
presented in Section 4.11.4.
2. A GA has knowledge of the state of its electrical grid and uses the information
received from RAs, together with the requested set-points from an upper GA, in
order to compute the requested power set-points (Section 3.4.4) that are then sent
to the RAs.
3. Upon receiving the requested set-points RAs set, if possible, their operation accord-
ing to the requested set-points and respond with a new advertisement that also














Figure 3.2 – Decision process performed by the GA
The process presented in Figure 3.2 is repeated periodically every T time units, where T
is a value short enough to cope with the fastest volatility of distributed resources and
large enough to be compatible with the need to estimate the electrical state of the grid.
3.2.2 On the Hierarchy and Synchronism of Agents
Observe from Figure 3.1 that the hierarchy of agents follows a tree structure, where we
can ﬁnd leaders and followers. Leaders send set-points to followers and followers send
their advertisements to leaders: this setup is repeated at any level of hierarchy. Note
that this architecture enables the scalability of the framework, as every leader and any
follower behaves in the very same way.
In the particular case presented in Figure 3.1 and summarized in Figure 3.3, every resource
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Figure 3.3 – Agents hierarchy taken from Figure 3.1
agent RAi is a follower of GA1. GA2 and GA3 are at the same hierarchy level as GA1 and
all three are followers of GA0. In general, resource agents are always followers, whereas
grid agents can take both roles. Note that for simpliﬁcation the followers of GA2 and
GA3 are omitted.
The framework was conceived to minimize the level of synchronism among agents. Indeed,
according to the voltage level of electrical grids, we consider that the hierarchy of the
agents follows the hierarchy of power grids. In this respect, it is expected that at higher
hierarchy level we ﬁnd resources with higher inertia, and therefore, decisions can take
longer.
In general, a follower computes an advertisement just after receiving a set-point, whereas a
leader will compute new set-points only after receiving all followers’ advertisements. This
is shown schematically in Figure 3.4. Observe that, in the case of GA1, both computations
take place but they are performed asynchronously, even when they depend on each other.
We present in Section 3.2.4 how to handle the dependency among the processes in an
asynchronous way.
The description of the content of both advertisements and request messages is given in
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the following sections.
Figure 3.4 – Agents time synchronism diagram
3.2.3 Advertisement Messages
Any agent, regardless of its nature and internal details, periodically sends an abstract
message (A,B, C) to its leader. The information contained in this advertisement represents
all the necessary elements to safely steer a grid in real-time.
First, we introduce some nomenclature and conventions,
• P and Q values, for active and reactive power, respectively, are treated as injection-
s/absorptions to/from a node;
• negative power (active or reactive) means consumption, positive power means
production;
• index i is used for resource agents. i can go up to an arbitrary n > 0 that represents
the number of resource agents.
In the following, we describe each element of the advertisements.
PQ Proﬁle A
An agent advertises a region in the (P,Q) plane that the subsystem under its control can
deploy. More precisely, A ∈ R2 is the set of (P,Q) values that this subsystem can safely
implement for a predeﬁned time-window. This set can be, for instance, associated with
the well-known PQ capability-curve diagram of a synchronous machine. The diﬀerence
would be that this set, in general, constantly changes according to the state of the resource.
In Figure 3.5, we show an example of a generic PQ proﬁle.
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Figure 3.5 – Illustration of a generic PQ proﬁle A
Belief Function B
An agent also advertises the set-valued function B : A → R2. This function returns the
set of all possible power ﬂows that this resource might implement for a given set-point.
Formally, we call B the belief function of an agent that receives a request to implement a
set-point (P,Q); then the implemented power ﬂow (P ′, Q′), which this subsystem does
implement, lies in the set B(P,Q) with overwhelming probability.
B accounts for the uncertainty. For instance, in Figure 3.6 diﬀerent cases are presented.
B(P1, Q1) could represent an oscillating behavior around the requested set-point (P1, Q1),
B(P2, Q2) = {(P2, Q2)} is, for example, the case of a highly controllable device, such
as a battery or generator. Whereas B(P3, Q3) represents a generic deviation from the
requested set-point, which results always in an implemented set-point inside A. Larger
sets can be found, for instance, in devices where there is no information available; then,
any power implementation could occur from one time-step to another. In practice, it is
desirable to have small belief-sets, hence it is highly recommended the use of forecasting
tools to reduce the uncertainty.
It is important to underline the diﬀerence between A and B: the former indicates the
deployable set-points that this resource can implement, whereas the latter indicates all
the possible operating conditions that might result from applying a requested set-point
due to the stochasticity or the nature of the process controlled by the resource agent.
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Figure 3.6 – Illustration of a generic belief function B for diﬀerent set-points, deﬁned in
the domain A of Figure 3.5. The requested set-point is represented with the black dot
while the belief-set is in orange.
Virtual Cost C
In addition, the agent also advertises C : A → R. The virtual cost is interpreted as its
own cost of implementing a requested power set-point. Note that, this virtual cost does
not make reference to a real electricity cost. On the contrary, its role is to quantify the
propensity of this resource to deploy (P,Q) set-points within particular zones of the PQ
proﬁle. For instance, if a storage system is close to being fully charged, its agent advertises
a low cost for producing power and high cost for consuming power, thus signaling to the
grid agent that the storage system would prefer to be discharged.
As a simple example, Figure 3.7 shows the cost function C(P,Q) = P 2 +Q2 deﬁned for
the domain of A.
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Figure 3.7 – Example of a generic virtual cost C, deﬁned in the domain A of Figure 3.5.
Valid Approximations of PQ Proﬁles and Belief Functions
As our goal is to develop a real-time control system, we use simpliﬁcations. A simpliﬁcation
is valid only if it maintains the grid in a feasible electrical state. In this sense, any
simpliﬁcation must satisfy the following property:
Deﬁnition 3.2.1 (Validity Property for PQ proﬁles and Belief Functions). (A,B) is a
valid pair of PQ proﬁle and belief function for a given resource if, whenever it receives a
target set-point (P,Q) ∈ A, its actual implemented power ﬂow lies in the set B(P,Q).
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Consequently, a grid agent can simplify its computation by using approximations of
the advertised PQ proﬁles and belief functions, instead of those are were received, as
long as the approximation satisﬁes the validity property. In particular, if we replace an
original PQ proﬁle by an approximating subset and a belief function by an approximating
superset, then the approximation is valid.
3.2.4 Request Set-Points: Grid Agent Decision Process
In this section, we describe in detail the decision process performed by the Grid Agent
(GA) as illustrated in Figure 3.2. Consider that GA is responsible for a grid-tie microgrid
in which there are n resources, and that it receives periodical requests from GA0 that is
responsible for controlling a MV grid. Next, we indistinctly call the point of connection
between the microgrid and the MV grid the LV-MV bus or the PCC (point-of-common-
coupling).
At every computation step, the GA has received the advertisement messages from all
RAs, the target set-point (P0, Q0) from GA0 and an estimation of the electrical state of
the grid. The goal of the GA is then to steer, using frequent updates, the electrical state
of its grid by explicitly setting the power set-points so that (i) the virtual costs of the
followers are minimized, (ii) the set-point (P0, Q0) is satisﬁed as much as possible and
that (iii) the grid is in a feasible state of operation, as deﬁned next.
Feasible State of Operation
The electrical state of a power grid is given by the set {δk, Vk} representing the voltage
angles and magnitudes at diﬀerent buses k, respectively. We assume that the GA has
the means to estimate the electrical state of its grid with a suﬃcient refresh rate that is
compatible with the frequency of power set-points updates.
We say that an electrical state is feasible if it satisﬁes static conditions on voltage and
currents, of the form
Vk ∈ [V nomk − βk, V nomk + βk], I ≤ Imax (3.1)
where V nomk is the nominal voltage value of Vk (which depends on the voltage rating of
the GA grid), I is the current magnitude at a line1  = (k, k′), and βk and Imax are
given threshold variables.
Note that, for the sake of clarity, the concept of feasible electrical state deﬁned by (3.1) has
been intentionally simpliﬁed to include only these steady-state feasibility conditions. This
1If the current getting into line (k, k′) is diﬀerent from the one getting into line (k′, k), I is the
maximum among them.
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concept can be further extended to take into account other conditions that formalize the
dynamic stability of a grid, such as voltage and angular stability. In this respect, recent
literature has discussed the stability aspects of microgrids in the case of constant-power
ﬂows actuated by modern power electronics (e.g., [84] and [85]). Although this aspect
goes beyond the scope of this work, it is worth remarking that for this speciﬁc case, as
the GA is assumed to know the state of the grid, it also knows the admittance matrix
of the system [82]. As a consequence, it can formally compute the frequency-domain
input impedances in the correspondence of each node where the resources are connected.
Therefore, the GA can potentially use this information to augment the computation of
the feasible electrical state of the grid, hence include further stability requirements.
We are interested in radial distribution networks, in which it is known that the load-ﬂow
problem has a unique solution if voltage magnitudes are close to nominal values [86, 87].
We consider a grid operating in this regime. In particular, we assume that the voltage
magnitude bounds βk are small enough to guarantee the uniqueness of a solution to the
load-ﬂow and that it contains a margin compatible with the accuracy of state estimation.
This implies that the electrical state of the grid and the power ﬂow at the LV-MV bus
are uniquely determined by the power ﬂows (P1, Q1, ..., Pn, Qn) and the voltage (δ0, V0)
at the slack bus that for this case is assumed given for slack bus convention.
Admissible Target Set-Points
We control the power set-points at all resources, which therefore enable us to control
the electrical state of the grid. However, the actual power set-points implemented by
this resources can diﬀer from targets, and this is captured by the belief functions. This
suggests the following deﬁnition.
Deﬁnition 3.2.2 (Admissible Target Set-Points). We say that a collection of target
set-points (P1, Q1, ..., Pn, Qn) is admissible if, for any actual implementation, (P ′, Q′) ∈
B(P,Q), the resulting electrical state is feasible. We denote the admissible set by U .
Formulation of the Grid Agent Objective Function
The purpose of GA is to compute the collection u = (P1, Q1, ..., Pn, Qn) of target set-
points that are admissible following Deﬁnition 3.2.2. In order to do so, the received





where Ci(Pi, Qi) is the virtual cost function of follower i, and the weights {wi} express
the preference of GA of one follower over another.
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The computation of the weights is not discussed here. We simply mention that, in general,
this computation will depend on the overall goal of a particular grid. For instance, if a
grid is willing to provide services to the grid, the weights will be computed such that the
resources will participate according to their ﬂexibility. In what follows, we assume that
the weights are pre-computed based on the prior knowledge aboutthe followers and that
they are ﬁxed during the system operation.
Furthermore, we add a penalty term that represents the constraints on the power at the
LV-MV bus. For example, here we use the quadratic function
J0((P0, Q0), (P0(u), Q0(u))) = J0(u0, X0(u)) = w0((P0−P0(u))2+(Q0−Q0(u))2), (3.3)
for w0 > 0, where u0 = (P0, Q0) is the request sent by GA0 and X0(u) = (P0(u), Q0(u))
is the resulting power ﬂow through the bus when the collection of power ﬂows at the
resource buses is given by u.
Finally, a penalty term J(u) is added to capture the distance of the electrical state to
the boundary of the feasible state region. Following the discussion of Section 3.2.4, here
we propose an example of a function deﬁned in terms of both threshold variables βk
and Imax . βk = β is considered constant (e.g., 10% of the nominal voltage), whereas
Imax might change dynamically and depends on the physical characteristics of the line




(Vk(u)− V nomk )2







2 − I(u)2 (3.4)
if {Vk(u), I(u)} satisfy (3.1)
= ∞ otherwise.
In the above Vk(u), I(u) are the voltage and current magnitudes that result from the
load-ﬂow solution when the collection of power ﬂows is given by u.
Ideally, GA would like to ﬁnd a collection of target set-points u that (i) is admissible (as
per Deﬁnition 3.2.2) and (ii) minimizes
F (u) = C(u) + J0(u) + J(u) (3.5)
over all admissible u.
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Solution of the Grid Agent Objective Function
Knowing that Equation (3.5) is not easy to solve, and in order to comply with the timing
needs of a real-time control scheme, we propose to steer the power injections in the
direction of the optimum of Equation (3.5), using a gradient descent approximation. More
precisely, the decision process at the grid agent computes
u = PU [xˆ− α∇F (xˆ)], (3.6)
where PU is the Euclidean projection onto the admissible set U , xˆ is the estimated power
set-point, (obtained from the state estimation process), and α is the gradient step-size
parameter.
Again, we do not discuss here the optimal value of α, but just mention that it could be
computed in order to prevent the subsequent computation of u from oscillating around
the optimal trajectory or diverging from it, but ensuring that the convergence is fast
enough.
Note that the algorithm deﬁned in Equation (3.6) requires two major computations:
(i) that of the gradient of the objective function, and
(i) the projection to U .
Gradient of the Objective Function















This requires the knowledge of Vk(x) and I(x) and, in particular, its dependence on the
power ﬂow x = (P ′1, Q′1, ..., P ′n, Q′n). The precise dependence is complicated, as it follows
from the solution of the power ﬂow equations. We use, instead, a linear approximation of
this dependence. In particular, given the current state Vˆ = {Vˆk} and Iˆ = {Iˆ} (obtained
from the state estimation procedure), we let
V˜ (x) = Vˆ +KV (x− xˆ), and I˜(x) = Iˆ +KI(x− xˆ), (3.8)
where KV and KI are the voltage and current sensitivity coeﬃcients computed using
methods as in [88, 89]. This simpliﬁcation is safe as we use small steps to update the
34
3.2. General Deﬁnition for a Grid-tie Microgrid
power set-points. By using this approximation, we have that
∇V˜k(x) = (KV )k and ∇I˜(x) = (KI). (3.9)
Moreover, as the gradient ∇J(x) is computed at x = xˆ, we have that
V˜ (x) = Vˆ and I˜(x) = Iˆ . (3.10)
Therefore, Equation (3.7) and the approximated values above provide us with an approxi-
mation of the gradient of the objective function.
A similar approach is taken in order to compute the gradient of J0(u0, X0(x)), where
X0(x) = (P0(x), Q0(x)): the exact dependence of X0(x) is replaced by an approximated
linear one, and the corresponding gradient is computed.
It is important to note that at distribution level, the common assumption that the voltage
at the LV-MV bus is ﬁxed (inﬁnite bus) is no longer true. Hence, we assume that the
GA knows the equivalent Thevenin impedance between this bus and the ideal slack bus
of the overall system. This impedance can be computed using methodologies such as
[90, 91, 92].
Finally, the gradient of the cost function C(x) is computed either by using the analytic
form of the cost function advertised to GA, or by numerical approximation.
Projection onto the Admissible Set
We next give explicit expressions for the admissible set used in the grid agent. We
denote with A¯ the joint PQ proﬁle, i.e. set of all collections of set-points that are in the
advertised PQ proﬁles, i.e.
A¯  Πni=1Ai. (3.11)
Similarly, we denote with B¯ the joint belief function, by
B¯(u)  Πni=1Bi(Pi, Qi). (3.12)
Note that A¯ represents the domain of deﬁnition of B¯.
Hence, the admissible set can be written as
U = {u ∈ A¯ : ∀x ∈ B¯(u), J(x) < ∞} , (3.13)
where again x = (P ′1, Q′1, ..., P ′n, Q′n) is any actual implementation of the power ﬂows.
Observe that the feasibility condition of Equation (3.1) is equivalent to J(x) < ∞ (see
Equation (3.4)).
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We next relax the exact computation of the projection to the set of admissible target
set-points U , which is required in the solution of Equation (3.6). Note that belief functions
are used to ensure a feasible operation of the grid, hence we need to guarantee that the
relaxation maintains the feasibility property.
First, consider the subproblem of testing whether a given control u ∈ U . We refer to this
process as the admissibility test. As follows from Equation (3.13), in order to carry out




and verify whether the result is ﬁnite.
The above optimization is hard in general, as it should test all the combinations of power
set-points and their corresponding beliefs that in principle could be non-convex. Instead,
we propose to relax it as follows. First, observe that using Deﬁnition 3.2.1, we can replace
the exact belief functions with supersets. We thus assume that the grid agent has access
to functions B˜i(Pi, Qi) with the following two properties:
(i) Bi(Pi, Qi) ⊆ B˜i(Pi, Qi), and
(ii) B˜i(Pi, Qi) is a rectangle in R2.
We note that the rectangular super beliefs can be either sent directly by the follower
agents, or computed by the grid agent from the advertised exact beliefs.
One possible solution for performing the projection into the admissible set U is shown in
Algorithm 1, and the admissibility test can be performed as presented in Algorithm 2.
We also use the following property. It was shown in [87] that, whenever the shunt elements
of the lines are neglected, the solution is monotonic in radial distribution networks.
Speciﬁcally, every voltage magnitude can either increase or decrease monotonically as a
function of a single power-injection (while the other injections are kept ﬁxed). Similarly,
the extreme values of the current magnitudes are obtained at the extreme values of a
power injection.
For the case of medium-voltage lines in which shunt capacitances cannot be neglected
(specially in the case of coaxial cables), we can numerically verify that this condition
holds in general. For example, taking the most diﬃcult case of a capacitive constant
power factor load, we show in Figure 3.8 that monotonicity holds in practice, and that
the non-monotonicity behavior appears either in the non-admissible operation zone of
the line, or for very long lines (not expected at distribution level). This property enables
a considerable reduction of the computational complexity, when running the admissibility
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Algorithm 1 Projection onto U
Input: Control u = (uj) to be projected.
Parameters: Search step Δu, number of search directions n.
Initialization: The min-max violation Δminmax = C > 0.
While: Δminmax > 0
1. Generate n test point {xm,m = 1, ..., n} uniformly spread on a sphere with radius
Δu around u, so that ‖xm − u‖ = Δu.
2. For m = 1, ..., n:
(a) Project xm to A (using, e.g., the alternating projections method [93]):
xm := PA {xm} .
(b) Use Algorithm 2 to test admissibility of xm, save the output to Δm,max.








4. Update u := xm∗ .
Output: The projected control u.
Algorithm 2 Admissibility Test
Input: Control u = (uj) to be tested.
Parameters: Belief functions of the resources, given in terms of Bj(uj) – ﬁnite sets of
representative “worst-case” set-points that u can give rise to (e.g., vertices of a rectangle).
Do: Obtain worst-case set-points of a resource j by using the belief function,
Bj = Bj(uj),
and test all possible combinations of the set-points in Bj . That is, for each xj ∈ Bj ,
compute d (x,Y), where d(y,Y) is a certain “distance” of x from the set Y  {x : J(x) <
∞}. This distance can be computed using the deﬁnition of J .
Output: Maximum violation Δmax = maxx:xj∈Bj d (x,Y).
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test. We emphasize, however, that in the general framework, the monotonicity is not a
necessary condition, as long as the admissibility can be veriﬁed eﬃciently.
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Figure 3.8 – Monotonicity analysis for a 20[kV], 5[MVA] power cable at distribution level.
r = 0.0095[mΩm ], l = 0.309[
μH
m ], g = 0.285[
nS
m ], c = 0.302[
nF
m ]. Load has a capacitive
power factor of 0.8.
By using the deﬁnition of J(u) in Equation (3.4), it follows that only a small ﬁnite number
of simple computations is required in order to perform the admissibility test of a control u.
In particular, for each vertex v of B˜(u), we should test whether (i) there exists a solution
to the load-ﬂow equations, and whether (ii) J(x) < ∞.
Given this simpliﬁed admissibility test, we can devise an eﬃcient method for projection
to U . As the projection is needed only in a local vicinity of the current set-point xˆ, it can
be eﬃciently computed by doing a search of the closest point in U , and using a relatively
small number of the (simpliﬁed) admissibility tests.
3.3 Adaption to Islanded Microgrids
We have presented in Section 3.2 the method for steering a microgrid connected to an
upper level grid, relying on the assumption that this grid will act as slack. However, when
a microgrid is working in islanded mode, the ﬂexibility for reacting to a power change in
the grid is only given by local resources.
We assume that one of the resources of the microgrid is able to work in voltage-control
mode, and that its agent constantly sends the aforementioned information to the GA.
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With this, we show that few modiﬁcations are to be done to the framework.
3.3.1 Impact on the GA Objective Function
We repeat here that the three purposes of the GA are to minimize the cost functions of
the RAs, to keep the system in safe electrical state and to try to comply with the received
request, remain unchanged. Yet, the slack resource in this case has a dynamic ﬂexibility
that can be represented in terms of its advertisement. Let us designate, without loss
of generality, this agent as RA0. It is worth observing that, as deﬁned by the proposed
control framework, this agent sends the advertisement (A0,B0, C0) to the GA; however,
instead of implementing set-points, as it works in the voltage control mode, it satisﬁes
any instantaneous (P,Q) request within its capability limits.
In this sense, no request is implemented in the slack resource, but the GA tries to satisfy
as much as possible the operation preference of RA0. Therefore, we use the advertised
cost of the slack agent C0 as a cost for power at the slack bus, namely
J0(u0, X0(u)) = w0C0(P0, Q0), (3.15)
where w0 is the weight assigned to the cost of RA0.
3.3.2 Impact on the Admissible Set
For the islanded mode, a set-point is considered admissible if, apart from resulting in a
feasible electrical state, it also results in a feasible power ﬂow for the slack resource. This
is,
U = {u ∈ A¯ : ∀x ∈ B¯(u), J(x) < ∞, X0(x) ∈ A0} , (3.16)
where x is the actually implemented overall power set-point, J(x) is the grid operation
cost, X0(x) is slack power ﬂow when x is the power set-point, and A0 is the slack resource
PQ proﬁle.
With these two modiﬁcations, we ensure that the GA is able to exploit the ﬂexibility
of the microgrid under its control, whereas the operational limits of the slack resource
are always respected. Note that the autonomous operation of the microgrid strongly
depends on the ﬂexibility, of the slack resource, to react to uncertain power variations.
Imagine, for the sake of simplicity, that the microgrid is equipped with two similar storage
systems. By default one of them is chosen to be the slack. Assume that, after some time
of operation, the slack storage is close to reach its capacity limits, considerably reducing
its ﬂexibility and the second one stays in normal conditions. In such an scenario, it would
be desirable that the second storage become slack. We discuss in Section 3.5.4 a method
for real-time selection of the slack resource.
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Observe that, in the COMMELEC framework, the system frequency is not needed as
a variable of interest for controlling the microgrid, because there is no control action
performed by using this magnitude. Therefore, during an islanded operation, it can be
kept constant at the grid rated value (e.g., 50[Hz]). This can be physically actuated by an
astatic controller in RA0. Further use of the frequency signal can be used for improving
the system behavior, but it is not discussed here.
3.4 Composability and Aggregation
A key aspect of the framework is composability : resources and subsystems can be
aggregated and viewed by others as a single entity that exhibits the same properties of a
single element (i.e., PQ proﬁle, belief function, and virtual cost). This is essential for
the application of the framework to systems of any size and complexity. In particular,
our goal is to propose a computationally eﬃcient method that ensures feasibility of the
electrical state of the entire system, speciﬁcally, of all layers.
Consider again, without loss of generality, the setup of Figure 3.1. Recall that we use the
index 0 for referring to the LV-MV bus.
3.4.1 Aggregated PQ Proﬁle AA
First, we write the load-ﬂow constraints more explicitly, in terms of the power injections




Pi − LP ({Pi, Qi}), Q0 =
n∑
i=1
Qi − LQ({Pi, Qi}), (3.17)
where LP ({Pi, Qi}) ≥ 0 and LQ({Pi, Qi}) is the active and reactive total power “losses”.




ui − L(u), L(u)  (LP ({Pi, Qi}), LQ({Pi, Qi})), (3.18)











where ui ∈ Ai.
To make the computation simple and compatible with our real-time application, we choose
to aggregate the PQ proﬁle by ignoring the losses in the load-ﬂow problem. Speciﬁcally,
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where the summation is the Minkowski set summation. We note that the Minkowski
summation can be computed eﬃciently when the sets Ai are approximated by convex
polygons.
3.4.2 Aggregated Belief Function AB
The main challenge in deﬁning the aggregated belief function is to deﬁne a set that (i) is
large enough to cover the uncertainty in the operation of GA in between two set-points
request, and (ii) is small enough to provide as accurate view of uncertainty as possible to
the upper GA.
We want to expose the uncertainty of the LV-MV power ﬂow that is caused by request u0.
However, we assume that the aggregated belief function does not depend on the request
u0, and we identify the corresponding constant function with the uncertainty set. This
assumption is reasonable whenever the upper GA works at a much slower pace. Therefore,
the computation of the aggregated belief function will depend solely on the last set of










(P0, Q0) = X0(x).
(3.22)
This will yield a rectangular belief function that represents a superset of the true aggregated
belief. Let us deﬁne
AB = R(u) = [P , P ]× [Q,Q], (3.23)
where P , P ,Q,Q are the solutions of Equations (3.22).
In order to cope with our real-time application, we propose to avoid solving these exact
OPFs; instead we use Equations (3.17) and bounds on the losses. As a preliminary step,
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these bounds are estimated oﬄine:
LP = maxLP ({Pi, Qi}), LP = minLP ({Pi, Qi}),
LQ = maxLQ({Pi, Qi}), LQ = minLQ({Pi, Qi}),
(3.24)
where the optimization is done over all possible set-points.
3.4.3 Aggregated Cost Function AC
As mentioned in 3.2.4, to compute the aggregated virtual cost function at a given
requested set-point u0 = (P0, Q0), the internal GA applies its gradient descent algorithm
in Equation (3.6) in order to obtain a collection of power set-points u for its set of followers,
and it returns the corresponding value of the objective function in Equation (3.5). In
principle, as with AB, we should compute AC(u0), which could be obtained by evaluating
the objective function
F (u0) = C(u0) + J0(u0) + J(u0), (3.25)
in a sparse partition of u0 ∈ AA, and performing a suitable interpolation method.
Instead, under the assumption of slow change of the request u0 and due to frequent
set-point updates, we propose to advertise a linear approximation of the cost function in
the form
AC(u0) = λP0 + μQ0, (3.26)
where
λ  ∂F/∂P0, μ  ∂F/∂Q0 (3.27)
are the partial derivatives of the objective function computed at the current set-point u.
Note that u depends on P0 and Q0 through Equation (3.6). As this dependence involves
projection, we propose assuming that the projection is not active, namely








3.4.4 Using the Composability in the GA Decision Process
The aggregation method naturally accounts for an asynchronous message exchange, and
it is inherently robust to communication delays. Indeed, if the GA sends at a given
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time-step an advertisement containing AB, it can perform the set-points computation of
Equation (3.6) considering that the admissible set U is
U = {u ∈ A¯ : ∀x ∈ B¯(u), J(x) < ∞, X0 ∈ AB} , (3.29)
until the reception of a new request. In words, the GA will use, in the set-points
computation, the last computed advertisement as a promise of what the uncertainty
of LV-MV power ﬂow will be. In this sense, several set-point computations could be
performed with the same AB that would be updated only after receiving a new request
or, for instance, whenever the set U is empty as it is not possible to satisfy the constraint
∀x ∈ B(u), X0(x) ∈ AB.
In fact, this could also happen upon receiving a new set of advertisements, as using R(u)
from Equation (3.22) can be a too restricted set, in view of the admissibility set U deﬁned
in Equation (3.29). To overcome this problem, we propose to inﬂate the belief set as
follows. Consider a ball B(u, ρ) of set-points with radius ρ centered on u. Sample K










where rect (·) is the “rectangular hull”, i.e., the corresponding bounding box approximation.
Clearly, this set contains the uncertainty caused by the currently implemented set-point
u, as well as that of implementing other set-points that are at the distance at most ρ
from u. Recall that, by using the property of Deﬁnition (3.2.1), this superset ensures
that the computed set-points will be admissible.
3.5 Islanding Maneuver
In this section, we propose a procedure to cope with an unintentional islanding using the
available information deﬁned by the COMMELEC framework. We deﬁne the method as
follows.
(a) At all times, in particular before the islanding event occurs, the GA maintains two
lists:
• A rating list I, of all the RAs controlled by the same GA in view of their ability
to be a slack resource. This rating is computed based on the power availability
and on the state-of-energy (SoE) of each resource. The SoE quantiﬁes the
amount of energy that can be withdrawn from a potential slack regardless of
the PQ proﬁle for a given time-window.
• A list of all the resources S (i.e., generators and loads) that have to be shed if
the current best candidate slack resource (the ﬁrst in the previous rating) is
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selected. This list can be computed from the uncertainty of the resources and
from a predeﬁned order of shedding priority. We assume the latter is given.
(b) Islanding conditions are continuously monitored via an available real-time state
estimation process. When these conditions are detected, the GA sheds all resources
in the shedding list and chooses an initial slack based on the current rating.
(c) The grid operation continues during the remainder of the islanding maneuver under
the control of the GA, as explained in Section 3.3. During this operation, two events
can occur:
• The rating of the resources has changed, so that a new resource is at the top of
the ranking.
• It is not possible to operate the grid with the current slack (without rating
change). In this case, a further load shedding is performed.
Deﬁnition 3.5.1. A microgrid is islanding-capable when there exists at least one resource
that is able to absorb the power imbalance with a guaranteed quality-of-supply, for any
actual implementation that is compatible with the advertised belief functions.
By using the proposed procedure, a microgrid is always islanding-capable minimizing the
amount of resources disconnections.
We consider that the steps to perform an islanding maneuver are
1. Detection of islanding conditions. Several methods could be used. We assume
to have one device that signals the islanding conditions in less than 20[ms]. This is
possible to perform in real-time, in principle, due to the availability of a system
observability infrastructure (see Section 3.1).
2. Adaptive slack selection. The advertisement messages from the RAs are used
to choose the “best” possible slack in real-time in an adaptive way.
3. Quality-of-Supply and Optimality. Right after the islanding, the GA will steer
the electrical state as explained in Section 3.3. In particular, the quality-of-supply
in the network is optimized.
Next, we explain the way to perform the second and third step in the COMMELEC
framework.
3.5.1 Criteria for Ranking the Slack Candidates
In this section, we show how the information exchanged between the agents in the
COMMELEC framework can be used to assist in choosing the most appropriate slack
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resource. We assume that the GA maintains a rating of all the resources based on (i)
the state of energy (SoE) of each resource (in Wh) and (ii) the advertisements from
the resource agents. In particular, a separate “task” is running in the grid agent that is
responsible for preparing the list of candidate slack resources. We note that (i) should be
sent by the resource agents to the GA, which can be done straightforwardly by adding a
message type to the COMMELEC framework.
Also, observe that the knowledge of (i) only, is not enough to choose the best appropriate
slack. Consider, for example, the case when the grid is consuming 10[kW] and there are
two possible slack resources, a battery with SoE=30[kWh] and a supercapacitor with
SoE= 2[kWh]. Without knowing the real-time constraints of these two resources, the
natural choice according to the SoE would be the battery. However, if we know (from the
advertised PQ proﬁle) that the battery can supply only 5[kW] and that the supercapacitor
can supply 60[kW], we will choose the supercapacitor as the default slack resource (with
the possibility to switch later to the battery).
Below we propose a concrete way for preparing this rating. For each candidate slack
resource i, and any element (either vector or set) E , we let E−i denote the same element
without considering the resource i. In particular,
A−i = A1 × ...×Ai−1 ×Ai+1...×An (3.31)
denotes the overall PQ proﬁle, omitting Ai, and the same for B−i, u−i, and x−i.
When considering resource i as a slack, we let Y (x−i|i) denote the corresponding electrical
state of the grid. Speciﬁcally, it is the load-ﬂow solution when i is the slack and the power
set-point for other resources is x−i. Similarly, Xi(x−i) is the resulting power at the slack
bus. We denote the set of feasible states when i is the slack by Fi.
We next deﬁne the following metrics that are used to rate the candidates for being a slack
resource.
Controllability of the Resource
We would like to choose resources with no (or little) uncertainty in the implementation of
the requested set-point. Hence, ideally, we would like to choose a resource with a “perfect”
belief function, namely Bi(P,Q) = {(P,Q)}. Then, the ﬁrst metric ρC(i) measures the





d((P,Q), (P ′, Q′))√
P 2 +Q2
, (3.32)
where, d((P,Q), (P ′, Q′)) is the distance imposed by the Euclidean norm. It can be seen
that ρC is the maximal set-to-set (Hausdorﬀ) distance between the singleton {P,Q} and
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Bi(P,Q) over all possible (P,Q) ∈ Ai, measured in percentage relative to the requested
set-point (P,Q). We note that this normalization is essential in order to compare the
controllability of resources with diﬀerent power ratings.
Available Power-Range
The following metrics measure the ability of resource i to absorb the imbalance in the grid
created by the current (measured) set-point xˆ−i, taking into account the uncertainties as
represented by the advertised belief functions. In particular, let
ABi(u−i)  {(Pi, Qi) = Xi(x−i) : x−i ∈ B−i(u−i)} (3.33)
denote the set of all possible power set-points that could take place at the connection
point of resource i, given the uncertainty of all other resources deﬁned by B−i(u−i) or, in
other words, the aggregated belief set for the slack power, computed at a given set-point
u−i.
We deﬁne the metric ρP,1(i) to measure the safety margins of resource i as follows:
ρP,1  min
(Pi,Qi)∈ABi(xˆ−i)
d ((Pi, Qi),Aci ) . (3.34)
Here, Aci is the complement of Ai relative to R2, and d(x, S) denotes the Euclidean
distance of x from the set S. Observe that, on the one hand, a positive ρP,1 means
that the current set-point is “safe” in the sense that for any actual implementation, the
resulting slack power is feasible. On the other hand, we deﬁne ρP,2 as the amount of
maximum violation of resource i:
ρP,2  max
(Pi,Qi)∈ABi(xˆ−i)
d ((Pi, Qi),Ai) . (3.35)
Note that ρP,2 is positive when the current set-point results in a non-feasible actual
implementation.
Feasibility of the Electrical State
We next deﬁne metrics that measure the ability of resource i to provide a feasible
electrical state when it is the slack, taking into account the uncertainties represented by
the advertised belief functions. Similarly to ABi, we let
Yi(u−i)  {y = Y (x−i|i) : x−i ∈ B−i(u−i)} (3.36)
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denote the set of all possible electrical states that could result from the uncertainty of all
resources but i when i is the slack. We then compute the following two distances:
ρY,1 = min
y∈Yi(xˆ−i)
d (y,Fci ) , ρY,2 = max
y∈Yi(xˆ−i)
d (y,Fi) , (3.37)
with a similar interpretation to that of ρP,1 and ρP,2.
Admissibility of Set-Points
We consider the set Ui of admissible set-points when resource i is the slack, that is the
collection of target set-points for all resources but the slack, u−i ∈ A−i, so that (i) the
resulting electrical state is feasible, and (ii) the resulting power at the slack bus ﬁts the
PQ proﬁle Ai of the slack, for any actual implementation that is compatible with the
belief functions. Formally, Ui can be written as
Ui = {u−i ∈ A−i : Yi(u−i) ⊆ Fi, ABi(u−i) ⊆ Ai} . (3.38)
Observe that when Ui = ∅, it is not possible to operate the grid with the current slack
unless a shedding strategy is applied. We thus deﬁne a binary metric
ρU (i)  I {Ui = ∅} , (3.39)
where I {·} is the indicator function. We note that the exact computation of this metric is
not feasible in the real-time framework as Ui is not given explicitly as in Equation (3.13)
or Equation (3.16). However, a suﬃcient condition for Ui = ∅ is that the GA is able to
project the current set-point to Ui. In the following, we thus identify the condition Ui = ∅
with the ability to project to Ui.
State of Energy (SoE)
Observe that the interpretation of the SoE depends on whether the grid produces or
consumes power. Speciﬁcally, given the current set-point, let (Pˆi, Qˆi) denote the active
and reactive power ﬂows at the slack bus, assuming that the grid is islanded and i is set
to be the slack. We consider a directional metric, deﬁned by
ρE(i) =
{
(1− SoEi)Erated,i, if Pˆi < 0,
SoEiErated,i, otherwise,
(3.40)
where SoEi is the state of energy of the resource i (in per unit of the rated power of
a given resource), and Erated,i is its rated energy capacity. We note that this metric
cannot directly be computed from the information advertised in the original COMMELEC
framework, but it can readily be obtained by a simple addition to the advertisement
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messages.
Using ρE(i), we also estimate the “survival time” of a slack resource as follows:
ρT (i) = ρE(i)/Sˆi, (3.41)
where S˜i =
√
Pˆ 2i + Qˆ
2
i denotes the corresponding apparent power.
Rating Computation
First, the GA ﬁlters out the non-controllable resources and the resources that have too
short a survival time, by considering only the set
I = {i : ρC(i) ≤ , ρT (i) ≥ δ}, (3.42)
for some  ≥ 0 and δ > 0. The value of  represents the maximum allowed deviation
of the actually implemented set-point from the requested one (in percentage from the
requested one). The value of δ is chosen large enough so that the slack can absorb
the imbalance during several COMMELEC cycles. Then, we sort lexicographically the
resources according to
• ρU , so that resources with ρU (i) = 0 (i.e., having non-empty set of admissible
set-points) are on top;
• ρP,2 in ascending order, so that resources with the least violation of power feasibility
are on top;
• ρY,2 in ascending order, so that resources with the least violation of state feasibility
are on top;
• ρP,1 in descending order, so that resources with the maximum power-availability
are on top;
• ρY,1 in descending order, so that resources with the maximum state-feasibility
margins are on top;
• ρE in descending order, so that the resources with the highest SoE are on top.
To decide if two resources i, j have the same metric ρ, we use an approximate equality test,
namely |ρ(i)− ρ(j)| ≤ α for some small α ≥ 0. Let I(1) denote the best-rated resource.
3.5.2 Counteraction in the Case of Non-admissibility: Shedding List
Note that, in the case of an unintended islanding, the power ﬂows in the grid can
dramatically change. That being said, the previous slack ranking could result in all
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elements with ρU (i) = 1, in other words, no device in the microgrid (in particular I(1))
would be able to handle this sudden change while keeping the system in a safe electrical
state. Formally, the microgrid is not islanded-capable as per Deﬁnition (3.5.1). This
conduces to the need of disconnecting elements in the grid, as regularly done in power
networks. Yet, by using the available information given by the COMMELEC framework,
the GA could take wiser decisions and also rank the elements to disconnect. We call this
ranking the Shedding list S.
First, we assume that the GA has access to a priority-ordered list of devices to shed,
which is the usual information available for a central operator to perform load/generation
shedding schemes. For example, hospitals or security facilities will be at the end of
this list. Note that this list could also use information advertised in the COMMELEC
framework, such as the controllability of the resource (given by metric ρC(i)) and/or
other.
We deﬁne now the shedding list S, which is the result of checking the admissibility of
the best slack candidate in case the islanding takes place. Formally, in the simulated
scenario when the islanding takes place with I(1) as slack and if shedding is necessary,
i.e., if ρU (I(1)) = 1, we follow the next procedure:
(a) The ﬁrst element of the priority-ordered list is added to S.
(b) We recompute ρU (I(1)), i.e., the set-point-admissibility metric of the selected slack
I(1), with this new state of the shedding list.
(c) If ρU (I(1)) = 0, we stop, otherwise we add to S the next element of the priority-
ordered list and go back to the previous step.
This is repeated until ρU (I(1)) = 0 or the priority-ordered list is exhausted. Note that
until this point, no actions have been performed, but we are only preparing the GA to
know how to react in case of an islanding maneuver. We next explain how to proceed in
such an scenario.
Observe that, even when this procedure is conceived for the case of the islanding maneuver,
during regular islanded operation the GA can end up in a situation where U is empty. In
such a case, we can use the same procedure.
3.5.3 Islanding Maneuver
When the unintentional islanding occurs, there is a need to immediately react to the
islanding condition by steering the power set-points to an admissible area. Hence, we
propose a simple and time-eﬃcient scheme rather than an optimal one.
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Recall that, as the ﬁrst step, the islanding conditions are detected using real-time state
estimation. As a result of this detection, the elements of S are shed and the resource I(1)
is set to be the slack.
The same procedure can be used for an intentional islanding maneuver as well. However,
in this latter case there is inherently more time to prepare the system to the islanded
mode, therefore more elaborate algorithms can be used.
3.5.4 Dynamic Slack-Selection
Note that the procedure of Section 3.5.2 is not only useful for the islanding maneuver,
but it could also be helpful on the islanded operation.
Indeed, if we assume that the GA has the ability of computing the aforementioned metrics
during the islanded operation, we could make use of the counteraction of Section 3.5.2
continuously. The main diﬀerence in this case, is that in islanded mode this is not anymore
a simulation, but a real condition, i.e., I(1) is the slack and the GA steers the system as
in Section 3.3. In that sense, the computation of the shedding list is done assuming that
U(I(1)) = ∅, again, preparing the GA for that scenario.
Observe that the slack ranking can change during the islanded operation of the microgrid
as, for instance, in the case discussed in Section 3.3.2. With this procedure, the change
to another, more suitable, slack resource is straightforward.
3.5.5 Re-connection of Shed Resources
Once in islanded mode, some resources can remain disconnected, due to the action of the
shedding list. Note that all disconnected resources are contained in S. In this case, we
assume that elements that are at the beginning of the list have more priority (as they
were the last to be added). Then, we propose to re-connect the elements one-by-one with
the following procedure:
(a) As with the construction of S, we simulate the case when S(1) is connected and check
that ρU (I(1)). That is to say, the uncertainty of the new resource can be handled by
the slack and it results in a feasible electrical state.
(b) If ρU (I(1)) = 1 we return to the previous step, otherwise we continue.
(c) The element is requested to be connected to the grid and is removed from S.




Recall that in islanded mode, we assume that the slack resource can be connected to any
node of the microgrid. Considering that we are provided with a real-time state estimation
process, we assume that there is access to the voltage phasors measurements at both
sides of the connection breaker between the microgrid and the upper grid.
Let us call the sync-magnitudes of bus k the triplet sk = {Vk, δk, fk}. Ideally, for the




where s0 and sout0 are the measured sync-magnitudes in the connection point at the
microgrid side and the upper-grid side, respectively.
As the frequency is not used as a control variable by COMMELEC (see Section 3.3) and
assuming that it is a global magnitude (i.e., a single frequency characterizes the entire
microgrid), we can easily control it at the slack resource. We name f the overall frequency
of the microgrid. With this, we can then set the angle-reference at δi = 0, so that the
phasors measured at the external grid will be referred to the microgrid slack. This can
be safely done and has a negligible eﬀect on the resulting power ﬂows. Frequency can
be then adapted at the slack resource so that the conditions f = fout0 and δ0 = δ
out
0 are
met. For this, we propose to send Δf = f − f0 and Δδ = δi − δ0 to the slack resource .
Speciﬁcally, we propose the following procedure
(a) At ﬁrst retrieval, set f = fˆ +Δf and disregard Δδ. This will give us an idea about
how much the angle has to be corrected.
(b) From hereon, and considering that the deviation Δδ is similar in all buses, modify
the frequency at the slack so that f = fˆ +Δf and δ0 = δˆ0 +Δδ.
(c) Repeat previous step until Δf ≤ f and Δδ ≤ δ, with f , δ > 0.
As the normal islanded operation keeps running, power ﬂows will continue changing, thus
aﬀecting the voltage phasors in the microgrid, speciﬁcally the sync-magnitude s0. This
will aﬀect both V0 and δ0, but not f . Therefore, we could modify the penalty function of
the GA to, for example,
J(u)′ = J(u) +
(V0(u)− V out0 )2
β20 − (V0(u)− V out0 )2
,+
(δ0(u)− δout0 )2
γ20 − (δ0(u)− δout0 )2
, (3.44)
where β0 and γ0 are small enough to ensure small deviations when the re-synchronization
takes place. Observe that in order to apply our method of Equation (3.7) we need the
derivatives of the angle with the respect to the set-points ∂δ0/∂P, ∂δ0/∂Q for all ,
which could also be obtained using sensitivity coeﬃcients as in [88].
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However, condition (3.43) can be too strict for the current resources ﬂexibility, represented
by the PQ proﬁles A−i, in the microgrid. This calls for the use of another decision variable.
We choose the voltage-magnitude at the slack resource Vi, as it is the only one in the
microgrid that works on voltage-mode. First, we need to verify that the slack resource
can cope with the change in the power ﬂows of the grid, given the change in si. This
is due to the fact that some resources of the grid could change their power ﬂow, as a
function of the local voltage in their node. Assuming that this variation is accounted for
in the belief function of each resource (See Section 4.6 for an example), which can be
safely done as voltage is a local variable at each node, we just need to verify that
ABi(u−i) ⊆ Ai. (3.45)
Recall that the computation of ABi uses a worst-case scenario analysis for the losses.
Second, we need to know what is the best Vi to meet condition (3.43). For this purpose,
we consider that
(i) as xˆ−i ∈ B−i(u−i), a good guess for the implemented power ﬂow is the current
measurement x−i(si) = xˆ−i and,
(ii) the selected si results in a feasible state, i.e. Y (si|i) ∈ Fi.









k =i xˆk − L(si, xˆ−i)
Y (si|i) ∈ Fi,
(3.46)
with Ci the virtual cost function of the slack resource and xˆ−i the current power ﬂow
implementation in all resources but the slack. The solution of this problem, si, will be
then sent to the slack resource to be implemented. Note that this procedure could be
repeated in several time-steps due to the uncertainty of the resources in the microgrid.
The diﬃculty of the problem lies on the non-convex nature of L(si, xˆ−i). In order to solve








As the losses are essentially aﬀected by voltages magnitudes, the right-side element of the
sum can be neglected. With this, we need to have access only to the partial derivatives




In this chapter, we present examples of and give ideas about the
general procedure for designing COMMELEC resource agents for
the typical devices connected to microgrids.
Depending on their nature and/or internal characteristics, these
resources have various degrees of controllability, from fully con-
trollable resources (e.g., batteries) to non-controllable resources
(e.g., uncontrollable loads). We show in this chapter that the
controllability of the resource has a considerable eﬀect on the
design of the corresponding resource agent.
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Resource Agents (RA) are pieces of software usually deployed on a computer, a processor
or a microcontroller installed in the vicinity of the resource. For instance, in a generation
or storage unit, the RA can be implemented within its controller, whereas a load agent
can be installed in a building computer to monitor and control its aggregated power-
consumption. RAs might have a simpliﬁed or sophisticated view of the internal behavior
of their resources as a function of the RA developer. The better the resource model is,
the more accurate advertisement messages sent to the GA will be, and the better the
overall decision will be.
As a summary, we recall that each resource agent advertises its internal state to its grid
agent using the following three elements.
1. The PQ proﬁle A is the region in the (P,Q)-plane (for active and reactive power)
that the resource under the control of a resource agent can be requested to implement.
2. The belief function B returns the set of all possible (actual) power ﬂows that this
resource might in reality implement when instructed to implement a target set-point.
It accounts for the uncertainty of the resource operation. For practical aspects, this
function should smoothly vary in time, as it is the main element used for assessing
the admissibility test (see Section 3.2.4).
3. The virtual cost C is a function, deﬁned for every (P,Q) ∈ A, which returns a
number interpreted as the willingness of this resource to apply a requested power
set-point (P,Q). It is virtual in the sense that it is not directly related to monetary
value.
Keep in mind that these three elements (i) are the only information needed for real-time
control in the COMMELEC framework and (ii) they abstract the speciﬁc internal state
of the resource.
4.1 Summary of Considered Resources
This section shows a summary of all designed resources agents.
• Generic uncontrollable resources: loads, generators or bi-directional resources
that are simply non-controllable or out of the control of the COMMELEC grid
agent.
• Loads
– Space-heating loads: a general electric-based heating system for a building
whose ﬂexibility can be exploited for providing demand-side management.
– Water boilers: water-storage loads that can provide ﬂexibility to the grid.
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• Generation units
– Synchronous generators: a traditional rotatory machine.
– PV plants: a photo-voltaic plant that can follow power set-points. This
case is of main importance in view of the large penetration of solar power in
distribution networks.
– Fuel cells: hydrogen-based generator typically used in long-term storage
systems.
• Storage systems
– Batteries: general deﬁnition of a battery-based storage system.
– Supercapacitors: short-term high-power storage for reacting to fast changes
in the grid.
Recall that RA messages refer to the power ﬂows at the point of connection with the
grid, thus for DC-nature resources, power converters are always considered as part
of the resource. This is the case for the underlined resources in the previous list. As
converters can be used by all kind of resources, a separate section is dedicated to their
representation as a simpliﬁed transfer function and power constraints.
Observation. In general, the internal state and operation area of DC resources are
deﬁned by a combination of characteristics of the resource itself and the DC-AC power
converter. As the latter can be represented with a standardized model for any resource of
this type, the deﬁnition of the advertised elements is discussed only for the DC-side. A
suitable transfer function is to be used to express the overall advertisement (A,B, C). In
particular for the PQ proﬁle A, an intersection between the DC-based constraints and the
power converter constraints is to be performed.
Here we present how to implement RAs in detail, speciﬁcally, how they manage the
requests and produce the advertisements.
4.2 Operation of a Resource Agent
For any resource agent in the COMMELEC framework, the sending/receiving message
cycle is repeated continuously and endlessly in normal operation. In this sense, an RA
computes an advertisement just after receiving a request. The whole cycle of an RA is
described next (see Figure 4.1).
1. At time k, reception of a new set-point request (P,Q)[k]. The request is to maintain
this power ﬁxed from k to k + 1 = k + Δt. Δt is deﬁned by the GA and it is
known for the RA. Observe that (P,Q)[k] has been computed with the knowledge
of (A,B, C)[k − 1].
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2. Check the feasibility of the requested set-point, given the actual instantaneous
measured/estimated state in the resource (not available to the GA), and compute
the veriﬁed set-point (P˜ , Q˜)[k]. Note that for resources with high uncertainty, the
implemented power could signiﬁcantly diﬀer from the requested set-point, whereas
it will be exactly the same (ideally) for fully controllable resources. This uncertainty
was advertised in the previous belief function. This action also serves to maintain
the resource safe in case the GA requests an invalid power set-point.
3. Instruct the resource to implement the veriﬁed set-point (P˜ , Q˜)[k].
4. Compute and send the advertisement (A,B, C)[k + 1] based on local measurements.
This advertisement should ensure that (P,Q)[k] maintains the resource safe until
time-step k + 1.
5. Wait for a new request from GA.
??
??
Figure 4.1 – Representation of the messages between GA and RA in time. The lower
diagram shows the implementation of the requested set-point. For simplicity, only active
power is shown.
We next detail the steps performed by diﬀerent resource agents for implementing the
requested set-points and computing the advertisement.
4.3 Uncontrollable Resources
We ﬁrst present the simplest agent: the one in charge of a non-controllable resource.
Without loss of generality, we focus on an uncontrollable load, but the concept can be
applied also to any kind of uncontrollable resources.
56
4.3. Uncontrollable Resources
Implementation of Set-Points. In this case, the agent disregards the requested
set-point, as it does not have any way to set it.
PQ Proﬁle. In principle, the resource has no available set-points, hence the PQ proﬁle
should be an empty set. In practice, as the virtual cost and the belief function are
deﬁned only in the domain of A, an empty set could neglect useful information to the
GA. Therefore, we deﬁne the PQ proﬁle as a single point in the PQ-plane, allowing with
this the ability to exhibit useful information even when the resource is not controllable.
This singleton could be any single point, given that in practice it cannot be set. Still,
as we want to express, in the belief function, the plausible set where the realization will
belong, a good choice for the singleton is the actual implemented value as, in general, it
will be close to the next realization
A = {(Pˆ , Qˆ)}. (4.1)
The best practice for such a resource would be to implement a forecasting tool that
predicts its expected behavior. In this case, we recommend taking advantage of the
forecasted powers P f and Qf to compute the PQ proﬁle as
A = {(P f , Qf )}. (4.2)
Belief Function. Assuming that the only available information from the resource is
the rated power Sr (there is no way to know what the consumption will be in the next
time-step), the belief function should represent the entire area of operation of the load
deﬁned by Sr. Formally,
B(P,Q) = {(P,Q) ∈ A : P 2 +Q2 ≤ S2r , P < 0}. (4.3)
Alternatively, by making use of a forecasting tool, the belief set could be considerably
shrunk to a small set around the expected value (P f , Qf ). If we assume separated and
uncorrelated prediction methods for P and Q, we can consider [P , P ] and [Q,Q] the
active and reactive predicted power-ranges, respectively. Hence, we can simply have
B(P,Q) = {(P,Q) ∈ A : P ∈ [P, P ], Q ∈ Q,Q]}. (4.4)
Observe that the rectangular deﬁnition of the belief set comes from the uncorrelated
prediction assumption. But, for example, in the case when considering the node voltage
as a source of the uncertainty of the resource, both magnitudes are correlated, and the
belief set will have to account for that.
Examples for PQ proﬁles and belief functions for both possibilities presented before are
shown in Figure 4.2.
Virtual Cost. As the agent cannot control its resource, we set the advertized virtual
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(P f , Qf )
(b) Using a forecasting tool.
Figure 4.2 – PQ proﬁle and belief functions for uncontrollable resources.
cost to
C(P,Q) = 0. (4.5)
We note that, in our implementation of the grid agent, only the gradient of the cost is
used by the employed gradient-descent algorithm. Hence, the uncontrollable load-agents
can have any constant cost without inﬂuencing the set-points computation procedure.
4.4 Space-Heating Load with Discrete Power Steps
In this section, we propose the design of an agent in charge of the electrical-heating
system of a building, whose intrinsic ﬂexibility consists of temperature comfort bounds
[Tmin, Tmax]. We model the building with n rooms, each of them having an electrical
heater with an on-oﬀ state. The model that uses discrete state-space formulation, as in
[94], includes the building thermal dynamics, the inﬂuence of the external temperature and
the solar irradiance. The agent can be adapted to buildings of any size and type, provided
that the heating system is electric and air temperature measurements are available in
each controlled volume.
Without loss of generality, we consider that the heaters are purely resistive, hence Q = 0.











Figure 4.3 – Full process of the emulated load.
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4.4.1 Heating System Control Unit
The control unit (CU) of the heating system is a piece of software that knows the state
sh (on/oﬀ), the rated power Ph, the availability ah (i.e., if it is able to change state), and
the temperature Th of a room associated to a heater h ∈ H, being H the set of all heaters
in the building. We rely on the assumption that each room has an electrical heater, so
n is also the number of heaters. It is also assumed that the CU can directly act on the
switches supplying the heaters. The model of this controller is of special importance as
its behavior has a direct impact on the ﬂexibility of the resource, regardless of the agent
design.
We next detail the proposed implementation of the CU and the way it accomplishes its
various goals. These goals and actions are sequentially executed, as they are presented
here.
Locking heaters
First, the CU will lock the heaters that have recently changed their state. This locking is
needed in order to avoid continuous switching. Such a consideration is typically done
in real switching devices to avoid rapid deterioration and aging. The locking period, τl,
is set to be constant. The CU tracks the state of a heater sh and initializes a counter
ch = τl when a change occurs. The counter will be reduced as the time passes. A room
will be not available if ch > 0.
Keep rooms temperature inside comfort bounds
If the temperature of a room is out of bounds, the CU will automatically set the state of
the associated heater accordingly (OFF for Th > Tmax and ON for Th < Tmin) and will
force the heater to be not-available. We deﬁne
Z = {h ∈ H : ah = 1}, (4.6)
the set of all available heaters, whereas the availability is computed as
ah =
{
0 if ch > 0 or Th > Tmax or Th < Tmin
1 otherwise.
(4.7)
At this point, the state of the non-available heaters is already set
∀h /∈ Z, sh =
⎧⎪⎪⎨⎪⎪⎩
1 if Th < Tmin




Chapter 4. Resource-Agents Design
Handling external requests
In order to permit the heating system to follow external commands Pc, we ﬁrst check
how much ﬂexibility is not usable given the heaters availability. This is direct from the
deﬁnition of ah. In this respect, the power to be consumed by the available rooms is the
diﬀerence between the external set-point and the power of the non-available heaters that
are forced to be switched ON, that will represent a base consumption. Mathematically,





X = {h ∈ H : ah = 0, sh = 1}. (4.10)
Maximize power ﬂexibility
Observe that the ﬂexibility is lost when a heater is not available. As the comfort bounds
are strict constraints, in order to maximize the aggregated ﬂexibility, we can only rely
on avoiding locking a heater, thus minimizing the heater state changes. To accomplish
this, we sort the heaters in Z twice: ﬁrst by temperature and then by state, so that
in the array we ﬁnd ﬁrst the heater whose room temperature is the lowest among the

















Figure 4.4 – Sorting available rooms to maximize ﬂexibility.
Then, we iterate through the sorted set until the power of the heaters adds up Pon. The
simplest algorithm is presented in Algorithm 3.
4.4.2 Flexible-Building Agent
First note that, due to the discrete nature of the heaters consumption and the continuous
nature of the GA requests, an error  between the implemented power and the external
set-point can be caused. This error should be bounded (or even reduced if possible) over
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Algorithm 3 Select heaters to be ON to follow external set-point
Require: Pon, Z
ZT = sortByT (Z);
Zs = sortBys(ZT );
for all h ∈ Zs do
if Pon − Ph ≥ 0 then







Implementation of Set-Points First, as with any other agent, the ﬂexible building
agent will check the actual state of the device and project the request into the feasible
region of operation. The projected request is P˜ . To handle the error, and assuming for
simplicity that all heaters have the same rated power Pr, at each time-step k the agent







where the error is calculated as
[k + 1] = [k] + kp(P˜ [k]− Pˆ [k]), (4.12)
the value of kp determines the speed of convergence and Pˆ is the measured implemented
power.
PQ Proﬁle. The objective of the agent is to guarantee that the rooms temperatures are
always within their comfort bounds. We assume therefore that we have access to the
information that the CU tracks. Recall that in our convention, a load has negative power.
With this in mind, the PQ proﬁle can be computed as the interval deﬁned by
A = {(P,Q) : Pmin ≤ P ≤ Pmax, Q = 0}, (4.13)
where, on a ﬁrst side, Pmax is the bound imposed by the heaters that are not-available
and turned ON. Recall that this includes both the locked heaters and those where the
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On its side, Pmin is the bound imposed by the not-available heaters that turned OFF in









Belief Function. In this case, the belief function uses the error  to indicate the expected











Note that the resulting set is a single point that is a function of  that, by the deﬁnition
of Equation (4.12), is bounded to || ≤ Pr/2.






















































Figure 4.5 – Example of belief function for discrete load steps of 1[kW]
Virtual Cost. We try to steer the rooms to have a temperature that is as close as
possible to the average temperature of the comfort interval (T¯ ). Hence, the cost function
is deﬁned in general as
C(P ) = aP 2 + bP + c. (4.17)
We want to deﬁne a cost such that it is minimum when the heaters of all the rooms
temperature below T¯ are switched ON and the rest are OFF, so that we enforce all rooms






the cost is zero (chosen arbitrarily). For simplicity, we next ﬁx the maximum possible
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we can add to the deﬁnition the restrictions
C(0)|P ∗=P = 1,
C(P )|P ∗=0 = 1,
(4.20)




2 , b =
−2P ∗
P






Note that, as the GA uses a gradient-descent strategy, c can be disregarded. With this,
the advertised virtual cost can be written as
C(P ) = 1
P
2 (P
2 − 2P ∗P ). (4.22)
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Figure 4.6 – Cost function deﬁned by the agent, for the example of 1[kW] heaters.
4.5 Water Boilers
We consider thermal controllable loads such as water boilers (WB). Each controllable load
is considered as a single boiler capable of estimating its own thermal state. Eventually,
the approach could be extended to distributed controllable loads (e.g., [77]).
As with the discrete heating system, for this resource we consider only active power,
namely Q = 0.
63
Chapter 4. Resource-Agents Design
4.5.1 Water-Boiler Model
We assume that the internal controller of the WB is capable of any active power in
[Pmin, 0], i.e., it is a continuous device. Next, we assume that the thermal state of the





where Pin(t) is the absolute value of the power injected into the water reservoir, and
Pout(t) is the absolute value of the power drawn from the reservoir (e.g. for heating
consumption). The process {Pout(t)} is the source of uncertainty in this resource, as it is
aﬀected by nature and demand patterns of the users of the boiler. The process {Pin(t)},
on the contrary, is controlled by the water-boiler agent (WBA).
4.5.2 Water-Boiler Agent
Implementation of Set-Points. For this implementation, we consider that we can
always ﬁnd a way to avoid the WB controller deciding to change the operation without
being instructed to do so. In other words, we assume that a WB decision subsequent
to an emergency condition (e.g., when hitting a boundary constraint) is instructed only
after a COMMELEC cycle1.
With this consideration, the WBA checks the viability of the request by computing the
allowable power range and projecting request into it. The result will be then sent to the
WB controller.
PQ Proﬁle. The operational constraints of the WB are: its rated power, Pr, and the
energy bounds given by E(t) ∈ [Emin, Emax].
Even though the WBA has controllability over the process {Pin}, the process {Pout}
is highly uncertain. To account for this uncertainty, we assume that the WBA has a
forecasting tool to predict the load proﬁle. Let [P fout(t), P
f
out(t)] denote the conﬁdence
interval of the forecast at time t (Pout > 0). For typical sizes of water boilers (e.g., 5[kW],
5[kWh]), Pin will be mostly limited by the rated power and Pout will slightly modify the
energy stored in one COMMELEC cycle (we recall here that one COMMELEC cycle is
of around 100[ms]). We therefore propose, at each discrete time-step k, to compute the
1For this resource, this is of special concern. Allowing the internal controller to act by its own during
a COMMELEC cycle can mean that in one time-step the belief set of a power set-point P is large (for
instance from P to 0 if the maximum energy bound can be violated) and in the next one, after the action
took place, it shrinks down to singleton ({0} in order to avoid further violation). This would violate
the principle of design of the belief function, as presented in the introduction of this chapter. Another




power operational limits at the next time-step as (recall that the load has negative power)
Pmax[k + 1] = −max
(
0,







Pmin[k + 1] = −min
(
Pr,





And, therefore, as with other resources, we deﬁne the PQ proﬁle as
A = {(P,Q) : Pmin ≤ P ≤ Pmax, Q = 0}. (4.26)
Belief Function. As there is no uncertainty related to the process {Pin}, which is the
one to which the GA has access, the belief function is ideal, namely B(P,Q) = {(P, 0)}.
Virtual Cost. We assume that the basic goal of WBA is to keep the stored energy at a





sgn(ΔE)(P − P fout)2
P 2r






with ΔE = E − Etarget and P fout the forecasted expected power drawn for the reservoir.
4.6 Synchronous Generator
Let us take for simplicity the case of cylindrical rotor machines, where the agent uses
the traditional model for the generator (both equivalent circuit and relevant capability
curves), as in [95], and we assume that they are interfaced to the network through an
appropriate transformer or power converter. Furthermore, we assume that, in general, a
small synchronous generator will not be selected as a slack resource in a microgrid with
renewable penetration simply because it does not allow bi-directional power ﬂow. In
this sense, in an islanded condition, the frequency in the system can be always imposed
by a converter-interfaced resource that keeps it constant. We can therefore express the
behavior of this resource by simply using algebraic equations. This assumption appears
reasonable in view of the typical capacity of synchronous machines connected to LV grids.
Note that this simpliﬁcation is done only for sake of simplicity, but not because of a
limitation of the framework.
Implementation of Set-Points. When receiving a request, the SG agent (SGA)
computes the current limits of the resource by using the measurement of the voltage in
the connection point V . These limits correspond to the well-known capability curves of a
synchronous machine deﬁned by maximum and minimum active power Pmax and Pmin,
maximum ﬁeld-current Ifmax, maximum line current I lmax, and stability limit. Furthermore,
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the SGA commands the implementation of the projection to the capability curves.
PQ Proﬁle. As the bounds of this resource are dependent on V that is in turn dependent
on external variables, the prediction of the limits in the next time-step is a non-trivial
task. The voltage-dependent constraints are represented by the set G(V ). This set is not
necessarily monotonic with respect to V , therefore a largest set Gl and smallest set Gs
are to be computed as a function of V (see Figure 4.7 for an example). The SGA will
hence advertise
A = {(P,Q) : (P,Q) ∈ Gl}. (4.28)
The variations on V are accounted for in the belief function.
Belief Function. Due to changes in V , the boundaries of the capability curves might
vary at a given time-step. Thus, some set-points, in this case those nearest to the bounds,
might be shifted to Gs. Thus, the belief function can be deﬁned as
B(P,Q) =
{
(P,Q), if (P,Q) ∈ Gs,
line((P,Q),PGs(P,Q)), if (P,Q) ∈ Gl \ Gs,
(4.29)
where PGs is the Euclidean projection to Gs, and line(a, b) the line between points a and




















(b) Belief function B
Figure 4.7 – PQ proﬁle and belief function (for diﬀerent requests) of a cylindrical rotor
synchronous machine. Xd and XT are the direct-axis stator and transformer impedances.
Virtual Cost. To express the virtual cost, we consider that the SGA operates the
resource in order to maximize its overall eﬃciency. As the eﬃciency of the turbine, given
an electrical produced power η(P ), plays the most important role in the overall eﬃciency,
we deﬁne the virtual cost as C(P,Q) = (1 − η). For an example, we present the cost
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Figure 4.8 – Eﬃciency curve of a turbine (left) and cost function of SG agent (right).
4.7 Power Converters
The resources presented after this section are interfaced with the grid by using power
converters. Here, we summarize the considerations on the modeling and their eﬀect on
the development of the agents.
First, we consider that the admissible area of operation of power converters can be
modeled with three general constraints:
(i) The PQ capability curve of a three-phase converter, which is in general given by√
P 2 +Q2 ≤
√
3Vˆ In, (4.30)
where P and Q are the active and reactive power of the converter, In the nominal
line current and Vˆ the actual measured voltage, both on the AC-side of the converter.
As Vˆ can be externally aﬀected, the resulting power constraint has an uncertainty
(indeed, Vˆ = f(t)) that could be reﬂected in the belief function.
Alternatively, it could be considered that a converter is simply constrained by its
nominal rated power Sr in which case the capability curve will be deﬁned by
P 2 +Q2 ≤ Sr. (4.31)
(ii) The power factor constraint, given by∣∣∣∣∣ P√P 2 +Q2
∣∣∣∣∣ ≥ cos(φ)min, (4.32)
where cos(φ) stands for the power factor of the converter and φ the phase-shift
between voltage and current phasors. This constraint is relevant, for instance, in
the case of PV converters that are required to operate with such a constraint.
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(iii) Unidirectional or bidirectional converter, depending on the nature of the resource.
For instance, a grid-tie PV usually cannot absorb active power, thus P ≥ 0. In
the case of an energy storage system, we consider a unique bidirectional device for
charge and discharge.
Next, we need to deﬁne the eﬀect of the converter on the delivered power. Without loss
of generality, we focus from here on DC-AC converters. In general, as the converter
dynamics are much faster than the expected COMMELEC behavior (tens of kHz in
contrast with tens of Hz), the speciﬁc details can be hidden with a transfer function
(P,Q) = f(p), with p the DC-side power.
For instance, we could assume that a constant eﬃciency (η) accounts for the eﬀect on the
DC power, depending on the power ﬂow direction:
P =
{
η(p)p, if p ≥ 0,
p
η(p) , if p < 0.
(4.33)
But in practice, this could exhibit low accuracy for small power-magnitudes, especially
when they are interfaced through transformers that have non-negligible losses. Instead,
another more recommendable practice would be to ﬁt function f(·) using actual measure-
ments. In Figure 4.9 we show an example of a possible curve ﬁtting.
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Figure 4.9 – Example of a DC-AC converter transfer function for active power.
4.8 PV Plant
In this section, we show a way to exploit the ﬂexibility of a PV plant, where the term
ﬂexibility means the capacity of curtailing the generation of this resource, along with
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the possibility of controlling its reactive-power injection. The former can be needed, for
instance, when there is excess of energy in the grid that cannot be immediately stored,
whereas the latter is for voltage regulation. We study the general case when a certain
power-factor restriction is imposed, and we make use of the elements of the COMMELEC
advertisements to express the irradiance uncertainty.
As for the Observation in Section 4.1, we expose the irradiance uncertainty on the DC-side,
whereas the power-factor constraint on the AC-side. Note that, we use the lowercase for
DC powers and the uppercase for AC ones.
Implementation of Set-Points. Using local measurements, we assume that the PV
agent (PVA) can obtain the current maximum admissible power production Pmax. For
instance, we can make use of the behavior of a maximum-power-point tracking (MPPT)
technique to deﬁne the maximum available power for the next 200[ms]. Then, the PVA
controls its resource to set the request projected to the admissible set deﬁned by this
bound and the converter limits from Section 4.7.
PQ Proﬁle. We ﬁrst focus on the maximum available power deﬁned by the uncertainty
of the irradiance. For an example, we consider a setup where the temperature of the cell
array and the global irradiance measurements are continuously available.
Then we use a forecasting tool to estimate the range where the global irradiance (expressed
in [W/m2]) will lie in the next time-step P irr[k + 1] ∈ [P irrdw , P irrup ], with k the current
instant. Using this range and a suitable PV plant model, we can compute the range where
p will lie [pdw, pup], which we can then express on the AC-side as [Pdw, Pup]. Secondly,
we apply the power converter constraints. As is typical for the grid-tie PV converters, a
constraint on the reactive power production, given by a minimum power factor PFmin as
in Equation (4.32) and a rated power Sr constraint.
A = {(P,Q) : 0 ≤ P ≤ Pup,
√
P 2 +Q2 ≤ Sr, arctan(P/Q) ≤ arccos(PFmin)}. (4.34)
Belief Function. As the uncertainty is linked to the prediction interval [Pdw, Pup], we
can deﬁne singleton belief sets equal to the set-point for all P ≤ Pdw. For those set-points
lying in the prediction interval, we deﬁne a line from the set-point P to Pdw and consider
that the reactive power could also be diﬀerent as a consequence of the power factor
constraint. We can write therefore the belief function as
B(P,Q) =
{
{(P,Q)}, if P ≤ Pdw,
line((P,Q), (P ′, Q)) ∪ line((P ′, Q), (Pdw, Q′)) otherwise,
(4.35)
where the active power constraint P ′ is expressed as
P ′ = Q tan(arccos(PFmin)), (4.36)
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Figure 4.10 – PQ proﬁle and belief function deﬁned by a PV Agent. Note that the
prediction interval width Pdw − Pup has been intentionally exaggerated for visualization
purposes.
Virtual Cost. We assume that the PVA seeks to maximize the active-power production
and minimize the reactive power. This latter desire of the PVA is due to the need of
reducing the losses in the PV converter, associated with the injection of reactive power.
Therefore, an example of the advertised virtual cost function is given by







In this section, we consider the case of a proton-exchange-membrane (PEM) fuel cell that
can be used to provide controllable power injection to the microgrid. In general, a fuel
cell operates with ﬁxed-input hydrogen pressure, whereas its state can be determined by
the produced DC current i and the stack temperature T . To compute the three elements
of the advertisement, we present ﬁrst the model that the fuel cell agent uses.
4.9.1 Fuel Cell Model
The main working hypothesis for the derivation of the fuel cell model is that the time-
constants that represent the changes in the stack average-temperature can be considered
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large compared to the COMMELEC time-frame control action. Therefore, we can assume
that the stack temperature T does not change between two consecutive control actions,
hence it does not represent a state variable of the model. In this respect, the standard
fuel cell model for computing the polarization curve, which is the direct relation between
its DC current i and voltage v (temperature T is given), is:
v = v0|T − vc(i)|T − va(i)|T − vl(i)|T , (4.39)
where v0 represents the constant open-circuit voltage of the stack, vc the concentration
losses, va the activation losses and vl the ohmic losses. In general, v0 depends on T and
on the pressure of the gases. However, in systems of this size, it can be considered as a
constant value, as its variations with T are negligible and the input pressures are typically
controlled to be constant. On the contrary, vc, va and vl are dependent on T and i. In the
literature, several options can be found for expressing these voltages [96, 97, 98]. Here,
we consider for vc an exponential behavior, and for va the approximation presented in
[67]. In summary, the expressions are
v0 = α, (4.40)
vc = (β1T + β2)e
β3i, (4.41)
va = (γ1T + γ2)
√
i, (4.42)
vl = (δ1T + δ2)i, (4.43)
where α directly represents the open-circuit voltage, parameters βi the change in concen-
tration of the reactant at high current densities, parameters γi the behavior of the speed
of the reaction at low current as a function of the stack temperature, whereas parameters
δi are used to represent a temperature-dependent resistance. These parameters are to be
inferred from a ﬁtting procedure that, such as maximum likelihood estimation [67], wants






Figure 4.11 – Equivalent circuit of the fuel cell model.
Note that, when i increases, the voltage deteriorates signiﬁcantly, therefore the power
extraction from the stack decreases due to concentration losses. As the objective of
the fuel cell is to provide power, there is no reason for operating at higher values of
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currents. Therefore, this will deﬁne an operational limit that depends on the stack surface
temperature T .
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Figure 4.12 – Typical shape of polarization and power curves of a fuel cell stack, together
with its the operational limits.
4.9.2 Fuel Cell Agent
Implementation of Set-Points. As for the assumption of a constant stack temperature,
the set-point implementation is restricted to the PQ proﬁle that will be sent to the GA
and that is discussed in the next section.
PQ Proﬁle. The fuel cell operation is limited by several constraints (see Figure 4.12 for
an example):
1. Maximum current density: Typically deﬁned by the technology of the cells,
this limit deﬁnes the absolute maximum current the stack can withstand iM .
2. Minimum voltage: Power converters are normally restricted to working with a
minimum DC voltage limitation vmin in order to enable the conversion in the whole
power range.
3. Maximum power: Due to concentration losses, the voltage might dramatically
drop when increasing the output current, thus resulting in a reduction of the delivered
power (as seen in Figure 4.12). The current for which the power is maximum will
deﬁne a new limitation that depends on the stack surface temperature ipM |T .
4. Ramping: Additionally, as the process is based on a chemical reaction, the
extracted power cannot be raised instantaneously, therefore, a ramping limit ρ+[A/s]
is imposed. In the opposite direction (power reduction), there is no limitation.
Note that for a given stack temperature the behavior of v = f(i) is monotonic, as
all associated losses are always positive in the normal operation range [99, 100, 101].
Therefore, all operational limits can be expressed as a current bound. Thus, the overall
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maximum current limitation will be then computed as
imax = min(iM , i(vmin)|T , ipM |T , iˆ+ ρ+τ), (4.44)
where iˆ is the actual measured current and τ is the expected delay that a new request
will take on arriving from the GA (in our case around 100[ms]). The maximum DC power
will be then deﬁned as pmax = v(imax)imax. This computation can be safely done as p(i)
is monotonic with i in the operational range i < ipM |T .
Additionally, in order to avoid reverse power-ﬂow, we need to constrain imin = , with
 > 0 a small safe margin. Consequently, the computation of the power limitation is
pmin = v(imin)imin. Finally, we need to consider the power-converter constraints for
getting the bounds on the AC side (active and reactive) in order to express the PQ
proﬁle.
Belief function. We assume for this device that there is no uncertainty related to the
implementation of external requests, thus the belief function is ideal B(P,Q) = {(P,Q)}.
Virtual cost. First, we assume that the fuel-cell system would prefer to operate while
maximizing its eﬃciency, which means in this case, the conversion of the power given by





with paux as the additional power needed for supplying the auxiliaries of the FC system
(e.g., the cooling system) and k as a constant that expresses the available power from
hydrogen for a given current magnitude2.
We need, however, to express this eﬃciency as a function of the delivered power η(p). As
from Equation (4.39), the analytic deﬁnition of i(p) (needed for replacing the term ki
in Equation (4.45)) is non-trivial, as it comes from the result of a non-linear equation
that has several solutions. We propose instead, to numerically compute it by evaluating
on-the-ﬂy the polarization curve for a given T in the current range i ∈ [imin, imax].
The numerical assessment of the eﬃciency cost function is simply calculated as ξ = −η
in the feasible current operational range. In order to send a continuous and diﬀerentiable
function to the GA, we propose to interpolate the sampled cost function, by using a
suitable spline Sξ(P ).
Additionally, as typically suggested by FC manufacturers, we consider that the stack will
prefer to smoothly change its operation power; therefore, we add a time-dependent cost,
2The exact expression is k =
mH2NcHVH2
2F
where mH2 is the molar mass of the H2 molecule, Nc
the number of cells in the stack, HVH2 the lower heating value of the H2 molecule and F the Faraday
constant.
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Figure 4.13 – Cost function behavior in time. At t = 4[s] there is a power change
from 15[kW] to 3[kW]. For this case we have chosen ω = 50 and τ = 10%. For this
representation we use 1[s] period.
R(P ) that we call Change Cost. This cost is deﬁned such that it is large when there is a
power change and decreases linearly in time (other possible functions can be used for the
same purpose). For any time-step k, it might be expressed as
R(P ) = λ[k] 1
S2r
(P − Pˆ [k∗])2, (4.46)
where Pˆ is the measured power, Sr is the rated power of the fuel-cell system and k∗ is
the time-step when the following conditions hold:
(i) the factor λ = 0 and
(ii) a power change occurred, namely, |Pˆ [k∗]− Pˆ [k∗ − 1]| > 0.
The factor λ is computed as
λ[k] =
{
ω |Pˆ [k]−Pˆ [k−1]|Sr if λ[k − 1] = 0




with ω a scaling-parameter that deﬁnes the eﬀect of the penalty (the higher the values
are, the more the eﬀect there is) and 0 < τ < 1 a linear decrease parameter. Note that
0 < λ < ω.
Hence, the advertised cost function of a fuel-cell system will be (see Figure 4.13):
C(P,Q) = Sξ(P ) +R(P ). (4.48)
Observe that, when λ = 0, an important change in the request can occur. However, this
is limited by the ramp constraint embedded into the PQ proﬁle.
4.10 Battery Bank
In order to express the state of a battery tank in the COMMELEC framework, the battery
agent (BA) needs a model to compute the internal limits this resource must respect for
the next time-step.
4.10.1 Battery Model
Here, we consider that such an agent uses a simple model that can suﬃciently represent
the dynamic behavior of the battery in the considered time-frame. In particular, assuming
that the state-of-charge (SoC) is ﬁxed between two set-point implementations3, we can
express the model of the battery as a simple time-varying internal voltage-source Eeq
and resistance Zeq that are functions of the DC current and voltage measurements of the
battery array, i and v, respectively. This approximation is reasonable if frequent battery
set-point variations are deployed, enabling a pseudo-continuous computation. Several
approaches could be used: we propose to use a simple TTC-model as the one presented
in [102] shown in Figure 4.14. This is
Eeq[k] = E[k]− v1[k − 1]e
−Δt
τ1[k] − v2[k − 1]e
−Δt
τ2[k] , (4.49)









with τ1 and τ2 known time-constants that are dependant on the SoC (but ﬁx at each
time-step).
Then, in general, the DC power of the battery bank, p, can be computed as a function of
3For storage systems for which this hypothesis does not hold, there is the need to adopt the complete
model whose parameters are SoC-dependent.
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Figure 4.14 – Full battery model and equivalent battery model.
4.10.2 Battery Agent
Implementation of Set-Points. Following the assumption that the state-of-charge of
the battery bank is constant from the actual time-step to the following one, the set-point
implementation is restricted to the PQ proﬁle that will be sent to the GA. This is covered
in the next section.
PQ Proﬁle. Considering the limitations on the magnitudes of v and i given by the
storage speciﬁcations (vmin, vmax and imax) and the equivalent model, the agent computes
the DC power bounds for the resource as
pmax = p(max{vmin, Eeq − Zeqimax, Eeq/2}), (4.52)
pmin = p(min{vmax, Eeq + Zeqimax}). (4.53)
Finally, this range (translated to the AC-side as for Observation of Section 4.1) is
intersected with the circle deﬁned by the power converter rated power Sr.
Belief Function. As storage devices are highly controllable, we assume an ideal belief,
namely, B(P,Q) = {(P,Q)} for any (P,Q) ∈ A.
In Figure 4.15a we show an example of the PQ proﬁle and belief function produced by
the agent
Virtual Cost. The role of the virtual cost function is to measure the tendency of the
storage agent to stay within particular zones of the PQ proﬁle. For a possible goal, we
consider that the main variable of interest for a storage system is its state of charge. In











(a) PQ proﬁle and belief function.

















(b) Virtual cost for SoCT = 0.5.
Figure 4.15 – Complete advertisement produced by the battery agent.
a suitable (admissible) internal state of the storage obtained from a long-term scheduler4.
Therefore, if the current SoC is larger than a target value, the battery prefers to be
discharged, hencethe agent advertises a negative cost for discharging (positive P ) and a
positive cost for charging (negative P ). This situation is reversed for the case when the
SoC is lower than the target value. If the SoC is equal to the target, the cost will become
zero, as the agent is indiﬀerent to the power injection. We assume that the current SoC
is measured by the resource using the computation presented in [103].










where ΔSoC = SoC−SoCT , SoCT is the target SoC. This function is chosen so that it
presents (i) a positive cost when going in the opposite direction of the target SoC, and a
negative cost (incentive) when heading towards the target; and (ii) a higher price (∂C/∂P
that is, the derivative of the cost) for a higher power at constant SoC. It has been also
normalized to the range [−1, 1]. An illustration of this function is shown in Figure 4.15b
for diﬀerent values of SoC. For example, when ΔSoC> 0, the cost for charging is positive
with a steep slope and the cost for discharging is negative with gentle slope varying
with asked power. It should be noted that the cost for reactive power for energy storage
systems is considered to be zero.
4For electrochemical storage systems, this scheduler might take into account their state-of-health and
consequent life-time.
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4.11 Supercapacitor Bank
For storage systems characterized by relatively high-energy densities (e.g., batteries),
the update rate of the resource set-point imposed by the COMMELEC framework
(around 100[ms]) is small enough so that the state of charge can normally be considered
constant between two consecutive set-points. In contrast, for a supercapacitors array,
this assumption is no longer true. In contrast with battery energy-storage systems,
supercapacitors are characterized by a higher power-density and a smaller energy-density
[104]. Therefore, the operation capabilities of a supercapacitors array for 100[ms] in the
future, will strongly depend on the last implemented power set-points.
As a result, a supercapacitor agent (SCA) must have an accurate model in order to assess
the electrical state of its resource. For this purpose, we rely on the supercapacitor-cell
model presented in [105], where the redistribution of residual charge phenomena is taken
into account. A brief description of the model is given in the next section in order to
provide the elements needed for the SCA deﬁnition.
4.11.1 Supercapacitor-Cell Model
Figure 4.16 shows the model of a supercapacitor cell [105].
ich




Figure 4.16 – Adopted supercapacitor model.
The peculiarity of this model is that it is capable of representing the so-called redistribution
of the residual charge taking place in each supercapacitor cell of the array. The residual
charge (QR) is the amount of charge that remains stored in the cell after a discharge
that results in a terminals’ voltage (v) achieved at the end of the discharge [105]. The
modeling of QR redistribution is accounted for by two current sources ich and ired in
the supercapacitor equivalent circuit in Figure 4.16. Note that ich is only active when
the cell is in operation, i.e., i > 0 (charging) or i < 0 (discharging), and ired is inactive.
Whereas, ired is active when i = 0 and ich is inactive. The supercapacitor cell can then
be represented as a system of six state variables




where vCV , vC2 and vC3 are the internal capacitors voltages and, ich and ired the current
magnitude of the current sources.
The system can be deﬁned as a linear control ODE problem where x is the state, i is the
input and v is the output.
x˙ = Ax+Bi (4.56)
v = Cx+Di (4.57)
x(t0) = x0 (4.58)
For the implementation of the SCA, we consider the following assumptions:
• There is access to the instantaneous measurement of v and i. With these measure-
ments available and given initial conditions, we can compute the state of the model
at any time-step.
• The parameters of the model are known by means of the process described in [105].
• The supercapacitors array is composed of identical cells connected in series so that
we can directly aggregate them. Therefore, the status of a cell inherently identiﬁes
that of the entire array5.
Model Equivalence
We present in this section how to derive Equations (4.56) and (4.57) according to the
cell model. As previously mentioned, the current sources in the model of Figure 4.16 are
active or inactive, depending upon the current magnitude i. Indeed, when i = 0 only ired
is active and when i = 0 only ich is. We diﬀerentiate these two cases as redistribution


























0 1C3R3 − 1C3R3
⎞⎟⎠
5Note that the distribution of charge among cells is out of the scope of the model used.
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1 0 0 0 0 0
)
Ach, B and D can be deﬁned as zero.













1 0 0 R1 +RL 0 0
)
D = R1 +RL
Ared can be deﬁned as zero. The parameters τ , τ1 and τ2 are the time constants of the
two current sources.
Initial Conditions
Given the duality of the problem, new initial conditions for the state variables ich, ired
and ˙ired have to be computed on each mode transition. In [105] the details for computing
these values are discussed. Here we present the useful results for our formulation.


















where η2 and η3 are parameters of the model and ΔQ4 is the quota of charge contributing
to the redistribution phase due to the diﬀusion phenomena. This is the eﬀective charge
that will be redistributed in the cell during this phase. It is important to note that this
charge is the result of the diﬀerence between the available charge for redistribution at the
beginning of the last charging/discharging phase (ΔQ) and the charge that was indeed
redistributed (ΔQ1) and the amount of residual charge that the cell would have in case it
stays in open-circuit conditions (ΔQ2), i.e., ΔQ4 = ΔQ−ΔQ1 −ΔQ2. We deﬁne ΔQ3
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where ΔQ = ΔQ4 − ΔQ3 + ΔQ2. As mentioned before, ΔQ1 is the charge that was






The initial conditions for all other state variables are simply taken as the state in the
previous step.
4.11.2 The SCA Problem
The supercapacitors array has operational limits in terms of voltage and current magni-
tudes: vmax > 0, vmin > 0, imax > 0 and imin < 0. In practice the current limits will be
mostly deﬁned by the DC-DC stage of the power converter interface.
Observation. For the cell model presented in Figure 4.16, both the voltage and the
current are monotonic with respect to the power.
In Figure 4.17, we present a numerical validation of the property applied to the cited
model where the values are computed for one cell from reference [105]. Each curve
represents the evolution of v and i, with respect to p for diﬀerent initial conditions. The
power range of each curve is deﬁned by the operational limits of the cell.
The SCA problem is to compute, at time t0, the set of all DC-side power set-points
p = pt1→t2 that are feasible, i.e., for which v and i are inside their operational constraints
during the whole interval [t1, t2]. It follows that, given the mononicity observation, the
set of feasible DC-power set-points is an interval, and it is suﬃcient to compute the
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Figure 4.17 – Results of the computation of v(p) and i(p) for diﬀerent initial conditions.
maximum and minimum DC-powers pmin and pmax. The SCA problem at t0 is therefore
minimize (resp. maximize) pt1→t2
subject to p(t) = v(t)i(t)
vmin ≤ v(t) ≤ vmax
imin ≤ i(t) ≤ imax
Eqs. (4.56) , (4.57) and (4.58)
for t ∈ [t1, t2]
(4.63)
4.11.3 Solution of the SCA Problem
First recall that the power p is kept ﬁxed for the considered time-window. We can develop










Assuming that v is always between bounds, it is always positive v > 0. Then, the only
valid solution of Equation (4.64) when p > 0 is the one linked to the positive sign, since
D > 0 (see Section 4.11.1). Note that the argument of the square root is negative for






Therefore, the correct operation of the supercapacitors array requires p ≥ pc + δ, where δ
is a safety margin suitably deﬁned. The physical meaning of this power is the following:
For values lower than pc, the electrical state of the array is so deteriorated that no actual
power can be provided by the device. As a consequence the solution with the negative
sign in Equation (4.64) can be never reached by continuity argument, i.e., we always use
the positive sign also when p < 0. Applying this to Equation (4.56) the non-linear ODE








































whose solution is only obtained through numerical methods assuming a given value on
the input p.




With the computation of the initial conditions x0 as shown in Section 4.11.1.
We now present how to compute the DC power bounds for the period t1 → t2 at time
t0. Recall that from the viewpoint of the resource, p > 0 represents charging and p < 0
discharging.
1. For any time t1, update the state x(t1) = x0 as previously shown6.
2. Use Equation (4.67) in the window [t1, t2], with the purpose of verifying that
the redistribution of charges does not violate the voltage limits. Store the value
vtest = v(t2)|p=07.
3. Computation of pmax: ﬁrst, note that in a charging phase when p > 0, v always
increases as for the monotonicity observation. As p is constant during this phase, the
6This step can be further improved by taking into account the current measurement of v and i in the
computation of x0.
7For example, if the redistribution phase causes the voltage to increase and violate vmax, pmax will be
negative (i.e., the array should be discharged).
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maximum magnitude of i is reached exactly at the beginning of the new operation
window. Hence, the corresponding power that will attain this condition is given by
pimax = Cx(t1)imax +Di
2
max. (4.68)
Then, by performing a binary search, we look for the value of p that gives v(t2) =
vmax. This power is named pvmax. If vtest > vmax, we perform the search in the
range [vmaximin, 0], otherwise in [0, vmaximax].
We ﬁnally compute pmax = min(pimax, pvmax).
4. Computation of pmin: as for pmax, we perform a binary search for the value of p








If vtest < vmin the search is done in the positive range [0, vmaximax], otherwise in
the negative one [max(pc, vmaximin), 0].
4.11.4 SCA Advertisement
Implementation of Set-Points. We apply the previously presented procedure in order
for computing pmin and pmax and check whether the request is between bounds, otherwise
we set the closest computed constraint.
PQ Proﬁle. After knowing the implemented set-point, using the model we can estimate
the state of the supercapacitors array at the end of the period. Similarly, we use the
same procedure to compute the DC power limits and suitably transfer them to the AC
terminal through the power converter. The power limits on the AC side are called Pmin
and Pmax8. As for the battery, we can deﬁne the PQ Proﬁle as
A = {(P,Q) : P ∈ [Pmin, Pmax],
√
P 2 +Q2 ≤ Sr}. (4.70)
Belief Function. Considering that the supercapacitors array is connected through a
power converter to the grid, we assume that it is fully controllable, i.e., it can follow
exactly the requested power. This means that we can deﬁne
B(P,Q) = {(P,Q)}. (4.71)
Virtual Cost. We deﬁne C, as a function of the current state-of-charge (SoC), hence
only depending on the active power P . As in the battery agent, we assume that there is
a desirable or target value (SoCT ) deﬁned externally (e.g., system-wise with a long-term
8Note that in the AC side, P > 0 is for discharging.
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optimizer). Therefore, we set a higher cost for powers that make ΔSoC = SoC - SoCT
larger. A suitable quadratic function is desirable for providing convexity.
We consider that the SoC is computed as the ratio between the charge stored in all the
capacitors of the model (CV , C2 and C3) and the nominal capacity9:
Qn = (CV + C2 + C3)(vmax − vmin). (4.72)




(CV vCV + C2vC2 + C3vC3 +QR) (4.73)
QR =
{
ΔQ1 if i = 0
ΔQ3 if i = 0
(4.74)










9Qn represents the eﬀective charge that the supercapacitors array can store because it cannot be
operated until v = 0, as the DC voltage is bounded by the power electronics interface.
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5 Validation of the Framework via
Simulations
Chapter Highlights:
In this chapter, we evaluate the performance of the COMMELEC
control framework. This assessment is done by using a suitably
developed simulation environment. We consider a case study that
makes reference to the low-voltage microgrid benchmark deﬁned
by the CIGRÉ Task Force C6.04.02. The microgrid is connected
to a generic medium-voltage feeder that contains the minimum
number of elements that enable us to show the applicability and
potentials of the proposed control framework.
In this system, we test the base features of the framework to-
gether with the performance at steering the islanding maneuver.
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In order to test and validate the behavior of the COMMELEC framework, a generic
event-driven simulation environment was implemented in Matlab R©.
We deﬁned a case study whose conditions enable us to show the operation of the framework
for both a grid-tie microgrid and an islanded network.
The system exhibits the following general characteristics:
(i) It is composed of the two lowest levels of a power network: low and medium voltage.
(ii) The slack bus is located at the medium voltage level and is provided by the largest
storage system.
(iii) Energy storage is distributed in both low and medium voltage.
(iv) Thermal loads (water boilers) are used as virtual storage.
(v) The randomness comes from the absorption patterns of the loads and the solar
irradiation. For the latter, we used a high time-resolution proﬁle (sampled each
50[ms]) obtained from real measurements, performed on the EPFL campus.
A challenge in such a system is that most of the physical energy-inertia comes from
storage and thermal loads, rather than from rotating machines. This condition matches
the goal of the proposed real-time control strategy, i.e., to overcome this diﬃculty in the
presence of extremely volatile resources (e.g., PVs).
In order to assess its performance, the following metrics are used: the distances of node
voltages and line currents to their operational limits, the state of charge of electric-storage
and thermal-storage devices, the proportion of curtailed renewables, and the robustness
against system collapse in case of overproduction from renewables.
The framework is compared to two classic methods that rely on droop control: the
ﬁrst only with primary control on both frequency and voltage, and the second with an
additional secondary frequency control at the slack device (see, e.g., [9]).
5.1 Case Study
In this section, we present a case study where the proposed control framework is imple-
mented. To show its applicability, we selected a closed system that contains several types
of agents.
5.1.1 System Details
We consider a 0.4[kV ] LV network that includes
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(i) distributed generation composed of photovoltaic plants (PVi) and a hydraulic
microturbine (μH),
(ii) a storage system represented by a battery (ESS1),
(iii) uncontrollable loads (ULi) and
(iv) controllable loads (WBi) modelled as water boilers, all capable of deploying explicit
control setpoints.
The topology and parameters of this LV grid are taken from [106]. As typically used in a
microgrid (MG) setup, we assume that all the generation/storage units connected to the
LV MG are interfaced with the grid through power-electronic devices [37].
To show the interaction between diﬀerent grids, the MG is connected to a 20[kV] MV
distribution system that interconnects
(i) a large battery-storage system (ESS),
(ii) a combined heat and power generator, interfaced with the MV grid by means of a
synchronous generator (SG) and
(iii) an industrial uncontrollable load (UL).
The corresponding electrical diagram for the case study is presented in Figure 5.1a.
To illustrate the mapping between physical subsystems and agents, we consider the
hierarchical agents setting shown in Figure 5.1b where the microgrid agent (LVGA) is
in charge of the resources in the LV network, whereas the medium-voltage grid agent
(MVGA) is in charge of those in the MV network and the LVGA. According to the
framework deﬁnition made in Chapter 3, the LVGA acts as a grid-connected GA, and
the MVGA is an islanded GA.
The line parameters used for the network are presented in the Table 5.1.
Table 5.1 – Electrical parameters of the lines composing the MV and LV lines
Type MV1 LV1 LV2 LV3 LV4 LV5 LV6
Resistance [Ω/km] 3.938 0.284 0.497 3.690 1.380 0.871 0.822
Reactance [Ω/km] 1.969 0.083 0.086 0.094 0.082 0.081 0.077
Susceptance [μS/km] 2.780 0 0 0 0 0 0
Ampacity [A] 25 170 120 31 60 73 140
We use the base system and the voltage bounds and the parameters of the MV/LV
transformer shown in Table 5.2. We use a conventional transformer-model as in [95].
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advertisement = {Ai, Ci, BFi}
request = (Pi, Qi)
???
(b)
Figure 5.1 – The electrical network and agents for the this case study. (a) Microgrid. (b)
Agents.
Table 5.2 – System and transformer parameters
MV base LV base Base power V bounds Sr Vk rk
20 0.4 1 0.9 - 1.1 400 4 1
[kV] [kV] [MVA] [pu] [kVA] [%] [%]
5.1.2 Control Methods
We perform a comparison between the following control methods applied to the case
study.
(i) The COMMELEC architecture of Figure 5.2. We show in the following sections how































Figure 5.2 – Agents architecture for the case study.
(ii) The droop-control method, with only a primary control at each device capable of
modifying power set-points (i.e., all with the exception of ULs). In the slack resource, the
output frequency is calculated using the conventional droop-control strategy, assuming a
null inertia (as it is the case of ESS). This is the signal that will be used for all the other
resources to compute their power production. As a result, the frequency is given by
f = f0 −mf (P − P0), (5.1)
where f0 is the rated frequency (here 50[Hz]), mf is the slope, and P0 is the active power
when f = f0. The corresponding frequency and voltage droop-curves in other resources
were set to
P = P0 − (f − f0)/mf , (5.2)
Q = Q0 − (V − V0)/mV , (5.3)
where V is the measured voltage-magnitude and f is the measured frequency, V0 = 1[pu]
is the rated voltage, mV is the curve slope, and Q0 is the reactive power when V = V0.
It is worth noting that the droop parameters are in general diﬀerent for each resource.
We selected the droop parameters for the resources by using typical values adopted in
the literature (e.g. [9]). The selected droop-parameters are shown in Table 5.3.
(iii) The droop-control method as above, with additional secondary frequency-control at
the slack device, using local frequency-error integrator. In particular, the frequency-droop
curve in the slack resource was set to
f(t) = f0 −mf (P − P0) + (1/Ti)
∫ t−
t0
(f0 − f(τ))dτ, (5.4)
where Ti = 50[s] is the chosen integration constant.
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Table 5.3 – Droop parameters
Resource f0[Hz] P0[pu] mf [Hz/pu] V0[pu] Q0[pu] mV [pu]
ESS/ESS1 50 0 -0.5 1 0 -0.04
PVi/WBi 50 0.5 -1 1 0.5 -0.08
SG/μH 50 0.5 -0.8 1 0.5 -0.08
5.1.3 Proﬁles Data
We chose a simulation scenario for all three control methods (including initial conditions),
where we could simulate the case of overall overproduction in the grid from renewables
(essentially PV) with minimum load consumption. This scenario is adopted to challenge
both control methods to deal with a system characterized by a low margin of controllability.
For this purpose, the scenario has the following initial conditions:
1. All batteries are close to their maximum stored-energy capacity. In particular, the
initial state of charge (SoC) of both MV and LV battery was set to 0.9.
2. The boilers are undercharged, with initial state of 2.5[kWh].
3. There is a high production from PVs, at a partially sunny day, thus representing
high irradiation variability.
4. The loads in the LV grid have zero-consumption proﬁles, whereas the MV load uses
a dynamic proﬁle that represents changes with time resolution of 1 minute.
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Figure 5.3 – Sources of uncertainty in the case study: UL load proﬁle and solar irradiance.
In this case study, there are two sources of uncertainty: the MV-load (UL) power
consumption and the solar irradiance (shown in Figure 5.3). We assume that all the PV
plants are exposed to the same irradiance proﬁle. The load consumption is characterized
by a dynamic behavior and a low value from minute 11 onwards, whereas the solar-
irradiance data is characterized by a highly volatile proﬁle due to the passage of clouds.
The irradiance data corresponds to real measurements in Switzerland (46◦31′06.20′′N ,
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6◦33′54.56′′E) on November the 15th, 2013. The sampling period used to take the data
was 50[ms]. The above quantities represent the forcing functions of the targeted case
study. Lastly, we use the weights shown in Table 5.4 for the COMMELEC simulations.




ωWB1−3 ωWB2 ωESS1 ωESS ωSG ω(P0,Q0)
0.1 5e-5 1 1e-6 1e-8 1e-3 1e-5 0.01 100
5.1.4 Performance Metrics
In order to assess the performance of the control methods, we use the following metrics:
(i) the distances of node voltages and line currents to their limits, representing the
quality of supply and the operational margins of the system;
(ii) the state of charge of electric-storage and thermal-storage devices, representing the
reserve of the system;
(iii) the proportion of curtailed renewables; and
(iv) the robustness of the method against system collapse.
5.2 Resources
As anticipated, for this validation we consider the following resources:
(i) chemical energy-storage devices (speciﬁcally, a battery),
(ii) synchronous generator,
(iii) PV generator and
(iv) controllable and uncontrollable loads.
Depending on their nature and/or internal characteristics, these resources have various
degrees of controllability, from fully controllable resources (e.g., the battery) to non-
controllable resources (e.g., uncontrollable load).
For the diﬀerent resources here presented, we use the parameters shown in Table 5.5, the
rated powers for each of them can be extracted from Figure 5.1a.
All these resources are associated with a COMMELEC resource agent that follows the
design presented in Chapter 4.
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Table 5.5 – Resources parameters
Water Boilers Storage Synchronous Generators
Emax Emin ηESS ηESS1 Pmin Pmax XS XT If0 Ifmax
20 1 98 97 0.2 1 0.1 1 1 3.6
[kWh] [kWh] [%] [%] [pu] [pu] [pu] [pu] [A] [A]
5.3 Simulation Results
Below, we present the comparison between the behavior of COMMELEC and the two
abovementioned droop-based control strategies; the comparison is followed by the valida-
tion of the employed aggregation methods.
5.3.1 Short-Term Behavior
In this section, we compare the results obtained in the scenario described in Section 5.1.3,
with three diﬀerent control methods: COMMELEC, droop with primary frequency and
voltage control only in the slack resource (DP), and droop with additional secondary
frequency control (DPS) at the slack. The focus here is on the dynamic short-term
behavior. In particular, the results are presented over the time horizon of 1600[s].
Control of the Reserve of the Storage Systems
The evolution of the state of charge (SoC) of both battery systems (ESS and ESS1) is
shown in Figure 5.4. Note that in the case of COMMELEC, the SoC decreases towards
the target value (SoC = 0.5), as opposed to DP/DPS, in both LV and MV networks. In
the case of the LV battery, when using COMMELEC, the SoC decreases much faster
because this resource is requested to discharge mostly at full power; whereas in the case
of the MV battery, it discharges but subject to the fact that this resource is the slack
bus of the system (therefore its power production/absorption is the result of all other
resources).
The evolution of the SoC of the WBs is also presented in Figure 5.4. It can be seen
that the boilers are controlled to react to local power-variations while following their
preference to be charged. WB1 and WB3 are being charged from the beginning at full
power, whereas WB2 is charged when possible. Whereas, in DP/DPS, they are not
charged at all.
Reduced Curtailment of Renewables
Figure 5.5 shows the production of the PVs, by means of the PV active power and the
total produced PV energy. It can be seen that in COMMELEC, the PVs produce at
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Figure 5.4 – Comparison between COMMELEC and both droop strategies. The left
column presents the state-of-charge of the battery systems and the stored energy in
the water boilers, while the power proﬁle of the same elements is presented in the right
column.
maximum available power most of the time; whereas in DP/DPS they are curtailed, given
the excess of power in the network assessed by the frequency signal. In this respect,
with COMMELEC the production of renewables is maximized even with high-variability
proﬁles, and it is curtailed only when it aﬀects the power quality or there is not enough
storage capacity in the system.
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Figure 5.5 – Comparison between COMMELEC and both droop strategies. Total produced
energy for the four PV plants connected to the LV microgrid and the power production
for each. The dashed green line represents the maximum power production following
directly the irradiance proﬁle.
Local Power-Compensations and Exploitation of Degrees of Freedom
Figure 5.6 shows the production of the synchronous generators (SG and μH). It is
worth noting that in the case of COMMELEC, the power variations in the LV grid are
compensated locally by the means of μH, while maintaining the MV SG at minimum
power. In the droop simulation, on the contrary, both machines react in the same
way. The main reason for this diﬀerence is that COMMELEC exports and uses the
internal state of the resources, whereas in DP/DPS the control is performed via the global
frequency signal deﬁned by the slack resource.
It is interesting to observe speciﬁcally the case of WB2 that is connected to the same
bus with PV3 (see Figure 5.1). This node is then connected to the main feeder of the LV
network by a line with an ampacity close to the current being absorbed by WB2 at its
rated power. We show the dynamic behavior of these two devices in Figure 5.7. It can
be seen that WB2 starts charging around t = 550[s]. This becomes possible due to the
overall state of the system and, in particular, due to the fact that WB1 stops charging at
this time (see Figure 5.4). However, due to low production from PV3 at this time and the
weakness of the line that connects both devices to the network, the charging is not at the
maximum possible power. When the production of PV3 increases at around t = 650[s],
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Figure 5.6 – Results for the comparison between COMMELEC and both droop strategies.
Active power production of SG and μH.
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Figure 5.7 – Local power management between WB2 and PV3. The left column shows
the power proﬁles while the right column shows the current of the line connected to
both resources and the voltage of the common node. The dashed red lines represent the
bounds.
WB2 starts charging at maximum power. We note that the line current remains below
the ampacitity during the whole process. This case illustrates again the ability of the
framework to compensate for power imbalances locally and to exploit the various degrees
of freedom of the system by using the advertised information about the internal state of
the devices.
Quality of Service and Stable Frequency
In Figure 5.8, the system frequency is presented. Recall that the slack is the MV storage
system (ESS). As the COMMELEC method is explicit, the slack works at a constant
frequency by means of an astatic controller.
In the case of DP, on the contrary, the frequency reacts to the changes in UL; and in
the case of DPS, it tries to return to the reference value. It is important to note that
the frequency variations are highly dependent on the droop parameters and can be very
high when there is a sudden change in the network. Therefore, by keeping the frequency
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Figure 5.8 – Comparison between COMMELEC and both droop strategies. System
frequency.
constant, COMMELEC enables a more accurate control of electrical machines. This is
true especially in a microgrid that, when controlled using standard droop-based strategies,
is expected to face high variations of frequency due to the uncertainty of the renewables.
In order to analyze the quality of supply of the LV grid, in Figure 5.9 we present the
aggregated voltage and current proﬁles for both networks (i.e., median, minimum and
maximum values of node voltages and line currents). It can be seen that the improvement
in the overall operation obtained by using the COMMELEC framework does not aﬀect the
quality of service. The voltage and current magnitudes are always within the acceptable
regions. Note that the maximum LV current using COMMELEC is always close to the
ampacity. This speciﬁc case is related to WB2 and PV3 as explained before. Observe,
however, that the median value of the LV current is much lower during the entire
simulation run.
5.3.2 Medium-Term Behavior and System Collapse
In this subsection, we illustrate the medium-term system behavior in the critical case
corresponding to the overproduction from renewables with initial high value of the SoC
of the batteries and minimum load. Speciﬁcally, we present the SoC, the production of
a PV, and the injection of SG and μH in Figure 5.10, over the time horizon of 4000[s]
(around 1 hour). It can be seen that both DP and DPS control strategies lead to the
overcharge of the MV battery, essentially causing the collapse of the system. In particular,
when the power is injected into the ESS with SoC= 1, the local controller of the resource
trips its breaker, with the consequent loss of the slack resource that provokes the collapse.
The main reason for this behavior is that the droop strategies force the generators to
overproduce power regardless of the SoC of the slack resource. It is worth noting that in
DP, as there is a permanent positive-frequency error, the LV battery (ESS1) is always
being charged. Hence, it trips even before the MV battery (ESS). The early loss of ESS1
can be also interpreted as a lack of autonomy of the microgrid if islanded. In the case
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Figure 5.9 – Comparison between COMMELEC and both droop strategies. The red
dashed lines represent the predeﬁned bounds for voltage and line congestions.
of DPS, the secondary frequency-control enables a larger production of the generation
units, and therefore the SoC of ESS1 is essentially constant. As a result, the MV battery
is charged without an explicit constraint. COMMELEC, on the contrary, keeps the SoC,
of both ESS and ESS1, away from the margins by using internal information from each
resource and controlling explicitly their power setpoints.
5.3.3 Unexpected Disconnection of a Device
In this subsection, we demonstrate how COMMELEC is able to cope with an unexpected
disconnection of a device. In particular, at t = 1000[s] the resource PV1 and its agent are
disconnected. Immediately, the slack resource (ESS) reacts to cope with the imbalance.
We recall that, as mentioned above, the control of the slack resource can be astatic. As
a consequence, the compensation performed by the slack has no eﬀect on the system
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Figure 5.10 – Comparison between COMMELEC and both droop strategies. Medium-
term comparison where the batteries are overcharged using DP/DPS strategies due to
the production of renewables, even when curtailing their production. A system collapse
can be observed for the DPS case from t ≥ 3000[s].
frequency. Afterwards, COMMELEC takes over. Note that PV1 is directly connected
to WB1 and PV2. As WB1 is already close to its minimum power, and PV2 aims at
producing at maximum, the algorithm also reduces the consumption of WB2 and WB3
(connected to diﬀerent nodes) to assist the event. The simulation shows how COMMELEC
handles unexpected disconnection by assisting the slack bus in redistributing the power
imbalance between the resources and by keeping the overall state of the grid feasible.
5.3.4 Validation of the Aggregation Methods
In this section, we illustrate the performance of the aggregation method presented in
Section 3.4 of Chapter 3. For this part, we use the power proﬁles for the MV uncontrollable
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Figure 5.11 – Unexpected disconnection of PV1 at t = 1000[s]. The right column shows a
zoom on the left column in the time-window of [900, 1100] seconds.
Figures 5.13 and 5.14 show 4 seconds of simulation of the evolution of the aggregated PQ
proﬁle and belief set. For visibility, only one over two messages are presented (therefore
the plotted sampling-time is of 200[ms]). For a ﬁrst observation, note that the power
request (blue square) always belongs to the advertised PQ proﬁle (deﬁned by the set with
black borders) and that the actual implemented value (red dot) belongs to the advertised
belief set (green rectangle). The shape of the aggregated PQ proﬁle is not a perfect
rectangle, given the shape of the PQ proﬁle of the PV units, where the power factor
limitation imposes the diagonal constraint for negative P . Recall that the aggregation
method relies on the approximation of the received PQ proﬁles to convex polygons. In
particular, the circular deﬁned deﬁned by the rated power of the converters (e.g., in the
battery agent) is approximated by a rectangle (see Section 3.4 in Chapter 3).
In terms of actual behavior and performance of the aggregated method, we show in
Figures 5.15 and 5.16 a longer-term simulation of 120[s].
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(a) MV load uncertainty
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(b) LV load uncertainty
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(c) PV uncertainty
Figure 5.12 – Proﬁles of the uncertain variables for testing the aggregation method.


























Figure 5.13 – Aggregated PQ proﬁle and belief set computed by the LVGA. Red dots
represent the implemented LV-MV power ﬂow. Blue squares represent the MVGA request.
Green sets represent the belief set of the MVGA request. White sets with black borders
represent the PQ proﬁle.
As a result of the variability of the solar irradiance, the aggregated PQ proﬁles (AA)
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(b) P − t, Q− t view
Figure 5.14 – Aggregated PQ proﬁle and belief set computed by the LVGA. Red circle
represents the implemented LV-MV power ﬂow. Blue square represents the MVGA
request. Green represents the belief set of the MVGA request. White set with black
borders represents the PQ proﬁle.
the power-factor constraint of the PV plants modiﬁes the aggregated PQ proﬁle, by
aﬀecting the positive and negative ﬂexibility. The impact of the uncertainty given by the
loads proﬁles is also clear in t = 60[s], where the P coordinate of the AA experiences a
jump of 10[kW]. As expected, this jump also aﬀects the MVGA request and the actual
implemented power ﬂow.
It can also be seen that, the LVGA sends a consistent advertisement that enables the
GA to steer the LV grid according to the MVGA request that follows the aggregation
willingness of all the resources in the LV grid. In this case, the aggregated cost expresses
the desire of the LV grid to consume given the fact that the water-boiler resources are
willing to be charged. In turn, the MVGA power request is consistent with the aggregated
cost-function shown in Figure 5.15, stabilizing at the end of the window to the optimum
power request.
Indeed, the partial derivative, with respect to P , is positive at the beginning and decreases
tending to a close-to-zero negative value; hence, the LVGA wants to minimize production
(or maximize consumption) at the beginning of the time window and tries to keep it
constant at the end of it. The reason for this very small negative derivative is given
by the other objectives of the MVGA, but it is clear that the objective of the LVGA is
prioritized. It can be seen, therefore, that the requested and actually implemented power
set-points gradually decrease and converge to a constant value as a result. In the case
of Q, the derivative is small (compare μ with the values of λ), hence the actual power
request does not change signiﬁcantly, staying near to zero during the entire time-window.
Moreover, even when in the case of intense PV dynamics, as those expected in the window
from t = 90[s] to t = 100[s], the cost derivatives are kept smooth. This facilitates the
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decision process of the MVGA even in presence of local stochastic resources.
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Figure 5.15 – Aggregated cost partial derivatives.
Figure 5.16 – Aggregated PQ proﬁle and belief set computed by the LVGA, along with
the actual request and implementation powers at the PCC.
In Figure 5.17, quality-of-service metrics node of voltages and line currents corroborate
that, when using the proposed aggregation method, both MV and LV grids are always
kept in a safe operation zone (which is the main objective of the control framework).
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Figure 5.17 – Grid behavior while performing aggregation in a 120[s] time-window.
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6 Experimental Setup and Validation
Chapter Highlights:
In this chapter, we present the design of the experimental
facility that has been conceived for testing and validating the
COMMELEC control framework.
In a ﬁrst part, special focus is put into the description of the
technical speciﬁcations of the various physical devices and in the
characteristics of the experimental setup.
Secondly, the description of the experiments for the implemen-
tation of the framework along with their results are discussed.
Emphasis is given to the computational burden needed in all the
steps of the process. In particular, results of the operation of
the microgrid in grid-connected mode are shown together with a
time-latency assessment.
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In Chapter 3, the theoretical deﬁnition of the COMMELEC framework is presented, and
we validate it through simulation in Chapter 5. However, any simulation environment will
never be able to completely represent a real system, especially when focusing on real-time
control. In this respect, a real-scale experimental facility has been designed with all the
typical characteristics of a realistic low-voltage distribution network.
In order to accomplish this target, four main elements are designed and put in place:
1. A weak-by-design power grid, where real line-congestions and voltage-limit violations
can arise.
2. A suitable communication network where all devices of the network have access. In
the case of COMMELEC, this is especially needed so that the grid agent can (a)
receive: grid measurements, followers advertisements and external target set-points
and (b) send : requests to its followers and the advertisement to its leader.
3. A metering infrastructure for visualization purposes that enables the grid agent to
estimate in real-time the state of the grid. The COMMELEC framework makes
direct use of this information in order to control the microgrid.
4. Equipment on each resource, able to observe, abstract and control the resource
state by using the COMMELEC framework.
In the following we provide details concerning the implementation of these elements.
6.1 General Architecture
We setup the thest in order to represent the CIGRÉ LV microgrid benchmark illustrated
in [106].
The benchmark network is based on a standard low-voltage feeder that serves a suburban
residential area with a limited number of consumers connected along its length and adds
various types of microsources and energy storage devices.
To permit eﬃcient modeling and simulation of the microgrid operation, including connected
and islanded modes, this benchmark grid keeps the important technical characteristic
of realistic low voltage utility grids, while it dispenses with the complexity of actual
networks, . It has been conceived to be suitable for steady-state and transient simulations.
The microgrid test-bed is part of the facilities of the Distributed Electrical Systems
Laboratory at EPFL. Its general architecture is shown in Figure 6.1. It is connected to
the 20[kV] medium-voltage grid of the EPFL campus through a 20/0.4[kV] transformer at








































































































Figure 6.1 – Microgrid overall architecture.
LV/MV transformer in order to enable for both islanded and grid-connected operation
modes.
As in [106], we put in place a heterogeneous set of resources in order to test diﬀerent
setups with and without inertia, by increasing or reducing ﬂexibility and controllability,
etc. In particular, we used three diﬀerent storage technologies for exploiting three diﬀerent
levels of energy provision: short, medium and long-term. We consider typical resources
found in European networks, such as diesel generators, heat pumps and photovoltaic
plants.
In the following, we provide detailed information about each resource in the microgrid.
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6.1.1 Batteries
The battery bank is a 25[kW] – 25[kWh] storage system based on the lithium-titanate
technology manufactured by the Swiss company, Leclanché. This bank has the special
characteristic of having a lifetime of more that 15000 cycles for a 4C discharge rate and a
deep of discharge of 100% when operating at 25[◦C]. The cell speciﬁcations are shown in
Figure 6.2a. 60 cells are arranged in one module, with a 20 serial, 3 parallel conﬁguration.
The system is installed in a rack with 13 modules.
The rack has its own battery management system. It has an embedded monitoring tool
that continuously streams data via several communication channels. It is used for actuating
the contactors that connect the batteries with the battery converter, disconnecting them
in case of limits violation. Details of the power converters are presented in Section 6.1.7.
The entire battery rack is depicted in Figure 6.2b.
Technical Data
Nominal Capacity 16[Ah] (measured at C/10 discharge rate, RT)
Nominal Voltage 2.3[V]
Voltage range 1.7 to 2.7[V]
Impedance (1[kHz]) < 2[mΩ]
Dimensions Length 162.5[mm] ±1.5[mm]
Dimensions Width 173.5[mm] ±1.5[mm]




Tabs Aluminium (+ Pole), Ni-coated Copper (- Pole)
Tabs Length 33[mm] ± 3[mm]
Tabs Distance 88[mm] ± 2[mm]
Tabs Width 50[mm] ± 0.5[mm]
Tabs Thickness 0.2[mm] ± 0.02[mm]
Expected lifetime > 15000 cycles
Expected calendar life 20 years
Charge
Charging method CC/CV (constant voltage with limited current)
Max charge voltage 2.7[V] (+0.05[V])
Recommended charge current 16[A] (1C)
Max charge current 64[A] (4C)
End of charge U = 2.7[V] and I < C/10
Max temperature range 0 to +45[◦C]
Discharge
Recommended discharge current 16[A] (1C)
Max discharge current 64[A] (4C)
End of discharge voltage 1.7[V]
Max temperature range −20 to +60[◦C]
Storage and transport
Max temperature range −20 to +60[◦C]
(a) Single cell speciﬁcations. (b) Leclanché StoraXe R© Storage Rack System
SRS0029
Figure 6.2 – Technical speciﬁcatios and view of the battery system at the DESL microgrid
laboratory.
6.1.2 Supercapacitors
The supercapacitor bank is composed of 6 NESSCAP 125V 62F SR2 modules connected
in series. It is a 50[kW] - 0.8[kWh] based a 2.7[V] 3000[F] cell that has a rated cycle
lifetime of 1’000’000 cycles at room temperature. With a high power-density and small
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energy-density, this storage device is especially eﬀective for very fast power changes
such as those coming from loads and PV drops due to cloud passing. The experimental







Module: 125[V] / 62[F], 48 CELLS
Cell: 2.7[V] / 3000[F]
Figure 6.3 – Supercapacitor bank installed at the microgrid test-bed.
6.1.3 Power-to-gas Storage
The power-to-gas storage system is composed by a proton-exchange-membrane (PEM)
fuel cell, oxygen and hydrogen storage tanks and a PEM electrolyzer. The general diagram
of the setup is shown in Figure 6.4a.
The fuel cell in Figure 6.4b, uses the oxygen and hydrogen from the storage tanks as
inputs to generate electricity. Its chemical process also generates heat that is used as
by-product. The PEM fuel cell provides 15[kW] electrical and 15[kW] thermal output.
The gas tanks can store 0.9[MWh]@200[bar] and are equipped with pressure and temper-
ature sensors, whose information is sent in real time to a monitoring unit placed in the
laboratory.
The electrolyzer is 6[kW] of rated power, producing 1[Nm3/h] of H2 and 0.5[Nm3/h] of
O2 at 30[bar]. Using high-quality de-ionized water as a feedstock, the system produces
dry gases, hydrogen and oxygen, ready to be stored for use in the PEM fuel cell. The
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(a) Overall Schematic. (b) Fuel cell
Figure 6.4 – Hydrogen/oxygen storage at the DESL microgrid laboratory.
system oﬀers the possibility to respond to external set-points over the entire power range



































Figure 6.5 – Simpliﬁed scheme of the electrolyzer cabinet and its connections to the
microgrid and gas storage system (left), and the actual device in the laboratory (right).
It is important to point out that, with batteries, supercapacitors and power-to-gas storage
we conceived a system with three storages of diﬀerent time-scale, that are orchestrated
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Figure 6.6 – Hydrogen tanks in the laboratory.
such that they provide services according to their capabilities. We believe that these are
the three most expected technologies to be deployed in future distribution networks and
microgrids.
6.1.4 Heat Pump
As a controllable load, the microgrid also counts on an air-water SATAG Vitocal 300,
type AW 100. It is a one-stage heat pump that provides nominal thermal power of 9[kW]
for a coeﬃcient of performance (COP) of 3.31 with 10[kW] of rated electrical power. The
heat pump uses R407C as working ﬂuids [107].
6.1.5 Load Emulators
Three fast dynamic AC converters with an overall rated power of 30[kVA] are used as load
emulators to enable a ﬂexible and unbalanced conﬁguration of loads. Each power converter
is connected on a single-phase of the microgrid and injects the power into the EPFL grid.
Note that, even if the MV external grid is the same, the converters inject power through a
diﬀerent MV/LV transformer. Each converter can receive an analog signal that then will
be ampliﬁed as a real current by the converters. The strategy to generate these booster
signals is shown in Figure 6.8; makes use of the direct-quadrature-zero transformation for
allowing decoupled active and reactive reference tracking. The booster-signal generator
block (BSG) takes the current set-point ispabc and ﬁts its values to the input characteristics
of the converter.
113
Chapter 6. Experimental Setup and Validation
Figure 6.7 – Heat pump.
For the purposes of this thesis, the load emulators represent a residential building space-
heating system. The building is modeled in discrete state-space equations as described in

















(a) Booster signal generation strategy (b) Power converters




The main source of uncertainty in the microgrid comes from two photovoltaic (PV) power
plants. The ﬁrst is installed in the roof of the building with 20[kW] of rated power and





Figure 6.9 – Photovoltaic plants in the building.
In particular, the PV plants use commercial power-converters that work by using only
the maximum-power-point-tracking strategy, hence they are not responsive to external
power references.
(a) SolarMax for 20kW plant (b) Fronius for 7kW plant
Figure 6.10 – Power converters of PV plants.
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6.1.7 Flexible Power-Converters
In order to enable maximum controlability and ﬂexibility for deploying a large variety
of experiments, the microgrid is equipped with ﬂexible power-converters designed and
manufactured by the EPFL startup Imperix. These converters are used to interface the
DC buses of the batteries, supercapacitors and fuel cell to the AC microgrid.
The converters are both ﬂexible on hardware and software. The power trenches are
designed to be modular and scalable so that it is easy to expand the power capabilities of
the converter, and the software enables the user to deploy diﬀerent control strategies. A
representative rack is shown in Figure 6.11, where the main elements are indicated. Note
that the resource agent is hosted in the external microcontroller inside the same rack and
takes its measurements from the additional measurement board that is not part of the












For a typical rotating machine, we have installed a combined heat and power diesel-based
unit able to provide 12.5[kVA] of electrical output and 15[kW] of thermal output.
6.1.9 Other Planned Devices
In order to describe additional perspectives of the laboratory setup to the reader, w plan
to install additional elements in the near future in order to provide more complexity to
the microgrid:
• 4x22[kW] real electrical vehicle charging-stations.
• Extension of the PV power capacity of the rooftop installation (see available space
in Figure 6.9), enabling this expansion to be interfaced with a fully controllable
power converter.
• In order to minimize the eﬀect of the re-injection of powers done by the load
emulatores, we plan to add resistive elements that dissipate energy on the microgrid
side. This feature is needed, especially when controlling both the MV network and
the microgrid.
6.2 Power Network
Recall that, the microgrid power network has been designed in order to reproduce the
targeted CIGRÉ LV microgrid benchmark. In this respect, the grid topology and the line
lengths were strictly preserved from the benchmark, whereasthe electrical characteristics
were slightly modiﬁed:
(i) Overhead lines are emulated using real power coaxial cables. In order to approximate
our setup as much as possible to reality, we opted to use real cables instead of
lumped-elements line emulators . This choice brings more realistic grid electrical
and thermal behavior of the lines. The use of power coaxial-cables (i.e., shielded),
which are representative of standard European LV distribution networks, also allows
us to minimize electromagnetic coupling among lines.
(ii) Intentional weak-grid design. The cross-section of the cables has been sized such
that voltage and/or cable current limits can actually be violated in the presence of
stochastic resources.
(iii) Adapted rated power. Devices rated power is adapted according to the characteristics
of the installation but following, in general, the benchmark recommendations.
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We use a worst-case scenario analysis for the sizing of the power cables. For this purpose,
two scenarios have been deﬁned:
1. Full-load scenario. All loads, including storage systems with negative power-ﬂow,
absorb their rated power from the microgrid.
2. Full-generation scenario. All producing units, including storage systems with
positive power-ﬂow, inject their rated power into the microgrid.
For both scenarios, we run several power-ﬂow simulations, for all the available commercial
power-cables. On each simulation, only the cable speciﬁcations, cross-section and electrical
parameters, are changed. In the simulations, we assume that the voltage at the MV/LV
transformer (B01) is 1[pu], base 400[V].
In Table 6.1 and in Table 6.2, the design simulation results, for the full-load scenario and
for the full-production, are presented for the selected cables, respectively. Please refer to
Figure 6.1 for nomenclature.
Table 6.1 – Design simulation results for the full-load scenario, using the cables of Table 6.3.
(a) Devices power
Device Node P [kW] Q[kVAr]
L1 B03 12 9
B B05 25 0
L4 B07 21.6 16.2
D B07 0 0
L2 B09 20 15
PVR B09 0 0
SC B09 50 0
HP B11 10 0
PVF B11 0 0
FC B13 0 0
EL B13 6 0





























Ampacity violations can be seen in the full-load scenario for the main-feeder lines (FD).
These violations represent a maximum overload of 34%. In this scenario almost all nodes
show voltage violations, considering a feasible range of 1[pu]±5%. In the full-production
scenario, no-congestion is found, but most of the nodes also show voltage violations.
We intentionally avoided congestion in the service connections lines (SC) as they are
typically designed to support the maximum current of the device connected to it. However,
the main feeder is typically designed in an earlier stage. Therefore, it is probable to
congest it, when adding new devices to the distribution network. Recall that these
worst-case scenarios are very rare.
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Table 6.2 – Design simulation results for the full-production scenario, using the cables of
Table 6.3.
(a) Devices power
Device Node P [kW] Q[kVAr]
L1 B03 0 0
B B05 25 0
L4 B07 0 0
D B07 10.6 6.6
L2 B09 0 0
PVR B09 20 0
SC B09 50 0
HP B11 0 0
PVF B11 5 0
FC B13 15 0
EL B13 0 0





























The ﬁnal grid design is presented in Table 6.3.
Table 6.3 – Grid ﬁnal design. Helukabel TOPFLEX-EMV-UV-3 PLUS 2YSLCYK-J.
Line Part Number Length[m] Imax[A]
FD1 22682 70 207
FD2 22682 35 207
FD3 22680 70 135
FD4 22678 105 82
FD5 22678 35 82
FD6 22678 105 82
SC1 22678 30 82
SC2 22676 30 44
SC3 22678 30 82
SC4 22682 30 207
SC5 22679 30 108
SC6 22676 30 44
It is important to mention that the microgrid laboratory was implemented in a reduced
space, considering the total length of the sized grid-topology. In this respect, the actual
placement of the cables was done by raising the room ﬂoor and installing the cables below
the new ﬂoor level. Even when the chosen cables from the manufacturer are well shielded,
i.e. they avoid the electromagnetic interference, for the placement the ﬂoor we considered
that the cables do not loop, thus avoiding any coil eﬀect that can increase electromagnetic
ﬁelds production.
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6.3 Metering and Situation Awareness System
We assumed to have available a metering system capable of observing the electrical
quantities of the main nodes of the microgrid. This can be achieved using standard
smart-meters. However, we opted for low-cost phasor measurement units (PMU), as the
recent literature promotes and justiﬁes their use also in LV networks [108]. As it is known,
PMUs can provide synchronized and time-tagged information, from which we can take
advantage to have a reliable grid state knowledge.
Furthermore, we use a PMU that satisﬁes every requirement deﬁned in the standard
for class-P PMUs [109], implemented in a NI cRIO 9068. It uses a novel synchrophasor
estimation algorithm that improves the performances of the so-called interpolated-DFT
method by means of a speciﬁc compensation scheme for the spectral interference produced
by the negative image of the spectrum. The algorithm has been fully deployed on
the FPGA target only, leaving the CPU free to perform any other task such as the
streaming of the estimated quantities, based on the protocol speciﬁed by the standard
IEEE C37.118.1-2011.
The whole metering process starts with the voltage and current sensors installed at several
nodes of the microgrid. We use LEM CV 3-1000 voltage sensors that have an accuracy
of ±0.2% at 25[◦C] [110] and LEM LF 205-S/SP1 current sensors with an accuracy of
±0.5% at 25[◦C] [111]. These sensors feed the PMUs with scaled waveforms in order
to estimate the synchrophasors (see Figure 6.12). PMUs encapsulate UDP (user data
protocol) datagrams according to the standard and the datagrams are transmitted over a
secured and dedicated communication network.
A dedicated low-latency PDC is used [83]. It takes care of the decapsulation of the
IEEE C37.118.2 datagrams. It relies on a timeout-based circular buﬀer that uses syn-
chrophasor time-stamps for time alignment. It ﬁnally replaces missing measurements, in
order to feed other applications with a consistent and complete set of data. This solution
always ensures that the available measurements will be forwarded in an acceptable time
range (∼ 20[ms] in case of PMUs streaming at 50[fps]), thus increasing the determinism
of the process.
In order to know the actual state of the network in the entire microgrid, we use a linear
state-estimation (SE) technique. The adopted SE is based on the discrete Kalman ﬁltering
technique (DKF-SE) that is suitable for 3-phase power systems and relies only on nodal
synchrophasor measurements provided by PMUs [82].
A diagram of the entire process is presented in Figure 6.13.
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Figure 6.12 – PMUs (NI cRIO 9068) and sensors. 1. GPS card (NI 9467), 2-3: acquisition
cards (NI 9215), 4: power source (TRACO POWER TML 20215), 5: voltage sensors
(LEM CV 3-1000), 6: current signal conditioning board, 7: current sensors (LEM LF
205-S/SP1).
Figure 6.13 – Situation awareness process deployed in the microgrid.
6.4 Resource-Agents Hardware and Software
Every resource in the microgrid is equipped with a National Instruments CompactRIO
9068 that acts as a controller and can locally command and query the resource, in other
words, it serves as an intermediate player between the real actuator and an external
device that wants to communicate information to the resource. This device is of special
importance for enabling the ﬂexibility of the experimental setup. Any new control
technique can be programmed here without changing the bottom-level actuator behavior.
In the context of the COMMELEC framework, this micro-controller hosts the resource
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agent that will
1. verify the feasibility of a requested power set-point,
2. command the resource to implement the veriﬁed power set-point and
3. provide in real time an internal view of the resource in the generalized format.
For accomplishing these tasks, the RA uses a device-speciﬁc communication protocol to
speak with the resources controllers (e.g., batteries, supercapacitors, etc.), whereas in
general we use CAN bus to speak with the converter controllers. The general layout of
the physical interaction between devices is shown in Figure 6.14a. The measurement
board is equipped with the same sensors as the power network (see Figure 6.12).
Furthermore, a schematic diagram of the various processes deployed on the micro-controller
during normal operation is shown in Figure 6.14b. For simplicity, mode transitions (start-
up, control to voltage mode, etc.) are not shown but are also supported. In particular,


























Figure 6.14 – Resource-agent hardware and software setup. In the right diagram external
inputs are highlighted in blue and external outputs in red. The time-delays Δt shown on
each process represent the expected execution periodicity.
1. The ﬁrst process obtains sampled signals S from current and voltage sensors, and
computes power measurements M every 20[ms]. The algorithm used for this
computation is the same used in the PMUs [109], hence M is expressed using
complex power phasors.
2. The second process obtains communication packets Cin from external resource
controllers (device or converter controller) and transforms them into a meaningful
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state vector X . Slow-dynamics variables, such as temperature, are typically taken
from these controllers, whereas fast-dynamics electrical variables are taken from
the measurement board. In general, given the communication bandwidth of typical
protocol (CAN, MODBUS, PROFIBUS, etc.), this loop runs at a pace of 500[ms].
3. The third process takes a command uc = (Pc, Qc) (not necessarily equal to the
request from the GA, u) and translates it into the corresponding format (according
to the protocol) to be sent to the actuator (typically the converter) in the message
Cout. This process is typically executed every 5[ms] but only sends a message when
there is new input. This fast pace enables us to minimize the implementation delay.
4. Finally, the fourth process is the resource agent. It takes the request u sent by the
GA, along with the local measurements M and X , and computes the command uc
and the advertisement (A,B, C). This loop runs only upon receiving a new request,
hence its pace is deﬁned by the GA. The four loops communicate among themselves
by reading and writing global variables, hence, they work in an asynchronous
fashion.
A generic resource-agent implements four consecutive tasks, as depicted in Figure 6.15.
1. Compute Power Constraints. Upon receiving a new request from the GA
u(t0), it takes the measured RA state X (t0) and M(t0) and computes the current
PQ-capabilities of the resource.
2. Project to Power Constraints. Then, at t1, it veriﬁes the feasibility of the
requested set-point u(t0) according to these power constraints. This is done through
a simpliﬁed Euclidean projection. The result of this projection is the command
uc(t2). In the actual implementation, the projection is done assuming that diﬀerent
constraints can be expressed in convex sets, either in cartesian Ac or in polar Ap
coordinates (typical examples for Ac are active power limits and for Ap apparent
power limits). The actual PQ proﬁle is the intersection of both sets A = Ac ∩
Ap. Then naming initially u∗[0] = u(t0), we alternately compute (changing the




{||x− u∗[k − 1]||}, (6.1)
where || · || is the euclidean R2. The iteration ends when ||u∗[k]− u∗[k − 1]|| < ,
for  > 0 a small number. Then uc(t2) = u∗[k].
3. Send Command and Wait. It overwrites the register and waits until the set-point
is actually implemented; delay will depend on the nature of each resource.
4. Compute Advertisement. After this necessary delay, it again obatains the
variables X (t3) and M(t3) that represent a new state after the power set-point
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Figure 6.15 – Full process performed by a generic resource agent. It is expected that the
computation time t4 − t0 < 20[ms].
6.5 Grid-Agent Hardware
The GA was written in C++. Currently, we run the GA on a Scientiﬁc Linux 7.2 64-bit
desktop workstation, but the GA code was designed so that it can be portable to less
powerful embedded platforms, and it was already tested for cross-compilation to embedded
platforms such as ARM.
In the same machine runs a PDC and a RTSE, both programmed in LabView, which
enable the GA to receive continuous updates of the real state of the microgrid as in the
SCADA, which are instead used in this case for control purposes.
6.6 Communication Infrastructure
The microgrid is equipped with a dedicated reliable and secure communication network,
using the iPRP redundancy protocol [112] (see Figure 6.16). We use two TP-LINK TL-
SG1048 Gigabit switches that enable a duplicated 1000[Mbps] communication bandwidth.
All devices, PMUs, RAs, GA and monitoring units are wired-connected using category
5.e Ethernet cabling (max. 20[m]). The cables are to be shielded, as they are installed
alongside with the power cables.
For this implementation, we use the IPv4 protocol. PMUs and RAs send their data by
using IP multicast, so that the messages are received both at the GA and at a monitoring
unit (SCADA). For reliability, the devices of the microgrid use the iPRP redundancy
protocol proposed in [112]. Both the GA and the SCADA have their own PDC and RTSE.
Experimental round-trip package latencies between two devices in the network (say grid
































































Figure 6.16 – Communication network of the experimental microgrid.
6.7 Protections
The microgrid is equipped with 3 levels of protection:
1. The automatic circuit breakers, dimensioned according to the ampacity of the power
cables, as deﬁned in Section 6.2.
2. A software-based protection, which continuously runs in the SCADA and uses the
RTSE output. The SCADA acts directly on the circuit breakers through their
auxiliary contacts. This feature could also be used for the assessment of grid
topology changes.
3. A manual emergency stop (panic button) that the operator triggers to open all
breakers at once.
6.8 Experimental Results
In this section we present the experimental results of the implementation of the COMM-
ELEC framework on the EPFL microgrid operating in grid-connected mode.
In order to facilitate the understanding of the results, a reduced set of the setup of
Figure 6.1 has been considered for this experimental validation. In this case, only three
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resources are used. The battery bank, the roof PV plant, working as an uncontrollable
generator, and a load that emulates the behavior of an 8-room building with heaters of
3[kW] of rated power (namely, the load has a maximum consumption of 24[kW]). In our


































































Figure 6.17 – Microgrid setup used for performing the experiments.
We have performed three types of experiments.
1. The ﬁrst shows the operation of the microgrid when there is no external request, i.e.,
the grid agent will minimize the cost of the followers by respecting the operational
limits of the grid.
2. In the second, we make the microgrid work as a virtual power-plant by provid-
ing frequency support to the main grid, using a classic droop characteristic and
respecting the internal optimality and security.
3. A third operation mode is shown, where the grid agent receives a continuous request




Note: the rated power of the selected devices is small with respect to the lines ampacities
as presented in Table 6.3. With this, the expected voltage variations are also small, and
do not compromise the safe operation of the microgrid. In order to test the ability of the
framework to avoid unfeasible operation, we virtually deﬁned the ampacity of line L01 to
30[A].
Finally, we present a latency assessment of the overall process that includes the computa-
tion of the RAs, the estimation of the state of the grid and the computation of power
set-points performed by the GA.
6.8.1 Local Grid Safety and Optimality
In this experiment, we assumed that there is no request from the external grid, and that
the microgrid works in grid-connected mode, while try to meet the needs of the resources
deﬁned by the virtual costs, and respecting their operational constraints deﬁned by the
PQ proﬁles. To push the system to its limits, we chose a scenario where the battery needs
to be charged and the rooms in the building are cold, in other words, both resources
would need to consume energy.
At the beginning of the experiment, in Figure 6.18, the battery starts charging at its
maximum allowed power 25[kW], but given the current limitation in line L01, the power
consumption of the building is reduced. Note that, given the gradient of the penalty
function associated with the current limits, the GA opts to keep an operational margin
of the current in line L01, with respect to the ampacity. As the battery charges at full
power, its ﬂexibility (deﬁned by the PQ proﬁle) is accordingly reduced in time. As the
battery losses its ﬂexibility, the load can increment its consumption.
The congestion management performed by the GA is clear around t = 400[s]. As the
battery ﬂexibility has decreased substantially, the load tries to increment its consumption
in 6[kW]. However, as the resulting current in line L01 is too close to the ampacity, the
GA request to the battery to temporarily counteract by reducing its charge (increase
active power) and by reducing its reactive power compensation. After a while, the load
consumption decreases and the battery is again limited by its own ﬂexibility.
Right after t = 700[s], when some clouds make the solar production variable, due to the
current limit, the ﬂexible load, restricted by its discrete nature, is requested to adapt
its consumption in order to track the solar variations. This shows explicitly how the
COMMELEC framework, being agnostic of the resource it is controlling, is able to perform
real-time demand-response.
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Figure 6.18 – Experimental results for the microgrid operation when operating with the
COMMELEC framework without external request.
6.8.2 Primary Frequency Support
We now present an experiment where the microgrid oﬀers frequency support to the main
grid. In order to do so, the GA ﬁrst computes candidate power set-points as usual.
Then, it computes an estimate of the power ﬂow at the PCC, P0(u), as if the candidate
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power set-points where implemented. It then applies a droop law to compute the target
power-ﬂow P0 at the PCC
P0 = P0(u)− 1
mf
(fnom − f), (6.2)
where m−1f is the droop parameter whose selected value for our experimental testing is
200[kW/Hz]. This is compatible with the maximum measured frequency in the EPFL
grid Δfmax = 0.2[Hz] [83] and half of the maximum power range of the actual setup
0.5ΔPmax ∼ 40[kW]. The factor 0.5 is chosen as a safety margin that accounts for the
uncertainty of the PV resource. fnom = 50[Hz] is the nominal frequency and f the actual
measured frequency. This target power is then used again by the GA for computing new
power set-points, as if this was a request from the upper GA. For this experiment, we
assume that there is no special need for the reactive power ﬂow at the PCC.



































????????? ??????? ?? ?? ????
Figure 6.19 – Experimental results for the microgrid operation when providing frequency
support under the umbrella of the COMMELEC framework. In this scenario, the internal
resources have complementary objectives.
We show in Figure 6.19 a case when the load and the battery have complementary
objectives, in other words, the load wants to consume while the battery wants to be
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discharged. We see that, even with the volatility of the solar irradiance, the GA is able
to steer the ﬂexible resources to provide frequency support. Indeed, the power ﬂow at
the PCC follows the shape of the frequency signal (ﬂipped) by utilizing both the battery
and the load.
In turn, in Figure 6.20 we show the case when the load and the battery resources have
contradictory objectives from the point of view of the power at the PCC, i.e., both
the battery and load want to consume power. This situation might force the microgrid
to continuously consume power from the grid. Instead, we see that even when both
resources follow their internal desire, the GA is able to ﬁnd power set-points that track
the frequency signal, again providing frequency support with the microgrid as an overall.
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Figure 6.20 – Experimental results for the microgrid operation when providing frequency
support under the umbrella of the COMMELEC framework. In this scenario, the internal
resources have contradictory objectives.
It is interesting to see that, because of the discrete action of the building emulator,
some small spikes are present in the actual implemented power-ﬂow at the PCC. This
behavior is a natural consequence of the discrete nature of the controller and is an inherent
deﬁnition of the advertisement on each RA. Indeed, recall that the set-point computation
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is done in a continuous way, whereas the discrete nature of the ﬂexible building resource
is embedded into the belief function that is used for verifying the feasible of the power
set-points.
6.8.3 Microgrid Real-Time Dispatchability
In this experiment, we show the case where the microgrid is continuously requested to
change its power ﬂow at the PCC. As an example, in Figure 6.21 we test a pre-deﬁned
cyclic request for active power that is directly sent to the GA. He intentionally selected a
request that forces the ﬂow in line L01 to be close to violating the current limit. We also
set a constant reactive power request Q0 = 0[kVA].
It is possible to see that the external set-point is almost always tracked, except in the cases
when the current in line L01 is close to its ampacity limit, independent of the variability
of the PV production. Likewise, both the battery and the load behave according to the
external request that the GA distributes among them.
On the reactive-power side, as the load has a power factor of 0.995, its reactive-power
curve follows the active-power one. Therefore, in order to follow the external request, the
battery is requested to compensate.
For details, Figure 6.22 presents a zoom to the previous ﬁgure, where the detailed behavior
of the resources is shown. It is especially important to see that, even when the external
set-point and the internal desire of the microgrid resources are opposite, as when the load
decreases its consumption even when the microgrid is requested to consume more, the
GA ﬁnds a feasible set of set-points that follows the external request by instructing the
battery be charged instead.
6.8.4 Latency Assessment
As a conﬁrmation of the real-time capabilities of the framework, in Figure 6.23 the
measured time-delays of a full COMMELEC cycle are shown. The measurements were
taken during all the experiments previously presented. Recall that, the COMMELEC
cycle is characterized by three steps:
1. Wait until receiving the advertisements from all the resource agents. These processes
naturally run in parallel.
2. Only after all advertisements are received, wait until receiving a meaningful update of
the state of the grid. As in our demonstrator, the state-estimation technique is done
through phasors, we have experimentally assessed that an updated measurement is
always stable after three estimation periods.
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Figure 6.21 – Experimental results for the microgrid operation when operating of the
COMMELEC framework with a pre-deﬁned external request.
3. Perform the set-points computation and send them to the resource agents.
We see that a full COMMELEC cycle always takes less than 100[ms] and that its maximum
delay is incurred in the process of getting a new meaningful state measurement.
132
6.8. Experimental Results




























































??????? ?? ???? ???
Figure 6.22 – Experimental results for the microgrid operation when operating of the
COMMELEC framework with a pre-deﬁned external request. Detailed view.
Speciﬁcally, the time needed for the computation of the set-points, after receiving all the
needed information is shown in Figure 6.24. In average the set-point computation takes
less than 1[ms]. In very few cases, the computation takes a bit longer than 2[ms].
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Figure 6.23 – Time delays incurred in a full COMMELEC cycle.
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Figure 6.24 – Computation eﬀort made by the GA at computing set-points.
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We have introduced a control framework that uses explicit power set-points in order to
perform real-time control of electrical grids in a scalable and reliable way. The main
feature of the proposed control framework is composability that enables for scalability.
We have veriﬁed the applicability of the framework, both via oﬀ-line simulations and
laboratory experiments. We performed the simulations on a case study composed of a
low voltage microgrid benchmark (proposed by CIGRÉ Task Force C6.04.02) connected
to a generic medium voltage feeder.
Our proposed framework achieves several desirable performance goals in an islanded
distribution network and in a grid-connected microgrid, in the presence of highly volatile
resources. As already mentioned, these goals are achieved through a simple and generic
method, with a key property of composability. It can be seen that this property enables
us to easily achieve the implementation of the framework in higher levels of power grids,
up to the transmission level.
Furthermore, it is shown that the properties of the COMMELEC framework are funda-
mental in the case of inertia-less grids. Such grids are typically associated with energy
conversion systems interfaced to the AC grid via power electronic converters. Indeed, in
the cases where these energy-conversion systems represent the majority of the electricity
supply means, the control strategies have to be revisited. In this respect, as the proposed
framework does not rely on any shared signals (i.e., frequency), it can inherently account
for the control of inertia-less grids. This feature potentially enables its application to
generic and more complex power systems. It can be concluded that the proposed control
scheme represents an eﬀective actuation method for the real-time (sub-second) control of
active distribution networks capable of accounting for the main requirements associated
with the evolution of these grids.
We have given special emphasis to the experimental validation of the framework, which is
a key aspect that is generally minimized. We have carried out the laboratory experiments
on a real-scale microgrid connected to the medium voltage feeder of the EPFL campus.
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The selected cases study are characterized by
(i) the typical level of complexity of distribution networks,
(ii) a pervasive penetration of renewable energy resources,
(iii) the presence of distributed storage systems, and
(iv) the fact that most of the inertia comes from storage and thermal loads rather than
rotating machines.
The obtained results conﬁrm that the proposed real-time control framework is able to
eﬃciently steer such a system in the presence of extremely volatile energy resources. Our
main ﬁndings are
(a.) the framework is able to indirectly control the reserve of the storage systems, thus
maximizing the autonomy of the islanding operation,
(b.) it keeps the system in feasible operation conditions and better explores, compared to
existing techniques, the various degrees of freedom that characterize the system, and
(c.) it maintains the system’s power equilibrium without using the frequency as a global
variable, even being able to do so in inertia-less systems.
Potential Further Research
In the continuation of this work, the following topics are identiﬁed for further research
and potential industrial applications.
• Extension of the COMMELEC framework to 3-phase systems, in order to take into
account the unbalanced nature of power distribution networks. In principle, this
will need the introduction of an advertisement that is characterized by a higher
cardinality. It is particularly of interest for further research: for instance, for the
PQ proﬁle, the coupling or decoupling between bounds deﬁned per phase and the
inclusion of the coupled or decoupled implementation of the set-points.
• Under the umbrella of the proposed framework, the necessary conditions for ﬁnding
a unique solution to the load-ﬂow problem for meshed grids is to be investigated.
In particular, the deﬁnition of a region around the current operating conditions as
a function of the expected implemented power-ﬂows deﬁned by the belief functions
of the resource agents.
136
• As the grid agent control function is designed to solve a robust optimization problem
at all layers of the power system, the decision at the highest layer could be too
conservative (or the problem could become unsolvable), due to the strictness of the
feasible state of operation bounds and the simpliﬁcations done in the computation
of the aggregated belief sets. In this respect, the investigation of the inclusion of
the belief function in the solution of optimization problem is suggested, in other
words, to not use it only as a robustness veriﬁcation. It would also be interesting
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(CONICYT) of Chile
USD$25,000 per annum stipend and consumables
Best Poster Award December 2014
2014 Annual Conference of the SCCER-FURIES
Real-Time Control of Active Distribution Networks by Using Explicit Power Setpoints (COMMELEC)
EPFL Seed Money Program 2015
Campus-level Smart Grid demonstration project at Austral University
CHF 10,000, students exchange and laboratory material.
PEER REVIEW
1. IEEE Transactions on Industrial Informatics
2. International Journal of Electrical Power and Energy Systems
3. Elsevier Sustainable Energy, Grids and Networks Journal
4. IEEE Transactions on Smart Grid
5. Renewable and Sustainable Energy Reviews Journal
6. IEEE/PES Transmission and Distribution, Latin America
7. IEEE/PES Innovative Smart Grids Technologies Latin America
8. MDPI Energies
LANGUAGE SKILLS
• Spanish (mother tongue).
• English, ﬂuent (professional proﬁciency).
• French, ﬂuent (Level B2 according to European Language Portfolio).
OTHER ACTIVITIES
• President and Founder of the Association of Chilean Researchers in Switzerland.
http://www.ices-net.ch/
• Ad-honorem Professor at Austral University of Chile.
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