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Abstract
The application of mortar methods in the framework of isogeometric analysis
is investigated theoretically as well as numerically. For the Lagrange multiplier
two choices of uniformly stable spaces are presented, both of them are spline
spaces but of a different degree. In one case, we consider an equal order pairing
for which a cross point modification based on a local degree reduction is required.
In the other case, the degree of the dual space is reduced by two compared to
the primal. This pairing is proven to be inf-sup stable without any necessary
cross point modification. Several numerical examples confirm the theoretical
results and illustrate additional aspects.
Keywords: isogeometric analysis, mortar methods, inf-sup stability, cross
point modification
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1. Introduction
The name isogeometric analysis was introduced in 2005 by Hughes et al.
in [1]. Nowadays it includes a family of methods, normally called isogeomet-
ric methods, that use B-Splines and non-uniform rational B-Splines (NURBS)
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as basis functions to construct numerical approximations of partial differential5
equations (PDEs). Originally, isogeometric analysis follows the isoparametric
paradigm, i.e., the geometry is represented by functions which are used to ap-
proximate the PDE. In [2], it was shown that this concept can be relaxed, also
allowing NURBS for the parametrization and B-Splines defined on the same
mesh for the approximation of the PDE.10
With isogeometric methods, the computational domain is generally split into
patches. Within this framework, techniques to couple the numerical solution on
different patches are required. To retain the flexibility of the meshes at the
interfaces, weak coupling methods are favorable in contrast to strong point-wise
couplings. Thus it is interesting to consider mortar methods, which offer a15
flexible approach to domain decomposition, originally applied in spectral and
finite element methods. Mortar methods have been successfully investigated in
the finite element context for over two decades, [3, 4, 5, 6], for a mathematical
overview, see [7]. Further applications of the mortar methods include contact
problems, [8, 9, 10, 11, 12], and interface problems, e.g., in multi-physics appli-20
cations, [13].
The isogeometric analysis, [14, 15], is currently a very active research area.
It is attractive for a large variety of applications and there already exist a
fair amount of mathematically sound results, recently collected in [2]. Besides
variational approaches, the global smoothness of splines also allows the use of25
collocation methods, see [16].
In several articles, the coupling of multipatch geometries has been investi-
gated, [17, 18, 19, 20, 21], and successful applications of the mortar method are
shown in [22, 23, 24]. Additionally the use of mortar methods in contact simu-
lations, where isogeometric methods have some advantages over finite element30
methods, was considered in [25, 26, 27, 28, 29, 30].
The important point of an isogeometric mortar method is the choice of the
Lagrange multiplier. From the classical mortar theory, two abstract require-
ments for the Lagrange multiplier space are given. One is the sufficient ap-
proximation order, the other is the requirement of an inf-sup stability. For a35
2
primal space of splines of degree p, we investigate three different degrees for the
Lagrange multiplier: p, p− 1 and p− 2. Each choice is from some point of view
natural but has quite different characteristic features.
This article is structured as follows. In Section 2, we recall basic properties
of isogeometric methods. The isogeometric mortar methods is then defined in40
Section 3. In Section 4, we complete the definition of our mortar methods by
explicitly detailing three different types of Lagrange multipliers. The theoretical
results are investigated numerically in Section 5, where also additional aspects
are considered.
2. B-Splines and NURBS basics45
In this section, we give a brief overview on the isogeometric functions and
introduce some notations and concepts which are used throughout the paper.
For more details, we refer to the classical literature [14, 31, 32, 33]. Firstly, we
introduce B-Splines in the one-dimensional case and recall some of their basic
properties. Secondly, we extend these definitions to the multi-dimensional case50
and introduce NURBS and then NURBS parametrizations.
2.1. Univariate B-Splines
Let us denote by p the degree of the univariate B-Splines and by Ξ an open
univariate knot vector, where the first and last entries are repeated (p+1)-times,
i.e.,
Ξ = {0 = ξ1 = . . . = ξp+1 < ξp+2 ≤ . . . ≤ ξn < ξn+1 = . . . = ξn+p+1 = 1}.
Let us define Z = {ζ1, ζ2, . . . , ζE} as the knot vector without any repetition,
also called breakpoint vector. For each breakpoint ζj of Z, we define its multi-
plicity mj as its number of repetitions in Ξ. The elements in Z form a partition55
of the parametric interval (0, 1), i.e., a mesh.
We denote by B̂pi (ζ), i = 1, . . . , n, the collection of B-Splines defined on Ξ
and by Sp(Ξ) = span{B̂pi (ζ), i = 1, . . . , n} the corresponding spline space.
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We recall hereafter some important properties of the univariate B-Splines.
Each B̂pi is a piecewise positive polynomial of degree p and has a local support,60
i.e., B̂pi is non-zero only on at most p + 1 elements and supp B̂
p
i = [ξi, ξi+p+1].
Consequently on [ζi, ζi+1] at most p + 1 basis functions have non-zero values.
The inter-element continuity is defined by the breakpoint multiplicity. More
precisely, we have that the basis functions are Cp−mj at each ζj ∈ Z.
Assuming that Sp(Ξ) ⊂ C0(0, 1) (i.e., mj ≤ p, j = 1, . . . , E), and let65
Ξ′ = {ξ2, . . . , ξn+p}, then the derivation operator ∂ζ : Sp(Ξ) → Sp−1(Ξ′) is
linear and surjective, see [2, 33].
For spline spaces, different refinement strategies are available. Further knots
can be inserted (h-refinement), the degree can be elevated (p-refinement) and
a combination of both is possible (k-refinement). We refer to [14, 31] for some70
algorithmic details on the refinement procedures. In the following, we only
consider h-refinement, keeping the degree fixed during refinement.
2.2. Multivariate B-Splines and NURBS
Multivariate B-Splines are defined based on a tensor product of univariate
B-Splines. Let d be the space dimension. For any direction δ = 1, . . . , d, we75
introduce pδ the degree of the univariate B-Splines, nδ the number of univariate
B-Spline functions, Ξδ the univariate open knot vector and Zδ the univariate
breakpoint vector. We then define the multivariate knot vector by Ξ = (Ξ1 ×
Ξ2×. . .×Ξd) and the multivariate breakpoint vector by Z = (Z1×Z2×. . .×Zd).
For simplicity of notation, we are not defining the degree vector but instead we80
assume in the following that the degree is the same in all parametric directions
and denote it by p.
Z forms a partition of the parametric domain Ω̂ = (0, 1)d and M̂ defines the
set of elements
M̂ = {Qj = τ̂1,j1 × . . .× τ̂d,jd , τ̂δ,jδ = [ζδ,jδ , ζδ,jδ+1], 1 ≤ jδ ≤ Eδ − 1}.
We introduce a set of multi-indices I = {i = (i1, . . . , id) : 1 ≤ iδ ≤ nδ} and
define multivariate B-Spline functions for each multi-index i by tensorization
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from the univariate B-Spline:
B̂pi (ζ) = B̂
p
i1
(ζ1) . . . B̂pid(ζd), i ∈ I.
Let us then define the multivariate spline space in the parametric domain by
Sp(Ξ) = ⊗dδ=1Sp(Ξδ) = span{B̂pi (ζ), i ∈ I}.
Multivariate NURBS are rational functions of multivariate B-Spline func-
tions. Given a set of positive weights {ωi, i ∈ I}, we define the weight function
D̂W (ζ) =
∑
i∈I ωi B̂
p
i (ζ), and then the NURBS functions as
N̂pi (ζ) =
ωi B̂
p
i (ζ)
D̂W (ζ)
,
and in general they are not a tensor product of univariate NURBS functions.
Note that B-Splines can be regarded as NURBS with the weights equal to 1,
i.e., D̂W (ζ) = 1. Hence whenever there is no ambiguity, we also refer to them85
as NURBS.
2.3. Isogeometric parametrization
NURBS are widely used in the computer aided geometrical design (CAGD),
since they are capable to describe various geometries either exactly (this includes
conic sections) or very accurately. Given a set of control points Ci ∈ Rd, i ∈ I,
we can define a parametrization of a NURBS surface (d = 2) or solid (d = 3) as
a linear combination of NURBS and control points
F(ζ) =
∑
i∈I
Ci N̂pi (ζ).
The NURBS geometry is defined as the image of F, which is also called geometric
mapping, i.e., Ω = F(Ω̂). We define a physical mesh M as the image of the
parametric mesh M̂ through F, and denote by O its elements,
M = {O ⊂ Ω : O = F(Q), Q ∈ M̂}.
Let us assume the following regularity of F.
5
Assumption 1. The parametrization F is a bi-Lipschitz homeomorphism. More-
over, F|Q is in C∞(Q) for all element of the parametric mesh, and F
−1
|O is in90
C∞(O) for all element of the physical mesh.
Let us define the mesh-size for any parametric element as hQj = diam(Qj)
and analogously for any physical element as hOj and let us note that Assump-
tion 1 ensures that hQj ≈ hOj . Thus, no distinction is required and we use
the simple notation hj for the mesh size. We denote the maximal mesh-size95
by h = maxj hj. The mesh size of the underlying univariate partition Ξδ,
δ = 1, . . . , d, is denoted by hδ,j , j = 1, . . . , Eδ − 1. Let us do the following
assumption regarding the mesh uniformity.
Assumption 2. The partition defined by the breakpoints is globally quasi-
uniform, i.e., there exists a constant θ such that the univariate element size ratio100
is uniformly bounded: hδ,i/hδ′,j ≤ θ, with δ, δ′ = 1, . . . , d and i = 1, . . . , Eδ−1,
j = 1, . . . , Eδ′ − 1.
Note that Assumption 2 excludes the case of anisotropic meshes which are
used for, e.g., boundary layers and of graded meshes which are used in case
of singularities. However, this assumption is made here only to reduce the105
technicality of the proofs. We anticipate that a more detailed analysis may
show the same results under milder assumptions on the mesh (as the local
quasi-uniformity).
3. Isogeometric mortar methods
In this section, we first state the problem and define the geometry setting,110
then the functional framework and finally the approximation spaces and their
required properties to be optimal.
Let Ω ⊂ Rd, d = 2, 3, be a bounded domain, α, β ∈ L∞(Ω), α > α0 > 0 and
β ≥ 0. We consider the following second order elliptic boundary value problem
6
with homogeneous Dirichlet conditions
−div(α∇u) + βu = f in Ω, (1a)
u = 0 on ∂ΩD = ∂Ω. (1b)
We assume α, β to be sufficiently smooth, but allow jumps in special locations,
which are specified later.
3.1. Description of the computational domain115
Let a decomposition of the domain Ω into K non-overlapping domains Ωk
be given:
Ω =
K⋃
k=1
Ωk, and Ωi ∩ Ωj = ∅, i 6= j.
For 1 ≤ k, l ≤ K, k 6= l, we define the interface as the interior of the intersection
of the boundaries, i.e., γkl = ∂Ωk ∩ ∂Ωl, where γkl is open. Let the non-empty
interfaces be enumerated by γl, l = 1, . . . , L, and define the skeleton Γ =
⋃L
l=1 γl
as the union of all interfaces. For each interface, one of the adjacent subdomains
is chosen as the master side and one as the slave side, this choice is arbitrary120
but fixed. We denote the index of the former by m(l), the index of the latter
one by s(l), and thus γl = ∂Ωm(l) ∩ ∂Ωs(l). Note that one subdomain can at
the same time be classified as a master domain for one interface and as a slave
domain for another interface, see Figure 1. On the interface γl, we define the
outward normal nl of the master side ∂Ωm(l) and denote by
∂u
∂nl
the normal125
derivative on γl from the master side.
Each subdomain Ωk is given as the image of the parametric space Ω̂ = (0, 1)d
by one single NURBS parametrization Fk : Ω̂ → Ωk, see Section 2.3, which
satisfies the Assumption 1. The h-refinement procedure, see Sections 2.2 and
2.3, yields a family of meshes denoted Mk,h, each mesh being a refinement of130
the initial one, where we require Assumption 2. Under these assumptions, the
family of meshes is shape regular.
We furthermore assume that for each interface, the pull-back with respect
to the slave domain is a whole face of the unit d-cube in the parametric space.
7
n1
n2
Ω1
Ω2
Ω3
γ2
Ωm(2)
γ1
Ωs(1)
Ωm(1)
Ωs(2)
n1
n2
Ω1
Ω2
Ω3γ1
Ωs(1)
γ2
Ωs(2)
Ωm(1)
Ωm(2)
Figure 1: Geometrical conforming case (left) and slave conforming case (right).
Under these assumptions, we are not necessarily in a geometrically conforming135
situation, but we call it a slave conforming situation, see the right setting in
Figure 1. If we also assume that the pull-back with respect to the master domain
is a whole face of the unit d-cube, we are in a fully geometrically conforming
situation, see the left picture of Figure 1.
3.2. The variational problem140
In the following, we recall main functional analysis properties to introduce
our abstract framework and then set the variational problem.
We use standard Lebesgue and Sobolev spaces on a bounded Lipschitz do-
main D ⊂ Rd−1 or D ⊂ Rd. L2(D) denotes the Lebesgue space of square
integrable functions, endowed with the norm ‖f‖L2(D) = (
∫
D
|f |2 dx)1/2. For145
l ∈ N, H l(D) denotes the Sobolev space of functions f ∈ L2(D) such that their
weak derivatives up to the order l are also in L2(D). For fractional indices
s > 0, Hs(D) denotes the fractional Sobolev spaces as defined in [34]. Let us
mention that H1/2(∂D) is the trace space of H1(D).
The Sobolev space of order one with vanishing trace is H10 (D) = {v ∈150
H1(D), tr(v) = 0}. Working on subsets of the boundary γ ⊂ ∂D, special
care has to be taken about the values on the boundary of γ. We define by
H
1/2
00 (γ) ⊂ H1/2(γ) the space of all functions that can be trivially extended
on ∂D \ γ by zero to an element of H1/2(∂D). The dual space of H1/200 (γ)
is denoted H−1/2(γ). Note that on closed surfaces, i.e., γ = ∂D, it holds155
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H1/2(γ) = H1/200 (γ). Furthermore, in the following we omit the trace operator,
whenever there is no ambiguity.
For each Ωk, we introduce the space H1∗ (Ωk) = {vk ∈ H1(Ωk), vk|∂Ω∩∂Ωk =
0}. And in order to set a global functional framework on Ω, we consider
the broken Sobolev spaces V = ΠKk=1H1∗ (Ωk), endowed with the broken norm160
‖v‖2V =
∑K
k=1 ‖v‖2H1(Ωk), and M = ΠLl=1H−1/2(γl).
The standard weak formulation of (1) reads as follows: Find u ∈ H10 (Ω) such
that ∫
Ω
α∇u · ∇v + β u v dx =
∫
Ω
f v dx, v ∈ H10 (Ω). (2)
It is well-known that under the assumptions on α and β, the variational prob-
lem (2) is uniquely solvable.
From now on, we assume that jumps of α and β are solely located at the
skeleton, and we define the linear and bilinear forms a : V ×V → R and f : V →
R, such that
a(u, v) =
K∑
k=1
∫
Ωk
α∇u · ∇v + c u v dx, f(v) =
K∑
k=1
∫
Ωk
fv dx.
3.3. Isogeometric mortar discretization
In the following, we set our approximations spaces. Let us introduce Vk,h the165
approximation space on Ωk, by Vk,h = {vk = v̂k ◦ F−1k , v̂k ∈ Npk(Ξk)} defined
on the knot vector Ξk of degree pk. Denote hk the mesh size of Vk,h but note
that we use the maximal mesh size h = maxk hk as the mesh parameter. We
recall that NURBS spaces are known to have optimal approximation properties
as stated in the following lemma, see, e.g, [32, 33, 35].170
Lemma 3. Given a quasi-uniform mesh and let r, s be such that 0 ≤ r ≤ s ≤
pk+1. Then, there exists a constant C depending only on pk, θk, Fk and D̂W k,
such that for any v ∈ Hs(Ωk) there exists an approximation vh ∈ Npk(Ξk),
such that
‖v − vh‖Hr(Ωk) ≤ Chs−r‖v‖Hs(Ωk).
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On Ω, we define the product space Vh = ΠKk=1Vk,h ⊂ V , which forms a
H1(Ω)-non-conforming space which is discontinuous over the interfaces.
The mortar method is based on a weak enforcement of continuity across
the interfaces γl in broken Sobolev spaces. Let a space of discrete Lagrange
multipliers Ml,h ⊂ L2(γl) on each interface γl built on the slave mesh be given.175
On the skeleton Γ, we define the discrete product Lagrange multiplier space Mh
as Mh = ΠLl=1Ml,h. Choices of different spaces will be discussed in the next
section. Furthermore, we define the discrete trace space with additional zero
boundary conditions by Wl,h = {v|γl , v ∈ Vs(l),h} ∩H10 (γl).
One possibility for a mortar method is to specify the discrete weak formula-
tion as a saddle point problem: Find (uh, λh) ∈ Vh ×Mh, such that
a(uh, vh) + b(vh, λh) = f(vh), vh ∈ Vh, (3a)
b(uh, µh) = 0, µh ∈Mh, (3b)
where b(v, µ) =
∑L
l=1
∫
γl
µ[v]l dσ and [·]l denotes the jump from the master to180
the slave side over γl.
We note, that the Lagrange multiplier λh gives an approximation of the
normal flux across the skeleton.
It is well known from the theory of mixed and mortar methods, that the
following abstract requirements guarantee the method to be well-posed and of185
optimal order, see [6, 36]. In the following, we will denote by 0 < C < ∞ a
generic constant that is independent of the mesh sizes but possibly depends on
pk.
The first assumption is a uniform inf-sup stability for the discrete trace
spaces. Although the primal variable of the saddle point problem is in a broken190
H1 space, the inf-sup stability can be formulated as a L2 stability over each
interface. This implies the H1/200 − H−1/2 stability, which can be used in the
geometrically conforming situation for d = 2 and in weighted L2 norms, which
can be used for the other cases, see [37].
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Assumption 4. For l = 1, . . . , L and any µl ∈Ml,h it holds
sup
wl∈Wl,h
∫
γl
wl µl dσ
‖wl‖L2(γl)
≥ C‖µl‖L2(γl).
The second assumption is the approximation order of the dual space. Since195
for the dual space weaker norms are used, the approximation order of Ml,h with
respect to the L2 norm can be smaller than the one of Wl,h.
Assumption 5. For l = 1, . . . , L there exists a fixed η(l), such that for any
λ ∈ Hη(l)(γl) it holds
inf
µl∈Ml,h
‖λ− µl‖L2(γl) ≤ Chη(l)‖λ‖Hη(l)(γl).
We now give the following a-priori estimates in the broken V and M norms,
which can be shown by standard techniques, see [3, 5].
Theorem 6. Given Assumptions 4 and 5, the following convergence is given for
the primal solution of (3). For u ∈ Hσ+1(Ω), 1/2 < σ ≤ mink,l(pk, η(l) + 1/2)
it holds
1
h2
‖u− uh‖2L2(Ω) + ‖u− uh‖2V ≤ C
K∑
k=1
h2σk ‖u‖2Hσ+1(Ωk).
We can also give an estimate for the dual solution which approximates the nor-
mal flux:
L∑
l=1
‖α ∂u
∂nl
− λh‖2H−1/2(γl) ≤ C
K∑
k=1
h2σk ‖u‖2Hσ+1(Ωk).
In the geometrically non-conforming case, as well as for d = 3, the ratio of200
the mesh sizes on the master and the slave side enters in the a-priori estimate,
see [38]. But due to our global quasi-uniformity assumption, see Assumption 2,
this ratio does not play a role.
We note that if η(l) = ps(l) − 1/2 can be chosen, optimality of the mor-
tar method holds. Moreover, the dual estimate could still be improved under205
additional regularity assumptions, see [39].
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4. Possible choices of Lagrange multiplier spaces
For a given interface γl, we aim at providing multiplier spaces that satisfy
the inf-sup stability of Assumption 4. In our setting, i.e., a geometrically slave
conforming situation, see Figure 1, γl is a whole face of Ωs(l), which is defined as210
Fs(l)(Ω̂) and without loss of generality we suppose that γl = Fs(l)(γ̂×{0}), γ̂ =
(0, 1)d−1. As we consider each interface γl separately, to shorten the notations
we will omit the index l in the following.
Given a Lagrange multiplier space on the parametric space M̂ , we set the
Lagrange multiplier space M = {µ = µ̂ ◦ F−1s , µ̂ ∈ M̂}. By change of variable,
the integral in Assumption 4 can be transformed into a weighted integral on
the parametric space. Denoting ŵ = (w ◦ Fs) D̂W ∈ Sp(γ̂) for w ∈ W and
µ̂ = µ ◦ Fs ∈ M̂ for µ ∈M , the integral becomes∫
γ
wµdσ =
∫
γ̂
(w ◦ Fs) (µ ◦ Fs) det(∇γˆFs) dx
=
∫
γ̂
ŵ µ̂ (D̂W )−1 det(∇γˆFs) dx, (4)
where ∇γˆ denotes the surface gradient on γ̂. Due to the Assumption 1 and
the uniform positivity of NURBS weights, we can firstly concentrate on the
following problem. Given γ̂ = (0, 1)d−1, a degree p and knot vectors Ξδ with
δ = 1, . . . , d−1, we denote by Sp(γ̂) the corresponding spline space and Sp0 (γ̂) =
Sp(γ̂) ∩H10 (γ̂), and study the following inf-sup stability
sup
ŵ∈Sp0 (γˆ)
∫
γ̂
ŵ µ̂ dx
‖ŵ‖L2(γˆ) ≥ C‖µ̂‖L
2(γˆ). (5)
for any µ̂ ∈ M̂ for three choices of Lagrange multipliers space M̂ . Then, in the
case (5) is satisfied, we show that the desired inf-sup stability, i.e., Assumption 4,215
is satisfied.
In the following remark we briefly discuss the construction of a dual biorthog-
onal basis with functions having the same support as the primal basis functions.
Due to possible difficulties concerning the approximation order, this approach
is not considered in the following of this article.220
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Figure 2: A quadratic basis function and its corresponding dual basis on a uniform mesh. The
quadratic function corresponds to the local knots 0, 1/3, 2/3, 1.
Remark 7. By a local orthogonalization procedure, a biorthogonal Lagrange
multiplier basis {ψi}ni=1 fulfilling supp B̂pi = suppψi and∫
γ̂
B̂pi (x)ψj(x)dx = ciδij ,
for a suitable scaling ci, can be constructed. In Figure 2 a primal quadratic basis
function and its corresponding biorthogonal basis are depicted.
This yields computational advantages, since the coupling degree of freedom
can be locally eliminated. However, in the higher order finite element case, it
was shown that the construction of a biorthogonal basis with the desired approx-225
imation results is not a trivial task, see [40].
In the following, we give the details of this inf-sup study, and then we
conclude the underlying approximation properties of these isogeometric mor-
tar methods.
4.1. Choice 1: unstable pairing p/p− 1230
Theorem 6 states that order p = mink pk a priori bounds can only be ob-
tained if η(l) can be set equal to p− 1/2. This observation motivates our choice
to use a spline space of order p − 1 as dual space. Then η(l) in Assumption 5
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Figure 3: Checkerboard mode for d = 2 and p = 6.
can be set to p and provided that the uniform inf-sup stability, Assumption 4,
can be proved, a convergence rate equal to p might be reached.235
Denote by M̂1 = spani=1, ..., n(1) {B̂p−1i } the spline space of order p− 1 built
on the knot vector(s) Ξ′δ with δ = 1, . . . , d − 1 obtained from the restriction
of Ξ to the corresponding direction(s) removing in the underlying univariate
knot vector the first and the last knots. The superscript 1 refers to the degree
difference between the primal and the dual space.240
As we will see this choice unfortunately lacks the uniform inf-sup condi-
tion (5) and thus also Assumption 4. Indeed, a checkerboard mode which yields
an h-dependent inf-sup constant can be constructed.
Let us consider B-Splines on a uniform knot vector Ξ = {0, . . . , 0, h, 2h, . . . ,
1, . . . , 1} for h = 2−j , where j is the number of uniform refinements. Let us now
construct a multiplier µ̂c ∈ M̂1, which yields an h-dependent inf-sup constant.
The choice
µ̂c =
n(1)∑
i=1
µ̂iB̂
p−1
i , µ̂i = (−1)i(i− 1)(n(1) − i),
is shown in Figure 3. For the bivariate case, a tensor product using µ̂c in each
direction is chosen. The numerical stability constants were computed by a direct
14
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Figure 4: h-dependency of the L2 inf-sup constant for dimension d = 2 and d = 3. Left:
p = 2, Right: p = 10.
evaluation of the supremum
sup
ŵ∈Sp(γˆ)
∫
γ̂
ŵ µ̂cdx
‖ŵ‖L2(γˆ) ,
and dividing the result by ‖µ̂c‖L2(γˆ). The results are shown in Figure 4 for
d = 2 and d = 3, where an h-dependency of order O(hd−1) can be observed.245
Note that on the same mesh, the stability constant is larger for higher degrees,
but the asymptotic rate of the h-dependency is the same.
Remark 8. Numerical experiments show, that the inf-sup constant can be re-
covered by the use of a staggered grid, which is similar to the behavior known
from the finite element method. Another possibility is to use a coarse dual mesh250
for the Lagrange multipliers.
4.2. Choice 2: stable pairing p/p− 2
Having an unstable pairing means roughly speaking that the chosen La-
grange multiplier space is too rich. An easy way to overcome this is by using
a smaller space which motivates our second choice. If the spline space Sp(γ̂)255
is at least C1, then it is also possible to construct a spline space of degree
p − 2 on the knot vector(s) Ξ′′δ with δ = 1, . . . , d − 1 obtained from the re-
striction of Ξ to the corresponding direction(s) removing in the underlying uni-
variate knot vector the first and the last two knots. We denote this space by
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M̂2 = spani=1, ..., n(2){B̂p−2i }, where the superscript 2 refers to the degree dif-260
ference between the primal and the dual space. Clearly, this choice will never
provide an optimal convergence rate because even if the stability is true, in gen-
eral the theoretical convergence rate will not exceed p − 1/2. In what follows,
we prove that M̂2 verifies the inf-sup stability (5).
The proof is based on an identification of both spaces using derivatives and265
integrals as well as on an auxiliary stability result for the degree p − 1. Let us
first introduce some preliminary notation.
To shorten our notation, we denote by Sq with q = p − 2, p − 1, and p the
spline spaces of degree q constructed on Ξ′′,Ξ′ and Ξ, respectively. Furthermore
let us define the spline space with zero mean value Sp−1zmv = {ŝ ∈ Sp−1 :
∫ 1
0 ŝ dx =
0} for d = 2 and
Sp−1zmv =
{
ŝ ∈ Sp−1 :
∫ 1
0
ŝ(x, y¯)dx = 0 =
∫ 1
0
ŝ(x¯, y)dy, x¯, y¯ ∈ [0, 1]
}
,
for d = 3. While for d = 2, we consider a single derivative D = ∂x as the
derivative operator, for d = 3, due to the tensor product structure, we also
consider the mixed derivative D = ∂xy. Associated with the mixed derivative,
we consider the tensor product Sobolev space
H1,1(γ̂) = H1(0, 1)⊗H1(0, 1) = {v̂ ∈ L2(γ̂) : ∂ix∂jy v̂ ∈ L2(γ̂), i, j ∈ {0, 1}},
endowed with the norm ‖v̂‖2H1,1(γˆ) = ‖v̂‖2H1(γˆ) + ‖∂xy v̂‖2L2(γˆ). To simplify the
notation, we will denote in the following Z = H1(γ̂) for d = 2 and Z = H1,1(γ̂)
for d = 3. Let Z ′ denotes the dual space of Z.270
The following lemma shows that the given derivative operator maps bijec-
tively the spaces Sp0 , Sp−1zmv and Sp−2 into each other.
Lemma 9. The operators D : Sp0 → Sp−1zmv and D : Sp−1zmv → Sp−2 are bijections.
Moreover for any v ∈ Z ∩H10 (γ̂), it holds ‖v‖L2(γˆ) ≤ C‖Dv‖Z′ .
Proof. Based on [33, Theorem 5.9] the derivative of a spline of degree p is275
a spline of degree p − 1, see also Section 2.1. The injectivity follows from the
additional constraints of the spline space. To show the surjectivity, we construct
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an element of the pre-image space. The coercivity of the derivative can be seen
by an explicit computation using partial integration.
Case d = 2. Given ŝp−2 ∈ Sp−2, we define ŝp−1(x) = ∫ x0 ŝp−2(ξ)dξ − m,280
where m ∈ R is chosen such that ∫ 10 ŝp−1dx = 0. Obviously ŝp−1 ∈ Sp−1zmv . For
any ŝp−1 ∈ Sp−1zmv we may define ŝp(x) =
∫ x
0 ŝ
p−1(ξ)dξ and it holds ŝp ∈ Sp0 .
To show the coercivity, consider any ŵ ∈ L2(0, 1). We can find ẑ ∈ H1zmv(0, 1) =
{ẑ ∈ Z : ∫ 10 ẑ dx = 0}, such that ∂xẑ = ŵ and then
‖v̂‖L2(γˆ) = sup
ŵ∈L2(γˆ)
∫ 1
0 v̂ ŵ dx
‖ŵ‖L2(γˆ) = supẑ∈H1zmv(γˆ)
∫ 1
0 v̂ ∂xẑ dx
|ẑ|Z
≤ C sup
ẑ∈H1zmv(γˆ)
∫ 1
0 ẑ ∂xv̂ dx
‖ẑ‖Z ≤ C‖∂xv̂‖Z
′ ,
where C is the inverse of the Poincare´ constant, i.e., ‖ẑ‖Z ≤ C−1 |ẑ|Z for ẑ ∈
H1zmv(γ̂).
Case d = 3. Given ŝp−2 ∈ Sp−2, we construct the spline ŝp−1(x) =285 ∫ x
0
∫ y
0 ŝ
p−2(ξ, η) dη dξ− f̂p−1(x)− ĝp−1(y)−m, where m ∈ R and f̂p−1, ĝp−1 are
univariate splines of degree p − 1 with zero mean value. These unknowns can
be chosen such that ŝp−1 ∈ Sp−1zmv . As for the univariate case, given ŝp−1 ∈ Sp−1zmv
we consider ŝp(x, y) =
∫ x
0
∫ y
0 ŝ
p−1(ξ, η) dη dξ and it holds ŝp ∈ Sp0 .
For the proof of the coercivity, partial integration needs to be performed290
twice. The integration will be shown in more details in the proof of Theorem 11.
To apply the bijectivity of the derivative in the proof of the inf-sup condition,
we can no longer work with the L2 norm, but need to consider the Z ′ and Z
norm. The following lemma states an auxiliary stability result in these norms.295
Lemma 10. For any ĝp−1 ∈ Sp−1zmv , it holds
sup
f̂p−1∈Sp−1zmv
∫
γ̂
ĝp−1f̂p−1 dx
‖f̂p−1‖Z′
≥ C‖ĝp−1‖Z .
Proof. The equal order pairing Z−Z ′ inf-sup condition of Sp−1 is first considered
by introducing the Fortin operator Π : L2 → Sp−1 and proving its Z stability.
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Then we show that the inf-sup condition remains satisfied for the constrained
space Sp−1zmv . Since the infinum over a sub-space is an upper-bound of the infinum
over a space, the critical part is the restriction of the primal space.300
Case d = 2. Standard techniques show that the Fortin operator associated
with Sp−1, which is the L2 projection, is uniformly Z stable, see, e.g., [38,
Lemma 1.8]. Thus the Z − Z ′ inf-sup condition holds on Sp−1, i.e., for q̂p−1 ∈
Sp−1 it holds,
sup
r̂p−1∈Sp−1
∫
γ̂
r̂p−1q̂p−1 dx
‖r̂p−1‖Z ≥ C‖q̂
p−1‖Z′ . (6)
Next, we show that the restriction to Sp−1zmv retains this stability.
Let us consider f̂p−1 ∈ Sp−1zmv , since the inf-sup condition remains satisfied
for q̂p−1 ∈ Sp−1 and f̂p−1 ∈ Sp−1zmv . Let us define ĝp−1 ∈ Sp−1zmv such that
ĝp−1(x) = q̂p−1(x)− ∫
γ̂
q̂p−1(ξ)dξ ∈ Sp−1zmv and note that for f̂p−1 ∈ Sp−1zmv∫
γ̂
f̂p−1q̂p−1dx =
∫
γ̂
f̂p−1ĝp−1dx
and ‖ĝp−1‖Z ≤ ‖q̂p−1‖Z . This shows
inf
f̂p−1∈Sp−1zmv
sup
ĝp−1∈Sp−1zmv
∫
γ̂
ĝp−1f̂p−1 dx
‖f̂p−1‖Z′‖ĝp−1‖Z
≥ C > 0.
Now using [36, Proposition 3.4.3], we interchange the spaces of the infimum and
the supremum which yields the result.
Case d = 3. Although we follow the same structure as in the case d = 2,
there are some essential differences. We note that Z = H1,1(γ̂) is no longer a305
standard Sobolev space, and thus the Z stability of the Fortin operator cannot
be shown as in the case d = 2. Instead, we make use of a tensor product of the
univariate Fortin operators. See [35] for another application of a tensor product
of projection operators.
We first show, that the tensor product of univariate L2 projections is the
multivariate L2 projection, i.e., the Fortin operator. Then we show that the
H1 stability of the univariate projections yield the Z stability of their tensor
product. We define Πi : L2(0, 1) → Sp−1(Ξi) as the L2 projection into the
univariate spline space. Their tensor product Π = Π1⊗Π2 is defined as described
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in the following. We first extend the projections to γ̂ by Π1 : L2(γ̂) → L2(γ̂)
and Π2 : L2(γ̂)→ L2(γ̂), such that
[Π1f̂ ](ξ, η) = [Π1f¯η](ξ), [Π2f̂ ](ξ, η) = [Π2f¯ξ](η).
Here f¯η denote the univariate function depending on ξ, where the coordinate η310
plays the role of a parameter. f¯ξ is defined analogously and it holds f̂(ξ, η) =
f¯ξ(η) = f¯η(ξ). Now the tensor product of the projections can be defined as
Π = Π1 ⊗Π2 : L2(γ̂)→ Sp−1 by Π1 ⊗Π2 = Π1 ◦Π2 = Π2 ◦Π1.
Applying the univariate projection property of Πi, a direct calculation shows
that Π is the L2 projection onto Sp−1. Let B̂i,1, B̂j,2 denote the univariate basis
functions in the two parametric directions, then we get∫
γ̂
(Πv̂)(x, y)B̂i,1(x)B̂j,2(y) dx dy =
∫
γ̂
v̂(x, y)B̂i,1(x)B̂j,2(y) dx dy.
For a fixed x¯, y¯ ∈ (0, 1) denote Iy¯ = {(x, y¯) ∈ (0, 1)2} and Ix¯ = {(x¯, y) ∈
(0, 1)2}. For the calculation, we need the two steps resulting from the univariate315
stability of the unidirectional projectors in L2(Ik) and H1(Ik) for k = x or y:
First, for any y¯ ∈ (0, 1), we have
‖∂xyΠ1ŵ‖L2(Iy¯) = ‖∂xΠ1(∂yŵ)‖L2(Iy¯) = |Π1(∂yŵ)|H1(Iy¯) ≤ C‖∂yŵ‖H1(Iy¯)
= C‖∂yŵ‖L2(Iy¯) + C‖∂xyŵ‖L2(Iy¯)
We will use this result for ŵ = Π2v̂. Of course the analogue result for Π2 and
any x¯ ∈ (0, 1) also holds.
Hence, we see
‖∂xyΠv̂‖2L2(γˆ) =
∫
y∈I2
‖∂xyΠv̂‖2L2(Iy) dy
≤
∫
y∈I2
‖∂yΠ2v̂‖2L2(Iy) dy +
∫
y∈I2
‖∂xyΠ2v̂‖2L2(Iy) dy
=
∫
x∈I1
‖∂yΠ2v̂‖2L2(Ix) dx+
∫
x∈I1
‖∂xyΠ2v̂‖2L2(Ix) dx
≤ C‖v̂‖2Z ,
i.e., the operator is Z stable.
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The Z − Z ′ stability of Sp−1zmv can be concluded similarly to the univariate
case starting from the Z − Z ′ inf-sup condition for q̂p−1 and r̂p−1 ∈ Sp−1,
see (6). We can consider f̂p−1 ∈ Sp−1zmv , since the inf-sup condition remains valid
for q̂p−1 ∈ Sp−1 and f̂p−1 ∈ Sp−1zmv . Now we define ĝp−1 ∈ Sp−1zmv such that
ĝp−1(x, y) = q̂p−1(x, y) − ŝ10(x) − ŝ20(y) − c ∈ Sp−1zmv with ŝ10 ∈ Sp−1(Ξ1), ŝ20 ∈
Sp−1(Ξ2) and c ∈ R, and note that for f̂p−1 ∈ Sp−1zmv it holds∫
γ̂
f̂p−1q̂p−1dx =
∫
γ̂
f̂p−1ĝp−1dx.
Now, the Z −Z ′ stability can be concluded by noting that ‖ĝp−1‖Z ≤ ‖q̂p−1‖Z .320
The proof ends the same way as the case d = 2 using [36, Proposition 3.4.3].
It remains to combine these preliminary results to prove the main theorem
of this section. We use the bijectivity between the spline spaces of different
degrees, stated in Lemma 9, and partial integration to estimate the inf-sup
term by the equal order p− 1 stability which was estimated in Lemma 10.325
Theorem 11. Let p ≥ 2 and the knot vectors Ξδ, δ = 1, . . . , d−1, be such that
Sp(γ̂) ⊂ C1(γ̂). The dual space M̂2 verifies
sup
ŵ∈Sp0
∫
γ̂
µ̂ ŵ dx
‖ŵ‖L2(γˆ) ≥ C‖µ̂‖L
2(γˆ), µ̂ ∈ M̂2
with a constant C independent of the mesh size, but possibly dependent on p.
Proof. As before, the cases d = 2 and d = 3 are considered separately. We
perform partial integration, noting that in the bivariate case, a tensor product
structure is exploited.
Given any µ̂p−2 ∈ Sp−2, we may introduce ĝp−1 ∈ Sp−1zmv , such that ∂xĝp−1 =330
µ̂p−2 as constructed in Lemma 9.
For the case d = 2, partial integration yields
sup
ŵp∈Sp0
∫
γ̂
ŵp µ̂p−2dx
‖ŵp‖L2(γˆ) = supŵp∈Sp0
∫
γ̂
ŵp ∂xĝ
p−1dx
‖ŵp‖L2(γˆ) = supŵp∈Sp0
∫
γ̂
ĝp−1 ∂xŵpdx
‖ŵp‖L2(γˆ) .
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Now, let us denote f̂p−1 = ∂xŵp ∈ Sp−1zmv and use the coercivity of the derivative
as stated in Lemma 9. Since ∂x is bijective from Sp0 onto Sp−1zmv , we have
sup
ŵp∈Sp0
∫
γ̂
ĝp−1 ∂xŵp dx
‖ŵp‖L2(γˆ) ≥ supŵp∈Sp0
C
∫
γ̂
ĝp−1 ∂xŵp dx
‖∂xŵp‖Z′
= sup
f̂p−1∈Sp−1zmv
C
∫
γ̂
f̂p−1 ĝp−1 dx
‖f̂p−1‖Z′
.
Now, we make use of the Z ′ − Z stability on the equal order pairing, as stated
in Lemma 10. Since ∂xĝp−1 = µ̂p−2, we have
sup
f̂p−1∈Sp−1zmv
C
∫
γ̂
f̂p−1 ĝp−1 dx
‖f̂p−1‖Z′
≥ C‖ĝp−1‖Z ≥ C
∣∣ĝp−1∣∣
Z
= C‖µ̂p−2‖L2(γˆ),
which yields the stated inf-sup condition.
The proof for the case d = 3 is analogue, but special care must be taken due
to the tensor product structure. In this case, the suitable differential operator is
the mixed derivative ∂xy, so the partial integration has to be performed twice.
Since most parts of the proof were shown in the previous lemmas, proving
the analogue partial integration formula is the only remaining part. Given
f̂p−2 ∈ Sp−20 , define ĝp−1 ∈ Sp−1zmv such that ∂xy ĝp−1 = µ̂p−2. We apply Gauß
theorem twice and note that in both cases the boundary term vanishes∫
γ̂
ĝp−1 ∂iŵp dx =
∫
∂γ̂
ŵp ĝp−1ni dσ −
∫
γ̂
ŵp ∂iĝ
p−1 dx,
where ni is the i-th component of the outward unit normal on ∂γ̂, i.e., ni ∈
{0,±1}.
Using the zero trace of wp ∈ H1,10 (γ̂), the first step∫
γ̂
ŵp µ̂p−2dx =
∫
γ̂
ŵp∂xy ĝ
p−1dx
= −
∫
γ̂
∂xŵ
p ∂y ĝ
p−1dx+
∫
∂γ̂
ŵp ∂y ĝ
p−1n1dσ
= −
∫
γ̂
∂xŵ
p ∂y ĝ
p−1dx
follows.335
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For the second step, we use that on the part of ∂γ̂ parallel to the x-axis, it
holds ∂xŵp = 0. On the orthogonal part (parallel to the y-axis), it holds n2 = 0.
−
∫
γ̂
∂xŵ
p ∂y ĝ
p−1dx =
∫
γ̂
∂xyŵ
p ĝp−1dx−
∫
∂γ̂
∂xŵ
p ĝp−1n2dσ
=
∫
γ̂
∂xyŵ
p ĝp−1dx.
We define f̂p−1 = ∂xyŵp ∈ Sp−1zmv and continue analogously to the univariate
case. Note, that this proof is not restricted to the bivariate case, but can be
applied to tensor products of arbitrary dimensions.
While we considered an inf-sup condition in the parametric space (5), the
inf-sup condition, Assumption 4, needs to be fulfilled in the physical domain.340
Now we prove from Theroem 11 the inf-sup stability in the physical space.
Theorem 12. Let (5) holds and let M2l,h = {µ = µ̂ ◦ F−1s(l), µ̂ ∈ Sp−2(γ̂)}, and
Wl,h = {w = ((ŵ/D̂W ) ◦ F−1s(l)), ŵ ∈ Sp0 (γ̂)} be respectively the Lagrange multi-
plier space and the primal trace space given in the physical domain. Then, for
h sufficiently small, the pairing Wl,h−M2l,h fulfills a uniform inf-sup condition,
i.e., for each µ ∈M2l,h, it holds
sup
w∈Wl,h
∫
γ
µw dσ
‖w‖L2(γ) ≥ C‖µ‖L
2(γ).
Proof. After a change of variable, the integral over the physical boundary can be
expressed as a weighted integral over the parametric space. The proof is based
on a super-approximation of the product of the dual variable with the weight.
In contrast to the previous proofs, we do not need to distinguish between the345
cases d = 2 and 3.
We recall the transformation of the integral onto the parametric space (4)∫
γ
µw dσ =
∫
γ̂
µ̂ ŵ ρ dx,
where ρ = (D̂W )−1
∣∣det∇γFs(l)∣∣ is uniformly bounded by above and below,
fulfills ρ ∈ Cp−2(γˆ) and is h-independent. We also note the norm equivalence
C−1‖v̂‖L2(γˆ) ≤ ‖ρv̂‖L2(γˆ) ≤ C‖v̂‖L2(γˆ). (7)
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Let Π : L2(γ̂) → Sp−2(γ̂) denote any local projection with best approx-
imation properties, e.g, [32, Equation 37], the following super-approximation
holds
‖µ̂ρ−Π(µ̂ρ)‖L2(γˆ) ≤ Ch‖µ̂‖L2(γˆ). (8)
The proof of the super-approximation given in [41, Theorem 2.3.1] can be easily
extended to the isogeometric setting using the standard approximation results
for splines, see [32].
Then, for µ = µ̂ ◦ F−1s(l), we choose ŵµˆρ ∈ Sp0 (γ̂), such that∫
γ̂
ŵµˆρΠ(µ̂ρ) dx
‖ŵµˆρ‖L2(γ) ≥ C‖Π(µ̂ρ)‖L
2(γˆ).
We replace in the inf-sup integral the term µ̂ρ by its projection, use the super-
approximation and the norm equivalence (7) to obtain:
sup
w∈Wl,h
∫
γ
µw dx
‖w‖L2(γ) ≥ C supŵ∈Sp0 (γˆ)
∫
γ̂
ŵ µ̂ρ dx
‖ŵ‖L2(γˆ)
= C
∫
γ̂
ŵµˆρ Π(µ̂ρ) dx
‖ŵµˆρ‖L2(γˆ) + C
∫
γ̂
ŵµˆρ(µ̂ρ−Π(µ̂ρ)) dx
‖ŵµˆρ‖L2(γˆ)
≥ C‖Π(µ̂ρ)‖L2(γˆ) − C‖µ̂ρ−Π(µ̂ρ)‖L2(γˆ)
≥ C‖Π(µ̂ρ)‖L2(γˆ) − C ′h‖µ̂ρ‖L2(γˆ).
Now, we use the approximation result (8) and the norm equivalence (7) to bound
‖Π(µ̂ρ)‖L2(γˆ):
‖µ̂‖L2(γˆ) ≤ ‖Π(µ̂ρ)‖L2(γˆ) + ‖Π(µ̂ρ)− µ̂ρ‖L2(γˆ) ≤ ‖Π(µ̂ρ)‖L2(γˆ) + C ′′h‖µ̂‖L2(γˆ),
which shows ‖Π(µ̂ρ)‖L2(γˆ) ≥ C‖µ̂‖L2(γˆ) for sufficiently small h. Then standard350
norm equivalences show the inf-sup condition in the physical domain.
Remark 13. An analogue proof shows the stability of a pairing of order p and
p− 2k ≥ 0 for k ∈ N. However, for k > 1 the dual approximation order in the
L2 norm p − 2k is very low and will reduce the convergence order drastically,
i.e., to p − 2k + 3/2. Since for Signorini and contact problems, the regularity355
of the solution is usually bounded by H5/2−ε(Ω), see, e.g. [42], low dual degrees
might be reasonably used in these cases.
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4.3. Choice 3: stable p/p pairing with boundary modification
The first two choices had been motivated by Assumptions 4 and 5. While
the choice 1 does not yield uniformly stable pairings, the choice 2 does not360
guarantee optimal order p convergence. Thus consider the natural equal order
pairing in more details. In the finite element context, it is well-known that
the simple choice of taking the space of Lagrange multiplier as the space of
traces from the slave side yields to troubles at the so-called cross points for
d = 2 and wirebaskets for d = 3, i.e., (
⋃
l 6=j ∂γl ∩ ∂γj) ∪ (
⋃
l ∂γl ∩ ∂ΩD). As365
a remedy, in the finite element method a modification is performed, see [5, 7].
We adapt this strategy to isogeometric analysis, thus a modification of the dual
spaces is performed to ensure at the same time accuracy, see Assumption 5,
and stability, see Assumption 4. This modification results in a reduction of
dimension of the dual space such that a counting argument for the dimensions370
still holds. Roughly speaking there are two possibilities: in the first case, the
mesh for the Lagrange multiplier is coarsened locally in the neighborhood of
the cross point (wirebasket), and in the second case the degree is reduced in the
neighborhood of the cross point (wirebasket). Here we only consider the second
possibility.375
Let us start the construction for the univariate case (d = 2), since the
construction for the bivariate case (d = 3) can be done as a tensor product.
Given an open knot vector and the corresponding B-Spline functions B̂pi . We
define the modified basis B˜pi , i = 2, . . . , n− 1 as follows
B˜pi (ζ) =

B̂pi (ζ) + αiB̂
p
1(ζ), i ∈ {2, . . . , p+ 1},
B̂pi (ζ), i ∈ {p+ 2, . . . , n− p− 1},
B̂pi (ζ) + βiB̂pn(ζ), i ∈ {n− p, n− 1}.
The coefficients αi and βi are chosen such that the basis function is a piecewise
polynomial of degree p − 1 on the corresponding element while retaining the
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inter-element continuity on γ̂, i.e., as
αi = −B̂p (p)i (ζ)/B̂p (p)1 (ζ), ζ ∈ (0, ζ2),
βi = −B̂p (p)i (ζ)/B̂p (p)n (ζ), ζ ∈ (ζE−1, 1).
An example for degree p = 3 is shown in Figure 5. Note that B̂pi is a polyno-
mial of degree p on one single element, so the coefficients are well-defined and
constant. Since derivatives of B-Spline functions are a combination of lower
order B-Spline functions, a recursive algorithm for the evaluation exists, see [14,
Section 2.1.2.2]. Using the recursive formula it can easily be seen that the coef-380
ficients are uniformly bounded under the assumption of quasi-uniform meshes.
We define the space of Lagrange multipliers of the same order as the primal ba-
sis, as M̂0 = span2, ..., n−1{B˜pi }. The construction guarantees that the resulting
basis forms a partition of unity.
0 h 2h 3h
−1
0
1
2
B˜
2 i
ζ
Figure 5: Boundary modification of a spline of degree 3 for d = 2, left modification.
Theorem 14. Assumption 5 holds for the dual space M̂0.385
Proof. Since the space of global polynomials of degree p− 1 is contained in the
dual space M̂0, we can directly argue as in [32, Section 3].
4.4. Stability for the three choices
Finally hereafter, we summarize the results for the three pairings considered:
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• the pairing p/p − 1 satisfies the necessary convergence order p in the L2390
norm, Assumption 5, but it does not fulfill Assumption 4. As a result,
Theorem 6 cannot be applied and no optimal convergence can be expected.
• the pairing p/p − 2 fulfills Assumption 4 and Assumption 5, hence this
choice yields an order p− 1/2 convergence by Theorem 6.
• the pairing p/p cannot satisfy Assumption 4 without a crosspoint mod-395
ification. We propose a modification based on a local degree reduction
at the boundary of the interface and show the uniform inf-sup stability
numerically. And obviously it ensures Assumption 5, hence Theorem 6
guarantees an optimal convergence order p.
5. Numerical results400
In this section, we apply the proposed mortar method to five examples, in
order to validate its optimality and enlighten some additional practical aspects.
All our numerical results were obtained on a Matlab code, using GeoPDEs, [43].
Previous to the examples, we numerically evaluate the inf-sup constants for the
considered spaces, and also for further choices of even lower degree. The first405
example is a multi-patch NURBS geometry with a curved interface, for which
the computed L2 and broken V rates are optimal. The second example is a
re-entrant corner, where we investigate, whether the presence of a singularity
disturbs the proposed mortar method. Since the results are as expected, it can
be said that the singularity does not have a large influence on the proposed cou-410
pling. An interface problem with jumping coefficients is considered as a third
example, since for these problems domain decomposition methods are very at-
tractive. Although NURBS are capable of exactly representing many geome-
tries, it is not always possible to have a matching interface between subdomains.
For this reason in the fourth example, we introduce an additional variational415
crime by a geometry approximation. It can be seen, that the proposed method
is robust with respect to a non-matching interface. The last example is a prob-
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lem of linear elasticity and it is shown that the mortar method behaves as well
as for scalar problems.
5.1. A numerical evaluation of the inf-sup condition420
We consider one subdomain Ωk resulting from the identity mapping of the
unit square and assume that its mesh is uniformly refined. We identify elements
in Ml,h and Wl,h with its algebraic vector representation. Then the inf-sup
condition, on one interface γl, reads
inf
µ∈Rn′
sup
v∈Rn
µ>Gv
(µ>Sµ)1/2 (v>Tv)1/2
≥ C > 0, (9)
where n′ = dimMl,h and n = dimWl,h and G,S, T denote the L2 inner product
matrices. Here we use the technique of Chapelle and Bathe, [44], to verify our
theoretical results on the inf-sup stability. The proof of this approach can be
found in [36, Chapter 3].
The h-dependency of the inf-sup condition was studied first for primal spaces425
without any Dirichlet boundary condition and with homogeneous conditions.
Precisely, primal spaces are either {v|γl , v ∈ Vs(l),h} or {v|γl , v ∈ Vs(l),h} ∩
H10 (γl) = Wl,h, and dual spaces are {µ = µ̂◦F−1s(l), µ̂ ∈ Ŝp} or {µ = µ̂◦F−1s(l), µ̂ ∈
span2, ..., n−1{B˜pi } for same degree pairings as it is necessary to consider a bound-
ary modification.430
This study leads us to the following conclusion: the inf-sup condition is
satisfied for couples of the same parity, see Figure 6 for the pairings of primal
degree p = 5. Moreover regarding the p-dependence, a reasonable behavior
has been observed for primal space without boundary condition, whereas an
exponential behavior has been found for primal space with boundary conditions,435
see Figure 6.
Comparing the three stable pairings of the top right picture of Figure 6,
we note that, although the dual dimension decreases, the stability constant
gets smaller with a lower dual degree. Once more, this shows that the inf-sup
condition is not only a matter of dimensions of the spaces, especially for splines440
for which the spaces are not nested in general. We also note, that considering
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Figure 6: Problem of Subsection 5.1 - Left: h-dependency for pairing P5/Pp (p = 0, . . . , 5).
Right: p-dependency. Top: primal spaces without boundary condition. Bottom: primal
spaces with homogeneous boundary conditions.
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homogeneous Dirichlet conditions, the stability constant for the case P5/P3 is
less than for the other cases. However, the difference is quite small and should
not lead to any remarkable effect.
5.2. A scalar problem on a multi-patch NURBS domain445
Let us consider the standard Poisson equation −∆u = f , solved on the do-
main Ω = {(r, ϕ), 0.2 < r < 2, 0 < ϕ < pi/2} which is given in polar coordinates.
The domain is decomposed into two patches, which are presented in Figure 7.
The internal load and the boundary conditions have been manufactured to have
the solution u(x, y) = sin(pix) sin(piy), given in Cartesian coordinates. To test450
the same degree pairing, we consider a case such that no boundary modification
is required. This can be granted by setting Neumann boundary conditions on
∂ΩN = {(r, ϕ), 0.2 < r < 2, ϕ ∈ {0, pi/2}} and Dirichlet boundary conditions
on ∂Ω\∂ΩN .
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Figure 7: Problem of Subsection 5.2 - Left: a non-conforming mesh. Right: a conforming
mesh.
In Figure 8, we show the numerically obtained error decay in the L2 and455
the broken V norm for the primal variable and p = 2, 3, 4. As expected from
the theory, for an equal order p pairing we observe a convergence order of p+ 1
for the L2 error. We also compare the error of a matching and non-matching
mesh situation and recall that in the matching case we are within the standard
conforming setting. As Figure 8 shows, no significant quantitative difference can460
29
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Figure 8: Problem of Subsection 5.2 - L2 (left) and broken V (right) primal error curves for
same degree pairings.
be observed. Note that the comparison is based on results issued from similar
meshes not from similar control point repartition, see Figure 7. In Table 1, the
numerically computed order of the L2 error decay is given. Asymptotically, the
optimal order of p+ 1 is obtained in each refinement step.
P2− P2 P3− P3 P4− P4
level error value slope error value slope error value slope
0 1.445757e-01 — 2.603045e-01 — 5.221614e-02 —
1 7.871436e-02 0.877 1.799185e-02 3.855 2.373889e-02 1.137
2 5.651043e-03 3.800 1.100586e-03 4.031 2.897823e-04 6.356
3 5.904159e-04 3.259 4.794994e-05 4.521 5.162404e-06 5.811
4 7.021278e-05 3.072 2.719572e-06 4.140 1.361467e-07 5.245
5 8.663724e-06 3.019 1.661382e-07 4.033 4.059923e-09 5.068
6 1.079348e-06 3.005 1.033782e-08 4.006 1.253044e-10 5.018
7 1.347999e-07 3.001 6.458495e-10 4.001 3.902800e-12 5.005
Table 1: Problem of Subsection 5.2 - ||u− uh||L2(Ω) and its estimated order of convergence.
5.3. A singular scalar problem465
Let us now consider the Laplace equation −∆u = 0, solved on a non-convex
domain with a re-entrant corner Ω decomposed into three patches, presented
in Figure 9. We need to precise for this example the mortar geometry setting.
30
The patches are enumerated from 1 to 3 from the left to the right. We set
the interface 1, as the interface between the subdomain 1 and 3, the interface470
2 between 2 and 3 and the interface 3 between 1 and 2, see Figure 9. The
singular function associated to a re-entrant corner with Dirichlet condition is
given by r2/3 sin(2/3ϕ), see [34]. We consider this singular case, which can be
granted by setting all the boundary of Ω as a Dirichlet boundary with the value
r2/3 sin(2/3ϕ).475
The order of the numerical method is bounded by the singularity. Standard
techniques to obtain better convergence rates include the use of graded meshes,
[45], and hp-refinement, [46, 47]. Here we do not wish to improve these rates,
but to test if the proposed mortar method is disturbed by the presence of a
singularity.
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Figure 9: Problem of subsection 5.3 - a non-conforming mesh.
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The results are compared to the analytical solution and a numerical error
study is provided. The errors are shown in Figures 10 and 11, the L2 and broken
V errors are considered for the primal solution and the L2 error for the dual
solution.
Considering the same degree pairing the boundary modification is necessary485
and the results show the optimality of the method with respect to the regularity
of the solution, see Figure 10. We note an initial bad behavior of the L2 dual
31
error on interface 2. The increase in the error might be related to the fact,
that the exact Lagrange multiplier of interface 2 is zero. More precisely, the
convergence rate 1/6 for the dual variable is a very slow rate, but induced by490
the regularity of the solution at this interface, as we can see that the rate on
the remaining interfaces is better. Moreover, we have also considered different
degree pairings, and observed numerically the stability of the methods. In Fig-
ure 10, the results for the pairing P4 − P2 and P3 − P1 are given and show
asymptotically the same convergence rates as best approximations.
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Figure 10: Problem of subsection 5.3 - Error curves for several pairings. Top left: broken V
primal error. Top right: L2 primal error. Bottom left: L2 dual error at the interfaces 1 and
3. Bottom right: L2 dual error at interface 2.
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We also studied the error distribution over the different subdomains and
interfaces, see Figure 11. The results clearly show the pollution effect in the L2
norm, i.e., also in the subdomain 1 far away from the singularity no better L2
32
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Figure 11: Problem of Subsection 5.3 - Error curves for the pairing P4 − P4. Top left: L2
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convergence rate can be observed. The situation is different if we consider the
H1 norm subdomain-wise. Here a better rate can be observed for subdomain 1500
although it is significantly smaller than the best approximation rate restricted
to this subdomain. This effect can be explained by local Wahlbin type error
considerations in combination with the already mentioned pollution effect. Re-
garding the dual error, the same behavior as for the H1 primal error is observed.
This discrepancy between the interface 2 and the remaining interfaces can also505
be seen in the L2 primal trace error.
5.4. A scalar problem with jumping coefficients
We consider the domain Ω = (0, 2) × (0, 2.8) with homogeneous Dirichlet
conditions applied on ∂ΩD = (0, 2)× {0, 2.8} and homogeneous Neumann con-
ditions on ∂ΩN = ∂Ω\∂ΩD.510
We consider three patches, with α being constant on each patch, see a dis-
tribution in Figure 12. The interface is a B-Spline curve of degree 3 and exactly
represented on the initial mesh. The external layers have the constant α = 1,
and the internal one α = 1/100 and the right hand side is f = 1. Due to the
different values of α, the mesh of the interior layer is chosen finer compared to515
the one of the other two layers. A uniform refinement starting from the initial
mesh in Figure 12 is performed.
In Figure 12 the L2 error of an equal degree pairing for p = 3 and p = 4
is shown. Lacking an exact solution, we compute the error by comparing to a
reference solution, visible in Figure 13. The reference solution is obtained by520
two more h-refinement steps starting from the finest mesh.
We note that jumping coefficients can cause singularities in the cases, where
more than two subdomains meet, although it is well-known that the case of
a rectangular domain with interfaces parallel to the x-axis yields to a smooth
solution.525
Numerically, we obtain optimal convergence for the case p = 3, but, consid-
ering the convergence rate, there is no benefit of the degree elevation to degree
p = 4, which indicates that the solution is not sufficiently smooth. Further
34
numerical investigations let us conjecture that this can have two reasons, one
coming from the fact that the interface is not smooth enough to have higher530
regularity. In this example the interface was built from a B-Spline curve of
degree p = 3, hence the continuity on the interface is only C2. This has an
influence on the smoothness of the unit normal along the interface and thus on
the smoothness of the solution. The other reason is to have corner singularities
in the inner domain where interface meets the outer boundary. In this example,535
the angles were set to be pi/2.
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Figure 12: Problem of Subsection 5.4 - Left: initial mesh. Right: primal L2 error curves for
two equal order pairings.
5.5. A scalar problem on a two patch domain with a non-matching interface
Let us consider the standard Poisson equation solved on the unit square
Ω = (0, 1)2, which is decomposed into two patches presented in Figure 14. As
the subdomains cannot exactly be represented by the chosen spline spaces for540
the geometry approximation, the subdomains do not match at the interface,
see Figure 14. And thus, due to this geometry approximation an additional
variational crime is introduced in the weak problem formulation.
The internal load and the boundary conditions have been manufactured to
have the analytical solution u(x, y) = sin(5y) sin(6x). To measure the influence545
35
Figure 13: Problem of Subsection 5.4 - Solution for the pairing P3− P3 on the finest mesh.
of the geometrical approximation on the mortar method accuracy, we consider
the same degree pairing and note that in this case no boundary modification is
required. This can be granted by setting homogeneous Neumann conditions on
∂ΩN = {0, 1} × (0, 1) and Dirichlet conditions on ∂Ω\∂ΩN
Firstly, in the top row of Figure 15, we show the numerically obtained error550
decay in the L2 norm. As expected from the theory, we observe for an equal
order p pairing a convergence order of p + 1 for the primal variable. We also
compare the primal error of a matching and non-matching mesh situation. As
Figure 15 shows, no significant quantitative difference can be observed in the
asymptotical behavior. Note, that the optimal primal L2 rates are in accordance555
with the theory of finite element methods, see [48]. Moreover, the results of the
bottom right picture of Figure 15 show even higher rates for the dual variable
than expected from the theory.
Secondly, we consider different degree pairings in order to see the accuracy
of the reduced order mortar method for a problem containing an additional560
approximation. In the lower row of Figure 15, the L2 error of the the primal
variable and of the dual variable for the pairing P4−P2 and P3−P1 is given.
We note that a lower dual degree does not deteriorate the accuracy on the primal
variable. From the theoretical point of view, it is obvious that a p/p− 2 pairing
gives a priori results for the Lagrange multiplier which are of the same order565
36
as the best approximation of the dual space. However, this is not the case for
the primal variable. Theorem 6 indicates that for this case a
√
h is lost. This
is not observed in our situation, see Figure 15. This might be a consequence of
superconvergence arguments which can possibly recover an extra order of
√
h
on uniformly refined meshes.570
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Figure 14: Problem of Subsection 5.5 - Non-conforming mesh with a non-matching interface.
To conclude, this example shows that the influence of the additional geom-
etry error in the mortar method context is quite small.
5.6. A linear elasticity problem
Let us define the mechanical equilibrium on a domain Ω as:
−div(σ) = f in Ω,
u = uD on ∂ΩD,
σ · n = g on ∂ΩN .
In a plane linear isotropic elastic context, we have the following relations between
the stress tensor σ, the strain tensor ε and the displacement u:
σ = λ tr(ε) I + 2µ ε, ε = ∇su = 12(∇u + ∇
Tu).
where div, ∇, n, f , uD, g, λ and µ stand respectively for the standard diver-
gence operator, the gradient operator, the unit outward normal to Ω on ∂Ω, the575
prescribed data values on ∂ΩD and on ∂ΩN and the Lame´ coefficients.
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Figure 15: Problem of Subsection 5.5 - Several L2 error curves. Top left: primal error for
stable pairings of primal degree p = 4. Top right: primal error for stable pairings of primal
degree p = 3. Bottom left: direct comparison of the primal error for pairings P4 − P2 and
P3− P1. Bottom right: dual error for stable pairings of primal degree p = 3 and p = 4.
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Let us consider the problem of an infinite elastic plate with a circular hole
subjected to tension loading in x = −∞ and x = +∞. Considering the load
and the boundary condition symmetries, only a quarter of the plate is modeled.
This test, which has an analytical solution, [49], is a typical benchmark in iso-580
geometric analysis because the NURBS offer the possibility to exactly represent
the geometry. However, it cannot be parametrized smoothly in a one patch
setting, so it is worth to consider it within a domain decomposition approach
such as the mortar method.
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Figure 16: Problem of Subsection 5.6 - Different parametrizations of the infinite plate with a
hole. From left to right: 2, 3 and 4 subdomains.
We consider a domain Ω = {(x, y) ∈ (0, 2)2 : x2 + y2 > 0.04}, shown in585
Figure 16, apply the exact pressure on ∂ΩN = {2}× (0.2, 2)∪ (0.2, 2)×{2} and
the symmetry condition on ∂ΩD1 = {0} × (0.2, 2) and ∂ΩD2 = (0.2, 2)× {0}.
Let us consider three different parametrizations of this test. First, two geo-
metrically conforming cases which are constituted by 2 and 4 patches, respec-
tively (see the left and the right pictures of Figure 16). Only in the four patches590
situation, we have cross points where the boundary modification of the dual
space is required. Secondly, let us consider a slave geometrical conforming case
constitutes by 3 patches (see middle of Figure 16) for which the boundary mod-
ification is necessary considering the same degree pairing. In each case, the
results are compared to the analytical solution, and a numerical convergence595
study is presented.
As it is visible in the left column of Figure 17 for the broken V error of the
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Figure 17: Problem of Subsection 5.6 - Left: broken V primal error curves. Right: L2 dual er-
ror curves. Respectively from the top to the bottom, for the 2, 3 and 4 patch parametrizations
given on Figure 16, for several degree pairings.
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primal variable, the mortar methods considering the same degree pairing with
the correct boundary modifications remain optimal in all the cases. Moreover,
we have also considered different degree pairings, and observed numerically the600
optimality of the methods. We note that even if we were expecting from the the-
ory a reduced order regarding the convergence of the primal variable in broken
V norm of the pairing P4−P2, we numerically obtain for some parametrization
a better order. Additionally, in the right column of Figure 17, the L2 error of
the dual variable is given for the primal degree p = 4 and its corresponding605
stable reduced degrees. As already observed several times, we obtain the best
approximation rates for the different degree pairings.
6. Conclusion
In this article an isogeometric mortar formulation was presented and inves-
tigated from a mathematical and a practical point of view. For a given primal610
order p, dual spaces of degree p, p−1 and p−2 were considered. While the pair-
ing p/p− 1 was proven unstable, the others satisfied this condition, noting that
the stability is achieved for the same degree pairing because of a boundary mod-
ification. For a given primal space, the proposed mortar methods are such that
the equal order pairing guarantees optimal results, while for the pairing p/p− 2615
the convergence order can be reduced by at most 1/2. However, we note that
a boundary modification always yields additional effort for the implementation
and the data structure.
Numerical examples showed that the mortar method can also handle further
difficulties arising from geometry approximations and is not perturbed by sin-620
gularities. Also in several cases the obtained convergence order was superior to
the theoretical results.
The application of mortar methods in the isogeometric analysis in not re-
stricted to linear problems. Since isogeometric discretizations have recently
given promising results in contact problems, the application of the stated mor-625
tar spaces tailored to contact problems is a subject of a ongoing research.
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