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How many miles to βω? — Approximating
βω by metric-dependent compactifications
Masaru Kada∗ Kazuo Tomoyasu† Yasuo Yoshinobu ‡
Abstract
It is known that the Stone-Cˇech compactification βX of a non-
compact metrizable space X is approximated by the collection of
Smirnov compactifications of X for all compatible metrics on X. We
investigate the smallest cardinality of a set D of compatible metrics
on the countable discrete space ω such that, βω is approximated by
Smirnov compactifications for all metrics in D, but any finite subset
of D does not suffice. We also study the corresponding cardinality for
Higson compactifications.
MSC: 03E17; 03E35; 54D35; 54H05
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1 Notations and definitions
1.1 Compactifications of topological spaces
Let X be a completely regular Hausdorff topological space. A compactifi-
cation αX of X is a compact Hausdorff space which contains X as a dense
subspace. For compactifications αX and γX of a non-compact space X , we
write αX ≤ γX if there is a continuous surjection f : γX → αX such that
f ↾X is the identity map on X . If such an f can be chosen to be a home-
omorphism, we say αX and γX are equivalent and denote this by writing
αX ≃ γX .
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Let K(X) denote the class of compactifications of X . When we identify
equivalent compactifications and regard K(X) as the collection of equivalence
classes, we may regard K(X) as a set, and then the order structure (K(X),≤)
is a complete upper semilattice whose largest element is the Stone-Cˇech com-
pactification βX .
Let C∗(X) denote the set of all bounded continuous functions from X to
R. C∗(X) is a topological ring with respect to pointwise addition, pointwise
multiplication, and the uniform norm topology (see [7, 2M]). A subring R
of C∗(X) is called regular if R is closed, contains all constant functions, and
generates the topology of X . Let R(X) denote the class of regular subrings
of C∗(X). Then it is known that (K(X),≤) is isomorphic to (R(X),⊆), by
mapping each αX ∈ K(X) to the set of bounded continuous functions from
X to R which are continuously extended over αX , which we will denote as
CαX (cf. [1, Theorem 3.7], [3, Theorem 2.5]). In particular, the Stone-Cˇech
compactification βX corresponds to the whole C∗(X). (See [3, 7] for more
details.)
We introduce the following notation. For a compactification αX ofX and
two closed subsets A,B of X , we write A ‖ B (αX) if clαX A ∩ clαX B = ∅,
and otherwise we write A 6 ‖ B (αX).
The following lemma is well-known.
Lemma 1.1. For a compactification αX of a space X and closed subsets
A,B of X, the following are equivalent :
(1) A ‖ B (αX).
(2) There is an f ∈ CαX such that f ′′A = {1} and f ′′B = {0}.
(3) There are g ∈ CαX and a, b ∈ R with a > b such that g(x) ≥ a for all
x ∈ A and g(x) ≤ b for all x ∈ B.
Note that, for compactifications αX , γX of a space X , αX ≤ γX holds
if and only if, A ‖ B (αX) implies A ‖ B (γX) for any A,B ⊆ X . In
particular, αX ≃ βX if and only if A ‖ B (αX) holds for any pair of
disjoint closed subsets A,B of X .
The following lemma plays an important role in the following sections.
Lemma 1.2. Suppose that C is a set of compactifications of a space X. For
closed sets A,B of X, the following are equivalent (sup is taken in the lattice
(K(X),≤)):
(1) A ‖ B (sup C).
(2) A ‖ B (supF) for some nonempty finite subset F of C.
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Proof. Let R = 〈
⋃
{CαX : αX ∈ C}〉 (where 〈Z〉 denotes the subring of
C∗(X) generated by Z ⊆ C∗(X)) and C = clR. Then we have C = Csup C.
Suppose that A,B ⊆ X are closed and A ‖ B (sup C). By Lemma 1.1,
there is an f ∈ C such that f ′′A = {1} and f ′′B = {0}. Since C = clR,
there is a sequence of functions in R which uniformly converges to f , and
so there is a g ∈ R such that g(x) ≥ 2
3
if x ∈ A and g(x) ≤ 1
3
if x ∈ B.
By the definition of R, there is a finite set F ⊆ C such that g is obtained
by additions and multiplications of functions from
⋃
{CαX : αX ∈ F}, and
hence g ∈ R′ = 〈
⋃
{CαX : αX ∈ F}〉. Then R′ ⊆ clR′ = CsupF , and by
Lemma 1.1, we have A ‖ B (supF).
1.2 Cardinal invariants of the reals
In this subsection, we review definitions and known results about cardinal
invariants of the reals, which appear in the following sections.
We use standard notations and basic facts about set theory, including de-
scriptive set theory. We refer the readers to [2], [10], [14] or [16] for undefined
set-theoretic notions. For X, Y ⊆ ω, we write X ⊆∗ Y if XrY is finite. For
f, g ∈ ωω, f ≤∗ g if for all but finitely many n < ω we have f(n) ≤ g(n).
We will often use the expression “κ is the smallest cardinality of a set X
which satisfies ...,” without assuming the existence of such an X . Here we
make the following notational convention: If there is no such X , we write
κ =∞ and regard λ <∞ for any cardinal λ.
Let 2ω be the Cantor space equipped with the usual product measure.
Let M denote the collection of meager subsets of 2ω, and N the collection
of measure zero subsets of 2ω. BothM and N are countably complete ideals
on 2ω and contain all singletons.
For a collection X of subsets of 2ω, we define the following four cardinal
coefficients.
(1) cov(X ) is the smallest cardinality of a set X ′ ⊆ X such that
⋃
X ′ = 2ω.
(2) non(X ) is the smallest cardinality of a set Z ⊆ 2ω such that Z 6⊆ X
holds for every X ∈ X .
(3) add(X ) is the smallest cardinality of a set X ′ ⊆ X such that
⋃
X ′ 6⊆ X
holds for every X ∈ X .
(4) cof(X ) is the smallest cardinality of a set X ′ ⊆ X such that for every
Y ∈ X there is an X ∈ X ′ satisfying Y ⊆ X .
Clearly, X ⊆ Y implies cov(X ) ≥ cov(Y) and non(X ) ≤ non(Y).
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Figure 1: Cichon´’s diagram
b is the smallest cardinality of an unbounded subset of a partially ordered
set (ωω,≤∗). d is the smallest cardinality of a cofinal subset of (ωω,≤∗).
Figure 1, which is known as “Cichon´’s diagram” ([6]), illustrates the rela-
tions among b, d and cardinals defined from M and N , where κ→ λ in the
diagram means that the inequality κ ≤ λ is provable in ZFC. Martin’s axiom
implies that all cardinals from the diagram, except for ℵ1, equal to c. It is
known that Cichon´’s diagram is complete in the sense that every provable
inequality is given by a chain of arrows in the diagram. (See [2] for details.)
Throughout this paper, an ultrafilter means a non-principal ultrafilter on
ω. For an ultrafilter U and F ⊆ U , we say F generates U if for every X ∈ U
there is a Y ∈ F such that Y ⊆ X . u is the smallest cardinality of a subset
of P(ω) which generates an ultrafilter. Clearly we have u ≤ c. It is known
that cov(M) ≤ u, cov(N ) ≤ u (see [21]) and b ≤ u (see [20, Notes to Section
3]).
An ultrafilter U is called a p-point if for every set {Xn : n < ω} ⊆ U there
is an X ∈ U such that X ⊆∗ Xn for all n < ω. The existence of a p-point is
not provable in ZFC ([2, Theorem 4.4.7], see also [18, Section VI.4]). For an
uncountable regular cardinal κ, we say an ultrafilter U is a simple pκ-point
if it is generated by a decreasing sequence of length κ with respect to ⊆∗.
Clearly, for any κ, a simple pκ-point is a p-point.
Definition 1.3. pp is the smallest cardinal κ for which a simple pκ-point
exists (if such a κ exists; otherwise pp =∞).
Clearly we have u ≤ pp, and pp ≤ c unless pp = ∞. Under Martin’s
axiom, there is a simple pc-point ([5, Theorem 6.4]) and hence pp = c.
Finally we define a cardinal invariant l, which was originally introduced
in [11] (see also [12, Section 5]). Let S =
∏
n<ω[ω]
≤n+1. We call each element
of S a slalom.
Definition 1.4. l is the smallest cardinal κ satisfying the following: For
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every h ∈ ωω there is a set Φ ⊆ S of slaloms of size κ such that, for every
f ∈
∏
n<ω h(n) there is a ϕ ∈ Φ such that for all but finitely many n < ω we
have f(n) ∈ ϕ(n).
Proposition 1.5. (1) ([2, Lemma 7.2.3]) cov(M) ≤ l and cov(N ) ≤ l.
(2) ([2, Theorem 2.3.9]) l ≤ cof(N ).
Remark 1. We say a proper forcing notion P has the Laver property if for
every h ∈ ωω ∩ V and g ∈ (
∏
n<ω h(n)) ∩ V
P there is a ϕ ∈ S ∩ V such
that for all n < ω we have g(n) ∈ ϕ(n) (where V is a ground model). If V
satisfies CH (the continuum hypothesis) and P has the Laver property, then
l = ℵ1 holds in VP.
2 Smirnov Compactifications
For a metric space (X, d), U∗d (X) denotes the set of all bounded uniformly
continuous functions from (X, d) to R. U∗d (X) is a regular subring of C
∗(X).
The Smirnov compactification udX of (X, d) is the unique compactification
associated with the subring U∗d (X). Note that, for disjoint closed subsets
A,B of X , A ‖ B (udX) if and only if d(A,B) > 0 ([22, Theorem 2.5]).
The following theorem tells us that we can approximate the Stone-Cˇech
compactification of a metrizable space by the collection of all Smirnov com-
pactifications. For a metrizable space X , let M(X) denote the set of all
metrics on X which are compatible with the topology on X .
Theorem 2.1. ([22, Theorem 2.11]) For a non-compact metrizable space X,
we have βX ≃ sup{udX : d ∈ M(X)}.
Now we set the following general question:
How many metrics do we actually need to approximate the Stone-
Cˇech compactification by Smirnov compactifications?
This question suggests the following definition of a cardinal function.
Definition 2.2. For a non-compact metrizable space X , sa(X) is the small-
est cardinality of a set D ⊆ M(X) which satisfies βX ≃ sup{udX : d ∈ D}.
Let us begin with a familiar space: the half-open interval [0,∞) equipped
with the usual topology.
Example 2.3. sa([0,∞)) = d.
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Proof. First we prove that sa([0,∞)) ≤ d. Take a set F ⊆ ωω which is of
size d and cofinal in ωω with respect to ≤∗. We may assume that f(n) ≥ 1
for all f ∈ F and n < ω. For each f ∈ F , define a metric ρf on [0,∞) by
letting
ρf(x, y) =
∣∣∣∣
∫ y
x
f(⌊t⌋)dt
∣∣∣∣
for x, y ∈ [0,∞) (where ⌊x⌋ denotes the greatest integer not greater than
x), and let D = {ρf : f ∈ F}. We will prove that D satisfies β[0,∞) ≃
sup{ud[0,∞) : d ∈ D}.
Take a pair of disjoint closed subsets A,B of [0,∞). It suffices to show
that A ‖ B (uρf [0,∞)) for some f ∈ F . Without loss of generality, we may
assume that A and B are of the form
A =
⋃
k<ω
[c4k, c4k+1] and B =
⋃
k<ω
[c4k+2, c4k+3]
for a non-decreasing sequence 〈cj : j < ω〉 of non-negative real numbers such
that c2k+1 < c2k+2 for all k < ω. Define hA,B ∈ ωω by letting
hA,B(m) = max
({⌈
1
c2k+2 − c2k+1
⌉
: c2k+2 < m+ 1
}
∪ {1}
)
for each m < ω (where ⌈x⌉ denotes the smallest integer not smaller than x).
Since F is cofinal in ωω with respect to ≤∗, there is an f ∈ F which satisfies
hA,B ≤
∗ f . By the definition of ρf , for all but finitely many k < ω we have
ρf (c2k+1, c2k+2) ≥ 1, and hence ρf (A,B) = inf{ρf (c2k+1, c2k+2) : k < ω} > 0.
Thus we have A ‖ B (uρf [0,∞)).
We turn to the proof of sa([0,∞)) ≥ d. Fix κ < d and D ⊆ M([0,∞)) of
size κ. We show that β[0,∞) 6≃ sup{ud[0,∞) : d ∈ D}.
For each d ∈ D, define gd ∈ ωω by letting
gd(m) = min
{
k < ω : d
(
m,m+
1
k
)
<
1
m+ 1
}
for m < ω. For each nonempty finite subset F of D, let gF = max{gf : f ∈
F} (where max is the pointwise maximum). Since |[D]<ω| = |D| = κ < d,
there is an f ∈ ωω which satisfies f 6≤∗ gF for every nonempty finite subsets
F of D. We may assume that f(n) ≥ 2 for all n < ω.
Let A = ω and B = {m+ 1
f(m)
: m < ω}. A, B are disjoint closed subsets
of [0,∞).
For a nonempty finite subset F of D, the set IF = {m < ω : gF (m) <
f(m)} is an infinite subset of ω. Let C = cl〈
⋃
{U∗d ([0,∞)) : d ∈ F}〉. C is the
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closed subring of C∗([0,∞)) associated with sup{ud[0,∞) : d ∈ F}. By the
definition of gF , each m ∈ IF satisfies d(m,m+
1
f(m)
) < 1
m+1
for all d ∈ F . If
ψ ∈
⋃
{U∗d ([0,∞)) : d ∈ F}, then the sequence 〈ψ(m)−ψ(m+
1
f(m)
) : m ∈ IF 〉
converges to 0. So for all ϕ ∈ C, 〈ϕ(m)− ϕ(m + 1
f(m)
) : m ∈ IF 〉 converges
to 0. This means that there are no ϕ ∈ C and a, b ∈ R such that a > b,
ϕ(x) ≥ a for all x ∈ A, and ϕ(x) ≤ b for all x ∈ B. By Lemma 1.1, this means
A 6 ‖ B (sup{ud[0,∞) : d ∈ F}). Since F is an arbitrary nonempty finite
subset of D and by Lemma 1.2, we have A 6 ‖ B (sup{ud[0,∞) : d ∈ D}),
and hence β[0,∞) 6≃ sup{ud[0,∞) : d ∈ D}.
It is obvious that, if X is a discrete space and d is the discrete metric
on X (that is, d(x, y) = 1 whenever x 6= y), then βX ≃ udX and hence
sa(X) = 1. In fact, sa(X) = 1 holds if and only if the set of nonisolated
points of X is compact ([22, Corollary 3.5]).
So it makes no sense to deal with sa(ω). Here we consider “nontrivial”
ways to approximate βω by Smirnov compactifications of ω.
For a metrizable space X , let M′(X) be the set of metrics d ∈ M(X) for
which βX 6≃ udX .
Definition 2.4. We say D ⊆ M′(ω) satisfies the Smirnov finite intersection
property (Smirnov-FIP) if for every finite set F ⊆ D we have βω 6≃ sup{udω :
d ∈ F}. sp is the smallest cardinality of a set D ⊆ M′(ω) such thatD satisfies
Smirnov-FIP and βω ≃ sup{udω : d ∈ D}.
For a metrizable space X and metrics d1, d2 ∈ M(X), we write d1  d2
if U∗d1(X) ⊆ U
∗
d2
(X) (or equivalently, ud1X ≤ ud2X). Note that d1  d2 if
and only if the identity map on X is uniformly continuous as a function from
(X, d2) to (X, d1). If d1 ≤ d2 (that is, d1(x, y) ≤ d2(x, y) for all x, y ∈ X),
then clearly d1  d2.
Definition 2.5. sp′ is the smallest cardinality of a set D ⊆ M′(ω) such that
D is directed with respect to  (that is, for any d1, d2 ∈ D there is a d ∈ D
with d1  d and d2  d) and βω ≃ sup{udω : d ∈ D}.
Definition 2.6. st is the smallest cardinality of a set D ⊆ M′(ω) such that
D is well-ordered by  and βω ≃ sup{udω : d ∈ D}.
It is clear that sp ≤ sp′ ≤ st.
3 Analytic subgroups of (2ω,+)
In this section we give a lower bound for sp.
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For f, g ∈ 2ω, define f + g ∈ 2ω by pointwise addition modulo 2. Then
(2ω,+) is an abelian group. The ideals M and N are invariant for “transla-
tions”, that is, for any A ⊆ 2ω and f ∈ 2ω, A ∈ M (resp. N ) if and only if
A + f = {a+ f : a ∈ A} ∈ M (resp. N ).
Lemma 3.1. Suppose that αω is a compactification of ω and A = 2ω ∩Cαω.
Then,
(1) For B ⊆ ω, B ‖ ω r B (αω) if and only if χB ∈ A, where χB denotes
the characteristic function of B.
(2) A = 2ω if and only if αω ≃ βω.
(3) A is a subgroup of (2ω,+).
(4) A is closed under finite modifications, that is, if f, g ∈ 2ω and f(n) =
g(n) for all but finitely many n < ω, then f ∈ A if and only if g ∈ A.
Proof. (1) is derived from Lemma 1.1. (2), (3) and (4) are easily seen.
Recall that a set in a Polish space X is called an analytic set if it is the
continuous image of a closed set in some Polish space, or equivalently, if it
is the projection of a Borel set in X × Y for some Polish space Y . Analytic
sets are also called Σ11 sets. It is known that every analytic set has the Baire
property and is Lebesgue measurable ([2, Theorem 9.1.3]).
Definition 3.2. Let A be the collection of proper subgroups of (2ω,+) which
are analytic (in the Cantor space 2ω) and closed under finite modifications.
Lemma 3.3. A ⊆M∩N .
Proof. Follows from the zero-one law (see [14, Theorems 8.47 and 17.1]) and
the invariance of M and N for translations.
Lemma 3.4. For d ∈ M(ω), U∗d (ω) is a Π
0
3 set of the space R
ω.
Proof. C∗(ω) is a Σ02 subset of R
ω because it is described by the following:
f ∈ C∗(ω) ⇐⇒ ∃m < ω ∀x < ω (f(x) ≤ m).
U∗d (ω) is described by the following:
f ∈ U∗d (ω) ⇐⇒ f ∈ C
∗(ω) ∧
[
∀ε ∈ Q+ ∃δ ∈ Q+ ∀x, y < ω
(d(x, y) ≤ δ → |f(x)− f(y)| ≤ ε)
]
,
where Q+ denotes the set of positive rational numbers. The latter formula
of the right-hand side is a Π03 condition for f ∈ R
ω and so is the whole
right-hand side. Hence U∗d (ω) is a Π
0
3 set.
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Lemma 3.5. Let F = {di : i < n} ⊆ M(ω) and AF = 2ω ∩ Csup{udiω : i<n}.
Then AF is an analytic set in the Cantor space 2
ω.
Proof. Let R = 〈
⋃
{U∗di(ω) : i < n}〉 and C = clR. Then C = Csup{udiω : i<n}
and AF = 2
ω ∩ C.
Suppose that f ∈ AF . Then there is a sequence of functions in R which
uniformly converges to f . So there is a g ∈ R such that,
(Uf,g) for all x < ω,
{
g(x) ≥ 2
3
if f(x) = 1,
g(x) ≤ 1
3
if f(x) = 0.
On the other hand, suppose that there is a g ∈ R satisfying Uf,g for some
f ∈ 2ω. Since C = clR is a ring associated with a compactification of ω and
by Lemma 1.1, we have f ∈ AF . Hence
AF = {f ∈ 2
ω : there is a g ∈ R which satisfies Uf,g}.
Since R is a ring generated by the union of U∗di(ω)’s, every member g of R
has the form g =
∑
k<m
∏
i<n gk,i for some m < ω and gk,i ∈ U
∗
di
(ω) for each
k < m, i < n. So AF is described as follows: AF =
⋃
{AmF : m < ω}, and for
each m < ω,
AmF =
{
f ∈ 2ω
there are gk,i ∈ U
∗
di
(ω) for k < m, i < n
such that g =
∑
k<m
∏
i<n gk,i satisfies Uf,g
}
Since the class of analytic sets is closed under countable unions, it suffices to
prove that each AmF is analytic. Fix m < ω and define a subset B
m
F of the
Polish space 2ω × (Rω)mn by the following:
BmF =
{
〈f, 〈gk,i : k < m, i < n〉〉
gk,i ∈ U
∗
di
(ω) for k < m, i < n
and g =
∑
k<m
∏
i<n gk,i satisfies Uf,g
}
Then AmF is the projection of B
m
F to the first coordinate. We check that B
m
F
is a Borel set. For each k < m and i < n, the condition “gk,i ∈ U∗di(ω)” is a
Π03 condition by Lemma 3.4, and the condition “g =
∑
k<m
∏
i<n gk,i satisfies
Uf,g” is a closed (Π
0
1) condition. So B
m
F is a Π
0
3 (and hence Borel) set of
2ω × (Rω)mn.
Theorem 3.6. sp ≥ cov(A).
Proof. Suppose that D ⊆ M′(ω) satisfies the Smirnov-FIP and sup{udω : d ∈
D} ≃ βω. For a nonempty finite set F ⊆ D, let AF = 2ω ∩Csup{udω : d∈F}. By
the Smirnov-FIP of D and Lemma 3.1, AF is a proper subgroup of (2
ω,+)
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and closed under finite modifications. Also, by Lemma 3.5, AF is an analytic
set in the Cantor space 2ω. Hence we have AF ∈ A for each F .
Since sup{udω : d ∈ D} ≃ βω and by Lemma 1.2, for each B ⊆ ω there is
a finite set F ⊆ D for which B ‖ ω r B (sup{udω : d ∈ F}), and by Lemma
3.1 and the definition of AF , χB belongs to AF . This means that the set
{AF : F ∈ [D]<ω r {∅}} covers 2ω. Since each AF belongs to A, we have
|[D]<ω| = |D| ≥ cov(A).
Corollary 3.7. sp ≥ cov(M) and sp ≥ cov(N ).
Proof. Follows from Lemma 3.3 and Theorem 3.6.
4 Ultrafilters and slaloms
In this section we investigate upper bounds for sp′ and st using infinitary
combinatorics on ω. First we show that an ultrafilter gives an upper bound
for sp′.
Theorem 4.1. sp′ ≤ u.
Proof. Let U be a subset of P(ω) of size u which generates an ultrafilter. For
each X ∈ U , define a metric dX on ω by the following:
dX(x, y) =


0 if x = y,
|2−x − 2−y| if x 6= y and x, y ∈ X,
1 otherwise.
Note that, for B ⊆ ω, dX(B, ωrB) > 0 (or equivalently B ‖ ω rB (udXω))
holds if and only if X ⊆∗ B or X ⊆∗ ω rB holds.
Let D = {dX : X ∈ U}. Clearly we have D ⊆ M
′(ω), and for X, Y ∈ U ,
X ⊆ Y implies dY ≤ dX and X ⊆∗ Y implies dY  dX . Since U is directed
with respect to ⊇, D is directed with respect to .
Since U generates an ultrafilter, for each B ⊆ ω we can find X ∈ U so that
X ⊆∗ B or X ⊆∗ ω r B. This means that B ‖ ω rB (sup{udω : d ∈ D})
for all B ⊆ ω, and hence βω ≃ sup{udω : d ∈ D}.
Corollary 4.2. st ≤ pp.
Proof. Modify the proof of Theorem 4.1.
Another upper bound for sp′ is given by slaloms.
Theorem 4.3. sp′ ≤ l.
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Proof. Fix a partition I = {In : n < ω} of ω such that |In| = 2(n+1)
2
for all
n < ω. We say a partition P of ω is a moderate refinement of I if P refines
I and each In is partitioned into at most 2
n+1 pieces in P. Let R denote the
collection of all moderate refinements of I.
For each finite subset F of R, define a metric dF on ω as follows:
dF(x, y) =


0 if x = y,
1
n+1
if x 6= y, x, y ∈ In and ∀P ∈ F ∃B ∈ P (x, y ∈ B),
1 otherwise.
It is easy to see that dF ∈ M(ω). Moreover, for F ,G ∈ [R]<ω, F ⊆ G implies
dF ≤ dG , and hence D = {dF : F ∈ [R]<ω} is directed with respect to .
Claim 1. D ⊆ M′(ω).
Proof. It suffices to show that for every F ∈ [R]<ω and ε > 0 there are
distinct x, y < ω such that dF(x, y) < ε. Let k = |F|, and let PF be the
coarsest common refinement of the partitions in F . Then, for each n < ω,
In is partitioned into at most 2
(n+1)k pieces in PF . Hence, for n ≥ k, there
are distinct x, y ∈ In contained in the same piece in PF , which means that
dF(x, y) =
1
n+1
.
By the definition of l, we choose a set Φ ⊆
∏
n<ω[2
In]≤n+1 of size l which
satisfies the following: for every f ∈ 2ω there is a ϕ ∈ Φ such that for all
n < ω we have f ↾ In ∈ ϕ(n). For each ϕ ∈ Φ, define a moderate refinement
Pϕ of I by the following: x, y ∈ In are contained in the same piece in Pϕ
if and only if s(x) = s(y) for all s ∈ ϕ(n). Let RΦ = {Pϕ : ϕ ∈ Φ} and
DΦ = {dF : F ∈ [RΦ]<ω}. Then |DΦ| = |[Φ]<ω| = |Φ| = l, DΦ ⊆ M
′(ω) and
DΦ is directed with respect to .
Claim 2. sup{udω : d ∈ DΦ} ≃ βω.
Proof. It suffices to show that every f ∈ 2ω belongs to U∗d (ω) for some
d ∈ DΦ. Fix f ∈ 2ω. By the choice of Φ, there is a ϕ ∈ Φ such that for all
n < ω we have f ↾ In ∈ ϕ(n). Let d = d{Pϕ} ∈ DΦ. Then for every x, y < ω,
d(x, y) = 1 whenever f(x) 6= f(y) holds, and hence f ∈ U∗d (ω).
This concludes the proof.
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5 Consistency results
In this section we observe various consistency results concerning sp, sp′, st
and other cardinal invariants of the reals.
Suppose that κ ≥ ℵ2 and cf(κ) ≥ ℵ1. When we add κ-many Cohen reals
over a model satisfying CH (the continuum hypothesis), we get a model which
satisfies ℵ1 = non(M) < cov(M) = c = κ. On the other hand, if we add κ-
many random reals over a model for CH, ℵ1 = non(N ) = d < cov(N ) = c = κ
holds in the forcing model (see [2, Chapter 3] or [17]). So we have the
following consistency results.
Theorem 5.1. Each of the following statements is consistent with ZFC:
(1) ℵ1 = non(M) < sp.
(2) ℵ1 = non(N ) = d < sp.
Hence none of non(M), non(N ) and d can be an upper bound for sp.
A model of ZFC satisfying ℵ1 = l < b = non(N ) = c = ℵ2 is obtained by
a countable support iteration of Mathias forcing of length ω2 over a model
satisfying CH ([2, Subsection 7.4.A]).
Theorem 5.2. ℵ1 = sp′ < b = non(N ) = ℵ2 is consistent with ZFC.
We already know that cov(M) and cov(N ) are lower bounds for sp. The
above theorem means that no other (nontrivial) lower bound for sp is found
in Cichon´’s diagram (cf. Figure 1).
We turn to the consistency results involving st.
CH implies the existence of a simple pℵ1-point. A countable support
iteration of the infinitely equal forcing ([2, Subsection 7.4.C]) preserves p-
points (that is, a p-point in the ground model still generates an ultrafilter
in the forcing model). So pp = ℵ1 holds in the forcing model obtained by a
countable support iteration of the infinitely equal forcing of length ω2 over a
model for CH. On the other hand, it is easily checked that l = c = ℵ2 holds
in the same model.
Theorem 5.3. ℵ1 = sp = sp′ = st < l = c = ℵ2 is consistent with ZFC.
Martin’s axiom implies cov(M) = cov(N ) = c and the existence of a
simple pc-point, and hence sp = sp
′ = st = pp = c.
Theorem 5.4. ℵ1 < sp = sp
′ = st = c is consistent with ZFC.
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Now we are going to prove that st = ∞ is consistent with ZFC, that is,
possibly we cannot approximate βω by any ≤-increasing chain of Smirnov
compactifications of ω.
We use the following theorem, which is due to Kunen.
Theorem 5.5. ([15]) The following holds in the forcing model obtained by
adding ℵ2-many Cohen reals over a model for CH: Let X be a Polish space
and A ⊆ X × X a Borel set. Then there is no sequence {rα : α < ω2} in X
which satisfies
α ≤ β < ω2 if and only if 〈rα, rβ〉 ∈ A.
An easy consequence of Kunen’s theorem is that, in the forcing model
obtained by adding ℵ2-many Cohen reals over a model for CH, there is no
strictly ⊆∗-increasing (or decreasing) sequence of length ω2 in P(ω). On the
other hand, cov(M) = u = c = ℵ2 holds in this model, and hence pp =∞.
We may regard a metric on ω as an element of the Polish space Rω×ω.
We define A ⊆ (Rω×ω)2 by the following:
〈f1, f2〉 ∈ A ⇐⇒
[
∀ε ∈ Q+ ∃δ ∈ Q+ ∀〈x, y〉 ∈ ω × ω
(f2(x, y) ≥ δ ∨ f1(x, y) ≤ ε)
]
.
Then A is a Π03 subset of (R
ω×ω)2 and, for d1, d2 ∈ M(ω), 〈d1, d2〉 ∈ A if
and only if the identity map on ω is uniformly continuous as a function from
(ω, d2) to (ω, d1), that is, d1  d2. So Theorem 5.5 leads the following lemma.
Lemma 5.6. In the forcing model obtained by adding ℵ2-many Cohen reals
over a model for CH, there is no sequence {dα : α < ω2} in M
′(ω) which is
strictly -increasing, that is, dα  dβ if and only if α ≤ β.
On the other hand, cov(M) = u = c = ℵ2 and hence sp = ℵ2 holds in
this model. So we have the following consistency result.
Theorem 5.7. st =∞ is consistent with ZFC.
6 Higson Compactifications
For a metrizable space X , a metric d on X is called proper if each d-bounded
set has compact closure. A proper metric space means a metric space whose
metric is proper. For a metrizable space X , let PM(X) be the set of all
proper metrics compatible with the topology of X . It is known that, for
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every locally compact separable metrizable space X , we have PM(X) 6= ∅
([13, Lemma 3.1]).
Let (X, d) be a proper metric space and (Y, ρ) a metric space. We say
a function f from X to Y is slowly oscillating if it satisfies the following
condition:
(∗)d
∀r > 0 ∀ε > 0 ∃K ⊆ X a compact set
∀x ∈ X rK (diamρ(f
′′ Bd(x, r)) < ε).
For a proper metric space (X, d), let C∗d(X) be the set of all bounded continu-
ous slowly oscillating functions from (X, d) to R. C∗d(X) is a regular subring
of C∗(X). The Higson compactification X
d
of (X, d) is the unique compac-
tification associated with the subring C∗d(X). Note that, for disjoint closed
subsets A,B of X , A ‖ B (X
d
) if and only if for any R > 0 there is a com-
pact subset KR of X such that
∑
i<n d(x, Ei) > R holds for all x ∈ X rKR.
(See also [4, Proposition 2.3].)
The following is a corresponding proposition of Theorem 2.1 for Higson
compactifications.
Theorem 6.1. ([13, Theorem 3.2]) For a non-compact locally compact sepa-
rable metrizable space X, we have βX ≃ sup{X
d
: d ∈ PM(X)}.
So we consider the following cardinal function.
Definition 6.2. For a non-compact locally compact separable metrizable
spaceX , ha(X) is the smallest cardinality of a setD ⊆ PM(X) which satisfies
βX ≃ sup{X
d
: d ∈ D}.
Lemma 6.3. For a non-compact locally compact separable metric space X,
we have sa(X) ≤ ha(X).
Proof. It is clear that PM(X) ⊆ M(X). For each d ∈ PM(X) we have
X
d
≤ udX , and so if D ⊆ PM(X) satisfies βX ≃ sup{X
d
: d ∈ D}, it also
satisfies βX ≃ sup{udX : d ∈ D}.
Example 6.4. ha([0,∞)) = d.
Proof. ha([0,∞)) ≥ d follows from Lemma 6.3 and Example 2.3. The other
inequality is proved in the same way as the proof of Example 2.3, using
h′A,B(m) = max
({
k ·
⌈
1
c2k+2 − c2k+1
⌉
: c2k+2 < m+ 1
}
∪ {1}
)
instead of hA,B. (See also [9, Section 2].)
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For a non-compact locally compact separable metrizable spaceX , ha(X) =
1 holds if and only if the set of nonisolated points of X is compact ([13,
Proposition 2.6]).
For a metrizable space X , let PM′(X) be the set of proper metrics d ∈
PM(X) for which βX 6≃ X
d
.
Definition 6.5. We say D ⊆ PM′(ω) satisfies the Higson finite intersection
property (Higson-FIP) if for every finite set F ⊆ D we have βω 6≃ sup{ωd :
d ∈ F}. hp is the smallest cardinality of a set D ⊆ PM′(ω) such that D
satisfies Higson-FIP and βω ≃ sup{ωd : d ∈ D}.
For a space X and metrics d1, d2 ∈ M(X), we write d1 ⊑ d2 if C∗d1(X) ⊆
C∗d2(X) (or equivalently, X
d1
≤ X
d2
).
Definition 6.6. hp′ is the smallest cardinality of a set D ⊆ PM′(ω) such
that D is directed with respect to ⊑ and βω ≃ sup{ωd : d ∈ D}.
Definition 6.7. ht is the smallest cardinality of a set D ⊆ PM′(ω) such that
D is well-ordered by ⊑ and βω ≃ sup{ωd : d ∈ D}.
It is clear that hp ≤ hp′ ≤ ht. We can prove cov(A) ≤ hp ≤ hp′ ≤ l by
arguments similar to the ones in Sections 3 and 4.
Lemma 6.8. For a proper metric space (ω, d), C∗d(ω) is a Π
0
3 subset of R
ω.
Proof. The condition (∗)d is equivalent to the following:
∀R, ε ∈ Q+ ∃k < ω ∀x, y < ω
(x ≥ k ∧ y ≥ k ∧ d(x, y) ≤ R→ |f(x)− f(y)| ≤ ε).
This formula is a Π03 condition for f ∈ R
ω. Since C∗(ω) is a Σ02 subset of
Rω, C∗d(ω) is a Π
0
3 subset of R
ω.
Theorem 6.9. hp ≥ cov(A).
Proof. Proved in the same way as the proof of Theorem 3.6, using Lemma
6.8 instead of Lemma 3.4.
Corollary 6.10. hp ≥ cov(M) and hp ≥ cov(N ).
Theorem 6.11. hp′ ≤ l.
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Proof. Proved in the same way as the proof of Theorem 4.3, using the fol-
lowing metric for F ∈ [R]<ω instead of dF .
ρF(x, y) =


0 if x = y,
1 if x 6= y and ∀P ∈ F ∃B ∈ P (x, y ∈ B),
1 + max{m,n} otherwise, and if x ∈ Im, y ∈ In.
We have the following consistency results concerning hp, hp′ and cardinals
from Cichon´’s diagram.
Theorem 6.12. (cf. Theorem 5.1) Each of the following statements is con-
sistent with ZFC:
(1) ℵ1 = non(M) < hp.
(2) ℵ1 = non(N ) = d < hp.
Theorem 6.13. (cf. Theorem 5.2) ℵ1 = hp
′ < b = non(N ) = ℵ2 is consistent
with ZFC.
Now we prove that ht =∞ is consistent with ZFC. We need the following
characterization of the ⊑-relation, which appears in [8, 19].
Lemma 6.14. For proper metric space (X, d1) and (X, d2), the following are
equivalent :
(1) d1 ⊑ d2.
(2) For all r > 0 there is a ε > 0 such that, for all x, y ∈ X if d2(x, y) < r
then d1(x, y) < ε.
Lemma 6.15. In the forcing model obtained by adding ℵ2-many Cohen reals
over a model for CH, there is no sequence {dα : α < ω2} in PM
′(ω) which is
strictly ⊑-increasing, that is, dα ⊑ dβ if and only if α ≤ β.
Proof. Define A ⊆ (Rω×ω)2 by
〈f1, f2〉 ∈ A ⇐⇒
[
∀r ∈ Q+ ∃ε ∈ Q+ ∀〈x, y〉 ∈ ω × ω
(f2(x, y) ≥ r ∨ f1(x, y) ≤ ε)
]
and apply Theorem 5.5.
In the same model, we have cov(M) = hp = c = ℵ2.
Theorem 6.16. ht =∞ is consistent with ZFC.
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7 Questions
Question 7.1. hp′ ≤ u? ht ≤ pp?
Question 7.2. sp = sp′? hp = hp′?
Question 7.3. (1) Is cof(M) < sp consistent with ZFC?
(2) Is cof(M) < hp consistent with ZFC?
Question 7.4. (1) Is sp′ < st ≤ c consistent with ZFC?
(2) Is hp′ < ht ≤ c consistent with ZFC?
Question 7.5. Is it consistent with ZFC that st ≤ c and pp =∞?
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