Abstract. We find an integral representation for the generalized hypergeometric function unifying known representations via generalized Stieltjes, Laplace and cosine Fourier transforms. Using positivity conditions for the weight in this representation we establish various new facts regarding generalized hypergeometric functions, including complete monotonicity, log-convexity in upper parameters, monotonicity of ratios and new proofs of Luke's bounds. Besides, we derive two-sided inequalities for the Bessel type hypergeometric functions by using their series representations.
Introduction
We will adopt standard notation R, C and N for the real, complex and natural numbers, respectively. N 0 will denote N∪{0}. In our previous works [9, 11] we obtained some representations, inequalities, monotonicity and other properties for the Gauss type generalized hypergeometric function q+1 F q which is equal to p = q + 1 case of the function [3, 15] p F q A B z = p F q (A; B; z) :
where A = (a 1 , a 2 , . . . , a p ) and B = (b 1 , b 2 , . . . , b q ), b j / ∈ −N 0 , are parameter vectors, (a) n denotes the rising factorial, defined by (a) 0 = 1, (a) n = a(a + 1) · · · (a + n − 1), n ≥ 1. The series in (1) converges in the entire complex z-plane if p ≤ q and inside the unit disk if p = q + 1. In the latter case the sum can be extended to a function holomorphic in the cut plane C\ [1, ∞) . The main tool employed in [9, 11] to investigate the function q+1 F q is the generalized Stieltjes transform (see (3) below) of a measure with density expressed by the G-function of Meijer, cf. [9, Theorem 2] . Such representation appeared earlier in [15, Theorem 4.2.11] . We contributed more relaxed conditions on parameters and studied nonnegativity of the representing measure. This lead to monotonicity of the ratios, two-sided bounds, mapping properties and other results for the Gauss type hypergeometric functions q+1 F q .
Another line of research pursued in [6, 7, 12] hinges on the series representation (1) and yields, among other things, a number of properties of the Kummer type hypergeometric functions q F q , including logarithmic concavity or convexity in parameters, inequalities for logarithmic derivatives and bounds for the Turánians. In this note we introduce an integral representation for the general hypergeometric function p F q , which includes, as particular cases, the representations by the generalized Stieltjes, Laplace and cosine Fourier transforms. Starting with this representation we will obtain new properties of the the Gauss type functions q+1 F q , the Kummer type functions q F q and the Bessel type functions q−1 F q , including conditions for complete monotonicity, monotonicity of ratios and log-convexity in upper parameters. Moreover, we furnish new proofs for Luke's inequalities from [16] , allowing their extension to a wider parameter range. Finally, we discover new bounds for the Bessel type hypergeometric functions p F q with p < q of positive argument.
2 Representations for p F q and their consequences Suppose 0 ≤ m ≤ q, 0 ≤ n ≤ p are integers and A ∈ C p , B ∈ C q are such that a i − b j − 1 / ∈ N 0 for all i = 1, . . . , n and j = 1, . . . , m. We will heavily use Meijer's G-function [3, Section 16.17] defined by the contour integral
The contour L begins and ends at infinity and separates the poles of the integrand of the form −b j − k, k ∈ N 0 , leaving them on the left, from the poles of the form −a j + k + 1, k ∈ N 0 , leaving them on the right. Under the above conditions such contour always exists and can be chosen to make the integral in (2) convergent. More details regarding the choice of L and conditions for convergence in (2) can be found in [3] , [14, Chapters 1 and 2] and [20, Chapter 8] .
We will abbreviate
(a i ) n to (A) n throughout the paper. Expressions like A + α, where α ∈ C, and ℜ(A) > 0 will be understood element-wise. The key role in the investigations carried out in [9, 11] is played by the generalized Stieltjes transform representation
which is easy to prove by termwise integration. Note that both the generalized Stieltjes kernel (1 + zt) −σ = 1 F 0 (σ; −; −zt) and the Laplace kernel e −zt = 0 F 0 (−; −; −zt) are particular cases of a more general hypergeometric kernel. This simple observation leads to the following theorem.
This formula is valid for z ∈ C if
has to be adopted (in this case the G-function in (4) vanishes for t > 1). If p 2 = q 2 and ψ 2 = 0, then
Proof. Once the correctness of termwise integration has been justified, it suffices to write the kernel p 1 F q 1 as the series (1) and integrate term by term to establish formula (4) . To demonstrate convergence of the integral in (4) and justify the exchange of summation and integration we resort to the asymptotic relation
where a = min(ℜ(a 1 ), . . . , ℜ(a p )), and the minimum is taken over those a i for which a i − b j / ∈ N 0 for all j = 1, . . . , q 2 . Positive integer m is the maximal multiplicity among the numbers a i for which the minimum is attained. This formula follows from [14, Corollary 1.12.1] or [13, formula (11) ]. It proves convergence in (4) around zero. Near infinity for p 2 > q 2 we have
where
. This formula is a particular case of the formula on page 289 in [4] which is implied by formula (7.8) of the same paper. If p 2 = q 2 and ℜ(ψ 2 ) > 0 then
according to [20, 8.2 .59] and 
This condition shows that for p < q the function p F q cannot be represented by the Laplace or generalized Stieltjes transform. The most "extreme" representation we can get in this case is:
where the kernel 0 F m is essentially the Bessel function if m = 1 or the so called hyper-Bessel function if m > 1 (see [15] ). Besides, this kernel cannot be represented by Theorem 1 due to condition p 2 ≥ 1. It is sometimes desirable, however, to have a representation with a kernel independent of the parameters of the function being represented. This can be easily achieved by introducing artificial parameters α j > 0 to get
(8) We need to require b i > a i + α i for convergence of the above integral. In particular, choosing α i = i/(q − p + 1), we obtain the kernel in terms of the so called generalized cosine,
The representation with such kernel has been first suggested by Kiryakova in [15] . An important particular case p = q − 1 leads to standard cosine kernel as indicated in the corollary below. Before stating it let us define the the parametric excess by
If also ℜ(ψ) > 0, then
If ψ = 0, then (11) takes the form
If ψ = 1/2, then (12) takes the form
Application of integral representations (3), (4), (5), (8) (10), (11) and (12) for investigating the properties of the generalized hypergeometric function p F q depends heavily on the positivity of representing measures, expressed here in terms of Meijer's G-function. Sufficient conditions for such positivity are furnished in the next theorem.
Theorem 2 Suppose A, B ∈ R q are such that
Before giving a proof of this theorem let us remind the reader that a nonnegative function f defined on (0, ∞) is called completely monotone if it has derivatives of all orders and (−1) n f (n) (x) ≥ 0 for n ∈ N 0 and x > 0 [22, Defintion 1.3]. This inequality is known to be strict unless f is a constant. By the celebrated Bernstein theorem a function is completely monotone if and only if it is the Laplace transform of a nonnegative measure [22, Theorem 1.4] . A positive function f is said to be logarithmically completely monotone if −(log f ) ′ is completely monotone [22, Definition 5.8] . The class of logarithmically completely monotone functions is a proper subset of the class of completely monotone functions. Their importance stems from the fact that they represent Laplace transforms of infinitely divisible probability distributions, see [ 
If, in addition, ψ(= q i=1 (b i − a i )) = 0, than B is said to be majorized by A, or B ≺ A. It will be convenient to assume that A and B (or A i , B i when they appear) are ordered ascending whenever they are real. It follows immediately from a theorem of Tomić (see [17, derived two different sets of sufficient conditions for validity of (13) . Note that for p = 2 conditions min(a 1 , a 2 ) ≤ min(b 1 , b 2 ) and ψ ≥ 0 are necessary and sufficient for validity of (13) . Indeed, for a j , b j > 0 these conditions are clearly equivalent to B ≺ W A and sufficiency follows by Tomić's result. Otherwise add positive constant to all of these numbers as in the proof of Theorem 2. Necessity of the condition ψ ≥ 0 has been also demonstrated in the proof of Theorem 2. To prove the necessity of min(a 1 , a 2 ) ≤ min(b 1 , b 2 ) assume that b 1 < min(a 1 , a 2 , b 2 ) and write v(t) = t b 1 (t a
Combining nonnegativity of G-function with representations (3) and (11) we obtain some sufficient conditions for the generalized hypergeometric functions to be completely monotone or logarithmically completely monotone. 
is completely monotone on (0, ∞). If 0 < σ ≤ 1 then it is logarithmically completely monotone. ] a probability distribution is infinitely divisible if it has log-convex density. The function u σ−1 1 0 e −ut dρ(t) is log-convex for 0 < σ ≤ 1, since both factors are log-convex (the second factor is log-convex by complete monotonicity). Thus, the function in the statement of the theorem is the Laplace transform of an infinitely divisible distribution and so is logarithmically completely monotone by [1, Proposition on p.387] or [22, Theorem 5.9] .
Proof. By factoring the generalized Stieltjes transform (3) into repeated Laplace transforms according to [10, Theorem 8] we get
By applying the methods of proofs from [9, 11] to representations (4) and (5) it is straightforward to get the next two propositions (cf. Theorems 4 and 7 from [9] ). The symbol A ′ 1 will denote A 1 without its maximal element.
Theorem 5 Keep notation and constraints of Theorem 1 and suppose in addition that
is monotone decreasing on (−∞, 0) if p ≤ q or on (−1, 0) if p = q + 1 for every fixed µ > 0. If also p = q and
, then the above quotient decreases on the whole real line. If p = q + 1 and
, then the above quotient decreases on (−1, ∞).
Theorem 6 Keep notation and constraints of Theorem 1 and suppose in addition that
, then log-convexity holds for each real x, while for p = q + 1 and
Remark. It is easy to see that conditions B 1 ≺ W A 1 and B 2 ≺ W A 2 imply B ≺ W A (for these relations to make sense one has to assume that p 1 = q 1 and p 2 = q 2 ). For this reason Theorems 5 and 6 are the strongest in some informal sense when p 1 = q 1 = 0, i.e. for the functions
Inequalities for the Kummer and Gauss type functions
In Theorem 16 of his paper [16] Luke gave two-sided bounds for the function q F q (A; B; x) under the restrictions b i ≥ a i > 0, i = 1, 2, . . . , q. He indicated that these bounds are "easily proved" without providing such proofs. In this section we will supply two different proofs of Luke's inequalities, one valid for positive values of the argument x and the other valid for all real x. In this way we substantially relax Luke's conditions. For negative argument values our conditions are given in terms of nonnegativity of v(t) or weak majorization B ≺ W A. For positive argument values the conditions can be weakened further and are given in terms of elementary symmetric polynomials, defined by e k (x 1 , . . . , x q ) = 1≤j 1 <j 2 ···<j k ≤q
Theorem 7 Suppose
and each elementary symmetric polynomial above is nonnegative. Then
Moreover, the upper bound holds true if each fraction in (16) is merely not less than 1.
Remark. Note that conditions (16) (16) is not less than 1) imply that
since e q−i (a 1 , . . . , a q ) (e q−i (b 1 , . . . , b q )) is the coefficient of n i in the polynomial in the numerator (denominator) of R(n). Thus f n+1 ≤ f n , so that f n ≤ f 1 for n = 1, 2, . . .. Consequently, for x ≥ 0 we get
Further, under conditions (16) the function R(x) defined above is increasing according to [12, Lemma 2] . This leads to the following inequalities (k ≥ 0):
which completes the proof. Remark. Inequalities (17) can be refined to the estimates
valid for x ≥ 0 under conditions of Theorem 7. Indeed, the upper bound is obtained by writing
where we used f n+1 ≤ f n for n = 2, 3, . . . provided that each fraction in (16) is not less than 1.
To prove the lower bound we note that under conditions (16) we have (
Similar trick can be applied to separate further terms.
Corollary 2 Suppose σ > 0 and hypotheses of Theorem 7 are satisfied. Then for 0 ≤ x < 1
Proof. Following Luke's idea from [16] 
It remains to write x = 1/y in the resulting inequality and simplify to get the first inequality. The second inequality is proved by applying the same trick to (18) .
for all real x.
Proof. According to the integral form of Jensen's inequality [18, Chapter I, formula (7.15)]
if ϕ is convex and f is integrable with respect to a nonnegative measure µ. Put ϕ x (y) = e −xy , f (s) = s and
The last equality is a rewriting of (11) . This proves the lower bound. To demonstrate the upper bound we will apply the converse Jensen inequality due to Lah and Ribarić, which reads as follows. Set
where τ is a nonnegative measure and g is a continuous function. If −∞ < m < M < ∞ and ϕ is convex on [m, M ] then according to [19, Theorem 3 .37]
Setting ϕ x (t) = e −xt , dτ 
Proof. Multiply inequality (17) written for q F q (A; B; −xt) by e −t t σ−1 and integrate using the formula 
Inequalities for the Bessel type functions
First, we will find an upper bound in the general situation p < q. As before the symbol f n will denote the coefficient at x n /n! in the series representation (1), i.e.
then for
Proof. The proof of the first upper bound repeats the proof of the upper bound (17) in Theorem 7.
To demonstrate the second bound note that for p < q the function
is decreasing under conditions (21) according to [12, p.394 ] which implies that
Hence,
According to the asymptotic formula [3, 16.11.8] ,
Hence, the upper bounds of Theorem 9 are very wrong in asymptotic order. In the most important case p = q − 1 we can do much better. 
where c > 0 is given by c = max i∈{1,2,...,q}
p = q − 1 and e q (a 1 , a 2 , . . . , a p ) = 0.
Proof. Suppose we could find a number c such that
Then for x ≥ 0 (p = q − 1):
Further, we can use some known lower bounds for the function 0 F 1 (−; c; x) (which is equal to the modified Bessel function I c−1 up to a simple multiplier) to derive lower bounds for p F q (A; B; x) in terms of elementary functions. For (24) to hold it suffices to satisfy f 1 c ≥ 1 and
In turn, the above inequality holds if (recall that q = p + 1)
To satisfy these q inequalities we need to choose c by c = max i∈{1,2,...,q}
. 
Proof. If we could find d such that
Application of the upper bound from (26) to the above inequality will prove (28). To find such d it suffices to satisfy f 1 d ≤ 1 and
In turn, the above inequality holds if (recall that q = p + 1) To satisfy these q inequalities we need to choose d by (27).
