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e massive spread of misinformation in social networks has become a global risk, implicitly influencing pub-
lic opinion and threatening social/political development. Misinformation detection (MID) has thus become a
surging research topic in recent years. As a promising and rapid developing research field, we find that many
efforts have been paid to new research problems and approaches of MID. erefore, it is necessary to give a
comprehensive review of the new research trends of MID. We first give a brief review of the literature history
of MID, based on which we present several new research challenges and techniques of it, including early
detection, detection by multimodal data fusion, and explanatory detection. We further investigate the extrac-
tion and usage of various crowd intelligence in MID, which paves a promising way to tackle MID challenges.
Finally, we give our own views on the open issues and future research directions of MID, such as model adap-
tivity/generality to new events, embracing of novel machine learning models, explanatory detection models,
and so on.
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1 INTRODUCTION
Social media platforms (such as Twier1, Facebook2, Sina Weibo3 etc.) have revolutionized the
dissemination mode of information, which greatly improve the velocity, volume, and variety of
information transmission. However, while the social platform accelerates the disclosure of infor-
mation, it also brings the proliferation of misinformation. According to a recent survey of Knight
1hps://twier.com/
2hps://www.facebook.com/
3hps://weibo.com/
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Foundation4, Americans estimate that 65% of the news they see on social media is misinformation.
Besides, misinformation usually spreads faster, deeper, and wider in social networks [109].
e adversarial use of social media to spread deceptive or misleading information poses a po-
litical threat[4]. For example, during the 2016 US presidential election, as many as 529 differ-
ent rumors were spreading on Twier [42], and approximately 19 million malicious bot accounts
published or retweeted tweets supporting Trump or Clinton5, which potentially influenced the
election. In 2018, the Science magazine has published a theme issue about ‘Fake News’, where
they report that fake stories can arouse people’s feelings of fear and surprise [109], which will
contribute to social panic. For instance, a fake video named Somalis ‘pushed into shallow grave’
Ethiopia caused violent clashes between two races in Ethiopia6 and a social media rumor which
suggests that onward travel restrictions have been lied in Greece resulted in the Greek police
clash with migrants7. e above examples show that the wide spread of fake news poses a se-
rious threat to the ecology of social information dissemination [53]. Since infinite information
and limited aention lead to the reduction of humans’ ability to distinguish true information from
misinformation [85], it is urgent to detect misinformation on social media.
e widespread misinformation not only misleads people to accept fake beliefs and changes the
way they respond to the truth, but also breaks the trustworthiness of entire information ecosystem
[98]. What’s worse, the future of online deception, including rumors, fake news and so on, will
extend beyond text to high-quality andmanipulative informationmaterials, such as images, videos,
and audios on a massive scale with the rapid development of artificial intelligence technology [4].
For example, DeepFakes [23, 28] utilizes deep learning algorithms to create audio and video of real
people saying and doing things they never said or did, which makes misinformation ever more
realistic and harder to discern. erefore, while automatic misinformation detection is not a new
phenomenon, it has been aracting much more public aention at present.
In recent years, there have been numerous efforts on misinformation detection (MID). Accord-
ing to the type of features used in existing MID methods, we divide them into four categories:
content features, social context features, feature fusion, and deep learning-based methods. e
content-based detection methods mainly utilize the textual or visual features extracted from the
fake message for classification. e social context-based methods generally rely on the interaction
characteristics among the majority of users, such as commenting, reposting, following etc. e
feature fusion methods make comprehensive use of content features and social context features.
Deep learning-basedmethods prevailingly learn the latent depth representation of misinformation
through neural networks.
oughmuch effort has beenmade on MID in the past years, there are still numerous remaining
issues to be addressed. First, existing MID methods mostly utilize content or propagation features
and oen work well on the entire life cycle of misinformation, which may contribute to poor
performance for early detection. Since misinformation could have a severe impact in just a few
minutes8, it is crucial for detecting them at the early stage. Second, with the increase of multimodal
misinformation propagating on social networks, traditional text-based detection approaches are
no longer practicable and it is beneficial to take advantage of images or videos for MID in more
complex scenarios. ird, current detectionmethods only give the final result of whether the claim
is false or not, but lack the reason for the decision. It is significant to give a convincing explanation
for debunking misinformation and preventing its further propagation.
4hps://www.poynter.org/ethics-trust/2018/americans-believe-two-thirds-of-news-on-social-media-is-misinformation/
5hps://firstmonday.org/ojs/index.php/fm/article/view/7090/5653
6hps://www.bbc.com/news/world-africa-46127868
7hps://www.bbc.com/news/world-europe-47826607
8hps://www.theverge.com/2013/4/23/4257392/ap-twier-hacked-claims-explosions-white-house-president-injured
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is paper aims to give an in-depth survey of the recent development of MID methods. ere
have been several surveys on MID [96, 126, 129]. Zhou et al. [126] study fake news from four per-
spectives, including knowledge-based, style-based, propagation-based and credibility-based, and
summarize relevant detection methods in psychology and social science. Zubiaga et al. [129] focus
on rumor classification systems and investigate the existing approaches for identifying suspected
rumors, collecting rumor-related posts, detecting stances of posts, and evaluating the credibility of
target events. Shu et al. [96] divide detection models into news content-based models and social
context-based models from the perspective of data mining, and summarize the evaluation mea-
surements of fake news detection algorithms. e above surveys summarize MID studies from
different perspectives, mostly aim to categorize the methods for solving the general MID prob-
lems. Differently, we intend to investigate this field from a problem-driven perspective, based on a
brief review of the recent progress on solving general MID problem, we pay more aention to the
new research trends of MID, characterized as the following three research problems, namely early
detection, detection by multimodal data fusion, and explanatory detection. Furthermore, at the
technical level, we particularly review a novel manner for MID — crowd intelligence-based MID.
Different from existing studies that mostly use the content of posts, crowd intelligence-basedmeth-
ods aim to detect misinformation based on aggregated user opinions, conjectures and evidences,
which are implicit knowledge injected during human-post interaction (e.g., publishing, comment-
ing, and reposting of posts).
Above all, the main contributions of our work include:
• Based on a brief literature review of MID, we concentrate on the recent research trends
of it, including model generality to new events, early detection, multimodal fusion-based
detection, and explanatory detection.
• We make an investigation of the crowd-intelligence-based approach for MID, including
the scope of crowd intelligence in MID, crowd-intelligence-based detection models, and
hybrid human-machine fusion models.
• We further discuss the open issues and promising research directions of MID, such as
model adaptivity/generality to new events, embracing of novel machine learning models,
and hybrid human-machine systems.
e rest of this paper is organized as follows. We give a brief literature review of existing
MID work in Section 2. en we investigate several new research trends in MID in Section 3. In
Section 4, we highlight the crowd intelligence-based detection followed by open issues and future
directions of MID in Section 5. Finally, we conclude this article in Section 6.
2 A BRIEF LITERATURE REVIEW
Various types of false information spread on social media platforms, such as fake news, rumor,
hoax etc. Moreover, the definition of them varies over existing papers. e widely-recognized
definitions are summarized in Table 1.
In this work, we primarily focus on inaccurate information spreading on social networks which
misleads people, so we define misinformation as follows:
Definition 2.1. MISINFORMATION: Information or a story propagating through socialmediawhich
is ultimately verified as false or inaccurate.
is definition covers different kinds of false information classified by their intention or moti-
vation, such as profit, political intervention, deliberate deception and unintentional misrepresen-
tation etc. We further give a general definition of the misinformation detection problem.
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Table 1. Definitions of Some Types of False Information
Term Definition
Rumor
“An item of circulating information whose veracity status is yet to be verified
at the time of posting” [129].
Fake News “A news article that is intentionally and verifiable false” [96].
Hoax “A deliberately fabricated falsehood made to masquerade as truth” [51].
Click-bait
“A piece of low-quality journalism which is intended to aract traffic and
monetize via advertising revenue” [106].
Disinformation
“Fake or inaccurate information which is intentionally false and deliberately
spread” [116].
Misinformation “Fake or inaccurate information which is unintentionally spread” [116].
• For a specific story s, it contains a set of related n posts P = {p1,p2, · · · ,pn} and a set of
relevant m users U = {u1,u2, · · · ,um}. Each pi consists of a series of aributes represent-
ing the post, including text, images, number of comments etc. Every ui consists of a series
of aributes describing the user, including name, register time, occupation etc.
• Let E = {e1, e2, · · · , en} refers to the engagements among m users and n posts. Each ei is
defined as ei = {pi ,uj ,a, t} representing that a user uj interacts with the post pi through
action a (posting, reposting, or commenting) at time t .
Definition 2.2. MISINFORMATION DETECTION: Given a story s with its posts set P, users set U
and engagements set E, the misinformation detection task is to learn a prediction function F (s) →
{0, 1}, satisfying:
F (s) =
{
1, if s is a piece of misinformation
0, otherwise
In the following, we give a brief literature review of existing MID techniques, categorized into
four major types, namely content-based, social context-based, feature fusion-based, and deep
learning-based methods, as summarized in Table 2 (for the prior three types) and Table 3 (for the
last type).
2.1 Content-based Methods
For a specific event, its microblog is generally composed of a piece of text to describe it, oen
associated with several pictures or videos. Content-based methods are mainly based on specific
writing styles or sensational headlines in fake messages, such as lexical features, syntactic features
and topic features [87]. Compared with true information, the misinformation is fabricated to mis-
lead the public and aract people’s aention, so its content usually has disparate paerns. For
example, Castillo et al. [8, 9] find that highly credible tweets have more URLs and that the text
length is usually longer than tweets with lower credibility.
Many studies utilize the lexical and syntactic features to identify misinformation. For instance,
Qazvinian et al. [82] find that the part of speech (POS) is a distinguishable feature for rumor detec-
tion. Kwon et al. [52] find that some types of sentiments are apparent features for rumor detection,
including positive sentiments words (e.g., love, nice, sweet), negating words (e.g., no, not, never), cog-
nitive action words (e.g., cause, know) and inferring action words (e.g., maybe, perhaps), and then
they propose a periodic time series model to identify key linguistic differences between rumors
and non-rumors.
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Table 2. A Summary of Features Used by Existing Methods
Work
Feature Type
Content Social Content
Castillo et al. [8]
Containing question marks,
sentiment, URL links, etc.
Propagation initial tweets, max
subtree, average degree, etc.
Gazvinian et al. [82]
Unigram, bigram, trigram, POS,
hashtag etc.
Propagation structure
Hu et al. [37]
Topic distribution, sentiment
information
Horne et al. [36]
Language complexity, stylistic
features
Gupta et al. [32]
First—second—third pronoun,
exclamation marks, etc.
Follower-friend ratio, number of
friends
Shu et al. [98]
Number of likes, number of
followers, etc.
Tacchini et al. [101] Number of likes
Yang et al. [118]
User opinions, viewpoints, user
credibility
Ma et al. [65]
Topic distribution, question marks,
exclamation marks, etc.
Average number of retweets and
comments etc.
Liu et al. [62] User credibility, friendship
Ma et al. [66] Syntactic parse tree and subtrees
Jin et al. [43] Hashtag topic, URL links, etc.
Number of forwards and comments,
propagation structure
Della et al. [19] TF-IDF, stemmer Number of likes
Shu et al. [97] Content embedding
News-user social engagement
embedding
Kwon et al. [52]
Positive words, negating words,
cognitive action words, inferring
action words etc.
Clustering of friendship network,
fraction of isolated nodes etc.
Wu et al. [113]
Number of followers, number of
comments and reposts, propagation
tree
Volkova et al. [105]
Language complexity and
readability, moral foundations,
psycholinguistic cues, etc.
User opinions
Lexical features sometimes cannot fully reflect characteristics of misinformation because of its
locality, and therefore many studies introduce novel features of topic, sentiment, and writing style
for MID. For example, Pohast et al. [81] propose a meta-learning approach that utilizes different
writing styles to detect fake news. Wu et al. [113] leverage LDA model to extract topic-level
features from contents of Weibo for rumor detection. Hu et al. [37] propose a framework for
social spammer detection with sentiment information. In [36], Horne et al. propose a fake news
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detection model based on the observation that fake news is substantially different from real news
in their title style.
2.2 Social Context-based Methods
Traditional content-based methods analyze the credibility of the single microblog or a piece of
news in isolation, ignoring the high correlation of different tweets and events. However, lots of
interactions among users or contents (adding friends, following, posting, commenting, reposting
and tagging etc.) provide abundant reference information for the identification of misinforma-
tion. Concretely, these approaches are mainly divided into post-based and propagation-based
methods.
(1) Post-based features
Post-basedmethodsmainly rely on users’ postswhich express their emotions or opinions related
to the given event. Many studies detect misinformation by analyzing users’ credibility [72] or
stances [34, 71]. For instance, Shu et al. [98] explore the truely useful features of user profiles
for MID, so as to reduce the burden of feature extraction in the process of detection. Tacchini
et al. [101] find that the social posts on Facebook can be detected as hoaxes according to the
users’ like behaviors. Yang et al. [118] propose the fake news detection method called UFD, which
treats the authenticity of news and users’ reputation as latent variables and exploits users’ social
engagements to extract their viewpoints on news credibility.
(2) Propagation-based features
Propagation-based methods evaluate the credibility of messages and events as a whole [7],
whose core is credibility network construction and credibility propagation.
Several existing studies detect misinformation by analyzing information propagation modes.
For instance, Jin et al. [40] utilize the epidemiological models to describe the dissemination process
of rumors on Twier, and propose an enhanced epidemic model forMID.Ma et al. [65] characterize
the temporal paerns of social context features for fake news detection. Liu et al. [62] propose the
information dissemination networks based on heterogeneous users’ specific aributes for rumor
detection. Kim et al. [46] propose a Bayesian nonparametric model to characterize the process of
fake news transmission, jointly utilizing topics of news stories and user interests for MID.
ere are also several studies that detect misinformation by constructing specific tree or net-
work structures. For example, Ma et al. [66] model the propagation of rumor-related microblogs
as propagation trees, and they propose a kernel-based method to capture the paerns among those
propagation trees for MID. In addition, Gupta et al. [33] construct a credibility propagation net-
work containing users, messages and events for MID. In [43], Jin et al. propose a three-layer cred-
ibility propagation network that connects microblogs, sub-events and events for news credibility
validation.
2.3 Feature Fusion-based Methods
Content-based methods mainly classify the difference between true and false messages in terms of
writing style, lexical and syntactic features, while social context-based methods mainly leverage
the features extracted from information propagation for MID. Due to their complementary nature
[89], recently there have been studies that try to combine them using feature fusion-basedmethods.
For example, Vedova et al. [19] jointly leverage the ID of the users interacting with news and
the textual information of the news item for the detection of fake news. In addition to utilizing
traditional content features (e.g., lexical or syntactic features), Volkova et al. [105] leverage psycho-
linguistic signals from the content of fake news and authors’ perspectives from social context
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Table 3. A Summary of Deep Learning-Based Methods
Work Model
Data Inputs
Text
Visual
data
User
response
User or
website
profiles
Ma et al. [64] RNN X X
Yu et al. [121] CNN X X
Jin et al. [41] RNN X X X
Li et al. [54] GRU X X
Liu et al. [59] Aention X X
Runchansky et al.
[88]
RNN X X X
Chen et al. [11]
LSTM +
Aention
X X
Nguyen et al. [75]
CNN +
LSTM
X X
Guo et al. [31]
LSTM +
Aention
X X X
Popat et al. [80]
LSTM +
Aention
X X
Liu et al. [61]
CNN +
GRU
X
as input data for different classifiers in MID. Shu et al. [97] propose a semi-supervised multi-
feature fusion-based model, which combines media bias, news aitude, and relevant user social
engagements concurrently for fake news detection.
2.4 Deep Learning-basedMethods
Deep learning-based methods aim to abstract deep representation of misinformation data auto-
matically. At present, most work mainly utilize Recurrent Neural Networks (RNN) [64] and Con-
volutional Neural Networks (CNN) [121] for MID.
Many existing studies utilize deep neural networks to learn latent textual representation of
misinformation by modeling related posts as time-series. For example, Ma et al. [64] propose a
rumor detection model based on RNN which captures the temporal-linguistic features of a contin-
uous stream of user comments related to each specific event. Li et al. [54] consider that both the
forward and backward sequences of post flow provide abundant interactive information, so they
propose the Bidirectional Gated Recurrent Unit (GRU) method for rumor detection. Liu et al. [61]
find that there are differences between the propagation paerns of fake news and true news, and
they utilize CNN and GRU to classify the propagation paths for fake news detection.
ere are also studies that combine textual information and social context information (such as
user response, user or website profiles etc.) as data inputs of deep neural networks. For instance,
Guo et al. [31] propose a hierarchical neural network that have information of users, posts, and
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the propagation network as data inputs, and aention mechanisms are leveraged to estimate the
distinct contribution of them in MID. In [88], Ruchansky et al. propose a MID model based on
RNN, which incorporates features of the news content, the user response, and the source users to
promote the performance on fake news detection.
3 NEW TRENDS IN MISINFORMATION DETECTION
Having reviewed the traditional studies on MID, this section investigates several new research
trends of this field, including early detection, detection by multimodal data fusion, and ex-
planatory detection.
3.1 Early Detection
Misinformation can be readily spread by massive users on social networks, resulting in serious
effects in a very short period [7, 24]. erefore, early detection of misinformation becomes an im-
portant research topic. However, most existing studies debunk misinformation by assuming that
they have all lifecycle content. ey rely on the aggregation features, such as content characteris-
tics and propagation paerns etc., which tend to emerge slowly and require a certain number of
posts for classification. erefore, the resource on the beginning of a piece of misinformation is so
limited that it is challenging to detect it at the early stage. Recently, there have been some efforts
for early detection of misinformation.
Many MID models leverage the deep learning techniques for early detection of misinformation.
For example, Liu et al. [59] observe that only a small number of posts contribute a lot to MID.
In order to select these crucial contents, they propose an aention-based misinformation iden-
tification model, which evaluates the importance of posts by their aention values. Besides, the
experiment results indicate that the usage of aention mechanism facilitates the early detection of
misinformation. Similarly, Chen et al. [11] find that users tend to comment differently (e.g., from
surprising to questioning) in different stages of the misinformation diffusion process. Based on
this observation, a deep aention model based on RNN is proposed to learn selectively temporal
hidden representations of sequential posts for early detection of rumors. Yu et al. [121] utilize the
CNN-based model to extract key features from the sequence of posts and learn high-level inter-
actions among them, which is helpful for early detection of misinformation. Nguyen et al. [75]
also leverage CNNs for learning the latent representations of each tweet, obtaining the credibil-
ity of individual tweets accordingly. ey then evaluate whether the target event is a rumor by
aggregating the predictions of related tweets at the very beginning of the event.
As for the lacking of data for early detection of misinformation, it will be a helpful method to
borrow some knowledge from the related events. In [92], Sampson et al. propose a method for
emergent rumor detection by leveraging implicit linkages (e.g., hashtag linkages, web linkages)
for employing additional information from related events. e experimental results show that
such implicit links notably contribute to identifying emergent rumors correctly when a handful of
textual or interactive data is available.
3.2 Detection by Multimodal Data Fusion
Traditional MID methods focus on textual content and propagation network. However, social me-
dia posts also contain rich media data such as images and videos, while such multimodal data
are oen ignored. Images and videos are more appealing to users compared to pure textual in-
formation because they can vividly describe target events. Analyzing the relationships among
multimodal data and developing fusion-based models can be a promising way to MID [7]. Beyond
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images and videos, it is also suggested to incorporate other auxiliary information to improve de-
tection effect, such as user profiles, social contexts, etc. ere have been recent studies about MID
using multimodal data fusion.
Visual features have been used in different learning models for misinformation detection. For
instance, Gupta et al. [32] analyze 10,350 tweets with fake images circulated during Hurricane
Sandy in 2012, and find that the temporal characteristics, influence paerns and user responses
in the process of image dissemination conduce to MID. Wang et al. [111] and Jin et al. [41] both
propose the Recurrent Neural Network based detection models with an aention mechanism (a-
RNN), which fuse themultimodal data (images, texts, and social contexts) and their interactions for
rumor detection. In [45], Jin et al. observe that there are obvious differences in the image distribu-
tion paerns between real and fake news, and thus propose several visual and statistical features
to characterize the differences for fake news detection. Sabir et al. [90] present a deep multimodal
model for fake images detection, which simultaneously utilizes the convolutional neural network,
word2vec, and globe positioning system to extract unique features of fake pictures.
Social context-based detection methods comprehensively utilize the characteristics from user
profiles, post contents and social interactions for MID. For example, Shu et al. [98] delve into the
relationship between user profiles and online fake news. e findings are useful for designing
multimodal fusion MID systems. en, Shu et al. [99] further explore the social relations among
publishers, news pieces, and users, and propose a fake news detection framework called TriFN,
which models the inherent relationship among news content, social interactions, and news pub-
lishers by nonnegative matrix factorization (NMF) algorithms for MID.
e great advances in image processing techniques have proved that images can be easily edited
and modified, making fake images generation more readily. For instance, the face of one person
in videos can be automatically replaced with that of another without obvious sense of violation by
using the pre-trained Variational Auto-Encoder (VAE) or Generative Adversarial Network (GAN).
In [48], Korshunov et al. investigate that existing Facenet-based face recognition algorithms [93]
are vulnerable to fake images and videos generated by GAN. Huh et al. [38] propose a fake im-
age detection model based on image self-consistency features, which trains CNN using image
exchangeable image file format (EXIF) metadata to determine whether the content of the target
image can be generated by an imaging pipeline. Besides, Li et al. [56] propose a deep fake face
videos detection model based on LSTM and CNN, which utilizes the eye blinking signals of the
target person in videos to determine whether the video is fabricated.
3.3 Explanatory Misinformation Detection
ExitingMIDdetectionmethods only give a final decision ofwhether a claim is false or not [7]. Lile
information is revealed on why the decision is made. Finding evidences that support the decision
would be beneficial in debunking the misinformation and preventing its further spreading. To this
end, explanatory detection has become another trending research topic of MID.
In [78], Popat et al. put forward a probabilistic model to unite the content-aware and trend-
aware evaluating algorithms for MID. Specifically, they model the mutual interactions among the
event-related news articles for generating appropriate user-interpretable explanations, including
linguistic features, stances and evidences, and the reliability of sources. Gad-Elrab et al. [25]
propose the ExFaKT with the aim of providing human understandable explanations for candidate
facts, which combines the semantic evidence from text and knowledge graphs. ExFaKT uses Horn
rules to rewrite the given fact as multiple easy-to-explain facts for further MID. ClaimVerif [125]
is an explanatory claim credibility evaluation system, which takes the stance, viewpoint, source
credibility and other factors of the given claim into account for providing evidences. Similarly,
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CredEye [79] is also an interpretable MID model which determines whether a given claim is fake
by analyzing online articles related to it. e explanation is based on the language style, stance of
these articles, and the credibility of their publishers.
4 CROWD INTELLIGENCE-BASED DETECTION
Existing MID studies mainly focus on the content of posts. However, as the posts are generated,
interacted, and consumed by users, it will intake various human intelligence (e.g., opinion, stance,
questioning, evidence provision) in the creation, commenting, and reposting of posts, and the
so-called crowd intelligence [29, 55, 112] is also aggregated at a collective manner during the dis-
semination process of a claim. As stated by [8], a promising hypothesis is that there are some
intrinsic signals in the social media environment which contribute to assessing the credibility of
information. Ma et al. [68] also find that Twier supports “self-detect” of misinformation based on
aggregated user opinions, conjectures and evidences. ough, how to leverage crowd intelligence
in MID is still an open problem. In section 4, we aempt to address this problem by distilling and
presenting several different forms of usage of crowd intelligence in MID systems.
4.1 Crowd Intelligence in Misinformation
InMID, crowd intelligence refers to aggregated cues or social signals from the wisdom of the social
media users during the information generation and dissemination process. It can be characterized
from the individual level and crowd level.
(1) Individual level. It refers to the knowledge that can be leveraged from an individual.
• User profile. User preferences, interests, cognition bias, demography, the number of fol-
lowers.
• User opinion and stance. It involves opinions conveyed by users discussing the topic,
for/against of the claim, enquires, questions, etc.
• Source reliability. It denotes the level of certainty of users who generate and propagate the
information.
(2) Crowd level. It refers to the knowledge that can be leveraged from a collective of social
media users.
• Social contexts. e social relations and interactions among source users and disseminators
are helpful to understand the certainty of information.
• Collective knowledge. e collected evidences provided by the crowd are useful to infer the
credibility of information.
• Collective behaviors. In many cases, though individual behaviors cannot well characterize
the information credibility, the aggregated behaviors from a group of users oen reveal
more information. is may refer to crowd interaction paerns, behavior or opinion devi-
ation from the majority [50], conflicting viewpoints, and so on.
Having investigated existing MID studies, we distill four different manners of usage of crowd
intelligence, as presented below.
• Crowd learning models. It mainly uses feature engineering and representative learning
to incorporate crowd intelligence in MID models.
• Crowd behavior modeling. It uses graph or probabilistic models to model crowd behav-
iors and interactions to infer the credibility of information.
• Crowd knowledge transferring. e learned MID models usually do not work well on
new events. is manner tackles how to transfer crowd knowledge from existing events
to new events.
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• Hybrid human-machine models. Considering the complementary nature of human
intelligence and machine intelligence, this manner concentrates on developing hybrid
human-machine models for MID.
One common character of the prior three manners is that crowd intelligence is used in an im-
plicit manner, without explicit human inputs. Specifically, crowd intelligence is represented as
statistical human behavior paerns, used as features or parameters in the learning model. e
last manner, however, is based on explicit human inputs, such as using crowdsourcing for data
labeling. ereaer, we describe related work about the prior three forms in Section 4.2, and the
last form in Section 4.3.
4.2 Implicit Crowd Intelligence Models
In this section, we present the pioneering studies on the usage of implicit crowd intelligence for
MID, particularly focusing on the first three manners depicted in Section 4.1, as summarized in
Table 4.
(1) Crowd learning models. In this model, crowd intelligence is represented as features to
train classifiers for debunk misinformation. is has been proved useful for early detection of
misinformation. For instance, Liu et al. [60] try to solve the problem of real-time rumor debunking
using only crowd cues from Twier data, including people’s opinion, statistics of witness accounts,
aggregated belief to the rumor, network propagation, and so on. Zhao et al. [124] observe that
some people are willing to question or inquire the veracity of claims in Twier before deciding
whether to believe this message. Particularly, they find that the usage of enquiringminds facilitates
early detection of low accuracy information.
Social relations and interactions are also widely-used crowd intelligence inMID feature learning.
For instance, Wu et al. [115] assume that similar messages oen conduce to similar information
propagation traces. ey propose a social media user embedding method to capture the features
of social proximity and social network structures, atop which an LSTMmodel is utilized to classify
the information propagation path and identify its veracity. In [86], Rayana et al. apply collective
opinion clues and relational data to detect misinformation.
It is also helpful to identify misinformation by leveraging the crowd intelligence that user behav-
iors of publishing misinformation diverges from those of posting genuine facts. Chen et al. [13]
propose an unsupervised learning model which combines RNNs and Autoencoders to distinguish
rumors from other authentic claims. In [117], Xie et al. observe that the review spam aacks tend
to be bursty and are strongly correlated with their rating paerns, which are distinct from the
normal reviewers’ behavior paerns. erefore, they propose a review spam detection method
based on their temporal behavior paerns.
(2) Crowd behavior modeling. In this model, collective crowd behaviors, one type of crowd
intelligence, are modeled as graphs or probabilistic models to infer information credibility. Hooi
et al. [35] discover that fraudulent accounts which contribute to misinformation in rating systems
oen occur in short bursts of time, and have skewed distributions rating. e crowd wisdom is
characterized by a Bayesian inference model, which can estimate how much a user’s behaviors
deviates from those of the related community and use it to infer information credibility. Similarly,
Kumar et al. [50] propose a Bayesian model that incorporate the aggregated crowd wisdom, such
as the behavior properties of users, reliability of ratings, and goodness of products. By penalizing
unusual behaviors, it can infer misinformation in rating platforms.
ere are also studies that leverage aggregated crowd behavior modeling to facilitate early de-
tection of misinformation. For example, Jin et al. [44] improve early detection of misinformation
by mining conflicting viewpoints in microblogs. e supporting or opposing viewpoints are built
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Table 4. The Usage of Crowd Intelligence in MID
Usage manner Work
Problem
tackled
Usage of crowd
intelligence
Crowd learning models
Liu et al.
[60]
Early
detection
Features by collected
opinion, belief, etc.
Zhao et al.
[124]
Early
detection
Features by crowd
questions or enquires about
the veracity.
Wu et al.
[115]
General
Features by social relations
and propagation network.
Rayana et al.
[86]
General
Features by collective
opinion clues and relational
data.
Crowd behavior modeling
Hooi et al.
[35]
General
Bayesian modeling,
behavior deviation.
Kumar et al.
[50]
General
Bayesian modeling,
behavior deviation.
Jin et al.
[44]
Early
detection
A credibility propagation
network model that
incorporates conflicting
social viewpoints.
Ma et al.
[68]
Early
detection
Modeling reply structures
and opinions by
tree-structured recursive
neural networks.
Crowd knowledge transfer
Wang et al.
[111]
Early
detection &
Multimodal
data fusion
e Event Adversarial
Neural Network model to
derive event-invariant
features.
Qian et al.
[83]
Early
detection
A generative Conditional
Variational Autoencoder to
transfer user response
knowledge.
Wu et al.
[114]
Early
detection
A sparse representation
model for shared feature
learning.
into a credibility propagation network model for fake news detection. Ma et al. [68] assume that
the repliers are inclined to enquiry who supports or denies the given rumor and express their desire
for more evidence. ey thus propose two tree-structured recursive neural networks (RvNN) for
effective rumor representation learning and early detection, which can model the reply structures
and learn to capture the aggregated rumor indicative signals.
(3) Crowd knowledge transfer. Existing MID models still do not perform well on emerging
and time-critical events. In other words, existing MID models usually capture abundant event-
dependent features which are not common to other events. erefore, it becomes a necessary
to learn and transfer the shared knowledge learned from the existing crowdsourced data to new
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Table 5. The Usage of Hybrid Human-Machine Models
Work Problem tackled Usage of crowd intelligence
Nguyen et al.
[73]
Explanatory
detection
e mixed-initiative approach to blend human
and machine intelligence.
Nguyen et al.
[74]
Explanatory
detection
Incorporate explicit crowd intelligence in the
probabilistic graphical model.
Vo et al. [104] Early detection
e machine recommends evidence URLs to
human guardians to facilitate fact checking.
Kim et al.
[47]
Early detection
Using the marked temporal point processes to
model crowd flagging procedure.
Tachiatschek
et al. [103]
Early detection
Using the Bayesian inference mode to
incorporate crowd flagging behavior.
Lim et al. [57]
Explanatory
detection & Early
detection
An interactive framework where machines
collect evidences from Web search and human
can give feedback to the evidences.
Bhaacharjee
et al. [6]
Early detection
An active learning model that introduces
human-machine interaction to update the
detection model.
events. In [111], Wang et al. propose a detection model for identifying newly generated fake news
using transferable features, named Event Adversarial Neural Network (EANN ), which comprises
three parts, i.e., “feature extractor”, “event discriminator”, and “fake news detector”. e EANN
uses the event discriminator to learn the event-independent sharing features, and reduces the
influence of event-specific features on fake news detection.
Crowd knowledge transfer models also facilitate early detection of misinformation. For exam-
ple, Qian et al. [83] propose a generative Conditional Variational Autoencoder to capture user
response paerns from the semantic information of historical users’ comments on true and false
news articles. In other words, crowd intelligence is leveraged to generate responses towards new
articles to improve the detection capability of the model when user interaction data with articles
are not available at the early stage of fake news propagation. Wu et al. [114] also explore whether
the detection of emerging rumors could be benefited by the knowledge acquired from historical
crowdsourced data. ey observe that similar rumors oen lead to similar behavior paerns (e.g.,
curiosity, inquiry). A sparse representation model is built to select shared features and train event-
independent classifiers.
4.3 Hybrid Human-Machine Models
MID is a challenging problem and merely automatic models cannot well adapt to various con-
texts and events. Human intelligence, however, can remedy this by leveraging their knowledge
and experience. Hybrid human-machine models are thus developed to harness the complemen-
tary nature of human intelligence and machine intelligence for MID detection. Different from the
implicit crowd intelligence-based models, the human intelligence used in such models are oen
layered on explicit human inputs. Such models oen present sufficient explainability to facilitate
human-computer collaboration, and with the aid of human-machine collaboration, the proposed
models generally speed up the detection of misinformation.
ere have been several human-machine models built for fact checking in MID, as summarized
in Table 5. For instance, Nguyen et al. [73] consider that a system must be transparent in how it
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arrives at its prediction for users to trust the model. ey propose a mixed-initiative approach that
blends human knowledge and experience with AI for fact checking. In [74], Nguyen et al. present
a hybrid human-machine approach based on the probabilistic graphical model, which integrates
explicit human intelligence (by crowdsourcing) with the computing power to jointly model stance,
veracity and crowdsourced labels. e approach is capable of generating interpretations to fact
checking. Vo et al. [104] present a fact-checking URL recommendation model with the purpose of
stopping people from sharing misinformation. is model motivates guardians (users who tend to
correct misinformation) to actively participate in fact-checking activities and spread the verified
information to social networks.
Explicit human intelligence is also characterized and used in probabilistic models for fake news
detection. In [47], Kim et al. propose CURB, which leverages the marked temporal point processes
to model crowd-powered flagging procedure for fake news. To significantly mitigate the propa-
gation of misinformation with provable guarantees, CURB can decide which claims to choose for
fact checking and when to checkmisinformation. Tschiatschek et al. [103] also present a Bayesian
inference model that incorporates crowd flagging for detecting fake news. Lim et al. [57] present
an interactive framework called iFACT for assessing the credibility of new claims from tweets. It
collects independent evidence from web search results and identifies the dependencies between
historical claims and new claims. Users are allowed to provide explicit feedback on whether the
web search results are relevant, support or against a claim. In [6], Bhaacharjee et al. propose
a human-machine collaborative learning system for fast identification of fake news. An active
learning approach is proposed, where an initial classifier is learnt on a limited amount of labelled
data followed by an interactive approach to gradually update the model.
5 OPEN ISSUES AND FUTURE DIRECTIONS
ough there have been increasingly considerable efforts to address the challenges inMID systems,
there are still open issues to be studied in the future, as discussed below.
(1) Model adaptivity/generality to new events. MID methods need to be capable of identi-
fying unseen, newly coming events, since the existing data of the system may differ from that
of emerging events. However, most existing approaches tend to extract event-specific features
that hardly could be shared to newly-presented events [129]. As stated by Tolosi et al. [102],
feature engineering-based methods can be hard to detect misinformation across different events
as features change dramatically across events. erefore, model generality or adaptivity is quite
important for MID models to be applied to different events. Zubiaga et al. [130] state that the
domain-dependent distribution of features could limit the generalization ability of the models. As
the distribution of most characteristics direct to the event, the performance of the detection mod-
els will be affected. ough there have been some crowd knowledge transfer models [83, 111, 114]
discussed in Section 4.2, there are much more to be investigated. Transfer learning models [30, 77],
as successfully used in other domains, can be leveraged to design domain-adaptative MID models.
e usage of GAN-based discriminators [111] is another promising way to generate generalized
MID models with shared features.
Another interesting direction to be explored is that we should borrow knowledge from similar
domains. For example, we can refer to web security, virus/spam detection methods [12, 94, 128],
which also suffer from similar issues such as early detection and model generalization.
(2) Embracing of novel machine learning models. e misinformation detection process
is by nature the learning of a classifier to identify the credibility of information. Recent years
have witnessed the rapid and swi development of AI techniques. We have also found that many
studies have built deep learning models [11, 41, 61, 64, 75, 88, 121] to improve the performance
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of misinformation detection. ough, there are still more that can be explored. In the following
we review several representative examples that leverage advanced machine learning techniques
to MID.
• Multi-task learning. Multi-task learning [67] is intended for improving the generaliza-
tion performance of the model by using domain knowledge contained in related tasks.
Existing multi-task learning methods seek to find commonalities among multiple tasks by
modeling the task relevance, such as feature sharing, sub-space sharing, and parameter
sharing, as a supplement to knowledge for promoting the learning effect of each task. For
instance, Ma et al. [67] consider that rumor detection is highly correlated with the stance
classification task, and thus propose a neural multi-task learning framework for beer de-
tection. Under the mechanism of weight sharing, they present two RNN-based multi-task
structures to jointly train these two tasks, which could extract ordinary as well as task-
specific features for rumor representation. Inspired by this work, we can investigate the
connection and collaboration between MID and other tasks and design multi-task learning
based algorithms to improve MID performance.
• Semi-supervised models. Most existing MID works concentrate on supervised classifica-
tion taking advantage of a great quantity of labeled data (e.g., fake or not) on the basis of
manual feature extraction. However, in many cases we can only have a small number of la-
bels. Semi-supervised models are oen leveraged for dealing with the label sparsity issue.
For example, Guacho et al. [27] propose a semi-supervised content-based MID method,
which leverages the text embeddings based on tensor decomposition to capture the global
and local information of the news article. Aer constructing the K-Nearest Neighbor (K-
NN) graph of all the articles, they use a belief propagation algorithm to spread known
article labels into the graph for obtaining the final credibility of the news.
• Hybrid learning models. e develop of hybrid learning models that integrate linear
models with deep learning models have become a new research trend in AI, i.e., the com-
bined usage of explicit features and latent features. It is to leverage the complementary na-
tures of both types of learning models. For example,Wide & Deep [15] is a well-performed
framework for recommender systems, where the Wide part is used to integrate explicit
features and the Deep part is to learn the non-linear, latent features. ere are also pre-
liminary hybrid learning models in MID. Yang et al. [119] propose the TI-CNN model for
fake news detection, which can be trained with textual and visual information corporately
based on the fusion of explicit and implicit feature spaces. ough, hybrid learning models
are still at its early stage, there are still much more to be studied towards this direction,
such as the fusion of probabilistic graph models and deep learning models.
(3) Explanatory detection models. Providing evidence or explanations to the learning results
can increase user trust to the learning model. ough there have been few works on explanatory
MIDmodels, the introduction of explanations has been investigated in other related domains, such
as recommender systems.
Explainable recommendation, which provides explanations about why an item is recommended,
has aracted increasing aention in recent years [123]. It can help to improve users’ acceptability,
credibility, and satisfaction with recommender systems and enhance the systems’ persuasiveness.
For example, Chen et al. [14] present a visually explainable recommendation method based on
aentive neural networks to model user aention on images. Users can be informed of why an
item is recommended by providing personalized and intuitive visual highlights. Catherine et al.
[10] study how to generate explainable recommendations with the support of external knowledge
graphs, where a personalized PageRank procedure is proposed to rank items and knowledge graph
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entities together. In [110], Wang et al. propose a model-agnostic explanatory recommendation
system based on reinforcement learning (RL), which can flexibly control the presentation quality
of the explanations. Above all, the methods used in such explainable recommendation systems
can inspire us to design beer explainable MID systems.
From a higher perspective, machine learning models have powered breakthroughs in diverse
application areas (beyond recommender systems and MID). Despite the big success, we still lack
understanding of their intrinsic behaviors, such as how a classifier arrives at a particular decision.
is has result in the surging research direction of Interpretable Machine Learning (IML). IML
gives machine learning models the ability to explain or to present in understandable terms to a
human [1, 20]. Du et al. [21] define two types of interpretability: model-level interpretation and
prediction-level explanation. Model-level interpretation can illuminate the inner working mecha-
nisms of machine learning models and increase their transparency. Prediction-level explanation
helps uncover the relations between a specific input and the model output. For MID, it is more
focus on prediction-level explanation, which can illustrate how a decision can be arrived (using
the elements such as source reliability, evidences, stances). A representative scheme of construct-
ing prediction-level explainable models is employing the aention mechanism, which is widely
utilized to explain predictions made by sequential models (e.g., RNNs). We should also study other
approaches rooting from IML to enhance the explainability of MID systems.
(4) Hybrid human-machine systems. As discussed in Section 4.3, the introduction of hu-
man intelligence in the detection of fake news has been proven a promising research direction.
Broadly speaking, it belongs to the “human computation” paradigm, which aims to develop human-
machine systems that interweave crowd and machine capabilities seamlessly to accomplish tasks
that neither can do alone [69, 107]. ere have been several representative examples of human-
machine systems. For example, reCAPTCHA [108] is a Captcha-like system to protect computer
security, while at the same time it harnesses the combined efforts of individuals to the digital-
ization of books. Pandora [76] is a hybrid human-machine approach that cab explain failures in
component-based machine learning systems.
MID has close relationship with another hot research topic in knowledge discovery, namely
truth discovery. Due to the ability to extract reliable information from conflicting multi-sourced
information using human intelligence, truth discovery has become an increasingly significant re-
search topic. For MID, we also have multiple posts about the same claim of an event, and the
target is to identify the truth of the claim. ereby, there are similarity between the two research
problems and we can borrow knowledge from truth discovery systems to facilitate the MID. For
example, to deduce the correct labels as much as possible from the noisy crowdsourced labels, Liu
et al. [58] propose an expert validation-assisted image label truth discovery method. In particular,
it utilizes a semi-supervised learning algorithm which is able to maximize the influence of expert
labels to lower expert efforts in human-computer collaboration. Zhang et al. [122] propose a prob-
abilistic graph-based truth discovery model named “TextTruth”, which selects highly trustworthy
answers to a given question by comprehensively learning the trustworthiness of key factors (a
group of keywords) in each answer. e TextTruth infers the credibility of the answer providers
and the trustworthiness of every answer factor together in an unsupervised manner.
How to aggregate crowdwisdom is also important in MID systems. We can also learn from truth
discovery systems. For example, Yin et al. [120] present a model of crowd wisdoms aggregation
in an unsupervised manner called Label-Aware Autoencoders (LAA), which extracts the underly-
ing features and paerns of multi-sourced labels and infers the trustworthy labels by a classifier
and a reconstructor. To tackle the challenge that the same information source has different cred-
ibility on various topics, Ma et al. [63] propose a crowdsourced data aggregation method named
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FaitCrowd. e FaitCrowd jointly learns the topic distribution of a given question, the specific
topic-based knowledge of answer providers, and true answers by modeling the question content
and the sources’ response behaviors together on a probabilistic Bayesian model.
(5) Propagation by social bots. Existing MID studies concentrate on the content and propa-
gation paerns of posts. e characters of the “accounts” that publish and disseminate the posts,
however, are not well investigated. Recently, there are several efforts paid to study the essential
causes of misinformation spreading as rapidly as viruses. For example, Zhao et al. [95] perform a
detailed analysis of 14 million tweets posted on Twier during the 2016 U.S. presidential election,
400 thousand of which contain misinformation. ey observe that the “social bots” apparently
facilitate the rapid diffusion of fake news. e social bot usually refers to a computer algorithm
or soware program that imitates human interaction behaviors (e.g., producing contents, follow-
ing other accounts, reposting posts etc.) with purpose on social networks [22]. In addition, these
malicious bot accounts are abnormally active in the very early stage of fake news propagation.
e above findings suggest that the suppression of social bots can be a promising way tomitigate
the dissemination of misinformation. In the last few years, social bots have been active on social
media platforms, such as Facebook, Twier etc. ere have also been studies on social bot behavior
analysis and automatic detection. In [22], Ferrara et al. classify the existing detection approaches
for social bots into four categories, includiing graph-based models, crowdsourcing, feature-based
models, and hybrid models. Almaatoug et al. [3] conduct an authoritative analysis of the behaviors
of the spam accounts in social networks. ey design a detection method that incorporate the
features such as content aributes, social interactions, and profile properties. Similarly, Minnich et
al. [70] propose the BotWalk bot detection method, where they characterize accounts with various
behavioral features, such as metadata, content, temporal information, and network interaction.
Cresci et al. [17] conduct a penetrating analysis of the collective behaviors of social bots and
present the Social Fingerprinting technique for spambot detection. In particular, they exploit the
digital DNA technique for characterizing the collective behaviors of all the accounts, and a DNA-
inspired method is then proposed to characterize genuine accounts and spambots. Cresci et al.
[16] also leverage the characteristics of group accounts to detect spambots.
(6) Adversarial aack and defense in misinformation detection models. As discussed in
Section 2.4, the prevalence of deep learning-based MID models contributes to effective improve-
ment of recognition performance. However, Szegedy et al. [100] have proven that the trained
neural networks may fail to respond to adversarial aacks, which means that adding some small
perturbations to the input vectors could make models get wrong results [2]. Existing MID studies
rarely highlight the robustness of detection models which can be deceived by adversarial aacks.
Although there have been few studies on adversarial aack and defense in MID models, the
related work about other tasks [26, 49] has been investigated. For instance, Dai et al. [18] present
an adversarial aack method for graph data based on reinforcement learning which learns the
optimal aack policy by increasing or decreasing the amount of edges in the graph. With the
purpose of generating universal adversarial perturbations for text, Behjati et al. [5] propose a
gradient projection-based aack method. Jia et al. [39] aack question and answer systems by
adding sentences or phrases to questions that do not cause difficulty to the human understanding.
e above aack studies can provide guidance for the research of adversarial aack defense in
MIDmodels. Zhou et al. [127] further divide adversarial aacks onMIDmodels into fact distortion,
subject-object exchange, and cause confounding, and propose a crowdsourced knowledge graph to
collect timely facts about news events for resisting adversarial aacks. Qiu et al. [84] classify de-
fensive methods into three categories, includingmodifying data (e.g. adversarial training, gradient
hiding),modifying models (e.g. regularization, defensive distillation), and using auxiliary tools (e.g.
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Defense-GAN [91]). ough some studies have already been done in this field, there are still more
efforts to be conducted on adversarial aack and defense for MID.
6 CONCLUSION
We have made a systematic review of the research trends of misinformation detection. Having
given a brief review of the literature of MID, we present several new research challenges and
techniques of it, including early detection, detection by multimodal data fusion, and explana-
tory detection. We further investigate the usage of crowd intelligence in MID, including crowd
intelligence-based MID models and hybrid human-machine MID models. ough there has been
a big research progress in MID, it is still at the early stage and there are numerous open research
issues and promising research directions to be studied, such as model adaptivity/generality to new
events, embracing novel machine learning models, explanatory detection models, and so on.
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