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Abstract
Background: The automated monitoring of routinely collected disease surveillance data has the
potential to ensure that important changes in disease incidence are promptly recognised. However,
few studies have established whether the signals produced by automated monitoring methods
correspond with events considered by epidemiologists to be of public health importance. This
study investigates the correspondence between retrospective epidemiological evaluation of
notifications of Ross River virus (RRv) disease in Western Australia, and the signals produced by
two cumulative sum (cusum)-based automated monitoring methods.
Methods:  RRv disease case notification data between 1991 and 2004 were assessed
retrospectively by two experienced epidemiologists, and the timing of identified outbreaks was
compared with signals generated from two different types of cusum-based automated monitoring
algorithms; the three Early Aberration Reporting System (EARS) cusum algorithms (C1, C2 and
C3), and a negative binomial cusum.
Results: We found the negative binomial cusum to have a significantly greater area under the
receiver operator characteristic curve when compared with the EARS algorithms, suggesting that
the negative binomial cusum has a greater level of agreement with epidemiological opinion than the
EARS algorithms with respect to the existence of outbreaks of RRv disease, particularly at low false
alarm rates. However, the performance of individual EARS and negative binomial cusum algorithms
were not significantly different when timeliness was also incorporated into the area under the curve
analyses.
Conclusion: Our retrospective analysis of historical data suggests that, compared with the EARS
algorithms, the negative binomial cusum provides greater sensitivity for the detection of outbreaks
of RRv disease at low false alarm levels, and decreased timeliness early in the outbreak period.
Prospective studies are required to investigate the potential usefulness of these algorithms in
practice.
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Background
Increasingly, automated monitoring methods are being
applied to routinely collected population health data to
facilitate the recognition of significant changes in the
health indicators under surveillance. The implementation
of automated monitoring methods has been associated
with improved awareness of trends in health-related data,
improved data sharing and integration, and an improved
ability to detect and respond to health events [1].
Statistical process control methods such as cumulative
sums (cusums) are among the most commonly used
methods to monitor population health surveillance data.
Cusums are powerful, yet reasonably straightforward to
design and implement, and are considered well-suited to
the task of detecting changes in surveillance data early [2-
4]. Using cusums to monitor disease data traditionally
assumes that the parameters which adequately describe
the observed outcome of the disease processes when it is
at an ideal level can be specified [5]. In practice, specifying
parameters which adequately describe the process under
surveillance can be difficult, particularly when the process
and systems associated with data generation do not
appear to be stable, and disturbances can vary in size and
area. Over time, changes in disease surveillance methods
can also produce apparent changes in disease incidence
when no real change has occurred.
One alternative to using fixed parameters to describe the
ideal behaviour of the process under surveillance is to use
historical observations to estimate the parameters to be
employed in monitoring [5]. This approach has been used
in the cusum-based monitoring methods developed as
part of the Early Aberration Reporting System (EARS) [6].
The EARS cusum-based aberration detection algorithms
use recently observed data to inform the expected level of
the data under surveillance. As such, these algorithms sig-
nal change from the recent past rather than from theoret-
ically derived parameters or ideal values.
Determining an appropriate baseline period from which
to derive parameters for automated monitoring is com-
plex, as changes in surveillance methods and trends asso-
ciated with changing disease epidemiology can limit the
usefulness of long series of historical data for the identifi-
cation of ideal process levels. For example, longer base-
lines can be useful as a mechanism to assist in identifying
or down-weighting the influence of previous outbreaks on
summary statistics; however, for some diseases, seasonal
outbreaks may produce elevated baseline estimates over
many months. There is little specific information availa-
ble to guide the selection of appropriate baselines in indi-
vidual public health surveillance applications.
Routine national notifiable disease surveillance methods
in Australia do not yet include the use of automated algo-
rithms for outbreak detection; however, the EARS algo-
rithms (C1, C2 and C3) have been implemented at a
national level in New Zealand for the surveillance of noti-
fiable disease data [7]. The EARS algorithms provide early
detection of real and simulated disease outbreaks [8], and
these cusum methods, which require little baseline data,
have been found to perform as well as methods that
require greater amounts of historical data for baseline esti-
mation [9]. Although the EARS C1, C2 and C3 algorithms
have been found to detect outbreaks of public health
interest, including the start of the influenza season [9], lit-
tle is known about how the signalling pattern of these
algorithms corresponds to the identification of events of
public health interest among epidemiologists.
In contrast to the industrial applications for which
cusums were originally designed [2], the use of cusums to
monitor population health data provides additional chal-
lenges associated with monitoring the complex and varia-
ble process of disease transmission and detection.
Cusums applied to public health surveillance data which
have high variance have been associated with a greater
than expected number of false alarms in comparison to
data with low variance [10]. Similarly, public health sur-
veillance data with fluctuating variance has also been
associated with variable specificity of surveillance algo-
rithms [11]. Although a negative binomial cusum may
provide a means to moderate the reported high false
alarm rates associated with the use of established cusum
based on other statistical models, the performance of neg-
ative binomial cusums has not been widely investigated.
This analysis aimed to investigate the correspondence
between retrospective epidemiological evaluation of noti-
fications of RRv disease in Western Australia, and the sig-
nals produced by two cusum-based automated
monitoring methods; the widely used EARS C1, C2 and
C3 cusums, and a negative binomial cusum.
Methods
The performance of the EARS C1, C2 and C3 algorithms
[6], and a negative-binomial cusum were compared with
the occurrence of events deemed by two experienced epi-
demiologists to be of potential public health importance
using historical daily RRv disease notification data. RRv
disease is among the most commonly notified diseases in
Western Australia, with a total of 1099 cases notified in
Western Australia (55.4 per 100,000 population) during
2004 [12]. RRv infections most frequently occur among
middle-aged adults, and produce a range of clinical symp-
toms including fatigue and polyarthritis that typically last
from months to years [13].BMC Medical Informatics and Decision Making 2008, 8:37 http://www.biomedcentral.com/1472-6947/8/37
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Data
Historical daily RRv disease case notification data for
Western Australia are not publicly available, and de-iden-
tified data were obtained from the National Notifiable
Diseases Surveillance System (NNDSS) under agreement
from the Department of Health Western Australia and the
Australian Government Department of Health and Age-
ing. Data were available for analysis from the 1st of Janu-
ary 1991 to the 10th of September 2004 (5002 days).
Cases of RRv disease are notified based on laboratory evi-
dence of infection, however, this does not always imply a
definitive diagnosis [14]. Due to under-presentation and
the underuse of laboratory testing in endemic areas, noti-
fied rates of RRv disease are considered to underestimate
true disease rates [13].
The use of the date of report as the reference date in this
investigation is based on the rationale outlined by Far-
rington and coworkers [15], including its availability for
all notified cases. The use of the report date will influence
timeliness and sensitivity of outbreak detection as it incor-
porates additional variability between the onset of illness
and the date of report [15], however, they are the most
feasible data to monitor in prospective surveillance.
Definition of outbreaks
As detailed historical records of prospectively-identified
outbreaks of RRv disease in Western Australia were not
available, retrospective expert epidemiological evaluation
was used to identify the occurrence of events of epidemi-
ological significance in the data. Daily time series data for
the study period were reviewed by two independent epi-
demiologists. These highly experienced medical epidemi-
ologists, although employed within the same university
faculty for a year, both have a history of independent
employment both within Australia and internationally.
The time series graphs used to identify RRv disease out-
breaks also displayed the approximate timing of any out-
breaks that were documented in the Communicable
Diseases Intelligence quarterly and annual surveillance
reports [16], or were identified in a review of RRv in Aus-
tralia [13].
Both epidemiologists independently identified events of
epidemiological significance by labelling outbreak and
non-outbreak periods based on a visual review of the data,
information provided on documented outbreaks, and
their knowledge of RRv disease epidemiology in Australia.
Start and end dates of the retrospectively identified events
were specified. A meeting between the researcher and the
two epidemiologists was subsequently used to discuss any
differences in the identification of events or their timing
and produce an agreed standard.
There were two areas of difference in opinion among the
epidemiologists. The first area related to minor differences
in the timing of specified start and end dates for each
event identified, and was resolved through a joint review
of the data. The second area of difference was the labelling
of hyper-endemic periods during August to December
1992 and February to June 1994 by one expert. The first
epidemiologist indicated that the observed level of disease
activity in practice could be of some concern; however,
chose to concur with the second expert who believed that
although the level of disease was different, it was difficult
to label as an event of significance based on the level of
notifications alone. No information was provided to
expert reviewers on epidemiological linkages between
cases or geographical distribution. Following the joint dis-
cussion, a total of 15 events of public health significance
were identified, and these were considered to define 'out-
break' periods for the purposes of algorithm comparison.
EARS algorithms
The EARS algorithms C1, C2 and C3 [6] were selected for
evaluation due to their widespread use. We evaluated the
performance of the EARS algorithms over a range of alarm
levels. If the conventional alarm level (C1 = 2) is used, the
C1 algorithm simplifies to the current value being greater
than the baseline mean plus three standard deviations,
which is based on the previous 7 days of data. The C2
algorithm differs from C1 in the use of a guard band of
two days duration between the baseline and the current
day being evaluated. The C3 algorithm also uses a two-day
guard band, but calculates a partial sum for the last three
days of the positive deviation of the current value from the
mean [6]. The EARS algorithms are designed to signal
when the cusum values exceed 2, which implies that the
algorithm statistics have exceeded a level which is three
standard deviations greater than the baseline mean.
The algorithms were run using the R statistical software
based on the implementation of the algorithms in the
EARS-X Excel software version [17]. To check for coding
errors in the R implementation of EARS developed for this
study, the outputs of both versions were compared based
on six semi-synthetic datasets of 150 days in length with
randomly inserted outbreaks of different magnitudes. No
differences in performance between the excel and R ver-
sions of the algorithms were detected. The R code is pro-
vided in Additional file 1.
Negative binomial cusum algorithms
A negative binomial cusum [2] was selected for testing
due to the potential ability of this method to minimise
false alarms associated with over-dispersed data. The neg-
ative binomial distribution can be described by two
parameters, r and c, where over-dispersion is determined
by the parameter c. The following two equations wereBMC Medical Informatics and Decision Making 2008, 8:37 http://www.biomedcentral.com/1472-6947/8/37
Page 4 of 11
(page number not for citation purposes)
used to determine the negative binomial parameter values
based on the means (u) and variances (σ2) derived from
selected baseline periods:
c0 = u/(σ2 - u)
r = u2/(σ2 - u)
If we consider r as given and monitor for changes in c from
an in-control c0 to an out of control level c1 where c1 > c0,
the decision interval cusum is given by [2]:
C0 = 0
Cn
+ = max(0, Cn-1
+ + Xn - k+)
where k+ = r.ln [c0(1+c1)/c1(1+c0)]/ln [(1+c0)/(1+c1)]
The out of control level c1 was determined by calculating
a fixed interval of two baseline standard deviations greater
than the baseline-derived in control level c0, effectively
setting the negative binomial cusum to detect a shift mag-
nitude of two standard deviations above the baseline
mean. To allow comparison with the EARS algorithms,
the negative binomial cusum was evaluated with the base-
line mean estimated using just 7 days of baseline data.
Like the EARS algorithms C2 and C3, a guard band of 2
non-analysis days was used between the 7 days of data
used to establish the baseline mean and variance, and the
data for the current day. This guard band prevents the
most recent data being included in the baseline estimates,
which may be detrimental in the case of slowly increasing
incidence being incorporated into the baseline. The nega-
tive binomial cusum was also tested using three addi-
tional baseline data period lengths: 14, 28 and 56 days. A
zero-start method was evaluated, and cusums were not
reset following alarms to allow exploration of the effects
of different signal thresholds on performance. The R code
implementation of the negative binomial cusum is pro-
vided in Additional File 1.
Evaluation
To compare algorithm performance, empirical methods
were used to determine the cut-off values for each algo-
rithm that would produce equivalent false alarm rates. We
investigate the performance of both algorithm types using
false alarm rates of approximately 0.005 and 0.001, which
implies that the cusums are expected on average to pro-
duce a false positive alarm approximately once every six
months and three years respectively.
Although the cut-off value used to determine signalling of
the cusums was varied to allow exploration of perform-
ance at different false alarm rates, the implementation of
the C3 algorithm retains the threshold of 2 used to
exclude large observed counts on the current or previous
two days from the cusum total score, as implemented in
the EARS-X software (see Additional File 1).
Performance comparisons were based on two main indi-
cators: sensitivity, which describes the ability of the algo-
rithm to detect outbreaks in the data at any time during
each outbreak period; and timeliness, which describes the
number of days from the beginning of each outbreak until
the first signal for each outbreak. As sensitivity was
defined as the signalling of the algorithm at any point dur-
ing the defined outbreak periods, timeliness was deter-
mined only for outbreaks that were detected, and defined
as the number of days between the first nominated out-
break day, and the day of the first signal during the out-
break period. Any signals that occurred during outbreak
periods were considered valid and the first of these during
each outbreak period was used to calculate the time to
detection. Signals that occurred on non-outbreak days
(days that were not considered to be of epidemiological
significance), were considered false alarms, and the aver-
age proportion of false alarms was calculated as the total
number of false alarms divided by the total number of
non-outbreak days. A one per cent false alarm rate (0.01)
is equivalent to an alarm occurring on average on one out
of every one hundred non-outbreak days.
As the early detection of events of interest is important,
timeliness was also summarised for each cusum as the
proportion of outbreaks detected within the first 7 days.
As performed for a previous evaluation of the EARS algo-
rithms [18], we calculated a conditional average run
length indicator based on the detection of an event within
the first 7 days. To enable the generation of complete
timeliness data for algorithm comparison, an additional
outcome variable (adjusted timeliness) was also derived
by allocating the total duration of each outbreak as the
timeliness result if an outbreak was undetected.
The performance of each algorithm was also evaluated by
comparing the area under the receiver operating character-
istic (ROC) curve (AUC) [19]. The AUC calculations were
performed using the trapz function of the CaTools pack-
age for the R statistical software [20]. To allow the consid-
eration of both sensitivity and timeliness in AUC
comparisons, a weighted AUC indicator (WtAUC) was
also generated [19], which weights the contribution of the
sensitivity component of the AUC indicator based on the
proportion of time saved relative to a reference value. As
no historical data were available to provide a reference
value, a fixed value of 7 days was used. The weightings
applied to the sensitivity data were calculated as (7-time-
liness)/7, with a lower limit of zero. As such, outbreaks
detected more than seven days after their commencement
do not contribute to the weighted AUC indicator.BMC Medical Informatics and Decision Making 2008, 8:37 http://www.biomedcentral.com/1472-6947/8/37
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Formal statistical comparisons of sensitivity, timeliness,
adjusted timeliness, AUC and weighted AUC for the EARS
and negative binomial cusums were performed using
Friedman Rank Sum Tests as implemented in the Stats
package for the R software version 2.6.0 [21]. Selected
multiple comparisons were performed to investigate dif-
ference in performance between the three EARS algo-
rithms and the 7-day and 28-day negative binomial
cusums using paired Wilcoxon Signed Rank tests. As these
six analyses were conducted for each multiple compari-
sons procedure, the two-tailed p-value used to determine
significance for the Wilcoxon Signed Rank tests was
adjusted to reflect the repeated testing and set at 0.05/6, or
0.0083. Nonparametric methods were used due to the
non-normailty of the data and small sample size available
for analysis. This research was approved by the Human
Research Ethics Committee of Curtin University of Tech-
nology.
Results
We observed a good level of agreement between epidemi-
ologists based on their independent evaluations, and
good agreement between retrospective epidemiological
review and larger documented outbreaks. Divergence
between documented outbreaks at a national level and
expert opinion only occurred for the smallest events iden-
tified by the epidemiologists, which are less likely to be of
interest, or documented, at a national level.
Descriptive statistics
Major outbreaks of RRv disease occurred approximately
every four years between 1991 and 2004. Case notifica-
tions often remain elevated for 6 months following sea-
sonal outbreaks, which generally occurred with a mid-
point around the month of March. The multiple-year dis-
ease cycle was associated with large long term variation in
baseline statistics due to the timing of the epidemic and
inter-epidemic years. There was no clear trend towards
increased case counts during the period analysed.
The mean of the daily count of RRv disease case notifica-
tions (1.53) was considerably lower than the variance
(13.76), indicating that the data are overdispersed. When
epidemiologically-defined outbreak periods were
excluded (n = 2636), the mean RRv disease case count
(0.26) remained lower than the variance (0.31). The
mean number of cases reported per day for each expert-
identified outbreak period varied between less than 1 case
per day for smaller outbreaks in 1993 and 1995, to more
than 8 cases per day for a large outbreak in 1996. The
number of cases reported on the first day of identified out-
breaks ranged between 2 and 4. The historical data are dis-
played in Figure 1 and Additional File 2, with the division
of the data into 15 'outbreak' datasets based on equal
bisection of each of the intervening non-outbreak periods.
On average, the use of longer baseline periods for the neg-
ative binomial cusum was associated with decreased vari-
ation in the out of control mean, and a higher average out
of control mean. The negative binomial cusum out of con-
trol mean for the 7-day baseline model (4.56) was lower
than the mean for the 14-day (4.64), 28-day (4.74) and
56-day (4.97) baseline models. The maximum value of
the negative binomial cusum out of control mean for the
7-day baseline model (60.1) was higher than the maxi-
mum for the 14-day (55.2), 28-day (46.1) and 56-day
(40.1) baseline models.
Large EARS and negative binomial cusum algorithm sig-
nals occurred on a number of days which were not classi-
fied as of epidemiological importance. Most commonly
these false alarms occurred following isolated small-scale
increases in notifications, or increases prior to a defined
outbreak period. In July 2001 (Additional File 2: 11th out-
break dataset, day 279) a large signal was issued by all
algorithms on a day where an isolated spike of one then
four cases were reported.
Sensitivity
Based on epidemiological opinion, the sensitivity of the
EARS and negative binomial cusums were more similar at
higher false alarm rates, as illustrated in Figure 2. At false
alarm rates of less than 0.01, the negative binomial cusum
had higher sensitivity than the EARS algorithms, and the
sensitivity of the negative binomial cusum was generally
higher when longer baseline periods were used. At a false
alarm level of 0.005 the 28-day negative binomial cusum
also had the highest sensitivity during the first 7 days of
the outbreak (60%), followed by the C3 algorithm and
the 7-day negative binomial cusum (both 40%) (Table 1).
At a false alarm rate of approx 1 every 1000 days (0.001),
the 7-day negative binomial cusum had the highest 7-day
sensitivity (27%) (Table 2).
Comparison of the sensitivity of the seven cusum algo-
rithms found significant differences at the 0.005 and
0.001 false alarm levels (Friedman χ2 = 25.8, df = 6, p =
0.0002 and Friedman χ2 = 39.2, df = 6, p < 0.0001 respec-
tively, Tables 1 and 2). When the sensitivity of the EARS
algorithms were individually compared with the sensitiv-
ity of the 7-day and 28-day negative binomial cusums at
the 0.005 false alarm level, no comparisons were signifi-
cant following adjustment for the number of comparisons
performed, with p ≤ 0.02 for all comparisons with the 28-
day negative binomial cusum, and p ≤ 0.07 for all com-
parisons with the 7-day negative binomial cusum. Multi-
ple comparisons at the 0.001 false alarm level were
significant for EARS C1 and the 7-day and 28-day negative
binomial cusums, and C2 and the 28-day negative bino-
mial cusum following adjustment for the number of com-BMC Medical Informatics and Decision Making 2008, 8:37 http://www.biomedcentral.com/1472-6947/8/37
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parisons performed (p = 0.006, p = 0.002 and p = 0.006
respectively), and p ≤ 0.04 for all remaining comparisons.
Timeliness
The timeliness of the EARS algorithms exceeded that of
the negative binomial cusum given that the outbreak was
detected within the first 7 days (Tables 1 and 2). The neg-
ative binomial cusum was more likely than the EARS algo-
rithms to signal between days 2 and 7. The negative
binomial cusum also generally had a greater overall
median time to detection at the 0.005 false alarm rate
(Table 1), although the overall median time to detection
for the negative binomial cusum was less than the EARS
algorithms at the 0.001 false alarm level (Table 2). The 28-
day negative binomial cusum was the most timely nega-
Table 1: Algorithm summary performance statistics for false alarm rates approximating 0.005†
Algorithm false alarm rate median (mean) 
sensitivity
Day 1 
sensitivity
Day 2 
sensitivity
Days 1–7 
sensitivity
CARL median (mean) 
timeliness‡
median (mean) 
adjusted 
timeliness‡
EARS C1 0.0049 1 (0.53) 0.13 0 0.13 1.0 18.5 (54.6) 34.0 (78.8)
EARS C2 0.0042 1 (0.53) 0.33 0 0.33 1.0 0.0 (24.1) 32.0 (71.1)
EARS C3 0.0049 1 (0.60) 0.40 0 0.40 1.0 0.0 (17.9) 32.0 (68.1)
NBC 7-day 0.0049 1 (0.87) 0.2 0.07 0.40 2.0 12.0 (16.3) 14.0 (18.5)
NBC 14-day 0.0049 1 (0.93) 0.2 0.07 0.33 1.6 9.5 (13.9) 11.0 (15.2)
NBC 28-day 0.0049 1 (1.00) 0.27 0.07 0.60 2.9 5.0 (8.5) 5.0 (8.5)
NBC 56-day 0.0042 1 (0.93) 0.13 0 0.27 3.0 14.5 (19.1) 14.0 (18.8)
p-value¥ - 0.0002 - - - - 0.71 0.008
†Test threshold that produced a false alarm rate ≤ 0.005
‡Detection on the first outbreak day is equivalent to a timeliness of 0 days
¥Friedman rank sum test
CARL: Conditional Average Run Length – conditional on the detection of the outbreak during the first 7 days
EARS: Early Aberration Reporting System
NBC: Negative binomial cusum with an out of control state defined as 2 standard deviations greater than the mean
Ross River virus case notifications, expert-defined outbreak period (shaded) and cusum scores by day for the first outbreak  dataset (days 1–235) Figure 1
Ross River virus case notifications, expert-defined outbreak period (shaded) and cusum scores by day for the 
first outbreak dataset (days 1–235).
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tive binomial cusum model tested based on all outbreaks
detected at the 0.005 and 0.001 false alarm levels.
Comparison of the timeliness of the seven cusum algo-
rithms found no significant difference at the 0.005 and
0.001 false alarm levels (Friedman χ2 = 3.8, df = 6, p =
0.71 and Friedman χ2 = 2.1, df = 6, p = 0.91 respectively,
Tables 1 and 2). However, comparison of the adjusted
timeliness of the seven cusum algorithms, which allocates
the duration of the outbreak as the timeliness result when
outbreaks are undetected, found a significant difference at
the 0.005 and 0.001 levels (Friedman χ2 = 17.3, p = 0.008
and Friedman χ2 = 25.0, p = 0.0003 respectively, Tables 1
and 2). Multiple comparisons at both the 0.005 and 0.001
false alarm levels were only significant for EARS C1 and
the 28-day negative binomial cusum following adjust-
ment for the number of comparisons performed (p =
0.001 and p = 0.007 respectively), with p ≤ 0.05 for all
remaining comparisons.
AUC
Comparison of the AUC analyses for the seven cusum
algorithms found a significant difference for the 0–1,
0–0.01, and the 0–0.005 false alarm ranges (Friedman χ2
= 70.3, p < 0.0001, Friedman χ2 = 70.6, p < 0.0001 and
Friedman χ2 = 61.9, p < 0.0001 respectively, Table 3).
With the exception of the comparison of EARS C3 and the
7-day negative binomial cusum (p = 0.01 and p = 0.04
respectively), all multiple comparisons were significant
after adjustment for repeated testing for the false alarm
ranges 0–1 and 0–0.01 (all p ≤ 0.002). All multiple com-
parisons were significant after adjustment for repeated
testing for the false alarm range 0–0.005 (all p ≤ 0.005).
Comparison of the weighted AUC analyses for the seven
cusum algorithms found a significant difference for the
0–1 and 0–0.01 false alarm ranges (Friedman χ2 = 12.8, p
= 0.046 and Friedman χ2 = 18.4, p = 0.006 respectively,
Table 3). However, no multiple comparisons were signif-
icant after adjustment for repeated testing for the false
alarm ranges 0–1 (all 0.17 ≤ p ≤ 0.85), and 0–0.01 (C1 all
p ≤ 0.02, C2 all p ≤ 0.08, C3 all p ≤ 1.00). Comparison of
the weighted AUC analyses for the seven cusum algo-
rithms found no significant difference for the 0–0.005
false alarm range (Friedman χ2 = 10.7, p = 0.10).
Negative binomial cusum calibration
To investigate the influence of the negative binomial
cusum settings on outbreak detection performance, we
also evaluated the performance of the negative binomial
cusum when the out of control state was defined as 3
standard deviations greater than the mean. Overall the
timeliness and 7-day sensitivity of both the 2 and 3 stand-
Sensitivity of Early Aberration Reporting System (EARS) and  negative binomial cusum (NBC) algorithms according to false  alarm rate Figure 2
Sensitivity of Early Aberration Reporting System 
(EARS) and negative binomial cusum (NBC) algo-
rithms according to false alarm rate.
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Table 2: Algorithm summary performance statistics for false alarm rates approximating 0.001†
Algorithm false alarm 
rate
median (mean) 
sensitivity
Day 1 
sensitivity
Day 2 
sensitivity
Days 1–7 
sensitivity
CARL median (mean) 
timeliness‡
median (mean) 
adjusted timeliness‡
EARS C1 0.0008 0 (0.27) 0.13 0 0.13 1.0 36.5 (49.0) 123 (113.1)
EARS C2 0.0008 0 (0.40) 0.13 0 0.13 1.0 44.5 (52.7) 90 (96.0)
EARS C3 0.0008 0 (0.47) 0.13 0 0.13 1.0 51.0 (52.4) 73 (93.4)
NBC 7-day 0.0008 1 (0.80) 0.13 0.07 0.27 1.8 19.5 (32.3) 21 (31.1)
NBC 14-day 0.0008 1 (0.80) 0.07 0 0.13 2.0 33.5 (39.0) 32 (36.5)
NBC 28-day 0.0008 1 (0.93) 0.07 0 0.2 3.0 16.5 (26.3) 18 (26.8)
NBC 56-day 0.0008 1 (0.80) 0 0 0.13 5.0 19.0 (31.0) 20 (30.1)
p-value¥ - <0.0001 - - - - 0.91 0.0003
†Test threshold that produced a false alarm rate ≤ 0.001
‡Detection on the first outbreak day is equivalent to a timeliness of 0 days
¥Friedman rank sum test
CARL: Conditional Average Run Length – conditional on the detection of the outbreak during the first 7 days
EARS: Early Aberration Reporting System
NBC: Negative binomial cusum with an out of control state defined as 2 standard deviations greater than the meanBMC Medical Informatics and Decision Making 2008, 8:37 http://www.biomedcentral.com/1472-6947/8/37
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ard deviation negative binomial cusum algorithms were
comparable, with descriptive performance characteristics
summarised in Table 4. At a false alarm level of 0.001
both the longer baseline 28-day and 56-day negative
binomial cusums had an overall sensitivity of 80% based
on a 3 standard deviation control limit.
Discussion
This study explored the agreement between retrospective
epidemiological opinion and the performance of two
types of cusum algorithms for the detection of RRv disease
outbreaks. The negative binomial cusum algorithm
showed greater congruence with epidemiological opinion
in terms of sensitivity, with the EARS algorithms having
significantly lower AUC scores than the negative binomial
cusum. However, when timeliness was incorporated into
the AUC analyses, multiple comparisons between the
EARS algorithms and the negative binomial cusum were
no longer significant. This finding is associated with the
ability of the EARS algorithms to signal an outbreak ear-
lier if the outbreak was detected within the first seven
days.
Our findings suggest that the use of a negative binomial
distribution allows accommodation of the over-disper-
sion evident in disease notification data, and provides a
lower rate of false alarms for a given sensitivity. However,
improved sensitivity is associated with decreased early
timeliness performance, particularly at higher false alarm
rates. For the surveillance of RRv disease notification data,
the improved sensitivity offered by the negative binomial
cusum may outweigh the decrease in the timeliness of
detection, as formal epidemiological review of the notifi-
cation data does not routinely occur daily. Although the
results of this study are based on a limited amount of his-
torical data, they indicate the importance of examining
the correspondence between the underlying model of the
algorithm used and the data being monitored.
Despite the tendency of the EARS algorithms to have com-
parably high false alarm rates [8,22], previous studies
have found cusums helpful for predicting and monitoring
trends in influenza surveillance data [1,23]. The EARS sys-
tem has been well-received as a method of automated
monitoring as it is implemented using software likely to
be familiar to epidemiologists, is relatively straightfor-
Table 4: Summary performance statistics for false alarm rates approximating 0.005† for the negative binomial cusum with an out of 
control state defined as 3 standard deviations greater than the mean
Algorithm false alarm rate mean sensitivity Day 1 sensitivity Day 2 sensitivity Days 1–7 sensitivity CARL median timeliness‡
NBC 7-day 0.0049 0.80 0.2 0.07 0.33 1.6 13.0
NBC 14-day 0.0049 0.97 0.2 0.07 0.33 1.6 12.0
NBC 28-day 0.0049 1.00 0.27 0.07 0.60 3.0 6.0
NBC 56-day 0.0038 1.00 0.27 0.07 0.40 1.5 12.0
†Test threshold that produced a false alarm rate ≤ 0.00
‡Detection on the first outbreak day is equivalent to a timeliness of 0 days
CARL: Conditional Average Run Length – conditional on the detection of the outbreak during the first 7 days
NBC: Negative binomial cusum
Table 3: Descriptive statistics for summary performance characteristics for the EARS and NBC algorithms: receiver operating 
characteristic area under the curve (AUC) analyses
Algorithm median (mean) AUC0–1 median (mean) 
AUC0–0.01 
†
median (mean) 
AUC0–0.005 
‡
median (mean) 
WtAUC0–1
median (mean) 
WtAUC0–0.01 
‡
EARS C1 0.995 (0.989) 0.0011 (0.0019) 0.0004 (0.0015) 0.959 (0.968) <0.0001 (0.0008)
EARS C2 0.996 (0.990) 0.0017 (0.0026) 0.0002 (0.0016) 0.994 (0.978) 0.0002 (0.0013)
EARS C3 0.996 (0.993) 0.0061 (0.0059) 0.0011 (0.0022) 0.991 (0.980) 0.0011 (0.0033)
NBC 7-day 1.0 (0.998) 0.0095 (0.0081) 0.0049 (0.0040) 0.990 (0.979) <0.0001 (0.0032)
NBC 14-day 1.0 (0.999) 0.0099 (0.0088) 0.0049 (0.0040) 0.988 (0.981) <0.0001 (0.0026)
NBC 28-day 1.0 (1.0) 0.0095 (0.0092) 0.0049 (0.0047) 0.990 (0.983) 0.0014 (0.0032)
NBC 56-day 1.0 (0.999) 0.0095 (0.0088) 0.0042 (0.0036) 0.977 (0.928) <0.0001 (0.0018)
p-value¥ <0.0001 <0.0001 <0.0001 0.046 0.006
†Evaluated at a false alarm rate ≤ 0.01
‡Evaluated at a false alarm rate ≤ 0.005
¥Friedman rank sum test
WtAUC: Weighted AUC using a reference value of 7 days for valid detection
EARS: Early Aberration Reporting System
NBC: Negative binomial cusum with an out of control state defined as 2 standard deviations greater than the meanBMC Medical Informatics and Decision Making 2008, 8:37 http://www.biomedcentral.com/1472-6947/8/37
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ward to set up, and has been favoured for its flexibility [1].
Selection of the most appropriate algorithms to imple-
ment in a specific surveillance context will depend on the
surveillance objectives as well as disease-specific and oper-
ational considerations. These factors will determine the
relative importance of the speed of detection, sensitivity
and acceptable false alarm levels. In the case of cusums
being applied to routinely collected disease notification
data, the cost of false alarms may not be high if they are
linked with procedures which facilitate efficient epidemi-
ological review of relevant data to determine if further
investigation or heightened monitoring is warranted.
Unlike a large-scale simulation study which found that
algorithms, including the EARS C1, C2 and C3, did not
reliably detect outbreaks of interest across a wide range of
scenarios [24], our findings suggest that for RRv disease, a
negative binomial cusum can reliably identify events of
interest, although this method does not generally provide
the same capability for the early detection of outbreaks as
the EARS algorithms. The large nature of many RRv dis-
ease outbreaks, and the generally low level of baseline dis-
ease activity in the absence of recognised outbreaks
provides conditions that have been associated with the
more consistent detection of outbreaks using automated
analysis methods [24]. Large-scale simulation studies are
required to more fully define specific differences in the
detection characteristics of the EARS and negative bino-
mial cusum algorithms.
A limitation of this analysis in the context of evaluating
the performance of cusum models is that cusums are opti-
mal for the early detection of small sustained increases in
the data being monitored [2], and the epidemiologist-
nominated outbreak start dates may occur after the time
of cusum signalling. As such, the methods used are likely
to have resulted in the interpretation of several early out-
break signals as false alarms. An examination of false
alarms occurring within 7 days of the commencement of
the outbreaks revealed no consistent signalling of any sin-
gle algorithm prior to the outbreak start dates, indicating
that the specific start dates selected are unlikely to have
biased the evaluation in favour of any particular algo-
rithm.
The evaluation of outbreak detection algorithms in the
absence of a well-accepted gold standard is challenging,
and the small retrospective nature of this study is an
important limitation of the current analysis. RRv disease
notifications generally exhibit well defined outbreaks
which are reasonably easily identified retrospectively;
however, retrospective evaluation is unable to provide a
definitive indicator of whether or when an outbreak has
occurred, particularly for previously unrecognised or
smaller-scale events. Furthermore, retrospective epidemi-
ological judgements are not dependent on the case notifi-
cation counts alone, but were made in the context of the
epidemiologists' considerable history of experience in
infectious disease epidemiology in Australia, and prior
knowledge of the occurrence and epidemiological signifi-
cance of previous outbreaks.
Despite the limitations of retrospective analysis, investiga-
tion of the correspondence between algorithm signals and
epidemiological opinion can provide important informa-
tion about the potential usefulness of outbreak detection
algorithms in practice. Algorithms that are potentially use-
ful for disease control can be expected to signal in a way
that is consistent with retrospective epidemiological opin-
ion. This investigation indicates that cusum algorithms
can produce signals that are consistent with epidemiolog-
ical opinion through the identification of a high propor-
tion of RRv disease outbreaks at relatively low false alarm
levels. The automated analysis of disease notification data
has advantages associated with the consistency of data
review, particularly given the large number of diseases
under routine surveillance and the lack of resources for
regular review of routinely collected data in the absence of
other indications for heightened monitoring.
An advantage of the cusum implementations evaluated
here is that signalling departures from the recent past
removes the need to specify fixed parameters to describe
the baseline level of disease activity, although there
remains a need to define the amount of baseline data to
be used for baseline estimation and the magnitude of shift
of interest, which can both influence performance. Con-
sistent with previous work [22], our findings demonstrate
that the amount of historical data used to estimate the
baseline level can have an important effect on algorithm
performance. A 28-day baseline period for the negative
binomial cusum generally produced improved overall
performance with respect to sensitivity and timeliness in
the case of RRv disease when compared with a 7-day base-
line.
The challenge in designing algorithms to facilitate disease
surveillance is to ensure that they quickly and consistently
detect events of interest in the data. The evaluation of
algorithms using historical data provides valuable infor-
mation about performance in routine surveillance appli-
cations, contingent upon the outbreak definitions used.
However, prospective studies are required to evaluate the
value of automated surveillance systems in practice.
Although this evaluation used a large proportion of the
available historical data, performance evaluation was only
based on the detection of 15 outbreaks. Further work is
required to investigate the performance of negative bino-
mial cusums more systematically using both large sample
and prospective methods, and investigate the integrationBMC Medical Informatics and Decision Making 2008, 8:37 http://www.biomedcentral.com/1472-6947/8/37
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of this monitoring approach with other methods which
may improve the sensitivity and timeliness of alerts and
minimise the false alarms generated. Given the strong evi-
dence of seasonal trends in RRv disease notifications, and
previous studies indicating that time series approaches
provide an effective method for automated surveillance
[23,25], the investigation of these methods in future stud-
ies may also be worthwhile.
Conclusion
We found reasonable agreement between negative bino-
mial cusum performance and retrospective epidemiologi-
cal opinion at low false alarm rates. The negative binomial
cusum had a significantly greater ability to identify out-
breaks of RRv disease that are considered epidemiologi-
cally significant than the EARS algorithms. However,
when the timeliness of outbreak detection was considered
in addition to sensitivity, there were no significant differ-
ences found between the performance of individual EARS
and negative binomial cusum algorithms. Given that an
outbreak was detected within the first seven days, the
EARS algorithms were able to detect outbreaks more
quickly when compared with the negative binomial
cusum algorithms. Further work is required to explore the
performance differences between the cusum models and
determine if the application of these methods for auto-
mated surveillance are useful in practice.
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