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Abstract 
The computer model of planning the rather complex behavior by New Caledonian crows is developed 
and investigated. The model characterizes the following processes: 1) analysis of predictions of 
elementary actions, 2) generation of a simple knowledge database that describes the set of initial 
situations, actions, and results of actions, 3) planning a concrete chain of consecutive actions. The 
model is inspired by the biological experiment on New Caledonian crows. 
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1 Introduction 
The purpose of this paper is to construct and study a computer model of planning a rather complex 
animal behavior. Our model is based on the biological experiment on New Caledonian (NC) crows by 
Taylor et al. [1]. In that work, NC crows were preliminary trained to execute particular elements of a 
rather complex behavior. After the preliminary training, the crows should solve the three-stage 
problem that includes the following particular elements: (1) to pull up a short stick tied to the end of a 
string and to release this stick, (2) to extract a long stick from a barred toolbox by means of the short 
stick, and (3) to extract the food from a deep hole by means of the long stick. It was impossible (a) to 
extract the food from the deep hole by means of the short stick and (b) to extract the long stick from 
the barred toolbox by means of a bill. Therefore, in order to reach the food, the crow had to execute 
the ordered chain of sequential actions 1Ѝ 2 Ѝ 3. Designing our model of plan formation, we use the 
method implemented in our previous model of planning behavior by fish [2]. 
                                                            
* Corresponding author: Tel.: +7 915 1673584. 
   E-mail address: vgredko@gmail.com (V.G. Red’ko) 
Procedia Computer Science
Volume 71, 2015, Pages 248–253
2015 Annual International Conference on Biologically Inspired
Cognitive Architectures
248 Selection and peer-review under responsibility of the Scientiﬁc Programme Committee of BICA 2015
c© The Authors. Published by Elsevier B.V.
  
2 Model 
Consider needed details of the work by Taylor et al. [1] on NC crows. Two groups of crows were 
investigated in the experiment of that work: the component group and the innovation group. In the 
course of initial training, the component group obtained almost full knowledge about three particular 
elements of the mentioned three-stage problem. The innovation group obtained some knowledge about 
first and third elements, but not about the second element (extracting the long stick from the barred 
toolbox by means of the short stick). The component group comprised three crows; the innovation 
group comprised four crows. 
During the preliminary training, the crows of the component group were presented with the 
following six subtasks: 
(1) extracting the food from the deep hole by means of the long stick; 
(2) extracting the long stick from the barred toolbox (one end of the long stick was extended between 
bars of the toolbox, so the crow was able to extract this stick by means of its bill) and extracting the 
food from the deep hole by means of the long stick; 
(3) trying to extract the food from the deep hole by means of the short stick (this was impossible); 
(4) pulling up the string with the food tied to the end of the string; 
(5) extracting the long stick from the barred toolbox by means of the short stick; 
(6) pulling up the string with the long stick tied to the string end and extracting the food from the hole 
by means of the long stick. 
The crows of the innovation group were presented only with the subtasks (1)-(4). The crows 
obtained experience on these subtasks during the preliminary training. Thus, the crows of the 
component group had an experience with almost all elements of the complex three-stage problem; the 
crows of the innovative group had an experience with a part of these elements. It is essential that the 
innovative group had no experience with extracting the long stick from the barred toolbox by means of 
the short stick. 
After the preliminary training, the complex three-stage task was presented to the crows of both 
groups. The starting situation for the both group of crows was the following: the short stick is tied to 
the end of the string; the long stick is in the barred toolbox; the food is in the hole. The crows of the 
component group solved the three-stage problem on the first trial. Two crows of the innovation group 
solved the problem on the first trial, whereas other two crows of this group solved the problem on the 
third and fourth trials. All crows solved the problem after visual inspecting the apparatus (the barred 
toolbox, the deep hole with the food, and the long and short sticks). The time needed to inspect the 
apparatus was relatively short for the component group and rather long for the innovation group. The 
crows of the innovation group executed some testing actions during this inspection. See [1] for details. 
We can also presume that the crows conducted certain “mental experiments” while inspecting the 
apparatus and further forming a mental plan of solving the whole three-stage problem. 
Basing on the described biological experiment, we constructed the model of the plan formation as 
follows. We assume that there are (a) component and (b) innovation agents (modeled crows). Both 
types of agents are preliminary trained (identically to the crows). After the training, an agent predicts 
the future situation for the given initial situation and action. Analogously to the crows, we consider the 
following situations (Si) and actions (Aj): 
S1: the short stick is tied to the end of the string; the long stick is in the barred toolbox; the food is in 
the deep hole 
S2: the short stick is free; the long stick is in the barred toolbox; the food is in the deep hole 
S3: the long stick is free; the food is in the deep hole 
S4: the food is free 
S5: the food is tied to the end of the string 
S6: the long stick is tied to the end of the string; the food is in the deep hole 
S7: the long stick is partially extracted from the barred toolbox; the food is in the deep hole 
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A1: to pull up the string and to release the short stick tied to the end of the string 
A2: to extract the long stick from the barred toolbox by means of the short stick 
A3: to extract the food from the deep hole by means of the long stick 
A4: to extract the long stick (that is partially extracted from the barred toolbox) from the barred 
toolbox by means of the bill 
A5: to try to extract the food from the deep hole by means of the short stick 
A6: to pull up the string and to release the food tied to the end of the string 
A7: to pull up the string and to release the long stick tied to the end of the string 
After the preliminary training, an agent is able to predict the next situation Snext for the current 
situation and action (Scurrent  and  Acurrent): 
{Scurrent, Acurrent} → Snext  .      
The set of these predictions for the component agents is shown in Table 1. These predictions 
correspond to results of the preliminary training of crows of the component group during solving six 
subtasks described above. The starting situation is the situation S1, the goal situation is the situation S4. 
In order to solve the problem, the agent should execute a sequence of actions that results in going from 
the situation S1 to the situation S4. 
 
Table 1. Results of preliminary training for component agents. 
 
Prediction number Scurrent Acurrent Snext 
1 S3 A3 S4 
2 S7 A4 S3 
3 S2 A5 S2 
4 S5 A6 S4 
5 S2 A2 S3 
6 S6 A7 + A3 S4 
 
Analogously to NC crows, we assume in the model that the component agents are able to do all six 
predictions, whereas the innovation agents can do only four predictions (1)-(4). 
It should be noted that according to this table, all agents are not able to do the essential prediction: 
{S1, A1} → S2. However, this prediction and pulling up the string and releasing the short stick are 
necessary to start solving the complex problem. We can suppose that the agent (analogously to the 
crows) could mentally invent this prediction. Predictions 4, 6 that correspond to pulling up the string 
and to releasing a useful thing from the string could help to form this prediction {S1, A1} → S2. 
Using the predictions shown in Table 1, the agent can begin the analysis intended to reach the goal 
situation S4. Analogously to the method used in our previous work [2], we believe that the agent 
initially analyzes the situations and actions that result in the goal situation S4. The situations S5 and S6 
are rather far from the starting situation S1. Therefore the predictions 4 and 6 (Table 1) could be used 
only as an associative help during the analysis of ways to reach the goal situation. According to the 
prediction 1, reaching the goal situation S4 by means of one action is possible from the situation S3 (the 
long stick is free). Then the agent analyzes ways to reach the situation S3. The component agent, using 
the prediction 5, infers that this is possible from the situation S2 (the short stick is free). The innovative 
agent should guess the prediction {S2, A2} → S3. Finally, both types of agents should guess the 
prediction {S1, A1} → S2. Thus, after guessing these predictions, the agent obtains the results of 
analysis of reaching the goal situation S4 from the starting situation S1 (Table 2). 
The method of analysis of reaching the goal situation by means of movement from the goal 
situation to the starting situation is similar to methods of reinforcement learning [3] and dynamic 
programming [4]. 
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   Table 2. Results of analysis of method to reach the goal situation. 
 
Step Sinitial Acurrent Snext ρ(Sinitial,S4) ρ(Snext,S4) 
1 S3 A3 S4 1 0 
2 S2 A2 S3 2 1 
3 S1 A1 S2 3 2 
 
In this table, Sinitial is the initial situation before the considered action Acurrent, Snext is the situation 
after this action; ρ(Sinitial,S4)/ρ(Snext,S4) is the distance between the situation Sinitial/Snext and the goal 
situation S4; this distance is the number of actions needed to reach the goal S4 from the considered 
situation (Sinitial or Snext). Thus, the both types of agents can imagine mentally the sequence of 
situations and actions that result in the goal situation. It should be emphasized that the component 
agent should guess the relation corresponding to the step 3 of this table, while the innovation agent 
should guess the relations corresponding to the steps 2 and 3. In the computer model, we assumed that 
this guessing occurs with certain probabilities. 
Using the results of its analysis, the agent creates a simple knowledge database that characterizes 
the way to reach the goal situation S4 from the starting situation S1 (Table 3). The knowledge database 
is a simple reconstruction of results of analysis presented in Table 2. 
The process of the reconstruction is as follows. The agent begins from the starting situation S1 and 
selects the action that reduces the distance ρ: ρ(Sinitial,S4) > ρ(Snext,S4). According to Table 2 this is the 
action A1. The next situation is S2. Then, considering S2 as the initial situation, the agent analogously 
selects the next action that reduces the distance ρ; this is the action A2. The next situation is S3. Finally, 
the agent selects the action A3; the result of this action is the goal situation S4. It should be emphasized 
that the agent selects actions that decrease the distance between considered situations and the goal 
situation S4  (Table 3). 
 
  Table 3. Knowledge database. 
 
Initial 
situation, Sinitial 
Action, 
Acurrent 
Next 
situation, Snext 
ρ(Sinitial,S4) ρ(Snext,S4) 
S1 A1 S2 3 2 
S2 A2 S3 2 1 
S3 A3 S4 1 0 
 
The knowledge database characterizes the chain of actions: beginning from the starting situation 
S1, the agent executes consecutive actions (A1→A2→A3); these actions result in the goal situation S4; 
that is, this chain of actions is the plan of behavior (Table 4). 
Note that according to Table 2, for any situation there is only a single action, which results in 
reducing the distance ρ. However, in a general case there can be several possible useful actions, any of 
which can reduce the distance ρ. The knowledge database should include all these useful actions. A 
task with several possible useful actions was considered in [2]. In this case the concrete action to 
execute in a given situation can be selected probabilistically, and several possible plans of behavior 
should be formed. 
 
  Table 4. Plan of behavior. 
 
Initial situation Action Next situation 
S1 A1 S2 
S2 A2 S3 
S3 A3 S4 
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The described processes were modeled by means of computer simulation. The computer program 
describes the results of preliminary training (Table 1), the analysis of reaching the goal situation S4 
and the process of generation of Table 2, as well as the reconstruction of Table 2 into Tables 3, 4. The 
probability of guessing the prediction {S2, A2} → S3 by the innovative agents was set 0.5. The 
probability of guessing the prediction {S1, A1} → S2 was set 1 for both types of agents. The latter 
implies that the predictions 4 and 6 (Table 1) help the agents to guess the useful prediction {S1, A1} → 
S2 with high probability. As the probability of guessing the prediction {S2, A2} → S3 by the innovative 
agents was 0.5, these agents created the successful plan of behavior in 506 trials of 1000 attempts. 
This is in qualitative agreement with the experiment on real NC crows [1]. 
It should be noted that during forming the plan of behavior, the agents seek to decrease the 
distance ρ between the current situation and the goal situation. In our computer model, this distance is 
equal to the number of needed actions. It is natural to suppose that real animals use similar distance 
measure, e.g., the animals could have certain feeling of proximity to the goal. 
3 Discussion and Conclusion 
Thus, the computer model of mental planning of complex behavior has been designed and 
analyzed. The scheme of the whole process of planning is shown in Figure 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. The scheme of the planning process. 
 
This scheme takes into account both the developed model and the experiment on real NC crows 
[1]. The scheme of planning, which is based on the predictions that have been obtained at the 
preliminary training, includes: 
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 The analysis of situation and actions that result in the goal situation. This analysis corresponds 
to “a backward mental movement” in the reverse direction, from the goal situation to the 
starting situation. 
 The estimation of the proximity to the goal; the formation of some measure of the proximity to 
the goal; that is, the estimation of the distance between the considered situation and the goal 
situation. 
 The formation of the knowledge database that describes possible ways of reaching the goal 
situation from the starting situation. This process includes the comparison of changes of the 
distance to the goal for different actions and the selection of actions that decrease this distance. 
The knowledge database corresponds to “a forward mental movement”, from the starting 
situation to the goal situation. 
 The formation of the plan of actions in accordance with the knowledge database. 
 
In the model, we used the number of actions needed to reach the goal as the measure of the 
proximity to the goal. Real animals could use some feeling of the proximity to the goal. In any case, 
NC crows saw the food in the deep hole [1]; therefore, the crows had a desire to solve the problem and 
reach the food. 
Additionally, we can note that NC crows spent different amounts of time for forming the plan of 
behavior. The component crows (that had more knowledge about predictions) solved the problem 
more quickly as compared with the innovation crows. In addition, it is natural to suppose that after 
first solution of the problem, a crow forms the stereotype of the behavior of reaching the goal. Then 
the crow stores this stereotype and implements it when it faces the same problem next time. An animal 
should spend essentially less time for the stereotyped behavior as compared with the amount of time 
spent for a first solution. There is no need to think while performing a stereotyped chain of actions. 
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