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RING THEORETICAL PROPERTIES OF AFFINE CELLULAR
ALGEBRAS
PAULA A.A.B. CARVALHO, STEFFEN KOENIG, CHRISTIAN LOMP, AND ARMIN SHALILE
Abstract. As a generalisation of Graham and Lehrer’s cellular algebras, affine cellular
algebras have been introduced in [12] in order to treat affine versions of diagram alge-
bras like affine Hecke algebras of type A and affine Temperley–Lieb algebras in a unify-
ing fashion. Affine cellular algebras include Kleshchev’s graded quasihereditary algebras,
Khovanov-Lauda-Rouquier algebras and various other classes of algebras. In this paper
we will study ring theoretical properties of affine cellular algebras. We show that any
affine cellular algebra A satisfies a polynomial identity. Furthermore, we show that A can
be embedded into its asymptotic algebra if the occurring commutative affine k-algebras
Bj are reduced and the determinants of the swich matrices are non-zero divisors. As a
consequence, we show that the Gelfand-Kirillov dimension of A is less than or equal to
the largest Krull dimension of the algebras Bj and that equality hold, in case all affine
cell ideals are idempotent or if the Krull dimension of the algebras Bj is less than or equal
to 1. Special emphasis is given to the question when an affine cell ideals is idempotent,
generated by an idempotent or finitely generated.
1. Introduction
Affine cellular algebras have been introduced in [12] as a generalisation of Graham and
Lehrer’s cellular algebras. Affine versions of diagram algebras like affine Hecke algebras
of type A and affine Temperley–Lieb algebras are examples of affine cellular algebras.
In this paper we will study ring theoretical properties of affine cellular algebras. Recall
that an affine cellular algebra A over a commutative Noetherian ring k has a chain of
ideals 0 = J−1 ⊂ J0 ⊂ J1 ⊂ · · · ⊂ Jn = A, such that Jj/Jj−1 is an affine cell ideal of
A/Jj−1 and as such is isomorphic, as an A/Jj−1-bimodule, to a generalised matrix ring
M˜mj (Bj) over some affine commutative k-algebra whose multiplication is deformed by a
swich matrix ψj ∈ Mmj (Bj). Since the publication of [12], several classes of algebras, like
the Khovanov-Lauda-Rouquier algebras, Kleshchev’s graded quasihereditary algebras, the
affine Birman-Murakami-Wenzl algebras, affine Brauer algebras, affine q-Schur algebras
and BLN-algebras were shown to be affine cellular (see [4–6, 8–11, 16]). These classes of
algebras are by definition subclasses of affine cellular algebras and contain other interesting
examples, like Kato’s geometric extension algebras (see [11, 10.2]). Although it was shown
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that many algebras are affine cellular, their ring theoretical structure has not been studied
in much detail apart from [12].
Affine cellular algebras are built up by affine cell ideals, which will be studied first. For
any element ψ ∈Mn(B) of the n×n-matrix ringMn(B) over a commutative affine k-algebra
B, with k a commutative Noetherian ring, the generalised matrix ring is the associative
(possibly non-unital) ring M˜n(B) which is, as a k-module, equal to Mn(B) but whose
multiplication is deformed by setting a ∗ b := aψb, for elements a, b ∈ M˜n(B). An affine
cell ideal J of an algebra A is isomorphic as a ring to a generalised matrix ring M˜n(B). By
[12, Theorem 4.1], idempotent affine cell ideals are important for the understanding of the
representation theory of affine cellular algebras. We show in Theorem 3.3 and Proposition
3.5 that
(1) J is an idempotent ideal if and only if B is generated (as an ideal) by the entries
of ψ. In this case J is a finitely generated left and right ideal of A.
(2) J is generated by an idempotent in A if and only if J is a principal left ideal of A if
and only if det(ψ) is invertible in B. In this case, A decomposes as the ring direct
product A ≃ A/J ×Mn(B).
(3) End(AJ) ≃ Mn(B) if J is idempotent or if J contains an element that is a central
non-zero divisor in J . The latter case is fulfilled in case det(ψ) is a non-zero divisor
in B.
Statement (1) gives an alternative description of idempotent affine cell ideals compared with
the equivalent conditions found in [12, Theorem 4.1]. Statement (2) clarifies the relation
between an affine cell ideal being generated by an idempotent and being an idempotent
ideal. Statement (3) has been shown in [12, Theorem 4.3] for idempotent affine cell ideals
with B having zero Jacobson radical. In Statement (3), i.e. Theorem 3.3, the assumption
on B is removed. Moreover, an alternative condition (to the idempotence of J) is offered to
guarantee that End(AJ) ≃Mn(B) (as well as End(A∆) ≃ B, see Section 3 for the definition
of ∆). Example 2.7 shows that there are idempotent affine cell ideals with det(ψ) = 0,
while Example 3.8 shows that some Temperley-Lieb algebras contain non-idempotent affine
cell ideals J such that det(ψ) is a non-zero divisor in B.
Our main result is Theorem 4.3 which not only shows that affine cellular algebras satisfy
a polynomial identity, but also offers a condition to embed an affine cellular algebra A in
its asymptotic algebra, which by definition is the direct product of matrix rings over the
commutative affine k-algebras Bj occurring in the cell structure of A:
Theorem. Let A be an affine cellular algebra with cellular structure
0 = J−1 ⊂ J0 ⊂ J1 ⊂ · · · ⊂ Jn = A,
and Jj/Jj−1 = M˜nj (Bj) for affine commutative k-algebras Bj, matrices ψj ∈Mnj (Bj) and
centre c(A). Let m = min{k | r.annA/Jk−1(Jk/Jk−1) = 0}. Then
(1) A satisfies a polynomial identity.
(2) The following statements are equivalent:
(a) A/Jj is semiprime for all j = 0, 1, . . . , m− 1;
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(b) Bj is reduced and det(ψj) is not a zero divisor in Bj for all j = 0, 1, . . . , m−1;
(c) Φ : A → End
(
A/Jm−1Jm/Jm−1
)
× · · · × End(AJ0) is an embedding and Bj is
reduced for all j = 0, 1, . . . , m− 1.
In either of these cases
(i) End(A/Jj−1Jj/Jj−1) ≃Mnj (Bj) for all j = 0, 1, . . . , m− 1;
(ii) c(A) = Φ−1 (Bm × · · · ×B0) .
(3) If det(ψj) is invertible in Bj for all j, then A is isomorphic to its asymptotic algebra.
The embedding Φ : A → Mnm(Bm) × · · · ×Mn0(B0) allows to estimate the Gelfand-
Kirillov dimension of A (see Corollary 4.5):
GKdim(A) ≤ max{Kdim(B0), . . . , Kdim(Bm)},
whereKdim(B) denotes the Krull dimension of a commutative affine k-algebra B. Equality
holds if Jj/Jj−1 is a finitely generated left ideal of A/Jj−1 for all j ≤ m. The latter condition
is fulfilled if the affine cell ideals Jj/Jj−1 are idempotent or if Kdim(Bj) ≤ 1.
Moreover, under the equivalent conditions of Theorem 4.3(2) the centre c(A) of an affine
cellular algebra A is Noetherian if and only if A is left (and right) Noetherian and finitely
generated over c(A) (see Corollary 5.7). Standard facts on PI-algebras (see [14, 13.10.3,
13.10.7]) allow to conclude that simple left A-modules over an affine cellular affine k-algebra
A are finite dimensional over k (compare with [12, Theorem 3.12]). Moreover, any affine
cellular affine k-algebra is a Jacobson ring, i.e. prime ideals are intersections of (one-sided)
maximal ideals, and has finite classical Krull dimension, i.e. there exists an upper bound
for the lengths of chains of prime ideals.
The paper is organised as follows: Elementary facts about swich algebras, by which we
mean rings R˜ whose underlying abelian group stem from a unital associative ring R and
whose multiplication is deformed by a swich element ψ ∈ R, i.e. a ∗ b = aψb, for a, b ∈ R,
are proved in Section 2. Proposition 2.5 specialises to general matrix rings M˜n(B) and
is the main result of this section. Section 3 introduces affine cell ideals as defined in [12]
and applies the results of Section 2. The main difference between Section 2 and Section 3
is that an affine cell ideal J of an algebra A, apart from being a generalised matrix ring,
is also an ideal whose A-bimodule structure matters. For instance it is possible that J is
not finitely generated, as a module over itself, although it is finitely generated as a left A-
module. Theorem 3.3 and Proposition 3.5 are the main results, while Proposition 3.7 offers
a method to realise a generalised matrix ring as an affine cell ideal of an algebra A, whose A-
bimodule structure is controlled by a group action on the rows and columns of the matrices.
The main result of the paper, Theorem 4.3, is proved in Section 4 and its consequences
regarding the Gelfand-Krillov dimension of an affine cellular algebra is mentioned. The
paper finishes with a section on the Noetherianess of affine cellular algebras and several
open questions.
All rings in this paper are considered to be associative, but not necessarily unital. For
any ring R and subset X of R, we denote the left annihilator of X in R by l.annR(X) =
{a ∈ R | ax = 0, ∀x ∈ X} and the right annihilator of X in R by r.annR(X) = {a ∈ R |
xa = 0, ∀x ∈ X}. The centre of a ring R is denoted by c(R), while Mn(R) denotes the
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ring of n× n-matrices over R. The matrices Eij ∈Mn(R), whose (i, j)-th entry is 1 and 0
elsewhere, are called the matrix units of Mn(R). Our main ring theoretic reference is the
book [14].
2. Swich Algebras
Let R be any associative unital ring. Any element ψ ∈ R allows to “deform” the
multiplication on R to yield a new ring structure on the additive group (R,+) by defining
a new (associative) multiplication as a ∗ b = aψb for any a, b ∈ R. We denote this new
ring by R˜ if ψ is understood or alternatively as a pair (R,ψ). Then R˜ is an associative not
necessarily unital ring. Furthermore, there are two ring homomorphisms:
ϕ : R˜→ R, a 7→ aψ, and ϕ′ : R˜→ R, a 7→ ψa,
which satisfy ϕ(a)b = a ∗ b = aϕ′(b) for any a, b ∈ R. The kernels of ϕ resp. ϕ′ are
square-zero ideals of R˜ and coincide with the left resp. right annihilator of ψ in R, i.e.
Ker(ϕ) = l.annR(ψ) and Ker(ϕ
′) = r.annR(ψ). It is not difficult to see that ϕ (resp. ϕ
′) is
injective if and only if ψ is not a right (resp. left) zero divisor in R and that ϕ (resp. ϕ′)
is surjective if and only ψ has a left (resp. right) inverse in R.
An associative (not necessarily unital) ring R is called semiprime if it does not contain
any non-zero nilpotent ideal. A commutative ring R is semiprime if and only if R is
reduced, i.e. R has no non-zero nilpotent element.
Lemma 2.1. R˜ is semiprime if and only if R is semiprime and ψ is neither a left nor a
right zero divisor in R.
Proof. The element ψ is neither a left nor a right zero divisor in R if and only if Ker(ϕ) =
Ker(ϕ′) = {0}. Suppose that R˜ is semiprime. Then the nilpotent ideals Ker(ϕ) and Ker(ϕ′)
have to be zero. If I is a square-zero ideal of R, then I ∗ I = IψI ⊆ I2 = 0. As I is an
ideal of R˜ and R˜ is semiprime, I = 0, showing that R has to be semiprime.
Suppose that R is semiprime and that the kernels of ϕ and ϕ′ are zero. Let I be an ideal
of R˜ with I ∗ I = 0 and consider the induced ideal I ′ = Rϕ(ϕ′(I))R of R. Since
(I ′)2 = Rϕ(ϕ′(I))Rϕ(ϕ′(I))R = (R ∗ I ∗R) ∗ (I ∗R) ⊆ I ∗ I = 0
and R semiprime, we get I ′ = 0. Thus, as R is unital, ϕ(ϕ′(I)) = 0 and as ϕ and ϕ′ are
injective, I = 0, i.e. R˜ is semiprime. 
Now let us consider the endomorphism ring End(R˜R˜) of R˜ as left R˜-module. The map
ρ : R→ End(R˜R˜) given by right multiplication of R on R˜, i.e. by the map a 7→ ρa : [b 7→ ba]
for all a, b ∈ R, is an injective ring homomorphism because for any a, b, c ∈ R one has
c ∗ ρa(b) = cψba = (c ∗ b)a = ρa(c ∗ b) showing that ρa ∈ End(R˜R˜). Moreover, ρ is injective
as R is unital and hence ρa = 0 implies a = 1a = ρa(1) = 0.
Proposition 2.2. ρ : R→ End(R˜R˜) is an isomorphism whenever R˜ is idempotent or if R˜
contains a central non-zero divisor.
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Proof. Suppose R˜ is idempotent, i.e. R ∗ R = R. Then there exist xi, yi ∈ R such that
1 =
∑
xi ∗ yi. Hence
f(b) =
∑
f(bxi ∗ yi) =
∑
bxi ∗ f(yi) = bf
(∑
xi ∗ yi
)
= bf(1) = ρf(1)(b)
for any f ∈ End(R˜R˜) and b ∈ R. Thus, ρ : R→ End(R˜R˜) is bijective.
Let c be a central element of R˜. Then cψ = c ∗ 1 = 1 ∗ c = ψc and for all b ∈ R:
c ∗ f(b) = f(c ∗ b) = f(bψc) = f(bcψ) = bc ∗ f(1) = bcψf(1) = b ∗ cf(1) = c ∗ bf(1).
Thus, c ∗
(
f − ρf(1)
)
(b) = 0 implies f = ρf(1) provided c is a non-zero divisor in R˜. Also
in this case ρ is bijective.

Remark 2.3. It is possible that ρ : R → End(R˜R˜) is not surjective as the following
example shows. Let S be a unital ring, R = S × S and R˜ = (R,ψ) with ψ = (1, 0). For
any g ∈ End(ZS) we define g˜ ∈ End(R˜R˜) by g˜(x, y) = (x, g(y)) for all (x, y) ∈ R˜. Then g˜
is left R˜-linear since
g˜((x, y) ∗ (x′, y′)) = g˜(xx′, 0) = (xx′, 0) = (x, y) ∗ (x′, g(y′)) = (x, y) ∗ g˜(x′, y′)
for all (x, y), (x′, y′) ∈ R. The map g 7→ g˜ yields an injective ring homomorphism from
End(ZS) to End(R˜R˜). Suppose that there exists g ∈ End(ZS) that is not left S-linear, then
g˜ 6∈ Im(ρ) because if g˜ = ρ(a,b), then (0, g(x)) = g˜(0, x) = ρ(a,b)(0, x) = (0, xb). Hence
g(x) = xb for all x ∈ S which shows that g would be left S-linear. Therefore, we conclude
that ρ : R → End(R˜R˜) is not surjective whenever End(ZS) 6= End(SS). Moreover, if
S is commutative but End(ZS) is not, then R cannot be isomorphic to End(R˜R˜) as R
is commutative and End(R˜R˜) contains a subring isomorphic to the non-commutative ring
End(ZS).
A polynomial identity on a ring R is a polynomial f with integer coefficients in non-
commuting variables xi such that f(a1, . . . , an) = 0 for any substitutions xi = ai ∈ R.
More precisely, given a unital ring R and an element a ∈ Rn for some n ≥ 1, there
exist, by the universal property of free algebras, a unique unital ring homomorphism ǫRa :
Z〈x1, . . . , xn〉 → R with ǫ
R
a (xi) = ai. It is common to write f(a1, . . . , an) := ǫ
R
a (f) for an
element f ∈ Z〈x1, . . . , xn〉. An element f ∈ Z〈x1, . . . , xn〉 is an identity for R if ǫ
R
a (f) = 0
for all a ∈ Rn, i.e. if f(a1, . . . , an) = 0 for all substitutions xi = ai ∈ R (see [14, 13.1.2]).
In case of a non-unital ring R and a ∈ Rn for some n ≥ 1, there exists a non-unital ring
homomorphism ǫRa : Z
+〈x1, . . . , xn〉 → R with ǫ
R
a (xi) = ai, where Z
+〈x1, . . . , xn〉 denotes
the non-unital free associative Z-algebra, i.e. the ideal of Z〈x1, . . . , xn〉 generated by the
indeterminates xi. An element f ∈ Z
+〈x1, . . . , xn〉 is an identity for R if ǫ
R
a (f) = 0 for all
a ∈ Rn, i.e. if all substitutions f(a1, . . . , an) are zero, for a1, . . . , an ∈ R (see [7, 1.2.3]).
Such an element f , either in Z〈x1, . . . , xn〉 or Z
+〈x1, . . . , xn〉 depending on R being unital
or not, is called a polynomial identity for R. A polynomial identity is called monic if at
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least one of the words of highest degree in the support of f has coefficient 1. A ring R is
called a polynomial identity ring (PI-ring) if R satisfies some monic polynomial.
From [14, 13.1.7(iv)] it is known, that if N is a nilpotent ideal of a ring R such that R/N
is a PI-ring, then R is a PI-ring. Considering the map ϕ : R˜ → R for some unital ring
R, ψ ∈ R and R˜ = (R,ψ), we can therefore conclude that R˜ is a (not necessarily unital)
PI-ring, if R is PI.
Lemma 2.4. If R satisfies the monic polynomial identity f , then R˜ satisfies the monic
polynomial identity f 2.
Proof. Define ϕn : R˜
n → Rn as ϕn(a) = (ϕ(a1), . . . , ϕ(an)) for all a = (a1, . . . , an) ∈ R˜
n.
Then ϕ ◦ ǫR˜a = ǫ
R
ϕn(a)
holds because ϕ(ǫR˜a (xi)) = ϕ(ai) = ǫ
R
ϕn(a)
(xi) for all i (and the fact
that ϕ, ǫR˜a and ǫ
R
ϕn(a)
are ring homomorphisms). Suppose R satisfies a monic polynomial
f ∈ Z〈x1, . . . , xn〉, then ϕ
(
ǫR˜a (f)
)
= ǫRϕn(a)(f) = 0, i.e. ǫ
R˜
a (f) ∈ Ker(ϕ) for all a ∈ R˜
n.
Hence ǫR˜a (f
2) = ǫR˜a (f)
2 = 0 for all a ∈ R˜n as Ker(ϕ)2 = 0 and as ǫR˜a is a ring homomorphism.
Thus R˜ satisfies f 2, which is monic. 
The standard polynomial identities are defined for all n > 1 as
sn =
∑
σ∈Sn
sgn(σ)xσ(1)xσ(2) · · ·xσ(n).
A ring is commutative if and only if it satisfies s2 = x1x2 − x2x1. The Amitsur-Levitzki
Theorem [14, 13.3.3(ii)] states that the ring of n× n matrices Mn(B) over a commutative
ring B satisfies the standard identity s2n.
Suppose we are given a ring B, n ≥ 1 and ψ ∈ Mn(B). The ring M˜n(B) = (Mn(B), ψ)
is called a generalised matrix ring over B (see [1]).
Proposition 2.5. Let B be a commutative k-algebra over a commutative Noetherian ring
k, n > 0 and ψ ∈ Mn(B). Set J := M˜n(B) = (Mn(B), ψ) and let I = 〈ψij | 1 ≤ i, j ≤ n〉
be the ideal of B generated by the entries of ψ.
(1) J satisfies the monic polynomial identity s22n.
(2) J is a semiprime ring if and only if B is reduced and det(ψ) is not a zero divisor
in B.
(3) The adjoint matrix ψ+ of ψ is a central element in J .
(4) If det(ψ) is not a zero divisor in B, then End(JJ) ≃Mn(B).
(5) J ∗ J =
∑n
i,j=1 J ∗Eij =Mn(I).
(6) J is idempotent if and only if I = B. In this case
(i) J is a finitely generated left J-module;
(ii) End(JJ) ≃Mn(B) and
(iii) End(J∆) ≃ B, where ∆ =
⊕n
j=1BEj1.
(7) J is generated as a left ideal over itself by a (central) idempotent if and only if J
is a cyclic left J-module if and only if det(ψ) is invertible in B.
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Proof. (1) Mn(B) satisfies s2n by the Amitsur-Levitzki Theorem and, by Lemma 2.4, J =
M˜n(B) satisfies s
2
2n.
(2) By Lemma 2.1, J is semiprime if and only if Mn(B) is semiprime and ψ is neither a
left nor right zero-divisor in Mn(B). By [2, Theorem 9.1], ψ is a left or right zero divisor
in Mn(B) if and only if the determinant det(ψ) is a zero divisor in B. Moreover, Mn(B)
is semiprime if and only if B is reduced since the ideals of Mn(B) are precisely the ideals
of the form Mn(I) for an ideal I of B.
(3) The adjoint matrix ψ+ of ψ satisfies ψ+ψ = det(ψ)In = ψψ
+. Hence ψ+ ∗ a =
det(ψ)a = a ∗ ψ+ for all a ∈ M˜n(B).
(4) If det(ψ) is not a zero divisor in B, then ψ+ is not a zero divisor in J since a ∗ψ+ =
det(ψ)a 6= 0 for any non-zero a ∈ J . Hence ψ+ is a central non-zero divisor in J and
Mn(B) ≃ End(JJ) by Proposition 2.2.
(5) Let ψij be an entry of ψ. Then ψijEkl = Eki ∗ Ejl for any i, j, k, l. Hence Mn(I) ⊆∑n
i,j=1 J ∗ Eij ⊆ J ∗ J . On the other hand (bEij) ∗ (b
′Ekl) = bb
′ψjkEil ∈ Mn(I) for any
b, b′ ∈ B and 1 ≤ i, j, k, l ≤ n, shows J ∗ J ⊆Mn(I).
(6) By (5), Mn(I) = J ∗ J ⊆ J = Mn(B). Thus J is idempotent if and only if I = B.
Moreover, J = J ∗J =
∑
J ∗Eij shows that J is finitely generated as left J-module. Propo-
sition 2.2 shows that the right multiplication ρ : Mn(B)→ End(JJ) is an isomorphism of
rings.
For any 1 ≤ j ≤ n, define the left J-submodules ∆j =
⊕n
i=1BEij , which yields the
decomposition J = ∆1⊕· · ·⊕∆n. Set ∆ = ∆1. For any b ∈ B, the map φb : ∆→ ∆ given
by φb(cEi1) = cbEi1, for cEi1 ∈ ∆, is left J-linear since
φb(aEij ∗ cEk1) = φb(aψjkcEi1) = abcψjkEi1 = aEij ∗ bcEk1 = aEijφb(cEk1)
for all a, b, c ∈ B and 1 ≤ i, j, k ≤ n. Moreover, φb ◦ φb′ = φbb′ for any b, b
′ ∈ B and
φ1 = id∆ shows that φ : B → End(J∆) is an injective ring homomorphism.
Let f be any J-linear endomorphism of ∆. Let π∆ : J → ∆ be the canonical projection
and ǫ∆ : ∆→ J be the canonical embedding. Then f
′ = ǫ∆ ◦f ◦π∆ is an endomorphism of
J . Using the isomorphism ρ from above, there exists a matrix M =
∑
i,j bijEij ∈ Mn(B)
such that f ′ = ρ(M). Hence for any a = c1E11 + · · · cnEn1 ∈ ∆,
f ′(a) = f(a) =
n∑
i,j,l=1
clbijEl1Eij =
n∑
j,l=1
clb1jElj .
Since f(a) ∈ ∆, the coefficients of Elj must be zero for j 6= 1. Since the coefficients
cl were arbitrary, b1j = 0 for all j 6= 1. Hence f(a) =
∑n
l=1 clb11El1 = φb11(a), i.e.
φ : B → End(J∆) is surjective and hence an isomorphism.
(7) If J is generated as a left ideal by an idempotent, then J is a cyclic left J-module.
Suppose there exists an element e ∈ J such that J = J ∗ e. Then 1 = fψe for some f ∈ J .
Hence 1 = det(ψ)det(fe), shows that det(ψ) is invertible in B.
On the other hand assume d = det(ψ) is invertible in B. Set e = d−1ψ+. Then
a ∗ e = d−1aψψ+ = a = (d−1ψ+)ψa = e ∗ a
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for all a ∈ J . Thus e is a central idempotent that generates J as left and right ideal. 
Corollary 2.6. Let B, J and ψ be as above. Suppose that det(ψ) is not a zero divisor in
B. Then Bψ+ = {bψ+ | b ∈ B} is a central subring of J isomorphic to B˜ = (B, det(ψ)).
Proof. The map B −→ Bψ+ sending b to bψ+ is injective, since for bψ+ = 0 one has
bdet(ψ) = bψ+ψ = 0 and hence b = 0. The product of two elements bψ+ and b′ψ+ is given
by bb′det(ψ)ψ+ showing that Bψ+ ≃ (B, det(ψ)). 
Example 2.7. Let B be any commutative k-algebra, R = M2(B), ψ = E11 and J = R˜ =
(M2(B), ψ). The ideal generated by the entries of ψ is B. Hence by Proposition 2.5(6),
the ideal J is idempotent, but not generated by an idempotent element as det(ψ) = 0 is
not invertible in B. Precisely, if J were a cyclic left J-module generated by some element
e ∈ J , then I2 = f ∗ e = fψe for some element f ∈ J . Thus 1 = det(f)det(ψ)det(e)
would contradict det(ψ) = 0. Hence J cannot be a cyclic left J-module. However, J =
J ∗ E11 ⊕ J ∗ E12 as a left J-module.
3. Affine cell ideals
For the rest of the paper, we will assume that k is a commutative Noetherian ring. Recall
the definition of an affine cell ideal from [12, Definition 2.1].
Definition 3.1. Let A be a unitary k-algebra with k-involution i. A two-sided ideal J of
A is called an affine cell ideal if and only if the following data are given and the following
conditions are satisfied:
(1) The ideal J is fixed by i: i(J) = J .
(2) There exists a free k-module V of finite rank and an affine commutative k-algebra
B with identity and with a k-involution σ such that ∆ := V ⊗k B is an A − B-
bimodule, where the right B-module structure is induced by that of the right regular
B-module BB.
(3) There is an A − A-bimodule isomorphism α : J → ∆ ⊗B ∆
′, where ∆′ = B ⊗k V
is a B − A-bimodule with the left B-structure induced by BB and with the right
A-structure defined via i, that is, (b ⊗ v)a := τ(i(a)(v ⊗ b)) for a ∈ A, b ∈ B and
v ∈ V , where τ : ∆ → ∆′ denotes the flip map, such that the following diagram is
commutative:
J
α
−−−→ ∆⊗B ∆
′
i
y yv1⊗b1⊗Bb2⊗v2→v2⊗σ(b2)⊗Bσ(b1)⊗v1
J −−−→
α
∆⊗B ∆
′
The module ∆ is called the cell lattice of J . The module ∆⊗B ∆
′ can be identified with
V ⊗B ⊗ V and property (3) implies that for all v, v′ ∈ V and b ∈ B:
α(i(α−1(v ⊗ b⊗ v′))) = v′ ⊗ σ(b)⊗ v.
The multiplication on J leads to a multiplication • on V ⊗B ⊗ V as follows:
u • w = α(α−1(u)α−1(w))
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for all u, w ∈ V ⊗ B ⊗ V . With this product, α is a ring isomorphism between J and
V ⊗B⊗V . Let {v1, . . . , vn} be a basis of V , 1 ≤ i, j, s, t ≤ n, b, c ∈ B and set u = vi⊗b⊗vj
and w = vs ⊗ c⊗ vt. By [12, Proposition 2.2] there exists a bilinear form ψ : V ⊗ V → B
such that
u • w = (vi ⊗ b⊗ vj) • (vs ⊗ c⊗ vt) = vi ⊗ b ψ(vj , vs)c⊗ vt.
We identify the bilinear form ψ with the matrix ψ = (ψij) ∈Mn(B), where ψij = ψ(vi, vj),
and consider its generalised matrix ring M˜n(B) = (Mn(B), ψ). Then
α′ : V ⊗ B ⊗ V −→ M˜n(B), vi ⊗ b⊗ vj 7→ bEij
is an isomorphism of algebras, where Eij denotes the matrix units. Set α = α
′ ◦ α : J ≃
M˜n(B). Recall the map ϕ : M˜n(B)→Mn(B) sending a matrixM toMψ and set ϕ = ϕ◦α.
Analogously, one defines ϕ′ = ϕ′ ◦ α : J →Mn(B) with a 7→ ψα(a).
Lemma 3.2. Ker(ϕ) = l.annJ(J) and Ker(ϕ′) = r.annJ(J). In particular, l.annJ(J) = 0
if and only if r.annJ(J) = 0 if and only if det(ψ) is not a zero divisor in B.
Proof. Let In denote the identity matrix in Mn(B) and set e = α
−1(In). Then for any
a ∈ l.annJ(J):
ϕ(a) = α(a)ψ = α(a)ψIn = α(a) ∗ α(e) = α(ae) = 0,
Thus l.annJ(J) ⊆ Ker(ϕ). Similarly, if a ∈ Ker(ϕ), then for any b ∈ J :
α(ab) = α(a) ∗ α(b) = α(a)ψα(b) = ϕ(a)α(b) = 0.
As α is an isomorphism, ab = 0 for all b ∈ J , i.e. a ∈ l.annJ(J).
Clearly, Ker(ϕ) = 0 if and only if ψ is not a right zero divisor in Mn(B). By [2, Theorem
9.1], ψ is not a right zero divisor in Mn(B) if and only if det(ψ) is not a zero divisor in B
which proves the last claim. 
The last Lemma shows that Ker(ϕ) is not only an ideal in J but also an ideal in A.
Next we will apply Proposition 2.2 in order to conclude that End(AJ) ≃Mn(B) provided
J is idempotent or contains a non-zero element that is a central non-zero divisor in J .
Theorem 3.3. Let J be an affine cell ideal of A with cell lattice ∆. Suppose one of the
following conditions hold:
(a) J is an idempotent ideal or
(b) J contains an element that is a central non-zero divisor in the ring J .
Then End(AJ) = End(JJ) ≃ Mn(B) and End(A∆) ≃ B.
Proof. Both conditions on J pass over to M˜n(B) via α. Hence by Proposition 2.2 the
right multiplication ρ : Mn(B) → End
(
M˜n(B)
M˜n(B)
)
is an isomorphism of k-algebras.
Furthermore, the isomorphism α : J ≃ M˜n(B) induces an isomorphism γ : End(JJ) ≃
End
(
M˜n(B)
M˜n(B)
)
whose inverse map is defined by γ−1(f) = α−1 ◦ f ◦ α for all f ∈
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End
(
M˜n(B)
M˜n(B)
)
. Thus γ−1 ◦ ρ : Mn(B) → End(JJ) is an isomorphism of k-algebras
sending a matrix m to α−1 ◦ ρm ◦ α.
We will show that both conditions on J imply End(AJ) = End(JJ).
In case J is idempotent for any x ∈ J , there exist y1, . . . , ym, z1, . . . , zm ∈ J such that
x =
∑m
i=1 yizi. Hence for any f ∈ End(JJ) and a ∈ A we get
f(ax) =
m∑
i=1
f(ayizi) =
m∑
i=1
ayif(zi) = af
(
m∑
i=1
yizi
)
= af(x).
In case J contains a non-zero element c that is not a left zero divisor in J , we have for any
f ∈ End(JJ), x ∈ J and a ∈ A: c(af(x)− f(ax)) = caf(x)− cf(ax) = f(cax− cax) = 0.
Hence af(x) = f(ax).
Let ∆˜ :=
⊕
i=1BEi1 ⊆ M˜n(B) and ∆ = V ⊗ B, with V a free k-module with basis
{v1, . . . , vn}. Then α
′−1(∆˜) = ∆⊗ v1 is a left A-submodule of ∆⊗ V and as such a direct
summand. Hence α−1(∆˜) is a direct summand of J as left A-submodule and isomorphic
to ∆. Since End(JJ) = End(AJ) and since α
−1(∆˜) is a direct summand of AJ , any left
J-linear endomorphism of α−1(∆˜) is left A-linear. Thus
End(A∆) ≃ End(Aα
−1(∆˜)) = End(Jα
−1(∆˜)).
The map γ′ : End(Jα
−1(∆˜))→ End(
M˜n(B)
∆˜), given by f 7→ α ◦ f ◦α−1, is an isomorphism
of rings. Hence by Proposition 2.2,
End(A∆) ≃ End(Jα
−1(∆˜)) ≃ End
(
M˜n(B)
∆˜
)
≃ B.

Remark 3.4. Theorem 3.3(a) shows that if J is an idempotent ideal, then B ≃ End(A∆).
This isomorphism has been obtained in [12, Theorem 4.3(2)] under the additional assump-
tion that the radical of B is zero. Proposition 3.3 removes this assumption and moreover
generalises [12, Theorem 4.3(2)] by showing that the same conclusion holds if J contains a
central non-zero divisor in J . Example 3.8 will show that there exists an affine cell ideal
in an affine Temperley-Lieb algebra, that is not idempotent but contains a central non-zero
divisor.
In the next proposition we will find some sufficient conditions for an affine cell ideal to
be finitely generated as left ideal.
Proposition 3.5. Let J be an affine cell ideal of A with cell data B, n and ψ as above.
For any 1 ≤ i, j ≤ n, let eij = α
−1(Eij) ∈ J where Eij are the matrix units of Mn(B).
Denote by I the ideal of B generated by the entries of ψ and let {bλ + I | λ ∈ Λ} be a
generating set of B/I as k-module.
(1) J2 =
∑n
i,j=1 Jeij ⊆
∑n
i,j=1Aeij ⊆ J = J
2 +
∑
i,j,λAα
−1(bλEij).
(2) If B/I is a finitely generated k-module, then J is a finitely generated left A-module.
(3) J is idempotent if and only if B = I.
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(4) J = Ae for some (central) idempotent e if and only if det(ψ) is invertible in B. In
this case the idempotent can be chosen to be e = α−1(det(ψ)−1ψ+) and A decomposes
as the ring direct product A ≃ A/J ×Mn(B).
Proof. (1) J2 =
∑n
i,j=1 Jeij follows from Proposition 2.5(5). Any element of J is of the form∑n
i,j=1 α
−1 (bijEij) for some bij ∈ B. Any b ∈ B can be written as b =
∑
i,j cijψij+
∑
λ µλbλ
for some cij ∈ B and only finitely many non-zero µλ ∈ k. Hence for any 1 ≤ s, t ≤ n one
has
α−1 (bEst) =
∑
i,j
α−1 (cijψijEst) +
∑
λ
µλα
−1 (bλEst)
=
∑
i,j
α−1 (cijEsi) ejt +
∑
λ
(µλ1A)α
−1 (bλEst) ∈ J
2 +
∑
i,j,λ
Aα−1(bλEij).
Thus J = J2 +
∑
i,j,λAα
−1(bλEij).
(2) By (1), J =
∑
i,j Aeij +
∑
i,j,λAα
−1(bλEij). Hence if B/I has a finite generation set
as k-module, we can choose Λ to be finite and J is a finitely generated left A-module.
(3) follows from Proposition 2.5(6).
(4) If J = Ae for some idempotent e ∈ J , then for any x ∈ J there exist a ∈ A with
x = ae. Hence x = xe and J = Je. Thus M˜n(B) = M˜n(B) ∗ α(e). By Proposition 2.5(7),
d = det(ψ) is invertible. On the other hand Proposition 2.5 also says that e = α−1(d−1ψ+)
is a central idempotent if d is invertible.
Moreover, the map ϕ : M˜n(B)→Mn(B) is surjective since a = d
−1aψ+ψ = ϕ(d−1aψ+).
Hence Ae = J ≃ Mn(B). Since e is a central idempotent, 1 − e is also one and leads to
the decomposition A = A(1− e)⊕ Ae ≃ A/J ×Mn(B).

Corollary 3.6. Let J be an affine cell ideal of A with cell data B, n and ψ as above. If k
is a field, B a commutative affine domain over k of Krull dimension less than or equal to
one and ψ is non-zero, then J is a finitely generated left A-module.
Proof. Since ψ is non-zero, the ideal I generated by the non-zero entries of ψ in B is a
non-zero ideal. If B has Krull dimension 0, then B is a finite field extension of k and
B = I. If B has Krull dimension 1, then B/I has Krull dimension zero as I is non-zero.
Since B/I is a commutative Artinian affine k-algebra, it is finite dimensional over k (see
[14, 13.10.3]). Now the claim follows by Proposition 3.5(2). 
Given any affine commutative k-algebra B, n ≥ 1 and symmetric matrix ψ ∈ Mn(B),
we can construct algebras A that contain J = M˜n(B) = (Mn(B), ψ) as an affine cell ideal.
More precisely for any group G and group homomorphism ρ : G→ Sn, the group algebra
B0 = k[G] over k acts on J by setting
g · (bEij) = bEρ(g)(i)j and bEij · g = bEiρ(g−1)(j), ∀g ∈ G, b ∈ B, i, j ∈ {1, . . . , n}.
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With this action J becomes a B0-bimodule such that the bimodule action of B0 on J is
associative with the multiplication in J , i.e. for all g ∈ G, b, c ∈ B and 1 ≤ i, j, k, l ≤ n:
g · (bEij ∗ cEkl) = g · (bcψjkEil) = bcψjkEρ(g)(i)l = (bEρ(g)(i)j) ∗ (cEkl) = (g · (bEij)) ∗ (cEkl).
Similarly, one checks (bEij ∗ cEkl) · g = (bEij) ∗ ((cEkl) · g). Hence A = B0 ⊕ J becomes an
algebra over k with multiplication given by (g, a)(h, a′) = (gh, g · a′ + a · h+ a ∗ a′), for all
a, a′ ∈ J and g, h ∈ G such that J is an ideal of A.
Since we assume that ψ is symmetric, the transpose in Mn(B) extends to an involution
σ of A with σ(g) = g−1 for all g ∈ G. We check that
σ(g · Eij) = σ(Eρ(g)(i)j) = Ejρ(g)(i) = Eji · g
−1 = σ(Eij) · σ(g)
for all g ∈ G. It is clear that σ(J) = J . Thus J is an affine cell ideal of A.
Proposition 3.7. Let A = k[G] ⊕ J with J = M˜n(B) as above and let I = 〈ψij | i, j〉 be
the ideal of B generated by the entries of ψ. Then J is a finitely generated left ideal of A
if and only if B/I is a finitely generated k-module.
Proof. Let G be a group and ρ : G → Sn a group homomorphism such that k[G] acts on
J = (Mn(B), ψ) as described above. Set A = k[G] ⊕ J . Suppose J is generated as left
A-module by elements x1, . . . , xm ∈ J . For each 1 ≤ t ≤ m there exist elements b
t
ij ∈ B
such that xt =
∑
i,j b
t
ijEij . We claim that B = I +
∑
i,t kb
t
i1 as k-module. For any b ∈ B,
bE11 ∈ J . Thus there exist elements a1, . . . , am ∈ A such that bE11 = a1x1 + · · ·+ amxm.
Each of the elements at can be written as at =
∑
g∈G λgg + ct for ct ∈ J and finitely many
non-zero elements λg ∈ k. Thus
bE11 =
∑
g,i,j,t
λgg · (b
t
ijEij) +
m∑
t=1
ct ∗ xt =
∑
g,i,j,t
λgb
t
ijEρ(g)(i)j +
m∑
t=1
ct ∗ xt.
Hence bE11 −
∑
g,i,j,t λgb
t
ijEρ(g)(i)j ∈ J ∗ J = Mn(I). Comparing the coefficients of E11 we
get b−
∑
g,t λgb
t
ρ(g−1)(1)1 ∈ I. Thus B/I is finitely generated as k-module.
The converse follows from Proposition 3.5(2). 
Example 3.8. One particular instance of the construction above is the case B = k[x],
n = 2, ψ =
(
q x
x q
)
with q ∈ k and G = 〈τ〉 is the infinite cyclic group with group
homomorphism ρ : G → S2 sending τ to the cycle (12). Then B0 = k[G] = k[τ, τ
−1] and
A = k[τ±1]⊕ M˜2(k[x]) is isomorphic to the affine Temperly-Lieb algebra with two vertices
and parameter q. Let I = 〈q, x〉 be the ideal generated by the entries of ψ. Since x ∈ I,
B/I is isomorphic to a quotient of k and hence a cyclic k-module. Thus, by Proposition
3.7 or Proposition 3.5(2), J is a finitely generated left A-module. By Propositon 2.5(6), J
is an idempotent ideal if and only if I = B, which is equivalent to q being invertible in k.
Hence over a field k, J is idempotent if and only if q 6= 0. Note that det(ψ) = q2 − x2 is
a non-invertible, non-zero divisor in B. By Proposition 2.5(7), J is not generated by an
idempotent element.
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In case q is not invertible in k, I 6= B and Proposition 2.5(6) shows that J is not
idempotent. However as det(ψ) = q2 − x2 is a non-zero divisor in B, the adjoint matrix
α−1(ψ+) is a central non-zero divisor in J . By Theorem 3.3, End(AJ) ≃M2(k[x]).
Example 3.9. Consider B = k[x, y] instead of B = k[x] in Example 3.8 and suppose
q = 0, i.e. ψ =
(
0 x
x 0
)
. Then J = M˜2(B) is an example of an affine cell ideal that
is not finitely generated as a left A-module. Note that although B0 = k[τ, τ
−1] and B are
affine commutative domains, and hence Noetherian (as k is Noetherian), the algebra A is
not Noetherian.
Theorem 3.10. Let J be an affine cell ideal of a unitary k-algebra A.
(1) A satisfies a polynomial identity if and only if A/J satisfies a polynomial identity.
(2) If A/J is semiprime, then A is semiprime if and only if B is reduced and det(ψ)
is not a zero divisor in B.
Proof. (1) It is clear that if A is a PI-ring, then so is A/J . Suppose that A/J is a PI-ring.
An element f ∈ Z〈x1, . . . , xn〉 of the form f =
∑
σ∈Sn
aσxσ(1) · · ·xσ(n) is called a multi-
linear polynomial. By [14, 13.1.19], any PI-ring satisfies a monic multilinear polynomial.
Let f(x1, . . . , xn) be a monic multilinear polynomial which A/J satisfies. By Proposition
2.5, J is a PI-ring and satisfies a monic multilinear polynomial g(y1, . . . , ym). Define the
composition of f and g in nm variables zij , 1 ≤ i ≤ m, 1 ≤ j ≤ n, as
h(z11, . . . , z1n, . . . , zm1, . . . , zmn) := g (f(z11, . . . , z1n), f(z21, . . . , z2n), . . . , f(zm1, . . . , zmn)) .
Then, for any family of elements (rij)1≤i≤m,1≤j≤n ∈ A one has that fi := f(ri1, . . . , rin) ∈ J
for any i as f is an identity for A/J and hence g(f1, . . . , fm) = 0 as g is an identity for
J . To see that h is a monic polynomial, we can write f =
∑
σ∈Sn
aσxσ(1) · · ·xσ(n) and
g =
∑
τ∈Sm
bτyτ(1) · · · yτ(m). Then
h(z11, . . . , zmn) =
∑
σ1,...,σm∈Sn
aσ1 · · · aσmg(z1σ1(1) · · · z1σ1(n), . . . , zmσm(1) · · · zmσm(n))
=
∑
τ∈Sm
∑
σ1,...,σm∈Sn
bτaσ1 · · · aσmzτ(1)σ1(1) · · · zτ(1)σ1(n) · · · zτ(m)σm(1) · · · zτ(m)σm(n)
Since f and g are monic, there are σ′ ∈ Sn and τ
′ ∈ Sm with aσ′ = 1 = bτ ′ . Thus, for
σi := σ
′, also bτ ′aσ1 · · · aσm = 1. Moreover, all occurring monomials in this representation
of h are different.
(2) If I is a nilpotent ideal of A, then (I + J)/J is nilpotent in A/J and therefore must
be zero since A/J is semiprime. Hence I is a nilpotent ideal contained in J . If B is reduced
and det(ψ) is not a zero divisor in B, then by Propositon 2.5 M˜n(B) ≃ J is a semiprime
ring. Hence I = 0.
For the converse suppose that A is semiprime. The square-zero ideals Ker(ϕ) = l.annJ(J)
and Ker(ϕ′) must be zero and ψ is neither a right nor a left zero divisor. By [2, Theorem
9.1], det(ψ) is not a zero divisor in B. Let b ∈ B be an element such that b2 = 0 and
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consider the elements bIn ∈Mn(B) and a = α
−1(bIn) ∈ J . The set aJ is a right ideal of A
and satisfies
(aJ)2 = α−1
(
bIn ∗ M˜n(B) ∗ bIn ∗ M˜n(B)
)
⊆ α−1
(
b2M˜n(B)
)
= 0.
As A is semiprime, aJ = 0, i.e. a ∈ l.annJ(J) = {0}. Hence b = 0, showing that B is
reduced. 
Given an ideal J of a ring R we will look at embeddings of R into R/J × End(RJ),
which will be later used to show how to construct a possible embedding of an affine cellular
algebra into its asymptotic algebra. As before, the right R-module structure of J yields a
ring homomorphism ρ : R → End(RJ) with a 7→ ρ(a) =: ρa being the right multiplication
of a ∈ R on J , whose kernel is r.annR(J).
Note that c(R) ⊆ ρ−1(c(End(RJ))) holds for the centre c(R) of R, because for any central
element a ∈ c(R), f ∈ End(RJ) and b ∈ J :
(f ◦ ρa − ρa ◦ f)(b) = f(ba)− f(b)a = f(ab)− af(b) = 0
as f is left R-linear. This shows ρa ∈ c(End(RJ)).
Lemma 3.11. Let R be a ring, J an ideal of R and ρ as above.
(1) If r.annR(J) = 0, then R →֒ End(RJ) and c(R) = ρ
−1(c(End(RJ))).
(2) Let Φ : R→ R/J×End(RJ) be the ring homomorphism given by Φ(a) = (a+J, ρa)
for all a ∈ R. Then Φ is an embedding if and only if r.annJ(J) = 0. In this case
c(R) = Φ−1(c(R/J)× c(End(RJ))).
Proof. (1) Suppose r.annR(J) = 0, then ρ is injective and ρ
−1(c(End(RJ))) ⊆ c(R). Since
the preceding remark showed the reverse inclusion, we obtain equality.
(2) The equations Ker(Φ) = J ∩ Ker(ρ) = J ∩ r.annR(J) = r.annJ(J) show that Φ is
injective if and only if r.annJ(J) = 0. As remarked before, ρa ∈ c(End(RJ)) for a ∈ c(R).
It is clear that a+ J ∈ c(R/J). Hence Φ(a) ∈ c(R/J)× c(End(RJ)). The reverse inclusion
is clear in case Φ is injective. 
Example 3.12. Let k be a field and R = k[x, y]. Set J = Rx. then J ≃ R˜ = (R, x) is
an affine cell ideal (with respect to the identity as involution). By Theorem 3.3, ρ : R ≃
End(RJ) is an isomorphism as x is a non-zero divisor in the commutative ring R.
Example 3.13. Let R = k[x, y]/〈xy〉 and set J = Rx. Then J ≃ k˜[x] = (k[x], x) is an
affine cell ideal with r.annR(J) = k[y] and r.annJ(J) = 0. Combining Lemma 3.11 and
Theorem 3.3, we obtain an embedding Φ : R →֒ R/J × End(RJ) ≃ k[y]× k[x].
Proposition 3.14. Let J be an affine cell ideal of A with cell data B, n and ψ as above.
The map Φ : A → A/J × End(AJ) is injective if and only if det(ψ) is not a zero divisor.
In this case
(1) r.annA(J) = r.annA(α
−1(ψ+)), where ψ+ denotes the adjoint matrix of ψ in Mn(B).
(2) α−1(bψ+) is central in A for any non-zero divisor b ∈ B.
(3) End(AJ) ≃Mn(B).
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(4) Φ : A →֒ A/J ×Mn(B) is an embedding and c(A) = Φ
−1(c(A/J)×B).
Proof. By [2, Theorem 9.1], det(ψ) is not a zero divisor in B if and only if ψ is not a zero
divisor in Mn(B) if and only if r.annJ(J) = 0 by Lemma 3.2. Hence the claim follows from
Lemma 3.11.
(1) Let e = α−1(ψ+). Clearly r.annA(J) ⊆ r.annA(e). For any a ∈ r.annA(e) and x ∈ J :
0 = x(ea) = x(α−1(ψ+)a) = α−1((α(x) ∗ ψ+)a) = α−1(det(ψ)α(x)a).
Since det(ψ) is not a zero divisor, α(x)a = 0, hence xa = 0, i.e. r.annA(e) = r.annA(J).
(2) By Corollary 2.6, bψ+ is central in M˜n(B) for any b ∈ B. Thus z = α
−1(bψ+) is
central in J . The element z2 is central in A because az2 = (az)z = z(az) = (za)z =
z(za) = z2a for all a ∈ A. Hence
0 = α(az2 − z2a) = a(bψ+ ∗ bψ+)− (bψ+ ∗ bψ+)a = (abψ+ − bψ+a)bdet(ψ),
where we use ψ+ ∗ ψ+ = det(ψ)ψ+ and the A-B resp. B-A-bimodule structure of Mn(B).
By hypothesis, det(ψ) and b are non-zero divisors in B. Hence a(bψ+) = (bψ+)a, which
means α−1(bψ+) is central in A.
(3) By (2), ψ+ is a central non-zero divisor in M˜n(B). Hence Mn(B) ≃ E˚nd(AJ) by
Theorem 3.3.
(4) The claim follows from (3) and Lemma 3.11. 
4. Affine Cellular Algebras
Definition 4.1 (Koenig-Xi, [12, 3.13]). An algebra A (with the involution i) is called
affine cellular if and only if there is a k-module decomposition A = J ′1 ⊕ J
′
2 ⊕ · · · ⊕ J
′
n (for
some n) with i(J ′j) = J
′
j for each j and such that setting Jj =
⊕j
i=1 J
′
i gives a chain of
two-sided ideals of A: 0 = J0 ⊂ J1 ⊂ J2 ⊂ · · · ⊂ Jn = A and for each 1 ≤ j ≤ n the
quotient Jj/Jj−1 is an affine cell ideal of A/Jj−1 (with respect to the involution induced by
i on the quotient). We call this chain a cell chain for the affine cellular algebra A. The
module ∆j is called a cell lattice for the affine cell ideal Jj/Jj−1 ≃ M˜mj (Bj) and the algebra
Mm1 (B1)× · · · ×Mmn (Bn) is called the asymptotic algebra of A.
Before applying the results of the previous sections, the following Lemma is important
for embedding A into its asymptotic algebra.
Lemma 4.2. Let R be a ring with ascending chain of ideals 0 = J−1 ⊂ J0 ⊂ · · · ⊂ Jn = R
and denote by ρk : R/Jk−1 → End(R/Jk−1Jk/Jk−1) the right action of R/Jk−1 on Jk/Jk−1.
Let m := min{k | r.annR/Jk−1(Jk/Jk−1) = 0}. Then
Φ : R −→
m∏
k=0
End(R/Jk−1Jk/Jk−1), a 7−→ (ρ
0
a, . . . , ρ
m
a ),
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is an embedding of rings if and only if r.annJk/Jk−1(Jk/Jk−1) = 0 for all 0 ≤ k < m. In
this case
c(R) = Φ−1
(
m∏
k=0
c
(
End(R/Jk−1Jk/Jk−1
))
.
Proof. The proof is by induction on m ≤ n. If m = 0, then, by Lemma 3.11, Φ = ρ0 :
R → End(RJ0) is an embedding if and only if r.annR(J0) = 0 in which case c(R) =
Φ−1(c(End(RJ0))) holds.
Let m ≥ 0 and suppose that the statement has been proven for all rings R with chains
0 = J−1 ⊂ J0 ⊂ · · · ⊂ Jn−1 ⊂ Jn = R such that m is the least non-negative integer with
r.annR/Jm−1(Jm/Jm−1) = 0. Let R be a ring where such least non-negative integer is m+1.
By Lemma 3.11, Φ′ : R → R/J0 × End(RJ0) defined by Φ
′(a) = (a + J0, ρ
0
a) is injective if
and only if r.annJ0(J0) = 0 holds. Using the induction hypothesis on R/J0, Φ
′′ : R/J0 →∏m+1
k=1 c
(
End(R/Jk−1Jk/Jk−1)
)
is injective if and only if r.annJk/Jk−1(Jk/Jk−1) = 0 for all 1 ≤
k < m+1. Therefore Φ = (Φ′′× id)◦Φ′ is injective if and only if r.annJk/Jk−1(Jk/Jk−1) = 0
for all 0 ≤ k < m+ 1.
In case one of the equivalent conditions holds, c(R) = Φ′−1(c(R/J0) × c(End(RJ0))) by
Lemma 3.11 and c(R/J) = Φ′′−1
(∏m+1
k=1 c
(
End(R/Jk−1Jk/Jk−1
))
by the induction hypoth-
esis. This proves the claim on c(R). 
By induction on the length of the cell chain of an affine cellular algebra, we deduce the
following Corollary from Theorem 3.10, Lemma 4.2 and Proposition 3.14:
Theorem 4.3. Let A be an affine cellular algebra with cellular structure
0 = J−1 ⊂ J0 ⊂ J1 ⊂ · · · ⊂ Jn = A,
and Jj/Jj−1 = M˜nj (Bj) = (Mnj (Bj), ψj) for affine commutative k-algebras Bj and matrices
ψj ∈Mnj (Bj). Let m = min{k | r.annA/Jk−1(Jk/Jk−1) = 0}. Then
(1) A satisfies a polynomial identity.
(2) The following statements are equivalent:
(a) A/Jj is semiprime for all j = 0, 1, . . . , m− 1;
(b) Bj is reduced and det(ψj) is not a zero divisor in Bj for all j = 0, 1, . . . , m−1;
(c) Φ : A → End
(
A/Jm−1Jm/Jm−1
)
× · · · × End(AJ0) is an embedding and Bj is
reduced for all j = 0, 1, . . . , m− 1.
In any of these cases
(i) End(A/Jj−1Jj/Jj−1) ≃Mnj (Bj) for all j = 0, 1, . . . , m− 1;
(ii) c(A) = Φ−1 (Bm × · · · ×B0) .
(3) If det(ψj) is invertible in Bj for all j, then A is isomorphic to its asymptotic algebra.
Proof. If the length of the cell chain is n = 0, then A = J0 ≃ Mn0(B) is a semiprime
(Noetherian) PI-algebra.
(1) Follows from Theorem 3.10(1) using induction.
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(2) The equivalence (a) ⇔ (b) follows from Theorem 3.10(2) by using induction. The
equivalence (b) ⇔ (c) follows from Lemma 4.2 and Lemma 3.2. Statement (2.i) follows
from Proposition 3.14(3), while (2.ii) follows from Lemma 4.2.
(3) Follows from Proposition 3.5(4) using induction. 
We deduce from Theorem 4.3(2.c + 2.i) that an affine cellular algebra A with Bi reduced
and det(ψj) being non-zero divisors in Bj for all j, embeds into Mnm (Bm)×· · ·×Mn0 (B0)
which is a factor of the asymptotic algebra of A.
The Gelfand-Kirillov dimension GKdim(A) of an k-algebra A over a field k is a measure
of the rate of growth of the algebra in terms of any generating set (for the precise defini-
tion see [14, Chapter 8]). The Gelfand-Kirillov dimension GKdim(B) of a commutative
affine k-algebra B coincides with the Krull dimension Kdim(B) of B (see [14, 8.2.14]).
Furthermore, the GK-dimension of a matrix ring Mn(B) over an affine algebra B coincides
with that of B (see [14, 8.2.7]) and the GK-dimension of a finite direct product of affine
algebras is the maximum of the GK-dimensions of its factors (see [14, 8.3.3]).
Remark 4.4. Let k be a field and A an affine cellular k-algebra with cell chain of length
n such that det(ψj) is invertible in Bj for all j. Then A is isomorphic to its asymptotic
algebra, by Theorem 4.3, and hence GKdim(A) = max (Kdim(B1), . . . , Kdim(Bn)).
Corollary 4.5. Let k be a field and A an affine cellular k-algebra with cell chain
0 = J−1 ⊂ J0 ⊂ · · · ⊂ Jn = A,
such that Jj/Jj−1 ≃ (Mmj (Bj), ψj) for 1 ≤ j ≤ n. Suppose Bj is reduced and det(ψj) is
not a zero divisor in Bj for all j. Then
GKdim(A) ≤ max (Kdim(B1), . . . , Kdim(Bm)) ,
where m is the least non-negative integer with r.annR/Jm−1(Jm/Jm−1) = 0. If all ideals
Jl/Jl−1 with l ≤ m are finitely generated left A/Jl−1-modules, then equality holds.
Proof. From Theorem 4.3, we obtain an embedding
Φ : A →֒ A′ :=Mn1 (B1)× · · · ×Mnm (Bm) .
As before GKdim(A′) = max (Kdim(B1), . . . , Kdim(Bm)) . By [14, 8.2] GKdim(A) ≤
GKdim(A′). For any finitely generated module M over A, one has GKdim(End(AM)) ≤
GKdim(A) by [14, 8.2.9]). Since, by Proposition 3.14 Mk(B) ≃ End(A/Jk−1Jk/Jk−1), we
obtain equality in case all modules Jk/Jk−1 are finitely generated A/Jk−1-modules. 
Remark 4.6. Recall from Proposition 3.5(2) that Jl/Jl−1 is finitely generated as left
A/Jl−1-module if Bl/〈(ψl)ij〉 is a finitely generated k-module. This is the case for in-
stance if the ideals Jl/Jl−1 are idempotent or if det(ψl) is invertible in Bl or if Bl is an
integral domain of Krull dimension 1 and det(ψl) 6= 0. In general, it is possible that affine
cell ideals are not finitely generated as Proposition 3.7 and Example 3.9 shows.
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5. Noetherian affine cellular Algebras
Example 3.13 shows that there exist affine cellular algebras with affine cell ideals that
are not finitely generated as left ideals. These algebras are in particular not Noetherian
and the question arises how to characterise Noetherian affine cellular algebras.
Remark 5.1. Every right (resp. left) ideal I of R is a right (resp. left) ideal of R˜ = (R,ψ),
since I ∗ R˜ = IψR ⊆ I. Hence if R˜ is right (resp. left) Noetherian, then so is R.
Let I be a right ideal of R˜. Then ϕ(I)R = IψR = {
∑
i aiψbi | ai ∈ I, bi ∈ R} is a right
ideal of R. The map I 7→ ϕ(I)R, which associates to a right ideal of R˜ a right ideal of R,
is order preserving. It is possible that this map is not injective as the following example
shows. Let K be a commutative ring, R = K[x, y] and ψ = x. For all n > 0, define
In =
∑n
i=1Ky
i + xR. These sets are ideals of R˜, since
In ∗ R˜ =
n∑
i=1
xyiR + x2R = xyR + x2R ⊆ xR ⊆ In.
Thus ϕ(In)R = xyR+x
2R = ϕ(Im)R for all n,m > 0. However In 6⊆ In+1 since y
n+1 6∈ In.
The ascending chain of ideals I1 ⊂ I2 ⊂ · · · is a proper ascending chain of ideals of R˜
and shows that R˜ is not Noetherian, although R is.
Lemma 5.2. Let k be a commutative ring, R a k-algebra, ψ ∈ R and R˜ = (R,ψ). Then
R˜ is right Noetherian if and only if R is right Noetherian and J/ϕ(J)R is a Noetherian
k-module for all right ideals J of R˜.
Proof. Suppose R˜ is right Noetherian. Then by Remark 5.1, R is also right Noetherian.
Let J be a right ideal of R˜. Then any k-submodule V of J that contains ϕ(J)R is also
a right ideal of R˜ since V ∗ R = ϕ(V )R ⊆ ϕ(J)R ⊆ V . Let I1 ⊂ I2 ⊂ · · · ⊆ J be any
ascending chain of k-submodules of R containing ϕ(J)R. Then this is also a chain of right
ideals of R˜ and must stop as R˜ is right Noetherian. Therefore, J/ϕ(J)R is a Noetherian
k-module.
Now suppose thatR is right Noetherian and J/ϕ(J)R is Noetherian k-module for all right
ideals J of R˜. Let I1 ⊆ I2 ⊆ · · · be an ascending chain of right ideals of R˜. Then ϕ(I1)R ⊆
ϕ(I2)R ⊆ · · · is an ascending chain of right ideals of R and, as R is right Noetherian,
there exists N > 0 such that ϕ(In)R = ϕ(IN)R for all n > N . Let J =
∑
n≥N In. Then
also ϕ(J)R = ϕ(IN)R holds. Hence the chain IN/ϕ(J)R ⊆ IN+1/ϕ(J)R ⊆ · · · ⊆ J/ϕ(J)R
is an ascending chain of k-submodules of J/ϕ(J)R which has to stop as J/ϕ(J)R is a
Noetherian k-module.

Example 5.3. The example in Remark 5.1 shows that the Noetherian (affine cellular)
algebra R = k[x, y] has an affine cell ideal J = Rx which is isomorphic to the non-
Noetherian ring R˜ = (R, x), even though J is a Noetherian R-module.
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Any affine cellular algebra is a PI-algebra which is semiprime under some suitable condi-
tions. Any non-zero ideal of a semiprime PI-algebra contains a non-zero central element by
a result of Rowen [17]. This applies in particular to the cell ideals Jk of a semiprime affine
cellular algebra. A (right) ring of fractions of a ring R is an overring Frac(R) of R such
that any non-zero divisor of R is invertible in Frac(R) and any element of Frac(R) can be
written in the form ab−1 for some a, b ∈ R (see [14, 3.1.2])). Posner’s Theorem [14, 13.6.5]
says that the ring of fractions Frac(R) of a prime PI ring is obtained by inverting its
non-zero central elements. One of the consequences of Posner’s Theorem is the following
Theorem:
Theorem 5.4 ([14, 13.6.14]). A semiprime PI-ring R is right Noetherian and finitely
generated over its centre c(R) if and only if c(R) is a Noetherian ring.
Question 5.5. When is the centre of a semiprime affine cellular algebra Noetherian?
A sufficient condition for a semiprime affine cellular algebra A to be Noetherian is that
its centre c(A) is Noetherian in which case A would also be finitely generated over c(A).
This seems to be the case for some affine Hecke algebras. For instance, it has been argued in
[3, 5.1] using [13, 3.11] that the centre of an (extended) affine Hecke algebra is a polynomial
ring in finitely many variables.
Corollary 5.6. Let A be an affine cellular algebra such that Bj is reduced and det(ψj)
is not a zero divisor in Bj for all j. Denote by Φ : A → Mn1(B1) × · · · ×Mnm(Bm) the
embedding from Theorem 4.3. Then A is Noetherian and finitely generated over its centre
if and only if c(A) = Φ−1(B1 × · · · × Bm) is a Noetherian ring.
Small, Stafford and Warfield proved that any semiprime affine k-algebra A of GK-
dimension one is Noetherian and finitely generated over its centre (see [19]).
Corollary 5.7. Let A be an affine cellular algebra that is affine as k-algebra such that, for
all j, Bj is reduced, Kdim(Bj) ≤ 1 and det(ψj) is not a zero divisor in Bj. Then A is
(left and right) Noetherian and finitely generated over its centre c(A). Moreover, c(A) is
a reduced affine k-algebra of Krull dimension at most one.
Proof. By Theorem 4.3, A is a semiprime PI-algebra. By Corollary 4.5, GKdim(A) ≤ 1,
as Kdim(Bj) ≤ 1 for all j. By the Small-Stafford-Warfield Theorem, A is Noetherian and
finitely generated over its centre c(A). Montgomery and Small have shown in [15, Propo-
sition 2] that the centre c(A) of an affine k-algebra A is itself affine over k if A is finitely
generated over c(A). Thus c(A) is an affine k-algebra. Furthermore, GKdim(c(A)) ≤
GKdim(A) ≤ 1. Since the GK-dimension coincides with the Krull dimension for commu-
tative affine k-algebras, Kdim(c(A)) ≤ 1. Since A is semiprime, c(A) is reduced. 
Question 5.8. When is a semiprime affine cellular algebra over k affine as k-algebra?
Let A = TLan(q) be the affine Temperley-Lieb algebra on n (even) strands with parameter
q over the field k (see [12, Section 2.3]). We will consider q an indeterminate over k. The
algebra A is affine as k-algebra. Let J2j be the ideal of A generated by all affine diagrams
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with at most 2j through strings. Moreover, there exist a filtration
0 = J−2 ⊂ J0 ⊂ J2 ⊂ · · · ⊂ Jn−2 ⊂ Jn = A
with quotients J2j/J2(j−1) isomorphic to generalised matrix rings Vj ⊗Bj ⊗ Vj ≃ M˜dj (Bj)
with an associated bilinear form given by the matrix ψj . Here Vj is a finite dimensional
vector space with basis consisting of affine partial diagrams and Bj = k[xj , x
−1
j ] if j 6= 0
and B0 = k[x0].
The next Lemma shows that the determinants det(ψj) are non-zero elements of Bj [q].
Lemma 5.9. The determinant det(ψj) is a polynomial in q, xj and x
−1
j and, when consid-
ered as a polynomial in q over Bj, is monic with leading term q
dim(Vj)·
n−2j
2 .
Proof. Let dj = dim(Vj). For an affine partial diagram v with k horizontal edges, it is easy
to see that ψj(v, v) = q
k so that these are precisely the values which occur on the diagonal
of ψj . Moreover, for all affine partial diagrams w not equal to v, we get ψj(v, w) = q
mbj
(bj ∈ Bj) with m < k. Thus ψj is a a dj × dj-matrix, where q
k occurs on the diagonal and
the exponents of powers of q occurring outside the diagonal are smaller than k. The result
now follows for example by considering the cofactor expansion of ψj and an induction on
dj. 
Since the determinants det(ψj) are monic polynomials in q over B, there are only finitely
many specialisations of q to values in k such that det(ψj) is zero.
Corollary 5.10. The affine Temperley-Lieb algebra A = TLan(q) is a semiprime Noe-
therian PI-algebra with GKdim(A) = 1 for all but finitely many specialisations of the
parameter q. Moreover, its centre c(A) is an affine k-algebra of Krull dimension 1, A is
finitely generated over c(A) and embeds into its asymptotic algebra.
Question 5.11. Is the centre of a semiprime Noetherian affine cellular algebra affine?
We finish with a couple of examples and remarks:
Example 5.12 (Schelter [18, p 253]). Let K ≤ L be a field extension with intermediate
subfields K1 and K2 such that K = K1 ∩K2 and [L : Ki] <∞ for i = 1, 2. Set
A =
(
K1 + xL[x] xL[x]
xL[x] K2 + xL[x]
)
=
(
K1 0
0 K2
)
⊕ xM2 (L[x]) .
Let J1 = A and J0 = xM2 (L[x]). Then A/J0 ≃ K1 × K2 = B1 and J0 ≃ M˜2 (B0) =
(M2(B0), ψ) with B0 = L[x] and ψ =
(
x 0
0 x
)
. Furthermore, let the matrix transpose be
the involution. The algebras B1 and B0 are reduced and det(ψ) = x
2 is not a zero divisor
in B0. Moreover, A is a Noetherian semiprime K-algebra. The centre of A can be easily
computed as:
c(A) =
{(
k + xf 0
0 k + xf
)
| k ∈ K, f ∈ L[x]
}
≃ K ⊕ xL[x].
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The algebra A is an affine cellular algebra with the cell ideal chain J0 ⊆ J1 = A if and only
if B0 and B1 are affine k-algebras. Moreover, B0 and B1 are affine k-algebra if and only
if B0 = L[x] is an affine K-algebra if and only if L is an affine K-algebra if and only if
[L : K] <∞.
Remark 5.13. By Goldie’s Theorem [14, 2.3.6], any semiprime right Noetherian ring
R has a semisimple Artinian ring of fractions Frac(R). As a consequence of Goldie’s
Theorem, we obtain an embedding of a Noetherian semiprime affine cellular algebra A into
a finite direct product of matrix rings over division rings that are finite dimensional over
their centres. These division algebras might not be affine anymore since their centres might
be transcendental field extensions of the base field.
For a concrete example, let k be a field and A = k[x]. Then A is an affine cellular
k-algebra by taking J1 = A and J0 = xk[x]. Furthermore, A/J0 = k = B1 and J0 ≃ B˜0
with B0 = k[x] and ψ = (x). The asymptotic algebra of A is k × k[x], while A is euqal to
k[x]. The ring of fractions Frac(A) of A is the fraction field of k[x], i.e. the function field
k(x), which is not anymore an affine k-algebra.
The element ψ in this example, as well as in Schelter’s Example 5.12, is a non-zero
divisor in A. In both cases A is a prime ring and Posner’s Theorem [14, 13.6.5] says
that the ring of fractions Frac(A) is obtained by inverting its non-zero central elements.
In particular let A be Schelter’s algebra in 5.12 whose centre c(A) is isomorphic to the
diagonal matrix with entries in K + xL[x]. If [L : K] is finite, then K + xL[x] ⊆ L[x] is a
finite ring extension and hence an integral extension. Thus the fraction field of L[x] can be
obtained by inverting all the non-zero elements of K + xL[x] as the extension is integral,
i.e. Frac(c(A)) ≃ Frac(L[x]) = L(x). Since, by Posner’s theorem, Frac(A) can be obtained
also by inverting the non-zero elements of c(A), we get
Frac(A) ≃ A⊗ Frac(C) ≃ A⊗ L(x) ≃M2(L(x)).
Remark 5.14. The centre in example 5.12 was c(A) = K ⊕ xL[x]. Setting J1 = c(A)
and J0 = xL[x] we see that J0 = L˜[x] = (L[x], x) and c(A)/J0 = K has again an (affine)
cellular structure (provided L is affine).
We conclude with the following question:
Question 5.15. Is the centre of an affine cellular algebra again affine cellular?
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