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Abstract
We investigate the Dirac equation in the semiclassical limit ~→ 0. A semi-
classical propagator and a trace formula are derived and are shown to be
determined by the classical orbits of a relativistic point particle. In addition,
two phase factors enter, one of which can be calculated from the Thomas
precession of a classical spin transported along the particle orbits. For the
second factor we provide an interpretation in terms of dynamical and geomet-
ric phases.
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The first one to seek a semiclassical treatment of the Dirac equation in the spirit of the
WKB-method appears to be Pauli [1], who gave a solution for a special case. He found
that in the semiclassical limit the translational motion is independent of the spin degrees
of freedom. Because of this fact the formalism was criticized by de Broglie [2] with the
remark that one would expect ‘classical objects’ like electromagnetic moments to influence
the trajectories. This controversy was clarified by Rubinow and Keller [3] in a paper that
seems to have been overlooked by some later authors. Rubinow and Keller pointed out
that the moments of an electron are proportional to ~ so that in leading order as ~ → 0
the influence of spin on the trajectories vanishes. However, in next-to-leading order the
dynamical equation for Thomas precession [4] is obtained from the Dirac equation. Since
only the ratio of the magnetic moment and spin enters this equation, it contains no ~ and
therefore can be interpreted as describing the dynamics of a classical spin.
The general set-up for semiclassical quantization in the case of multicomponent wave
equations was developed by Littlejohn and Flynn [5] . In a short-wavelength approximation
they replaced the matrix-valued wave operator by a matrix-valued Hamiltonian function,
such that its eigenvalues generate Hamiltonian dynamics in phase space. But even if these are
integrable, an application of EBK quantization was found to be obstructed by the presence
of additional phases. In [5] a formalism was presented that allows to treat matrix Hamil-
tonians with no (globally) degenerate eigenvalues. Subsequently, Emmrich and Weinstein
[6] outlined how to proceed in the degenerate case that, e. g., occurs for the Dirac equa-
tion, and pointed out the problems of formulating a Bohr-Sommerfeld quantization. They,
moreover, uncovered the global geometric meaning of the additional phases. A semiclassical
quantization for special configurations, based on the complex WKB-method, is presented in
[7].
In this paper we will follow an alternative approach in that we investigate the semiclassi-
cal time evolution and then set up a trace formula. This procedure avoids (some) difficulties
that one encounters with semiclassical approximations to eigenspinors and, furthermore,
is not restricted to classically integrable systems. We basically follow the approach that
was developed by Gutzwiller [8] for the Schro¨dinger equation. Hence the basic object to
be studied is the integral kernel K(x,y, t) of the time evolution operator U(t). Gutzwiller
represented the kernel by a path integral and evaluated this semiclassically. However, here
we prefer to use a representation of the kernel in terms of an oscillatory integral. This pro-
cedure can be made mathematically rigorous as, e. g., explained in [9] for the Schro¨dinger
equation. In a second step we pass to the energy domain via Fourier transform, and then
take the trace over spatial coordinates as well as over spin degrees of freedom. This results in
a periodic orbit formula for spectral functions. Special attention is paid to the roˆle of spin.
Our philosophy of a systematic semiclassical expansion in the context of the Dirac equation
automatically ensures that spin is treated quantum mechanically from the outset, without
any ad hoc semiclassical approximation. As mentioned above, the semiclassical asymptotics
introduces an adiabatic decoupling of (slow) translational and (fast) spin degrees of freedom.
This happens in such a way that to lowest orders in ~ the expected dynamical equations for
both kinds of degrees of freedom emerge. In addition, our procedure allows to re-interpret
the additional phases in terms of dynamical and geometric phases associated with a pre-
cessing spin. The degree of freedom that is lost upon passing from a quantum mechanical
description of spin in terms of SU(2)-matrices to a classical description in terms of vectors
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s ∈ R3 with fixed length |s| can be reconstructed from one of these phases. A detailed
account of our approach will be presented elsewhere [10].
Let us now briefly summarize the calculations and results. We investigate the Dirac
equation
i~
∂Ψ(x, t)
∂t
= HDΨ(x, t) (1)
with the (quantum) Hamiltonian
HD := α
(
~
i
∇− e
c
A(x)
)
+ βmc2 + e ϕ(x) (2)
that acts on a suitable domain in the Hilbert space L2(R3) ⊗ C4. The Dirac algebra is
realized by
α =
(
0 σ
σ 0
)
and β =
(
112×2 0
0 −112×2
)
, (3)
where σ is the vector of Pauli matrices. The time evolution kernel is defined by
Ψ(x, t) =
∫
R3
K(x,y, t) Ψ0(y) d
3y (4)
so that it has to fulfill the Dirac equation for t > 0 with initial condition K(x,y, 0) =
114×4δ(x− y). Anticipating the occurrence of solutions of appropriate classical equations of
motion for positive and negative energies, respectively, we choose the semiclassical ansatz
K(x,y, t) =
1
(2π~)3
∫
R3
[
a+
~
e
i
~
φ+ + a−
~
e
i
~
φ−
]
d3ξ (5)
with phase functions φ± = φ±(x,y, t; ξ). The amplitudes a±
~
are 4× 4–matrices with semi-
classical expansions
a±
~
(x,y, t; ξ) =
∞∑
k=0
(−i~)k a±k (x,y, t; ξ) . (6)
In order to account for the initial condition of the kernel, we have to choose φ±|t=0 = (x−y)ξ
and a+
~
|t=0 + a−~ |t=0 = 114×4. Inserting (5) into (1) and comparing like orders in ~ yields to
lowest order matrix equations which have solutions with non-zero a±0 only if φ
± satisfy the
Hamilton-Jacobi equations
H±(∇xφ
±,x) +
∂φ±
∂t
= 0 (7)
with the (classical) Hamiltonians
H±(p,x) = eϕ(x)±
√
c2
(
p− e
c
A(x)
)2
+m2c4 . (8)
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These are the (twofold degenerate) eigenvalues of the matrix-valued symbol α(p− e/cA) +
βmc2 + eϕ of HD. Due to (7) one can separate y in φ
± according to φ± = S±(x, ξ, t)− yξ.
When one applies the method of stationary phase to (5) as ~ → 0, it turns out that at
stationary points S± generates a canonical transformation that describes the dynamics of a
relativistic point particle from y to x in time t.
We now turn to the equations that occur in next-to-leading order in ~, and which contain
terms involving both a±0 and a
±
1 . Here we restrict to the index +. An equation for a
+
0 only
is obtained through a multiplication on the left with the hermitian conjugate V †t of the
4× 2–matrix
Vt := V (x,y, t; ξ) =
1√
2ǫ(ǫ+mc2)
(
ǫ+mc2
σpi
)
(9)
with ǫ :=
√
c2pi2 +mc2 and pi =∇xφ− ecA, whose columns are the eigenvectors associated
with H+. (We will denote by Wt the corresponding matrix of eigenvectors associated with
H−.) We then define a 2× 2–matrix b+ by
a+0 = Vtb+V
†
0 (10)
and remark that only this construction with Vt on the left, together with the appropriate
φ+, ensures that the equation to lowest order in ~ is fulfilled. Moreover, at t = 0 the initial
condition b+|t=0 = 112×2 ensures that a+0 |t=0 = V0V †0 is the projector on the H+-eigenspace.
A respective remark applies to a−0 so that the initial condition for a
+
0 + a
−
0 is fulfilled. An
obvious interpretation of this ansatz is as follows. Given an initial 4-spinor Ψ0 at time t = 0,
V †0 projects it onto the H
+-eigenspace and converts it to a 2-spinor. This is propagated
to time t and then Vt maps the 2-spinor back to the 4-spinor representation. Using the
ansatz (10) in the equation of next-to-leading order in ~ then yields the following transport
equation for b = b+,[
∇pH
+(∇xS
+,x)∇x +
∂
∂t
]
b = −(M1 + iM2) b , (11)
with the hermitian 2× 2–matrices
M1 :=
1
2
3∑
j=1
(
3∑
k=1
∂2H+
∂pj∂pk
∂2S+
∂xk∂xj
+
∂2H+
∂pj∂xj
)
112×2 ,
M2 := −ec
2ǫ
σB +
ec2
2ǫ(ǫ+mc2)
σ(pi ×E) . (12)
We need to solve (11) only along the orbits in phase space, in which case the left-hand side
can be viewed as the total time derivative b˙ along these orbits. To arrive at (11) we used
Coulomb gauge, but this doesn’t restrict the result because it only contains the fields E and
B. The contribution to (11) coming from M1 is well known from the Schro¨dinger case [9],
and therefore the ansatz
b =
√
det
(
∂2S+
∂xj∂ξk
)
d , (13)
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with some 2×2–matrix d, proves useful. From (11) one then obtains the transport equation
d˙+ iM2 d = 0 , d|t=0 = 112×2 , (14)
for d, which only involves the spin degrees of freedom. Due to the unitarity of the time
evolution and the initial condition, d has to be an SU(2)-matrix.
The additional phases discussed in [5,6] are caused by M2. The second term in M2,
see (12), can be shown to be V †(∇pH
+
∇x +
∂
∂t
)V , and thus is a projection of the natural
connection on the trivial C4-bundle over phase space onto the H+-eigenbundle. According
to [11,6], it hence is the Berry term identified in [5]. We call this SU(2)-Berry term in order
to distinguish it from the U(1)-phase originally introduced by Berry [12]. The first term
in M2 then is the “no name term” of [5] that has been shown to be related to a Poisson
curvature in [6]. In fact, it measures to what extent the classical time evolution tends to
leave the H+-eigenspace. In physical terms, the first (curvature) term is the interaction
of spin and magnetic field, and the second (SU(2)-Berry) term represents the spin-orbit
coupling. Analogous considerations apply to H−.
We are now in a position to state the following semiclassical expression for the time
evolution kernel,
K(x,y, t) =
1
(2πi~)3/2
[∑
γ+xy
Vtd+V
†
0 D
+
γ+xy
e
i
~
R+
γ
+
xy
−ipi
2
ν
γ
+
xy +
∑
γ−xy
Wtd−W
†
0 D
−
γ−xy
e
i
~
R−
γ
−
xy
−ipi
2
ν
γ
−
xy
]
{1 +O(~)}
with D±
γ±xy
=
√√√√∣∣∣∣∣det
(
−
∂2R±
γ±xy
∂xj∂yk
)∣∣∣∣∣ , (15)
where γ±xy labels the classical orbits that connect y and x in time t. R
± is Hamilton’s
principal function, which is the Legendre transform of S± with respect to ξ, and ν± is the
Morse index of the corresponding orbit.
We are still left with the calculation of d. Since d ∈ SU(2), we can use the representation
d =
(
u −v¯
v u¯
)
with |u|2 + |v|2 = 1 . (16)
A candidate for a ‘classical spin’ should be a vector s ∈ R3 with fixed length, which we find
convenient to choose as |s| = 1. We thus seek a map d 7→ s from SU(2) to S2 ⊂ R3. To
achieve this we propose to use the well known Hopf map πH : SU(2)→ S2 defined by
πH(d) = s :=
 2Re(uv¯)2 Im(uv¯)
|u|2 − |v|2
 = (u¯, v¯) σ( u
v
)
. (17)
The last equality reveals that s is also connected to a suitable spin expectation value. From
(17) and (14) it follows that s fulfills the classical equation
s˙ = s×
(
ec
ǫ
B − ec
2
ǫ(ǫ+mc2)
pi ×E
)
, s|t=0 =
 00
1
 , (18)
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describing a precessing spin. After [4], this is commonly called Thomas precession, see also
[13]. Due to the initial condition, s ∈ S2 will stay on the northern hemisphere for sufficiently
small times. We then choose polar coordinates,
s =
 sin θ cos φsin θ sinφ
cos θ
 , (19)
which allows to calculate d up to a phase η, where u/|u| = eiη,
d =
(
cos(θ/2) eiη − sin(θ/2) e−i(η−φ)
sin(θ/2) ei(η−φ) cos(θ/2) e−iη
)
. (20)
The equation for η, which is obtained upon inserting (20) into (14) and multiplying by d†,
can immediately be integrated,
η =
1
2
∫ t
0
s
(
ec
ǫ
B − ec
2
ǫ(ǫ+mc2)
pi ×E
)
dt′ +
1
2
∫ t
0
(1− cos θ) φ˙ dt′ . (21)
The first term is a dynamical phase associated with the energy of a (classical) magnetic
moment in given electromagnetic fields, whereas the second term is a geometric phase. We
remark that once s enters the southern hemisphere of S2, one should change the phase
convention in that v/|v| = eiλ is used to describe the non-classical degree of freedom. In
(21) this amounts to replace 1/2(1− cos θ)dφ by −1/2(1 + cos θ)dφ. These two expressions
are the well known gauges of the vector potential for a magnetic monopole of strength 1/2
situated at the origin of the sphere. The geometric phase caused by this connection is
reminiscent of (but not identical to) the quantum mechanical Berry phase of a precessing
spin [12].
Now all terms appearing in the semiclassical time evolution kernel are fixed. A non-
relativistic approximation is obtained, if in (15) one only keeps the leading asymptotic term
as c → ∞. As a result, one is left with a block diagonal formula. On the other hand, we
also performed the above program of a systematic semiclassical expansion in the case of the
Pauli equation. Its result coincides with the upper left block of the former approximation.
Our next goal is to derive a semiclassical trace formula from (15). Since HD always has a
continuous spectrum, which contains at least (−∞,−mc2)∪ (mc2,∞), we find it convenient
to introduce an energy localization such that finally only the discrete spectrum of HD enters.
We thus assume that the spectrum ofHD is purely discrete on an interval I = (Ea, Eb). Then
we choose a smooth function χ(E) which is non-zero only on I, such that χ(En) = 1 for all
eigenvalues En. This can always be achieved if there is no accumulation of eigenvalues at Ea
or Eb. Instead of the full time evolution operator we then study its restriction χ(HD)U(t).
To leading order in ~, this restriction only causes additional factors χ(Eγxy) in (15). For
Schro¨dinger operators this procedure is described in [9]. The restricted time evolution kernel
has a spectral representation
K˜(x,y, t) =
∑
n
χ(En) Ψn(x)Ψ
†
n(y) e
− i
~
Ent (22)
with orthonormal eigenspinors Ψn. We define a regularized Green function by
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G˜̺(x,y, E) :=
1
2π
∫ +∞
−∞
ˆ̺(t) e
i
~
Et K˜(x,y, t) dt , (23)
where ̺ is a smooth test function such that its Fourier transform ˆ̺ vanishes outside a finite
interval. Taking the trace of G˜̺ over spatial variables and matrix components yields(
Tr G˜̺
)
(E) = Tr4×4
∫
R3
G˜̺(x,x, E) d3x =
∑
n
χ(En) ̺
(
En −E
~
)
. (24)
The trace formula can now be derived from (23) and (24) when one introduces the semiclas-
sical approximation (15), but now modified as described above in order to apply to the kernel
K˜. As in the case of the Schro¨dinger equation, the integrals necessary to calculate (24) can
be evaluated with the method of stationary phase. The first and foremost contribution then
derives from the stationary points with t = 0. In leading semiclassical order this term (also
called Weyl term) involves the volumes |Ω±E| of the energy shells in phase space,
|Ω±E | =
∫
R3
∫
R3
δ(H±(p,x)−E) d3p d3x . (25)
Up to terms O(~∞), all further contributions are caused by the non-trivial periodic orbits
of the classical dynamics generated by H+ and H−. In case that all periodic orbits are
isolated and unstable (i. e., hyperbolic or inverse hyperbolic) these contributions will be
given explicitly. Their calculation is exactly parallel to the case of the Schro¨dinger equation.
The only additional factor that enters comes from the trace over the spin degrees of freedom.
If T is the period of a periodic orbit, VT = V0 so that
Tr4×4(VTd+V
†
0 ) = Tr2×2(V
†
0 VTd+) = Tr2×2d+ = 2 cos(θ/2) cos η . (26)
We now choose E ∈ I such that χ(E) = 1, and thus obtain the trace formula∑
n
χ(En) ̺
(En −E
~
)
=
ˆ̺(0)
2π
|Ω+E |+ |Ω−E |
(2π~)2
{1 +O(~)}
+
∑
γ±p
ˆ̺(Tγ±p )
2π
Aγ±p e
i
~
S
γ
±
p
(E)−ipi
2
µ
γ
±
p {1 +O(~)}
with Aγ±p =
2 T#
γ±p
cos(θγ±p /2) cos ηγ±p√∣∣∣det(Mγ±p − 11)∣∣∣ . (27)
On the right-hand side the sum extends over the classical periodic orbits γ±p of energy E.
Furthermore, S(E) =
∮
pdx is the action, T the period, µ the Maslov index, and M is the
(linearized) Poincare´ map; T# denotes the associated primitive period.
The factor 2 cos(θ/2) cos η emerging from the spin degrees of freedom has to be inter-
preted as follows. The angle θ measures the discrepancy between the directions of the spin
vector after this has been transported along a given periodic orbit with the dynamics dic-
tated by (18). The contribution of the periodic orbit to the trace formula is then weighted
with cos(θ/2). The second term arises from quantum mechanics and, as explained above, is
composed of a dynamical as well as of a geometric phase. The factor of two finally indicates
the presence of two spin directions.
7
REFERENCES
[1] W. Pauli: Diracs Wellengleichung des Elektrons und geometrische Optik , Helv. Phys.
Acta 5 (1932) 179–199.
[2] L. de Broglie: La The´orie des Particules de Spin 1/2 , Gauthier-Villars, Paris, (1952).
[3] S. I. Rubinow and J. B. Keller: Asymptotic Solution of the Dirac Equation, Phys. Rev.
6 (1963) 2789–2796.
[4] L. H. Thomas: The Kinematics of an Electron with an Axis , The London, Edinburgh
and Dublin philosophical magazine and journal of science 3 (1927) 1–22.
[5] R. G. Littlejohn and W. G. Flynn: Geometric Phases in the Bohr-Sommerfeld Quan-
tization of Multicomponent Wave Fields , Phys. Rev. Lett. 66 (1991) 2839–2842; Ge-
ometric phases in the asymptotic theory of coupled wave equations , Phys. Rev. A 44
(1991) 5239–5256.
[6] C. Emmrich and A. Weinstein: Geometry of the transport equation in multicomponent
WKB approximations , Commun. Math. Phys. 176 (1996) 701–711.
[7] V. G. Bagrov, V. V. Belov, A. Y. Trivonov and A. A. Yevseyevich: Quasiclassical spectral
series of the Dirac operators corresponding to quantized two-dimensional Lagrangian
tori , J. Phys. A 27 (1994) 5273–5306.
[8] M. C. Gutzwiller: Chaos in classical and quantum mechanics , Springer-Verlag, New
York, (1990).
[9] D. Robert: Autour de l’Approximation Semi-Classique, Birkha¨user, Boston, (1987).
[10] J. Bolte and S. Keppeler: (in preparation).
[11] B. Simon: Holonomy, the Quantum Adiabatic Theorem, and Berry’s Phase, Phys. Rev.
Lett. 51 (1984) 2167–2170.
[12] M. V. Berry: Quantal phase factors accompanying adiabatic changes , Proc. R. Soc.
London Ser. A 392 (1984) 45–57.
[13] V. Bargman, L. Michel and V. L. Telegdi: Precession of the polarization of particles
moving in a homogeneous electromagnetic field , Phys. Rev. Lett. 2 (1959) 435–436.
8
