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Abstract
We consider the H -system u = 2H(u)ux ∧ uy on R2, where H ∈ C0(R3,R) satisfies H(q) =
H∞ + o(1/|q|) as |q| → +∞ and supq∈R3 |(H(q)−H∞)q| < 1, for some H∞ ∈ R \ {0}. We show that a
sequence of approximate solutions of the H -system on R2 admits a limit configuration made by H˜ -bubbles,
namely nonconstant solutions of H˜ -systems on R2, and H˜ can be the mapping H or the constant H∞.
© 2008 Elsevier Inc. All rights reserved.
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0. Introduction
This work is concerned with a problem related to H -surfaces. Here, by H -surface we mean a
mapping u ∈ H 1loc(Ω,R3), where Ω is a domain in R2, which solves in a weak sense the system
u = 2H(u)ux ∧ uy (for short, H -system) in Ω . The mapping H :R3 → R is a prescribed
function, which we assume at least continuous and bounded. When Ω = R2 a nonconstant H -
surface U ∈ H 1loc(R2,R3) with
∫
R2 |∇U |2 < +∞ will be called H -bubble. In fact, an H -bubble
U ∈ C2(R2,R3) turns out to be a conformal parametrization of a surface S in R3, of the type of
the sphere S2, such that the mean curvature of S at any regular point p ∈ S equals H(p).
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406 P. Caldiroli / Journal of Functional Analysis 257 (2009) 405–427In 1985, H. Brezis and J.M. Coron in [5] and, independently, M. Struwe in [18], among other
things, study the behaviour of a sequence of approximate solutions of the H -system in the unit
disc D with null boundary conditions, namely a sequence (un) ⊂ H 10 (D,R3) such that⎧⎪⎨⎪⎩
un − 2H (un)unx ∧ uny → 0 in H−1(D,R3),
sup
n
∫
D
∣∣∇un∣∣2 < +∞. (0.1)
They prove that when H is a nonzero constant then either un → 0 strongly in H 10 (D,R3) or the
sequence (un) admits a limit configuration made by finitely many H -bubbles which, in this case,
are parametrizations of spheres of radius |H |−1 (see also [11] for a related result). Every bubble
appears according to a typical blow-up phenomenon, namely one finds a sequence of positive
numbers rn → 0+ and a sequence of points (zn) ⊂ D with dist(zn, ∂D)/rn → +∞ such that the
rescaled sequence (u˜n) defined by
u˜n(z) = un
(
z − zn
rn
)
(0.2)
converges weakly in H 1loc(R
2,R3) to some H -bubble. The occurrence of blow-up is due to the
invariance of problem (0.1) with respect to the noncompact conformal group of the disc.
Now let us turn to the case in which the prescribed “mean curvature” H is a nonconstant
function. For some time the general belief was that the same result would hold also in the case H
nonconstant but the difficulty in getting it were due to technical problems. However, unlike what
claimed in [2], the case H variable exhibits new features which are hidden when H is constant.
Not only technical difficulties but even substantial differences appear as soon as one considers
the case H nonconstant.
In order to better understand the problem, we point out that the functional space of H -bubbles
is the Sobolev space
Hˆ 1
(
R2,R3
) := {u ∈ H 1loc(R2,R3) ∣∣∣ ∫
R2
(|∇u|2 +μ2|u|2)< +∞}
where μ = μ(z) = 2/(1 + |z|2) for all z = (x, y) ∈ R2. One can see that Hˆ 1(R2,R3) turns out to
be a Hilbert space endowed with the norm
‖u‖2
Hˆ 1
=
∫
R2
|∇u|2 +
∣∣∣∣ 14π
∫
R2
μ2u
∣∣∣∣2
and is isomorphic to H 1(S2,R3) via stereographic projection (see Section 1). So, considering a
rescaled sequence (u˜n) defined as in (0.2), it has to be viewed in Hˆ 1(R2,R3). Note that also the
disc D is rescaled to a sequence of discs centered at − zn
rn
and with radii 1
rn
which, in the limit,
fills the whole plane. The sequence (u˜n) admits uniformly bounded Dirichlet integrals, but it is
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sequence (vn) in Hˆ 1(R2,R3) defined by
vn = u˜n − pn, where pn = 1
4π
∫
R2
μ2u˜n.
In view of the Poincaré inequality, (vn) is bounded in Hˆ 1(R2,R3) and then, up to a subsequence,
converges weakly to some U ∈ Hˆ 1(R2,R3). Since (vn) satisfies
vn − 2H (vn + pn)vnx ∧ vny → 0 in H−1loc (R2,R3),
the weak limit U is not necessarily an H -bubble but it solves an H˜ -system on R2 where H˜
depends on the behaviour of the sequence (pn) ⊂ R3. Clearly, when H is constant, the sequences
(u˜n) and (vn) are approximate solutions of the same H -system. But if H is nonconstant, the lack
of invariance of H under translations in R3 makes the difference. In essence, one can expect
that if pn → p ∈ R3 then H˜ = H(· + p), whereas if |pn| → +∞ and H(q) → H∞ ∈ R \ {0}
as |q| → +∞, then H˜ = H∞. This observation is developed in [10] where, in agreement with
the previous claim, a single blow-up phenomenon is described for mappings H :R3 → R of the
form
H(q) = K(q)+ H∞ (0.3)
with H∞ ∈ R \ {0} and K ∈ C0(R3,R) satisfying
(h1) sup
q∈R3
∣∣K(q)q∣∣=: MK < 1;
(h2) lim|q|→+∞K(q)q = 0.
In this work, for the same class of mappings H , we provide a complete description of a
sequence of approximate solutions of an H -system on R2, that is, a sequence (un) ⊂ Hˆ 1(R2,R3)
satisfying
un − 2H (un)unx ∧ uny → 0 in Hˆ−1 (= dual of Hˆ 1(R2,R3)), (0.4)
sup
n∈N
∫
R2
∣∣∇un∣∣2 < +∞. (0.5)
Our main result can be stated as follows.
Theorem 0.1. Assume that H :R3 → R is of the form (0.3) with H∞ ∈ R\{0} and K ∈ C0(R3,R)
satisfying (h1)–(h2). If (un) ⊂ Hˆ 1(R2,R3) is a sequence of approximate solutions for the H -
system on R2, then either ∇un → 0 strongly in L2(R2,R6), or there exists an integer k¯ > 0 and,
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and a mapping Ui ∈ Hˆ 1(R2,R3) such that, setting
un,i = un ◦ gn,i and pn,i = 14π
∫
R2
μ2un,i ,
for a subsequence of (un), still denoted by (un), one has:
(i) un,i − pn,i → Ui weakly in Hˆ 1(R2,R3) and strongly in H 1loc(R2,R3);
(ii) Ui is an Hpi -bubble, where Hpi = H(· + pi) if pn,i → pi ∈ R3, or Hpi ≡ H∞ if
|pn,i | → +∞;
(iii) lim
n→+∞
∫
R2
∣∣∇un∣∣2 = k¯∑
i=1
∫
R2
∣∣∇Ui∣∣2.
Thus, according to Theorem 0.1, a noncompact sequence of approximate solutions admits a
limit configuration made by finitely many bubbles U1, . . . ,Uk . However, differently from the
case of H constant, now the bubbles U1, . . . ,Uk are not necessarily solutions of the starting
problem which is not invariant under translation in R3. In fact, when Ui is an Hpi -bubble with
pi ∈ R3, then Ui + pi is an H -bubble; otherwise Ui is an H∞-bubble. In principle, we can-
not say that only H -bubbles or only H∞-bubbles appear; both of them may exist in a same
limit configuration (see [9] for examples of this type, for sequences of approximate solutions in
H 10 (D,R
3)). We point out that H -bubbles may exist (see [6] and [7] for existence results). We
also remark that a same bubble may be blown many times from a given sequence of approximate
solutions, but with different concentration speeds (see Remark 3.10).
Considering sequences of approximate solutions in Hˆ 1(R2,R3) rather than in H 10 (D,R
3)
as done in [5] and [18] does not constitute a substantial difference. The two cases are closely
related, in view of the dilation invariance of H -systems. From a technical viewpoint, working
in Hˆ 1(R2,R3) leads to some advantages since the domain has no boundary and one needs just
estimates at the interior. On the other hand, considering the problem on the whole plane, the
rescaling argument involves not only flat dilations and translations, as in (0.2). For our problem
it is more convenient to work with a larger class of conformal transformations of the compactified
plane, including, for instance, the inversion, and this requires some more care.
Let us make some remarks about the proof of Theorem 0.1. In the spirit of the concentration-
compactness method [15], the “bubble detector” is the concentration function, but the blow-up
analysis is performed in a not completely standard way. Usually, in studying a sequence (un) of
approximate solutions of some problem on which a noncompact invariance group G acts, one sets
up an iterative argument that, after k steps, leads to the following situation: one has k nontrivial
solutions U1, . . . ,Uk of limit problems, and k rescaling sequences (gn,1), . . . , (gn,k) ⊂ G such
that the sequence un,k = un −∑ki=1 Ui ◦ g−1n,i is again a sequence of approximate solutions of
the starting problem. Then one finds a new sequence of rescaling transformations (gn,k+1) ⊂ G
such that the (k + 1)th “bubble” Uk+1 is obtained essentially as a nontrivial weak limit
of (un,k ◦ gn,k+1). In order that this argument works, a key information is that
(∗) each Ui is a solution of some limit problem.
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of approximate solutions. In fact we do not use the information (∗), at least not in a full way.
Instead, we proceed by an iterative argument which works in this way: after k steps, we have
again k rescaling sequences (g˜n,1), . . . , (g˜n,k) ⊂ G (for our problem G is the conformal group
of the compactified plane) such that for every i = 1, . . . , k the sequence (un ◦ g˜n,1 ◦ · · · ◦ g˜n,i),
up to translations (in the image) weakly converges to a bubble Ui . Then, in order to detect the
(k + 1)th bubble Uk+1, we find another rescaling (g˜n,k+1) ⊂ G for the sequence
θn,k = un,k −Uk −Uk−1 ◦ g˜n,k − · · · −U1 ◦ g˜n,2 ◦ · · · ◦ g˜n,k, where
un,k = un ◦ g˜n,1 ◦ · · · ◦ g˜n,k,
and we obtain Uk+1 passing to the limit on the sequence (un,k ◦ g˜n,k+1), and not on
(θn,k ◦ g˜n,k+1). What we need is that each sequence (Ui ◦ g˜n,i+1 ◦ · · · ◦ g˜n,k+1), for i = 1, . . . , k,
converges to a constant (in H 1loc(R2,R3)), and this depends just on the behaviour of the sequence
of transformations (g˜n,i+1 ◦ · · · ◦ g˜n,k+1).
Hence we sharply separate the study of the equation from the study of the action of the in-
variance group. So this strategy might be hopefully applied, with no change, for any noncompact
problem which is invariant under the conformal group of the compactified plane.
The paper is organized as follows: in Section 1 we discuss the conformal invariance of H -
systems on R2 and we focus on some conformal transformations which play a key role in
performing the blow-up analysis. In Section 2 we state some useful results concerning H -bubbles
and H -systems; in particular we recall a local “ε-compactness” theorem for sequences of approx-
imate solutions, already proved in [10], which constitutes one of the main tools in the argument.
Section 3 contains the proof of Theorem 0.1. Finally, in Section 4 we suggest and anticipate
possible applications of Theorem 0.1 or some variants which might be of some interest.
1. Conformal invariance
Let S2 be the 2-dimensional sphere, i.e., S2 = {p ∈ R3 | |p| = 1}, let σ = (0,0,1) be the North
Pole and σ = (0,0,−1) the South Pole in S2. We will denote Π the stereographic projection
from the North Pole, which maps S2 to the compactified plane R2 ∪{∞}. The inverse of Π is the
mapping (x, y) → (xμ,yμ,1 − μ) with μ defined as in the Introduction. Moreover Π(σ) = 0,
Π(σ) = ∞ and Π(S2−) = D1(0), where S2− is the open lower hemisphere and D1(0) is the unit
open disc in R2. In general, we will denote Dr(z) the open disc in R2 centered at z ∈ R2 and
with radius r > 0, and Nr(σ ) the spherical neighborhood in S2 centered at some σ ∈ S2 and with
radius r , i.e., Nr(σ ) = {σ ′ ∈ S2 | distS2(σ ′, σ ) < r}. Hence S2− = Nπ2 (σ ).
For every u :S2 → R3 let uˆ = u ◦Π−1 :R2 → R3. One has that u ∈ H 1(S2,R3) if and only if
uˆ ∈ Hˆ 1(R2,R3). Moreover for every Borel set Σ ⊂ S2 one has that
∫
|du|2 =
∫
|∇uˆ|2,Σ Π(Σ)
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on R2. In addition ∫
–
S2
u = 1
4π
∫
R2
uˆμ2.
Given a conformal transformation g :S2 → S2, let gˆ :R2 ∪ {∞} → R2 ∪ {∞} be the cor-
responding conformal transformation of the compactified plane into itself defined by gˆ =
Π ◦ g ◦ Π−1. Note that ĝ−1 = gˆ−1. Moreover, for u ∈ H 1(S2,R3) one has that û ◦ g = uˆ ◦ gˆ
and for any Borel set Σ ⊂ S2 the following identities hold∫
Π(Σ)
∣∣∇(uˆ ◦ gˆ)∣∣2 = ∫
Σ
∣∣d(u ◦ g)∣∣2 = ∫
g(Σ)
|du|2 =
∫
Π(g(Σ))
|∇uˆ|2 =
∫
gˆ(Π(Σ))
|∇uˆ|2. (1.1)
Warning! In the following, if not strictly necessary, we will omit the superscript ˆ and we identify
a mapping u defined on S2 with the corresponding one uˆ defined on R2 ∪ {∞}. The context will
make clear the right interpretation. For example, writing du we mean u as a mapping on S2,
whereas if ∇u appears then u has to be considered as a mapping on R2. We also point out that
convergence in H 1loc(R
2,R3) for a sequence of mappings on R2 is equivalent to convergence in
H 1loc(S
2 \ {σ },R3) for the corresponding sequence of mappings on S2.
The importance of conformal transformations for our problem is due to the fact that if (gn) is
any sequence of conformal transformations and (un) is a sequence of approximate solutions of
an H -system on R2, then also (un ◦ gn) is so. In particular U is an H -bubble if and only if U ◦ g
is so, for every conformal transformation g. Indeed the conformal invariance of the H -bubble
problem reflects the fact that we deal with a problem which is geometrical in nature, since the
true unknown in the H -bubble problem is the image of U , rather than the mapping U itself.
The conformal group of S2 contains some subgroups which play a special role in the argument
we will develop in the proof of Theorem 0.1. Firstly we introduce and describe the subgroup of
conformal transformations of S2 corresponding to dilations of R2.
For every r ∈ (0,π) let λ(r) > 0 be such that
Π
(
Nr(σ )
)= Dλ(r)(0).
One can check that λ(r) = sin r1+cos r . The mapping r → λ(r) is a diffeomorphism of (0,π) onto
(0,+∞). In particular λ(0+) = 0+, λ(π2 ) = 1, and λ(π−) = +∞. In addition distS2(σ,σ ) = r if
and only if |Π(σ)| = λ(r).
It is convenient to introduce the following operation: for r1, r2 ∈ (0,π) set
r1 × r2 := arccos cos r1 + cos r21 + (cos r1)(cos r2) .
This definition is motivated by the fact that
λ(r1 × r2) = λ(r1)λ(r2).
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is π2 , the inverse of r is π − r). The following properties hold:
if rn → 0+ then r × rn → 0+ for every r ∈ (0,π), (1.2)
if 0 < r1 < r2 < π then r × r1 < r × r2 for every r ∈ (0,π). (1.3)
Then, for every r ∈ (0,π) let δr :S2 → S2 be defined by δr (σ ) = Π−1(λ(r)Π(σ)) for all
σ ∈ S2. Let us collect some properties of the mappings δr :
(δ1) δr is a conformal transformation in S2 and δˆr (z) = λ(r)z ∀z ∈ R2;
(δ2) δr (σ ) = σ , δr (σ ) = σ ;
(δ3) δr1 ◦ δr2 = δr1×r2 ;
(δ4) δπ−r × δr = δ π2 = id, namely δ−1r = δπ−r ;
(δ5) distS2(δr (σ ), σ ) = r × distS2(σ,σ );
(δ6) distS2(δr (σ ), σ ) = (π − r) × distS2(σ, σ ).
Since for every σ ∈ S2 one can find a rotation ρ :S2 → S2 such that ρ(σ) = σ (see Remark 1.1
below), every spherical neighborhood Nr(σ ) in S2 can be represented as the image of the lower
hemisphere S2− through a conformal transformation of the form ρ ◦ δr .
Now let us discuss some subgroups of rotations of S2. Rotations of an angle α around the
p3-axis and of an angle β around the p1-axis are, respectively, the isometries σ → R3ασ and
σ → R1βσ where
R3α =
⎛⎝ cosα − sinα 0sinα cosα 0
0 0 1
⎞⎠ , R1β =
⎛⎝1 0 00 cosβ − sinβ
0 sinβ cosβ
⎞⎠ .
Note that in complex notation
Rˆ3α(z) = eiαz, Rˆ1β(z) =
z cos β2 + i sin β2
iz sin β2 + cos β2
. (1.4)
In particular Rˆ1π is the inversion z → 1z .
Remark 1.1. Every point σ ∈ S2 can be expressed in the form
σ =
⎡⎣−(sinα)(sinβ)(cosα)(cosβ)
− cosβ
⎤⎦
with α ∈ [0,2π) and β ∈ [0,π]. Hence the mapping ρσ := R3αR1β is a rotation of S2 such that
ρσ (σ ) = σ . In the following, for σ ∈ S2, we denote ρσ the rotation of S2 defined as above. Note
that if g = ρσ ◦ δr then g(S2−) = Nr(σ ) and, by (δ2), g(σ ) = σ and g(σ ) = −σ .
In the proof of Theorem 0.1 we will handle sequences (gn) of conformal transformations of S2
of the form gn = ρσn ◦ δrn . Here we discuss some preliminary results about such sequences.
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z ∈ R2 there exists a sequence (σ˜n) ⊂ S2 such that∫
D1(z)
∣∣∇(u ◦ gn)∣∣2  ∫
Nrn (σ˜n)
|du|2.
Proof. Fix z ∈ R2 and let σ = Π−1(z). Define σ˜n = (ρσn ◦ ρσ )(σ ) and ρ˜n = ρσn ◦ ρσ . Hence ρ˜n
is a rotation of S2 with ρ˜n(σ ) = σ˜n. We have that∫
Nrn (σ˜n)
|du|2 =
∫
g−1n (Nrn (σ˜n))
∣∣d(u ◦ gn)∣∣2 = ∫
1
λ(rn)
(Π◦ρσ ◦Π−1)(Dλ(rn)(0))
∣∣∇(u ◦ gn)∣∣2
because g−1n (Nrn(σ˜n)) = (δ−1rn ◦ ρ−1σn ◦ ρ˜n ◦ δrn)(S2−) = (δ−1rn ◦ ρσ ◦ δrn)(S2−) and
(Π ◦ δ−1r ◦ ρσ ◦ δr )(S2−) = (δ̂−1r ◦ ρˆσ ◦ δˆr )(D1(0)) = 1λ(r) ρˆσ (Dλ(r)(0)) (here we use (δ1) and
δ̂−1r = δˆ−1r ). Moreover, since σ = σ , for all λ > 0 one has that ρˆσ (Dλ(0)) ⊃ Dλ(Π(σ)). Thus
1
λ(rn)
ρˆσ (Dλ(rn)(0)) ⊃ D1(z) and the conclusion follows. 
Lemma 1.3. Let (rn) ⊂ (0,π), (σn) ⊂ S2, and define gn := ρσn ◦ δrn . If rn → 0+ and σn → σ
then gn → σ in L∞loc(S2 \ {σ },S2). In particular, setting dn = distS2(σn, σ ):
(i) if dn
rn
→ +∞ then, up to a subsequence, δdn ◦ gn → σ ∗ in L∞loc(S2 \ {σ },S2) for some
σ ∗ ∈ S2 \ {σ };
(ii) if dn
rn
→  ∈ [0,+∞) then, up to a subsequence, δrn ◦ gn → g in L∞loc(S2 \ {σ },S2), where
g = Π−1 ◦ gˆ ◦Π , with gˆ(z) = eiα
z−i for some α ∈ R.
Note that, according to Lemma 1.3, part (ii), any conformal transformation of S2 correspond-
ing to a translation of the plane can be obtained as a limit of conformal transformations made by
multiple composition of dilations (i.e. δr -type mappings) and rotations.
Proof. Since σn = gn(σ ) and any ρn is an isometry of S2, thanks to (δ2) and (δ5), for every
σ ∈ S2 one has that
distS2
(
gn(σ ), σn
)= distS2(δrn(σ ), δrn(σ ))= distS2(δrn(σ ), σ )= rn × distS2(σ,σ ).
If σ ∈ S2 \Nr(σ ) then distS2(σ,σ ) π − r and consequently, by (1.3),
sup
σ∈S2\Nr (σ )distS2
(
gn(σ ), σ
)
 distS2(σn, σ )+ rn × (π − r).
Since rn → 0+ and σn → σ , as r is any value in (0,π), by (1.2), one obtains that gn → σ
in L∞ (S2 \ {σ },S2). Notice that it is not possible that gn(σ ) → σ uniformly on S2 sinceloc
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quence (gˆn) of conformal transformations of R2 ∪ {∞}. In fact we identify R2 ∪ {∞} with the
compactified complex field C ∪ {∞} =: C∗. Representing σn in the form
σn =
⎡⎣−(sinαn)(sinβn)(cosαn)(cosβn)
− cosβn
⎤⎦
with αn ∈ [0,2π) and βn ∈ [0,π], by (1.4) one has
gˆn(z) = eiαn λnnz + i˜n
iλn˜nz + n where λn = λ(rn), n = cos
βn
2
, ˜n = sin βn2 .
Observe that n ∼ dn2 → 0+, ˜n → 1−, λn ∼ rn → 0+ and, up to a subsequence
αn → α ∈ [0,2π]. If dnrn → +∞, then nλn → +∞ and
ngˆn(z) = eiαn λnnz + i˜n
i λn
n
˜nz + 1
→ ieiα in L∞loc(C,C)
namely δdn ◦ gn → σ ∗ = Π−1(2ieiα) in L∞loc(S2 \ {σ },S2). If dnrn →  ∈ [0,+∞), then nλn → 2
and
λngˆn(z) = eiαn λnnz + i˜n
i˜nz + nλn
→ 2e
iα
2z − i =: gˆ(z) in L
∞
loc(C,C
∗)
namely δrn ◦ gn → g = Π−1 ◦ gˆ ◦Π in L∞loc(S2 \ {σ },S2). 
Lemma 1.4. If (gn) is a sequence of conformal transformations of S2 such that gn → σ ∗
in L∞loc(S2 \ {σ˜ },S2), for some σ ∗ and σ˜ in S2, then for every u ∈ H 1(S2,R3) one has that
u ◦ gn → const weakly in H 1(S2,R3) and strongly in H 1loc(S2 \ {σ˜ },R3).
Proof. Fix r > 0 and a Borel set Σ ⊂⊂ S2\{σ˜ }. Since gn → σ ∗ in L∞loc(S2\{σ˜ },S2), there exists
n¯ ∈ N such that distS2(gn(σ ), σ ∗) < r for all σ ∈ Σ and for all n n¯, namely gn(Σ) ⊂ Nr(σ ∗)
for all n n¯. Hence, by (1.1),
∫
Σ
∣∣d(u ◦ gn)∣∣2 = ∫
gn(Σ)
|du|2 
∫
Nr(σ ∗)
|du|2.
By the absolute continuity of the integral we infer that
∫
Σ
|d(u ◦ gn)|2 → 0. Since the sequence
(u ◦ gn) is bounded in H 1(S2,R3) we obtain that u ◦ gn → const strongly in H 1loc(S2 \ {σ˜ },R3)
and then also weakly in H 1(S2,R3). 
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In the proof of Theorem 0.1 we will use only few–but deep—results about H -bubbles and
about the behaviour of a sequence of approximate solutions of the H -system. In particular we
will need:
(1) a positive lower bound for the Dirichlet integral of H -bubbles,
(2) a local compactness result for a sequence of approximate solutions of the H -system.
The assumptions made on H play a role in both these questions, and only for these.
Regarding H -bubbles, the following result holds.
Lemma 2.1. Let H :R3 → R be a function of the form (0.3) with H∞ ∈ R \ {0} and
K ∈ C0(R3,R) satisfying (h1). Let q ∈ R3 and set Hq(p) = H(p + q) for all p ∈ R3. If U
is an Hq -bubble for some q ∈ R3, i.e., U + q is an H -bubble, then
∫
R2 |∇U |2  8π( 1−MKH∞
)2
.
The same holds if U is an H∞-bubble.
Remark 2.2. Under the assumptions made on H an H -bubble is in fact bounded (see, e.g.,
[10] or [16]). As soon as the prescribed mapping H is slightly more regular than continuous,
e.g. locally Lipschitz continuous, regularity theory for H -systems (see, for instance, [12] or [1])
applies and guarantees that U is in fact of class C2,α as a map on S2. Furthermore, by known
arguments, U solves the conformality conditions Ux · Uy = 0 and |Ux |2 = |Uy |2 on R2. Hence
U describes a parametric surface S of the type of the sphere such that the mean curvature of S
at any regular point p ∈ S equals H(p). Moreover the Dirichlet integral of U is equal to (twice)
the area of the H -bubble, as a parametric surface.
Proof. Taking U + q instead of U it is not restrictive to assume that U is an H -bubble. Multi-
plying U = 2H(U)Ux ∧ Uy by U and integrating (notice that U ∈ L∞, see Remark 2.2) we
obtain that ∫
R2
|∇U |2 = −2H∞
∫
R2
U ·Ux ∧Uy − 2
∫
R2
K(U)U ·Ux ∧Uy.
Using (h1) and the isoperimetric inequality (see [3] or [20]) |
∫
R2 U · Ux ∧ Uy | 14√2π ‖∇U‖32,
we infer that
(1 −MK)
∫
R2
|∇U |2  |H∞|√
8π
( ∫
R2
|∇U |2
) 3
2
and the conclusion easily follows. 
Concerning the behaviour of a sequence of approximate solutions, the following local com-
pactness result holds.
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K ∈ C0(R3,R) satisfying (h1)–(h2). Assume that (un) ⊂ Hˆ 1(R2,R3) satisfies (0.4) and
un − pn → U weakly in Hˆ 1, where pn = ∫–
S2 u
n
. Then, for every disc D in R2 such that
lim sup
∫
D
∣∣∇un∣∣2 < π
8
(
1 −MK
H∞
)2
one has that U ∈ L∞loc(D,R3) and un − pn → U strongly in H 1loc(D,R3).
A proof of Theorem 2.3 can be found in [10]. In particular the case (pn) bounded corresponds
to Lemma 2.2 in the above mentioned paper. The case |pn| → +∞ follows from Lemma 3.3,
steps 1 and 2 in the proof of Lemma 3.4, and Remark 2.3 in [10].
3. Proof of Theorem 0.1
From now on, H :R3 → R is a given function of the form (0.3) with H∞ ∈ R \ {0} and
K ∈ C0(R3,R) satisfying (h1)–(h2). We take a sequence (un) of approximate solutions for the
H -system on R2, namely a sequence in Hˆ 1(R2,R3) satisfying (0.4) and (0.5). As we will see,
the sequence (un) might converge weakly to some bubble U1 without necessity of rescaling. In
this case the first true blow-up occurs at the next step, for the second bubble U2 and the iterative
argument will start just from this step on. Therefore the proof will be split in the following parts:
3.1 Looking for the first bubble.
3.2 Looking for the second bubble.
3.3 The iterative argument.
3.4 Conclusion.
To begin, in order to use Theorem 2.3, we fix ε such that
0 < ε <
π
8
(
1 − MK
H∞
)2
. (3.1)
3.1. Looking for the first bubble
Here we prove that:
Lemma 3.1.
(1) If lim inf‖∇un‖2 <
√
8π(1 −MK)/|H∞|, then lim inf‖∇un‖2 = 0.
(2) If lim inf‖∇un‖2 
√
8π(1 − MK)/|H∞| then there exist sequences (σ 1n ) ⊂ S2,
(r1n) ⊂ (0,π) defined by
sup
σ∈S2
∫
N
r1 (σ )
∣∣dun∣∣2 = ∫
N 1 (σ 1n )
∣∣dun∣∣2 = ε,
n rn
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g1n = ρσ 1n ◦ δr1n , un,1 = un ◦ g1n, pn,1 =
∫
–
S2
un,1, (3.2)
one has that, for a subsequence,
(i) un,1 − pn,1 → U1 weakly in Hˆ 1(R2,R3) and strongly in H 1loc(R2,R3);
(ii) U1 is an Hp1 -bubble if pn,1 → p1 ∈ R3, whereas U1 is an H∞-bubble if |pn,1| → +∞.
Proof. (1) Assume that lim inf‖∇un‖2 <
√
8π(1 − MK)/|H∞|. Arguing by contradiction, if
lim inf‖∇un‖2 > 0, then there exists ε ∈ (0, ε] such that ‖∇un‖22 > ε for all n ∈ N large enough.
Introducing the concentration functions
(0,π)  r → Qn(r) = sup
σ∈S2
∫
Nr(σ )
∣∣dun∣∣2,
by a standard procedure, for every n ∈ N (large enough) we can find σ 1n ∈ S2 and r1n ∈ (0,π)
such that
sup
σ∈S2
∫
N
r1n
(σ )
∣∣dun∣∣2 = ∫
N
r1n
(σ 1n )
∣∣dun∣∣2 = ε. (3.3)
Define g1n, un,1 and pn,1 as in (3.2). Since the sequence (un,1 −pn,1) is bounded in Hˆ 1(R2,R3),
there exists U1 ∈ Hˆ 1(R2,R3) such that, for a subsequence, un,1 − pn,1 → U1 weakly
in Hˆ 1(R2,R3). By conformal invariance, the sequence (un,1) satisfies (0.4). Moreover, by
Lemma 1.2 for every z ∈ R2 there exists a sequence (σ˜n) ⊂ S2 such that
∫
D1(z)
|∇un,1|2 ∫
N
r1n
(σ˜n)
|dun|2 and then, by (3.3),
∫
D1(z)
∣∣∇un,1∣∣2  ε ∀n large enough.
By Theorem 2.3 and by a diagonal argument we obtain that un,1 − pn,1 → U1 strongly in
H 1loc(R
2,R3). Then U1 solves u = 2Hp1(u)ux ∧ uy on R2 where Hp1(p) = H(p + p1) if
pn,1 → p1 ∈ R3, or Hp1 ≡ H∞ if |pn,1| → +∞. Since
∫
D1(0)
∣∣∇un,1∣∣2 = ∫
S
2−
∣∣dun,1∣∣2 = ∫
N 1 (σ 1n )
∣∣dun∣∣2 = ε > 0
rn
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Hp1 -bubble. From Lemma 2.1 and from lower semicontinuity it follows that
8π
(
1 −MK
H∞
)2

∫
R2
∣∣∇U1∣∣2  lim inf∫
R2
∣∣∇un,1∣∣2 = lim inf∫
R2
∣∣∇un∣∣2
contrary to the assumption that lim inf‖∇un‖2 <
√
8π(1 −MK)/|H∞|.
(2) Since lim inf‖∇un‖22 > ε (recall that ε has been fixed at the beginning, and satisfies (3.1)),
we are in the same position as in Part (1), with ε instead of ε, and we conclude repeating the
same argument. 
3.2. Looking for the second bubble
Here we assume that the sequence (un) fixed at the beginning satisfies lim inf‖∇un‖22 >√
8π(1 − MK)/|H∞|. Hence we are in the case (2) of Lemma 3.1, namely (un) blows a first
bubble U1. Set
θn,1 = un,1 − U1
with un,1 defined as in (3.2). Observe that∫
R2
∣∣∇θn,1∣∣2 = ∫
R2
∣∣∇un∣∣2 − ∫
R2
∣∣∇U1∣∣2 + o(1).
We show that:
Lemma 3.2.
(1) If lim inf‖∇θn,1‖2 <
√
8π(1 −MK)/|H∞| then lim inf‖∇θn,1‖2 = 0.
(2) If lim inf‖∇θn,1‖2 
√
8π(1 − MK)/|H∞| then there exist sequences (σ 2n ) ⊂ S2,
(r2n) ⊂ (0,π) defined by
sup
σ∈S2
∫
N
r2n
(σ )
∣∣dθn,1∣∣2 = ∫
N
r2n
(σ 2n )
∣∣dθn,1∣∣2 = ε, (3.4)
and a mapping U2 ∈ Hˆ 1(R2,R3) such that, setting
g2n = ρσ 2n ◦ δr2n , un,2 = un,1 ◦ g2n, pn,2 =
∫
–
S2
un,2, (3.5)
one has that, for a subsequence,
(i) r2n → 0, σ 2n → σ ;
(ii) un,2 − pn,2 → U2 weakly in Hˆ 1(R2,R3) and strongly in H 1loc(R2,R3);
(iii) U2 is an Hp2 -bubble if pn,2 → p2 ∈ R3, whereas U2 is an H∞-bubble if |pn,2| → +∞.
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ε ∈ (0, ε] such that ‖∇θn,1‖22 > ε for all n ∈ N large enough. As at the beginning of the proof of
Lemma 3.1, for every n ∈ N (large enough) we can find σ 2n ∈ S2 and r2n ∈ (0,π) satisfying (3.4)
with ε instead of ε.
Lemma 3.3. One has that r2n → 0, σ 2n → σ and g2n := ρσ 2n ◦ δr2n → σ in L∞loc(S2 \ {σ },S2).
Moreover U1 ◦ g2n → const weakly in H 1(S2,R3) and strongly in H 1loc(S2 \ {σ },R3).
Proof. According to Lemma 3.1, un,1 − pn,1 → U1 strongly in H 1loc(R2,R3), namely for all
r > 0 one has that
∫
S2\Nr(σ) |dθn,1|2 → 0. Since
∫
S2 |dθn,1|2 > ε for every n large, it follows that
lim inf
∫
Nr(σ)
|dθn,1|2 > ε. Hence for every r > 0 there exists nr ∈ N such that
sup
σ∈S2
∫
Nr(σ )
∣∣dθn,1∣∣2 > ε ∀n nr .
Therefore r2n < r for all n  nr . That is r2n → 0. Moreover we claim that σ 2n → σ . Indeed
otherwise, for a subsequence, σ 2n → σ = σ . Let 0 < r < distS2(σ, σ ). Then, on one hand,
dθn,1 → 0 strongly in L2(Nr(σ ),R6) because un,1 −pn,1 → U1 strongly in H 1loc(S2 \ {σ },R3).
On the other hand, since r2n → 0 and σ 2n → σ , for n ∈ N large enough Nr2n (σ 2n ) ⊂ Nr(σ ) and∫
Nr(σ )
|dθn,1|2  ∫
N
r2n
(σ 2n )
|dθn,1|2 = ε > 0, a contradiction. Hence it must be that σ 2n → σ . The
rest of the statement follows from Lemmas 1.3 and 1.4. 
Define un,2 and pn,2 as in (3.5). Since (un,2) satisfies (0.5), the sequence (un,2 − pn,2) is
bounded in Hˆ 1(R2,R3) and, after extracting a subsequence, if necessary, we may assume that
un,2 − pn,2 → U2 weakly in Hˆ 1(R2,R3) for some U2 ∈ Hˆ 1(R2,R3). As a next step we show
that:
Lemma 3.4. The mapping U2 is an Hp2 -bubble, where Hp2(p) = H(p + p2) for all p ∈ R3 if
pn,2 → p2 ∈ R3, or Hp2(p) ≡ H∞ if |pn,2| → +∞.
Proof. Our purpose is to apply Theorem 2.3 to the sequence (un,2). Notice that, by conformal
invariance, (un,2) satisfies (0.4). Arguing as in the proof of Lemma 3.1, we find that for every
z ∈ R2 ∫
D1(z)
∣∣∇(un,2 −U1 ◦ g2n)∣∣2 = ∫
D1(z)
∣∣∇(θn,1 ◦ g2n)∣∣2  ε ∀n ∈ N large enough.
By Lemma 3.3 we infer that
lim sup
∫
D1(z)
∣∣∇un,2∣∣2  ε ∀z ∈ R2,
and then, thanks to Theorem 2.3 and by a diagonal argument we obtain that un,2 − pn,2 → U2
strongly in H 1 (R2,R3). Then U2 solves u = 2Hp2(u)ux ∧ uy on R2 where Hp2(p) =loc
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we have that∫
D1(0)
∣∣∇un,2∣∣2 = ∫
S
2−
∣∣d(θn,1 ◦ g2n +U1 ◦ g2n)∣∣2 = ∫
N
r2n
(σ 2n )
∣∣dθn,1∣∣2 + o(1) = ε + o(1),
and since un,2 − pn,2 → U2 strongly in H 1loc(R2,R3), we infer that U2 is nonconstant, namely
it is an Hp2 -bubble. 
Let us complete the proof of Lemma 3.2. By Lemma 3.3, ∇(θn,1 ◦ g2n) =∇un,2 − ∇(U1 ◦ g2n) → ∇U2 weakly in L2(R2,R6). Then, by Lemma 2.1 and by lower semi-
continuity,
8π
(
1 − MK
H∞
)2

∫
R2
∣∣∇U2∣∣2  lim inf∫
R2
∣∣∇(θn,1 ◦ g2n)∣∣2 = lim inf∫
R2
∣∣∇θn,1∣∣2
contrary to the hypothesis lim inf‖∇θn,1‖2 <
√
8π(1 − MK)/|H∞|. Hence we obtain a contra-
diction and the proof of (1) is complete.
(2) One argues as in the corresponding part of the proof of Lemma 3.1. 
3.3. The iterative argument
Fix an integer k  2 and assume that the sequence (un) taken at the beginning blows k bub-
bles. More precisely, suppose that there exist k sequences (σ 1n ), . . . , (σ kn ) ⊂ S2, k sequences
(r1n), . . . , (r
k
n) ⊂ (0,π), and k functions U1, . . . ,Uk such that, setting un,0 = un and
gin = ρσ in ◦ δrin , un,i = un,i−1 ◦ gin, pn,i =
∫
–
S2
un,i (i = 1, . . . , k),
one has that
rin → 0 and σ in → σ for every i = 2, . . . , k, (3.6)
un,i − pn,i → Ui weakly in Hˆ 1(R2,R3)
and strongly in H 1loc
(
R2,R3
)
for every i = 1, . . . , k, (3.7)
and Ui is an Hpi -bubble if pn,i → pi ∈ R3, or an H∞-bubble if |pn,i | → +∞ (i = 1, . . . , k).
Moreover, if k > 2 we assume that
gin ◦ gi+1n → σ in L∞loc
(
S2 \ {σ },S2) for every i = 2, . . . , k − 1. (3.8)
For every i, j = 1, . . . , k with i  j we set
Un,i,j =
{
Uj if i = j ,
Ui ◦ gi+1 ◦ · · · ◦ gj if i < j.n n
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Lemma 3.5. For every i, j = 1, . . . , k with i < j one has that Un,i,j → const weakly in
Hˆ 1(R2,R3) and strongly in H 1loc(R2,R3).
Proof. By (3.6) and by Lemma 1.3, for every i = 1, . . . , k − 1, one has that gi+1n → σ in
L∞loc(S2 \{σ },S2) and then, by Lemma 1.4, Un,i,i+1 → const weakly in Hˆ 1(R2,R3) and strongly
in H 1loc(R
2,R3). Now consider the case i, j = 1, . . . , k with j − i  2. For every i = 2, . . . , k−1
set hin = gin ◦ gi+1n . If j − i is even then
gi+1n ◦ · · · ◦ gjn = hi+1n ◦ · · · ◦ hj−1n
(where in the right-hand side the upper label runs from i + 1 to j − 1 with step two). Since, by
(3.8) every hin → σ in L∞loc(S2 \ {σ },S2), also gi+1n ◦ · · · ◦ gjn → σ in
L∞loc(S2 \ {σ },S2). If j − i is odd, and so, in particular, j − i  3, then
gi+1n ◦ · · · ◦ gjn = gi+1n ◦ hi+2n ◦ · · · ◦ hj−1n
(where in the right-hand side, excepted the first term gi+1n , the upper label runs from i + 2 to
j −1 with step two). In this case, by (3.8), hi+2n ◦ · · · ◦hj−1n → σ in L∞loc(S2 \ {σ },S2). Moreover
gi+1n → σ and consequently gi+1n ◦ · · · ◦ gjn → σ in L∞loc(S2 \ {σ },S2). In both cases one can
apply Lemma 1.4 and conclude. 
Set
θn,k = un,k −
k∑
i=1
Un,i,k
and observe that, by (3.7) and by Lemma 3.5,
∫
R2
∣∣∇θn,k∣∣2 = ∫
R2
∣∣∇un∣∣2 − k∑
i=1
∫
R2
∣∣∇Ui∣∣2 + o(1). (3.9)
We show that:
Lemma 3.6.
(1) If lim inf‖∇θn,k‖2 <
√
8π(1 −MK)/|H∞| then lim inf‖∇θn,k‖2 = 0.
(2) If lim inf‖∇θn,k‖2 
√
8π(1 − MK)/|H∞| then there exist sequences (σ k+1n ) ⊂ S2,
(rk+1n ) ⊂ (0,π) defined by
sup
σ∈S2
∫
N
r
k+1
n
(σ )
∣∣dθn,k∣∣2 = ∫
N k+1 (σ k+1n )
∣∣dθn,k∣∣2 = ε, (3.10)
rn
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gk+1n = ρσk+1n ◦ δrk+1n , un,k+1 = un,k ◦ gk+1n , pn,k+1 =
∫
–
S2
un,k+1, (3.11)
one has that, for a subsequence,
(i) rk+1n → 0, σk+1n → σ ;
(ii) un,k+1 − pn,k+1 → Uk+1 weakly in Hˆ 1(R2,R3) and strongly in H 1loc(R2,R3);
(iii) Uk+1 is an Hpk+1 -bubble if pn,k+1 → pk+1 ∈ R3, whereas Uk+1 is an H∞-bubble if
|pn,k+1| → +∞.
Proof. We argue inductively with respect to k  2. The result is true for k = 2, it corresponds to
Lemma 3.2. We fix k > 2 and, assuming that the result holds true for every index i = 2, . . . , k−1,
we show it for the index k.
(1) Arguing by contradiction, suppose that lim inf‖∇θn,k‖2 > 0. Then there exists ε ∈ (0, ε]
such that ‖∇θn,k‖22 > ε for all n ∈ N large enough. As in the proof of Lemma 3.1, for every
n ∈ N (large enough) we can find σk+1n ∈ S2 and rk+1n ∈ (0,π) satisfying (3.10) with ε instead
of ε. We set gk+1n = ρσk+1n ◦ δrk+1n and
Un,i,k+1 = Un,i,k ◦ gk+1n (i = 1, . . . , k).
Lemma 3.7. For every i = 1, . . . , k one has that Un,i,k+1 → const weakly in H 1(S2,R3) and
strongly in H 1loc(S2 \ {σ },R3).
Postponing the proof of Lemma 3.7, let us go on with the proof of Lemma 3.6. Define un,k+1
and pn,k+1 as in (3.11). Since (un,k+1) satisfies (0.5), the sequence (un,k+1 −pn,k+1) is bounded
in Hˆ 1(R2,R3) and, up to a subsequence, un,k+1 − pn,k+1 → Uk+1 weakly in Hˆ 1(R2,R3) for
some Uk+1 ∈ Hˆ 1(R2,R3). Now we show that:
Lemma 3.8. The mapping Uk+1 is an Hpk+1 -bubble, where Hpk+1(p) = H(p + pk+1) for all
p ∈ R3 if pn,k+1 → pk+1 ∈ R3, or Hpk+1(p) ≡ H∞ if |pn,k+1| → +∞.
Proof. We are going to apply Theorem 2.3 to the sequence (un,k+1). By conformal invariance,
(un,k+1) satisfies (0.4). Arguing as in the proof of Lemma 3.1, we find that for every z ∈ R2
∫
D1(z)
∣∣∣∣∣∇
(
un,k+1 −
k∑
i=1
Un,i,k+1
)∣∣∣∣∣
2
=
∫
D1(z)
∣∣∇(θn,k ◦ gk+1n )∣∣2  ε ∀n ∈ N large enough.
By Lemma 3.7 we infer that
lim sup
∫ ∣∣∇un,k+1∣∣2  ε ∀z ∈ R2D1(z)
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Uk+1 strongly in H 1loc(R2,R3). Then Uk+1 solves u = 2Hpk+1(u)ux ∧ uy on R2 where
Hpk+1(p) = H(p + pk+1) if pn,k+1 → pk+1 ∈ R3, or Hpk+1 ≡ H∞ if |pn,k+1| → +∞. Using
again Lemma 3.7 we have that∫
D1(0)
∣∣∇un,k+1∣∣2 = ∫
S
2−
∣∣d(θn,k ◦ gk+1n )∣∣2 + o(1) = ∫
N
r
k+1
n
(σ k+1n )
∣∣dθn,k∣∣2 + o(1) = ε + o(1),
and since un,k+1 −pn,k+1 → Uk+1 strongly in H 1loc(R2,R3), we infer that Uk+1 is nonconstant,
namely it is an Hpk+1 -bubble. 
Let us conclude the proof of Lemma 3.6. By Lemma 3.7, we have that
∇(θn,k ◦ gk+1n )= ∇un,k+1 − k∑
i=1
∇Un,i,k+1 → ∇Uk+1 weakly in L2(R2,R6).
Then, by Lemma 2.1 and by lower semicontinuity,
8π
(
1 −MK
H∞
)2

∫
R2
∣∣∇Uk+1∣∣2  lim inf∫
R2
∣∣∇(θn,k ◦ gk+1n )∣∣2 = lim inf∫
R2
∣∣∇θn,k∣∣2
contrary to the hypothesis lim inf‖∇θn,k‖2 <
√
8π(1 − MK)/|H∞|. Hence we obtain a contra-
diction and the proof of (1) is complete.
(2) One argues as in the corresponding part of the proof of Lemma 3.1. 
It remains to check Lemma 3.7. Indeed it is a consequence of the following two statements:
Lemma 3.9.
(i) rk+1n → 0 and σk+1n → σ ;
(ii) gkn ◦ gk+1n → σ in L∞loc(S2 \ {σ },S2).
Proof. (i) We know that
dθn,k = d(un,k −Uk)− k−1∑
i=1
dUn,i,k → 0 strongly in L2loc
(
S2 \ {σ },R6).
Arguing as in the proof of Lemma 3.3, we infer that rk+1n → 0 and σk+1n → σ .
(ii) Denoting dk+1n = distS2(σ k+1n , σ ), we claim that
rkn = o
(
dk+1n + rk+1n
)
. (3.12)
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ε =
∫
N
r
k+1
n
(σ k+1n )
∣∣dθn,k∣∣2 = ∫
N
r
k+1
n
(σ k+1n )
∣∣d(θn,k−1 ◦ gkn)− dUk∣∣2
=
∫
N
r
k+1
n
(σ k+1n )
∣∣d(θn,k−1 ◦ gkn)∣∣2 + o(1) = ∫
gkn(Nrk+1n
(σ k+1n ))
∣∣dθn,k−1∣∣2 + o(1).
Since dθn,k−1 → 0 strongly in L2loc(S2 \ {σ },R6) it must be distS2(gkn(Nrk+1n (σ k+1n )), σ ) → 0.
Using triangular inequality and the fact that σkn → σ we infer that
distS2
(
gkn
(
N
rk+1n
(
σk+1n
))
, σ kn
)→ 0.
Since σkn = gkn(σ ) and ρσkn is an isometry,
distS2
(
gkn
(
N
rk+1n
(
σk+1n
))
, σ kn
)= distS2(δrkn (Nrk+1n (σk+1n )), σ ).
Thus we obtain that distS2(δrkn (Nrk+1n (σ
k+1
n )), σ ) → 0. Let σ˜ k+1n be the point of Nrk+1n (σ
k+1
n )
which is closest to σ . Then, by (δ5), distS2(δrkn (Nrk+1n (σ
k+1
n )), σ ) = distS2(δrkn (σ˜ k+1n ), σ ) =
rkn × distS2(σ˜ k+1n , σ ) and distS2(σ˜ k+1n , σ ) = distS2(σ k+1n , σ ) − rk+1n = π − dk+1n − rk+1n . Hence
we get rkn × (π − dk+1n − rk+1n ) → 0, namely
cos rkn + cos(π − dk+1n − rk+1n )
1 + (cos rkn)(cos(π − dk+1n − rk+1n ))
→ 1
and this occurs if and only if (3.12) holds true.
Now we study the behaviour of gkn ◦ gk+1n . We distinguish two cases, according that
dk+1n = O(rk+1n ) or
dk+1n
rk+1n
→ +∞.
Consider the case dk+1n = O(rk+1n ). In view of (δ4), we can write gkn ◦gk+1n = ρσkn ◦δrkn×(π−rk+1n )◦
(δ
rk+1n ◦ gk+1n ) and then, since −σkn = gkn(σ ) and using (δ6), for every σ ∈ S2
distS2
((
gkn ◦ gk+1n
)
(σ ),−σkn
)
= distS2
((
δ
rkn×(π−rk+1n ) ◦
(
δ
rk+1n ◦ gk+1n
))
(σ ), σ
)
= (π − rkn × (π − rk+1n ))× distS2((δrk+1n ◦ gk+1n )(σ ), σ ). (3.13)
By Lemma 1.3, δ
rk+1n ◦ gk+1n → g in L∞loc(S2 \ {σ },S2), where g is a conformal transformation
of S2 such that g(σ ) = σ . Then
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((
δ
rk+1n ◦ gk+1n
)
(σ ), σ
)
 distS2
((
δ
rk+1n ◦ gk+1n
)
(σ ), g(σ )
)+ distS2(g(σ ), σ )
= distS2
((
δ
rk+1n ◦ gk+1n
)
(σ ), g(σ )
)+ π − distS2(g(σ ), g(σ )).
Since g is a diffeomorphism of S2 into itself, there exists a constant C > 0 such that
distS2
(
g(σ ), g(σ )
)
 C distS2(σ, σ ) for any σ ∈ S2.
Hence
distS2
((
δ
rk+1n ◦ gk+1n
)
(σ ), σ
)
 distS2
((
δ
rk+1n ◦ gk+1n
)
(σ ), g(σ )
)+ π −C distS2(σ,σ ).
Therefore for every r ∈ (0,π) there exists r ′ ∈ (0,π) and n′ ∈ N such that if distS2(σ, σ ) > r and
n n′
distS2
((
δ
rk+1n ◦ gk+1n
)
(σ ), σ
)
 r ′. (3.14)
From (3.12) and since dk+1n = O(rk+1n ) it follows that rkn = o(rk+1n ) and thus
rkn ×
(
π − rk+1n
)→ π. (3.15)
Therefore, by (3.14)–(3.15) and (1.2)–(1.3),(
π − rkn ×
(
π − rk+1n
))× distS2((δrk+1n ◦ gk+1n )(σ ), σ )→ 0 in L∞loc(S2 \ {σ })
and finally, since −σkn → σ , from (3.13) we obtain that gkn ◦ gk+1n → σ in L∞loc(S2 \ {σ },S2).
Now consider the case d
k+1
n
rk+1n
→ +∞. Writing gkn ◦ gk+1n = ρσkn ◦ δrkn ◦ δ−1dk+1n ◦ δdk+1n ◦ g
k+1
n =
ρσkn
◦ δ
rkn×(π−dk+1n ) ◦ (δdk+1n ◦ g
k+1
n ) we have that for every σ ∈ S2
distS2
((
gkn ◦ gk+1n
)
(σ ),−σkn
)
= distS2
((
δ
rkn×(π−dk+1n ) ◦
(
δ
dk+1n ◦ gk+1n
))
(σ ), σ
)
= (π − rkn × (π − dk+1n ))× distS2((δdk+1n ◦ gk+1n )(σ ), σ ). (3.16)
By Lemma 1.3, δ
dk+1n ◦ gk+1n → σ ∗ in L∞loc(S2 \ {σ },S2), for some σ ∗ ∈ S2 \ {σ }. Then
distS2
((
δ
dk+1n ◦ gk+1n
)
(σ ), σ
)→ distS2(σ ∗, σ ) in L∞loc(S2 \ {σ }). (3.17)
Moreover, from (3.12) and since dk+1n
rk+1n
→ +∞ it follows that rkn = o(dk+1n ) and thus
rkn ×
(
π − dk+1n
)→ π. (3.18)
Therefore, by (3.16)–(3.18) and since distS2(σ ∗, σ ) < π , using again (1.2)–(1.3), we infer that
distS2((gk ◦ gk+1)(σ ),−σk) → 0 in L∞ (S2 \ {σ }) and finally, since −σk → σ , from (3.16) wen n n loc n
P. Caldiroli / Journal of Functional Analysis 257 (2009) 405–427 425obtain again that gkn ◦ gk+1n → σ in L∞loc(S2 \ {σ },S2). Lastly, the behaviour of Uk−1 ◦ gkn ◦ gk+1n
can be deduced by using Lemma 1.4. 
Proof of Lemma 3.7. Repeat the proof of Lemma 3.5 with k+1 instead of k and use Lemma 3.9
and the induction hypotheses. 
3.4. Conclusion
If the sequence (un) taken at the beginning blows k bubbles, then by (3.9) and by Lemma 2.1
∫
R2
∣∣∇un∣∣2  8πk(1 −MK
H∞
)2
.
As sup
∫
R2 |∇un|2 < +∞, only finitely many bubbles can be blown, namely the iterative ar-
gument stops in a finite number k¯ of steps. This concludes the proof of Theorem 0.1, and its
statement holds with gn,i = g1n ◦ · · · ◦ gin.
Remark 3.10. For every i = 1, . . . , k¯ the ith bubble Ui is blown from (un) following the se-
quence (Ui ◦g−1n,i ) which in fact, for i > 1, concentrates at some constant. For i = j the sequences
(Ui ◦ g−1n,i ) and (Uj ◦ g−1n,j ) concentrate with different speeds. Indeed, if i < j then∫
R2
∇(Ui ◦ g−1n,i ) · ∇(Uj ◦ g−1n,j )= ∫
R2
∇Uj · ∇Un,i,j → 0
by Lemma 3.5. Notice also that the case Ui = Uj may happen. This means that two different
blow-up phenomena occur with no correlation each other even if the bubbles which are blown
could be the same.
4. Some perspectives
The blow-up analysis performed in this paper can be useful to study the so called H -bubble
problem: {
u = 2H(u)ux ∧ uy on R2,
u ∈ Hˆ 1(R2,R3), u nonconstant.
It is known that this problem is variational in nature, that is, its weak solutions can be found
as critical points of a suitable energy functional EH (see, e.g., [6]). In fact EH turns out to be
regular enough and with a saddle point geometry, hence one can use critical point theory. In this
context Theorem 0.1 provides a characterization of Palais–Smale sequences having uniformly
bounded Dirichlet integral and then constitutes a key tool in order to get existence of H -bubbles,
possibly with minimal energy (as in [6]), or with larger energy. This will be developed in future
research.
426 P. Caldiroli / Journal of Functional Analysis 257 (2009) 405–427The blow-up method used in the proof of Theorem 0.1 might be applied, up to suitable adap-
tation, also to study problems on the unit disc D of the following type: describe the behaviour of
a sequence (un) ⊂ H 1(D,R3) satisfying:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
un − 2H (un)unx ∧ uny → 0 in H−1(D,R3),
un = γ n on ∂D
sup
n
∫
D
∣∣∇un∣∣2 < +∞ (4.1)
where H :R3 → R is a prescribed continuous and bounded function satisfying some conditions
as in Theorem 0.1, and (γ n) ⊂ H 1/2(∂D,R3) is a sequence of boundary data having some be-
haviour. In particular two situations seem of some interest, namely when:
(1) γ n shrinks to a constant in some topology, e.g., in H 1/2(∂D,R3) and/or in L∞(∂D,R3);
(2) γ n = γ for all n ∈ N.
Concerning the case (1) the problem has been studied in an exhaustive way in [5] when H is
a nonzero constant. If H is a nonconstant function of the type considered in Theorem 0.1 some
partial results have been proved in [8] when (un) is a sequence of H -surfaces; clearly, in this
case, a high degree of smoothness can be exploited and, in addition, a priori estimates hold.
Also the case (2) has been solved for H constant (see [18]) but not yet in a more general case
of H variable. The knowledge of the behaviour of sequences of approximate solutions for the
Dirichlet problem {
u = 2H(u)ux ∧ uy in D,
u = γ on ∂D
could be helpful in the direction of the Rellich conjecture (for the case H constant see [4,17–19]
and the references therein; see also [2,13,14] for a nonconstant perturbative case).
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