We present an optical quantum random number generator (QRNG) based on the digitized time interval between random photon arrivals. By tailoring the photon flux of the laser diode, the statistics of the waiting-time distribution are altered to approximate the ideal, uniform case. This greatly reduces the need for post-processing, and enables fast, secure quantum random number generation at rates exceeding 110 Mbit/s.
Introduction
Random number generators are used in a variety of applications, including encryption, statistical analysis, and numerical simulations. Due to the large speed advantage, a pseudorandom number generator, a deterministic method which mimics the expected behavior of a truly random source, is often used. Select applications, however, such as quantum cryptography, require a true source of randomness. One such source is a quantum random number generator (QRNG). A QRNG exploits the inherent randomness present in quantum processes to create random numbers. Most previous implementations [1] [2] [3] [4] relied on the behavior of an incoming photon at a beam-splitter to generate data. These approaches have the significant drawback, however, that each photon can generate at most one bit of data. Additionally, these systems are heavily limited by the saturation rate of the single-photon detectors.
Recently we presented a QRNG which used the photon arrival time as the quantum random variable [5] . As originally proposed [6, 7] , the time between successive photons is divided into time-bins, which are created by a high-resolution counter operating in parallel with the detector. A given detection time interval can therefore provide multiple random bits per detection event. Using 5-ns time-bins, a detection rate of 11 Mc/s, and Xilinx Spartan-3 FPGA technology, we were able to achieve a final random number generation rate of 40 Mbit/s, as shown in Fig. 1 . [5] . Photons emitted from the laser diode cause the APD to output pulses which are registered by the counter. These counts are then accumulated until enough entropy is present to 'whiten' using the SHA-256 hash function. The final data is then output through the PCI bus.
Although this implementation has a rate substantially higher than all previous QRNGs, it has a significant potential drawback in that the "random" data contains an unwanted bias: Because the photon statistics for a laser diode operating above threshold are Poissonian, the waiting-time distribution takes the shape of a decaying exponential. Specifically, for a system with a known rate parameter λ, the resulting waiting-time probability distribution is of the form λe -λt . For most applications, however, a uniform probability distribution is desired. The bias must therefore be washed out by "whitening" the data, typically with a hash function. This then has the caveat of placing a large amount of trust in a possibly insecure hash function, in addition to obtaining lower random bit rates.
The focus of this article is largely on our efforts to reduce the amount of post-processing required to create quality random numbers. By temporally controlling the rate parameter λ, we are able to alter the incoming photon statistics to approximate a uniform waiting-time distribution. This greatly reduces the amount of hashing required, and places more trust into the better understood physics of the laser diode, which increases the system security and allows for better characterization of the amount of output entropy. Additional improvements have also been implemented in the supporting electronics, which enable our system to output quality, secure data at an average rate of 112 Mbit/s. In Section 2 we describe the theory of operation of our scheme, and derive the optimal pulse shape. The metric of min-entropy is discussed in Section 3, while in Section 4 we present the details of our experimental setup; Section 5 describes the various randomness tests used to characterize the final data. Finally, in Section 6 we conclude with a discussion of methods to further improve our implementation.
Theory of operation
The randomness in our QRNG system is extracted from the arrival time of successive photons emitted from a laser operating above threshold. This process is believed to be one for which events occur continuously and independently, i.e., a Poissonian process. Our previous constant-current implementation [5] operated by measuring the waiting-time distribution of photons from a source with a constant average emission rate. A Poissonian process for which the average rate of events λ does not vary is a homogenous Poissonian process, and the number of events k in the time interval [ Fig. 2(a) , the waiting-time distribution is a decaying exponential with average value λ. As such, the entropy associated with each detection will be less than that if the distribution were simply uniform, since the earlier time-bins are obviously more likely. In order to compensate for this, a data hashing technique must be used to whiten the random number string, thereby preparing a shorter but more random string, with entropy approaching the ideal case of one random bit per bit, as shown in Fig. 2(b) . Fig. 2 . Pre -(a) and Post -(b) processed random data for our previous constant-current QRNG implementation [5] . Red curves are the theoretical expectations for infinite-size data sets. Bias due to the Poissonian nature of our source was compensated for by whitening via the SHA-256 hash function.
While the whitened data has an average entropy of 0.999996 random bits per bit, the postprocessing required is computationally expensive. Therefore, instead of relying on a hash function to whiten the data after it is produced, we have developed a technique to efficiently do so before. In particular, it has been shown [6, 7] that by temporally shaping the photon flux incident on the detector, the counting statistics can be altered, and the waiting-time distribution can be tailored to approximate the ideal, uniform case.
To determine how we need to modify the photon flux, we must now consider an inhomogeneous Poissonian process [8] . In this case, our rate parameter is dependent on time, and the expected number of events between times a and b is , ( ) . . Given a waiting-time distribution with R possible time-bins, the ideal case is one for which the probability of every bin is timeindependent and exactly 1/R. Therefore, ideally λ(t) must be a solution to the equation
. A rate parameter of the form 1/(T-t) is a suitable solution [9] , where T corresponds to the user-defined reset period, as discussed further in Section 3.
Since λ(t) represents the photon arrival probability, it is proportional to the photon flux out of the laser diode, which in turn has a linear relationship with the input current. Therefore, if the current is proportional to I(t) = 1/(T-t), then the photon flux will approximate the ideal case. It is important to note that this pulse shape is asymptotic to infinity, so obviously can never be precisely achieved. However, we are able to approximate the shape well enough to see a significant advantage in our random output. By reducing the amount of bias present in the photon statistics, the amount of post-processing can thus be substantially reduced.
Min-entropy
As discussed in Section 2, although the underlying process that drives our QRNG may be random, the resulting statistics are not necessarily ideal. When this is the case, it becomes increasingly important to properly quantify the amount of randomness. Typically, this is done by measuring the amount of information (in bits) contained in the message, or the Shannon entropy [10] . For a message with R possible outcomes, the resulting Shannon entropy is given by the equation
, where P i is the probability of the i th outcome. An ideal distribution would have equal probability for each outcome, giving its Shannon entropy the maximum value of exactly log 2 (R) bits. For the Poissonian waiting-time distribution from a constant-intensity light source, however, the most likely time-bin value is always the first. From a security standpoint, this introduces undesirable vulnerability. For example, if an attacker were to have access to the hash function used, they could infer information about its input, and therefore potentially about its output. Of interest in RNGs, particularly in security applications, is a measure known as minentropy. Given by the equation
, where max( ) i P is the probability of the most likely event, the min-entropy is a measure of the worst-case scenario, or the maximum amount of information that can be gained from a single attack [11] . For example, if one timebin occurred 50% of the time, an adversary consistently guessing that particular value would gain 50% of the total information. Therefore, if we consider the case where our QRNG input is insecure, the min-entropy can be of more importance than the Shannon entropy, and should be used instead when calculating the amount of entropy output. For example, the distribution shown in Fig. 2(a) would give on average 7.08 bits of Shannon entropy per detection, but only 5.65 bits of min-entropy per detection. This corresponds to 0.79 random bits per bit (defined as the entropy of the measured distribution divided by the entropy of the ideal distribution) of Shannon entropy, but only 0.63 random bits per bit of min-entropy. Therefore, if we were to quantify our output with Shannon entropy, we could be overestimating the randomness of our data. In the ideal shaped-pulse case, the min-entropy equals the Shannon entropy, as all R possible time-bin values have the same probability: 1/R. Therefore, by driving our QRNG with the previously discussed 1/(T-t) pulse shape, the waiting-time distribution will approach the ideal case, and the amount of min-entropy generated per detected photon will approach the maximum value of log 2 (R) bits per detection.
Unlike our constant-current implementation where the counter is reset with every incoming detection, this system also requires a user-defined reset period T. Each successive 1/(T-t) pulse is reset either after time T, or after a successful detection, whichever occurs first. The choice of the reset period depends on several factors. Since the entropy-per-detection increases on a logarithmic scale (i.e., to go from 6 to 7 bits requires 64 extra bins, while increasing from 7 to 8 bits requires 128), an optimal reset period may not necessarily be the longest one. As seen in Fig. 4 , the optimal period is strongly dependent on the deadtime of the detector. As deadtime decreases, the optimal reset period becomes smaller. Unfortunately, at small reset periods, achieving a reasonable approximation to the ideal optical pulse shape of 1/(T-t) becomes increasingly difficult. The expected entropy per second is determined by multiplying the average entropy per detection and the number of detections per second. 
Performance of device
The performance of our QRNG system can be evaluated in one of two ways: the quality of the 'raw' pre-hashed data, i.e., the data corresponding to the waiting-time between detections, and the whitened hashed data (below we discuss why any hashing is needed at all). Because the hash is assumed to be secure, is designed to pass random number tests, and has already been evaluated in our previous article [5] , the majority of our analysis is focused on the quality of the random numbers output before the hash.
The 1/(T-t) pulse shape was approximated with a circuit containing three major components: a sawtooth generator, logarithmic converter, and differentiator. The sawtooth generator provides the (T-t) shape, the logarithmic converter transforms this into ln(T-t), and the differentiator creates the final ~1/(T-t) waveform, as indicated in Fig. 4 . Besides generic small 0402 package components, the majority of the circuitry was implemented using OPA847 wideband high-speed operational amplifiers and 1N4148W small-signal diodes. The sawtooth generator was constructed from a triangle-wave generator circuit, with various capacitors to control the speed of the rising and falling edge. The logarithmic converter employed a 1N4148W diode as the feedback element around an OPA847 operational amplifier, and operated in the logarithmic region of the diode. The differentiator was the elementary RC op-amp implementation, but was actually the most problematic component, as the abrupt changes in the waveform resulted in spikes in the derivative. Additional secondary circuitry such as gain stages, output buffers, and voltage followers were also required. Finally, the current from the circuit is used to drive the light source, a 650-nm laser diode operating well above threshold. This serves to eliminate any spontaneous emission noise, as well as creating a near-linear output photon-flux to input current relationship. The laser diode output was attenuated to the single-photon level using a combination of neutral density filters and spatial filtering. Finally, the signal was detected by a fast avalanche photodiode (id Quantique 100-MMF50-ULN). The detector output was then processed by a high speed FPGA (Xilinx ML555 Virtex 5 Evaluation Board). Fig. 4 . Ideal (red) and simulated SPICE (blue) waveforms of the (a) sawtooth, (b) logarithmic converter, and (c) differentiator stages of the pulse-shaping circuit assuming a 50-ns reset period. The delay between pulses is to accommodate the 45-ns deadtime of the APD, and the offset on the final waveform is to keep the laser diode operating above threshold.
As discussed in Section 3, the choice of an optimal reset period depends heavily on detector deadtime and time-bin resolution. For our system, with 45-ns deadtime (enough for the APD to return to a steady-state and reduce the probability of after-pulsing) and 160-ps time-bins, the theoretical optimal reset period is 23 ns, which corresponds to a maximum possible rate of 126 Mbit/s. Any deviation from the 1/(T-t) pulse shape will cause the resulting waiting-time distribution to move away from the ideal case, and the min-entropy will decrease accordingly. Achieving a reasonable pulse shape at a 23-ns period proved problematic due to the performance of the designed circuit. Therefore, we tuned the system to have a reset period of 50 ns, which corresponds to a maximum min-entropy of 119 Mbit/s. While slightly slower, the resulting pulse better matched the desired shape and the minentropy per detection actually increased.
The designed circuit produced a reasonable approximation to the desired pulse shape; however, due to the limited bandwidth of the electronics and the non-linearity of the diode, there were slight variations in the final pulse shape, as shown in Fig. 5(a) . Because of this discrepancy, the resulting waiting-time distribution did not exactly match the ideal [ Fig. 5(b) ]. The non-ideal regions detract from the min-entropy, but because the behavior is consistent across all runs of the device, we can simply ignore the effected bins, and only count detections arriving during the acceptable part of the distribution. Where we perform this cutoff is determined by characterizing the performance beforehand, and calculating the value for which the min-entropy is maximized. Before truncation, the random data has a min-entropy of 0.9624 bits per bit, versus 0.9984 afterwards. Furthermore, since the bits per detection scales exponentially (i.e., to obtain one extra bit per detection, one would have to double the number of available bins), this subtraction does not have a large effect on the final entropy generation rate. Because the truncated raw data still contains a small amount of bias, we whiten it as before, using the SHA-256 hash function. In this instance, however, each detection contains more entropy so it takes fewer detections to fill the hash input buffer to the required amount. Although this means that we must whiten at a faster rate, we rely on the hash less to create high quality random numbers. The raw data's min-entropy of 0.9984 random bits per bit is already suitable for some applications (for comparison, the pre-hashed min-entropy for the constant current implementation, i.e., with no pulse-shaping, was only 0.89 random bits per bit), but the hash function increases this to an average of 0.999996 random bits per bit, as well as washing out any additional effects that may occur within the FPGA. Taking all of this into account, we determine our final entropy generation rate to be 112 Mbit/s.
Randomness tests
To test the quality of our random numbers we have run them through many tests (see [5] for details), including the NIST statistical test suite [12] , for which they have passed all tests. A 'pass' or 'fail' status indicates that a string of given size has passed or failed all of the tests in the suite. Although these provide a good indication that our QRNG behaves randomly within the scope of these tests, it is important to note that there is no true set of tests to check for randomness. Therefore, we rely on the simple and well understood characteristics of our source, which allows for a better understanding and characterization of our entropy.
For testing, we have used a variety of block sizes, ranging from 1 kb to 1 Gb of data. By testing the data across varying size segments, we can detect possible errors over different time scales (e.g., a very short duration effect would not be detected when looking at 1 Gb blocks). The output of each test is a p-value, ranging from zero to one, corresponding to how well the sample data matches the expected behavior. Over a large sample size, the p-values should form a uniform distribution over the interval [0, 1] . One might expect that a good RNG will always have p-values close to 1 (matching the tests almost exactly), but a truly random source will necessarily sometimes appear very "nonrandom". Therefore, across a large number of samples, a sorted graph of all occurring p-values should appear as a straight line [12] . In some sense, how well the measured data matches this line is an indication of how random the data appears.
As with our constant-current system, we tested our data both before and after the hash function. This allows us to not only detect problems with our random source, but also possible concerns with the hashing method. The whitened data passed all random number tests in the suite and gave a uniform distribution of p-values, as shown in Fig. 6 . While this gives a good indication that the hash used is suitable for whitening, of much more interest here is how our pre-hashed raw data performs. As mentioned in Section 4, after characterizing the performance of our shaped pulse circuit, we truncate the region where the performance is not good enough to ensure high quality random numbers. We tested the raw data without truncating the affected area and, as expected, the random tests had a failure rate of over 90%. After truncating, the performance improved markedly, with the random data failing only 5% of the time. However, the uniformity of the sorted p-values was not as high as in the whitened case. Nevertheless, for the Serial, Binary Matrix Rank, and FFT tests, the uniformity was consistently higher than with the hashed data. This could suggest that, while not as uniform as the hashed data, our raw data contains fewer correlations than the hashed output, as the mentioned tests look for frequency effects. While of marginally lower quality than the hashed data, the 5% failure rate could be improved with greater precision on our shaped-pulse circuit, eventually leading to performance commensurate with the post-processed data, which passes over 99% of the time.
Future improvements and conclusions
The implementation detailed here can be upgraded in several ways -smaller time-bin resolution, higher precision electronics for the laser driving circuit, and shorter-deadtime detectors. At smaller time resolution, one must be careful to not exceed the timing jitter of the detectors, as the data could then be subject to electronic effects within the APD. As shown in Fig. 3 , decreasing the detector deadtime greatly increases the maximum entropy generation rate, but would require the laser driver circuit to operate at higher rates. We are currently investigating improvements to our laser driver circuit, which could, in conjunction with faster detectors [13] , allow random number generation at rates exceeding 10 Gbit/s.
We have presented a fast quantum random number generator, with reduced bias and the possibility for reduction or even elimination of post processing. Our final entropy generation rate of 112 Mbit/s is, to our knowledge, higher than any previously reported QRNG, and has an advantage over recently introduced chaotic RNGs [14] by relying on a simpler, better understood source of randomness. This allows for a more complete characterization of the random source, e.g., because it should be more robust against changes in the operating environment -which might then be more secure. Furthermore, with improvements to our detectors we should readily achieve random number generation rates comparable to those obtained with the chaotic sources.
