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度に運べることから注目され, 貿易の中心を担っている. EU[10]では, 2016年度において
価格ベースで半分程度を海運による運搬が占めている.
海運は運用形態によって, 定期船と不定期船という 2種類に大別することができる. 定
期船とは出発港や通る港, 港を通る時間などが決められている運用形態のことを指す. 主
に, 貨物を積み込んでいるトラックなどを直接積み込む RO-RO船 [13]や電化製品や衣料
品などといった一般貨物など, 定期的に必要とされるような物資の運搬に利用されること
が多い. 対して, 不定期船は荷物を運びたい側の要求に応じて, 船を所有している側が船を
出す (これを傭船という)という運用形態になる. この運用形態は, 鉱石や穀物など, 需要
が一定しないような貨物を運搬されるのに利用されることが多い.
本研究では特に定期船に着目する. つまり, 船には航路が設定され, 船はその航路を何度
も巡回することになる. 先述の, 定期船は定期的に必要となる物資の運搬などに利用され
るため, 移動コストは低いほうが望ましい. さらに, 近年は環境的な観点から, 移動にコス






本論文では, まず, 第 2章で読むにあたって必要な知識を記す. そして, 第 3章で参考に
した不定期船に対して提案されている最適化問題について記し, 第 4章でその最適化問題







まず, 実数全体の集合を Rとして, 実数全体の中から正の数だけを取り出して集めた集
合を R>0 とする. すなわち,
R>0 = {x 2 R | x > 0 }
である. また, R>0 に 0を加えた集合, すなわち R>0 [ { 0 }を R 0 とする. すなわち,
R 0 = {x 2 R | x   0 } .
n次元のユークリッド空間は Rn と書く. ここでは, ベクトル xは全て縦ベクトルと考え,
表記する時は転置記号 T を用いて, x = (x1, · · · , xn)T と記す. さらに, 自然数全体の集
合を






     p, q 2 N  [⇢ pq
     p, q 2 N  [ { 0 }
とする.
さらに n 次実正方行列全体の集合 Rn⇥n とし, n 次元正方行列 A 2 Rn⇥n はベクトル
a1, · · · , an を用いて
A = (a1, · · · , an) =
0B@a11 · · · an1... . . . ...










を満たすような ↵ 2 Rを固有値, x 2 Rn を固有ベクトルというが, Aが正定値であるこ
とはこの固有値が全て正であることと同値であることが知られている [20].
2.3 順序
集合 X と Y に対して, その集合の直積 X ⇥ Y = { (x, y) | x 2 X, y 2 Y }の任意の部
分集合を X と Y の間の関係という. Y = X のとき, すなわち X ⇥X の時, その関係を
X 上の関係という. 組 (x, y) 2 X ⇥ Y が (x, y) 2 R ✓ X ⇥ Y となるとき, xと y は R
によって関係するといい, xRy と書く.
例 1. 実数の集合 Rの部分集合 [0, 1] ⇢ R上の関係には や =などが上げられる.




8x, y 2 X;xRy ^ yRx =) x = y
推移律
8x, y, z 2 X;xRy ^ yRz =) xRz
を満たすようなものを, X 上の順序という. また, 集合 X と X 上の順序 R の組 (X,R)
を順序集合という.
例 2. 有理数の集合 Qにおける関係 などはこれらを満たす. 確認してみると,
反射律
8p 2 Q; q  q
非対称律
8p, q 2 Q; p  q ^ q  p =) q = p
5
下界 上界
図 2.1 (0, 1) における上限・下限・上界・
下界の例
推移律
8p, q, r 2 X; p  q ^ q  r =) p  r
となる. よって, Q上の関係 は順序となることが確認できる.
2.4 上界・下界・上限・下限・最小元・最大元
集合 X 上に, 順序 が定義されているとする. 集合 X の部分集合 S に対して, x 2 X
とした時, 8y 2 S; y  xを満たせば xを S の上界といい, S は上に有界であるという. ま
た, 8y 2 S; y   xを満たせば xを S の下界といい, S は下に有界であるという.
例 3. 開区間 (0, 1)上の順序 に対して,  1は下界となり, 1は上界となる.
また, 8y 2 S; y  x となる元 x 2 S のことを S の最大元, 8y 2 S; y   x と
なる x 2 S のことを S の最小元といい, それぞれ maxS, minS と書く. さら
に, S0 = { y 2 X | yはSの上界 } における最小元 x 2 S0 を S の上限といい, S00 =
{ y 2 X | yはSの下界 }における最大元 x 2 S00 を S の下限といい, それぞれ supS, inf S
と書く. なお, inf ; =  1, sup ; =1と約束する.
例 4. 閉区間 [0, 1]上の順序に対して, 最小元及び下限は 0, 最大元及び上限は 1となる.
なお, 一般には最大元や最小元が存在するとは限らない.
例 5. 開区間 (0, 1)では, 上限は 1, 下限は 0となるが, 最小元と最大元は存在しない.
6
もし, 集合 X の部分集合 S に最大元が存在すれば, 最大元と上限は一致する.
証明. S の上界の中から任意に x 2 X をとってくる. すなわち, x 2 X は
8y 2 S, y  x
を満たす. maxS 2 S であるので,maxS  x. また, maxS は S の最大元であるので, 定
義から
8y 2 S, y  maxS
であるので, maxS は S の上界となる. 以上から maxS は S の上界全体の集合の最小元
となる. 故に, maxS は上限となる.
下限も同様にして示せる.
2.5 内積







(1) 8x, y 2 Rn; hx, yi = hy, xi
(2) 8x, y, z 2 Rn; hx+ y, zi = hx, zi+ hy, zi
(3) 8↵ 2 R, 8x, y 2 Rn; h↵x, yi = ↵hx, yi
(4) 8x 2 Rn; hx, xi   0 ^ hx, xi = 0 () x = 0
が成立する. 実際, 次のように確認できる.






yixi = hy, xi
(2) 8x, y, z 2 Rn; hx+ y, zi =
nX
i=1






yizi = hx, zi+ hy, zi









xiyi = hx, yi
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となる. 次に, hx, xi = 0 () x = 0を示すが, x = 0ならば, 明らかに hx, xi = 0









となるためには明らかに左辺の全ての項 x2i が x
2
i = 0でなければならない. 従って,
xi = 0 (i = 1, · · · , n).
2.6 ユークリッドノルム









(1) kxk = 0 () x = 0
(2) 8↵ 2 R, 8x 2 Rn; k↵xk = |↵|kxk
(3) 8x, y 2 Rn; kxk2kyk2   hx, yi2
(4) 8x, y 2 Rn; kx+ yk  kxk+ kyk
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がある. 実際, 次のように確認できる.
(1) kxk = phx, xiであって, kxk = 0となるには明らかに hx, xi = 0であるが, 内積
の性質から x = 0. また, x = 0の時, 明らかに
phx, xi =ph0, 0i = 0.





















(3) z に関する 2次方程式
nX
i=1




(xiz   yi)2   0
であるため, 方程式の解の個数は 1つ以下である. 式を展開すると,
nX
i=1








































































すなわち, hx, yi2  kxk2kyk2.
(4) 任意の x, y 2 Rn に対し, (kxk+ kyk)2   kx+ yk2 を考える. 展開すると
(kxk+ kyk)2   kx+ yk2 =
⇣
kxk2 + 2kxkkyk+ kyk2
⌘
  (hx+ y, x+ yi)
=
⇣
kxk2 + 2kxkkyk+ kyk2
⌘
  (hx, xi+ hx, yi+ hy, xi+ hy, yi)
=
⇣




kxk2 + 2hx, yi+ kyk2
⌘
= 2kxkkyk   2hx, yi.
ここで, ユークリッドノルムの性質
8x, y 2 Rn; kxk2kyk2   hx, yi2
を変形したもの
kxkkyk   |hx, yi|
を用いて,
(kxk+ kyk)2   kx+ yk2 = 2kxkkyk+ 2hx, yi
  2|hx, yi|+ 2hx, yi
となる. ここで,
hx, yi   0のとき (kxk+ kyk)2   kx+ yk2   2hx, yi+ 2hx, yi = 4hx, yi   0
hx, yi < 0のとき (kxk+ kyk)2   kx+ yk2    2hx, yi+ 2hx, yi = 0
以上から, (kxk+ kyk)2   kx+ yk2   0 () (kxk+ kyk)2   kx+ yk2. すな





n次元ユークリッド空間 Rn の部分集合 S が, S の任意の 2点を結ぶ線分を含むような
とき, S を凸集合であるという. すなわち,
8x, y 2 S, 8↵ 2 [0, 1];↵x+ (1  ↵)y 2 S
を満たすような集合 S ✓ Rn のことを凸集合という. 図 2.3 を見ればわかるように, 凸集
合とは凹んだ部分がないような集合のことをいう.















     x 2 Rn,  2 R, f(x)     
を関数 f のエピグラフという. エピグラフが凸である関数 f : Rn ! Rのことを凸関数と
いう. 明らかに凸関数とは 図 2.5 のように凹んだ部分がないような関数のことをいう.
例 6. f(x) = x2 や f(x) = ex は凸関数.




図 2.4 関数 f(x)     となる部分をエピグラフ, f(x) =   となる部分をグラフという.
図 2.5 凸関数
定理 1. 関数 f : Rn ! Rが凸関数であることは
8x, y 2 Rn, 8↵ 2 [0, 1]; f(↵x+ (1  ↵)y)  ↵f(x) + (1  ↵)f(y) (2.1)
と同値である.
証明. まず, 十分条件を示す. 凸関数の定義から, f が凸関数であることは, 任意の


















f(↵x+ (1  ↵)y)  ↵  + (1  ↵) 
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となる. 故に, この不等式が任意の f(x)   , f(y)    となる x, y 2 Rn 及び  ,   2 R,
↵ 2 [0, 1]で成り立たねばならないため,   = f(x),   = f(y)でも成り立たなければなら
ない.














↵  + (1  ↵) 
◆
となる. (x, )T と (y,  )T は epi f の点なので,
f(x)    =) ↵f(x)  ↵ 
f(y)    =) (1  ↵)f(y)  (1  ↵) 
を満たす. 従って,
↵f(x) + (1  ↵)f(y)  ↵  + (1  ↵) 
である. f の性質
f(↵x+ (1  ↵)y)  ↵f(x) + (1  ↵)f(y)
から,
f(↵x+ (1  ↵)y)  ↵f(x) + (1  ↵)f(y)  ↵  + (1  ↵) 
となる. よって, (↵x+ (1  ↵)y,↵  + (1  ↵) )T 2 epi f .
以上から, 題意は示された.
凸関数の性質 (2.1)のうち, 等号条件を外した
8x, y 2 Rn, 8↵ 2 (0, 1);x 6= y =) f(↵x+ (1  ↵)y) < ↵f(x) + (1  ↵)f(y)
を満たすような関数 f : Rn ! Rのことを狭義凸関数という.
例 7. f(x) = x4 は狭義凸関数.
狭義凸関数は平坦な部分がない凸関数のことをいう.
2.8 錐
n次元ユークリッド空間 Rn の部分集合 S が原点 0を始点として, 任意の x 2 S を通る
ような半直線を含むとき, S を錐であるという. すなわち,




図 2.8 錐 (点線部分は含ま




を満たすような集合 S のことを言う. つまり, 錐とは原点から放射状に伸びているような
集合のことをいう.
















実際, 錐であることは任意の (x0, · · · , xn)T 2 L, c   0に対して,
cx0  




  (x1, · · · , xn)T   
  0  * c   0, (x0, · · · , xn)T 2 L 
となることから簡単に確認できる.









0B@↵x0 + (1  ↵)y0...
↵xn + (1  ↵)yn
1CA
となることから, x = (x1, · · · , xn)T , y = (y1, · · · , yn)T として
(↵x0 + (1  ↵)y0)2   k↵x+ (1  ↵)yk2
=
 
↵2x20 + 2↵(1  ↵)x0y0 + (1  ↵)2y20
   h↵x+ (1  ↵)y,↵x+ (1  ↵)yi
=
 
↵2x20 + 2↵(1  ↵)x0y0 + (1  ↵)2y20


















+ 2↵(1  ↵)(x0y0   kxkkyk)
となる. 最後の不等号はユークリッドノルムの性質から言える. ここで,
• x0   kxk =) x20   kxk2 () x20   kxk2   0
• y0   kyk =) y20   kyk2 () y20   kyk2   0
• x0   kxk ^ y0   kyk =) x0y0   kxkkyk () x0y0   kxkkyk   0
から, ↵   0であるので,




n 次元ユークリッド空間 Rn の部分集合 S と n 次元ユークリッド空間上の関数
f : Rn ! Rに対し, f を最小とするような解 x 2 S を求める問題を最適化問題といい,
min f(x)
s.t. x 2 S (2.3)
と書く. f を目的関数, S を許容領域という. S を定める条件を制約といい, 関数
gi : Rn ! R (i = 1, · · · , n), hj : Rn ! R (i = j, · · · ,m)を用いて,
S = {x | gi(x)  0, hj(x) = 0 (i = 1, · · · , n; j = 1, · · · ,m) }
という不等式や等式で表される. 最適化問題は“x 2 S”の部分に制約のみを用いて,
min f(x)
s.t. gi(x)  0 (i = 1, · · · , n)
hj(x) = 0 (j = 1, · · · ,m)
のように書くこともある.
S の元は許容解という. S = ; であれば, 最適化問題 (2.3) は実行不能であるといい,
S 6= ;であれば実行可能であるという.
最適化問題 (2.3)の許容解の中で, 目的関数 f を最小化する許容解 x⇤ 2 S, すなわち
8x 2 S, f(x⇤)  f(x)
となる x⇤ 2 S のことを最適解という. 最適化問題 (2.3)のminの部分がmaxとなったも
のを最大化問題というが, 最大化問題の時は
8x 2 S, f(x⇤)   f(x)
となる x⇤ 2 S のことを最適解という. ここで定義している最適解は, 特に大域的最適解と
呼ばれる. 対して, ある ✏ > 0に対し, 許容解 x0 2 S を中心として近傍
B(x0, ✏) = {x | kx  x0k < ✏ }
と S の積 S \B(x0, ✏)において, x0 2 S が目的関数を最小とするようなもの, すなわち
8x 2 B(x0, ✏); f(x0)  f(x)




図 2.11 円の部分が例の f(x)の局所最適解
例 10. 最適化問題
min x4   3x+ 2x
s.t. x 2 R
の局所最適解は x =  1+
p
3










4 , f(1) =
0である.
もし, いくらでも目的関数値を下げられる場合, すなわち任意の M 2 R に対して
f(x) < M となる許容解 x 2 S が存在する場合は, 問題が非有界であるといい, それ以外
の場合は有界であるという. 最大化問題においてはいくらでも目的関数値を大きくできる
場合を問題が非有界であるといい, そうでない場合を有界であるという.
例 11. 目的関数 f : R! Rを f(x) = xとした最適化問題
min x
s.t. x  0
は明らかに目的関数値をいくらでも下げられるので非有界となる.
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inf { f(x) | x 2 S } (2.4)
を最適化問題の最適値であるという. 上で示したように, 最適解が存在すれば, 下限である
(2.4)と最小元 min { f(x) | x 2 S }は一致する.
2.10 凸計画問題
最適化問題 (2.3)において
(1) S の不等式制約に対応する関数 gi : Rn ! R (i = 1, · · · , n)が凸関数, 等式制約に
対応する関数 hj : Rn ! R (j = 1, · · · , n)が 1次関数























aijxk  bi (i = 1, · · · ,m)
nX
j=1
aijxj = bi (i = m+ 1, · · · , l)









1979 年に L. G. Khachian[12] が始めての多項式時間解法である楕円体法を提案した.
この解法は線形計画問題に対する多項式時間解法の提案という理論的側面では大きな貢献
を果たしたが, この解法は実用には耐えなかった. この問題点を克服した多項式時間解法





線形計画問題 (2.5) に対し, xi   0 (i = 1, · · · , n) という非負性を表す制約を 2 次錐
(2.2)に表れる制約
x0  









aijxj  bi (i = 1, · · · , l)
nX
j=0
aijxj = bi (i = l + 1, · · · ,m)
x0  
























j = bk (k = l + 1, · · ·h)
xi0  

































aijxj = biyi (i = 1, · · · ,m)
xi   0 (i = 1, · · · , n)
yi 2 { 0, 1 } (i = 1, · · · ,m)
は混合整数計画問題である.
2.15 混合整数 2次制約計画問題
混合整数計画問題の制約に, ベクトル x, c 2 Rn と正定値行列 Q 2 Rn⇥n, 定数
c0, bi 2 Rを用いて
1
2
















j = ei (i = 1, · · · , l)
xi   0 (i = 1, · · · , n)








 y (y > 0)
という制約は 2次錐制約
x0  

























() x = y0   x0, y = y0 + x0
から





















港の集合を V , デポを i0, ih+1 2 V (ただし, i0 = ih+1)とする. 途中の j 番目に訪れる






という仮定をおいている. 実際, Fagerholtら [4]によって, 船にかかるコストは速度 v[kn]
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に応じて
f(v) = 0.0036v2   0.1015v + 0.8848 (3.1)
と近似できることが確認されている. なお
1 kn = 1M/h = 1.852 km/h
である. 単位 M は距離を表す単位であり, 日本語では海里などと言ったりする. 1M =
1.852 kmである.
以上から, 港間 (ij, ij+1) を移動する際の移動速度を vij ,ij+1 2 R>0[kn] とし, 速度か
らコストを算出する微分可能な狭義凸関数を c : R>0 ! R>0, 港間 (ij, ij+1) の距離を








さて, 先程書いたように j 番目に訪れる港 ij 2 V には
訪問期間の制約を表す time-window: [aij , bij ]
が存在している. すなわち, 港 ij 2 V へ付く時刻を tij 2 R>0[h]としたとき, tij は
aij  tij  bij (j = 1, · · · , h+ 1)




港間 (ij, ij+1) を移動する速度 vij ,ij+1 2 R>0[kn] には下限値 vmin(> 0)[kn] と上限値
vmax(> vmin)[kn]が設けられている. つまり, 船の移動速度には
vmin  vij ,ij+1  vmax (j = 0, · · · , h)







図 3.1 tij と tij+1 の関係
表 3.1 航路のコストを計算する時に使用する定数
記号 意味
(i0, · · · , ih+1) 航路
⌧ij 2 R>0 港 ij におけるサービス時間 [h]
[aij , bij ] ✓ R>0 港 ij における time-window [h]
vmin 2 R>0 速度の下限値 [kn]
vmax > vmin 速度の上限値 [kn]
dij ,ij+1 2 R>0 港 ij と ij+1 の距離 [M]
c : [vmin, vmax]! R>0 速度からコストを算出する関数
表 3.2 航路のコストを計算する時に使用する変数
記号 意味
tij 2 [aij , bij ] 港 ij へ着く時刻 [h]
vij ,ij+1 2 [vmin, vmax] 港 ij から ij+1 への移動速度 [kn]
• 1つ前の港に着いた時刻 tij 2 R>0[h]
• 移動時間 dij ,ij+1/vij ,ij+1 [h]
• 1つ前の港でサービスにかかった時間 ⌧ij 2 R>0[h]
の和以上となる必要がある. すなわち,
tij+1   tij + ⌧ij +
dij ,ij+1
vij ,ij+1
(j = 0, · · · , h)
を満たしている必要がある.
まとめると, まず, 入力は 表 3.1 と 表 3.2 の記号を利用して,
• デポ i0 から出ていくつか港 ij を通ってデポ ih+1(= i0) へ戻ってくるような航路
r = (i0, · · · , ih+1)
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• 港 ij 毎に存在する, ある時刻からある時刻までに来てほしいという制約を表す
“time-window”の集合
• 港 ij 毎に存在する荷物を降ろしたり, 船の清掃を行ったりなどのサービスにかかる
“サービス時間”
• 港間 (ij, ij+1)の距離
となる. また, 制約は
(1) time-window制約




vmin  vij ,ij+1  vmax (j = 0, · · · , h)
(4) 移動先の港に着く時刻の制約
tij+1   tij + ⌧ij +
dij ,ij+1
vij ,ij+1
(j = 0, · · · , h)









s.t. tij+1   tij + ⌧ij +
dij ,ij+1
vij ,ij+1
(j = 0, · · · , h)
aij  tij  bij (j = 1, · · · , h+ 1)
ti0 = 0
vmin  vij ,ij+1  vmax (j = 0, · · · , h)
(3.2)
と定式化される. この最小値を航路 r = (i0, · · · , ih+1)のコストと定義する.
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3.2 航路の決定
与えられた航路 r 2 R 全てに対して, 各々のコスト cr 2 R>0 が計算できたら, 次に使
用する航路を決定する. 航路を船が使用するか否かを表す変数を zr 2 { 0, 1 }とする. す
なわち, 航路を通過する船があるとき zr = 1であり, ないときは zr = 0である. この変数
を用いて, 全体としてのコストは, 使用する航路のコストの総和, すなわち,X
r2R
crzr
と表すことができる. なお, 航路 r 2 Rのコストが計算できない, すなわち, 航路 r 2 Rに
対して, (3.2)の実行可能解がない場合, そのコストは cr =1と設定することに注意する.
本問題では, このようなコスト cr 2 R>0 のかかる航路 r 2 R を通る船は K 2 N 隻
与えられ, 各々の船をどれか 1 つの航路に割り当てるようにする. 全ての使用航路数はP




と書ける. また, 与えられている港 i 2 V は全て訪問するようにしたいと考える. しかし,
何度も港 i 2 V を訪れるのも無駄である. そこで, 港 i 2 V を通るような航路 r 2 Rは一
つだけと約束する.
だが, r 2 Rの情報だけではこれは実現できない. これを解決するために, ↵ir 2 { 0, 1 }
という, 港 i 2 V が航路 r 2 R 上にあるとき 1, それ以外を 0とする定数を導入する. こ
のような定数を導入すると, r 2 Rが港 i 2 V を訪ずれているか否かはX
r2R
↵irzr
と表すことができる. 先程約束したように, 今, 港はただ 1 つの航路のみが通るように約
束しているので, この制約は X
r2R
↵irzr = 1 (i 2 V )
と表すことができる.






cr 2 R>0 航路 r のコスト
↵ir 2 { 0, 1 } 航路 r が港 i 2 V を通る時 1, それ以外 0
K 2 N 使用したい船の数
表 3.4 使用航路を決定する時に使用する変数
記号 意味


















↵irzr = 1 (i 2 V )X
r2R
zr = K



























導入でも簡単に触れたが, 不定期船は船の利用者の需要によって, 利用者の time-
window内に利用者の元へ着くように船を移動させなければならない. つまり, 船が動く
航路は定まっているわけではなく, その時々の需要に応じて移動する航路は変わることと

















貨物を積み込めば積み込む程, 当然ながら船はより深く水に沈むこととなる. つまり, 水
面から甲板までの距離がより短くなる. 従って, あまりに大量に貨物を積み込んでしまう
と沈没する危険性が高まる. 逆に, 貨物を降ろせば降ろす程, より水面から船底までの距離
が短くなり, より船が転覆しやすくなってしまう. また, 甲板から水面までの高さが上がっ
てしまうと, 小型船などを甲板上から視認し辛くなってしまうという危険性も孕んでいる.
そこで, 水を入れてこの喫水を調整することがある. 調整のために入れられる水はバラ





定する. このような港毎に来て欲しい期間が, 区切られた期間内に設定され, それが周期的
に繰り返しているようなものをタイムテーブルという. 注意して欲しいのは, 本章で扱う
問題では区切る期間の長さは一定であると仮定している. 例えば, 全体の期間を 8週間と




ば, 全体の期間を 4週間として区切る長さを 1週間とし, 1週間目にある港に
• 火曜日の 10:00から 14:00
• 金曜日の 12:00から 15:00
という来て欲しい期間が設定されていた場合, 2週間目や 3週間目にも同じ日同じ時刻に
来て欲しい期間が設定される.
本章で扱う問題の航路は, 出発港 (デポ)から出発し, タイムテーブルの中からいくつか




間目から航路を伸ばすようにする. これは例えばタイムテーブルの 1 期間の長さを 1 週
間, タイムテーブル全体として 4期間用意し, ある航路が 3期間跨っているような場合, そ
の航路は最後の 4 期目を通ったあと, 1 期間目からその続きを伸ばすというようにする.
この詳細は例で述べる.
図 4.3 はタイムテーブルの例である. まず, 右方向へ行くに従って時間が進む. 縦軸は港
を表している. 期間は真ん中の縦線で区切られており, 港には両矢印で表されているよう
な time-windowが設置される. 1期と 2期を見ればわかるように各港の time-windowは
期が変わっても同じ位置に同じような time-windowが設置されていることが確認できる.
また, 図 4.4 は航路を表す例である. この例でのタイムテーブルの期間は 3期用意され
ている. 矢印で結ばれているものがそれぞれ航路となる. 航路が 1周期内に横切っている,
区切っている期間の個数をもとに跨っていると表現される. この例では実線の矢印で示さ
れた 1期間跨っている航路と, 点線の矢印で結ばれた 2期間跨っている航路の 2つが描か
れている. 今回は 3期までしかないので, 点線の矢印で結ばれた 2期間跨るような航路は
3期目を通ったあと, 1期目からその続きを伸ばすようにしている. コストは航路の 1周期
を使って, その 1周期分算出される. 航路自体は 1期間目から初める必要はなく, 2期間目
や 3期間目から始まっていても構わない. このような場合も航路の最初の 1周期目からそ
の 1周期分算出される.
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• 航路のコスト cr 2 R>0.
なお, 各航路のコスト cr 2 R>0 は先行研究 [6]の航路のコストを計算する問題などによっ
て事前に計算しておく. また, 航路のコストが計算できなかった場合は航路にかかるコス
トを1と設定すると約束する.
本問題で扱う航路 r 2 Rは全体の期間が終了するまで周期的に繰り返している. そのた
め, 各航路は, タイムテーブルにおける区切られた期間の通る数に応じて lr 2 N 周する.
もちろん, この lr 2 Nは, 航路 r 2 R毎に通る区切られた期間の数が異なるために, 一般
には航路毎に異なった値となる. さらに, 航路の周期を l = 1, · · · , lr として表す. すなわ
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ち, 2周目の航路は l = 2となる. また, 同じようにタイムテーブルは周期的に区切られた
期間が繰り返している. 従って, 区切られた期間を参照しやすくするために, 区切られた期
間には一番始めの期間を 1としたインデックス tを設定する. なお, 一番最後の区切られ
た期間に設定される期間は tlast とする. 例えば, 8週間を全体の期間として区切る長さを
1週間としたとき, 4週間目を表すインデックスは 4となる. また, 区切られた期間の中に
は time-windowが設定されているが, 時間の早いものから順番にインデックスを 1から 1
つずつ大きくして割り当てる. このようなインデックスを j 2 Nとし, 港 i 2 U における
最も最後に設定されている time-windowのインデックスを jilast とする.
これらの定数を用いて定式化を行っていく. まず, 全体にかかるコストを考える.
航路 r 2 R の l(= 1, · · · , lr) 週目が割り当てられるとき 1, それ以外 0 となる変数を











xrl = lrxr1 (r 2 R)
という制約が付く. また, 設定されている全ての time-window内に港を訪れるようにした
い. これは航路 r 2 R の情報だけではカバーできないので, 期間 t における港 i 2 U の
j(= 1, · · · , jilast)番目の time-windowを航路 r 2 R の l(= 1, · · · , lr)週目が通るとき 1,






↵rlijtxrl   1 (i 2 U ; j = 1, · · · , jilast; t = 1, · · · , tlast)
と表すことができる.










↵rlijt 2 { 0, 1 } 港 i 2 U における期間 t 2 { 1, · · · , tlast } の j 2 { 1, · · · , jilast } 番目


































↵rlijtxrl   1 (i 2 U ; j = 1, · · · , jilast; t = 1, · · · , tlast)








割り当てたい航路の集合を Rとし, 割り当てたい船の集合を S とする. 船 s 2 S には
それぞれ容量 Qs 2 R>0[t] と喫水 ds 2 R>0[m], それに価格 ps 2 R>0 が設定されてい
る. また, 港にはそれぞれ海面から海底までの深さが設定されており, それを元に航路上
の最も小さい海面から海底までの深さが算出される. タイムテーブル中の区切られた期
間 t(= 1, · · · , tlast)中の港 i 2 U の j(= 1, · · · , jilast)番目の time-windowにおける貨物
需要を eijt 2 R>0[t] とする. 航路 r 2 R の中で最小となる海面から海底までの深さを
hr 2 R>0[m]とする.
船にはコスト ps がかかるので,船 s 2 S が航路 r 2 Rの l(= 1, · · · lr)周目を通るとき











となる. 船が r を通るときは l(= 1, · · · , lr)周を全て利用して欲しいので,
lrX
l=1
xrls = lrxr1s (s 2 S; r 2 R)
という制約をかける. また, 使用が決定している航路は全て利用したいので,X
s2S
xrls = 1 (r 2 R; l = 1, · · · , lr)







 1 (s 2 S)
という制約をつける. 船は港に貨物を運んでいるが, 港側の貨物需要を守るようにした
い. しかし, 航路の情報だけでは各港の情報を表すことができないので, 港 i 2 U の期間
t(= 1, · · · , tlast) における j 番目の time-window を航路 r 2 R の l(= 1, · · · , lr) 周目が
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図 4.5 yrlsijt は船 s 2 S が航路 r 2 R の l(= 1, · · · , lr)周目で運んでいる割合ではな
く, 港 i 2 U の期間 t 2 Nにおける j 2 N番目の time-windowで降ろされる貨物量の
割合を表す
通過するとき 1, それ以外 0 となる定数 ↵rlijt 2 { 0, 1 } を導入する. また, i 2 U の期間
t(= 1, · · · , tlast)における j(= 1, · · · , jilast)番目の time-windowにおいて, 船が r 2 Rの
l(= 1, · · · , lr) 周目を通ってこの time-window で降ろす貨物量の割合を, を yrlsijt 2 [0, 1]
という変数を導入する. これは船が航路を通して降ろす割合を表しているのではなく, 港
に設定された time-window 上を通る船全ての降ろす貨物量の割合を 1 として, その中で
も船 s 2 S が降ろす貨物量の割合であることに注意する. すなわち, 各港 i 2 U の期間








である. すると, 船 s 2 S が港 i 2 U の期間 t(= 1, · · · , tlast) における港 i 2 U の
j(= 1, · · · , jilast) 番目の time-window 中に航路 r 2 R の l(= 1, · · · , last) 週目を通って
やってきて, そこで s 2 S が降ろす貨物量の割合は ↵rlijtyrlsijt と表すことができる. これら
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ijt = 1 (i 2 U ; j = 1, · · · , jilast; t = 1, · · · , tlast)
と書き表すことができる. また, 船には積載量 Qs 2 R>0[t]があるので, 航路を移動して














ijt  Qsxrls (r 2 R; s 2 S; l = 1, · · · , lr)
と書き表すことができる. 最後に船 s 2 S には喫水 ds 2 R>0[m]が設定されている. そこ
で, 港や船によっては喫水が深すぎることによって港に入ることができないといった状況
が発生することがある. したがって, 喫水を守ることは重要である. そこで, 船の喫水を守
るように
dsxrls  hr (r 2 R; s 2 S; l = 1, · · · , lr)
という制約を入れる.







↵rlijt 2 { 0, 1 } 港 i 2 U における期間 t 2 { 1, · · · , tlast } の j 2 { 1, · · · , jilast } 番目
の time-window を航路 r 2 R の l 2 { 1, · · · , lr } 周目が通るとき 1,
それ以外 0
Qs 2 R>0 船 s 2 S の積載量 [t]
ps 2 R>0 船 s 2 S の使用にかかるコスト
ds 2 R>0 船 s 2 S の喫水 [m]
hr 2 R>0 航路 r 2 Rの深さ [m]
表 4.4 船・資源の割り当てを行う問題で使用する変数
記号 意味
xrls 2 { 0, 1 } 船 s 2 S が航路 r 2 Rの l 2 { 1, · · · , lr }周目を通るとき 1, それ以外
0
yrlsijt 2 [0, 1] 港 i 2 U の期間 t 2 { 1, · · · tlast }中の j 2 { 1, · · · , jilast }番目の time-
window において船 s 2 S が航路 r 2 R を通って港 i 2 U へやって












xrls = lrxr1s (s 2 S; r 2 R)
(2) 航路は全て使用 X
s2S































ijt  Qsxrls (r 2 R; s 2 S; l = 1, · · · , lr)
(6) 喫水制限



























xrls = lrxr1s (s 2 S; r 2 R)X
s2S



























ijt  Qsxrls (r 2 R; s 2 S; l = 1, · · · , lr)
dsxrls  hr (r 2 R; s 2 S; l = 1, · · · , lr)
xrls 2 { 0, 1 } (r 2 R; l = 1, · · · , lr; s 2 S)
0  yrlsijt  1




OS CPU メモリ Gurobi[7]のバージョン
Ubuntu 18.10 Intel(R) Xeon(R) CPU E5-
2450 0 @ 2.10GHz
128GB 8.1.0
5 数値実験
本章では, 提案モデルの (RAP)および (SAP)に対して行った数値実験とその結果につ
いて記す.
まず, (RAP)と (SAP)に対して, 入力する航路数を増やした時に, 各モデルにどの程度
計算時間として影響が出るのかを測定している. そののちに, (RAP)に対して, 航路が正
しく全ての期間内の time-window を通過するように割り当てているのかを確認し, 問題




なお, 本章における実験では, 全て 表 5.1 の通りの環境を使用している. また, 航路のコ




short モデルに与える港の数は 10個 とし, 各港には time-window を一様ランダムに
1個から 3個用意し, タイムテーブル全体の長さとしては 168 h(1週間)を 1期間
として 5期間, つまり, 840 hとする. 航路は通る期間が 1期だけのもの, 2期分通
るものの 2 種類を得るように, 一様ランダムに通過したい time-window の個数を
2個から 6個選択して生成し, 各港間の距離は 50Mから 500Mに設定し, 港にお
けるサービスにかかる時間は一様ランダムに 8 h から 10 h の間となるように生成
する. 各港における貨物需要量は 10 t から 50 t で一様乱数で生成し, 船の容量は
200 tから 400 tで一様乱数生成している. 船にかかるコストは 1000から 4000で
40
一様ランダムに生成し, 喫水は 14mから 17mで一様乱数生成し, 海面から海底ま
での深さは喫水と被るように 15mから 20mで一様ランダムに生成している.
long 用意する港数は 20個とし, 各港には time-windowを 4個設定する. また, 港間の
距離は 50Mから 500Mとし, 期間は 1期間を 1週間として 20期間用意する. 各
港においてサービスにかかる時間は 8 hから 10 hに設定している. 航路はこのうち
1期間だけを通るものから 1期間から指定した期間まで (最大 10期間)跨ぐものを
それぞれ 200個ずつ用意する.
cluster 一様乱数で距離が 50Mから 150Mとなるような港の組を 4個用意する. 港は
それぞれの組の中に 5個ずつ用意し, 別の組の港同士の距離は一様乱数で 300Mか
ら 500Mとなるようにする. タイムテーブルの長さは 168 hの長さの期間を 12個
用意し, 航路は 1期間から 6期間跨ぐように 1000個ずつ一様乱数生成するが, 指
定された割合だけ, 各クラスタ内の港しか通らないものを用意する. 例えば, 2割だ
けクラスタ内の航路を通るようにする時のクラスタ毎に用意するクラスタ内だけを





実際に得られた実験結果は 図 5.1 の通りである. 縦軸のうち, 正整数 (1から 10)は港
を表している. 横軸は時間を表し, 単位は hである. グラフ中に表れる縦線は期の境目を
粗している. 各港の横に並んでいる線は各港の time-windowを表し, この線を通っている
線は割り当てられた航路である.
図を見ると, 周期的な形をした線のみが表れていることがわかる. また, どの航路も通っ
ていない time-windowは存在していないことがわかる. 以上から, (RAP)は正しく航路
割当を行えていることが確認できる.
5.3 提案モデルの計算時間
本節では (RAP)と (SAP)に対して, 入力として与える航路数を変動させたときのモデ
ルの計算時間を測定する. インスタンスは short を利用し, 同じ航路数でそれぞれ 30個














1 2 3 4 5
図 5.1 (RAP)が割り当てた航路の図
への入力として利用した.
測定結果として, 図 5.2 を得た. 縦軸は平均計算時間を, 横軸は入力した航路数を表し
ている. また, (1) は (RAP) の計算時間を, (2) は (RAP) の計算時間をそれぞれ表して
いる.
図を見ると, (RAP)は航路数の増加とともに計算時間が上っている. また, 航路数を増
やしても (SAP)と (RAP)の計算時間を併せた全体の実行時間は大きく変化していない.
これは (RAP)の計算時間のかかりかたの変化がそこまで大きくないことと, (SAP)の計





見る. 入力するインスタンスとして short を利用し, 航路は先に 4000個 用意しておき,
それらのなかからランダムに指定個数選んで選んだものを入力として実験するということ



















































































































































図 5.4 入力航路数を増加させたときの (RAP)の目的関数値
まず, 目的関数値を見る. ここでは, それぞれの目的関数値は大きく異なるので, 各実験
における最大値で割って正規化している. 得られた結果は 図 5.4 の通りである. 縦軸は正
規化した平均の目的関数値を, 横軸は入力した航路数を表している. 図を見ると入力する




果は 図 5.5 の通りである. 縦軸は割り当てられた平均航路数を表し, 横軸は入力した航路
数を示す. ここから航路数が多くなると割り当てられる航路数はより少なく済むというこ
とがわかる.
以上から, より候補が多くなると, 目的関数値, 選ばれる航路数がともに減少することが







































































図 5.5 入力航路数を増加させたときの (RAP)の航路数
5.4.2 航路が跨っている期間数に対する性質
本実験では. 航路が通る期間の数 (例えば航路が 3 つの期間を通るなら 1 期目・2 期
目・3期目を通り, 航路が 2つの期間を通るなら 1期目・2期目を通る)を変更した時の,
(RAP) の目的関数値やどのような航路が割り当てられるのかを見る. 入力するインスタ
ンスは long を利用している. 実験は 20回行って, それぞれの値は平均をとっている.
まず, 目的関数値を見る. なお, 入力として, まず航路を 1期間から 10期間まで跨いで
るもの全て生成してから, 指定した期間分跨いでいる航路, たとえば, 2期間までの航路を
入力とするように指定されたら, 1期間だけ跨いでいる航路と 2期間跨いでいる航路を入
力とするようにしている. また, 目的関数値は問題毎に大きく異るので, 最大値で割って正
規化している. 得られた結果は 図 5.6 の通り. 縦軸は正規化した平均目的関数値を, 横軸
は入力に使用した, 航路が跨って良い最大の期間の数を表している. つまり, 最大の期間数

























図 5.6 指定された期間を跨いでいる航路全てを入力したときの (RAP)の目的関数値








time-window を通ろうとしてしまうからではないかと考えられる. つまり, (RAP) とし






















図 5.7 long で生成した航路を全て入力した時の (RAP)の航路の分布
したものとそうでないものの比較を行うことを狙う. インスタンスの生成方法としては,
long を利用し, 実験は 30回行い, それぞれの平均値を見た.

























































































成方法としては cluster を利用し, クラスタ内を通るような航路の割合を 10%から 100%
まで 10%ずつ上げて変化させる. 目的関数値はクラスタ内を通るような航路を生成する
割合を 0%に設定した目的関数値で割ってその変動を見ている.
得られた目的関数値は 図 5.10 のようになった. 縦軸は目的関数値の比を, 横軸はクラ
スタ内を通る航路数の割合を表している.
目的関数値はほとんど変わらないことがわかるため, なるべく小さなルートを選んで





本論文では定期船に対し, 周期的な time-window が設定を元にした周期的な航路の割
当問題 (RAP)とその航路に対する船舶割当問題 (SAP)を提案・定式化した. 定式化する
にあたっては, まず, 港へ着いて欲しい期間を表す time-windowを記したタイムテーブル
というものを導入した. そのタイムテーブルを用いて, 出発港からそのタイムテーブル上
の time-window をいくつか結んで同じ出発港へ帰るようなものを航路とし, その航路が
複数回周回するようにして定期船への航路割当を行う最適化問題を提案した. その割り当
てた航路を入力として, 喫水や貨物への積載量制限, 港の需要量を守る制限, 割り当てられ
た航路は全て使用する制限などを考慮した船舶割当を行う最適化問題を提案した.
これらの提案した最適化問題に対し, 数値実験を通して, 様々な性質を見た. まず,
(RAP)と (SAP)が現実的な時間で解けることを示し, (RAP)への入力航路数を増やして
も大きくかかる時間の増加量が増えないことを示した. また, (RAP)が与えられたタイム
テーブルに対して, 全ての time-window を通るような有効な定期航路の割当を行ってい
ることを確認した. (RAP)においてはさらに,

























[1] Stephen Boyd and Lieven Vandenberghe. Convex Optimization. Cambridge Uni-
versity Press, Mar. 8, 2004, p. 138 (cit. on p. 18).
[2] Jens Clausen, Allan Larsen, Jesper Larsen, and Natalia J. Rezanova. “Disrup-
tion management in the airline industry - Concepts, models nad method”. In:
Computes & Operations Research 37 (2010), pp. 809–821.
[3] George Bernard Dantzig. “Programming in Linear Structure”. In: Comptroller
(1948) (cit. on p. 19).
[4] K Fagerholt, G Laporte, and I Norstat. “Reducing fuel emissions by optimizing
speed on shipping routes”. In: Journal of the Operational Research Society 61
(2010), pp. 523–529 (cit. on pp. 23, 40).
[5] Julie Sand Fuglum and Marie Ameln. The Linear Shipping Network Design
Problem - Strengthened formulations consideering complex route structures,
transhipment and transit time. 2015. url: https://brage.bibsys.no/xmlui/
handle/11250/2352993.
[6] Ricardo Fukasawa, Qie He, Fernando Santos, and Yongjia Song. A Joint Routing




[7] Gurobi Optimizer 8.1. Gurobi Optimization, LLC. url: https://www.gurobi.
com/index (cit. on p. 40).
[8] Qie He, Xiaochen Zhang, and Kameng Nip. “Speed optimization over a path
with heterogeneous arc costs”. In: Transportation Research Part B: Methodolog-
ical 104 (2017), pp. 198–214.
[9] Ibrahim El-Henawy and Negham Ahmed Abdelmegeed. “Meta-Heuristics Algo-
rithms: A Survey”. In: International Journal of Computer Applications 179.22
(Feb. 2018) (cit. on p. 21).
[10] International trade in goods by mode of transport. eurostat statistics explained.
url: https://ec.europa.eu/eurostat/statistics-explained/index.php/
International_trade_in_goods_by_mode_of_transport (cit. on p. 3).
[11] Narendra Karmarkar. “A new polynomial-time algorithm for linear program-
ming”. In: Combinatorica 4 (4 1984), pp. 373–395 (cit. on p. 19).
[12] Leonid G. Khachiyan. “Polynomial algorithms in linear programming”. In: USSR
Computational Mathematics and Mathematical Physics 20 (1 1980), pp. 53–72
(cit. on p. 19).
[13] RORO船. 日本通運. url: https://www.nittsu.co.jp/support/words/pqrs/
roll-on-roll-off-ship.html (cit. on p. 3).
[14] Paolo Toth and Daniele Vigo, eds. Vehicle Routing Problems, Methods, and Ap-
plications. Society for Industrial and Applied Mathematic, Dec. 5, 2014, pp. 381–
408.
[15] Chengliang Zhang, George Nemhauser, and Joel Sokol. “Flexible solutions to
maritime inventory routing problems with delivery time windows”. In: Comput-
ers & Operations Research 89 (2018), pp. 153–162.
[16] 久保幹雄; J. P. ペドロソ; 村松政和; A. レイス. あたらしい数理最適化 - Python言
語と Gurobiで解く-. 近代科学社, Nov. 30, 2012, p. 177 (cit. on p. 22).
[17] 迫 昭彦. 定期船事業と市場の仮象性. 日本海事センター 企画研究部. url: www.
jpmac.or.jp/research/pdf/496.pdf (cit. on p. 3).
[18] 田村明久; 村松正和. 最適化法. 共立出版株式会社, Apr. 1, 2013.
[19] 久保幹雄; 田村明久; 松井知己. 応用数理計画ハンドブック. 朝倉書店, Mar. 20,
2005, p. 240 (cit. on p. 21).
[20] 室田 一雄; 杉原 正顯. 線形代数 I. Ed. by 東京大学工学教程編纂委員会. 丸善出版,
Sept. 30, 2015, pp. 182–183 (cit. on p. 5).
52
[21] 小島政和; 水野真治; 土谷隆; 矢部博. 内点法. 朝倉書店, Aug. 1, 2001, pp. 203–204
(cit. on p. 20).
[22] 福島雅夫. 非線形最適化の基礎. 朝倉書店, May 25, 2012.
[23] 寒野 善博; 土谷 隆. 最適化と変分法. Ed. by 東京大学工学教程編纂委員会. 丸善
出版, Oct. 20, 2014.
53
