I. INTRODUCTION
Software development effort estimation is an important and complex activity of project management. Be it planning, constructing or development, all aspects are affected by accurate effort estimation of software projects. There are various methods introduced for effort estimation by different researchers, but none could be called as the best method due to its dependency on various factors such as project feature, the available information, and the technique used. The basic aim of all the methods is to accurately estimate the project effort. Larry Putnam, Barry Boehm, and Joe Aron can be considered the pioneers of software effort estimation methods [1] . Barry Bohem introduced COCOMO after IBM's interactive productivity and quality (IPQ) and the manual rule of thumb of estimation [2] . Putnam Life Cycle Management (SLIM) and Software Estimation Model (SEER-SEM) adopted and used the principles of COCOMO. Albrecht and Gaffney [3] , introduced Functional Point (FP) as one of the metrics for size estimation. Shepperd and Schofield [4] , brought forward Analogy-Based Estimation (ABE) method which became very prominent due to its working based on human manners of problem-solving. Though ABE produced better results it still had to face some constraints such as lack of detailed information, with limited features, and unreal or unnecessary requirements. There are several studies which tried to overcome the issues of ABE through mathematical and statistical solutions [5] [6] [7] [8] . Soft computing techniques are widely adopted in ABE by researchers to deal with the complicated nature of software projects and to understand the relationship between features [9] [10] [11] [12] [13] [14] [15] [16] .
This study focuses on the improvement of ABE through missing data imputation with a modified imputation technique. The deviation in some related studies is shown in Table 1 .
A. Estimation by Analogy (ABE)
ABE or EBA was introduced as the non-algorithmic estimation method by Shepperd and Schofield [4] . It estimates the effort of a new project by comparing it with the historical projects. There are usually four parts of ABE,
 Historical Projects

 Similarity Function
 Solution Function
 Associated Retrieval Rule
Each of which can be described as:
 Collecting the data of previous projects to form a historical dataset.
 Selecting the project's appropriate features.
 Retrieving the data of past project to find similarities with the target project. The weighted Manhattan Distance and Euclidean Distance are usually preferred at this stage.
 To estimate the software development effort of the target project. 
1) Similarity Function:
In ABE, to compare the features of two projects, a similarity function is used. Euclidean Similarity (ES) and Manhattan Similarity (MS) are the two prominent similarity functions used by ABE to find out the similarity between the target and the past projects Shepperd and Schofield [4] . The ES is shown in Equation (1) .
Where Sim stands for similarity and Dis stands for distance, p and p' represent the projects to be compared, w i is the weight allocated to the features which can range between 0 to 1. δ is used to retrieve a non-zero result. The f i and f i ' represent the project features while n determines the number of features.
There are many similarities between MS and ES, but MS calculates the absolute difference between features. MS function is shown in Equation (2), whereas the variable description is the same as in Equation (1) .
2) Solution Function: Once the K most similar projects are chosen, it becomes possible to predict or estimate the effort of target project according to the selected attributes or features. The Closest Analogy [20] , the median [21] , the average and the inverse weighted mean of the most similar project are the most common solution functions [22] . The median refers to the median or effort for K>2 similar projects, the mean refers to the average of effort for K>1. In estimation, the portion of each project is adjusted by the inverse distance weighted mean by Equation (3) .
Where the new project is depicted by p, p k shows the most similar project at kth, Cp k illustrates the value of effort of k th p k and the total number of the project is denoted by K.
B. Missing Data Concept
In software projects, the prediction may be inaccurate due to incomplete information collected in the initial stages of the project. There are usually more than one technique employed to estimate the effort to be applied to a software project development [23] . However, the missing data in the historical datasets raise an issue for employing the estimation technique as it affects the accuracy (Strike et al. 2001 ). The missing values in the dataset lead to inaccurate effort prediction (Sentas Angelis, 2006) . This section elaborates the missing data mechanism (such as the ways missing data may be confronted in a dataset) and the missing data techniques (i.e., to deal with the missing data).
1) Mechanisms of Missing Data
:-Mechanisms of missing data or patterns of missing values are the assumption of the types and distribution missing of missing data [24] . This missingness mechanism identifies the imputation technique to be used [24] . Missing mechanisms helps to identify if the missingness has any impact on the key variable or not, and it determines the difficulty level of the missing data handling. Missing At Random (MAR), Missing Completely At Random (MCAR) and Missing Not At Random (MNAR) are the three mechanisms of missingness [25] . The three mechanisms can formally be presented as, a dataset being collected as B= (bi), 1 ≤i ≤N, in which there is not unobserved value. The missing portion if considered to have unobserved values in B, the M= (m i ) indicator is used for donating the observation outcome. When b i is unobserved, the outcome is zero "0" and in case of observed it returns "1". It can be characterized by probability distribution (conditional) lf M for B, e.g. p(M | B, ψ), where the unknown parameters are represented by ψ. According to Song, et al. [24] , in MCAR pattern of missingness the distribution of observed and missing values are not different, or it can be stated that in MCAR mechanism, missingness is independent of observed and missing values of B, e.g. p(M| B, ψ) = p(M, ψ). In MAR, the missingness pattern is not depended on missing values but dependent on the observed values. It has to be dependent on at least one of the variables as it does not follow the condition of MCAR. MNAR, which intends, the missing data is not dependent on any observed variable in the dataset, but it depends on the missing data itself.
2) Techniques for Missing Data: According to Song, et al. [24] , there are three methods to deal with the missing data. Missing Data Ignoring, Missing Data Toleration, and Missing Data Imputation. a) Missing Data Ignoring: In this technique, the missing data cases are deleted. Though this technique is widely employed due to its simplicity, it leads to biasness and does not utilize the dataset. Missing Data Ignoring can be recommended in the case of MCAR found in a dataset or with a low level of missing data [17, 24] www.ijacsa.thesai.org b) Missing Data Toleration: The strategy of this technique is based on the internal treatment where missing data in the dataset is tolerated and analysis is directly performed on the dataset. One such kind of toleration approach is to assign a NULL value to replace the missing piece of data [17, 18, 26] . c) Missing Data Imputation: There are various strategies employed for missing data imputation, in which the missing values found in the dataset are filled, which lets the complete dataset being analyzed. Out of the many imputation techniques, K Nearest Neighbor imputation (KNNI) is utilized in this study. KNNI is population imputation technique, which has successfully produced good results in software development effort estimation [18, 27] . This is quite a practical approach as it has no explicit assumptions for missing data mechanism. The complete cases of a dataset are considered as a donor for imputing the incomplete cases by this technique. KNNI replaces the values of incomplete cases of missing data with its aggregated values. The k nearest neighbors are determined by finding the distance between the complete cases and incomplete cases which measures the similarity between them. There have been used Manhattan Distance and Euclidean Distance to find nearest cases:
Manhattan Distance: It measures the distance by finding the sum of absolute differences between case a and case b with n attributes by the following Equation (4).
Euclidean Distance: It calculates the distance between point a and point b by n number of attributes following the Equation (5).
Rest of the paper is organized as Section II presents the related studies with ABE and the missing data in software engineering datasets and ABE. Section III Includes the experimental procedure. Section IV explains the results of MINN, NC and KNNI on ABE. Discussion on the results is shown in Section V whereas Section VI concludes the study and discusses some future work.
II. RELATED WORK
ABE relies on past projects to estimate the effort of future projects; therefore, the quality of past project dataset makes a significant difference. In software engineering dataset there are usually some data missing which leads the ABE model for the wrong estimation. There are very few studies, focusing on missing data techniques and ABE together, however, missing data techniques have been studied on the software engineering datasets in general quite extensively. Idri, et al. [28] performed a systematic mapping study on missing data and software engineering datasets. It was found in their study that Missing Data Imputation method was used the most out of the three methods for dealing with missing data. Strike, et al. [29] studied missing data for regression-based estimation for all mechanisms of missingness and concluded that missing data imputation produces favourable outcomes in comparison with the other techniques of missing data. Cartwright, et al. [30] used Toleration technique of dealing with missing data for missing at random and missing not at random mechanisms. Twala and Cartwright [31] ensembled multiple imputation and KNN and concluded that their proposed approach improved the prediction accuracy on industrial software engineering datasets. Sentas and Angelis [32] used Expectation Maximization Regression based Imputation, and MultiLogistic Regression-based imputation (MLR) methods and claimed that MLR shows higher accuracy than the other methods. Li, et al. [26] concentrated on Toleration technique for dealing with missing data on Missing Completely At Random to validate AQUA an ABE technique used for estimation. Song, et al. [24] studied KNN and Toleration techniques for all mechanisms of missingness and found that the missingness mechanism affects the performance of KNN and toleration. They showed that missing data has a very negative impact on estimation if the missingness is more than 40%. Idri, et al. [18] conducted a study to evaluate the impact of different missing data techniques on ABE using KNN. Huang, et al. [17] performed an empirical study on crossvalidation of KNN imputation for software quality dataset, though the study compared KNN imputation and Mean imputation, it was specifically on software quality dataset, they did not focus on estimation or ABE. The related studies indicate the importance of imputing the missing data in past projects, especially for ABE. This motivates the research community to further work on improving the imputation techniques for better predicting the software development effort by ABE model.
III. EXPERIMENTAL DESIGN
This estimation process lets ABE estimate the effort to be applied to a target project by making analogies with the historical projects for datasets with imputed missing values. In this study, there are three techniques used to impute the missing values in the historical projects. However, it focuses to find the effects of missing data imputation on ABE, and to compare the introduced imputation technique, Median Imputation of the Nearest Neighbor (MINN) with the Numeric Cleansing (NC) and KNNI to identify suitable imputation technique for ABE. The experimental procedure is divided into three steps for finding the best estimate. Such as Step 1: Imputing missing values in the dataset by the three imputation techniques (MINN, NC and KNNI) one by one, Step 2: estimating the effort through ABE by making analogies,
Step 3: evaluating the estimation performance by MMRE and PRED as shown in Fig. 1 .
In
Step 1: The three techniques were interchangeably used to impute missing values in the datasets, so that performance of these techniques could be compared to identify the better imputation technique to be used with ABE for software development effort prediction. In Step 2, the algorithmic procedure of ABE was applied to the datasets with imputed values. The datasets (Desharnais and DeshMiss) with imputed values are infused in ABE initially, followed by the similarity function (Euclidian) to select the project's features. After applying similarity function, the solution function (Inverse weighted mean as in Equation (3)) was used to find the related project and calculated the effort with associated retrieval rule. In Step 3, the estimation accuracy was tested to validate to www.ijacsa.thesai.org find out which imputation methods outperforms the other. MMRE and PRED were used as the performance evaluation metrics.
A. Performance Accuracy Metrics
There are several metrics to evaluate the performance of estimation methods, such as Relative Error (RE), Magnitude of Relative Error (MRE), and Mean Magnitude of Relative Error (MMRE). MMRE is the most frequently used out of the discussed performance metrics. In [33] , MMRE is defined as:
In Equation (8) and (9), N represents the number of projects, A represents the projects with MRE >= X. The level of X is usually kept at 0.25 in software development effort estimation. The main aim of all the effort estimation models is to increase Percentage of Prediction (PRED) and decrease MMRE. PRED (X) is another extensively used prediction accuracy indicator. PRED (X) shows the estimates percentage within actual values of X percent. X is usually set to 0.25 which makes it possible to reveal the number of estimate portion within 25% tolerance [4] .
B. Dataset Description
There are two datasets employed in this study Desharnais [34] , and DeshMiss. Desharnais is one of the prominent datasets used for different studies of software engineering. This dataset contains the data of 80 software projects. The data of 4 out of the 80 projects is partially missing (e.g. the values of some of the features are missing). There are 9 features in this dataset, the detail of which can be seen in Table 2 . Step 1: Curing missing Data
Step 2: Analogy based Effort Estimation
Step 3: Evaluation Since the Desharnais dataset has a very low number of missing values, an artificial dataset was created similar to Desharnais with the name DeshMiss. In the DeshMiss dataset (Appendix A1), the number and type of features and projects are the same as of Desharnais but 7.22% (52 of the total 720) of the values are deleted with MNAR mechanism to validate the performance of both the imputation methods in the proposed estimation process used in this study. The artificial generation of such missing data has also been performed by studies such as Song, et al. [24] , Strike, et al. [29] and Idri, et al. [18] , Ali and Omer [35] . Further description of the DeshMiss dataset can be seen in Table 3 . The Histogram and pattern of missing data for DeshMiss dataset can be seen in Fig. 2 .
Both the imputation methods in the proposed estimation process are used in this study. The artificial generation of such missing data has also been performed by studies such as Song, et al. [24] , Strike, et al. [29] and Idri, et al. [18] , Ali and Omer [35] . Further Description of the DeshMiss dataset can be seen in Table 3 . The Histogram and pattern of missing data for DeshMiss dataset can be seen in Fig. 3 . 
IV. EXPERIMENTAL RESULTS
A. Median Imputation of the Nearest Neighbor (MINN)
Median Imputation of the Nearest Neighbor (MINN), is a technique introduced in this study for imputing the missing values in software engineering datasets. MINN is the form works the same way as KNNI but with a slight modification. KNNI imputes the missing values based on the neighbors nearest to the value of concern. It works quite productively for MAR or MCAR missingness mechanism but in the case of MNAR, its performance is reduced [17] . The K value for KNN is usually set to 5 or less, in some cases, more than 5 neighbors are chosen to perform imputation. If the missingness pattern or mechanism is MNAR e.g. a number of adjacent values are missing in multiple features, the KNNI imputes some unrealistic values which cause incorrect estimation. A flavor of KNNI also imputes values based on the mean of nearest neighbor but since the unrealistic imputation is continued it imputes slightly irrelevant values. In such a scenario MINN can be very useful, the adjacent missing values are taken in this technique and the median of these neighbors are imputed instead of the mean of all the values, or the random value of nearest neighbors. The procedure of MINN can be seen in Algorithm 1.
Algorithm 1. MINN Algorithm
REQUIRE:
Divide the dataset (D) into two sets. DM is the set with missing values (at least one feature missing). From a set (Dc) and Object O є DC will complete the feature information by the remaining features.
Step 1: Begin
Step 2: For each vector V in DM: i) Divide the instance vector into observed and missing parts as V=[V0:VM] ii) Calculate Dist(V0,O), the distance between V0 and O. Use only those features in O, which are observed in V iii) Select the K nearest instances vectors (KNN) to V iv) Replace the missing value using the MEDIAN of attributes
Step 3: End
Step 3 of the proposed estimation process shown in Fig. 1 , MMRE and PRED were calculated to evaluate the accuracy of estimation in term relative error. As a result, the effects of MINN on ABE while using Desharnais dataset, the MMRE, and PRED values were calculated as 0.1496 and 0.8 respectively as shown in Table 4 , and the effects of MINN on ABE while using DeshMiss dataset, the MMRE and PRED values were calculated as 0.0311 and .84 respectively, which can be seen in Table 4 . The rate of success by PRED and MMRE value was significantly improved due to the relatively large number of missing data in the DeshMiss dataset.
B. Numeric Cleansing
Numeric cleaning or numeric cleansing is used as operations or filters in different tool for pre-processing the datasets; it also helps to cleanse the dataset with missing values. There are different strategies used by numeric cleansing to deal with the missing data such as using a placeholder, mean or any other values to replace the missing values or completely remove the column with missing values [36] .
In this section, the numeric cleansing is performed on the datasets (Desharnais and DeshMiss) to increase the accuracy of predicting the development effort using ABE. Initially, in
Step 1, the dataset with missing values is treated with numeric cleansing where the mean of the values is imputed in the dataset.
The same procedure when applied on Desharnais it imputed the mean value of the same attribute. It imputed 2.26582 in the TeamExp Column of project number 38 and 44 where the data was missing. In the same way, 2.6666666 was imputed in the ManagerExp column of project number 38, 66, and 75 through numeric cleansing. Fig. 2 shows the Desharnais dataset with missing values and Fig. 4 shows the dataset with the imputed mean values through numeric cleansing.
In
Step 2, the analogy-based effort estimation is performed which is provided with the pre-processed (missing values imputed) Desharnais dataset. The ABE used ES to retrieve similar project based on attribute comparison. The solution function in ABE chose the most related project and calculated effort using the inverse distance weighted mean. In Step 3, the mean magnitude of relative error (MMRE) and PRED are calculated to evaluate the accuracy of estimation in term relative error. The complete estimation process where numeric cleansing was performed for imputation of the missing data is shown in Fig. 3 . In
Step 3 of the proposed estimation process, MMRE and PRED were calculated to evaluate the accuracy of estimation in term relative error. As a result, the effects of NC on ABE while using Desharnais dataset, the MMRE, and PRED values were calculated as 0.1518 and 0.8 respectively which is also shown in Table 5 .
As a result, the effects of NC on ABE while using DeshMiss dataset, the MMRE and PRED values were calculated as 0.0596 and 0.8 respectively which can be seen in Table 6 . The rate of success by PRED for both the dataset remained the same but the MMRE value was significantly improved due to the relatively large number of missing data.
C. K Nearest Neighbor Imputation (KNNI)
The KNNI, as discussed in section 3.2.3 is used in place of Numerical Cleansing in Step 1 of the estimation process shown in Fig. 1 , to impute the missing values in Desharnais (as shown in Fig. 2: dataset without imputed values) . The KNNI imputed 2 in TeamExp column and 1 in ManagerExp column of the 38 th project. It imputed 3 in TeamExp column of the 44 th project. In 66 th and 75 th project 2 and 7 were imputed respectively in the ManagerExp column. The values imputed through KNNI shows the natural effect due to its dynamic nature, unlike NC which imputes static values for all the missing information. The default value of K was utilized which is 6.
In
Step 2, the analogy-based effort estimation is performed as it was performed for NC in section 5.2, which is provided with the pre-processed (missing values imputed) Desharnais and DeshMiss datasets one after another. The ABE used ES to retrieve a similar project based on attribute comparison. The solution function in ABE chose the most related project and calculated effort using the inverse distance weighted mean. In
Step 3, the mean magnitude of relative error (MMRE) and PRED are calculated to evaluate the accuracy of estimation in term relative error. The complete estimation process where numeric cleansing was performed for imputation of the missing data is shown in Fig. 1 .
The
Step 3 of proposed estimation process shown in Fig. 1 , MMRE and PRED were calculated to evaluate the accuracy of estimation in term relative error. As a result, the effects of KNNI on ABE while using Desharnais dataset, the MMRE, and PRED values were calculated as 0.1503 and 0.8 respectively as shown in Table 7 . As a result, the effects of KNNI on ABE while using DeshMiss dataset, the MMRE and PRED values were calculated as 0.0323 and .84 respectively, which can be seen in Table 8 . The rate of success by PRED and MMRE value was significantly improved due to the relatively large number of missing data in the DeshMiss dataset.
D. Effects of Numeric Cleansing, KNNI and MINN on ABE for Desharnais Dataset
The value of MMRE was calculated as 0.1518 for Numeric Cleansing based ABE whereas 0.1596 for KNNI and 0.1496 for MINN. The PRED (.25) was calculated as 0.8 for all three imputation techniques (Numeric cleansing, KNNI, MINN) based ABE, as shown in Table 9 . The results are insignificantly improved due to the MCAR missingness mechanism.
E. Effects of Numeric Cleansing, KNNI and MINN on ABE for DeshMiss Dataset
The missing values in the DeshMiss dataset are high in number, unlike Desharnais dataset. The MMRE values were calculated for NC, KNNI, and MINN as 0.0596, 0.0323 and 0.0311 respectively. Whereas, the PRED values for NC, KNN and MINN were calculated as 0.80, 0.84 and 0.84 respectively, which shows a significant improvement. The results of MINN, KNNI, and NC no ABE for DeshMiss dataset are shown in Table 10 . V. DISCUSSION
The experimental results showed that, imputing the missing data have a positive impact on the overall performance of ABE. Moreover, the MINN showed better results against NC and KNN in imputing the missing data which is verified by the proposed estimation process. Though the proposed approach shows insignificant improvement in the ABE performance on the Desharnais dataset, it is due to the very low number of missing values in it. Therefore, the impact of MINN, KNNI, and NC could not be much differentiated initially. However, when the proposed approach was applied to DeshMiss dataset which was artificially created with 7.22% of missing values following the MNAR missing data mechanism, the results showed significant improvement in the ABE estimation process. Since the DeshMiss dataset contains a considerable number of missing values, the impact of MINN, KNNI, and NC on the ABE estimation process can easily be highlighted. The NC technique imputes feature or attributes wise static values to replace all the missing values, whereas KNNI imputes dynamic values according to the neighboring values which shows the realistic values being imputed.
This study focuses on the ABE model that follows human nature as it estimates the future project's effort by making analogies with the past project's data. Since ABE relies on the historical datasets, the quality of the datasets affects the accuracy of estimation. Since, the majority of the software engineering datasets e.g., Desharnais, ISBSG etc., have missing values, there is the need for a better model to handle such scenarios. Consequently, the researchers either have to remove the projects containing missing values or avoid treating the missing values that reduce the ABE performance. To address this problem, this study is targeting MINN, Numeric Cleansing (NC) and K-Nearest Neighbor Imputation (KNNI) method to impute the missing values in Desharnais dataset for ABE. In this study, a comparison among these imputation methods is performed to identify the suitable missing data imputation method for ABE. The results suggested that MINN imputes more realistic values in the missing datasets as compared to values imputed through KNN www.ijacsa.thesai.org and NC. It was also found that the performance of ABE is reduced with deleted missing values and avoided missing values; the imputation treatment method helped in better prediction of the software development effort.
The results suggested that imputing the missing values to complete the datasets has a positive impact on the performance of ABE. In the comparison of MINN, KNNI, and NC, it was found that, though, all three techniques improve the ABE performance, however, MINN significantly outperforms the results of NC when used with ABE for imputing the missing values in the DeshMiss dataset. The Desharnais dataset has a very low number of values missing, due to which, there could not be observed any significant difference among the three techniques when applied to Desharnais dataset. The dynamic nature of imputing values by MINN shows that it imputes more realistic values as compared to NC and slightly better than KNNI on small datasets.
The concept of missing values is intended to further improve for enhancing the ABE process in the future. The impact of MINN should also be analyzed for large datasets because the dataset used in this study have data of 80 projects only. If MINN loses its performance on large dataset as is predicted, there could be proposed some novel imputation methods which may also deal with the large projects and with a large number of values missing.
VI. CONCLUSION AND FUTURE WORK
The successful management of a software project strongly depends upon the accuracy of software development effort estimation as it can substantially affect the planning and scheduling of a project. Analogy-based Estimation (ABE) has been widely adopted for effort estimation right from its genesis until recently. There have been many attempts made but to improve this estimation model from a different perspective but there are a very few studies which really focused on its vital part which is the data quality of the past datasets. It is very much necessary to have a complete dataset for making an analogy to predict the software development effort. There are usually values missing from the software engineering dataset of past projects. There are different treatment methods applied to deal with the missing values in these datasets. Imputing the missing data to replace the missing values is one of the prominent methods. There are different imputation methods used to impute missing values in the software engineering datasets. MINN K Nearest Neighbor Imputation (KNNI) and Numeric Cleansing are two of the imputation techniques. In this study, Numeric Cleansing (NC), K-Nearest Neighbor Imputation (KNNI) and Median Imputation of the Nearest Neighbor (MINN) methods are used to impute the missing values in Desharnais and DesMish datasets for ABE. MINN technique is introduced in this study. A comparison among these imputation methods is performed to identify the suitable missing data imputation method for ABE. The results suggested that MINN imputes more realistic values in the missing datasets as compared to values imputed through NC and KNNI. It was also found that the imputation treatment method helped in better prediction of the software development effort on ABE model. The impact of MINN should also be analyzed for large datasets because the dataset used in this study have the data of 80 projects only. If MINN loses its performance on large dataset as is predicted, there could be proposed some novel imputation methods which may also deal with the large projects and with a large number of values missing. APPENDIX A 
