Abstract This chapter introduces and analyzes a method for registering multimodal images with occluding objects in the scene. An analysis of multimodal image registration gives insight into the limitations of assumptions made in current approaches and motivates the methodology of the developed algorithm. Using calibrated stereo imagery, we use maximization of mutual information in sliding correspondence windows that inform a disparity voting algorithm to demonstrate successful registration of objects in color and thermal imagery where there is significant occlusion. Extensive testing of scenes with multiple objects at different depths and levels of occlusion shows high rates of successful registration. Ground truth experiments demonstrate the utility of disparity voting techniques for multimodal registration by yielding qualitative and quantitative results that outperform approaches that do not consider occlusions. A framework for tracking with the registered multimodal features is also presented and experimentally validated. 
Introduction
Computer vision applications are increasingly using multimodal imagery to obtain and process information about a scene. Specifically, the disparate yet complementary nature of visual and thermal imagery has been used in recent works to obtain additional information and robustness [1, 2] . The use of both types of imagery yields information about the scene that is rich in color, depth, motion, and thermal detail. Such information can then be used to successfully detect, track, and analyze people and objects in the scene.
To associate the information from each modality, corresponding data in each image must be successfully registered. In long-range surveillance applications [2] , the cameras are assumed to be oriented in such a way that a global alignment function will register all objects in the scene. However, this assumption means that the camera must be very far away from the imaged scene. When analysis of nearer scenes is desired or necessary, the global alignment will not hold.
A minimum camera solution for registering multimodal imagery in these shortrange surveillance situations would be to use a single camera from each modality, arranged in a stereo pair. Unlike colocating the cameras, arranging the cameras into a stereo pair allows objects at different depths to be registered. The stereo registration would occur on a local level, similar to the way unimodal stereo camera approaches give local registration for the left and right camera pairs. However, because of the disparate nature of the imagery, conventional stereo correspondence-matching assumptions do not hold, and care needs to be taken to ensure reliable registration of objects in the scene.
One fundamental approach to multimodal stereo registration is to utilize mutual information to assign correspondence values to the scene. Egnal has shown that mutual information is a viable similarity metric for multimodal stereo registration when the mutual information window sizes are large enough to sufficiently populate the joint probability histogram of the mutual information computation [3] . An approach by Chen et al. [4] sought to obtain these large window regions by assuming that bounding boxes (BBs) could be extracted and tracked for each object in the scene. When the assumption that segmentation and tracking of each BB is perfect, the given regions can provide for accurate registration. However, in practice, it is often difficult to obtain these necessary tracking results when there are occluding objects in the scene. In these occlusion cases, segmentation often gives BBs consisting of two or more merged objects, and the BB approach will not be able to successfully register the objects in the merged BB.
This chapter introduces an approach to registering multimodal imagery that is able to accurately register occluding objects at different disparities in the scene. A disparity voting (DV) technique that uses the accumulation of disparity values from sliding correspondence windows gives reliable and robust registration results for initial segmentations that can include occluding objects. This approach requires no prior assumptions about pixel ownership or tracking. Analysis of several thousand frames demonstrated the success of our registration algorithm for complex scenes with high levels of occlusion and numbers of objects occupying the imaged space. Experiments using both ground truth and practical segmentation illustrated how the occlusion handling of the DV algorithm is an improvement over previous approaches. A framework for tracking with the registered multimodal features is also presented and experimentally validated.
Related Research
Many of the previous works in multimodal image registration have addressed the registration problem by assuming that a global transformation model exists that will register all the objects in the scene. Davis and Sharma [2] , as well as O'Conaire et al. [5] , used an infinite planar homography assumption to perform registration. Under this assumption, the imaged scene will be very far from the camera, so that an object's displacement from the registered ground plane will be negligible compared to the observation distance. While this is appropriate for long-distance and overhead surveillance scenes, it is not valid when objects can be at various depths and their difference is significant relative to their distance from the camera.
Other global image registration methods assume that all registered objects will lie on a single plane in the image. It is impossible to accurately register objects at different observation depths under this assumption as the displacement and scaling for each object will depend on the varying perspective effects of the camera. This means that accurate registration can only occur when there is only one observed object in the scene [6] or when all the observed objects are restricted to lie at approximately the same distance from the camera [7] . The global alignment algorithms proposed by Irani & Anandan [8] and Coiras et al. [9] do not account or experiment when there are objects at different depths or in different planes in the image. Both utilize the assumption that the colocation of the cameras and the observed distances are such that the parallax effects can be ignored.
Multiple stereo camera approaches have been investigated by Bertozzi et al. [1] . They used four cameras configured into two unimodal stereo pairs that yielded two separate disparity estimates. Registration can then occur in the disparity domain. While this approach yields redundancy and registration success, the use of four cameras can be cumbersome in physical creation, calibration, and management, as well as in data storage and processing. A registration solution using the minimum (2) number of cameras is desired.
Chen et al. [4] introduced the idea of registering partial image regions of interest instead of finding a global transformation. The main assumption of this approach is that each BB region of interest corresponds to a single object in the scene and is at a specific plane that can be individually registered with a separate homography. They proposed that the imagery can be registered using a maximization of mutual information technique on BB that correspond to detected and tracked objects in one of the modalities. The matching BB is then searched over the other modality. Each BB is independently matched so that multiple objects at different depths can be registered.
However, a limiting requirement of this approach is that BBs can always be properly segmented and tracked in one of the modalities so that the corresponding region can be identified using the maximization of mutual information technique. While [10] relaxed this somewhat by proposing an initial silhouette extraction for BB construction, the assumption that the BBs will be properly segmented will often not hold, especially when occlusions can produce BBs that contain two or more merged objects at different depths. Objects will not be registered properly when using BBs that contain multiple objects as the required assumption that a BB is contained within a single plane will not hold. In addition, Chen et al. did not actually present any registration results where there are objects that are at significantly different depths in the scene or situations where occlusions or improperly formed BBs are an issue. 
Multimodal Test Bed
To analyze the multimodal imagery and offer a direct comparison to both unimodal color and unimodal infrared stereo setups, we have designed a test bed capable of generating the three separate, yet synchronized, stereo imageries. Utilizing a twocolor, two-infrared system and a four-input frame grabber, we are able to obtain synchronized uncompressed streams from each camera. The cameras have been arranged and aligned carefully on a metal frame that supports variable baselines and easy addition, removal, and adjustment of each camera ( Fig. 14.1 ). The cameras can be calibrated using a single calibration board to yield rectification parameters for color, thermal, and multimodal stereo pairs. Once calibrated, it is quite simple and quick to conduct experiments in a manner that can yield frame-by-frame comparison of results across individual stereo rigs.
Stereo Algorithms for Multimodal Imagery
Algorithms have been developed that utilize mutual information to solve the stereo correspondence between two images. Using mutual information to measure the similarity of potential correspondences is attractive because it is inherently robust to differences in intensities between two corresponding points. Egnal [3] is historically attributed with proposing the idea of using mutual information as a stereo correspondence-matching feature, yet results were of relatively low quality until Kim et al. [11] and subsequently Hirschmüller [12] demonstrated very successful stereo disparity generation by using mutual information in an energy minimization context. They have shown how the mutual information measure gives good results even when the images are synthetically altered by an arbitrary intensity transformation. We investigate whether these mutual information-based stereo algorithms can resolve the correspondence problem for true multimodal imagery with the same success achieved for synthetically altered imagery.
We chose to utilize the algorithm developed by Hirschmüller [12] in analyzing the use of mutual information with energy minimization for solving multimodal stereo correspondences. This choice was based on the fact that this algorithm is the mutual information-based approach that performed best on the Middlebury College Stereo Evaluation [13] . Its use of mutual information is identical to that of Kim et al. . [11] , and the two algorithms differ only in how the energy function is minimized, with Kim et al. using the global optimization of graph cuts, while Hirschmüller utilized a faster hierarchical approach called semiglobal matching.
To compute mutual information in this framework, Kim et al. [11] adapted the mutual information computation to fit within the energy minimization framework. We rederive this computational framework here for convenience. The mutual information (MI) between two images I L and I R is defined as
where H L and H R are the entropies of the two images, and H L,R is the joint entropy term. These entropies are defined as
where P is the probability distribution of intensities for a given image (L) or image pair (L, R), respectively. To put the entropy terms into the energy minimization framework, Kim et al. approximated the H as a sum of terms based on each pixel pair p in the imagery:
The joint entropy h L,R is computed performing Parzen estimation [twodimensional (2D) convolution with Gaussian g(l, r)] and approximating the probability distribution P L,R as the normalized 2D histogram of corresponding pixels from image pair I L and I R .
Similarly, the entropy term is:
From this, Kim et al. redefined mutual information as:
It is this mi term that both Kim et al. [11] and Hirschmüller [12] used in their iterative stereo algorithm cost functions. We experimented with the stereo algorithm proposed by Hirschmüller for a variety of multimodal imagery, including color pairs, synthetically altered color pairs and paired color/infrared imagery. Figure 14 .2 shows the results of the semiglobal matching algorithm using mutual information proposed in [12] for different test images. The first row shows the results for two matched color stereo pairs. Notice how the resulting disparity image provides dense and quality estimates for the entire image. For each object in the scene, there is a silhouette of disparity that fits logically with the scene. Depth order is maintained throughout, and the overall disparity image appears similar to those reported in the stereo-matching literature [13] . These results are expected and are on par with the quality of disparity results reported in the original article. The results in the second row show the disparity image when the right image is posterized to 8 intensity levels. The results in the third row show when the right image is synthetically altered with an arbitrary transform. In this case, the transform is quite complex, and the intensity transform is not one to one, y = 128(cos(x/15) · x/255 + 1). Each of these disparity images gives dense and accurate estimates that are very similar to the original unaltered stereo pair. This assessment corroborates with other stereo results for synthetically altered imagery reported in [11] and [12] . In addition, the fourth row shows successful stereo matching when using two infrared images.
The final row, Fig. 14.2e, shows the results when the same algorithm is applied to multimodal stereo imagery. The resulting disparity image yields completely invalid results, and the algorithm cannot resolve any of the correct correspondences. The people in the infrared image are clearly visible, and as humans we would have no problem finding the corresponding person from the color image. The transform between color and thermal, while different from the synthetic transform, does not appear to be markedly worse, although some details, especially in the background regions, are lost. The question remains, what is fundamentally different about the infrared imagery that prevents the correct determination of correspondence values?
To try to answer this question, we need a deeper analysis of the underlying mutual information optimization scheme. At the initialization of the energy minimization algorithms, a random disparity map is chosen to initialize the probability distribution that is used to compute the mutual information terms. At this point, it is expected that the mutual information, denoted mi in [12] and D in [11] , will appear relatively uncorrelated and give a low mutual information score. As the algorithmic iterations progress, it is desired that the mi values approach a maximum and the 2D mi plot follows the true intensity relation between the left and right images. For example, for the matched color stereo pair, the mi values lie along a line with negative unit slope when the correct disparity correspondences are found. The mi plots for noncorresponding and corresponding image regions. MI mutual information image 2D mi histogram. For the color-color, color-posterized, color-altered color, and infrared-infrared cases, when we choose corresponding image regions, the mi plot shows the well-correlated image intensity transform, as expected. However, for the case of corresponding color-infrared images, the mi value does not reduce to some easily discernable transform. In fact, the intensities for the corresponding multimodal regions appear just as uncorrelated as the intensities for the noncorresponding regions. This indicates that using these types of energy minimization algorithms is not possible with color and infrared stereo imagery. This uncorrelatedness of the color and thermal imagery means that it is difficult to predict the intensity of an infrared pixel given a corresponding color intensity. Because of this, the use of mutual information as an energy minimization term is not appropriate. The mutual information energy term (mi values) needs to be minimized, yet cannot be because the uncorrelation between color and thermal image intensities produces similarly large values for both good and bad matches.
Multimodal Stereo Using Primitive Matching
We have demonstrated that current state-of-the-art stereo algorithms cannot utilize mutual information to effectively solve the multimodal stereo correspondence problem. It is important to now seek out alternative features and approaches that may give some way of obtaining correspondences in the scene. To achieve any success in stereo correspondence matching with multimodal imagery, it is imperative to first identify features that are universal to both color and thermal imagery. While it is clear that there is little commonality associated with the intensities across color and thermal imagery, the example multimodal stereo pair in Fig. 14.2e suggests that there is some clear commonality on a regional (object) level and on edges associated with these region boundaries. For example, skin tone regions in the color image correspond well to bright intensity regions on the infrared image. In general, the silhouettes associated with the people in the scene have similar sizes, shapes, and edge boundaries in each modality.
Resolving stereo correspondences through regions is one of the classical approaches to utilizing image features for image matching. Traditionally, works such as those by Marapane and Trivedi [14] and Cohen et al. [15] use image segmentation to obtain regions and can achieve a coarse disparity estimate. Usually, this sort of approach is one part of a larger stereo-matching algorithm with the coarse disparity map used to guide refinements at finer detail. More recently, approaches that use the concept of oversegmentation have been applied to stereo imagery [16, 17] . By oversegmenting the image into very small regions, matching can be done in a progressive manner similar to pixel-based energy minimization functions. These oversegmentation approaches rely on the intensity similarity properties of unimodal stereo imagery and are therefore not readily extendable to the multimodal case. The challenge in applying region-based approaches to multimodal imagery lies in finding region segmentation that yields small enough regions to allow for a fine level of disparities while maintaining large enough regions to allow for reliable and robust matching.
We have developed an algorithm [18] for matching regions in a multimodal stereo context. This approach gives robust disparity estimation with statistical confidence values for each estimate for inputs that have some initial rough segmentation in each image. Currently, that segmentation is achieved through background subtraction in the color image and intensity thresholding in the infrared image. Figure 14 .4 shows a flowchart outlining the algorithmic framework for our region-based stereo algorithm. Individual modules are described in the subsequent sections. 
Image Acquisition and Foreground Extraction
The acquired and rectified image pairs are denoted as I L , the left color image, and I R , the right thermal image. Due to the high differences in imaging characteristics, it is very difficult to find correspondences for the entire scene. Instead, matching is focused on the pixels that correspond to foreground objects of interest. Naturally then, it is desirable to determine which pixels in the frame belong to the foreground. In this step, only a rough estimate of the foreground pixels is necessary, and a fair amount of false positives and negatives is acceptable. Any "good" segmentation algorithm could potentially be used with success. The corresponding foreground images are F L and F R , respectively. In addition, the color image is converted to gray scale for mutual information-based matching. Example input images and foreground maps are shown in Fig. 14 .5.
Correspondence Matching Using Maximization of Mutual Information
Once the foreground regions are obtained, the correspondence matching can begin.
Matching occurs by fixing a correspondence window along one reference image in the pair and sliding the window along the second image that is the best match. Let h and w be the height and width of the image, respectively. For each column where Mh * is the area of the correspondence window. The result in (14.9) comes from Thevenaz and Unser's [19] suggestion that this equation is reasonable to determine the number of levels needed to give good results for maximizing the mutual information between image regions. Now, we can compute the quality of the match between the two correspondence windows by measuring the mutual information between them. We define the mutual information between two specific image patches as MI i,d where again i is the center of the reference correspondence window, and i + d is the center of the second correspondence window. For each column i, we have a mutual information value
i that best matches the two windows is the one that maximizes the mutual information:
The process of computing the mutual information for a specific correspondence window is illustrated in Fig. 14. 6. An example plot of the mutual information values over the range of disparities is also shown. The red box in the color image is a visualization of a potential reference correspondence window. Candidate sliding correspondence windows for the thermal image are visualized in green boxes.
Disparity Voting with Sliding Correspondence Windows
We wish to assign a vote for d * i , the disparity that maximizes the mutual information, to all foreground pixels in the reference correspondence window. Define a DV matrix D L of size (h, w, d max − d min + 1), the range of disparities. Then, given a column i, for each image pixel that is in the correspondence window and foreground map, ..,d max , which can be experimentally determined based on scene structure and the areas in the scene where activity will occur. Entries in the matrix correspond to the number of votes given to a specific disparity at a specific column in the image. Brighter areas correspond to a higher vote tally. The complementary process of correspondence window matching is also performed by keeping the right thermal infrared image fixed. The algorithm is identical to the one described, switching the left and right denotations. The corresponding disparity accumulation matrix is given as D R .
Once the DV matrices have been evaluated for the entire image, the final disparity registration values can be determined. For both the left and right images, we determine the best disparity value and its corresponding confidence measure as windows, and in turn, the disparity value is more likely to be accurate. Values for D * R and C * R are similarly determined. The values of D * R and C * R are also shifted by their disparities so that they align to the left image:
Once the two disparity images are aligned, they can be combined. We have chosen to combine them using an AND operation. This experimentally gives the most robust results. So, for all pixels
The resulting image D * (u, v) is the disparity image for all the overlapping foreground object pixels in the image. It can be used to register multiple objects in the image, even at very different depths from the camera. Figure 14 .7 shows the result of registration for the example frame carried throughout the algorithmic derivation. Figure 14 .7a shows the computed disparity image D * , while Fig. 14.7b shows the initial alignment of the color and thermal images, and Fig. 14.7c shows the alignment after shifting the foreground pixels by the resulting disparity image. The thermal foreground pixels are overlaid (in green) on the color foreground pixels (in purple).
The resulting correspondence matching in Fig. 14.7 is successful in aligning the foreground areas associated with each of the three people in the scene. Each person in the scene lies at a different distance from the camera and yields a different disparity value that will align its corresponding image components.
Experimental Analysis and Discussion
The DV registration algorithm was tested using color and thermal data collected where the cameras were oriented in the same direction with a baseline of 10 cm. The cameras were placed so that the optical axis was approximately parallel to the ground. This position was used to satisfy the assumption that there would be approximately constant disparity across all pixels associated with a specific person in the frame. Placing the cameras in this sort of position is a reasonable thing to do, and such a position is appropriate for many applications. Video was captured as up to four people moved throughout an indoor environment. For these specific experiments, foreground segmentation in the visual imagery was done using the codebook model proposed by Kim et al. [20] . In the thermal imagery, the foreground is obtained using an intensity threshold under the assumption that the people in the foreground are hotter than the background. This approach provided reasonable segmentation in each image. The goal was to obtain registration results for various configurations of people, including different positions, distances from camera, and levels of occlusion. Figure 14 .8 shows the result of registration for the example frame carried throughout the algorithmic derivation. Figure 14 .8a shows the initial alignment of the color and thermal images, while Fig. 14.8b shows the alignment after shifting the foreground pixels by the resulting disparity image D * shown in Fig. 14.7 . The thermal foreground pixels are overlaid (in green) on the color foreground pixels (in purple).
The resulting registration in Fig. 14.8 is successful in aligning the foreground areas associated with each of the three people in the scene. Each person in the scene lies at a different distance from the camera and yields a different disparity value that will align its corresponding image components.
Examples of successful registration for additional frames are shown in Fig. 14.9 . Columns a and b show the input color and thermal images; column c illustrates the initial registration of the objects in the scene, and column d shows the resulting registration overlay after the DV has been performed. These examples show the registration success of the DV algorithm in handling occlusion and properly registering multiple objects at widely disparate depths from the camera.
Algorithmic Evaluation
We have analyzed the registration results of our DV algorithm for more than 2,000 frames of captured video. To evaluate the registration, we define correct registration as when the color and infrared data corresponding to each foreground object in the scene were visibly aligned. If one or more objects in the scene is not visibly aligned, then the registration is deemed incorrect for the entire frame. Table 14 .1 shows the results of this evaluation. The data are broken down into groups based on the number of objects in the scene. This analysis shows that when there was no visible occlusion in the scene, registration was correct 100% of the time. This indicates that our approach can equal the "perfect segmentation" assumption of the BB approach of Chen et al. [4] . We further break down the analysis to consider only the frames where there are occluding objects in the scene. Under these conditions, the registration success of the DV algorithm is shown in Table 14 .2. The registration results for the occluded frames is still quite high, with most errors occurring during times of near-total occlusion.
Comparative Evaluation Using Ground Truth Disparity Values
In order to demonstrate how our DV algorithm extends and handles occlusions in an improved way over the BB approach of Chen et al. [4] , we offer both a qualitative and quantitative comparison of the two approaches. It is our contention that the DV algorithm will provide good registration results during occlusions, when initial segmentation gives regions that contained merged objects. Under these circumstances, BB algorithms such as [4] , which demand reliable tracking and maintenance of each object in the scene, will fail when that tracking cannot be obtained. Our DV algorithm makes no assumptions about the assignment of pixels to individual objects, only that a reasonable segmentation can be obtained. In cases when that segmentation does not include occlusion, we demonstrate successful registration on par with BB methods. In cases of occlusion, we demonstrate that the DV registration performance outperforms BB approaches and can successfully register all objects in the scene.
To demonstrate the utility of the DV algorithm for handling registration with occluding objects, we compare the BB and DV techniques when we have ground truth background segmentation. We generate the ground truth by manually segmenting the regions that correspond to foreground for each image. We then determine the ground truth disparity by individually matching each manually segmented object in the scene. This ground truth disparity image allows us to directly and quantitatively compare the registration success of the DV algorithm and the BB approach. The desire is to show that even during perfect background segmentation, BB approaches can only perform successful registration if there is no occlusion or if there is perfect tracking to assign object ownership to the pixels in the segmented foreground. By comparing the registration results to the ground truth disparities, we are able to quantify the success of each algorithm and show that the DV algorithm outperforms the BB approach for occluding object regions. Figure 14 .10 illustrates the ground truth disparity comparison tests. Column a shows the ground truth disparity, column b shows the disparity generated using the BB algorithm, and column c shows the disparity generated using the DV algorithm. The subsequent examples all have occlusion regions, and the DV approach more closely follows ground truth than the BB approach. The BB registration results have multiple objects registered at the same depth, although the ground truth shows that they are at separate depths. Our DV algorithm is able to determine the distinct disparities for different objects, and the |Δ Disparity| plots show that the DV algorithm is quantitatively closer to the ground truth, with most registration errors within one pixel of ground truth, with larger errors usually occurring only in small portions of the image. On the other hand, when errors occur in the BB approach, the resulting disparity offset error is large and occurs for the entire scope of erroneously registered object.
Comparative Assessment of Registration Algorithms with Nonideal Segmentation
We perform a qualitative evaluation using the real segmentations generated from codebook background subtraction in the color image and intensity thresholding in the thermal image. These common segmentation algorithms only give foreground pixels and make no attempt to discern the structure of the pixels. Figure 14 .12
(8) illustrates several examples that compare the registration results of the DV and BB algorithms. Notice how the disparities for the BB algorithm in row 5 are constant for the entire occlusion region even though the objects are clearly at very different disparities. The disparity results for our DV algorithm in row 6 show distinct disparities in the occlusion regions that correspond to the appropriate objects in the scene. Visual inspection of rows 7 and 8 show that the resulting registered alignment from the disparity values is more accurate for the DV approach. Figure 14 .13 shows the registration alignment for each algorithm in closer detail for a selection of frames. Notice how the DV approach is able to align each object in the frame, while the BB approach has alignment errors due to the fact that the segmentation of the image yielded BBs that contained more than one object. Clearly, DV is able to handle the registration in these occlusion situations, and the resulting alignment appears qualitatively better than the BB approach.
Multimodal Video Analysis for Person Tracking: Basic Framework and Experimental Study
We have shown that the DV algorithm for multimodal registration is a robust approach to estimating the alignment disparities in scenes with multiple occluding people. The disparities generated from the registration process yield values that can be used to differentiate the people in the room. It is with this in mind that we investigate the use of multimodal disparity as a feature for tracking people in a scene. Tracking human motion using computer vision approaches is a well-studied area of research, and a good survey by Moeslund and Granum [21] gave lucid insight into the issues, assumptions, and limitations of a large variety of tracking approaches. One approach, disparity-based tracking, has been investigated for conventional color stereo cameras and has proven quite robust in localizing and maintaining tracks through occlusion as the tracking is performed in 3D space by transforming the stereo image estimates into a plan-view occupancy map of the imaged space [22] . We wish to explore the feasibility of using such approaches to tracking with the disparities generated from DV registration. An example sequence of frames in Fig. 14. 14 illustrates the type of people movements we aim to track. The sequence has multiple people occupying the imaged scene. Over the sequence, the people move in a way that there is multiple occlusions of people at different depths. The registration disparities that are used to align the color and thermal images can be used as a feature for tracking people through these occlusions and maneuvers. Figure 14 .15 shows an algorithmic framework for multimodal person tracking. In tracking approaches, representative features are typically extracted from all available images in the setup [23] . Features are used to associate tracks from frame to frame, and the output of the tracker is often used to guide subsequent feature extraction. All of these algorithmic modules are imperative for reliable and robust tracking. For our initial investigations, we focus on the viability of registration disparity as a tracking feature.
To determine the accuracy of the disparity estimates for tracking, we first calibrate the scene. This is done by having a person walk around the test bed area, stopping at preset locations in the scene. At each location, we measure the disparity generated from our algorithm and use that as ground truth for analyzing the disparities generated when there are more complex scenes with multiple people This is a reasonable method as robust head detection algorithms could be implemented for both color and thermal imagery (skin tone, hot spots, head template matching). Approaches such as vertical projection or v-disparity could also be used to determine the locations of people in the scene. Ground truth disparity estimates were generated by visually determining the disparity based on the person's position relative to the ground truth disparity range map as shown in Fig. 14.16 . Experimental disparities were generated using the DV algorithm with the disparity of each person determined from disparity values in the head region. A moving average of 150 ms was used to smooth instantaneous disparity estimates. Figure 14 .17 shows the track patterns and ground truth for the example sequence in Fig. 14. 14. The ground truth is plotted in solid colors for each person in the sequence, while the disparity estimates from the DV algorithm are shown in corresponding colored symbols with dotted lines connecting the estimates. Figure 14 .17a is a representation of the tracks, illustrating a "plan-view"-like representation of the movements and disparity changes of the people in the test bed. Figure 14 .17b shows a time-varying version of the same data, with the frame number plotted in the third dimension.
The plots in Fig. 14.17 show that the disparities generated from the DV registration reasonably follow the ground truth tracks. As the green tracked person moves behind and becomes occluded by the blue tracked person, we see that the disparities generated when the person reemerges from the occlusion are in line with the ground truth disparities and can be used to reassociate the track after the occlusion.
Errors from ground truth are particularly apparent when people are further from the camera. This is because of the nonlinearity of the disparity distribution. There are more distinct disparities nearer to the camera. As you move deeper in the scene in Fig. 14.16 , the change in disparity for the same change in distance is much less. At these distances, errors of even one disparity shift are very pronounced. Conventional stereo algorithms typically used approaches that give subpixel accuracy, but the current implementation of our DV algorithm only gives pixel-level disparity shifts. While this may be acceptable for registration alignment, refinement steps are necessary to make disparity a more robust tracking feature. Approaches that use multiple primitives [24] , such as edges, shapes, silhouettes, and the like, could be used to augment the accuracy of the DV algorithm. In addition, using multiple tracking features could provide additional measurements that can be used to boost the association accuracy.
Summary and Concluding Remarks
In this chapter, we have introduced and analyzed a method for registering multimodal images with occluding objects in the scene. By using a DV approach, the algorithm has given successful and reliable registration without relying on any assumptions about the tracked ownership of pixels to object regions in the scene. An analysis of over 2,000 frames yielded a registration success rate of over 97%, with a 96% success rate when considering only occlusion examples. In addition, ground truth and segmentation comparisons illustrate how the DV algorithm improves the registration accuracy and robustness of previous BB techniques in both quantitative and qualitative evaluations. DV gives the ability to determine accurate registration disparities for occluded objects that can be used as a feature of objects in the scene for further detection, tracking, and analysis.
Multimodal imagery applications for human analysis span a variety of application domains, including medical [25] , in-vehicle safety systems [26] , and longrange surveillance [2] . Typically, these types of systems do not operate on data that have multiple objects and multiple depths that are significant relative to their distance from the camera. It is in this realm, including short-range surveillance [18] and pedestrian detection applications [27] , that we believe DV registration techniques will prove useful.
