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Abstract-Measures of irregularity of distribution, such as discrepancy and dispersion, play a ma- 
jor role in quasi-Monte Carlo methods for integration and optimization. In this paper, a new measure 
of irregularity of distribution, called volume-dispersion, is introduced. Its relation to the discrepancy 
and traditional dispersion, and its applications in global optimization problems are investigated. 
Optimization errors are bounded in terms of the volume-dispersion. Also, the volume-dispersion is 
generalized to the so-called F-volume-dispersion and quasi-F-volume-dispersion. They are resson- 
able messure8 of representation of point sets for given probability distributions on general domains 
and have potential applications in optimization problems when prior knowledge about the possible 
location of the optimizer is known and in the problems of experimental de$gns. Methods of generat- 
ing point sets with low quasi-F-volume-dispersion are described. @ 2002 Elsevier Science Ltd. All 
rights reserved. 
Keywords-Quasi-Monte Carlo methods, Irregularity of distribution, Dispersion, Discrepancy, 
Optimization. 
1. INTRODUCTION 
Quasi-Monte Carlo (QMC) methods can be described as deterministic versions of Monte Carlo 
methods, in the sense that the random samples in Monte Carlo methods are replaced by well- 
chosen deterministic points. Particular interest in QMC methods has centered on measures of 
irregularity or uniformity of distribution, and on the development of sequences well distributed 
according to such measures. Discrepancy and dispersion, the two well-known measures of irreg- 
ularity of distribution of point sets, play a major role in QMC methods for choosing good point 
sets. The discrepancy criterion is particularly suited for numerical integration, and the dispersion 
criterion is especially useful in studying global optimization problems [1,2]. 
We recall the definitions of discrepancies and dispersion. Let PN = {xl,. . . , xN} be a point 
set of N points in the s-dimensional unit cube I” = [0, 11’ and let A(J; PN) denote the number 
of points of PN falling in the region J. 
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DEFINITION 1.1. The (extreme) discrepancy D(P,) of PN is defined by 
D(P,) = sup 
JEE 
A(JN!+) - Vol (J) ) 
where E is the family of all subintervals of Is of the form fli==, [ui, vi] and Vol (J) is the volume 
of the subinterval J. If E is the family of all subintervals of IS of the form ni==, [0, vi], then the 
star discrepancy is obtained. 
The importance of discrepancy for QMC integration can be seen from the well-known Koksma- 
Hlawka inequality (see [l]). There are several methods for constructing low discrepancy sequences 
for which the discrepancy is bounded by a constant times N-‘(log N)‘, which suggests much 
greater uniformity than a sequence of random numbers [1,3-51. 
DEFINITION 1.2. Letting p be a metric on Is, the dispersion d(PN,p) of PN is defined by 
d(%, p) = SUP min p(X, Xn). 
x~18 11n6N 
(2) 
The dispersion criterion is regarded as more significant than discrepancy in global optimization 
theory. Consider the problem of global optimization 
f* = w& f(x), (3) 
where f : Is + R is a function defined on the s-dimensional unit cube Ia. 
There are many gradient methods for this kind of problem. But if the objective function is not 
unimodal and the dimension s is large, it is often difficult to reach the global maximum (often 
the local maximum is obtained), since the solution often depends on the choice of the initial 
point. Therefore, we sometimes use QMC search algorithms (also known as quasi-random search 
methods), which are deterministic analogs of random search procedures [6] for approximating 
global extrema of a function. To approximate f *, suppose that we are allowed to choose N points 
, XN in IS at which to observe the values of the function f. Letting f& = mml<i<N f (xi), 
ri&i’the approximate error can be bounded in terms of the dispersion d(PN, p) (see Tl?]) 
f’ - fh I w(f,d(%,P)), 
where w(f, t) is the modulus of continuity of f(x), defined by 
w(f7t) = $yst If (4 - f (v)L 
u,vEY 
for t 2 0. 
If f is continuous on Is, then the convergence to the global maximum is assured, whenever 
d(PN, p) -+ 0 as N + 00. The goal of QMC search is to choose the points in such a way that f;V 
is a good approximation to f *. The inequality (4) indicates the usefulness of point sets with 
small dispersion in QMC search algorithms. 
This paper is organized as follows. In Section 2, motivated by an equivalent definition of the 
traditional dispersion, a new measure of irregularity of distribution, called volume-dispersion, 
is proposed. Its relation to the discrepancy and traditional dispersion, and its applications in 
optimization problems are investigated. In Section 3, we extend the concept of volume-dispersion 
and define the so-called F-volume-dispersion and quasi-F-volume-dispersion. They are reasonable 
measures of representation of point sets for given probability distribution. Such a distribution 
might represent prior knowledge about the likely location of the optimizer. Finally, we conclude 
and present directions for future research in Section 4. 
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2. A NEW MEASURE OF IRREGULARITY OF DISTRIBUTION 
2.1. The Definition of the New Measure-Volume-Dispersion 
We begin by giving an equivalent definition of the traditional dispersion defined in (2). Let 
the point set PN and the metric p be the same as in Definition 1.2. Let 
B(x,r,p) = (2 E IS : p(z,x) 5 ?-}. 
THEOREM 2.1. The following is an equivalent ,definition of the dispersion d(PN, p): 




where the supremum is taken over all the points x E I” and all radii r 2 0. In other words, the 
dispersion of PN is the maximum radius of the ball which contains no point of PN. 
PROOF. Denote the quantities defined in (2) and (5) by dl and da, respectively. We must prove 
that dl = dz. 
By the definition of dl, for arbitrary E with 0 < E < dl, there exists a point x* E Is, such 
that p(x*, h) > dl -E for 1 5 n 5 N. This means that the ball B(x*, dl - E, p) contains none of 
the points xl,. . . ,XN, i.e., B(x*,dl - ~,p) rl PN = 8. Hence, d2 1 dl - E. This implies dz 2 dl. 
On the other hand, by the definition of d 2, for arbitrary E with 0 < E < d2, there exists a 
point x* E Is, such that 
sup{r : B(x,, r, p) n PN = 0) > d2 - E. 
7.20 
Hence, B(x,,dz - ~,p) n PN = 8. This means p(x*,xn) > d2 - E for 1 5 n 5 N. Thus, 
dl 2 minl<,<N p(x*, x,) 2 d2 - E. This implies dl > d2. This completes the proof. I 
Motivated by Theorem 2.1, if we consider the “volume” (i.e., Lebesgue measure) of the ball 
B(x, r, p) instead of its radius r, then the so-called “volume-dispersion” can be defined. 
DEFINITION 2.1. The volume-dispersion U~(PN, p) of the point set PN is defined by 
L)d(PN, p) = ;${vol [B( x7 r7 P)] : B(x, r7 P) n PN = 8), 
7.20 
where the supremum is taken over all x E Is and all radii r 1 0, and Vol [B(x, r, p)] denotes the 
volume (Lebesgue measure) of the ball B(x,r, p). If the metric p can be understood from the 
context, we simply write Us for the volume-dispersion. 
Intuitively, the volume-dispersion of PN is the largest volume of the ball B(x, r, p), which 
contains no point of PN. If the volume-dispersion is small, then the set PN leaves no big “empty” 
ball. In this sense, the volume-dispersion is a reasonable measure of irregularity of distribution 
of a point set. 
The volume-dispersion depends on the metric. Two metrics are common: the standard Eu- 
clidean metric p2 and the maximum metric poo. The maximum metric is defined as: pm (x, y) = 
maxl<i<, [xi - yil, for x = (~1,. . . ,x9) and y = (~1,. . . -- ,y,). The relation between the discrep- 
ancy and dispersion is well established under these metrics. Under the standard Euclidean met- 
ric ~2, one has d(PN, p2) 2 &D(PN)‘/‘. Under the maximum metric poo, one has d(PN, pm) 5 
D(PN)“’ (see [I]). 
Since the two metrics are related poo(x, y) 5 pz(x, y) 5 ~l/~p,(x, y), the volume-dispersions 
associating these two metrics have the same order of magnitude. In the following, we investigate 
the relation of volume-dispersion with the discrepancy and traditional dispersion under the max- 
imum metric. We will also study the weighted metric, where the weights represent the different 
dependence of the function f on various input variables. 
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2.2. Volume-Dispersion under the Maximum Metric 
Volume-dispersion has a close connection to the discrepancy as shown in the following. Such 
a connection has a very simple form under the maximum metric. 
THEOREM 2.2. Letting PN be a point set of N points in I’, then the volume-dispersion of PN 
with respect to the maximum metric poo is bounded by its discrepancy D(P,), i.e., 
VdPiv, P,) I D(PN). 
Theorem 2.2 corresponds to a special case of a more general result in Section 3 (see Theorem 3.1, 
where a more general result is proved). From this theorem, the notion of volume-dispersion is 
weaker than that of discrepancy. Any low discrepancy point set (or sequence) is a low volume- 
dispersion point set (or sequence), but not conversely. For example, the sequence defined by 
x1 = 1, zn = (log(2n - 3)/log2}, for n 2 2, satisfies 
lim NVd(P,) = &, 
N-CL7 
where PN denotes the first N terms of the sequence, but limN__,, D(PN) # 0. 
The next theorem establishes the relation of the volume-dispersion with the traditional disper- 
sion. 
THEOREM 2.3. Letting PN be a point set of N points in I’, then 
PROOF. Let r = ~(PN, pa) > 0. For arbitrary E with 0 < E < r, there exists a point x* E Is, such 
that the ballB(x*,r-&,p,) containsnoneofthepointsxi,.. . ,xN, i.e., B(x*,r--E,P~)~PN = 8. 
Note that J = B(x*, r - E, pm) is a closed ball with volume Vol (J) 2 (r - E)~. So 
This implies that V~(PN, pa) 1 [~(PN, p,)]‘. 
The second part of relation (6) follows from the fact that for any ball B(x, T, pm), its volume 
is bounded by 2s times its radius r. I 
Theorem 2.3 indicates that any low dispersion point set is a low volume-dispersion point set, 
and vice versa. Therefore, we could expect that low volume-dispersion point sets play a similar 
role in QMC search algorithms as low dispersion point sets do. In fact, the optimization error 
can be bounded in terms of the volume-dispersion. 
THEOREM 2.4. Under the same notations as in (4), we have 
f’ - f;v 5 W (f, [~~(~N,Pco)]~'~) I 
where ~(f, t) is the modulus of continuity of f(z) under the metric poo. 
If the function f satisfies a Lipschitz condition, i.e., If(x) - f(y)] 5 Lp,(x, y) for all x,y 
in I’, where L is a constant, then 
f* - fi; 2 L [L)d(pN,pc~)]~'~. 
The first inequality in this theorem follows from inequality (4) and Theorem 2.3. The second 
one is a special case of the first one, since the modulus of continuity of f(x) can be bounded as: 
w(f, t) 5 L t, for any f satisfying the Lipschitz condition. 
The lower bound on traditional dispersion is known: d(P,v, p,) 2 2-‘N-1/S (see [I]). Based 
on this and Theorem 2.3, we have a lower bound for the volume-dispersion. 
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COROLLARY 2.5. For any point set PN consisting of N points in Is, we have 
Therefore, the volume-dispersion of a point set is at least of the order of the magnitude N-l. 
On the other hand, we will see that for the Hammersley point set, the Halton sequence, the 
(t, m, s)-net, and the (t, s)-sequence, their volume-dispersions attain this order of magnitude. For 
details about these point sets and sequences, we refer to [l]. Since the bounds for the traditional 
dispersion of these point sets and sequences are established (see [l]), according to Theorem 2.3, 
we have the following upper bounds for their volume-dispersions. 
THEOREM 2.6. 
(1) For the N-element Hammersley point set PN in the pairwise relatively prime bases 
bl,... , b,_l, we have 
ud(pN, ko) 5 2s 1+ l<-yxlbi ‘N-‘. -- > 
(2) For the Halton sequence in the pairwise relatively prime bases bl, . . . , b,, 
~d(pN,L’co) < 2’ 
where PN is the set consisting of the first N terms of the Halton sequence. 
(3) For any (t, m, s)-net PN in base b, we have 
I)d(PN,&,) 5 2SbS+t-1N-1, with N = bm. 
(4) For any (t, s)-sequence in base b, we have 
where PN is the set consisting of the first N terms of the (t, s)- sequence. 
This theorem shows that the Hammersley point set, the Halton sequence, the (t, m, s)-net, and 
the (t, s)-sequence have the lowest possible order of volume-dispersion. The convergence rate 
of QMC search algorithms using these point sets or sequences will be O(N-‘iS) according to 
Theorem 2.4. 
2.3. The Computation of the Volume-Dispersion 
How shall we compute the volume-dispersion of a point set? In one-dimension, a simple explicit 
formula can be derived. 
THEOREM 2.7. 
(1) If the one-dimensional points 21, . . . , XN of PN are ordered such that 0 5 x1 5 22 5 . . . 5 
XN 5 1, then 
v,(PN) = IW3X(Xl,x2 - xl,. . . ,xN - XN-1,1 - ZN). 
(2) For any point set PN consisting of N points in [0, 11, 
and this bound is achieved by the point set PC’ = {i/(N + l), i = 1, . . . , N}. 
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For comparison, we note that the traditional dispersion of the point set PN = (~1, . . . , zN} 
with 0 L: 21 5 ... 5 XN 5 l-is given by (see [l]) 
d(PN)=max zl,~(xZ-x1),...,2 
( 
I( XN - xN_l), 1 - XN 
> 
. 
In dimension s 2 2, the exact value of volume-dispersion is not easy to obtain in general. We 
have not yet got a formula for an arbitrary point set. This is a topic of ongoing research. 
When the distribution of the points of PN is regular in Is, we can compute its volume-dispersion 
directly. As an example, we compute the volume-dispersion of the following equi-lattice points 
in Is. For comparison, we also compute its traditional dispersion. 
EXAMPLE. Let m be a positive integer. Consider the point set of N = ms points 
P* = K 2kl- 1 2k, - 1 -y&-,...,- 2m > , ki=l,..., m; i=l,..., s . > 
The volume-dispersion of P* is equal to the volume of the largest empty ball. Such a ball can be 
easily seen to be an s-dimensional cube with edge-length l/m, and thus, 
S 
Ud (P*, Pm) = = N-‘. 
The traditional dispersion is equal to the radius of the largest empty ball, so 
d (P*,p,-J = & = f N-l/'. 
This example shows that the volume-dispersion of equi-lattice point set P* also attains the 
minimal order of magnitude as the well-known low discrepancy point sets and sequences do. But 
theoretical and numerical studies have shown that the goodness of the equi-lattice point set for 
global optimization (and for numerical integration and experimental design) is questionable in 
large dimensions (for example, s > 5). A closer investigation for the equi-lattice point set P* and 
low discrepancy sequences shows a big difference between them. Consider their lower-dimensional 
projections. For the equi-lattice point set P*, let P*(il,. . . , it) denote its projection onto the 
dimensions il , . . . , it, where 1 5 t < s. Then the point set P*(il, . . . , it) only contains mt different 
points. Its volume-dispersion is 
d(P*(h,...,it),p, - 
1 t 
)- (3 = N-t/S, m 
which is much worse than the optimal order O(N-‘) f or small value of t. Computing f at 
the N = ms points of P*, we obtain only mt essentially different values, which means a “loss 
of information”. The situation is completely different for low discrepancy sequences. For Halton 
sequence, Sobol sequence, and Niederreiter sequence, their t-dimensional projections are still low 
discrepancy sequences (oft dimension), and their volume-dispersions have the order of magnitude 
of O(N-‘), which is independent of t and is also optimal in dimension t. Better projection 
properties are needed when the function only depends on a subset of the input variables. 
2.4. Volume-Dispersion under a Weighted Metric 
In many problems of numerical mathematics, the variables of the function f(x) are not equally 
important; some variables are far more important than others. In multivariate numerical in& 
gration, Sloan and Woiniakowski [8] used this fact to obtain a possible theoretical explanation 
for the surprisingly good performance of QMC for the evaluation of high-dimensional integrals, 
such as those arising in finance [9]. 
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Similar situations are encountered in the problems of optimization [lo]. For functions equally 
dependent on all dimensions, the convergence rate of QMC optimization will be only O(Ne1i8), 
which is slow for large s. But functions f met in practice are often heavily dependent on a few 
dimensions, say t and t < s, and not very sensitive at all to others. We will show that in such 
situations, the convergence rate may be much better, even O(N-‘It). 
Let li 2 0, i = 1,. . . , s, be a sequence of weights, which model the dependence of an objective 
function on various dimensions. Define a weighted metric 
PuJ(x,Y) = i~=SIUxi -!/ill, 
9 > 
for points x = (~1,. . . ,z,) and y = (~1,. . . , ys) in Is. The weight 1i measures the importance off 
on the ith variable xi. If f has bounded partial derivatives on IS, we can use for li the supremum 
of I%[ over IS. If li = 1 for all i, the weighted metric reduces to the maximum metric. 
Note that under the weighted metric p,,,, the ball B(x, T, pw) is still a subinterval of IS of the 
form ni=,[ui, TJ~]. The following theorem is parallel to Theorem 2.2. 
THEOREM 2.8. The volume-dispersion of PN with respect to the weighted metric pw is bounded 
by its discrepancy D(P,), i.e., 
I/‘~@‘N,P~) 5 W’N). 
Several different types of weights will be considered below. The first type is that all weights 
are positive. The second type is that some weights are equal to zero. The case that all weights 
are positive, but some of them are very small (but not zero) will also be discussed. 
THEOREM 2.9. If the weights li satisfy 
11 >_ 12 1 * * . > lt > 0, but 1 t+1 = *,.l, =o (7) 
(t = s corresponds to the case that all weights are positive), then 
--!- [d(P,, p,)lt 5 h(PNr PY) 5 & Id&, pd. 
11...lt 
PROOF. The proof is similar to that of Theorem 2.3. Let r = d(P~,p,) > 0. For arbitrary E 
with 0 < E < r, there exists a point x* E I*, such that the ball B(x*, r - E,P~) contains 
’ none of the points Xl, . . . , xN, i.e., B(x*,T - E, p,,,) fl PN = 0. Note that in metric p,,, the 
ball J = B(x*, r - E, pw) has the form 
B(x*,T--E,pW)={xEIS :1212i-x:1<T-EE, i=l,. ..,t; xj E [O,l], j=t+1,..., s}. 
Its volume satisfies 
Vol(J) > &- (r - &)t. 
1’ t 
Thus, 
This implies that 
h(pN,Pw) 1 vol(J) 2 j& (T - &It. 
~d(pN,Pw) 2 - ’ [d(PN, L%u)]~. 
11 . . . lt 
The second part of the relation (8) follows from the fact that the volume-dispersion of the 
ball B(x, T, pw) is bounded by 2t/ll . . . lt times its radius r. I 
The usefulness of the volume-dispersion with respect to the weighted metric in QMC search 
algorithms can be seen from the following theorem. 
THEOREM 2.10. Assume that the weights li satisfy condition (7). If f satisfies a generalized 
Lipschitz condition with respect to pW, i.e., If(x) - f(y)1 5 Lp,(x,y) for all x,y in IS, where L 
is a constant, then 
f’ - f;\ 5 L[11 . . ’ hh(pN, &J)]~‘~. 69 
If the point set PN is one of the low discrepancy point sets in Theorem 2.6, then the convergence 
rate is O(N-‘it). 
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REMARK. A more realistic assumption on the weights than assumption (7) is that all weights 
are positive, but some weights are small (but not zero). Correspondingly, one may assume that 
the function f depends on all s variables, but has the form f = g + h where g >> h and g depends 
on t variables with t < s. For a given point set PN, if the weights satisfy 
11 1 12 2 . . . 1 lt > 0, and 0 < lj < d(PN,fl,), j=t+1,...,s, 
then we can prove that the same relations (8) and (9) hold for this case. The accuracy of QMC 
search depends actually on the volume-dispersion of the projection of PN on the first t dimensions. 
At the end of this section, we point out that the newly defined volume-dispersion has some 
advantages over discrepancy and traditional dispersion. An advantage of volume-dispersion over 
discrepancy is that volumedispersion is independent of the coordinate axis framework. Moreover, 
it is invariant under reflection about the plane zj = I/2 passing through the center of the cube. 
Note that the star discrepancy lacks this property, since star discrepancy favors the origin of the 
unit cube. 
The traditional dispersion is only defined as the measure of the derivation from the uniform 
distribution, and QMC search algorithms based on the traditional dispersion criterion do not take 
into account the prior information about the possible location of the optimizer. An advantage of 
the volume-dispersion over traditional dispersion is that volume-dispersion can be easily extended 
to general cases as measures of representation of point sets (or sequences) for arbitrary given 
probability distribution on general domain and such a distribution might represent the prior 
information about the possible location of the optimizer in the problems of optimization. Thus, 
the volume-dispersion can be useful for a wider class of problems. This is one of the reasons 
why we introduce the volume-dispersion. The next section deals with the extensions of volume- 
dispersion. 
3. THE GENERALIZATIONS OF VOLUME-DISPERSION 
If prior information about the likely location of the optimal point is available, then one should 
prefer nonuniform location of search points to uniform ones in searching algorithms. Such in- 
formation can be obtained from an initial crude search and from the properties of the objective 
functions. For optimization problems with constraints, one possible way is to consider the con- 
straints as a compact manifold embedded in some Euclidean space and use transformation of 
this manifold to the unit cube. The uniform distribution on the manifold will be transformed 
to nonuniform distribution on the unit cube. These facts indicate the necessity of measures of 
representation of point sets for any given probability distribution. 
It is very natural to generalize the notion of volume-dispersion to nonuniform distribution on 
a general domain. In this section, the concepts of F-volume-dispersion and quasi-F-volume- 
dispersion are introduced. These concepts appear to be parallel to the concepts of F-discrepancy 
and quasi-F-discrepancy [2]. Note that the traditional dispersion has no counterpart for general 
probability distributions. 
Let p be a metric on RS and PN = {xi,. . . , xN} be a point set of N points in RS. Let X 
be a random vector defined on RS with the cumulative distribution function (c.d.f.) F(x). If we 
consider the “probability measure” instead of the “volume” of the ball which contains no point 
of PN, then the “F-volume-dispersion” can be defined. 
DEFINITION 3.1. The F-volume-dispersion VF(PN, p) of the point set PN with respect to the 
probability distribution F(x) is defined by 
vF(pN, P) = SUP {CLF@(X,? P)) : wh C P) n PN = 8h 
XER” 
5-20 
where B(x,r,p) = {z E RS : p(z,x) L T} and pp(B( x, r, p)) denotes the probability measure 
of B(x, r, p), and the supremum is taken over all x E RS and all radii r 2 0. 
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We say that the set PN of deterministic points is a point set with distribution F(x) under the 
F-volume-dispersion criterion, if 
dimm &(PN, p) = 0. 
+ 
Some care must be exercised when speaking about the distribution of a deterministic point set 
or sequence, since a deterministic point set or sequence does not share certain properties of a 
random sequence of numbers. 
Intuitively, the F-volume-dispersion is the largest probability measure of the ball B(x, r, p), 
which contains no point of PN. In this sense, the F-volume-dispersion is a reasonable measure of 
representation of a point set PN for the distribution F(x). When F(x) is the uniform distribution 
on I*, then the F-volume-dispersion reduces to the volume-dispersion discussed in Section 2. The 
F-volume-dispersion is closely related to the F-discrepancy defined below. 
DEFINITION 3.2. The F-discrepancy DF(PN) of PN with respect to the distribution F(x) is 
defined by 
DF(~N) = sup 




where E is the family of all subintervals ofR” of the form fib, [Uir vi] and /JF( J) is the probability 
measure of J. 
The next theorem relates the F-volume-dispersion to the F-discrepancy, which is an extension 
of Theorem 2.2. 
THEOREM 3.1. Letting PN be a point set of N points in RS, then the F-volume-dispersion of PN 
with respect to the maximum metric poo is bounded by its F-discrepancy, i.e., 
VF(PN,P~) I DFPN). (12) 
PROOF. Observe that under the maximum metric poo, for any x E RS and any r 2 0, the 
ball B(x,r,~~) is a subinterval in RS of the form nf==,[ui,vi]. Such a form of subintervals 
is exactly required in the definition of the F-discrepancy. Consider the balls B(x,r,~~) with 
B(x,r, pa) n PN = 0. For such balls B(x,r,~~), 
PF(B(& r7 pm)) = 
A(B(x,r,~~);Pnr) 
N 
- ILF(B(X, r, Pm)) 
By taking supremum over all x E RS and all radii r 1 0 with B(x,r,~~) n PN = 0, one 
obtains (12). I 
So the notion of F-volume-dispersion is weaker than that of F-discrepancy. Any point set (or 
sequence) with low F-discrepancy has low F-volume-dispersion. 
It is then reasonable to ask whether it is possible to generate point sets with a nonuniform 
distribution. How shall we choose point sets for which the F-volume-dispersion rapidly converges 
to zero? In general, it is difficult to directly construct a point set with the desired distribution. 
We will develop methods using low volume-dispersion point sets on It to generate low F-volume- 
dispersion point sets on R*. 
Suppose that the random vector X = (Xl,. . . , X,) has a stochastic representation 
X = h(U), (13) 
where the random vector U is distributed uniformly on the t-dimensional unit cube It, t < s, 
and h is a continuous function on It. Let 
P;;={uk~It, k=l,...,N} 
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be a deterministic point set of N points in I t with uniform distribution. We wish to transform the 
set 5°~v into a point set on R s with small F-volume dispersion with respect o F(x). A natural 
way is to define 
PN = (Xk = h(uk): uk e 7~,  k = 1 , . . . ,g} .  (14) 
If the set P~ has low volume-dispersion, then we could expect hat the corresponding set PN of 
points on R 8 forms a "good" representation for the distribution F(x) in some well-defined sense. 
We introduce the concept of "quasi-F-volume-dispersion'. For each r _> 0 and v E I t, let 
where p(t) is a metric on I t and B(v, r ,p  (t)) = {u E I t : p(t)(u,v) <_ r} is a ball in I t of 
radius r centered at the point v. The set G(v, r) C R s can be viewed as a "quasi-ball". The 
transformation (13) maps the ball B(v, r, p(t)) in I t to the "quasi-ball" G(v, r) in R s. 
DEFINITION 3.3. The quasi-F-volume-dispersion ~)QF(PN, p(t)) of the point set PN with respect 
to F(x) is defined by 
vqF ( N,p (')) = sup(uF(G(v,r)): G(v,r) 
vE I  L 
r>0 
where #F(G(v, r)) denotes the probability measure of the "quasi-ball" G(v, r). 
We will also say that PN is a quasi-random point set with distribution F(x) under the quasi- 
F-volume-dispersion criterion, if limg-.oo ~)QF('PN, P) = O. 
Intuitively, quasi-F-volume-dispersion is also a reasonable measure of representation of "PN 
for F(x),  because it is the largest probability measure of the "quasi-ball" G(v, r), which contains 
no point of PN. 
THEOREM 3.2. Let the point set PN be generated by (14); then its quasi-F-volume-dispersion 
is equal to the volume-dispersion f the original point set P~v, i.e., 
This can be proved from the following facts: for each r _> 0 and any point v E I t, let x = h(u); 
then 
(1) x e G(v, r) if and only if u E B(v, r, p(t)); 
(2) G(v, r) A 7)N = 0 if and only if B(v, r, p(t)) M P~v = 0; 
(3) uF(G(v,  r)) = Vol [B(v, r, p(t))]. 
Thus, starting from a set P~ of N points in I t with small volume-dispersion a d using (14), 
one can obtain a set T'N of N points in R s with small quasi-F-volume-dispersion. In this sense, 
the set PN forms a good representation for F(x). 
Theorem 3.2 provides a theoretical basis for using some random sampling techniques in Monte 
Carlo methods to generate low quasi-F-volume-dispersion p int set with the desired probability 
distribution. There are a host of methods for generating random variates in Monte Carlo con- 
text. See, for example, [11,12]. The inverse transform method and the conditional distribution 
method are the most general methods for generating nonuniform random variates. Based on 
Theorem 3.2, the deterministic versions of these methods can be used to generate low quasi-F- 
volume-dispersion point sets with the desired distribution, since both of these methods are some 
kind of transformation. The point sets obtained by using such techniques are reasonably good 
under quasi-F-volume-dispersion criterion, as indicated by the following results. 
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COROLLARY 3.3. Let F(x) be an s-dimensional continuous distribution function defined on R* 
with independent marginal Fi(xi) 
F(x) = F(xl,... 7x8) = fi 4(Q). 
i=l 
If P; = {uk = (ukl,. . . ,uks), k = 1,. . . , N} is a set of N points on Is with volume-disper- 
sion Vd(P;V, p), then the set on RS 
{ (F;‘(wd.. . ,F,-‘(uks)), k= l,...,N} 
has quasi-F-volume-dispersion equal to L)d(P&, p). 
COROLLARY 3.4. Let the random vector X = (Xi,. . . ,X,) have distribution function F(x). 
Let Pf;i be the same as in Corollary 3.3. Suppose Fl(xl) is the c.d.f. of X1, and Fi(xi 1 
Xl,..., q-1) is the conditional c.d.f. of Xi given Xj = xj, j = 1, . . . , i - 1; i = 2, . . . , s. 
Let xk = (xki, . . , z&) be the solutions of the following system of equations for k = 1,2, . . . , N: 
Fl(Xkl) = ukl, 
Fi(xki 1 xkl, . . . , xk,i-1) = uki, i = 2,. . . , s. 
Then the set {xk, k = 1,. . . , N} has quasi-F-volume-dispersion equal to vd(P&, p). 
These results indicate that the quality of the point sets generated by inverse transformation 
method or by conditional transformation method depends only on the underlying point set P;V. 
If the point set PG has volume-dispersion of the optimal order O(N-l), then the obtained 
set {xk, k = 1,. . . , N} has quasi-F-volume-dispersion also in the order O(N-‘). 
In some cases, the inverse transformation method or conditional transformation method is 
difficult, or even impossible, to be used due to the complexity of the probability distribution 
functions. In such settings, the deterministic version of acceptance-rejection method may be 
used. This method in QMC setting for numerical integration is studied in [13] and indicates its 
suitability for generating deterministic points for numerical integration. Moreover, it is shown 
there that the F- discrepancy of the point set generated by the deterministic version of acceptance- 
rejection method (using low discrepancy sequences) is smaller than the F-discrepancy of the point 
set generated by the random version of acceptance-rejection method (using random numbers). 
According to Theorem 3.1, a point set with small F-discrepancy has small F-volume-dispersion. 
Thus, the deterministic version of acceptance-rejection method can also be used to generate a low 
F-volume-dispersion point set with the desired distribution. Various variations of acceptance- 
rejection method in Monte Carlo context [12] are also possible in a deterministic setting. 
Now consider briefly the application of quasi-F-volume-dispersion in the problems of global op- 
timization. Let F(x) be a given probability distribution function. Often this distribution reflects 
some prior information of the location of optimal point or some constraints on the optimization 
problems. Let PN = {xk, k = 1,. . . , N} be a point set aiming for low F-volume-dispersion or 
low quasi-F-volume-dispersion with respect to F(x). How can the optimization approximation 
error f* - fk be bounded? Here, as before, f* = sup,en” f(x) and f;V = maxi<,<N f(xi). -- 
Suppose that the corresponding random vector X has a relationship (13) with the uniformly 
distributed random vector U. Let g(u) = f(h(u)). Then the global optimization problem 
f* = suP,eR” f(x) is equivalent to g* = sup,eI~ g(u). Let the point set PN be generated by (14), 
starting from a low volume-dispersion point set pfi on It. Denote 91; = mml<i<Ng(ui). Note -- 
that f(x,) = g(u%) for all i = 1,. . . , N. Therefore, 
f* - fi; = g* - 9%. 
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As shown in Section 2, the right-hand side can be bounded in terms of the volume-dispersion of 
the point set P;l, (see Theorem 2.4), which is the same as the quasi-F-volume-dispersion of the 
point set PJ,J by Theorem 3.2. This means that the optimization approximation error f* - fi; 
can be bounded in terms of the quasi-F-volume-dispersion of the set PN of searching points. In 
this sense, the quasi-F-volume-dispersion can be viewed as a measure for the effectiveness of PN 
in QMC search. This shows the usefulness of the measure of quasi-F-volume-dispersion in the 
problems of global optimization. An advantage of QMC search based on the quasi-F-volume- 
dispersion criterion other than on the traditional dispersion is that one can cluster points near 
to where the maximum is assumed to be. This can enhance the efficiency of the QMC search 
algorithms. 
In this section, we have assumed that the probability distribution F(x) is known. In practice, 
we may not know it. We can estimate F(x) from the information gained from a previous search 
using some statistical methods. Based on such an idea, adaptive QMC search procedure can 
be developed. This approach and more applications of F-volume-dispersion will be addressed 
elsewhere. 
4. CONCLUDING REMARKS 
Measures of irregularity of distribution play a central pole in QMC methods for choosing good 
point sets. The newly defined volume-dispersion and F-volume-dispersion (including quasi-F- 
volume-dispersion) are closely related to the well-known discrepancies and traditional dispersion. 
The volume-dispersion has good properties and has some advantages over discrepancies and tra- 
ditional dispersion. The generalizations to F-volume-dispersion and quasi-F-volume-dispersion 
show the increased power of the new measure of irregularity of distribution compared with the 
traditional dispersion. Many works remain to be done with volume-dispersion. We have not suc- 
ceeded in construction of an explicit formula for the evaluation of volume-dispersion for arbitrary 
point set in dimension s 2 2. The applications of low volume-dispersion and low (quasi-)F- 
volume-dispersion point sets in optimization problems with constraints, as well as in the prob- 
lems of experimental design, are also worth studying and are the topics of ongoing research. Note 
that in the problem of experimental design, the traditional dispersion criterion leads to the well- 
known minimax distance design [14]. An N points design is called a minimax distance design, 
if it minimizes the traditional dispersion among all possible N points designs. It is shown that 
minimax distance designs have quite asymptotically general optimum in suitable problems [14]. 
Similarly, we can define a design of N points to be “minimum (F-) volume-dispersion design”, if 
it minimizes the (F-) volume-dispersion among all possible N points designs. We believe that the 
volume-dispersion and the F-volume-dispersion criteria will also lead to interesting experimental 
designs. 
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