Content delivery network improves end-user performance by replicating Web contents on a group of geographically distributed sites interconnected over the Internet. However, with the development whereby content distribution systems can manage dynamically changing files, an important issue to be resolved is consistency management, which means the cached replicas on different sites must be updated if the originals change. In this paper, based on the analytical formulation of object freshness, web access distribution and network topology, we derive a novel algorithm as follows: (1) For a given content which has been changed on its original server, only a limited number of its replicas instead of all replicas are updated. (2) After a replica has been selected for update, the latest version will be sent from an algorithm-decided site instead of from its original server. Simulation results verify that the proposed algorithm provides better consistency management than conventional methods with the reduced the old hit ratio and network traffic. key words: content delivery networks, consistency algorithm, web cache performance, network traffic
Introduction
With the growth in popularity of the Internet and the wide availability of streaming applications, how to efficiently distribute the stored content has become a major concern in the Internet community.
Some content delivery networks (CDN) [3] , [4] have emerged, and they work directly with content providers to cache and replicate the providers' content close to the end users by using geographically distributed edge servers. More recently, some other researchers have also advocated using a CDN structure composed of dedicated transit nodes to distribute the large contents [19] .
Although CDNs facilitate static file sharing, newlydeveloped applications, such as online auction and remote collaboration, demand that they should be able to manage dynamically-changing files. There has been some research [6] , [9] , [12] , [16] , [18] on this problem, which is called consistency management. However, most of these studies treat different replicas of the same content to be managed for Web consistency in the same manner. Furthermore, how to optimally select a surrogate instead of an original server to update the content has not been discussed.
Manuscript received January 25, 2007 . Manuscript revised April 23, 2007 . † The authors are with the School of Science and Engineering, Waseda University, Tokyo, 169-8555 Japan.
† † The author is with Nomura Research Institute, Ltd., Tokyo, 100-0005 Japan.
a) E-mail: zhousu@asagi.waseda.jp DOI: 10.1093/ietcom/e90-b. 10.2729 In this paper, we therefore propose an optimal algorithm for controlling Web consistency in content delivery. Firstly, we carry out a theoretical analysis of the Web access and the freshness time of objects. Based on the analytical result, we then propose a consistency priority and assign different priorities to different replicas of the same content. When a given content is changed on its original server, instead of all its replicas over the whole network, only its replicas with high consistency priorities will be updated.
Secondly, if one replica of a given content is selected to be updated, the latest version of this content will be sent from a surrogate with the lowest update priority, which is proposed based on the network topology and bandwidth. Therefore, the latest version will be sent from an algorithmdecided site instead of from its original server to reduce the network traffic.
Finally, through simulations we check the performance of our proposal when the related parameters are changed, and find that our proposal can efficiently improve the hit ratio and network traffic against the previous algorithms. We also show that the necessary parameters in our proposed algorithm can be obtained from the information readily available in the local system. This paper is organized as follows: in Sect. 2, an overview of the CDN system is provided. In Sect. 3, related work with regard to consistency management algorithms is reviewed. Section 4 presents mathematical analyses of Web access and user delay. And our proposed algorithm is also presented. In Sect. 5, extensive simulation results are given and conclusions are presented in Sect. 6.
Content Delivery

Content Delivery Overview
How to efficiently distribute the Web content has attracted much research. Content delivery networks (CDNs) appeared recently and are deploying quite rapidly [1] - [4] , [10] , [13] , [14] , [17] , [29] . Their concern is mainly placed on efficient delivery of static content, i.e. HTML files and images. Some CDN companies advocate their support for the dynamically changed content, but their technical details are not yet clarified nor verified.
In Peer to Peer (P2P) networks, users can determine from where different files can be downloaded with the help of a directory service [7] , [11] , [24] . Peer-to-peer systems Copyright c 2007 The Institute of Electronics, Information and Communication Engineers such as Napster [5] depend on little or no dedicated infrastructure. There is, however, the implicit assumption that the individual peers participate for a significant length of time instead.
Recently, ideas of Overlay Network, where each connection in the overlay is mapped onto a path in the underlying physical network, are being discussed to facilitate both CDN and P2P. For example, Kazaa [22] organizes the clients into an overlay P2P network. But the performance of overlay changes with time as nodes dynamically join and leave the system, which is one of the problems to be resolved for P2P network. [19] proposed a CDN architecture where a set of intermediaries act as transit nodes (TNs), which organize themselves into a content delivery network and are used to replicate and forward data.
Contribution
In this paper, we propose an optimal algorithm for Web consistency to selectively decide both the replica to be updated and the surrogate to get the latest version from. The goal is to improve the user delay caused by the old-versioned data and to reduce the network traffic caused by delivering the data in Fig. 1 .
In order to do that, two priorities are proposed: One is consistency priority, which is used to decide whether the replica should be updated or not. The other is update priority, which means the priority of node to get the updated data from.
The consistency priority is proposed by predicting the access within its update period, based on a theoretical analysis of the Web access and the freshness time of objects. The update priority is calculated by the reduced delay during the delivery of the updated contents among surrogates.
How to use them are as follows: Firstly, each replica of the same content on different surrogates is assigned a con- sistency priority. When the original content is changed on its original server, instead of all its replicas over the whole network, only its replicas with higher consistency priorities than the threshold will be updated. Secondly, if one replica of a given content is selected to be updated, a surrogate with the lowest update priority will be selected to provide the latest version of this content. As a result, the latest version can be sent from an algorithm-decided site with the reduced network traffic and user delay.
Related Work
In Propagation method, the updated version of a document is delivered to all copies whenever a change is made to the document on the origin server. Although the copies always keep the latest version of the originals by the Propagation, this method may generate significant levels of unnecessary traffic if documents are updated more frequently than accessed.
In Invalidation [6] , an invalidation message is sent to all copies when a document is changed on the origin server. This method does not make full use of the delivery network for content delivery and each replica needs to fetch an updated version individually at a later time. Therefore, the user-delay may get worse if a frequently accessed document can not be updated on time.
[9] addressed a set of models that capture the characteristic of dynamic content at the sub-document level in terms of independent parameters such as the distribution of objects size, their refresh times and reusability across time.
Cluster Lease [16] was designed to maintain data consistency by propagating server notifications to cluster of proxies in the content delivery networks. However, how to reduce the network traffic caused by the propagation between server and proxies is not mentioned.
[18] proposed a hybrid approach that can generate less traffic than the propagation approach and the invalidation approach. The origin server makes the decision of using either propagation or invalidation method for each document, based on the statistics about the update frequency at the origin server and the request rates collected by all replicas. However, the algorithm calculates the request times within a fixed period which is unrelated to the documents' lifetime. Moreover, the replicas on different surrogate are carried out by the same decision even different surrogate has different access pattern.
Some Web services employ the time to live (TTL) mechanism [8] to refresh their replicas. However, how to decide the proper value of TTL is still not resolved.
MONARCH [12] divided Web objects into several different groups based on object relationships and object change characteristics. Furthermore, it identifies the relationships among objects composing a page and used relationships to keep all objects consistent.
Although assigning different value of M-TTL (MONARCH-based TTL) to different groups can be a combination of TTL and MONARCH, how to cooperatively decide the M-TTL and keep the consistency among replicas stored in different sites have not been resolved.
We ourselves proposed an integrated pre-fetching and replacing algorithm for the hierarchical image based on a cooperative proxy-server model, in which the metadata of the hierarchical image was used to keep the data consistency with user-satisfaction [23] . We also presented a scheme for stream caching by using hierarchically distributed proxies with adaptive segments assignment, in which "segment" meant a group of pictures [27] . This method clarified effectiveness of "local-scope" server cooperation (in the network) with per-segment management and discussed how to reduce the overhead in network.
Theoretical Analysis
In this section, we give an analysis of Web consistency over the Content delivery network. Firstly, in Sect. 4.1 we introduce the notations used in the network model. Secondly, theoretical analyses of Web access distribution are presented in Sect. 4.2. Then, based on the analytical results, how to reduce user perceived latency is discussed in Sect. 4.3. How to reduce the computation complexity and get the necessary parameters are introduced in Sect. 4.4. Finally, The mathematically optimized consistency algorithm is proposed in Sect. 4.5.
Notations
We assume that each surrogate is located in a different administrative domain, such as an autonomous system (AS). Let λ i (bytes/second) denote an aggregate request rate from clients to the surrogate i (i = 1, 2, . . . , I).
As for the contents, we assume that there are J different contents in our CDN. A parameter P j defines the request probability for content j (i.e., content popularity). Here, B j denotes the data size of content j. In this paper we look on content j as an update object specified by ( j). And its origin server is defined as o( j).
Let X i, j, be a parameter which takes a binary value of
Then, we can get a matrix X of which one element is X i, j , which represents a placement pattern of contents. In the matrix X, only if content j is available on surrogate i, X i, j is set to be 1. Otherwise, it keeps zero. We all know that it is hard to manage all contents on all surrogates, however, studies [28] show that the surrogate-popularity shows a Power-Law distribution, where 80% of the requests to the Web contents is served by only top 4% most popular surrogates. Furthermore, Web contents also show extremely different popularity according to Zipf-like distribution. Therefore, in a real system, only a small part of popular Web contents on popular surrogates need to update their states of X (as its value can be exchanged according to the coming request), while other surrogates always keep its X i, j to be 0. This makes possible for us to manage the status of X in practical CDN system. As for the link between two surrogates, D m,n (X) means the shortest distance (hop count) from surrogate m to surrogate n under the placement X. And C m,n denotes the average bandwidth (per hop) along the above path from surrogate m to surrogate n. Table 1 presents a list of parameters used in our network model.
Definition of Web Access Distribution
Let Λ = λ i be the total request rate from all the domains. Then, for a given surrogate i, its surrogate popularity can be given by λ i /Λ.
According to the Zipf distribution which the distribution of Web access follows, the probability that the content j is requested can be obtained as follows:
where Ω, α are parameters of the Zipf distribution, and r j is the ranking of request times. Therefore, we can get the probability that a request happens for the content j from surrogate i by:
Reference [9] shows that the freshness time of objects follows a Weibull distribution with a CDF:
where v is the freshness time and a and b are constants of the Weibull distribution. In this case, for content j, the mean E(v) (called MTTF or MTBF) of the freshness time is given by:
where a j , b j are parameters of the Weibull distribution and Γ(·) is the gamma function. Assume the time when content j was updated last time is t 0, j , and during the period from t 0, j to (t 0, j + E(v j )), there are W E(v j) total requests happened in the whole CDN system. The client requests happen according to a Poisson process, for example, and then the number of requests for content j from surrogate i within this period can be obtained by:
If the R i, j is greater than one, it means at least one request happens for this object since it has been changed last time. Then, to avoid sending the invalidation version of the data, the replica of content j on surrogate i should be updated when the original changes next time. Here, we define R i, j as consistency priority, of which usage will be discussed in Sect. 4.5.
Note that CDN service providers often provide stronger guarantee mechanisms for content replication to the client content providers who pay more money. Our proposal can be extended to satisfy the above requirement by introducing a price index (PR j ). Here, PR j is the price index of the client who requested the content j. Then, the adjusted request times can be PR j * P(i, j) and the Eq. (6) will be:
In the above equation, as the price is introduced, for the same content with a different price index, the one which has larger price index PR j (which means the requester pay more) will have a larger R i, j , then it will be firstly considered to be updated. In other words: CDN service providers can often provide stronger guarantee mechanisms for content replication to the client content providers who pay more money.
Minimization of User Perceived Latency
In this subsection, we make the analysis of network traffic cause by sending the modified version of a document. Our goal is to fetch the latest version of the modified document from an alternative surrogate instead of the original sever to minimize the user perceived latency.
When a request happens for content j from a given surrogate i where the latest version of content j is not available, we assume that there are K surrogates where the latest version of content j is available except the original server o( j). Let k(i, j)={1, . . . , K} represent one of the surrogates storing latest version of content j, we can get:
where I is the number of servers (i.e. surrogates). These equations mean that surrogate k(i, j) must be neither the original server (o( j)) of the request content nor the surrogate (i) where this request happened, and it has the replica of the requested content j (X k(i, j), j = 1). Assume that content j is originally stored in server o( j) and C k(i, j),i is the average bandwidth (per hop) during the path from surrogate k(i, j) to surrogate i. Let us denote Q j be the ratio that the requested content j is not the latest version. Then, when a request for content j happens at surrogate i and surrogate k(i, j) sends the latest version to satisfy this request, the user delay during the delivery from surrogate k(i, j) to surrogate i is given by
where Λ = λ i is the total request rate from all the domains. If we continue to define:
Eq. (9) becomes as follows:
Similarly, if a client sends a request for content j to surrogate i and original server o( j) sends the latest version to this client, the user delay during the delivery from server o( j) to surrogate i is given by
For the whole system, if we always let the original server send the latest version to the surrogate where the request happens, then the average user delay can be obtained:
For the whole system, if a client sends a request for a given content j at a given surrogate i, and a selected surrogate k(i, j) (instead of the original server) sends the latest version to this client, the user delay is given by:
For the surrogate k(i, j) selected when a request happens for content j from surrogate i, we can calculate the reduced user delay ∆T k(i, j) by taking a difference of Eq. (12) and Eq. (13) .
Here, we define ∆T k(i, j) as update priority and use this parameter in our proposal as described in Sect. 4.5.
Computational Complexity and Related Parameters
Since the scale of CDN is being increased recently, to manage all surrogates' all replicas' update will cause a great amount of computational complexity. Therefore, how to reduce the computational complexity should be considered. Fortunately, previous researches [20] showed that the distribution of web requests from a fixed group of users follows a Zipf-like distribution, where most of web requests to surrogates are just for a very small set of objects, for example top 10%. Furthermore, in [28] it had been found that 80% of the requests to the Web contents is served by only top 4% most popular surrogates. Therefore, to reduce computation complexity of our algorithm, it is suggested that we only need to calculate the priorities for popular surrogates and popular contents.
As for how to get the necessary parameters to carry out the proposal: in our algorithm, W E(v j) need to be calculated to obtain consistency priority in Eq. (6) . The Web log of CDN keeps the records of the request times when time goes on. There are some methods for prediction [25] , [26] , [32] . If the fresh time E(v j ) can be predicted, the total request times W E(v j) during the period of E(v j ) can be obtained. In order to grasp the current update period of the object, an auto-regressive (AR) model can be used to predict its current update period from its past records which are available as local information in CDN. Besides, the bandwidth C k(i, j),i needs to be measured to calculate update priority in Eq. (12) . There are lots of methods to measure the available bandwidth including some algorithms such as Pathchar [33] , PacketPair [30] and SloPS [31] with a guaranteed accuracy.
Proposed Algorithm
We present our algorithm as follows:
1. Step1: Scalable Update Selection When a given content j changes at server o( j), a consistency priority R i, j will be calculated according to Eq. (6). For content j's each replica (X i, j = 1) over the whole network, only when its consistency priority R i, j is beyond the threshold Th, the replica of content j on surrogate i will be updated. Otherwise, this replica will not be updated until a new request for content j happens at the site i next time. Therefore, when a given content j is changed at its original server, not all its replicas (X i, j = 1) over all network will be updated according to the analysis of Web access distribution.
Here, Th can be decided according the following situation, for example. If there is one request happened during the lifetime (from the time of last update to the update this time) of this content, then we can think this content should be updated in order to avoid sending the invalid (old) version of this content to the user when the request happens. In other words: this content is worth being updated as it would be requested once according to the analysis in our algorithm.
So Th can be set to be 1 as an example in the practical view.
2. Step2: Scalable Lowest Delay Update Assume that there are
replicas of content j selected to be updated, for each replica at surrogate k(i, j), an update priority ∆T k(i, j) (i.e. reduced user delay) will be calculated according to Eq. (16) . The latest version of content j will be sent from surrogate k(i, j) with the lowest ∆T k(i, j) . Therefore, the latest version will be sent from an algorithm-decided site instead of its original server resulting in a reduction of the user delay.
Evaluation of Algorithms
In this section numerical results will be presented by simulation experiments to validate the proposed algorithm.
Simulation Conditions
There are 21 surrogates in our network simulator. As some studies showed that most communication networks have Power-Law link distributions [15] , [28] , where the i'th most connected node has Ω/r β i neighbors, as for the network topology, we carry out our proposal under the Power-Law link distribution.
Because the distribution of web request has already proved to follow a Zipf distribution, which states that the relative probability of requests for the i'th most popular page is proportional to Ω/r α i , the access frequency is decided by this Zipf distribution with a Zipf parameter 0.72 [20] , [21] .
About the contents, there are 1000 different objects. We assume that the average size of objects is 10 KBytes and the size of an invalidation message for each object is 100 Bytes [18] . The threshold of the consistency priority in our algorithm is 1.
Client requests arrive according to a Poisson process. All clients are always redirected to the closest server without failure of request routing. The update rate of a given object is decided at random. The total request times in the simulations are 800000.
There are five replication algorithms we will study:
To evaluate different algorithms, we use two performance measures. One is traffic generated during the process of sending a latest version of a given content. The other is Old Hit, which is the percentage of objects are invalid (not the latest version) when a request arrives at the replica. Figure 2 shows the result of Old Hit, which means that the requested data is not of the new version. Because the updated version of the requested document is delivered to all copies when a change is made at its origin server in the Propagation, its Old Hit is zero. However, the network traffic generated by the Propagation is the worst in Fig. 3 , where the traffic caused by sending the new version is shown.
Simulation Results
As for the Invalidation [6] , when a change is made at its origin server, this method only sends an invalidation message instead of the content itself. Then, the client need to wait for the new version sent from the original server after the request. As a result, the Old Hit is the worst. Furthermore, sending the invalidation messages to all surrogates where the copies are stored also causes the additional network traffic. As a result, the total traffic can not be decreased efficiently.
The Hybrid Policy sets a threshold based on the request frequency, if the request is beyond the threshold, the Propagation Policy is carried out, otherwise, Invalidation Policy will be used. In M-TTL Policy, objects are divided into dif- ferent groups based on the object change frequency. Different groups manage their objects separately according to the predicted TTL.
From the results in Fig. 3 and Fig. 4 , we can obtain the following conclusions: The two conventional methods (Propagation Policy and Invalidation Policy) have their own drawbacks respectively. The Propagation Policy generates the worst network traffic and the Invalidation Policy causes the highest Old Hit and more network traffic compared with the other 3 methods (Hybrid Policy, M-TTL Policy and Proposal). As for the above 3 methods, they can get the balance of two conventional ones: Compared with the Invalidation, their traffics are closed to that of Invalidation but their Old Hits are much better. Compared with the Propagation, although the Old Hits are more than the Propagation, their traffic can be greatly reduced.
Since these 3 methods (Hybrid Policy, M-TTL Policy and Proposal)' performances seem quite close compared with the other two methods (Propagation Policy and Invalidation Policy) in Fig. 3 and Fig. 4 , we continue to test the performances of these 3 algorithms when the related parameters are changed.
We firstly test the Old Hit with respect to the simulation times. From Fig. 5 , it shows that the proposed algorithm obtains stable performance when the simulation times are increased. It always outperforms the other two algorithms (Hybrid Policy and M-TTL Policy). The reason is because the proposal decides whether an object should be updated in a surrogate by considering not only contents request frequency, but also the access pattern of surrogates and fresh distribution.
We then do the simulation about network traffic when the different simulation times are carried out. Similar result is shown in Fig. 6 , where the proposed one reduced network traffic most.
Here, the performance of Hybrid Policy doesn't change much when simulation times are increased. In Hybrid Polity, whether Invalidation or Propagation should be carried out is decided by the rate of request times of this content (Z j ) to the total request times for all contents in CDN ( Z j ). For an given contents, with the increase of simulation times, its request (Z j ) will be increased, however the total request times for all object ( Z j ) is also increased. As the simulation is carried out by Zipf distribution, for an given content, the ratio (Z j / Z j ) of request times of this content to the total request times for all contents in CDN will not be changed. Then the decision of Hybrid Policy for the update of this content j will not be changed either.
Why our proposal is better than Hybrid Policy can be explained as follows: 1) In Hybrid, it calculates the request times within a fixed period unrelated to an given replica's lifetime (the time of being valid). But our proposal calculates the access time from the time of last update to the update time this time. It can reflect the latest popularity of contents since being updated. 2) In Hybrid Policy, for the different replica of the same content on the surrogate, it is looked as the same and is assigned to the same rate (Z j / Z j ). But, in our proposal, we look at the different replica of the same content j on different surrogate i to be different by different consistency priority (R i, j ) since different surrogate i has different request pattern and popularity distribution. As a result our proposal outperforms the Hybrid.
Finally, we change the relative cache size to test the performance of each algorithm. The relative cache size means the percentage of all contents that a surrogate can store in. Figure 7 and Fig. 8 show that the proposal outperforms the other two algorithms when the relative cache size is changed. Note even if the amount of total data changes, the result will be the same, because we use a relative cachesize. When the total data size is getting larger, the available cache space will also be increased as it is the relative size of total data. Here we just use the relative cache size to show the performance of every algorithm under the situation of the limited cache-capacity.
Conclusion
This paper discussed how to optimally manage Web consistency among replicas in content distribution networks and presented an efficient scheme to update them without wasting surrogates' resources. Based on mathematical analysis, we proposed a novel algorithm to minimize average user delay over traversed domains where the scalable content consistency is obtained. Our proposal dealt with not only popularities of contents and surrogates but also surrogate load. We then compared our proposal with other conventional methods using computer simulations.
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