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ABSTRACT
We present an investigation of the dependence of galaxy kinematics on the environment for
a sample of 94 star-forming galaxies at z ∼ 0.9 from the ORELSE survey. ORELSE is a
large photometric and spectroscopic campaign dedicated to mapping out and characterizing
galaxy properties across a full range of environments in 15 fields containing large-scale
structures (LSSs) in a redshift range of 0.6 < z < 1.3. We constrained the rotation velocity
for our kinematic sample in an ORELSE field, containing the SC1604 supercluster, by fitting
high-resolution semi-analytical models to the data. We constructed the stellar-mass/B-band
Tully–Fisher relation and found no dependence of the intrinsic scatter on both local and
global environment. Moreover, we compared the stellar-to-dynamical mass ratio (M∗/Mdyn) of
SC1604 galaxies to those residing in less dense local environment by leveraging data from the
HR-COSMOS sample. We found that, at fixed stellar mass, SC1604 galaxies have ∼30 per cent
smaller dynamical masses on average. By comparing the distributions of the galaxy parameters
that define Mdyn (i.e., circular velocity and the characteristic radius r2.2) between SC1604 and
HR-COSMOS, we found that smaller dynamical masses are mostly caused by smaller r2.2 for
SC1604 galaxies. We also observed that SC1604 galaxies in general show ∼20 per cent lower
stellar specific angular momentum (j∗) with respect to the HR-COSMOS sample. Adopting
literature estimates for (1) the excess rate of galaxy–galaxy mergers in intermediate/high-
density environments and (2) the average amount of j∗ loss per merger event, we investigated
the possibility that galaxy mergers are mainly responsible for the loss of angular momentum
in higher density environments.
Key words: techniques: spectroscopic – techniques: photometric – galaxies: clusters: gen-
eral – galaxies: groups: general – galaxies: evolution – galaxies: kinematics and dynamics.
1 IN T RO D U C T I O N
Galaxy evolution is one of the most debated topic of modern astro-
physics. Although many discoveries have improved its investiga-
 E-mail: dpelliccia@ucdavis.edu
tion, much is left to be understood about the processes that drive the
total mass assembly of galaxies. It is well known that galaxies go
through various transformations during their lifetime, as suggested
by the observed time evolution of their cosmic star formation rate
density (e.g., Madau & Dickinson 2014), stellar and molecular gas
mass density (e.g., Dickinson et al. 2003; Tomczak et al. 2014;
Scoville et al. 2017), size (e.g., van der Wel et al. 2014), and mor-
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phology (e.g., van den Bergh 2002; Mortlock et al. 2013). However,
it is still not well understood how galaxies assemble their total mass,
i.e., how galaxies grow according to their total mass components
(stars, gas, and dark matter), mainly because of the impossibility to
directly observe the dark matter.
Galaxy internal kinematics can help in this respect, since galaxy
rotation velocity traces the radial distribution of the galaxy’s dynam-
ical (i.e., total) mass, allowing for indirect estimation of dark matter
mass, once stellar and gas mass are known. Such an estimation con-
tributes to the understanding of the interplay between galaxy total
mass components during its assembly. The Tully–Fisher relation
(TFR, Tully & Fisher 1977) is a well-established scaling relation
between galaxy luminosity and rotation velocity and is one of the
best tools to investigate galaxy evolution. The same relation can
be expressed substituting galaxy luminosity with its stellar mass,
called the stellar-mass Tully–Fisher relation (smTFR), which is ob-
served to be tighter than the luminosity form of this relation and
provides a direct connection between the stellar and total (probed by
the velocity) mass of the galaxy. Constraining the relation at differ-
ent cosmic epochs would, therefore, allow us to trace the evolution
of this connection and to investigate the galaxy total mass growth.
Moreover, the TFR (or smTFR) is largely used as a test to verify the
theoretical models of galaxy formation and evolution (e.g., Dalcan-
ton, Spergel & Summers 1997; Sommer-Larsen, Go¨tz & Portinari
2003). To date, quite a few studies have investigated the evolution of
the smTFR with time and, although a large fraction of these studies
(e.g., Conselice et al. 2005; Miller et al. 2011; Harrison et al. 2017;
Pelliccia et al. 2017) found a non-evolution of the smTFR up to
redshift z ∼ 1, others have claimed to observe an evolution at z ∼
1 (e.g., Tiley et al. 2016), or at higher redshifts (e.g., Cresci et al.
2009; Gnerucci et al. 2011; Straatman et al. 2017).
The evolution of galaxies is also determined by the environment
in which they reside. The idea is that once galaxies from a field-like
environment enter a denser region, they would be affected by the
interaction with other galaxies and/or by the gravitational poten-
tial of the overarching halo, resulting in a different evolutionary
path with respect to the galaxies that remain in lower density en-
vironments. It has been observed that in the local Universe denser
environments (i.e., cluster-like environments) are dominated by red,
passive, early-type galaxies whereas less-dense regions are prefer-
entially populated by blue, star-forming, late-type systems (e.g.,
Dressler 1980; Peng et al. 2010). These trends still hold at higher
redshifts (e.g., Cooper et al. 2007; Scoville et al. 2013), although
they become less clear at these epochs. Several processes taking
place in higher density environments are able to affect galaxy evo-
lution. Amongst others, galaxy–galaxy interactions (i.e. mergers
or tidal interaction during high-speed encounters), ram pressure
stripping due to the pressure exerted by the intracluster medium
(Gunn & Gott 1972), and ‘starvation’ (Larson, Tinsley & Caldwell
1980; Balogh, Navarro & Morris 2000), which is an exhaustion of
the galaxy’s gas due to the cut off of the gas reservoir, are some
of the processes acting on galaxies in dense regions. Each of these
processes are effective in overlapping regions in cluster environ-
ments (e.g. Treu et al. 2003; Moran et al. 2007), with ram pressure
stripping being more effective closer to the cluster core, starva-
tion and tidal interactions being important at larger distances, and
mergers being dominant in the outskirt of the cluster or prior to en-
tering the cluster environment completely, where ‘pre-processing’
can occur in galaxy groups which will be infalling into the
cluster.
It is still an open question whether environment is as effective at
influencing galaxy kinematics as for other galaxy properties. Several
effects might impact the position in the smTFR plane of a galaxy
in a dense environment. A temporary increase of the star formation
activity or feedback can shift a galaxy along the stellar-mass axis
or kinematic asymmetry induced by interactions between galax-
ies in dense environments would shift galaxies along the velocity
axis. N-body/hydrodynamical simulations (Kronberger et al. 2008)
showed that ram pressure stripping can introduce distortions in the
gas rotation velocity at large radii (∼12 kpc), although this effect
is considered low compared to the distortions caused by tidal inter-
actions and is difficult to observe at intermediate redshift in seeing
limited observations. However, ground-based IFU observations at
low redshift have been able to observe the stripped ionized gas and
to provide information on the kinematical and physical properties
of this ionized gas as well as that of stars (Poggianti et al. 2017).
A few works have studied the dependence of the TFR and smTFR
on the environment. At z ≥ 0.1, some authors investigated the ef-
fects of the environment, defined as ‘cluster’ or ‘field’ (Bo¨sch et al.
2013; Pe´rez-Martı´nez et al. 2017) or by local density (Pelliccia et al.
2017), on the smTFR and found no variations in the relation. This
may be a consequence of small sample of galaxies, especially in the
higher density regions (i.e., cluster core or highest local overden-
sity). However, changes in velocity and stellar mass may happen on
the same time-scale along the relation, while galaxy luminosity, e.g.,
rest-frame B band, can change in shorter time-scale, since it probes
recent episodes of star formation. For this reason, past works have
explored the B-band TFR as a function of the environment, however
finding discordant results. Some authors (e.g., Ziegler et al. 2003;
Nakamura et al. 2006; Jaffe´ et al. 2011) have found no effect of the
environment either on the fitted relation, nor on the scatter around
the relation, while other authors (Bamford et al. 2005; Bo¨sch et al.
2013; Pe´rez-Martı´nez et al. 2017) have identified the effect of envi-
ronment in a shift of the relation towards higher or lower luminosity
for galaxies in dense environment. This discordance may come as
a consequence of not measuring kinematics and/or environment in
a consistent manner, and of small galaxy samples combined with
highly stochastic processes.
The sizes of galaxies are also affected by environment. It has
been observed at intermediate redshift that spiral galaxies in dense
environments are, in general, more compact (Maltby et al. 2010;
Cebria´n & Trujillo 2014; Kuchner et al. 2017) than their counterpart
in less-dense environments. Ram pressure stripping is a process that
can explain these observations in clusters, by stripping the gas in the
outskirt of the galaxy (where the gas is less bound), and effectively
reducing the galaxy size. It has also been proposed (e.g., Bekki
1998; Querejeta et al. 2015) that major mergers can produce S0
galaxy remnants, which are characterized by more concentrated
bulge and a faded disk. This process would, in practice, reduce the
measured half-light radius (radius containing half of the total galaxy
light) of galaxies.
Galaxy’s specific angular momentum j (angular momentum per
stellar mass) is one of the most fundamental quantity to describe a
galaxy (e.g., Fall 1983), and it can be estimated from the measure-
ments of galaxy rotation curves and sizes. In CDM cosmology,
dark matter haloes acquire rotation from tidal torques (Hoyle 1951),
which is then transferred to the baryonic matter before the process
of galaxy formation starts. Galaxies are supposed to maintain their
specific angular momentum if they do not undergo transformations
that are able to reduce/increase the galaxy angular momentum. Re-
duction in j has been observed and seems to correlate with galaxy
morphology. Fall (1983) discovered the existence of a fundamental
relation between the galaxy’s stellar specific angular momentum
j∗ and stellar mass M∗, valid for both spiral and elliptical galaxies
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(j∗ ∝ M∼2/3∗ ), but at a given M∗ the specific angular momentum of
ellipticals is approximately five times smaller than that of spirals.
By comparing j∗ predicted by theory in the case where galaxies do
not lose their initial angular momentum with measured j∗ values, it
is possible to estimate how much of the original angular momentum
galaxies have lost. Romanowsky & Fall (2012), for example, found
that spiral and elliptical galaxies in the local Universe have retained
80 per cent and 10 per cent, respectively, of their estimated initial
specific angular momentum. One of the main processes thought to
be responsible for the loss of angular momentum are mergers. Lagos
et al. (2018a), using the Evolution and Assembly of GaLaxies and
their Environments (EAGLE) simulations (Schaye et al. 2015), have
shown that major mergers are able to reduce j∗ by ∼20 per cent,
with gas-poor mergers being more efficient than gas-rich
mergers.
In this study, we investigate the dependence of galaxy kinematics
on the environment for a sample of star-forming galaxies at z ∼ 0.9,
which are part of the Observations of Redshift Evolution in Large-
Scale Environments survey (ORELSE; Lubin et al. 2009). Due to
the thousands of high-quality spectra and extensive photometry
available, ORELSE allows for a 3-D mapping of the density field
around 15 known large-scale structures (e.g., Lemaux et al. 2017),
providing measurements of local and global environment. Com-
bining these accurate measurements of environment with galaxy
kinematics measurements, obtained using high spatial and spectral
resolution semi-analytical models (as done in Pelliccia et al. 2017),
allows us to constrain and then analyse the smTFR for our sample
against two metrics of environments. We investigate, as well, possi-
ble environmental dependences of the galaxy stellar-to-dynamical
mass ratio (M∗/Mdyn) and stellar specific angular momentum (j∗)
to unveil different evolutionary path between galaxies in different
environments. We also make use of the HR-COSMOS sample from
Pelliccia et al. (2017) throughout the paper as a comparing sam-
ple residing at lower local environment, though, on one occasion
we specifically sub-sample it to include only galaxies in the field
environment. The paper is organized as follows. In Section 2, we
introduce the data and our sample selection. In Section 3 we de-
scribe the methods used to derive our stellar mass, kinematics, and
environment measurements. The results are presented in Section 4,
showing our finding on the environmental dependence of smTFR,
M∗/Mdyn, and j∗. We, then, summarize our results in Section 4.
Throughout this paper, we adopt a Chabrier (2003) initial mass
function and a standard CDM cosmology with H0 = 70 km s−1,
 = 0.7, and M = 0.3. Magnitudes are given in the AB system.
Distances are in proper units.
2 DATA
2.1 ORELSE
This study is performed on data taken from the Observations of
Redshift Evolution in Large-Scale Environments survey (ORELSE;
Lubin et al. 2009). ORELSE is a large multi-wavelength photomet-
ric and spectroscopic campaign covering a total of 5 deg2 dedicated
to map out and characterize galaxy properties in 15 fields which
contain large-scale structures (LSSs) over the redshift range of 0.6
<z< 1.3. The survey aims to characterize the properties of galaxies
in a wide range of environments from sparse fields to dense cluster
cores. The kinematics analysis presented in this paper focused on
one of the ORELSE fields, namely the SC1604. This field is dom-
inated by SC1604 supercluster at z ∼ 0.9, which subtends roughly
13 h−170 Mpc on the sky and 100 h−170 Mpc in depth (Gal & Lubin
2004; Gal et al. 2008). It is one of the largest structures observed
at high redshift, and it has been extensively studied by other works
(e.g., Lubin et al. 1998; Postman, Lubin & Oke 2001; Gal & Lubin
2004; Kocevski et al. 2009; Lemaux et al. 2012; Wu et al. 2014). It
consists of three clusters and five groups that range in line of sight
galaxy velocity dispersion of ∼300–800 km s−1 corresponding to a
dynamical mass range of Mvir ∼ 1013.4 − 1014.7M (see Lemaux
et al. 2012; Ascaso et al. 2014, for details on how these quantities
are calculated). In addition, through visual inspection of the Monte
Carlo Voronoi maps (see Section 3.3.1 for details), two serendipi-
tous clusters were discovered along the line of sight at z = 0.60 and
z= 1.18 with dynamical masses of Mvir = 1014.7M and 1014.4M,
respectively, calculated from ∼20 spectroscopic members per clus-
ter (Hung et al. in preparation).
2.2 Photometric and spectroscopic data
Photometric observations are available, as part of the ORELSE ob-
serving campaigns and of archival data, across a wide range of
bands, from optical to mid-infrared (mid-IR). This includes data
from the Large Format Camera (LFC; Simcoe et al. 2000) on the
Palomar 200-inch Hale Telescope, Suprime-Cam on the Subaru
Telescope (Miyazaki et al. 2002), the Wide-field InfraRed Cam-
era (WIRCam; Puget et al. 2004) on the Canada France Hawaii
Telescope (CHFT), the Wide-Field Camera (WFCAM; Casali et al.
2007) on the United Kingdom InfraRed Telescope (UKIRT), and
the InfraRed Array Camera (IRAC; Fazio et al. 2004) on the Spitzer
Space Telescope. In Tomczak et al. (2017), the reader can find more
detailed information on the optical/mid-IR photometry and its re-
duction. Additionally, nine out of the 15 ORELSE fields (including
SC1604) have archival imaging from the Advanced Camera for
Surveys (ACS) and the Wide-Field Planetary Camera 2 (WFPC2)
on-board the Hubble Space Telescope (HST). The vast majority of
those fields have single or small pointing observations centred on the
coordinates of the known cluster, with the exception of the SC1604
supercluster, for which almost the entire footprint is covered by
HST. In this study, we used the 17-pointing F814W ACS mosaic
imaging of SC1604 to derive morphological parameters for our
kinematic sample (see Section 2.3). ACS observations of SC1404
were taken with an average integration time of 1998 s and cover
a field of view of ∼3′ × 3′ , including 75.2 per cent of the entire
spectroscopic sample. Moreover, F814W images are, also, entirely
covered by the other photometric observations. More details on
these observations and their reduction are presented in Kocevski
et al. (2009).
The spectroscopic data used in this study were obtained as part of
a massive 300-h observing campaign conducted with DEep Imaging
Multi-Object Spectrograph (DEIMOS; Faber et al. 2003) on Keck
II 10m telescope targeting all the ORELSE fields. More details on
the selection of the ORELSE survey targets, data acquisition, and
reduction are presented in Gal et al. (2008), Lubin et al. (2009),
Lemaux et al. (2009, 2012), and Tomczak et al. (2017). A total
of 18 DEIMOS slitmasks were observed between May 2003 and
June 2010 to map the SC1604 supercluster structure. All the slit-
masks were observed with a typical integration time of 8329 s per
mask using the 1200-line mm−1 grating, blazed at 7500 Å, and
1′′slits. This configuration allowed to obtain spectra with full width
at half-maximum (FWHM) spectral resolution of 1.7 Å (68 km s−1)
and a typical wavelength coverage of 6385–9015 Å (see Lemaux
et al. 2012, and references therein for more information on the
MNRAS 482, 3514–3549 (2019)
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observations of the SC1604 field). A total of 1397 spectra with
high-quality extragalactic redshift measurements (Q = 3–4, see
Gal et al. 2008, for the explanation on the quality codes) were
obtained, of which 448 are in the redshift range adopted for the
supercluster (0.84 ≤ z ≤ 0.96, Lemaux et al. 2012). Additional
spectra from Keck I/Low-Resolution Imaging Spectrometer (LRIS;
Oke et al. 1995) are available for SC1604 field (Oke, Postman &
Lubin 1998; Gal & Lubin 2004; Lemaux et al. 2012) providing
235 (85 in the redshift range adopted for the supercluster) ad-
ditional high-quality extragalactic redshift measurements, which
contribute to provide accurate measurements of the local environ-
ments (see Section 3.3.1). However, we decided not to include LRIS
spectra in our kinematic sample due to their considerably lower
spectral resolution (FWHM∼8–11Å) with respect to DEIMOS
observations.
The presence of three or more star spectra per slitmask allowed
for the determination of the effect of the seeing for galaxies of
interest placed on the same slitmask. Following the same technique
adopted by Pelliccia et al. (2017), we collapsed each star spectrum
along the spectral direction, and determined the FWHM by fitting
a Gaussian function to its spatial profile. We adopted the mean
of all the FWHMs in each slitmask as measurement of the spatial
resolution for the spectra in that slitmask. The measured values
range between 0.57′′and 1.45′′and have been used in the construction
of the kinematic models (see Section 3.2.1).
2.3 Kinematic sample selection
To investigate the effect of environment on galaxy kinematics,
we selected a sample of galaxies, observed in the SC1604 field,
for which it was possible to measure the kinematics. First of
all, although the supercluster structure is known to be at 0.84 ≤
z ≤ 0.96, we extended our selection to a wider redshift range,
0.6 ≤ z ≤ 1.3, where the vast majority of the ORELSE spectral
sample lies and where our preferred emission lines for recovering
kinematics are observable in the DEIMOS spectra (see later in the
section for the identity of these lines). Moreover, accurate measure-
ments of galaxy structural parameters are crucial for the determina-
tion of kinematics; therefore, we selected only the galaxies covered
by the HST/ACS imaging. This first-step selection left us with a
sample of 703 galaxies. However, a further selection based on the
galaxy morphology was necessary in order to properly measure the
galaxy kinematics.
We performed morphological measurements by using the most
recent version of SExtractor (v2.19.5, Bertin & Arnouts 1996;
Bertin 2011), which features the implementation of a 2D model-
fitting method, in combination with PSFEx (Bertin 2011). SExtrac-
tor was run the fist time to detect the sources in the SC1604 F814W
mosaic, then PSFEx identifies the detections that are likely to be
point-sources and extracts precise models of the Point Spread Func-
tion (PSF). Finally, another run of SExtractor provides structural
parameters measurements, by independently fitting each galaxy
image with a Sersic + exponential disk profile model convolved
with the local PSF model from PSFEx. The 2D model-fitting pro-
cedure relies on the Levenberg–Marquardt minimization algorithm
carried out on a modified χ2 of the residuals (see equation (3) in
Bertin 2011), providing best-fit parameters, as well as estimates
of uncertainties derived from Hessian matrix. The measured struc-
tural parameters of main interest for the derivation of the galaxy
kinematics are: position angle (PA), defined as the angle (East of
North) between the North direction in the sky and the galaxy ma-
jor axis; inclination (i), defined as the angle between the line of
sight and the normal to the plane of the galaxy (i.e., i = 0 for
face-on galaxies), and exponential scalelength (rs) of the disc light
profile.
Since ORELSE was not originally designed for kinematic studies,
the spectroscopic observations were taken with slit tilts pseudo-
randomly1 chosen within the range allowed by the instrument (i.e.,
slit PA is typically chosen to be within 30◦from the mask PA), and
therefore, the slit PA was often not aligned with the true galaxy
morphological PA. To reduce the uncertainties introduced on the
kinematic measurements by correcting for this misalignment, we
require that galaxies in our sample have |PA| = |PAgalaxy −PAslit|
≤ 45◦. A selection based on the inclination was also necessary. The
inclination i was determined from the galaxy axial ratio b/a (i.e.,
the ratio between galaxy minor b and major a axis), measured on
the HST images, as:
i = arccos
√
(b/a)2 − q20
1 − q20
, (1)
where q0 is the axial ratio of a galaxy viewed edge-on. In this study,
we assumed q0 = 0.19, similar to other studies (e.g., Pizagno et al.
2005; Miller et al. 2011; Straatman et al. 2017). We kept in our
sample only galaxies with i ≥ 20◦, since galaxy rotation velocity
scales with i (see equation (3)) and for very small inclinations the
rotation velocity is highly uncertain. This selection step reduced our
sample by 54.3 per cent (with 53 per cent lost due only to the PA
selection), leaving us with 321 galaxies.
In addition, a visual inspection of the 2D emission lines used
for deriving the kinematics (i.e., the doublet [O II]λλ3726,3729Å,
Hβ λ 4861Å, and [O III]λ5007Å) was performed for all galaxies in
our sample. This allowed us to spot artifacts, non-detected emission
lines or lines that were too faint. These galaxies were discarded
from our sample (55 per cent of galaxies was lost) as it would have
been impossible to measure their kinematics.
All this careful process led us to a final kinematic sample of 144
galaxies (9 with Hβ, 17 with [O III] and 118 with [O II] emission)
for which we measured the kinematics as described in Section 3.2.
We show in Fig. 1 (left-hand panel) the redshift distribution of this
sample (red), compared to the distribution for the parent SC1604
spectroscopic sample (grey), and the HR-COSMOS sample at z
∼ 0.9 (see Section 2.4). An additional visual inspection was per-
formed on the HST images with the DEIMOS slits superimposed.
This check revealed that: seven galaxies were partially outside of
the slit, making the rotation velocity measured not reliable, two
galaxies were partially outside of the HST/ACS mosaic, having,
therefore, incorrect measurements of the structural parameters, and
one galaxy was paired in the same slit with another galaxy (not in
our kinematic sample) at the same redshift, suggesting a possible
on-going merger. Since mergers are not included in our kinematic
models, the rotation velocity measurement was not considered reli-
able for such galaxies. Moreover, we cross-matched the kinematic
sample with the ORELSE X-ray point source catalogue, used for
X-ray analysis by Rumbaugh et al. (2017), and we found that five
galaxies were present in that catalogue. This suggested that those
galaxies may host an active galactic nucleus (AGN), which may
dominate the emission. From an inspection of the 1D spectrum of
1At some point during the target selection process, slit PAs were, to the best
of our ability, aligned with the major axis of the targets as measured from the
LFC imaging. However, the severely variable PSF of the LFC instrument
resulted in this selection being effectively random with respect to the true
PA.
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Figure 1. Redshift (left-hand panel) and stellar mass (middle panel) distribution of our kinematic sample (red) and the parent SC1604 spectroscopic sample
(grey). The distributions for the HR-COSMOS sample (green) from Pelliccia et al. (2017) are also shown for comparison. The arrows point to the median
value of each distribution. The histograms are re-normalized for a better visual comparison of their spreads and peaks, therefore, their normalization does
not reflect the actual scale. Right-hand panel: Rest-frame MNUV – Mr versus Mr − MJ colour–colour diagram for our kinematic sample (red), the parent
SC1604 spectroscopic sample (grey), and the HR-COSMOS sample (green). Open markers indicate peculiar cases described in Sec. 2.3. The black line show
the delineation between star-forming (below the line) and quiescent (above the line) adopted from Lemaux et al. (2014).
those galaxies, we confirmed that three of them indeed exhibit spec-
tral features typical of AGN (e.g., broad [O II]/Hβ/ [O III] lines or
presence of emission lines with high ionization energy like Ne V).
These 15 galaxies are referred throughout the paper as ‘peculiar’
cases and, although they are not removed from our kinematic sam-
ple (e.g., we show their position in the plots in Fig. 1 and 4 with
special markers), they are not used for the study presented in
Section 4.
2.4 The comparison sample: HR-COSMOS
HR-COSMOS is a sample presented in Pelliccia et al. (2017) com-
posed of 82 star-forming galaxies at z ∼ 0.9. Kinematic measure-
ments have been performed using spectroscopic observations ob-
tained with VIsible Multi-Object Spectrograph (VIMOS, Le Fe`vre
et al. 2003) on ESO Very Large Telescope (VLT). Stellar masses
were computed using the COSMOS photometric catalog (Laigle
et al. 2016) derived from deep-ground and space-based imaging in
30 bands from UV to IR. Rotation velocity measurements have been
obtained fitting semi-analytical models, which account for spatial
and spectral resolution, to the data in a similar way as done in this
study (see Section 3.2). After extracting the rotation velocity at a
characteristic radius r2.2 (as done in this paper, see Section 4.1), Pel-
liccia et al. (2017) constrained the smTFR and studied its evolution
with redshift. An environmental analysis has been also attempted by
the authors, adopting local densities measurements from Scoville
et al. (2013) obtained using a 2D Voronoi tessellation technique.
Pelliccia et al. (2017) have found no evidences for any dependence
of smTFR on the environment and they argued that it may have
been a consequence of HR-COSMOS galaxies not probing very
high densities (see also Fig. 3, right-hand panel). In this study, we
use the HR-COSMOS sample as comparison sample residing at
lower density environment.
Other large surveys of field galaxies obtained with IFU spec-
troscopy, e.g., KMOS3D (Wisnioski et al. 2015) and KROSS (Stott
et al. 2016), have provided galaxy kinematic measurements (e.g.,
Harrison et al. 2017; ¨Ubler et al. 2017) that could be used to sup-
plement our comparison sample in lower density environments. In
this study, however, we aimed at avoiding possible biases due to the
comparison of samples with measurements obtained with different
techniques. We are confident that the velocity measurements for
the SC1604 and HR-COSMOS samples are comparable, since the
procedure adopted is almost identical (see Section 3.2). Moreover,
we were able to make all the necessary checks (see Sections 3.1
and 4.2) to verify that the different techniques and assumptions
adopted in the SED fitting to measure galaxy stellar masses for the
two samples should not bias the comparison. As such, and because
the main limitation of the statistical significance of some of our
results, as we will show later (Section 4.4), comes from too few
galaxies in higher density environments, we choose to limit our-
selves to just the HR-COSMOS sample for our lower density point
of comparison.
3 G ALAXY MEASUREMENTS
3.1 Stellar mass
Stellar mass measurements are used in this study to constrain the
smTFR (Section 4.1), stellar-to-dynamical mass ratio (Section 4.3),
and the j∗ − M∗ diagram (Section 4.4) for our kinematic sam-
ple. These measurements were obtained following the same recipes
described in detail in Tomczak et al. (2017), based on the FAST
(Fitting and Assessment of Synthetic Templates; Kriek et al. 2009)
code. In brief, FAST generates a series of model fluxes from the
stellar population synthesis (SPS) package developed by Bruzual &
Charlot (2003). In addition, we assumed Chabrier (2003) stellar ini-
tial mass function, delayed exponentially declining star formation
histories (SFH ∝ t × e−t/τ ), and solar metallicity. For dust extinc-
tion, we adopted the Calzetti et al. (2000) attenuation curves, and
we allowed AV to range between 0 and 4. Each galaxy is then fit
by every model generated by FAST, and the model with the lowest
minimum χ2 is adopted as best-fit. In order to account for extra un-
certainties produced by the assumptions about model parameters,
we add 0.2 dex systematic error (see discussion in Courteau et al.
2014) in the stellar mass error budget. We show in Fig. 1 (middle
panel) the stellar mass distribution for our kinematic sample (red)
in comparison to the distribution for the parental SC1604 spectro-
scopic sample (grey), and for the HR-COSMOS sample presented
in Pelliccia et al. (2017), which we use for comparison through-
out the paper. We find that in general HR-COSMOS galaxies have
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higher stellar masses with respect to SC1604 ones, and show a lack
of galaxies with stellar masses lower than ∼109M. This difference
in stellar mass distribution is a consequence of the different mag-
nitude selection between the two samples. While SC1604 spectral
targets were selected to have F814W magnitude as faint as ∼25 mag,
HR-COSMOS was drawn from the zCOSMOS 10k −bright sample
(Lilly et al. 2007), which adopted the observing strategy to select
galaxies with IAB < 22.5 mag. The bias of the HR-COSMOS sam-
ple towards brighter galaxies explains the lack of lower stellar mass
galaxies. We take into account this bias in the analysis described
later (see Section 4.3).
Although the rotation velocity measurements for HR-COSMOS
have been performed in a similar way to SC1604, some differences
in the assumptions adopted in the stellar mass measurements ex-
ist. In order to ensure that the comparison is fair, we re-run FAST
with parameters that matched the HR-COSMOS model assump-
tions. In particular, we allowed for three types of star formation
histories (one exponentially declining and two with a delayed expo-
nentially decline having a maximum star formation rate peak after
1 and 3 Gyr) and for two metallicities, i.e. solar and half-solar.
This exercise revealed that no bias was observed when compar-
ing stellar masses measured with these two different prescriptions
and a mass-independent scatter of 0.1 dex was measured, which is
largely within the 0.2 dex accounted for uncertainties on the model
assumptions. Therefore, we are confident that the comparison is
valid.
In the right-hand panel of Fig. 1, we compare the rest-frame
MNUV – Mr versus Mr − MJ colour–colour diagram for our kine-
matic sample (red), to the one of the parent SC1604 spectroscopic
sample (grey), and the HR-COSMOS sample (green). This colour–
colour diagram is a diagnostic plot that enables us to separate star-
forming from quiescent galaxies. The dividing line is adopted from
Lemaux et al. (2014) for galaxies at 0.5 < z < 1. The rest-frame
colours for SC1604 are estimated by using the code Easy and Accu-
rate Redshifts from Yale (EAZY, Brammer, van Dokkum & Coppi
2008) as described in Tomczak et al. (2017), while the rest-frame
colours for HR-COSMOS were computed using the software Le
Phare (Arnouts et al. 2002; Ilbert et al. 2006) as described in Pellic-
cia et al. (2017, and references therein). We verified that, although
using different softwares, different templates, and different filters,
the measured colours for the two samples are comparable, since the
difference in MNUV, Mr, and MJ is less or equal to 0.25 mag as mea-
sured for an ORELSE field, to which we were able to apply both
fitting methods. The colour–colour diagram in Fig. 1 (right-hand
panel) shows that our kinematic sample follows well the underlying
parent population of star-forming galaxies and it occupies, as well,
the same locus of the HR-COSMOS sample.
3.2 Kinematics
3.2.1 Semi-analytical model and fitting
To derive galaxy kinematics, we developed semi-analytical models.
The idea is to create mock DEIMOS observations with known
kinematics and directly compare them to the real data. To this end,
we construct our kinematic models as described in Pelliccia et al.
(2017). Although Pelliccia et al. (2017) adopted a 2D modelling
approach, we here adopt a 3D version of the same model. This
approach allows us to better reproduce the misalignment between
PAslit and PAgal and to properly correct for it in the measured rotation
velocity. We refer to Pelliccia et al. (2017) for a detailed description
of the model, which we briefly summarize here.
The mock emission for the [O II] doublet (the most frequent line)
is defined as:
I (r, V ) = 
(r)√
2πσ (r)
{
exp −
[ (Vline1 − V (r))2
2σ 2(r)
]
+ R exp −
[ (Vline2 − V (r))2
2σ 2(r)
]}
, (2)
which describes its intensity I(r, V) at each radius r, defined at each
position (x,y) on the plane of the galaxy, and velocity V. Vline1 and
Vline2 are the velocities relative to each line of the doublet at longer
and shorter wavelength, respectively, while R is the ratio between
the intensities of the two lines. 
(r) represents the intrinsic line-
flux distribution in the plane of the disc, which we assumed to
be a truncated exponential disc (see equation 2 in Pelliccia et al.
2017), and σ (r) describes the galaxy velocity dispersion, which we
assumed to have a constant value (σ 0) as a function of the radius
r. For the galaxies that exhibit, instead, single emission line (i.e.
Hβ,[O III]) the mock observation is still described by equation (2),
but with R equal to zero. The velocity along the line of sight is
described as:
V (r) = Vsys + Vrot(r) sin i cos θ, (3)
where Vsys is the systemic velocity of the entire galaxy, and θ is
the azimuth angle on the plane of the galaxy. To model the in-
trinsic rotation velocity Vrot(r) we chose an exponential Freeman
disc (Freeman 1970) profile (as expressed in equations (4) and (5)
in Pelliccia et al. 2017), based on Pelliccia et al. (2017) finding
that 60 per cent of their sample was better modelled by an expo-
nential disc compared to other two functions used (flat and arct-
angent profiles). This high-resolution model is described by two
parameters: the maximum velocity Vt and the transition radius rt.
We performed, then, spatial and spectral smoothing by convolving
the 3D high resolution model with the seeing measured for each
mask (see Section 2.2) and the spectral resolution of the instrument,
and we re-binned it to match the DEIMOS sampling. The addi-
tional step performed in this 3D modelling approach with respect
to the 2D approach in Pelliccia et al. (2017) was to simulate the
placement of the slit along the major axis of the galaxy and repro-
duce the 2D emission line by integrating the information within the
slit.
The comparison with the observation was done through the
χ2-minimization fitting, based on the Levenber-Marquardt least-
squares technique. Except for the parameters i and PA, which are
not allowed to vary in the fitting process, in total eight (nine, in the
case of doublet) are free parameters, of which the most relevant in
this analysis are: Vt, rt , and σ 0. Least-squares fitting is known to be
sensitive to the local minima; therefore, it is extremely important
to choose initial guesses for the fit to be as close as possible to
the global minimum. We accounted for that by carefully measuring
the initial guesses. We refer the reader to Section 3.2 of Pellic-
cia et al. (2017) for a detailed description of these measurements.
Moreover, we adopted a Monte Carlo approach in order to ex-
plore the impact of the choice of the initial guesses on the resultant
best-fit parameters. To that end, we perturbed the initial guesses by
sampling a Gaussian distribution and obtaining 20 combinations of
initial parameters. We run iteratively the fitting process for each
combination, and we computed the residuals between the best-fit
model and the data; if the root mean square (rms) in the residual
image was less than 20 per cent higher than the rms noise computed
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from the data background, we chose that best-model as the final
best-model.
Four examples of the comparison between the observations and
the model are shown in Fig. 2 (second, third, and fourth panels from
left to right). We, also, show in the left-hand panels the HST/ACS
F814W galaxy image indicating the orientation of the galaxy PA as
measured in Section 2.3 and the superimposed DEIMOS slit, and
in the right-hand panels the best-fit high-resolution rotation curve
model corrected for the inclination, compared to the rotation curve
extracted from the observations. The four galaxies are representative
of the population of galaxies in the four stellar mass bins adopted
for the analysis in Section 4.3, since they have M∗ similar to the
median M∗ in each bin, and span the entire range of stellar mass
probed by our SC1604 kinematic sample. We show the same plots
for the entire ‘kinematically reliable’ sample (see Section 4.1 for its
definition) in Appendix Fig. A1.
3.2.2 Parameter uncertainties
We computed kinematic parameter uncertainties by creating 100
Monte Carlo realizations of the data perturbed according to the
2D spectrum noise, and we re-fit the kinematic model for each re-
alization. We derive 1σ uncertainties based on the 16th and 84th
percentiles of the posterior distributions. In addition, two other con-
tributions have been considered in the error budget of the kinematic
parameters. We propagated the uncertainties on the measurement
of i (propagated from the uncertainties on b/a) and PA into the error
on the parameter Vt. Past studies have shown that there often exists
a misalignment between the morphological PA and the kinematic
PA (Wisnioski et al. 2015; Contini et al. 2016; Harrison et al. 2017),
which in median is equal to ∼13◦. Although this misalignment is
small we decided to added it in quadrature to the uncertainties on
PA, which are then propagated into the error budget of Vt. Moreover,
we take into account variations of the spectral resolution generally
observed across the DEIMOS detector, which are of the order of
10 per cent, by adding it into the error budget of σ 0.
3.2.3 Spatially resolved emission
The reliability of the measured kinematics depends strongly on the
galaxy size relative to the observations’ seeing. It has been shown
by Newman et al. (2013b), by comparing the kinematics of a sample
galaxies at z = 1.0 −2.5 observed with an IFU telescope in both
seeing-limited and adaptive optics (AO) mode, that many galax-
ies that were considered dispersion-dominated from seeing-limited
data actually showed evidence for rotation in higher resolution data.
This is the result of an instrumental effect, called ‘beam smearing’,
which ‘smears’ the velocities coming from different part of the
galaxy into a given spatial resolution element. This beam smearing
has the effect of artificially increasing the velocity dispersion in
the central part of the galaxies, where the velocity gradients are in
general very large. This effect is generally taken into account in our
kinematic models for sizes of the emitting region observed in a given
galaxy that are comparable or larger than the seeing. We compared,
therefore, the intrinsic extent of the emission lines used to derive the
kinematics for our sample to their spatial resolution. To this end, we
collapsed the 2D spectrum in the wavelength direction over a range
of about ±20 Å centered on the central λ of the emission line, and
we fit spatial profile with a Gaussian function, allowing to measure
the FWHM of the galaxy emission profile (FWHMem). Since this
measurement of FWHMem is convolved with the spatial resolution,
in order to recover its intrinsic value we subtracted in quadrature
the seeing as: FWHMem,intr =
√
FWHM2em − FWHM2seeing.
We defined galaxies as having spatially resolved kinematics if
FWHMem,intr ≥ FWHMseeing. Out of the 144 galaxies in our kine-
matic sample, 40 (5 of which already defined as ‘peculiar cases’, see
Section 2.3) have spatially unresolved kinematics. In the analysis
presented in Section 4 we excluded those galaxies, along with the
‘peculiar cases’, in order to avoid any possible bias introduced by
unreliable kinematic measurements. We verified that this cut did
not affect the properties of our kinematic sample, by confirming
that the distributions of the galaxy parameters shown in Fig. 1 still
hold.
3.3 Environment
In this work, we investigate the possibility of galaxy kinematics
being influenced by the environment. In order to quantify ‘envi-
ronment’ we define two metrics, local and global density. Local
environment relates to smaller physical scales, and describes how
galaxies affect one another, while global environment relates to
larger physical scales, and dictates how galaxies are affected by
residing in their overarching halo for a given period of time. Below,
we describe in detail how each metric is defined for our sample.
3.3.1 Local environment
We measure local environment using a Monte Carlo implementa-
tion of Voronoi Tessellation (VMC), a technique described in detail
in Lemaux et al. (2017). The advantage of the VMC approach is
that high-quality spectroscopic redshifts (zspec) are combined with
photometric redshift (zphot) information to provide a more complete
and accurate mapping of the underlying density field. In this im-
plementation, high-quality zspec information is treated as truth and
zphot information enters statistically by sampling the uncertainties
associated with each object lacking a high-quality zspec over many
realizations of the density map. More specifically, in each realiza-
tion a redshift is assigned to each object lacking a high-quality
zspec by sampling an asymmetric Gaussian with mean equal to its
actual zphot and positive and negative dispersion equal to its effec-
tive ±1σ uncertainty derived from the full probability distribution
function (PDF), respectively. For a single redshift slice of width
±1500 km s−1 in velocity space, all of the zphot objects which fall
within this redshift bin for this iteration are combined with all galax-
ies with a high-quality zspec that places them in the slice. We then
run Voronoi tessellation on this combined sample. This process is
run a total of 100 times per redshift slice. The first redshift slice
begins at z = 0.55 and we step forward in steps of 1500 km s−1 until
we reach a slice with an upper bound of z = 1.4.
For each realization of each slice, the area of the Voronoi cell
associated with each object is used to define the local density for
that object as the inverse of the cell area multiplied by the square
of the angular diameter distance. The resultant density field is then
projected on to a 2D grid of 75 × 75 proper kpc. The final density
map is computed by median combining the density maps from the
100 Monte Carlo realizations. The local overdensity at each pixel (i,
j) is calculated as log(1 + δgal) = log(1 + (
i,j − ˜
)/ ˜
), where ˜

is the median density of all pixels where the map is well defined. We
use local overdensity rather than local density as our measurement
of local environment to mitigate issues of sample selection across
different fields of the ORELSE survey and differential bias as a
function of redshift.
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Figure 2. Examples of the kinematic modelling for four galaxies with [O II] and Hβ emission. These galaxies have stellar masses typical of the four stellar
mass bins used in the analysis in Section 4.3, which span the entire range from low (top) to high (bottom) M∗. Each row: From left to right: HST/ACS F814W
postage stamp (5′′ × 5′′) with superimposed in blue the DEIMOS slit and in white the orientation of the galaxy PA; continuum-subtracted 2D spectrum centred
at the emission line; best-fit kinematic model; residual image between the 2D spectrum and the best-fit model on the same intensity scale as the 2D spectrum;
high-resolution rotation curve model (black line), corrected for the inclination, with 1σ uncertainty (shaded area), compared to the observed rotation curve
(black points). The red dashed and dotted lines indicate the radius r2.2 (see Section 4.1) and its uncertainty, respectively. The horizontal black bar on the bottom
right corner represents the DEIMOS spatial PSF.
We show in Fig. 3 (left-hand panel) a 3D map of the SC1604
LSS colour-coded according to the measurement of log(1 + δgal)
running over 0.55 ≤ z ≤ 1.3. We show, also, with black points
the location of the galaxies in our kinematic sample. In the right-
hand panel of Fig. 3 we compare the log(1 + δgal) distribution for
our kinematic sample and for the HR-COSMOS sample, which
we use for comparison in our analysis presented in Section 4.
The plot highlights that SC1604 covers higher local overdensity
than HR-COSMOS, with a shift in the median log(1 + δgal)
of 0.24 dex.
3.3.2 Global environment
To quantify the global environment we adopt a phase–space param-
eterization introduced by Carlberg, Yee & Ellingson (1997) that
combines the dynamic range of velocities of the galaxies inside
a cluster/group and their projected galactocentric distances. This
parameter, which we call η, is defined as:
η = (Rproj/R200)× (|v|/σv) , (4)
where Rproj is the projected distance of each galaxy to the nearest
cluster/group center, R200 is the radius at which the cluster/group
density is 200 times the critical density,v is the difference between
each galaxy velocity and the systemic velocity of the cluster/group,
and σ v is the line-of-sight (LOS) velocity dispersion of the clus-
ter/group member galaxies. The systemic velocity and the σ v for
each cluster/group are computed using the method described in
Lemaux et al. (2012), while the cluster/group centers are obtained
from the i′ /z′ -luminosity-weighted center of the members galaxies
as described in Ascaso et al. (2014). The value of η for each galaxy is
measured with respect to the closest cluster/group. To determine it,
we first find all the clusters/groups that are within ±6000 km s−1 in
velocity space of a given galaxy, then we compute Rproj/R200 from
the galaxy to all the identified clusters and groups, and we select the
one for which Rproj/R200 is the smallest as the parent cluster/group.
If for a given galaxy no clusters/groups within ±6000 km s−1 are
found, η is computed with respect to all of those clusters/groups in
the field and the one with the smallest value is associated with that
galaxy.
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Figure 3. Left: SC1604 LSS 3D map, colour-coded according to the local overdensity measurements. This was created using the Voronoi tessellation technique
described in Section 3.3.1, but using a smaller (150 km s−1) step size for a smoother rendering. The black points show the location of the galaxies in our
kinematic sample (see Section 2.3). Due to the way the map is constructed, some of the black points in very dense regions are embedded in those red regions
and are not visible. Therefore, the number of galaxies in high-density environments are underestimated in this image. Right: Comparison of the distributions
of log(1 + δgal) for our kinematic sample and the HR-COSMOS sample from Pelliccia et al. (2017). The arrows point to the median value of each distribution.
Quantitatively, following Noble et al. (2013, and references
therein) we define:
(i) |η| < 0.1 refers to galaxies that are in the virialized cluster
core;
(ii) 0.1 < |η| < 0.4 indicates the so-called ‘backsplash’ galaxies
that have been past pericenter in earlier times and then have moved
out (e.g. Balogh et al. 2000; Gill, Knebe & Gibson 2005);
(iii) 0.4 < |η| < 2 are for galaxies recently accreted, which
populate the infall region;
(iv) |η| > 2 indicates galaxies that are not associated with the
cluster.
4 EN V I RO N M E N TA L ST U DY
4.1 Stellar mass Tully–Fisher relation
To constrain the smTFR for the galaxies in our kinematic sample,
we adopt V2.2 as our velocity estimator, which correspond to the
peak of the rotational velocity for a pure exponential disc rotation
curve. Courteau (1997) found that this estimator is the best measure
for the TF velocity, providing the smallest internal scatter, minimal
TF residuals and the best match to radio (21 cm) line widths for
local galaxies. V2.2 is interpolated from the best-fit model rotation
curve at the radius r2.2 = 2.2 rs , where rs is the disc exponential
scalelength, measured using HST/ACS F814W images as described
in Section 2.3. The uncertainties on the measurements of rs are prop-
agated into the error budget of V2.2 in addition to the uncertainties
described in Section 3.2.2. A typical value of r2.2 in our kinematic
sample is ∼4 kpc. For 76 per cent of this sample the spatial extent
of the emission line (defined by tracing the continuum-subtracted
emission line as a function of the spatial position as described in
Pelliccia et al. 2017) is equal to or larger than r2.2. Moreover, for the
‘kinematically reliable’ sample (see below for its definition) only
20 per cent has V2.2 extrapolated at a larger radius than the extent
of emission. We plot in Fig. 2 (right-hand panels) examples of the
best-fit model rotation curves showing the interpolation at V2.2. We
show the same plot for the entire ‘kinematically reliable’ sample in
Appendix Fig. A1. Also, measurements of V2.2 and σ 0, along with
other galaxy parameters measurements, are provided in Appendix
Table B1.
From now on, we use in our analysis only the sample of 94
galaxies derived from the whole kinematic sample presented in
Section 2.3, which excludes the galaxies with spatially unresolved
emission (Section 3.2.3) and the ‘peculiar’ cases (Section 2.3). This
sample is referred to hereafter as our ‘kinematically reliable’ sam-
ple. We show, however, sometime as reference (e.g. Fig. 4) the mea-
surements for the excluded galaxies. We find that 82 per cent (77
galaxies) of our kinematically reliable sample is rotation dominated,
while 18 per cent (17 galaxies) is dispersion dominated, with ‘rota-
tion’ and ‘dispersion’ dominated galaxies being those with V2.2/σ 0
> 1 and V2.2/σ 0 < 1, respectively. These values are consistent with
those found by Pelliccia et al. (2017) for the HR-COSMOS sample
at similar redshift (see Fig. 1 left-hand panel).
The smTFR for SC1604 galaxies is presented in the left-hand
panel of Fig. 4 and is described by the following functional form:
logM∗ = slope × (logV2.2 − logV2.2,0) + intercept , (5)
where logV2.2, 0 is chosen to be equal to 2.0 dex to minimize the cor-
relation between the uncertainties on slope and intecept (Tremaine
et al. 2002). The relation is constrained using only the rotation
dominated galaxies of our kinematically reliable sample, as the TF
relation is known to be valid only for rotating galaxies, while for
the analysis presented later the dispersion dominated sample is also
included. In Fig. 4 the rotation dominated galaxies are shown in
solid blue colours, while the dispersion dominated ones are in solid
red. The points in lighter colors are the measurements for the galax-
ies with spatially unresolved kinematics. The ‘peculiar’ cases are
also shown in the left-hand panel with open markers. The relation is
obtained in the same way as presented in Pelliccia et al. (2017), by
fitting an inverse linear regression using the software MPFITEXY
(Williams, Bureau & Cappellari 2010), which adopts a least-squares
approach and accounts for the uncertainties in both coordinates.
The 1σ errors on slope and intecept were determined by taking the
dispersion of the distribution of 100 bootstrapped estimations of
the same parameters. The smTFR best-fit parameters are shown in
the bottom-right corner of Fig. 4, where the reader can find also
the value of the intrinsic scatter σ intr and the total scatter rms on
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Figure 4. Left-hand panel: Stellar-mass Tully-Fisher relation constrained using the rotation dominated sub-sample (blue) of our kinematically reliable sample.
In red are shown the measurements for the dispersion dominated galaxies. The light colored points indicate galaxies with spatially unresolved kinematics (see
Section 3.2.3), which are not used in our analysis. Open markers refer to peculiar cases described in Section 2.3 that are also not used in our analysis, because
of unreliable measurements. The fit to the relation and its intrinsic scatter σ intr are shown with a red solid and dotted lines. The value of best-fit parameters,
σ intr, and the total scatter rms are presented in the bottom right corner. We plot as references the relations at z = 0 (black line) from Reyes et al. (2011), and at
z ∼ 0.9 (green line) for HR-COSMOS from Pelliccia et al. (2017). Right-hand panels: Normalized scatter (described in Section 4.1) of the full kinematically
reliable sample around the relation as function of global (top) and local (bottom) environment. Colours are the same as in the left-hand panel. Large points
indicate median scatter per environmental bin. The errorbars on the y-axis direction represent the uncertainties on the median; the bars on the x-axis direction
indicate the bin size.
the velocity variable. As comparison we show in Fig. 4 the smTFR
constrained by Reyes et al. (2011) at z = 0 and the one obtained for
the HR-COSMOS sample (Pelliccia et al. 2017) at similar redshift,
but for galaxies residing in lower local overdensities (see Fig. 3 right
panel). These comparisons highlight that: i) the smTFR presented
in this paper confirms once again the non-evolution of the relation
with redshift up to z ∼ 1.2 as already found by some works (Con-
selice et al. 2005; Miller et al. 2011; Pelliccia et al. 2017), although
recently rejected by others (Tiley et al. 2016; Turner et al. 2017); ii)
the best-fit relation is consistent with the one for the HR-COSMOS
sample, which is in general at less dense environment with respect
to SC1604 galaxies, suggesting a non-dependence of the smTFR
on environment. We find, though, that σ intr on logV2.2 is slightly
larger (0.15 dex) for SC1604 than for HR-COSMOS (0.11 dex).
Although this difference in σ intr is very small, it may be a sign of
the environment affecting galaxy kinematics.
To better investigate this possible effect, excluding any bias that
may arise from the comparison of different samples, we perform
an internal analysis within the SC1604 sample by measuring the
scatter around the relation for the entire kinematically reliable sam-
ple (including rotation and dispersion dominated galaxies) against
two metrics of environment: local, described by the quantity log(1
+ δgal) (Section 3.3.1); global, expressed by the parameter η (Sec-
tion 3.3.2). Using both metrics of environment allows us to dis-
criminate, in case of positive environmental sign, between different
physical processes taking place. We, therefore, define the scatter
around the smTFR as the 1σ error-weighted (combined error on
logM∗ and logV2.2) shortest distance of each individual data point
to the relation. More details about how this scatter is computed is
presented in appendix D of Pelliccia et al. (2017). In the right-hand
panels of Fig. 4 we show the distribution of the scatter as a function
of η (top) and log(1 + δgal) (bottom). We compute the median of the
scatter per environment bin in order to investigate the presence of
any trend. The global environment is binned according to the defi-
nition for the values of η described in Section 3.3.2, while the local
environment is binned such that log(1 + δgal) < 0.5, 0.5 < log(1 +
δgal) < 1 and log(1 + δgal) > 1 describe galaxies in low, intermedi-
ate and high local overdensity, respectively. The normalized median
absolute deviation (σNMAD, Hoaglin, Mosteller & Tukey 1983) is
used to estimate the uncertainty on the medians as σNMAD/
√
n − 1
(n = bin size, see Lemaux et al. 2018, and reference therein). We ob-
serve that the median 1σ error-normalized offsets from the relation
have values oscillating between 1.3σ to 2.5σ with no clear trend
with both the environment metrics. To determine if the observed
fluctuations of the median values as a function of the environment
are significant, we perform a Kolmogorov–Smirnov (K–S) test be-
tween all the distributions of the scatter in each environment bin
(both local and global), and we rejected the null hypothesis that the
two considered distributions are drawn by the same sample if the
p-value<0.05. The results from the nine permutations of the K–S
test (six for the global densities and three for the local ones) provide
p-values between 0.2 and 0.9, which tell us that we cannot exclude
the possibility that all the sub-samples are drawn for the same dis-
tribution, and therefore that the fluctuations observed in the median
scatters cannot be attributed to the environment. We have, moreover,
repeated the same analysis by using the normalized scatter around
the relation for only the rotation dominated galaxies, and we found
that the conclusion is invariant. This result is consistent with past
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studies (e.g., Bo¨sch et al. 2013; Pe´rez-Martı´nez et al. 2017) that
have found no evidence of environmental effect on the smTFR.
We are aware of the issue recently brought up by some authors
(e.g. Turner et al. 2017) that galaxies at higher redshifts (z ≥ 1)
exhibit higher velocity dispersions than their counterpart at lower z,
contributing to the dynamical support of the galaxy. For such galax-
ies it is likely that the gas velocity dispersion should be combined
with the rotation velocity in the determination of the smTF relation.
For this reason, we repeat this analysis using as velocity estimator
the circular velocity Vcirc, which combines the contribution of the
rotation and the dispersion of the gas by adopting an asymmetric
drift correction. Following Meurer et al. (1996), we assume that i)
the galaxy kinematics is axisymmetric, ii) the velocity dispersion
is isotropic, iii) the velocity dispersion and the scaleheight of the
galaxy disc are constant with the radius R, and iv) the gas sur-
face density follows an exponential profile. The value of Vcirc(R)
corrected for asymmetric drift is thus given by:
Vcirc(R) =
√
V 2rot(R) + σ 20 ×
R
rs
. (6)
This formula for Vcirc(R) is consistent with past works (e.g. Lelli,
Verheijen & Fraternali 2014), although others (e.g. Burkert et al.
2010, 2016) adopt an asymmetric drift correction with the dispersion
component two times larger than the one in equation (6). As before,
we measure Vcirc at the radius R = r2.2.
We re-fit the smTFR using the full kinematically reliable sample
(including rotation and dispersion dominated galaxies) and find that
the best-fit value of slope and intercept are consistent within the
errors with the values showed in Fig. 4 (left-hand panel). Moreover,
we confirm no trend in the normalized scatter around the relation
with the environment.
4.2 B-band Tully–Fisher relation
It has been proposed by some works that the effect of the cosmic
time or the environment on galaxies may not affect the smTFR
because the changes in velocity and stellar mass happen on the
same timescale along the relation. However, galaxy luminosity, i.e,
rest-frame B band, can change on shorter timescales, since it is
sensitive to a galaxy’s recent star-formation history. For this reason,
the B-band TFR is thought to be evolving with time (e.g. Portinari &
Sommer-Larsen 2007; Miller et al. 2011) and environment (e.g.
Milvang-Jensen et al. 2003; Bamford et al. 2005). In a recent paper
Pe´rez-Martı´nez et al. (2017) performed a kinematic analysis for
six XMM2235-2557 cluster galaxies and three field galaxies at z
∼ 1–1.4 and found that, for a given velocity, cluster galaxies are
1.6 mag more luminous in rest-frame B band (MB) than their field
counterparts.
Here, we constrain the B-band TFR for our kinematically reliable
sample in SC1604 and compare it to the relation for HR-COSMOS
galaxies in Fig. 5. The best-fit relation for both samples was obtained
using the same technique described in Section 4.1 for the smTFR.
Since the HR-COSMOS sample has a smaller range of B band
luminosities, the constrained slope would have large uncertainties;
therefore, we decide to fix it to the value obtained for SC1604. The
best-fit parameters, as well as the intrinsic scatter in MB and logV2.2,
are shown in the bottom left and right corners of Fig. 5 for HR-
COSMOS and SC1604, respectively. We find that the B-band TFR
is largely consistent between the two samples, showing no evolution
of the intercept due to the environment. As done in Section 3.1 for
the other rest-frame colors, we investigated the differences in MB
Figure 5. B-band Tully–Fisher relation constrained using the rotation
dominated sub-sample (solid red) of our kinematically reliable sample
compared to the relation for the rotation dominated galaxies in HR-
COSMOS (solid green). In light colors are shown the measurements for
the dispersion dominated galaxies of both samples. The fitted relations
are expressed by the formMB = slope × (logV2.2 − logV2.2,0) + intercept ,
where logV2.2, 0 = 2.0 dex, and are shown with solid red and green lines for
SC1604 and HR-COSMOS, respectively. The intrinsic scatters σ intr around
the relations are shown with dotted lines. The value of the best-fit parameters
and σ intr for MB and logV2.2 are presented in the bottom left and right corner
for HR-COSMOS and SC1604, respectively.
between the two samples induced by the different SED fitting codes,
the different templates, and the k-correction due to different filter
used, and find a maximum difference of MB = 0.03 mag, which
is very small and does not bias our result.
As observed for the smTFR, SC1604 galaxies also exhibit
0.41 mag larger intrinsic scatter in MB than HR-COSMOS ones,
which may hint at some environmental effect. To verify that, we
analyse, as done in Section 4.1 for the smTFR, the 1σ error-weighted
scatter of our kinematically reliable sample (including rotation and
dispersion dominated galaxies) around the B-band TFR against the
measurements of the local and global overdensities. We observe
median offset from the relation ranging from ∼3σ to 4σ . Although
these values are larger compared to those measured for the smTFR,
again no clear trend with both environment metrics is observed. We
repeated the same analysis using only the normalized scatter of the
rotation dominated galaxies around the relation, and we found that
the result does not change. Therefore, the internal investigation on
our SC1604 kinematic sample shows a non-dependence of smTFR
and B-band TFR on the environment. However, larger samples,
both in the low and high overdensity environments, are necessary
to investigate if any more subtle dependence exists.
4.3 Stellar-to-dynamical mass ratio
One of the greatest powers of galaxy kinematic measurements is
that they provide information about the enclosed dynamical mass
(Mdyn), i.e., the total mass of the galaxy including the contribution
from stars, gas and dark matter (Mdyn = M∗ + Mgas + MDM). Indeed,
the maximum circular velocity (Vcirc, see equation (6)), measured at
a certain radius R, provides the measure of the galaxy Mdyn within
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R following the formula:
Mdyn(R) = R × V
2
circ(R)
G
, (7)
where G is Newton’s gravitational constant. Since we use the value
of Vcirc at r2.2, we also measure Mdyn at the same radius. The values
of Mdyn(r2.2) for our kinematically reliable sample range between
9.8 × 108 M and 5.1 × 1011 M with a median value of 1.5 ×
1010 M.
To make a fair comparison with the galaxy stellar mass, knowing
that this is measured at larger radii then Mdyn(r2.2) (i.e., corrected
for r∞), we apply a correction to M∗ by estimating that 65 per cent
of the total light is contained within r2.2 for a galaxy described by
an exponential profile and assuming a constant stellar mass-to-light
ratio as function of radius, as done by Pelliccia et al. (2017). We
compute the stellar-to-dynamical mass ratio (M∗/Mdyn) within the
radius r2.2 for our kinematically reliable sample, and find a median
value of 0.21, which confirms that the contribution of the stellar
component to the galaxy total mass is small, while gas + dark mat-
ter make up most of the total mass, in line with other works (e.g.
Stott et al. 2016; Pelliccia et al. 2017). We note that four galaxies
exhibit values of M∗/Mdyn larger than 1 at the1.5σ level, which, if
true, is unphysical. We inspected these four galaxies and found that:
one galaxy (ID = LFC SC1 05297) is blended with another galaxy
in the ground-based image used for the SED fitting, and therefore
the measured M∗ is most likely affected by the contribution of the
two galaxies; one galaxy (ID = LFC SC1 03266) shows a reduced
χ2 from the fitting performed with FAST to derive M∗ measure-
ments (see Section 3.1) equal to 49, which is considerably higher
than the median reduced χ2 of the entire sample (∼1.1); therefore,
the measurement of M∗ for this galaxy is likely not accurate; the last
2 galaxies (ID=LFC SC1 05250, ID = COS SC1 02200) are the
only ones to show a combination of large offset between PAgalaxy and
PAslit (|PA| ∼40◦) and being almost face-on (inclination ∼30◦),
which together provide the highest uncertainties in the determina-
tion of the velocity; therefore, the measurements of the Mdyn may be
incorrect. We decided to exclude these galaxies from the following
analysis in order not to bias our results.
To investigate any dependence of M∗/Mdyn with environment we
decide to make a comparison with the that measured in the HR-
COSMOS, a sample which probes lower local overdensities (see
Fig. 3 right-hand panel). We attempted to internally trace changes
in M∗/Mdyn as a function of the local and global environment mea-
surements available for SC1604, but the number of galaxies per en-
vironment bin (especially in higher dense environments) were not
large enough to provide statistically significant results. The environ-
mental analysis is performed by computing the median per stellar
mass bin of the M∗/Mdyn ratios for both SC1604 and HR-COSMOS
samples and comparing it for sub-samples of galaxies characterized
by similar median M∗(r2.2). The measurements for SC1604 are di-
vided into four bins of M∗(r2.2), while for HR-COSMOS, given its
smaller range of stellar masses, we divide the measurements into
three M∗(r2.2) bins. In Table 1 we report the number of galaxies
and the median values of M∗(r2.2), local environment and M∗/Mdyn
ratio in each mass bin for the two comparing samples. The M∗(r2.2)
range in each bin is chosen to be a compromise between having a
significantly large number of galaxies and similar median M∗(r2.2)
in the two samples. The median M∗/Mdyn in each bin is computed
using a Monte Carlo approach, where 10 000 realizations of the
median are computed after randomly perturbing the single M∗/Mdyn
values according to their errors. From the distribution of the real-
izations, we determine the average M∗/Mdyn and its 1σ uncertainty
Table 1. Median stellar-to-dynamical ratio for the two comparing samples:
ORELSE-SC1604 and HR-COSMOS.
Na ˜log(M∗(r2.2)/M)
b
˜log(1 + δgal)
c
˜log(M∗/Mdyn)
d
ORELSE-SC1604
27 8.79 0.19 −0.94+0.10−0.08
30 9.45 0.20 −0.72+0.08−0.06
21 9.89 0.46 −0.60+0.07−0.06
12 10.45 0.46 −0.51+0.10−0.08
HR-COSMOS
21 9.49 0.03 −0.84+0.04−0.04
36 9.94 − 0.01 −0.72+0.03−0.03
19 10.37 0.10 −0.60+0.05−0.05
Notes. a Number of galaxies in each M∗ bin
bMedian M∗ within r2.2 per bin in logarithmic unit
cMedian value of local overdensity per bin
dMedian M∗/Mdyn within r2.2 per bin in logarithmic unit
as the median and the 16th and 84thpercentiles of the distribution,
respectively.
The stellar-to-dynamical mass ratio as a function of the stellar
mass within r2.2 for both samples is shown in Fig. 6 (left-hand panel),
where the light red points and the light green squares represent the
single measurements for SC1604 and HR-COSMOS, respectively.
The larger markers show the median M∗/Mdyn per M∗(r2.2) bin and
are colour-coded according to the median log(1 + δgal) measured
in each bin. Once again, it is clear, even for the single stellar mass
bins, that SC1604 galaxies reside always at higher local overden-
sities than HR-COSMOS ones, having average values of log(1 +
δgal) ∼1.5–3 times higher (see Table 1). The first result that emerges
from the left-hand panel of Fig. 6 is that for both samples stellar
mass is only a small contribution (maximum ∼30 per cent) to the
galaxy total mass within r2.2, which is, therefore, dominated by the
gas + dark matter mass at z ∼ 0.9. We also observe a decrease of
M∗/Mdyn towards lower stellar masses, meaning that the contribu-
tion of M∗ to the total mass within r2.2 drops from ∼30 per cent
to ∼10 per cent from high to low stellar mass galaxies. This is
in agreement with the observations showing that in general low
mass galaxies have higher gas and/or dark matter fraction than high
mass galaxies (e.g. Geha et al. 2006; Blanton & Moustakas 2009;
Battaglia, Helmi & Breddels 2013). Moreover, we find that M∗/Mdyn
for SC1604 galaxies is systematically higher than the ratio for the
HR-COSMOS sample. If we neglect the first mass bin in SC1604
and we make a one-to-one comparison between the value of the
median M∗/Mdyn in the remaining three bins of SC1604 and in the
three bins of HR-COSMOS, we find that M∗/Mdyn, from higher to
lower M∗(r2.2), is ∼19 per cent, ∼24 per cent, ∼24 per cent smaller
for HR-COSMOS within 1.1σ , 2σ , and 2σ , respectively. Knowing
that the statistical significance of this comparison is low in every
given bin, to verify that the observed offset towards higher M∗/Mdyn
is real and characteristic of the population of galaxies in denser
environment, we compare the median M∗/Mdyn within r2.2 for the
SC1604 sample cut at logM∗(r2.2) > 9.34 (corresponding to logM∗
> 9.53), which has ˜log(1 + δgal) = 0.35, and for the HR-COSMOS
sample with ˜log(1 + δgal) = 0.03. The stellar mass cut in SC1604 is
applied to account for the lack of lower M∗(r2.2) in HR-COSMOS
and is imposed in an attempt to make the two samples compara-
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Figure 6. Left-hand panel: Stellar-to-dynamical mass ratio versus stellar mass within r2.2 in logarithmic unit. The light red points and light green squares
show the measurements for SC1604 and HR-COSMOS, respectively. The large markers represent the median log(M∗/Mdyn) per stellar mass bin (see Table 1)
and are colour-coded according to the median value of local overdensity in each bin. The errorbars on the y-axis direction represent the uncertainties on
the median; the bars on the x-axis direction indicate the bin size. Right-hand panel: Comparison of the distributions of 10 000 Monte Carlo realizations of
the median log(M∗/Mdyn) for SC1604 cut at M∗ > 109.34 M (red) and HR-COSMOS (green). The arrows point to the median value of each distribution,
and freq represent the relative frequency that, for 100 000 random draws from both distributions, the median log(M∗/Mdyn) for SC1604 is larger than for
HR-COSMOS.
ble. A K–S test performed on the stellar mass distributions of the
original HR-COSMOS sample and the cut SC1604 sample returns
a p-value of 0.21, which does not allow us to exclude the possibility
that they are drawn from the same underlying distribution.
Using this new stellar mass cut SC1604 sample, we then com-
puted the median of the ratio M∗/Mdyn of this sample relative to the
original HR-COSMOS sample. The final median of each sample
was estimated using the same Monte Carlo approach as described
above, and we show the distribution of the individual medians for
each of the 10000 realizations for both samples in the right-hand
panel of Fig. 6. The median log(M∗/Mdyn) for HR-COSMOS is equal
to −0.73 ± 0.02, while for the SC1604 sample with logM∗(r2.2)
> 9.34 the median ratio is −0.58 ± 0.04, telling that SC1604 is
characterized by M∗/Mdyn ratio in median ∼1.4 times larger than
HR-COSMOS with a significance of 3.9σ . We double-check the
significance of the observed offset by randomly drawing a value
from both distributions of the median shown in Fig. 6 (right-hand
panel) 100 000 times, finding that in 99.9 per cent of the cases
we obtain a larger median log(M∗/Mdyn) for SC1604 than for HR-
COSMOS. This result appears to be somewhat different than what
found by Darvish et al. (2015), who analyzed the M∗/Mdyn ratio for
a sample of 28 star-forming galaxies in a large filament at z ∼ 0.53
in the COSMOS field, and compared them with a sample of 30 field
galaxies. They found no differences in the M∗/Mdyn ratio for the two
samples. We note, however, that our results may not be comparable
to the one presented by Darvish et al. (2015), since their samples are
at lower redshift with respect to both SC1604 and HR-COSMOS,
the distribution of the galaxy stellar mass has a narrower range of
M∗ = ∼109 − 1010.5M, and filament environments differ from
group/cluster environments. Moreover, we measured M∗/Mdyn at
r2.2 that is the radius at which we constrained Mdyn (as described
above); conversely, Darvish et al. (2015) measured Mdyn using the
galaxy velocity dispersion and its half-light radius.
Given the fact that we compare the stellar-to-dynamical mass
ratio for fixed stellar mass, the observed differences of M∗/Mdyn
in the two samples is driven by a difference in their Mdyn(r2.2).
Specifically, SC1604 galaxies have in median ∼30 per cent smaller
Mdyn(r2.2) than HR-COSMOS galaxies, as shown in the left-hand
panel of Fig. 7, where we compare the distributions of the Monte
Carlo realizations of the median logMdyn(r2.2) for the two samples.
Indeed, we find that for 100 000 random draws from these two distri-
butions, 99.9 per cent of the times Mdyn(r2.2) for SC1604 is smaller
than for HR-COSMOS. To understand the causes of smaller dy-
namical masses for galaxies in denser environments, we investigate
the environmental dependence of the galaxy parameters that define
Mdyn(r2.2) in equation (7): the circular velocity Vcirc(r2.2) described
by equation (6) and the radius r2.2. We show in Fig. 7 (middle and
right-hand panels) the comparison of the Monte Carlo realizations
of the median values of these two parameters for SC1604 sample
cut at logM∗(r2.2) > 9.34 and HR-COSMOS. Their final median
values are, also, reported in Table 2.
We find that the distributions of the medians values of
logVcirc(r2.2) for the two samples largely overlap, with the HR-
COSMOS one being narrower and shifted to slighter higher val-
ues ( ˜logVcirc(r2.2) = 2.19 ± 0.01) than SC1604 ( ˜logVcirc(r2.2) =
2.18 ± 0.02), which instead shows a broader distribution. We are
confident that this comparison is fair since the kinematic mea-
surements for both samples have been performed using the same
technique. Conversely, we find that the distributions of the me-
dian values of logr2.2 for the two samples are completely disparate,
with no overlap, and with the HR-COSMOS median logr2.2 being
0.1 dex larger than for SC1604. We note that the formal errors
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Figure 7. Comparison of the distributions of 10 000 Monte Carlo realizations of the median logMdyn(r2.2) (left-hand panel), logVcirc(r2.2) (middle panel) and
logr2.2 (right-hand panel) for SC1604 cut at M∗ > 109.34M (red) and HR-COSMOS (green). The arrows point to the median value of each distribution, and
freq represent the relative frequency that, for 100 000 random draws from both distributions, the drawn value for SC1604 is smaller than for HR-COSMOS.
Table 2. Comparison of median parameters between SC1604 (with stellar mass cut) and HR-COSMOS.
N
˜
log
(
M∗(r2.2)
M
)
˜log
(
1 + δgal
) ˜
log
(
Mdyn(r2.2)
M
)
˜
log
(
Vcirc(r2.2)
km s−1
)
˜
log
(
r2.2
kpc
)
ORELSE (M∗(r2.2) > 109.34M) 54 9.78 0.35 10.42 ± 0.05 2.18 ± 0.02 0.75 ± 0.01
HR-COSMOS 76 9.93 0.03 10.59 ± 0.02 2.19 ± 0.01 0.85 ± 0.01
on r2.2 for HR-COSMOS are not available to us; therefore, in the
Monte Carlo iterations we adopt uncertainties similar to the ones
measured for SC1604, by randomly sampling from r2.2 error dis-
tribution of SC1604 galaxies. We also repeat the measurement by
adopting uncertainties twice as large as the SC1604 ones, and we
find that the result does not change. Moreover, aware of the fact
that r2.2 for the two samples was measured using different soft-
wares (see Section 2.3 and Pelliccia et al. 2017), we verify that
the difference observed is not a result of different measurement
techniques. To that end, we retrieve the archival HST/ACS F814W
images for the HR-COSMOS galaxies, which were observed using
similar strategy adopted for SC1604 images (e.i., one HST orbit
exposure), and we run SExtractor in the same way as done for
SC1604 as described in Section 2.3. We find that, comparing the
original and the re-measured rs (from which we derive r2.2, see Sec-
tion 4.1), the SExtractor measurements are in median 10 per cent
larger than the value used in Pelliccia et al. (2017), confirming
that difference in size between SC1604 and HR-COSMOS galax-
ies is indeed real, and, in fact, it may be larger than we estimate
here.
This investigation led us to affirm that the cause of smaller dynam-
ical masses in denser environments are mainly due to the smaller
size of the galaxies in this environment. This result is consistent
with what found by Kuchner et al. (2017), who constrained the
mass-size relation for galaxies in cluster environment at z = 0.44,
and compared the relation for star-forming cluster members to the
one obtained by van der Wel et al. (2014) for star-forming galaxies
in the field. They found that the mass-size relation for cluster galax-
ies is in general shifted towards smaller values of the galaxy size,
with a shift equal to ∼0.1–0.2 dex for stellar masses similar to our
sample.
4.4 Specific angular momentum
In the CDM cosmology, dark matter haloes acquire rotation from
the tidal torques (Hoyle 1951). This rotation is quantified by the
dimensionless spin parameter:
λ = JDM |E|
1/2
GM
5/2
DM
, (8)
where J is the angular momentum, G is the gravitational constant, E
is the energy, and M the mass of the system (Peebles 1969). From the
tidal torque theory and N-body simulations λ is predicted to follow a
lognormal distribution, with expectation value 〈λ〉 = 0.035 and a 1σ
log dispersion of 0.23 dex (Maccio`, Dutton & van den Bosch 2008),
relatively insensitive to cosmological parameters, time, galaxy mass
and environment (e.g. Barnes & Efstathiou 1987; Zurek, Quinn &
Salmon 1988; Steinmetz & Bartelmann 1995; Cole & Lacey 1996;
Maccio` et al. 2007; Bryan et al. 2013).
By inverting equation (8) and defining the specific angular mo-
mentum of the dark matter halo as jDM = JDM/MDM, we can express
it in terms of λ and MDM:
jDM ∝ λM2/3DM . (9)
If we assume that initially the baryons are well mixed with the
dark matter of the parent halo and have the same angular momen-
tum, according to the standard theory of disc galaxy formation,
baryons should retain their specific angular momentum as they
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collapse into the center of the halo (Fall & Efstathiou 1980; Mo,
Mao & White 1998). However several processes (e.g., mergers) can
reduce/increase the galaxy specific angular momentum. We intro-
duce, therefore, the fraction fj of the specific angular momentum
retained by the baryons during the galaxy formation, defined as
the ratio between the stellar and dark matter specific angular mo-
mentum (fj = j∗/jDM, assuming that j∗ follows the baryonic specific
angular momentum). In addition, considering that only a fraction
(f∗) of the cosmological baryon fraction fb (=0.17) is converted into
stars we define f∗ = M∗/(fb × MDM). From equation (9) we can,
then, predict the stellar specific angular momentum to be:
j∗
km s−1 kpc
= 9.07 · 103λ fj (fbf∗)−2/3
(
H (z)
H0
)−1/3
×
(
M∗
1011M
)2/3
, (10)
where H (z) = H0 [,0 + M,0 × (1 + z)3)]1/2. This expression is
equivalent to the one derived by Harrison et al. (2017) and similar to
other derivations by, e.g., Romanowsky & Fall (2012), and Burkert
et al. (2016).
The measurements presented in this paper, allow us to measure
the stellar specific angular momentum j∗. For spiral galaxies approx-
imated to be axisymmetric, infinitely thin discs with an exponential
surface density profile, and assuming that the ionized gas traces the
stellar disc, we adopt:
j∗ = 2 rs V2.2 . (11)
This value of j∗ is an approximation based on global measurements,
due to the lack of detailed kinematic maps. It is widely used in
literature and provides remarkably good results when compared to
the ‘true’ value (Obreschkow & Glazebrook 2014). On a j∗ − M∗
diagram galaxies follow a linear relation with similar slope ∼2/3
(e.g. Fall 1983; Romanowsky & Fall 2012), which is consistent
with the M∗ dependence predicted in equation (10), and have dif-
ferent normalization according to the galaxy morphology (see e.g.
Romanowsky & Fall 2012). We present the comparison of j∗ mea-
surements as a function of M∗ for SC1604 and HR-COSMOS in
Fig. 8. We apply to SC1604 the same stellar mass cut discussed in
Section 4.3 in order to avoid bias in the comparison due to the lack
of lower M∗ in HR-COSMOS. We fit a relation to the full kinemat-
ically reliable sample (including rotation and dispersion dominated
galaxies) using the same technique adopted for the smTFR (Sec-
tion 4.1) and the B-band TFR (Section 4.2), obtaining a best-fit
slope of 0.68 ± 0.19 for SC1604 galaxies and 0.60 ± 0.13 for
HR-COSMOS galaxies, both consistent with value found by Ro-
manowsky & Fall (2012) at z = 0 and with j∗ ∝ M2/3∗ predicted
from equation (10). When we fit the relation with fixed slope =2/3
to both samples, we find best-fit values of the intercept equal to
3.45 ± 0.04 an 3.35 ± 0.05 for HR-COSMOS and SC1604, respec-
tively. This offset of 0.1 dex in the normalization of the relation is
suggestive, and possibly indicates a signature of galaxy transforma-
tion from low to high density environments.
Following Burkert et al. (2016), we combine equation (11) and
equation (10) to estimate the fraction fj of specific angular momen-
tum retained by the baryons during the formation of the galaxy.
To that end, we remove from equation (10) the dependence on f∗
by using the fitting function proposed by Dutton et al. (2010) for
Figure 8. Relationship between j∗ and M∗ for our SC1604 sample with mass
cut (see text, Section 4.4) in solid red colour compared to the relation for
HR-COSMOS in solid green. In light colours are shown the measurements
for the dispersion dominated galaxies of both samples. The fitted relations
are expressed by the form logj∗ = slope × (logM∗ − logM∗,0) + intercept ,
where logM∗, 0 = 9.8 dex, and are shown with solid red and green lines for
SC1604 and HR-COSMOS, respectively. The value of the best-fit parameters
and σ intr for both logM∗ and logj∗ are presented in the bottom right corner
in red colour for SC1604 and in green colour for HR-COSMOS. We show
as reference the relation derived by Romanowsky & Fall (2012) for spiral
galaxies at z = 0.
late-type galaxies:
f∗ = 0.29 ×
(
M∗
5 × 1010M
)0.5
×
[
1 +
(
M∗
5 × 1010M
)]−0.5
.
(12)
This function was largely used by previous works (e.g. Ro-
manowsky & Fall 2012; Burkert et al. 2016; Harrison et al. 2017).
We note that a recent study by Posti et al. (2018) showed that the
dependence of fj on the galaxy stellar mass varies considerably ac-
cording to the chosen f∗. They found that the function proposed
by Dutton et al. (2010) provides fj values approximately constant
with M∗, while other functions (e.g. Behroozi, Wechsler & Conroy
2013) provide values of fj that are strongly dependent on the stellar
mass, showing a sharp decrease at large M∗ (1010.5M). Testing
different f∗ is outside of the scope of this paper, however, we plan
to do it in a future work.
Assuming for simplicity that all the galaxies analyzed here have
the same dark matter spin parameter λ = 0.035, we find that galax-
ies in the SC1604 have a median value of fj = 0.71 ± 0.06, while
for HR-COSMOS galaxies in median fj = 0.91 ± 0.04. This is
telling us that galaxies in higher density environments have lost
∼30 per cent of their original angular momentum, while galaxies
in less dense environments have lost only ∼10 per cent of it. This
difference persists when we compute the median fj for only ro-
tation dominated galaxies, obtaining that purely rotating galaxies
in low-density environments are able to retain all their original
angular momentum ( ˜fj = 1.04 ± 0.04), while rotating galaxies in
higher density have lost 20 per cent of their angular momentum
( ˜fj = 0.80 ± 0.06). Moreover, we find that the dispersion domi-
nated galaxies in both environments have lost most (∼90 per cent)
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of their angular momentum, having ˜fj = 0.16 ± 0.03 in HR-
COSMOS and ˜fj = 0.07 ± 0.02 in SC1604.
One of the main processes thought to influence a galaxy’s specific
angular momentum is galaxy-galaxy mergers. Lagos et al. (2018a),
using the EAGLE simulations, investigated the impact of galaxy mi-
nor (mass ratios 0.1–0.3) and major (mass ratios ≥0.3) mergers on
galaxy’s specific angular momentum. They found that, for galaxies
with M∗ ≥ 109.5M and in the redshift range 0 ≤ z ≤ 2.5, a sin-
gle major merger is able to reduce the specific angular momentum,
measured within the half-stellar mass radius r50, by ∼20 per cent,
while one minor merger contributes only with 2 per cent of j∗ loss.
They were also able to discriminate between the effect on j∗ due
to gas-poor and gas rich mergers, finding that gas-poor mergers are
more effective in reducing j∗, causing a loss of ∼40 per cent (major
mergers) and ∼20 per cent (minor mergers), while the effect of gas-
rich mergers is negligible. Their definition of gas-poor and gas-rich
merger is based on the measurements of the combined gas fraction
(fgas,merger) of the two merging galaxies with respect to the combined
stellar masses, and requires that fgas,merger ≤ 0.2 for gas-poor merg-
ers and fgas,merger ≥ 0.5 for gas rich merger. However, in a following
paper, using slightly different parameter to describe the specific an-
gular momentum, Lagos et al. (2018b) have shown that for galaxies
with M∗ > 1010M the reduction of the spin parameter λr50 due
to major mergers is mostly constant at ∼40 per cent for a range of
fgas, merger  0.02–0.5, with a rapid decrease to ∼0 per cent of λr50
loss to fgas, merger  0.8. Tomczak et al. (2017) have demonstrated
with a simple semi-empirical model that galaxy-galaxy merging is
a relevant process in dense regions, showing that a larger fraction of
mergers is required to reproduce the galaxy stellar mass function in
dense environments with respect to the low density environments.
We want, therefore, to investigate whether this larger fraction of
mergers can account for the reduction of fj observed in SC1604
compared to HR-COSMOS.
To this end, we divide both samples in three local overdensity
bins (low, intermediate and high overdensities, equal to the ones
adopted in Section 4.1 and in the right bottom panel of Fig. 4),
and we keep for this analysis only the HR-COSMOS galaxies in
the low overdensity bin (63 galaxies) and the SC1604 galaxies
in the intermediate and high overdensity bins (20 galaxies). The
idea is to understand whether, by correcting fj observed in SC1604
galaxies in intermediate and high densities for the decrease due
to the expected number of mergers they have undergone to reach
these environments, we are able to recover the typical fj observed
in HR-COSMOS galaxies at low densities. In other words, we want
to understand if mergers can be considered as the main (or the
only) process that caused the decrease of angular momentum in
SC1604.
We make use, therefore, of the semi-empirical model from Tom-
czak et al. (2017) to estimate how many more mergers galaxies
undergo in intermediate/high densities with respect to the galax-
ies in lower densities. We provide, here, a brief description of the
semi-empirical model; for a full discussion we refer the reader to
Tomczak et al. (2017). The model begins with a sample of ≈106
galaxies that are simulated to match the z = 5 universe in terms of
their distributions of stellar masses and star-formation rates. These
galaxies progress forward in discrete time intervals of 100 Myr until
z = 0.8 (the median redshift of the ORELSE sample) where in each
time-step prescriptions for star-formation, quenching, and galaxy-
galaxy merging are enforced. The first two of these prescriptions
are informed by empirical relations whereas the latter is allowed to
vary. Realizations of this model are tested by comparing the final
(z = 0.8) stellar mass distribution to the observed galaxy stellar
mass function in the three environmental density bins used for this
analysis. Galaxy–galaxy merging is treated as a free parameter in
that multiple realizations of the model are generated with a variable
bulk merger count. This bulk merger count is defined as the fraction
of the initial sample of ≈106 galaxies that merge by the end of the
simulation at z= 0.8, which ranges between 0 per cent (i.e. no merg-
ing) to 95 per cent (i.e. only 5 per cent of galaxies remaining). With
each time-step galaxy pairs are selected randomly to be merged in
accordance with the adopted bulk merger count, with the only con-
straint that minor mergers (mass ratios <1 : 4) occur 3 times more
frequently than major mergers (mass ratios 1 : 4 − 1: 1) (Lotz
et al. 2011). For each galaxy we record the total number of major
and minor mergers at z = 0.9 (the median redshift of SC1604) of
the most massive progenitor that matches the SC1604 stellar mass
cut.
From this simulation we find that galaxies at intermediate and
high density undergo 3.8–4 times more major mergers (3–3.5 times
more minor mergers) than galaxies in low density, with on aver-
age 0.18 and 0.2 extra major mergers (0.56 and 0.60 extra minor
mergers) per galaxy with respect to the low density environment,
respectively. If we scale the values of the decrease in j∗ per ma-
jor/minor merger from Lagos et al. (2018a) by the number of extra
mergers each galaxy in intermediate/high density undergoes with
respect to the low density, we can use them as a correction for the
SC1604 galaxies in order to recover the fraction (fj, corr) of retained
angular momentum as it would have been if galaxies had not un-
dergone these extra mergers. We perform this exercise by adopting
a Monte Carlo approach as follows.
We begin by computing, for each of the realizations, a new value
of fj for each of the galaxies in the intermediate/high density en-
vironment by perturbing the measured values by their errors. For
each realization, we define a correction factor to fj per major and
minor merging event by sampling from a Gaussian distribution with
mean equal to 0.82 and 0.98, respectively, and dispersion equal to
the 1σ uncertainties from Lagos et al. (2018a). The mean values of
these Gaussians correspond to the median fraction of j∗ retained per
merger as estimated in the simulations of Lagos et al. (2018a) for
all types of mergers. These two new correction factors per merger
are then scaled by the excess number of mergers that galaxies expe-
rience in intermediate/high density environments as estimated from
the simulation presented in Tomczak et al. (2017). In order to deter-
mine the excess number of mergers per galaxy in each realization,
we draw from the distribution of the number of minor and major
mergers experienced by simulated galaxies with stellar masses that
are within ±0.1 dex from the M∗ value of each galaxy in our inter-
mediate/high density SC1604 sample. To these numbers we subtract
values coming from a similar sampling of similarly massive simu-
lated galaxies in low density environments. The differences of these
two pairs of values set the excess number of major and minor merg-
ers each galaxy experiences for that realization. From the ensemble
of corrected fj values (fj, corr) computed in this way from each re-
alization, we computed a median fj, corr. This process is performed
a total of 10000 times, and, from the distribution of the median
fj, corr values computed from all realizations we derive the final me-
dian corrected value and its uncertainties. After having performed
this exercise, we find that for the intermediate/high density SC1604
galaxies, which had an original fj = 0.76 ± 0.10, the median fj, corr
was 0.80+0.12−0.10. This corrected value is consistent with the original
value and is insufficient to recover the fj value measured for the
galaxies in HR-COSMOS in low density environments.
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However, the adopted value of j∗ loss per merger from Lagos
et al. (2018a) is an overly conservative value, since we are not able
to discriminate between gas-poor a gas-rich mergers for our sample,
and it represents an average value between the effect of gas-poor
and gas-rich mergers, which are, respectively, highly effective and
not effective at reducing j∗. Although we cannot make any definitive
statement about the amount of gas fraction in the SC1604 galax-
ies, we have reasons to believe that in high density environments
the principal type of merger occurring is gas-poor. For example,
it ha been observed that spiral galaxies in cluster environments at
z = 0 show a deficiency of neutral gas with respect to their field
counterparts (Boselli & Gavazzi 2006). Moreover, Lin et al. (2010)
investigated the environments of wet (blue galaxy pairs), mixed
(blue-red pairs), and dry (red galaxy pairs) mergers at 0.75 < z <
1.2 in the Deep Extragalactic Evolutionary Probe 2 (DEEP2, Davis
et al. 2003; Newman et al. 2013a) survey, showing that high local
overdensity regions are the preferred environment in which dry and
mixed mergers occur, and, indeed, that the combined incidence of
such mergers exceeds those of wet mergers in their highest den-
sity environments, i.e. galaxy groups. This disparity is only likely
to be exacerbated in cluster environments. Because of these lines
of evidence, we repeat the above analysis using the values of the
median fraction of j∗ retained per major (0.64 ± 0.09) and minor
(0.84 ± 0.03) merger that Lagos et al. (2018a) found for gas-poor
mergers, we find that the median fj, corr for the SC1604 galaxies
in intermediate/high density is equal to 0.91 ± 0.15. This value is
consistent within the uncertainties with the median fj measured for
HR-COSMOS in the low density bin (fj = 0.96 ± 0.04). However,
this fj, corr is also consistent within 1σ -error with the median value
of fj for SC1604 galaxies before the correction for angular momen-
tum loss due to mergers. This consistency with both values is a
consequence of largeness of the uncertainties on the individual fj
values, the small sample of galaxies (N = 20) in the SC1604 sam-
ple at intermediate/high density, and a very conservative approach
in the determination of the error budget. We note, however, that,
using this approach, if we draw 10000 times from the fj, corr and fj
distributions of the intermediate/high density SC1604 sample and
from the fj distribution of the low-density HR-COSMOS sample,
we find that 62 per cent of the time fj, corr has a value closer to that
of the low-density HR-COSMOS sample. Thus, under such a sce-
nario, it is at least plausible to recover nearly all of the angular
momentum lost by the SC1604 intermediate/high density sample,
and, if correct, gas-poor mergers would be, indeed, the principal
cause of the observed reduction of the specific angular momentum
in dense environments. However, the large number of assumptions
taken in the exercise, the sample size, and the large uncertainties
does not allow us to confirm this statement. A larger sample of
galaxies in intermediate/high density environments as well as gas
fraction measurements would allow for a full and, perhaps definitive
investigation, of this scenario.
5 C O N C L U S I O N S
We presented here an investigation of the environmental effect on
the kinematics of a sample of star-forming galaxies at z∼ 0.9, which
are part of the ORELSE survey. ORELSE is a large photometric
and spectroscopic campaign dedicated to map out and characterize
galaxy properties across a full range of environments in 15 fields
containing LSSs in a redshift range of 0.6 < z < 1.3. The sample in
this paper is taken from the field SC1604, which is dominated by the
known SC1604 supercluster at z ∼ 0.9. Galaxy samples from two
serendipitous clusters discovered along the line of sight at z = 0.60
and z = 1.18 are also included in the sample. We constrained the
rotation velocity for our kinematic sample using high-resolution
semi-analytical models, and we measured the environment, both
local and global. We constructed the stellar-mass/B-band Tully–
Fisher relation, we measured the stellar-to-dynamical mass ratio
and the stellar specific angular momentum, and we investigated their
dependence on the environment. Our main results are summarized
below.
− We constrained the smTFR for SC1604 rotation dominated
galaxies, and we compared it with the relation obtained for the
HR-COSMOS sample (Pelliccia et al. 2017), which in general is at
lower local overdensities than SC1604. We found the two relations
to be consistent within the uncertainties. However, we found that
the intrinsic scatter σ intr on the velocity is slightly larger (0.11 dex
versus 0.15 dex) for SC1604 compared to HR-COSMOS. To verify
whether this difference in σ intr may be an environmental effect, we
performed an investigation internal to the SC1604 sample, by an-
alyzing the 1σ -error normalized scatter around the smTFR for the
entire kinematically reliable sample (i.e. including rotation and dis-
persion dominated galaxies) against two metrics of environments:
local and global. We found that the median 1σ error-normalized
offsets from the relation have values oscillating between 1.3σ to
2.5σ with no clear trend with either of the environment metrics.
This result does not change if we repeat this analysis using only the
1σ -error normalized scatter for the rotation dominated galaxies.
− Since changes in velocity and stellar mass may happen on the
same timescale along the smTFR, we repeated the same analysis
on the B-band TFR, because the rest-frame B-band luminosity is
more sensitive to recent episodes of star-formation, and thus sub-
ject to changes on shorter timescales. Once again, SC1604 galaxies
exhibit 0.41 mag larger σ intr in MB than HR-COSMOS ones; how-
ever, no trend with local nor global environment is observed for
the 1σ -error normalized scatter around the B-band TFR. We con-
cluded, therefore, that we did not find evidence that the environment
affects the smTFR and the B-band-TFR. This result is consistent
with past works using global environment (e.g. Ziegler et al. 2003;
Nakamura et al. 2006; Jaffe´ et al. 2011) and local environment (e.g.
Pelliccia et al. 2017) measurements, although those studies were
characterized by small galaxy samples or a small range of densities.
− We measured M∗/Mdyn ratios within r2.2 for the SC1604 sample
and compared them to the ones measured for HR-COSMOS. After
applying a stellar mass cut to the SC1604 sample to account for
the lack of lower M∗(r2.2) in HR-COSMOS, we found that SC1604
galaxies, which on average reside in local overdensities twice higher
than HR-COSMOS galaxies, are characterized by M∗/Mdyn ratio in
median ∼1.4 times larger than HR-COSMOS with a significance
of 3.9σ .
− The observed difference in M∗/Mdyn at fixed stellar mass be-
tween the two samples is associated with a difference in their
Mdyn(r2.2), which is ∼30 per cent smaller in SC1604. To under-
stand what causes smaller dynamical masses for galaxies in denser
environment we investigated the environmental dependence of the
galaxy parameters that define Mdyn(r2.2): circular velocity and radius
r2.2. We found that in median the values of circular velocity are con-
sistent between the two samples, while r2.2 is in general 1.3 times
larger for HR-COSMOS. This result is consistent with other works
(e.g. Maltby et al. 2010; Cebria´n & Trujillo 2014; Kuchner et al.
2017) that found that galaxies in high density environments are
smaller than their counterparts in less dense environments. Kuch-
ner et al. (2017) proposed ram pressure stripping in combination
with a gradual gas starvation as the possible responsibles for the
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effect of the environments on the galaxy sizes. However, it has been
also proposed (e.g. Bekki 1998; Querejeta et al. 2015) that major
mergers can produce S0 galaxy remnants, which are characterized
by more a concentrated bulge and a faded disk. This process would
effectively make galaxies more compact.
− We took advantage of the measurements performed in this
paper to constrain the stellar specific angular momentum j∗, which
is considered a more fundamental quantity to investigate galaxy
formation and evolution. We compared j∗ for SC1604 galaxies and
HR-COSMOS in order to investigate the effect of the local environ-
ment on it. We found that both samples follow a j∗ − M∗ relation
with slope consistent with the relation at z= 0 from Romanowsky &
Fall (2012). However, the relation for SC1604 galaxies has a lower
normalization, which implies a sample with a larger contribution
from lower j∗ galaxies.
− By comparing measured j∗ values with those predicted by the-
ory for cases under which galaxies do not lose their initial angular
momentum, we were able to estimate the fraction fj of the original
angular momentum that galaxies retained throughout their evolu-
tion. We found that SC1604 galaxies, in general, show ∼20 per cent
lower j∗ than those of HR-COSMOS. Galaxy-galaxy mergers are a
process that can be responsible for this loss of angular momentum
in galaxies and we attempted to investigate this scenario. Adopting
literature estimates of the excess rate of galaxy–galaxy mergers in
intermediate/high-density environments (Tomczak et al. 2017) and
the average amount of j∗ loss per merger event from the EAGLE
simulations (Lagos et al. 2018a), we showed that gas-poor merg-
ers could account completely for the observed loss of j∗. However,
because of the small number of SC1604 galaxies at intermedi-
ate/high densities (N = 20), this result was not statistically sig-
nificant. A larger sample of galaxies in intermediate/high density
environments, bolstered by measurements of gas fractions in these
galaxies, are needed to confirm or deny this scenario. As such, we
were unable to definitively confirm that mergers are the only pro-
cess responsible for j∗ loss, which leaves room for other processes,
such as ram pressure stripping or tidal interactions, to also con-
tribute to the angular momentum loss of group and cluster galaxies
throughout their evolutionary history.
This study highlighted the potential of the ORELSE survey in
proving the possibility to investigates galaxy kinematics as a func-
tion of a wide range of environments. In this paper we focus our
analysis on one of the 15 ORELSE fields; however, we plan to ex-
tend this study to more fields in order to collect a larger sample of
galaxies, especially in the most dense environments.
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A P P E N D I X A : A D D I T I O NA L FI G U R E S
Figure A1. Kinematicmodelling for the entire ‘kinematically reliable’ sample (Section 4.1) Each row: From left to right: HST/ACS F814W postage stamp (5′′
× 5′′) with superimposed in blue the DEIMOS slit and in white the orientation of the galaxy PA; continuum-subtracted 2D spectrum centred at the emission
line; best-fit kinematic model; residual image between the 2D spectrum and the best-fit model on the same intensity scale as the 2D spectrum; high-resolution
rotation curve model (black line), corrected for the inclination, with 1σ uncertainty (shaded area), compared to the observed rotation curve (black points).
The red dashed and dotted lines indicate the radius r2.2 (see Section 4.1) and its uncertainty, respectively. The horizontal black bar on the bottom right corner
represents the DEIMOS spatial PSF.
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Figure A1 –– continued.
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Figure A1 –– continued.
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Figure A1 ––continued.
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Figure A1 ––continued.
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Figure A1 ––continued.
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Figure A1 –– continued.
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Figure A1 –– continued.
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Figure A1 –– continued.
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Figure A1 –– continued.
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Figure A1 –– continued.
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Figure A1 –– continued.
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Figure A1 –– continued.
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Figure A1 –– continued.
A PPENDIX B: G ALAXY PARAMETERS TABLE
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