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Das Wichtigste in Ku¨rze
Die Unternehmen der neuen Bundesla¨nder werden seit der deutschen
Wiedervereinigung versta¨rkt subventioniert. O¨ffentliche Fo¨rderprogramme
sollen den Transformationsprozess der ostdeutschen Wirtschaft un-
terstu¨tzen. Eine wichtige Rolle spielt in diesem Kontext die Forschungs–
und Technologiepolitik. Neben dem Aufbau einer Forschungs– und Ent-
wicklungsinfrastruktur in den neuen La¨ndern soll auch die technologische
Leistungsfa¨higkeit der Unternehmen mit o¨ffentlichen Maßnahmen zur
Fo¨rderung von Forschungs- und Entwicklungsaktivita¨ten privater Unter-
nehmen verbessert werden.
Diese Studie untersucht die Auswirkungen der Forschungs– und Technologie-
politik auf die Innovationsaktivita¨ten von Unternehmen des verarbeitenden
Gewerbes in Ostdeutschland. Es stellt sich die Frage, ob die o¨ffentlichen
Maßnahmen in sogenannten Mitnahmeeffekten verpuffen oder ob die
Aktivita¨ten der Unternehmen tatsa¨chlich stimuliert werden. Im Rahmen
der Fo¨rdermaßnahmen besteht die Gefahr, dass die Unternehmen Innovati-
onsprojekte, die sie ohnehin durchgefu¨hrt ha¨tten, durch o¨ffentliche Gelder
finanzieren und so ihre privaten Gelder durch die Fo¨rdermittel substituieren.
Um die Auswirkungen der Fo¨rderung zu scha¨tzen, werden Unternehmens-
daten aus den Jahren 1996 und 1998 untersucht. Zur Analyse wird ein
nicht–parametrischer Matching–Ansatz verwendet. Es zeigt sich, dass die
Innovationsaktivita¨ten der ostdeutschen Unternehmen ohne die o¨ffentliche
Fo¨rderung wesentlicher geringer gewesen wa¨ren. Mitnahmeeffekte scheinen
in der speziellen Situation der ostdeutschen Wirtschaft nicht vorhanden zu
sein.
Die Auswirkungen der Forschungs- und
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Zusammenfassung
Ostdeutsche Unternehmen werden seit der deutschen Wiederverei-
nigung bei staatlichen Subventionsprogrammen besonders beru¨cksich-
tigt. Diese Studie untersucht die Auswirkungen der Forschungs- und
Technologiepolitik auf die Innovationsaktivita¨ten von Unternehmen
der neuen Bundesla¨nder. Es stellt sich die Frage, ob die Teilnehmer der
Fo¨rdermaßnahmen tatsa¨chlich mehr in Innovationen investieren oder
ob sie private Gelder gegen die o¨ffentlichen Mittel substituieren. Zur
Analyse verwende ich einen Matching–Ansatz. Es zeigt sich, dass die
ostdeutschen Unternehmen ohne die Zuteilung der o¨ffentlichen Gelder
deutlich weniger Innovationsaktivita¨ten unternommen ha¨tten.
Abstract
Since the German reunification, Eastern German firms are prioriti-
zed in public policy schemes. This study analyzes the impact of public
technology policies on innovation of firms located in Eastern Germa-
ny. The main question is whether public funding stimulates innovation
activities or whether crowding–out effects between public and priva-
te means occur. A non–parametric matching approach is applied to
investigate this question empirically. It turns out that the subsidized
Eastern German companies would have invested remarkably less if they
had not participated in public innovation policy schemes.
JEL–Klassifikation: C14, O31, O38, H43
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danke ich auch den Teilnehmern folgender Workshops “Innovationsnetzwerke und Inno-
vationsfo¨rderung — Problemlage und Lo¨sungsansa¨tze fu¨r die neuen La¨nder”, Mai 2000,
Institut fu¨r Wirtschaftsforschung, Halle, und “Mikroo¨konometrie”, Deutsche Statistische
Gesellschaft, Ma¨rz 2001, Blaubeuren. Dort stellte ich jeweils fru¨here Versionen dieser Ar-
beit vor.
A Einleitung
Seit der deutschen Wiedervereinigung wird der Transformationsprozess
der ostdeutschen Wirtschaft versta¨rkt durch staatliche Subventionen
unterstu¨tzt. Berechnet man die Subventionsintensita¨ten als Verha¨ltnis
der Unterstu¨tzung der o¨ffentlichen Hand zum Bruttoinlandsprodukt, so
betragen die Subventionen in den neuen La¨nder im Vergleich zu den alten
La¨ndern etwa das Dreieinhalbfache (vgl. Ragnitz, 2000).
Einen wichtigen Teil der o¨ffentlichen Maßnahmen stellt die Forschungs–
und Technologiepolitik dar.2 Gema¨ß Ebling et al. (1999) wurden 1996
im verarbeitenden Gewerbe der neuen Bundesla¨nder etwa 60% der inno-
vativen Unternehmen gefo¨rdert. Damit ist die Fo¨rderquote fast sechsmal
so hoch wie in Westdeutschland. Im ostdeutschen Dienstleistungssektor
ist diese Fo¨rderquote bei innovativen Unternehmen doppelt so hoch: In
den neuen La¨ndern wurden 1996 ca. 13% der Firmen gefo¨rdert. Dies
zeigt die staatlich gewollte Breitenwirkung der Fo¨rderung: In Deutschland
wurde die Subventionierung von Unternehmen in den 90’er Jahren im
Zuge der Wiedervereinigung auf die neuen Bundesla¨nder erweitert. Bei
allen Fo¨rderprogrammen wurden ostdeutsche Unternehmen zugelassen
und die Bedingungen fu¨r einen Anspruch auf die Fo¨rdermittel speziell
fu¨r die Situation der ostdeutschen Unternehmen ausgelegt. Außerdem
wurden zusa¨tzliche Programme exklusiv fu¨r die Unternehmen der neuen
La¨nder gestartet. Spielkamp et al. (1998) beschreiben Maßnahmen der
Forschungs– und Technologiepolitik ausfu¨hrlich. Die ”Sonderfo¨rderung”
fu¨r Innovationen in den neuen La¨ndern wurde seitens des Staates damit
begru¨ndet, dass der Transformationsprozess der ostdeutschen Wirtschaft
beschleunigt und so die technologische Leistungsfa¨higkeit der neuen La¨nder
an die Westdeutschlands herangefu¨hrt werden sollte.
Aus o¨konomischer Sichtweise stellt sich die Frage, wie bzw. ob sich diese
Maßnahmen auf die unternehmerischen Innovationsaktivita¨ten auswirken.
Stimulieren die o¨ffentlichen Mittel tatsa¨chlich die Anstrengungen der
Empfa¨nger oder substituieren diese lediglich ihre private Finanzierung
durch die Subventionsgelder?
Einen Vorteil fu¨r diese Untersuchung stellt die spezielle Situation Ost-
deutschlands seit der Wiedervereinigung dar. Unmittelbar nach dem
2Detailliertere Aufstellungen, insbesondere zu einzelnen ostdeutschen Fo¨rdermaßnah-
men, finden sich in Belitz und Fleischer (2000) sowie in Spielkamp et al. (1998).
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Mauerfall standen alle ostdeutschen Unternehmen gleichermaßen schwieri-
gen Transformationsprozessen gegenu¨ber. Durch den Wegfall der o¨stlichen
Absatzma¨rkte versta¨rkten sich diese Effekte noch. So enstand nach der
Wiedervereinigung eine Landschaft von Unternehmen, die alle einen
neuen Start in einem marktwirtschaftlichen Wirtschaftssystem bewa¨ltigen
mussten. Durch die seit nunmehr zehn Jahren stattfindende, intensive
Fo¨rderung des Staates empfiehlt sich eine U¨berpru¨fung ihrer Wirkung.
Immer noch ist die ostdeutsche Wirtschaft vorwiegend durch kleine und
mittlere Unternehmen gepra¨gt. Der Industriebesatz ist viel kleiner als in
den alten Bundesla¨ndern. Der Frage, ob die staatlichen Innovationssubven-
tionen die privaten Investitionen stimulieren oder ob ein Crowding–Out
stattfindet, wird im Folgenden nachgegangen. Um festzustellen, wieviel die
Teilnehmer o¨ffentlicher Maßnahmen der Forschungs– und Technologiepolitik
innoviert ha¨tten, wenn sie nicht subventioniert worden wa¨ren, verwende ich
einen evaluationso¨konometrischen Matching–Ansatz. Da die ostdeutschen
Unternehmen durch die Wiedervereinigung schwierigen Umstellungs–
und Finanzierungsproblemen ausgesetzt waren, sollten in Ostdeutschland
keine oder geringe Mitnahmeeffekte im Rahmen der Innovationsfo¨rderung
zu erwarten sein. In den meisten Fa¨llen wa¨ren Innovationsaktivita¨ten
privatwirtschaftlich wohl kaum zu finanzieren gewesen.
Zuna¨chst erfolgt ein kurzer U¨berblick der Literatur und die Einordnung
meiner Analyse. Daran schließt sich eine Beschreibung der angewandten
Matching–Prozedur und die Empirie an.
B Bisherige Studien und konzeptioneller Hinter-
grund
Bei Innovationsprojekten kann ein Marktversagen auftreten (vgl. z.B.
Arrow, 1962, Nelson, 1959). Unternehmen, die sich gewinnmaximierend
verhalten, investieren aus gesellschaftlicher Sicht zu wenig in Innovationsak-
tivita¨ten. Denn oftmals sind die gesellschaftlichen Ertra¨ge von Innovationen
ho¨her als die privaten. So wu¨rden einige Innovationsprojekte gesellschaft-
liche positive externe Effekte verursachen, aber wa¨ren privatwirtschaftlich
nicht profitabel. Im theoretischen Idealfall wu¨rden durch eine staatliche
Subvention die privatwirtschaftlichen Kosten gesenkt, so dass diese Projekte
auch fu¨r die Unternehmen profitabel wu¨rden. Die Durchfu¨hrung dieser Pro-
jekte wu¨rde dann die gesellschaftliche Wohlfahrt vermehren. Folglich mu¨sste
der Staat aber bei der Vergabe von Fo¨rdermitteln die Innovationsprojekte
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identifizieren ko¨nnen, die ohne Subventionen nicht durchgefu¨hrt werden
wu¨rden. Denn wenn Unternehmen von Innovationsprojekten positive Profite
erwarten, fu¨hren sie diese auch ohne staatliche Unterstu¨tzung durch. Da der
Staat in der Regel nicht in der Lage sein kann, die Selektion ada¨quat durch-
zufu¨hren, besteht fu¨r die Unternehmen ein Anreiz, Projekte, die ohnehin
durchgefu¨hrt worden wa¨ren, durch o¨ffentliche Gelder zu subventionieren.
Die privatwirtschaftlich unprofitablen Innovationsvorhaben wu¨rden dann
trotzdem nicht vorgenommen, d.h. die Wirkung der o¨ffentlichen Gelder
wu¨rde durch sogenannte Mitnahmeeffekte verpuffen. Ob und in wieweit
eine Subvention zu einer Wohlfahrtserho¨hung beitra¨gt oder es zu einem
Crowding–Out Effekt zwischen privaten und o¨ffentlichen Geldern kommt,
ist bisher nur fallweise bekannt.
Das Spektrum der Methodik zur Evaluation o¨ffentlicher Innovationsfo¨rde-
rung reicht von Interviews bis zu sophistischen o¨konometrischen Scha¨tzun-
gen. Fu¨r Deutschland existieren nach meiner Kenntnis bislang keine
Studien, in denen o¨konometrische Methoden genutzt werden. Da diese
in anderen La¨ndern aber schon vermehrt angewandt wurden, folgt ein
sehr kurzer U¨berblick u¨ber die ju¨ngere internationale Literatur und eine
Einordnung meiner Analyse in diesen Kontext.
U¨berblick der ju¨ngeren Literatur
Wa¨hrend die Evaluation von staatlichen Maßnahmen in der o¨konomischen
bzw. o¨konometrischen Literatur zur Arbeitsmarktpolitik bereits weit ver-
breitet ist, finden sich im Vergleich dazu nur wenige industrieo¨konomische
Evaluationen. Ju¨ngst publizierten Klette et al. (2000) und David et al.
(2000) jeweils einen U¨berblick der Literatur o¨konometrischer Analysen zu
den Auswirkungen von Innovationsfo¨rderung. Wa¨hrend Klette et al. sich auf
mikroo¨konometrische Studien beschra¨nken, gehen David et al. insbesondere
auf die Unterschiede der Studien verschiedener Aggregationsniveaus ein.
David et al. fokussieren ihren U¨berblick auf den Zusammenhang von
Subventionen und FuE–Ausgaben: 9 von 19 Studien auf der Mikroebene,
d.h. mindestens Unternehmensebene, schließen ”netto” auf eine substitutive
Beziehung zwischen privaten und o¨ffentlichen Gu¨tern. Auf der Branchen–
oder La¨nderebene weisen lediglich 2 von 14 Studien substitutive Bezie-
hungen auf. Die Ergebnisse der Studien sind sehr heterogen: Ein Drittel
der Analysen weisen substitutive Zusammenha¨nge zwischen privaten und
o¨ffentlichen Geldern auf. Die Mehrzahl findet allerdings komplementa¨re
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Beziehungen zwischen den beiden Finanzierungsformen der unternehmeri-
schen Forschung und Enwicklung.
Beschra¨nkt man sich auf mikroo¨konomische Studien, wie Klette et al.
(2000), findet sich immer noch eine große Heterogenita¨t durch verschiedene
endogene Variablen bzw. Erkla¨rungsansa¨tze: So scha¨tzen z.B. Griliches
und Regev (1998) eine Produktionsfunktion, in der unter anderem ein
FuE–Kapitalstock als Regressor verwendet wird. Dabei wird unterschieden,
ob dieser FuE–Kapitalstock allein durch private Gelder akkumuliert wurde
oder auch durch Subventionen. Lerner (1999) untersucht das Wachstum
der Bescha¨ftigung und der Erlo¨se gefo¨rderter Unternehmen im Rahmen
des ”Small Business Innovation Research (SBIR)” Programms der Verei-
nigten Staaten. Diese Variablen verwendet Lerner allerdings ausdru¨cklich
als Proxyvariablen fu¨r den Firmenwert, da er eigentlich einen positiven
Zusammenhang zwischen staatlicher Fo¨rderung und einer Steigerung des
Unternehmenswertes fu¨r wu¨nschenswert ha¨lt. Wallsten (2000) geht sogar
noch einen Schritt weiter und analysiert mit Daten des SBIR Programms
die Interdependenz zwischen FuE und der Ho¨he der Subventionen fu¨r die
Unternehmen. Mittels eines simultanen Gleichungssystems zeigt Wallsten
unter anderem, dass große Unternehmen, die viel FuE betreiben, mehr
Fo¨rdergelder erhalten als andere. Busom (2000) benutzt ein o¨konometrisches
Modell mit einer Selektionskorrektur und untersucht die Auswirkungen ei-
ner Teilnahme an einem staatlichen FuE–Fo¨rderungsprogramm in Spanien.
Die Datenbasis ist ein Querschnitt von 147 spanischen Firmen verschiedener
Branchen. Endogen sind die FuE–Ausgaben sowie die FuE-Ausgaben pro
Mitarbeiter. Busom (2000) findet eine komplementa¨re Beziehung. Irwin
und Klenow (1996) untersuchen im Rahmen des sogenannten SEMATECH
Programms auch Anlageinvestitionen, Gesamtkapitalrenditen, Umsatzren-
diten sowie das Wachstum der Arbeitsproduktivita¨t. Als weitere Variation
untersuchen Branstetter und Sakakibara (1998) schließlich noch Patentan-
meldungen von Unternehmen. Aufgrund der unterschiedlichen Stichproben
aus den verschiedenen La¨ndern und der Vielfalt methodischer Ansa¨tze ist
es kaum mo¨glich allgemeine Schlußfolgerungen bezu¨glich der Wirkung von
Forschungs– und Technologiepolitik zu treffen.
Einordnung dieser Studie
Wirklich vergleichbare Studien zu den Auswirkungen der Technologiepolitik
sind rar. Ein Nachteil der meisten Studien ist die Beschra¨nkung auf die
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Evaluation einer einzigen Fo¨rdermaßnahme, wobei aber oft nicht dafu¨r
kontrolliert wird bzw. werden kann, ob das entsprechende Unternehmen
noch anderweitige Gelder aus der o¨ffentlichen Hand erhalten hat. Zwar
haben die Autoren teilweise Angaben u¨ber die genaue Ho¨he der erhaltenen
Gelder innerhalb der betrachteten Maßnahme, aber man hat keinerlei
Anhaltspunkte u¨ber den Gesamtumfang der gewa¨hrten Subventionen
pro Unternehmen. Darin besteht ein Unscha¨rfebereich der gefundenen
Ergebnisse.
In dem mir vorliegenden Datensatz sind keine Angaben u¨ber die genaue
Ho¨he der Subventionen enthalten. Allerdings gaben die Unternehmen an, ob
sie u¨berhaupt o¨ffentliche Fo¨rdergelder bekommen haben. Hier besteht ein
Vorteil gegenu¨ber anderen Studien, da man exakt zwischen gefo¨rderten Un-
ternehmen und nicht–gefo¨rderten Unternehmen unterscheiden kann. Somit
ist diese Studie nicht auf eine einzige Subventionsmaßnahme beschra¨nkt,
sondern kann die durchschnittliche Gesamtwirkung der Technologiepolitik
widerspiegeln.
Obwohl eine o¨konometrisch gestu¨tzte Evaluationsforschung in der Arbeits-
marktforschung bereits weit verbreitet ist, finden sich in der industrieo¨ko-
nomischen Literatur kaum Anwendungen.3 Von den o.g. Studien zum
Innovationsverhalten von Unternehmen verwendet lediglich Busom (2000)
ein o¨konometrisches Evaluationsverfahren. Sie scha¨tzt ein Selektionsmodell
um den Erfolg einer Programmteilnahme zu quantifizieren. In der neueren
Literatur zur Evaluationsproblematik werden Selektionsmodelle jedoch
ha¨ufig kritisiert: Auf der Basis fehlspezifizierter und restriktiver funktio-
naler Formen sind eine Vielzahl von Scha¨tzergebnissen mo¨glich (vgl. z.B.
Heckman et al., 1999, S. 1956ff). Ju¨ngst publizierten Almus und Prantl
(2001) eine industrieo¨konomische Studie zum U¨berleben und Wachstum
neu gegru¨ndeter Unternehmen. Mittels eines Matching–Verfahrens zeigen
sie, dass junge Unternehmen, die an den Programmen der Gru¨ndungfo¨rde-
rung der deutschen Ausgleichsbank partizipieren, eine signifikant ho¨here
U¨berlebenswahrscheinlichkeit als andere Firmen aufweisen. Mittelfristig
haben die gefo¨rderten Unternehmen auch eine ho¨here durchschnittliche
Bescha¨ftigungswachstumsrate.
In der vorliegenden Untersuchung werden die Auswirkungen der Tech-
3Ein U¨berblick zu Methoden und Anwendungen zur Wirkungsanalyse der deutschen
Aktiven Arbeitsmarktpolitik findet sich z.B. in Fitzenberger und Speckesser (2000).
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nologiepolitik auf das Innovationsverhalten ostdeutscher Unternehmen
gescha¨tzt. Aufgrund der vorliegenden Datenbasis bieten sich aus der Palette
der evaluationso¨konometrischen Werkzeuge entweder Matching–Verfahren
oder Selektionsmodelle an. Wegen der oben zitierten Kritik an letztgenann-
ten Scha¨tzern, entscheide ich mich fu¨r ein Matching–Verfahren. Dieses wird
im folgenden Abschnitt kurz vorgestellt.
C Der Matching–Ansatz
Bei der quantitativen Wirkungsanalyse o¨ffentlicher Fo¨rdermaßnahmen
muss das Problem der Selektivita¨t beru¨cksichtigt werden: Ein gefo¨rdertes
Unternehmen entscheidet — zumindest bei der Antragstellung — selbst,
ob es an Fo¨rderprogrammen teilnimmt. Die Tatsache einer Fo¨rderung
ist hier also nicht exogen, sondern ha¨ngt vielmehr vom Unternehmen
ab. Man kann nicht unterscheiden, ob ein gefo¨rdertes Unternehmen nicht
ohnehin in gleichem Maße Innovationsaktivita¨ten unternommen ha¨tte, da
z.B. der Konkurrenzdruck in der Branche so hoch ist und Innovationen
daher notwendig fu¨r ein weiteres Bestehen am Markt sind. in diesem
Fall ko¨nnte die Fo¨rderung in einem reinen Mitnahmeeffekt verpuffen.
Andererseits ko¨nnte das Unternehmen auch in einer Branche ta¨tig sein, in
der Innovationen nicht an der Tagesordnung sind. Vielversprechende Ideen
werden mo¨glicherweise nicht weiterentwickelt, weil deren Erforschung zu
teuer wa¨re und dies nicht in der Kostenplanung vorgesehen ist. Hier wu¨rde
eine Fo¨rderung den Umfang der Innovationsaktivita¨ten erho¨hen. Aus der
Tatsache, dass der Staat u¨ber die Vergabe von Fo¨rdermitteln entscheidet,
tritt eine weitere Quelle fu¨r eine mo¨gliche Selektionsverzerrung auf. Diese
Selektionsverzerrung muss zur Beantwortung der Frage: “Wieviel ha¨tten
die Teilnehmer einer Fo¨rdermaßnahme innoviert, wenn sie nicht gefo¨rdert
worden wa¨ren?” eliminiert werden.
Mikroo¨konomische Evaluationen bauen auf dem Ansatz der potenziellen Er-
gebnisse auf: der kausale Effekt einer Maßnahme fu¨r Individuum i ist die
Differenz zwischen dem Wert einer Ergebnisvariable Y 1i bei Teilnahme und
dem Wert Y 0i , der sich fu¨r dasselbe Individuum bei Nichtteilnahme ergeben
wu¨rde (Rubin, 1974). Das Evaluationsproblem besteht darin, dass Y 1i und
Y 0i nicht gleichzeitig fu¨r das Individuum i beobachtet werden ko¨nnen. Formal
ergibt sich der durchschnittliche Maßnahmeeffekt fu¨r die Teilnehmergruppe
als
E(θ1) = E(Y 1|I = 1)− E(Y 0|I = 1), (1)
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wobei I = 1 anzeigt, dass es sich um die Teilnehmergruppe handelt.
Der Erwartungswert der Ergebnisvariable der Teilnehmer im Zustand
der Nichtteilnahme E(Y 0|I = 1) ist nicht direkt beobachtbar und muss
gescha¨tzt werden. Die Scha¨tzung dieser kontrafaktischen Situation ist
Gegenstand der Evaluationso¨konometrie.4
Beim Matching–Ansatz wird die kontrafaktische Situation gescha¨tzt, in-
dem man die Annahme der bedingten Unabha¨ngigkeit (ABU) trifft (Rubin,
1977):
Y 1, Y 0⊥ I|x, (2)
d.h. gegeben der Auspa¨gung von x herrscht statistische Unabha¨ngigkeit zwi-
schen der Teilnahme und der Ergebnisvariablen. Aus den Nichtteilnehmern
wird eine Kontrollgruppe gebildet, so dass die gewa¨hlten Nichtteilnehmer
den Teilnehmern in wichtigen Charakteristika gleichen. Durch die ABU gilt
E(Y 0|I = 1, x) = E(Y 0|I = 0, x) (3)
So la¨sst sich der Maßnahmeeffekt aus Gleichung (1) wie folgt scha¨tzen:
E(θ1) = E(Y 1|I = 1, x)− E(Y 0|I = 0, x). (4)
Auf der Basis von beobachtbaren Charakteristika x wird jedem Teilneh-
mer ein “Zwilling” zugeordnet, so dass die Selektionsverzerrung verschwin-
det. Die ABU ermo¨glicht so die Berechnung von E(Y 0|I = 1, x) u¨ber die
Scha¨tzung von E(Y 0|I = 0, x). Wenn die Konstruktion einer solchen Kon-
trollgruppe mo¨glich ist, kann die Wirkung einer Maßnahme als die durch-
schnittliche Differenz der Ergebnisvariablen zwischen Teilnehmern und den
gewa¨hlten Nichtteilnehmern (mit mo¨glichst gleichen beobachtbaren Cha-
rakteristika) gescha¨tzt werden. Sollen mehrere Charakteristika x fu¨r die
Matching–Prozedur beru¨cksichtigt werden, ist es oft nicht mo¨glich, fu¨r einen
Teilnehmer einen Nichtteilnehmer mit den gleichen Eigenschaften zu finden.
Daher wird auf “a¨hnliche” Nichtteilnehmer zuru¨ckgegriffen. Ein popula¨res
Verfahren, diese fu¨r mehrere Charakteristika zu finden, ist das “Propensity
Score Matching”. Nach Rosenbaum und Rubin (1983) kann man die Teil-
nahmeneigung der Individuen scha¨tzen und auf der Basis dieser Neigung,
d.h. des Propensity Scores, die Kontrollgruppe konstruieren. Wird immer
der beste Match verwendet, spricht man vom “Nearest Neighborhood Mat-
ching” (vgl. Heckman et al., 1999). Im Folgenden verwende ich den hybriden
4vgl. z.B. Heckman et al. (1999), Schmidt (1999), Hagen und Steiner (2000), Fertig
und Schmidt (2000).
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Ansatz von Lechner (1998), d.h. ich bestimme einerseits die Teilnahmenei-
gung, aber beru¨cksichtige zusa¨tzliche exogene Variablen, in denen sich die
Teilnahmer– und die Kontrollgruppe sehr stark a¨hneln bzw. gleichen sollen.
Die Vorgehensweise in dieser Studie ist wie folgt:5
1. Zuna¨chst wird ein Probit–Modell gescha¨tzt, um die Teilnahmeneigung
der Individuen zu bestimmen. So kann die Teilnahmewahrscheinlich-
keit als Φ(x′iβˆ/σˆ) berechnet werden.6
2. Es wird ein Teilnehmer i aus der Stichprobe gewa¨hlt.
3. Mit dem Propensity Score und einem Zeilenvektor zi der anderen Cha-
rakteristika, in denen sich der Teilnehmer und sein na¨chster Nachbar













∀ j = 1, . . . , N0
gebildet. Und zwar fu¨r alle Kombinationen zwischen Teilnehmer i und
jeder Beobachtung j der potenziellen Kontrollgruppe. Gibt es N0 Be-
obachtungen in der Kontrollgruppe werden also fu¨r N0 Differenzen ge-
bildet. Anstatt der gescha¨tzten Teilnahmewahrscheinlichkeit Φ(x′iβˆ/σˆ)
wird der Index x′iβˆ/σˆ benutzt, da dieser laut Hujer et al. (1997) bessere
Verteilungseigenschaften besitzt.
4. Um die Informationen des Zeilenvektors der Differenzen in einem Ska-
lar zu verdichten, wird anschließend die Mahalanobisdistanz
MDij = d′ijΩ
−1dij ∀ j = 1, . . . , N0
berechnet, um den na¨chsten Nachbarn zu finden. Ω ist die Kovari-
anzmatrix von x′j βˆ/σˆ und den Elementen von zj auf der Basis der
potenziellen Kontrollgruppe.
5. Der Nichtteilnehmer mit der kleinsten Mahalanobisdistanz zum i–
ten Teilnehmer wird als Kontrollbeobachtung gewa¨hlt. Falls mehre-
re Beobachtungen die gleiche Distanz aufweisen, wird von diesen eine
zufa¨llig gezogen.
6. Die Schritte 2 bis 5 werden fu¨r alle Teilnehmer wiederholt.
5Eine detaillierte Beschreibung zur Verwendung des Matchings fu¨r Evaluierungen findet
sich z.B. in Heckman et al. (1998).
6Dabei stellt Φ die Verteilungsfunktion der Standardnormalverteilung dar.
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7. Die Ergebnisvariable der Teilnehmer und der ermittelten Kontroll-
gruppe werden verglichen, d.h. es wird ein t–Test auf Mittelwertunter-
schiede der beiden Gruppen durchgefu¨hrt.
D Empirische Analyse
In diesem Abschnitt werden zuna¨chst die verwendeten Daten vorgestellt.
Anschließend erfolgt die mikroo¨konometrische Analyse. Die Datenbasis ist
das Mannheimer Innovationspanel (MIP) des Zentrums fu¨r Europa¨ische
Wirtschaftsforschung (ZEW) in Mannheim. Seit 1993 fu¨hrt das ZEW
eine ja¨hrliche Erhebung zum Innovationsverhalten deutscher Unternehmen
im Auftrag des Bundesministeriums fu¨r Bildung und Forschung durch.7
Verwendet werden in dieser Studie die Erhebungen der Jahre 1997 und
1999, d.h. die erfassten Daten beziehen sich auf die Jahre 1996 und 1998.
Die Analysen beschra¨nken sich auf innovative Unternehmen des verarbei-
tenden Gewerbes, d.h. hier gema¨ß der Klassifikation der Wirtschaftszweige
des Statistischen Bundesamtes von 1993 auf die Wirtschaftsabteilungen
15 bis 36. Im Mannheimer Innovationspanel werden nur Unternehmen
mit mindestens fu¨nf Bescha¨ftigten erfasst. Die folgenden Analysen sind
Querschnittsbetrachtungen, da fu¨r die Fragestellung kein Paneldatensatz im
eigentlichen Sinne vorliegt: Es liegen Daten zu 522 Unternehmen vor, von
denen aber 74% nur an einer der beiden MIP–Erhebungen teilgenommen
haben. A¨ndert sich der Status eines Unternehmens von “gefo¨rdert in 1996”
auf “nicht–gefo¨rdert in 1998” wird die Beobachtung aus dem Jahr 1998
nicht fu¨r die Kontrollgruppe verwendet, da ein mo¨glicher nachhaltiger
Effekt der Fo¨rderung das Ergebnis verzerren kann. A¨ndert sich der Status
genau umgekehrt, entsteht dieses Problem nicht. Die zur Verfu¨gung
stehende Stichprobe entha¨lt 640 Beobachtungen ostdeutscher Innovatoren.
Davon haben 70% (448 Beobachtungen) an o¨ffentlichen Maßnahmen der
Innovationsfo¨rderung teilgenommen.
Die Ergebnisvariable Yi ist die Innovationsintensita¨t der Unternehmen, d.h.
das Verha¨ltnis der Innovationsaufwendungen zum Umsatz (multipliziert
mit 100). Die Definition der Innovationsaufwendungen entspricht im MIP
den Richtlinien des OSLO–Manuals der OECD (1997) und ist im Anhang
abgedruckt.
7Das ZEW stellt fu¨r externe Wissenschaftler einen anonymisierten “Public Use Fi-
le” des MIP zur Verfu¨gung. Dieser kann auf Anfrage direkt vom ZEW bezogen werden.
Fu¨r detaillierte wissenschaftliche Analysen ko¨nnen die unverfa¨lschten Originaldaten nach
Terminvereinbarung auch vor Ort im ZEW in Mannheim genutzt werden.
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Zuna¨chst wird ein Probit–Modell fu¨r die Wahrscheinlichkeit der Teilnahme
an einer Fo¨rdermaßnahme gescha¨tzt. Gegeben sei die Gleichung
I∗i = x
′
iβ + εi, (5)
wobei I∗ die nicht–beobachtbare Teilnahmewahrscheinlichkeit mit I∗ ∼
N(µ, σ2) des i–ten Unternehmens darstellt, xi die Determinaten dessen Teil-
nahme. Der zu scha¨tzende Parametervektor ist β/σ, da im Probit–Modell




1, fu¨r I∗i > 0,
0, fu¨r I∗i ≤ 0.
(6)
Zur Scha¨tzung der Teilnahmewahrscheinlichkeit werden folgende Variablen
benutzt: Die Unternehmensgro¨ße wird durch die Anzahl der Bescha¨ftigten
gemessen. Außerdem wird die Wettbewerbssituation beru¨cksichtigt. Dazu
verwende ich die Konzentrationsrate CR6, d.h. die Summe der Marktanteile
der sechs umsatzsta¨rksten Unternehmen einer Branche.8 Zusa¨tzlich wird
der internationale Wettbewerb in Form der Importquote auf Branchenebene
und der Exportquote auf Unternehmensebene erfasst. Der Marktanteil ist in
der Theorie des oligopolistischen Wettbewerbs eine zentrale Gro¨ße. Schließ-
lich soll die Kapitalintensita¨t fu¨r unterschiedlichen Technologieeinsatz
im Produktionsprozess kontrollieren. Diese ist hier als Quotient aus dem
Sachanlagevermo¨gen in Millionen DM und der Bescha¨ftigtenanzahl gebildet.
Außerdem entha¨lt die Gleichung Dummyvariablen fu¨r Tochterunternehmen,
deren Mutter ihren Sitz im Ausland bzw. in den alten Bundesla¨ndern hat.
Fu¨r ausla¨ndische bzw. westdeutsche Unternehmen sollte die Teilnahme-
wahrscheinlichkeit an Fo¨rdermaßnahmen geringer sein. Zudem wird das
Unternehmensalter beru¨cksichtigt, da es speziell Programme fu¨r junge
Unternehmen bzw. Gru¨ndungen gibt.9 Ferner verwende ich acht Wirt-
schaftszweigdummies, um fu¨r die Branchenheterogenita¨t zu kontrollieren.
Die Aufteilung der Branchen auf die acht Gruppen ist in Tabelle 5 im
Anhang. Schließlich soll ein Jahresdummy fu¨r 1998 zeitliche Unterschiede
auffangen. Eine deskriptive Statistik der verwendeten Variablen findet sich
in Tabelle 6 im Anhang.
8Alle Branchendaten beziehen sich auf Gesamtdeutschland und sind auf der dreistelli-
gen Ebene der Wirtschaftszweigklassifikation erfasst.
9In der Regression wird 1/Alter als Regressor verwendet. Eine lineare sowie eine qua-
dratische Spezifikation fu¨hrten zu gleichen Ergebnissen.
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Tabelle 1:
Scha¨tzung der Teilnahmewahrscheinlichkeit mit einem Probit–Modell
Variable Koeffizient t–Wert
ln(Bescha¨ftigte/1000) 1,27 ∗ 4,40
(ln(Bescha¨ftigte/1000))2 -0,12 ∗ -3,58
Kapitalintensita¨t -0,08 -0,16
Exportquote 0,007 ∗ 2,09
Marktanteil 0,11 1,14
Importquote 0,02 ∗ 2,27
Konzentrationsrate -0,006 -1,39
Ausla¨ndische Mutter -0,69 ∗ -2,80
Westdeutsche Mutter -0,37 ∗ -2,35
1/Alter 0,03 0,05
1998 -0,11 -0,96
Branche 2 0,08 0,20
Branche 3 0,21 0,89
Branche 4 0,77 ∗ 3,24
Branche 5 0,61 ∗ 2,43
Branche 6 0,67 ∗ 3,28
Branche 7 1,04 ∗ 3,11
Branche 8 0,83 ∗ 2,99
Konstante -3,30 ∗ -5,14
Log Likelihood −348, 23
Pseudo R2 0, 11
Beobachtungen 640
∗ signifikant von Null verschieden auf dem 5% Niveau.
Die Tabelle 1 zeigt die Ergebnisse der Probit–Regression. Die Gro¨ßenvaria-
blen ln(Bescha¨ftige) und deren Quadrat sind signifikant von null verschieden.
Gro¨ßere Unternehmen haben bessere Chancen an einer Fo¨rdermaßnahme
zu partizipieren, da sie u¨ber eine bessere Organisationsstruktur und mo¨gli-
cherweise auch u¨ber qualifizierte Mitarbeiter im FuE–Bereich verfu¨gen.
Ebenso wirkt die Exportquote positiv auf die Fo¨rderwahrscheinlichkeit.
Exportierende Unternehmen demonstrieren eine gute Wettbewerbsfa¨higkeit,
so dass gerade bei deren Innovationsprojekten hohe Spill–Over Effekte
erwartet werden. Unternehmen mit einer ausla¨ndischen oder westdeutschen
Mutter erhalten seltener Fo¨rdermittel. Holemans und Sleuwaegen (1988)
argumentieren, dass im Rahmen der Unternehmensverflechtungen FuE
oft u¨ber die Mutter gesteuert wird und so die beherrschten Firmen gar
keine Antra¨ge fu¨r Fo¨rdergelder stellen. Diese Firmen profitieren eher
vom Technologietransfer seitens der Mutter als durch eigene interne FuE.
Branchen, in denen die Unternehmen unter einem erho¨hten Druck durch
ausla¨ndische Wettbewerber stehen, werden eher in o¨ffentlichen Maßnahmen
beru¨cksichtigt als andere Wirtschaftszweige. Die Kapitalintensita¨t, das Un-
ternehmensalter, der Marktanteil sowie Konzentrationsrate haben scheinbar
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keine Wirkung auf die Teilnahmewahrscheinlichkeit eines Unternehmen.
Zusa¨tzlich zum homoskedastischen Modell wurden auch Probits mit
multiplikativer Heteroskedastie gescha¨tzt, um eventuelle unbeobachtete
Heterogenita¨t zu beru¨cksichtigen (vgl. Greene, 2000, S. 829f). Im Hete-
roskedastieterm wurden Branchen– und Gro¨ßendummies beru¨cksichtigt.
LR–Tests ergaben, dass die Annahme der Homoskedastie beibehalten
werden kann.
Die Tabelle 2 zeigt, dass sich die Mittelwerte der verschiedenen Cha-
rakteristika bzw. Anteilswerte der Merkmale in der Stichprobe zwischen
Teilnehmern und Nichtteilnehmern zum Teil signifikant unterscheiden (vgl.
Tabelle 2, Spalten 1 und 2). Mittels des oben beschriebenen Matching–
Verfahrens wird eine ada¨quate Kontrollgruppe konstruiert: Zuna¨chst
wurde ein Matching nur u¨ber den Propensity Score und die Anzahl der
Bescha¨ftigten durchgefu¨hrt. Das beru¨cksichtigen der Unternehmensgro¨ße
stellt sicher, dass nicht zwei vollkommen verschieden große Unternehmen
als Zwillinge zueinander geordnet werden. Diese Prozedur ergab, dass die
ermittelte Kontrollgruppe sich noch bezu¨glich des Alters und des Markt-
anteils unterschied, so dass im folgenden Schritt neben dem gescha¨tzten
Propensity Score und den Bescha¨ftigten noch das Alter und der Marktanteil
als Gewichtungvariablen zur Kalkulation der Mahalanobisdistanz verwendet
wurden.
Außerdem verwende ich nicht lediglich den na¨chsten Nachbarn, sondern
fu¨hre die Restriktion ein, dass ein Kontrollunternehmen aus derselben
Branchenhauptgruppe (siehe Tabelle 5 im Anhang) kommen muss wie
der Teilnehmer. Der Zwilling wird also nur aus den Unternehmen der
gleichen Branchenhauptgruppe gewa¨hlt. Zwar war die Branche schon in die
Berechnung der Teilnahmeneigung eingangen, aber so ist erst sichergestellt,
das nicht Unternehmen aus vollkommen unterschiedlichen Wirtschaftsbe-
reichen verglichen werden. Aus dem Pool der potenziellen Kontrollgruppe
werden die Unternehmen mit Zuru¨cklegen gezogen, da die Gruppe der Nicht-
teilnehmer in diesem speziellen Fall kleiner ist als die Anzahl der Teilnehmer.
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Tabelle 2:
Mittelwertvergleiche zwischen Teilnehmern und Nichtteilnehmern
Spalte 1 Spalte 2 Spalte 3
Gefo¨rderte Nicht–gefo¨rderte Gescha¨tzte
Firmen Firmen a Kontrollgruppeb
Branche 1 0,060 0,156 ∗ 0,058
Branche 2 0,076 0,052 0,047
Branche 3 0,083 0,151 ∗ 0,114
Branche 4 0,152 0,161 0,127
Branche 5 0,087 0,078 0,112
Branche 6 0,350 0,271 ∗ 0,350
Branche 7 0,107 0,063 ∗ 0,094
Branche 8 0,085 0,068 0,098
Jahr 1998 0,496 0,536 0,516
Bescha¨ftigte/1000 0,139 0,121 0,118
Exportquote (in %) 15,88 9,409 ∗ 15,50
Marktanteil (in %) 0,358 0,169 ∗ 0,184 ∗
Importquote (in %) 21,14 18,04 ∗ 19,77
Konzentrationsrate 17,94 16,60 16,44
Ausla¨ndische Mutter 0,051 0,068 0,056
Westdeutsche Mutter 0,181 0,203 0,156
Alter 6,971 9,708 ∗ 6,978
Kapitalintensita¨t 0,099 0,106 0,101
Propensity Score 0,712 0,307 ∗ 0,659
Beobachtungen 448 192 448
∗ Mittelwerte unterscheiden sich bei einem Signifikanzniveau von 5%:
einerseits zwischen den subventionierten Firmen und der
potenziellen Kontrollgruppe (Spalten 1 und 2) und andererseits zu den
Firmen der gescha¨tzten Kontrollgruppe (Spalten 1 and 3).
a Alle Nichtteilnehmer der Stichprobe, also vor dem Matching.
b Gewa¨hlte Nichtteilnehmer fu¨r die Kontrollgruppe, also nach dem Matching.
Nach der Konstruktion einer Kontrollgruppe mittels der Matching–Prozedur
unterscheiden sich die Mittelwerte nur noch wenig (vgl. Tabelle 2, Spal-
ten 1 und 3): Von den 192 potenziellen Kontrollunternehmen wurden 140
tatsa¨chlich als Zwilling einem Teilnehmer zugeordnet, so dass jedes Zwil-
lingsunternehmen im Durchschnitt 3,2 Mal in der gescha¨tzten Kontrollgrup-
pe ist. Die Teilnahmewahrscheinlichkeit der Teilnehmergruppe unterscheidet
sich im Durchschnitt nicht mehr signifikant von der Nichtteilnehmergruppe.
Auch die Mittelwerte der meisten anderen Variablen, die vor dem Matching
unterschiedlich waren, sind nicht mehr verschieden. Lediglich der Marktan-
teil der gefo¨rderten Unternehmen bleibt auch nach dem Matching gro¨ßer als
der von nicht–gefo¨rderten Unternehmen. Dies Problem tritt auf, weil die po-
tenzielle Kontrollgruppe relativ klein ist. Beim Nearest Neighbor Matching
wird grundsa¨tzlich der na¨chste Nachbar eines Teilnehmers als Kontrollbe-
obachtung gewa¨hlt, aber es wird keine Restriktion eingefu¨hrt, ab wann eine
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Kontrollbeobachtung außerhalb einer Toleranz liegt, die noch als Nachbar-
schaft bezeichnet werden kann. Aufgrund der Beschaffenheit des vorliegen-
den Datensatzes liegen einige gewa¨hlte Kontrollbeobachtungen weit vom
entsprechenden Teilnehmer entfernt, so dass nach den Matching–Prozess
der Unterschied im Marktanteil bestehen bleibt. Um diesen Mismatch zu
beseitigen, greife ich in einem verfeinerten Algorithmus die Idee des Caliper–
Matching von Cochran und Rubin (1973) auf (vgl. dazu auch Heckman et
al., 1999, S. 1953f, oder Hagen und Steiner, 2000, S. 62f). Fu¨r jede der
Komponenten in der Matchingfunktion werden A¨hnlichkeitsintervalle Ki,m








wobei i bedeutet, dass das Intervall fu¨r den i–ten Teilnehmer berechnet
wird. Mm steht hier fu¨r die vier (m = 1, . . . , 4) verschiedenen Elemente der
Matchingfunktion, d.h. fu¨r den Propensity Score, die Anzahl der Bescha¨ftig-
ten, das Unternehmensalter und den Marktanteil. Die Konstante c wird so
gewa¨hlt, dass das A¨hnlichkeitsintervall einem 95% Konfidenzintervall der
Normalverteilung entspricht. Mit der Implementierung dieser Restriktion
fu¨hre ich das Matching nochmals durch. Jetzt wird die Beobachtung mit
der kleinsten Mahalanobisdistanz nur noch als Zwilling dem i–ten Teilneh-
mer zugeordnet, wenn gilt Mj,m ∈ Ki,m ∀ m = 1, . . . , 4. Die Tabelle
3 zeigt die Ergebnisse dieses verfeinerten Matchings. Die Einfu¨hrung der
Caliper–Restriktion hat zur Folge, dass nur noch fu¨r 429 Teilnehmer Nach-
barn, die innerhalb der Toleranz der Konfidenzintervalle liegen, gefunden
werden ko¨nnen. Fu¨r die restlichen 19 Teilnehmer kann keine Evaluierung
der Maßnahmen vorgenommen werden, da fu¨r diese Fo¨rderempfa¨nger kei-
ne ada¨quaten Zwillinge in der Kontrollgruppe gefunden werden ko¨nnen. Es
handelt sich bei den 19 Teilnehmern tendenziell um Unternehmen mit ei-
nem ho¨herem Marktanteil. Von den 192 potenziellen Kontrollbeobachtungen
wurden 136 tatsa¨chlich als Zwilling zugeordnet, d.h. im Durchschnitt wurde
jede von diesen wieder etwa 3,2 Mal gezogen. Die Mittelwertvergleiche der
aufgefu¨hrten Merkmale belegen, dass das neue Matching inklusive Caliper–
Restrikion zu keinem Mismatch fu¨hrt: Keine Differenz der Mittelwerte ist
signifikant von Null verschieden.
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Tabelle 3:




Branche 1 0,061 0,054
Branche 2 0,068 0,040
Branche 3 0,084 0,119
Branche 4 0,156 0,131
Branche 5 0,089 0,114
Branche 6 0,347 0,347
Branche 7 0,107 0,098
Branche 8 0,089 0,098
Jahr 1998 0,501 0,524
Bescha¨ftigte/1000 0,117 0,105
Exportquote (in %) 15,15 15,63
Marktanteil (in %) 0,166 0,126
Importquote (in %) 20,98 19,66
Konzentrationsrate 17,71 16,15
Ausla¨ndische Mutter 0,049 0,044
Westdeutsche Mutter 0,182 0,150
Alter 6,157 6,333
Kapitalintensita¨t 0,095 0,100
Propensity Score 0,695 0,675
Beobachtungen 429 429
∗ Bei einem Signifikanzniveau von 5% bestehen keine Unterschiede
zwischen den Mittelwerten der jeweiligen Merkmale beider Gruppen.
a Teilnehmer, fu¨r die eine Kontrollbeobachtung vorhanden ist.
b Gewa¨hlte Nichtteilnehmer fu¨r die Kontrollgruppe.
Durch diese Matching–Prozedur sollte die Selektionsverzerrung beseitigt
sein, so dass ein Mittelwertunterschied bezu¨glich der Ergebnisvariablen als
kausaler Effekt der Fo¨rderung interpretiert werden kann. Die durchschnitt-











Der Stern (*) im Superskript zeigt an, dass es sich nicht mehr um die ur-
spru¨ngliche Anzahl der Teilnehmer handelt, sondern nur um die Teilmenge
fu¨r die ein Zwilling gefunden werden konnte. Die durchschnittliche Innova-
tionsintensita¨t der gefo¨rderten Unternehmen, fu¨r die ein Zwilling gefunden
werden konnte, liegt bei 9,91%. Nach der Konstruktion der Kontrollgruppe
ergibt sich fu¨r die Zwillinge der Teilnehmer eine durchschnittliche Innova-
tionsintensita¨t von 4,85%. Somit bela¨uft sich der Effekte, den man auf die
Tatsache der Fo¨rderung zuru¨ckfu¨hren kann auf 5,06%–Punkte (vgl. Tabelle
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4). Um zu pru¨fen, ob diese Mittelwertdifferenz tatsa¨chlich gro¨ßer als Null
ist, wird in der Regel ein t–Test durchgefu¨hrt. Allerdings mu¨ssen dazu die
Standardfehler der Innovationsintensita¨t der beiden Gruppen berechnet wer-
den. Dies fu¨hrt an dieser Stelle zu Problemen, da die Kontrollgruppe keine
Zufallsstichprobe ist, sondern durch das Matching gescha¨tzt wurde. Die im
Rahmen eines “herko¨mmlichen” t-Test berechneten Standardfehler wa¨ren in
diesem Falle zu klein.
Bootstrapping
Um konsistente Testergebnisse zu erhalten, verwende ich die Bootstrapping–
Methode. Die Idee des Bootstrapping basiert auf dem Prinzip, die Vertei-
lung eines Scha¨tzers durch wiederholtes Ziehen von Stichproben aus dem
vorliegenden Datensatz zu simulieren. Besteht beispielsweise die vorliegende
Stichprobe aus N Beobachtungen, wird eine Stichprobe im Umfang von S
(mit S ≤ N) mit Zuru¨cklegen gezogen und damit das Modell gescha¨tzt. Das
Stichprobenziehen und Scha¨tzen wiederholt man beliebig oft (B Wiederho-
lungen). Mit den gescha¨tzten Werten der Parameter aus dem Originaldaten-
bestand und den davon abweichenden, simulierten Scha¨tzungen lassen sich
dann die Verteilungen der Parameter darstellen und so auch die Bootstrap–
Standardfehler berechnen (fu¨r weitere Details zur Methodik des Bootstrap-
ping vgl. z.B. Efron, 1979, Efron und Tibshirani, 1993, oder Greene, 1997).
Ich berechne die Bootstrap–Standardfehler, indem ich B = 200 Stichproben
mit Zuru¨cklegen im Umfang von S = N ziehe. Fu¨r jede dieser Stichproben
wird das Matching wiederholt, d.h. vom Scha¨tzen des Probit–Modells u¨ber
das Zuordnen der Zwillinge bis zum Berechnen der Mittelwertdifferenz der
Zielvariable zwischen Teilnehmern und Nichtteilnehmern. Aufgrund dieser
so erhaltenen 200 Mittelwertdifferenzen kann anschließend der asymptoti-
sche Standardfehler berechnet werden. Sei θˆN die Mittelwertdifferenz, d.h.
der gescha¨tzte Maßnahmeeffekt, auf der Basis des originalen Datenbestan-









Der t–Test in Tabelle 4 zeigt, dass der Effekt der Innovationsfo¨rderung
signifikant von Null verschieden ist. Die gescha¨tzte Standardabweichung der
Mittelwertdifferenzen der Bootstrapping–Methode ist deutlich gro¨ßer als
die unkorrigierte, herko¨mmlich berechnete Standardabweichung. Nichtsde-
stotrotz wird die Hypothese, dass die Differenz der Mittelwerte gleich Null
ist, auch auf der Basis des Bootstrapping deutlich verworfen. Daher kann
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geschlossen werden, dass die Subventionen, die im Rahmen der Forschungs–
und Technologiepolitik an die Unternehmen vergeben wurden, nicht in
Mitnahmeeffekten verpuffen. Gefo¨rderte ostdeutsche Unternehmen wenden
in Relation zu ihrem Umsatz deutlich mehr fu¨r Innovationsprojekte auf als
nicht subventionierte.
Tabelle 4: Mittelwertvergleiche der Innovationsintensita¨t zwischen
Teilnehmern und Nichtteilnehmern
Teilnehmer Nichtteilnehmer Kausaler Effekt
E(Y 1) E(Yˆ 0) E(θˆ)





“Herko¨mmliche Berechnung” 0,674 7.51∗
∗ Mittelwerte unterscheiden sich signifikant
bei 5% Irrtumswahrscheinlichkeit.
E Fazit
In dieser Studie wurde die Wirkung o¨ffentlicher Innovationsfo¨rderung
auf die privatwirtschaftlichen Aufwendungen fu¨r Innovationsprojekte
ostdeutscher Unternehmen untersucht. Es zeigt sich, dass die gefo¨rderten
Unternehmen deutlich von der Fo¨rderung profitieren: Die durchschnittli-
che Innovationsintensita¨t gefo¨rderter Unternehmen liegt bei knapp 10%.
Die Anwendung eines Matching–Scha¨tzers zeigt, dass die Teilnehmer an
Maßnahmen der Forschungs– und Technologiepolitik im Durchschnitt
lediglich eine Innovationsintensita¨t von knapp 5% aufgewiesen ha¨tten,
wenn sie nicht gefo¨rdert worden wa¨ren. Die Wirkung der o¨ffentlichen
Gelder verpuffte zum Ende der 90’er Jahre im ostdeutschen verarbeitenden
Gewerbe nicht in Mitnahmeeffekten, sondern fo¨rderte tatsa¨chlich den Input
in den Innovationsprozess der neuen La¨nder. Die o¨ffentlichen Mittel zur
Innovationsfo¨rderung sind also komplementa¨r zu privaten Investitionen.
Dadurch wird die technologische Leistungsfa¨higkeit der ostdeutschen
Wirtschaft schneller an die der westdeutschen Unternehmen angena¨hert.
Zu kla¨ren fu¨r weitere Forschung bleibt die Frage, zu welchen Preis die Inno-
vationsintensita¨t der gefo¨rderten Unternehmen erho¨ht werden konnte. Da-
zu mu¨ssten die genauen Fo¨rderbetra¨ge pro Unternehmen und Jahr in die
Analyse miteinbezogen werden. In wieweit sich dieser gro¨ßere Input in den
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Innovationsprozess auch in am Markt verwertbaren Produkten oder kosten-
senkenden Prozessinnovationen manifestiert, bleibt ebenfalls ungekla¨rt. Der
Innovationsoutput oder –erfolg ist eine weitere Stufe des Innovationsprozes-
ses und damit weiterer Indikator der technologischen Leistungsfa¨higkeit. Die










2 1 Textil–, Bekleidungs– und Ledergewerbe
3 1 Holz–, Papier–, Verlags– und Druckgewerbe, Herstellung
von Mo¨beln, Sportgera¨ten, Schmuck usw.
4 2 Chemische Industrie, Herstellung von Gummi– und
Kunststoffwaren, Verarbeitung von Mineralo¨l sowie
Spalt– und Brutstoffen
5 2 Glasgewerbe, Keramik, Verarbeitung von Steinen und
Erden, Metallerzeugung und –bearbeitung
6 3 Maschinenbau, Herstellung von Metallerzeugnissen,
Fahrzeugbau, Sonstiger Fahrzeugbau
7 4 Herstellung on Bu¨romaschinen, Datenverabeitungs-
gera¨ten und –einrichtungen, Nachrichtentechnik und
elektronische Bauelemente
8 4 Herstellung von Medizin–, Mess–, Steuer– und Rege-
lungstechnik, Optik
Deskriptive Statistik der Variablen
Tabelle 6:
Deskriptive Statistik (640 Beobachtungen)
Variable Mittelwert Std. Abw. Min. Max.
Fo¨rderungsdummy 0,7 0,46 0 1
Innovationsintensita¨t (in %) 8,23 11,13 0,003 80
KapInt (Mio. DM pro Bescha¨ftigtem) 0,10 0,12 0,002 1,11
Bescha¨ftigte/1000 0,13 0,22 0,005 2,56
Exportquote (in %) 13,94 20,81 0 95,17
Marktanteil (in %) 0,30 1,39 0,001 20,04
Importquote (in %) 20,21 10,38 5,91 54,43
Konzentrationsrate CR6 17,54 16,37 7,1 81,3
1/Alter 0,16 0,09 0,009 1
Ausla¨ndische Mutter 0,06 0,23 0 1
Westdeutsche Mutter 0,19 0,39 0 1
Branche 1 0,09 0,29 0 1
Branche 2 0,07 0,25 0 1
Branche 3 0,10 0,30 0 1
Branche 4 0,15 0,36 0 1
Branche 5 0,08 0,28 0 1
Branche 6 0,33 0,47 0 1
Branche 7 0,09 0,29 0 1
Branche 8 0,08 0,27 0 1
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Definition der Innovationsaufwendungen im Mannheimer In-
novationspanel
Die Innovationsaufwendungen sind gema¨ß dem OSLO–Manual der OECD
(1997) definiert und im Fragebogen wie folgt abgedruckt (vgl. Beise et al.,
1999, S. 87):
”Die Innovationsaufwendungen schließen Aufwendungen fu¨r abge-
schlossene, laufende und abgebrochene Projekte mit ein. Die Innovations-
aufwendungen umfassen alle laufenden Aufwendungen (=Personal– und
Materialaufwendungen etc.) sowie Aufwendungen fu¨r Investitionen, die in
engem Zusammenhang mit der Entwicklung bzw. Einfu¨hrung von neuen
oder verbesserten Produkten und/oder Prozessen standen.
Darunter fallen Aufwendungen fu¨r
• Forschung und Entwicklung von Produkten und Prozessen, d.h. ei-
ne systematische Erweiterung des Wissens und Anwendung auf neue
Probleme. Dazu geho¨ren z.B. Konstruktion und das Testen von Pro-
totypen, ebenso wie die Entwicklung von Software und der Erwerb
externer FuE–Leistungen.
• Maschinen und Sachmittel, die direkt in Verbindung mit einem Inno-
vationsprojekt stehen (inkl. damit direkt verbundener Software).
• Erwerb externen Wissens in Form von Patenten, nicht patentierten
Erfindungen, Lizenzen und anderen Nutzungsrechten.
• Produktgestaltung und andere Produktionsvorbereitungen, ohne Ent-
wicklung von Prototypen. Miteingeschlossen sind Produktionsa¨nde-
rungen, Verfahren zur Qualita¨tskontrolle, Methoden, Standards und
zugeho¨rige Software, die zur Produktion neuer Produkte oder zur
Einfu¨hrung neuer Prozesse erforderlich sind.
• Mitarbeiterschulungen und Weiterbildungen, die direkt in Verbindung
mit einem Innovationsprojekt stehen.
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