Abstract-A major portion of the problems associated with software development might be blamed on the lack of appropriate tools to aid in the planning and testing phases of software projects. As one step towards solving this problem, this paper presents a model to estimate the number of bugs remaining in a system at the beginning of the testing and integration phases of development. The model, based on software science metrics, was tested using data currently available in the literature. Extensions to the model are also presented which can be used to obtain such estimates as the expected amount of personnel and computer time required for project validation.
INTRODUCTION
PROJECT scheduling and planning is a significant problem in managing the development of a large-scale software system. Upper management, in general, is accustomed to dealing with tested models and concrete numbers when planning and reporting on progress. Software people, on the other hand, have tended to rely on ad hoc methods. For instance, timing estimates may be made by comparing the assumed difficulty of the current project with the difficulty of an earlier project. Frequently, however, many factors such as personnel, programming language, or programming techniques differ, adversely affecting the accuracy of the estimates. As Zelkowitz summarizes in ACM ComputingSurveys, "Software is often delivered late. It is frequentiy unreliable and usually expensive to maintain" [36] . Despite the inadequacy of the ad hoc methods, there have been no generally accepted alternatives, and until recently, the idea of being able to solve this problem has been considered preposterous.
A significant scheduling and planning aid would be an accurate estimate of the number of bugs in the software at the beginning of the validation phase. It might then be possible to predict the number of personnel and the amount of computer time needed for the validation of the project, as well as assess the product's reliability. Finding a model to provide this estimate was the purpose of this research. BACKGROUND In the early days of computing, managers obtained rough estimates for the number of bugs in a module by assuming that there was one bug in every 60 lines of code or perhaps in every 100 lines of code depending on their optimism and experience. As Shooman and Bolsky's [29] data indicates, this actually may have been reasonably accurate for some languages and projects. In this decade, however, a more thorough understanding of what is happening and a more reliable estimate for the number of bugs expected in a program is needed. Work related to this problem has been approached from two main directions.
Some research has been aimed at establishing complexity' measures of software. One test of a good measure is its indication of the error-proneness of the software. Most of the complexity measures suggested so far have been based on the control-flow graph of the program [21, [131, [171, [22] , [25] , [26] , [32] . These complexity measures have been shown to be indicative of characteristics such as the error-proneness of a program. Thus they can be used to determine which of several programs probably has more errors. There does not, however, appear to be a way of extending them in such a way that they can predict how long it should take to understand a particular program or how many bugs should be found in a particular module.
In contrast, other research is based on a phenomenological approach to the study of programming [1] , [15] , [19] , [33] , [34] . In these works it is hypothesized that there exist measurable phenomena which are correlated with characteristics of the software. Given metrics to measure the appropriate attributes of the software, statistical analyses can be performed to fmd the relationships between the attributes of the software and the desired characteristics. It might be possible for the results of this type of study to be used in a predictive sense for similar projects in the same language. No generally applicable models have yet evolved from this type of study, however.
To be able to make predictions, a general theory based on a complexity measure which is more encompassing and discriminating than the control-flow measures is needed. The complexity measure E as derived in [5] , [16] .
These studies indicate that software science could provide a basis for more reliably estimating parameters of the software development including the expected number of bugs. In the next section, we will pursue this idea. A model which predicts the number of bugs to be found during integration will be presented.
DEVELOPMENT OF HYPOTHESIS Before beginning it is necessary to emphasize what is meant by the term "validation bug." These are the bugs that remain after the initial module tests and are delivered with the module to the testing team for system integration. Thus they are the bugs found during the phase of system development commonly called either validation or test and integration. These are frequently characterized as being those bugs for which software problem reports are generated. Each software fault, in general, is considered to be the manifestation of one bug.
Estimating E from Akiyama's data, Funami and Halstead found a 0.98 correlation between E and the total number of bugs reported [5] . One would not expect this correlation to always be this high. Many other factors, such as programmer experience, method of programming, and amount of available machine time must also have an effect on the number of bugs. It appears, however, that many of the complicating factors were relatively constant in Akiyama's experiment. The data, therefore, might be useful in discovering basic relationships.
After a cursory inspection of Akiyama's data, it was hypothesized that the modules in his sample had undergone varying amounts of initial testing. The percentage of the total errors found during integration ranged from 9.6 to 44 percent and the correlation between number of statements and these validation bugs was 0.51.
It is important for anyone attempting to estimate the number of bugs to be found during validation to be aware of this source of variation. Frequently the earlier developed, low-level modules are fully debugged during initial testing while the modules developed later are debugged hastily and incompletely before integration. Therefore, if controls are not instituted to insure a uniform level of initial testing, this factor alone could cause a tremendous amount of variation between the actual number of bugs to be found and the predicted number. In Akiyama's data, for example, the mean percentage of total errors found during validation is 29.2 percent with a standard deviation of 14.9 percent. This gives a coefficient of variation of 50.7 percent. Thus predictions could easily be off by as much as 50 percent due just to this factor.
In order to reduce the effect ofthis hypothesized nonuniform initial testing in the preliminary model, a decision was made to look at an adjusted number of delivered bugs. An that the error rate is generally increasing for the more traditional complexity measures, Akiyama's measure, C (the sum of decision symbols and subroutine calls), and the number of statements S, as would be expected. A different conclusion, therefore, is drawn.
It is hypothesized that this decreasing error rate is the result of learning. The larger a program is the more likely there is to be duplication in the code and the more familiar the programmer will become with the operators and operands with which he is working. An approximation to the amount of redundancy should allow us to account for this learning phenomenon. By definition, the level of a program L is inversely related to the amount of repetition. (A program of the highest level, 1, would have no repetition.) Using L then to obtain an approximation to the portion of nonrepetitive mental discriminations, an estimate for the number of bugs might be B, -LEIEo.
(la) Since L is described in [12] as being inversely related to the difficulty of the program, (la) seems to imply that as the difficulty decreases, the expected number of bugs increases.
Note, however, that as L changes, E is not independent and therefore E also changes. To see the actual effect of a change in L, we can modify (la) using (A4) and (A7) which gives Bv " V /(L * Eo).
It is now clear that our intuition has not misled us. As the level is increased for a given V * (and therefore the difficulty is decreased), the estimate for Bv decreases as expected.
Using (A7), (la) becomes
Bv~V/Eo. 
Knowing r2, we can determine V* using (A3). That is V*= (2+ r*) log2 (2 + ) = 8 log2 (8) = 24. Given the value of X, one can determine the number ofelementary mental discriminations in each operation from (2). We assume that the level of the language used in thought processes is approximately the same as the level used in communication. Therefore, the value of X for English which has been found to be approximately 2.16 [12] , can be used. Substituting into (2) , one gets Eo = 243/2.162 3000.
If the assumptions are correct, this implies that after every 3000 mental discriminations a decision has been completed. Table I and also in Fig. 1 [2] . During a study of complexity measures, they found that all the correct algorithms sampled from the algorithms of the Communications of the ACM had a length as defined in software science of less than 237 and all the incorrect algorithms, with one exception, had a length greater than 284.
Since these programs had undergone individual module testing by the authors, but had not been integrated and tested as part of a larger system, the above hypothesis might explain this phenomenon. Because (3) requires rounding, by setting the right-hand side of it equal to 2, the largest number which would round to zero, an estimate of V for the largest program which can be written with no expected delivered errors is obtained. Substituting into (3) [29] . The information presented by them was gathered from the test and integration phase of a moderate sized control-type program designed to interface with many other programs in a large system. It was written in a special-purpose language which was described as essentially an assembly language with powerful macro features added. Although the number of operators and operands are not given, one can estimate N from the program length P using (A9). The This estimate of the number of bugs found is within 20 percent of the published value of 45. The language used in the study is not truly an assembly language, therefore, one cannot expect to make a better prediction using approximations based on assembly languages.
Lipow and Thayer's Data: The most extensive data set available was that published by Lipow and Thayer [15] , [34] . Their data was gathered during the validation phase of a 115 000 statement command and control program written in Jovial. Again the software science parameters were not measured, but can be estimated from the number of executable statements and (A10) and (Al 1). Using these approximations, the hypothesis was applied to Lipow and Thayer's data as presented in [15] . The relevant subset of their data along with the estimated Be's are presented in Table III . The correlation between the reported number of A problems and B, is 0.962 which is significant at the 0.001 level and the slope of the linear regression line forced through the origin is 0.994. Thus, not only is there a high degree ofassociation between the predictions and the actual number of problems, but also the best fit coefficient differs from the actual one in the model by less than 1 percent.
From Fig. 2 , it can be seen that the majority of the predictions are within 50 percent of the actual values. Recalling that in the analysis of Akiyama's data up to 50 percent of the variation in the reported number of validation bugs could be 508 500T I attributed to the lack of uniform initial testing, these results may be significant.
LEARNING AND THE GROUPING OF MODULES
Although the model approximately predicts Lipow and Thayer's data as shown above, it was not immediately obvious that this was the appropriate grouping of the data to which to apply the model. In [34] the data was presented both in terms of the measurements for each of the approximately 250 individual procedures and in terms of the totals for 25 mutually exclusive groups of procedures. Each group corresponded to a function of the system. The correlations found were much higher when the data used was in terms of these functional groupings. In [34] it was reported that procedures in the same functional grouping tended to have the same manpower, implementation, and schedule problems. Thus, they hypothesized it was not surprising that the correlations improved when the unit used for each data point was the functional grouping. However, groups of procedures that are subject to the same manpower and schedule requirements should have the variance due to these factors compounded. Therefore, we would like to propose that this occurred for a different reason.
Since the model presented is not linear,5 it is important to determine to what grouping of the procedures to apply the model. Since the data from [34] is the only available data presented both in terms of individual procedures and the functional grouping, an experiment was performed on it. As stated above, the correlation between the predicted number of bugs and the actual number of problems was 0.962 when using the functional groupings. When the model is applied to the individual procedures, the correlation is 0.757. Thus only 57 percent of the variation is accounted for in this case as opposed to 93 percent in the fomer one. It appears that a major factor is accounted for in the first case but is unaccounted for when dealing with the individual procedures.
One possibility is that the decrease in variance is explained simply because many sources of variation are averaged out by any grouping of the procedures. That is, when looking at individual procedures, one would expect to find much variation due to the individual programmer's skill, to the tightness of the schedule on which it was completed, and numerous other factors. By combining these procedures into larger groupings, these factors might average out, however, and have a lesser effect on the variation. This, then, might explain the increased correlations when dealing with the functional groupings.
Another explanation is also possible. In the development of the model to predict bugs, there was some evidence that programmers learn and improve as they work on a particular project. This was based on the finding that the more effort programs require, the lower the error rate is in terms of E. It is logical to assume that if learning occurs while working on individual procedures, programmers would also learn and improve their performance-while working on a number of procedures that are part of the same function. As a programming SThis can be seen more clearly by noting that using (A4) and (A6), one gets V= V*2/Xand, therefore, W. = V*2/(3000*X). To test this, procedures were grouped into 25 random groupings to correspond in number to the 25 functional groupings. The average correlation between the predicted number of bugs and the actual number of bugs for 10 such random groupings was 0.876 with a high and low of 0.950 and 0.788, respectively. Since the square of the correlation r is the amount of the variation that is explained, by looking at (1 -r2) we see that on the average 23 percent of the variation was unexplained for the random groupings compared to 7 percent for the functional groupings. These results are summarized in Table IV . This indicates that there was some factor which was controlled in the functional grouping, but which was unaccounted for in the random groupings. A very likely candidate for this factor is the learning which it was hypothesized above would have an effect on our results.
OTHER MODELS CONSIDERED
The high correlations found when relating the predictions from the model already presented to the actual number of bugs indicated that most likely the right metrics-were being used. It is possible, however, to combine these measurements in many different ways, and so a few other models were considered to see if an improved one could be found. For more details concerning the development of these models see [23] .
Since In the work reported here, the form used for the best-fit equation was a linear regression equation with the regression line forced through the origin. The alternate models were applied to the four data sets used to validate the original model. To determine the closeness of the coefficients obtained from these four data sets, the mean x, standard deviation s, and coefficient of variation CV, of the coefficients were calculated. The coefficient of the variation which is the standard deviation as a percentage of the mean is a relative measure of variation. Therefore, the lower the coefficient of variation is, the better the fit that can be expected when using the mean error rate on the individual data sets.
The regression coefficient for each of the four data sets used in the preceding sections was calculated for each of the alternate models. The results are presented in Table V Timing Estimates: One of the most obvious applications of an expected bug predicting model is in producing better project schedules. Knowing an estimate of the number of bugs that need to be found and corrected during the validation phase of the project should encourage budgeting a more realistic amount of time for that phase.
The estimate can also be used to determine if the project is currently on schedule. Shooman and Bolsky found that, although there appeared to be hard and easy bugs to find and correct, there was no apparent correlation between the difficulty of a bug and at what time of the validation phase it was discovered [29] . If this is indeed the case, then on the average the ratio of the number of validation bugs found to B8 should be the same as the portion of time in the validation phase that has elapsed. If it is lower, the system may be behind schedule.
It may also be possible to estimate the average amount of time needed to fmd and correct a bug. One possible model is based on the assumption that the expected average amount of effort required to fmd a bug is proportional to the total effort required to understand the program divided by the expected number of bugs. That is, if there are 10 bugs expected, one would have to understand to some degree 1 ofthe program on the average for each bug found. Therefore, the time to find one bug during the validation phase of a project, T4, might be approximated using (A8) by T4 -K . T/2u where K < 1 is an estimate of the portion of complete understanding of the program the programmer needs to fmd the bug. The reason for introducing this factor K is that a study by Gould and Drongowski [9] , [10] to show that the bug has been corrected. This assumption is confirmed by data from Shooman and Bolsky [29] . They found that on the average bug detection required 0.61 runs and bug correction required 1.35 runs, or approximately two runs altogether to detect and correct each bug.
The number of runs Rv needed during the validation of a project might then be estimated as
The average amount of computer time needed for each run can be more easily and accurately estimated than the total amount of computer time needed. Given (5) and the average amount of computer time that one run takes, an estimate for the total amount of computer time needed for validation can be made.
Another possibility is that, by assuming again that validation is 40 percent of the total implementation time, an estimate for the average number of runs needed per day during testing and integration can be obtained. That is, Ru/day = 2 * BV/(0.4 * T). This average number of runs per day is probably not a very important number for the programmer concerned with a single project. However, for the management of a large software development center, these numbers might be quite useful. In a large enough system, a steady-state equilibrium should exist, which would mean that the sum over all the projects of the average number of runs needed per day might give a good approximation to the average daily work load. This could be especially useful when expansion, either in terms of software development or hardware, is contemplated.
Reliability Predictions: Given the exact number of errors to be found during the debugging of a system, one could make very accurate statements about its reliability. If all bugs had been found, the system would be considered quite reliable. If some bugs remain, the exact number of bugs still in the system would be known. Obviously no technique currently available, including the model presented here, can determine the exact number of bugs in a system. Knowing a good approximate number, however, can lead to improved reliability estimates. If, for instance, predictions indicate that the expected number of bugs is much higher than the number that has been found, one ought to be cautious about declaring the product reliable and making delivery without insuring that it has indeed been thoroughly tested.
The estimates could also be used in improved reliability models. Several reliability estimating models have been proposed. Examples of reliability models are presented in [20] , [21] , [24] , [271, [281, [31] . In general, a reliability model is based on the debugging history of the project and predicts the mean time to the next failure. Most models require an estimate of the initial number of bugs. This estimate, however, is not very critical since it is revised using a maximum likelihood estimate based on the debugging history. In other words, the entire prediction relies almost entirely on the debugging history of the project. Very little of the original characteristics of the program, other than possibly the length, are taken into account. Perhaps with the improved estimates for the number of errors to be found, reliability estimating models could be devised that used more information about the project and, therefore, were more reliable themselves.
Comparing Programming Styles and Languages: An interresting application of the models presented here is in comparing programming languages and programming styles. Recent work by Gordon indicated that E can be used to measure the clarity of programs [6] , [7] . He found that, in general, if two programs are implemented to solve the same problem, the one with the lower value of E was considered by experts to be the easier to understand. Minimizing E would be especially important when maintenance is to be the longest phase of a project.
On the other hand, one might be more interested in correctness than in understandability. The models presented here might be used to compare the expected number of bugs using varying programming styles, or varying programming languages, to implement the algorithm.
Intuitively, one would expect that error-proneness would generally decrease with increasing clarity. Decreasing V to reduce the error-proneness of a procedure does not guarantee a similar decrease in E and hence an increase in clarity. Examining the data presented in [7] shows, however, that in almost all of the 46 comparisons of programs presented there, V and E behave in the same manner. In the less than 10 percent of the cases where a decrease in E was not accompanied by a decrease in V, V did not change significantly from the original measure. In other words, at no time was an increase in clarity, as measured by E, found accompanied by an increase in error-proneness.
CONCLUSION
We have presented a model based on software science metrics to predict the number of bugs that will be found during the validation phase of a software project. The model has been tested on the data available in the literature. This included projects written both in assembly language and higher level languages to solve a wide range of problems. This is the only model that we are aware of that fits these diverse data sets.
Several extensions to the model were also presented which increase its usefulness. These include estimating the average time to find and correct a bug during validation, as well as the average number of computer runs needed per man-day during this phase of development. The preliminary results obtained from these extensions, although not always as initially expected, are not counterintuitive, and therefore, do not invalidate the hypothesis.
The research presented here is still very preliminary. Although the model fits the available data surprisngly well, many factors which could have an effect on the number of bugs present in a program were not considered. More carefully gathering data are needed to determine if the model is indeed useful. Studies to determine what other factors are important in predicting numbers of bugs should result in improvements to the model or perhaps other, more accurate models. Experiments to test the hypotheses on which the model was based might also produce interesting results. 
