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GENERALIZED PALEY GRAPHS AND THEIR COMPLETE
SUBGRAPHS OF ORDERS THREE AND FOUR
MADELINE LOCUS DAWSEY, DERMOT McCARTHY
Abstract. Let k ≥ 2 be an integer. Let q be a prime power such that q ≡ 1 (mod k) if
q is even, or, q ≡ 1 (mod 2k) if q is odd. The generalized Paley graph of order q, Gk(q),
is the graph with vertex set Fq where ab is an edge if and only if a− b is a k-th power
residue. We provide a formula, in terms of finite field hypergeometric functions, for the
number of complete subgraphs of order four contained in Gk(q), K4(Gk(q)), which holds
for all k. This generalizes the results of Evans, Pulham and Sheehan on the original
(k=2) Paley graph. We also provide a formula, in terms of Jacobi sums, for the number
of complete subgraphs of order three contained in Gk(q), K3(Gk(q)). In both cases we
give explicit determinations of these formulae for small k. We show that zero values
of K4(Gk(q)) (resp. K3(Gk(q))) yield lower bounds for the multicolor diagonal Ramsey
numbers Rk(4) = R(4, 4, · · · , 4) (resp. Rk(3)). We state explicitly these lower bounds for
small k and compare to known bounds. We also examine the relationship between both
K4(Gk(q)) and K3(Gk(q)), when q is prime, and Fourier coefficients of modular forms.
1. Introduction
It is well known that the two-color diagonal Ramsey number R(4, 4) equals 18. This was
first proved by Greenwood and Gleason [12] in 1955. They exhibited a self-complementary
graph of order 17 which does not contain a complete subgraph of order four, thus showing
17 < R(4, 4), and then combined this with elementary upper bounds. The graph they
describe is one in the family of graphs which are now known as Paley graphs. Let Fq
denote the finite field with q elements and let S be its subset of non-zero squares. For
q ≡ 1 (mod 4) a prime power, the Paley graph of order q, G(q), is the graph with vertex
set Fq where ab is an edge if and only if a− b ∈ S. The Paley graphs are connected, self
complementary and strongly regular with parameters (q, q−12 ,
q−5
4 ,
q−1
4 ). Please see [14] for
more information on their main properties and for a nice exposition of their history since
Paley’s original paper [25] in 1933.
Let Km(G) denote the number of complete subgraphs of orderm contained in a graph G.
While the work of Greenwood and Gleason tells us that K4(G(17)) = 0 and K4(G(q)) > 0
for q > 17; Evans, Pulham and Sheehan [5] provide a simple closed formula for K4(G(p))
for all primes p ≡ 1 (mod 4). Write p = x2 + y2 for integers x and y, with y even. Then
K4(G(p)) = p(p− 1)((p − 9)
2 − 4y2)
29 · 3 . (1.1)
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In 2009, Lim and Praeger [16] introduced generalized Paley graphs. Let k ≥ 2 be an
integer. Let q be a prime power such that q ≡ 1 (mod k) if q is even, or, q ≡ 1 (mod 2k)
if q is odd. Let Sk be the subgroup of the multiplicative group F
∗
q of order
q−1
k
containing
the k-th power residues, i.e., if ω is a primitive element of Fq, then Sk = 〈ωk〉. Then the
generalized Paley graph of order q, Gk(q), is the graph with vertex set Fq where ab is an
edge if and only if a− b ∈ Sk. We note, due to the conditions imposed on q, that −1 ∈ Sk
so Gk(q) is a well-defined undirected graph. Gk(q) is connected if and only if Sk generates
Fq under addition. When k = 2 we recover the original Paley graph.
The main purpose of this paper is to provide a general formula for K4(Gk(q)), thus
extending the results of Evans, Pulham and Sheehan to generalized Paley graphs and
to prime powers. In the same way that a zero value for K4(G(q)) means q is a strict
lower bound for the two-color diagonal Ramsey number R(4, 4), we show that zero values
for K4(Gk(q)) yield lower bounds for the multicolor diagonal Ramsey numbers Rk(4) =
R(4, 4, · · · , 4). We also provide a general formula K3(Gk(q)) and give lower bounds for
the multicolor diagonal Ramsey numbers Rk(3) = R(3, 3, · · · , 3). In both cases, we state
explicitly these lower bounds for small k and compare to other known bounds.
2. Statement of Results
We present our results in two parts, the first relating to complete subgraphs of order
four and then those relating to complete subgraphs of order three.
2.1. Complete Subgraphs of Order Four. Many of our results in this section will be
stated in terms of Greene’s finite field hypergeometric function [10, 11]. Let F̂∗q denote
the group of multiplicative characters of F∗q. We extend the domain of χ ∈ F̂∗q to Fq, by
defining χ(0) := 0 (including the trivial character ε) and denote χ as the inverse of χ. We
let ϕ ∈ F̂∗q be the character of order two. For characters A and B of F∗q we define the usual
Jacobi sum J(A,B) :=
∑
a∈Fq A(a)B(1 − a) and define the symbol
(
A
B
)
:= B(−1)
q
J(A,B).
For characters A0, A1, . . . , An and B1, . . . , Bn of F
∗
q and λ ∈ Fq, define the finite field
hypergeometric function
n+1Fn
(
A0, A1, . . . , An
B1, . . . , Bn
∣∣∣ λ)
q
:=
q
q − 1
∑
χ
(
A0χ
χ
)(
A1χ
B1χ
)
· · ·
(
Anχ
Bnχ
)
χ(λ),
where the sum is over all multiplicative characters χ of F∗q. Let k ≥ 2 be an integer,
let q ≡ 1 (mod k) be a prime power and let χk ∈ F̂∗q be a character of order k. For
~t = (t1, t2, t3, t4, t5) ∈ (Zk)5 we define
3F2
(
~t
∣∣ λ)
q,k
:= 3F2
(
χt1k , χ
t2
k , χ
t3
k
χt4k , χ
t5
k
∣∣∣ λ)
q
.
In our first result, we show that K4(Gk(q)) can be written quite simply in terms of 3F2
finite field hypergeometric functions.
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Theorem 2.1. Let k ≥ 2 be an integer. Let q be a prime power such that q ≡ 1 (mod k)
if q is even, or, q ≡ 1 (mod 2k) if q is odd. Then
K4(Gk(q)) = q
3(q − 1)
24 · k6
∑
~t∈(Zk)5
3F2
(
~t
∣∣ 1)
q,k
.
Many of the summands in Theorem 2.1 can be simplified using known reduction formulae
for finite field hypergeometric functions. Splitting off these terms yields our second result.
Theorem 2.2. Let k ≥ 2 be an integer. Let q be a prime power such that q ≡ 1 (mod k)
if q is even, or, q ≡ 1 (mod 2k) if q is odd. Then
K4(Gk(q)) = q(q − 1)
24 · k6
[
10Rk(q)
2 + 5
(
q − 2k2 + 1)Rk(q)− 15Sk(q) + q2
− 5 (2k2 − 3k + 2) q + 15k3 − 10k2 + 1 + q2 ∑
~t∈Xk
3F2
(
~t
∣∣ 1)
q,k
]
,
where Xk := {(t1, t2, t3, t4, t5) ∈ (Zk)5 | t1, t2, t3 6= 0, t4, t5 ; t1 + t2 + t3 6= t4 + t5},
Rk(q) :=
k−1∑
s,t=1
s+t6≡0 (k)
J
(
χsk, χ
t
k
)
and Sk(q) :=
k−1∑
s,t,v=1
s+t,v+t,v−s 6≡0 (k)
J
(
χsk, χ
t
k
)
J (χk
s, χvk) .
This looks quite messy, which is the price we pay for a formula which holds for all k, but for
a given k it tidies up somewhat. Many of the summands that still remain in Theorem 2.2
are equal and we can establish an equivalence relation on the set Xk to reduce the number
of hypergeometric terms to equivalence class representatives. We discuss this process in
Section 6. In particular, for small k, the formula reduces to relatively few terms, as we
see in the following results.
Corollary 2.3 (k = 2). Let q = pr ≡ 1 (mod 4) for a prime p. Write q = x2 + y2 for
integers x and y, such that y is even, and p ∤ x when p ≡ 1 (mod 4). Then
K4(G(q)) = q(q − 1)((q − 9)
2 − 4y2)
29 · 3 .
Note that y = 0 if (and only if) p ≡ 3 (mod 4).
An inductive algorithm for finding x and y, when p ≡ 1 (mod 4), is described in [19, Prop
3.2]. Corollary 2.3 extends the result of Evans, Pulham and Sheehan, (1.1) above, to prime
powers. It is easy to see that K4(G(17)) = 0 and so we reconfirm the lower bound for
R(4, 4) of Greenwood and Gleason.
Corollary 2.4. 18 ≤ R(4, 4).
Corollary 2.5 (k = 3). Let q = pr for a prime p, such that q ≡ 1 (mod 3) if q is even,
or, q ≡ 1 (mod 6) if q is odd. Let χ3 ∈ F̂∗q be a character of order 3. When p ≡ 1 (mod 3),
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write 4q = c2+3d2 for integers c and d, such that c ≡ 1 (mod 3), d ≡ 0 (mod 3) and p ∤ c.
When p ≡ 2 (mod 3), let c = −2(−p) r2 . Then
K4(G3(q)) = q(q − 1)
23 · 37 .
[
q2+5q(c−11)+10c2−85c+316+12 q23F2
(
χ3, χ3, χ3
ε, ε
∣∣∣ 1)
q
]
.
Corollary 2.6. 128 ≤ R(4, 4, 4).
It is known that 128 ≤ R(4, 4, 4) ≤ 230 [13, 28]. So again the (generalized) Paley graph
matches the best known lower bound. However, this is no longer the case when k = 4.
Corollary 2.7 (k = 4). Let q = pr ≡ 1 (mod 8) for a prime p. Let ϕ,χ4 ∈ F̂∗q be
characters of order 2 and 4 respectively. Write q = x2+ y2 for integers x and y, such that
x ≡ 1 (mod 4), and p ∤ x when p ≡ 1 (mod 4). Write q = u2 + 2v2 for integers u and v,
such that u ≡ 3 (mod 4), and p ∤ u when p ≡ 1, 3 (mod 8). Then
K4(G4(q)) = q(q − 1)
215 · 3 .
[
q2 − 2q(15x+ 101) + 304x2 + (930 − 40u)x+ 801 + 120u2
+ 12 q23F2
(
χ4, χ4, χ4
ε, ε
∣∣∣ 1)
q
+ 30 q23F2
(
χ4, ϕ, ϕ
ε, ε
∣∣∣ 1)
q
]
.
Corollary 2.8. 458 ≤ R(4, 4, 4, 4).
This falls short of the best known bound of 634 ≤ R(4, 4, 4, 4) [29]. We discuss the
relationship between the generalized Paley graphs and multicolor Ramsey numbers in
Section 7. When q = p is prime, the values of the three hypergeometric functions in
Corollaries 2.5 & 2.7 correspond to p-th Fourier coefficients of certain non-CM modular
forms. We discuss these relationships in Section 8.
2.2. Complete Subgraphs of Order Three. We first provide a simple formula for
K3(Gk(q)) in terms of Jacobi sums.
Theorem 2.9. Let k ≥ 2 be an integer. Let q be a prime power such that q ≡ 1 (mod k)
if q is even, or, q ≡ 1 (mod 2k) if q is odd. Then
K3(Gk(q)) = q(q − 1)
6k3
(Rk(q) + q − 3k + 1),
where Rk(q) is as defined in Theorem 2.2.
For small k, Theorem 2.9 simplifies to simple closed formulae.
Corollary 2.10 (k = 2). Let q = pr ≡ 1 (mod 4) for a prime p. Then
K3(G(q)) = q(q − 1)(q − 5)
24 · 3 .
Corollary 2.11 (k = 3). Let q = pr for a prime p, such that q ≡ 1 (mod 3) if q is even,
or, q ≡ 1 (mod 6) if q is odd. When p ≡ 1 (mod 3), write 4q = c2 + 3d2 for integers
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c and d, such that c ≡ 1 (mod 3), d ≡ 0 (mod 3) and p ∤ c. When p ≡ 2 (mod 3), let
c = −2(−p) r2 . Then
K3(G3(q)) = q(q − 1)(q + c− 8)
2 · 34 .
Corollary 2.12 (k = 4). Let q = pr ≡ 1 (mod 8) for a prime p. Write q = x2 + y2 for
integers x and y, such that x ≡ 1 (mod 4), and p ∤ x when p ≡ 1 (mod 4). Then
K3(G4(q)) = q(q − 1)(q − 6x− 11)
27 · 3 .
It is easy to see from Corollaries 2.10-2.12 that K3(G(5)) = K3(G3(16)) = K3(G4(41)) = 0
which leads to the following corresponding lower bounds for multicolor Ramsey numbers.
Corollary 2.13. 6 ≤ R(3, 3), 17 ≤ R(3, 3, 3), and 42 ≤ R(3, 3, 3, 3).
It is known that R(3, 3) = 6 and R(3, 3, 3) = 17 [12]. However, the bound for R(3, 3, 3, 3)
implied by the Paley graph falls short of the best known bound of 51 ≤ R(3, 3, 3, 3) ≤ 62
[4, 7]. As mentioned in Section 2.1, we will discuss the relationship between the generalized
Paley graphs and multicolor Ramsey numbers in Section 7. Also, when q is prime, c and
x in Corollaries 2.11 and 2.12 can be related to the Fourier coefficients of certain modular
forms. We discuss these relationships in Section 8.
3. Preliminaries
3.1. Jacobi Sums. We first recall some well-known properties of Jacobi sums. For further
details see [3], noting that we have adjusted results therein to take into account ε(0) = 0.
Proposition 3.1. For non-trivial χ ∈ F̂∗q we have
(a) J(ε, ε) = q − 2;
(b) J(ε, χ) = −1; and
(c) J(χ, χ) = −χ(−1).
Proposition 3.2. For χ,ψ ∈ F̂∗q, J(χ,ψ) = χ(−1)J(χ, χψ).
Proposition 3.3. For non-trivial χ,ψ ∈ F̂∗q with χψ non-trivial, J(χ,ψ)J(χ,ψ) = q.
Recall, if we let k ≥ 2 be an integer, q ≡ 1 (mod k) be a prime power and χk ∈ F̂∗q be a
character of order k, then for b ∈ F∗q, we have the orthogonal relation [3, p11]
1
k
k−1∑
t=0
χtk(b) =
{
1 if b is a k-th power,
0 if b is not a k-th power.
(3.1)
We now develop some preliminary results which will be used in later sections. As a
straightforward consequence of Propositions 3.1 and 3.3 we see that
k−1∑
s,t=1
J(χsk, χ
t
k)J(χk
s, χk
t) = (k − 1) [(k − 2)q + 1] . (3.2)
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We define the quantities
J0(q, k) :=
k−1∑
s,t=0
J(χsk, χ
t
k) and JJ0(q, k) :=
k−1∑
s,t,v=0
J(χsk, χ
t
k)J(χk
s, χvk)
which appear often in our reckonings. Using Propositions 3.1 & 3.2 and (3.2) it is a
straightforward exercise to show that
J0(q, k) = Rk(q) + q − 3k + 1 (3.3)
and
JJ0(q, k) = Sk(q)− 4Rk(q) + q2 + k(k − 5)q + k2 + 6k − 3, (3.4)
where Rk(q) and Sk(q) are as defined in Theorem 2.2.
Lemma 3.4. Let q = pr for a prime p, such that q ≡ 1 (mod 3) if q is even, or, q ≡ 1
(mod 6) if q is odd. Let χ3 ∈ F̂∗q be a character of order 3. When p ≡ 1 (mod 3), write
4q = c2 + 3d2 for integers c and d, such that c ≡ 1 (mod 3), d ≡ 0 (mod 3) and p ∤ c.
When p ≡ 2 (mod 3), let c = −2(−p) r2 . Then
J(χ3, χ3) + J(χ3, χ3) = c.
Proof. When p ≡ 1 (mod 3), [26, Prop 1] tells us that
J(χ3, χ3) + J(χ3, χ3) =
(
c
2
+
d
2
√−3
)
+
(
c
2
− d
2
√−3
)
= c.
Now consider the case when p ≡ 2 (mod 3). Note r is even in this case. Let ω = −1+
√−3
2 .
From [3, Ch 2] we have
(1) J(χ3, χ3) ∈ Z[ω];
(2) J(χ3, χ3)J(χ3, χ3) = q; and
(3) J(χ3, χ3) ≡ −1 (mod (1− ω)2).
Noting (1) and the fact that p is inert in Z[ω], as p ≡ 2 (mod 3), by (2) we must have
(J(χ3, χ3)) = (J(χ3, χ3)) = (p
r
2 ) as ideals. Now (p
r
2 ) = (−(−p) r2 ) and
−(−p) r2 ≡ −1 (mod 3)
≡ −1 (mod (1− ω)2)
as 3 = (1 − ω)2(1 + ω). Then by [26, Lem 5], J(χ3, χ3) = J(χ3, χ3) = −(−p) r2 and so
J(χ3, χ3) + J(χ3, χ3) = −2(−p) r2 = c. 
Lemma 3.5 ([27]). Let q = pr ≡ 1 (mod 4) for a prime p. Write q = x2+ y2 for integers
x and y, such that x ≡ 1 (mod 4), and p ∤ x when p ≡ 1 (mod 4). Then
(1) J(χ4, χ4) + J(χ4, χ4) = −2x; and
(2) J(χ4, χ4)
2 + J(χ4, χ4)
2 = 2x2 − 2y2 = 4x2 − 2q = 2q − 4y2.
Proof. Let q = x2 + y2 for integers x and y, such that x ≡ 1 (mod 4) and y is even, and
p ∤ x when p ≡ 1 (mod 4). Then [27, Props 1 & 2] tells us that, when p ≡ 1 (mod 4), x
is uniquely determined, and y up to sign; when p ≡ 3 (mod 4) that x = (−p) r2 , y = 0 is
the only solution; and J(χ4, χ4) = −x± iy. The results follow as J(χ4, χ4) is the complex
conjugate of J(χ4, χ4). 
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Lemma 3.6. Let q = pr ≡ 1 (mod 8) for a prime p. Write q = x2 + y2 for integers x
and y, such that x ≡ 1 (mod 4), and p ∤ x when p ≡ 1 (mod 4). Write q = u2 + 2v2 for
integers u and v, such that u ≡ 3 (mod 4), and p ∤ u when p ≡ 1, 3 (mod 8). Then
(1) J(χ8, χ8) = J(χ
3
8, χ
3
8) = χ8(−4)J(χ8, χ38);
(2) Re(J(χ8, χ8)) = χ8(4)u;
(3) J(χ8, χ
2
8) = χ8(−4)J(χ4, χ4); and
(4) Re(J(χ8, χ
2
8)) = −χ8(−4)x.
Proof. (1) This follows from [3, Thm 2.1.6]. (2) The opening arguments of the proof of [3,
Thm 3.3.1] also apply over Fq, so J(χ8, χ8) = χ8(4)(u+ v
√−2) for integers u and v, such
that q = u2 + 2v2 and u ≡ 3 (mod 4), and χ8(4) = ±1. Similar arguments to those in the
proof of [27, Props 1 & 2] can then be applied to tell us that when p is inert in Z[
√−2], i.e.
when p ≡ 5, 7 (mod 8), u = ±p r2 , v = 0 is the only solution; and when p splits in Z[√−2],
i.e. when p ≡ 1, 3 (mod 8), p ∤ u and this uniquely determines u, and v up to sign. (3)
This is proved in [3, Thm 3.3.3]. (4) This follows from (3) and Lemma 3.5. 
3.2. Properties of Finite Field Hypergeometric Functions. As we have seen in
Section 2, our most general results are expressed in terms of the finite field hypergeometric
functions of Greene [10, 11]. These functions have very nice expressions as character sums
[11, Def 3.5 (after change of variable), Cor 3.14]. For characters A,B,C,D,E of F∗q,
q 2F1
(
A, B
C
∣∣∣ λ)
q
=
∑
b∈Fq
AC(b)BC(1− b)A(b− λ) (3.5)
and
q2 3F2
(
A, B, C
D, E
∣∣∣ λ)
q
=
∑
a,b∈Fq
AE(a)CE(1 − a)B(b)BD(b− 1)A(a− λb) (3.6)
Much of our work in this paper relies on being able to simplify expressions involving these
functions. We will use the following reduction formulae [11, Thms 3.15 & 4.35] in our
proof of Theorem 2.2. For characters A,B,C,D,E of F∗q,
3F2
(
ε, B, C
D, E
∣∣∣ 1)
q
=− 1
q
2F1
(
BD, CD
ED
∣∣∣ 1)
q
+
(
B
D
)(
C
E
)
; (3.7)
3F2
(
A, ε, C
D E
∣∣∣ 1)
q
=A(−1)
(
D
A
)
2F1
(
AD, CD
ED
∣∣∣ 1)
q
− D(−1)
q
(
C
E
)
; (3.8)
3F2
(
A, B, C
A, E
∣∣∣ 1)
q
=
(
B
A
)
2F1
(
B, C
E
∣∣∣ 1)
q
− A(−1)
q
(
CA
EA
)
; (3.9)
3F2
(
A, B, C
B, E
∣∣∣ 1)
q
=− 1
q
2F1
(
A, C
E
∣∣∣ 1)
q
+
(
AB
B
)(
CB
EB
)
; (3.10)
3F2
(
A, B, C
D, B
∣∣∣ 1)
q
=
(
CD
BD
)
2F1
(
A, C
D
∣∣∣ 1)
q
− BD(−1)
q
(
AB
B
)
; and (3.11)
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3F2
(
A, B, C
D, ABCD
∣∣∣ 1)
q
= BC(−1)
(
C
DA
)(
B
DC
)
− BD(−1)
q
(
DB
A
)
. (3.12)
It is easy to see from their definition that the value of finite field hypergeometric functions
is invariant under permuting columns of parameters, i.e,
3F2
(
A, B, C
D, E
∣∣∣ 1)
q
= 3F2
(
A, C, B
E, D
∣∣∣ 1)
q
, (3.13)
so the reduction formulae (3.8)-(3.11) can each be applied to two different parameter
structures. The 2F1(·|1)’s appearing in (3.7)-(3.11) can also be reduced using [11, Theorem
4.9]
2F1
(
A, B
C
∣∣∣ 1)
q
= A(−1)
(
B
AC
)
. (3.14)
Another important feature of finite field hypergeometric functions is transformation
formulae relating the values of functions with different parameters (analogous to those for
classical hypergeometric series). Of interest to us are the following 3F2(·|1) transformations
which can be found in [11] but are stated more succinctly in [10, Thms 5.14, 5.18 & 5.20].
3F2
(
A, B, C
D, E
∣∣∣ 1)
q
= 3F2
(
BD, AD, CD
D, ED
∣∣∣ 1)
q
; (3.15)
3F2
(
A, B, C
D, E
∣∣∣ 1)
q
= ABCDE(−1) 3F2
(
A, AD, AE
AB, AC
∣∣∣ 1)
q
; (3.16)
3F2
(
A, B, C
D, E
∣∣∣ 1)
q
= ABCDE(−1) 3F2
(
BD, B, BE
BA, BC
∣∣∣ 1)
q
; (3.17)
3F2
(
A, B, C
D, E
∣∣∣ 1)
q
= AE(−1) 3F2
(
A, B, CE
ABD, E
∣∣∣ 1)
q
; (3.18)
3F2
(
A, B, C
D, E
∣∣∣ 1)
q
= AD(−1) 3F2
(
A, DB, C
D, ACE
∣∣∣ 1)
q
; (3.19)
3F2
(
A, B, C
D, E
∣∣∣ 1)
q
= B(−1) 3F2
(
AD, B, C
D, BCE
∣∣∣ 1)
q
; and (3.20)
3F2
(
A, B, C
D, E
∣∣∣ 1)
q
= AB(−1) 3F2
(
AD, BD, C
D, ABDE
∣∣∣ 1)
q
. (3.21)
4. A pair of subgraphs of Gk(q) and Proofs of Theorems 2.1 and 2.9
In this section we define two subgraphs of the generalized Paley graph Gk(q) and relate
the number of complete subgraphs of a given order for each graph, which we use to prove
Theorems 2.1 and 2.9. For a graph G we denote its vertex set by V (G) and its edge
set by E(G), so the order of G is #V (G) and the size of G is #E(G). For a given
vertex a of G we denote the degree of a in G by degG(a). It is easy to see from its
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definition that #V (Gk(q)) = q, degGk(q)(a) =
q−1
k
for all vertices a, and, consequently,
#E(Gk(q)) =
q(q−1)
2k .
Let Hk(q) be the induced subgraph of Gk(q) whose vertex set is Sk, the set of k-th
power residues of Fq. Therefore, #V (Hk(q)) = |Sk| = q−1k . Now
ab ∈ E(Hk(q))⇐⇒ χk(a) = χk(b) = χk(a− b) = 1.
So, for a ∈ V (Hk(q)), using (3.1), we get that
degHk(q)(a) =
1
k2
∑
b∈F∗q\{a}
k−1∑
s=0
χsk(b)
k−1∑
t=0
χtk(a− b)
=
1
k2
k−1∑
s,t=0
χs+tk (a)J(χ
s
k, χ
t
k)
=
1
k2
J0(q, k)
=
1
k2
(Rk(q) + q − 3k + 1) (by (3.3)).
This is independent of a so
#E(Hk(q)) =
1
2
·#V (Hk(q)) · degHk(q)(a)
=
q − 1
2k3
J0(q, k)
=
q − 1
2k3
(Rk(q) + q − 3k + 1).
Let H1k(q) be the induced subgraph of Hk(q) whose vertex set is the set of neighbors of
1 in Hk(q). Therefore
#V (H1k(q)) = degHk(q)(1) =
1
k2
J0(q, k) =
1
k2
(Rk(q) + q − 3k + 1),
and
ab ∈ E(H1k (q))⇐⇒ χk(a) = χk(b) = χk(1− a) = χk(1− b) = χk(a− b) = 1.
Again using (3.1), and noting that χk(−1) = 1, we get that for a ∈ V (H1k(q)),
degH1
k
(q)(a) =
1
k3
∑
b∈F∗q\{1,a}
k−1∑
t1=0
χt1k (b)
k−1∑
t2=0
χt2k (1− b)
k−1∑
t3=0
χt3k (a− b)
=
1
k3
k−1∑
t1,t2,t3=0
∑
b∈F∗q\{1,a}
χt1−t3k (b)χ
t3−t2
k (1− b)χ−t1k (a− b)
=
1
k3
k−1∑
t1,t2,t3=0
q 2F1
(
χt1k , χ
t2
k
χt3k
∣∣∣ a)
q
, (using (3.5)),
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where we have used a change of variables to get the second line. Finally, we get that
#E(H1k(q)) =
1
2
∑
a∈V (H1
k
(q))
degH1
k
(q)(a)
=
1
2k3
∑
a∈Fq
χk(a)=χk(1−a)=1
k−1∑
t1,t2,t3=0
∑
b∈F∗q\{1,a}
χt1k (b)χ
t2
k (1− b)χt3k (a− b)
=
1
2k5
k−1∑
t1,t2,t3,t4,t5=0
∑
a,b∈F∗q\{1}
a6=b
χt1k (b)χ
t2
k (1− b)χt3k (a− b)χt4k (a)χt5k (1− a)
=
1
2k5
k−1∑
t1,t2,t3,t4,t5=0
∑
a,b∈Fq
χt1−t5k (a)χ
t5−t3
k (1− a)χt2k (b)χt4−t2k (1− b)χ−t1k (a− b)
=
1
2k5
k−1∑
t1,t2,t3,t4,t5=0
q23F2
(
χt1k , χ
t2
k , χ
t3
k
χt4k , χ
t5
k
∣∣∣ 1)
q
, (using (3.6)).
So we have proved the following proposition.
Proposition 4.1. Let k ≥ 2 be an integer. Let q be a prime power such that q ≡ 1
(mod k) if q is even, or, q ≡ 1 (mod 2k) if q is odd. Let Hk(q) be the induced subgraph of
the generalized Paley graph Gk(q) whose vertex set is the set of k-th power residues of Fq.
Let H1k(q) be the induced subgraph of Hk(q) whose vertex set is the set of neighbors of 1
in Hk(q). Then
(a) #V (Hk(q)) =
q−1
k
;
(b) For a ∈ V (Hk(q)), degHk(q)(a) = 1k2 J0(q, k) = 1k2 (Rk(q) + q − 3k + 1);
(c) #E(Hk(q)) =
q−1
2k3
J0(q, k) =
q−1
2k3
(Rk(q) + q − 3k + 1);
(d) #V (H1k(q)) =
1
k2
J0(q, k) =
1
k2
(Rk(q) + q − 3k + 1);
(e) For a ∈ V (H1k(q)), degH1k(q)(a) =
1
k3
k−1∑
t1,t2,t3=0
q 2F1
(
χt1k , χ
t2
k
χt3k
∣∣∣ a)
q
; and
(f) #E(H1k(q)) =
1
2k5
k−1∑
t1,t2,t3,t4,t5=0
q23F2
(
χt1k , χ
t2
k , χ
t3
k
χt4k , χ
t5
k
∣∣∣ 1)
q
.
Next we relate the number of complete subgraphs of a certain order of Gk(q) to those
of Hk(q) and H
1
k(q).
Lemma 4.2. Let k, q,Gk(q),Hk(q) and H
1
k(q) be defined as in Proposition 4.1. Then, for
n a positive integer,
(a) Kn+1(Gk(q)) = qn+1Kn(Hk(q)); and
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(b) Kn+1(Hk(q)) = q−1k(n+1)Kn(H1k(q)).
So for n ≥ 2
(c) Kn+1(Gk(q)) = q(q − 1)
kn(n+ 1)
Kn−1(H1k(q)).
Proof. Let a complete subgraph of order m be represented by the m-tuple of its vertices.
(a) Let SG,a be the set of complete subgraphs of Gk(q) of order n+1 containing the vertex
a. Let SH be the set of complete subgraphs of Hk(q) of order n. Now
(0, a1, a2, · · · , an) ∈ SG,0 ⇐⇒ χk(ai) = χk(ai − aj) = 1 for all 1 ≤ i < j ≤ n
⇐⇒ (a1, a2, · · · , an) ∈ SH
So |SG,0| = |SH |. For a ∈ V (Gk(q)), the map fa(λ) = λ+ a is an automorphism of Gk(q),
so |SG,a| = |SG,0| = |SH | for all a ∈ V (Gk(q)). Then
Kn+1(Gk(q)) = 1
n+ 1
∑
a∈V (Gk(q))
|SG,a| = q
n+ 1
|SH |,
as required.
(b) Let SH,a be the set of complete subgraphs of Hk(q) of order n+1 containing the vertex
a. Let SH1 be the set of complete subgraphs of H1k(q) of order n. Now
(1, a1, a2, · · · , an) ∈ SH,1 ⇐⇒ χk(ai) = χk(ai − 1) = χk(ai − aj) = 1 for all 1 ≤ i < j ≤ n
⇐⇒ (a1, a2, · · · , an) ∈ SH1
So |SH,1| = |SH1 |. For a ∈ V (Hk(q)), the map fa(λ) = aλ is an automorphism of Hk(q),
so |SH,a| = |SH,1| = |SH1 | for all a ∈ V (Hk(q)). Then
Kn+1(Hk(q)) = 1
n+ 1
∑
a∈V (Hk(q))
|SH,a| = #V (Hk(q))
n+ 1
|SH1 |,
as required.
(c) Follows immediately from combining (a) and (b). 
Taking n = 3 in Lemma 4.2 (c) yields Corollary 4.3.
Corollary 4.3. Let k ≥ 2 be an integer. Let q be a prime power such that q ≡ 1 (mod k)
if q is even, or, q ≡ 1 (mod 2k) if q is odd. Then
K4(Gk(q)) = q(q − 1)
12k
#E(H1k(q)).
Combining Corollary 4.3 and Proposition 4.1 (f) proves Theorem 2.1.
Taking n = 2 in Lemma 4.2 (a) yields Corollary 4.4.
Corollary 4.4. Let k ≥ 2 be an integer. Let q be a prime power such that q ≡ 1 (mod k)
if q is even, or, q ≡ 1 (mod 2k) if q is odd. Then
K3(Gk(q)) = q
3
#E(Hk(q)).
Combining Corollary 4.4 and Proposition 4.1 (c) proves Theorem 2.9.
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5. Proof of Theorem 2.2
We start with Theorem 2.1 and consider
q2
∑
~t∈(Zk)5
3F2
(
~t
∣∣ 1)
q,k
. (5.1)
Many of the summands in (5.1) can be simplified using the reduction formulae (3.7)-
(3.12) described in Section 3.2. There are ten distinct cases which we will deal with in
turn. Case 1 (t1 = 0): We start with the terms which have t1 = 0. These terms can be
reduced using (3.7) as follows.
q2
k−1∑
t2,t3,t4,t5=0
3F2
(
ε, χt2k , χ
t3
k
χt4k , χ
t5
k
∣∣∣ 1)
q
= q2
k−1∑
t2,t3,t4,t5=0
−1
q
2F1
(
χt2−t4k , χ
t3−t4
k
χt5−t4k
∣∣∣ 1)
q
+
(
χt2k
χt4k
)(
χt3k
χt5k
)
=
k−1∑
t2,t3,t4,t5=0
−q 2F1( χt2−t4k , χt3−t4k
χt5−t4k
∣∣∣ 1)
q
+ J(χt2k , χk
t4)J(χt3k , χk
t5)

= −q
k−1∑
t2,t3,t4,t5=0
2F1
(
χt2k , χ
t3
k
χt5k
∣∣∣ 1)
q
+ J0(q, k)
2
= −qk
k−1∑
t2,t3,t5=0
(
χt3k
χt5−t2k
)
+ J0(q, k)
2 (using (3.14))
= −k
k−1∑
t2,t3,t5=0
J(χt3k , χ
t2−t5
k ) + J0(q, k)
2
= −k
k−1∑
t2,t3,t5=0
J(χt3k , χ
t2
k ) + J0(q, k)
2
= J0(q, k)
2 − k2 J0(q, k),
where we have used the fact that χk(−1) = 1 in many of the steps.
Case 2 (t2 = 0): Next we reduce the terms which have t2 = 0 using (3.8), excluding the
t1 = 0 terms which have already been accounted for.
q2
k−1∑
t1,t3,t4,t5=0
t1 6=0
3F2
(
χt1k , ε, χ
t3
k
χt4k , χ
t5
k
∣∣∣ 1)
q
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= q2
k−1∑
t1,t3,t4,t5=0
t1 6=0
(χt4k
χt1k
)
2F1
(
χt1−t4k , χ
t3−t4
k
χt5−t4k
∣∣∣ 1)
q
− 1
q
(
χt3k
χt5k
)
=
k−1∑
t1,t3,t4,t5=0
t1 6=0
[
J(χt4k , χk
t1)J(χt3−t4k , χ
t1−t5
k )− J(χt3k , χkt5)
]
(using (3.14))
=
k−1∑
t1,t4=0
t1 6=0
J(χt4k , χk
t1)
k−1∑
t3,t5=0
J(χt3−t4k , χ
t1−t5
k )− k(k − 1) J0(q, k)
=
k−1∑
t1,t4=0
t1 6=0
J(χt4k , χk
t1)
k−1∑
t3,t5=0
J(χt3k , χ
t5
k )− k(k − 1) J0(q, k)
= J0(q, k)
2 − J0(q, k)
k−1∑
t=0
J(χtk, ε) − k(k − 1) J0(q, k)
= J0(q, k)
2 − ((k − 1)2 + q − 2) J0(q, k) (using Prop 3.1). (5.2)
Case 3 (t3 = 0): Next we reduce the terms which have t3 = 0 using (3.8) and (3.13),
excluding the t1, t2 = 0 terms which have already been accounted for.
q2
k−1∑
t1,t2,t4,t5=0
t1,t2 6=0
3F2
(
χt1k , χ
t2
k , ε
χt4k , χ
t5
k
∣∣∣ 1)
q
= q2
k−1∑
t1,t2,t4,t5=0
t1,t2 6=0
3F2
(
χt1k , ε, χ
t2
k
χt5k , χ
t4
k
∣∣∣ 1)
q
= q2
k−1∑
t1,t2,t4,t5=0
t1 6=0
3F2
(
χt1k , ε, χ
t2
k
χt5k , χ
t4
k
∣∣∣ 1)
q
− q2
k−1∑
t1,t4,t5=0
t1 6=0
3F2
(
χt1k , ε, ε
χt5k , χ
t4
k
∣∣∣ 1)
q
= J0(q, k)
2 − ((k − 1)2 + q − 2) J0(q, k)− q2
k−1∑
t1,t4,t5=0
t1 6=0
3F2
(
χt1k , ε, ε
χt5k , χ
t4
k
∣∣∣ 1)
q
(5.3)
using the previous case (5.2). Now, using (3.8),
q2
k−1∑
t1,t4,t5=0
t1 6=0
3F2
(
χt1k , ε, ε
χt5k , χ
t4
k
∣∣∣ 1)
q
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= q2
k−1∑
t1,t4,t5=0
t1 6=0
[(
χt5k
χt1k
)
2F1
(
χt1−t5k , χk
t5
χt4−t5k
∣∣∣ 1)
q
− 1
q
(
ε
χt4k
)]
=
k−1∑
t1,t4,t5=0
t1 6=0
[
J(χt5k , χk
t1)J(χk
t5 , χt1−t4k )− J(ε, χkt4)
]
(using (3.14))
=
k−1∑
t1,t4,t5=0
t1 6=0
J(χt5k , χk
t1)J(χk
t5 , χt4k )− k(k − 1)(q − k − 1) (using Prop 3.1)
= JJ0(q, k) −
k−1∑
t4,t5=0
J(χt5k , ε)J(χk
t5 , χt4k )− k(k − 1)(q − k − 1)
= JJ0(q, k) +
k−1∑
t4,t5=0
t5 6=0
J(χk
t5 , χt4k )− (q − 2)(q − k − 1)− k(k − 1)(q − k − 1)
= JJ0(q, k) + J0(q, k)− (q − k − 1)(q + k2 − k − 1). (5.4)
So, combining (5.3) and (5.4) we get
q2
k−1∑
t1,t2,t4,t5=0
t1,t2 6=0
3F2
(
χt1k , χ
t2
k , ε
χt4k , χ
t5
k
∣∣∣ 1)
q
= J0(q, k)
2 − ((k − 1)2 + q − 1) J0(q, k)− JJ0(q, k) + (q − k − 1)(q + k2 − k − 1).
We proceed in this fashion until we have evaluated all terms in (5.1) that can be reduced
using (3.7)-(3.12). Like the first three cases, which we have described above, these evalu-
ations are straightforward and use only basic properties of hypergeometric functions and
Jacobi sums from Sections 3.1 and 3.2. However, the evaluations do become more tedious
as we proceed, as we have to exclude successively more cases which have already been ac-
counted for, so we omit the details for reasons of brevity. The remaining cases summarize
as follows.
Case 4 (t1 = t4):
q2
k−1∑
t1,t2,t3,t5=0
t1,t2,t3 6=0
3F2
(
χt1k , χ
t2
k , χ
t3
k
χt1k , χ
t5
k
∣∣∣ 1)
q
= J0(q, k)
2 − (2q + (k − 1)2 − 4k) J0(q, k) + (q − k − 1)(q − 3k + 1).
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Case 5 (t1 = t5):
q2
k−1∑
t1,t2,t3,t4=0
t1,t2,t3 6=0
t1 6=t4
3F2
(
χt1k , χ
t2
k , χ
t3
k
χt4k , χ
t1
k
∣∣∣ 1)
q
= J0(q, k)
2− (2q+ k2− 6k+4) J0(q, k)− JJ0(q, k)+ 2q2+(k2− 8k+2)q− k3+5k2− 2.
Case 6 (t2 = t4):
q2
k−1∑
t1,t2,t3,t5=0
t1,t2,t3 6=0
t1 6=t2,t5
3F2
(
χt1k , χ
t2
k , χ
t3
k
χt2k , χ
t5
k
∣∣∣ 1)
q
= J0(q, k)
2−(q+k2−6k+7) J0(q, k)−2 JJ0(q, k)+2q2+(2k2−10k+4)q−2k3+8k2−4k−2.
Case 7 (t3 = t5):
q2
k−1∑
t1,t2,t3,t4=0
t1,t2,t3 6=0
t1 6=t3,t4
t2 6=t4
3F2
(
χt1k , χ
t2
k , χ
t3
k
χt4k , χ
t3
k
∣∣∣ 1)
q
= J0(q, k)
2−(2q+k2−8k+10) J0(q, k)−2 JJ0(q, k)+3q2+(2k2−15k+8)q−2k3+14k2−15k+1.
Case 8 (t2 = t5):
q2
k−1∑
t1,t2,t3,t4=0
t1,t2,t3 6=0
t1 6=t2,t4
t2 6=t3,t4
3F2
(
χt1k , χ
t2
k , χ
t3
k
χt4k , χ
t2
k
∣∣∣ 1)
q
= J0(q, k)
2−(2q+k2−8k+12) J0(q, k)−3 JJ0(q, k)+4q2+(3k2−20k+10)q−3k3+19k2−20k+2.
Case 9 (t3 = t4):
q2
k−1∑
t1,t2,t3,t5=0
t1,t2,t3 6=0
t1,t2 6=t3,t5
t3 6=t5
3F2
(
χt1k , χ
t2
k , χ
t3
k
χt3k , χ
t5
k
∣∣∣ 1)
q
= J0(q, k)
2−(2q+k2−10k+18) J0(q, k)−3 JJ0(q, k)+4q2+(3k2−22k+16)q−3k3+25k2−40k+8.
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Case 10 (t1 + t2 + t3 = t4 + t5):
q2
k−1∑
t1,t2,t3,t4=0
t1,t2,t3 6=0
t4 6=t1,t2,t3
t4 6=t1+t2,t1+t3,t2+t3
3F2
(
χt1k , χ
t2
k , χ
t3
k
χt4k , χ
t1+t2+t3−t4
k
∣∣∣ 1)
q
= J0(q, k)
2−(2q+k2−12k+24) J0(q, k)−3 JJ0(q, k)+4q2+(3k2−24k+22)q−3k3+31k2−60k+14.
The total of these ten reducible cases is
q2
∑
~t∈(Zk)5\Xk
3F2
(
~t
∣∣ 1)
q,k
= 10 J0(q, k)
2 − 5(3q + 2k2 − 12k + 15) J0(q, k)− 15 JJ0(q, k)
+ 21q2 + 5(3k2 − 21k + 12)q − 15k3 + 105k2 − 135k + 21.
Applying (3.3) and (3.4) yields
q2
∑
~t∈(Zk)5\Xk
3F2
(
~t
∣∣ 1)
q,k
= 10Rk(q)
2 + 5Rk(q)
(
q − 2k2 + 1)− 15Sk(q)
+ q2 − 5 (2k2 − 3k + 2) q + 15k3 − 10k2 + 1.
which completes the proof of Theorem 2.2.
6. Orbits of Xk and Proofs of Corollaries 2.3, 2.5, 2.7 and 2.10-2.12
Now that we have established Theorem 2.2 we want to evaluate K4(Gk(q)) for specific
k. A major part of this is evaluating the hypergeometric terms in
q2
∑
~t∈Xk
3F2
(
~t
∣∣ 1)
q,k
, (6.1)
where Xk := {(t1, t2, t3, t4, t5) ∈ (Zk)5 | t1, t2, t3 6= 0, t4, t5 ; t1+ t2+ t3 6= t4+ t5}. We first
note that
|Xk| =
k−1∑
t1,t2,t3=1
k−1∑
t4,t5=0
t4,t5 6=t1,t2,t3
t4+t5 6=t1+t2+t3
1 = (k − 1)(k4 − 9k3 + 36k2 − 69k + 51). (6.2)
Evaluating the sum in (6.2) is quite a straightforward counting exercise although it does
take some effort to unwind all the conditions. Table 1 below gives the values of |Xk| for
small k. As you can see, even for small k, there are too many terms in (6.1) to yield
a compact formula for K4(Gk(q)), if we have to evaluate them all individually. Luckily,
many of the hypergeometric function summands in (6.1) are equal via the transformation
formulae (3.15)-(3.21).
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k |Xk|
2 1
3 12
4 93
5 424
6 1425
Table 1. Order of Xk
To each of the transformations (3.15)-(3.21) we can associate a map onXk. For example,
applying (3.15) we get that
3F2
(
χt1k , χ
t2
k , χ
t3
k
χt4k , χ
t5
k
∣∣∣ 1)
q
= 3F2
(
χt2−t4k , χ
t1−t4
k , χ
t3−t4
k
χ−t4k , χ
t5−t4
k
∣∣∣ 1)
q
.
This induces a map T1 : Xk → Xk given by
T1(t1, t2, t3, t4, t5) = (t2 − t4, t1 − t4, t3 − t4,−t4, t5 − t4),
where the addition in each component takes place in Z5. Similarly, to the transformations
(3.16)-(3.21) we can associate the maps
T2(t1, t2, t3, t4, t5) = (t1, t1 − t4, t1 − t5, t1 − t2, t1 − t3);
T3(t1, t2, t3, t4, t5) = (t2 − t4, t2, t2 − t5, t2 − t1, t2 − t3);
T4(t1, t2, t3, t4, t5) = (t1, t2, t5 − t3, t1 + t2 − t4, t5);
T5(t1, t2, t3, t4, t5) = (t1, t4 − t2, t3, t4, t1 + t3 − t5);
T6(t1, t2, t3, t4, t5) = (t4 − t1, t2, t3, t4, t2 + t3 − t5); and
T7(t1, t2, t3, t4, t5) = (t4 − t1, t4 − t2, t3, t4, t4 + t5 − t1 − t2)
respectively. We form the group generated by T1, T2, · · · , T7, with operation composition
of functions, and call it Tk. We find that
Tk = 〈T1, T2, T3, T4, T5, T6, T7〉
= {T0, Ti, Tj ◦ Tℓ, T4 ◦ T1, T6 ◦ T2, T5 ◦ T3, T1 ◦ T4 ◦ T1|1 ≤ i ≤ 7, 1 ≤ j ≤ 3, 4 ≤ ℓ ≤ 7},
where T0 is the identity map, is a group of order 24 isomorphic to the permutation group
S4. Tk acts on Xk. Furthermore, the value of 3F2
(
~t
∣∣ 1)
q,k
is constant for all ~t in each
orbit. Therefore, we can reduce the evaluation of (6.1) to orbit representatives.
We can calculate explicitly the number of orbits for a given k, Nk. For T ∈ Tk, let
XT := {~t ∈ Xk | T (~t ) = ~t }. Then, by Burnside’s theorem, the number of orbits is given
by
Nk =
1
24
∑
T∈Tk
|XT |.
We can evaluate each |XT | directly. For example,
T1(t1, t2, t3, t4, t5) = (t1, t2, t3, t4, t5)⇐⇒ t1 = t2, t4 = 0,
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so
XT1 = {~t ∈ Xk | t1 = t2, t4 = 0}.
Then
|XT1 | =
k−1∑
t1,t3=1
k−1∑
t5=0
t5 6=t1,t3,2t1+t3
1
=
k−1∑
t1,t3=1
k−1∑
t5=0
t5 6=2t1+t3
1 −
k−1∑
t1,t3=1
t1 6=−t3
1 −
k−1∑
t1,t3=1
t3 6=t1
2t1 6=0
1
= (k − 1)3 − (k − 1)(k − 2)− (k − 2)
{
(k − 1) if k odd,
(k − 2) if k even,
=
{
k3 − 5k2 + 9k − 5 if k odd,
k3 − 5k2 + 10k − 7 if k even.
The other cases are similar. In summary
|XT1 | = |XT7 | = |XT1◦T7 | =
{
k3 − 5k2 + 9k − 5 if k odd,
k3 − 5k2 + 10k − 7 if k even,
|XT2 | = |XT3 | = |XT4 | = |XT5 | = |XT6 | = |XT1◦T4◦T1 |
=
{
(k − 1)(k − 3)2 if k odd,
(k − 1)(k − 3)2 + 6(k − 2) if k even,
|XT1◦T4 | = |XT1◦T5 | = |XT1◦T6 | = |XT2◦T7 | = |XT3◦T7 | = |XT4◦T1 |
=

0 if k odd,
(k − 1) if k ≡ 2 (mod 4),
(k − 3) if k ≡ 0 (mod 4),
|XT2◦T4 | = |XT2◦T5 | = |XT2◦T6 | = |XT3◦T4 | = |XT3◦T5 | = |XT3◦T6 | = |XT6◦T2 | = |XT5◦T3 |
=
{
k − 1 if 3 ∤ k,
3(k − 3) if 3 | k,
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and, of course, |XT0 | = |Xk| = (k − 1)(k4 − 9k3 + 36k2 − 69k + 51). So, the number of
orbits, by Burnside’s theorem, is
Nk =
1
24

k5 − 10k4 + 54k3 − 162k2 + 245k − 128 +

0 if k ≡ 1, 5, 7, 11 (mod 12),
16k − 64 if k ≡ 3, 9 (mod 12),
45k − 84 if k ≡ 2, 10 (mod 12),
45k − 96 if k ≡ 4, 8 (mod 12),
61k − 148 if k ≡ 6 (mod 12),
61k − 160 if k ≡ 0 (mod 12).

.
Table 2 below gives the number of orbits for small k. So, for small k, the number of
k |Xk| Nk
2 1 1
3 12 1
4 93 11
5 424 28
6 1425 92
Table 2. Number of Orbits
hypergeometric terms that need evaluating has been reduced to more manageable levels.
We also note that, and we will see some evidence of this later in the proof of Corollary
2.7, there are other transformations which can be applied on an ad-hoc basis to reduce
these numbers even further. We now prove Corollaries 2.3, 2.5 and 2.7.
Proof of Corollary 2.3. We apply Theorem 2.2 with k = 2. Now R2(q) = S2(q) = 0
as there are no indices that satisfy the conditions of the sum in each case. Also, ~t =
(1, 1, 1, 0, 0) is the only element of X2. Therefore
K4(G2(q)) = q(q − 1)
29 · 3
[
q2 − 20q + 81 + q23F2
(
ϕ, ϕ, ϕ
ε, ε
∣∣∣ 1)
q
]
. (6.3)
Combining [11, Thm 4.37] and Proposition 3.2 we get that
q23F2
(
ϕ, ϕ, ϕ
ε, ε
∣∣∣ 1)
q
= q2
[(
χ4
ϕ
)(
χ4
χ4
)
+
(
χ4
ϕ
)(
χ4
χ4
)]
= J(χ4, χ4)
2 + J(χ4, χ4)
2,
where χ4 is a character of order four of F
∗
q. So, by Lemma 3.5(2),
q23F2
(
ϕ, ϕ, ϕ
ε, ε
∣∣∣ 1)
q
= 2x2 − 2y2 = 4x2 − 2q = 2q − 4y2, (6.4)
which is generalization of [24, Thm 4] to prime powers. Substituting (6.4) into (6.3) yields
the result. 
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Proof of Corollary 2.5. We apply Theorem 2.2 with k = 3. Note S3(q) = 0 as there are no
indices that satisfy the conditions of the sum. Also, X3 contains only one orbit of order
12 with representative ~t = (1, 1, 2, 0, 0). Therefore
K4(G3(q)) = q(q − 1)
23 · 37
[
10R3(q)
2 + 5 (q − 17)R3(q) + q2
− 55q + 316 + 12 q2 3F2
(
χ3, χ3, χ3
ε, ε
∣∣∣ 1)
q
]
. (6.5)
Now R3(q) = J(χ3, χ3) + J(χ3, χ3) = c by Lemma 3.4. Substituting into (6.5) yields the
result. 
Proof of Corollary 2.7. Using Proposition 3.2 and Lemma 3.5(1) we get that
R4(q) = 3(J(χ4, χ4) + J(χ4, χ4)) = −6x. (6.6)
Using Propositions 3.2 & 3.3 and Lemma 3.5(2) we have
S4(q) = 4q + J(χ4, χ4)
2 + J(χ4, χ4)
2 = 4x2 + 2q. (6.7)
X4 contains eleven orbits with representatives (1, 1, 1, 0, 0)
6 , (3, 3, 3, 0, 0)6 , (1, 3, 3, 2, 0)4 ,
(3, 1, 1, 2, 0)4 , (2, 1, 3, 0, 0)12 , (1, 3, 2, 0, 0)6 , (2, 3, 1, 0, 0)12 , (1, 2, 2, 0, 0)24 , (2, 2, 1, 0, 0)6 , (1, 1, 3, 0, 0)12 ,
and (2, 2, 2, 0, 0)1 , where the superscripts represent the order of the orbit. Some of the
corresponding hypergeometric functions are equal and some can be reduced. In particular,
by definition,
3F2
(
ϕ, χ4, χ4
ε, ε
∣∣∣ 1)
q
= 3F2
(
χ4, χ4, ϕ
ε, ε
∣∣∣ 1)
q
= 3F2
(
ϕ, χ4, χ4
ε, ε
∣∣∣ 1)
q
, (6.8)
and
3F2
(
χ4, ϕ, ϕ,
ε, ε
∣∣∣ 1)
q
= 3F2
(
ϕ, ϕ, χ4
ε, ε
∣∣∣ 1)
q
. (6.9)
By [11, Thm 4.37], Proposition 3.2 and Lemma 3.6
q23F2
(
χ4, χ4, χ4
ε, ε
∣∣∣ 1)
q
+ q23F2
(
χ4, χ4, χ4
ε, ε
∣∣∣ 1)
q
= q2
[(
χ8
χ28
)(
χ8
χ38
)
+
(
χ58
χ28
)(
χ58
χ78
)
+
(
χ78
χ68
)(
χ78
χ58
)
+
(
χ38
χ68
)(
χ38
χ8
)]
= χ8(−1)
[
J(χ8, χ8)J(χ8, χ
2
8) + J(χ
5
8, χ
5
8)J(χ8, χ
2
8)
+J(χ78, χ
7
8)J(χ
7
8, χ
6
8) + J(χ
3
8, χ
3
8)J(χ
7
8, χ
6
8)
]
= 2χ8(−1)Re
[
J(χ8, χ8)J(χ8, χ
2
8) + J(χ
3
8, χ
3
8)J(χ
7
8, χ
6
8)
]
= 4χ8(−1)Re(J(χ8, χ8))Re(J(χ8, χ28))
= −4ux. (6.10)
Similarly
q23F2
(
χ4, χ4, χ4
ϕ, ε
∣∣∣ 1)
q
+ q23F2
(
χ4, χ4, χ4
ϕ, ε
∣∣∣ 1)
q
= −4ux. (6.11)
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By [11, Thm 4.38(ii)], Proposition 3.2 and Lemma 3.6
q23F2
(
ϕ, χ4, χ4
ε, ε
∣∣∣ 1)
q
= q2
[(
χ8
χ48
)(
χ8
χ58
)
+
(
χ58
χ48
)(
χ58
χ8
)]
= J(χ8, χ
3
8)
2 + J(χ58, χ
7
8)
2
= (u+ v
√−2)2 + (u− v√−2)2
= 4u2 − 2q. (6.12)
Taking k = 4 in Theorem 2.2 and accounting for (6.4), (6.6)-(6.12) yields the result. 
We now also have all the ingredients to prove Corollaries 2.10-2.12.
Proof of Corollaries 2.10-2.12. We’ve seen above that R2(q) = 0, R3(q) = c and R4(q) =
−6x. Taking k = 2, 3, 4 in Theorem 2.9 yields the results. 
7. Lower bounds for the multicolor Ramsey numbers
Let k ≥ 2 and n1, n2, · · · , nk be positive integers. Let Kl denote the complete graph
of order l. The multicolor Ramsey number R(n1, n2, · · · , nk) is the smallest integer l
satisfying the property that, if the edges of Kl are colored in k colors, then for some
1 ≤ i ≤ k, Kl contains a complete subgraph Kni in color i. If n1 = n2 = · · · = nk then we
use the abbreviated Rk(n1) to denote the multicolor Ramsey number.
Recall the generalized Paley graph of order q, Gk(q), for q a prime power such that q ≡ 1
(mod k) if q is even, or, q ≡ 1 (mod 2k) if q is odd. Sk is the subgroup of the multiplicative
group F∗q of order
q−1
k
containing the k-th power residues, i.e., if ω is a primitive element
of Fq, then Sk = 〈ωk〉. Then Gk(q) is the graph with vertex set Fq where ab is an edge if
and only if a− b ∈ Sk.
We now define subsets of F∗q, Sk,i := ωiSk, for 0 ≤ i ≤ k − 1, and the related graphs
Gk,i(q) with vertex set Fq where ab is an edge if and only if a − b ∈ Sk,i. Each Gk,i(q) is
isomorphic to Gk,0(q) = Gk(q), the generalized Paley graph, via the map f : V (Gk(q))→
V (Gk,i(q)) given by f(a) = ω
ia. Now consider the complete graph Kq whose vertex set
is taken to be Fq and whose edges are colored in k colors according to ab has color i if
a−b ∈ Sk,i. Note that the color i subgraph of Kq is Gk,i(q). Thus, this Kq has a subgraph
Kl in a single color if and only if the generalized Paley graph contains a subgraph Kl.
Therefore, if Kl(Gk(q1)) = 0 for some q1, then q1 < Rk(l).
We start with the l = 4 case. For a given k, we search for the greatest q such that
K4(Gk(q)) = 0, thus establishing that q < Rk(4). When k = 3 we search all q ≤ 230,
which is a known upper bound for R3(4) [28], and use Corollary 2.5 to confirm the value
of K4(Gk(q)). When q = 127, c = −20 and
3F2
(
χ3, χ3, χ3
ε, ε
∣∣∣ 1)
127
= −205.
Thus K4(G3(127)) = 0 and so 128 ≤ R(4, 4, 4), which proves Corollary 2.6. When k = 4
we search all q ≤ 6306, which is a known upper bound for R4(4) [28]. We apply Corollary
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2.7 with q = 457. In this case x = 21, u = −13,
3F2
(
χ4, χ4, χ4
ε, ε
∣∣∣ 1)
457
= 290, and 3F2
(
ϕ, ϕ, χ4
ε, ε
∣∣∣ 1)
457
= −590.
Thus K4(G4(457)) = 0 and so 458 ≤ R(4, 4, 4, 4), which proves Corollary 2.8. Similar
searches for k = 5, 6, using Theorem 2.2, yield 942 ≤ R5(4) and 3458 ≤ R6(4) which fall
well short of known bounds [28, 29].
When l = 3, Corollary 2.13 follows easily from Corollaries 2.10-2.12. We can use Theo-
rem 2.9 with k = 5, 6 to get 102 ≤ R5(3) and 278 ≤ R6(3), which again fall well short of
known bounds. In fact it is known that 162 ≤ R5(3) ≤ 307 and 538 ≤ R6(3) ≤ 1838 [29].
8. Connections to Modular Forms
When q = p is prime, many of the quantities in Corollaries 2.3, 2.5 and 2.7 can be
related to the p-th Fourier coefficients of certain modular forms. Let x, y, c, d, u, v be as
defined in those corollaries.
Consider the unique newform f ∈ S3(Γ0(16), (−4· )), which has complex multiplication
(CM) by Q(i), where
f(z) =
∞∑
n=1
α(n)qn = q
∞∏
m=1
(1− q4m)6, q := e2πiz.
Then [21, 23, 30], for p ≡ 1 (mod 4), α(p) = 2x2−2y2 = 2p−4y2, and Corollary 2.3 yields
Corollary 8.1. Let p ≡ 1 (mod 4) be prime. Then
K4(G(p)) = p(p− 1)((p − 9)
2 − 2p+ α(p))
29 · 3 .
Consider the unique newform g1 ∈ S2(Γ0(27)), which has CM by Q(
√−3), where
g1(z) =
∞∑
n=1
β1(n)q
n = q
∞∏
m=1
(1− q3m)2(1− q9m)2.
Then [18], for p ≡ 1 (mod 6), β1(p) = −c. Also consider the non-CM newform g2 ∈
S3(Γ0(27), (
−3
· )) where
g2(z) =
∞∑
n=1
β2(n)q
n = q + 3iq2 − 5q4 − 3iq5 + 5q7 − 3iq8 + · · · .
Then numerical evidence [17] suggests that, for p ≡ 1 (mod 6),
p23F2
(
χ3, χ3, χ3
ε, ε
∣∣∣ 1)
p
?
= β2(p).
If so, then Corollary 2.5 yields, for p ≡ 1 (mod 6),
K4(G3(p)) ?= p(p− 1)
23 · 37 .
[
p2 − 5p(β1(p) + 11) + 10β1(p)2 + 85β1(p) + 316 + 12β2(p)
]
.
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In the k = 4 case, we consider the following newforms:
h1(z) =
∞∑
n=1
γ1(n)q
n = q
∞∏
m=1
(1− q4m)−2(1− q8m)8(1− q16m)−2 ∈ S2(Γ0(64));
h2(z) =
∞∑
n=1
γ2(n)q
n = q + 2iq3 − q9 − 6iq11 − 6q17 + 2iq19 + 5q25 · · · ∈ S2(Γ0(64),Ψ1);
h3(z) =
∞∑
n=1
γ3(n)q
n = q
∞∏
m=1
(1− qm)2(1− q2m)(1 − q4m)(1 − q8m)2 ∈ S3(Γ0(8), (−2· )); and
h4(z) =
∞∑
n=1
γ4(n)q
n = q + 4iq3 + 2q5 − 8iq7 − 7q9 − 4iq11 − 14q13 + · · · ∈ S3(Γ0(32), (−4· )),
where Ψ1 is the Dirichlet character modulo 64 sending generators (63, 5) → (1,−1), h1
has CM by Q(i), and, h2 and h3 have CM by Q(
√−2).
When p ≡ 1 (mod 4), γ1(p) = 2x [18, 30]. When p ≡ 1 (mod 8), γ3(p) = 2u2 − 4v2 =
4u2 − 2p [9]. Further, numerical evidence [17] suggests that γ2(p) ?= −2u, when p ≡ 1
(mod 8). It should be a relatively straightforward exercise to establish this relation using
Hecke characters and a similar construction to that in [9]. If p ≡ 1 (mod 4), then [20]
p2 3F2
(
χ4, ϕ, ϕ
ε, ε
∣∣∣ 1)
p
= γ4(p).
If we let
p2 3F2
(
χ4, χ4 χ4
ε, ε
∣∣∣ 1)
p
= γ5(p),
then it looks like γ5(p) is a twist of the p-th Fourier coefficient of a newform h5(z) ∈
S3(Γ0(128),Ψ2), where Ψ2 is the Dirichlet character modulo 128 sending generators (127, 5) →
(−1,−1). So, when p ≡ 1 (mod 8), we would expect
K4(G4(p)) ?= p(p− 1)
215 · 3 .
[
p2 − p(15 γ1(p) + 142) + 76 γ1(p)2 + 465 γ1(p) + 801
+ 10 γ1(p)γ2(p) + 30 γ3(p) + 30 γ4(p) + 12 γ5(p)
]
.
In general, establishing relations between finite field hypergeometric functions and co-
efficients of non-CM modular forms is not a straightforward exercise. The main method
used in the known cases is to apply the Eichler-Selberg trace formula for Hecke operators
to isolate the Fourier coefficients of the form, and then connect these traces to hyperge-
ometric values by counting isomorphism classes of elliptic curves with prescribed torsion
(see for example [1, 2, 6, 8, 15, 20]). This is a long and tedious process and, to date, has
been carried out on an ad-hoc basis in each case to accommodate the specifics of each
form. Relations with CM modular forms, however, are generally much easier to establish.
These usually reduce to evaluating Jacobi sums, as we have seen above (see also [22]).
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We can also express Corollaries 2.11 and 2.12, when q is prime, in terms of coefficients
of modular forms using the connections outlined above.
Corollary 8.2. Let p ≡ 1 (mod 6) be prime. Then
K3(G3(q)) = q(q − 1)(q − β1(p)− 8)
2 · 34 .
Corollary 8.3. Let p ≡ 1 (mod 8) be prime. Then
K3(G4(q)) = q(q − 1)(q − 3 γ1(p)− 11)
27 · 3 .
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