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Chapter 1
Introduction
In search of the ultimate constituents of the universe and the theory of every-
thing, physicists are led to scales of ever smaller a distance and ever higher
an energy. A move that leads to the development of stronger accelerators and
more advanced detectors for use in accelerators and astroparticle physics, where
phenomena in the universe act as a natural particle accelerator. The most cur-
rent accelerators are the Tevatron at Fermilab and the Large Hadron Collider
at CERN, which is expected to go into operation this year.
A strong contender for the next future accelerator is the Linear Collider (LC),
which is the result of various international collaborations working together in
this enormous endeavour.
With new colliders come new detectors, and there is a development of various
detectors going on alongside the development of the linear accelerator. Because
of the ever higher luminosities the detectors must have an unprecedented ra-
diation hardness and separation of the signal from the many backround events
requires a high trigger accuracy and fast readout.
One ﬁeld of research focuses on the vertex detector, the most inner part of
every collider detector. This detector must have a very high accuracy to be able
to discern the various tracks, a fast readout, and must have a suﬃcient radiation
hardness to cope with the high background. In addition, the presence of many
background hits requires a system in the vertex detector that either transports
the large amounts of data outside the detector or does a selection on the sensor
itself in order to reduce the massive amounts of data produced.
The work in this thesis uses one of the existing pixel sensor technologies
to examine the process of developing a device that can read out a pixel sensor
and provide on-the-ﬂy on-board cluster collection. The system is called the G1
system and uses the MIMOSA V pixel sensor.
Chapter 2 covers the linear collider and proposed detectors. Chapter 3 ex-
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plains the workings of the pixel sensor, chapter 4 gives an overview of the G1
system, chapter 5 discusses the general technology, and chapter 6 discusses the
actual data-acquisition and cluster collection system.
Chapter 7 discusses the various pixel characterisation tests that have been
performed, which includes pixel noise, pixel correlations, cluster shapes resulting
from irradiation with an 55Fe and an 90Sr source, and performance in a radio
frequency ﬁeld of 2.4 GHz. This chapter also examines Geant4 simulations of
the sensor.
In addition to the above tests, a part of this thesis examines the SUSY
process e−e+ → τ˜ τ˜ , with τ˜ the SUSY partner of the τ lepton, by means of a
simulation. Chapter 8 gives a theoretical overview for the analysis and chapter
9 the results of the analysis of the simulation. The analysis examines which se-
lections are required to distinguish the e−e+ → τ˜ τ˜ channel from the background
in a 500 TeV e−e+ linear collider using the TESLA detector with 4 and 5 sensor
layers in the vertex detector. The TESLA detector’s design has evolved into one
of the current four competing detector concepts.
Chapter 2
The Linear Collider
2.1 Introduction
At the moment of writing, the world is at the eve of the era of the Large Hadron
Collider, a pp collider at CERN that will produce many new physics results.
Even though the LHC is the most advanced collider so far built and took
years to develop, it will likely not be the last one.
Some major accelerators so far include
• the Tevatron at Fermilab; a circular pp¯ collider with 0.980 TeV energy per
beam;
• Hera at DESY; a circular ep collider with most recent beam energies of
30 GeV for e and 0.92 TeV for p;
• RHIC (Heavy Ion collider) at Brookhaven; a circular collider shooting Au
Au, Cu Cu, or d Au with energies of up to 0.1 TeV per nucleon;
• the Large Electron Positron Collider (LEP); a circular e+e− collider, now
decommisioned, with a beam energy of up to 105 GeV;
• the Stanford Linear Collider (SLC); a 3 km long linear e+e− accelerator
with an energy of up to 50 GeV.
All the above accelerators are circular, only the SLC is linear.
The great advantage of e+e− colliders over the pp and heavy-ion colliders
is the clean environment that the fundamental particles e+e− produce in the
collisions. As a consequence, measurements with an e+e− are in general more
accurate.
3
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Circular accelerators have the advantage that they are technologically easier
to produce. In circular accelerators, the particles are accelerated in steps while
going through the ring over and over again whereas with linear colliders the
particle has to be fully accelerated in one run through the machine.
Even though circular accelerators allow easier access to higher energies, the
energy is limited because of synchrotron radiation, which is a process where
a charged particle emits radiation when it is forced into a circular path and
because of that loses energy. Synchrotron radiation imposes a practical limit on
the maximum energy of electrons in existing accelerator rings. The energy loss
is proportional to
dE
dt
 E
4
m4R2
(2.1)
with P the impulse, E the energy, m the mass of the particle, and R the
curvature of the accelerator ring. Because of the 1/m4 factor in the energy
loss, protons will lose a factor of 1013 less energy than e− because of their 1800
times higher mass. This allows pp colliders to achieve much higher energies in
a comparable ring as e+e− colliders.
Linear colliders do not suﬀer from synchrotron radiation, but they haven’t
been built because of the technological diﬃculties. Development in the previous
years has changed this and made linear colliders competitive with circular ones.
The SLC has generated a lot of experience in linear colliders and the technolog-
ical progress has made it possible to (mass) produce nobium RF cavities that
have a high-enough accelerator gradient of at least 35 MeV/m to be competitive
with existing circular colliders.
Various steps have come together in recent years. The Technology Recom-
mentation Panel (ITRP) recommended the super conducting radio-frequency
(cold) technology (SCRF) in August 2004 [1], followed by the recommendation
of the International Committee for Future Accelerators (ICFA). The design and
cost estimate of the ILC is based on twenty years of R&D experience starting
with the SLC. The TESLA collaboration pioneered the current ILC SCRF tech-
nology and proposed a 500 GeV linear collider in 2001 [2]. The two competing
designs, the Next Linear Collider (NLC) with X band [3] and the Global Linear
Collider (GLD) with X or C band [4], have contributed to the R&D of vari-
ous components like the injectors, damping rings, and beam delivery system.
The XFEL [5] will actually use the LC linac technology before the ILC itself.
CERN’s CLIC is a 2—3 TeV alternative to the ILC, but it is technologically
not yet that advanced.
The development of the ILC is still taking place and will continue for at least
a decade, following these performance goals [6, 7]
• a continuous centre-of-mass energy in the range 200—500 GeV, upgrade-
able to 1 TeV;
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• a peak luminosity of 2×1034 cm−2 s−1 with an availability of 75%, con-
sistent with producing 500 fb−1 in the ﬁrst year of operation;
• an electron polarization of > 80%;
• an option for positron polarization of 60%;
• an energy stability and precision of ≤ 0.1%.
Many details still have to be worked out, with the cost as one of the important
issues.
The current parameters are not yet optimized to meet all the constraints for
best facilitation of injection in and extraction from the damping rings [8].
2.2 The LHC versus the ILC
The LHC will start running in 2008, and although it is still uncertain what
the physics results will be, the LHC has the potential to provide evidence for
new physics, which includes the discovery of the Higgs particle and of SUSY
particles.
If there is a Higgs boson (or a number of Higgs bosons) the LHC will almost
deﬁnitely be able to see it and measure its mass, but it will have great diﬃculty
to directly measure its spin and parity. In addition, the LHC will be able
determine the ratio of possible branching fractions of the Higgs boson with an
accuracy of 7% to 30%, but the Higgs self couplings will likely not be accessible
at the LHC. The ILC will be able to unambiguously establish all the details of
the Higgs mechanism.
If supersymmetry does exist in nature, then the LHC will probably see a
number of superparticles, yet the measurements of spins and couplings of these
superparticles will require the accuracy that only an ILC can oﬀer.
Concluding, it is not a matter of the LHC versus the ILC, but the LHC
cum the ILC; and as such, a combined analysis of the two will provide the best
possible results, just as now is the case for electromagnetic ﬁts where the LEP
and Tevatron results are used jointly in establishing accurate results.
2.3 The accelerator
2.3.1 Baseline design
Figure 2.1 shows a schematic view of the ILC. The main components are
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min nominal max unit
Bunch population 1 2 2 ×1010
Number of bunches 1260 2625 5340
Linac bunch interval 180 369 500 ns
RMS bunch length 200 300 500 μm
RMS horiz. beam size IP 474 640 640 nm
RMS vert. beam size IP 3.5 5.7 9.9 nm
Beam strahlung fraction energy loss 1.7 2.4 5.5 %
Table 2.1: The beam parameters of the ILC.
• a polarized electron source;
• an undulator-based positron source;
• 5 GeV damping rings;
• transport lines, a two-stage bunch compressor, and an injector into the
main linac;
• two main linacs;
• a beam delivery system.
The electrons are produced in the electron source, located close to the interaction
region. The electrons are accelerated with an energy of up to 5 GeV in the
damping rings and transported to the beginning of the linacs at about 15 km
from the interaction region. The linacs accelerate the particles to the required
energy of 500 GeV as they move back to the interaction region over the length
of about 15 km. An upgrade to 1 TeV requires extension of the transport lines
and main linacs. The beam parameters are shown in table 2.1 [6]. Because the
electrons and positrons are compressed into a small space at the interaction
point there is considerable beamstrahlung, which is a process of energy loss
caused by interaction between the particles of one beam with the particles of
the opposite beam.
At the moment, there are three possible sites for the location of the ILC:
at the existing Fermi National Accelerator Laboratory in the US, in Japan
(not speciﬁed in more detail), and at the CERN laboratory close to Geneva in
Switzerland. Table 2.2 summarizes some of the parameters of the ILC.
2.3.2 RF cavities
The RF cavitiy is a critical technological component of the ILC. The supercon-
ducting RF technology is used in many parts of the ILC: in the main linacs, the
bunch compressors, and the injector linacs.
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Figure 2.1: The ILC design showing (from the middle to the outside) the inter-
action region with around it the damping rings. The transport lines go from the
damping rings up and down to the Ring to Main Linac (RTML), showing the
180-degree turnaround rings that guide the beam from going outwards through
the transport lines to going inwards into the main linacs. The main linacs go
from the RTMLs back to the interaction point.
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Centre-of-mass energy 500 GeV
Peak luminosity 2× 1034 cm−2 s−1
Repetition rate 5 Hz
Length of beam-delivery section 4.5 km
Total site length 31 km
Total site power consumption 230 MW
Main linacs
Average accelerating gradient 31.5 MV/m
Length of linac 11 km
Bunches per pulse 2625
Damping rings
Beam energy 5 GeV
Circumference 6.7 km
Table 2.2: The basic design parameters of the ILC.
Figure 2.2: One super-conducting niobium cavity. The cavities will be cooled
to 1.8 K and will accelerate the electrons and positrons with 31.5 MV/m.
The basic element of the RF element is the nine-cell 1.3 GHz niobium cavity,
shown in ﬁgure 2.2, developed by the TESLA collaboration [9]. The cavities
provide an accelerating gradient of above 35 MV/m at the temperature of 2 K,
thanks to the ultra-clean and defect-free inner surface. Fabricating such a high-
quality inner surface was one of the biggest technological challenges. One cavity
is about 1 metre long.
So far, 160 cavities have been built for R&D purposes and the ILC will
require about 17 000. The production goal set for the cavities is a > 80%
production yield on nine-cell cavities with gradients of above 35 MV/m and
some cavities even of above 50 MV/m [10]. The main challenge now is to
achieve the desired production yield at mass production of the 17 000 cavities.
2.3.3 e− source
The polarized electron source is shown in ﬁgure 2.3. The beam itself is produced
by a laser that illuminates the photocathode inside a DC gun. The beam passes
the Faraday cup (which can stop the beam) and is bunched and pre-accelerated
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Figure 2.3: The e− source. The e− beam is created in the electron source (DC
gun) and the laser driver. The beam passes a Faraday cup, is accelerated in
the pre-acceleration unit, and collimated in the energy collimator. The super-
conducting linac accelerates the beam to 5 GeV, and the spin rotator rotates
the spin in a reference direction. The energy compressor on the left compresses
the bunches before they go into the damping ring.
to 76 MeV in a normal-conducting pre-acceleration unit. The beam is collimated
in a collimator and accelerated to 5 GeV in a super-conducting linac. The
accelerated beam goes through a super-conducting solenoid for spin rotation
into a reference direction and a super-conducting RF energy compressor. There
is a duplication of certain elements as a back up system.
2.3.4 e+ source
The positron source, shown in ﬁgure 2.4, is located along one of the main linacs.
The helical undulator produces photons when the 150 GeV electron beam from
the damping ring passes through it. These photons are sent through a Ti-alloy
target of 0.4 radiation lengths where they produce a beam of e+e− pairs. This
beam is accelerated to 125 MeV in the normal-conducting RF capturing system
after which the positrons are separated from the electrons and photons. The
positron beam is accelerated to 400 MeV in a normal-conducting L-band linac
and to 5 GeV in a super-conducting L-band RF linac. The beam then passes
through a super-conducting solenoid for spin rotation and a superconducting
RF structure for energy compression.
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Figure 2.4: The e+ source. The 150 GeV electrons are guided through the
helical undulator on the left of the ﬁgure. The electrons are guided back to the
system and the photons are collimated and sent to the target where they produce
positrons and electrons. The positrons are diverted to the pre accelerator and
the electrons and photons are dumped. After the pre-acceleration the positrons
are boosted in the booster linac to 5 Gev, after which they go into the damping
ring. There is a duplicate system present as backup to ensure performance in
the case the ﬁrst system breaks down.
2.3.5 Damping rings and Rings to Main Linac
The damping rings consist of one electron and one positron ring of 6.7 km long,
operating at 5 GeV beam energy. See also ﬁgure 2.5. The damping rings are
used for reducing the size of the beam.
The ring to main linac (RTML), shown in ﬁgure 2.6, transports the beam
from the damping ring to the start of the main linac. The RTML (identical for
electrons and protons) consists of a 15 km long 5 GeV transport line, a 180◦
turnaround system, spin rotators that rotate the spin to arbitrary angles, and
a bunch compressor that compresses the long bunches from a few mm to a few
hundred μm. The compressor increases the beam energy from 5 to 15 GeV.
2.3.6 Main linacs
The main linacs accelerate the beams from 15 GeV to 250 GeV. The positron
linac consist of 278 RF units and the electron linac of 282 RF units. The RF
unit, shown in ﬁgure 2.7, consists of three 12.7 m long cryomodules. Every
RF unit has its own RF source, a 120 kV modulator, a 10 MW klystron and
a waveguide system to distribute the power to the RF cavities. The middle
cryomodule contains a super-conducting quadrupole magnet at the centre and
a super-conducting horizontal and vertical corrector magnet to correct and focus
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Figure 2.5: The damping rings consist of straight and curved sections.
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Figure 2.6: The ring to main linac (RTML), which is identical for the e− and
e+ beam, goes from the damping ring through a pulsed dump, a collimator, a
stretch and escalator to the return tunnel that transports the particles to the
beginning of the linac. The turnaround system turns the particles around and
the spin rotator turns the spins into an arbitrary angle. The particles pass
through tuneup dumps before they go into the main linac.
the beam. The cavities are placed in a He-II bath at 2 K, surrounded by He-
gas-cooled shields that intercept thermal radiation and conduction at stages of
5—8 K and at 40—80 K. The helium for the RTML and main linacs is supplied
by 10 large cryogenic plants. Every module contains a 300 mm long high-order
beam absorber to remove the beam-induced higher-order modes through the
40—80 K cooling system.
2.3.7 Beam delivery system
The beam delivery system (BDS), shown in ﬁgure 2.8, transports the electron
and positron beams from the main linacs to the collision area. It focuses the
beams to the size required by the luminosity goals, brings the beams into col-
lision in the interaction point (inside the detector), and transports the spent
beams to the beam dumps. The BDS measures the key physics parameters
of the beam (energy and polarization) and protects the beamline and detector
against mis-steered beams. Compton polarimeters [11] measure the polarization
with 0.25% accuracy.
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Figure 2.7: The accelerator module showing the Low Level RF module (LLRF),
the klystron and the modulator at the top, which generates the RF waves.
These waves go through the attenuators and the tunnel penetration into the
accelerator module that consists of three cryomodules. The outer two modules
have nine cavities, the inner module has two sets of four cavities with a quad
magnet inbetween.
2.4 The detector
The conditions at the ILC provide an ideal environment for precision studies.
Compared to hadronic interactions, e+e− collisions provide clean events, which
are essentially free of backgrounds caused by multiple interactions. Another
advantage of e+e− collisions is that they allow full control of the initial state
helicity.
ILC detectors do not need to cope with extreme data rates and high radiation
levels as found in the LHC detectors, but the background rates are nevertheless
high because of the soft e+e− pairs produced by beamstrahlung. The vertex
detector and forward calorimetry must be able to cope with this. It is the
combination of accuracy demanded and background expected that pushes the
limits of required resolution of jet-energy, tracker momentum, and vertex impact
parameter of the detector.
The most recent timeline [12] for detector development consists of three
phases. The ﬁrst phase is the detector technology R&D phase, which will take
place from now until 2010 or 2011. This phase is used for developing the de-
tector technologies and the deciding on the technologies used in the various
detector concepts. The second phase from 2011 to 2017 is the detector design
and selection phase and the detector construction and calibration phase. In this
phase the various designs will be tested, selected detectors will be prototyped,
and actual detectors will be constructed.
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Physics process Measured Quantity Critical Critical Detector
System Characteristic
ZHH Triple Higgs Coupling tracker jet energy
HZ → qq¯bb¯ Higgs mass calorimeter resolution
ZH → ZWW ∗ B(H →WW ∗) ΔE/E
νν¯W+W− σ(e+e− → νν¯W+W−)
ZH → l+l−X Higgs recoil mass tracker charged part.
μ+μ−(γ) Lumin. weighted Ecm mom. res.
ZH → ννμ+μ−X B(H → μ+μ−) Δpt/p2t
HZ,H → bb¯, cc¯, gg Higgs branch. fract. vertex impact
bb¯ b quark charge assym. detector parameter
SUSY (μ˜ decay) μ˜ mass tracker momentum res.
calorimeter hermeticity
Table 2.3: Benchmark processes and the systems they put performance demands
on.
There are currently four concepts for an ILC detector around: the GLD [13],
the LDC [14], the SiD [15], and the 4th [16].
2.4.1 Physics benchmark processes
Table 2.3 shows a selection of benchmark physics processes that place perfor-
mance demands regarding accuracy on various subsystems of the detectors [17].
The jet-energy resolution at the ILC Detector is an important performance
factor because many physics processes appear as multi-jet ﬁnal states. As such,
the reconstruction of the invariant mass of jets must be good, with typical di-jet
mass resolutions σE/E < 3—4%.
For example, the measurement of the e+e− → ZHH cross section allows
for the determination of the trilinear Higgs self-coupling λhhh and the shape
of the Higgs potential. The self coupling measured in the process e+e− →
ZHH → qqbbbb requires very high W , Z, and H identiﬁcation performance in
6-jet environments [18, 19].
For example, measuring the Higgs mass via the 4-jet channel e+e− → ZH →
qqbb with hadronic Z decay. This process has much higher statistics than the
recoil mass technique, where the Z boson decays into charged lepton pairs.
These 4-jet events require an excellent jet energy resolution [20].
There is a need to separate the hadronically decaying W bosons from Z
bosons in events where energy momentum constraints cannot be eﬀectively im-
posed. The process e+e− → W+W− is a way of probing the strong WW
scattering in a no-elementary-Higgs scenario.
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The physics at the ILC requires, in addition to the good jet energy resolution,
also a high resolution in missing energy because many searches for SUSY look
for missing-energy signatures, caused by the undetected lightest supersymmetric
partners. The hermiticity of the detector must be very good to keep energy
ﬂow into the beampipe small. Lepton identiﬁcation plays an important role
in ILC physics, and this requires excellent performance of the calorimetry in
many ﬁelds, from high granularity and good hermiticity to good electromagnetic
energy resolution.
Tracking is a major challenge at the ILC: the momentum resolution required
is still beyond current technological capabilities. In addition, particle ﬂow meth-
ods require a full solid angle coverage for tracks with energies ranging from low
momenta up to the beam energy, and the pattern recognition must cope with
the large soft-electron background, which leads to high occupancies.
The most important studies at the ILC will be those of the Higgs boson. The
Higgs-strahlung process together with a Z boson will allow for determination
of the Higgs mass, branching fraction, and production cross section. With a Z
boson that decays leptonically it is possible to deduce the mass of the Higgs
without any assumption on the Higgs boson or its decay modes. A good tracker
momentum resolution is important for a good mass measurement.
The ILC allows for the determination of the masses of the kinematically ac-
cessible sleptons, being the SUSY partners of the leptons, to a high precision.
The tracker momentum resolution has a high impact on the measurement sen-
sitivity of smuon and selectron pairs and their decays into charged leptons and
neutralinos [21].
Measuring the ILC center-of-mass energy is an important factor in many
studies. The ILC will have systems in place that measure the energy before
and after the interaction point, but it is important to have a direct detector
measurement of the centre-of-mass energy. The process e+e− → μ+μ−(γ) allows
for a measurement of the luminosity-weighted centre-of-mass energy, which also
requires a good tracker momentum resolution.
Furthermore, a good tracker momentum resolution will allow for the mea-
surement of rare Higgs decays like H → μ+μ−. This signal is visible as a Higgs
resonance above the e+e− →W+W− → μ+μ−νμν¯μ background.
The detection of vertices at the ILC is critical. Flavour identiﬁcation is the
key to high-precision measurements of the Higgs branching fractions. Charm
tagging, together with missing energy observations, can provide evidence of
new physics, e.g., stop to charm and neutralino decay if the stop is light. The
measurement of net charge associated with secondary and tertiary quark decays
provides a determination of the quark charge, which allows for the measurement
of asymmetries and polarization. Vertex detectors have excellent stand-alone
pattern recognition and can provide the seeds for track recognition in forward
and central trackers.
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The ILC’s data rate and radiation load is small compared to that of the
LHC, but there are nevertheless enormous e+e− backgrounds resulting from
beamstrahlung. These backgrounds will result in hits of the order of 100 per
mm2 per bunch train in the innermost layer, more than any pattern reconstruc-
tion algorithm can comfortably handle. Therefore, it is important to time-slice
the bunch train into manageable pieces and integrate over less than 150 bunch
crossings, which requires a high-rate readout technology.
The dependence of the measurement of Higgs branching fractions on the
vertex detector resolution if one of the best studied topics. If the Higgs has a
low mass, precision measurements of the branching fractions will determine how
the Higgs couplings depend on the mass and on the particles it decays into and
will provide insight in how the Standard Model diﬀers from the other models
with Higgs bosons.
The quark charge determination is more demanding for the vertex detec-
tor than the branching fraction, because even low momentum tracks must be
associated with the correct decay vertex. A study [22] shows that the quark
charge determination depends on the radius of the inner layer with the smaller
the better.
Table 2.4 summarizes the key parameters of the four detector concepts. The
pixel sensor used in this work, the MIMOSA V, is most interesting for the LDC,
the SiD, and the 4th concept detector. The next section brieﬂy discusses the
diﬀerent detector concepts.
2.4.2 The GLD detector
Figure 2.9 shows an octant of the GLD1. The distinctive features of the GLD
are the calorimeter with large inner radius and a large gaseous tracker with good
momentum resolution.
The vertex detector has ﬁne-pixel CCDs (FPCCDs) as sensors with three
double layers with 2 mm between the double layers. The inner radius is 20 mm
and the outer 50 mm.
The Silicon trackers are located between the vertex detector and the main
tracker; they are used for improving the track link eﬃciency between vertex
detector and main tracker, and to improve low pT reconstruction.
The main tracker consists of a large Time Projection Chamber (TPC) of 40
cm inner and 200 cm outer radius. Technologies to read out the TPC under
study are Micromegas [23] and Gas Electron Multiplier (GEM) [24] foils.
The calorimeters have a ﬁne 3D segmentation to obtain high energy reso-
lution. The EM calorimeter has scintillator strips for readout and 30 sampling
layers of tungsten and scintillator. The hadron calorimeter consists of 46 layers
1Literature does not explain the meaning of the acronym.
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GLD LDC SiD 4th
VTX pixel pixel pixel pixel
# layers 6 5 5 5
# disks 2 0 4 4
inner radius (mm) 20 16 14 15
outer radius (mm) 50 60 61 61
Main tracker TPC/Si TPC/Si Si TPC/drift
inner radius (cm) 45 30(16) 20 20
outer radius (cm) 200 158(27) 127 140
half length (cm) 230 208(140) 168 150
# TPC points 200 200 - 200/120
# Si points (barrel) 4 2 5
# Si points (endcap) 7 7 4
ECAL Scint.-W Si-W Si-W Crystal
inner radius (cm) 210 160 127 150
outer radius (cm) 229.8 177 140 180
half length (barrel, cm) 280 230 180 240
# X0 27 23 29 27
HCAL Scint-Fe Scint-Fe RPC/GEM-W ﬁber Dream
inner radius (cm) 229.8 180 141 180
outer radius (cm) 349.4 280 250 2.8
half length (barrel, cm) 280 230 227.2 2.8
# λ 5.8 4.6 4.0 9
Magnet type main main main inner/outer
ﬁeld (T) 3 4 5 3.5/− 1.5
radius (cm) 400 300 250 300/550
half length (cm) 475 330 275 400/600
Overal detector radius (cm) 720 600 645 550
half length (cm) 750 620 589 650
Table 2.4: The key parameters of the four detector concepts[17], the GLD, the
LDC, the SiD, and the 4th.
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Figure 2.9: An octant of the GLD detector. The left picture shows the view
perpendicular to the beam, the right picture parallel to the beam. From inside
to the outside othere is the main tracker, the EM calorimeter and the hadron
calorimeter, the cryostat and the iron yoke with in it the muon detector. The
endcap tracker is located behind the main tracker upwards the beam. The
vertex detector at the centre is not shown.
of lead and scintillator with a thickness of 20 and 5 mm, respectively, and a
gap of 1 mm. This conﬁguration gives the best energy resolution for a single
particle.
The muon system has 9 to 10 layers, of which each layer consists of a two-
dimensional array of read-out strips. Because the calorimeter is thick enough
(7 interaction lengths) to absorb the entire hadron shower the muon chambers
do not have to act as a tail catcher.
2.4.3 The LDC detector
Figure 2.11 shows an octant of the tracking part of the LDC (Large Detector
Concept) and ﬁgure 2.10 of the complete octant. The vertex detector has ﬁve
layers, the closest one with an inner radius of 16 mm and the furthest one 60
mm. The various options for the vertex detector are all open and include CCDs,
CMOS, and DEPFET sensors.
The central tracker is a precision time projection chamber (TPC) with a
micro-pattern gas detector for readout. Between the vertex detector and the
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Figure 2.10: An octant of the LDC detector showing from bottom left to top
right the TPC, the ECAL, the HCAL, the magnet coil and cryostat, and the
barrel and endcap yoke.
TPC, there will be a silicon inner tracker to match the tracks.
The calorimeters are optimised for particle ﬂow techniques, where granular-
ity is important. The calorimeter will consist of tungsten and silicon sandwiches.
2.4.4 The SiD detector
The SiD concept (silicon detector) is shown in ﬁgure 2.12. The detector is based
on silicon tracking and silicon-tungsten sampling calorimeter, complemented
with a pixel vertex detector, an outer hadronic calorimeter, and a muon system.
The vertex detector has ﬁve layers, with the inner one having an inner radius
of 14 mm and the outer one of 61 mm.
The SiD has a highly pixelated silicon-tungsten electromagentic calorimeter
and a higly segmented hardron calorimeter, located inside the solenoid, in order
to achieve excellent jet energy resolution. The calorimeters are kept as compact
as possible in order to reduce cost (the electromagnetic calorimeter has an inner
radius of 127 cm and an outer radius of 140 cm, the hadron calorimeter of
141 and 250 cm respectively). To compensate for the small calorimeter size,
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Figure 2.11: The tracking portion of the LDC showing from bottom left to top
right the SI vertex detector, the forward tracking disks, the time projection
chamber (TPC) with endplate and electronics, the endcap tracking detector,
and the external tracking detector.
the detector has a high-ﬁeld solenoid magnet of 5 Tesla for the inner tracking
section.
2.4.5 The Fourth-Concept detector
The fourth concept detector is designed to be simple and contains only four
subdetectors that will have maximum performance: the vertex detector, the
TPC, the calorimeter, and the muon system, see ﬁgure 2.13.
The high-precision vertex detector is the same as in the SiD detector, a silicon
pixel sensor consisting of 15 μm × 15 μm pixels and a depletion region of 50
μm. The Time Projection Chamber (TPC) is quite similar to those in the GLD
and LDC detector concepts, having low-diﬀusion gas to allow for reconstruction
of complicated events.
The calorimeter is a ﬁne-grained dual-readout ﬁber sampling calorimeter
capable of measuring the neutron content of a shower.
The muon calorimeter is a dual-solenoid magnetic ﬁeld in which the ﬂux
from the inner coil is returned through the outer coil. This will bend the muons
for a second measurement that allows, in combination with the calorimeter mea-
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Figure 2.12: An octant of the SiD showing from bottom left to top right the
vertex detector and tracker with beampipe, the ECAL, the HCAL, the solenoid,
and the muon system.
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Figure 2.13: The Fourth Concept Detector showing, from the inside of the
detector to the outside, the vertex detector, the TPC, the calorimeter, the dual
solenoids, and the supports for the muon spectrometer tubes.
surement, for a high-precision determination of the momentum, in combination
with the calorimeter measurement.
2.4.6 Vertex detector options
At the Linear Collider Workshop (LCWS) in 1993 it was shown [25] that the
hit densities in the cores of jets and pair backgrounds required that the vertex
detectors consist of silicon sensors with pixels with a pitch of ≤ 20×20 μm2,
and that the CCD technology was too slow. The technologies are not yet fully
developed and the pros and cons of the various technologies are still ﬂexible. The
various detector groups give updates on the ILC Detector R&D Panel website
[26].
A typical CCD would accumulate the signal during the bunch train and
read between the trains, which would result in large background hit densities.
The FPCCD (Fine Pixel CCD) collaboration [27] proposes to use ﬁne pixel
CCDs what would reduce the density of background hits and allow for greater
background rejection from the vectors generated by the traversing particles.
CPCCD [28] and DEPFET [29] will reduce background occupancies by high
readout rates, about 20 times per bunch train. The MAPS [30], CAP [31],
or FAPS [32] collaborations propose to store about 20 time-sliced signals per
train in the inter-pixel capacitors and reading them out during the trains. ISIS
stores the 20 bunch train readings in a buried channel inside the pixel, making it
more robust against EM interference. Chronopixels [33] plan to achieve single-
bunch stamping of the hit pixels by storing hit information in binary resolution.
The SOI [34] and 3D pixel [35] approaches, still in an embryonic stage, plan
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to interconnect sensors on separate chips per pixel. The SCCD (short column
CCD) [36] is planning to achieve single-bunch timing by only retaining clusters
that have a cross-channel match during the bunch crossing.
The SLD showed that the LC environment is challenging to the pixel sensors
with regard to beam-related pickup. Strategies to reduce the eﬀects of EMI are
discussed in [37] and involve using correlated double sampling. This work also
investigates the eﬀects of RF pickup in chapter 7.9 and concludes that none is
visible for RF at 4.2 GHz up to 30± 3 mW/m2.
Chapter 3
The MIMOSA V Pixel
Sensor
3.1 Energy loss in matter
3.1.1 The stopping power
When a particle traverses matter it loses energy by interacting with its sur-
roundings. The amount of loss of energy E per unit distance x travelled, dE/dx,
depends on the particle type and energy and the material. Figure 3.1 shows the
stopping power −dE/dx for muons in copper as a typical example for an ele-
mentary charged particle. For low energies βγ < 0.01, the stopping power rises
with increasing energy and for 0.01 < βγ < 2 the stopping power decreases until
it reaches a minimum. This minimum is the energy at which a particle is called
minimum ionising. From there onwards, the stopping power remains low and
increases very slowly during the relativistic rise until at βγ = 2000 the radiative
losses from pair production start to occur and quickly dominate the energy loss
process.
Charged particles with moderate βγ lose energy in matter primarily by ion-
ization and atomic excitation. The stopping power is given by the Bethe-Bloch
formula [38]
−dE
dx
= Kz2
Z
A
1
β2
[
1
2
ln
2mec2β2γ2Tmax
I2
− β2 − δ(βγ)
2
]
, (3.1)
with Tmax the maximum energy that can be imparted to a free electron in a single
collision, β = v/c the velocity of the incoming particle. K = 4πNAr2emec
2 =
0.307 MeV mol−1cm2, A and Z the atomic mass and number of the absorber,
I the mean excitation energy, me the electron mass, z the mass of the incoming
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particle, and δ(βγ) the density-eﬀect correction. The mass of the incoming
particle is only present in the form of
Tmax =
2mec2β2γ2
1 + 2γme/M + (me/M)
2 (3.2)
and relevant at high energies.
For lower energies, the energy loss is proportional to the electron density in
the medium given by
ρe =
ρZNA
A
, (3.3)
with Z,A the atom numbers of the medium, NA Avogadro’s number, and ρ the
density or the medium The stopping power decreases with 1/β2 to a minimum
at βγ ≈ 3 of dE/dx ∼ 2 MeV cm2/g. The ln γ2 factor begins to dominate
for higher β in the region of relativistic rise and ﬁnally levels oﬀ to the Fermi
plateau. (The plateau is shown in ﬁgure 3.1 without δ.) At higher energies
the stopping power goes up because of a diﬀerent mechanism of energy loss:
radiative losses.
At higher energies the electric ﬁeld of a charged particle ﬂattens and extends
so that the distant-collision contribution rises as lnβγ. However, the polariza-
tion that occurs in a medium shields the matter from the ﬁeld extension and
truncates part of the logarithmic rise. The remaining relativistic rise comes
from the growth of
Tmax  β2γ2, (3.4)
which is caused by rare large energy transfers to just a few electrons. Excluding
these eﬀects makes the stopping power become constant; this is known as the
Fermi plateau.
For thin detectors, the energy loss probability distribution for a ﬁxed-energy
ionising particle is described by a highly-skewed Landau distribution [38].
3.1.2 Photons and electrons
Figure 3.2 shows the energy loss for photons in carbon and lead as a function of
the photon energy, subdivided according to the underlying physics process. The
photo-electric eﬀect dominates for low-energy photons and Rayleigh scattering
also contributes to a lesser extent. The photo-electric eﬀect is the process where
an electron in the shell of an atom absorbs a photon and is ejected from the shell.
Rayleigh scattering is coherent scattering of the photons from free electrons in
the material.
Compton schattering becomes the dominant process at higher energies and
pair production at even higher energies. Compton scattering, also known as
incoherent scattering, is the scattering of photons oﬀ the electrons of the atom;
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Figure 3.1: The stopping power for muons in copper [38].
pair production is the process where a photon turns into a e+e− pair by in-
teraction with either the nucleus (κnuc in ﬁgure 3.2) or other electrons (κe).
Figure 3.3 shows the energy loss for electrons in lead as a function of the
electron energy, subdivided by the energy loss process. Ionization dominates at
low energies, with Møller and Bhabha scattering also present to a lesser degree.
Ionization is the process where the incoming electron knocks oﬀ an electron from
the atom in the material and leaves an ion. Møller and Bhabha scattering are
e−e− and e+e− scattering respectively. Positron annihilation, where a positron
annihilates together with an electron into a photon, the reverse of pair produc-
tion, is also present at low energies. The dominant process above 10 MeV is
bremsstrahlung, where the electron is deﬂected by the atoms or electrons of the
material and emits radiation as a result of the change in trajectory.
High-energy electrons lose energy mostly by bremsstrahlung, photons by pair
production. The radiation length X0 is the characteristic length for both these
above interactions and it varies per material. The length X0 gives both 79 of the
mean free path for pair production by a high-energy photon as well as the mean
distance over which the energy of a high-energy electron is reduced to 1/e. The
radiation length in silicon is 9.36 cm [38].
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Figure 3.2: The cross section of energy loss mechanisms for photons in matter.
σp.e. is the cross section of the photo-electric eﬀect, κnuc (κe) is the cross section
for pair production in the nuclear (electron) ﬁeld of the atom. σg.d.r. is the cross
section for photonuclear interactions, where the target nucleus is split [38].
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Figure 3.4: The MIMOSA V mounted on a printed circuit board (PCB). The
golf ball on the right indicates the size.
3.2 The sensor
3.2.1 The pixels
This work uses the MIMOSA V pixel sensor (Minimum Ionizing MOS Active
Sensor), which is a Monolithic Active Pixel Sensor (MAPS) made by IReS/Lepsi
in Strassbourg, France [39, 40]. The sensor, shown in ﬁgure 3.4, consists of a
CMOS chip of 1× 1 cm by a few hundred μm thick. The sensor consists of four
matrices of 510 × 512 pixels with a pixel pitch of 17 × 17 μm. The sensor is
mounted on a PCB.
Looking at the cross section, shown in ﬁgure 3.5, the sensor consists of three
layers, a p++ type doped silicon bulk of 300 μm, a sensitive 20 μm thick p-
epitaxial layer and a passivation layer of unknown thickness and material that
holds the electronics of the cell.
When a particle passes through the sensor it releases electron-hole pairs by
ionisation along its path. The released electrons in the epitaxial layer diﬀuse up
to the n++ diodes in the cells where they are collected. This collected charge
results in the signal that the pixel produces and that allows for the determination
of the position where the impinging particle crossed the sensor.
The electronics on every pixel of the sensor consist of three gates and a diode,
shown in ﬁgure 3.6. The diode collects the charge from the epitaxial layer, the
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Figure 3.5: The cross section of the pixel sensor. The particle track created
electron-hole pairs in the epitaxial layer. The electrons drift to the diodes which
result in a signal in the corresponding pixel.
reset select clears the diode charge, and the row select releases the charge to
the column select pad. Gate M2 ampliﬁes the charge. The reset sets the charge
onto the diode by connecting VDD to the back. The electrons collected by the
diode reduce its charge and so a signal is in fact a reduction in diode charge.
The pixel sensor consists of a matrix diodes and gates, as shown in ﬁgure
3.7.
3.2.2 The sensor readout system
The readout from the array of cells to the output buﬀer is shown in ﬁgure 3.8.
Each matrix of the MIMOSA V sensor has its own readout pipeline that can
be used with speeds of up to 40 MHz. Looking at the readout of one matrix,
each pixel is selected by a row and column signal. The output of the pixels in
each column of the matrix is connected. The pixels in the same column have
a diﬀerent row select line, so that only one pixel is connected to the common
column line at a time, as long as only one row select line is active. The output
of the pixels is grouped in units of six, where every output of this group is
ampliﬁed individually by a factor of ﬁve and sent to the general output buﬀer
that serializes the sequence such that the value of every pixel is sent one after
the other to the output. The columns are selected with 170 diﬀerent ‘column
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Figure 3.6: The cell electronics architecture of the MIMOSA V with its three
gates and the diode. The pixel is selected from the array via the row select and
put on the column select pad.
Figure 3.7: The array of pixels on the sensor.
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select’ lines COL_SEL<M>, one for every three columns. When a group of three
columns <2N> is being read the following group <2N+1> is being prepared for
readout.
The output of one matrix of the MIMOSA V follows the sequence of ﬁgure 3.9
where each pixel on the output is one clock cycle wide. The readout requires
two clock cycles per row to switch from the last column to the ﬁrst column
during readout. Because of this, the system adds 2 × 512 clock cycles to the
data consisting of 510 × 512 pixels and thus the output obtains a period of
512×512 clock cycles as shown in ﬁgure 3.9.
There are two input control signals, the reset and the clock. The reset
activates the sensor, which thereafter runs continuously. The reset is negative
active and must be applied for two clock cycles. Once the reset is applied, the
MIMOSA V has a certain internal delay to initiate the system. Looking at the
entire system, the total delay, starting from the reset given by the PC up to the
arrival of the ﬁrst data into the G1 readout system, depends on a multitude of
factors in the system, such as cable lengths, electronics signal conversion times,
and the internal delay of the MIMOSA V. The G1 readout system sets the total
reset delay by a calibration of the system, as explained in chapter 6.
3.2.3 The AUX board
The MIMOSA PCB is connected to the AUX board, which is shown in ﬁgure
3.11. This AUX board contains ampliﬁers and converters that convert the out-
put of every matrix into a diﬀerential signal to be read in by the data acquisition
systems. The board contains an input for controlling hardware that supplies the
clock and reset signal. The board also contains various switches that set bias
voltages on the MIMOSA itself; the switches are designated P01 through P08
as given by the schematics. Table 3.1 shows the settings used in this work.
The four matrices of the sensor are divided in two pairs; both pairs have
a pixel size of 17 × 17 μm but one pair of matrices has large diodes whereas
the other pair has small diodes. Only the two matrices with the small diode on
the sensor are operational, these are the ones found in the schematics unter the
names PX1 and PX2, which correspond to the left half of the sensor as shown
in ﬁgure 3.4. This work uses the matrix PX1, which is found in the lower left
quarter of the same ﬁgure.
3.3 Cluster shapes
The experiments in this work use two particle sources: 55Fe, which emits 6 keV
photons, and 90Sr, which emits 0.5 MeV and 2.3 MeV electrons in equal amount.
Given the above energy loss mechanisms, one can describe how the clusters will
form in the thin epitaxial layer of the MIMOSA.
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Figure 3.9: The pixel sensor data stream. The output is analog and the pixels
are sent to the output at a rate of one per clock cycle (6.25 MHz). The period
is N = 512× 512.
Figure 3.10: The reset signal is synchronised to the input clock.
Switch Setting
P01 4.19 V
P02 4.22 V
P03 1.10 V
P04 2.24 V
P05 0.73 V
P06 3.23 V
P07 1.93 V
P08 0.97 V
Table 3.1: The voltage settings on the AUX board of the pixel sensor.
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Figure 3.11: The AUX-II board. The individual matrix outputs are shown on
the top left. The MIMOSA PCB connection is at the bottom. The connector
partially hidden by the golf ball connects to the G1 controlling system (to be
discussed later) and takes the clock and reset signal. The two wires moving to
the top right provide the power to the board.
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3.3.1 6 keV photons
Figure 3.12 shows the passage of a 6 keV photon trough the sensor. The domi-
nant interaction at this energy is the photo-electric eﬀect, as shown in ﬁgure 3.2.
There are two possibilities for a photon traversing the epitaxial layer (neglecting
all other energy loss processes other than the photo electric eﬀect): either the
photon passes through the layer undetected (A) or it induces the photo-electric
eﬀect in an atom in the epitaxial layer (B, C). Under the photo-electric eﬀect
the excited atom emits a 6 keV electron from its shell in a direction that is
uncorrelated with the incoming angle of the photon. The stopping power for
6 keV electrons in Si is of the order of 20 to 30 keV/μm, so that the electron
loses its energy within a short range of the atom it originated from.
A 6 keV electron in a semiconductor loses energy by ionising electrons in
the valence band over the band gap to the conduction band and, thus, creating
electron-hole pairs. The creation of one electron-hole pair in Si at room temper-
ature costs 1.12 eV. However, the 6 keV electron is capable of not only pushing
the electron in the valence band over the band gap of 1.12 eV, but it also gives
the electron additional energy so that it can induce further ionisations itself (so
called hot carriers). On average, the energy deposited by the 6 keV electron in
an electron-hole pair is about 3.6 eV.
Disregarding the electron-hole recombination, the electrons travel through
thermal diﬀusion throughout the epitaxial layer until they are collected at the
diode of the cell. The deeper the photon was absorbed, the farther these elec-
trons can diﬀuse before a diode collects them. (Note that diﬀusion does not go
as an arc such as shown in ﬁgure 3.12.) There is an electric ﬁeld (not shown in
the ﬁgure) in the upper few μm of the epitaxial layer that draws the electrons
directly into the diode. Photons that enter the sensor under an angle, as shown
in ﬁgure 3.13, do not create a diﬀerent proﬁle because the photo-electric eﬀect
and the local energy deposition do not contain information on the direction.
Furthermore, the amount of energy deposited is independent of the angle.
Because the photons are either fully absorbed or not absorbed at all, the
energy deposition distribution is Gaussian around the energy of the photon,
independent of the angle of the photons with the surface.
3.3.2 2.3 MeV electrons
Figure 3.14 shows the passage of a 2.3 MeV electron through the sensor sur-
face. The main energy-loss mechanism of MIP electrons at this energy range
is ionisation, as shown in ﬁgure 3.3. The electron creates electron-hole pairs
all along the path through the epitaxial layer. The energy taken to create one
electron-hole pair is 3.6 keV.
The electrons diﬀuse until they reach the collection diodes at the top. Com-
pared to 6 keV photons, a MIP is expected to produce a wider signal proﬁle
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Figure 3.12: The 6 keV photon going through the sensor surface. The photon
can pass through the material without any interaction (A) or with (B and C).
The interaction generates electrons that diﬀuse up to the diodes at the surface.
The deeper the interaction occurs, the wider the proﬁle at the surface.
Figure 3.13: The 6 keV photon under an angle of 55 degrees. The diﬀusion
proﬁle of the released electrons looks the same as under an angle of 90 degrees
with the surface, as shown in ﬁgure 3.12.
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Figure 3.14: The MIP electron passing through the sensor at an angle of 90
degrees with the surface. The electron generates electron-hole pairs throughout
the entire sensor, which diﬀuse up to the diodes at the surface.
because the total charge is spread out over the entire depth of the sensor and a
large portion has signiﬁcant diﬀusion.
When coming under an angle with the surface, the MIP proﬁle looks like
the one shown in ﬁgure 3.15. First of all, the path through the epitaxial layer is
longer, hence the amount of charge created and the signal generated is larger.
The charge proﬁle is expected to become asymmetric, with less spread of the
charge on the side of the source, and more spread on the opposite side. The most
probable energy loss through thin layers of thickness x as a fraction of x scales
with a lnx + b, with a and b particular parameters. So, if the electron comes
under an angle of, say 45 degrees, the path becomes
√
2 longer but the most
probable energy resolution does not scale with
√
2. Particles passing through
thin layers leave a (skewed) Landau energy distribution [38].
Concluding, MIP electrons are expected to produce a wider cluster shape
in the sensor with an energy spectrum that is Landau distributed. As the
incoming angle of the electrons is reduced from perpendicular, the cluster shape
is expected to become asymmetric and the most probable energy will increase,
although not proportional with the traversed path of the electrons through the
material.
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Figure 3.15: The MIP electron passing the sensor under an angle of 55 degrees.
The diﬀusion proﬁle is asymmetric compared to the case where the electron
passes under an angle of 90 degrees, as shown in ﬁgure 3.14.
Chapter 4
The G1 System
4.1 Overview
The G1 system is a table-top setup that controls and reads out the MIMOSA
V. It also processes the data from the sensor according to three diﬀerent modes,
before sending it to a Personal Computer (PC) for storage. G1 System is short
for “Generation 1 Data-Acquisition and Processing System”.
The G1 system is built around the general-purpose AMS DAQ board, which
had been used in AMS01 test experiments [41]. AMS is an anti-matter spectrom-
eter designed to operate in orbit around the earth to measure the abundance of
anti-matter over matter in space. The main components of the AMS board are
a Field Programmable Gate Array (FPGA) and a plugin rack for extensions to
the hardware.
The system consists of two AMS boards, the G1m and the G1s, which both
consist of the G1 base board but have diﬀerent hardware on the plugin rack:
the G1m for control and the G1s for data acquisition and processing. One G1s
board can read out only one matrix of the pixel sensor. Because the system uses
only one G1s board it can only read out one matrix of the sensor, even though
the G1 system has the option to expand to four G1s boards per G1m board.
A custom-made parallel port with accompanying protocol does the commu-
nication and synchronisation between the boards.
The complexity of the system and the ﬂexibility that reading out an un-
kown sensor demands requires the use of a processor. For this purpose the P8
processor was programmed in the FPGA and used together with an assembly
language and assembler on the PC. The processor runs on both FPGAs in the
system, in two slightly diﬀerent forms, and allows easy control of complicated
processes.
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The read-out of the system goes via the serial port to the PC through a
custom build protocol layer over the standard serial protocol. In full-frame
mode this takes about 30 seconds per frame, too slow for practical use that
typically requires hundreds of frames per second. An online cluster-collection
system reduces the data from the pixels to only retain the signiﬁcant data,
reducing the read out from 30 seconds to one second in typical cases.
The physical components of the G1 system are shown in ﬁgure 4.1 and
schematically in ﬁgure 4.2.
There are ﬁve modules to the system
• the pixel sensor produces the data in its four 512 × 512 matrices. The
sensor is mounted on an interface board;
• the ADC converts the analog signals of one of the matrices of the sensor
into 9-bit digital value and sends those with the control signals from the
G1m to the G1s;
• the G1s board does the actual data acquisition and data processing.
• the G1m board controls the pixel sensor, the ADC, and the G1s board. It
has the option to control up to four ADCs and G1s boards;
• the PC is the interface between user and system. It controls the other
modules and stores the data on disk;
4.2 Operation
The system has two phases during the operation: setup and readout.
During the setup phase, the user uploads parameters from user-editable pa-
rameter ﬁles on the PC into the G1m and G1s. Furthermore, the user selects
the number of events to be recorded and activates the system.
During the readout phase, the G1 system waits for a trigger. Once it arrives,
the system reads out the data and does the processing, after which the PC stores
the data. The PC ends the measurement series when it has recorded the required
amount of frames.
There are three modes of data processing: raw, steamed, and cooked, see
table 4.1.
In raw mode, there is no data processing; the PC stores the 8-bit raw value of
every pixel in the frame of 512×512 pixels that immediately follows the trigger.
(Even though the ADC sends a 9-bit value to the G1s board, the output to the
PC is 8 bits.)
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Figure 4.1: A picture of the setup of the G1 system, showing the G1m board
on the bottom and the G1s board on the top. Both boards show the G1 base
board on the left with the G1m/s plugin mounted.
Steamed mode is an intermediary mode between raw and cooked mode. In
steamed mode, the system performs Correlated Double Sampling (CDS). The
CDS technique entails taking the diﬀerence in the value of a pixel over two
consecutive frames. The result is a fairly pedestal-independent measurement
around zero if there is no signal. The resolution of the CDS data is 8 bits, but
the raw-value resolution prior to subtraction is 9 bits.
In cooked mode, the system performs cluster collection (CC) in addition
to CDS. During this collection, the system stores only the 3 × 3 clusters of
pixels around a seed pixel, whose CDS signal exceeds a speciﬁed user-deﬁned
threshold. The resolution is the same as with steamed mode. In cooked more
the G1 readout system only sends the CDS levels of clusters and the address of
their seed.
Chapter 6 describes these techniques in more detail.
In raw and steamed mode the system stores the value of all the 512 × 512
pixels in the frame on disk, and is said to be ‘running full frames’. The complete
readout of one full frame in this mode, from the trigger to the storage on PC,
takes about 30 seconds.
In cooked mode the amount of pixels that the PC stores depends on the
amount of clusters found by the sensor and therefore on the level of the thresh-
old. In the typical environments in this work with about 200 hits per frame the
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Figure 4.2: The G1 system having ﬁve functional modules.
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Figure 4.3: The PC takes as input an ASCII parameter ﬁle, and produces as
output an ASCII header ﬁle and a binary data ﬁle.
complete readout from trigger to storage on disk takes about one second.
As shown in ﬁgure 4.3 the system stores the data in two separate ﬁles: header
ﬁles hold the measurement parameters in ASCII format and the data ﬁles hold
the actual value of the pixels in binary format. A ﬁle can hold from one up
to a few thousand measurements (frames). The header ﬁle format is the same
for the various measurement modes, taking about 200 bytes per measurement.
Parameters included in the header ﬁle are the ADC resolution, the operation
mode, and positions of the start and end of the corresponding frame in the
dataﬁle. Data ﬁles come in two formats: the full-frame format for raw and
steamed mode and the cluster-only format for cooked mode.
The full-frame format is shown in ﬁgure 4.4. Every full-frame measurement
starts with a three-byte length delimiter followed by the actual data. The length
delimiter indicates the length of the current frame including the length identiﬁer
itself and is encoded in Little-Endian format. Since full frames are ﬁxed to
512 × 512 bytes, the total length including identiﬁer is always 262 147, which
corresponds to an identiﬁer of 0x03 0x00 0x04. This three-byte identiﬁer is
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Mode Data Handling Data Type Filesize Readout Time
Raw FR Raw 256 kbytes 30 seconds
Steamed FR, CDS Raw 256 kbytes 30 seconds
Cooked FR, CDS, CC Cluster 3 kbytes 1 second
Table 4.1: The three modes of operation. FR = Frame Reordering, CDS = Cor-
related Double Sampling, CC = Cluster Collection. The cooked-mode ﬁlesize
and readout time per frame hold for activities of 200 clusters per frame.
followed by a sequence of 262 147 bytes holding the raw or CDS value of every
pixel in the frame, starting from the physical pixel zero. As such, dataﬁles
consume 256 kB per full frame.
The cluster-only format is shown in ﬁgure 4.5. Cluster-collected frames
consist of a three-byte length delimiter, followed by a sequence of cluster-blocks,
one for every seed pixel and its 8 direct neighbours. Contrary to the full-frame
sets, where the total size is ﬁxed, the length of these frames varies, depending
on factors like the activity of the source that generates the clusters, the size
of the clusters, the level of the threshold, and the noise level. A cluster block
contains 12 bytes. The ﬁrst three bytes of the block hold the absolute address
of the seed pixel (the centre of the 3× 3 cluster) in Little-Endian format. The
following 9 bytes hold the CDS value of the cluster, given in the same order
relative to one another as in their output by the pixel sensor.
Even though the cluster block holds only the seed and the value of the 8
pixels around it, the system can also correctly collect clusters that are bigger
than 3×3, as long as the user selects a low enough threshold so that the system
breaks down the large cluster into various overlapping subclusters. More on this
in chapter 6.
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Figure 4.4: The raw and steamed-mode data format.
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Figure 4.5: The cooked-mode data format. Clusters are encoded in 12-byte
cluster blocks.
Chapter 5
The G1m/s boards
5.1 Overview
This chapter explains the the G1m and G1s boards, which includes the proces-
sor, its machine code and assembly language, and all communication systems.
The DAQ itself is explained in the next chapter.
5.2 Hardware
The G1m and G1s boards both consist of an identical base board combined with
a unique plugin as shown in ﬁgure 5.1. The following subsection explains the
G1 base board, followed by an explanation of the m and s plugin boards.
Figure 5.2 shows a picture of the G1 base board and ﬁgure 5.3 a schematic
diagram. The board contains the following:
• an FPGA on the base board is the Altera EP20K200EBC652-2. It is
capable of running user programmable digital circuits and is connected to
the other components and the plugin rack;
• a DSP allows for signal processing but is not used in the system;
• the RAM in the system contains 1 MB of memory;
• dip switches are connected to the FPGA and allow the user to set up to
four state bits in the system. One of the switches is used as system reset
and one as manual trigger;
• LEDs are connected to the FPGA and allow the system to indicate up to
four bits to the user;
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Figure 5.1: The G1m and G1s boards consist of an identical G1 base board
plus an m and s plugin board, respectively. The little boxes on the edges of the
boards are the connectors and the one in the middle is the FPGA.
• the serial port is of the 9-pins type and connects to the PC. The port only
provides a voltage conversion to the RS-232 level; the FPGA takes care of
the protocol itself;
• Low Voltage Diﬀerential Signalling (LVDS) connectors that are buﬀered
by LVDS transmitters and receivers provide the FPGA with up to 12
LVDS inputs and outputs;
• a plugin rack allows the FPGA to connect to external hardware. There
are up to 100 channels connected to the FPGA that can be set to input,
output, or bidirectional at the FPGA.
Not shown in the ﬁgure, the base board also contains clock oscillators of 16 and
25 MHz. In addition, the DSP generates a 50 MHz clock.
The m plugin board is customised to deal with the control of the rest of the
system. Figure 5.4 shows a picture and ﬁgure 5.5 a schematic diagram. The
board contains the following items:
• a parallel port connector talks up to four G1s boards. The electrical signals
in the cable are according to the LVDS protocol;
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Figure 5.2: A picture of the G1 base board showing the various components.
Figure 5.3: A schematic diagram of the hardware on the G1 base board.
52 CHAPTER 5. THE G1M/S BOARDS
Figure 5.4: A picture of the m plugin board showing the parallel connector in
the middle, the pixel sensor output on the bottom and the four ADC connectors
on the right. The plugin rack to the base board is located on the back and shows
its three strips of two rows of pins on the picture.
• a pixel-sensor connector sends the control signals to the pixel sensor in
LVDS protocol;
• the DAC on the board is capable to set the various settings on the pixel-
sensor interface board. The make is Analog Devices AD5334;
• four ADC connectors send the control signals to up to four ADC boards;
• a NIM input as an external trigger.
The s plugin board contains the hardware required to acquire and process
the data. Figure 5.6 shows a picture and ﬁgure 5.7 a diagram. The board
contains the following elements.
• a parallel-port connector that interfaces with the G1m and can connect
to three other G1s boards as a bus. The connector connects to LVDS
tranceivers;
• a RAM module of 4 MB from Analog Devices of the type AD9283;
• two FIFOs of 524,288 entries deep and 9 bits wide from National Semi-
conductor of the type IDT72V2111;
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Figure 5.5: A schematic diagram of the m plugin board consisting of a plugin
rack, four ADC connectors, a parallel port, a pixel-sensor connector, a trigger
input with the appropriate LVDS converters, and a DAC.
54 CHAPTER 5. THE G1M/S BOARDS
Figure 5.6: The s plugin board mounted on the base board; the normal golf ball
indicates the size of the boards. The G1 board is on the right and the s plugin
board is on the left.
• an ADC from Analog Devices of the type AD2996, combined with an
ampliﬁer to digitize the diﬀerential input signal. This ADC suﬀers from a
50 MHz noise of the size of the inputs signal, so it is not used.
5.3 FPGA firmware architecture
Figure 5.8 shows the components of the FPGA ﬁrmware in the G1 system in
more detail. Every FPGA consists of an array of digital circuitry that can be
programmed into functional digital modules.
The FPGA on the G1m contains the following four modules:
• the P8 processor forms the heart of the G1m system. It controls all the
other modules and executes user-code downloaded from the PC. The pro-
cessor is explained in more detail in section 5.5;
• a sequencer sends the control signals to the pixel sensor and the ADC
board. The control signals to the pixel sensor are the clock and the reset
and the control signals to the ADC board are the clock, strobe, and reset.
The sequencer is explained in more detail in chapter 6;
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Figure 5.7: A schematic design of the s plugin board consisting of a plugin rack,
an ADC with ampliﬁer and sensor input, two FIFOs, one RAM, and a parallel
port with LVDS converter.
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• a serial engine handles the communication with the PC. The wire-level
protocol is the standard serial protocol, but the higher-level protocol is
custom made and allows for read, write, debug, and DAQ communication.
It is explained in more detail in section 5.6;
• a parallel engine handles the communication with the G1s modules. It is
explained in section 5.7.
The FPGA on the G1s contains the following three modules:
• the P8 processor in a slightly diﬀerent version as the one above;
• a parallel engine handles communication with the G1m;
• the data-acquisition and processing engine (DAE) takes and processes the
data from the ADC. Chapter 6 deals with the DAE in more detail.
5.4 Clock domains
A synchronous digital circuit always requires one or more clocks to operate. For
this, the G1 board oﬀers 16, 25, and 50 MHz clocks. The digital circuit can run
on slower clocks by implementing frequency dividers in the code of the FPGA.
There is a trade oﬀ in the FPGA between speed and the amount of resources it
uses. This is because a larger design requires more elements, which takes more
space on the FPGA itself, and as a consequence, the signals (and clock) have to
travel farther throughout the FPGA. This takes more time and goes at the cost
of the maximum clock speed. The FPGAs in the G1m and G1s boards are ﬁlled
for about 80% and would normally have to run at unacceptable low speeds of
less than a few MHz.
However, because the code in the FPGA is designed to run in clock domains
with slow and fast regions, the DAQ ﬁrmware can run at the required (high)
speed of 25 MHz whereas the processor, used for slow control and consuming a
large portion of the resources, runs at a much slower rate of 500 kHz.
Even though the G1s board has its own oscillator, it uses the G1m clock as
source in order to maintain a constant phase between the boards. The DAQ
involves no handshaking between the G1m and G1s boards during readout so
the clock phase between the two boards has to be constant with a stability of
less than one clock cycle per many millions. Since the G1 oscillators are not
suﬃciently accurate, a single clock source for both boards guarantees a constant
clock phase well within the requirements. The same clock source is used for the
pixel sensor and the ADC.
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Figure 5.8: A schematic diagram of the architecture of the G1 system in more
detail, showing only the FPGA functional blocks of the G1m and G1s, together
with the external ADC converter board and the pixel sensor board.
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5.5 The p8 processor
5.5.1 Overview
The processor was custom made by the author in the FPGA of both the G1m
and G1s for the purpose of having a control mechanism for the G1 system that
allows a high degree of complexity and ﬂexibility in its control process, yet
without the user having to reprogram the FPGA itself but writing software on
the PC and uploading it to the processor.
The processor is a Von Neumann machine that reads code from internal
memory. With the processor comes an assembler on the PC that allows the
user to write code for the processor. The downloading of code from the PC
takes place via the serial connection.
This section starts with a discussion of the assembler language, followed by
the machine language, and ﬁnally followed by the processor and its operation.
5.5.2 Assembly language
The assembly language contains only three elements: labels, instructions, and
comment. The syntax of the language is:
label: mnemonic operand1, operand2 ;comment
Labels denote addresses in the code; they are strings followed by a colon ‘:’. All
characters are allowed except spaces ‘ ’, colons ‘:’, and semi-colons ‘;’. Com-
ments start with a semi-colon and last until the end of the line. The instruction
consists of a mnemonic, optionally followed by one operand or two operands
separated by a comma. The name of the mnemonic corresponds to the nature
of the instruction, i.e., the mnemonic add stands for an instruction that adds
operands and the mnemonic jmp stands for the instruction that jumps to a la-
bel. A line may contain at most one label and one instruction, or just one of
the two. Comments can be placed anywhere. The following example of code
illustrates the syntax:
mov ax, 3 ; ax = 3
outbw ; write al to serial port
mov al, dl ; al = dl
mov cx, 10 ; cx = 10
beginloop:
outbw
loop beginloop ; cx=cx-1, jump to beginloop until cx==0
susp ; exit to firmware
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Operands can be labels, registers, memory references, and immediate. Labels
point to a byte in the memory of the processor; they are indicated by brackets
as in the following example:
mov al, [3] ; al=value of byte stored at position 3
The processor has four 16-bit general-purpose registers named ax, bx, cx, and
dx. Every register contains an 8-bit sub register ending on h for the upper 8
bits and l for the lower, as in al and ah. These registers can be used for storing
and manipulating values.
Labels are locations in the code. Internally they are encoded as two-byte
absolute addresses in the machine code.
Immediate operands are just numbers like the following example:
mov al, 3 ; al=3
mov cx, 5123
Instructions that operate on two operands handle the order in operands as
shown below, whereas instructions that operate on one operand may use that
one as either destination or source:
mnemonic destination_operand, source_operand
Destination operands can be registers and address references:
mov [4], dl ; write to address reference
mov cl, dh ; write to register
Source operands can be register, address references, and immediate operands:
mov al, dl ; source is register
mov cl, [2] ; source is address reference
mov bh, 42 ; source is immediate
It is not possible to directly write from address reference to address reference
and one instruction can only write one byte to the reference:
mov [2], [4] ; error
mov al, [4] ; OK
mov [2], a; ; OK
mov [2], ax ; error
mov [2], al ; OK
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The mov instruction involving memory locations only works with 8-bit registers
even though the address may be 16 bits, as in:
mov [25], al
mov bh, [300]
The other operands in table 5.1 work in similar fashion. The jump instruction
jumps to a label:
jmp mylabel ; jumps to mylabel
...
...
mylabel:
...
And, for instance, the increment operator increases the register:
mov ax, 5
inc ax ; ax = 6
5.5.3 The machine language
The instruction set
The instruction set of the processor is given in table 5.1. There are ﬁve cate-
gories of instructions. The mov instruction moves values to and from registers
and forms its own category with the nop instruction. The process control in-
structions direct the ﬂow in the code, this includes jumps and loops. Arithmetic
and logic instructions perform arithmetic and logic operations on registers; the
result is stored in the register given by the instruction. The communication in-
structions allow the processor to communicate with the serial and parallel port;
all communications go via the al register. Finally, the programming category
contains instructions used by the ﬁrmware (the operating system of the proces-
sor). Every program must end with the susp instruction in order to return to
the ﬁrmware.
The ﬁrmware keeps the processor in a wait state until code appears on the
serial port. It then loads the code from the serial port into execution memory
and runs the code. When the susp instruction arrives, the processor jumps back
to the ﬁrmware code, which waits for new code to arrive on the serial port.
Instruction encoding
Instructions exist as a sequence of lines, as shown in the example on page 58.
The assembler encodes these instructions in processor-readable sequences of
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Instruction Opcode Explanation
Various
nop 0x01 no operation
mov op1, op2 0x0F,0x22 copy value of op2 to op1
mov ax, 3
mov bl, dh
mov [3], al
Process control
jmp label 0x02 jump to label
loop label 0x0E cx=cx-1, jump to label until cx==0
Arithmetic and Logic
and reg, op 0x12 and reg with op
not reg 0x13 not reg
or reg, op 0x14 or reg with op
xor reg, op 0x15 xor reg with op
inc reg 0x16 increase value of reg by one
dec reg 0x17 decrease value of reg by one
Communication
inbw 0x1E read one byte from serial port into al
outbw 0x1F write al to serial port
incom 0x24 read one byte from parallel port into al
outcom 0x25 write al to parallel port
comblock 0x28 set processor in block-transfer mode
Programming
rstc 0x20 reset code loader at the beginning
of the code loading phase, used
by the ﬁrmware
ldc 0x21 load al into code memory, used by
the ﬁrmware
susp 0x8F return to the ﬁrmware code, used by
the user-code
reg = register
op = operand
Table 5.1: The instruction set of the P8 in mnemonics with opcode.
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bytes, with the length of an instruction ranging from one to up to eight bytes.
The assembler uses two passes to assemble the code. During the ﬁrst pass, it
encodes all the instructions except for the label addresses; during this pass the
assembler calculates the addresses of the labels as the instructions are encoded.
In the second pass the assembler ﬁlls in the located addresses in the reserved
spaces of the label references. All label references are absolute and two bytes
in size. The output of the assembler is a text ﬁle that starts with the length of
the ﬁle in bytes, followed by the code bytes. The assembler can also ouput the
code in VHDL memory assignments, which are used in the VHDL code of the
processor for hard-wired code.
The machine instruction in its most general case consists of the four com-
ponents shown in ﬁgure 5.9: the opcode, the reg modiﬁer, the address, and the
immediate operand.
The opcode byte identiﬁes the instruction to the processor and is the only
required component of every instruction. The opcode bytes are listed in the
instruction set table 5.1.
The regmod, short for register modiﬁer, holds the information about the
target and destination operands. The regmod only identiﬁes these operands, any
additional values like the address of the reference or the value of the immediate
operand is included at the end of the instruction. The immediate operands or
the address follow the regmod byte in the code. The structure of the regmod
byte is shown in ﬁgure 5.10 and consists of four pairs of bits. Bits 1 and 0 hold
the destination register size, bits 3 and 2 its name, bits 5 and 4 source type,
and bits 7 and 6 its name. For example, in the following instruction:
mov ax, 257
the destination register is the ax register (bits 3,2 = 0,0) with a size 16-bit (bits
1,0 = 0,0). The source register is immediate (bits 5, 4 = 0,0) and its name is
irrelevant in this case so therefore bits 7 and 6 are both set to 0. This results
in a regmod byte of b00000000 or 0x00. In addition, the immediate operand
257 is included in the instruction in the trailing two data bytes in Little Endian
format: 0x02 0x01. The total instruction is therefore encoded as:
mov ax, 257 ; 0x0F 0x00 0x02 0x01 (4 bytes)
mov ax, 4 ; 0x0F 0x00 0x04 0x00 (4 bytes)
where the 0x0F is the opcode for the mov instruction from table 5.1.
5.5.4 The P8 processor
The processor, shown in ﬁgure 5.11, consist of ﬁve modules:
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Figure 5.9: The components of the instruction. Every instruction must have
the opcode; the other components are optional.
Figure 5.10: Encoding of the register modiﬁer.
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• the arithmetic and logic unit (ALU), also known as instruction execution
unit;
• the instruction fetcher;
• a ROM module;
• a RAM module;
• a memory-mapped I/O module.
The ALU, shown as the instruction execution unit in the ﬁgure, is at the heart of
the processor; it controls the other modules and executes the instructions. The
ALU has access to the serial and parallel ports for extra-board communication,
and access to the memory-mapped I/O module, which it uses as memory and
as an interface to I/O channels. These I/O channels connect to other modules
modules on the board, both internal and external to the FPGA.
The instruction fetcher has two tasks: it fetches the instructions from the
ROM and RAM for the execution unit, and it stores the user software into
RAM during program loading. The ROM module houses the ﬁrmware and
has a size of 64kB. The RAM houses the user-software and has a size of 256
kB. The memory-mapped I/O module is a hybrid between regular RAM and
memory-mapped I/O, which allows for both storage and access to I/O channels.
The ALU
The Arithmetic and Logic Unit (ALU), also called the instruction execution
unit, controls the system. This unit decodes and processes the machine code
instructions. The processor contains four 16-bit general-purpose registers called
ax, bx, cx, dx, which are sub-divided into 8-bit components, as shown in ﬁgure
5.12. The user has free access to these registers. The processor has no watchdog
timer that resets it in the case the system hangs.
The ALU maintains the address of the current instruction in a 16-bit instruc-
tion pointer (IP) in combination with a 1-bit code segment (CS) register. The
code segment register CS denotes the segment of the memory address: CS=0 is
the ﬁrmware in the ROM and CS=1 is the RAM.
This CS:IP combination points to the current instruction in the memory
modules of the instruction fetcher. When activated, the fetcher takes the values
of CS and IP, and returns the eight bytes in the memory starting from location
CS:IP to CS:IP+7. The processor decodes and executes the instruction starting
from CS:IP. After execution, the execution module increases the IP with the
length of the current instruction to point to the new instruction, and the loop
starts over again.
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Figure 5.11: The P8 processor architecture.
Figure 5.12: The processor has four registers and an instruction pointer of 16
bits. The CS register is only one bit and not shown in the ﬁgure.
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Figure 5.13 shows how the processor walks through the instructions in se-
quence by updating the IP with the length of the instruction. The jumps in
the code are implemented by setting the IP to the new location, instead of in-
crementing it. Jump locations in the processor are stored as 16 bit absolute
addresses.
The instruction fetcher
The executor runs two kinds of code: ﬁrmware and user code. The instruction
fetcher is involved in both processes and has two tasks: to fetch the instructions
for the executor from memory and to store the user code into memory. The
fetcher works on the fast 25 MHz clock.
Figure 5.14 shows the relevant architecture of the instruction fetcher. The
fetcher has two separate memory modules for the two types of code: a 256 byte
RAM module for the user code and a 64 byte ROM for the ﬁrmware. The
synchronisation between executor and fetcher takes place with an enable-done
handshake, where the processor enables the fetcher until it returns a done. The
mode of the instruction fetcher is set prior to the enabling by the mode signal,
a 0 for instruction fetching and a 1 for the code loading described below. This
mode corresponds to the CS from the ALU on page 64.
To select the location in memory, the executor needs to select the memory
module and the address within that module, designated by the address CS:IP.
The processor selects the memory module via the CS signal (a 0 for ﬁrware
ROM and a 1 for the user-code RAM) and the address via the 16-byte IP
signal. This IP corresponds to the internal instruction pointer of the processor.
After enabling, the instruction fetcher retrieves 8 bytes starting from the address
CS:IP up to the address CS:IP+7.
5.5.5 The memory-mapped I/O module
The memory-mapped I/O module provides two services to the processor: RAM
memory and memory-mapped input/output to modules that are on the FPGA
or on the G1m/s board itself. The processor accesses the I/O+RAM module via
the mov instruction that involves memory access through an [address] source
or destination operand.
Figure 5.15 shows the architecture of the module. The module consists of a
set of 64 eight-byte registers (denoted cells in the ﬁgure) and a read and write
mechanism.
The module has two sides: the processor side and the external side. On the
processor side, the module provides a typical RAM control mechanism using an
enable-done handshake, a read and write register, and an address pointer. The
processor uses the module as a RAM module.
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Figure 5.13: Instructions are encoded as a sequence of bytes and the entire
code is a sequence of instructions. The instruction pointer (IP) points to the
current instruction in linear memory space. During operation, the processor
runs through the code by incrementing the IP with the size of the previous
instruction, or changes its value into a new location in the case of jumps.
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Figure 5.14: The fetcher architecture, the upper right side shows the control
signals, the lower right side shows the address and data signals.
The external side contains hard-wired connections to various modules and
external FPGA pins. These hard-wired connections can connect to any indi-
vidual bit or the module. Furthermore, the connections can be either input or
output, but not bidirectional. Obviously, multiple registers can connect together
to hold values larger than eight bits.
The executor reads in units of one byte via the mechanism. The processor
can in principle write to all registers, but the bits that take their input from
external modules are masked from the writing process to avoid electrical errors.
Writing to such a masked bit does nothing. The registers that are not connected
to external modules can safely be used as RAM cells.
The module allows for great ﬂexibility in design, programming, and control
of the system because it allows for the user to set and read the parameters of
the external modules via the user code on the PC. The user can easily extend
the FPGA connections to the modules by editing the relatively-easy I/O+RAM
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register assignments instead of the complex processor. When adding new con-
nections, the user only has to add one new line of VHDL code instead of repro-
gramming the processor.
A disadvantage of this system is that the slow speed of the processor does
not allow for fast control sequences that rely on the counting of individual clock
cycles, like what is used in the external FIFOs. However, in such cases it is
possible to use special interfaces that automate the enable-done handshaking
sequences. The processor library oﬀers such an interface for the FIFOs and
the SRAM. The time critical components have their own dedicated processor
routines.
Figure 5.15: The memory-mapper IO interface. Every register (termed cell in
the ﬁgure) has a mask that marks the bit read-and-write-able (R/W) or just
readable (R) by the processor (left side).
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5.5.6 The FIFO
The FPGA uses a custom FIFO, which has a standard width of 8 bits and
comes in depths of 1 to 1024 bytes. The distinctive feature of this FIFO are
that it can read and write at the same time (dual memory access), shows the
amount of bytes in memory, and is able to resend data from a previously stored
position. These FIFOs are used in the serial engine and the data-acquisition
and processing engine (DAE).
5.6 The serial engine
The serial engine handles the communication with the PC. Figure 5.16 shows
the relevant hardware for the serial engine, consisting of the FPGA engine and
the serial connector on the G1 base board. The serial engine only exists on
the G1m board, even though the G1s board has the infrastructure to support
a serial connection as well. The engine allows the user to read a byte from the
FPGA, write a byte to the FPGA, read part of the data frame from the G1s,
and receive a pre-deﬁned sequence of status information from the processor.
Figure 5.17 shows the architecture of the serial engine in the FPGA. It
consist of the following elements:
• the decoder decodes the data from the signal-level protocol to an internal
format;
• the encoder encodes data to the the signal-level protocol from the internal
format;
• the controller controls the other modules and decodes the command in the
higher-level protocol descibed below;
• the read engine takes care of the read protocol, it is connected to the
processor through a FIFO;
• the DAQ transfer engine takes care of the inter-board DAQ transfer that
moves the processed pixel-sensor data to the PC;
• the write engine takes care of the write protocol. It connects to the pro-
cessor through a FIFO;
• the status engine replies to status requests from the PC.
The 9-pin serial cable used in this work is connected as a null-modem, using
only the receive (rx) and transmit (tx) wires. The signal-level protocol used
in this work conforms to the RS232-C standard with the following parameters:
raw mode data transfer, no echoing, an eight-bit data size, no parity, one stop
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Figure 5.16: The hardware of the serial engine.
bit, and a bit width corresponding to 115 200 baud. The status requests that
the status engine executes from the processor allow for remote debugging of the
processor. The serial engine is controlled by the PC and not by the P8 processor:
the FIFOs are used to decouple the operation of the P8 processor from that of
the serial engine. When performing serial communication instructions, the P8
processor only sends data to and from the FIFOs, whereas the serial engine
operates independently from the processor. The DAQ FIFO is connected to the
parallel engine.
Figure 5.18 shows a ﬂow chart for the serial engine. The numbers in the
action boxes correspond to the modules in ﬁgure 5.17. The custom protocol
is based on a master-slave hierarchy where the PC acts as the master. There
are four types of communications available: a write, a read, a DAQ read, or a
status request. In all cases the PC initiates the communication and the con-
troller passes the handling of the communication to the appropriate module as
indicated in the ﬂow chart in ﬁgure 5.18.
Figure 5.19 shows the handling of the write command. With the write
command the PC writes one byte of data into into the write FIFO, which the
processor can read through the inbw instruction. The PC starts communication
by sending two bytes of data to the serial engine; the time between the two bytes
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Figure 5.17: The functional layout of the serial engine.
Figure 5.18: The serial engine ﬂow; the numbers in the action boxes denote the
corresponding modules in the previous plot.
5.6. THE SERIAL ENGINE 73
Figure 5.19: The write protocol of the serial communication. The PC sends the
write command followed by the data byte, after which the engine sends a status
byte back.
is irrelevant. The ﬁrst byte is the write command 0x01, and the second one the
data byte. After reception of the write command, the controller enables the
read engine to ﬁnish the communication. The read engine takes the data byte,
stores it in the FIFO and issues a reply whether transfer succeeded (0x00) or
transfer didn’t succeed (0x01) because of a full FIFO.
The read scheme, shown in ﬁgure 5.20, is similar to the write. The PC
sends the read command, and the serial engine replies with one byte indicating
whether data is available or not, a 0x00 if no data is available, and a 0x01 if
data is available. If no data is available, the communication ends. If data is
available, the serial engine adds the data byte.
The DAQ read, shown in ﬁgure 5.21, has a move involved scheme. The
DAQ read is part of the DAQ transfer, which is used to read out a full frame
consisting of about 256 kB. As far as the serial engine is concerned, the block
read reads out a block of up to 4096 bytes from a special DAQ FIFO. The PC
enters the block read mode by sending a block-read command 0x03. Through
the sub-command, the PC instructs the serial engine to either refresh the FIFO
to send a new block (0x00), or to resend the current block in the case of a
transfer failure (0x02), or to abort the DAQ transfer (0x03).
Upon receiving the block-read and sub-command, the serial engine replies
with three bytes indicating the length of the data block in the DAQ FIFO,
ranging from 0 to 4095. Three bytes are used to allow for the ﬂexibility of
using blocks of up to 256 kB, but this was not implemented because of memory
limitations in the FPGA. The length delimiter is followed by the data. At the
end of the data, the serial engine sends a three-byte checksum for the PC to
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Figure 5.20: The read protocol of the serial communication. The PC sends the
read command and the engine replies with a byte indicating if data is available
and a data byte in the case data is available.
verify the data integrity. The PC continues with a new block if the checksum
matches, or asks for a resend of the current block until the checksum does match.
At the end of the block-transfer process, the PC sends a release sub-command
to release the system from this mode. The PC loses on average about 512 bytes
every 30 DAQ transfers of 4096 bytes. The checksum makes sure that the PC
maintains data integrity by requesting a resend of the data until the transfer is
correct.
The status request command instructs the serial engine to reply with a se-
quence of status bytes coming directly from the processor (for instance the con-
tents of the registers, the current instruction, or the IP) or from other modules
(like the status of the parallel engine or the sequencer). The status command
locks the processor to the status request mode where it blocks every instruction
from the fetcher until the PC releases it again. This allows for ﬂexible debug-
ging of the processor, where the actual debugger resides on the PC and as such
can be created faster and to a more complicated level than in VHDL in the
processor.
5.7 The parallel engine
The communication between G1m and G1s takes place over a custom parallel
port with custom protocols. Figures 5.23 and 5.24 show the hardware involved
in this port on the G1m and G1s respectively.
The parallel port was made to accomodate setups with one G1m and up to
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Figure 5.21: The DAQ read protocol. The PC sends two bytes for the DAQ
command, after which the engine replies with three bytes giving the length of
the block (N bytes), followed by N bytes of data, followed by three bytes with
the checksum.
Figure 5.22: The status request protocol, there are 12 status bytes N = 12.
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Figure 5.23: The hardware of the G1m parallel engine.
four G1s boards. Figure 5.25 shows the bus architecture of the system. The
communication adheres to the master-slave hierarchy with the G1m being the
master. The G1m selects one of the four G1s modules by setting a unique
four-bit identiﬁer on the address line; every G1s board has jumpers that set the
unique identiﬁer on the board itself. The G1s modules that are not selected are
electrically decoupled from the parallel cable.
So, by selecting the address, the G1m reduces the architecture to that of one
G1m and one G1s board. The G1m and G1s communicate with the four-step
handshaking, a system based on an asynchronous request-acknowledge hand-
shake with the data bus used by both sides, as shown in ﬁgure 5.26.
The boards transfer data over an 8-bit shared data bus; the G1m runs the
LVDS transceivers on either end of the bus, i.e., on the G1m and on the G1s
board, and sets the direction of the data bus on the cable.
Figure 5.27 shows the architecture of the G1m parallel engine. The ﬁgure
shows the address line that is permanently set to b0001 because the system only
uses one G1s. The engine consists of the following modules:
• the controller runs the other modules and is controlled by the processor;
• the read engine takes care of the read operation;
• the write engine takes care of the write operation;
• the DAQ read engine takes care of the DAQ read.
The modules are connected to the request, acknowledge, and data lines through
a multiplexer controlled by the controller; drawn as a bus in the ﬁgure. The
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Figure 5.24: The hardware of the G1s parallel engine.
G1m processor controls the parallel engine through the incom, outcom, and
comblock instructions.
Figure 5.28 shows the architecture of the G1s parallel engine. it consists of
the following modules:
• the controller runs the other modules and takes its command from the
G1m parallel engine;
• the read engine takes care of the read operation and is connected to the
processor through a FIFO;
• the write engine takes care of the write operation and connects to the
processor through a FIFO;
• the DAQ read engine takes care of the DAQ read and connects to the
DAE.
The G1s parallel engine is controlled by the G1m parallel engine. The G1s
processor is decoupled from the parallel engine through two FIFOs, as in the
case of the serial engine on the G1m.
Figure 5.29 shows a ﬂow chart for the parallel engines. The chart is identical
for both boards, but the master in the G1m (G1s) is the PC (G1m). The
communication can be either read, write, or DAQ transfer. The numbers in the
action box correspond to the modules in the appropriate architectures in ﬁgures
5.27 and 5.28.
Figure 5.30 shows the typical communication structure. The data travels in
both directions on the same bus during the communication. The direction of
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Figure 5.25: The parallel communication system is made to accommodate up
to four G1s boards in a bus-organised fashion.
the bus is also shown in the ﬁgure. The G1m sends a command and the G1s
replies.
Figure 5.31 shows the write operation. The G1m engine sends the write
command, directly followed by the data byte. The G1s engine does not reply if
the transfer succeeded or not.
The read command, shown in ﬁgure 5.32, starts with the G1m issuing the
read order. The G1m then turns around the direction of the bus and the G1s
replies with two bytes of data, either 0x00 0x00 if no data is available or 0x01
plus the actual data byte otherwise. At the end of the communication, the G1m
engine changes back the direction of the data bus.
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Figure 5.26: The parallel protocol uses a four-step handshaking mechanism with
request and acknowledge to synchronize between the two engines. The G1m
sets the request line (A), which is followed by the G1s setting the acknowledge
line (B). The G1m then resets the request line (C) followed by a reset of the
acknowledge line by the G1s (D).
Block read
Figure 5.33 shows the scheme for the DAQ transfer. The G1m issues the DAQ
transfer command, after which the G1s replies with a three-byte length delimiter
indicating the size of the data available in the DAE data storage FIFO (which
is 512 × 512 bytes after a full-frame read). The G1m sends a two-byte value
denoting the length of data requested. Because the FIFO in the G1m has a size
of 4096 bytes, this requested length has a maximum length of 4096. (As such,
two bytes are suﬃcient.) Finally, the G1s sends the amount of bytes requested
by the G1m. There is no data corruption check because tests have shown the
parallel engine to be very robust, with no errors in data transfer for at least a
few hundred frames.
5.8 The data-acquisition transfer engine
The data-acquisition (DAQ) transfer engine transfers the data at high speeds
from the DAE in the G1s to the PC via the G1m system with error-checking.
This engine allows the transfer of one full frame in 30 seconds via the serial port.
The transfer engine consists of the serial- and the parallel engine in combination
with a FIFO. The transfer of one block of data from the storage FIFO in the
G1s to the PC takes place in two phases: phase one is the transfer of data to the
80 CHAPTER 5. THE G1M/S BOARDS
Figure 5.27: The architecture of the G1m parallel engine.
5.8. THE DATA-ACQUISITION TRANSFER ENGINE 81
Figure 5.28: The architecture of the G1s parallel engine.
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Figure 5.29: A ﬂow chart of the parallel engine; the numbers in the action boxes
correspond to the modules in ﬁgures 5.27 and 5.27. The master is the PC in
the case of the G1m engine, and the G1m engine in the case of the G1s engine.
intermediary FIFO in the G1m and phase two is the transfer from this FIFO to
the PC.
The engine is fully controlled by the PC. For this, the P8 processor is tem-
porarily disabled. The PC activates the transfer engine by issuing the comblock
instruction in the PC, which disables the processor and sets the serial and par-
allel engine into the DAQ transfer mode.
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Figure 5.30: Synchronised with the request-acknowledge handshaking, the com-
munication involves sharing the bus to accommodate data transfer in both di-
rections. The command goes from G1m to G1s, after which the direction of
the bus changes so that the status reply goes from G1s to G1m. The four-step
handshaking shown in ﬁgure 5.26 takes place once for every byte that is sent
over the bus, i.e., twice in the case above. Although not shown in the ﬁgure,
the write command is followed by an additional data byte before the reply takes
place and the reply is followed by one or mode data bytes in the case of the read
and DAQ command.
Figure 5.31: The write protocol. The G1m sends a command followed by the
data to the G1s. Every byte is transferred using the four-step handshaking.
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Figure 5.32: The read protocol. The G1m sends the read command and reverses
the direction of the bus (this is synchronized with the G1s using one four-step
handshaking sequence). The G1s replies with a status byte and a data byte;
the data byte is always sent and zero if there is no data. After the data byte,
the G1m reverses the bus with a handshaking sequence.
5.8. THE DATA-ACQUISITION TRANSFER ENGINE 85
Figure 5.33: The DAQ read protocol. The G1m sends the DAQ command to
the G1s and reverses the bus. The G1s sends three bytes indicating the total
size of data available M , after which the G1m reverses the bus direction and
sends two bytes with the size of the data requested N . The bus direction is
reversed and the G1s sends the N bytes of data, after which the bus direction
is reversed again.
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Chapter 6
The DAQ system
6.1 Overview
The DAQ chain consists of modules that handle the pixel sensor control and the
data readout and processing. Shown in ﬁgure 6.1, it consists of the following
modules:
• the pixel sensor produces the data. It is described in chapter 3;
• the sequencer on the G1m sends the control signals to the pixel sensor,
ADC board, and G1s board. It also accepts the trigger for executing
readout cycles;
• the ADC board digitises the data coming from the pixel sensor;
• the Data-Acquisition and Processing Engine (DAE) on the G1s acquires
and processes the data depending on the mode it runs in. It stores the
data for transportation to the PC.
This chapter discusses the modules of the system (and their corresponding data
transfer protocols) in the same order as given above.
6.2 The sequencer
The sequencer generates control signals for the pixel sensor and the ADC board
and provides the G1s with a clock, strobe, and trigger signal. The hardware of
the sequencer, shown in ﬁgure 6.2, consists of an FPGA module with the same
name and has outputs to the pixel sensor connector and four ADC connectors.
There is also an external trigger input. The hardware includes a DAC meant to
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Figure 6.1: The DAQ chain showing the sequencer, the MIMOSA V pixel sensor
and AUX board, the ADC board, and the DAE. The sequencer resides on the
G1m FPGA and the DAE on the G1s FPGA (not shown). The DAE engine
connects to the parallel communication engine for data transfer to the PC.
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set the pixel sensor bias voltages, but this DAC is not used because of a shortc
ircuit in the board.
Figure 6.3 shows the architecture of the sequencer module in the FPGA.
The sequencer consists of a frequency divider, a stobe, a reset generator, and
a trigger generator. The outputs to the pixel sensor connector are shown on
the left, and those to the ADC (and the G1s) are shown on the bottom. The
manual trigger input, shown on the top, comes from a dip switch, which is not
shown in ﬁgure 6.2.
Figure 6.2: The sequencer hardware on the G1m, showing the sequencer in the
FPGA, the NIM trigger input, the DAC (not used), the pixel-sensor connector
and LVDS transmitter, and the ADC connectors with LVDS transmitter.
The 6.25 MHz clock drives the sensor readout and the reset signal restarts
the pixel sensor. The reset signal is negative active and lasts for two clock cycles
starting from the rising edge of the pixel sensor clock that it accompanies.
The signals to the ADC board consist of the 25 MHz clock, the strobe, and
the trigger. The strobe synchronises the G1s to the pixel sensor because the
rising edge of the strobe marks the arrival of the ﬁrst pixel in the DAE. The
strobe consists of a series of active and silent phases of 512×512 clock cycles, as
shown in ﬁgure 6.4. The strobe is high during the active phase and low during
the silent phase; during the active phase the strobe is high for 512 × 512 −N2
clock cycles and low for N2 clock cycles, with N2 a system parameter. The
strobe is synchronised to the reset and has a user-programmable delay N1.
The delay parameter N1 is the total signal delay Δtotal in terms of 25 MHz
clock cycles, where
Δtotal = Δtransport + Δpixel sensor + ΔADC + Δother (6.1)
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Figure 6.3: The architecture of the sequencer FPGA module consists of a fre-
quency divider, strobe and reset generator, and a trigger generator.
is the the time between the start of the reset signal in the G1m up to the arrival
of the ﬁrst pixel in the DAE of the G1s; this includes both transport delay as
internal ADC delay and the pixel sensor set-up times. The transport delay is
the delay the signals require to propagate through the cable. The propagation
speed of signals in cables depends on the cable and is given by the velocity
factor (VF) as a percentage of the speed of light. Typical coaxial cables have
VF factors ranging from 0.6 to 0.9. Assuming a typical signal propagation speed
of 20 cm/ns (VF factor of 0.67) through all cables and a total length of 3 m of
cable in the setup gives a delay of 15 ns. The pixel sensor delay is of the order
of 500 6.25-MHz clock cycles, corresponding to 80 μs, given by the developers of
the sensor. ΔADC is the ADC pipeline delay (the time it takes for the sampled
data to be put on the output) of about 6.5 25-MHz clock cycles, corresponding
to 260 ns. The Δother delay includes all other delays, like for instance the FPGA
internal delay and the LVDS conversion time. The upper limit is estimated to
be 20 ns. The total delay is around 8 × 104 ns, shown in table 6.1, equivalent
to 2000 25-MHz clock cycles.
The delay N1 is determined experimentally by examining the data set for a
given value of N1, identifying physical pixel zero, and adjusting the parameter
to place physical pixel zero ﬁrst in the dataset. In this way, the factor absorbs
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Figure 6.4: The strobe sequence consists of active and silent phases and is
synchronised to the reset.
Delay (ns)
Δtransport ≈ 15
Δpixel sensor ≈ 8× 104
ΔADC ≈ 260
Δother ≈ 20
Δtotal ≈ 8× 104
Table 6.1: The various delays between the start of the reset and the arrival of
the ﬁrst pixel in the DAE.
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all delays. Furthermore, any changes in the delay factor can easily be adjusted
in just one calibration measurement.
The silent phase only takes place immediately before a reset and twice fol-
lowing the reset including the delay, as shown in ﬁgure 6.4. Because the DAQ
system only takes data when the strobe is active, the application of silent phases
around a reset inhibits the DAQ system to start reading after the reset when the
pixel sensor may be unstable or before the reset where the DAQ chain runs the
chance of not ﬁnishing to read a second frame during steamed and raw mode.
The trigger shaper produces the system trigger. As input it accepts an
external trigger and a manual trigger; the user has the possibility to select the
input. The external trigger is passed directly onto the output if selected. The
manual trigger input is connected to a dip switch on the G1m board (not shown
in ﬁgure 6.2). When the manual-trigger dip switch is activated, the trigger
shaper generates a trigger pulse of 500 25-MHz clock cycles long followed by
an idle phase of 5000 clock cycles. If the switch is kept turned on, the trigger
shaper produces triggers at a reasonable rate of once every two seconds.
6.3 The ADC board
Figure 6.5 shows the architecture of the ADC board and ﬁgure 6.6 shows a
picture. The ADC board used in this work consists of a test-board, produced
by the manufacturer of the ADC, and a custom-made LVDS conversion board.
The analog data from the pixel sensor enters the board at the top, the other
signals from the G1m–including the ADC clock–enter the board via the LVDS
conversion board.
The ADC at the heart of the test board is the 12-bit Analog Devices AD9226.
The ADC receives the 25 MHz clock from the LVDS conversion board and de-
codes the diﬀerential analog signal through a custom-made diﬀerential receiver,
built according to the speciﬁcations of the diﬀerential driver on the auxiliary
board (AUX board) that forms part of the pixel sensor electronics. The ADC
converts the analog data into a 12-bit digital format at a rate of 25 MHz.
The digital output goes via a ﬂat cable to the LVDS conversion board. This
board contains 13 LVDS outputs that connect to the 13 LVDS inputs of the
G1s base board. Over these 13 channels, the board sends the 25 MHz clock,
the trigger, the strobe, and 9 of the 12 ADC data bits, as indicated in ﬁgure
6.5. The channels are hard-wired but the user can select a 9-bit window within
the 12-bit output though various cables between the ADC board and the LVDS
converter board.
The ADC samples the analog data at the rising edge of the input clock and
has an internal delay of 6 clock cycles. This delay is absorbed in the system-wide
delay M, shown in ﬁgure 6.4. The pixel sensor switches pixels in its output with
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Figure 6.5: The architecture of the ADC board consists of the ADC test board
(purchased oﬀ-the-shelf) and interface board that merges the incoming clock,
trigger, and strobe with the ADC channels to send to the DAE on the G1s.
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Figure 6.6: An image of the ADC board showing the interface board on the left
and the ADC test board on the right.
6.25 MHz, whereas the ADC samples at 25 MHz, so the ADC produces four
samples per pixel, as shown in ﬁgure 6.7. The most stable one is determined
experimentally and is hard-wired in the DAE system but can be changed easily
if necessary. This work uses the second sample, even though the other samples
were not visibly worse.
6.4 The data-acquisition and processing engine
6.4.1 Architecture
The data acquisition and processing engine (DAE) takes and processes the pixel-
sensor data. It resides on the G1s board and is shown in ﬁgure 6.8. The DAE
consists of an FPGA module with the same name, one SRAM, and two FIFOs.
Figure 6.8 shows the on-board ADC, which is not used because of the cross talk
on the board with the 50 MHz clock. The data from the (external) ADC board
goes into the DAE through the 12 LVDS inputs on the G1 base board shown in
ﬁgure 6.8.
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Figure 6.7: The sampling diagram of the ADC assuming zero internal delay.
The MIMOSA V sensor uses the 6.25 MHz clock and the ADC the 25 MHz
clock, resulting in four ADC samples per pixel.
The architecture of the DAE FPGA module is shown in ﬁgure 6.9. The
trigger, strobe, and data from the ADC arrive on the left side of the module;
the external memory modules are shown on the bottom of the module. The
processor control signals arrive at the top of the module and the DAQ transfer
channel shows on the left of the module.
The controller controls all the modules and takes control signals from the
processor.
The left line of modules, consisting of the trigger ﬁlter, data conditioner, ad-
dress counter, and synchronisation module, prepares the data for further treat-
ment. The following line of modules, consisting of the taker for frame 1 and 2
and the address register, do the data taking and store the data in the external
FIFOs. The rightmost line of modules, consisting of the CDS engine, frame-
reorder engine, and the seed and cluster collection engines, do the processing of
the data. They use the two FIFOs and the SRAM for (temporary) data storage.
Furthermore, the collection engines communicate with an internal seed FIFO.
The processed data leaves the module on the right side through the communi-
cation engine, which communicates with the external FIFOs. All these modules
are explained in detail below.
Figure 6.10 shows a ﬂow chart of the DAE operation. The numbers in the
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Figure 6.8: The hardware of the data acquisition and processing engine (DAE).
action boxes correspond to the modules in ﬁgure 6.9 that perform the action.
There are three paths in the ﬂow chart; one for each mode of operation: raw,
steamed, and cooked. The following four sections explain the operation and
corresponding modules based on the ﬂow chart and mode. The ﬁrst section
explains the initialization, the second the raw mode, the third the steamed
mode, and the fourth the cooked mode.
6.4.2 Initialisation
The initialisation and preparation modules condition the 9-bit data window
from the 12-bit input, ﬁlter the trigger, calculate the pixel address, synchronise
the system to the strobe, and send mark signals to the takers when they have
to take the data.
The trigger ﬁlter applies an AND operation to the value of the incoming
trigger during a period of eight clock cycles, such that only a trigger longer
than eight clock cycles passes the ﬁlter. This is necessary to remove the fake
trigger signals–of one or two clock cycles long–that are generated by cross talk
in the LVDS converters on the G1m plugin board.
The system of the G1s board works independently from the G1m board and
the pixel sensor, so it has to synchronise itself to the rest of the system. The
initialisation module does this by generating a start pulse at the ﬁrst occurence
of a rising edge of the strobe. Figure 6.4 shows that the rising edge of the strobe
is always at the start of the active period and it indicates that the ﬁrst pixel
has arrived in the DAE. The synchronisation module gives a go-ahead signal to
the rest of the system. At this time, the pixel counter begins to count pixels,
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Figure 6.10: A ﬂow-chart of the operation of the DAE. The numbers in the
boxes correspond to the modules in ﬁgure 6.9.
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Figure 6.11: The synchronisation marker is active only one clock cycle during
a pixel output. In this way, the user can select which of the four ADC samples
to take.
starting from zero at pixel zero with the same period of 5122 pixels as the frame.
At the point of the go-ahead signal, the system moves from setup to idle state
in ﬁg 6.10.
The slow-down mechanism is a module that gives one active mark signal
every four clock cycles, which corresponds to one sample of the ADC for every
pixel as shown in ﬁgure 6.11. The takers take data when they receive the active
mark signal. The user can select the oﬀset compared to the rising edge the
strobe, and as such specify which of the four pixel samples of the ADC to use.
The stream does not contain information on the address of the pixels so the
DAE has to calculate this itself with the pixel counter. This module counts pixels
at the rate of 6.25 MHz by going from zero to 5122 − 1 and then starting from
zero again. The output is the address of the pixel, corresponding to the index i
used in the next chapter. Figure 6.12 shows the datastream with corresponding
pixel ID as given by the counter (N = 5122).
6.4.3 Raw mode
Once the trigger goes oﬀ the controller activates the pixel address register and
the taker 1A from ﬁgure 6.9. The address register takes the address of the ﬁrst
pixel after the trigger (T ) and the taker stores a sequence of 512 × 512 pixels
in FIFO 1 as shown in ﬁgure 6.13. These values are denoted by ri in the next
chapter.
The ﬁrst pixel in FIFO 1 corresponds to the address T from the counter.
Once the taker is done, the controller activates the frame-re-order module to
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Figure 6.12: The pixel sensor data stream has a period of N = 512 × 512 and
every pixel is one clock cycle wide.
re-order the frame in FIFO 1 such that the ﬁrst pixel moves the ﬁrst physical
pixel, pixel 0. This is necessary to standardise the frame to ease further analysis
and avoid the use of the address.
The frame re-ordering mechanism involves a custom-developed trick shown
in ﬁgure 6.14. The frame directly after data taking looks as the one given in A:
the ﬁrst entry of the FIFO is pixel T and the last entry pixel T − 1. By reading
one byte of the FIFO and writing the same byte back to the FIFO, as indicated
in B, the ﬁrst entry moves to T + 1 and the last entry to T . Applying this step
(N − 1)− T times as in C moves the ﬁrst entry to pixel zero.
The last step in the phase is the activation of the communication module in
the DAQ-transfer pipeline to connect FIFO 1 to the line and allow the transfer.
6.4.4 Steamed mode
The diﬀerence between steamed and raw mode in the hardware chain starts just
after the trigger in the ﬁrst mode selection block in ﬁgure 6.10.
The controller activates the two takers 1A and 1B from ﬁgure 6.9. As shown
in ﬁgure 6.15, taker 1A stores the ﬁrst frame in FIFO 1 and taker 1B stores the
following frame in FIFO 2. The values in FIFO 1 and 2 are denoted by ri and
r′i in the next chapter.
Once both takers are done, the controller goes into the second step of steamed
mode: Correlated Double Sampling (CDS). The mechanism is shown in ﬁgure
6.16 and consists of a three-step pipeline that reads the data from the two
FIFOs, subtracts the values, and writes the result in FIFO 1. After processing
512× 512 pixels in this way, the data in FIFO 1 starts again with pixel T . This
data is denotedby di in the next chapter.
The next step is frame re-ordering and is identical to that in the raw-mode
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Figure 6.13: The taking of one frame from the stream, right after the trigger
falls on pixel T .
section above.
6.4.5 Cooked mode
Cooked mode is identical to steamed mode up to the frame re-ordering. The
modules for cooked mode are shown in ﬁgure 6.10. Cluster collection takes place
in two steps: seed ﬁnding and the actual cluster collection (modules 4 and 5 in
ﬁgure 6.9).
At this step, the data consists of the sequence of di values contained in FIFO
1 and starting from pixel zero. The seed ﬁnding principle, shown in ﬁgure 6.17,
entails reading the bytes of the FIFO and storing them into an SRAM memory
in the same order, such that their actual address corresponds to their address
in memory. During this process, the unit also stores the address of every value
that exceeds a certain seed threshold into a special seed FIFO. The size of the
seed FIFO is limited by hardware to 2048 seeds.
The cluster collection principle is shown in ﬁgure 6.17. The module loops
through the seeds in the seed FIFO and has a sub module that stores the seed
value and that of the eight surrounding pixels FIFO 1. The sub module ﬁrst
stores the address of the seed and then loops through the nine pixels in order
of ascending address.
Once the cluster collector is done, FIFO 1 contains the cluster blocks, each
of size 12. In the ﬁnal step of the process, the controller activates the communi-
cation module and passes on the length of the data in FIFO 1, being 12n bytes
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Figure 6.14: In A, the FIFO contains the frame as taken by the taker, having
pixel T as the ﬁrst entry. By reading one byte from the FIFO and writing the
same byte back to the same FIFO, the ﬁrst entry moves to the last (B). Finally,
doing step B a total of N − 1 − T times results in the properly-ordered FIFO
at C, having pixel zero as the ﬁrst entry.
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Figure 6.15: During steamed and cooked mode, two consecutive frames are
taken and stored in the FIFOs.
Figure 6.16: Correlated double sampling in three steps. 1: Reading the values
A and B from the two FIFOs. 2: Subtracting the values. 3: Writing the result
to FIFO 1.
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Figure 6.17: The principle of cluster collection in two steps. A: Selection of the
seeds. B: Collection of the clusters.
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if n is the number of cluster blocks.
Figure 6.18 shows an example of a cluster with more than one pixel that
comes above the seed threshold. The large cluster is decomposed into two 3× 3
clusters. The reconstruction system on the PC checks for overlap.
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Figure 6.18: Clusters are collected around seeds. I) A cluster with two pixels
that have a signal above the threshold T. II) The cluster collection system
deconstructs the cluster into two sub clusters A and B. III) The PC algorithm
reconstructs the total cluster, which is larger than 3× 3.
Chapter 7
MIMOSA V
Characterisation
7.1 Overview
This chapter analyses the various measurements done with the G1 system using
only the lower left matrix of the MIMOSA V, as shown in ﬁgure 3.4 on page
30. The chapter is divided in four parts.
The ﬁrst part examines the pedestal and noise distributions of the sensor in
raw and steamed mode. An understanding of these distributions, both at the
single-pixel as well as the full-sensor level, is the ﬁrst important step in the sensor
characterisation and subsequent interpretations of the data. In addition, this
part looks at the statistical correlation between the pixels at various distances
on the sensor. This is an important check because the electrical connection
between the pixels may inﬂuence their behaviour.
The second part examines the signal that the two radioactive sources 55Fe
and 90Sr produce on the sensor. The Fe source is relevant because of its
widespread use for sensor calibration; it emits photons of 5.9 and 6.49 keV.
The Sr source is relevant because it emits a truly minimum-ionising particle
(MIP), an electron of 2.3 MeV, in combination with a 0.5 MeV electron [38].
With these two sources it is possible to compare the response of the sensor
to two particles that involve fundamentally diﬀerent energy-loss mechanisms:
the photo-electric eﬀect of the 6 keV Fe photons and the ionisation of the 2.5
MeV electrons from the Sr source. Finally, this section discusses a GEANT4
simulation of the energy loss of electrons in the MIMOSA V.
The third part examines the charge proﬁle of the 3 × 3 clusters that the
two particles produce in the pixels of the sensor. It compares the proﬁles of
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the Fe photons and Sr electrons when the particles enter at angles of 90 and
45 degrees with respect to the surface of the sensor, in order to examine the
inﬂuence of the two energy-loss mechanisms on the proﬁle. Furthermore, the
third part examines the spatial distribution of the centre of mass of the cluster
over the seed pixel and constructs a pixel-sensor equivalent of the S-curve used
with strip detectors to check for intra-pixel uniformity in charge sharing.
The fourth part looks at the response of the sensor to 4.2 GHz radio-
frequency (RF) radiation to examine the inﬂuence of the RF radiation on the
sensor. This is important because the sensor in the actual vertex detector will
be immersed in such RF radiation from the beam.
7.2 Experimental setup
For these experiments the sensor is kept in a light-tight aluminium Faraday
cage to isolate the sensor from external electromagnetic sources, shown in ﬁgure
7.1 To minimise the cosmic radiation eﬀect, the sensor is oriented with its side
pointing to the zenith. The temperature and pressure are standard.
The cage contains a special stand for the radio-active sources, located at an
angle perpendicular to the surface of the sensor. This stand is able to move
towards the negative y direction of the sensor to an angle of 45 degrees with
respect to the surface, in order to examine the response of the sensor to particles
entering under an angle.
To do the RF tests, there is also a 4.2 GHz aerial connected to an HP8620A
sweep oscillator generator. The aerial, shown in ﬁgure 7.2, can be placed in
the cage at various distances from the sensor and at various orientations; the
generator is located outside of the cage. The intensity of the RF radiation is
measured with an RF measurement device. The maximum ﬁeld density obtain-
able with the aerial at the position of the pixel sensor is 30 mW/m2, with an
orientation parallel to the x and y direction and perpendicular to the sensor.
The sensor and the PCB on which it is mounted are not encased, the cables
are screened with Al foil and the rest of the G1 system is kept outside of the
Faraday cage.
7.3 Theoretical framework
Every pixel in the frame is uniquely identiﬁed by its coordinates (x, y) with
x, y ∈ [0, 511] or, equivalently, by a general index i with i ∈ [0, 5122 − 1] with
the relation
i = x + 512× y. (7.1)
The index i increases in the same direction as the one in the datastream; the
read out is in the positive x direction. A ﬁlter Ω is deﬁned as a collection of
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Figure 7.1: The experimental setup showing the Faraday cage on the right and
the various power supplies on the left. The G1 boards are in front of the mostleft
power supplies.
points that will not be taken into account in the data processing. When the
analysis software applies the ﬁlter, it processes all pixels i ∈ [0, 5122 − 1]\Ω
The pulse height that pixel sensor outputs for pixel i is called the raw value
ri, which consists of:
ri = ci + pi + si, (7.2)
where ci is the common-mode shift, pi the pedestal, and si the signal. The
common-mode shift is a common level shift in a row of pixels, the pedestal
is the average value of the pixel output without any signals, and the signal is
caused by the charge generated by a particle that passed the material.
One measurement of the raw value ri is given by ri;k where k is the frame.
Because of the 8-bit resolution of the system it holds that ri;k ∈ [0, 255]. The
average value ri is estimated with ri from a sequence of N measurements of ri;k
with k ∈ [1, N ] by:
ri =
1
N
N∑
k=1
ri;k. (7.3)
The corresponding standard deviation is given by the estimate of the standard
deviation of the series:
σ′2i =
1
N − 1
N∑
k=1
(ri;k − ri)2 . (7.4)
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Figure 7.2: The RF aerial with a golfball to indicate its size.
The standard deviation is the measure for the noise of the pixels.
It takes 30 seconds during full-frame mode to take and store one frame of
data, during which the sensor has already generated 717 frames at 6.25 MHz.
The taken frames k, k+1 are therefore not adjoined in time; there are typically
about 700—750 frames in the output between these two frames.
Steamed and cooked mode apply correlated-double sampling (CDS) to the
raw values to produce a value di. CDS entails the subtraction of the raw values
ri;k during two consecutive frames (where the primed frame comes ﬁrst):
di;k = ri;k − r′i;k
= ci;k − c′i;k + pi;k − p′i;k + si;k − s′i;k
= Δci;k + Δpi;k + si;k.
(7.5)
Consecutive here refers to frames that are adjoined in the output (not equal to
k, k + 1), as shown schematically in ﬁgure 6.15 on page 103. The last step in
the above equation assumes that the signal is produced in the pixel only during
the second frame, i.e., s′i;k = 0. If there is a signal in the ﬁrst frame instead
of the second, si;k = 0, s′i;k 	= 0, this will show as a negative signal after CDS.
The common mode noise is assumed to have a negligible variation in the time
between the two consecutive frames, i.e., Δci;k = 0. This is justiﬁed later when
examining the CDS frequency distribution in ﬁgure 7.10. Because of the 8-bit
resolution of the output system it holds that di;k ∈ [−128, 127] even though it
is the diﬀerence between two 9-bit values ri;k ∈ [0, 511] (ri;k is stored as 9 bits
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internally). In this way, the dynamic range per pixel is 9 bits as long as the
diﬀerence falls within 8 bits.
An estimate for the average value of di is given by the average of di during
a series of N measurements:
di =
1
N
N∑
k=1
di;k. (7.6)
The corresponding standard deviation is estimated with:
σ2i =
1
N − 1
N∑
k=1
(
di;k − di
)2
. (7.7)
Hence, σi corresponds to the standard deviation of the CDS value of pixel i (di)
and σ′i of the raw value (ri) .
The statistical correlation between pixel (x, y) and pixel (x′, y′) = (x +
dx, y + dy) is given by the correlation coeﬃcient:
Cdx,dyx,y =
σ2(x,y)(x′,y′)
σx,y σx′,y′
, (7.8)
with σ(x,y)(x′,y′) calculated from a series of N (steamed-mode) frames by:
σ2(x,y)(x′,y′) =
1
(N − 1)
(
N∑
k=1
dx,y;k − dx,y
)(
N∑
k=1
dx′,y′;k − dx′,y′
)
(7.9)
and σx,y = σi as given in equation 7.7, such that:
σ2(x,y)(x,y) = σ
2
(x,y). (7.10)
The cluster-collection mechanism in cooked mode produces per frame k the
set of cluster blocks Kk with:
Kk = {N1(j) : dj;k ≥ tS ∧ j ∈ F}, (7.11)
that consists of the 3× 3 pixel sets N1(j) around all pixels j whose CDS value
exceeds the threshold dj;k > tS . F = [0, 5122 − 1] is the complete collection of
pixels. The neighbourhood pixel set Nn is deﬁned as
Nn(i) = Nn(x, y) = {(x′, y′) : |x′ − x| ≤ n ∧ |y′ − y| ≤ n} (7.12)
and is the set of pixels referred to as the cluster. Nn(i) consists of all the pixels
in the rectangular cluster of (2n+1)× (2n+1) pixels around pixel i; the center
pixel of the cluster i is also known as the seed.
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The volume of a 3 × 3 cluster centered around j from frame k is given by
the sum of the 9 pixels from the cluster:
Vj;k =
∑
i∈N1(j)
di;k. (7.13)
In cooked mode, only the pixels in Kk are sent to the PC, which consists of
all pixels with a signal above a certain level tS and their 8 closest neighbours
(the signiﬁcant pixels). Cooked mode only sends the signiﬁcant pixels to the
PC, thereby reducing the amount of data, and the reconstructed set has zero
values inserted for all the insigniﬁcant pixels, which were not sent.
The analysis software on the PC reconstructs the clusters and applies a
second threshold that reduces Kk into K ′k with:
K ′k = {j : d∗j;k ≥ tC ∧ j ∈ Kk} (7.14)
and which consists of all positions of 3 × 3 clusters that have a seed j above a
second threshold d∗j;k ≥ tC . The system reconstructs the set with values d∗j;k
consisting of the original dj;k where data was received and zero where no clusters
were found in the original data:
d∗j;k =
{
dj;k j ∈ Kk
0 j /∈ Kk
. (7.15)
The distribution of the cluster integral Vj;k for a range of frames k and j ∈ K ′k
is given by R(V ). This distribution can be decomposed into two distributions:
R(V ) = S(V ) + B(V ), (7.16)
that result from the contributions generated by the signal S(V ) and the back-
ground B(V ).
Measurements with a source result in a distribution R(V ) that contains
the signal. A background distribution B∗(V ) is measured in another run, the
pedestal run, where all parameters are identical but there is no source that
might generate signal in the sensor. Assuming that the background behaviour
during a regular run and a pedestal run is close to identical (B∗(V ) = B(V )),
the signal is isolated from the background by subtracting the distribution of the
pedestal run from that of the regular run:
S(V ) ≈ R(V )−B∗(V ). (7.17)
The eﬃciency and purity of the samples as a function of the cut tC are
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deﬁned as:
f(tC) =
∫ λ
0
StC (V ) dV∫ λ
0
Stref (V ) dV
, (7.18)
p(tC) =
∫ λ
0
StC (V ) dV∫ λ
0
RtC (V ) dV
, (7.19)
where the limit of the integral λ, which is set to about 150 for the Fe case and
400 for the Sr case, is never exceeded. The StC (V ) and RtC (V ) are the signal
and raw-signal distributions with a cut tC on the seed, and tref = 2σ is the
reference cut. The eﬃciency f(tref) is 1 at the reference cut tref .
The cluster proﬁle Pn(x, y) is the average of all Nn(xS , yS) clusters of size
(2n + 1) × (2n + 1), where x, y ∈ [−n, n] denote the distance to the seed pixel
(xS , yS). During N measurements:
Pn(x, y) =
1
M
N∑
k=1
∑
N1∈Kk
∑
x,y∈[−n,n]
dx+xS ,y+yS ;k, (7.20)
where M = N(2n + 1)2 is the total number of entries in the average. P (0, 0) is
the centre of the cluster, P (−1, 0) the neighbour in negative x direction, and so
forth.
The centre of mass of a given cluster relative to the seed (xS , yS) is given
by:
xCM =
∑
x,y∈N1(xS ,yS)
dx,y × (x− xS) (7.21)
and similar for yCM.
The distribution of (xCM, yCM) is given by the centre-of-mass distribution
M(x, y) with: ∫ ∞
−∞
∫ ∞
−∞
M(x, y) dx dy = 1. (7.22)
The projected centre-of-mass in the x direction is given by:
M(x) =
∫ ∞
−∞
M(x, y) dy (7.23)
and the y direction in similar fashion. In one direction, M(x) shows the distri-
bution of the centre-of-mass compared to the seed along the x axis, with the
seed at (0, 0).
The error function Ξ (similar to the S curve for strip detectors) is given by:
Ξ(x) =
∫ x
−∞
M(x′) dx′, (7.24)
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for the x direction and similar for the y direction. In the case the centre of mass
has a uniform distribution around the seed:
MU (x) =
{
0 |x| > 0.5
1 |x| ≤ 0.5 , (7.25)
the error function becomes:
ΞU (x) =
⎧⎪⎨
⎪⎩
0 x < −0.5
x− 0.5 |x| ≤ 0.5
1 x > 0.5
. (7.26)
Because of the random nature of a radiative source, the incoming particle is
uniformly distributed around the seed. The error curve gives the systematic
mismatch between the uniform distribution and measured distribution and al-
lows for a statistical correction of the distribution given the uniform distribution
of the incoming particles.
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7.4 Pedestals and noise
Figure 7.3 shows the raw-pedestal distribution of a typical pixel taken during
a measurement of 220 frames in raw mode, which is the collection of ri;k with
k ∈ [1, 220] and a typical i. The measurement of one frame during this mode
takes 30 seconds, thus the entire series has been taken over a period of 110
minutes. The average raw value of this pixel is ri = 88.7 ADC counts with a
standard deviation of σ′i = 2.2 ADC counts. The Gaussian ﬁt has a mean of
88.6 ADC counts and a standard deviation of 2.1 ADC counts.
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Figure 7.3: The frequency distribution of the raw pedestal ri of a typical pixel,
collected during a series of 220 frames in raw mode, i.e., the collection of ri;k
for an arbitrary i and k ∈ [1, 220].
Figure 7.4 shows the distribution of the CDS value of the same pixel taken
during a series of 220 measurements in steamed mode, which is the collection
di;k with k ∈ [1, 220]. The average value di is compatible with zero with a
standard deviation of σi = 2.2 ADC counts. The Gaussian ﬁt has a mean of
−0.1 ADC counts and a standard deviation of 2.3 ADC counts. The two results
indicate that CDS produces a value that is centered around zero, having roughly
the same standard deviation as during raw mode. However, since the CDS is
a sum of two values of the same pixel, its expected standard deviation should
be
√
2 times higher than the standard deviation of the pixel itself. Resulting
in a similar standard deviation as the pixel implies that the value of the pixel
measured during CDS has a standard devation that is lower by a factor of 1/
√
2
than when measured under raw mode.
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Figure 7.4: The frequency distribution of the pedestal after CDS di of the same
pixel i as in ﬁgure 7.3, taken in a measurement series of 220 frames at steamed
mode.
Figure 7.5 shows the distribution of the average raw pedestal ri of all the
pixels in the matrix i ∈ [0, 5122 − 1], taken during a sequence of 220 measure-
ments in raw mode. This ﬁgure shows that the pedestals are distributed along
the entire 8-bit dynamic range of the DAE, from 0 to 255 ADC counts.
This is because the level of the pedestals is too high for the dynamic range
of the ADC. The level of the signal is smaller than that of the pedestals, and the
dynamic range of the ADC is optimized for the level of the signal, not for that of
the pedestals. The system uses a 12-bit ADC to convert the analog signal of the
sensor, but of these 12 bits only the least signiﬁcant 9 bits are sent to the DAE
(see ﬁgure 6.5 on page 93). The analog level of the pedestals ri is well above
the lowest 9-bit range that enters the DAE and thus the distribution doesn’t
show the absolute value. Going from one side of the pixel sensor to the other,
the raw pedestal of the pixels falls with more than 255 ADC counts, caused by
the capacitance of the lines. The noise of the pedestal is just a few ADC counts
and, as will be shown below, the signal is in the tens of ADC counts, so the
system has to use the lowest 9 bits of the ADC range.
The distribution does not cover the full range from 0 to 255; it starts at
around 5 and ends at around 251. This does not mean that there are no pixels
with averages below 5 and above 251 ADC counts. The pixels that have those
averages will ﬂuctuate during the measurement to ranges below 0 and above
255, which the system interprets as values one the other side of the spectrum,
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Figure 7.5: The frequency distribution of the average raw pedestals of all the
pixels in the matrix.
i.e., -1 becomes 255 and 257 becomes +2. When averaging these pixels, such
values move the average towards the middle. The noise of these pixels will also
be much larger because of these artiﬁcial outliers.
Figure 7.6 shows the corresponding standard deviation of all the pixels in
the matrix. There is a large number of pixels that have unacceptable high
noise, caused by the outliers mentioned in the previous paragraph. These pixels
become useless because of the complication involved in discerning actual signals
from outliers.
Figure 7.7 shows a close-up of the region 0—8 ADC counts of ﬁgure 7.6.
The bulk of the sensor has a noise that resembles a Gaussian centered around
2.4 ADC counts plus an exponential wing on the upper side and a shoulder on
the lower side at 1.8 ADC counts. The distinctive group of pixels with a noise
that peaks around 0.5 ACD counts consists of the 2 × 512 ghost pixels from
the MIMOSA readout system. They are physically grouped in a 512 pixel-wide
column on the edge of the sensor and appear in the data stream between the
frames. They mark the transition of the data stream to the next frame.
Figure 7.8 shows the distribution of averaged CDS values for all the pixels
in the sensor di, i ∈ [0, 5122 − 1], taken during a measurement of 220 frames in
steamed mode. Since the readout of every frame in this mode takes 30 seconds,
the measurement took about 110 minutes. The distribution is centered around
zero, which shows that CDS gives results that are consistently centered around
zero. Figure 7.9 shows the standard deviation σi belonging to the distribution
of the previous plot. The distribution looks similar to that in the raw-mode
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Figure 7.6: The frequency distribution of the standard deviation of all the pixels
in the sensor from ﬁgure 7.5 using raw mode, i.e., σ′i, i ∈ [0, 5122 − 1].
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Figure 7.7: A close-up of ﬁgure 7.6 showing that the bulk of the pixels have a
noise around 2.4 ADC counts.
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Figure 7.8: The frequency distribution of the average value of all the pixels in
the matrix after CDS di,∈ [0, 5122 − 1].
case from ﬁgure 7.7. The peak of the bulk is centered around 2.4 ADC counts
and there are only about 10 pixels in the region from 5 to 8 ADC counts. The
amount of pixels with a standard deviation above 8 ADC counts is negligible
(consisting of a few broken pixels), compared to the large number in raw mode
in ﬁgure 7.6. CDS, applied in steamed and cooked mode, gives pixel values
that are centered around zero having a standard deviation similar to that in
raw mode. In this mode, the bulk has a rather uniform standard deviation of
around 2.4 ADC counts.
Even though the bulk has a uniform standard deviation, there are pixels
that have too high or too low a standard deviation to be considered as part
of the bulk. The selection of these noisy pixels has a natural lower limit at
the minimum of the distribution at 1.4 ADC counts, separating the dead pixels
from the live pixels, at a frequency of 10 to 20. The upper limit of 4 ADC
counts is selected as the position on the other side of the bulk peak where the
distribution hits the same frequency of 10 as on the low side. The ﬁlter identiﬁes
the non-Gaussian pixels with a standard deviation below 1.4 and above 4 ADC
counts, groups them in the collection Ω that the software excludes in further
measurements. There are 1255 pixels in Ω.
Figure 7.10 shows the distribution of the CDS values of all the pixels of the
sensor accumulated during 180 frames, di;k, i ∈ [1, 5122 − 1], k ∈ [1, 180], equiv-
alent to about 90 minutes of data taking. The distribution follows a Gaussian
around zero to a very high degree of four orders of magnitude. The standard
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Figure 7.9: The frequency distribution of the standard deviation of all the pixels
from the previous plot in steamed mode σi, i ∈ [0, 5122 − 1]. The bulk has a
standard deviation centered around 2.4 ADC counts and there are about 11
pixels in the region with σ > 6 ADC counts.
deviation of the distribution is 2.48 ADC counts, corresponding to the peak in
the distribution of the standard deviation in ﬁgure 7.9. Below a frequency of 10,
the Gaussian ﬁt clearly deviates from the distribution, showing that the distri-
bution contains a second, wider Gaussian. The pixels in these wings correspond
to the ones in the exponential tail between 3 to 5 ADC counts in ﬁgure 7.9. The
pixels at values of 20 to 40 ADC counts on either side of the centre correspond
to the noisy pixels with a sigma above 5 ADC counts in ﬁgure 7.9. The common
mode noise is averaged out to a mean value of zero and the rms is included in
the single-pixel noise.
Figure 7.11 shows the same distribution but with the ﬁlter Ω activated
di;k, i ∈ [1, 5112 − 1]\Ω, k ∈ [1, 180]. The result removes the wings between
20—40 ADC counts but leaves the second, wider Gaussian intact because it
doesn’t remove pixels from the exponential wing in ﬁgure 7.9. In addition, the
inclusion of the region with a noise of 1.6 to 1.8 ADC counts adds a low-noise
component to the distribution, which narrows the ﬁt.
7.5 Pixel correlations
Figure 7.12 shows the nearest-neighbour correlation coeﬃcients in x and y di-
rection, C1,0x,y and C
0,1
x,y, for all the pixels in the frame x, y ∈ [0, 511]. The
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Figure 7.10: The frequency distribution of the CDS values of all pixels accumu-
lated during 180 frames.
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Figure 7.11: The same sample as in ﬁgure 7.10, but now rejecting the collection
of noisy and dead pixels given by the collection Ω, as mentioned on page 119.
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correlation in y direction has a Gaussian distribution around zero, indicating
that two neighbouring pixels are uncorrelated in this direction. The correlation
in x direction shows a few interesting features. First of all, the bulk of the pix-
els is distributed according to a Gaussian centered around 0.07, implying that
the bulk is correlated in the x direction. The distribution does not show the
direction of the correlation; this is done with the cluster proﬁle in section 7.7.
In addition to the shifted peak, the correlation distribution in the x direction
shows two wings on either side of the Gaussian. These pixels are not physically
distributed in an obvious pattern on the sensor itself. Finally, there are about
500 pixels in the distribution that have a correlation around 0.7; these pixels
form one straight column in the y direction on the sensor that follow the value
of its neighbours. This may be caused by a short circuit between the two col-
umn lines on the pixel sensor itself. The x correlation of 0.2 is probably caused
by the readout mechanism of the MIMOSA itself. The DAQ system on the G1
system reads the pixels out at a 4-times higher rate as shown in ﬁgure 6.7. With
the pixel oﬀset used in this work (2 clock cycles) the two neigbouring values of
the ADC sample used in the sequence are from the same pixel and there are no
reasons for the ADC to have cross talk over more than one adjacent sample.
Figure 7.13 shows a contour plot of the nearest-neighbour correlation coeﬃ-
cients in log scale. A cross marks the x and y axis. The plot clearly shows the
column of high-x-correlated pixels, the wings in the x direction and the shift of
the bulk in positive x direction.
Figure 7.14 shows the next-to-nearest neighbour correlation coeﬃcients C2,0
and C0,2. The distributions in x and y direction, both Gaussians around zero,
indicate that the pixels are uncorrelated in both the x and the y direction at a
distance of two pixels. Figure 7.15 shows the contour plot of C2,0 and C0,2 and
conﬁrms this conclusion.
The correlation-coeﬃcient distribution at distances of 3, 4, and 5 pixels is
identical to that at the distance of 2 pixels.
Figure 7.16 shows the distribution of the correlation coeﬃcient at a distance
of 6 pixels C6,0 and C0,6. The correlation coeﬃcient in x direction forms a
Gaussian that is centered around −0.02. Futhermore, the distribution shows a
wing on the negative side of the Gaussian. The correlation in y direction is the
same as the correlation at shorter pixel distances. This small anticorrelation in
x direction is only found at the distance of 6 pixels; it disappears at 7 pixels
and higher (although this work has examined only distances of up to and in-
cluding 12 pixels). The anomalous correlation may be caused by the readout
mechanism that groups the pixels in units of 6 as shown in ﬁgure 3.8, creating
a negative correlation between the groups. Figure 7.15 shows a countour plot
of the correlation at six pixels, where the size of the cross is the same as the
radius of the proﬁle from ﬁgure 7.15.
In conclusion, there is a slight correlation in readout direction, which which
shifts the centre of gravity of the clusters in the x direction. The correlation is
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Figure 7.12: The distribution of the nearest-neighbour correlation in x and y
direction, C1,0 and C0,1, for the sensor.
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Figure 7.13: A contour plot of ﬁgure 7.12, showing the distribution of the
nearest-neighbour correlation in x and y direction.
7.5. PIXEL CORRELATIONS 125
Entries  262145
Constant  32± 1.309e+004 
Mean      0.000155± -0.002954 
Sigma    
 0.00011± 0.07921 
C_20     -1.5 -1 -0.5 0 0.5 1 1.5
co
u
n
ts
 / 
bi
n
1
10
210
310
410
Entries  262145
Constant  35± 1.449e+004 
Mean      0.00014± -0.00866 
Sigma    
 0.00010± 0.07158 
C_02     -1.5 -1 -0.5 0 0.5 1 1.5
co
u
n
ts
 / 
bi
n
1
10
210
310
410
Figure 7.14: The distribution of the next-to-nearest-neighbour correlation in x
and y direction, C2,0 and C0,2, for the sensor.
126 CHAPTER 7. MIMOSA V CHARACTERISATION
Pixel correlation in x direction
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Figure 7.15: A contour plot of ﬁgure 7.12, showing the distribution of the next-
to-nearest-neighbour correlation in x and y direction.
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Figure 7.16: The distribution of the correlation in x and y direction at a distance
of 6 pixels, C6,0 and C0,6.
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Figure 7.17: A contour plot of ﬁgure 7.12, showing the distribution of the cor-
relation in x and y direction at a distance of six pixels.
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probably caused by cross talk in the sensor or readout board. The correlation
coeﬃcient disappears at distances of two and more pixels but reappears slightly
in the x direction at a distance of six pixels, probably caused by the six-pixel
grouping in the on-chip readout of the MIMOSA pixel sensor. One column of
pixels has a high correlation with its neighbouring column, but this is considered
an anomaly.
7.6 The signal
This section examines the size of the clusters that the particles from the 5526Fe
and 9038Sr source generate in the sensor. For these measurements the system runs
in either steamed or cooked mode. The above isotopes are hereafter referred to
as the Fe and Sr source.
The system uses a threshold of tC = 10 ADC counts for the cluster collection,
corresponding to roughly 4σ, whereas tS is left as a parameter in the analysis.
7.6.1 6 keV photons
Figures 7.18 and 7.19 show a frequency distribution R(V ) of the 3 × 3 cluster
volume V measured from 500 steamed-mode frames with the Fe source irradi-
ating the sensor. The steamed-mode frames are full-frame, any cooked-mode
frames use tC = 10 ADC counts = 4.2σ. The ﬁgures show the distributions
for a seed threshold tS of 4.2σ and 5.8σ, with σ the bulk standard deviation
of 2.4 ADC counts as found in ﬁgure 7.9. The background distribution B(V )
is estimated using a zero-signal run and the signal distribution is calculated as
S(V ) = R(V )−B(V ).
The signal distribution S(V ) follows a Gaussian. This is consistent with the
energy-deposition distribution expected for particles that are absorbed in the
material. Even though the source emits photons of two energies, the distribution
shows only one Gaussian. This distribution is the sum of the energy deposition of
the 5.9 and 6.49 keV photons of the Fe source. The absolute emission probability
of the two photons is w5.9 = 0.244 and w6.5 = 0.0286 [38]. Using these values
as weight factors results in an average deposition of
Eav =
w5.9 × 5.9 keV + w6.5 × 6.49 keV
w5.9 + w6.5
= 6.0 keV. (7.27)
The position of the peak corresponds to the energy of 6.0 keV. The StS (V )
distribution depends on the cut tS , it is ﬁtted by a Gaussian and the resulting
parameter corresponding to the most probable value of the peak is plotted in
ﬁgure 7.20 as a function of the cut tS . The ﬁgure also shows the errors of the
ﬁt.
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Figure 7.18: The distribution of 3× 3 cluster integrals with an Fe source on the
sensor and a cut of 4.2σ (= 10 ADC counts) on the cluster seed.
From low tS to high tS the most-probable deposition rises linearly until
tS = 2σ. Between tS = 2.5σ and 3.5σ, it approaches a stable region of 38
ADC counts. From tS = 4σ onwards it rises linearly again. The deposition
distributions at low tS contain high background levels, which makes the signal
diﬃcult to ﬁt properly. High cuts of tS > 4σ cut rather hard into the signal
and move the Gaussian to higher energies as a consequence. The ideal cut tS is
between 3 and 4σ and yields a most probable energy deposition of 38 ± 1 ADC
counts. This corresponds to a conversion ratio of 6.3± 0.2 ADC counts per keV
with a deposited energy of 6 keV.
Figure 7.21 shows the eﬃciency f(tS) and purity p(tS) as a function of the
cut on the seed tS The eﬃciency shows a shoulder around 90 % between a cut
of of 2.4σ and 3.4σ after which it falls down to 40 % at 7σ. The purity rises
rather sharply between 3σ to 5σ to a level of above 90 %. The overlap of the
rise in purity and fall in eﬃciency indicate that the noise and signal overlap. A
cut at around 4σ is therefore most appropriate for this current sample in order
to detect 6 keV photons
7.6.2 Geant4 simulations
The Sr source emits two electrons through its 9039Y cascade. The electrons have
energies of 0.546 and 2.283 MeV; they are emitted in equal amounts and, within
the scope of this work, simultaneously in pairs.
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Figure 7.19: The distribution of 3× 3 cluster integrals with an Fe source on the
sensor and a cut of 5.8σ (= 14 ADC counts) on the cluster seed.
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Figure 7.20: The most probable energy deposition as a function of the cut on
the seed.
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Figure 7.21: The eﬃciency and purity of the Fe sample as a function of the cut
on the seed tS . The eﬃciency at 2σ is deﬁned as one.
The Geant4 [42] simulations of the Sr source and pixel sensor are modeled
as shown in ﬁgure 7.22. Only the energy deposition in the epitaxial layer is
recorded; the bulk and passivation layers are disregarded. The simulation does
not deal with the semi-conducting behaviour of Silicon but only looks at the
total energy deposition in the layer.
Figure 7.23 shows the results of the energy deposition of the electrons as a
function of the distance to the sensor. The simulation examines the deposition
caused by 0.546 and 2.283 MeV separately and the combination, indicated by
“0.546+2.283 MeV” in the ﬁgure. The most-probable values are obtained from
the ﬁt of the energy deposition distribution with a Landau curve, in a similar
fashion as values from the ﬁt of the experimental S(V ) distributions in the Fe
case with a Gaussian curve.
The 0.546 MeV electron curve slopes upward, which indicates that the elec-
trons are not completely minimum ionising: the energy loss sustained in the
20 cm of air is suﬃcient to give them a signiﬁcantly higher stopping power in
Silicon than at low distances.
The energy deposition of the 2.283 MeV electrons is independent of the
distance, which conﬁrms that they are mimimum ionising.
The energy deposition of the combined result is ﬁtted with only one Landau
curve although two are expected. The two Landau curves of the individual
electrons overlap as one because of the large width relative to the small diﬀerence
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Figure 7.22: The model for the Geant4 with LowEM simulation of the Sr source
and the sensor at a distance l. The simulation covers only the d =14 μm thick
Si epitaxial layer with a surface of 1× 1 mm2. Air surrounds the environment.
between the centre of the two curves.
The most-probable energy deposition of the combined curve represents, to
some degree, the weighted sum between the deposition energies of the electrons.
The combined curve approaches the MIP curve after 10 cm because the low-
energy electrons are so much deﬂected by the air that their amount is reduced
and their contribution to the curve becomes insigniﬁcant (the ratio of low-energy
electrons to MIP electrons arriving at the sensor with the source at 25 cm is 1
to 100).
7.6.3 2.3 MeV electrons
Figure 7.24 shows the measured most-probable energy deposition in the 3 × 3
clusters of the pixel sensor with the Sr source as a function of the distance.
The samples have a cut of 4.2σ on the seed. The measured depositions are the
most-probable values of the Landau ﬁt in the energy distributions of the speciﬁc
samples, where the free parameters are the most-probable value and the ampli-
tude. The independence of the energy deposition of the distance implies that the
Sr radiation consists of only the MIP electrons (of 2.283 MeV) to a high purity
(> 90% from ﬁgure 7.23). Figures 7.25 and 7.26 show a frequency distribution
of the integral of 3 × 3 clusters in measured samples with the Sr source and a
cut of 4.2σ and 5.8σ on the seed. The background is estimated using an zero
run. The signal follows a Landau distribution, consistent with the deposition of
minimum ionizing particles that transverse the material. The signal does not
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Figure 7.23: The simulated energy deposition in a 14 μm thick Si slab as a
function of the distance, simulated using Geant4 with the LowEM package.
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Figure 7.24: The most probable energy deposition of the Sr irradiated sample
as a function of the distance and a cut of 4.2σ on the seed of the 3× 3 clusters.
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Figure 7.25: The distribution of 3× 3 cluster integrals with an Sr source on the
sensor and a cut of 4.2σ (= 10 ADC counts) on the cluster seed.
show two peaks for the 0.546 and 2.283 MeV electrons, in agreement with the
expectations from the simulation. The energy deposition doesn’t depend on the
distance, which implies that the low-energy electrons do not reach the epitaxial
layer of the sensor and therefore must be absorbed by the either the passivation
layer or a cover on the source.
Figure 7.27 shows the eﬃciency and purity of the MIP sample as a function
of the cut on the seed. The eﬃciency at a cut of 2σ is deﬁned as 1. Coming
from a low cut, the purity jumps up to above 90 % and the eﬃciency seems to
pass a plateau at a cut of around 3σ. This ﬁgure indicates that a cut of around
3σ is optimal for detection of minimum-ionising particles.
Figure 7.28 shows the most probable energy deposition as a function of the
cut on the seed of the 3 × 3 clusters. The results with cuts lower than 2σ
become unreliable because of noise-separation diﬃculties and are not included
in the ﬁgure. The most probable energy deposition is 38.0 ± 0.5 ADC counts.
The ﬂat energy deposition as a function of the distance as shown in ﬁgure 7.24
indicates that only the 2.3 MeV electron reaches the sensor and deposits 6.0±0.1
keV of energy, as shown in ﬁgure 7.23. The most probable energy and energy
deposition results in a conversion factor of 6.3 ± 0.2 ADC counts per keV op
deposited energy.
Table 7.1 summarizes the results of the Fe and Sr energy depositions and the
conversion factors. The Sr energy deposition is estimated with the simulation.
The conversion factor for Fe and Sr matches and amounts to 6.3 ± 0.2 ADC
counts per keV. This implies that the collection of the charge deposited in the
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Figure 7.26: The distribution of 3× 3 cluster integrals with an Sr source on the
sensor and a cut of 5.8σ (= 14 ADC counts) on the cluster seed.
epitaxial layer is fully eﬃcient and that there is no collection of the charge
deposited in the bulk.
Source Energy Signal Conv. ratio
keV ADC c. ADC/keV
Fe 6 38.0± 1.0 6.3± 0.2
Sr 6.0± 0.1 38.0± 0.5 6.3± 0.2
Table 7.1: The energy deposition in the sensor, the corresponding signal level,
and resulting conversion ratio. The energy deposition for Sr is taken from the
simulation.
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Figure 7.27: The eﬃciency and purity of the Sr measurements as a function of
the cut on the seed.
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Figure 7.28: The most probable value of the Landau ﬁt of the Sr measurement
as a function of the cut in the seed.
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7.7 The cluster profiles
Figure 7.29 shows the cluster proﬁle P (u, v) of the Fe source and ﬁgure 7.30 a
cross-section. The cluster is averaged over all 3× 3 clusters, in a series of 220
frames, that satisfy the condition for the seed value dx,y > tS. The total 3 × 3
pulse height is normalised to unity. The x and y axis show the distance of the
pixel to the seed, the centre of the seed pixel has position (u, v) = (0, 0).
The cross section shows that the seed contains on average about 40 % of the
total signal in the 3×3 cluster. The pixels sharing a side with the seed carry more
signal than the edge pixels because they are closer to the seed and pick up more
charge from the particle. The signal is symmetrical except for the pixel at (1, 0),
which carries more signal than its comparable pixels at (−1, 0), (0,−1), and
(0, 1). This observation is consistent with the previous observation of nearest-
neighbour correlation due to cross-talk in the x direction, which implies that
the high charge of the seed pixel pulls up the charge in the pixel at (1, 0). The
overspill of charge clearly shows the direction of the correlation towards the
positive x, which corresponds with the readout direction.
Figure 7.31 shows the cluster proﬁle of the Sr source, and ﬁgure 7.32 the
cross-section. The seed contains 30 % of the total 3×3 cluster charge, less than
the 40 % for the Fe source, thus the Sr source produces a wider cluster. The
diﬀerence in width is consistent with the energy deposition of minimum ionising
electrons in matter as expected from the theory in chapter 3.1. As with the Fe
proﬁle, the pixel at (1, 0) is higher than its comparable neighbours.
Figure 7.33 shows the diﬀerence between the Fe and Sr proﬁle. The Fe proﬁle
is narrower than the Sr proﬁle because the deposition of the 6 keV photon of the
Fe source is more localised in the epitaxial layer than the MIP electrons of the
Sr source, and therefore has less diﬀusion thus creating a narrower distribution.
In comparing the normalised proﬁles, a narrowed proﬁle should only be higher
in the centre and Fe charge is expected to be higher only in the seed pixel with
the Sr proﬁle higher for the surrounding eight pixels. This, in fact, this holds for
only seven of the eight surrounding pixels: for the pixel at (1, 0) the Fe charge
is higher than the Sr charge. It seems likely that the correlation and high seed
value of the Fe cluster pulls the pixel at (1, 0) above that of the Sr level.
Figure 7.34 shows the proﬁles of the Fe source where the source is located
under an angle of 90 and 45 degrees in y direction with the pixel sensor. The
two proﬁles are the same. Page 37 describes the energy deposition of photons
in the sensor. Because of the local deposition of the photons inside the material
there should be no directional information in the proﬁle. Experiments of the
signal distribution, similar to the one in ﬁgure 7.18, shows no diﬀerence in ADC
location of the peak and thus the photons from the Fe source emit a similar
amount of charge coming from both angles.
Figure 7.35 shows the proﬁles of Sr under 90 and 45 degrees with the sensor
surface. There is a diﬀerence in proﬁles: the y = −1 side of the cluster is higher
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for the 45 degree case and the y = 0 side slightly higher. According to the
theory, the side closest to the sensor will have a higher portion of the charge
compared to the other side. The 45 degree angle is measured in the positive y
direction, which is consistent with these results. When the incoming angle of the
MIPs changes from perpendicular to 45 degrees the material becomes a factor√
2 thicker as seen by the MIPs. Chapter 3.1 explains that the most probable
energy scales with the apparent thickness of the material x as a lnx + b. The
peak of the energy distribution from 90 to 45 degrees moves with a factor of 1.2.
This work cannot conﬁrm that this is consistent with the theory in chapter 3.1,
but the results are not inconsistent given the available data.
Source Angle Integral Integral
3× 3 5× 5
Fe 90◦ 47.4± 0.6 48.9± 0.7
Fe 45◦ 47.0± 0.8 48.6± 1.0
Sr 90◦ 43.1± 1.4 45.1± 1.6
Sr 45◦ 49.6± 1.6 52.7± 2.0
Table 7.2: A comparison of cluster integrals for the two sources, two settings
and two cluster sizes. The cut is 14 ADC counts on the seed.
Table 7.2 shows a comparison of 3 × 3 and 5 × 5 cluster integrals for the
two sources under the two angles. The table shows that Fe produces a localised
cluster that is collected fully within the 3×3 cluster (the 5×5 cluster has about
3% more signal for both angles). Furthermore the Fe integral does not depend
on the angle under which the photons hit the surface.
The volume of the Sr cluster does depend on the angle; 43.1 versus 49.6 in
the case of 90 and 45 degrees with the surface. Although this is only marginally
signiﬁcant, it is consistent with the theory. The 5× 5 clusters have about 4.6%
to 6.3% more signal than the 3 × 3 clusters in the case of 90 and 45 degrees
respectively. The diﬀerence is statistically marginal.
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Figure 7.29: The cluster proﬁle–deﬁned on page 138–produced in the sensor by
the Fe source.
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Figure 7.30: Cross-sections of the cluster proﬁle from ﬁgure 7.29.
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Figure 7.31: The cluster proﬁle produced in the sensor by the Sr source.
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Figure 7.32: Cross-sections of the cluster proﬁle from ﬁgure 7.31.
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Figure 7.33: The cross sections from Fe and Sr from ﬁgures 7.30 and 7.32 and
the diﬀerence.
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Figure 7.34: Cross sections of the proﬁle of Fe at 90 degrees and 45 degrees from
the surface of the sensor, as explained on page 37. The diﬀerence is also shown.
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Figure 7.35: The cross sections of the proﬁle of Sr at 90 degrees and 45 degrees
from the surface of the sensor, as explained on page 37. The diﬀerence is also
shown.
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7.8 The error function
Figure 7.36 shows M(x) and M(y), the distributions of the position of the centre
of mass of the cluster relative to that of the seed as deﬁned in formula 7.23 for
the Fe case. This ﬁgure shows the reconstructed distribution of the particle
impact in the seed pixel, which is located in the region x, y ∈ [−0.5, 0.5] in pixel
units. The distribution is supposed to be uniform because the particle has no
preference where to pass the seed pixel. Noise and limited resolution convolute
the uniform distribution with a Gaussian.
The observed distribution in y direction is symmetrical around zero. The
distribution resembles a Gaussian of a quarter of a pixel width and centered
around zero. The distribution in the x direction is asymmetric and centered
around x = 0.2.
Figure 7.37 shows the M(x) and M(y) distribution for Sr. The y distribution
comes close to a uniform distribution convoluted with a Gaussian of a tenth of
a pixel width. The x distribution is as asymmetric as the Fe distribution but
more uniform. The reason for de observed diﬀerence between M(x) for Sr and
Fe is caused by the diﬀerent charge spread in the pixels: the MIP electrons of
the Sr source spread their charge among more pixels, which makes the results
be less sensitive to the internal structure of the pixels. The photons from the
Fe source produce a more localised cluster that is more sensitive to the interior
structure of the pixel.
Figure 7.38 shows the error function Ξ(x) and Ξ(y), given by equation 7.24,
and the ideal function ΞU (x) = x for the Fe source. Figure 7.37 shows the same
for the Sr source. Near the pixel edges at ±0.5 there is a systematic pull towards
the centre at 0 because the integrated position is biased towards the centre with
an upwards ﬂuctuation in the collected charge.
Based on these two distributions, the position of the active centre of the
pixel is (x, y) = (0.2 ± 0.05, 0), which is artiﬁcially shifted from (0, 0) by the
correlation created by the cross talk in the sensor. This shift of 0.2 in positive
x direction corresponds to 3.4± 0.9 μm with a pixel width of 17 μm.
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Figure 7.36: The frequency distribution of the distance of the centre of the seed
to the centre of mass of the cluster for the Fe clusters.
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Figure 7.37: The frequency distribution of the distance of the centre of the seed
to the centre of mass of the cluster for the Sr clusters.
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Figure 7.38: The Ξ curve for the photons from the Fe source.
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Figure 7.39: The Ξ curve for the electrons from the Sr source.
152 CHAPTER 7. MIMOSA V CHARACTERISATION
no_freq_sig
Entries  262147
Mean    2.398
RMS    0.4689
sigma (ADC counts)
0 1 2 3 4 5
co
u
n
ts
 / 
bi
n
0
5000
10000
15000
20000
25000
no_freq_sig
Entries  262147
Mean    2.398
RMS    0.4689
sigma (ADC counts)
0 1 2 3 4 5
co
u
n
ts
 / 
bi
n
0
5000
10000
15000
20000
25000
no_freq_sig
Entries  262147
Mean    2.398
RMS    0.4689
sigma (ADC counts)
0 1 2 3 4 5
co
u
n
ts
 / 
bi
n
0
5000
10000
15000
20000
25000
Figure 7.40: The σ distribution after 30 frames of steamed mode with no RF
noise (plain histogram shown in all three ﬁgures), and an overlay of the results
with RF antenna perpendicular (, top), parallel in the x direction (, middle)
and parallel in the y direction(, bottom).
7.9 The behaviour under radio frequency
This section examines the inﬂuence of a 4.2 GHz aerial with a ﬁeld intensity of
up to 30 mW/m2 as done in [43]. There are three orientations of the aerial with
respect to the sensor: perpendicular, parallel in the x direction, and parallel in
the y direction.
Figure 7.40 shows the distribution of the standard deviation of the CDS
signal taken with steamed mode for the three conﬁgurations of the antenna
and a no-RF situation. The ﬁgure shows no signiﬁcant diﬀerence between the
measurements; the slight deviations are caused by variations in temperature or
humidity.
Figure 7.41 shows the distribution of the nearest-neighbour correlation co-
eﬃcient C1,0 and C0,1 in x and y direction for the three conﬁgurations and a
no-RF situation. The RF noise has no inﬂuence on these results.
Finally, ﬁgure 7.42 shows the cluster signal of the Sr source for the three
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Figure 7.41: The correlation distribution at 1 pixel C1,0 and C0,1 after 30 frames
of steamed mode with no RF noise (plain histogram shown in all six ﬁgures) and
an overlay of the results with RF antenna perpendicular (, top row), parallel
in the x direction (, middle row) and parallel in the y direction (, bottom
row). The left column is in the x direction, the right column in the y direction.
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Figure 7.42: The cluster volume with the Sr source and a cut of 14 ADC cuts.
The plain histogram shown in all ﬁgures is the reference without RF, the RF
antenna perpendicular (, top), parallel along the x direction (, middle) and
parallel along the y direction (, bottom).
conﬁgurations and the non-RF case. The results show no inﬂuence of the RF
pickup. The Fe case is not shown because it is similar to that of the Sr case.
The results of ﬁgures 7.40 to 7.42 show that there is no inﬂuence of the RF
noise on the performance of the pixel sensor for a ﬁeld of up to 30± 3 mW/m2
and the antenna in three directions: perpendicular, and parallel in the x and y
direction.
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7.10 Conclusion
The bulk of the sensor has a raw noise of 2 to 3 ADC counts, corresponding to a
signal of about 0.38keV . The pedestals of the bulk cover the whole 8-bit range
of the input. The typical raw pedestal taken over 220 measurements (with a
30-second interval between measurements) has a nonzero average and a width
of 2.2 ADC counts.
The CDS value of a pixel has a zero average and a width of 2.2 ADC counts.
The distribution of the average CDS value of all pixels together, taken during
110 minutes, has a width of 0.17 ADC counts. This indicates that the output
of the pixel during steamed mode is very stable and that common mode noise
is small.
There is a no nearest-neighbour single-pixel correlation in the y direction,
but a correlation has been observed in the x direction, which is the readout
direction. The correlation disappears for higher distances in pixel units, but
a slight anticorrelation reappears in the x direction at a distance of 6 pixels,
probably caused by the 6-pixel grouping in the readout system. This correlation
is visible in the cluster proﬁle and shifts the centre of mass systematically with
2.38± 0.51 μm in the positive x direction (in the readout direction).
Measurements have been done with 55Fe and 90Sr sources irradiating the
sensor, and simulations have been performed with GEANT4 and the LowEM
package of the sensor and Sr source.
The measurements of the signal that the sources produce on the sensor show
that the 5.9 keV photon of the Fe source produces a Gaussian signal with a
mean of 38±1 ADC counts, which corresponds to a conversion ratio of 6.3±0.2
ADC counts per keV for photons.
GEANT4 simulations indicate that only the 2.3 MeV electrons make it into
the sensor for distances of more than 10 cm and that the 0.5 MeV electrons
are absorbed and scattered in the air too much to add to the signal in the
sensor. This corresponds with the measured signal behaviour of the Sr source
as a function of the distance. According to the simulations, the electrons of the
Sr source deposit 6.0 keV in the sensor. Measurements of the signal produced
by the Sr source show a signal with a Poisson distribution with a mean at
38.0± 0.5 ADC counts. With a simulated energy deposition of 6.0± 0.1 keV for
the electrons the conversion ratio becomes 6.3 ± 0.2 ADC counts per keV for
minimum-ionising electrons.
The measurements show that there is a correlation in signal between two
neigbouring pixels in the positive readout direction, such that a high value for
the current pixel read will pull up the value of the pixel read next. The readout
direction corresponds to the x direction on the pixel sensor. As a consequence
of this correlation, the centre of mass of the peak is oﬀset in the x direction by
+0.14± 0.03 pixel units, corresponding to +2.38± 0.51 μm with a 17 μm pixel
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pitch. There is no correlation in x direction between pixels at greater distances
than nearest neigbours (measured up to and including a distance of 12 pixels),
except for a small anticorrelation at a distance of 6 pixels, which is probably
caused by the 6-pixel grouping of the on-chip pixel readout. In the y direction,
there is no correlation between any pixels with a distance of up to and including
12 pixels in the y direction.
The error function Ξ shows that along the y direction both clusters are
relatively uniform and along the x direction are oﬀset with the already observed
0.14 pixel units. The function for the Sr cluster is a bit smoother than that
of the Fe cluster because the Fe photons produce a more localized cluster and
therefore probe the interior of the pixel better.
There is no observable RF pickup for ﬁelds of 4.2 GHz and strengths up to
30± 3 mW/m2 in either orientation.
The on-the-ﬂy cluster collection system works as required. The data transfer
to the PC has the serial port as bottleneck, it takes about 30 seconds for a
full frame and up to 1 second for cluster-collected frames. Switching to USB
communication would make even full frames modes feasible as data acquisition
system (with a few frames per second). The G1 system is capable of doing
on-the-ﬂy CDS. It should be possible to build the whole G1 readout system in
one chip.
Chapter 8
The Standard Model
8.1 Introduction
The material universe is made up of fundamental particles, which are grouped
into two families [38]: leptons and quarks. Each family has three generations,
ordered by the masses of the particles.
The ﬁrst generation of leptons consists of the electron (e−) and the electron
neutrino (νe), the second generation of the muon (μ) and muon neutrino (νμ),
and the third generation of the tau (τ) and tau neutrino (ντ ). The electron,
muon, and tau have electric charge −e and the neutrinos are electrically neutral.
The ﬁrst generation of quarks consist of the the up and down quark (u, d),
the second generation of the charm and strange quark (c, s), and the third
generation of the top and bottom quark (t, b). The up, charm, and strange
quark have an electric charge of +23e and the down, strange, and bottom quark− 13e, with e the positron charge.
All the fundamental particles have spin 12 and belong to the group of
fermions, which consists of all particles having half integral spin (n + 12 ).
The quarks make up mesons and baryons. Mesons contain a quark antiquark
pair, and baryons three quarks.
There are four forces in nature: the electromagnetic, the weak, the strong,
and the gravitational force. Except for the gravitational force, the other forces
are well understood in terms of the exchange of gauge bosons. These gauge
bosons have integer spin . The electromagnetic force is responsible for all elec-
tromagnetic interactions and is carried by the massless photon. The weak force
is responsible for decay of particles (this decay powers the sun and causes radio
activity) and is carried by the electrically charged W boson and the neutral Z
boson. The strong force holds the nucleus together and is carried by eight types
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of gluon. Gravity, not well understood at the microscopic level, is supposedly
carried by the graviton, a spin 2 boson, but this boson or gravitational waves
have not yet been detected. Figure 8.1 shows the known fundamental particles
and gauge bosons.
All particles have an antiparticle with the same mass but opposite quantum
numbers. However, some particles are their own antiparticle (as for instance
the photon and Z boson).
The masses of the SM particles are dynamically generated by the Higgs
mechanism, which also predicts the Higgs boson, which is a not-yet discovered
scalar boson with 0 spin and zero electrical charge.
8.2 The Standard Model (SM)
In quantum ﬁeld theory the particles and forces are represented by ﬁelds; matter
comes in the form of lepton and quark ﬁelds and forces in the form of vector
boson ﬁelds. Particles can be left- or right-handed depending on whether the
spin is parallel or anti parallel to their momentum. Coupling constants deter-
mine the interaction between matter and forces. The structure of the couplings
is determined by the symmetry of the matter ﬁelds. The associated symmetry
groups are called gauge groups.
The left-handed fermions belong to weak isodoublets and the right-handed
belong to weak isosinglets. The left-handed fermion ﬁeld of the fermion family
i = 1, 2, 3 is given by ψiL =
(
νi
l−i
)
L
for the leptons and
(
ui
d′i
)
L
for the quarks.
The right-handed ﬁelds are SU(2) singlets: φiR = (l−i )R. No right-handed
neutrino has ever been detected. Figure 8.1 shows the SM ﬁelds.
Local gauge invariance requires the Lagrangian of a system to be invariant
when the ﬁelds are subject to a local gauge transformation. This gauge invari-
ance dictates the structure of the interaction terms and implies the presence
of gauge ﬁelds, which correspond to the gauge bosons. The electromagnetic
interactions follow by imposing a gauge symmetry for the U(1) group, the weak
interactions for the SU(2) group, and the strong interactions for the SU(3)
group.
In the standard model the weak and electromagnetic theories are joined into
the electroweak theory governed by the SU(2)×U(1) gauge group.
The strength of the three forces is related to the coupling constants (one
for each symmetry group); the electroweak theory has the coupling constants g′
and g, and the strong theory has the coupling constant gs. These constants are
free parameters of the model.
The strong force has three colour charges, the weak force has two weak
charges, and the electromagnetic theory only has one electronic charge. The
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Figure 8.1: The known elementary particles.
strong force is mediated by 8 diﬀerent gluons. The weak force is mediated by
3 diﬀerent weak bosons: the electrically charged W± and the neutral Z. The
electromagnetic force is mediated by the photon γ.
The Higgs mechanism renders mass to the particles by spontaneous symme-
try breaking. In its minimal version, the Higgs is a complex doublet scalar ﬁeld
with nonzero vacuum expectation value. When it couples to other particles, it
can generate a rest mass for these particles. The Higgs boson has not (yet) been
found and this is the most sought-after particle at the moment.
8.3 Supersymmetry (SUSY)
Supersymmetry (SUSY) is a non-trivial extension of the Poincare´ symmetry of
ordinary quantum ﬁeld theory that transforms fermions into bosons and bosons
into fermions [44].
There are no unambiguous experimental results showing new physics beyond
the TeV scale, but there are three theoretical arguments why it is to be expected.
First, the hierarchy problem demands new physics at the TeV scale [45]. Second,
there is no uniﬁcation of the three gauge couplings at high energies according to
the SM. New physics could change the way the couplings run at high energies
and make uniﬁcation possible. The minimal supersymmetric extension of the
SM does that [46]. Third, the SM cannot explain the existence of dark matter,
which makes up one quarter of the density of the universe and dominates the
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Gluon g
Weak bosons W±,W 0
A
Photon γ
Higgs boson H
Leptons (ν, l−)L
l−R
Quarks (u, d)L
uR
dR
Table 8.1: The SM ﬁelds; l− = e−, μ−, τ−; u = u, c, t; and d = d, s, b.
ordinary matter around us by a factor of 4—5. The lightest supersymmetric
particle in the SUSY model is a strong candidate for dark matter [47].
SUSY provides a framework for the uniﬁcation of particle physics and gravity
[48] at the Planck energy scale, where the gauge and gravitational interactions
become comparable in magnitude. SUSY may also explain the origin of the
gauge hierarchy, the large hierarchy of energy scales from the W and Z masses
to the Planck scale [49, 50, 45].
SUSY adds to every particle a super-symmetric partner: the fermion re-
ceives a supersymmetric boson as partner (called the sfermion) and the boson
a supersymmetric fermion (called the bosino). In fact, there are two sfermion
partners for each fermion depending on the chirality of the fermion: fermions
with left chirality have fermion left partners and fermions with right chiral-
ity have fermion right partners. These fermion left and right have the same
quantum number and mix into two mass eigenstates, sfermion 1 and 2. Under
SUSY the Higgs boson becomes a whole family, consisting of the bosons h0 and
H0, A0,H
± Often the h0 resembles rather closely the behaviour of the SM Higgs
boson.
SUSY cannot be an exact symmetry of nature. If it were, then the particles
and their superpartners would be degenerate in mass. Since these superpartners
have not been observed in this mass range, supersymmetry must be a broken
symmetry. SUSY provides an explanation for the hierarchy problem, which
cannot be understood in the SM model.
8.3.1 MSSM
In the minimal supersymmetric extension of the standard model (MSSM) all
the ﬁelds of the SM (with the two-Higgs doublet extension) are complemented
with supersymmetric partners as shown in table 8.2 [51].
The gauge supermultiplet consists of the gluons and the W and B = Z, γ
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bosons, together with their superpartners the gluino for the gluon and the neu-
tralino and chargino for the weak bosons.
The matter supermultiplet consists of the three generations of quark and
lepton ﬁelds, both doublet and singlet, together with their superpartners the
squark and slepton ﬁelds and all corresponding antiparticles.
The Higgs multiplet has been enlarged and consists of two complex doublets
of Higgs ﬁelds together with the higgsino superpartner ﬁelds.
The MSSM Lagrangian satisﬁes SU(3)×SU(2)×U(1) gauge invariance and
baryon minus lepton number, B − L, conservation.
As a consequence of this B −L invariance, the MSSM has a conserved mul-
tiplicative quantum number R parity, where for a particle of spin S and baryon
and lepton numbers B,L the R parity is given by R = (−1)3(B−L)+2S [52, 53].
This implies that all ordinary SM particles have even R parity, and supersym-
metric partners odd R parity. R parity invariance dictates that the lightest
supersymmetric particle (LSP) is stable. To be consistent with cosmological
constraints, the LSP must also be electrically and colour neutral. Furthermore,
the LSP is weakly interacting with ordinary matter and behaves like a stable
heavy neutrino that escapes a detector undetected.
There are numerous additional parameters in the MSSM model in addi-
tion to those of the SM. The SUSY conserving parameters given by the gauge
couplings gs, g, g′ of the gauge groups SU(3)×SU(2)×U(1), the higgsino mass
parameter μ, and the Higgs fermion Yukawa couplings λu, λd, and λe. The
SUSY breaking parameters contain the gaugino Majorana masses M3,M2, and
M1 belonging to the SU(3), SU(2), and U(1) sub groups, ﬁve scalar mass pa-
rameters, Higgs-squark-squark and Higgs-slepton-slepton trilinear interaction
terms (the A parameters), and three scalar squared-mass parameters. The ra-
tio tanβ = vu/vd, with vu, vd the two Higgs vacuum expectation values of the
two Higgs doublets, is also a free parameter of the model. In total, the MSSM
possesses 124 independent parameters, of which 18 correspond to the known
SM parameters and one to the Higgs mass. Hence, the most general R-parity
conserving minimal supersymmetric extension of the standard model is denoted
by MSSM-124.
8.3.2 mSUGRA
Global or rigid SUSY models lead to sparticle masses that contradict expermi-
nents, where the mass of the (unobserved) sparticle is lower than that of the
particle itself. Even the SM cosmological constant is in violation with obser-
vation. The supergravity framework and the minimal supergravity framework
(mSUGRA) [54] do not predict masses and constants that contradict experi-
ments and observations.
In the supergravity framework, matter is coupled with supergravity and
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Super Boson Fermion
Multiplets (superpartner) Fields Fields
Gluon (gluino) g g˜
Gauge bosons (gauginos) W±,W 0 W˜±, W˜ 0
B B˜
Higgs bosons (higgsino) (H0d ,H
−
d ) (H˜
0
d , H˜
−
d )
(H+u ,H
0
u) (H˜
+
u , H˜
0
u)
Leptons (sleptons) (ν˜, l˜−)L (ν, l−)L
l˜−R l
−
R
Quarks (squarks) (u˜L, d˜L) (u, d)L
u˜R uR
d˜R dR
Table 8.2: The MSSM extension. The Gauge Bosons and the Higgs bosons
together make two charginos χ±1,2 and four neutralinos χ
0
1,2,3,4, which are all
spin 12 fermions.
the supersymmetry is broken though a super-Higgs eﬀect, where the massless
gravitino becomes massive by absorbing the spin 12 component of a chiral super-
Higgs multiplet, a phenomenon similar to the Higgs mechanism in the SM.
In the SM the electroweak symmetry is broken by giving a negative mass to
the Higgs ﬁeld. In mSUGRA the breaking of supersymmetry leads to a natural
breaking of the electroweak symmetry and predicts masses of sparticles in the
100 GeV to 100 TeV energy range. mSUGRA also provides a candidate for dark
matter, the lightest supersymmetric particle (LSP) is the lightest neutralino χ˜01.
mSUGRA reduces the MSSM-124 parameter freedom signiﬁcantly. The
mSugra framework adds to the 18 Standard Model parameters (excluding the
Higgs mass) ﬁve parameters: the m0,m1/2, A0, the uniﬁcation scales for μ and
B denoted by μ0 and B0. The Higgs vacuum expectation values (mZ and
tanβ) can be expressed as a function of the uniﬁcation-scale supergravity pa-
rameters, most simply by removing μ0 and B0 in favour of mZ and tanβ and
the sign of μ0. The MSSM spectrum is then determined by the ﬁve parameters,
m0,m1/2, A0, tanβ, and sign μ, instead of the more than the hundred in the
general MSSM.
Chapter 9
Detector analysis
9.1 Introduction
This chapter examines the SUSY process e+e− → τ˜ τ˜ with unpolarised beams
at a center of mass energy of 500 GeV in the topology of two charged tracks
plus missing energy. The simulation of this process takes place in two steps:
generation of the physics processes as shown in table 9.1 and simulation of the
detector including decay of the particles. The studies are performed in the
mSugra theory framework where the τ˜± decays as τ˜± → τ±χ˜01. The generation
of the e+e− → τ˜ τ˜ and other e+e− collision processes is done using Pythia 5.720
and JETSET 7.408 [55] and the simulation of the detector is done using SGV
[56]. The detector in the simulations is modeled as the TESLA detector as
deﬁned in the TESLA TDR [57].
This work analyses the above channel as a signature of SUSY to examine to
what extent the number of layers in the vertex detector inﬂuences the detector’s
ability to discern the signal channel from the background.
The strategy is to examine each of the following observables of the process:
total mass, visible mass, pT , impact parameter, track-to-beam angle, and track
angle, and to ﬁnd optimal cuts where the selection based on these parameters
is most eﬀective in reducing the background while maintaining the signal. Only
events with two charged tracks (reconstructed in the detector) are considered
for the above selections.
9.1.1 The physics generation
The generation uses the super gravity mSugra model with the parameters shown
in table 9.2. The super particle mass spectrum resulting from these parameters
is given in table 9.3. The two scalar superpartners of the τ , being the τ˜1 and
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Channel Production
e+e− → τ˜ τ˜ 3428
e+e− → Z0h0 7345
e+e− → Z0Z0 60358
e+e− → f ′f¯ ′ (γ/Z) 105093
e+e− →W+W− 823776
Total 1000000
Table 9.1: The simulated signal and background physics channels and the num-
ber of events generated for the sample under study.
the τ˜2, have pole masses of 205 and 276 GeV respectively. The τ˜ particles
decay exclusively to τ χ˜01; the τ decays into other leptons or hadrons whereas
the neutralino χ˜01 escapes the detector undetected. Because of this, the τ˜ leaves
a similar signature as a τ except for the much larger missing energy. As such,
the most important background for τ˜ production consists of the τ producing
channels that are listed in table 9.1.
mSugra parameter value
M1/2 250 GeV
A0 -500 GeV
tanβ 30
sign μ +
Mt 175 GeV
Table 9.2: The mSugra parameters used in this work.
u˜ d˜ s˜ c˜ b˜ t˜
1 594 595 595 594 491 396
2 610 614 615 610 531 491
e˜ μ˜ τ˜ τ˜12 ν˜e ν˜μ ν˜τ
1 270 270 205 177 294 294 268
2 305 305 276 301
g˜ χ˜01 χ˜
0
2 χ˜
0
3 χ˜
0
4 χ˜
+
1 χ˜
+
2
616 100 190 −431 444 190 443
h0 H0 A0 H
+
114 436 433 444
Table 9.3: The pole masses in GeV of the super particles given the mSugra
parameters from table 9.2.
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Figure 9.1: An octant of the original TESLA detector as deﬁned in the TRD [57]
showing from bottom left to top right the inside of the detector to the outside.
Components shown are the vertex detector (VTX), the time projection chamber
(TPC), electromagnetic and hadronic calorimeters (ECAL, HCAL), the magnet
coil and yoke.
9.1.2 The detector simulation
The detectors are simulated with Simulation a` Grande Vitesse (SGV) 2.31 [56].
SGV simulates the interaction of particles in the detector by deposition of energy
into volumes instead of microscopically following the particles like Geant [42]
does. The simulation is fast, but the detector modelling is simplistic and requires
the detector description to be cylindrically symmetric. The detector is modeled
as the octant shown in ﬁgure 9.1. Two detector conﬁgurations are simulated
diﬀering only in the vertex detector: one detector has a 5-layer vertex detector
and the other a 4-layer. The 5-layer conﬁguration, as given in the TESLA TDR,
is shown in ﬁgures 9.2 and 9.3. The two detectors are adapted to a cylindrically
symmetric version for SGV as follows.
• The beampipe has an inner radius of 2.5 cm and consists of a 50 μm thick
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Figure 9.2: The TESLA vertex detector showing the ﬁve layers, part of the
beampipe, and the cryostat.
Figure 9.3: A cross section of the TESLA vertex detector with the ﬁve layers
and the cryostat.
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titanium layer on the inner side followed by a 388 μm thick beryllium layer
on the outer side.
• The vertex detector consists of ﬁve Si layers of each 187 μm thick sensors.
The ﬁrst layer has an inner radius of 1.57 cm, the second layer of 2.7 cm,
and the further layers are separated by 1.1 cm. The length of the inner
layer is 10 cm and of the 4 outer layers 25 cm. The readout electronics of
the layers is modeled as an extension in the beam direction of the layers
of 3 cm long and 1.9 mm thick. The cryostat wall is modeled as a carbon
cylinder with end plates. SGV models a simple detector; the narrowing of
the beampipe shown in 9.2, for instance, is not taken into account. The
vertex detector support is modeled as a berylium cylinder of 1.48 mm
thick, a radius of 11 cm, and a length of 32 cm.
• The four-layer detector is identical to the ﬁve-layer detector except for the
following: the inner layer is removed (including the electronics readout)
and the outer four layers have a sensor thickness of 281 μm instead of
187 μm. The electronics readout has the same dimensions and the support
and cryostat are identical.
• The Time Projection Chamber consists of only the outer wall, which
is modeled as a 3.2 mm thick carbon cylinder with an inner radius of
163.8 cm a length of 546 cm.
• The magnet is modeled as a silicon cylinder of 37.4 cm thick with an inner
radius of 337.5 cm and a length of 10.5 m. The yoke is modeled as an iron
volume spaced between radii of 445 and 645 cm and a length of 14.8 m.
The yoke end cap is modeled in the range between z of 425.1 and 520 cm
on either side of the interaction point and a radius of 23.5 to 270 cm. The
second end cap consists of an iron-ﬁlled volume between z of 540.1 cm to
740 cm and radii of 23.5 cm and 445 cm.
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9.2 Selection
This section looks at various selection cuts and how this impacts the signal over
noise ratio. The two-charged-track selection selects of the generated events only
those with the topology of two charged tracks found in the detector. All the
other selections discussed in this section are applied on the set of events with
two charged tracks, hence include the two-charged-track selection.
9.2.1 Two charged tracks
Table 9.4 shows the amount of events produced for the signal and cumulative
background for 1 million simulated events. The table also shows the amount of
events with two charged tracks at generator level and with two charged tracks
when reconstructed with SGV in the 5-layer detector. 72% of the 3428 produced
τ˜ events decays into two charged tracks, compared to 19% of the background.
After reconstruction of the tracks, 62 % of the signal and 13 % of the background
remain, which increases the S/
√
B from 3.4 to 6.0.
Figure 9.5 shows the number of produced and reconstructed events divided
according to channel. The detector is more eﬃcient in reconstructing the signal
events than the background events.
Stage Total Events S eﬀS B eﬀB S/
√
B
prod. 1×106 3428 100 % 996572 100 % 3.4
2 ch.trk. 187813 2456 71.6 % 185357 18.6 % 5.7
rec. 129598 2119 61.8 % 127479 12.8 % 6.0
Table 9.4: Signal (S) and background (B) selection eﬃciency eﬀS,B, at the level
of production (prod.), 2-charged track production (2 ch.trk.), and reconstruction
of 2-charged tracks inside the detector (rec.). The eﬃciency is deﬁned as the
number of events in the the current level divided by the total number of events
generated. The S/
√
B ratio is also shown.
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Channel Production Rec 2 ch trk Rec eﬀ
signal 2456 2119 86.3 %
background:
0 τ WW 38345 29234 76.2 %
1 τ WW 32343 22847 70.6 %
2 τ WW 6901 4495 65.1 %
non-WW backg. 107768 70903 65.8 %
total backg. 185357 127479 68.8 %
Table 9.5: The amount of two-charged track events produced and reconstructed
in the 5L detector, split according to channel. The reconstruction eﬃciency is
also shown, deﬁned as the number of two-charged-track events reconstructed
divided by the number of two-charged-track events produced.
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Figure 9.4: The total charged plus neutral invariant mass of the system of e+e−
to two charged tracks showing the Z peak at 90 GeV and the s-channel resonant
peak.
9.2.2 Total invariant mass
Figure 9.4 shows the (frequency) distribution of the total mass (charged and
neutral) as reconstructed by SGV for the TESLA 5-layer detector from all events
with 2-charged tracks (the rec. level in table 9.4). The τ˜ channel (stau_staubar)
is superimposed onto the background, which itself consists of the 0, 1, and 2τ
WW channels (backg_WW_0tau and alike) and all other background channels
grouped into the ‘other’ category (backg_other).
The τ˜ signal is located between 180 and 350 GeV. Most of the background
in that region comes from the 0 and 1 τ WW events. The ‘other’ background
events are mostly located at the 500 GeV peak and low-energy region around
and below the Z peak.
When applying event selection for further analysis, the events are selected
if a certain property (mass) falls within the range given by the lower k− and
the upper bound k+. For either the signal or the background, let N(k−, k+) be
the number of events that falls within these boundaries and let N be the total
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number of produced events (3428 for the signal and 996572 for the background
as found in table 9.4). The selection eﬃciency is then deﬁned as:
s(k−, k+) =
N(k−, k+)
N
. (9.1)
Figure 9.5 shows the total-mass selection eﬃciency as a function of the
boundaries k− and k+ composed of all background channels (originally shown in
ﬁgure 9.4) The selection eﬃciency at the maximum range (k−, k+)=(0 GeV, 500
GeV) is 10 %, which is driven by the selection of 2-track events and exclusion
of the events with a total mass above 500 GeV.
The background eﬃciency falls sharply from 10% to 8% when the upper
boundary goes down to k+ = 490 GeV because of the exclustion of events from
the s-channel peak in the background at a mass of 500 GeV, seen in ﬁgure
9.4. Furthermore, there is a domain in this ﬁgure given by k− > 91 GeV and
k+ < 91 GeV, where the eﬃciency drops when crossing from the inside to the
outside. This drop is caused by the exclusion of the Z peak (see ﬁgure 9.4) from
the selection. Figure 9.6 shows the total-mass selection eﬃciency of the signal.
Contrary to the background, the selection eﬃciency remains above 60 % for a
region k− < 180 GeV and k+ > 350 GeV, which indicates that the signal mass
distribution is limited to the mass region of 180 to 350 GeV, as can be visually
conﬁrmed in ﬁgure 9.4.
Let the number of signal and background events between the cuts k− and
k+ be given by S = S(k−, k+) and B = B(k−, k+) respectively. To optimise the
selection boundaries k− and k+, the ratio
ρ =
S√
B
=
S(k−, k+)√
B(k−, k+)
(9.2)
is maximised. This roughly maximises the signal compared to the background
noise uncertainty, that is, the statistical signiﬁcance of a single observation.
Figure 9.7 shows the ratio ρ as a function of the boundaries and ﬁgure 9.8
a 3D representation thereof. These ﬁgures indicate that the signal is max-
imised versus the background noise uncertainty if the total mass selection is
(k−, k+)=(152.5 GeV, 362.5 GeV) to an S/
√
B ratio of 10.
Table 9.6 shows the amount of events before and after selection given the
above boundaries, for both the 5-layer and the 4-layer detector, using the same
optimal cuts for both detectors. These eﬃciencies are deﬁned as:
sX(k−, k+) =
NX(k−, k+)
NX
, (9.3)
with NX(k−, k+) the amount of events for the selection k− and k− for channel
X and but with NX the amount of events of channel X reconstructed in the
detector, as shown in table 9.5.
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Figure 9.5: The total-mass selection eﬃency s(k−, k+) for the background, with
k− and k+ the lower and upper boundary.
The diﬀerence between the 5- and 4-layer detectors is insigniﬁcant for these
cuts. In general, the selections on the total mass are most eﬀective on the non-
WW background, which is reduced to 7%. The 1 τ WW background, reduced
to 61%, is least aﬀected by the selection.
Channel X sX 5L (%) sX 4L (%)
signal 86.7 86.7
0 τ WW 48.3 48.3
1 τ WW 60.8 60.8
2 τ WW 37.9 38.2
non-WW backg. 7.38 7.37
Table 9.6: The channel selection eﬃciency sX for the 5- and 4-layer detector at
a selection of the total mass between 152.5 GeV and 362.5 GeV.
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Figure 9.6: The total-mass selection eﬃency s(k−, k+) for the signal.
k- (GeV)
0 100 200 300 400 500
k+
 (G
eV
)
0
100
200
300
400
500
0
1
2
3
4
5
6
7
8
9
Figure 9.7: S√
B
as a function of the selection boundaries.
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Figure 9.8: A 3D representation of ﬁgure 9.7.
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Figure 9.9: The visible invariant-mass distribution of the two charged tracks in
the event.
9.2.3 Visible mass
Figure 9.9 shows the distribution of the visible mass, deﬁned as the invariant
mass of the two charged tracks. The signal is located below the Z peak of 91
GeV, and the largest background comes from the 1 τ WW channel.
Figure 9.10 shows the background selection eﬃciency, which has a maximum
at the range (0 GeV, 200 GeV) and a sharp change at 91 GeV because of the
Z peak. Figure 9.11 shows the signal eﬃciency and indicates that 60% of the
signal is located in the region below 30 GeV, i.e., for k− = 0 and k+ = 30 GeV.
Figure 9.12 shows the S√
B
distribution and ﬁgure 9.13 a 3D representation.
The optimal boundary lies at (k−, k+)=(5 GeV, 57 GeV). Table 9.7 shows the
amount of events before and after selection given the above boundaries. The
selection cuts hardest in the 0 τ WW and the non-WW background channel,
down to 4 and 8% respectively for both detectors.
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Figure 9.10: The visible-mass background selection eﬃciency as a function of
the selection boundaries.
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Figure 9.11: The visible-mass signal selection eﬃciency as a function of the
selection boundaries.
9.2. SELECTION 177
k- (GeV)
0 50 100 150 200
k+
 (G
eV
)
0
50
100
150
200
0
2
4
6
8
10
12
14
Figure 9.12: The visible-mass S√
B
distribution as a function of the selection
boundaries.
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Figure 9.13: A 3D representation of ﬁgure 9.12.
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Channel X sX 5L (%) sX 4L (%)
signal 76.2 76.2
0 τ WW 4.11 4.35
1 τ WW 13.2 13.5
2 τ WW 37.9 38.4
non-WW backg. 7.83 8.00
Table 9.7: The channel selection eﬃciency sX for the 5- and 4-layer detector at
a visible mass selection range of 3 to 70 GeV.
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9.2.4 Track-to-beam angle
Figure 9.14 shows the distribution of the track-to-beam angle of the charged
tracks, i.e., the angle between the charged track and the e− beam direction.
There are two entries in the distribution per event, each one corresponding to
one of the charged tracks.
This distribution shows that the tracks from the WW events are mostly in
the direction of the beam whereas the τ˜ events and the non-WW background
channels decay more towards the plane perpendicular to the beam axis. Figure
9.15 shows the background selection eﬃciency, which is peaked at (-1, 1) and
drops oﬀ to 70% at (−0.9, 0.9).
Figure 9.16 shows the signal selection eﬃciency, which is not as peaked as
the background and doesn’t drop rapidly for k− > −1 and k+ < 1. Figure 9.17
shows the S√
B
distribution and ﬁgure 9.18 a 3D representation. The optimal
boundary according to this ﬁgure is −0.75 < cos θ < 0.93. Table 9.8 shows the
amount of events before and after selection given the above boundaries. The
signal is reduced to 58%, and all the WW channels to below 20% for both
detectors.
Channel X sX 5L (%) sX 4L (%)
signal 42.2 42.0
0 τ WW 7.61 7.64
1 τ WW 7.97 7.90
2 τ WW 8.74 9.02
non-WW backg. 21.8 21.6
Table 9.8: The channel selection eﬃciency sX for the 5- and 4-layer detector for
the range −0.75 < cos θ < 0.93.
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Figure 9.14: The cos θ distribution, with θ± the angle of the e− beam axis
with the ± charged track. The cos θ− and cos θ+ values are counted in the
distribution.
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Figure 9.15: The background-selection eﬃciency using the track-to-beam angle
versus the selection boundaries.
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Figure 9.16: The signal-selection eﬃciency using the track-to-beam angle versus
the selection boundaries.
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Figure 9.17: The S√
B
distribution for the track-to-beam angle selection eﬃcien-
cies.
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Figure 9.18: A 3D representation of ﬁgure 9.17.
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Figure 9.19: The cos ζ distribution, with ζ the angle between the charged tracks.
9.2.5 Track angle
Figure 9.19 shows the distribution of cos ζ, with ζ the angle between the two
charged tracks. The WW background tracks are mostly back-to-back; the non-
WW background track angle distribution has peaks at cos ζ = 0.7 and cos ζ = 1.
Figure 9.20 shows the background selection eﬃciency. The eﬃciency drops
rapidly to 5% when k− is increased from −1 to −0.9. Figure 9.21 shows the
signal selection eﬃciency. The distribution is not as peaked as the background.
Figure 9.22 shows the ratio S√
B
and ﬁgure 9.23 a 3D representation. These ﬁg-
ures show that a selection of (k−, k+) = (−0.83, 0.37) seems optimal. Table 9.9
shows the amount of events before and after selection given the above bound-
aries. The signal is reduced to 71%, the WW events to around 12—14% and
the non-WW background to 40%.
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Figure 9.20: The cos ζ background selection eﬃciency.
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Figure 9.21: The cos ζ signal selection eﬃciency.
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Figure 9.22: The ratio S√
B
for the cos ζ selection eﬃciency as a function of the
selection boundaries.
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Figure 9.23: A 3D representation of ﬁgure 9.22.
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Channel X sX 5L (%) sX 4L (%)
signal 71.3 71.2
0 τ WW 12.2 12.2
1 τ WW 13.0 12.9
2 τ WW 14.1 14.5
non-WW backg. 39.8 39.8
Table 9.9: The channel selection eﬃciency sX for the 5- and 4-layer detector for
the range cos ζ from −0.83 to 0.37.
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Figure 9.24: The pT distribution.
9.2.6 pT
Figure 9.24 shows the pT distribution. The 0 τ WW and the non-WW back-
ground peaks in a region of 40 to 50 GeV. The signal is located mostly in the
region pT < 40 GeV. Figure 9.25 shows the background selection eﬃciency as a
function of the selection boundaries, and ﬁgure 9.26 shows the signal selection
eﬃciency.
Figure 9.27 shows the diﬀerence in selection eﬃciency and ﬁgure 9.28 a 3D
representation. These ﬁgures show that a selection range of 0.5 GeV to 28.5
GeV for the pT seems optimal. Table 9.10 shows the eﬃciencies per channel
given these boundaries. The 2 τ WW and the signal have a similar eﬃciency of
around 45%, apparently the τ decay is very similar in pT . The 1 and 0 τ WW
channels are reduced to less than 10 and 3% respectively.
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Figure 9.25: pT background selection eﬃciency.
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Figure 9.26: pT signal selection eﬃciency.
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Figure 9.27: The S√
B
distribution for pT as a function of the selection boundaries.
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Figure 9.28: A 3D representation of ﬁgure 9.27.
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Channel X sX 5L (%) sX 4L (%)
signal 46.8 47.2
0 τ WW 2.72 2.65
1 τ WW 10.2 10.0
2 τ WW 45.3 45.8
non-WW backg. 7.99 7.93
Table 9.10: The channel selection eﬃciency sX for the 5- and 4-layer detector
for the pT range of 0.5 to 28.5 GeV.
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Figure 9.29: The impact-parameter (IP) distribution of the two charged tracks
in the rφ plane of the detector.
9.2.7 Impact parameter
Figure 9.29 shows the distribution of the impact parameter (IP) in the rφ plane.
The distribution is asymmetric and peaked at around a few μm. Figure 9.30
shows the background selection eﬃciency and ﬁgure 9.31 that of the signal. The
background is sharply peaked at IP below a few μm whereas the signal eﬃciency
degrades slowly for K− of up to 100 μm and k+ > 0.1 cm. Figure 9.32 shows
the S√
B
distribution and ﬁgure 9.33 a 3D representation. These ﬁgures show
that the optimum lies in the range of 16.5 μm to 1.7 mm. Table 9.11 shows the
signal and background eﬃciencies for the 5- and 4-layer detector at the optimum
range. The signal is reduced to 52 %; the 2τWW background is reduced to a
comparable size of 55 %. This, because the 2τ decay is very comparable for the
two channels. The 1 τ WW channel is reduced to 8—9%, whereas the non-WW
backgrounds are reduced to less than 3% because of the lack of τ decays.
9.3 Conclusion
Given the selection eﬃciencies obtained above, the following selection criteria
and boundaries to improve the signal over background ratio are derived:
• there are only two reconstructed charged tracks;
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Figure 9.30: The IP background selection eﬃciency.
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Figure 9.31: The IP signal selection eﬃciency.
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Figure 9.32: The S√
B
distribution of the impact parameter selection eﬃciency.
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Figure 9.33: A 3D representation of ﬁgure 9.32.
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Channel X sX 5L (%) error (%) sX 4L (%) error (%)
signal 52.3 1.57 53.9 1.59
0 τ WW 2.81 0.10 2.83 0.10
1 τ WW 8.78 0.20 9.02 0.20
2 τ WW 55.8 1.11 56.6 1.11
non-WW backg. 2.16 0.06 2.38 0.06
Table 9.11: The channel selection eﬃciency sX and corresponding statistical
error for the 5- and 4-layer detector for the IP selection between 16.5 μm and
1.7 mm.
• the total mass of the system mtotal must be between 152.5 and 362.5 GeV;
• the visible mass of the two charged tracks mvisible must be between 5 and
57 GeV;
• the tranverse momentum pT must be between 0.5 and 28.5 GeV;
• the angle of the charged tracks with respect to the beam axis must be
−0.83 < cos θ < 0.37;
• the angle between the charged tracks must be −0.75 < cos ζ < 0.93;
• the impact parameter IP must be between 16.5 μm and 1.7 mm.
Table 9.12 shows the signal and background eﬃciencies per channel given the
above selection criteria. The table also shows the total eﬃciency. The selections
result in a S/
√
B ratio of 58.0 for the 5-layer detector and 57.9 for the 4-layer
detector, compared to S/
√
B = 3.4 before the selection is applied. The signal
is reduced to 8% and the background to (9×10−4)%, which is essentially a
background-free sample.
The diﬀerence in performance between the two detectors, based on the mea-
surements in this work, is minimal. The IP resolution is already good enough
for both detectors, given the requirements. The extra layer adds only little to
the total performance. For this search channel there is no reason to prefer a
5-layer pixel detector over a 4-layer detector.
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Summary
This work contains two parts. The ﬁrst part demonstrates the feasability of
a readout system for the MIMOSA-V pixel sensor with on-the-ﬂy cluster col-
lection, called the G1 system, and characterises the sensor using this system.
The second part investigates the supersymmetric (SUSY) process e+e− → τ˜ τ˜
at a center of mass energy of 500 GeV, through the simulation of a detector in
a e+e− linear collider, and examines how to reduce the background through a
series of selections.
The G1 system was designed and built around the pixel sensor. It contains
a processor (custom developed for this work) and connects to the PC. The
MIMOSA-V pixel sensor has four matrices of 512×510 pixels with a pitch of 17×
17 μm. The sytem reads out the sensor in three possible modes: raw, steamed,
and cooked. During raw mode the system sends the raw pixel value in 8-bit
format to the PC, during steamed mode it sends an 8-bit value resulting from
correlated double sampling (CDS, a process that subtracts the zero background
of each pixel from its signal), and during cooked mode it only sends the value
of the pixels that have a signal above a certain threshold (and after CDS).
Cooked mode is the on-the-ﬂy cluster collection mode. The results show that it
is feasible to readout the sensor with cooked mode.
Using these modes, it shows that the average pixel at room temperature
has a nonzero average and a standard deviation of 2.2 ADC counts, and that
CDS value has zero mean with a standard deviation of 2.2 ADC counts. In
addition, there is a slight correlation between nearest neighbouring pixels on
the chip in the readout direction, and no correlation in the direction on the
sensor perpendicular to the readout direction. The correlation disappears at
distances more than one pixel, but a slight anticorrelation appears at a distance
of 6 pixels in the readout direction, caused by the on-chip readout system of the
pixel sensor, which groups pixels into units of 6. This correlation is shifts the
centre of mass of the cluster systematically with 2.38± 0.51 μm in the readout
direction.
This work also includes measurements of the response of the sensor to the
radiation of a 55Fe and a 90Sr source. Results show that the 5.9 keV photon of
the Fe source produces a Gaussian signal with a mean of 38 ± 1 ADC counts,
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corresponding to a conversion ratio for the sensor of 6.3 ± 0.2 ADC counts
per keV for photons. The 90Sr source emits electrons of 0.5 and 2.3 MeV in
equal amounts, of which the 2.3 MeV electron is minimum ionising. GEANT4
simulations of the source and the sensor show that only the 2.3 MeV electrons
make it to the sensor (the others are dispersed in the air) and that these deposit
6.0 keV in the sensitive layer. Measurements with the source show a signal with
a Poisson distribution with a mean of 38.0 ± 0.5 ADC counts, which results
in a conversion ratio of 6.3 ± 0.2 ADC counts per keV for minimum-ionising
electrons.
Finally, experiments to test the inﬂuence of RF radiation of 4.2 GHz shows
that there is no observable RF pickup for ﬁeld strengths of up to 30±3 mW/m2.
The second part of this work examines the SUSY process e+e− → τ˜ τ˜ with
unpolarised beams at a center of mass energy of 500 GeV in the topology of two
charged tracks plus missing energy. The generation of the e+e− → τ˜ τ˜ and e+e−
collision processes is done with Pythia 5.720 and JETSET 7.408. The detector
is modeled as the TESLA detector, with one version containing ﬁve layers in
the vertex detector (the 5-layer detector), and one version containing only four
layers (the 4-layer detector).
The analysis shows that, using the selection as speciﬁed in the chapter, the
original S/
√
B ratio of 3.4 is improved to 58.0 for the 5-layer detector and 57.9
for the 4-layer detector. With the applied selection cuts the original signal is
reduced to 8% and the background to (9×10−4)%, which results in essentially
a background-free sample. The results show that, for this channel, there is no
reason to prefer a 5-layer pixel detector over a 4-layer detector.
Samenvatting
Dit werk bestaat uit twee gedeeltes. Het eerste gedeelte toont de haalbaarheid
van een uitleessysteem voor de MIMOSA-V pixel sensor met on-the-ﬂy cluster
collectie, genaamd het G1 systeem, en karakteriseert de sensor met did systeem.
Het tweede gedeelte onderzoekt het supersymmetriche (SUSY) proces e+e− →
τ˜ τ˜ bij een massamiddelpuntsenergie van 500 GeV, door een simulatie van een
detector van een e+e− lineaire versneller, en onderzoekt hoe de achtergrond te
reduceren door middel van een serie selecties.
Het G1 systeem is om de pixel sensor heen ontwikkeld en gebouwd. Het bevat
een processor (speciaal gemaakt voor dit werk) en staat in verbinding met een
computer. De MIMOSA-V pixel sensor heeft vier matrices van 512× 510 pixels
met een grootte van 17 × 17 μm. Het systeem leest de sensor uit volgens drie
modes: raw, steamed en cooked. Bij raw mode stuurt het systeem de rauwe
pixel waarde in 8-bit formaat naar de PC, bij cooked mode zend het een 8-bit
waarde die het resultaat is van correlated double sampling (CDS, een proces
dat de nul achtergrond van elke pixel aftrekt van het signaal), en bij cooked
mode zend het alleen de waarde van de pixels die boven een bepaald niveau
komen (en na CDS). Cooked mode is de on-the-ﬂy cluster collectie mode. De
resultaten tonen aan dat het haalbaar is een uitleessysteem te bouwen met on-
the-ﬂy cluster collectie.
Gebruik makende van deze modes, blijkt dat de gemiddelde pixel bij kamertem-
peratuur een gemiddelde van niet nul heeft en een standaard deviatie van 2.2
ADC tikken, en dat de CDS waarde een gemiddelde van nul heeft met een
standaard deviatie van 2.2 ADC tikken. Er is een lichte correlatie tussen de
dichtstbijzijnde buren van pixels op de sensor in de uitleesrichting, en geen cor-
relatie in de richting loodrecht op de uitleesrichting. The correlatie verdwijnt bij
grotere afstanden, maar een lichte anticorrelatie komt terug op een afstand van 6
pixels in de uitleesrichting, hetgeen veroorzaakt wordt door het uitleessysteem
op de chip dat de pixels in eenheden van 6 groepeert. Deze correlatie ver-
plaatst het massamiddelpunt van de cluster systematisch met 2.38± 0.51 μm in
de uitleesrichting.
Dit werk bevat ook metingen van de reactie van de sensor op de straling van
een 55Fe en een 90Sr bron. Resultaten tonen aan dat het 5.9 keV foton van de Fe
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bron een Gaussiaans signaal teweegbrengt met een gemiddelde van 38± 1 ADC
tikken, hetgeen overeenkomt met een conversie ratio van de sensor van 6.3± 0.2
ADC tikken per keV voor fotonen. De 90Sr bron straalt elektronen van 0.5 en
2.3 MeV in gelijke mate uit, waarvan het 2.3 MeV elektron minimaal ioniserend
wordt genoemd. GEANT4 simulaties van de bron en de sensor tonen dat alleen
de 2.3 MeV elektronen tot de sensor geraken (bij de andere treedt dispersie in
de lucht op) en dat deze 6.0 keV in de gevoelige laag van de sensor deponeren.
Metingen met de bron tonen een signaal met een Poisson distributie met een
gemiddelde van 38.0± 0.5 ADC tikken, hetgeen overeenkomt met een conversie
ratio van 6.3± 0.2 ADC tikken per keV voor minimaal-ioniserende elektronen.
Experimenten om de invloed van RF straling van 4.2 GHz op de sensor te
bepalen tonen aan dat er geen observeerbare RF pickup is voor veldsterktes tot
30± 3 mW/m2.
Het tweede gedeelte van dit werk onderzoekt het SUSY proces e+e− → τ˜ τ˜
met ongepolariseerde stralen bij een massamiddelpuntsenergie van 500 GeV in
de topologie van twee geladen banen en ontbrekende energie. De creatie van het
e+e− → τ˜ τ˜ en e+e− botsingsproces wordt met Pythia 5.720 en JETSET 7.408
gedaan. De detector is gemodelleerd zoals de TESLA detector, met een versie
met vijf lagen in de vertex detector (de vijﬂaags detector) en een met vier lagen
(de vierlaags detector).
De analyse toont aan dat, gebruik makende van de selecties zoals getoond
in het hoofdstuk, de originele S/
√
B ratio van 3.4 verbetert naar 58.0 voor
de vijﬂaags detector en 57.9 voor de vierlaags detector. Met deze selecties
is het originele signaal tot 8% gereduceerd en de achtergrond tot (9×10−4)%,
hetgeen resulteert in een bijna achtergrondvrije sample. De resultaten tonen
aan dat, voor dit kanaal, er geen voorkeur is voor een vijﬂaags detector boven
een vierlaags detector.
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