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Abstract
Hypothesis testing for latent position random graphs is a growing area of
research, particularly motivated by needs in areas such as neuroscience, fraud
detection, and social networks. We explore two problems of statistical infer-
ence. Currently, methods such as adjacency spectral embedding (ASE) are
used to create test statistics for random graphs. The first chapter of our study
presents non-metric multidimensional scaling as an alternative to ASE. We
show our procedure is functional for both simulated data and for graphs
generated from MRI scans. In the second chapter we explore classical applica-
tions of statistical inference in a multi-graph setting. We will isolate important
vertices across a set of graphs, and then determine correlations between the
important vertices and physical vertex features. We use the same MRI data
from Chapter 1. The overall goal of these studies is to test new concepts of
statistical inference on graphs via simulations and explorations of real-world
data.
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The classical problem of two-sample hypothesis testing is relatively new in
the setting of latent position random graphs. Previous research outlines theo-
retical and practical applications of two-sample hypothesis testing (Tang et al.,
2017, Ghoshdastier et al., 2017, Ginestet et al., 2017). Tang et al., which presents
the first study on two-sample testing, outlines a procedure based on the ad-
jacency spectral embedding (ASE) of two random dot product graphs. Our
goal is to expand the scope of this hypothesis test by exploring a framework
using non-metric multidimensional scaling in lieu of ASE and by examining
other link functions beyond the dot product. Using simulated data and graph
networks from a mouse connectome, we demonstrate the feasibility of our
methods.
We consider the setting of two unweighted, undirected latent position ran-
dom graphs with a known vertex correspondence. The latent positions of the
two graphs are i.i.d. drawn from two unknown distributions. The goal of
our two-sample hypothesis test is to determine if these two latent positions
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are equal. Our statistical test is semi-parametric in the sense we assume the
latent positions do not originate from a non-parametric distribution. However
our test concerns comparing the two latent positions without estimating the
parameters of the underlying distributions.
In Tang et al., the authors develop a test statistic based on the spectral embed-
dings of two graphs’ adjacency matrices. With this method, the two graphs
are represented in low-dimension Euclidean space and the test statistic is a
distance measure of their new sets of coordinates. The consistency, asymptotic
normality, and robustness of the ASE method to estimate latent positions
has been previously studied (Athreya et al., 2018). Using a bootstrapping
procedure, Tang et al. demonstrates the increasing power of a distance-based
test statistic as the differences between the underlying distributions increase.
Building on this concept of a distance metric based on estimated latent posi-
tions, we provide two new contributions.
First, we show non-metric multidimensional scaling (NMDS) is another vi-
able method of reducing a high-dimension adjacency matrix to a set of low-
dimension coordinates suitable for statistical inference. In any latent position
graph, the matrix of latent position vectors, X, are not observable, but via
ASE of the adjacency matrix, the latent positions can be estimated. Along the
same line, we propose NMDS to represent the latent positions in d-dimensions
and use the resulting coordinates to build a test statistic. The likelihood of
an edge in a latent position graph is dependent upon a distance measure;
abstractly speaking, a greater distance represents a smaller likelihood of a
connection. Because NMDS is a dimension reduction technique based on
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preserving ordinality of distances between data points, it may be well-suited
to a latent position graph problem. Unlike the ASE method, which is based
on an eigendecomposition of the adjacency matrix, NMDS uses an iterative
technique based on distance measures. Depending on the initialization, the
final set of coordinates may be rotated, flipped, or translated. Consequently, a
test-statistic created by NMDS ordination may be able to capture the equality
of X and Y up to an orthogonal transformation.
Second, we examine new link functions beyond the dot product. In the in-
stance of a random dot product graph (RDPG), the probability of an edge, or
link, is determined by a probability matrix, P = XXT. Each entry of matrix
P is a Bernoulli random variable. In reality, the link function, dot product
or otherwise, is unknown. We show that the method for two-sample hy-
pothesis testing of RDPGs in Tang et al. can also be applied to graphs with
different link functions. We explore a logistic link function and a Gaussian
link function, with and without scaling. In the case of either link function,
the increasing distance between latent positions decreases the likelihood of
an edge between two nodes. We further demonstrate the link functions of
two graphs do not need to be the same in order to perform a two-sample
hypothesis test. Previous studies have assumed the link functions between
two graphs are equivalent. By showing they need not be, we propose our test
statistic can be more broadly applied.
We apply our methodology to both simulated data and real-world data from
mouse connectomes. We will test the viability of both the new logistic link
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function and NMDS on simulated data; we test the NMDS method on connec-
tome data, but not the new link function. To simulate test data, we generate
latent positions by randomly sampling data from two normal distributions, F
and G, create a probability matrix using one of the new link functions, and
then formulate the adjacency matrices based on these probabilities. From
here, we use NMDS to “recover" latent positions. NMDS does not directly
estimate the latent positions, but provides a representation in lower dimension
thereby enabling subsequent statistical inference. Given the NMDS coordi-
nates, X̂ and Ŷ, we then calculate their similarities by taking the Procrustes
difference. Because Procrustes allows for the scaling and rotation of matrices,
it is well-suited as a test statistic for ordination methods such as NMDS. Using
a bootstrap procedure, we will calculate the power of the Procrustes distance
test statistic as we vary one latent position distribution, G, by a small factor.
We will also create a second test statistic: the Frobenius norm of the differences
between adjacency matrices, prior to applying NMDS.
We are able to use mouse connectome data to test the capability of the NMDS
method. In this setting link functions are unknown. The mouse connectome
dataset provides 8 MRI scans from 4 distinct mouse genotypes, labeled: C57,
CAST, DB2, and BTBR. We are able to convert each of the 32 scans into dis-
tinct graphs. We create a two-sample test by making pairwise comparisons
between each of the 4 mice. Using a permutation test we assess whether the
latent positions of the genotypes are similar.
In the following sections we will present our methodology and experimental
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results. Overall, we intend to expand upon previous studies of statistical infer-
ence on two graphs. We present a novel way of representing latent positions
by proposing NMDS instead of ASE. Additionally, we show a distance-based
test statistic is viable given different sets of link functions aside from the dot
product.
1.1 Definitions
1.1.1 Latent position random graph
A random graph is a network whose edges are determined by a random
variable. In our study, a connection is the outcome of a Bernoulli trial: an
entry of the adjacency matrix, aij = 1 with probability pij. An entry of the
probability matrix P is created by a link function between latent positions:
pij = κ(xi, xj). The link function, κ, could be any probabalistic function such
that κ(X, X) → [0, 1]. Previous studies have surveyed the random dot product
graph, wherein P = XXT. Our study examines the use of either a logistic link
function or Gaussian kernel. Both allow for a scaling factor, a.:
Logistic: pij = 1/(1 + exp (a|xi − xj|2))
Gaussian: pij = exp (−a|xi − xj|2)
Each row vector, xi or xj, of a latent position matrix corresponds to a node, i or
j. As the difference between the latent positions increases, the probability of an
edge existing between nodes i and j decreases. Overall, the latent positions are
unobserved random variables and the link functions are unknown. Because
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we only observe adjacency matrix, A, we must infer the latent positions using
methods such as ASE or NMDS to make downstream statistical tests.
1.1.2 Adjacency Spectral Embedding
Previous studies of inference on random graphs have used adjacency spectral
embedding to estimate latent positions. In general, an adjacency spectral
embedding is based on the eigendecomposition of an adjacency matrix: A =
UASAUTA. The adjacency spectral embedding in d-dimensions is defined as
ÛŜ1/2 where Û is a n × d matrix comprised of the top d eigenvectors, and Ŝ is
the corresponding matrix of singular values. We note that because we take the
square root of Ŝ, the singular values must be non-negative to avoid imaginary
numbers. Prior research has shown the ASE method is a reasonably good
approximation of latent positions, as the adjacency matrix, A, and underlying
probability matrix, P, are similar enough (Oliveira, 2009, Davis and Kahan,
1970). In Oliveira 2009 the author shows the norm of the difference between an
n × n adjacency matrix and the corresponding probability matrix is bounded:
∥A − P∥ ∼ C(
√
n log n), where C is a constant. Furthermore, an application
of the Davis- Kahan Theorm shows the subspace spanned by the the d-largest
eigenvectors of UA is reasonably close to the subspace spanned by the d-
largest eigenvectors of UP (Davis and Kahan, 1970). Other authors further
refine and prove this result (Lu and Peng, 2013, Cape et al., 2017, and Yu et
al., 2015). As a consequence of the “closeness" between A and P, an adjacency
spectral embedding of the observable A is a reasonably good approximation of
P = XXT. The ASE of A yields: X̂ = ÛŜ1/2. ASE is a well-studied method for
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approximating latent positions; we will leverage this in our multi-graph study
in Chapter 2. However, Chapter 1 explores the ability of NMDS represent
latent positions.
1.1.3 Non-metric Multidimensional Scaling
Non-metric multidimensional scaling (NMDS) is an ordination method which
reduces an n-dimensional matrix to a lower d-dimensional space. To begin,
NMDS requires a n × n pairwise distance matrix, D, in which the distance
measure can be any user-defined distance. A software program will create an
initial ordering of the n-dimensional data in d-dimensions and then calculate





(dij − d̂ij)/ ∑
i,j
d2ij (1.1)
The Stress function measures disagreement between the rank-order difference
in the original n-dimensions to the new rank-order differences in d-dimensions.
In the above equation, dij is the distance created by the ordination of data
points pi and pj in the d-dimensional space. A regression of the original dis-
tance matrix on the ordinated distance matrix is calculated; the predicted
distances are d̂ij. In an optimal arrangement, the predicted distances will
be equal to the ordinated distances, which is to say the rank-order of the
original distances is preserved. A software program will iteratively arrange
the ordinated distances in d-dimensions until the Stress function reaches a
small enough value, or until a user-defined stopping point is reached. We
acknowledge a couple disadvantages of NMDS. First, we may not reach a
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global optimum, depending on initialization. Second, NMDS may be expen-
sive to compute. A final note: while NMDS preserves the rank-order in the
final ordination, the final result may need to be rotated, scaled, or translated
for the necessary interpretation.
In our experiments, we will use NMDS to reduce two n × n adjacency matri-
ces, A and B, to two-dimensions. We will show the resulting n × 2 coordinates
can be used for two-sample hypothesis testing.
1.1.4 Two test statistics: Frobenius Norm and Procrustes Dis-
tance
We are proposing a two-sample hypothesis framework which uses the norm
of a distance measure. In our simulations we create two types test statistics: a
Frobenius norm and a Procrustes distance. First, we compute the Frobenius
norm of the difference between two adjacency matrices. The Frobenius norm
of the difference is defined as:




|(aij − bij)|2 (1.2)
We will build a distribution of Frobenius norm test statistics via the bootstrap
method outlined in the Methods section. In general, a large statistic will
suggest the two adjacency matrices are not “close.”
The second statistic is a Procrustes distance of the two sets of coordinates
resulting from NMDS. A Procrustes alignment solves the following:
P = min
W
X̂ − ŶWF (1.3)
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In the above equation, X̂ and Ŷ are the n× d coordinates resulting from NMDS.
Due to the iterative nature of NMDS, the two sets of coordinates for each set
may need to be transformed such that their configuration is as “similar” as
possible. The Procrustes distance finds the optimal orthogonal transforma-
tion, W, which will minimize the distance between X̂ and Ŷ. In addition to
exploring the Procrustes’ suitability as a test under an NMDS framework,
we also aim to show that a scaling factor within the link function should not
impact the power of the test. We will construct a distribution of Procrustes
test statistics with a bootstrap procedure. Ultimately, we want to compare the
power of the Frobenius and Procrustes tests as we vary distributions F, G, and
the scaling factor, a.
1.1.5 Mouse Connectome Data
A connectome is a mapping of neuronal signals within a brain. The Mouse
Connectome dataset is comprised of MRI scans from 4 distinct genotypes,
with 8 scans per mouse. The 32 scans are converted to 332 × 332 graphs in
which each vertex of the graph represents a region of the brain and an edge
indicates a connection between two regions. In the context of a latent position
random graph, we might consider that the latent positions of the 32 scans are
i.i.d. drawn from a distributions unique to their genotypes.
All graphs have a known vertex correspondence. Furthermore, physical fea-
tures of the brain, such as the vertex volume and location, are the same from
scan to scan. After some initial analyses of the 32 scans, neuroscientists no-
ticed a physiological difference between BTBR and the other three genotypes:
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“BTBR mice exhibit a 100% absence of the corpus callosum and a severely
reduced hippocampal commissure” (Wahlsten et al., 2003). We exclude BTBR
from analyses in Chapter 2, but include BTBR in our Chapter 1 exploration.
1.2 Methods
1.2.1 Method for Simulated Data
In theory, two sets of latent positions positions, X and Y, are drawn i.i.d. from
two distributions to generate two n × n graphs, Gx and Gy. In a real-world
setting we only observe the adjacency matrices, A and B. We propose NMDS
can be used to represent the latent positions, X̂ and Ŷ, such that they are
suitable for statistical inference. The method of our two-sample hypothesis
bootstrap procedure is outlined below. In the simulated experiments we must
artificially create the latent positions and link function.
Step 1. Construct X and Y from two bivariate normal
distributions; the latent positions, Y, are a small
perturbation of X.
X ∼ N (0, I2)
Z ∼ N (0, ϵI2)
Y = X + Z
Step 2. From the latent positions, create the edge prob-
ability matrices, P and Q, using a logistic link
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function or a Gaussian kernel.
pij = 1/(1 + exp (a|xi − xj|2)) Logistic
pij = exp−(a|xi − xj|2) Gaussian
The value |xi − xj| is the pairwise difference of
the row vectors in X. We similarly calculate
qij from |yi − yj| to create Y. The logistic func-
tion is in a sense ‘adjusted’ as it is a slightly
modified version of the original logistic func-
tion: 1/(1 + exp (−|xi − xj|2)). We require this
adjustment to ensure the likelihood of a connec-
tion decreases as the distance between latent
positions increases.
Step 3. The adjacency matrices, A and B, are formu-




Step 4. We repeat these trials m = 20 times, and calcu-
late the mean of the 20 trials to create the mean
adjacency matrices, Ā, B̄. The values of Ā, B̄
will approach the actual pij, qij, but there is still
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some level of noise.
Step 5. Compute the Frobenius norm test statistic:
TF = ∥Ā − B̄∥F
Step 6. Compute “pass-to-rank” function on Ā, B̄ such
that their entries are ordinal
Step 7. We then calculate 1− Ā and 1− B̄ to convert the
“similarities” to “dissimilarities,” as is required
for NMDS
Step 8. We use an NMDS function from the smacof
library in R to calculate the coordinates of the
latent positions in 2 dimensions; the results, X̂
and Ŷ, are two n × 2 dimension matrices.





Step 10. Repeat Steps 1 - 9 for 200 trials to create distri-
butions of the two test statistics, TF and TP.
In the first experiment, we will run the bootstrapping procedure for ϵ ≥ 0.
When ϵ = 0 we are computing the test-statistic under the null-hypothesis,
H0 : X = Y. As we increase the value ϵ, we expect to see both TF and TP
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increase in power. In the second experiment we examine the case in which a
scaling factor is incorporated in the link function.
1.2.2 Method for Connectome Data
In the previous experiments, we test H0 : X = Y for simulated data. In the
case of the mouse connectome data, we test whether the latent positions of
the 4 genotypes are equivalent: XC57 = XCAST = XDB2 = XBTBR. For each
pair of mice, we run a permutation test, for a total of 6 tests. An example with
two mice, C57 and CAST, is outlined below. We recall, each genotype has a
corresponding list of 8 adjacency matrices originating from the 8 MRI scans:
C57.list = [AC571 , AC572 , . . . AC578 ]
CAST.list = [ACAST1 , ACAST2 , . . . ACAST8 ]












Step 2. Apply NMDS to ĀC57 and ĀCAST. The result-
ing coordinates are two 332 × 2 matrices.
Step 3. Given the results of the NMDS procedure, we
compute the Procrustes distance between the
13




Step 4. Permute the scans within the two lists, C57.list
and CAST.list, to create two new lists, each of
length 8. For example:
A.list.perm = [AC574 , ACAST7 , AC577 , ACAST3 , . . . AC576 ]
B.list.perm = [ACAST6 , AC575 , AC571 , ACAST8 , . . . ACAST4 ]
Step 5. Compute Ā and B̄ from the two permuted lists
Step 6. Re-apply NMDS to Ā and B̄. Re-compute the
Procrustes distance on the estimated coordi-
nates
Step 7. Repeat Steps 4 - 6 for 100 (or more) trials to
create a distribution of statistics based on the
re-arranged lists.
The null hypothesis assumes the scans of the two genotypes are exchangeable.
If the test statistic computed in Step 3 falls within the 95th percentile of the
distribution created in Step 7, we reject the null.
1.2.3 Program for Simulated data
Pseudo-code for bootstrap function
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Bootstrap(eps, scale, bs, n):
While count < bs:
X <- mvnorm(row = n, Mu = c(0,0), Sigma = diag(2))
Z <- mvnorm(row = n, Mu = c(0,0), Sigma = eps*diag(2))
Y <- X + Z
P <- edge.prob.generator(X, scale)
Q <- edge.prob.generator(Y, scale)
for (i in 1:m){
A_list[[i]] <- rg.sample(P); B_list[[i]] <- rg.sample(Q) }
A_bar <- mean(A_list); B_bar <- mean(B_list)
T_f <- norm(A_bar - B_bar, type = "F")
Abar.mds <- PTR(1-A_bar) ; Bbar.mds <- PTR(1-B_bar)
Xhat <- NMDS(Abar.mds, type = "ordinal", ndim = 2)
Yhat <- NMDS(Bbar.mds, type = "ordinal", ndim = 2)
T_x <- procrustes(Xhat, Yhat); T_y <- procrustes(Yhat, Xhat)
T_p <- min(T_x, T_y)
1.2.4 Program for Mouse Connectome data
Pseudo-code to create a single test statistic given two lists, MouseA and MouseB, of
either original or permuted scan labels.
connectome_stat(MouseA, MouseB, type):
A_bar <- mean(MouseA_list); B_bar <- mean(MouseB_list)
T_f <- norm(A_bar - B_bar, type = "F")
Abar.mds <- PTR(1-A_bar) ; Bbar.mds <- PTR(1-B_bar)
Xhat <- NMDS(Abar.mds, type = "ordinal", ndim = 2)
Yhat <- NMDS(Bbar.mds, type = "ordinal", ndim = 2)
T_x <- procrustes(Xhat, Yhat); T_y <- procrustes(Yhat, Xhat)
T_p <- min(T_x, T_y)
15
1.3 Results
1.3.1 Simulation 1: X logistic function, Y logistic function,
varying ϵ, no scale factor
In the first experiment we consider the case in which the probability of an
edge is determined by a logistic link function: 1/(1 + exp (a|xi − xj|2)). With
200 bootstrap replicates, we compute distributions for TF and TP and illustrate
their relative powers when α = 0.05 for ϵ ∈ {0, 0.02, 0.05, 0.1, 0.2, 1}. We ob-
serve power increases as ϵ increases and power increases at a faster rate when
the size of the graph, n ∈ {20, 50, 100}, increases as well. Overall, as ϵ and n
grow, the power of the Procrustes distance statistic is slower to approach 1
than the Frobenius norm.
n ϵ =0 ϵ =0.02 ϵ =0.05 ϵ =0.1 ϵ =0.2 ϵ =1
1 20 0.05 0.12 0.47 0.81 0.98 1.00
2 50 0.05 0.65 0.97 1.00 1.00 1.00
3 100 0.05 0.75 1.00 1.00 1.00 1.00
Table 1.1: Power of the Frobenius norm test statistic at significance level α = 0.05. As
ϵ increases, the power of the test increases. As the graph increases in size, the power
approaches 1.00 faster.
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n ϵ =0 ϵ =0.02 ϵ =0.05 ϵ =0.1 ϵ =0.2 ϵ =1
1 20 0.05 0.09 0.07 0.12 0.14 0.65
2 50 0.05 0.41 0.96 0.96 0.98 1.00
3 100 0.05 0.06 0.98 0.99 1.00 1.00
Table 1.2: Power of the Procrustes difference test statistic at significance level α = 0.05.
We observe the same trends as in Table 1.1. Note, the Procrustes is slower to increase
in power.
1.3.2 Simulation 2: X logistic function, Y logistic function,
constant ϵ, varying Y scale factor
In the second simulation, we use a scaling factor a to create Q from Y:
qij = 1/(1 + exp (a|yi − yj|2)). Given a constant ϵ factor, but an increasing
scaling factor, a ∈ (1, 1.01, 1.02, 1.05, 1.1, 1.2, 2), we see no change in power for
the TP statistic. This is consistent with the notion NMDS uses rank-ordering
and not the magnitude of distances when positioning n-dimensional data in
2 dimensions. Although the scaling factor may increase the probability of
a connection, it does not change the ordering. However, as a increases, we
observe the power of the Frobenius norm test statistic increasing.
n a =1 a =1.01 a =1.02 a =1.05 a =1.2 a =2
1 30 0.05 0.05 0.06 0.04 0.06 0.76
2 50 0.05 0.04 0.06 0.01 0.04 0.96
3 100 0.05 0.05 0.05 0.04 0.04 1.00
Table 1.3: Power of the Frobenius norm test statistic at significance level α = 0.05. As
the scale factor increases, but ϵ remains constant, the power of the Frobenius norm
approaches 1.00.
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n a =1 a =1.01 a =1.02 a =1.05 a =1.2 a =2
1 30 0.05 0.06 0.03 0.07 0.05 0.07
2 50 0.05 0.04 0.06 0.08 0.07 0.15
3 100 0.05 0.04 0.07 0.04 0.08 0.12
Table 1.4: Power of the Procrustes difference test statistic at significance level α = 0.05.
As the scale factor increases, but ϵ remains constant, the power of the Procrustes
statistic remains close to 0.05. A scaling factor may impact the power of the test
statistic on larger graphs.
1.3.3 Simulation 3: X Gaussian link function, Y Gaussian
link function, varying ϵ, no scale factor
Simulation 3 is a repetition of Simulation 1 using a Gaussian kernel link
function in lieu of the logistic link function. We observe the same trends as in
Simulation 1.
n ϵ =0 ϵ =0.02 ϵ =0.05 ϵ =0.1 ϵ =0.2 ϵ =1
1 20 0.05 0.81 0.99 1.00 1.00 1.00
2 50 0.05 0.99 1.00 1.00 1.00 1.00
3 100 0.05 1.00 1.00 1.00 1.00 1.00
Table 1.5: Power of the Frobenius norm test statistic at significance level α = 0.05.
n ϵ =0 ϵ =0.02 ϵ =0.05 ϵ =0.1 ϵ =0.2 ϵ =1
1 20 0.05 0.05 0.08 0.12 0.40 0.99
2 50 0.05 0.98 0.97 0.99 1.00 1.00
3 100 0.05 0.99 0.99 1.00 1.00 1.00
Table 1.6: Power of the Procrustes distance test statistic at significance level α = 0.05.
1.3.4 Simulation 4: X Gaussian link function, Y Gaussian
link function, constant ϵ, varying Y scale factor
Similar to Simulation 2, when we hold ϵ constant but increase the scaling
factor in Q, the power of the Procrustes test statistic remains constant while
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that of the Frobenius norm increases.
n a =1 a =1.01 a =1.02 a =1.05 a =1.2 a =2
1 30 0.05 0.04 0.03 0.04 0.15 1.00
2 50 0.05 0.04 0.04 0.06 0.23 1.00
3 100 0.05 0.01 0.04 0.03 0.27 1.00
Table 1.7: Power of the Frobenius norm test statistic at significance level α = 0.05.
The ϵ factor remains constant, but the scaling factor of the link function increases.
n a =1 a =1.01 a =1.02 a =1.05 a =1.2 a =2
1 30 0.05 0.04 0.04 0.06 0.04 0.07
2 50 0.05 0.04 0.04 0.05 0.03 0.04
3 100 0.05 0.10 0.05 0.06 0.10 0.20
Table 1.8: Power of the Procrustes difference test statistic at significance level α = 0.05.
The ϵ factor remains constant, but the scaling factor of the link function increases.
1.3.5 Simulation 5: X Gaussian link function, Y logistic func-
tion, varying ϵ, no scale factor
The final simulation uses a Gaussian kernel link function to generate P and a
logistic link function to generate Q. As ϵ increases, the results we observe are
consistent with those in simulations 1 and 3.
n ϵ =0 ϵ =0.02 ϵ =0.05 ϵ =0.1 ϵ =0.2 ϵ =1
1 20 0.05 0.18 0.33 0.60 0.87 1.00
2 50 0.05 0.32 0.70 0.97 1.00 1.00
3 100 0.05 0.43 0.97 1.00 1.00 1.00
Table 1.9: Power of the Frobenius norm distance test statistic at significance level
α = 0.05.
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n ϵ =0 ϵ =0.02 ϵ =0.05 ϵ =0.1 ϵ =0.2 ϵ =1
1 20 0.05 0.12 0.09 0.12 0.14 0.79
2 50 0.05 0.05 0.05 0.07 0.14 0.68
3 100 0.05 0.29 1.00 0.99 0.98 1.00
Table 1.10: Power of the Procrustes distance test statistic at significance level α = 0.05.
1.3.6 Mouse Connectome data
We conduct a pairwise comparison of each of the 4 mice genotypes. By per-
muting labels of scans between genotypes we create two distributions of TF
and TP.
C57 CAST DB2 BTBR
C57 — 0.00 0.00 0.00
CAST — 0.00 0.00
DB2 — 0.00
BTBR —
Table 1.11: The p-values of a permutation test using a Frobenius norm test statistic.
If we set the significance level to α = 0.5, we reject the null that scan labels are
exchangeable.
C57 CAST DB2 BTBR
C57 — 0.00 0.16 0.01
CAST — 0.05 0.02
DB2 — 0.08
BTBR —
Table 1.12: The p-values of a permutation test using a Procrustes difference test
statistic. If we set the significance level to α = 0.5, we reject the null that scan labels




Current methods of two-sample hypothesis testing for latent position random
graphs depend on a mapping of adjacency matrices in lower-dimension Eu-
clidean space. We expand current research by presenting NMDS as a new
method to represent latent positions. In a simulated-data setting we examine
new link functions to generate a probability matrix and we explore the powers
of Procrustes distance and Frobenius norm test statistics. Overall, we observe
similar trends in power, using both the logistic or Gaussian link functions,
or a combination of the two. We find the Procrustes test statistic is robust
to a scaling factor in the link function when X and Y are i.i.d. drawn from
the same distribution. The Frobenius norm test statistic, which is used to
compare an average of adjacency matrices, is unable to account for the scaling
factor; the power of the test increases despite X and Y originating from the
same distribution. The simulations using the mouse connectome data suggest
that NMDS is a viable method using real-world data. By using NMDS to
represent the 4 genotypes’ matrices in 2 dimensions, we are able the detect
distinctions between genotypes using a permutation test. Explorations of sta-
tistical inference on graphs are often motivated by practical needs. In addition
to furthering the two-sample hypothesis test of Tang et al., we demonstrate
the potential use of NMDS in the field of brain imaging.
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In Chapter 1 we presented new methods for generalizing two-sample hypoth-
esis testing. In Chapter 2 we will present a case-study for multiple-graph
hypothesis testing using the Mouse Connectome data. There exist needs for
statistical inference on graphs in a biological context. For example, a statistical
test to differentiate a healthy patient’s MRI scan from that of an Alzheimer’s
patient. Furthermore, neurologists may be interested in which physical fea-
tures of the brain lend to these differences. In this case-study we examine
which vertices are most important for differentiating one mouse genotype
from another.
This case-study examines 3 of the 4 genotypes outlined in chapter 1: C57,
CAST, and DB2. For each genotype, we are provided 8 MRI scans from which
we generate a total of 24 weighted-edge graphs. If we consider each of the 24
graphs as latent position random graphs, in a sense, each grouping of 8 graphs
may be drawn from a unique distribution relating to the genotype. In Chapter
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1 we use NMDS and permutation tests to support this claim. In Chapter 2 we
return to ASE as a means of estimating latent positions. By embedding the 24
graphs, applying CMDS, and then clustering, we observe 3 distinct groupings
of scans for each genotype. Thus, via either the NMDS or ASE method, there
exists a distinction based on genotype. Previous studies have used Omnibus
embedding for multi-graph hypothesis testing and a downstream MANOVA
test to identify vertices that are statistically significant across the graphs (Levin
et al., 2019). We leverage these procedures to rank most-significant vertices.
Given these rankings, we perform two experiments. First, we observe how
physical features of the nodes may correlate with the MANOVA p-values. For
each vertex, we are given the volume of the region, the spatial coordinates in
three dimensions, and an indicator as to whether the region is in the right or
left hemisphere of the brain. Second, we remove significant vertices from each




We use an omnibus embedding, ASE(O), as an alternative to embedding the av-
erage of the 8 graphs within a genotype: ASE(ĀC57), ASE(ĀCAST), ASE(ĀDB2).
The omnibus method provides a set of coordinates for each vertex of the 24
graphs, enabling us to make statistical inference within and across the geno-
types. In the remainder of this section we illustrate the construction and
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embedding of an omnibus matrix.
In a simple example, we consider two n-sized vertex-matched graphs and
their adjacency matrices, A1 and A2. We construct a 2n × 2n omnibus matrix






We will then compute the ASE of O. Under the null, we assume the latent
positions of the two graphs are equivalent.
E(A1) = E(A2) = XXT = P = UPSPUTP (2.1)





Because the two latent positions are aligned, to create a test statistic we need
only calculate the Frobenius norm of their differences, therby avoiding the
need to calculate the Procrustes distance: TOMNI =
X̂ − ŶF.
In the Mouse Connectome experiment, we extend the omnibus example above
to a setting of 24 adjacency matrices with a common vertex correspondence:
O ∈ R(24×n)×(24×n). We compute the ASE of O in d-dimensions, resulting in a
24n × d matrix in which the alignment of the estimated latent positions are
preserved, Ẑ = [X̂1, X̂2, . . . , X̂24]T. To compute pairwise test statistics between
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each of the 24 graphs, we would calculate the following:
TOMNI =
X̂i − ŶjF where i, j ∈ [1, 24] (2.2)
2.2.2 Classical Multidimensional scaling
Classical Multidimensional scaling (CMDS) is a dimension reduction tech-
nique in which a matrix of pair-wise distances between data points are repre-
sented in a lower dimension. In the reduced dimension space, the orderings of
the pair-wise distances are preserved such that similar data will form clusters.
To find the optimal orientation in the lower d-dimensional space, the CMDS
method finds the eigenspace which represents the greatest variance of the
data:
Step 1. Create distance matrix, D, by computing a user-
defined pairwise distance measure between data
points.
Step 2. Create new matrix, B: the square of each entry
of distance matrix, D, followed by a double
centering, such that B = −12 JD(2) J where J =
I − 1n 11T
Step 3. The solution, X, is given by the d-largest eigen-
values, λ1 . . . λd and corresponding eigenvec-
tors, e1 . . . ed, of B. The new set of coordinates
are as follows: X = EdΛ
1/2
d .
In the context of our mouse experiment, we create a distance measure by calcu-
lating the Frobenius norm of the difference between each of the 24 sub-matrices
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from the Omnibus embedding. The resulting matrix, D, is of dimension
24× 24, where each entry is calculated as: dij =
X̂i − ŶjF where i, j ∈ [1, 24].
We then apply CMDS to reduce D to d = 3 dimensions.
2.2.3 Multivariate Analysis of Variance (MANOVA)
The MANOVA procedure is a statistical test to compare the multivariate
sample means of data across multiple categories. Previous studies have used
MANOVA to identify vertices whose embedded coordinates are significantly
different across groups (Levin et al.). The embedding of the omnibus matrix
provides 24 sets of coordinates in R3 for each vertex. For each of the 332
vertices among the 24 graphs, we apply a MANOVA to assess whether the
means of the coordinates are significantly different across the three categories.
Using this procedure, we find which of the 332 coordinates may have the most
significance in determining the differences between the 3 genotypes.
Figure 2.1: Vertex MANOVA p-values are sorted and displayed on a log-10 scale.
The green points are adjusted for multiple comparisons; The red line represents a
significant level of 5%.
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Figure 2.2: 100 Most Significant Vertices
2.2.4 Gaussian Mixture Modeling and Adjusted Rand Index
We use Gaussian Mixture Modeling (GMM) to cluster the coordinates output
by CMDS. The GMM procedure will infer the parameters of k components
and the cluster-membership probabilties (the probabilties xi belongs to cluster
k):





In summary, an E-M algorithm begins with an initial set of parameters, θ,
then calculates a new set of parameters θ′ which will improve the likelihood
function, such that P(X|θ′) > P(X|θ). This will repeat until convergence. For
a simple case of 3 clusters, the “E”-step calculates κ for each xi given current
θ. The “M”-step, given k membership probabilities, κk,i, will compute the
likelihood function. For three clusters, k = 3, the probabilities xi belongs to
cluster 1, 2, and 3, are κ1,i, κ2,i, and (1 − κ1,i − κ2,i). The likelihood function
is written as: L(θ; x) = ∏ni=1
[




Using the mclust package in R, we assess the Bayesian Information Criterion
(BIC) to select the model’s optimal value of k and the best ’Model Name’. The
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’Model name’ refers to different shapes of clusters, as exemplified below:
EII spherical, equal volume
VII spherical, unequal volume
EEI diagonal, equal volume and shape
VEI diagonal, varying volume, equal shape
EVI diagonal, equal volume, varying shape
VVI diagonal, varying volume and shape
EEE ellipsoidal, equal volume, shape, and orientation
...
...
The BIC is defined as: ln(n)q − 2ln(L̂), where n = number of data points, q =
number of estimated parameters, and L̂ refers to the output of the likelihood
function after the EM-algorithm has converged.
In this study, we will use the Adjusted Rand Index (ARI) to evaluate the
similarity between clusterings as we remove vertices from our graphs. The
value of the ARI ranges from 0 to 1, where 1 represents a perfect match of
cluster assignments between two models. In general, a Rand Index, RI, is
the measure of the frequency of agreements between a set of clusterings over
the total number of pairs. The ARI, defined below, adjusts the Rand Index







To investigate dependence between the vertex MANOVA p-values and the
physical vertex features we will use the Hilbert Schmidt Independence Crite-
rion (HSIC) (Gretton et al.) and "Multi-scale Graph Correlation" (MGC) (Shen
et al.). Both tests are suited to determining relationships between nonlinear,
noisy data. Given a set of pairwise data, (Xn,Yn) = (x1, y1), ..., (xn, yn), we
leverage HSIC and MGC tests to determine if there exists dependence between
the two distributions, Xn and Yn. In our study, the distribution Xn refers to
vertex MANOVA p-values, while Yn is the distribution of the vertex features
to be explored; for example, the distribution of the vertices’ volume.
2.3 Methods and Results
2.3.1 Vertex Removal
In this study we cumulatively remove the i most significant vertices from the
embedded coordinates, where i ranges from 1 to 330. This experiment entails
two phases. First we apply ASE to an omnibus matrix to estimate X̂. In the
second stage, we cluster the coordinates of X̂(i), where i represents removed
vertices. We use an Adjusted Rand Index to compare the results of the second
stage to that of the first.
To create the ordered list of vertex MANOVA p-values and then the baseline
set of coordinates and clusterings, we compute the following steps
Step 1. For each adjacency matrix, A1, ..., A24, compute
PTR(Ai).
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Step 2. Given the ordered adjacncy matrices, construct
the omnibus representation, O ∈ R(24×332)×(24×332):
O =
⎡⎢⎢⎢⎣
A1 . . . (A1 + A24)/2
... . . .
...
(A24 + A1)/2 . . . A24
⎤⎥⎥⎥⎦
Step 3. Compute X̂ by embedding O in d = 3 dimen-
sions. The embedded coordinates, X̂, are a
(332× 24)× (3)-dimension matrix, with 24 sub-







Step 4. Calculate MANOVA p-values for each of the
332 vertices.
Step 5. Create distance matrix, D, as djk =
X̂j − X̂kF
for j ∈ (1, 24), k ∈ (1, 24)
Step 6. Apply CMDS to D to reduce data to 2 dimen-
sions
Step 7. Cluster the two-dimensional data using GMM
to visualize groupings of the embedded coordi-
nates.
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Figure 2.3: We apply CMDS to the embedded coordinates and cluster the results. The
24 scans form clusters according to their genotype
In the second phase, we remove i vertices from X̂, and then re-apply CMDS
→ GMM. We compute an ARI to quantify the changes in cluster assignments
as we cumulatively remove the most significant vertices.
Step 1. Remove i from the embedded data, X̂, such that
for any j ∈ (1, 24), X̂(i)j is the matrix obtained
by removing rows of X̂j corresponding to the
i-smallest p-values.
Step 2. Re-compute D(i) as d(i)jk =
X̂(i)j − X̂(i)k F
Step 3. Apply CMDS to D to reduce data to 2 dimen-
sions
Step 4. Cluster the two-dimensional data using GMM
to visualize groupings of the embedded coordi-
nates.
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Step 5. compute the ARI between the current cluster-
ing and the clustering in Phase 1.
Figure 2.4: After removing the top 100 most significant vertices, roughly, the mem-
bership of scans shifts between the three clusters. Removing vertices diminshes our
ability to corrrectly classify a set of embedded coordinates, X̂i to its genotype
2.3.2 Vertex Features: Method and Results
2.3.2.1 Volume
We used both HSIC and MGC to test, respectively, H0: p-values and volume
are jointly independent and H0: p-values and volume are uncorrelated. Over-
all, we find that the p-values are not explained by vertex volume. Our results
are presented below.
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Figure 2.5: There is a large variation of volume size: 157 are less than 1, 165 are
between 1 and 10, and 20 are outliers ranging from 10 to 1712. We grouped the
vertices by volume size and ran tests on each group. The table shows how the HSIC
and MGC p-values differ between groups. In all but one case we fail to reject H0.
2.3.2.2 Hemisphere
Each vertex has a “right” or “left” hemisphere designation within the brain.
We use a K-S test to compare the distribution of p-values between either side
of the brain. Given the p-value is less than 0.05, we reject the null that the
two were drawn from the same distribution. We also ran an MGC test, which
resulted in a p-value of 0.015.
2.3.2.3 Spatial Coordinates
Both HSIC and MGC tests suggest dependence between the vertices’ spatial
coordinates and the MANOVA p-values. The p-values of the two tests were
0.006 and 0.002, respectively. In Figure 3, we plot the X,Y,Z coordinates in 3D
and highlight the 50 most significant vertices in red. In some instances the red
vertices form small clusters, which may be worth exploring.
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Figure 2.6: 3-D plot of vertex regions on XYZ plane. Red vertices correspond to the
50 vertices with the most significant MANOVA p-values.
2.4 Conclusion
In this case study we demonstrate a practical application of statistical inference
on multiple graphs. We identify important vertices across 3 distinct groups
of 8 graphs each. We then determined at what point removing the most sig-
nificant vertices inhibits our ability to differentiate the three groupings. We
ran a few simulations, not shown in this paper, in which we cumulatively
removed vertices at random; in these preliminary simulations, we needed
to remove over 200 vertices before the 3 clusters fell apart. A future project
may involve a test that compares structures of clusters given random vertex
removal simulations.
Second, given a list of significant vertices and corresponding vertex features,
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we make several observations. The MANOVA p-values are not always ex-
plained by physical vertex features, as in the case of vertex volume. There
may be practical significance in these type of observations. The embedded
coordinates may reveal new information that is not apparent from physical
observation. Vertex location and MANOVA p-values, however, do appear to
exhibit dependence. There may exist opportunities for follow-on studies to
explain how graph distance versus physical distance impacts embedding and
down-stream statistical inference.
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