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Two-dimensional Coulomb glass as a model for vortex pinning in superconducting
films.
I. Poboiko and M.V. Feigel’man
L.D. Landau Institute for Theoretical Physics RAS, Moscow 119334, Russia
Skolkovo Institute for Science and Technology, Moscow 121205, Russia
National Research University ¡¡Higher School of Economics¿¿, Moscow 101000, Russia
A glass model of vortex pinning in highly disordered thin superconducting films in magnetic fields
B ≪ Hc2 at low temperatures is proposed. Strong collective pinning of a vortex system realized in
disordered superconductors that are close to the quantum phase transition to the insulating phase —
such as InOx, NbN, TiN, MoGe, nano-granular aluminium, and others — is considered theoretically
for the first time. Utilizing the replica trick developed for the spin glass theory, we demonstrate that
such vortex system is in non-ergodic state of glass type with large kinetic inductance per square
LK . Distribution function of local pinning energies is calculated, and it is shown that it possesses a
wide gap, i.e. the probability to find a weakly pinned vortex is extremely low.
1. Introduction. In this Letter we study strongly dis-
ordered superconducting films subject to magnetic field
B ≪ Hc2 at low temperatures. The main interest for this
problem emerges from active experimental research in
this area (see e.g. review1; a more detailed discussion re-
garding some of experiments2,3 is discussed in the end of
the paper). The main issue we need to study is the com-
petition between strong pinning of each individual vortex
by disorder and repulsion between vortices. Strong pin-
ning corresponds to the energy variations of the order of
vortex core energy itself when vortex is moved by dis-
tance of the order of the core size ξ. Such strong pinning
emerges because the order parameter itself is strongly
fluctuating4. The regular vortex lattice in such situation
does not appear, and even the short range order is ab-
sent, but the vortex density is constant on average and
is fixed by the external magnetic field. It is very im-
portant for such state to exist that the energy of shear
deformations of the vortex lattice is much smaller com-
pared to the energy of elastic deformations (according
to5, the energy of triangular lattice differs by just 2%
below the energy of a square lattice). Absence of the
short range order makes the classical approach due to
A.I.Larkin6 (see also paper7 and reviews8–10) inapplica-
ble, since these papers treat the potential of defects as a
perturbation compared to the energy of elastic deforma-
tions of a vortex lattice (in the model of weak collective
pinning), or study pinning of isolated vortices neglecting
the interaction between them; both approaches are inap-
plicable to the problem at hands. We also mention theory
of strong pinning11–13, where strong impurities were con-
sidered, and the interaction between vortices was consid-
ered by means of elasticity theory for the vortex lattice;
it was possible due to low concentration of strong impu-
rities. Our situation is different: the defects are strong
and their concentration is high.
We develop a theory of vortex glass in a situation,
which reminds the “Coulomb glass” state realized in
the model of the Coulomb gap proposed by Efros and
Shklovskii14, but in a situation when the interaction be-
tween particles (vortices in our case) is logarithmic re-
pulsion U(r) = U0 ln
a
r , instead of usual Coulomb one.
Here the constant is U0 =
Φ2
0
d
8pi2λ2 for a thin supercon-
ducting film of thickness d, which is much smaller than
London penetration depth λ. Strictly speaking, on the
largest distances r ≥ λ2D = 2λ2/d the interaction energy
is no longer logarithmic, it decays as ∝ 1/r; however,
we will consider superconductors with a very high ra-
tio λ/d ≥ 100 (which is easily realizable in thin films of
strongly disordered superconductors), where finite value
of λ2D does not play any role.
Phenomenological approach to the problem of vortices
moving in the film, similar to one used in Ref.14, was
developed in the paper15 (see also earlier paper16). Here
we develop alternative approach based on the paper by
Mu¨ller and Ioffe17 (see also papers18,19), where the prob-
lem of Coulomb gap was studied using spin glass theory
methods, and a phase transition to the non-ergodic state
with broken replica symmetry was predicted. However,
unlike the paper17, we will not assume that the theory
can be described by a purely local matrix model neglect-
ing the spatial fluctuations of matrix fields describing the
glass phase.
2. The model and mean field theory. We will use model
assumption that vortices can occupy positions of a dis-
crete regular lattice with lattice constant a. The con-
figuration of vortices will be described by ¡¡occupation
numbers¿¿ of each cite {nr}. External magnetic field B
leads to a finite vortex density 〈nr〉 ≡ K = Ba2/Φ0.
We neglect anti-vortices as well as vortices with charge
nr > 1. Finite concentration of vortices will be fixed by
the chemical potential µ. Finally, disorder in our model
will be described by random energy of a vortex core ur
those correlation function is urur′ = W
2δrr′ . It leads to
the following Hamiltonian:
H =
1
2
∑
r,r′
δnrJrr′δnr′ +
∑
r
(ur − µ)δnr, (1)
where δnr ≡ nr − K and Jrr′ = U0 ln L|r−r′| . Disorder
strength is assumed to be large, W ≫ U0. In fact, in the
superconductors we consider, W ∼ U0; in the conclusion
2we will discuss why the model assumption W ≫ U0 will
not affect our main results. We average the free energy
over the disorder utilizing the replica trick, and perform
a Hubbard-Stratonovich transformation of a non-local
term introducing the auxiliary field ϕ (it has the mean-
ing of the dual variable to the superconducting phase).
In result, we arrive at the following expression for the
partition function:
Zn =
∫
Dϕ exp
(
−1
2
ϕ(βJˆ)−1ϕ
)
×
×
∏
r
Trv exp
(∑
a
(βµ+ iϕa
r
)δna
r
+
β2W 2
2
δnrIˆδnr
)
,
(2)
where we denoted Trv ≡
∑
nr=0,1
; latin indices numerate
replicas a = 1, . . . , n (n → 0), matrix Iab = 1 describes
the quenched disorder equivalent for all replicas, and the
interaction Jˆ = δabJrr′ is diagonal in replica space. It is
worth noting that in this expression, the ¡¡vortex¿¿ part
of the action appears now purely local.
We characterize the glass state by means of diagonal
in coordinate space (yet coordinate-dependent) matrix
Gab
r
, which describes the correlations of slowly varying
in space part of bilinear combination of fields = −ϕa
r
ϕb
r
.
Glass transition corresponds to spontaneous replica sym-
metry breaking in such a matrix. The order parameter
is introduced utilizing the following identity (the integral
over Q is taken along imaginary axis):
1 =
∫
DG
∏
r
δ(Gab
r
+ ϕa
r
ϕb
r
) =
=
∫
DGDQ exp
(
−1
2
Tr
(
GˆQˆ
)
− 1
2
ϕQˆϕ
)
(3)
The fluctuations of ϕ field are described by the propaga-
tor with the screening length l ∼ a
√
W/U0. On the other
hand, it is reasonable to assume that the fluctuations of
the order parameter Gˆr will be correlated on much larger
spatial scales in the glass phase and in the vicinity of the
transition.
In order to deal with the interaction between vor-
tex occupation numbers na
r
and ϕa
r
field, we expand
exp(i
∑
a ϕ
a
r
δna
r
) in the Taylor series and rewrite arbi-
trary term in the momentum representation:
ei
∑
a
ϕa
r
δna
r =
∞∑
k=0
∑
q
1
+···+qk=0
ik
k!
δna1
r
. . . δnak
r
ϕq
1
. . . ϕqk
(4)
We wish to describe fluctuations of soft modes of the
order parameter Gˆr with the wavevectors much smaller
than typical wavevectors of ϕ fields, that is qi ∼ l−1.
The main contribution to such fluctuations come from
the terms in (4), where some pairs of wavevectors are
anomalously close |qi+qj | ≪ l−1 — such ¡¡contractions¿¿
will then be replaced by Gaiaj
qi+qj
(meaning that the total
wavevector is small). So, in order to obtain the leading
contribution to fluctuations of the slow modes, we need
to consider all ¡¡contractions¿¿ of ϕ fields in this expres-
sion. The terms with odd k then describe the interaction
between the slow and fast modes, and can be neglected in
the leading order. This allows us to replace the interac-
tion between the field ϕ(r) and vortex degrees of freedom
by the local interaction between vortices described by the
term δnrGˆrδnr/2 in the exponent.
We finally do the remaining Gaussian integral over
ϕ(r), and arrive at the following field theory describing
fluctuations of slow modes of the matrix order parameter:
Zn =
∫
DGDQ exp
(
−nS[Gˆ, Qˆ]
)
(5)
nS[Gˆ, Qˆ] = 1
2
Tr(GˆQˆ)+ 1
2
Tr ln(1+βJˆQˆ)+βn
∑
r
Fv[Gˆr]
(6)
where the local part of the free energy is given by the
expression:
e−βnFv[Gˆ] = Trv exp
(
1
2
δn(β2W 2Iˆ + Gˆ)δn+ βµ
∑
a
δna
)
(7)
We begin the analysis of the action (6) by studying the
spatially homogeneous saddle points:
δS
δGˆ =
1
2
(Qˆ − Qˆ) = 0, Qab = 〈δnaδnb〉G , (8)
where Qˆ is the density correlation function calculated in
the local model (7).
The second saddle-point equation acquires the follow-
ing form, in agreement with the definition of the G ma-
trix:
δS
δQˆ =
1
2
(Gˆ + Gˆrr) = 0, Gˆ = ((βJˆ)−1 + Qˆ)−1 (9)
To illustrate the role of the Gˆ matrix, let us intro-
duce into a system a pair of infinitesimal vortices with
charges q1,2 ≪ 1 to the points r1,2 in the replicas a1,2. It
corresponds to the following perturbation of the system
Hamiltonian:
V =
∑
r
(q1Jr1rδn
a1
r
+ q2Jr2rδn
a2
r
) + q1q2Jr1r2 (10)
Free energy response to such a perturbation determines
interaction energy between two added vortices. After the
Hubbard-Stratanovich transformation, one finds a cor-
rection to the action in the exponent in Eq. (2), equal
to −i(q1ϕar1 + q2ϕbr2). Doing then the Gaussian integral
over ϕ, one finds the following additional contribution to
the expression (6):
δS =
1
2
(
q21G
a1a1
r1r1
+ q22G
a2a2
r2r2
)
+ q1q2G
a1a2
r1r2
(11)
3It means that the average value of Gˆmatrix can be identi-
fied with the effective interaction between two ¡¡infinites-
imal¿¿ vortices:
U (eff)a1a2(r1, r2) ≡
∂2F
∂q1∂q2
∣∣∣∣
q1,2=0
= T
〈
Ga1a2
r1r2
〉
(12)
Finally, we write the equation for the chemical poten-
tial: 〈
∂S
∂(βµ)
〉
=
∑
a
〈δna〉G = 0 (13)
As W is assumed to be the largest parameter is the
problem, chemical potential in the leading order is
determined by the ¡¡bare¿¿ density of states ν(u) =
exp(−u2/2W 2)/√2πW via the following equation:
1−2K =
∫
ν(u)du tanh
β(u − µ)
2
≈
∫
ν(u)du·sign(u−µ)
(14)
which yields asymptotic expressions:
µ ≈ −W ·

√
2π
(
1
2 −K
)
, |K − 1/2| ≪ 1(
2 ln 1√
2piK
)1/2
, K ≪ 1 (15)
3. High-temperature phase and glass transition. We
begin from the high-temperature phase corresponding
to the replica-symmetric solutions Gab = G0δab + G1Iab
(and the same for Q). Since the vortex variables δn are
similar to the Ising spin variables, the following iden-
tity can be written: δn2 = δn(1 − 2K) + K(1 −K) (at
K = 1/2 it reads s2 = 1/4 for Ising spin variables).
As a consequence, the diagonal part G0 simply renor-
malizes the chemical potential µ 7→ µ + TG0
(
1
2 −K
)
,
while off-diagonal part renormalizes the disorder strength
W 7→ √W 2 + T 2G1. Both effects are actually negligible
because µ ∼W ≫ T, U0.
We obtain the following solutions:
Q0 =
∫
ν(u)du(
2 cosh β(u−µ)2
)2 ≈ Tν0. (16)
Q1 = K(1−K)−Q0. (17)
Due to large value of W , the density of states ν(u) can
actually be replaced with a constant:
ν0 ≡ ν(µ) ≈

1√
2piW
, |K − 1/2| ≪ 1
K
W
(
2 ln 1√
2piK
)1/2
, K ≪ 1
(18)
As a result, the screening appears in the propagator
Gab(k) = G0(k)δab +G1(k)Iab:
G0(k) =
2πβU0
k2 + l−2
, G1(k) = −Q1G20(k)/a2 (19)
with l = a(2πν0U0)
−1/2 ∼ a
√
W/U0. Finally, the order
parameter is:
G0 ≈ −βU0
2
ln
1
ν0U0
, G1 ≈ β
2U0
ν0
K(1−K) (20)
In order to study the stability of the replica-symmetric
solution and deduce the freezing transition temperature,
one needs to study the Hessian — the quadratic expan-
sion of the action (6):
nS(2)[δGˆ, δQˆ] = 1
2
Tr(δGˆδQˆ)− 1
4
Tr(GˆδQˆGˆδQˆ)
− 1
8
∑
r
Q(a1b1)(a2b2)δGa1b1r δGa2b2r (21)
where we have introduced the following correlation func-
tion:
Q(a1b1)(a2b2) ≡ 〈δna1δnb1δna2δnb2〉G
− 〈δna1δnb1〉G 〈δna2δnb2〉G (22)
Upon lowering the temperature, a singularity appears
in the replicon mode. This mode corresponds to the lin-
ear subspace of matrices subject to the following two con-
straints: δGaa = 0 and
∑
a δGab = 0. The action for the
replicon fluctuations then reads:
nS(2) ≈
∫
(dq)
4a2
tr
(
δGˆq δQˆq
)(−Q22 1
1 −B2(q)
)(
δGˆ−q
δQˆ−q
)
,
(23)
where symbol tr corresponds to the trace w.r.t. replica
space only, and the following notations were introduced:
B2(q) =
∫
(dk)G0(k)G0(k + q) ≈ π(βU0l)2
(
1− q2l2/6)
(24)
Q22 =
∫
ν(u)du(
2 cosh β(u−µ)2
)4 ≈ Tν0/6 (25)
Quadratic expansion (23) corresponds to the ladder
summation of diagram series for a four-point Green func-
tion of the ϕ field. The action (23) yields the following
propagators:〈〈
Gab
r
Ga′b′
r′
〉〉
q
≈ 12βa2/ν0τ+q2l2/6 Paa
′
bb′ , (26)〈〈
Qab
r
Qa′b′
r′
〉〉
q
≈a2ν0T 2/3Tcτ+q2l2/6 Paa
′
bb′ , (27)
where we have introduced the freezing temperature Tc ≡
U0/12; at this temperature the value τ ≡ T/Tc − 1
changes sign, and the instability appears in the theory
(23) leading to the spontaneous symmetry breaking. The
tensor Paa
′
bb′ is the projector on to the replicon mode.
As it is shown in the Supplementary 1, the correlation
function 〈〈QQ〉〉 has the following physical meaning: it
4describes the long-wavelength asymptotic of the mean
square fluctuation of the polarizability:
〈δnrδnr′〉2 = lim
n→0
1
n(n− 1)
∑
a 6=b
〈〈
Qˆab
r
Qˆab
r′
〉〉
(28)
Finally, replica structure of the projector onto the repli-
con mode gives additional factor of limn→0 Paabb /n(n −
1) = 3/2 to the expression (27).
In the vicinity of the transition, when τ ≪ 1, quadratic
part of the action (23) can be approximately diagonalized
by the following transformation:(
Ψˆ
Φˆ
)
=
(
1/2 1/2Q22
1/2 −1/2Q22
)(
δGˆ
δQˆ
)
, (29)
The mode Ψ appears to be soft, and the mode Φ is gapped
and thus can be neglected. Expanding the functional
w.r.t. Ψˆ, we arrive at (the details of the calculation are
given in the Supplementary 2) the following Ginzburg-
Landau functional:
nS[Ψˆ] = ν0Tc
(
1
24
Tr(τΨˆ2 + (∇Ψˆ)2l2/6)−
− 1
2160
7Tr Ψˆ3 + 6∑
ab,r
Ψ3ab,r
− 1
2016
∑
ab,r
Ψ4ab,r
)
(30)
Despite the large screening length l≫ a in our problem,
all the coefficients in front of the non-linear terms are
of the same order ∼ ν0Tc ∼ U0/W . As a consequence,
the derived Ginzburg-Landau theory lacks a small pa-
rameter, and the Ginzburg region where the fluctuation
effects are strong is of the width Gi = O(1); thus the
mean field theory is inapplicable in the vicinity of the
transition. The same conclusion applies to the three-
dimensional counterpart of the same problem which was
studied in Ref.17. Strong critical fluctuations prevent
us from the study of the critical region itself, therefore
we switch to the low-temperature phase of the model,
where fluctuation effects are suppressed by small factor
T/Tc ≪ 1.
4. Low-temperature phase in the 1-step replica sym-
metry breaking approximation. The ratio between coef-
ficients in front of two cubic terms in the action (30),
c1/c2 = 6/7 < 1, which suggests that the full contin-
uous replica symmetry breaking scheme due to Parisi22
should be used; if the same ratio would be > 1, then 1-
step replica symmetry breaking scheme (1-RSB)20 would
be sufficient. In our problem the ratio c1/c2 is quite close
to unity, thus we will try to apply the 1-RSB approxima-
tion and show a posteriori that the obtained solution is
a very good one numerically. 1-RSB scheme suggests the
following form for the matrices:
Gab = G0δab + G1Rab + G2Iab (31)
Qab = Q0δab + 1
m
(Q1 −Q0)Rab +Q2Iab (32)
The auxiliary matrix Rab = δ[a/m],[b/m] (here [. . . ] de-
notes the integer part) is a block-diagonal matrices with
diagonal blocks of sizem×m being filled with ones, while
off-diagonal blocks are filled with zeroes. In the replica
limit n → 0, the parameter m ∈ (0, 1) becomes an ad-
ditional variational parameter of our theory. The Green
function Gˆ, see Eq.(9), is parametrized in the same fash-
ion:
Gab(k) = G0(k)δab+
1
m
(G1(k)−G0(k))Rab+G2(k)Iab,
(33)
with
G0,1(k) =
2πβU0
k2 + l−20,1
, G2(k) = −Q2G21(k)/a2, (34)
where two different screening lengths appears l0,1 =
a(2πβU0Q0,1)−1/2. The first group of saddle point equa-
tions, Eq. (9), reads:
G0 ≈ −βU0 ln(l0/a) ≈ βU0 ln(βU0Q0)/2
G1 = βU0 ln(l0/l1)/m = βU0 ln(Q1/Q0)/2m
G2 = πQ2(βU0l1/a)2 = βU0Q2/2Q1
(35)
The second group, Eq. (8), in the limit of W ≫ U0,
can be expressed via the auxiliary function fv(m,G1) (see
Supplementary 3 for details):
Q0 = ν0T1−m∂fv/∂G1
Q1 = ν0T
Q2 = K(1−K) +
(
1
m − 1
)Q0 − 1mQ1 , (36)
and the auxiliary function reads:
fv(m,G1) = 2
m
∫
dz
(
ln Ξ(z,m,G1)
−m ln 2 cosh z
2
− m
2G1
8
)
(37)
Ξ(z,m,G1) =
∫
dye−y
2/2G1
√
2πG1
[
2 cosh
y − z
2
]m
(38)
Last equation of the group (36) is trivial consequence of
the fact that diagonal elements are fixed via the relation
Qaa = K(1−K); the second equation suggests that the
screening length l1 coincides with the screening length in
the replica-symmetric phase. Finally, to close the whole
system of equations we need to add stationary equation
for the 1-RSB parameter m, which can be written in the
following form:
− 6Tc
mT
(
1− 1
1−m
∂fv
∂G1
)
+ G1 ∂fv
∂G1 −m
∂fv
∂m
= 0 (39)
5Among seven equations (35, 36, 39), only equations for
(m,G1,Q0) are nontrivial.
At low temperatures the system of equations (35, 36,
39) obeys the following solution (see Supplemental 3.1
for details):
m ≈ 1.09 (T/Tc), G1 ≈ 61.0 (Tc/T )2 (40)
Q0 ≈ 1.43 · 10−5 ν0T (41)
5. Physical properties of the low-temperature phase.
As we have shown above (Eq. (12)), the Gˆ matrix de-
scribes the interaction energy for two probe vertices in-
troduced to the system. It is known from the theory
of spin glasses22 that replica symmetry breaking physi-
cally corresponds to the breaking of the ergodicity and
dependence of the system state on its history. In partic-
ular, two protocols are commonly considered: the ¡¡Zero
Field Cooling¿¿ (ZFC), which corresponds to introduc-
ing the probe vertices after freezing into the glass state,
and ¡¡Field Cooling¿¿, which corresponds to introducing
the vertices before the freezing. In the replica technique
it corresponds to the following two response functions:
U
(eff)
ZFC(r1, r2) = limb→a
[
U (eff)aa (r1, r2)− U (eff)ab (r1, r2)
]
= TG0(r1 − r2) (42)
U
(eff)
FC (r1, r2) =
1
n
∑
ab
U
(eff)
ab (r1, r2) = TG1(r1 − r2)
(43)
The extreme smallness of Q0 (Eq. (41)) and the rela-
tion (34) leads to very large value of a screening length
for the ZFC-response in the glass phase l0 ≈ 260l1 (l1 co-
incides with the screening length in the high-temperature
phase). In any experimentally feasible situation, such
value l0 can be considered as infinity. As a result, at low
temperatures T ≪ Tc logarithmic interaction between
vortices is restored, and such phase is characterized by
nonzero superfluid stiffness:
ρ
(s)
ZFC =
T
4π2
lim
k→0
k2G0(k) ≃ U0
2π
(44)
Another important physical quantity in the problem
is the distribution function of the local potential of an
individual vortex, P (u). Detailed calculation of this dis-
tribution function at low temperatures is described in
Supplemental 2.2; here we present the approximate re-
sult, which is valid at low temperatures:
P
(
h ≡ u− µ˜
Tc
)
≈ ν0 · 1
2
erfc (3.03− 0.09|h|) . (45)
At low temperatures, the gap develops in the distribu-
tion function. The half-width of the gap is of the order of
∼ 30Tc = 2.5U0, and the absolute value of the density of
states exactly at the chemical potential is negligibly small
∼ 10−5, albeit non-zero. This small value is the actual
reason behind the small value of Q0 (see Eq. (41)), which
can be expressed as follows:
Q0 =
∫
P (u)du(
2 cosh β(u−µ˜)2
)2 ≈ TP0, P0 ≡ P (µ˜). (46)
The last equality takes into account the fact that the
density of states is nearly constant at the scales |u− µ˜| ∼
T .
The low-temperature phase in the 1-RSB approxima-
tion is unstable — the replicon mode, which is responsi-
ble for additional replica symmetry breaking, has a neg-
ative eigenvalue. However, Eqs. (23-27) are still appli-
cable to the replicon mode, with only difference being
that the screening length l should be replaced by l0 and
the density of states ν0 should be replaced by its renor-
malized value P0. This is possible because the density
of states, despite having a large gap of width ∼ 30Tc,
can be considered almost constant at the scales ∼ T that
we are interested in. In particular, at T ≪ Tc the value
τ = T/Tc − 1 ≈ −1, and thus the mode q = 0 is indeed
unstable. However, due to the value l0 = a/
√
2πβU0Q0
having a large numerical factor ∼ 250, the phase vol-
ume of unstable modes q . 1/l0 appears to be extremely
small. It leads to the natural assumption that approxi-
mations we have made here can be used to describe the
system with a good precision.
Entropy in the 1-RSB approximation can be written
as
S = ν0T
[
fv(m,G1) + 1
2
m
∂fv
∂m
− G1 ∂fv
∂G1 +
π2
3
]
−3βTcQ0
(47)
At low temperatures, the behavior of the entropy is dis-
cussed in Supplemental 2.3; here we briefly state the re-
sults. At zero temperature the entropy is negative, but
its absolute value is extremely small (which also stems
from the low density of states):
S(T = 0) = −3βTcQ0 ≈ −4.29 · 10−5ν0Tc (48)
The freezing transition of the vortex glass can also be
considered from another point of view, as a statistical me-
chanics problem of a particle in the logarithmically cor-
related random potential21. Indeed, albeit the ¡¡bare¿¿
disorder is short-range correlated, the effective random
potential probed by a separate vortex has the following
form:
ueff(r) = u(r) +
∑
r′
Jrr′δnr′ , (49)
and its fluctuations on the scales l0 ≫ r ≫ l1 could be
6estimated (utilizing (40) and (34)) as follows:
〈ueff(r)− ueff(0)〉2 =|r−r′|≫l1
2(1−m)
m
T 2(G0(r)−G0(0))
≈ 11T 2c ln
r
a
, T ≪ Tc (50)
The freezing criterion21 suggests that system should be
in the frozen state at T <
√
5.5T 2c ∝ Tc, which confirms
our conclusion that glass state is realized at T ≤ Tc.
6. Conclusions. The results of our work can be (qual-
itatively) applied to the analysis of2,3 where the experi-
ments were performed with highly disordered supercon-
ducting films of InOx andMoGe. In the paper
2 kinetic in-
ductance LK at low frequencies was studied in the broad
range of magnetic field and temperature, and it was found
that the criterion for the superconducting state with non-
zero superfluid stiffness ρs ∝ 1/LK is close to the cri-
terion for the Berezinskii-Kosterlitz-Thouless transition,
i.e. ρs/Tc ≈ const. In Ref.3 transport critical current jc
was studied for films of InOx at T ≪ Tc and magnetic
fields close to the upper critical field Hc2. It was found
that the dependence jc(B) is very close to the “mean-
field” result jc(B) ∝ (Hc2 −B)3/2. The semi-qualitative
arguments explaining this behaviour were presented in
the paper3. However, the main conclusion that can be
drown from experiments2,3 is the very existence of a non-
zero superfluid stiffness in systems subject to strong mag-
netic field. It can only be realised if the dense system of
vortices possesses some sort of glass phase. In the present
Letter the first analytic approach to describe such a vor-
tex glass state was developed.
We have utilized the model assumption of a very strong
local disorder, W ≫ U0. In fact, in such systems and in
magnetic fields B ≪ Hc2, the disorder strength is of the
order of W ∼ 0.5U0. However, dropping the assump-
tion W ≫ U0 won’t affect our main results for the glass
phase. It is due to the large width (see Eq. (45)) of the
“gap” in the local pinning energies distribution function
P (h), which has the half-width 30Tc ≈ 2.5U0. Moreover,
as magnetic field B approaches Hc2, the pinning energy
of individual vortices drops as 1 − B/H2, while the in-
teraction strength drops as (1 −B/Hc2)2, which further
increases the ratio W/U0.
Formally, the obtained 1-RSB solution is unstable,
which signals that the theory utilizing the continuous
Parisi scheme should be developed. However, the differ-
ence between such a full theory and the one presented in
this work is expected to be extremely small, which is sug-
gested by the value of the entropy per cite −S0 ≈ 10−5.
Furthermore, these discrepancies should in fact be de-
scribed using the dynamical spin glass theory, since fluc-
tuations at the scales of the order of l0 at T ≪ Tc can-
not occur in a thermodynamically equilibrium fashion.
Finally, we wish to point that in general case K 6= 12 ,
an additional contribution to the free energy in the low-
temperature phase is expected, which can make the 1-
RSB solution stable. The study of these issues is post-
poned for the future.
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7I. SCHWINGER-DYSON IDENTITIES
The Eq. (2) from the main paper text is a good starting point for the diagram technique in terms of auxiliary field
ϕ. It would then be useful to derive exact identities which relate its correlation functions to the correlation functions
of vortex density.
The arbitrary correlation function is defined as follows:
〈O[δn, ϕ]〉 ≡
∫
DϕTrvO[δn, ϕ]e−S[ϕ,δn] (51)
Due to the invariance of the integration measure w.r.t. infinitesimal transformations ϕa
r
7→ ϕa
r
+ ǫa
r
, we immediately
obtain:
〈O[δn, ϕ]〉 ≡
∫
DϕTrv
(
O[δn, ϕ] +
∑
r
ǫa
r
[
∂O[δn, ϕ]
∂ϕa
r
−O[δn, ϕ]∂S[ϕ, δn]
∂ϕa
r
])
e−S[ϕ,δn], (52)
and due to arbitrary value of ǫr, taking also into account the exact form of the action Eq. (2), we immediately obtain
the following identity:
〈
∂O[δn, ϕ]
∂ϕa
r
〉
=
〈
O[δn, ϕ]
∂S[ϕ, δn]
∂ϕa
r
〉
=
〈
O[δn, ϕ]
{∑
r1
(βJˆ)−1
rr1
ϕa
r1
− iδna
r
}〉
(53)
By picking out various O, we can obtain various useful identities for the correlation functions. In particular, we
have:
O[δn, ϕ] = ϕb
r′
⇒ δabδrr′ =
∑
r1
(βJˆ)−1
rr1
〈
ϕa
r1
ϕb
r′
〉− i 〈δna
r
ϕb
r′
〉
(54)
O[δn, ϕ] = iδnb
r′
⇒ 0 =
∑
r1
(βJˆ)−1
rr1
i
〈
ϕa
r1
δnb
r′
〉
+
〈
δna
r
δnb
r′
〉
(55)
thus the following identity follows:〈
δna
r
δnb
r′
〉
= δab(βJˆ)
−1
rr′
−
∑
r1,2
(βJˆ)−1
rr1
〈
ϕa
r1
ϕb
r2
〉
(βJˆ)−1
r2r
′ (56)
Furthermore one obtains, for the correlation function 〈ϕϕ〉 in the form of Eq. (9):
〈δnδn〉 = Qˆ
1 + βJˆQˆ (57)
It is also worth noting that the local correlation function has then the form
〈
δna
r
δnb
r
〉
= Qˆ − QˆGˆQˆ, which, strictly
speaking, does not coincide with Qˆ; the difference is however parametrically small by an extra 1/W factor.
A. Polarizability fluctuations
The same procedure allows one to obtain the following expression for the four-point correlation function:
〈〈
δna
r1
δnb
r2
δnc
r3
δnd
r4
〉〉
= (βJˆ)−1
r1r
′
1
(βJˆ)−1
r2r
′
2
(βJˆ)−1
r3r
′
3
(βJˆ)−1
r4r
′
4
〈〈
ϕa
r
′
1
ϕb
r
′
2
ϕc
r
′
3
ϕd
r
′
4
〉〉
(58)
In the vicinity of Tc, the mean-field theory predicts the following form of the correlation function
〈〈Gab
r
Gcd
r′
〉〉 ≃〈〈
ϕa
r
ϕb
r
ϕc
r′
ϕd
r′
〉〉
(for |r − r′| ≫ l, by definition of Gˆ matrix). Using the diagram technique, one can show that
8coordinate dependence of the ϕ correlation function can be restored in the limit |r′1 − r′2| . l and |r′3 − r′4| . l as
follows:
〈〈
ϕa
r
′
1
ϕb
r
′
2
ϕc
r
′
3
ϕd
r
′
4
〉〉
≃ Gaa′
r
′
1
x
Gbb
′
r
′
2
x
Gcc
′
r
′
3
y
Gdd
′
r
′
4
y
〈〈
δQa′b′
x
δQc′d′
y
〉〉
(59)
Furthermore, since (βJˆ)−1
rr′
Gˆr′x = δrx− QˆrGˆrx and the value of Qˆ contains an extra smallness ∼ 1/W , thus these
sections of diagrams can be replaced by delta-functions:
〈〈
δna
r
δnb
r
δnc
r′
δnd
r′
〉〉 ≃ 〈〈Qˆab
r
Qˆcd
r′
〉〉
(60)
Finally, the mean-square fluctuations of the polarizability corresponds to the replica component a = c 6= b = d,
which can be symmetrized as follows:
〈δnrδnr′〉2 = lim
n→0
1
n(n− 1)
∑
a 6=b
〈〈
Qˆab
r
Qˆab
r′
〉〉
, lim
n→0
1
n(n− 1)P
aa
bb =
3
2
(61)
II. DERIVATION OF THE GINZBURG-LANDAU FUNCTIONAL
In the main text, the following action for two matrix fields was derived:
nS[Gˆ, Qˆ] = 1
2
Tr(GˆQˆ) + 1
2
Tr ln(1 + βJˆQˆ) + βn
∑
r
Fv[Gˆr], (62)
where Fv[Gˆ] is a local free energy of a single-cite problem with the following Hamiltonian:
−βHˆv[Gˆ] = 1
2
∑
ab
δna(β2W 2 + Gab)δnb + βµ
∑
a
δna (63)
In this section we will derive the expansion of this action around the replica-symmetric solution of saddle point
equations in the vicinity of the phase transition. Substituting the expansion Gˆ = Gˆ0 + δGˆ and Qˆ = Qˆ0 + δQˆ, the
fluctuations of the second term can be expressed as follows:
1
2
δTr ln(1 + βJˆQˆ) =
∞∑
k=2
(−1)k+1
2k
Tr(GˆδQˆ)k =
∞∑
k=2
(−1)k+1
2k
Bk
a2k−2
Tr(δQˆ)k (64)
(the latter identity utilizes the replicon condition
∑
a δQab = 0), with the following notation:
Bk =
∫
(dq)Gk0(q) =
βU0
2
1
k − 1
(
a2
ν0T
)k−1
, k > 1 (65)
The fluctuations of the third term read:
βnδFv[Gˆ] = −
∞∑
k=2
1
2kk!
Q(a1b1)...(akbk)δGa1b1 . . . δGakbk , (66)
where the following irreducible correlation function with independent variables being pairs δnaiδnbi was introduced::
Q(a1b1)...(akbk) ≡ 〈〈(δna1δnb1) . . . (δnakδnbk)〉〉v , (67)
and the average is performed w.r.t. the Hamiltonian Hˆv[Gˆ0].
9The soft mode in this expansion is δGˆ = Ψˆ and δQˆ = Q22Ψˆ. The term Tr ln then reads explicitly:
1
2
δTr ln(1 + βJˆQˆ) = ν0Tc
∞∑
k=2
(
−1
6
)k−1
1
2k(k − 1)TrΨˆ
k = ν0Tc
(
− 1
24
TrΨˆ2 +
1
432
TrΨˆ3 − 1
5184
TrΨˆ4 + . . .
)
(68)
On the other hand, the Fv term generates terms with different replica structure:
βnδ(3)Fv[Gˆ] = − 1
12
(
Q33
∑
ab
Ψ3ab + 2Q222trΨˆ
3
)
= −ν0T
(
1
360
∑
ab
Ψ3ab +
1
180
trΨˆ3
)
(69)
βnδ(4)Fv[Gˆ] = −
(
5
32
Q2222trΨˆ
4 +
1
48
Q44
∑
ab
Ψ4ab +
1
8
Q422
∑
abc
Ψ2abΨ
2
ac +
1
4
Q332
∑
abc
Ψ2abΨacΨbc
)
= −ν0T
(
1
896
trΨˆ4 +
1
2016
∑
ab
Ψ4ab +
1
840
∑
abc
Ψ2abΨacΨbc −
1
840
∑
abc
Ψ2abΨ
2
ac
)
(70)
where we have denoted:
Q222 =
∫
ν(u)du
(2 cosh β(u−µ)2 )
6
≈ ν0T
30
, Q2222 =
∫
ν(u)du
(2 cosh β(u−µ)2 )
8
≈ ν0T
140
(71)
Q33 =
∫
ν(u)du tanh2 β(u−µ)2
(2 cosh β(u−µ)2 )
4
≈ ν0T
30
, Q332 =
∫
ν(u)du tanh2 β(u−µ)2
(2 cosh β(u−µ)2 )
6
≈ ν0T
210
(72)
Q44 =
∫ ν(u)du((2 sinh β(u−µ)2 )2 − 2)2(
2 cosh β(u−µ)2
)8 ≈ ν0T42 , Q422 =
∫ ν(u)du((2 sinh β(u−µ)2 )2 − 2)
(2 cosh β(u−µ)2 )
8
= −ν0T
105
(73)
III. ONE-STEP REPLICA SYMMETRY BREAKING
The free energy per lattice cite in the saddle point approximation (neglecting the spatial fluctuations of matrices)
contains several terms βF = S[Gˆ, Qˆ]/N = (SL[Gˆ, Qˆ] + Sf[Qˆ])/N + βFv[Gˆ], which in the one-step replica symmetry
breaking (1RSB) scheme read:
SL[Gˆ, Qˆ]/N = tr(GˆQˆ)/2n = 1
2
(
−1−m
m
G0Q0 + 1
m
G0Q1 + G0Q2 + G1Q1 +mG1Q2 + G2Q1
)
(74)
Sf/N = Tr ln(1+βJˆQˆ)/2Nn = βU0
4
(
−
(
1
m
− 1
)(
Q0 +Q0 ln 1
βU0Q0
)
+
1
m
(
Q1 +Q1 ln 1
βU0Q1
)
+Q2 ln 1
βU0Q1
)
(75)
βFv =
1
2
(G0 +mG1)
(
1
2
−K
)2
− 1
8
G0 − βµ˜
(
1
2
−K
)
− 1
m
∫
du2ν2(u2) ln Ξ(u2), (76)
10
where we have introduced renormalized chemical potential µ˜ = µ + T (G0 +mG1)
(
1
2 −K
)
, renormalized disorder
strength W˜ =
√
W 2 + T 2G2, and two auxiliary “distribution functions”:
ν2(u2) =
exp(−u22/2W˜ 2)√
2πW˜
, ν1(u1, u2) =
exp(−u21/2T 2G1)√
2πG1T
[
2 cosh
β(u1 + u2 − µ˜)
2
]m
, Ξ(u2) =
∫
du1ν1(u1, u2)
(77)
One can extract the leading asymptotic behavior of the integral over u2 making use of the small parameter U0/W ≪
1:
βFv =
1
2
(G0 +mG1)K(1−K)− βµ˜
(
1
2
−K
)
−
〈
ln
(
2 cosh
β(u2 − µ˜)
2
)〉
2
− 1
2
ν0Tfv(m,G1), (78)
where the following dimensionless function was introduced:
fv(m,G1) = 2
m
∫
dz
(
ln Ξ(z,m,G1)−m ln 2 cosh z
2
− m
2G1
8
)
(79)
Ξ(z,m,G1) = Ξ (u2 ≡ µ˜+ Tz) =
∫
dye−y
2/2G1
√
2πG1
[
2 cosh
y + z
2
]m
, (80)
with the variables z = β(u2 − µ˜), and y = βu1. The variation of the full free energy w.r.t. Qi and Gi yield equations
for Gi and Qi respectively — to Eqs. (35, 36).
A. Analysis of the equations in the T ≪ Tc limit
The solution in the low temperature limit behaves as m≪ 1, G1 ≫ 1, ξ ≡ m2G1/8 = O(1). Such scaling allows us
to calculate:
Ξ
(
z =
x
m
,m,G1
)
≡
m≪1
Ξ(x, ξ) =
∫
dy
4
√
πξ
exp
(
− y
2
16ξ
+
1
2
|y + x|
)
=
eξ
2
[
ey/2
(
1 + erf
(
4ξ + x
4
√
ξ
))
+ e−x/2
(
1 + erf
(
4ξ − x
4
√
ξ
))]
, (81)
while for auxiliary dimensionless function the following scaling holds: fv(m,G1) = 8f(ξ)/m2, where:
f(ξ) =
1
4
∫
dx
(
ln Ξ(x, ξ) − |x|
2
− ξ
)
(82)
The saddle point equations for q ≡ Q0/ν0T , ξ and m can be written as follows:

q = f ′(ξ)/(1−m)
ξ = 34mβTc ln
1
f ′(ξ)
2f(ξ)− ξf ′(ξ) = 34mβTc(1− q)
(83)
Assuming the scaling m = µ(T/Tc), µ = O(1), the system of equations becomes fully dimensionless, and can be
reduced to the single equation for ξ variable, which can then be solved numerically:
ξ =
2f(ξ)− ξf ′(ξ)
1− f ′(ξ) ln
1
f ′(ξ)
⇒ ξ ≈ 9.17 (84)
q = f ′(ξ) ≈ 1.43 · 10−5, µ = 4(2f(ξ)− ξf
′(ξ))
3(1− q) ≈ 1.10 (85)
11
Due to the large value of ξ, these numerical solutions can be obtained analytically with good precision. The scaling
function has the following asymptotic behavior:
f(ξ) ≈ π
2
24
− 1
4
√
π
ξ
e−ξ, ξ ≫ 1 (86)
so that q ≈ 14
√
π/ξe−ξ (which yields 1.52 · 10−5), and µ ≈ 8f(ξ)/3 ≈ π2/9 (which yields 1.10). Substituting also this
asymptotic to the equation for ξ, one can see that it does contain numerically small parameter ǫ = 6pi2 − 12 ≈ 0.11 and
has the approximate form ln 16ξpi ≈ ǫξ.
B. Distribution function of the local pinning potential.
The distribution function of the vortex local pinning potential is defined as follows:
P (u) = 〈〈δ(u− (u1 + u2)〉1〉2 ≡
∫
du2ν2(u2)
1
Ξ(u2)
∫
du1ν1(u1, u2)δ(u− (u1 + u2)), (87)
where the averages 〈. . . 〉1 and 〈. . . 〉2 are taken w.r.t. distribution functions defined in (77).
At low temperatures, the distribution function is noticeably modified in the vicinity of the chemical potential in
the region of size ∝ Tc. We will then calculate the distribution function if the rescaled variable h ≡ (u − µ˜)/Tc. The
asymptotic behavior of the function Ξ(u2) was already obtained above, see Eq. (81), where z = β(u2 − µ˜). In this
limit, the distribution function reads:
P (h) = ν0Tc · exp (µ|h|/2)
4
√
πξ
∫
dx
Ξ(x, ξ)
exp
(
− (µh− x)
2
16ξ
)
(88)
Just like in the previous Section, these expression can be further simplified analytically for ξ ≫ 1, and read as
follows:
Ξ(x, ξ) ≈ exp (|x|/2 + ξ) , P (h) ≈ ν0Tc · 1
2
erfc
(
4ξ − µ|h|
4
√
ξ
)
. (89)
C. Low temperature behavior of the entropy
The expression for the entropy can be obtained by differentiating the full free energy w.r.t. T . If one also takes
into account the saddle point equations, one obtains the following simple expression valid for arbitrary T :
S = ν0T
(
fv(m,G1) + 1
2
m
∂fv
∂m
− G1 ∂fv
∂G1 +
π2
3
)
− 3βTcQ0 (90)
As we have shown above, in the low temperature limit auxiliary function fvsatisfies scaling relation fv(m,G1) ≈
8fv(ξ)/m
2. This scaling relation nullifies the combination of first three terms in the equation above. However, since
fv ∝ β2, such cancellation only guarantees the absence of the unphysical terms ∼ 1/T in the entropy. In order to
extract the low-temperature behavior of the entropy, one should consider corrections to this scaling:
∆fv(m,G1) ≡ fv(m,G1)− 8
m2
f(ξ) =
2
m2
∫
dx ln
Ξ( xm ,m,G1)
Ξ(x, ξ)
− π
2
3
(91)
The quantity under the logarithm is close to unity when m≪ 1, which allows us to expand:
∆fv(m,G1) = 2
m2
∫
dx
Ξ(x, ξ)
∫
dy
4
√
πξ
exp
(
− y
2
16ξ
)([
2 cosh
y + x
2m
]m
− e|x+y|/2
)
− π
2
3
≈
m≪1
π2
3
(g(ξ)− 1) (92)
12
with:
g(ξ) =
1
4
√
πξ
∫
dx
Ξ(x, ξ)
exp
(
− x
2
16ξ
)
≡ P (h = 0)
ν0Tc
(93)
The low-temperature entropy then reads S = −3βTcQ0 + pi23 ν0Tg(ξ)→ −3βTcQ0.
