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Abstract
In this article, we develop a rigorous mathematical foundation of microscopic motors. The main
characteristic is the combination of Brownian and Poisson noises.
 2005 Elsevier SAS. All rights reserved.
Résumé
Dans cet article, on développe une théorie mathématique rigoureuse des moteurs microscopiques.
La principale caractéristique est la combinaison de bruits brownien et de Poisson.
 2005 Elsevier SAS. All rights reserved.
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1. Introduction
This article develops the mathematical foundation of a theory of microscopic motors.
All cells convert a part of the chemical energy stored in the chemical bonds of their
nutrients, into some form of mechanical energy, as for example work against osmotic pres-
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B. Gaveau et al. / J. Math. Pures Appl. 84 (2005) 1758–1793 1759sure, transport inside and outside the cell of various molecules, maintaining the shape of
the cell etc. . . . Muscular cells, in particular, transform chemical energy into the mechani-
cal energy of a net motion of certain of their substructures, inducing a deformation of the
cell. This, ultimately, leads to the macroscopic muscular contraction that we observe and
sense ourselves. In this article, as in the previous one, [18], we shall concentrate on red
muscular cells.
The biochemical structures and processes of the muscular contraction have been deci-
phered by biochemists and we refer to biochemical text books for information [1–3]. In
Section 2 of this article, we shall recall the main features of these processes.
The general idea is that there are specialized proteins called myosin which can attach to
a certain substructure of the cell and drag this substructure, until the protein gets detached
by the arrival of an ATP molecule. Then it can attach again, dragging the substructure
a little further, get detached and the cycle is repeated. In this process, an ATP molecule
is hydrolyzed and the chemical energy stored in its phosphate bond is converted into the
mechanical energy of the motion of the structure. The moving structure is itself a very
long bundle of proteins, called actin, and many myosin molecules can attach or detach at
random. In this article, we are not interested in the controls and the signals which allow
or stop these processes of contraction: as in most standard technological processes, when
the cell is at rest, these processes are blocked by some inhibitory factor, and the signal
allowing the start of the motion is through a desinhibition of these inhibiting factors.
Many authors have defined biophysical models of these molecular motors in order to
understand how the free energy is transduced from a chemical form to a mechanical form.
The general idea of all the models (and ours does not differ from that general rule) come
from a series of articles and books by T. Hill [4–7] and A.F. Huxley [8] who studied the
cycle of a single myosin molecule leading, essentially, to a system of two coupled Fokker–
Planck equations. Many authors have elaborated on this model, in order to interpret it as
“mean field” model (see, for example, [9–16]), sometimes with gross mathematical errors.
In this article, we start with the general idea of T. Hill, but we allow an arbitrary num-
ber M of myosin molecules to attach or detach from the actin filament. Indeed, a rough
estimate shows that there are around 103 myosin molecules which can interact with the
actin filament. Formally, the problem is the one of a system of 2M coupled Fokker–Planck
equations and this was our point of view in [17,18]. Our aim is to study the correlation, the
work and the efficiency of the system.
In Section 2, we recall the basic biochemistry and introduce the mathematical notations
of the model. In Section 3, we write the stochastic variations of various quantities of inter-
est, under the form of stochastic differential equations with both white noise and Poisson
noise. As usual in this kind of problems, the equations for the second moments do not
constitute a closed system. Nevertheless, we can “close” the system of equations for the
second moments, using the natural assumption that the chemical processes are faster than
the structural mechanical motions. Still, the approximation is not at all straightforward due
to memory effects: indeed, the motion of each myosin head, when attached, is controlled
by the motion of the actin, although the attached myosin molecule exerts its own small
dragging force on the actin. The mathematical difficulties are explained in Section 4, and
solved in Appendix B.
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2.1. The mechanism of the interaction
In this section, we describe very schematically the molecular motors which induce the
muscular contraction at least in cells of red muscles (see [4,7]). The muscular contraction
is a net mechanical motion which is the result of the interaction of two proteins: the actin
and the myosin.
(i) The actin molecule is a very long protein which is organized in filaments. Those fil-
aments can move in a direction parallel to themselves, dragging a special structure
called the sarcomer wall, and then a deformation of the cell, resulting in the muscular
contraction.
(ii) The myosin molecule is a protein composed of two parts: a fixed part which is parallel
to the actin filament, and a rotating arm terminated by a head which can be attached
by a covalent bond to the actin filament.
When the muscle is at rest, the myosin heads cannot attach to the actin, because the sites
of attachment are blocked by another protein called troponine. When a nervous impulse
arrives on the acetylcholine receptor of the muscle, it induces the release of ions Ca2+,
which diffuse in the cell and inhibit the troponine, thus allowing the myosine heads to
attach to the actin filament.
When a myosin head is not attached, the equilibrium angle of the myosin moving arms
with the fixed part is at 90◦. Moreover the myosin head is equipped with a molecule of
ADP, and a phosphate radical P, separated from the ADP. When the myosin head attaches
to the actin filament, three things happen:
1. The myosin head loses the ADP molecule and the phosphate P;
2. The interaction myosin-actin is a covalent bond such that the new equilibrium position
of the angle of the myosin arm with respect to the fixed part is  30◦. So the myosin
arm rotates towards the new equilibrium position, while staying attached rigidly to the
actin, so that the actin is dragged. This dragging induces the muscular contraction;
3. The motion of the myosin arm, going to its new equilibrium position, can be inter-
rupted by the arrival and the attachment of an ATP molecule on the myosin head,
inducing the detachment of the myosin head from the actin.
Once the myosin head is detached from the actin, two things happen:
1. The myosin arm returns very rapidly to its equilibrium position with angle  90◦;
2. The myosin catalyses the hydrolysis of the ATP in ADP and P, both of them staying
attached to the myosin head.
The myosin head is then ready for a new cycle.
B. Gaveau et al. / J. Math. Pures Appl. 84 (2005) 1758–1793 1761Fig. 1. Interaction between the myosin heads and the actine filament. The various myosin arms which can attach
to the actin filament are numbered by i = 1, . . . ,M . When a myosin head is attached to the actin, the equilibrium
angle is θ  π/6, corresponding to a point Oi on the myosin line. The actual position of the myosin head is
measured by an abscissa yi with respect to Oi .
For a given actin filament, there are many myosin molecules which can interact with the
filament. (of order of 103). In each cycle, the actin filament is displaced by around 10 nm
(see Fig. 1 for the general picture).
It is the chemical energy of the ATP molecule (more exactly the energy of the third
phosphate bond in the ATP) which provides the mechanical energy for the contraction.
2.2. The cycle of a myosin head
The myosin molecules are numbered by an index i = 1, . . . ,M , where M is the total
number of the myosin molecules in the system. To each myosin head i, we attach a Boolean
variable εi = 0,1:
εi =
{
0 if the myosin i is detached,
1 if the myosin i is attached.
For each myosin head i, we denote by yi the abscissa of the myosin head i along the
direction of the actin filament, this abscissa is counted with respect to a fixed origin Oi , and
yi = 0 is the equilibrium position when the myosin head i is attached. The corresponding
potential energy of yi is:
U(1)(yi) = 12χ1y
2
i .
When the myosin head i is detached, its equilibrium position is
1762 B. Gaveau et al. / J. Math. Pures Appl. 84 (2005) 1758–1793Fig. 2. The cycle for a single myosin head. U(0)(y): potential for free myosin head; U(1)(y): potential for attached
myosin head; y: displacement of myosin head with respect to its attached equilibrium position; y∗: free equilib-
rium position; A–B: the myosin head attaches to the actin filament and relaxes towards 0; B–C: the myosin head
gets detached, an ATP molecule is attached to it and its free energy increases by ε0 to C; C–D: the free myosin
head relaxes instantaneously to the minimum D of U(0); D–A: the myosin head attaches to the actin, while ATP
is hydrolyzed into ADP + Pi .
yi = y∗ (< 0),
with a potential energy:
U(0)(yi) = 12χ0(yi − y
∗)2 + u(0),
including a term u(0) corresponding to the chemical potential of the ATP-ADP system (see
Fig. 2).
In a full cycle, the myosin head i starts at point D, εi = 0, yi = y∗ on the potential
curve U(0) and gets attached at point A, and the ADP + P group is expelled. The myosin
head n0.i, starts its motion along the potential curve U(1) towards the equilibrium position
y = 0, the motion is interrupted at B by the arrival of an ATP molecule, inducing the
detachment of the myosin head which goes at C in general above the curve U(0) and then
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this cycle the variation of the potential energy U(1), namely U(1)(B) − U(1)(A) is less or
equal to U(0)(D) − U(1)(B) which is less than ε0 where ε0 is the bond energy of the ATP
molecule.
2.3. Description of the chemical processes
When a myosin head together with a system ADP + P is detached, we shall assume
that it can attach to the actin filament with a rate constant k10 which is usually large due
to the affinity of the myosin head for the actin filament. Conversely, if a myosin head is
attached, it can detach with a rate constant k01. Essentially, k01 is the rate of arrival of an
ATP molecule on an attached myosin head.
In both processes of attachment or detachment, the internal coordinate yi of the myosin
head does not vary.
2.4. The motion of the actin filament
We shall assume that when a myosin head is detached, it gets equilibrated instanta-
neously and essentially comes back to its equilibrium position y∗ instantaneously.
Let us denote by x the abscissa of the center of mass of the actin filament. The actin
filament is submitted to three kinds of forces:
(i) an external force which is the sum of a spring like force −Kx and a load force which
we denote −|F0|, so that the external force is
Fext = −
(|F0| + Kx).
When |F0| = 0 and the muscle is at rest, the equilibrium position is x = 0.
(ii) the forces exerted by the attached myosin heads, namely
−χ1
M∑
i=1
δεi ,1yi
coming from the potential U(1)(yi).
(iii) a fluctuating force which is a white noise force ξ(dt), such that
〈
ξ(dt)
〉= 0,〈
ξ(dt)ξ(ds)
〉= 2Dδ(t − s)dt ds. (2.1)
The variation ξ(dt) for the time intervals are independent.
The total non fluctuating force is:
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(
|F0| + Kx + χ1
M∑
i=1
δεi ,1yi
)
. (2.2)
We shall also assume that we are in the high-friction regime, so that the stochastic
equation for x(t) is
dx(t) = −F
η
dt + dξ(t), (2.3)
η, D and the temperature T are related by the Einstein relation:
D = kBT
η
. (2.4)
Moreover it is clear that η is proportional to the size of the actin filament, so that η is
essentially proportional to the total number of myosin heads M which can attach. We thus
write:
η = σM. (2.5)
In general, |F0| (the external load force) is also proportional to M ,
|F0| = f0M. (2.6)
Finally, when a myosin head n0.i gets attached to the actin filament, by our hypotheses,
the value yi of its internal degree of freedom is equal to y∗i . Because the attached myosin
heads are rigidly attached to the actin filament, if the myosin head n0.i is attached (so that
εi = 1), one has:
dyi
dt
= dx
dt
. (2.7)
2.5. The state of the system actin–myosin
With our hypotheses the state of the system actin–myosin is entirely known, if we know:
(i) the abscissa x of the center of mass of the actin filament;
(ii) the list of the myosin heads which are attached and for the attached myosin heads, the
value yi of their internal degree of freedom. So the state is the collection:
(
x, {δεi ,1, δεi ,1yi}i=1,...,M
)
. (2.8)
This state varies with time as a stochastic process. This stochastic process is composed of
two kind of processes:
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by the chemical processes,
εi : 0 → 1 with rate k10, εi : 1 → 0 with rate k01.
(ii) stochastic equations of motion Eqs. (2.3) and (2.7) for the mechanical motions of x
and of the yi of the attached myosin heads.
In principle, we are interested in finding the probability density:
P
((
x, {δεi ,1, δεi ,1yi}
)
, t
)
. (2.9)
This probability density satisfies a system of 2M coupled Fokker–Planck equations. This
was the approach used in [18]. On the other hand, we are interested only in certain spe-
cific quantities, like the average force or position, or their second moments and correlation
functions. For these quantities, the system of Fokker–Planck equations is not necessary
closed and we shall use another method, working directly with the stochastic differential
equations satisfied by the quantities of interest. These stochastic equations will combine
Gaussian noises and Poisson noises in general.
3. Stochastic differential equations for the observables
3.1. General formalism
The state of the actin–myosin system is described, in our model, by the data (x, {δεj ,1,
δεj ,1yj }j=1,...,M) and an observable A(x, {δεj ,1, δεj ,1yj }) is a function of these data. The
main quantities we are interested in, are the following ones:
• the position x of the center of mass of the actin filament;
• the total number of attached myosin heads
n =
M∑
i=1
δεi ,1; (3.1)
• the total force exerted on the actin filament:
F = −
(
|F0| + Kx + χ1
M∑
i=1
δεi ,1yi
)
. (3.2)
During an actual evolution of the system, the state of the system follows a certain sto-
chastic trajectory ω(t),
ω(t) = (x(t),{δε (t),1, δε (t),1yj (t)}) (t > 0) (3.3)j j
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which we denote by:
A
(
ω(t)
)≡ A(x(t), δεj (t),1, δεj (t),1yj (t)).
We shall skip the symbol ω and we denote simply:
A(t) ≡ A(ω(t)).
We write now a stochastic differential equation for the quantity A(t). For a given tra-
jectory ω of the stochastic process, we calculate A(t + dt) during a small time interval.
A(t + dt) is the sum of three contributions:
1. The first contribution comes from the random motions of x(t) and yj (t), assuming
that there are neither attachment processes nor detachment processes during the time
interval dt . This event is characterized by the probability,
1 −
(
M∑
j=1
δεj ,1χ
(j)
01 (dt) +
M∑
j=1
δεj ,0χ
(j)
10 (dt)
)
,
where χ(j)01 (dt) (resp. χ(j)10 (dt)) are Poisson variables with expectations k01 dt (resp.
k10 dt) which are independent (see Appendix A). For this event, x(t) and yj (t) vary
according to their equations of motion so that during that event A(t + dt) is given by:
A(t) + ∂A
∂x
dx(t) +
M∑
j=1
δεj ,1
∂A
∂yj
dyj (t) + 12
(
∂2A
∂x2
(
dx(t)
)2
+ 2
M∑
j=1
δεj ,1
∂2A
∂x∂yj
dx dyj +
M∑
j=1
δεj ,1δεk,1
∂2A
∂yj ∂yk
dyj dyk
)
,
where we have retained the second order terms due to the white noise force dξ(t) in
the dx and dyj . Because the white noise force is the same for all the x and yj , the
second order terms reduce simply to,
D
(
∂
∂x
+
M∑
j=1
δεj ,1
∂
∂yj
)2
Adt,
and the first order terms are:
(
∂A
∂x
+
M∑
δεj ,1
∂A
∂yj
)(
1
η
F dt + dξ
)
.j=1
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time interval dt is:
[
1 −
(
M∑
j=1
δεj ,1χ
(j)
01 (dt) +
M∑
j=1
δεj ,0χ
(j)
10 (dt)
)]
×
[
A(t) +
(
∂A
∂x
+
M∑
j=1
δεj ,1
∂A
∂yj
)(
1
η
F dt + dξ
)
+ D
(
∂
∂x
+
M∑
j=1
δεj ,1
∂
∂yj
)2
Adt
]
. (3.4)
2. The second contribution to the calculation of A(t + dt) comes from the attachment
processes. If, during the time interval dt , the myosin head n0.j is detached and be-
comes attached, the contribution to A(t + dt) is:
χ
(j)
10 (dt)δεj ,0
(
A(t) + (j)10 A
)
,
where (j)10 A is the jump of A during the attachment process of the myosin head n0.j ;
so the total contribution is:
M∑
j=1
χ
(j)
10 (dt)δεj ,0
(
A(t) + (j)10 A
)
. (3.5)
3. The third contribution comes from the detachment processes and is:
M∑
j=1
χ
(j)
01 (dt)δεj ,1
(
A(t) + (j)01 A
)
, (3.6)
where (j)01 A is the jump of A during the detachment process of the myosin head n0.i.
So the variation of A during the time interval dt is dA(t) = A(t + dt)−A(t) given by:
dA(t) =
(
∂A
∂x
+
M∑
j=1
δεj ,1
∂A
∂yj
)(
1
η
F dt + dξ(t)
)
+ D
(
∂
∂x
+
M∑
j=1
δεj ,1
∂
∂yj
)2
Adt
+
(
M∑
j=1
χ
(j)
10 (dt)δεj ,1
(j)
10 A
)
+
M∑
j=1
χ
(j)
01 (dt)δεj ,1(
(j)
01 A). (3.7)
This equation is a stochastic differential equation combining terms in dt , white noise
terms in dξ as well as Poisson noises (terms in χ(j)(dt) or χ(j)(dt)). Moreover in10 01
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stochastic variables taken at time t .
3.2. Equations for x, F
The stochastic equation for x was already written in Section 2. It is:
dx = F
η
dt + dξ(t). (3.8)
Now, take A = F . Then, Eq. (3.7)
(
∂
∂x
+
M∑
j=1
δεj ,1
∂
∂yj
)
F = −(K + nχ1).
The diffusion contribution is 0. Moreover:

(j)
10 F = −χ1y∗, (j)01 F = χ1yj (t),
so
dF(t) = −(K + nχ1)
(
F
η
dt + dξ
)
− χ1y∗
(
M∑
j=1
χ
(j)
10 (dt)δεj ,0
)
+ χ1
(
M∑
j=1
χ
(j)
01 (dt)δεj ,1yj (t)
)
. (3.9)
3.3. Equations for nx and nF
Obviously we have:

(j)
10 (nx) = x, (j)01 (nx) = −x,

(j)
10 (nF ) = (n + 1)(F − χ1y∗) − nF = F − (n + 1)χ1y∗,

(j)
01 (nF ) = −F + (n − 1)χ1yj δεj ,1.
So that
d(nx) = nF
η
dt + ndξ +
(
M∑
χ
(j)
10 (dt)δεj ,0
)
x −
(
M∑
χ
(j)
01 (dt)δεj ,1
)
x, (3.10)j=1 j=1
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(
nF
η
dt + ndξ
)
+ (F − (n + 1)χ1y∗)
(
M∑
j=1
χ
(j)
10 (dt)δεj ,0
)
+ (−F + (n − 1)χ1yj (t)δεj ,1)
(
M∑
j=1
χ
(j)
01 (dt)δεj ,1
)
. (3.11)
3.4. Equations for x2, xF , F 2
The equations for x2 is obtained immediately from Eq. (3.7):
dx2 = 2
(
xF
η
dt + x dξ
)
+ 2D dt. (3.12)
For xF , we need:

(j)
10 xF = x(j)10 F = −xχ1y∗, (j)01 xF = x(j)01 F = +xχ1yj ,
and thus
d(xF ) = (F − x(K + nχ1))
(
F
η
dt + dξ
)
− 2(K + nχ1)D dt
− xχ1y∗
M∑
j=1
χ
(j)
10 (dt)δεj ,0 + xχ1
M∑
j=1
χ
(j)
01 (dt)δεj ,1yj . (3.13)
Finally,
(
∂
∂x
+
M∑
j=1
δεj ,1
∂
∂yj
)
F 2 = −2F(K + χ1n),
(
∂
∂x
+
M∑
j=1
δεj ,1
∂
∂yj
)2
F 2 = 2(K + χ1n)2,

(j)
10 F
2 = (F − χ1y∗)2 − F 2 = −2Fχ1y∗ + (χ1y∗)2,

(j)
01 F
2 = 2Fχ1yj + (χ1yj )2,
so that
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(
F 2
η
dt + F dξ
)
+ 2D(K + χ1n)2
+ ((χ1y∗)2 − 2Fχ1y∗)
(
M∑
j=1
χ
(j)
10 (dt)δεj ,0
)
+
M∑
j=1
χ
(j)
01 (dt)δεj ,1
(
2Fχ1yj + (χ1yj )2
)
. (3.14)
3.5. Equations for n and n2
One has obviously,

(j)
10 n = 1, (j)01 n = −1,

(j)
10 n
2 = 2n + 1, (j)01 n2 = −2n + 1,
so that Eq. (3.7) reduces to:
dn(t) =
M∑
j=1
χ
(j)
10 (dt)δεj ,0 −
M∑
j=1
χ
(j)
01 (dt)δεj ,1, (3.15)
dn(t)2 =
M∑
j=1
χ
(j)
10 (dt)δεj ,0(2n + 1) +
M∑
j=1
χ
(j)
01 (dt)δεj ,1(−2n + 1). (3.16)
4. Equations for the mean values
The previous Eqs. (3.8)–(3.16) are exact, but they are not closed. For example, Eq. (3.9)
for dF requires the knowledge of nF and of the yj (t) and Eq. (3.11) for d(nF ) requires
n2F , nyj , etc. . . .
Moreover, in these stochastic equations, there are two sources of noise. The first noise
is the white noise dξ(t), the second noise are the Poisson noises χ(j)01 (dt), χ
(j)
10 (dt). These
noises are all independent and they are independent of the past of t . It is straightforward
to perform a partial average over the Poisson noises in Eqs. (3.8)–(3.16). We have just to
replace,
χ
(j)
01 (dt) → k01 dt, χ(j)10 (dt) → k10 dt. (4.1)
4.1. Equations for 〈n(t)〉 and 〈n2(t)〉
From Eqs. (3.15)–(3.16), we deduce immediately:
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dt
= k10M − k
〈
n(t)
〉
, (4.2)
d〈n2〉
dt
= −2k〈n2(t)〉+ 〈n(t)〉((2M − 1)k10 + k01)+ k10M, (4.3)
with
k = k10 + k01. (4.4)
The first equation (4.2) has the solution:
〈
n(t)
〉= k10M
k
+
(
n(0) − k10M
k
)
e−kt , (4.5)
with stationary value
〈n〉s = k10M
k
. (4.6)
This relaxation towards the stationary value is in e−kt . In the same way, from Eq. (4.3),
we deduce,
〈n2 − n〉s =
(
k10
k
)2
M(M − 1), (4.7)
which is also reached exponentially rapidly in e−kt .
4.2. The Markovian approximation
A rapid inspection of Eqs. (3.8)–(3.14) shows that there are essentially two time scales.
One time scale is 1/k, i.e., the time scale of attachment and detachment processes which we
can suppose to be very fast. Another time scale is η/K or η/(K + χ1) which is proportional
to the viscosity and which is much longer, because we are in the high friction situation.
We can, therefore, assume that the chemical processes are very fast compared to the
mechanical processes.
We shall make asymptotic approximations for large η and large k.
Now let us consider a detachment process of the myosin head n0.i which is supposed to
be attached at time t , and get detached at that instant. The jump of the force is thus χ1yi(t)
and t = Ti is an instant of detachment. We write:
yi(t) = y∗ +
Ti∫
T ′
dyi(s), (4.8)i
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that time T ′i , the head is attached in position y∗, due to our hypotheses). Then we use the
equation of motion,
dyi = F
η
ds + dξ(s),
which is valid in the time interval [T ′i , Ti] where the myosin head is attached and we deduce
from (4.8):
yi(t) = y∗ +
Ti∫
T ′i
F (s)
η
ds + ξ(Ti) − ξ(T ′i ). (4.9)
Now, if we assume that the chemical processes are very fast, one can replace the inte-
gral by:
F(Ti)
η
(Ti − T ′i ) + O
(
(Ti − T ′i )2
)
and if we perform the average over the Poisson noises, we replace Ti − T ′i by its average
1/k01 and neglect O(k−201 ). Thus, we make the following hypotheses:
After performing the average over the Poisson noise, we can replace yi(t) at an instant
t of detachment by:
yi(t) → y∗ + F(t)
ηk01
+ ξ(t) − ξ(T ′i ), (4.10)
where t = Ti is an instant of detachment of the myosin head n0.i, and T ′i is the previous
instant of attachment.
As a consequence of our hypotheses, we shall show that the system of Eqs. (3.8)–(3.14)
after averaging is a closed system.
Remark. In Eq. (4.10), we cannot neglect ξ(t)−ξ(T ′i ) which is of order O(k−1/201 ) if t = Ti .
4.3. The mean values 〈x〉, 〈x2〉, 〈F 〉
The first rule for averaging is given by (4.1). The second rule is that the white noise
averages 〈u(s)(ξ(t) − ξ(s))〉WN = 0 if t > s and if u(s) is a random variable depending
only of the past of s. Here 〈. . .〉WN is the average over the white noise ξ . This rule comes
from the fact that 〈ξ(t) − ξ(s)〉 is independent of the past of s and has mean value equal
to 0. We deduce immediately from Eq. (3.8),
d〈x〉 = 〈F 〉 (4.11)
dt η
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d〈x2〉
dt
= 2 〈xF 〉
η
+ 2D, (4.12)
from which follows immediately the stationary value:
〈xF 〉s = −Dη = −kBT . (4.13)
In Eq. (3.9), we use the replacement (4.10) for yj (t) so that
〈
χ1
M∑
j=1
χ
(j)
01 (dt)δεj ,1yj (t)
〉
= χ1k01 dt
[
〈n〉y∗ + 〈nF 〉
ηk01
]
so that Eq. (3.9) become after averaging:
d〈F 〉
dt
= −K
η
〈F 〉 + χ1y∗
(
k01〈n〉 − k10〈M − n〉
)
. (4.14)
Now
χ1y
∗(k01〈n〉 − k10〈M − n〉)= −Mk10χ1y∗e−kt .
If we assume that at time t = 0, 〈F(0)〉 = 0, we obtain:
〈
F(t)
〉= Mk10χ1y∗
k − K/η
[
e−kt − e−Ktη ] (4.15)
and Eq. (4.11) can be solved,
〈
x(t)
〉= x(0) + Mk10χ1y∗
kη − K
[
η
K
(e
−Kt
η − 1) − 1
k
(e−kt − 1)
]
, (4.16)
and
〈x〉s = x(0) − Mk10χ1y
∗
kK
. (4.17)
Here we have assumed that
(i) at time t = 0, no myosin head is attached,
n(0) = 0;
(ii) the position x(0) is such that
F(0) ≡ −|F0| − Kx(0) = 0. (4.18)
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We take the average of Eq. (3.10):
d〈nx〉
dt
= −k〈nx〉 + 〈nF 〉
η
+ k10M〈x〉. (4.19)
Then we take the average of Eq. (3.11) replacing the terms yj (t) by the expression of
Eq. (4.10). We see that the term in 〈n2F 〉 cancel, indeed:
d〈nF 〉
dt
= −K
η
〈nF 〉 − 〈n2F 〉χ1
η
+ k10
〈
(M − n)F 〉− k10χ1y∗〈(M − n)(n + 1)〉
− 〈nF 〉k01 +
〈
n(n − 1)〉χ1y∗k01 + χ1
η
〈
n(n − 1)F 〉,
so
d〈nF 〉
dt
= −
(
k + K + χ1
η
)
〈nF 〉 + k10M〈F 〉 + χ1y∗k01
〈
n(n − 1)〉
− χ1y∗k10
〈
(M − n)(n + 1)〉. (4.20)
From Eqs. (4.19)–(4.20) we can deduce the stationary values:
〈nF 〉s = − χ1y
∗
k + (K + χ1)/η
k10k01
k
M, (4.21)
〈nx〉s = 1
k
[
k10M〈x〉s + 〈nF 〉s
η
]
. (4.22)
4.5. Mean value 〈xF 〉
We average Eq. (3.13), replacing yj in the last term by its Markovian approximation
given by Eq. (4.10):
d〈xF 〉
dt
= −K
η
〈xF 〉 + 〈F
2〉
η
− χ1
η
〈nxF 〉
− 2D(K + χ1〈n〉)− k10χ1y∗〈(M − n)x〉
+ k01χ1
[
y∗〈nx〉 + 〈nxF 〉
ηk01
+
〈
M∑
j=1
δεj ,1x(t)
(
ξ(t) − ξ(T ′j )
)〉]
. (4.23)
In this equation, the terms 〈nxF 〉 cancel, but we have to calculate the correlation:
C =
〈
M∑
δεj ,1x(t)
(
ξ(t) − ξ(T ′j )
)〉
. (4.24)j=1
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x(t) = x(T ′i ) +
t∫
T ′j
F (s)
η
ds + (ξ(t) − ξ(T ′j )). (4.25)
Recall that in C, given by Eq. (4.24), t is in fact the time Tj of detachment of the myosin
head n0.j so that 〈Tj − T ′j 〉 ∼ 1/k01, and if we use Eq. (4.25) in Eq. (4.24), we see that
〈
x(T ′i )
(
ξ(t) − ξ(T ′j )
)〉
WN = 0,〈( Tj∫
T ′j
F (s)
η
ds
)(
ξ(Tj ) − ξ(T ′j )
)〉= O(k−3/201 ),
〈(
ξ(Tj ) − ξ(T ′j )
)2〉= 2D〈Tj − T ′j 〉 = 2Dk−101 ,
so that
C ∼ 2D
k01
〈n〉
so that the corresponding term k01χ1C ∼ 2Dχ1〈n〉 cancels with the corresponding term
−2Dχ1〈n〉. We are left with:
d〈xF 〉
dt
= −K
η
〈xF 〉 + 〈F
2〉
η
− 2DK + χ1y∗
[
k01〈nx〉 − k10
〈
(M − n)x〉]. (4.26)
From this equation, we can deduce the stationary value 〈F 2〉s . We use Eq. (4.22) to
calculate:
k01〈nx〉s − k10
〈
(M − n)x〉
s
= 〈nF 〉s
η
= − χ1y
∗
k + (K + χ1)/η
k10k01
kη
M.
Thus we use Eq. (4.13) for 〈xF 〉s and we deduce:
〈F 2〉s = KDη + (χ1y
∗)2
k + (K + χ1)/η
k10k01
k
M, (4.27)
up to higher order terms in k−1.
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We average Eq. (3.14) and we obtain:
d〈F 2〉
dt
= −2K
η
〈
F 2
〉− 2χ1
η
〈
nF 2
〉+ 2D〈(K + χ1n)2〉
+ k10
[
(χ1y
∗)2〈M − n〉 − 2(χ1y∗)
〈
(M − n)F 〉]
+ k01
〈
M∑
i=1
δεi ,1
(
(χ1yi)
2 + 2Fχ1yi
)〉
. (4.28)
The problem is to evaluate:
Γ ≡
M∑
i=1
k01
〈
δεi ,1
(
(χ1yi)
2 + 2F(χ1yi)
)〉
. (4.29)
The expression for Γ is given in Eq. (B.17) of Appendix B obtained using the Markov-
ian hypotheses and neglecting terms which are O(k−1/201 η−1) and higher order. So replacing
Γ given by Eq. (B.17) in Eq. (4.28), we obtain,
d〈F 2〉
dt
= −2K
η
〈
F 2
〉+ 〈nF 〉[2χ1y∗K + 2χ21 y∗
η
]
− 2χ1y∗k10M〈F 〉 + 2D
〈
(K + χ1n)2
〉+ k10(χ1y∗)2〈M − n〉
+ (χ1y∗)2k01〈n〉 − 2Dχ21
〈
n2
〉− 4Dχ1K〈n〉,
or finally the equation of evolution for 〈F 2〉:
d〈F 2〉
dt
= −2K
η
〈
F 2
〉+ 〈nF 〉[2χ1y∗K + 2χ21 y∗
η
]
− 2χ1y∗k10M〈F 〉 + 2DK2
+ (χ1y∗)2
[
k10〈M − n〉 + k01〈n〉
]
. (4.30)
We can check that the stationary value for 〈F 2〉 is the same as the value obtained
previously in Eq. (4.27). Indeed, from Eq. (4.30), we obtain for the stationary state:
〈F 2〉s = DηK + η
K
{
〈nF 〉s
(
χ1y
∗k + χ
2
1 y
∗
η
)
+ (χ1y
∗)2
2
(
k10〈M − n〉s + k01〈n〉s
)}
.
We use Eq. (4.21) for 〈nF 〉s , so that the expression in the curly bracket of the preceding
equation is:
(χ1y∗)2k10k01M K
k(k + (K + χ1)/η) η
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1
2
01 η
−1)).
5. Work and efficiency
5.1. Calculation of the work
By definition, the work will be the work of the opposite of the external force, namely
|F0| + Kx, on the external system. So the power is:
dW
dt
=
〈(|F0| + Kx)dxdt
〉
. (5.1)
Now because,
dx = F
η
dt + dξ,
and because 〈dξ 〉 = 0, and 〈x(t)dξ(t)〉 = 0 (because the increment of ξ(t) between t and
t + dt is independent of the past of ξ(t), and thus of x(t)), we see that Eq. (5.1) becomes:
dW
dt
= |F0| 〈F(t)〉
η
+ K
η
〈
x(t)F (t)
〉
. (5.2)
Now, one can assume that
|F0| = Mf0, (5.3)
η = Mσ. (5.4)
Eq. (5.4) comes from the fact that, roughly, the friction coefficient η is proportional to
the size of the actin filament, which is itself proportional to the number of available sites
for the myosin heads. Eq. (5.3) is due to the fact that the external load |F0| should be
proportional to the number of myosin motors M .
Then using Eq. (4.15) for 〈F(t)〉 and Eq. (C.22) for 〈xF 〉, we see that in the transient
mechanical regime, for times t such that
e−kt 
 e−Kη t , (5.5)
dW
dt
= Me−Kη t
{
−k10
kσ
f0χ1y
∗ +
(
k10
k
)2
(χ1y∗)2
σ
}
− Me− 2Ktη
(
k10
k
)2
(χ1y∗)2
σ
. (5.6)
Notice that, in our convention y∗ is negative so that the whole expression is positive.
Moreover, if t tends to infinity,
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〈xF 〉s = −kBT = −Dη,
so 〈
dW
dt
〉
s
= −kBT K
η
(5.7)
which is negative and is of order O(M−1). This means that in the stationary state, the
system pumps work from the spring force −Kx to counteract the thermal fluctuations
on x.
5.2. Efficiency
An energy ε is brought by each ATP molecule and one ATP molecule is brought per
cycle. In the transient mechanical regime given by Eq. (5.5), the number of attached myosin
heads has reached its equilibrium value (see Eqs. (4.5)–(4.6)),
〈n〉s = k10M
k
,
and the number of cycles per unit time is thus,
〈n〉sk01
(k01 being the rate of detachment), so the energy per unit time brought by an ATP mole-
cule is:
dE
dt
= εk01 k10M
k
. (5.8)
The efficiency of the actin–myosin system in transient mechanical regime is thus
R =
dW
dt
dE
dt
= e−Kη t
{
−f0χ1y
∗
εk01σ
+ k10
k01k
(χ1y∗)2
εσ
}
− e− 2Ktη k10
k01k
(χ1y∗)2
εσ
. (5.9)
5.3. The efficiency is less than 1
It is not at all clear that the efficiency R should be less than 1 in Eq. (5.9). To prove this,
we use the same argument as in [18]. We rewrite the definition Eq. (5.1) of dWdt using,
|F0| + Kx = −F −
M∑
δεi ,1χ1yi,
i=1
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(|F0| + Kx)dx = −F 2
η
dt − F dξ −
M∑
i=1
δεi ,1χ1yi dx. (5.10)
But when the myosin head n0.i is attached to the actin filament, dyi = dx, and
yi dx = yi dyi = d
(
y2i
2
)
− 1
2
(dy1)2 = d
(
y2i
2
)
− 1
2
(dx)2 (5.11)
and 〈
1
2
(dx)2
〉
= 1
2
〈
(dξ)2
〉= D dt. (5.12)
So from Eqs. (5.10)–(5.12)
〈(|F0| + Kx)dx〉= −
〈
M∑
i=1
δεi ,1 dU(1)(yi)
〉
− 〈F
2〉
η
dt + χ1D
〈
n(t)
〉
dt. (5.13)
We can examine each terms of the second member of Eq. (5.13).
(1) We shall prove that the sum of the last two terms in Eq. (5.13) is negative, or, we prove
that
〈F 2〉
η
− χ1D
〈
n(t)
〉
> 0. (5.14)
We calculate the quantity in the transient regime, so e−kt is negligible and
〈
n(t)
〉∼ 〈n〉s = k10M
k
.
The 〈F 2〉 is given by Eq. (C.19) with 〈F 2〉s as in Eq. (C.18), so that
〈F 2〉
η
− χ1D〈n〉  1
η
[(
k10M
k
)2
(χ1y
∗)2e−
2Kt
η + KkBT
(
1 − e− 2Ktη )
+ (χ1y
∗)2
k
k10k01M
k
− χ1kBT k10M
k
]
. (5.15)
In the transient regime, the dominant term of the bracket in Eq. (5.15) is the first term
in M2 which is dominant. In the stationary regime, the dominant terms are the last two
terms which are O(M). They can be written as
k10M
χ1
[
2
k01 χ1y∗2 − kBT
]
.k k 2
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that 2k01/k should not be very small, χ∗21 /2 is of the order of the covalent energy of
a bond, because the myosin is attached to the actin through a covalent bond; it should
be of the order of the electron-Volt, while at this temperature kBT  10−1,10−2 eV.
(2) We consider now, in Eq. (5.13) the first average in the right-hand side. During a time
interval [T ,T ′] between an instant of attachment and the next instant of detachment,
the variation of U(1) should be less than the energy ε of the ATP molecule: this is
shown in Fig. 2, and this condition is necessary so that the cycle can possibly function.
This was also discussed in Section 2. So
−〈dU(1)(yi)〉 εk01 dt
and thus
−
〈
M∑
i=1
δεi ,1 dU(1)(yi)
〉
 ε〈n〉k01 dt = εM k10k01
k
dt. (5.16)
Then from Eq. (5.13) and the inequalities (5.14) and (5.16), we conclude that〈
dW
dt
〉
< εM
k10k01
k
≡ dE
dt
,
which means that R < 1.
Moreover,
1 − R  〈F
2〉
η
(
dE
dt
)−1
− χ1D
〈
n(t)
〉(dE
dt
)−1
and in the transient regime, using Eq. (C.19),
1 − R  k10(χ1y
∗)2
kk01εσ
e
−2 K
η
t
.
5.4. Covariance of the external force and the velocity
Let us come back to the expression of dWdt given by Eq. (5.6) in the transient regime,
where
e−kt 
 e−Kη t 
 1.
We know that in this regime, because η ≡ Mσ ,〈
dx
dt
〉
= 〈F 〉
η
(
see Eq. (4.11)),
〈
dx
〉
∼ −k10 χ1y∗e−Kη t (Eq. (4.15)). (5.17)dt k σ
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〈
x(t)
〉∼ −Mf0
K
+ k10χ1y∗
kK
(
e
−K
η
t − 1)M,
where we have used,
x(0) = −Mf0
K
(
Eq. (4.18)),
so that
〈|F0| + Kx(t)〉= k10χ1y∗
k
(
e
−K
η
t − 1)M. (5.18)
Then, instead of dWdt given by Eq. (5.1), one can consider:
〈|F0| + Kx(t)〉
〈
dx
dt
〉
= M
σ
(
k10χ1y∗
k
)2(
e
−K
η
t − e−2 Kη t). (5.19)
This quantity is the expected work per unit time which one would expect from the
system, if it was working without fluctuations (at least in the transient regime) and from
Eq. (C.22) this is indeed
K〈xF 〉
η
.
Comparing Eqs. (5.19) and (5.6), we see that
〈(|F0| + Kx(t))dxdt
〉
− 〈|F0| + Kx(t)〉
〈
dx
dt
〉
= −Mk10f0χ1y∗
kσ
e
−K
η
t
< 0. (5.20)
Thus, the work dWdt = 〈(|F0| + Kx) dxdt 〉 is always less than the expected work that an
observer would think that the system does by neglecting the fluctuations.
Appendix A. Poisson measures
Let X be a space with a certain positive measure m. A Poisson measure with average m
is a stochastic integer-valued measure ν on X, with the following properties:
(i) The mapping A → ν(A) which assign to any measurable subset A of X is a measure
on X.
(ii) If A, B are measurable subsets of X with A∩B = ∅, ν(A) and ν(B) are independent
random variables.
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Prob
(
ν(A) = n)= e−m(A)m(A)n
n! .
In this article, X = R+, and m(dt) = k dt (k > 0). We denote then by ν(dt) the corre-
sponding Poisson measure, so that if A is a measurable subset of R+,
ν(A) =
∫
χA(t)ν(dt),
where χA(t) is the characteristic function of A, with value 1 on A and 0 outside A. We
see immediately that ν(dt) and ν(dt ′) are independent random variables. Moreover ν(dt)
takes the value 1 with probability k dt and 0 with probability 1 − k dt .
For a time interval [t0, t1], ν([t0, t1]) is the number of Poisson events which occur in
this time interval.
As explained in [19], one can develop a theory of stochastic integrals with respect to
Poisson measures.
Appendix B. Evaluation of the correlation Γ
We write:
Γ ≡
M∑
i=1
k01
〈
δεi ,1
(
(χ1yi)
2 + 2F(χ1yi)
)〉≡ M∑
i=1
Γi. (B.1)
We fix an index i and consider Γi . We use the Markovian approximation of Eq. (4.10)
so that yi(t) in Eq. (B.1) is replaced by:
yi(t) → y∗ + F(t)
ηk01
+ ξ(t) − ξ(T ′i ), (B.2)
where we recall that t is in fact the instant Ti of detachment of the myosin head n0.i, so
that Γi can be rewritten as
Γi = k01
〈
δεi ,1
[
2χ1
(
Fy∗ + F
2
ηk01
)
+ 2χ1F
(
ξ(t) − ξ(T ′i )
)+ χ21
(
y∗ + F(t)
ηk01
)2
+ 2χ21
(
y∗ + F(t)
ηk01
)(
ξ(t) − ξ(T ′i )
)+ χ21 (ξ(t) − ξ(T ′i ))2
]〉
. (B.3)
Now
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δε1,1
(
F
ηk01
)2〉
= O((k01η)−2),∣∣∣∣
〈
δε1,1
F(t)
ηk01
(
ξ(t) − ξ(T ′i )
)〉∣∣∣∣= O(k−3/201 η−1),
because 〈|ξ(t) − ξ(T ′i )|〉 = O(k−1/201 ), 〈ξ(t) − ξ(T ′i )〉 = 0, 〈(ξ(t) − ξ(T ′i ))2〉 = 2D/k01.
Thus, we obtain by summing over i Eq. (B.3):
Γ = 2χ1y∗k01〈nF 〉 + 2χ1
η
〈nF 2〉 + (χ1y∗)2k01〈n〉
+ 2χ
2
1 y
∗
η
〈nF 〉 + 2Dχ21 〈n〉 + 2k01χ1
M∑
i=1
〈
δεi ,1F
(
ξ(t) − ξ(T ′i )
)〉 (B.4)
where we have neglected terms in O(k−1/201 η−1) and higher.
It remains to evaluate the correlation:
Γ ′ = 2k01χ1
M∑
i=1
〈
δεi ,1F(t)
(
ξ(t) − ξ(T ′i )
)〉≡ M∑
i=1
Γ ′i . (B.5)
We replace F(t) by its value, so that
Γ ′i = −2k01χ1
〈
δεi ,1
(
|F0| + Kx +
M∑
j=i
δεj ,1χ1yj
)(
ξ(t) − ξ(T ′i )
)〉
. (B.6)
The term in |F0| gives no contribution, because the white noise average 〈ξ(t) −
ξ(T ′i )〉WN = 0. Then, we have the term Kx,
−2k01χ1K
〈
δεi ,1x
(
ξ(t) − ξ(T ′i )
)〉
= −2k01χ1K
〈
δεi ,1
(
x(T ′i ) +
F(t)
ηk01
+ (ξ(t) − ξ(T ′i ))
)(
ξ(t) − ξ(T ′i )
)〉
,
and again this leads to
−2k01χ1K
〈
δεi ,1x
(
ξ(t) − ξ(T ′i )
)〉= −4Dχ1K〈δεi ,1〉 + O(k−3/201 η−1). (B.7)
Then we have to estimate the contribution:
Γ ′′i = −2k01χ21
〈
δε1,1
(
M∑
j=1
δεj ,1yj (t)
)(
ξ(t) − ξ(T ′i )
)〉
, (B.8)
where in Eq. (B.8), t = Ti as usual.
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actin filament at time t = Ti . We shall assume that the time interval [T ′i , Ti] is so short that
a given myosin head cannot attach and detach more than once during that time interval.
Indeed, the contribution of the multiattachment or detachment events would be O(k−101 ).
Also, for the heads j which are attached at time Ti , we use the Markovian approximations
during the time interval [T ′j , Ti] when T ′j is the previous time of attachment of the myosin
head j before Ti . This means that we can replace yj (t) in Eq. (B.8) by its value given by
Eq. (4.10), namely
yj (t) → y∗ + F(t)
ηk01
+ ξ(t) − ξ(T ′j ). (B.9)
As usual, the terms like:
(
y∗ + F(t)
ηk01
)(
ξ(t) − ξ(T ′i )
)
,
coming up in Eq. (B.8) will give either a null contribution or a contribution of order
O(k−3/201 η−1) so that it remains for Γ ′′i :
Γ ′′i = −2k01χ21
〈
δεi ,1
M∑
j=1
δεj ,1
(
ξ(t) − ξ(T ′j )
)(
ξ(t) − ξ(T ′i )
)〉+ O(k−3/201 η−1).
(B.10)
Moreover the average white noise can be performed easily in Eq. (B.10),
〈(
ξ(t) − ξ(T ′j )
)(
ξ(t) − ξ(T ′i )
)〉= 2D Inf(t − T ′j , t − T ′i ),
and thus Γ ′′i is reduced to a Poisson average:
Γ ′′i = −4k01χ21 D
〈
δεi ,1
M∑
j=1
δεj ,1 Inf(Ti − T ′j , Ti − T ′i )
〉
+ O(k−3/201 η−1). (B.11)
In the sum over j , we distinguish three terms:
(1) j = i. This gives a contribution
−4Dχ21 〈δεi ,1〉 (B.12)
because 〈Ti − T ′i 〉 = 1/k01 as usual.
(2) j = i and Ti − T ′j > Ti − T ′i . A priori, there are n(t) − 1 myosin heads j = i which
are attached at time t . We are interested in the heads j = i, . . . , n(t) − 1, which have
remained attached during the whole time interval [T ′, Ti], the proportion of these headsi
B. Gaveau et al. / J. Math. Pures Appl. 84 (2005) 1758–1793 1785is exp (−k01(Ti − T ′i )) so there were exp (−k01(Ti − T ′i ))(n(t) − 1) heads attached at
T ′i remaining attached during [T ′i , Ti].
Moreover the probability distribution of Ti − T ′i is,
k01e
−k01(Ti−T ′i )d(Ti − T ′i ),
so the total contribution of these heads to Γ ′′i is:
−4k01χ21 D
〈
δεi ,1
(
n(t) − 1)
∞∫
0
k01τe
−2k01τ dτ
〉
= −χ2D〈δεi ,1(n − 1)〉. (B.13)
(3) j = i and Ti −T ′j < Ti −T ′i . These are the myosin heads which are not attached at T ′i ,
but get attached at T ′j with T ′i < T ′j < Ti and get detached at Tj with Tj > Ti . We can
always assume T ′i = 0 to simplify the calculation. Now, given that there are n(t) − 1
myosin heads j = i attached at time t , the number of these heads which are attached
in the time interval [s, s + ds] for 0 < s = T ′j < Ti is:
(
n(t) − 1)k01e−k01(Ti−s) ds.
The probability distribution of Ti is k01e−k01Ti dTi (recall that T ′i = 0), so that the
contribution to Γ ′′i of the heads j = i which get attached in [0, Ti] is, using Eq. (B.11),
−4k01χ21 D
〈
δεi ,1
(
n(t) − 1)
∞∫
0
k01e
−k01t dt
t∫
0
k01e
−k01(t−s)(t − s)ds
〉
= −χ21 D
〈
δεi ,1(n − 1)
〉
. (B.14)
Now we can put together the three contributions coming from Eqs. (B.12)–(B.14), so
that
Γ ′′i ∼ −2χ21 D
〈
δεi ,1(n − 1)
〉− 4Dχ21 〈δεi ,1〉. (B.15)
Finally we use Eqs. (B.7)–(B.15) to obtain Γ ′:
Γ ′ = −4Dχ1K(n) − 2χ21 D
〈
n(n − 1)〉− 4Dχ21 〈n〉 + O(k−1/201 η−1). (B.16)
We can rewrite all the terms in Γ as:
Γ =
(
2χ1y∗k01 + 2χ
2
1 y
∗
η
)
〈nF 〉 + 2χ1
η
〈
nF 2
〉+ (χ1y∗)2k01〈n〉
− 2Dχ21 〈n〉 − 4Dχ1K〈n〉 − 2χ21 D
〈
n(n − 1)〉+ O(k−1/201 η−1). (B.17)
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In this appendix, we are interested in finding the evolution of the second moments in the
transient regime. This means that we consider the second moments of the various quantities
of biophysical interest, for times k−1 
 t 
 η, assuming as in Section 4 that k−1 
 η. In
other words, we consider a time scale t such that the chemical processes of attachment and
detachment are equilibrated, but the mechanical motion has not yet come to its stationary
state.
C.1. Summary of the equations
We have to solve in the following order:
Eq. (4.3)
d〈n2〉
dt
= −2k〈n2(t)〉+ 〈n(t)〉((2M − 1)k10 + k01)+ k10M, (C.1)
Eq. (4.20)
d〈nF 〉
dt
= −
(
k + K + χ1
η
)
〈nF 〉 + k10M〈F 〉 + χ1y∗k〈n2〉
− χ1y∗
(
k10(M − 1) + k01
)〈n〉 − χ1y∗k10M, (C.2)
Eq. (4.30)
d〈F 2〉
dt
= −2K
η
〈
F 2
〉+ 2χ1y∗
(
k + χ1
η
)
〈nF 〉 − 2χ1y∗k10M〈F 〉
+ (χ1y∗)2(k10 − k10)〈n〉 + 2DK2 + (χ1y∗)2k10M, (C.3)
Eq. (4.19)
d〈nx〉
dt
= −k〈nx〉 + 〈nF 〉
η
+ k10M〈x〉, (C.4)
Eq. (4.26)
d〈xF 〉
dt
= −K
η
〈xF 〉 + 〈F
2〉
η
+ χ1y∗k〈nx〉
− χ1y∗k10M〈x〉 − 2DK, (C.5)
and we have, Eq. (4.15),
〈
F(t)
〉= Mk10χ1y∗ [e−kt − e−Ktη ], (C.6)
k − K/η
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〈
x(t)
〉= x(0) + Mk10χ1y∗
η(k − K/η)
[
η
K
(
e
−Kt
η − 1)− 1
k
(
e−kt − 1)], (C.7)
Eq. (4.5)
〈
n(t)
〉= k10M
k
− k10M
k
e−kt . (C.8)
The initial conditions for Eqs. (C.1)–(C.5) are all 0. One can solve any of Eqs. (C.1)–
(C.5) provided that we know the solutions of the preceding equations (as well as the first
moments given by Eqs. (C.6)–(C.8)).
C.2. Formalism
C.2.1. Eqs. (C.1)–(C.5) are of the following type:
{
dyµ
dt = −αµyµ + fµ(t),
yµ(0) = 0.
Here µ is an index varying from 1 to 5, which denotes the equation (C.µ), αµ is a
positive constant, fµ(t) is a function of t which depends of the functions yλ(t) for λ < µ
and of the functions given in Eqs. (C.6)–(C.8).
The equation,
{ dy
dt = −αy + f (t),
y(0) = 0, (C.9)
has the solution:
y(t) ≡ Φα(f ) =
t∫
0
e−α(t−s)f (s)ds. (C.10)
It is easy to see, using a recursion on µ, that the fµ are linear combinations of exponen-
tials. But, if
f (t) = ae−θt ,
Φα(f ) =
{
a
θ−α (e
−αt − e−θt ), θ = α,
ate−αt , θ = α. (C.11)
As a consequence, if
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∑
j
aj e
−θj t , θj = α,
Φα(f ) = a0te−αt +
∑
j
aj
α − θj e
−θj t −
(∑
j
aj
α − θj
)
e−αt . (C.12)
C.2.2. We come back to Eqs. (C.µ). There are two kinds of exponents of the exponen-
tials in fµ and in the solution yµ of Eqs. (C.µ):
(i) fast exponents which are  k;
(ii) Slow exponents which are 0 or O( 1
η
) (recall that η  Mσ ).
Nevertheless Eq. (C.12) shows that we cannot simply drop out all the fast exponentials
in a function fµ(t) because a fast exponential in fµ contributes to a slow exponential in
the solutions yµ if αµ is a slow exponent. This means that we are forced to calculate the
fµ and yµ almost exactly.
Nevertheless, we are interested in 〈xF 〉/η, for the calculation of the work per unit time,
so that we are interested in the terms of order O(M) in 〈xF 〉/η, or in terms of O(M2) in
〈xF 〉 because η = O(M−1).
C.2.3. Now 〈xF 〉 is given by Eq. (C.5), and we are interested only in the transient
regime with the exponential exp (−K
η
t), exp (− 2K
η
t). Consider f5(t) of Eq. (C.5):
1. the terms in f5 containing e(−
K
η
t)
will produce terms te(−
K
η
t)
and we shall see that
these terms cancel;
2. the terms in f5 containing ae−
2Kt
η will contribute a term η
K
ae
− 2Kt
η and a term η
K
ae
−Kt
η
but η = O(M), so we need to calculate the terms in e− 2Ktη to order M in f5;
3. the fast exponential in f5 containing for example ae−kt (or higher exponents) will
contribute terms in a
k−K/η e
−kt and a
k−K/η e
−Kt
, and we need only to calculate the
parts in O(M2) of the fast exponentials in f5;
4. the constant terms in f5 are of the type,
α5〈xF 〉s = α5kBT
(
Eq. (4.13))
they produce the stationary terms 〈xF 〉s of 〈xF 〉 and the transient terms −〈xF 〉se−
K
η
t
which can be neglected, because they are of order O(1). Now, in Eq. (C.5), one has:
f5 = 〈F
2〉
n
+ χ1y∗k〈nx〉 − χ1y∗k10M〈x〉 − 2DK.
So we need, using the fact that η = O(M−1):
(i)
for 〈F 2〉 (C.13)
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• the terms in e−Kη t ,
• the fast exponential of order O(M3) but these do not exist in 〈F 2〉 for trivial reason.
(ii)
for 〈nx〉 (C.14)
• the terms in e−2 Kη t of order O(M),
• the terms in e−Kη t ,
• the fast exponentials of order O(M2).
C.2.4. So we need 〈nx〉 of Eq. (C.4), with α4 = k,
f4 = 〈nF 〉
η
+ k10M〈x〉.
There is no way to obtain for 〈nx〉 terms in exp (−2K
η
t) because neither 〈nF 〉 nor 〈x〉
contain such terms. We need the terms in e−
K
η
t
exactly and we need the fast exponentials
of order O(M2), so in f4 we need the fast exponential to order O(M2); and thus because
η = O(M−1), we need the fast exponential of 〈nF 〉 at order O(M3) which does not exist in
〈nF 〉. So the calculation of 〈nx〉 requires the calculation of the slow exponential in 〈nF 〉.
C.2.5. We need also 〈F 2〉 of Eq. (C.3), with α3 = 2K/η,
f3 = 2χ1y∗
(
k + χ1
η
)
〈nF 〉 − 2χ1y∗k10M〈F 〉
+ (χ1y∗)2(k01 − k10)〈n〉 + 2DK2 + (χ1y∗)2k10M.
We need in 〈F 2〉 the terms e−Kη t and the terms e− 2Kη t at order O(M2). So we need in
f3, all the terms at order O(M2) and the exact terms in exp (−Ktη ). So finally we need:(iii)
for 〈nF 〉 (C.15)
• the exact terms in e−Kη t ,
• the fast exponentials at order O(M2).
C.3. Expression for 〈n2〉
Eq. (C.1) for 〈n2〉 has α1 = 2k,
f1 = 2k10M (Mk10 + k01) −
(
k10M (
(2M − 1)k10 + k01
))
e−kt ,
k k
1790 B. Gaveau et al. / J. Math. Pures Appl. 84 (2005) 1758–1793with exact solution
〈
n2(t)
〉= Φ−2k(f1),
or
〈
n2(t)
〉= k10M
k2
(Mk10 + k01) − k10M
k2
(
(2M − 1)k10 + k01
)
e−kt
+
(
k10
k
)2
M(M − 1)e−2kt . (C.16)
C.4. Expression for 〈nF 〉
Eq. (C.2) for 〈nF 〉 has α2 = k + K+χ1η ,
f2(t) = k10M〈F 〉 + χ1y∗〈n2〉 − χ1y∗
(
k10(M − 1) + k01
)〈n〉 − χ1y∗k10M.
When we compute the solution y2 we will have to divide the e−kt term by (k +
(K + χ1)/η)− k which is a term in 1/η. Moreover the terms in e−kt in f2 induce a certain
cancellation so that they are of order O(M). In fact using Eqs. (C.6), (C.8), (C.16),
f2(t)  α2〈nF 〉s − (Mk10)
2χ1y∗
k
e
−K
η
t +
(
k10M
k
)2
χ1y
∗K
η
e−kt + k
2
10
k
M2χ1y
∗e−2kt ,
where we have retained the term of maximal order in f2 for the fast exponential and the
exact term in the slow exponentials. Then using 〈nF 〉s ,
〈nF 〉s  −χ1y∗ k10M
k
k01
k
(
see Eq. (4.21)),
one has:
〈nF 〉  −χ1y∗ k01
k
k10M
k
−
(
k10M
k
)2
χ1y
∗e−
K
η
t
+
(
k10M
k
)2
χ1y
∗ K
K + χ1 e
−K
η
t −
(
k10M
k
)2
χ1y
∗e−2kt
+
(
k10M
k
)2
χ1y
∗K + 2χ1
K + χ1 e
−(k+K+χ1
η
)t
. (C.17)
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Eq. (C.3) for 〈F 2〉 has α3 = 2K/η,
f3 = 2χ1y∗
(
k + χ1
η
)
〈nF 〉 − 2χ1y∗k10M〈F 〉
+ (χ1y∗)2(k01 − k10)〈n〉 + 2DK2 + (χ1y∗)2k10M.
In f3, we need all the terms at order O(M2) except the terms in e−
K
η
t
at O(1) exactly.
We have:
〈F 2〉s = KDη + (χ1y
∗)
k + (K + χ1)/η
k10k01
k
M
(
Eq. (4.27)). (C.18)
The terms e−
K
η
t in f3 cancel, and one has:
f3 = α3〈F 2〉s − 2 (k10M
2)
k
(χ1y
∗)2 χ1
K + χ1 e
−kt
+ 2 (k10M
2)
k
(χ1y
∗)2 K + 2χ1
K + χ1 e
−(k+K+χ1
η
)t − 2 (k10M
2)
k
(χ1y
∗)2e−2kt .
Then 〈F 2〉 = Φ2K/η(f3) and we use the remark (C.13) to obtain using Eq. (C.18)
〈
F 2
〉 〈F 2〉
s
−
[
KDη −
(
k10M
k
)2
(χ1y
∗)2
]
e
−2 K
η
t (C.19)
(up to fast exponential of order O(M3) which does no exist).
C.6. Expression for 〈nx〉
Eq. (C.4) for 〈nx〉 has α4 = k,
f4 = 〈nF 〉
η
+ k10M〈x〉.
We need only the slow exponentials in 〈nF 〉 exactly and the fast exponential up to order
O(M2), using Eqs. (C.17)–(C.7):
f4  α4〈nx〉s −
[(
k10M
k
)2
χ1y∗
η
− (k10M)
2
kK
χ1y
∗
]
e
−K
η
t
and thus
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(
k10M
k
)2
χ1y
∗
(
1
kη
− 1
K
)
e
−K
η
t
−
[
〈nx〉s −
(
k10M
k
)2
χ1y
∗
(
1
kη
− 1
K
)]
e−kt , (C.20)
with
〈nx〉s = k10M
k
〈x〉s + 〈nF 〉s
kη
(
Eq. (4.22))
∼ k10M
k
(
x(0) − k10M
k
χ1y∗
kK
) (
Eqs. (4.17)–(4.21)).
C.7. Expression for 〈xF 〉
Eq. (C.5) for 〈xF 〉 has α5 = K/η,
f5 = 〈F
2〉
η
+ χ1y∗k〈nx〉 − χ1y∗k10M〈x〉 − 2DK.
In f5 the terms of order O(M2) in e−
K
η
t
cancel. We thus see that in our approximation:
f5  K
η
〈xF 〉s +
(
k10M
k
)2
(χ1y∗)2
η
e
−2 K
η
t
so that
〈xF 〉 = 〈xF 〉s −
(
k10M
k
)2
(χ1y∗)2
K
e
−2 K
η
t
−
[
〈xF 〉s −
(
k10M
k
)2
(χ1y∗)2
K
]
e
−K
η
t (C.21)
and:
〈xF 〉s = −kBT
(
Eq. (4.13)).
Finally, the main term in the slow exponential for 〈xF 〉 is:
〈xF 〉 
(
k10M
k
)2
(χ1y∗)2
K
(
e
−K
η
t − e−2 Kη t). (C.22)
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