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ABSTRACT 
Estimating a visual evoked potential (VEP) from the human brain is challenging since 
its signal-to-noise ratio (SNR) is generally very low. Visual evoked potentials are 
conventionally extracted from the spontaneous brain activity by collecting a series of 
time-locked electroencephalogram (EEG) epochs and performing ensemble averaging 
on these samples to improve the SNR. However, this multi-trial averaging contributes 
to loss of distinctive physiological information which may prove useful for thorough 
optical pathway conduction assessment. disease diagnosis, and other fields of study 
such as psychology and pharmaceuticals. As such, a VEP estimation scheme based on 
a single VEP trial which minimizes the information loss and reduces VEP recording 
time, is highly desirable. In this thesis, two novel variations of generalized subspace 
approaches (GSAs) have been proposed to estimate VEP's P100, P200 and P300 
latencies from colored EEG noise. The proposed methods decompose and decorrelate 
the corrupted VEP space into signal and noise subspace; VEP enhancement is 
achieved by removing the noise subspace and estimating the clean VEPs only from 
the signal subspace. Since EEG is colored noise, implicit and explicit pre-whitening 
of the corrupted VEP waveform are performed in the proposed algorithms, to resolve 
diagonalization problems and achieve full VEP space decorrelation. Furthermore, the 
computation of a proper subspace dimension vital to the optimum extraction of VEPs 
has been included in GSAs. With the diagonalization and subspace dimension 
problems resolved, the proposed GSA techniques ultimately form a comparable VEP 
latency estimation system. Three single-trial approaches for VEP latency estimation 
proposed by various authors have also been evaluated and compared with GSAs. The 
results of comprehensively simulated data involving SNR from 0 to -11 dB indicate 
that the GSA schemes outperform the other three methods. The GSA estimators 
produce the lowest failure rate and average errors, and their performance is relatively 
independent of the given SNR in contrary to the other methods. The results of fifty 
real patient data further confirm that both GSAs are better estimators compared to the 
other studied techniques. With the favorable performance demonstrated by the 
outcome of the simulated and real patient data, both GSAs have the potentials to be 
used not only as biomedical signal estimators from the brain. but also as general 
purpose estimators in any other fields where SNR values are relatively low. 
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ABSTRAK (dalam Bahasa Melayu) 
Penganggaran keupayaan yang dirangsang olch penglihatan ("visual evoked 
potential-VEP") daripada otak manusia masih mencabar kerana nisbah isyarat- 
kepada-hingar (NIH) adalah sangat rendah. Isyarat "VEP" secara konvensionalnya 
ditaksir daripada aktiviti spontan otak (elektroensefalogram -"EEG") yang bertindak 
sebagai hingar bertvarna; rentetan gelombang "VEP" cemar dipuratakan untuk 
meningkatkan nilai NIH serta menjana "VEP" bersih. Bagaimanapun, kaedah multi- 
percubaan lnl menyumbang kepada kehilangan maklumat fisiologi yang berguna 
kepada penilaian komprehensif sistem penglihatan, diagnosis penyakit, dan bidang- 
bidang kajian lain seperti psikologi dan farmaseutikal. Oleh itu, skim pen-anggaran 
"VEP" berasaskan percubaan tunggal diperlukan untuk mengurangkan kehilangan 
maklumat fisiologi. Di dalam tesis ini. dua kaedah sub-ruang am ("generalized 
subspace approach-GSA") telah dicadangkan untuk mengekstrak "VEP" daripada 
"EEG". Kaedah-kacdah "GSA" mengurai dan menyahkait ruang "VEP" cemar kepada 
sub-ruang isyarat dan sub-ruang hingar; peningkatan kualiti "VEP" dicapai dengan 
membuang sub-ruanhingar dan menganggarkan "VEP" bersih hanya daripada sub- 0, 
isyarat. Teknik-teknik "GSA" melakukan pemutihan implisit dan eksplisit 
terhadap gelombang "VEP" yang dicemari "EEG", sekaligus menyelesaikan masalah 
pepenjuruan dan menghasilkan penyahkaitan penuh ke atas isyarat "VEP" cemar. 
Seterusnya, masalah penganggaran dimensi sub-ruang isyarat yang memainkan 
peranan penting kepada pengekstrakan optimum isyarat "VEP" dibincang dan 
penyelesaiannya diperincikan. Setelah isu-isu pepenjuruan dan dimensi diatasi, 
teknik-teknik "GSA" akhirnya membentuk satu sistem penganggaran "VEP". Tiga 
teknik penaksiran "VEP" tunggal yang dicadangkan oleh pelbagai penyelidik telah 
diuji dan dibandingkan dengan "GSA". Keputusan-keputusan simulasi komprehensif 
yang melibatkan julat NIH dari 0 hingga -11 dB menunjukkan bahawa "GSA" 
mengatasi ketiga-tiga kaedah lain. Pengangoar-penganggar "GSA" menghasilkan 
kadar kegagalan dan kesilapan purata yang terendah, dan prestasi mereka secara 
relatifnya tidak banyak dipengaruhi oleh NIH. Eksperimen berdasarkan kepada data- 
data subjek (pesakit) sebenar juga mengesahkan "GSA" sebagai penganggar yang 
lebih baik berbanding dengan ketiga-tiga kaedah lain. Dengan pencapaian yang 
memberangsangkan, kedua-dua teknik "GSA" yang dicadangkan berpotensi untuk 
diguna pakai di mana-mana bidang yang mempunyai masalah NIH yang rendah. 
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Evoked potential (EP) testing is a term that describes three different types of non- 
invasive and relatively inexpensive tests conventionally used in clinical diagnosis 
namely the visual evoked potential (VEP) test, the brainstem auditory evoked 
potential (BAEP) test, and the somatosensory evoked potential (SSEP) test [1]. In 
clinical environments, the stated tests are primarily used by clinicians to objectively 
check the conduction of nerve signals (vision-, hearing-, or feel-triggered) that are 
transmitted to the brain and spinal cord. Normally, the nerve signals reaching the 
brain and spinal cord will produce waveforms with certain amplitudes and time 
delays, also known as latencies. 
1.1 Research Background 
Naturally, visual evoked potentials (VEPs) are special types of electroencephalograph 
(EEG) generated by the human brain, in addition to the ongoing EEG. when specific 
visual stimulation is applied to the eye (left or right) of the subject under study. The 
frequency of the stimulus will dictate the shape of the final VEP waveform. If low 
frequency stimulation is used, the resultant waveform commonly known as a 
"transient VEP" will contain a number of discrete deflections [2]. On the other hand, 
high frequency stimulation faster than 6 stimulus/second will create a "steady-state" 
waveform that is approximately sinusoidal [2,3]. The basic setup for VEP acquisition 
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Figure 1.1 VEP acquisition setup. 
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As for the stimulation techniques. there exist many different ways to elicit VEP 
responses from the subject under study. Conventionally, there are two major classes 
of VEP stimulation, namely the pattern- and luminance-based stimulation [2]. The 
usual waveform of the pattern-shift visual evoked responses contains the initial 
negative peak latency (Ni or N75), followed by a positive peak latency (P 1 or P 100), 
and followed by another negative peak (N2 or Nl35/N145) occurring at 75 ms, 
100 ms and 135/145 ms, respectively [1,4]. A sample of a pattern reversal VEP 
extracted from a normal subject is shown in Figure 1.2 below. 
Figure 12 A pattern reversal VEP taken from a normal subject (Figure taken 
from [2]. page 120). 
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The NI, I 'l and N2 components are clearly seen in Figure 1.2. Also, the usage of 
certain stimulus will create additional late positive peaks termed as the P2 (P200) and 
P3 (P300) occurring at 200 ms and 300ms, respectively. Generally, the types of 
stimulus dictate the VEP waveform formation in terms of its peak and valley 
amplitudes and positions (latencies) [2,5,6,7]. 
1.2 Motivation for Research 
It is crucial to note that while the use of magnetic resonance imaging (MRI) in 
hospitals is prevalent in giving accurate information about structural or anatomical 
problems, a visual evoked potential test remains as the only objective test [1,3] to 
assess the physiology (i. e., conduction) of the visual pathway from the retina to the 
occipital cortex of the brain. Primarily, the latency of the robust and positive going 
P100 [4] component is used by clinicians to check the integrity of the visual pathways 
from the retina to the visual cortex of the human brain [1]. For normal subjects, their 
P100 components usually produce latencies very close to 100 ms. On the contrary, 
subjects with defective visual pathways will register prolonged P100 latencies (e. g., at 
120 ms, 130 ms, etc. ). 
Additionally, some researchers have been trying to correlate changes in the visual 
evoked potential amplitudes or latencies to specific diseases or disorders possessed by 
patients. For example, a study by [8] indicated that the P100 components registered 
higher waveform amplitudes in patients with "explosive behaviors" than those with 
normal behaviors. Moreover, their studies have demonstrated that there are 
statistically significant associations between improper VEPs and increased risk of 
developing visual pathway related problems. Some extensive studies suggest that 
diseases such as diabetic retinopathy [9 - 11] and multiple sclerosis [12] affect the 
optic nerve and cause delays (i. e., increased latencies) in the signal conduction. Other 
examples of diseases or abnormalities that can be diagnosed using the VEP test 
include Alzheimer's [13,14] which is associated with a progressive loss of nerve 
cells, schizophrenics [15,16], migraine [17,18], glaucoma [19], and acute induction 
to high altitude [20]. 
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Most recently, some researchers use a VEP test as a very useful alternative to a more 
complex and invasive test. In pediatric patients who may not tolerate testing. for 
example, [21 - 23] found that the VEP is more robust and can therefore substitute the 
full-field and multi-focal electroretinography (ERG) tests. Conventionally, the 
costlier and more time-consuming ERG tests, which normally require patients to be 
sedated, are utilized as the standard methods of objective assessment of retinal rod 
and cone functions (i. e., color vision screening) [21 - 23]. From these findings, it is 
expected that VEP tests will be extended to evaluate signs and symptoms of visual 
loss in persons who are unable to communicate (e. g., unresponsive persons, infants, 
young children etc. ). Vision screening can be objectively measured in these target 
groups with a few minutes of attention span. The assessment may identify certain 
vision deficits and this enables proper actions and corrections to be taken, possibly 
preventing the occurrence of partial or total blindness. 
Alternatively, it is interesting to note that VEPs are used in brain-computer interface 
(BCI) applications [24 - 34]. In BCI fields, specific patterns or features based on the 
P300 components [35 - 37] are extracted from VEPs; people with severe motor 
disabilities will find the features useful in controlling computers or other machines. In 
addition, the VEP's P300 peaks are also used for lie and deception detection [38]. 
Generally speaking, the beneficiaries of the successfully completed study are 





" Man-machine interaction 
The successful execution of this study may find its applications in the following 
areas: 
" Human subject monitoring: mental state "troubleshooting" - neurological 
diseases; attention deficit/hyperactivity disorders; sleep disorders. 
" Neuroscience research: real time correlation between recorded neural signals 
and observable behaviors. 
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" Bioengineering: assist devices for disable people. 
" Man-machine interaction: interface devices between human and 
computer/machines - mental typewriters, automobile safety gadgets, video 
games. 
1.3 Research Problem 
Theoretically, visual evoked potentials (VEPs) alone can be considered as transient- 
like smooth waveforms with no periodicity; hence, the VEP spectrum cannot be 
defined properly. In comparison to the frequencies of electroencephalogram (EEG) 
signals, VEPs are dominated by a lower frequency spectrum. Nonetheless, significant 
amount of EEG frequencies with much higher power reside in the same band as that 
of the VEPs. Practically, due to very poor signal (VEP)-to-noise (EEG) ratio (SNR) at 
-5 to -10 dB [39 - 44], the true VEP forms, unfortunately, are not readily available 
from brain recordings since they are highly mixed and therefore hidden inside the 
spontaneous EEG waves, which can be regarded as colored noise. As such, the 
estimation of VEP from background brain activities still poses a great challenge to 
signal processing researchers all over the world. 
A sample of a pattern reversal waveform comprising VEP and background EEG 
recorded from a subject at Selayang Hospital. Selangor, is shown in Figure 1.3 below. 
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Figure 1.3 Recorded brain activities comprising VEP (signal) and EEG 
(noise) waveforms. 
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Moreover, the second order statistics (autocorrelation sequence) of the subject's pre- 
stimulation EEG and corrupted VEP samples were computed. The results shown in 
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Figure 1.4 The autocorrelation sequence of (a) pre-stimulation EEG; 
(b) corrupted VEP (contaminated by post-stimulation EEG). 
The most straightforward commercially available technique (e. g., Roland Consult's 
RETIport equipment at Selayang Hospital) of VEP extraction is by ensemble 
averaging a significant number (e. g., 100 or 200) of raw VEP trials time-locked to 
some external trigger [45], assuming that the required signal is stationary (i. e., no 
changes in amplitude or latency from one trial to another) and the noise has a zero 
mean value. The resultant VEP waveform after ensemble averaging (EA) was 
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Figure 1.5 The emerging VEP waveform based on eighty-trial ensemble 
averaging. 
The employed "multi-trial" ensemble averaging (EA) scheme does improve the 
signal-to-noise ratio (SNR) and manages to successfully estimate the desired VEP 
signal, but at the expense of significant distortion and information loss since VEPs are 
time varying (i. e., non-stationary) signals [46]. In other words, since the waveform 
morphology (i. e., amplitude and shape) is not constant from one trial to another as 
experimented by [47], the averaging techniques tend to eliminate the trial-to-trial 
variations of the VEP signals which may prove useful to clinicians and other 
researchers. 
Simply, EA produces averaged amplitude and latency, which may be different (due to 
distortion and information loss) from the real amplitude and latency of the subject at 
any given moment. Strictly, the EA method is acceptable if the variations of VEP 
signals from one trial to another are small; in reality, it is not always the case. The EA 
technique also requires longer recording time causing discomfort, fatigue and loss of 
attention to the subject under study. Moreover, fatigue causes subject's responses to 
vary further with time producing inconsistent VEP signals. 
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To obtain a true trial-to-trial VF. P form, researchers have proposed single-trial 
estimation schemes instead of multi-trial ones. Among the pertinent and most recent 
single-trial VEP estimation techniques are: 
"A subpace regularization method (SRM) which has been proposed by 
Karjalainen et al. [48]. 
"A third-order correlation (TOC)-based filtering approach which has been 
proposed by Gharieb and Cichocki [49]. 
"A subpace-based dynamical estimation method (SDEM) which has been 
proposed by Georgiadis et al. [50]. 
The main emphasis of all the three techniques listed above is on the accurate 
detection of the VEP peak latencies, as opposed to the accurate estimation of the 
amplitudes. Extensive experiments involving simulated and real data show that 
failure rate and percentage errors produced by the approaches are still relatively high. 
These shortcomings warrant single-trial schemes to be further investigated and 
improved so that the failure rate, average errors and standard deviations of the P100, 
P200 and P300 latencies are reduced. 
1.4 Aims of Work 
The aims of the research are as follows: 
" To develop a single-trial extraction technique based on signal subspace filtering 
to estimate P100. P200 and P300 latencies in VEPs. 
" To analyze the performance of the proposed technique. 
" To compare the performance of the proposed method with other single-trial 
techniques [48,49,50] in VEP latency estimation. 
1.5 Research Outcome 
In a clinical environment, a VEP test can provide information about the latencies and 
amplitudes of the major VEP peaks. However, a doctor normally utilizes only the 
VEP latencies as diagnostic parameters to decide whether a person's visual pathway 
conduction is normal or abnormal. In view of the emphasis on the VEP latencies 
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alone, an estimation scheme is to be developed to estimate peak latencies in evoked 
potentials as precisely as possible. The outcome of the research is therefore a novel 
sin, -trial VEP extraction technique for measuring the P100, P200 and P300 
latencies. 
1.6 Scope of Work 
This study is one of the handful initiatives in the world to estimate evoked potentials 
based on single-trial techniques. It is primarily concerned with the measurements of 
latencies in visual evoked potentials. It involves challenging work from both 
theoretical and practical aspects. The theoretical parts encompass extensive library 
research to familiarize with the pertinent brain activities, and learn the concepts and 
mathematics of subspace principles. 
The practical parts of this work involves writing a personal computer program to 
realize the proposed algorithm, to realistically simulate VEP and EEG data, and to 
test the algorithm using simulation. The simulation environment shall serve as a vital 
testbed for VEP estimation, since the level of SNR can be controlled and varied to 
emulate the variations of the real VEP and EEG power levels. Next, the practical 
aspects of this study involves VEP recording of normal and diseased subjects in a real 
clinical environment. The recorded raw patient data require some sorting before they 
are applied to the algorithm for processing. Further, several algorithms proposed by 
other researchers are also implemented in software, and experimented using the same 
set of test parameters. As a whole, all the algorithms involved in this study are 
realized using a normal personal computer. Thus, no new hardware is developed to 
actualize the algorithms. 
1.7 Solution Strategy 
To fulfill the aims of the research and achieve the desired outcome, the following 
solution strategies are devised: 
" The knowledge of human brain, EEG, VEP, brain signal acquisition, electrode 
montage will be sufficiently established. 
10 
" The most relevant and recent VEP "single-trial" techniques developed by 
various authors [48,49,50] will be investigated. The strengths/advantages and 
weaknesses/disadvantages of each algorithm will be highlighted. 
" The fundamental mathematical tools necessary for performing signal subspace- 
based noise reduction will be provided. 
" The original speech enhancement work developed by Ephraim and Van Trees 
[51 ] to deal with white noise (at SNR equal to or greater than 5 dB), will be 
used as a basis for the development of the VEP latency estimation algorithm. 
" Reformulation, modifications and improvements to the Ephraim and Van Trees- 
based technique [51] will then be proposed for VEP latency estimation. The 
modified technique will then be implemented in extracting VEP signals 
(latencies) from colored EEG. 
" The proposed algorithm will be tested using simulated data and its performance 
across an SNR range from 0 to -11 dB will be analyzed. 
" The proposed method will be tested and validated using real patient data 
gathered from a hospital. 
" The proposed algorithm will be compared with other evoked potential single- 
trial techniques [48,49,50]. using the same set of artificial and real patient 
data. The performance and efficiency of the proposed technique will be further 
analyzed from the results of the comparisons. 
1.8 Contributions 
This study utilizes and reinforces the speech-based signal subspace method as a basis 
for the VEP estimation algorithm. The strengths (optimization criteria) of the original 
method are maintained and the shortcomings (the separation of the observed signal, 
which is corrupted by colored noise, into signal subspace and noise only subspace; 
the selection of a basis matrix to create a common diagonalizing matrix; the exact 
choice of the Lagrange multiplier) of it are resolved; these reinforcements have 
resulted in a novel VEP estimation approach shown to perform better than other 
pertinent and recently available techniques. 







The novelty of this study is in the redefinition of the signal estimation expressions, in 
the reformulation of the filter matrix eigendecomposition. and in the computation of 
the signal subspace dimension which lead to better estimation of the VEP latency 
compared to other proposed VEP latency estimation approaches. 
In summary. this study contributes to the following enhancements: 
" More precise estimation of P100, P200 and P300 peak latencies resulting in the 
smallest errors compared to the various single-trial techniques devised by other 
researchers in a low signal-to-noise ratio (SNR) situation. 
" Better flexibilities in controlling EEG contamination and minimizing VEP 
distortion than other single-trial subspace-based methods due to the inclusion of 
optimization criteria in the VEP mathematical model. 
" Better robustness in estimating VEP latencies regardless of the SNR level and 
the distribution of noise, whether white or colored. 
" Lower dispersion in P 100, P200 and P300 latency distribution. 
" Better estimation of the signal subspace dimension using information theoretic 
criteria. 
" Utilizes parameters derived only from the given (observed/measured) signals. 
The proposed signal subspace method is mainly dependent on the covariance 
matrices of the noise and VEP which are directly derived from the observed 
signal. A certain subspace-based approach such as the one developed by [48] 
relies not only on the observed signal, but also on some basis vectors which are 
to be generated based on certain assumptions. 
As with any other algorithms, the proposed technique still has its shortcomings. These 
include the following weaknesses: 
" The inability of the method to properly and meaningfully estimate the P100, 
P200 and P300 amplitudes, due to the inherent nature of signal subspace 
methods. In this case, the generated amplitudes of the P100, P200 and P300 
peaks are not proportional to the original VEP peaks. 
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" The inability of the algorithm to compute the Lagrange multiplier P based on 
the segmental SNR. The actual SNR value involving real patient data is not 
known. making it very difficult to establish a proper relationship between the 
Lagrange multiplier a and SNR. 
1.9 Organization of Thesis 
The whole report is divided into seven chapters. First, this introductory chapter gives 
an overview of the research and explains the importance of the study. It also 
highlights the problem being investigated and justifies the needs for the problem to be 
solved. It summarizes the past attempts made by various researchers to solve the 
problem and pinpoints the shortcomings of their approaches. 
Further, the chapter outlines the purpose and intended outcome of the research. 
Within the stated scope, the chapter then specifies the strategies, steps and 
implementations to be undertaken to overcome the main shortcomings of the current 
solutions and eventually achieve the desired goals. The novel techniques established 
and the associated contributions arising from the research work are then presented. 
In Chapter 2, the fundamental concepts of human brain and its electrical activities are 
reviewed. The relationships of EEG and VEP are then established. Mathematical 
derivations of artificial VEP and EEG are also presented. 
Chapter 3 reviews key concepts such as correlation, covariance, eigenvectors, 
eigenvalues. diagonalization, eigendecomposition, and Karhunen-Loeve transform. 
These concepts are then consolidated under the discussions of the subspace 
principles. 
Chapter 4 critically reviews the relevant single-trial techniques to estimate VEPs 
proposed by other researchers. In this chapter, two algorithms are based on subspace 
methods. while the other is based on third-order correlation. Experiments and results 
of the three methods involving simulated data are also presented. 
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Chapter 5 proposes two novel subspace techniques for single-trial VEP estimation, 
based on the optimization approach introduced by [51]. The effective error 
minimization scheme introduced in [51] is maintained, while the capability of its 
estimator is enhanced to estimate not only a white noise-corrupted signal. but also any 
signal that is corrupted even by colored noise, at very low SNR (-10 dB or less). The 
associated results of the simulated experiments which evaluate the proposed 
algorithms with that developed by [51] are also included. Meaningful interpretations 
are then drawn from the analyses performed on these two proposed methods and the 
technique from [51]. 
Chapter 6 integrates the simulated experimental results established in Chapters 4 and 
5. Critical assessments are then made. The chapter also validates the proposed 
techniques developed in Chapter 5 by testing them with the real patient data retrieved 
from Selayang Hospital, Selangor. With these patient data, the chapter then compares 
the proposed techniques with the other researchers' techniques reviewed in Chapter 4. 
Later, the performance and reliabilities of the algorithms are thoroughly analyzed. 
Chapter 7 summarizes the various single-trial VEP latency estimation techniques 
presented in the report and gives concluding remarks and suggests the next steps to be 
taken to improve the proposed approach. 
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CHAPTER 2 
BRAIN ELECTROPHYSIOLOGY AND 
SIMULATION OF ITS ACTIVITY 
Signals from human brains can be acquired using either invasive and non-invasive 
methods. The invasive methods will require electrodes to be implanted inside the 
human head, near the brain's pertinent cortex regions. For example, a motor cortex 
region will be selected for electrode implantation if signals meant for "control" are 
needed. The signal electrical potential derived from the invasive methods is in the 
order of milli-Volts, which is considered as relatively high. However, due to their 
invasive nature, the invasive methods are not normally preferred techniques even 
though they can offer a high or much higher signal-to-noise ratio (SNR) than the non- 
invasive ones. 
The non-invasive methods involve putting electrodes in specific arrangements on top 
of human scalps. The signal electrical potential that can be obtained using these 
methods is in the order of micro-volts. This is because before reaching the scalp, the 
brainwaves have to pass through layers of membranes, grossly known as meninges, 
and the skull which directly contribute to the bio-signal attenuation. Nevertheless, 
these methods are more preferred to the invasive ones even though the resultant SNR 
is lower. 
In the old days. the scalp areas on which electrodes would be directly fixed needed to 
be free from hair to minimize signal losses. This means some hairs in the affected 
scalp regions would have to be shaved prior to the recording session. The modern day 
electrodes. normally made of gold or silver chlorides, are of higher performance 
resulting in a more straightforward and less time-consuming preparation-without the 
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need of shaving hair from the scalp, even though conductive gel still needs to be 
applied to the scalp to maintain an acceptable SNR. 
This study deals with the generation, recording and detection of brainwaves using 
non-invasive scalp electrode techniques only. In this chapter, we are going to discuss 
about brain geography, human visual system, neurons, action potentials of neuron, 
exchange of information among neurons, EEG and VEP, electrode montage, 
spontaneous EEG signals. unwanted signals in EEG recording, stimulus parameters 
for VEP ygeneration. transient versus steady-state VF-Ps. and VEP waveforms. 
Next. it is crucial to be able to test all the algorithms to be discussed using some 
standard test patterns that offer some flexibilities in parameter manipulations. For 
this, an artificial VEP (i. e.. x) and artificial pre- and post-stimulation EEG noise 
waveforms (e and n, respectively) will be generated. These waveforms shall mimic as 
close as possible the real brain signal morphology. by flexibly varying the ratio of the 
signal (i. e., artificial VEP) over the colored noise (i. e., EEG) from approximately 
0 to -11 dB. 
2.1 Brain Geography 
A human brain consists of the forebrain, the midbrain and the hindbrain [52]. Out of 
three parts, the forebrain is the largest and most highly developed part [52]. The 
forebrain is commonly referred to as the cerebrum or cortex or the cerebral cortex, 
which is divided into two hemispheres called the left cerebral hemisphere (i. e., left 
brain) and the right cerebral hemisphere (i. e., right brain) [52]. Further, each cerebral 
hemisphere can be divided into sections or lobes that perform specialized functions 
[52]. These include a frontal lobe, a parietal lobe, an occipital lobe, and a temporal 









Figure 2.1 The divisions and sections of the cerebrum. 
2.2 Human Visual System 
The human visual system or "optical pathway" consists of the following components 
[53]: 
" The eye, especially the retina 
" The optic nerve 
" The optic chiasm 
" The lateral geniculate nucleus 
" The optic radiation 
" The visual cortex 
The retina is the innermost layer of the human eye; it is composed of complex nerve 
tissues and layers [53]. Pictures that come from the outside world are perceived as 
light rays by our eyes [53]. The light rays, passing through several optical 
components of the eye, will ultimately strike the retina [53]. The retina will then 
convert the light rays into nerve impulses or electrical pulses [53,54]. 
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'Next, the electrical impulses will travel through the optic nerve, the optic chiasm, the 
lateral geniculate nucleus, the optic radiation, and terminate at the visual cortex [53]. 
The primary visual cortex of the occipital lobe is responsible for translating the 
received neural signals or impulses into the original image [53]. Figure 2.2 below 








human visual system comprising the eye, the optic nerve, the 
optic chiasm, the optic radiation, and the primary visual cortex of 
the occipital lobe. 
2.3 Neurons and Their Action Potentials 
The human brain comprises billions of neurons or nerve cells that work together to 
create a large complex neural network [55]. An action potential is created whenever 
stimulation (e. g., pin prick, light, sound, heat, or electrical disturbance from other 
neurons) with sufficient intensity is given to a particular neuron [55]. In other words, 
action potentials are all or nothing" phenomenon. If the intensity of a stimulus is less 
than the neuron's excitation threshold, then nothing will happen [55]. However, if the 
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intensity of the stimulus exceeds the threshold value, then an action potential will be 
created [55]. 
Actually, the action potential is caused by the movements of positive ions in and out 
of the given neuron [56]. An action potential generated in the neuron will usually last 
for less than 2 ms, and its amplitude and duration will remain the same for any given 
cell [56]. Each neuron is surrounded by a semi-permeable membrane that allows 
some ions to pass through while at the same time blocks some other ions [56]. 
A neuron is said to be at rest when it is not sending any information [56]. At rest, 
positively charged sodium ions (Na') and negatively charged chloride ions (Cl-) will 
stay outside of the neuron and the following ions will reside in the neuron [56]: 
" Positively charged potassium ions (K') 
" Negatively charged protein ions (A") 
It should be noted that the concentrations of the ions inside and outside of the neuron 
are not the same due to the semi-permeable property of the neuron membrane [56]. At 
rest, the membrane allows the positively charged potassium ions (Ký) to pass through 
it easily; the positively charged sodium ions (Na') and the negatively charged 
Chloride ions (Cl-) are resisted [56]. This causes the K' ions to leak out of the cell 
membrane more easily than the Na- ions to leak into the cell [56]. 
Moreover, the negatively charged protein molecules (A-) inside the neuron cannot 
cross the membrane at all [56]. Therefore, it is this uneven distribution of ions that 
creates an electrical potential across the cell membrane [56]. Hence, at rest, the inside 
of the neuron has relative excess of negative charges compared to those outside of the 
neuron [56]. 
In human beings, the resting potential for the membrane is within -40 mV to -80 mV, 
with -65 mV to -70 mV as the average value [56]. When stimulation occurs, the 
neuronal membrane will undergo depolarization and repolarization processes. 














Figure 2.3 Concentrations of various ions inside and outside a neuron 
membrane at 'rest". 
2.3.1 Depolarization 
At the occurrence of a stimulation. the positively charge sodium ions (Na-) waiting 
outside of the membrane will immediately diffuse into the neuron through a gate 
known as the "Na- Channel" [56]. The inner region of the neuron will be 
concentrated with more and more positive ions. This will cause the electrical potential 
to rise steadily from -70 mV to about +40 mV [56]. The change of the electrical 
potential polarity from a negative value to a positive value is known as 
depolarization [56]. 
2.3.2 Repolarization 
Interestingly, the depolarization process triggers a gate known as the "KT Channel" to 
open, thus allowing the K- ions to rush out of the neuron [56]. This will make the ion 
concentrations inside the neuron to be more negative [56]. In turn, the potential will 
also go down from the -40 mV towards a negative value [56]. This change in polarity 
from a positive value to a negative value is termed as repolarization [56]. Towards the 
end of the process, there exists a "Na-/K' Pump" to restore the initial ion distribution 
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of the resting neuron [56]. In this case, the Naý ions are pumped out of the neuron and 
the Ký ions are pumped back into the neuron [56]. As a result, the membrane potential 
of -70 mV will be reestablished [56]. Figure 2.4 below depicts the action potential of 
the membrane before and after the neuron undergoes stimulation [56]. 
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Figure 2.4 An action potential of a neuron membrane. 
2.4 Exchange of Information among Neurons 
The single action potential generated by a neuron functions as a stimulus to the 
neighboring proteins within the same neuron [56]. This means a new action potential 
due to the membrane depolarization will be initiated in another part of the neuron 
[56]. The pulse will travel further along the axon until it reaches a point where a brief 
refractory" period will happen [56]. During this time, the membrane is said to be 
insensitive to any stimulation [56]. The reason for the existence of this refractory 
period is to prevent the action potential from traveling backward [56]. Eventually, this 
wave of electrical impulses will then travel forward along the neuron axon all the way 
to the synapses [56]. 
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It should be noted that any information relayed within a single neuron is in the form 
of electrical impulse only [56]. If such information is to be relayed further to another 
neuron, then the electrical signal will be converted to a chemical signal [56]. The 
destination neuron will later convert the chemical signal back to an electrical signal 
for further processing [56]. In short, it can be stated that the response of the neuron to 
an action potential depends on how many action potentials it transmits (per second) 
and the time interval between them [56]. 
2.5 EEG and VEP 
An electroencephalogram (EEG) is a graphical record of spontaneous electrical 
activities produced by a human brain. The EEG was conceived by Hans Berger in 
1929 when he discovered that a variation in voltage could be directly recorded from 
the human scalp. 
On the other hand, VEPs are generated by the human brain, in addition to the ongoing 
EEG, when a specific visual stimulation is applied to the eye (left or right) of the 
subject under study. In clinical environment, a VEP test is conducted to assist doctors 
assess the integrity of the visual pathways from the retina all the way to the occipital 
cortex [I ]. 
Apart from recording the VEP amplitude, researchers are also interested in knowing 
how much time is taken for a signal to travel from the eye to the visual cortex, upon 
stimulation. Based on extensive studies, it is known that those diseases mentioned in 
Chapter 1 affect the optic nerve and cause delays in the signal conduction. 
Since VEP is to be derived from the noise (i. e., EEG and other background 
contaminations), it is crucial to first elaborate on the recording techniques of EEG and 
the types of'EEG and any other unwanted signals that may be present alongside the 
VEP. Only then will VEP generation, detection and analysis be discussed at length. 
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2.6 Electrode Montage 
The placement of electrodes on human scalps is dictated by the International 10-20 
Electrode Placement System [57,58]. The 10-20 System creates a globally 
standardized method of labeling electrode locations [57]. The electrode sites have 
been scientifically experimented and identified to suit any skull size and shape [57]. 
This enables accurate voltage recordings that reflect the electrical activities of the 
underlying area of the cerebral cortex [57]. 
By using the 10-20 System, the measured brain activities of a patient will be 
consistent anytime and anywhere even though completely different facilities are used 
during the recordings [57]. Each electrode site is denoted by two "characters" [57]. 
The first character is a letter to identify the lobe of the cerebral hemisphere [57]. The 
second character is a number or another letter to identify the hemisphere location 
[57]. The following letters are used for identifying each lobe [57]. 
"F- this designates the frontal lobe 
"C- this designates a central lobe. It is to be noted that this letter is used for 
identification purpose only since there is no central lobe in the actual cerebral 
hemisphere divisions. 
"P- this designates the parietal lobe. 
"0- this designates the occipital lobe. 
"T- this designates the temporal lobe. 
The following letters and numbers are used for identifying the hemisphere 
location [57]. 
"p- this stands for "polar" and is used as in "Fp" to mean "Frontal lobe polar" or 
just "Front polar" 
"z- this refers to a scalp electrode placed on the mid-line of the skull and it 
means "zero" or "0". 
" 1.3,5,7 - these odd numbers refer to the left hemisphere. It is to be noted that 
the smaller the number, the closer the electrode position will be with respect to 
the mid-line of the skull. 
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" 2,4,6,8 - these even numbers refer to the right hemisphere. Here also, the 
smaller the number, the closer the electrode position will be with respect to the 
mid-line of the skull. 
Additionally, the word "nasion" refers to the point between the forehead and the nose 
[57]. Next, the word "inion" refers to the bump at the back of the skull [57]. It is this 
inion-to-nasion distance that forms a basis for the creation of the 10-20 System [57]. 
The 10-20 means 10% and 20% of the inion-to-nasion distance, respectively [57]. 
Figure 2.5 below illustrates the side view of the scalp electrode sites with their 




Figure 2.5 A side view of the 10-20 Electrode Placement System. 
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Figure 2.6 A top view of the 10-20 Electrode Placement System. 
From Figure 2.6, there are twenty one electrodes all together in the 10-20 System. 
More and more electrodes can be added to the empty space in-between the existing 
10-20 System. The extended 10-20 Systems which have more electrodes are based on 
10% or 5% increments and are known as the 10-10 System and 10-5 System 
respectively [58]. 
2.7 Spontaneous EEG Signals 
The EEG waveform (i. e., amplitude and frequency) produced by a person is highly 
dependent on his/her level of consciousness. A higher frequency and a lower 
amplitude will be reflected in the EEG signal as more activities are performed by the 
person. On the other hand, as the person goes into an inactive state (e. g., falling 
asleep), the EEG will register a signal with a lower frequency but a higher amplitude. 
According to the early observations made by [59], the EEG signals can be categorized 
into four different periodic rhythms namely the beta, alpha, theta and delta waves. 
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2.7.1 Beta waves 
Beta waves are observable in all age groups and appear when a person is attentive to 
any kind of external stimuli, or exerts some mental efforts [59]. Its presence is 
dominant at the frontal and parietal lobes [59]. In clinical settings, the beta wave 
frequency is from 13 to 30 Hz and the amplitude is typically from 5 to 10 µV [59]. 
2.7.2 Alpha waves 
Alpha waves are present in all age groups, but they are most commonly found in 
adults [59]. The waves appear when a person is alert or relaxed, with eyes closed 
[59]. Its presence is dominant at the occipital and parietal lobes [59]. In general, the 
alpha waves will diminish when the person open his/her eyes and is subjected to 
external stimuli [59]. On the contrary, certain individuals who have undergone 
training in relaxation techniques can maintain relatively high amplitude of alpha 
waves with their eyes opened [59]. In clinical settings, the alpha wave frequency is 
from 8 Hz to 13 Hz and the amplitude is typically from 20 to 200 µV [59]. 
2.7.3 Theta waves 
Theta waves are available in children and sleeping adults [59]. The waves appear 
when an adult is drowsy [59]. As the person moves from the awake state to the sleepy 
state, the alpha wave occurrence will diminish and the theta wave occurrence will 
increase [59]. On the contrary, theta waves can also occur briefly in a fully awake 
individual who is feeling emotional or frustrated [59]. In clinical settings, the theta 
wave frequency is from 4 to 8 Hz and the amplitude is typically around 10 µV [59]. 
2.7.4 Delta waves 
Delta waves can be observed in infants, children and adults [59]. The waves start to 
appear when an adult goes into a deep sleep or is unconscious [59]. The delta wave 
frequency is from I to 5 Hz and the amplitude is typically from 20 to 200 pV [59]. 
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2.8 Unwanted Signals in EEG Recording 
There exist other electrical signals which are not due to brain activities in the vicinity 
of the scalp. Such signals are produced by blinks. eye movements and patient 
movements. These signals more commonly known as "artefacts" are highly 
undesirable during EEG recording because they will contaminate the EEG 
waveforms. A high-quality EEG recording equipment normally has the ability to 
suppress these forms of artefacts. 
2.9 Stimulus Parameters for VEP Generation 
There are many different stimulation techniques used in eliciting VEP responses from 
a subject under study. Conventionally, there are two major classes of VEP stimulation 
namely the pattern-based stimulation and the luminance-based stimulation [2]. 
2.9.1 Pattern-based stimulations 
Examples of pattern-based stimulations include pattern stimulus and pattern reversal 
stimulus [2]. The normally used pattern stimulus is a black and white checkerboard 
with an equal number of black and white squares. As for the pattern reversal stimulus, 
black and white checks that change phase from black to white and white to black at a 
predetermined interval are used. A sample of a black and white checkerboard is 
shown in Figure 2.7 below. 
'D'PG liii" 
6ý'r. 
Figure 2.7 A sample of a black and white checkerboard normally positioned 
at 1 to 1.2 meter apart from the subject under study. 
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2.9.2 Luminance-based stimulation 
The luminance-based stimulations are normally conducted using a flash of light. The 
flash stimulus is normally presented in a dimly lit environment. 
2.10 Transient VEP versus Steady State VEP 
The frequency of the stimulus will dictate the final VEP waveform. If a low 
frequency stimulation is used, the resultant waveform commonly known as a 
"transient VEP" will contain a number of discrete deflections [2]. On the other hand, 
a high frequency stimulation will create a "steady-state" waveform that is 
approximately sinusoidal [2]. 
2.11 Artificial VEP Generation 
Mathematically, the clean VEP x(k) Eý can be generated by superimposing J 
Gaussian functions, each of which having a different amplitude (A), variance (Cr) and 
mean (p) [60] as given by the following equation. 
ýý. x(k) äit(k) 
i7=ý 
(2.1) 
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The values for A,,, 6 and A for each, -, vector are experimentally tweaked to create 
precise peaks (i. e., latencies) with arbitrary amplitudes at 100 ms, 200 ms, and 300 
nis simulating the real P100, P200 and P300, respectively. By the same token, valleys 
at 75 ms and 145 ms are created to represent the N75 and N145, respectively. A 
generated VEP sample with normalized amplitudes, showing P100, P200 and P300 
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Figure 2.8 An artificial VEP showing P100, P200 and P300 peaks. 
2.12 Artificial Pre-Stimulation EEG Generation 
The pre-stimulation EEG colored noise e(k) can be mathematically generated by 
filtering a white noise process w(k) using a suitable filter. The block diagram in 
Figure 2.9 below depicts the filtering operation of w(k) to obtain e(k). 
w(k) 0 { h (k) ir e(k) 
Figure 2.9 Generation of pre-stimulation EEG by filtering white noise. 
Further, the EEG noise e(k) can be characterized by an autoregressive (AR) model 
[42.61,62] given by the following equation. 
e(k)=1.5084e(k-1)-0.1587e(k-2)-0.3109e(k-3)-0.0510e(k-4)+w(k) (2.3) 
The filter shown in Figure 2.9 above can be designed by applying a z-transform on 
Eq. (2.3) and computing the required coefficients for the transfer function H(z); that 
is, 
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E(z) =1.5084-7-'E(--)-0.1587z -' E(2) - 0.31092 'E(2) - 0. O51z-4 E(z) +W (z) 
ý E(2)(1-1.50842 '+0.15872 '+0.31092 ' +0.051-r-4 )=W(--) (2.4) 
H(2) _ 
E(2) 1 
ý.. W(2) 1-1.5084-r--'+0.1587-- '+0.3109z' + 0.051z-' 
Based on Eq. (2.4), the numerator and denominator coefficients of H(z) are 
[1 000 0] and [1 -1.5084 0.1587 0.3109 0.051]. respectively. The required filter can 
then be designed using the stated coefficients. 
2.13 Artificial Post-Stimulation EEG Generation 
Furthermore, the artificial post-stimulation EEG colored noise ii(k), which is 
combined with the artificial VEP x, is designed to resemble the artificial pre- 
stimulation EEG colored noise e to a certain degree. This is to simulate the real pre- 
and post-stimulation EEG signals which, despite their freely random variations. still 
hold some degree of correlations between each other. For this, the artificial post- 
stimulation EEG n is deviated by 10% from the artificial pre-stimulation EEG by 
manipulating the variance of e. 
2.14 Artificial Generation of Noisy VEP 
Artificial VEP and EEG waveforms are realistically generated and added to each 
other. This addition creates a composite signal that needs to be processed and 
extracted using the developed techniques. The artificially-corrupted VEP signal y, is 
then produced by adding together the clean VEP x and the post-stimulation EEG n, as 
follows: 
X+ /I (2.5) 
The power levels of x and n are properly adjusted to create the intended SNR levels at 
0, -1, -2, -3, -4, -5, -6, -7. -8, -9, -10 and -1 l dB. The SNR (in dB) is computed as 
SNR (dB) =10log 
Power of VEP (Watts) 




In this chapter. some knowledge pertaining to the structure of the human brain has 
been presented. The human visual components ranging from the retina to the occipital 
cortex of the brain-responsible for generating VEP-have been briefly introduced. 
In addition, chemical reactions involving depolarization and repolarization of ions 
inside neurons, leading to the generation of electrical potentials inside human body 
have also been explained. 
The acquisition of VEP involving the scalp recording techniques conforming to the 
"International 10-20 electrode placement system" has been discussed. Also presented 
is the typical pattern-based stimulation using checker boards. Prominent EEG noise 
termed as alpha waves and other possible interference called artefacts (e. g., eye blinks 
and muscle movements) contaminating the VEP have been explained. 
The formulas used for the artificial generations of VEP, pre-stimulation EEG, post- 
stimulation EEG, and corrupted VEP were also included. 
In the next chapter, the main theories crucial for the understanding of subspace 
principles will be sufficiently explained. 
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CHAPTER 3 
CORRELATION, EIGENDECOMPOSITION AND 
SUBSPACE PRINCIPLES 
In any signal enhancement methods, researchers normally seek to filter and reduce 
noise as much as possible without compromising the integrity of the desired signal. In 
general, subspace-based (principal component analysis) techniques have the 
capability to recover and preserve the quality of the desired signal. if properly 
exploited. 
Principal component analysis. originating in work by Karl Pearson around the turn of 
the last century and further developed in 1930s by Harold 1-loteling, consists of 
finding an orthogonal transformation of the original - stochastic - variables to a new 
set of uncorrelated variables, which are derived in a decreasing order of importance. 
These so-called principal components are linear combinations of the original 
variables such that their first few components will account for most of the variations 
in the original data. effectively reducing the dimensionality of the data [63]. 
In the last ten years, subspace filtering techniques have frequently been used in 
spectrum estimation [64,65], system identification [66,67], and later in digital 
speech processing [51,68] due to its power and flexibility. For our case, the speech- 
based subspace technique developed by Ephraim and Van Trees [51] will be 
explored. enhanced and applied to estimate VEPs from brain activities. 
This chapter introduces technical materials that serve as foundation for the novel 
development of subspace techniques to be discussed in the next chapter. It begins 
with an overview of' correlation and covariance and their associated mathematical 
expressions. Next, the fundamental concepts of eigenvectors, eigenvalues and 
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diagonalization which constitute the ei-endecomposition of a correlation or 
covariance matrix, are reviewed. Specifically, we relate the cigenvalue decomposition 
operation with the Karhunen-Loeve Transform approach. Later, we establish a 
connection between the Karhunen-Loeve Transform and the subspace filter or 
estimator. Since subspace filtering is central to the study. we discuss in details the 
necessary theories and parameters leading to its formation. 
3.1 Correlation and Covariance 
In the real world, people rely on information to perform various tasks. Certain 
information retrieved is readily meaningful, while certain information contains raw 
data that require further processing and analysis before it can be regarded as useful. 
Sometimes, statistical tools are used to determine the characteristics of the raw data; 
for example, data taken from random temperature recordings within a time frame on 
the given day. Statistical analyses will determine whether or not the data are 
independent (i. e., random), homogeneous (i. e., from the same distribution), or 
stationary (i. e.. does not change with time). Data dependence can be seen from events 
that occur continuously or repetitively. This means the value of the current 
observation is influenced by the value of the previous observation; in this case, the 
data are said to be correlated. 
3.1.1 Cross-correlation 
In a technical jargon. correlation is the mutual relationship between two or more 
random processes. The terms cross-correlation and covariance are used to provide a 
measure of the strength of correlation between two different signals. The cross- 
correlation is calculated by multiplying the two time varying signals at points in time 
and taking the average value of this product. If the two signals are very similar, strong 
correlation is obtained; otherwise, dissimilar signals will produce very low correlation 
or no correlation at all. 
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The cross-correlation sequence is given as 
.. r. (m) =_ ý 
ýt+nt3ýt - 
Eýýit. Yýt-m 




where. x and i', are two stationary random processes and * denotes conjugation; N 
is 
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the number of samples (i. e., length of data set) for each process; 
-1,0.1. ..... V-l is the distance or 
lag between data points. The 
resulting sequence length M is one less than twice the length of the input sequence. 
In other words. a1= 2N-1 for -(N-1) 5m 
3.1.2 Covariance 
Further. the covariance sequence is the mean-removed cross-correlation sequence 
given as 
Cxý, (l)1) = Ex nýnl -Px)O'n -py) 
k 
= Eý. r -, u. r)(y,, -,,, -uy). 
1ý 
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3.1.3 A utocorrelation 
-oc<n<co 
(3.2) 
Further. autocorrelation is a measure of the correlation strength of a signal with itself. 
Autocorrelation can be used to find repeating patterns in a signal; for example, to 
determine the existence of a periodic signal buried in noise. Autocorrelation can also 
be used to identify various frequency components (fundamental frequency or 
associated harmonics) of a signal. The autocorrelation assumes that the data are taken 
from stationary process; that is the data would appear to come from the same 
distribution regardless of when the data were sampled-i. e., the data are time 
invariant. In the case of time series, this implies that the time origin may be shifted 
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without affecting the statistical characteristic of the series. Thus. the autocorrelation 
of the sample can be used to represent the autocorrelation of any other subsets. 
The autocorrelation sequence can be derived by manipulating Eq. (3.1); that is, 
r 
,, 
2x }= E{xnxn-m 
} 
xnrniýn = xnXn-m, -Oo <Yl <oo 
N N-1 
_, -1 -, 
From Eq. (3.3). it can be said that the autocorrelation of a discrete time series or a 
process x is simply the correlation of the process against a time-shifted version of 
itself. 
3.1.4 Autocovariance 
Nest. the autocovariance sequence can be derived from Eq. (3.2), and is written as 
Cxr()11) = E{ý 
/Yrr-m 
jux\()(Yn -Jux)- } 
= E{\xn #_, I\xn-rn pe 
)*) 
1 
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It should be noted that if the signal under study has zero mean, its autocovariance is 
simply its auto correlation. In evoked potential processing, the signals concerned are 
assumed to have zero mean; therefore, the autocovariance functions are treated the 
same as the autocorrelation functions, and both terminologies and notations are used 
interchangeably. 
3.1.5 Autocorrelation plot 
An autocorrelation plot is formed by drawing an autocorrelation coefficient (vertical) 
axis versus a time lag (horizontal) axis. For convenience in comparing values and 
displaying a plot, the autocorrelation sequence is normalized as follows: 




where the index in denotes the lay, time. The normalized autocorrelation value varies 
from I and -1; that is, between positive and negative autocorrelation. The value 1 
indicates perfect positive correlation and -1 indicates perfect negative correlation. The 
shape of an autocorrelation plot suggests whether the data under study are random, or 
a relationship exists between an observation and another adjacent observation. 
For random data; their autocorrelations should be near zero (except lag 0) at any lag. 
For instance, truly independent (i. e., random) data such as white noise-a random 
signal comprising all frequencies at randomly varying amplitudes-will show the 
autocorrelation values to be zero (with the exception of lag 0, at which the 
autocorrelation value is always 1). 
If the data are not random, then one or more of the autocorrelations will be non- 
zero(s). As an example, an autocorrelation plot for non-random data. spanning from 








Figure 3.1 A broad positive autocorrelation plot. 
The sample autocorrelation plot in Figure 3.1 shows that the time series is not 
random, but rather has a high degree of autocorrelation between adjacent and near- 
adjacent observations. The autocorrelation of a signal begins from perfect correlation 
at lag (time) 0, steadily decreases as the lag increases to 0.8m (rounded to the nearest 
integer), and decays to no correlation at infinite time. Such a pattern is the correlation 
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plot of strong correlation which provides high statistical characteristic for the signal 
under study, and therefore provides high predictability if modeled properly. 
In general, it can be stated that as the lag value gets larger. the autocorrelation of a 
random process tends to zero; the coherent relationship between the samples from the 
signal no longer exists. The definition of "large lag value" depends on the process 
being investigated. 
3.1.6 Autocorrelatioi: /Autocovariauce matrices 
The statistical properties exhibited by stochastic processes which are invariant with 
time can now be considered in the analyses of two random vectors b and d which are 
observed in the interval of K samples. The autocorrelation matrices of b can be 
determined by calculating the expectation of its outer product, given respectively by 
Rh = E{bb' 1 (3.6) 
Now. Rh being a second order derivative, carries statistical information about its 
original vector x. Similarly, the autocorrelation matrix of d is written as 
R, = E{dd `1 (3.7) 
The cross-correlation matrix of b and d is then given by 
R,,,, = E{bd' 
} (3.8) 
The correlation matrix is central to subspace-based approaches; it is therefore 
imperative to study its properties. The correlation matrix Rh of a real-valued wide 
sense stationary stochastic process possesses the following properties [68]: 
Property 3.1(a) Rh = Rho is symmetric. 
Property 3.1(b) The structure of Rh is toeplitz; that is, all the elements on its 
(sub)diagonals are equal. 
Property 3.1(c) Rb is positive semidefinite; that is, uT Rbu>_ 0 for all uý0. The 
matrix is positive definite if it is non-singular. 
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3.1.7 Estimation of autocorrelation matrices 
The autocorrelation sequence rhh(m). with the lag time in bounded by 
-(L-1) < in < (L-1), for a random vector b= [b,. b2...., bL]T e Jib , can be calculated 
using Eq. (3.3). The resulting vector sequence designated as rbj, is given as 
rbb =[rbb(-(L 1)] l* EltzL i -1)..., rbb(-1), "bb(0)"ºbb(1). (3.9) 
where L is the (frame) length of the vector b. The correlation matrix Rb E : 1, L-'L of b 
can be constructed by transforming rhh elements starting from rhh(O) to rbb(L-1) into 
the following Toeplitz structure: 
rbb(0) "bb (1) ... rbb(L-1) 




... "bb (2) 
rbb(L-2) ... "bb (1) 
rbb(L-1) 1-bb(0) 
A more detailed elaboration of the individual element of rhh can be found in 
Appendix B (B. 4). In actual applications, the size of a correlation matrix is normally 
taken as a partial length of the original vector. Therefore. Rh can be resized 
accordingly by multiplying L (or in to be exact) with a multiplier p, with 0<p<1. 
Thus. Rh E 33 is resized to Rh E 93pL`F'L where pL must be rounded to the nearest 
integer. 
3.1.8 Power density spectrum 
The power density spectrum (PDS) of a wide-sense stationary stochastic process x is 
defined as [68] 
Th ((o) -ý rhh (ti)e_jw)7 
ýý=-r 
ý (3.11) 
"bb 17) -ý 
IT Tb(w)e'°'dw 
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The power in the process is related to Eq. (3.1 1) and is given by [68] 
Ph = 11 b (0) (3.12) 
3.2 Eigenvectors and Eigen-values 
If AE 93 Ux. u is a square matrix, then a non-zero vector ve1 
'' is called an 
eiaenvector ofA ifAv is a scalar multiple of v, for some scalar ' E=- 91 that is, 
Av = iv (3.13) 
The scalar i and v are respectively called an eigenvalue and an eigenvector of A. In 
other words, v is said to be an eigenvector belonging or corresponding to ':. The 
prefix "eigen" is a German word that can be translated as "proper" or "characteristic"; 
thus. eigenvalues are also known as proper values or characteristic values. In older 
literatures. eigenvalues are also called latent roots. Similarly, eigenvectors can be 
called proper vectors or characteristic vectors, or even latent vectors. 
3.3 Diagonalization 
A square matrix AE %"f. "f is diagonalizable if there exists an invertible non-singular 
matrix V such that V'AV is diagonal (i. e.. singular). In this case. the matrix V is said 
to diagonalize A. 
Theorem 3.1 (Diagonalizability [69]). If AE 91-U .» 
following statements are equivalent. 
(a) A is diagonalizable. 
(b) A has Al linearly independent eigenvectors. 
3.4 Eigenvalue Decomposition 
is a square matrix, then the 
Eigenvalue decomposition is also known as eigendecomposition or spectral 
decomposition. It is a factorization process where a diagonalizable matrix is 
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represented in terms of its eigenvectors and singular eigenvalues. The eigenvectors 
are represented by a non-singular matrix whose columns represent individual 
eiy(gcnvectors that are orthonormal to each other. The eigenvectors' corresponding 
eigenvalues are held and represented diagonally by a singular matrix. 
3.4.1 EibelldecO»iposition of itoir-s}'1)1! )lE'tric aratrices 
Eigendecomposition operation on a matrix is possible if and only if the matrix is 
diagonalizable. This means that the matrix under study must be square and either non- 
symmetric or symmetric. 
Theorem 3.2 (Eigenvalue Decomposition [69,70]). Let the columns v, = v1, v2, ..., v. t1 
be the eigenvectors corresponding to the set of eigenvalues {;, } = /11,22...., AM of 
the square basis matrix AE : lRtl`. tf . Let VE : 10I`'t1 be the matrix that holds the 
eigenvectors such that 
V= [VI, v'), ..., v. tr] E 901. 
c: l1 (3.14) 
Further, let AE 91-ac'. " be the matrix that holds the non-negative diagonal eigenvalue 




af. r. 'lt (3.1J) 
It is also assumed that the eigenvalues are sorted in the decreasing order of magnitude 
such that Then according to Eq. (3.13), it holds that 
AV =VA (3.16) 
If A has ?I linearly independent cigenvcctors. then V is invertible. Equation (3.16) 
can be manipulated to determine the spectral factorization of A by multiplying, both 
sides of the equations by V-1 from the right; that is, 
A=VAV-' (3.17) 
3.4.2 Eigenclecomposition of symmetric matrices 
In Eq. (3.17). it can be seen that the eigenvector matrix V has to be inverted. It is 
always desirable to avoid matrix inversion, if a situation permits, since the inversion 
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may result in an ill-conditioned matrix compromising accuracies and precisions in the 
desired results. Matrix inversion can be prevented if the selected basis matrix is 
symmetric. 
Theorem 3.3 (Eigendecomposition Analysis of Symmetric Matrices [70]). If a square 
matrix AE `Ji 
1.01 is symmetric, then its eigenvectors V= [VI , v2, ..., v. t1] E 
9i'ttý. tt 
are orthonornmal to each other. Moreover, the contents of the corresponding 
eigenvalue matrix A= {i, I = [Al, E 93 : 111C, 1t are real. Mathematically, 




i., E33 fori=1,2"""", M (3.19) 
In addition, a symmetric basis matrix always results in a unitary eigenvector matrix. 
For example. a unitary eigenvector matrix U is a matrix that satisfies 
UUff =U11 U=I 




Further, Eqs. (3 ). 20) and (321) may be simplified into the following equations 
U-1 = U" and U-1 = UT (3.22) 
U-" =U and U-j =U (3.23) 
When V in Eq. (3.14) is unitary-arising from a symmetric matrix A-Eq. (3.17) can 
therefore be written as 
A= VA V" (3.24) 
A= VA V' (3.25) 
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As a general guideline, it is safer to express the spectral factorization of A as in 
Eq. (3.17) and not as in Eq. (3.24) or Eq. (3.25) if the nature of V (unitary or non- 
unitary) is not first ascertained: V' # V' and V' VT for a non-unitary matrix V. 
In general, Eq. (3.17) or (3.24) or (3.25) is called eigenvalue decomposition (EVD). It 
should be noted that not every square matrix has a spectral factorization. The EVD 
concept explained above is a very powerful tool in signal and noise separation. In the 
real world, for example. A in Eq. (3.17) or (3.24) or (3.25) may represent a noisy 
signal correlation matrix; the eigenvalue decomposition of A and the manipulations 
on the resulting eigenvectors (vectors that represent the signal form), eigenvalues 
(vectors that represent amplitudes or energy contents) and other parameters, split the 
observed signal into its wanted and unwanted parts. 
3.5 Unitary Linear Transform: Karhunen-Loeve Transform 
The Karhunen-Loeve Transform (KLT) is widely applied in signal processing areas 
such as speech enhancement, speech recognition, face recognition, and image 
compression. The KLT scheme is a unitary linear transform that exploits the 
statistical properties of a discrete-time stochastic process; KLT aims to optimally 
decorrelate the process by means of diagonalizing its correlation matrix. 
Theorem 3.4 (Karhunen-Loeve Transform [71 ]). Let Ra be the MxM symmetric 
correlation matrix of a discrete-time stochastic process a(n). Further, let U and D be 
the corresponding Mx! vI unitary eigenvector and eigenvalue matrices of Ra. Then by 
the virtue of Eq. (3.25), KLT is defined as the unitary transform of the following 
form: 
Ru = UDUI 
It follows that Eq. (3.26) can be rearranged accordingly to compute D; that is 
(3.6) 
D- U-'RuU-1 = U` R,, U (3.27) 
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The diagonal eigenvalue matrix D in Eq. (3.27) is shown explicitly as 
d, 000 
D=diag[dl, cl,, dýý]= 




The orthogonal eigenvector matrices Ur and U are called the KLT and the inverse 
KLT (IKL'I') matrices, respectively. The first order analysis shows that the KLT 
matrix UT transforms a into just another new vector without any obvious significance. 
But. the second order analysis reveals that R is transformed (i. e., by U' R,, U term) 
into the diagonal matrix D. resulting in the optimal decorrelation of the stochastic 
process. On the other hand, the IKLT matrix U retransforms the new vector back into 
a. concurrently, a second order derivation reveals that the decorrelated components D 
are changed back to their original structure. namely Ra. 
Proof: The KLT and IKLT concept involving a column vector a and its correlation 

















Rý (2" d Order) 
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c=Ub (I" Order) 
ir No 
=UU"a=a 
Figure 3.2 KLT and IKLT scheme involving an original vector a and a 
unitary eigenvector U. 
With reference to Figure 3.2. let b represent a column vector after the KLT of a, and 
let c represent a column vector after the IKLT block. The transformation of a into b is 
achieved using the KLT matrix U1. 
b=U-'a=U'a (3.29) 
To obtain decorrelation. the correlation matrix of b is computed as the expectation of 





= U' E{aa' 
}U 




The matrix R, is linearly transformed into Rh by the U` R,, U tern; the correlation 
matrix Rh of b is actually the eigenvalue matrix D of Ro, as shown in Eqs. (3.27) and 
(3.28). Since Rh is fully diagonal, it can be concluded that the cross-correlation has 
been removed. In order to return to the original space before the transform in the KLT 






From Eq. (3.31). it is clear that the original vector a has been recovered. Furthermore, 
the correlation matrix of c is computed as the expectation of the outer product of c by 








= UU' R,, UU' where Rh = U' R,, U 
= IR,, I where UU' = UU' =I 
R,, 
(3.32) 
From Eq. (3.32), it is clear that the correlation matrix Ra has been recovered by taking 
the linear inverse transform of Rh denoted by the URhUI term. 
Alternatively, the KLT expansion is termed as a subspace filter or subspace estimator 
when some of the decomposed orthogonal components are truncated to reject noise. 
The truncation means some eigenvalues and corresponding eigenvectors which carry 
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unwanted elements are removed; only the components deemed to be significant are 
retained in the process. The reduced matrix is then reconstructed to estimate the 
required signal. In brief, the decomposition of a noisy observation occupying 
Euclidean space into orthogonal components, which can be translated further into 
subspace components called principal (signal) subspace and noise subspace, can be 
performed using EVD. 
3.6 Oriented Energy, 
Before examining the philosophies behind subspace techniques thoroughly, we first 
review the concept of oriented energy since it is also closely related to principal 
components analysis [631. Let AE 92 `f `" be a matrix that represents an indexed set of 
Af column vectors denoted by {ak}. k=1,2. .... Al. In other words, with any 
individual vector having ,1 length. A can be written as 
A= [ai. a2...., a. tr] E : l; '. r"v (3.33) 
An M-dimensional vector q and the direction it represents in a vector space are used 
as synonyms. 
Definition 3.1 (Energy of a Vector Sequence [63]). The energy of the matrix 





ý-I , _I 
(3.34) 
Definition 3.2 (Oriented Energy [63]). For any unit vector q the energy E. 
measured in the direction q is defined as 
' 
`. 
E1(A)=19 'aýI; I; =ý(q` "aý)' 
k-1 
More generally, the energy EQ measured in subspace Qc ji'" , is defined as 





where PQ(ak) is the orthonormal projection of {ak} into the subspace Q and IH 
denotes the Euclidean norm. In other words., the oriented energy of the vector 
sequence {ak} measured in the direction of q (subspace Q) is the energy of the signal 
projected orthogonally onto the vector q (subspace Q). 
3.7 Eigendecomposition and Oriented Energy 
In Section 3.6, attention is given to the basic concepts of the oriented energy 
distribution. In this section, the tools which allow numerical characterization of the 
oriented energy concept will be studied. 
The eigenvalue decomposition (EVD) of matrix AE is a factorization process 
where a diagonalizable matrix is represented in terms of its eigenvectors and 
eigenvalues. The eigenvectors are represented by a non-singular matrix whose 
columns represent individual eigenvectors that are orthonormal to each other. The 
eigenvectors' corresponding eigenvalues are held and represented diagonally by a 
singular matrix. 
The subsequent mathematical derivations illustrate the strength of EVD and its 
relationship with the oriented energy distribution more clearly [63]. 
Lemma 3.1: The number of non-zero eigenvalues is equal to the algebraic rank of the 
matrix A. 
Lemma 3.2: With EVD. any matrix such as A is decomposed into the set of 
eigenvalues }a, } called the eigenspectrum of A, and the columns v, called the 
eigenvectors of A. The space S. = span[v,, v -"", v, ] is called the 1-`h principal 
subspace. Next, the matrix A can be written as the sum of r= rank(A) rank-one 
matrices; that is 
r 
A=ýv; A, v, ' (3.37) 
where (v,. ) VI-1) is the i`h eigen triplet of A. 
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Lemma 3.3: The Frobenius norm ofA E 9c" x"/ with rank r is written as 




A1 d1 r 
=I Y, (r,; =YA" _ý ! -1 k-I 
where iA are the eigenvalues of A. 
(3.38) 
The total energy in a vector sequence }ak} associated with matrix A, as stated in 
Definition 3.1. is equal to the energy in the eigenspectrum [63]. 
The smallest non-zero eigenvalue corresponds to the distance (in Frobenius norm) of 
the matrix and any closest matrix of lower rank [63]. This property makes EVD an 
attractive tool for approximation purposes. 
We are now in the position to establish the link between the eigendecomposition and 
the concept of oriented energy distribution. 
We define a unit ball UB in : 11" as [63] 
UB =IgE9W" , =1 
} (3.39) 9 
Now, the relationship between the EVI) and the oriented energy distribution concepts 
can be established. 
Theorem 3.5 (Relationships between EVD and Oriented Energy [631). Let {ak}, 
k=1,2...., , If represent a sequence of Al vectors with each vector having Al length. 
and the associated matrix AE , Ji. Ut. ti Also, the EVD of A is as defined by Eq. (3.17). 
Then. 
Ev, (A) _ .?, (3.40) 







Based on Theorem 3.5, the following observations can be made [63]: 
" The oriented energy measured in the direction of the i"' eigenvector of A is 
equal to the i`h eigenvalue. 
" The energy in an arbitrary direction q is the linear combination of the 
"orthogonal" oriented energies associated with the eigenvectors. If A is rank 
deficient, then there exists directions in `Jý'" that contains no energy at all. 
Furthermore, Theorem 3.5 can be used to obtain the directions and spaces of external 
energies [63]. 
Corollary 3.1: Under the assumptions of Theorem 3.5, the following properties 
follow [63]: 
Property 3.2(a) maxgcuBEq(A) = E,, (A) _ ý7 
Property 3.2(b) mint', uBE(I (A) = E,, (A) = far 
Property 3.2(c) max, )R IEk 
(A) 
Property 3.2(d) min0Nc: 3,,, 
EQR (A) = E(.,;,, ). 
(A) _YA, 
where "max" and "min" denote operators, respectively maximizing or minimizing the 
overall R-dimensional subspace Q" of 93"' ; S, { is the R-dimensional principal 
subspace of A; and 
(S, ', '-" ) represents the R-dimensional orthogonal complement of 
S',. 
Proof: Properties 3.2(a) through 32(d) follow immediately from the EVD theorems 
3.2 and 3.5 [631. 
The following statements can be made about the four properties presented in 
Corollary 3.1 [63]: 
" Property 3.2(a) links EVD to the maxima of the oriented energy distribution. 
" Property 3.2(b) relates EVD to the minima of the oriented energy distribution. 
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" Property 3.2(c) states that among all R-dimensional subspaces of +,! , the 
R`" 
principal subspace S; ý senses a maximal oriented energy. 
" For a given vector sequence, Property 3.2(c) illustrates the decomposition of 
the ambient space as a direct sum of maximal energy. 
" For a given vector sequence. Property 3.2(d) illustrates the decomposition of 
the ambient space as a direct sum of minimal energy. 
" Properties 3.2(c) and 3.2(d) enable the subspaces of dimension R to be 
estimated. 
In summary. the decomposition of the ambient space using EVD leads to an 
interesting rank consideration; the first R eigenvectors sense the maximum energy of 
the data matrix A and account for most of the variation in the original data [63]. 
3.8 Subspace-Based Filtering Techniques for White Noise 
Equipped with the theories presented in Sections 3.1 through 3.7, we now take a 
much closer look at subspace filtering. The utilization of a subspace-based approach 
requires some basic assumptions about the properties of the desired signal, the 
unwanted noise, and the corrupted signal. 
3.8.1 Evoked potential signal 
The short-time clean evoked potential (EP) signal s is expressed as 
S= [S,, S...... SC)f E `3ýýý (3.43) 
where, s,,, represents a value at the pertinent position or time m. In the past, ensembled 
averaged EPs have been modeled successfully as a summation of decaying sinusoidal 
oscillations [72]. As a consequence, s can now be represented by a linear stochastic 
model, comprising a linear combination of P linearly independent basis functions ß, 
(e. g., collections of damped sinusoids), expressed as 
P 
s=[s,, s, sj' =Ba=ý%! a, P <_ 0 (3.44) 
r=1 
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where, B= [/3,, E 9I0-`P is a matrix containing the basis functions which 
are ordered column wise, and a= [a,, a,. ..., api' E , 
JIP_" is a column vector 
containing the weights. In the linear model, the linearly independent columns of B 
span a signal subspace with rank P<Q. Obviously, the representation of P=O is 
possible; however, P<Q is another possible representation. When P<Q, then the EP 
signal s lies in a subspace spanned by the columns of B. In other words, the 
consecutive EP vectors will occupy a P-dimensional signal subspace in the 
0-dimensional Euclidean space. On the contrary, the signal subspace coincides with 
the entire Euclidean space 9W if P=0. Generally, it is not possible to find the exact 
dimension of the signal subspace. Since the subspace is not known, it can only be 
estimated by choosing the subspace dimension and utilizing a suitable basis, in 
accordance with certain selection criteria. 
3.8.2 White noise 
The unwanted signal termed as noise n E')ýn is assumed to be white, additive, and 
zero-mean. The Q-dimensional noise vector fills in the entire Euclidean space 930. 
3.8.3 Corrupted VEP signal 
When the wanted signal is corrupted by the additive white noise, a noisy signal is 
formed. The observed noisy signal z is given by 
z=s+w (3.45) 
The corrupted signal z shown in Eq. (3.45) is obtained by assuming that the noise 
source is white and uncorrelated with the clean signal. In subspace filtering, further 
analysis of the signal vectors involving the corrupted signal, clean signal and noise 
will be based on correlation matrices which are derived using second order statistics. 
For example, the covariance matrix of the vector z is computed as the expectation of 
the outer product of z by itself; that is, 
R_ = E{zz' 
}E 91 ('X(' (3.46) 
50 
Similarly, the clean signal covariance matrix R, c : ho`-sand the white noise 
covariance matrix R,, e can be calculated by replacing the "z" term in 
Eq. (3.46) with the "s" and "w" terms, respectively. The following assumptions 
relating the clean signal and noise correlation are established: 
Assumption 4.1 (Second Order Statistics involving Signal and Noise Correlation). 
(a) The elements of the clean signal s and the noise w are uncorrelated; that is. 
R.,,, = R,,. 5 = 0. 
(b) The white noise w possess variance 6 2; thus R =6 
2IQ. 
Since the signal and noise are uncorrelated, 
R=R,. + R,,, (3.47) 
3.8.4 Separation of noise from signal: fundamental theory 
From the description stated in the previous three subsections, it can be stated that the 
Q Euclidean space can be separated into two distinctive sub-regions namely the P 
(signal + noise) and 0P (noise) subspace. The former subspace is also known as 
the signal subspace even though noise still exists in it. The latter does not contain any 
wanted signal and only noise resides in it. This observation now leads to systematic 
procedures in signal enhancement which are given by the following two steps: 
1. Segregate the signal subspace from the noise only subspace using the EVD of 
the noisy signal correlation matrix which forms the basis matrix. 
2. Remove the noise only subspace by omitting the non-principal cigenvalues of 
the basis matrix. 
Further. the noise components which reside in the signal subspace can he optionally 
removed by designing another suitable filter. However, this filtering operation is not 
normally performed since the signal and noise overlap in the signal subspace; the 
removal of noise will cause distortion to the desired signal. 
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3.8.5 Separation of noise from signal: algorithm 
With reference to the fundamental EVD operation of Eq. (3.17), the eigenvalue 
decomposition of-R- E ! 0`0 can be written as 
R- = UA U-1 (3.48) 
where LSE 93ý"e' and Ae `JiPn are the corresponding eigenvectors and eigenvalues 
of R_. It should be noted that the covariance matrices R,, RS and R,; are symmetric; as 
stated previously, a symmetric matrix always results in a unitary matrix. Hence, 
Eq. (3.48) can be simplified by using Eq. (3.25) 
R_ = UA Uy (3.49) 
Alternatively, the eigendecomposition of R_ in (3.49) can be expressed as the 




T R. = lli%il[i %illilli 
i=1 i=1 
(3.5 0) 
where i., with i=1,2, ... O are the eigenvalues of R, ordered in decreasing value and 
u, are the correlation matrix eigenvectors. The eigenvectors uj, u2, ... up, known as 
the principal eigenvecvors, span the same signal subspace as the signal vector s. It 
follows that the eigenvectors U of R- are also the cigenvectors of both R. and RH 
because of the white noise assumption. Mathematically, 
R,. = Ui1, UT (3.51) 
R,,. = UA,,, Ur (3.52) 
where /i E 930-'ý) and A,, Eare the eiuenvalues of R, and R. respectively. The 
relationships between A, A and A, can be established by substituting Eqs. (3.49), 
(3.51) and (3.52) into Eq. (3.47); that is. 
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Rz = R, + R,,, 
=> R_ =UA,. UT +UA,,, U7 note: R, =U4, U7 and R,,. =UA,,. U 
=: > R_=U(A, r+Atit, )U 
T 
=> UA UT = U(A, +A,,, )U7 note: R_ = UALUT 
=: > UA UT = U(rls +A,, )Ut 
=: > i1=U 1 U(A,. +A,,, )U! U-ý 
=> A= 1(rt_, + s1,, )I 
=> A =A, +A, ti, 
7 
(3.53) 
The fact that some of the eiygenvalues of the clean signal may be zero indicates that 
the energy of the clean signal vector is distributed among a subset of its coordinates, 
and the signal is confined to a subspace of the noisy Euclidean space. Since the clean 
signal occupies only the P subspace, its non-zero eigenvalues n., » span only up to P, 
and not the entire Euclidean space , i-; the eigenvalues zl, Q_P of the remaining Q-P 
subspace are considered as zeros. Subsequently, the eigenvalues in A,. are written as 
As r/1p 0 ]= [Asp o]E. ý1' ý, ChQ 0 A. sQ-P 1L0 01 
(3.54) 
where A1. ,= diag(; t_ E'}iPxP with > A" > ... >; >>0; A,,, ,., "" 
Asp) 
sl ,_ sl _, 
A., O-P= diag(;. sp-1, /-sP 2 ..., 
; sn) e 93(Q-P)X(Q-P) , and 
; -sp. i= lsP. 2 ? ; -so= 0. 
Since all noise eigenvalues are strictly positive, the noise fills in the entire vector 
space of the noisy signal. The correlation matrix R,, of the white noise process 
occupying the entire 
Q 
space contains a degenerate eigenvalue equal to the variance 
a,, 2. However, for clearer understanding, the noise eigenvalues A,,, can still be written 
as 




Q'Q (3 ). 55) a; vlo-p 
Jý 
where A, t", = diag(, -rl, 
A,,. 2. , rrP) E 931 .= itsp = 6u"2; 
`ý , lU-P)Y((J-1') '' A, C)-/, = diag(A. />. I" ) uP- , ý,, .... 
a 
"lfO/ E and /ýs/'-I = /-sP. 2= .. 
> 
SC) = 6tii` 
also. 
Subsequently, the eigenvalues in A are written as 
ý_ /1p 
0E 
1} 1 (2tO 0 /1Q-n 
(3.56) 
where Ap = diag(Ai, ýz, ..., A>>) E 91 
fW' with Al > %, > ... > .? f> > (7112 
n -! ')x(Q-ý) )Q c; =, - diaý(ýN- 1, ;, 1'- 21 . ýt( , and ýr- I_,? P. 2 > ý1ýý-i J ,,. 
As a consequence of the subdivision of space into subspace, the eigenvectors 
UE : 1; PxP can also be separated into two main parts, namely the eigenvectors 
Up e 9iý-`Pthat span the signal subspace, and the eigenvectors U()_>> E that 
span the noise only subspace. In other words, 
U= [UP UQ_P] 
























Figure 3.3 The divisions of it and U into signal and noise subspace. 
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With the information given by Eqs. (33.53) through (3.57), Eq. (3.49) can be rewritten 
as 
R. =UAUT 
= [Up Uo-P] 
- LUP UQ-P J 
= [Up Uo-P] 
AsP + Aiti. p 
0 
2 A. rp + 6,,. 1 f, 
0 
A II ýrl U` P 






) + 6I. I1, 
00 +6 llo-, ) 
J 







Q 1 = [Ull UO-P ] (I 0 01 '-I,. 1 () IO-P j) UT-P 









where ; -s, with i=1,2, ... P are the eigenvalues of R, ordered 
in decreasing value, u,, 2 
is the noise variance representing the degenerate eigenvalues of R,,., and u, are their 
common eigenvectors generated by the EVD of R,. Again, the principal eigenvectors 
it,, a-,, ..., up span the signal subspace with the eigenvalues 
A represented by 
i., =i V+ U 2, i. ý = 1. S- 1- cr,,. 
'`, 
AP = ; -VP + a,,. 
2. The identity matrix I can be 
represented in terms of the orthonormal eigenvectors ( u; uý =0 if i ; A- j or 1 if i=j) 
as 
Q 
j_ L"r ul . 
t=n+i 
(3.60) 
Thus the eigenvectors up-1, .... uLQ spanning the noise subspace of R, correspond to 
the identical eigenvalues a, t. 
2. In brief, SNR enhancement is attained by retaining only 
T 
the information in the signal subspace eigenvectors, and discarding the noise 
subspace eigenvectors. In other words, the formation of a lower-rank approximation 
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to R_ cflectively enhances the required signal since the contribution of' power in the 
noise subspace components are already omitted. 
The relationships between the principal (signal) subspace and the maximal energy of 
the signal, and between the noise subspace and the energy of the noise, will be 
utilized in the subsequent discussions to design novel VEP estimators. 
3.9 Summary 
The main objective of our research is to establish a more efficient single-trial VEP 
estimation scheme using a subspace technique. In this chapter, we reviewed the 
parameters and theories that constitute subspace filtering, which decomposes the 
vector space of any noisy signals into principal (signal) subspace and noise only 
subspace. This distinctive separation can be used to improve methods of signal 
enhancement and signal parameter estimation. Normally, signal enhancement is 
performed using the signal subspace portion only. 
It is crucial to note that a subspace method (eigenvalue or singular value 
decomposition) is generally very efficient in removing white noise from the desired 
signal, for any in-band (colored) noise, the SNR should be relatively high--O dB and 
above. 
In the next chapter, current VEP estimation techniques developed by other 
researchers will be scrutinized. For this purpose, three single-trial VEP estimation 
techniques will he evaluated. Two out of the three schemes to be discussed, utilize 
subspace-based methods that are supposed to operate well below 0 dB; these 
techniques warrant investigations and testing to determine the underlying features that 




CONVENTIONAL AND CURRENT TECHNIQUES 
OF EVOKED POTENTIAL ESTIMATION 
Over the past several decades. various techniques have been developed to obtain a 
good estimate of VIP. In general, such techniques can be categorized into three broad 
classifications namely multi-trial-based estimation, single-trial-based estimation, and 
a mixture of multi- and single-trial-based estimation. Techniques based on multi-trials 
can he regarded as the most conventional approach of VEP estimation. 
Multi-trial-based schemes normally operate on the principles of averaging; these 
approaches would require considerably large samples to produce a good VEP 
average. Since averaging does not preserve the VEP waveform variability that may 
present in each trial, researchers eventually shift their attentions to single-trial-based 
estimation. 
Certain techniques is proven to be purely single-trial; however, due to poor SNR, 
some techniques still make use of the multi-trial concept (at very much reduced 
number of samples) to boost SNR to an acceptable level. Only then, will they feed the 
pre-denoised waveform to a single-trial estimator. Still, these mixed-trial techniques 
tend to eliminate the unique VEP variability. 
The ultimate goal of this study is to come up with a full-fledged single-trial technique 
that can tolerate a very low SNR, and yet produce an acceptably good VEP waveform 
at the output. Figure 4.1 below shows samples of corrupted VEP trials consisting of 
trials 81 to #N. 
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TRIAL #F1 TRIAL #2 
)hi 
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Stimuli 1 Stimuli 2 
TRIAL #N-1 TRIAL #N 
I 
-- -- f xim', ý'ýr11ý1ýý rl`'(il,. l 
i 
ý' ý '' t't' ý' 
II 
Stimuli N-I Stimuli N 
Figure 4.1 Examples of corrupted V EP waveforms comprising trials 41 to 
#N which are used in multi- and single-trial estimation. 
This chapter presents the EA approach as a prominent example of a multi-trial-based 
estimation scheme. Next, three recent single-trial methods-Subspace Regularization, 
Third-Order Correlation and Subspace-Based Dynamical Estimation-are presented 
and evaluated. To assess the performance of the three techniques, simulation tests will 
be performed and results will be tabulated. 
4.1 Ensemble Averaging 
Ensemble Averaging (EA), which is a multi-trial-based method is the most commonly 
used method for estimating visual evoked potentials [45,73]. Practically, it has been 
applied in the majority of commercial equipment found in hospitals and other clinical 
environments. In EA method, a significant amount of trials or samples need to be 
performed on a subject participating in the VEP test. In other words, to obtain M 
different samples, an M series of short duration stimuli are to be presented to the 
subject, and an Al number of EEG signals immediately after each presentation of the 
stimulation will need to be recorded. Mathematically, if xx represents the 
measurement of the observed signal x(n), taken after the kth stimulus, and s and nk 
represent VEP and EEG noise, respectively, then the following relationships are 
established: 
xk =s+n. (4.1) 
Further the following equations can be used to depict the recordings of Mtrials. 
x,. =[ x[kM ], x[kM +1], """, x[(k + 1)M-1] ], k >_ 0 (4.2) 
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assuming that the additive noise component Ilk is uncorrelated with the required 
signal and is zero-mean across trial, and s is consistent across trial; however, this is 
not a realistic assumption in practice. 
The FA basis is discussed here for completeness. Afterwards, discussions will only 
evolve around pure single-trial-based approaches. Of course, the EA method will be 
used as a baseline for validation purposes when the capabilities of the various single- 
trial techniques in extracting the desired peaks from real patient data, are compared 
among one another. 
4.2 Subspace Regularization Method 
A suhpace regularization method (SRM) has been proposed by Karjalainen et al. [48] 
to extract 1; Ps from the observed signals. Reference [48] devised a subspace-based 
scheme to detect evoked potentials by combining regularization and Bayesian 
approaches. 
4.2.1 Observation model 
In SItM, it model fir the VEP utilizes a linear combination of some basis vectors 




tr E'. )l" ,x c= Ali'' and it E : )i' are the K-dimensional column vectors of noisy 
VIPs, clean VEPs and additive EEG noise vectors, respectively. Next, the linear 
observation model ol'Eq. (4.4) is further written as 
. 1, =llll+º1 
(4.5) 
where, 0E H' represents an L-dimensional parameter vector that needs to be 
estimated, 11 E : 1? '' `1 is defined as the Kx L-dimensional basis matrix that does not 
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contain parameters to be estimated H is a predetermined pattern based on certain 
assumptions to be discussed below. As can be deduced from Eq. (4.5). the estimated 
EP signal x in Eq. (4.4) is related to H and 0 in the following way: 
x= HO (4.6) 
The clean l: P signal x in Eq. (4.6) is modeled as a linear combination of basis vectors 
', which make up the columns of the matrix H= [W, , 
SP """, VJJ . 
In general, the 
generic basis matrix H may comprise equally spaced Gaussian-shaped functions [48] 
derived from the individual V', , given 




trý1)=C 2d2 for 1=1,2, ', (4.7) 
where cl represents the variance (width) and r, represents the mean (position) of the 
function peak for the given i=1,2, ..., p. Once the parameter 
H is established and B 
is estimated, the single-trial EP can then be determined as follows: 
.i =HII 
(4.8) 
where the hat (" ) placed over the x and 9 symbols indicates the "estimate" of the 
respective vector. 
4.2.2 Regularized least squares solution 
The parameter 0 can be approximated by using a generalized Thikonov regularized 
least squares solution stated as: 
On=arg mini L, (y-HO) 
2ý 
+a` L2 (9-©*) 
2 I 
(4.9) 
where LI and L2 are the regularization matrices; a is the value of the regularization 
parameter; 0* is the initial (prior) guess for the solution. The solution in Eq. (4.9) is 
in tact the most commonly used method of regularization of ill-posed problems; 
Eq. (4.9) is a modification of the ordinary weighted least squares solution given as 
0,,.,; = arg min 
}lILI(y- H0) ,} (4.10) 
60 
Furthermore, the regularization parameter cr in Fq. (4.9) controls the weight of the 
side constraint L, (0-0') so that minimization is achieved. Subsequently. 
ý 
Eq. (4.9) can be simplified further [48] to yield 
0« =(H'W, H+a'W, )-ý(HrW, y+a`'YV, Oý) (ý. 11) 
where, W, = L, L, and W, = L2 'L, are positive definite weighting matrices. 
4.2.3 BQ)'esi/ln estimation 
The regularization process has a close relationship with the Bayesian approach. In 
addition to the current information of the parameter (e. g. 0) under study, both 
methods also include the previous parameter information in their computation. In 
Bayesian estimation, both 6 and it in Eq. (4.5) are treated as random and uncorrelated 
with each other. The estimator U that minimizes the mean square Bayes cost 
B,, 1, = 
is given by the conditional mean 
0-0 
0 =E{©I y} 
of the posterior distribution 
J (4.12) 
(4.13) 
P(0 I Y) °C P(. Y I O)P(8) (4.14) 
Subsequently, a linear mean square estimator, known in Bayesian estimation as the 
maximum a posteriori (MAP) estimator is expressed as 
©, u, =(H7R'H+Rn1)-1(H'Rl. Y+Rn1tj) (4.1ý) 
where, R is the covariance matrix of the EEG noise n; R and qq are the covariance 
matrix and the mean of the parameter 0, respectively-they represent the initial (prior) 
information for the parameters 0. Equation (4.15) minimizes Eq. (4.12) providing that 
" the errors it are jointly Gaussian with zero mean. 
" the parameters 0 are jointly Gaussian random variables. 
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The covariance matrix R can be assumed to be zero if it is not known. In this case, 
the estimator in Eq. (4.1 5) reduces to the ordinary minimum Gauss-Markov estimator 
given as 
'I ©«.. 
r = (H7R H)1 - H! R, 
T11' (4.16) 
Next, the estimator in Eq. (4.16) is equal to the ordinary least squares estimator if the 
noise are independent with equal variances (i. e., R = 6I ); that is 
0,,. =(H`H)-'H`y (4.17) 
As a matter of fact, Eq. (4.17) is the Bayesian interpretation of Eq. (4.11). 
4.2.4 Computation of side constraint regularization matrLv 
As stated previously, the basis matrix H could be produced by using sampled 
Gaussian or sigmoid functions, mimicking EP peaks and valleys. A special case exists 
if the column vectors that constitute the basis matrix H are mutually orthonormal (i. e., 
H' H=I). The least squares solution in Eq. (4.17) can be simplified as 
v,.. '; = x' y (4.18) 
For clarity, let J be a new basis matrix that represents mutually orthonormal basis 
vectors. Now, the least squares solution in Eq. (4.18) is modified as 
©LS 
= 
J' y (4.19) 
The regularization matrix L2 is to be derived from an optimal number of column 
vectors making up the basis matrix J. The reduced number of J columns, representing 
the optimal set of the J basis vectors, can be determined by computing the covariance 
of (I, . in Eq. (4.19); that is, 
Ru = E{Oi.. ý©r. ý 
J= E{J' y(' y)' 
ý 
= E{J' yy' J{= J"R,. J 
=diag(. ý, ýý ... ,? f)=A,. 
(4.20) 
62 
where /I through ;. << represent the 
diagonal eigenvalues A,, of R. Equation (4.20) 
reveals that the correlation matrix R9 is related to the observation vector correlation 
matrix R,. Specifically. R0 is equal to the qx q-dimensional eigenvalue matrix Ay,. In 
other words, R is the eigenvalue matrix of R. In turn, R,, E 93'"` is the observation 
vector autocorrelation matrix defined as the expected value of the outer product of y 
with itself. The mathematical derivation of R, can be found in 
Appendix 13 (13.4). 
Also, the qx g-dimensional matrix J is actually the eigenvector matrix of R, Even 
though there are q diagonal eigenvalues, the reduced basis matrix J, denoted as JY, is 
the qxp dimensional eigenvectors that are associated with the p largest (i. e., non- 
zero) eigenvalues ofA,,, It is further assumed that J, contains an orthonormal basis of 
the subspace P. It is desirable that the EP x= HO is closely within this subspace. The 
projection ofx onto P is denoted as (J, J; )HO. The distance between x and P is 
II HO-(JrJx )HO II =II (I -JJz )H91I (4"21) 
The value of L2 should be carefully chosen to minimize the side constraint 
L, (0-0*) 
2 
which reduces to ILO for ©* = 0. From the inspection of Eq. (4.21), it 
can be stated that L, = (I - J, J ')H . 
It is now assumed that L2 is idempotent and 
symmetric such that 
W, = L; L, =((I -JJ' )H/'(I -J,. Jý)H 
=H'(I-JYJ, '. )'(I-J,. JY)H 
=H'(I-J, J, '. )H 
(4.22) 
4.2.5 Combination of regularized solution and Bayesian estimation 
A new equation is to be generated based on Eqs. (4.11) and (4.15); comparisons 
between these two equations reveal the following relationships: 




= a, `ff' whcrc W, = L, L2. 
" 1/ = 0' . 
The weight W, = L; L, can be represented by R' since the covariance of the EEG 
noise R can be estimated from the pre-stimulation period, during which the EP signal 
is absent. On the contrary, the term R; -, ' is represented by its equivalent W, = L!, L, 
term obtained from Eq. (4.22). The new solution based on Eqs. (4.11 ) and (4.15) can 
now be written as 
0=(H'R'H+a'H'(I-J, JI )H) '(H'R'y+a'`H'(I-J, J; )H0*) (4.23) 
Equation (4.23) is simplified further by treating the prior value e' as zero: 
0= (H` R'H+ a'H"(I -JrJ; )H)-I R, '. Y 
'Therefore, the estimated VEP signal i, from Eq. (4.8) can be expressed as 
IM 
=H(H'R,, 'H+a'H' 
4.2.6 SRM algorithm implementation 
I -J., J'ý)Hý 
ýH'R, ' Y 
(4.24) 
(4.25) 
The implementation of the SRM algorithm can be summarized in the following eight 
steps. 
1. Obtain a sample of a noisy evoked potential y= Ly y2, .... yK-]' and 
background EEG n =[n1,172, .... nK]". 
2. Estimate the covariance of the background EEG R,, by using Eqs. (B8) and 
(139) listed in Appendix B (Section B. 4). 
3. Generate a basis matrix H using a set of Gaussian shaped vectors with 
different delays and preselected widths. 
4. Estimate the correlation matrix R,, of the noisy observation vector yE 91, ' by 
also using Eqs. (138) and (139) listed in Appendix B (B. 4). 
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5. Pert rm the cigendecomposition of R,. so that 
R, J= JA (4.26) 
where. J and A}. are the eigenvectors and eigenvalues of Ry., respectively. 
6. From Step 5, form J, = [ji, j2, ..., 
j,, ] where j, are the column vectors of J (i. e.. 
eigenvectors of R,. ). The 'p" eigenvectors are associated with the ' p" largest 
eigenvalues. 
7. Set the value of the regularization parameter a to 0.05, as experimentally 
determined by [481. 
S. Compute the estimated VEP signal i, using Eq. (4.25). 
4.2.7 Strength of the SRM algorithm 
The structure of the algorithm in Eq. (4.25) resembles that of the Karhunen-Loeve 
translorm (KL'I'), with H' as the KLT matrix and H as the inverse KLT matrix. The 
KI: 1' theory will he comprehensively covered in Chapter 3. Equation (4.25) does have 
extra terms (besides H' and H) which are used for fine tuning. The inclusion of the 
R I term indicates that a pre-whitening stage is incorporated, and the algorithm is 
able to deal with both white and colored noise. 
4.2.8 Weaknesses of the SRM all orith»º 
The basis matrix, which serves as one of the algorithm parameters, needs to be 
carefully formed by selecting a generic function (e. g., Gaussian or sigmoid) and 
setting its amplitudes and widths to mimic EP characteristics. Simply, the improper 
selection of such a parameter with a predetermined shape (i. e., amplitudes and 
variance) somehow pre-meditates or influences the final outcome of the output 
waveform. 
4.3 Third Order Correlation 
A third-order correlation (I'OC)-based filtering approach has been proposed by 
(tharieb and ('ichocki 1491 to extract VEPs from noisy observations. It is noted that 
65 
higher order statistics also known as cumulants preserves the signal structure of a 
noise free signal, in this case a clean VFP x(n) which can be modeled as a sum of 
damped sinusoidal signals. Further, cumulants exhibit high tolerance to white or 
colored Gaussian noise and other symmetrically distributed white or colored non- 
Gaussian noise. The philosophy is to feed the noisy observations through a finite 
impulse response (FIR) filter and obtain a good estimate of the VEP at the filter's 
output. For this purpose. the TOCs are utilized to compute the impulse response of 
the filter; the bandpass of the FIR filter is to he matched with the shape of the clean 
VI-. P alone. Ilowever, since the actual VEP signal is not a priori known, [49] 
proposed the impulse response to be proportional with an estimate of the selected 







Figure 4.2 FIR filter illustrating the computation of an impulse response 
using "IOC. 
For finite data length, the one dimensional (I -D) TOC slice of the noisy signal y(n), is 





-Zy*(i? )y(n+r)y(n+r") (4.27) N,.. o 
in which N is the number of available data points, N, = min[N- 1, N- I-r, N- I- ro], 
r%0, r is a positive constant, and "+" denotes conjugation for complex valued 
signals. 
Given a filter order P, the impulse response la(m) can be estimated as 
1CrýP-n1), ,P h(m)= l11 =0 
m=P+I, P+2, " , 21 
(4.28) 
Note: The filter order P is set to 64 as suggested by 149]. 
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Finally, the enhanced signal which is available at the output of the FIR filter is given 
by 
2 ', 
x(n) _ Y, h(m) y(n - m) (4.29) 
,,, =o 
4.3.1 TOC algoritk»r implementation 
The TOC algorithm introduced by [49] can be formulated and implemented as 
follows: 
1. Obtain a sample of a noisy visual evoked potential r 
2. Compute the TOC of the observed data from Step I according to Eq. (4.27). 
i. Design an FIR filter by estimating the filter impulse response h(m) according 
to F. q. (4.28). Use a filter order P= 64. 
4. Estimate the desired VEP x(n) according to Eq. (4.29). 
4.3.2 Strength of the TOC algorithm 
Theoretically, the third-order correlation slice (TOGS) is not sensitive to either white 
or colored, Gaussian or non-Gaussian noise [49]. Further, TOCS preserves any 
information which is directly related to amplitudes and latencies [49]. Most 
importantly, the TOC-based methods perform well in handling white and colored 
noise whose spectrum does not directly overlap with that of the desired signal. 
Moreover, the TOC-based techniques can be applied to either averaged or 
non-averaged evoked potential data [49]. 
4.3.3 Weaknesses of the TOC algorithm 
Whenever the signal spectrum overlaps with the noise (especially the highly colored 
one) spectrum, the performance of the TOC-based techniques deteriorates. The 
performance of "l'OC worsens as the SNR value gets lower. In addition, the algorithm 
does not utilize the pre-stimulation EEG sample as a way of predicting the post- 
stimulation EEG, which corrupts the wanted VEP signal. This means, the algorithm is 
totally dependent on the corrupted signal. Since VEPs are unknown a priori and they 
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are embedded deep inside EEG, it is difficult to actually obtain the estimate of the 
clean VFP morphology (amplitude and latency structures), based on the corrupted 
VEPs alone. 
4.4 Subspace-Based Dynamical Estimation Method 
A subpace dynamical estimation method (SDEM) has been proposed by 
Georgiadis et at. 150 to extract El's from the observed signals. 
4.4.1 Linear estimation a»d additive tmise model 
In SllEM. a model for the EP utilizes a linear combination of vectors comprising a 
brain activity induced by stimulation and other brain activities independent of the 
stimulus. Mathematically, the generic model for a single-trial EP follows Eqs. (4.4) 
and (4.5). as this work is an extension of that proposed earlier by [48]. 
4.4.2 %3(1yL"Slllll estimation 
The SDFM scheme makes use of Eqs. (4.12) through (4.17) that lead to Eq. (4.18). In 
SDEM, the regularized least squares solution is not included. Also, the basis matrix H 
is not produced by using sampled Gaussian or sigmoid functions; the basis matrix 
will solely be based on the observed signal under study. For clarity, let Z be a new 
basis matrix that represents mutually orthonormal basis vectors to be determined. 
Now, the least squares solution in Eq. (4.18) is modified as 
Ocs =Z'y (4.30) 
By replacing J in Eq. (4.20) with Z. we can deduce that Z is actually the eigenvector 
matrix of R,. The Z term in Eq. (4.30) can now be represented by its reduced form Zx 
which is associated with the p largest (i. e., non-zero) eigenvalues of A). It is also 
assumed that Z, contains an orthonormal basis of the subspace P. Equation (4.30) is 
therefore written as 
©_ ZY (4.31) 
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Therefore, the estimated VEP signal j, from Eq. (4.8) can be expressed as 
x=Z. v. 
Z., " (4.32) 
The structure in Eq. (4.32) is actually the Karhunen Loeve transform (KLT) and 
inverse Karhunen Loeve transform (IKLT), since the eigenvectors Z which is derived 
from the cigendecomposition of the symmetric matrix R, is always unitary. What is 
achieved in Eq. (4.32) is that the corrupted EP signal y is decorrelated by the KLT 
matrix Z". Then, the transformed signal (matrix) is truncated to a certain dimension to 
suppress the noise segments. Next, the modified signal is retransformed back into the 
original form by the IKLT matrix Z to obtain the desired signal. 
4.4.3 SDEM ahorithm implementation 
The Sl)I: M algorithm can be implemented stepwise as follows: 
1. Obtain a sample of a noisy evoked potential y= [yi, y2, ..., YK] 
T. 
2. Calculate the covariance matrix R,. using Eqs. (B8) and (B9) listed in 
Appendix 13 (13.4). 
3. l'erlorm the eigenvalue decomposition of R,, to achieve 
R, Z = ZA,. (4.33) 
where, Z and A,, are the eigenvectors and eigenvalues of R,., respectively. 
4. From Step 3, form [ZI, Z2...., z,, ] where z, are the column vectors of Z 
(i. e., eigenvectors of R,. ). The "p" eigenvectors are associated with the "p" 
largest eigenvalues. 
5. Compute 0according, to Eq. (4.3). 
6. Based on the information in Steps 4 and 5, compute the estimated EP signal 
. 
i, using EA. (4.32). 
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4.4.4 Strength of the SDEM al; orithi? i 
The state space model is dependent on a basis matrix to be directly produced by 
performing cigendecomposition operation on the correlation matrix of the noisy 
observation. Contrary to SRM, SDEM makes no assumption about the nature of the 
EP. 
4.4.5 Weaknesses of the SDEM alaorithmn 
The SDEM algorithm will work well for any signal that is corrupted by white noise 
since the eigenvectors of the corrupted signal is assumed to be the eigenvectors of the 
clean signal and white noise. When the noise becomes colored, the assumption will 
no longer hold and Eq. (4.32) becomes less effective. Also, there is no dependence on 
the pre-stimulation sample whatsoever - totally dependent/reliant on the observed 
signal. 
4.5 Criteria and Tools for Assessment of Algorithms 
All the three VEP estimation methods discussed above are experimented using 
simulated VEP data generated using mathematical equations explained in Chapter 2 
(Sections 2.11 through 2.14). To test the robustness of the algorithms and to mimic as 
close as possible the real brain (VEP) signal morphology, the ratio of the signal (i. e., 
artificial VEP) over the colored noise (i. e., artificial EEG) is varied from 
approximately 0 to -11 dB. To achieve consistencies, the algorithms are subjected to 
the same test patterns and parameters. Also for reliable statistics, each algorithm is 
run five hundred times for each SNR value. 
4.5.1 Performance criteria: failure rate 
Failure rate can be used as a vital test tool in assessing the performance of the filters 
in single-trial estimation. To measure failure rate, visual inspections were performed 
to judge whether or not the estimators' processed waveforms are acceptable. The 
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three highest peaks within 100 ±10,200 ±10 and 300 ±10 ms are considered as the 
wanted 11100, P200 and P300 components. Any trial is noted as a failure with respect 
to a certain peak if'the waveform fails to show clearly the pertinent peak. The failure 
rate for each algorithm with respect to a certain peak and SNR is expressed in terms 
of a percentage. It is calculated according to the following formula: 
number of failures failure rate =x 100% total number of trials 
number of' failures 
x100% 500 
4.5.2 Performance criteria: average errors 
The failure rate statistics show the number of failures only and cannot be used to 
highlight the accuracy ofa filter. In single-trial estimation, it is important to establish 
how accurate each individual trial is with respect to the known reference value, at any 
given SNR. In other words, the difference between the estimated value and the 
reference value will reflect a degree of accuracy of the filter under test. 
(4.34) 
The average error in estimating P100 is obtained as follows: 
ýZ 




where is the estimated latency (for each run) of the P100 in milliseconds, and 
N is the number of runs per SNR which in this case equals to 500. The average errors 
liar P200 and P300 components can he calculated in the same way. 
4.5.3 Performance criteria: mean and standard deviations of peak latencies 
PerlOrmance metrics such as peak latency mean and peak latency standard deviations 
are used to gauge accuracies and precisions of the techniques under 
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investigations-in multi-trial estimation. For five hundred different runs per SIN, the 
average of the estimated 11100 peak latencies, denoted as Poo , is calculated as 
500 
^ )5100 
- til 100 
ý_ý 
(4.36) 
where 1/ )(i) 
is the individually estimated latency of the P100 peak in milliseconds. 
Similarly, Eq. (4.36) is used to determine P,,,,, or ýoo by substituting t,,, 00(i) with 
either or 1r3QQ(i) *It 
is important to note that the mean value of the P100, P200 
and P300 peak latency closer to 100 ms, 200 ins and 300 ms, respectively, may not 
always indicate better accuracy. Subsequently, the performance of a filter should not 
rely on just the average value; its performance must be judged using additional 
performance metrics, one of which is standard deviation. 
The standard deviation of the P 100 peak latencies, denoted as 61,100 , 
for the five 
hundred runs per SNR is calculated using 
6rwo = 11 
500 




where i,.,,,,, (1) is the estimated latencies of the P100 in milliseconds, and t/100 is the 
average value (in milliseconds) of the five hundred P100 data sets. Similarly, or 
arson can be calculated by replacing 111100(i) and tJ 00 in Eq. (4.37) with 
'P200(i) and 
11,200 , or t,,, OO(i) and 
t 
1'±00. Again, the smaller the standard deviation of the estimated 
peak latencies is, the better the performance of the technique is. 
4.6 Simulation Results of SRM, TOC and SDEM 
VIPs are generated and corrupted with colored noise at the range of SNR from 
0 to -11 d13 according to Eqs. (2.1) to (2.6). The performance evaluations are in 
accordance with the assessment criteria set forth in Section 4.5 and its associated Sub- 
sections 4.5.1 through 4.5.3. 
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The failure rates of'the SRM, TOC and SDEM filters are shown inTable 4.1. 
Table 4.1 The failure rate of the SRM, TOC and SDEM filters for 500 trials 
per SNR. at SNRs from 0 to -11 dB. 
Failure Rate [%[ 





P100 0.5 73 1.6 P100 5.7 67.6 13.6 
0 P200 2.6 70.8 3.2 -6 P200 22 73 22.8 
P300 53.2 70.6 40.2 P300 60 73 52.2 
P100 0.5 72.4 2.4 P100 8 68.6 17.8 
P200 4.4 71 5 -7 P200 25.4 71.2 27 
P300 56.4 68.8 44.2 P300 59.2 76.6 56.8 
P loo 2.0 72.4 2.6 P100 9.8 71.4 22.2 
P200 7.2 70.2 9 -8 P200 34.8 70.2 34.4 
P300 55.4 71.8 46 P300 59.6 70.4 52.4 
P loo 2.7 72.2 6 P loo 13 69.6 25.2 
-3 P200 12.2 72 8.6 -9 P200 34.2 69.2 39.6 
P300 55.8 71 48.8 P300 58.4 74.2 57 
P100 2.8 70 6.6 P100 16.4 71.6 28.8 
-4 P200 12.2 70.8 15.2 10 P200 37 75.2 39.4 
P300 61.4 72 48.4 P300 58.4 72.2 56.4 
11100 3.1 69 10 PIN 22 68.4 32.4 
-5 P200 18.4 73 19.4 11 P200 41.2 74.8 43.2 
P300 61.4 72.4 49.6 P300 62.8 72.4 56.4 
For P100, P200 and P300 estimation, it can be seen from Table 4.1 that SRM shows 
the lowest failure rate, while 'I'OC shows the highest. At an individual level, the SRM 
estimator consistently extracts the P100's more successfully compared to the P200's 
and P300's. The SRM and SDEM filters perform consistently well in estimating P1's 
and P2's for SNR =0 dB to SNR = -4 dB, maintaining failure rates of less than 16 %; 
it deteriorates gradually below that range of SNR. In general, the SRM technique 
exhibits increasing rates of failures as the SNR values get lower. 
On the contrary, the TOC method highlights large failure rates from 68 % to 77 % for 
the P100, P200 and P300 in the given SNR range. While it can be explicitly stated 
that SRM and SDEM extract the P100's more successfully than the P200's and 
P300's across the SNR range, the same situation is not applicable to TOC. At certain 
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SNRs, it seems that TOC estimates a particular peak more successfully; however 
linear relationships between failure rates and SNRs cannot be established. In brief, the 
SRM estimator outperforms the SDEM and TOC filters in estimating the three peaks 
at every level of SNR. 
Next, the accuracies of the SRM, TOC and SDEM estimators are tabulated in 
Table 4.2. 
Table 4.2 Average errors of the estimated P 100, P200 and P300 components 
produced by the SRM, TOC and SDEM algorithms. at SNRs from 




Average Error ^ Avera-e Error b 
x z ý =- 
C40 
cr 
P 100 3.9 22 4.1 P 100 4.5 24.1 6.9 
0 P200 4.2 27.2 4.3 -6 P200 7.6 24.4 8 
P300 12.9 32.2 9.8 P300 14.0 26.2 12.7 
P 100 4.0 22.6 4.2 P 100 5.3 24.2 7.4 
-1 P200 4.6 25.6 4.8 -7 P200 8.8 24.6 8.8 
P300 13.3 31 10.5 P300 14.1 28.5 12.8 
P100 4.1 23.6 4.5 P100 5.7 24.6 8.4 
-2 P200 5.1 25.5 5.3 -8 P200 10.0 24.3 10.4 
P300 13.3 30.5 10.8 P300 14.5 25 13 
P100 4.1 23.8 5 P100 6.5 24 8.9 
-3 P200 5.9 24.6 5.5 -9 P200 10.2 24 11.2 
P300 13.5 30 11.3 P300 14.8 25.3 13.6 
P100 4.2 23.7 5.1 P100 7.1 25.2 9.6 
-4 P200 5.8 25.4 6.3 -10 P200 10.6 23.8 11.3 
P300 13.8 28.5 11.6 P300 15.2 24.4 13.3 
P100 4.3 23.5 5.7 P100 8.2 25 10.7 
-5 P200 6.8 24.9 7.3 -11 P200 10.9 24.8 12 
P300 14.5 27 12.1 P300 14.9 24 14.3 
Based on Table 4.2, it is clear that SRM registers the lowest average errors, followed 
by SDEM in the second place, and TOC produces the highest average errors among 
the three estimators. 
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Table 4.3 below lists the mean and standard deviations of the three major VEP peaks 
for all range of SNRs from 0 to -1 1 dB. 
Table 4.3 The mean and standard deviations (std) of the P100, P200 and 
P300 peaks estimated by SDEM, TOC and SRM for 500 trials per 
SNR, at SNRs from 0 to -11 dB. 
SNR Peak SRM TOC SDEM 
[dBI Mean Std Mean Std Mean Std 
P loo 103.8 2.4 100.9 22.8 103.9 3.4 
0 P200 203.2 4.5 193.7 25.3 203.8 3.8 
P300 302.6 15.6 287.8 2.5 301.9 11.8 
P loo 103.9 3.3 100.7 23.9 104.1 3.3 
-1 P200 203.7 5.0 195.8 25 203.6 5.6 
P300 300.7 16.3 289.5 28.8 301.8 12.6 
P loo 104 4.1 99.8 25.1 104.3 4.2 
-2 P200 203.3 6.3 197.5 26 203.4 6.9 
P300 300.7 16.1 290 28.3 302 13 
ý 
P loo 104.5 5.7 100.2 25.8 104.5 5.6 
- ý P200 202.8 8.1 197.7 24.8 203.4 7.4 
P300 301.4 16.5 291.2 28.3 301.1 13.6 
P loo 105.4 5.9 100.6 26.3 104.7 5.8 
P200 203.4 7.4 197.6 26.1 203.3 8.5 
P300 300.5 16.4 292.7 27.8 301.9 13.9 
P loo 103.9 5.3 101.7 26.7 104.6 7.2 
P200 202.4 9.4 198 25.6 203.2 10.2 
P300 299.8 17.3 294.8 27.6 302.1 14.5 
P loo 103.9 7.9 101.4 27.7 105.1 9.5 
-6 P200 202.3 10.6 198.3 25.2 203.2 11.1 
P300 301.0 16.9 296 26.6 302 15.2 
P loo 103.5 9.6 100.7 27.6 103.8 10.7 
P200 203.0 12.2 197.3 25 202.5 11.9 
P300 299.7 17 293.9 27.4 301 15.4 
P loo 104.2 7.6 104 29.1 103.8 12.3 
-8 P200 201.7 13.5 199.1 25.5 202.1 14.4 
P300 300.5 17.3 298.9 27.4 301.1 16 
P loo 104.5 9.0 103.5 28.5 102.6 13 
ý P_00 202.0 14.0 199.5 25.9 202.2 15.1 
P300 301.3 18.3 299.4 26.8 300.7 16.4 
P loo 104.9 9.7 101 29 104.3 13.4 
]0 P200 202.1 14.4 199.7 25 202.4 15.1 
P300 301.6 18.6 299 25.8 299.7 16.1 
1 
P loo 104.1 11.9 102.5 29.6 103. ý 15.2 
1 P200 201.9 14.4 199.1 26.3 202.4 16 
P300 300.3 17.9 298.8 24.8 301.4 17.4 
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From Table 4.33. it is interesting to note that TOC produces a better in comparison 
to those produced by SRM and SDEM. On the other hand, in terms of standard 
deviations, SRM produces the smallest variations. For fixed VEP peak detections, the 
standard deviation value supersedes the mean value in terms of priority. Therefore, it 
can he claimed that SRM is actually the best filter among the three algorithms for 
11100, P200 and 11300 detections. On the other hand, TOC is the poorest algorithm. 
In brief, based on the utilized tests metrics (failure rates. average errors. mean ± 
standard deviations), SRM outperforms SDEM, while SDEM is much better than 
'IOU. It can he stated that subspace-based techniques can be improved and applied in 
VFP extraction. 
4.7 Summary 
The multi-trial-based averaging scheme presented in this chapter enables hidden VEP 
forms to be extracted from the highly corrupted waveforms, at the expense of VEP 
trial-to-trial variability being unavoidably eliminated in the process. To counter the 
shortcomings of' averaging, single-trial schemes such as the subspace regularization 
method (SRM) 148], the third-order correlation ('l'OC) [49], and the subspace-based 
dynamical estimation method (SDEM) [50] have been utilized. The results obtained 
from the simulated experiments involving these three algorithms indicate that the 
fäilure rate and average errors of the subspace-based SRM are the lowest, followed by 
the subspace-based SD1, M. On the other hand, TOC produced the least success rate 
and the highest errors. 
Due to good precisions and promising accuracies shown by the SRM algorithm 
analyzed above, further investigations on subspace-based approaches are needed so 
that the accuracies of the peak latencies can be improved. Theoretically, a different 
variation of subspace-based VEP estimation that closely replicates and retains the 
original VFP waveform is highly desirable. 
Any new solutions to he developed should be able to generate VEP waves that closely 
match those produced by the de-facto ensemble averaging technique. For this 
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CHAPTER 5 
THE PROPOSED SUBSPACE-BASED METHODS 
FOR VEP ESTIMATION 
The previous chapter critically investigates the VEP enhancement methods proposed 
by [48], 1491 and 150]. Based on the results produced by these three techniques, it is 
obvious that subspace-based (principal component analysis) techniques have the 
capability to recover and preserve the quality of the desired signal. if properly 
exploited. 
The main differences among subspace-based approaches are in the aspects of model 
development, creation and/or selection of the pertinent vector(s) and/or matrices, 
contaminated signal decorrelation and desired signal reconstruction processes. 
Another significant subspace-based algorithm proposed by Ephraim and Van Trees 
[511 is meant to extract speech signals contaminated by white noise at a typical 
lobal SNR" of0 dB, 5 dB, or above. For colored noise with an SNR value as low as 
0 to -10 d13 (or lesser), as in the case of VEP estimation, the subspace method's 
capability is compromised since the signal and noise correlation matrices no longer 
share a common diagonalizinýg cigenvector matrix (CDEM). 
Also. the performance of the speech algorithms is measured by using a formal 
listening test to assess the quality and intelligibility of the enhanced speech. This 
means, any minor remnants ol'noise present in the final output can still be tolerated. 
On the other hand, the performance of any VEP extraction algorithm is measured by 
visually inspecting the extracted VEP waveform; the signal is considered acceptable 
if and only if the extracted spectrum can be translated into the full 
presence/dominance of the desired peaks and valleys at correct positions, and the total 
absence/significant reduction ofany noise peaks and/or valleys. 
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In brief, the effectiveness of the subspace technique suggested by [51] lies in its 
optimization approach. Therefore, this optimization scheme will be adapted in our 
proposed model to suit the extraction of the VEP from the highly contaminating 
colored I EQ noise. Further, one of the most critical issues that remain to be resolved 
when signal subspace scheme is used is simultaneous diagonalization of matrices and 
the dimension of the signal subspace. The problems associated with these two 
parameters are sufficiently addressed and the solutions to overcome them are 
included. 
We begin this chapter by consolidating the theories behind the Ephraim and Van 
Trees [51] time-domain-constrained subspace technique and focusing on its strength 
and weaknesses. This subspace-based speech enhancement estimator will serve as a 
basis for the development of our VEP estimation algorithms. 
Subsequently. the performance of the technique in extracting a VEP from a given 
EEG at a very low SNR is enhanced by introducing a generalized subspace approach 
(GSA). The suggested technique makes use of a non-unitary CDEM different from 
that proposed by [51 ] which utilizes a unitary CDEM. In fact the proposed scheme 
will cater not only for white noise, but also for colored noise conditions. 
In essence, GSA can be obtained using either explicit or implicit pre-whitening. In 
this report, both approaches will be discussed. For clarity, each method will occupy a 
different section. Various mathematical manipulations leading to these GSA 
algorithms will be thoroughly discussed below. Comparison results between the work 
of [51 ] and the two proposed techniques, using simulated VEP and EEG data, are also 
presented towards the end of the chapter. 
5.1 Key Signal Subspace Method: Ephraim and Van Trees 
In their tine-domain-constrained, subspace-based speech enhancement technique. 
Ephraim and Van Trees [51] assumed that the noise source is white; the employed 
observation model exactly obeys Eq. (3.45). This enables the usage of the noisy 
signal correlation matrix as the basis matrix for the EVD operation, producing 
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eigenvectors U that diagonalize not only R_ (the covariance matrix of the observed 
signal), but also both R, (the covariance matrix of the desired signal) and R,,, (the 
covariance matrix of the white noise). In essence, the eigenvectors that diagonalize R, 
will also diagonalize R as long as the source of noise is white. In other words, there 
exists a common diagonalizing eigenvector matrix (CDEM) that simultaneously 
diagonalizes both R, and R . The existence of 
CDEM, as illustrated by Eqs. (3.49), 
(3.51), (3.52) and summarized in Eq. (3.59), is fully capitalized by [51] to simplify 
their estimator HEL-r using a unitary KLT transform approach. 
On the contrary, Eqs. (3.51) and (3.52) are no longer valid if the noise is colored; U 
being the eigenvectors of R: will diagonalize R. (as shown by Eq. (3.49)). but not R_, 
or R (note that R is replaced by R which denotes colored noise). Further, the EVD 
of R., produces eigenvectors that diagonalize only R; and not R,,. The challenge now is 
to attempt to develop a novel method based on a linear signal model that provides 
simultaneous diagonalization of both R, and R by common eigenvectors. Complete 
diagonalization means perfect orthogonal transformation and decorrelation, mapping 
the observed signal directly onto the signal and noise subspace-which contribute to 
excellent signal enhancement. 
Nevertheless, the subspace method of [5 11 possesses the following strength which can 
be retained/adapted for colored noise cases such as the corrupted `'EP. 
" The utilization of a time-domain-constrained-based approach, which directly 
relates to system optimization. 
" The inclusion of a pre-stimulation EEG term used as the approximation of the 
post-stimulation EEG. 
5.2 Proposed GSA with Explicit Pre-Whitening (GSAE) 
The generalized subspace approach with explicit pre-whitening (GSAE) employs 
explicit pre-whitening of the noisy signal data. 
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5.2.1 VEP observation model 
In their true forms, a clean VEP signal x(t), post-stimulation EEG noise n(t) and the 
mixture of the former and the latter j, (t) are analog or continuous-time signals. The 
spontaneous EEG is internally generated by the brain, whereas the VEP waveform is 
created only when external stimulation is applied to the eye of the subject under 
study. Further, our preliminary cross-correlation tests between pre-stimulation EEG 
and the corrupted VEP indicate that there exists a considerable amount of correlation 
between the two signals. However, after filtering is performed to remove the 
unwanted post-stimulation EEG. it is observed that the degree of correlation between 
the filtered siggnal (i. e.. the wanted VEP) and the pre-stimulation EEG (which 
represents the post-stimulation EEG) is very much reduced. Therefore, it can he 
assumed that the post-stimulation EEG colored noise is additive and uncorrelated 
with the VEP signal so that 
y(1) =. 1"(i)+/1(1) ýJ. 1ý 
where, the lowercase t is the continuous-time index. Basically, the problem 
considered in this study is to extract the analog signal x(t) from y(t), which is highly 
corrupted by n(t). Consequently, since a digital VEP machine is utilized in recording 
and storing the brain signals, Eq. (5.1) can he rewritten to reflect the corresponding 
discrete-time signal equivalence 
y(k) =. r(k)+n(k) (5.2) 
where, the lowercase k is the discrete-time index, y(k) E `Ji'g , x(k) E `. H and 
n(k) E : )i" are the K-dimensional column vectors of noisy VEPs, clean VEPs and 
post-stimulation EEG noise vectors, respectively. For illustration purposes. a 
K-dimensional vector of the corrupted VEP samples y is defined as follows: 
y(k) = 
[Y( 
,y-,..., yi- f f, f 
T 
(5.3) 
where J.; is the sampling frequency and (. )T denotes transpose operation. The main 
objective of this work is therefore to develop a technique that can optimally estimate 
the discrete-time VEP signal x(k) from the corrupted signal y(k). 
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In essence, we are dealing with system optimization problems, where the output 
produced by the system is related to the input according to some carefully chosen 
parameters introduced in the system. The relationships of the parameters are then 
expressed as a mathematical model; how well the VEP can be estimated depends so 
much on the accuracy of the assumed model in relation to the true nature of the V EP 
phenomenon. 
5.2.2 VEP estimation model 
In the theory of estimation, it is stated that a random element exists. We normally 
seek to optimally estimate a particular quantity based on imperfect observations, 
which are statistically related to the element under study. As far as VEP estimation is 
concerned, we seek to remove as much noise as possible from the observed 
(i. e., corrupted) signal, by means of filtering. In a white noise filtering operation, the 
estimated VEP signal i- (k) e 91 is the K-dimensional column vector. mathematically 
expressed as [5 1 ]: 
. 
i(k) = H(k)" y(k) (5.4) 
where, H(k) C 93 ' is defined as the Kx K-dimensional filter matrix of the VEP 
time-domain constrained linear estimator. 
In VEP estimation, we modify Eq. (5.4) and relate i, H and y as follows: 
x(k) = R(k) . H(k) . R, l' 
(k)1'(k) (5.5) 
The corrupted VEP signal j' is first whitened by the R,, -1 term, before being modified 
further by H which should consist of the transform and inverse transform stages. The 
modified and retransformed signal is later de-whitened by the R term. It is to be 
noted that the time index k is shown here for comprehensiveness and clarity. In the 
subsequent discussions. any vectors or matrices that appear without a time index 
should be visualized as having ks as their time index. 
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In the noise filtering process, caution needs to be exercised to ensure that the 
elimination of noise does not introduce excessive distortion to the remaining y signal. 
which in this case is the wanted signal z. In reality, any filter cannot be designed to 
be extremely selective to the extent that the unwanted noise energies are removed 
completely, while the wanted signal energies are preserved entirely; the truth is some 
of the wanted signal energies will unavoidably be suppressed in the noise filtering 
operation-causing distortion in the required VEP siggnal. In a mathematical jargon, 
the reduction of noise from the noisy source is inversely proportional to the increase 
in signal distortion. In a layman term, more noise elimination always contributes to 
higher signal distortion; this simply means that noise and distortion can never be 
minimized at the same time. 
Strictly speaking. minimum (zero) signal distortion is achieved if the filter matrix in 
Eq. (5.5) is made equal to unity (i. e., H= I) so that Eq. (5.5) becomes 
_i = RIIR, -, 
' y= RIR' y=II. y=j,. However, if the corrupted VEP signal is merely 
treated to be the wanted VEP signal, then no meaningful VEP peaks exist for SNR is 
very low since the noise is at its maximum energy. Therefore in order for SNR to be 
improved and VEP to be meaningfully estimated, the filter or estimator matrix H 
needs to be carefully designed so that a tradeoff between noise minimization and 
slight VEP distortion can be achieved. Needless to say, the proper design of the 
estimator matrix H is of paramount importance since it will have a direct bearing on 
the quality of the estimated VEP signal i. 
5.2.3 VEP system optimization 
An estimation problem can be categorized as a subset of an optimization problem. 
The VEP estimation system described by Eq. (5.5) in the previous section introduces 
a constraint into an optimization problem, since the output and input are related to 
each other in a specific way and thus cannot be chosen independently. The system 
equation in Eq. (5.5) is chosen so as to give the "best" approximation of the VEP 
signal. In general. a devised system is to be able to achieve system objectives while 
optimizing (minimizing or maximizing) system performance. 
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The estimated VEP signal will never be exactly equal to the original (clean) VEP 
signal x. In other words, errors will inevitably be produced in the estimated VEP 
signal. In the case of VFP estimation, the system equation in Eq. (5.5) is to minimize 
a specified error criterion, which is the ultimate measure of the VEP estimation 
performance criterion. As such, the error signal r obtained by this estimation is given 
by: 
X 
=R,,. H. R'y-x 
= RHR'(x+n)-x 
= RHR'x+RHR'n-x 
= R HR, r' x- x+ R HR, l' n 
= RHR'x-Ix+RHR'n 
_(R HR;; ' - Iýr + R HR 'n 
=E+E whereET = 
(RHR' 
-Iýv andE =RHR, 
'n 
(5.6) 
where ee, represents the VEPs distortion and E represents the residual noise. The 
expectation of the outer product of the clean signal x with itself produces an 
autocorrelation matrix R. written mathematically as 
E{xx' }= R, (5.7) 
Similarly, the expectation of the outer product of the noise n with itself produces an 
autocorrelation matrix R,,, written mathematically as 
E}nn' }= R (5.8) 
The energies of the signal distortion E, ' are defined as 
,= Eýs Ex }= tr(EýaE., }) 
=tr((RHR'-I)x((RHR'-I)x)f 
) 
= tr((RHR' - I)xx'(RHR' -1)' 
) 




and the energies of the residual noise c--' are written as 
irl 




= tr(( R HR, -,, ' n)( R HR,, ' n)' 
) 
= tr((RHR' )nli. i (RHR' )' 
) 
= tr((R HR ' )R ( R HR' )' 
ý 
so that the total residual energies E' become 
EZ =8e +Eri 
(5.10) 
(5.11) 
It is to be noted that signals in VEP processing are assumed to have zero mean; 
hence, any (auto)correlation functions are equal to covariance functions. These two 
terms will be used interchangeably throughout the chapters to refer to the matrices 
under discussions. 
Since the VEP and noise signals are independent as treated in 
Eq. (5.2). their covariance matrices also add linearly to produce the covariance matrix 
of the noisy VEP. In other words, the covariance matrix of the noisy signal R,. is 
equal to the summation of the covariance matrix of the VEP R.. and the covariance 
matrix of the EEG noise R,,. Mathematically, 
R,. = Rc + R (ý. 12) 
The covariance matrix of the noisy signal R,. can be estimated directly from the 
observed (noisy) VEP samples. Also, the noise covariance matrix R can be computed 
using the pre-stimulation EEG samples during which VEP signals are absent. 
Our ultimate goal is to minimize both the unwanted energies c-'- and c-, so that a 
minimal error signal is obtained. It is crucial to note that the VEP distortion and noise 
residues cannot be completely eliminated simultaneously. As previously emphasized, 
it is a known paradox that each time noise is to be reduced, signal distortion will 
occur. 
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If distortion is to be avoided. the corrupted VEP signal should be left untouched. This 
also means that when the distortion is at its lowest, noise residues will be at its 
highest. On the other hand, if noise is fully minimized, distortion will be at its 
greatest. Therefore, a good balance needs to be determined so that the noise residues 
can be reasonably minimized without introducing significant distortion to the 
processed signal. 
5.2.4 Optimal VEP estimator design 
Now, the aim is to design a linear estimator H that minimizes the VEP signal 
distortion over all linear filters. This can be achieved by maintaining the residual 
noise within a permissible level. Mathematically, the optimum linear estimator H0P, 
with time-domain constraints on the residual noise is formulated as 
[51]: 
Hp = min ET subject to : E 5 K6' 
11 
(5.13) 
, here K is the dimension of the noisy vector space and 2 is a positive constant noise 
threshold level. The in Eq. (x. 13) dictates the amount of the residual noise allowed 
to remain in the linear estimator. By using Eq. (5.9) and (x. 10) in Eq. (x. 13), it can be 
observed that if the signal distortion is decreased, the residual noise will increase. On 
the other hand, if the signal distortion is increased, the residual noise will decrease. 
Therefore, an acceptable value of a' needs to be chosen so that the VEP signal 
distortion is minimal and the EEG colored noise residue is not excessive. 
In trying to optimize (i. e., minimize or maximize) a function, we need to satisfy 
certain conditions called necessary conditions and sufficient conditions. Here, we 
apply the "Kuhn-Tucker necessary conditions for constrained minimization" [51] in 
our attempt to obtain an optimal estimator Hp,. Specifically, the Kuhn-Tucker 
necessary conditions are given as follows [74]: 
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Requirement 4.1 (Kuhn-Tucker necessary conditions [74]). 
If x* is a minimizer of a function J(. v) subject to g(x) < 0, and x* is an accessible 










, u, *g, (x*)=0 fori=l, 2,..., In (5.15) 
ý ý. 
p, >_0 for i=1,2,..., In (x. 16) 
A point x* above is called a stationary point of the function J(i: ) if its gradient (first 
derivative) is equal to zero (i. e., Vi(x) = '(x) 
d 
_d (x) = 0) at x=x*. Briefly, a point dx 
x* which satisfies the three necessary conditions mentioned above is called a Kuhn- 
Tucker point. 
Further, the following sufficient condition needs to be satisfied: 
Requirement 4.2 (Sufficient conditions [74]). 
A sufficient condition for a local minimum is satisfied if the second partial derivative 
of J(x) is positive (i. e., greater than zero for a number) or positive definite (for a 
matrix). If there exists only one inequality constraint arising from one function g, (x), 
for i=1, then there will be only one Lagrange multiplier Pi (for i= 1). Then, the 








However, in Lagrange multipliers (u for i=1,2, ..., in) are generated from in 
functions (g, (x), for i=1,2, ..., m) and hence in different equality constraints, 
resulting in a collection of second partials. "These second derivatives are represented 
by the following hessian matrix [74]: 
a'J(x*) a`J(x*) 
ax; ax, ax, 
a`J(x*) a'`J(x*) 
ax, ax, ax i 
a'`J(x*) a'`J(x*) 
äx öxI öxäx, 
a'j(X*)1 
-, ý oxIox 
ö'J(x*) 




(s. 1 s) 
Similarly, J(x*) must be positive definite to satisfy the sufficient condition for a 
local minimum [74]. 
In our case, in order for H to become a minimizer, H must be a stationary feasible 
point. To satisfy the Kuhn-Tucker necessary conditions, a Lagrangian function needs 
to be formed; this requires reformulation of Eq. (5.13) which can be expressed as 
follows: 
iýýý IIfý = min i-:, subject to :i- h6- <0 
If 
Now, the Lagrangian function can be expressed as: 
(5.19) 
L(H, fu)=Es +fU (E, ý -K6') (5"20) 
It follows that the filter matrix H is a stationary feasible point if it satisfies the 
following gradient equation off L(H, p) =0 as outlined by Eq. (5.14): 
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aL(H,, u) 
-a,, aH aH 
[¬ + ft(E17 - K6' )] =0 
aa2 ýaH[EýaH[, u(E, ý K(7 )]=0 
^1 




[tr((RHRý, ' -I)R., (RHR' -I)' 
)] 
+H [ý. itr((RHR' )R(RHR' )' )] -H [f, K(r' 0 
[tr((RHRr, ' -I)R. T(RHR' -I)` 
)] ý OH 
+H [ptr((RHR')R(RHk')')]-0=0 
=> 2( R HR,! ' - I) R,. + 2, u( R HR' ) R =0 
=> (RIIR' -I)R,. +, u(RHR')R =0 
RHR,, 'R, - R, +, uRHR1; 'R =0 
R HR, -, ' R, + IS, HR,, ' R - R, =0 
=> R HR' R, +pR HI = R, 
=> RH(R'R,. +fd)=Rz (5.? 1) 
Subsequently, the gradient equation above can be solved to be 
Husv: = R, -, 'R., (R,, 'R,. +, ul)-1 (5.22) 
Another approach of solving the gradient equation in Eq. (5.21) leading to Eq. (5.22) 
is given in Appendix F. 
Other necessary conditions to be fulfilled, as dictated by Eqs. (5.15) and (5.16), are 
respectively 
f, (E, ý - K6-'`) =0 (5.23) 
for 
,u? ý (5.24) 
Next, the values for p and Q2 satisfying Eqs. (x. 23) and (5.24) need to be determined. 
Equation (5.23) can be simplified to yield 
2>> 
E = h6 (5.25) 
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The following expression for 02 is obtained by equating Eq. (x. 10) with Eq. (5.25): 
f =h'a' = tr((RHR')R(RHR, f')`')= tr(HRH` 
) 




Equation (5.26) can be made more meaningful by establishing a relationship between 
o and u. This is achieved by replacing H computed in Eq. (5.22) into Eq. (5.26). 
6z=htr(HRH`) 
tr(R1R, (R, l'R., +pI)-' R, ý(R'R. t(R'R. i. +pI)-')') _K 
tr(R'R, (R,, 'Rý. +ýcl)-' R(R'R., (R»'R,. +, ul)-')) (D3): Tr(A)=Tr(A'') -K 
= h' 
tr(R'R, R., RR'(R'R, + uI) '(R`R,. +µI)-') 
(D6) : Tr(ABC) = Tr(BCA) = Tr(CAB) 
-I tr(R'R(R'R,. +UI)-') 
(5.27) 
One issue that arises from Eq. (5.27) is whether to first specify the permissible level 
of residual noise 62, or the Lagrange multiplier ft. The first approach is specify a2 in 
Eq. (5.27) and calculate fi from it. On the other hand, p can be carefully chosen so 
that 62 can be calculated. Practically, the latter approach is normally used since p can 
be computed without using Eq. (5.27) which is computationally expensive. 
Nonetheless, it is crucial to meet the necessary conditions stipulated in Eqs. (5.23) 
and (5.24). 
From Eq. (5.27), we observe that a- 2E [0, a2rn ] when uE [0, oc], where a2=0 
7 implies that ýi = oo, and 62`=62,, 14, _1 =K tr(R) yields p=0. Therefore, p which 
satisfies Eq. (5.27) also satisfies Eqs. (5.23) and (5.24). Hence, p must also be the 
Lagrange multiplier for the time-domain-constrained (TDC) optimization problem of 
Eq. (5.13). 
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The sufficient condition to be satisfied, as dictated by Eq. (5.17) is governed by the 
following second derivative 
a2 L(H'u) 
aH= 
_° ýaLýH, ý`)) OH aH 
aH 
[ R HR, -, 'R, +pRHR, -, 'R, 7 - 
Rý 
= R, + PR 
(5.28) 
The noise covariance matrix R in Eq. (5.28) is always positive definite. However, it 
is not always the case for the signal covariance matrix R,, which is initially derived 
by subtracting R,, from R. For a relatively high SNR, g, is positive definite. As the 
SNR drops. R1 can be negative semidefinite. Nonetheless. cu is a positive number and 
R is still ygreater than Rt in any case, guaranteeing L"(H, i) to be positive definite all 
the time and enabling H to be a minimizer. 
It is clear that the filter matrix H derived in Eq. (5.22) is dependent on three 
parameters namely R_.. R and u. Without further manipulation. H stated in Eq. (5.22) 
will function as a fixed filter; it will perform well to estimate the desired signal for a 
relatively high SNR value. As the SNR value degrades, it is desirable if H can be 
adjusted accordingly to minimize the noise residues while keeping the signal 
distortion at a minimal level. One possible way to achieve an adjustable H is by 
representing the R-'R., terms (basis matrix) found in H (i. e., in Eq. (5.22)), with their 
corresponding eigenvectors and eigenvalues. 
If the dimension of the R-'R. r eigenvalues is not lowered, the filter H 
functions 
exactly as that denoted in Eq. (5.22) - keeping signal distortion to its very minimum 
and noise energy to its maximum. However, when the dimension of the eigenvalues is 
lowered to a certain rank, the filter H will eliminate certain noise portions. If a proper 
dimension of the eigenvalues is used, the component in the "noise only" subspace 
will get nulled. The component that remains available at the output of the filter H is 
the wanted signal from the "signal" subspace. Of course, the wanted signal may not 
be completely free from noise since the "signal" subspace is actually a "signal plus 
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noise" subspace. Nevertheless, the wanted signal is now clearly visible as the SNR 
value gets improved due to the subspace filtering technique. 
It is worthwhile to note that the eigenvectors of the basis matrix R,, -1R_, are not 
unitary. A unitary eigenvector matrix is generated if and only if the utilized basis 
matrix is symmetric. In our situation, the multiplication of R 1 by R., results in a non- 
symmetric matrix, contributing to a non-unitary eigenvector matrix, even though the 
individual R_, or R is symmetric. As a consequence, the unitary Karhunen-Loeve 
transform approach reviewed in Chapter 3 (under Section 3.5) can no longer be 
applied. Nevertheless, the KLT and IKLT transforms motivates us to devise a non- 
unitary linear transform which will still be able to offer complete decorrelation of a 
stochastic process such as the corrupted VEP signal. 
5.2.5 Eigen decomposition of explicitly pre-whitened signal 
The eigendecomposition of the non-symmetric R'RY matrix leads to the following: 
R, -, ' R, = VA V -' (5.29) 
where V and A are the eigenvector and eigenvalue matrices of the R'R, term. 
Further. the eigenvector matrix Vdiagonalizes R. i and R in the following way: 
V' R, V =A (x. 30) 
V' RV = A 
By putting Eq. (5.29) into Eq. (5.22), HGS.., E can be written as 
HGS] r. = VA V -'(VA V +, uI )-' 
=Vi1V-'(VA V-' +p VI V-') note: I =VIV-' 
=VA V-'(V(A +µI)V') 
' 
=V1 V-'(VT'(A +, ul)-'V-') 
=Vi1V-'(A +jtl)-'V ' 
=VI(A +fd)-'V-' 
= VGV -' where G= A(A + , uI )-' 
(5.3 l) 
(5.32) 
Based on Eq. (5.32), the estimated VEP in Eq. (5.5) can he expressed as 
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=R'Hcs: ll: 'R 
= R . VGV -' . R,, 
' 
, yy 
where G= A(A + pI )-' 
The matrix G is called the gain matrix given by 
G., f 0 
G.,, 0 
_A. tf 
(Ar + fiI )-i 0 G= _ 0 GK_ 0000 











From Ey. (5.34), it can be seen that G can be broken down into G. 1, and GK-. t,, G.,, 
belongs to the signal subspace, and GK-, t, belongs to the noise only subspace. 
purposely set to zeros to null the noise subspace influence. In turn, the diagonal gain 




0 k=M+1, """, K 
(5.35) 
where 2(k) is the kth diagonal element of the eigenvalue matrix A; K is the size of the 
entire Euclidean space; M is the rank of A and the assumed dimension of the VEP 
signal subspace. 
Equation (x. 31) can be rearranged to produce the f ollowing: 
R,, V =V-'A 
V-'R' = A, -, 'V' 
k=1,2. .. 11 
E 93 K. YR 
(5.36) 
(5.37) 
With the use of Eqs. (5.36) and (5.37), the estimated VEP formula in Eq. (5.33) can 
now be written as 
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Lc., ar: = 
R . VGV -' . R' " . 1, 
=V -' A,, GA,, 'V' j, 
=V' i1A,, 'GV' y 
=V-' IGV'y 
= V' GV' y where G= A(A +, uI)-' 
(5.38) 
Now, the structure in Eq. (5.38) looks similar to the KLT and IKLT transformation 
presented under Section 3.5 of Chapter 3; however, the transformation is non-KLT 
and non-IKLT since the eigenvector V is not unitary. In words, Eq. (x. 38) depicts that 
the noisy signal y is linearly (non-KLT) transformed by VT (for KLT, it is UT of 
Section 3.5) into decorrelated components, each of which will be multiplied by the 
corresponding gain element gA. Then, the individually modified elements will be 
inverse (non-IKL l) transformed by V-T (for IKLT, it is U of Section 3.5) to 
reconstruct and hence estimate VEP. The non-unitary linear transform (non-KI, T) and 
non-unitary linear inverse transform (non-IKLT) processes are clearly illustrated in 


































Figure 5.1 The non-KLT and non-IKLT interpretation of the VEP estimation 
concept using a non-unitary eigenvector matrix V. 
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For further understanding, the non-KLT and non-IKLT transforms above will be 
comprehensively discussed in the next sub-section. 
5.2.6 Non-unitary linear transform: non-Karlumen-Loeve transform 
The Karhunen-Loeve Transform (KLT) reviewed in Chapter 3 (Section 3.5) involves 
a single symmetric matrix Ru whose EVD operation results in a unitary eigenveetor 
matrix V. Similarly, if two symmetrical matrices Rf and Rg are manipulated (e. g., by 
linear summation) to create a symmetric basis matrix RI,, then the EVD operation on 
R1, will also result in a unitary eigenvector matrix P and an eigenvalue matrix Q 
satisfying 
R,, = PQP-' = Pep' (5.39) 
With Eq. (x. 39) as a comparison, it can be deduced that P7 is the KLT matrix and P is 
the IKLT matrix. However, there are cases where the chosen basis matrix is not 
symmetric even though the matrices under study (e. g.. Rf and Rg above) are 
symmetric. For example, let R,,, be the basis matrix computed as 
R,, = Rg'R, (5.40) 
Upon closer inspection, the matrix R,,, is not symmetric; thus, the EVD of R,,, will 
result in a non-unitary eibenvector matrix S and an eigenvalue matrix T,,, satisfying 
R,,, = ST,,; S -' (5.41) 
It follows that Eq. (5.41) can be rearranged accordingly to compute T,,,; that is 
T=S 'R,,, S (5.42) 
With reference to Eq. (5.42). it may seem that S-' is the non-unitary linear transform 
matrix for R,,,, and S is the non-unitary linear inverse transform matrix for R,,,. 
However upon closer scrutiny, S" transforms R,,, into another non-diagonal (i. e., non- 
singular) matrix; this is undesirable since decorrelation is not established. A proof for 
the ineffective transform and inverse transform involving ni. R,,,, S-1, and S is 
provided below. 
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Proof: A column vector m and its correlation matrix R,, derived using Eq. (5.40) is 















Rp (2"d Order) 
2 
P=Sýý (I" Order) 
Figure 5.2 Ineffective non-KLT and non-IKLT transform involving a non- 
symmetric basis matrix R,,, and the corresponding non-unitary 
eigenvector matrix S. 
With reference to Figure 5.2, let it represent a column vector after the linear transform 
of in, and let p represent a column vector after the linear inverse transform block. The 
transformation of ni into it is achieved using the linear transform matrix S"'. 
n= S-`n: (x. 43) 
The correlation matrix of it is computed as the expectation of the outer product of it 
by itself, written as 
R=E{nnl} 
= E{S-'mm` S-` 
} 
= S-'R, nS-1 
ý T,,, 
(5.44) 
The matrix R,,, is linearly transformed into R by the S-'R,, S-' term; however 
R = S-'R,,, S-' in Eq. (5.44) is not diagonal and not the same as T,, = S-'R,,, S in 
Eq. (5.42). Since R, is not diagonal, it can be concluded that the cross-correlation has 
not been removed. Next, the inverse transform using S is performed on n to get back 













= SR S' 
= SS-' R,,, S-' S' where R = S-'R ,,, 
S-' 




With reference to Eq. (5.46), Rp is equal to R,,,; this implies that the inverse transform 
restructures R back into R,,,. In brief S' and S are not the linear transform and linear 
inverse transform matrices, and R,,, being non-symmetric cannot be used to achieve 
decorrelation. 
Even though the non-unitary eigenvector matrix S, arising from the basis 
matrix R,, = R, 'R1 , cannot transform the non-symmetric R,,, into a diagonal one, 
it 
can be used to diagonalize Rf and Rg in the following way: 
R, = S-' TS-' (5.47) 
T, =S'R; S (5.48) 
R, = S-7 T S-' (5.49) 
T= S'Rg S (5.50) 
Further. if a vector t represents the linear summation of the vectors f and g 
(i. e.. t =f + g), the following relationships can also be established: 
R, =S-'TS-' 
T, =S`R, S 




A preliminary proof will utilize Eqs. (5.47) and (5.48) involving f, R1 Sr. and S-'. 
Proof: A transformation of column vector f and its correlation matrix RJ stated in the 
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Figure 5.3 Effective non-KLT and non-IKLT transform involving a non- 
unitary matrix and a symmetric matrix. 
With reference to Figure 5.3, let i represent a column vector after the linear transform 
off, and let k represent a column vector after the linear inverse transform block. 
From Eq. (5.48) and Figure 5.3, it can be briefly stated that S" is the linear transform 
matrix that converts f into j whose correlation matrix R, is the decorrelated structure 
of R1 It follows that S--' must be the linear inverse transform matrix that reconverts k 
(or Sj) into f, and reassembles R, into Rf. 
More thoroughly, the transformation off into j is achieved using the linear transform 
matrix S1. 
i=S'. f (5.5-3)) 
The correlation matrix of j is computed as the expectation of the outer product of j by 
itself. written as 
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R, = E{JJ' 
} 
=E{S'f(S'f)`} 







is linearly transformed into R, by the STR, S term; this time, the Rf 
diagonal R) is equal to the eigenvalue T1 of Rf-this is a clear case of decorrelation. 
Further, the inverse transform using S-' is performed on j to get back f. 
k=S-'j 
= S'S' f where SS' =1 (5.55) 
=f 
The correlation matrix of k is given as 
Rk = Eýkk' 
} 




= S-' E{jj' 
}S-' 
where (S-")T = S-' 
= S-' R S-' 
(5.56) 
=S-'S'R, -SS-1 where R, =S'RI S 
= IRS I where S-' S' = SS-' =I 
= R1 
With reference to Eq. (5.56), Rk is equal to Rf this implies that the inverse transform 
restructures R back into R,,,. 
Similarly, the transform and inverse transform of g and Rs (Eqs. (5.49) and (5.50)) or 
t and R, (Eqs. (5.51) and (5.52)) can be performed using the same ST and S-T. In short, 
a non-KLT linear transform and a non-IKLT linear inverse transform are still possible 
using non-unitary eigenvectors - providing that great care is taken in the selection of 
a basis matrix, the formation of transform and inverse transform matrices from the 
resulting non-unitary eigenvectors, and the choice of a matrix or matrices to be 
decorrelated. Also, the non-KLT expansion can be termed as a subspace filter or 
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sub. yace estimator when some of the decomposed orthogonal components are 
truncated to reject noise. 
5.3 Proposed GSA with Implicit Pre-Whitening (GSAI) 
The generalized suhspace approach with implicit pre-whitening (GSAI) is based on 
the implicit pre-whitening ofthe observed data. 
5.3.1 Observation and estimation models 
Before proceeding further. it is still assumed that the relationships among the 
observed signal y (or covariance matrix R,. ), the VEP signal x (or covariance matrix 
R., ). the post-stimulation EEG signal is (or covariance matrix R,, ). the estimator H, 
and the estimated V EP i. are as governed by Eqs. (5.2) through (5.22) elaborated in 
Sections 5.2 (Sub-section 5.2.1 to 5.2.4). 
The GSAE method in Section 5.2 involves comprehensive derivations of equations. 
Another strategy is to take a closer look at H in Eq. (5.22) and attempt further 
manipulations so that some of the terms in the equation can be eliminated. The 
systematic simplification of H in Eq. (5.22) is highlighted by placing R to the left 
and R to the right of its terms: 
H=R, -, 'R, (R, -, 'R, +, uI) ' 
RHR' = R,, 
(R, -, 'R, (R'R. r +fdd)-')R» 
ý 
R HR' = R R,, ' R, 
((R,, ' R,. + IL! ) 
R HR' = R,, R, ' R., 
(R (R,, 'RI + fJ)) (5.57) 
R HR, -, ' = IR,. 
(R R' R, + pIR) 
' 
R,, HR, ' = IR, (IR_, +1dR)' 
RHR' = R, (R, +IiR 
Now, by making H, `. ., = RHR' , we modify Eq. (5.5 7) to be 
H(; if = R, 
(R,. + uR, ) ' (5.58) 
Subsequently, (k) = R,, HR' y in Eq. (5.5) can be simplified as 
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x<,.;; ýr =R"H"RiY 
= H(,.,.: r 'Y 
(5.59) 
Now, the task is to simplify Eq. (5.58) by simultaneously diagonalizing R, and R,,. 
For white noise, g, and R, can be simultaneously diagonalized by the eigenvector 
matrix of the basis matrix R. On the contrary, it is impossible (without any further 
manipulation) to simultaneously diagonalize two symmetric matrices such as RY and 
R when the noise is colored. The full diagonalization of their eigenvalues can only be 
realized if and only if g, and R relate to each other in a very special way. This 
means, when the multiplication of R, - and R is commutative (i. e., R,, R = RR. C), both 
matrices can be simultaneously diagonalized by a unitary similarity transformation 
[75]. This situation is highly unlikely as far as the nature of VEP (i. e., the x) and the 
EEG (i. e., the n) are concerned. Nevertheless, common eigenvectors for both R, and 
R and simultaneous diagonalization can be made possible by using generalized 
eigenvalue decomposition. 
5.3.2 Generalized eigen value decomposition 
As stated in the previous chapter, the filter matrix H requires some 
eigendecomposition transformation so that a signal subspace can be established, and a 
noise only subspace can be eliminated. The challenge is to determine a common 
eigenvector from the EVD of a "yet to be established" basis matrix so that g, and R, 
terms can be simultaneously diagonalized. In a signal subspace, noise still exists. The 
signal subspace is where all noise energies are constant. The only way to make the 
noise constant (i. e., by producing degenerate eigenvalues) is to use 
eigendecomposition termed as the generalized eigenvalue decomposition (GEIG). 
Theorem 5.1 (Generalized Eigenvalue Decomposition [76]). If AE 91'1Lr. t9 is a 
positive-semidefinite matrix and BE `ýi_titrat is a positive definite matrix, then an 
eigenvector matrix E= [ei, e2, ..., e. 11] E 9i 
tf` tf exists such that the e, column vectors 
are orthogonal to each other and 
E AE =D (5.60) 
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E' BE =1 (5.61) 
where the eigenvalue matrix D= diag(di, dý, ..., d, t f) E , ýi. 
1tr. 11 with d> > d> > ... > dr1; 
I= diag(ij, '2, ..., i. tir) with il = i2 _ ... = it1= 1. Equations (5.60) and (5.61) can be 
manipulated so that 
AU=BUD (5.62) 
The estimation of VEP using a GEIG approach has not been proposed by any authors 
with regards to speech or VEP research. Looking at the basis matrix R, -, 'R.,, we can 
relate R., and R by adapting a GEIG relationship given by 
R, V = RVA (5.63) 
In normal eigenvalue decomposition, one seeks to find pertinent eigenvectors and 
eigenvalues of a particular matrix. For example, given a symmetric matrix Rte, the 
eigendecomposition of Rx will result in unitary eigenvectors U (i. e., UUT = UI U=I; 
U-T = U; IT' = U') and their corresponding eigenvalues D. In normal EVD, the 
matrices R. U and D are related to each other in the following way: 
R, U = UD (5.64) 
On the other hand (in addition to Eq. (5.63)), if there are two symmetrical matrices & 
and R,,, then the generalized eigendecomposition enables Ra and R to be 
simultaneously diagonalized satisfying fully the following equations: 
V'RXV=A,. =A 
V`RV =A =I 
(5.65) 
(5.66) 
It is crucial to note from Eqs. (5.63), (5.65) and (5.66) that the generalized 
eigendecomposition of the two symmetrical matrices RL and R, results in non-unitary 
eigenvectors V (i. e., W:;, - 11'7-V # I; V-T # V; V1# VT). Equations (5.65) and (5.66) 
can he rearranged, respectively, as 
Rr =V-'A V-' (5.67) 
R =V-1 IV-' (5.68) 
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An optimal estimator H(,, S,. ji based on the generalized eigendecomposition of (R.,. R) 
can then he obtained by applying Eqs. (5.67) and (5.68) to Eq. (5.58): 




+, uI)-'V") (5.69) 
=V-'ýI(ý1+ýsI)-'Výr 
l 
= V-' GV' where G= A(A+ pl)-' 
Based on Eq. (5.69), the estimated VEP in Eq. (5.59) is calculated as 
= Hr,.,:, r "Y 
=V-'GV'. y whereG=A(A+uI)-' 
(5.70) 
The expressions shown in Eq. (5.70) are consistent with those stated in Eq. (5.38). It 
should be noted that the eigenvector V and gain matrix G values of 
Eq. (5.70) are not equal to those values computed in Eq. (5.38) (i. e., V and G of 
GSAE #V and G of GSAI). However, the multiplication of the V' GV' term in 
each case results in identical estimator matrix values (i. e., HSAAE = HGS. ar). Thus, it 
can he deduced that zý ,.  = 
ilý ya, . 
Alternatively, equation (5.70) can also be expressed as 
Hc,:, r = RVGV 
f 
=RVGV-'R' where G=A (A +, ul) 
(5.71) 
by replacing V-7 and VT in Eq. (5.70) with their corresponding terms. This is achieved 
by manipulating Eq. (5.68) so that 
V-' =RV (5.72) 
and 
Vr =(V-r)-' =V)-' =V 'R' (ý. 73) 
Alternatively Eq. (5.71) can be obtained by rearranging Eq. (5.63) so that 
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=RrrVi1V-1 
and then, applying Eq. (5.74) into Eq. (5.58) so that 
= R,, VA V-' 
(R, VA V-' +, uR i 
= R,, VA V-'(R,, (VA V-' +, uI))-' 
= R,, VA V -' (VA V-1 +, ul )-' R' 
= R,, VA V -' (Vi1 V' + ,u VI 
V -' )-' R' 
= RVi1V-'(V(A +, u1)V-')-'R 
= R, VA V -'(v(A + , u1)-' 
V -' )R;, 
= R,, VA (A +pI)-'V-'R, ' 
= R VG V-' R,, ' where G= A(A +, u l)-' 
(5.74) 
(5.75) 
Based on Eq. (5.71) or (5.75), the estimated VEP in Eq. (5.59) is then calculated as 
= Hctai - . 
1' 
=V-'GV' .y 
= RVGV' .y 
+fý1)' =RVGV-'R'. y where G=A(A 
(5.76) 
Again, the expressions shown in Eq. (5.76) are consistent with those stated in 
Eq. (5.33); in other words, i(;. la, = X(;,,,,. . 
Indeed, the filter matrix equation computed in this section is exactly the same as the 
step-by-step derivations of the algorithm proposed in Section 5.2. In fact, the 
proposed method discussed in Section 5.2 consolidates the theories explained in this 
section. A very crucial observation from a mathematical point of view is that the R"1 
component "inadvertently" manifests itself (e. g., in Eqs. (5.71) and (5.75)). 
Therefore, any missing terms of R, » when colored noise is dealt with would simply 
render a serious flaw in the calculations and hence invalidate the algorithm. 
Moreover, an optimized VEP estimator is developed by introducing a nun-unitary 
CDEM (based on the eigendecomposition of a non-symmetric matrix), which jointly 
diagonalizes the signal and noise covariance matrices. Experimentally, the 
mathematical expressions in Eq. (5.38) or (5.70) executes faster than those stated in 
Eq. (5.33) or (5.76). 
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5.4 Implementation Aspects 
In the EVD-based noise reduction schemes, there are several critical parameters that 
need to be configured properly to achieve optimized enhancement of the desired 
signal. Among the most important parameters requiring special attentions are frame 
length, correlation matrix dimension, subspace dimension, and the Lagrange 
multipliers. 
5.4.1 Frame length 
The frame length is very important because it somehow dictates the dimension of the 
corresponding correlation matrix. In turn, the matrix size influences the statistical 
contents and the usefulness of the correlation matrix, which will he used later in the 
signal and noise separation. The frame length A' must be larger than the order of the 
assumed signal model. This is to ensure that a reasonable correlation matrix size 
hearing sufficient statistics can be generated from the given frame length. 
As a general rule, N should not be too small or too large. If .V 
is too small, then the 
amount of statistical data in the correlation matrix will be affected; too large a value 
will be computationally expensive on the EVD of the correlation matrix. In general, N 
is taken to be three to four times the order of the signal model. 
5.4.2 Correlation matrix dimension 
The correlation matrix dimension is carried out to 0.41n (rounded to the nearest 
integer) for each side of the curve, for the sequence length Al of 2N-1, where 
< in < N-1; N is the frame length and in is the distance or lag between data 
points. 
The region bounded by -0.4m < Al < 0.4m is shown in Figure 5.4 below. This region 
contains majority of the statistical information about the signal under study. Beyond 
the shaded region the autocorrelation pairs at the positive and corresponding negative 











Figure 5.4 The shaded area containing reliable statistical information for 
correlation matrix computation. 
5.4.3 Subspace dimension 
In general, the dimension (i. e., rank) of the signal subspace is not a priori known. 
The proper dimension of the signal subspace is critical since too low or too high an 
estimated dimension yield inaccurate VEP peaks. For the existing subspace-based 
enhancement schemes [48,50,51], the subspace dimension chosen is equal to the 
number of positive (non-zero) eigenvalues. 
5.4.4 Lagrange multiplier 
A meaningful but difficult way of specifying p is to make it dependent on the SNR of 
the noisy signal y. This requires an establishment of a sound mathematical 
relationship in order to relate u to the segmental SNR (SSNR) of the noisy signal 






where K is the dimension of the total space, and Al is the dimension of the signal 
subspace. In decibels, the signal-to-noise ratio in Eq. (5.77) is expressed as 
SNR, H =I 01og, o SNR (5.78) 
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A more simplified approach will be to experimentally vary fu and observe its effect on 
high and low SSNR. 
5.5 Estimation of Signal Subspace Dimension 
As stated in Chapter 3, the dimension of the signal subspace is not known (1-priori. If 
the dimension chosen is too low, a highly smoothed spectral estimate of the VEP 
waveform is produced, affecting the accuracy of the desired peaks. On the other hand, 
too high a dimension introduces a spurious detail in the estimated VEP waveform. 
making the discrimination between the desired and unwanted peaks very difficult. 
It is crucial to note that as the SNR increases, the separation between the signal 
eigenvalues and the noise eigenvalues increases. In other words, for reasonably high 
SNRs (_> 5dl3), the signal subspace dimension can be readily obtained by observing 
the distinctive gap in the eigenvalue spectrum of the basis matrix covariance. As the 
SNR reduces, the gap gets less distinctive and the pertinent signal and noise 
cigenvalucs may be significantly larger than zero. 
5.5.1 Fornnrlation of signal detection problem 
The choice of the dimension solely based on the non-zero eigenvalues as devised by 
149,50.51 tends to overestimate the actual dimension of the signal subspace. As 
such, some criteria need to be utilized so that the actual signal subspace dimension 
can he estimated more accurately, and the information loss can be minimized. There 
exist many different approaches for information theoretic criteria for model 
identification purposes. 
Two well known approaches are Akaike information criteria (AIC) by Akaike [77] 
and minimum description length (MDL) by Schwartz [78] and Rissanen [79]. In this 
study, the criteria to be adapted is the AIC approach which has been extended by Wax 
and Kailath 1901 to handle the signal and noise subspace separation problem. The 
original signal detection problem in [80] can be formulated by modeling the noisy 
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(observation) vector y(t) as linear combination of a finite number of signals corrupted 
by additive noise, given as 
y(t) = As(t) + n(t) (5.79) 
where y(t) = Lyi(t), y2(t), ..., yýý(t)]1 
is aQxI complex valued observation vector; 
s(1) = [si(t), S2((), ..., sp(t)]" 
is aPxI complex valued random signal vector; 
'z(t) = [nj(1), n, (1),..., nC)(1)]i is aQx1 complex valued Gausssian noise vector, with 
zero mean and covariance matrix given by dI; A= [a1, a,, ..., ap] 
is aQxP complex 
valued, unknown and non-random matrix. It is assumed that P<Q and the signal and 
noise vectors are independent on each other. 
Further, the formulation involves not one, but N different observations (snapshots) of 
y(t) denoted as (i = 1,2, ..., N), which possibly bears the required signal s(t, ). 
Mathematically, 
I n(t) No signal present Y(t') As(t, ) + n(t, ) Signal present i=1,2, ., N (5.80) 
The main focus of the model described in Eq. (5.80) is on the detection of the number 
of signals P from Al snapshots of the observed data y(t, ), for i=1.2, .... N. A possible 
solution to the posed problem is based on the structure of the covariance matrix R,. of 
each observation vector y(t). In practice, it is important to note that R,. is not known a 
priory. Since the signal and noise vectors are independent on each other, R, can be 
decomposed as 
E{ yy" }= E{As(As)" }+ E{nny } 
= E{Assf'A" }+E{nn'' } 
= AE{ss" }A" + E{nnf' } 
=> R,. = AR, A" + R 
R,, = RY + R where AR, A" = R, 
(x. 51) 
Equation (5.81) can be simplified by substituting the noise covariance matrix with 
a 1) I: 
= (5.82) 
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The eigenvalues of R,. are denoted as ). 1 >_ A-, ? ... >_ AC). Next, the following conditions 
are assumed to hold true [80]: 
1. The covariance matrix of the source RS is non-singular. 
2. The matrix A= [a,, a2, ..., ay] 
is of full column rank (i. e., rank = P) since the 
column vectors a, through ap are treated as linearly independent. 
With the above assumptions, the rank of R, = AR, AH in Eq. (5.82) equals to P; this 
means that there are P non-zero eigenvalues for R. At the same time, the remaining 
Q-P cigenvalues of R_i are equal to zero. As a consequence, all the smallest Q-P 
eigenvalues of R,. are equal to 2; that is, 
Therefore, if the true covariance matrix R;. were known, the number of signals P 
would easily be determined from the multiplicity of the smallest eigenvalues of R. In 
practice, the resulting eigenvalues (estimated from a finite sample size) of Ry. are all 
different with probability one. As such, determining the number of signals by just 
inspecting the eigenvalues is not always feasible. Therefore, [80] treated the 
"detection of the number of signals from the N snapshots" problem as a model 
selection problem. 
5.5.2 Akaike information criteria for the determination of the n umber of signals 
For the problem formulated in Subsection 5.5.1, Wax and Kailath [80] utilized the 
eigenvalues 1, of the sample covariance matrix R,. to determine the number of 
signals. The relationship between R, and y(t, ) is expressed as 
ý ý. 
Rý =Ný y(tý ) Yit, )fr 
The extended AIC is given by [80]: 
(5.84) 
AIC(k) = arg min - 2(Q - k)N In 
a(k) + 2k(20 - k) (5.85) 
where g(k) is the geometric mean of the smallest Q-P eigenvalues expressed as 
109 
R(k) = II 1; "' 
k. l 
and u(k) is the arithmetic mean of the smallest Q-P eigenvalues given by 
O 
a(k) Q-k ý_ýýý 
(5.86) 
(5.87) 
The desired number of signals is determined as the value of kc [0, O-1] for which 
the AIC is minimized. With the use of Eqs. (5.86) and (5.87), the AIC in Eq. (5.85) 
can now he written as 
r1ý 






5.5.3 Estifnatioii of VEP sibnal subspace dinrension usina AIC 
For a single observation y= ['i, y2, ..., YL]T E 93". , the pertinent sample covariance 
matrix h, stated in Eq. (5.84) can be rewritten and approximated as 
R=LYY" 
where Y is the LxL toeplitz structure of y expressed as 
Y= 
Yl },, YL 




ý',. ý: Y2 
Ly! ; yI ] 
(x. 89) 
(5.90) 
Equation (5.89) converges to the true correlations as L approaches infinity, that is 
R _; ýýý 
ý YY" (5.91) 
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Equation (5.91) is comparable with the true calculation of the covariance matrix 
given by Eq. (3.10). In the generalized eigenvalue case, R, and R,, are used to 
represent R,.; as such the sample length L of y (or R,. ) is also the sample length of x 
(or R., ) and n (or R). Subsequently, the usage of the AIC discussed in 
Sub-section 5.5.2 in estimating the VEP signal subspace dimension requires the 
following modifications and/or adaptations: 
1. The eigenvalues 1. of h, is to be replaced by the eigen alues ý; of the GSAE 
1) 
or GSAI operation. 
The A' which represents the number of observations or snapshots is treated as 
unity (i. e., A'= 1). 
Equation (5.88) can be simplified as follows: 










Eventually, the AIC formulation in Eq. (5.92) is implemented in our GSAE and GSAI 
algorithms. 
5.6 Empirical Estimation of the Lagrange Multiplier 
The lagrange multiplier ,u was experimentally adjusted from 0 to 24 for every SNR 
level. For example, at 0 dB, ,u was initially set to 0 and the algorithm was run for 500 
times. The failure rate and average errors were then noted. 
Next, ,u was then changed to 1 and the algorithm was run again for another 500 times. 
The failure rate and average errors were again properly recorded. Still at 0 dB, the 
whole process was repeated for p=2 to p= 24. Also, for the remaining SNRs from -1 
down to -11 dB, the same stated procedures were repeated. Eventually for any SNR, 
the p that resulted in the lowest failure rate and lowest average errors was regarded as 
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the best approximated Lagrange multiplier. Table 5.1 below summarizes the best 
values ofp for the given range of SNRs. 
Table 5.1 The best approximated Lagrange multiplier u for the pertinent 
peaks across the SNR ranging from 0 to -11 dB. 
SNR 
Best Lagrange Multiplier 1r 
jdRI 1'100 P200 P300 
P100, P200, and 
P300 
0 1 1 8 8 
-l 2 5 8 8 
-2 2 5 8 8 
-3 2 6 8 8 
-4 2 6 8 8 
-5 2 6 8 8 
-6 2 6 8 8 
-7 7 8 8 8 
-8 7 8 8 8 
-9 7 8 8 8 
-10 8 8 8 8 
-11 8 8 8 8 
From Table 5.1, it can be stated that u=8 is the best value for simultaneous 
estimation of P100, P200 and P300 peaks. This value has been used in our algorithm 
implementation. 
5.7 Systematic Implementation of GSA Variations 
The proposed GSAE or GSAI approach can be formulated in the following ten steps: 
Step 1. Compute the covariance matrix of the brain background colored noise R,,, 
using the pre-stimulation EEG sample. 
Step 2. Compute the noisy VEP covariance matrix R,., using the pre-stimulation 
EEG sample. 
Step 3. Estimate the covariance matrix of the noiseless VEP sample as 
R,. = R, - R,,. 
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Step 4. For GSAE, perform the cibcndecomposition on R-'R.,: 
R ý R1 V(; /; ýr = Vcs. a1: Ac,, ýJ: (5.93) 
For GSAI, perform the generalized eigendecomposition on (Ri. R,, ): 
R., Vr; 




Step 5. Extract the eigenvector matrix V(;,,,; of GSAE. or V,;,,, of GSAI. 
(5.94) 
Step 6. Assuming that the eigenvalues A(;,,.,,; of GSAE, or A(,..,, of GSAI, are 
ordered as ;, > J> > ... > )o, and using Eq. (5.92), estimate the 
dimension of the VEP signal subspace Al as the value of k (k < O) for 
which the AIC is minimized. 
Step 7. Form a diagonal matrix, or ý1(;;,, t! , 
from the largest -Al diagonal 
values of or ll(; ý,, , respectively. 
Step 8. Choose a proper value for u as a compromise between signal distortion 
and noise residues. Empirically, u=8 (from Table 5.1) was found to be 
optimal in simultaneously detecting the P 100. P200 and P300 peaks. 
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For GSAI, compute the optimal linear estimator as follows: 
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For GSAI, estimate the clean VEP signal by: 
lcs: u -Vcsa[Gc. ýa/Vc,.; a/ "ý' 
5.8 Simulation Results of GSAE and GSA! 
(5.99) 
(5.100) 
The performance of the proposed and improved algorithms (GSAE and GSAI) is first 
compared with that of Ephraim and Van Trees' (EVT's) [5 1] using simulated data. For 
fair assessment, the dimension of the signal subspace (principal components) for each 
method is based on the non-zero eigenvalues (NZE). Specifically. these techniques 
utilizing NZE are denoted as GSAE-NZE, GSAI-NZE and EVT-NZE. 
The artificial VEPs are generated and corrupted with colored noise at the range of 
SNR from 0 to -11 dB according to Eqs. (2.1) to (2.6). The performance evaluations 
are according to the assessment criteria detailed in Section 4.5 and its associated Sub- 
sections 4.5.1 through 4.5.3. 
The failure rates and average errors of the GSAE-NZE, GSAI-NZE and EVT-NZE 
[51 ] algorithms are shown in Table 5.2 below. From Table 5.2, both the GSAE-NZE 
and GSAI-NZE techniques produce 5.1 %, 9.2 and 31.1 % averaged failure rates 
(across SNR =0 to -11 dB) for P100. P200 and P300 peaks. respectively. As for 
EVT-NZE [51], the corresponding averaged failure rates for P100. P200, and P300 
are 11.75 %, 11.70 %, and 31.48 %. 
Also from Table 5.2, GSAE-NZE and GSAI-NZE produce mean average errors of 4.9 
for P100,5.6 for P200, and 7.7 for P300. For EVT-NZE, the mean average errors are 
6.1 for P100,6.1 for P200, and 8.3 for P300. 
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Table 5.2 The failure rate and average errors of GSAE-NZE. GSAI-NZE, 
and EVT-NZE. 
SNR 











P100 0.8 0.8 5.6 3.9420 3.9420 4.658O 
0 
P200 1.4 1.4 5 4.0310 4.0310 4.7740 
P300 19 19 21.8 6.5740 6.5740 6.6020 
P100 1.2 1.2 6.8 4.0520 4.0520 5.3820 
P200 2.4 2.4 5.4 4.1760 4.1760 4.7260 
P300 27 27 23.4 6.5250 6.5250 6.7820 
13100 2.6 2.6 8 4.4430 4.4430 4.8100 
` P200 3.2 3.2 5.8 4.6210 4.6210 4.7420 
P300 27.8 27.8 23.4 6.6620 6.6620 6.8300 
P100 3.0 3.0 10.6 4.5890 1 4.5890 5.8520 
-' P200 5.4 5.4 6.8 4.6920 4.6920 5.0780 
P300 28.4 28.4 25.2 6.8430 6.8430 7.2780 
13100 3.4 3.4 9 4.7290 4.7290 5.2180 
P200 6.5 6.5 7.4 4.8040 4.8040 4.8100 
13300 29.2 29.2 24.4 6.7840 6.7840 6.9900 
P 100 3.0 3.0 10.6 4.8420 4.8420 5.5600 
_5 P200 8.8 8.8 10.2 5.4340 5.4340 5.9780 
P300 30.2 30.2 28.6 7.1620 7.1620 7.7820 
P 100 5.6 5.6 13.4 5.6220 5.6220 6.0400 
P200 9.6 9.6 12 5.5830 5.5830 6.0820 
13300 30.6 30.6 32.2 8.1650 8.1650 8.5340 
P 100 7.7 7.7 14.2 4.7440 4.7440 6.9820 
P200 11.4 11.4 16.2 6.4120 6.4120 7.1940 
P300 32.3 32.3 35.8 8.2310 8.2310 9.1660 
13100 8.8 8.8 14.4 5.1140 5.1140 6.8700 
P200 14.8 14.8 15.4 6.6340 6.6340 7.0360 
P300 36.4 36.4 35.6 8.1240 8.1240 9.3080 
MOO 9.1 9.1 14.6 5.6210 5.6210 6.8660 
P200 15.2 15.2 17.6 6.5480 6.5480 7.0761 
P300 37.8 37.8 38.6 8.4150 8.4150 9.4401 ý 
P100 6.6 6.6 17 6.3280 6.3280 7.5241ý 
-10 P200 16.1 16.1 18.4 6.9520 6.9520 8.070u 
P300 36.3 36.3 43.8 9.2250 9.2250 10.501 
P100 9.3 9.3 16.8 5.2510 5.2510 6.8740 
-11 P200 15.4 15.4 20.2 6.7860 6.7860 7.2680 
13300 37.6 37.6 45 9.4920 9.4920 10.780 
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Next, Table 5.3 shows the mean ± averaged standard deviations generated by 
GSAE-NZE, GSAI-NZE and EVT-NZE [5 1]. 
Table 5.3 The mean and standard deviations (std) of GSAE-NZE. GSAI- 
NZE and EV"1'-NLE. 
SNR Peak GSAE-NZE GSAI-NZE EVT-NZE 
(dB] Mean Std mean Std Mean Std 
P loo 103.9 2.6 103.9 2.6 103.9 6.4 
0 P200 204.0 5.7 204.0 5.7 203.2 6.9 
P300 304.7 8.3 304.7 8.3 302.8 8.1 
P loo 103.3 3.6 103.3 3.6 104.4 7.2 
P200 202.7 4.1 202.7 4.1 203.1 7.3 
P300 303.0 7.4 303.0 7.4 302.1 8.8 
P loo 103.6 5.7 103.6 5.7 103.5 6.9 
-2 P200 203.1 5.6 203.1 5.6 203.1 6.7 
P300 303.9 6.9 303.9 6.9 303.1 8.6 
P loo 103.6 6.1 103.6 6.1 103.7 9.3 
-' P200 203.9 4.6 203.9 4.6 203.3 7.9 
P300 302.8 7.9 302.8 7.9 301.5 9.8 
P100 103.1 6.4 103.1 6.4 103.3 8 
-4 P200 202.9 6.7 202.9 6.7 203.2 6.7 
P300 303.7 8.6 303.7 8.6 302.6 9.3 
P loo 103.1 5.1 103.1 5.1 103.9 8.8 
-5 P200 203.3 6.5 203.3 6.5 202.8 10 
P300 302.7 8.7 302.7 8.7 302.6 10.2 
P loo 103.2 5.9 103.2 5.9 103.8 9.8 
-6 P200 203.1 6.7 203.1 6.7 202.8 10.3 
P300 303.8 9.4 303.8 9.4 302.4 11.1 
PIN 103.4 8.7 103.4 8.7 103.7 12.3 
P200 203.5 8.9 203.5 8.9 202 12.5 
P300 302.7 9.8 302.7 9.8 301.8 11.8 
P loo 104.3 7.5 104.3 7.5 104.5 11.1 
P200 202.5 10.8 202.5 10.8 202.5 12.1 
F P300 302.9 11.7 302.9 11.7 301.9 12 
P loo 103.4 8.8 103.4 8.8 104.2 11 
-9 P200 203.4 10.1 203.4 10.1 202.6 11.5 
P300 301.6 10.3 301.6 10.3 300.6 12 
P loo 103.4 8.1 103.4 8.1 105.1 11.8 
-10 P200 202.6 11.7 202.6 11.7 202 14.2 
P300 301.8 12.3 301.8 12.3 300.7 13.5 
P loo 102.7 9.6 102.7 9.6 104.6 10.3 
-11 P200 203.5 10.9 203.5 10.9 203 10.4 
P300 302.1 11.1 302.1 11.1 301.6 13.6 
116 
Based on the results tabulated in Table 5.3, it can be summarized that GSAE-NZE 
and GSAI-NZE produce equal performance for the liven SNR ran; `e: 103.42 ±6.5 for 
P100,203.2 ±7.7 for P200, and 303.0 ±9.4 for P300. The EVT-NZE method obtains 
104.1 ±9.4 for P 100,202.8 ±9.7 for P200, and 302.0 ±10.7 for P300. 
The results shown by Tables 5.2 and 5.3 above highlight that GSAE and GSAI 
outperform EVT in all the three performance metrics namely the failure rates, average 
errors, and mean ± standard deviations. Most importantly, for the given range of SNR 
from 0 to -l 1 dB. GSAE's performance is equal to GSAI's performance. As such, the 
term GSA (generalized subspace approach) will be used to represent both techniques 
in our subsequent experimental results and discussions. 
Further experiments using simulated VEP and EEG data have been conducted on the 
GSA (GSAE/GSAI) variations; one method utilizes GSA (GSAE/GSAI) with a signal 
subspace dimension based on non-zero eigenvalues (GSA-NZE), while the other is 
based on GSA (GSAE/GSAI) with Akaike information criteria (GSA-AIC). Tables 
5.4 and 5.5 below show respectively the failure rate together with avera e errors, and 
mean together with standard deviations for GSA-AIC and GSA-NZE. 
In Table 5.4, GSA-AIC generates the following averaged failure rates: 4.6 % for 
P100,5.8 % for P200, and 19.2 % for P300. Meanwhile, GSA-NZE produces failure 
rates of 5.1 %, 9.2 %, and 31.1 %, respectively, for P100, P200 and P300. 
Furthermore, the following average errors are obtained: GSA-AIC = 4.3 versus 
GSA-NZE = 4.9 for P100; GSA-AIC = 4.6 versus GSA-NZE = 5.5 for P200; and 
GSA-AIC = 6.3 versus GSA-NZE = 7.7 for P300. 
From Table 5.5, GSA-AIC also outperforms GSA-NZE. For P 100, GSA-AIC obtains 
the following averaged mean latencies and standard deviations for P100. P200 and 
P300: 103.3 ±5.8; 203.2 ±5.7; and 303.0 ±7.6, respectively. As for the GSA-NZE 
technique, the following averaged values (across the given SNR ranee) of mean 
latencies and standard deviations are produced by P100, P200, and P300: 103.4 ±6.5; 
203.2 ±7.7; and 303.0 ±9.4. 
117 
Table 5.4 The failure rate and average errors of GSA-AIC and GSA-NZE. 
GSA-NZE 11 GSA-AEC GSA-NZE 
P100 8.4 9.3 4.6 5.3 
-ll P200 11.6 15.4 5.7 6.8 
P300 18.2 37.6 5.8 ý). 5 
Failure Rate [%l Average Error 
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Table 5.5 The mean and standard deviations (std) of GSA-AIC and GSA- 
NZE. 
SNR Peak GSA-AIC GSA-NZE 
[dB] Mean Std Mean Std 
P100 103.6 2.4 103.9 2.6 
0 P200 203.7 2.6 204.0 5.7 
P300 304.9 6.2 304.7 8.3 
P loo 103.5 3.1 103.3 3.6 
P200 203.7 2.9 202.7 4.1 
P300 304.0 6.9 303.0 7.4 
P loo 103.8 4.8 103.6 5.7 
-2 P200 203.6 3.7 203.1 5.6 
P300 304.1 6.5 303.9 6.9 
P loo 103.5 5.7 103.6 6.1 
-3 P200 203.8 4.1 20 3.9 4.6 
P300 302.7 7.2 302.8 7.9 
P loo 103.4 6.2 103.1 6.4 
-4 P200 203.8 6.4 202.9 6.7 
P300 304.0 7.5 303.7 8.6 
P100 103.8 4.4 103.1 5.1 
-5 P200 203.0 6.0 20 3.3 6.5 
P300 303.1 8.0 302.7 8.7 
P loo 103.6 5.4 103.2 5.9 
-6 P200 203.2 5.4 203.1 6.7 
P300 303.0 7.5 303.8 9.4 
P100 102.5 8.3 103.4 8.7 
-7 P200 203.1 5.8 203.5 8.9 
P300 302.9 8.7 302l. 7 9.8 
P100 103.3 7.3 10-1.3 7.5 
-8 P200 203.1 6.0 202.5 10.8 
P300 302.4 8.6 302.9 11.7 
P loo 103.2 8.8 103.4 8.8 
-9 P200 202.3 7.5 203.4 10.1 
P300 301.9 8.5 301.6 10.3 
P loo 102.6 6.0 103.4 8.1 
-10 P200 202.8 7.1 202.6 11.7 
P300 301.7 7.9 301.8 12.3 
P loo 102.2 7.1 102.7 9.6 
-11 P200 202.3 10.3 203.5 10.9 
P300 301.4 8.0 302.1 11.1 
The results tabulated in Tables 5.4 and 5.5 above prove that GSA-AIC is better than 
GSA-NZE. In the subsequent chapters, the terns GSA will be used to denote the 
GSAE and GSAI which employs AIC for the signal subspace dimension computation. 
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5.9 Summary 
In this chapter, we proposed two variations of generalized subspace approach (GSA) 
algorithms termed as the GSA with explicit pre-whitening (GSAE) and the GSA with 
implicit pre-whitening (GSAI). These GSA variations tackle the shortcomings of [51] 
which deals only with white noise. Our GSAE and GSAI are designed for estimating 
any signal that is corrupted either by white or colored noise. 
We devised a pre-whitening strategy to enable simultaneous diagonalization of both 
the covariance matrices of the required VEP signal and the EEG noise. We also 
empirically determined a suitable value of the Lagrange multiplier p by choosing the 
multiplier value that contributes to the lowest failure rates and lowest average errors. 
We also improvised the extended Akaike information criteria (AIC) in [80] to 
estimate the dimension of the signal subspace more accurately. 
We showed by means of simulation that GSAE and GSAI outperform the EVT 
method proposed by Ephraim and Van Trees [511 - using non-zero eigenvalues 
(NZE) as a basis for signal subspace calculation. Further, we demonstrated that GSA 
utilizing AIC is better than GSA that employs NZE. The results of the simulated data 
also indicate that GSAE and GSAI perform equally for the SNR value from 0 to 
-11 dB. Thus, we will use the term GSA to denote both the GSAE and GSAI 
variations in our subsequent discussions. In the next chapter, we will first compare 
the GSA technique and the current SRM, TOC and SDEM methods using simulation 
and real patient data. 
Later, the SRM. TOC, and SDEM filters will be tested with real patient data, and 
their performance will be observed. Their characteristics resulting from both 
simulation and real human data will be compared among one another. Any 
similarities and contradictions will be elaborated. 
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CHAPTER 6 
EXPERIMENTAL MEASUREMENTS, RESULTS AND 
DISCUSSION 
The first aim of this chapter is to assess the performance of the proposed GSAE and 
GSAI techniques developed in Chapter 5, and the SRM. TOC and SDEM methods 
explained in Chapter 4, using simulated data. For this purpose. the subspace methods 
under study are applied to estimate visual evoked potentials (VEPs) which are highly 
corrupted by spontaneous electroencephalogram (EEG) signals. The performance of 
the algorithms is assessed through their abilities to detect the latencies of the P100. 
P200 and P300 components. 
The second aim of this chapter is to compare the performance of the proposed VEP 
estimators with the SRM. TOC and SDEM estimators using real patient data gathered 
from Selayang Hospital, Selangor, Malaysia. The algorithms are applied to detect the 
patients' P100's, which are used in objective assessment of visual pathways. The 
efficiencies of the studied techniques are then compared among one another. The 
results of the patient data will validate the algorithms' simulated data performance. 
6.1 Case Study 1: Simulation Results using Simulated VEP Peaks 
In this first experiment, the VEP signal x is generated according to Eqs. (2.1) and 
(2.2). The colored post-stimulation EEG noise n which contaminates the VEP is 
created by manipulating the variance of the pre-stimulation EEG e described by 
Eq. (2.3). The artificially-corrupted VEP signal yy is then produced according to 
Eq. (2.5). To test the robustness and performance of the proposed GSA together with 
the SRM, TOC. and SDEM algorithms, the ratio of the artificial VEP over the EEG 
noise is varied from approximately -0 dB to -IIdB. using Eq. (2.6). The corrupted 
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VEP signal with a specific value of SNR is then applied to the input of every filter 
and the estimated P100 waveform is retrieved at each output. 
The simulation results are shown in Figures 6.1,6.2,6.3.6.4.6.5, and 6.6 below. 
Specifically, Figure 6.1 shows, respectively, a sample of artificially generated VEP, a 
noisy VEP at SNR =0 dB, and extracted VEPs using the GSA. SRM, TOC, and 
SDEM techniques. 
As shown by the simulation results detailed in Chapter 5. both GSAE and GSAI 
perform equally in estimating the VEP peaks. For this reason, the generalized 
subspace approach (GSA) notation is used throughout this chapter to represent the 
experimental results of the GSAE-AIC and GSAI-AIC algorithms. 
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Figure 6.1 Various waveforms at 0 dB. (a) Clean VEP; (b) VEP corrupted by 
colored EEG noise at 0 dB; (c) Estimated VEP using GSA; 
(d) Estimated VEP using SRM; (e) Estimated VEP using TOC; 
(f) Estimated VEP using SDEM. 
Further, Figures 6.2 through 6.6 show the pertinent waveforms for -2, -4, -6, -8, and 
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Figure 6.2 Various waveforms at -2 dB. (a) Clean VEP; (b) VEP corrupted 
by colored EEG noise at -2 dB; (c) Estimated VEP using GSA; 
(d) Estimated VEP using SRM; (e) Estimated VEP using TOC; 
(f) Estimated VEP using SDEM. 
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Figure 6.3 Various waveforms at -4 dB. (a) Clean VEP; (b) VEP corrupted 
by colored EEG noise at -4 dB; (c) Estimated VEP using GSA; 
(d) Estimated VEP using SRM; (e) Estimated VEP using TOC; 
(f) Estimated VEP using SDEM. 
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Figure 6.4 Various waveforms at -6 dB. (a) Clean VEP; (b) VEP corrupted 
by colored EEG noise at -6 dB; (c) Estimated VEP using GSA: 
(d) Estimated VEP using SRM; (e) Estimated VEP using TOC; 
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Figure 6.5 Various waveforms at -8 dB. (a) Clean VEP; (b) VEP corrupted 
by colored EEG noise at -8 dB; (c) Estimated VEP using GSA; 
(d) Estimated VEP using SRM; (e) Estimated VEP using TOC; 
(f) Estimated VEP using SDEM. 
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Figure 6.6 Various waveforms at -10 dB. (a) Clean VEP; (b) VEP corrupted 
by colored EEG noise at -10 dB; (c) Estimated VEP using GSA; 
(d) Estimated VEP using SRM; (e) Estimated VEP using, TOC; 
(f) Estimated VEP using SDEM. 
From Figures 6.3 to 6.6, GSA seems to produce waveforms worse than the corrupted 
VEPs and those of the other techniques. Actually, GSA, being a linear estimator, does 
not introduce extra noise other than the EEG noise in the system. The presence of 
false peaks in these GSA waveforms is due to the remnants (harmonics) of the EEG 
noise which are not fully eliminated. The GSA method can be tuned to produce a 
much smoother VEP waveform by reducing the dimension of the signal subspace; 
however, further elimination of noise tends to distort the VEP outcome (i. e., peaks 
become shifted), causing higher failures, higher errors, and wider standard deviations. 
To obtain reliable statistics, five hundred different runs are performed for each level 
of SNR. The three highest peaks within 100 ±10,200 ±10 and 300 =10 ms are 
considered as the wanted P100, P200 and P300 components. A trial is noted as a 
failure with respect to a certain peak, if the intended peak exists outside of the stated 
range. The failure rate with respect to a certain peak and SNR is in accordance with 
Eq. (4.34) discussed in Sub-section 4.5.1 of Chapter 4. Moreover, the average errors, 
125 
E,,, OO, Er, oo, E1,300 in estimating the latencies of P100, P200. and P300. respectively. 
are calculated according to Eq. (4.35) explained in Sub-section 4.5.2 of Chapter 4. 
The failure rate and average errors of the four techniques are shown in Table 6.1 
below. 
Table 6.1 The failure rate and average errors of GSA, SRM. TOC and 
SDEM. 
SNR Peak Failure Rate ]%] Average Error 
]d13] GSA SRM TOC SDEM GSA SRM TOC SDEM 
P 100 0.6 0.5 73 1.6 3.7 3.9 22 4.1 
0 
P200 0.4 2.6 70.8 3.2 3.9 4.2 27.2 4.3 
P300 17.8 53.2 70.6 40.2 6.5 12.9 32.2 9.8 
P 100 0.6 0.5 72.4 2.4 3.8 4.0 22.6 4.2 
P200 1.4 4.4 71 5 4.0 4.6 25.6 4.8 
P300 20.2 56.4 68.8 44.2 6.4 13.3 31 10.5 
ý 
P100 2.2 2.0 72.4 2.6 4.1 4.1 23.6 4.5 
-" P200 1.4 7.2 70.2 9 4.0 5.1 25.5 5.3 
P300 17.8 55.4 71.8 46 6.3 13.3 30.5 10.8 
P100 2.9 2.7 72.2 6 4.1 4.1 23.8 5 
P200 2.4 12.2 72 8.6 4.3 5.9 24.6 5.5 
P300 19.4 55.8 71 48.8 6 13.5 30 11.3 
P 100 3.2 2.8 70 6.6 4.2 4.2 23.7 5.1 
4 
P200 5.6 12.2 70.8 15.2 4.8 5.8 25.4 6.3 
11300 21.4 61.4 72 48.4 6.6 13.8 28.5 11.6 
P100 2.8 3.1 69 10 4.2 4.3 23.5 5.7 
P200 4.6 18.4 73 19.4 4.5 6.8 24.9 7.3 
I'300 19 61.4 72.4 49.6 6.5 14.5 27 12.1 
P100 5.5 5.7 67.6 11.6 4.2 4.5 24.1 6.9 
-6 P200 4.8 22 73 1ý .8 4.5 7.6 24.4 8 
P300 18.2 60 73 6.1 14.0 26.2 12.7 
P100 6.8 8 68.6 17.8 4.5 5.3 24.2 7.4 
-7 P200 7.2 25.4 71.2 4.7 8.8 24.6 8.8 
P300 22.4 59.2 76.6 56.8 6.9 14.1 28.5 12.8 
P100 8.2 9.8 71.4 22.2 4.8 5.7 24.6 8.4 
-8 P200 8.2 34.8 70.2 34.4 4.7 10.0 24.3 10.4 
13300 17.4 59.6 70.4 52.4 6.3 14.5 25 13 
P100 8 13 69.6 25. '_ 5.0 1 6.5 24 8.9 
-ý P200 8.8 34.2 69.2 39.6 11 4.9 10.2 24 11.2 
P300 20.2 58.4 74.2 57 6.2 14.8 25.3 13.6 
6 16.4 71.6 28.8 4.4 7.1 25.2 9.6 
12.8 37 75.2 39.4 5.0 10.6 23.8 11.3 
M 
18.6 58.4 72.2 56.4 6.1 15.2 24.4 13.3 
8.4 22 68.4 32.4 4.6 8? 25 10.7 
11.6 41.2 74.8 43.2 5.7 10.9 24.8 1ý 
1 18.2 62.8 72.4 56.4 5.8 14.9 24 14.3 
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From Table 6.1, SRM outperforms GSA and the other two algorithms in terms of the 
P100 failure rate for SNRs equal to 0 through -4 dB; however from -5 dB downwards, 
GSA outperforms the others. In terms of average errors. GSA totally outperforms the 
others. From another perspective, the corresponding averaged success rate in 
estimating P100's for GSA, SRM, TOC and SDEM over the range of 0 to -11 dB are 
95.4 %. 92.8 %, 29.5 % and 85.9 %. For P200 and P300 estimation. GSA generated 
94.2 % and 80.8 %; SRM scored 79 % and 41.5 %; TOC obtained 28.2 % and 
27.9 %; and SDEM achieved 77.8 % and 49.3 %, respectively. Moreover, across the 
specified SNR range, the averaged "average errors" produced in respectively 
estimating the P100, P200 and P300 latencies are 4.3,4.6 and 6.3 by GSA: 5.2.7.5 
and 14.1 by SRM; 23.9,24.9 and 27.7 by TOC; and 6.7,7.9 and 12.2 by SDEM. 
Overall, based on Figures 6.1 through 6.6 and Table 6.1, GSA outperforms the other 
estimators when it generates the lowest failure rate and lowest average errors. across 
the given SNR range. The second best estimator is SRM followed by SDEM. The 
TOC method is the poorest estimator among the four considered techniques. 
Graphically, the failure rate and average errors produced by the four techniques are 
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Figure 6.8 Average errors for P100 as a function of SNR for GSA. SRM, 
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Figure 6.10 Average errors for P200 as a function of SNR for GSA. SRM, 






I I i I 
I 
I 



























0 0 1 I i i i i 




i 0 -1 -2 3 -4 -5 -6 -7 -8 -9 -10 -11 
SNR [d B] 
Figure 6.12 Average errors for P300 as a function of SNR for GSA. SR-M. 
TOC, and SDEM. 
Based on Figures 6.7 to 6.12, GSA is showing performance relatively independent of 
the SNR values. On the contrary, the performance of SRM. SDEM. and TOC 
significantly deteriorates as SNR gets lower. 
Comprehensive analysis of the four estimators' failure rate and average errors will 
now be made with the help of "failure rate versus SNR" and "average error versus 
SNR plots. " Since the trends of the data patterns tend towards linear relationships, a 
linear regression approach is adopted to draw a line through the given data points. 
Now, the averaged failure rate and averaged errors for P100, P200 and P300 are 
depicted by the best fitting lines, utilizing the least squares techniques. as shown in 
Figure 6.13 below. 
From the Pl 00's failure rate and average error plots of the corresponding 
Figures 6.13 (a) and (b), it is clear that GSA outperforms SRM. and SRM 
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6.13 The least-square lines representing the data points of the 
(a) P100's failure rate; (b) P100's average errors; (c) P200's 
failure rate; (d) P200's average errors; (e) P300's failure rate; 
and (f) P300's average errors, produced by GSA, SRM. TOC. 
and SI)EM. 
As for P200's failure rate and average error plots respectively depicted in 
Figures 6.13 (c) and (d), GSA still outperforms SRM, SDEM, and TOC. Next, for 
P300's failure rate and average error plots shown in Figures 6.13 (e) and (t). GSA still 
outperforms the rest. However. SDEM performs better than SRM. while SRM 
outperforms TOC. 
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Moreover, Table 6.2 below lists the performance of the considered techniques using 
the mean and standard deviations of the P100's, P200's and P300's peak latencies. 
Table 6.2 Mean and standard deviations (std) of peak latencies of GSA, 
SRM, TOC, and SDEM. 
MM Fý1 
ý. ý GSA SRM TOC SDEM 
Mean Std Mean Std Mean Std Mean Std 
P100 10;. 6 2.4 103.8 2.4 1iii_v 22.8 3.4 
0 P200 203.7 2.6 203.2 4.5 193.7 25.3 203.8 3.8 
P300 304.9 6.2 302.6 15.6 287.8 28.5 101.9 11.8 
P100 103.5 3.1 103.9 3.3 100.7 23.9 104.1 3.3 
-1 P200 203.7 2.9 203.7 5.0 195.8 25 203.6 5.6 
P300 304.0 6.9 300.7 16.3 289.5 28.8 301.8 12.6 
P100 103.8 4.8 104 4.1 99.8 25.1 104.3 4.2 
-2 P200 203.6 3.7 203.3 6.3 197.5 26 203.4 6.9 
P300 304.1 6.5 300.7 16.1 290 28.3 302 13 
P loo 103.5 5.7 104.5 5.7 100.2 25.8 104.5 5.6 
-3 P200 203.8 4.1 202.8 8.1 197.7 24.8 203.4 7.4 
P300 302.7 7.2 301.4 16.5 291.2 28.3 301.1 13.6 
P loo 103.4 6.2 105.4 5.9 100.6 26.3 104.7 5.8 
-4 P200 203.8 6.4 203.4 7.4 197.6 26.1 203.3 8.5 
P300 304.0 7.5 300.5 16.4 292.7 27.8 301.9 13.9 
P loo 103.8 4.4 103.9 5.3 101.7 26.7 104.6 7.2 
-5 P200 203.0 6.0 202.4 9.4 198 25.6 203.2 10.2 
P300 303.1 8.0 299.8 17.3 294.8 27.6 302.1 14.5 
P100 103.6 5.4 103.9 7.9 101.4 27.7 105.1 9.5 
-6 P200 203.2 5.4 202.3 10.6 198.3 25.2 203.2 11.1 
P300 303.0 7.5 301.0 16.9 296 26.6 302 15.2 
P loo 102.5 8.3 103.5 9.6 100.7 27.6 103.8 10.7 
-7 P200 203.1 5.8 203.0 12.2 197.3 25 202.5 11.9 
P300 302.9 8.7 299.7 17 293.9 27.4 301 15.4 
P loo 103.3 7.3 104.2 7.6 104 29.1 103.8 12.3 
-8 P200 203.1 6.0 201.7 13.5 199.1 25.5 202.1 14.4 
P300 302.4 8.6 300.5 17.3 298.9 27.4 301.1 16 
P loo 103.2 8.8 104.5 9.0 103.5 28.5 102.6 13 
-9 P200 202.3 7.5 202.0 14.0 199.5 25.9 202.2 15.1 
P300 301.9 8.5 301.3 18.3 299.4 26.8 300.7 16.4 
P100 102.6 6.0 104.9 9.7 101 29 104.3 13.4 
-10 P200 202.8 7.1 202.1 14.4 199.7 25 202.4 15.1 
P300 301.7 7.9 301.6 18.6 299 25.8 299.7 16.1 
11100 102.2 7.1 104.1 11.9 102.5 29.6 103.5 15.2 
-11 P200 202.3 10.3 201.9 14.4 199.1 26.3 202.4 16 
P300 301.4 8.0 300.3 17.9 298.8 24.8 101.4 17.4 
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The P100,1200 and P300 peak latency averages closer to 100 ms. 200 ms and 
300 ins. respectively, coupled with narrower standard deviations indicate better 
performance. Visually, the peak latency mean and standard deviations tabulated in 
Table 6.2 can be better viewed using histograms, as depicted in Figures 6.14 to 6.16 
below. 
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Figure 6.14 The histograms of the P 100 (or P 1) latencies of 500 observations 
per SNR produced by GSA, SR-%4, TOC, and SDEM at -2. -4. 
-6, -8, and -10 dB. 
From Figure 6.14, it is clear that GSA generates the smallest standard deviations 
followed by SRM, SDEM, and TOC. 
At a glance, it seems that TOC is the best estimator as it manages to produce the peak 
latency averages closest to 100 ms. However, the TOC's averaged latency values are 
very much attributed to the highly dispersive latency distribution (i. e., wide standard 
deviations) of the five hundred different observations per SNR data. Consequently, 
TOC performs the least in comparison to GSA. SRM and SDEM. 
-8 aB 
l 400 rSRM 
GSA: P2 latencies 










2001 203 8 I 
stA" 








150 200 250 
400 GSA 10 a0 




150 200 250 
Time Imsj 
























SRM P2 Latencies 











%ld- 186 ol -- ri. 1.11J. 1 
200 253 333 































loo, -., 111 I I; 75 mllh i 










o -r 200 250 300 100 2CG 
Time (ms] Time (ms] 
200 
iý. ^, e ý'ý5; 
-4 c5 




-Eiei- Iv. SDEM. 
90L 
SDEM P2 Latenaes 











Figure 6.15 The histograms of the P200 (or P2) latencies of 500 observations 
per SNR produced by GSA. SRM. TOC. and SDEM at -2. -4. 
-6, -8. and -10 dB. 
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Figure 6.16 The histograms of the P300 (or P3) latencies of 500 observations 
per SNR produced by GSA, SRM, TOC, and SDEN1 at -2. -4. 
-6, -8. and -lO dB. 
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Again, a linear regression approach is used to plot the "latency versus SNR" and the 
"standard deviation versus SNR". The best fitting lines (using the least squares 
method) of the mean latency and standard deviation are depicted in Figure 6.17 (a) 
through Figure 6.17 (f) below. 
(a) 
oý 
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Figure 6.17 The least-square lines representing the data points of the 
(a) P100's average latency; (b) P100's average standard 
deviations; (c) P200's average latency; (d) P200's average 
standard deviations; (e) P300's average latency: and (1) P300's 
average standard deviations, produced by GSA, SRM. TOC. 
and SDEM. 
1 '15 
Figures 6.17 (a) to (f) show the peak latency mean and standard deviations as separate 
entities. Now, it is important for us to combine the mean and the standard deviations 
so that the span of peaks produced by the four algorithms can be easily visualized. 
The best fitting lines of the P100's mean latency plus/minus the P100's mean standard 
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Figure 6.18 The latencies plus/minus standard deviations for P100 
components produced by GSA, SRM, TOC and SDEN1. 
From Figure 6.19, it is clear that GSA has the narrowest variance, followed by SRM. 
SDEM and TOC. Next, Figure 6.19 shows the best fitting lines of the P200's mean 
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Figure 6.19 The latencies plus/minus standard deviations for P200 
components produced by GSA. SRiM. TOC and SDF\, 1. 
Based on Figure 6.19, the performance of the estimators producing the narrowest to 
the widest standard deviations are in the following order-GSA. SR\4, TOC, and 
SDEM. 
Further. Figure 6.20 below illustrates the best fitting lines of the P300's mean latency 
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Figure 6.20 The latencies plus/minus standard deviations for P300 
components produced by GSA, SRAM, TOC and SDEM. 
Similar to the failure rate and average error outcome, the graphical representation of 
Figure 6.20 confirms that GSA is the best performing technique, while SDEM 
outperforms SRM, and SRM outperforms TOC. 
The strength of the GSA scheme is that it utilizes optimization and includes pre- 
stimulation EEG as one of its important parameters. On the contrary. SRM does not 
incorporate optimization even though it also utilizes pre-stimulation EEG, this makes 
SRM less superior in comparison to GSA. Next, the subspace-based SDEM does not 
utilize the pre-stimulation EEG in its algorithm. The algorithm works very well to 
eliminate only white noise, and not colored noise. This limitation causes SDEM to 
perform less effectively compared to the subspace-based GSA and SRM. As for TOC. 
it relies only on the observed (corrupted) VEP which comprises the clean VEP signal 
that is added to the post-stimulation EEG. Similar to SDEM, the TOC method does 
not make use of the pre-stimulation EEG. The TOC technique works on a basis that 
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the encountered post-stimulation EEG resembles white or colored Gaussian noise and 
other symmetrically distributed white or colored non-Gaussian noise. From the 
previous autocorrelation plots of the post-stimulation EEG. it is clear that the colored 
post-stimulation FEG noise is Gaussian. However, the TOC-based methods perform 
well in handling white and colored noise whose spectrum does not directly overlap 
with that of the desired signal. Since the energy of the VEP and EEG spectrums 
mostly overlap, TOC does not manage to separate the noise from the wanted signal. 
resulting in high failure rate and high average errors, irrespective of the SNR value. 
In brief, from the simulation results involving the estimation of P100's. P200's and 
P300's. GSA emerges as the most reliable and accurate filter, followed by SRM. 
SDEM and TOC. All the three algorithms display their best performance in 
estimating the latency of the P100 components in comparisons with the other two 
peaks. 
To validate the performance of the four estimators, the next experiments will now 
deal with real patient data. Nevertheless, the performance outcome and evidence 
collected in the simulated experiments discussed above are the utmost crucial in 
proving the true capabilities of the filters as single-trial estimators since the true 
forms of the individual VEPs from real patient data are not known a priori. Applying 
the four methods on the real patient data, one can extract the required P100 peak from 
each contaminated VEP trial, but one does not have a de facto waveform (i. e., real 
peak value) to benchmark. The most that can be performed using each technique is to 
obtain a significant number of trials per patient, estimate the peak latency from each 
trial. compute the mean of the extracted P100 peaks. and determine the standard 
deviations of the estimated peaks. 
Later, the peak latency mean. plus/minus, the corresponding peak latency standard 
deviations of GSA. SRM, TOC, and SDEM can be compared among one another 
using the ensemble averaging (EA)-based waveform as a baseline. Indirectly, the 
performance of GSA, SRM, TOC, and SDEM as single-trial estimators can be 
evaluated, any peak mean that is closest to the EA peak and that has the narrowest 
standard deviation will be regarded as the most accurate and consistent estimator. 
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Further, the overall results in Tables 6.1 and 6.2 suggest that when the average error 
is the smallest, the mean error (supported by the standard deviation) is also the 
smallest. This correlation will be used as a basis in the real human data test to support 
the superiority of GSA over other methods - by measuring its mean errors. instead of 
its average errors. It is to be noted that average errors cannot be possibly computed 
since the real peak values of the true VEP waveforms are not known. 
6.2 Case Study 2: Real Human Data Results using Pattern Reversal Stimuli 
This section compares the four algorithms in estimating human P 100 peaks, which 
are used by doctors as objective evaluation of the visual pathway conduction. 
Experiments were conducted at the Ophthalmology Department Selavang Hospital, 
Selangor using RE'1'lport32 equipment, and carried out on litty subjects having 
normal (P100 S 11 5 ms) and abnormal (P100 > 115 ms) VEP readings. 
The subjects were asked to watch a checkerboard pattern (1° full field) from a 
computer monitor located about one meter away. the stimulus being a checker 
reversal (N = 80 stimuli). Scalp recordings were made according to the International 
10/20 System, with one eye shaded by an eye patch at any given time. The active 
electrode is connected to the middle of the occipital (01.02) area while the reference 
electrode is attached to the middle of the forehead. The utilized electrode montage 
enables corrupted VEPs from the subject's right or left eye to be captured and 
recorded. 
In this study, we will show results for artefact-free trials of each subject taken from 
his/her right eye only. This means, the left eye is shaded throughout the recording. 
Each trial comprises 512 data points that represent 333 ms. and every trial is 
pre-filtered in the range of'0.1 to 70 Hz. 
The recording for every trial involved capturing the brain activities for 333 in--, before 
stimulation is applied. The brain activities prior to stimulation are called the pre- 
stimulus I; EG signals which enable us to capture the colored EEG noise alone. The 
pre-stimulus are to be used by the GSA and SRM algorithms. The subsequent 333 nis 
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is used to record the post-stimulus EEG, comprising a mixture of the VEP and EEG. 
For the NA. TOC, and SDFM. there is no need for pre-stimulus EEG signal: only the 
stated 333 nls oI post-stimuli EEG is used with the algorithms. The same process is 
repeated for the consecutive trials. 
The eighty trials 1'()r each subject's right eye are directly processed by the VEP 
machine using ensemble averaoino (EA). In other words. the averaged P100 values 
are readily available and directly obtained From the equipment. Since EA is a multi- 
trial scheme, it is expected to produce good estimation of the P100 that can be used as 
a baseline for comparing the four types of the single-trial estimators. 
Each of the eighty different trials per subject is consecutively fed to the input of each 
algorithm and its corresponding value is noted. For comparisons with EA. the eighty 
accumulated values extracted by GSA, SRM, TOC, and SDEM are also averaged. As 
explained in the final paragraph of the previous sub-section. the purpose of averaging 
the individual outcome of GSA, SRM, TOC and SDEM is to compare the 
performance of the filters as single-trial estimators. any algorithm that generates a 
mean peak that is closest to the EA peak and that produces the narrowest standard 
deviation will he considered as the best single-trial estimator. 
Samples of waveforms produced by the considered techniques are shown in Figures 
6 
. 
21 through 6.26 below. Depicted in Figure 6.21 are the extracted Pattern VEPs for 
the subject Sl taken from trial 41. Attention is given to any dominant (i. e., highest) 
peak(s) from 90 to 150 nis. It should be noted that any peaks that occur below 90 ms 
and above 150 ms are considered as noise and are therefore ignored. Nevertheless, if 
no peak(s) exist(s) at all within the 90 to 150 ins span, then the most dominant peak 
outside the range (i. e.. latency > 150 ms) will be utilized. 
From Figure 6.21, the highest peak produced by GSA is at 100 ms, which is close to 
99 nos obtained by EA. On the other hand. the corrupted VEP (unprocessed raw 
signal), SRM. "I'OC, and SDEM show dominant peaks, respectively, at 101,101,133, 
and 98 nos. Therefore, GSA manages to boost and bring the desired P100 peak closer 
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Figure 6.21 Subject S1's P100 components from trial 1: EA = 99 (corrupted 
VEP = 101); GSA = 100 ms; SRM = 101 ms; TOC = 133 ms: 
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Figure 6.22 Subject S3's P100 components from trial 5: EA = 119 (corrupted 
VEP = 122 ms); GSA = 118 ms; SRM = 122 ms; TOC = 105 ms; 
SDEM = 128 ms. 
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Figure 6.2-3) Subject S7's P100 components from trial li: EA = 108 
(corrupted VEP = 116 ms); GSA = 111 ms; SRM = 113 ms; 
TOC = 95 ms; SDEM = 112 ms. 
Some corrupted 11100's such as the ones in Figures 6.21 to 6.23 do have explicitly 
dominant peaks, however, the subspace-based schemes notably GSA and SRM 
manage to eliminate some noise contents from them and shift the peak closer to the 
value obtained by EA. 
Illustrated in Figure 6.24 below is the extracted Pattern VEPs for the subject S19 
from trial #24. For any given algorithm, the strategy is again to look for the most 
dominant peak between 90 and 150 ms. From Figure 6.24. the corrupted VEP 
(unprocessed raw signal) contains two dominant peaks at 91 and 103 ms, with the one 
at 91 ms being slightly higher. The highest peak produced by GSA is at 107 ms, 
which is close to 110 ms obtained by EA. The peaks pinpointed by SRM, TOC, and 
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figure 6.24 Subject S19's P100 components from trial 24: EA = 110 
(corrupted VEP = 91 ms); GSA = 107 ms; SRM = 102 ms; 
'l OC = 129 ms; SDEM = 115 ms. 
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Figure 6.25 Subject S20's P100 components from trial 50: EA = 130 
(corrupted VEP = 116 ms); GSA = 125 ms; SRM = 117 ms; 
TOC = 116 ms; SDEM = 122 ms. 
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Figure 6.26 Subject S37's P100 components from trial 70: EA = 130 
(corrupted VEP = 132 ins); GSA = 132 ms; SRM = 128 ms; 
TOC = 110 ms; SDEM = 132 ms. 
For the observed P100 peaks that are not initially dominant (such as the ones in 
Figures 6.24 to 6.26), GSA and SRM still manage to eliminate significant amount of 
noise and Further boost and recover the desired P100 peaks, closer to those obtained 
by I 'A. 
The sampled waveforms shown in Figures 6.21 to 6.26 highlight that GSA and SRM 
become close contenders when they are able to suppress the noise and bring the 
desired 11100 peaks closer to the desired values. The SDEM falls third and TOC 
performs the least. 
Tables 6.3 and 6.4 below summarize the mean values of the fifty subjects' P100's by 
[A, GSA, SRM, TOC and SDEM, together with their corresponding errors and 
standard deviations. 
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Table 6.3 Peak mean, associated errors, and pertinent standard deviations 




II _ !. V 
I Co Z. c 
C "L 
G v L 
Mean 99 101 150 99 Mean 118 118 202 90 
SI 99 I rror fl 2 51 S14 123 l rnor 79 33 
Std 5.7 6.5 174 11.9 Std 81 11.4 44.7 31.8 
Mean 100 101 191 101 Mean 96 108 119 117 
S2 100 Irrur (1 I ()1 I 311 102 Error 6 6 17 15 
Std 48 5.7 38 5 71) Std 5.6 5.4 12.2 21.2 
Mean 119 118 104 117 Mcan 108 107 159 106 
S3 119 Irrur I) 1 15 S16 108 1 rrur 0 I 51 2 
Std 55 5.6 12 3 Std 73 13.6 29.2 28.4 
Mean 130 125 129 
d3O 
Mean 107 107 238 106 
ti4 128 I rrur 2 3 I S17 107 Irrur 0 
Std 6.8 82 25 2 Std 4.2 4.3 45.3 21.9 
Mean 118 98 217 113 Mean 108 110 133 111 
SS 99 Irrur 19 I 118 14 S18 107 Error I 3 26 4 
Std 6.2 5.3 32.9 19.4 Std 5.4 7.7 22 20.9 
Mean 104 103 141 103 Mean 106 104 126 104 
S6 107 I rror 31 4 34 4 S19 110 Error 4 6 lo b 
Std 5.1 5.5 21.7 9.1 Std 6.9 10 20.3 17 
Mean 110 110 105 III Mean 130 121 117 128 
S7 108 I rror 2 2 3 3 S20 130 I rror 9 13 
2 
Std 5.2 6.1 18.9 15.6 Std 5 5.2 15.1 14.3 
Mean 103 105 140 105 Mean 102 102 92 101 
S8 107 I rrur 4 2 33 2 S21 109 Irrur 7 7 17 8 
Std 4.7 5 13.6 13.6 Std 6.4 9 19.7 17.9 
Mean 144 155 145 155 Mean 135 148 214 138 
S9 130 Error 14 25 15 25 S22 130 [rr, ýr 5 18 84 8 
Std 11.9 16.9 22.9 28.6 Std 7.2 7.3 37 209 
Mean 107 106 184 105 Mean 104 133 127 133 
SIO 117 Error 10 II 67 12 S23 102 I rror 2 31 25 31 
Std 9.8 13.4 46 42 Std 7.3 II 25.8 23 
Mean 115 123 128 98 Mean 128 127 92 105 
S11 119 Irrur 4 4 9 21 S24 130 I`rr, or _ 3 38 25 
Std 73 7.6 21 169 Std 7 7.6 14.1 22.1 
Mean 113 114 129 116 Mean 106 101 130 101 
S12 114 1 rror 1 0 15 2 S25 104 Error 2 3 26 3 
Std 7 8 25.8 25.1 Std 6.1 6.9 21 12.4 
Mcan 102 100 132 122 Mean 103 102 125 102 S13 
102 Irrur (1 2 30 20 S26 103 r. r n ýý 1 
Std 4.5 5.5 1 5.3 1 -1.1 
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Table 6.4 Peak mean, associated errors and pertinent standard deviations 





Mean 134 91 129 122 Mean 102 102 95 105 
S27 116 Error 18 
25 111 6 S39 102 I{rror 0 (1 7 3 
Std 7.7 7.8 23 I 20.8 Std 4.1 4.3 24.4 23.2 
Mean 98 106 116 107 Mean 137 115 117 129 
S28 98 I`rror 8 I8 9 S40 I12 I. rror 25 3 5 17 
Std 6.8 11.5 18.4 15.8 Std 6.6 9.3 26 4 21 
Mean 102 102 120 102 Mean 104 106 92 128 
529 102 Error 0 0 18 O S41 106 Error 2 n 14 11 
Std 5.1 6.7 18.8 7.9 Std 5.2 5.6 14.9 16.9 
Mean 94 95 166 99 Mean 107 105 205 105 
S30 113 Error 19 18 53 14 S42 114 Error 7 9 91 9 
Std 7.5 8.3 17.6 13.9 Std 6.6 6.7 35 20 
Mean 104 103 128 108 Mean 98 98 126 98 
S31 101 Error 3 2 27 7 S43 96 Error 2 2 30 2 
Std 4.7 5.4 18.1 17.8 Std 4.3 4.5 22.7 9.2 
Mean 93 94 178 120 Mean 115 103 172 130 
S32 92 Error 1 
2 86 28 S44 104 I rror II I 68 26 
Std 4.8 6.2 49.4 32.4 Std 6.2 6.7 22.8 17.9 
Mean 98 98 130 113 Mean 102 102 122 100 
S33 99 Error 1 1 31 14 S45 103 Lrmr 1 1 19 3 
Std 5.4 8.4 30.9 16.7 Std 3.6 4.2 19.4 8.1 
Mean 119 128 146 125 Mean 102 104 127 105 
S34 130 Error II 2 16 5 S46 103 Error I 1 24 2 
Std 11.7 11.1 25 5 23.7 Std 4 4.9 12.1 2.1 
Mean 108 108 193 108 Mean 96 102 134 102 
S35 I05 Error 3 3 88 3 S47 94 Error 2 8 40 8 
Std 5.5 5.7 40.8 9,9 Std 3.9 6 25.5 10.4 
Mean 117 121 130 123 Mean 95 93 165 92 
S36 114 Error 3 7 16 S48 98 Error 3 5 67 6 
Std 8.1 9.8 24.3 I8.8 Std 1.5 1.5 30.1 2.1 
Mean 134 132 110 120 Mean 114 138 116 94 
S37 130 Error 4 2 20 10 S49 105 Ifrror 9 33 11 II 
Std 8.2 8.7 23.3 3(l. 5 Std 3.7 3.7 15.4 13.6 
Mean 132 123 91 107 Mean 167 153 102 121 
S38 103 E: rror 29 20 12 4 S50 127 Error 40 26 25 6 
Std 5.6 6.3 21.3 16.1 Std 6.3 11.9 23.4 10.7 
The outcome Ihr the fifty subjects listed in Tables 6.3 and 6.4 reveals that GSA 
produces an average mean error of 5.8, while SRM, SDEM, and TOC achieve 6.6,9.4 
and 36.5. In terms of standard deviations, GSA, SRM, SDEM, and TOC 
correspondingly generate 6.7.4,17.3 and 24.5. The results of the patient data confirm 
the simulation results, when GSA shows the closest P100 values to the multi-trial 
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ensemble averaging; and the narrowest standard deviations. This means GSA 
possesses better accuracy in comparisons to SRM and other methods. Of course SRM 
is better than SDI: M. while SDI; A'1 still outperlorms TOC. 
6.3 Summary 
In this chapter, we presented the experimental measurements and associated results of 
simulated and real patient data involving GSA, SRM, SDEM and TOC. 
'l'he statistical credibility of simulated data is achieved by using five hundred different 
runs per any SNR level, where SNR is varied from 0 to -11 dB. The performance of 
the stated algorithms in extracting P100, P200 and P300 components were assessed 
using the following performance metrics: failure rates, average errors, and standard 
deviations. 
Moreover, fifty different real patient data were gathered from Selayang Hospital. For 
each patient, eighty different trials were recorded; the patient's P1OO value was then 
obtained directly from the Retiporti2 machine which utilizes an ensemble averaging 
technique (1: A). The EA method is used as a reference for comparing the performance 
of GSA, SRM, SI)FM, and TOC. The eighty different trials which were individually 
processed by each algorithm were also added together to obtain an averaged outcome. 
The technique generating a mean peak closest to that of the EA peak, and producing 
the narrowest standard deviation is regarded as the best single-trial estimator. 
In brief, the simulated and real data experiments exhibit the capability of the subspace 
technique in Vl: l' estimation. Most importantly, the results of both experiments prove 
higher reliabilities (i. e., lower failure rate), higher accuracies (i. e.. lower average 
errors) and higher precisions (i. e., narrower standard deviations) of the proposed GSA 
over the currently available techniques namely SRM, SDEM and TOC. 
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CHAPTER 7 
CONCLUSION AND FUTURE WORK 
In this chapter, the overall conclusions based on the presented work are drawn. 
Moreover, possible directions of future work are outlined. 
7.1 Conclusions 
"this study presented single-trial estimation of VEPs which are used as objective 
measurements of human optical pathway conduction from the retina to occipital 
cortex of the brain. Extracting the VEP from the spontaneous electroencephalogram 
(I: I, G) signal is still challenging since the VEP is very small compared to the overall 
l`, l; G noise. 
We presented three VEP latency single-trial estimation techniques namely the 
subspace regularization method (SRM). third order correlation (TOC) method and 
subspace dynamical estimation method (SDEM) developed by Karjalainen, et al. 
1481, Gharieb and Cichocki [49] and Georgiadis et al. [50]. respectively. Two 
generalized subspace approach (GSA) variations of novel subspace-based techniques 
have also been proposed in the study. Comparisons between these methods were then 
drawn using simulated and real human data. 
The GSA scheme basically utilizes an optimization approach which tries to balance 
between the amount of signal distortion and noise residues allowed in the final 
outcome. Later, GSA decorrelates and separates the corrupted VEP signal into the 
signal subspace and noise only subspace. Signal enhancement is then performed using 
the signal subspace portion only. In GSA, we resolved simultaneous diagonalization 
problems involving the covariance matrices of the wanted VEP signal and colored 
FFG noise, by proposing explicit and implicit pre-whitening of the corrupted VEP 
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wavclorm. Further, we empirically determined the Lagrange multiplier u by 
performing comprehensive simulated experiments. We also improved the estimation 
of the signal subspace dimension by adopting Akaike Information Criteria (AIC) [80]. 
In brief; we have come up with a comparable single-trial VEP latency estimation 
system. 
Thorough simulations using realistically generated VEPs and EEGs at SNRs ranging 
Thom 0 to -1 1 d13 have been performed. The algorithms were assessed in their abilities 
to detect the latencies of the P100, P200 and P300 components. Next, the validity and 
el'l ctiveness of the algorithms to detect the P100's (used in objective assessment of 
visual pathways) are evaluated using fifty real patient data collected from a hospital. 
'l'hc efficiencies of the studied techniques are then compared among one another. 
The results of both simulated and real patient data experiments prove higher 
reliabilities and performance of the proposed GSA technique over the currently 
available techniques namely SRM, SDEM and TOC. In comprehensive simulation, 
(iSA shows relatively consistent performance independent of SNR in contrary to the 
other three techniques. 
Both the simulation and real human data show that GSA produces the highest success 
rate, the lowest average errors, and the narrowest standard deviations; this is followed 
by SIZM, Sl)EM, and lastly TOC. As such, the GSA estimator is a promising 
technique that can he refined further and eventually applied in the real world as a 
single-trial estimator of biomedical signals, which are presently extracted by means of 
multi-trial ensemble averaging. 
While the GSA algorithm is proposed for the extraction of VEP and other biomedical 
signals (e. g., brainstem auditory evoked potentials, somatosensory evoked potentials) 
from the brain, it can be applied to many other application areas which deal with 
blind signal separation. Among the fields which can benefit from the proposed 
algorithms include biology, communication, oil and gas, and agriculture. 
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7.2 Future Work 
Even though the GSA technique outperforms the other estimators (explored in this 
study) in extracting III 00's from real patient. it may not produce fully optimal results. 
This is caused by the limitation of the Retiport32 equipment (at Selayang Hospital) 
that constrains the frame length of the pre-stimulation and post-stimulation EEG to 
333 ills. Therefore, a VEP machine that can produce a frame length up to 1000 ms for 
each measurement is highly desirable. The increased length in both the pre- and post- 
stinlulus measurements will ensure sufficient statistical information that is very much 
needed by the proposed (iSA algorithm. 
Further, the Retiport32 machine does provide a plot for the VEP waveform derived 
from the l'. A method. I lowever, no built-in mechanism is provided to enable the 
extraction and manipulation of the plot data that can prove very useful for in-depth 
correlation studies between VEP, EEG and EEG residues. Again, a machine that can 
explicitly generate data from the given EA plot, in addition to the readily available 
pre-stimulation and post-stimulation data, is always advantageous. 
So 111r, the value 01' the Lagrange multiplier ft is based on empirical data. Further 
studies need to he carried out to establish a mathematical relationship between u and 
SNR, in the first place. the challenge is to actually figure out the SNR of the patient's 
corrupted VEP data. 
Furthermore, the proposed GSA manages to estimate the VEP latencies with 
considerable degrees of successes; however, the method does not preserve the true 
amplitudes of the original VEP waveform. Future research is required to establish 
techniques that closely estimate both latencies and amplitudes. The estimated VEPs 
that preserve both parameters may prove useful for some other disease, `abnormality 
diagnoses not mentioned in the introductory chapter of this report. 
Next, ways need to he found to estimate the VEP online, rather than using, an online 
analysis as what has been established up to the present. 
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APPENDIX A 
MATHEMATICAL TERMS AND NOTATIONS 
To ensure common understanding and consistencies, all mathematical symbols, 
operators, notations and terminologies used are in compliance with the acceptable 
styles and conventions normally adopted worldwide. 
First, some mathematical symbols that are used in this report are listed in Table A. 1 
below. 
Table A. 1 Mathematical symbols. 
Symbol Meaning Symbol Meaning 
+ addition therefore 
- subtraction V for all 
% or " multiplication there exists 
+ or / or - division E element of 
equal to C subset of 
$ not equal to implies 
< less than % percent (out of 100) 
> greater than oo infinity 
< less than / equal to summation 
, '1'C; 1IC1" 01', t11 CCIUU1 to III LlItip1iC, itloll 
Further, the development of the VEP model requires the usage of constants, vectors 
and matrices. A constant is denoted either as an italic lowercase letter (e. g., k. m, or n) 
or an italic l1PPFRCASE LETTER (e. (,., K, M. or : V). Moreover, any set of real and 
complex numbers will be designated by : 1B and (°, respectively. Italic lowercase 
boldface letters are used to denote vectors and matched italic lowercase letters are 
used for their entries. For example, xE 91" indicates an M-dimensional column 
vector x with all elements in : li . 
In this case, the matched italic lowercase x, refers to 
the ith component of vector x. 
On the other hand, italic UPPERCASE boldface LETTERS are used to represent 
MATRICES and matched italic lowercase letters are used for their entries. For 
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insta ice, Xe : 1i'"' , denotes a set of AI xN matrix with elements in 9? . Therefore, x,; 
refers tO the entry (i. e., numerical quantity or scalar) in row i and column j of the 
1]lilll'IA ý. 
Moreover, since a matrix can be thought of as collections of column vectors, the -Ah 
column vector of a matrix XE 91"'-" can be represented by italic lowercase boldface 
l tters. v,. [xplicitly, the pertinent representations are given by the following: 
X [. vI :,, \. V - [-/] :v- 
La. tii x. %>> 
r111 X1 ... XIS' 
r, X ... 
X. 





Lx. 1ri J 
X1,1 F x, 
x 




il ? Lx.,,:,: J 
(A2) 
I' urther, the zero vector or matrix will be written as 0. Next, the identity matrix will 
he written as I. The transpose of a matrix X will be represented by X' and the inverse 
of' X is denoted as X 1. In complex number cases, conjugate transposition (i. e., 
I Iermitian transposition) will be designated as X". 
Next, the f<611owing operators may be encountered throughout this documentation. 
1.1 "I denotes the magnitude or absolute value of a scalar enclosed within. 
2. / "I symbolizes the statistical expectation operator. 
ý. diag {"} conveys two meanings-either extract or create symbolic diagonals. If x 
is a vector with ": 1, " components, then diag{x} creates an AT-by-A` diagonal matrix 
having x as its main diagonal. On the contrary, if X is a matrix with N-by-N 
components, diag; X} extracts the main diagonal of A producing a column vector 
with "N" Components. 
4. tr; "', represents the trace (i. e., the sum of the diagonal elements) of a matrix. 
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5. rank "', represents the rank of a matrix. 
6. det ;"} represents the determinant of a matrix. 
7. range; ; represents the range of a matrix. For example, ran-e(X) produces a row 
vector containing the range (i. e., the difference between the maximum and the 
minimum ofa sample) ofeach column of X. 
S. null {" represents the null space of a matrix. 
9. hat () placed over the associated symbol indicates the "estimate" of a scalar. 
vector or matrix. 
162 
APPENDIX B 
VECTOR AND MATRIX DEFINITIONS 
A continuous-time VFP signal x(t) and FFG signal n(t) are stochastic variables; they 
could he thought of as the realizations of stochastic processes {X(t)1f and {N(t)}. 
respectively. Generally, a stochastic process is non-stationary, but since -offline" 
analysis is performed rather than real-time extraction, it can be regarded as a wide 
sense stationary (WSS) process. By WSS, it means that both autocorrelation and the 
mean value are constant. Specifically, the WSS stochastic process realizations for the 
discrete-tine VFP and EI: G signals can be represented by the vector representations 
x(k) and ir(k), respectively. It follows that their corresponding matrix representations 
are X(k) and N(k). 
B. 1 Column Vector 
Let xE : ºi"" denote an Al-dimensional column vector x with all elements in 3i An this 
case, the matched italic lowercase x, refers to the ith component of vector x. 
More explicitly, the column vectors with "Af' elements in 91 can be expressed as the 
horizontal notation 
x- 1X,, x.......,,, }' where "indicates a -transpose" operation (B 1) 





13.2 Observation Vector 
= K] . u. i (B2) 
A real-valued brain recording termed as an observation vector }'(k) E : lip is defined to 




y(k) = x(k)+n(k) 
. v(k)=L. v,, i>>,. - ,. v, ': l' 
x(k)=[x,, x, "" , xtij' 
»(k) = [n,, n,,..., nA 
13.: 3 Matrix Representation 
The matrix A' with "Al x N" elements in 1 is shown as 
x= 
Xu \,: . X, c 
z., x., x:, 
xt x,,: _ xt 









The autocorrelation matrix of the observation vectory is denoted as Rfl., which can be 
defined to be the expected value of the outer product ofy with itself. Mathematically, 
R=E{yy'}= 
= [xy ] : 1fx. '1' 
," (1) f (K-1) 
K -2 I"t, (... r11 ( 
,. ý Li',.,, (K-1) r,,. (h-2) ) 
The individual component can be estimated using the following 
IK 
r, ti(in)_ -1yy*(n-m) 
where * denotes complex conjugation. For example, 
f}1. (0) = hl l 
ýrýx, 










By the same token, the correlation matrices R, _, and R,,,, of the corresponding vectors 
x and is can be determined by replacing the subscripts with either "zt" or ",,,, " in 
(138), (139), etc. 
Note that throughout this report, the following terms are simplified as follows: 
R =R 
R.,, = R, 
(B 12) 
(B13) 





(ABC... )' =... C-'B'A' 
(A') =(A '); 
(A+B)' =A' +B' 
(AB)' = B' A' 
(ABC.. )' =... C'B'A' 
(A")-'=(A i)" 
(A+B)rr =Arr+B" 
(AB)" _ BrrA1i 













TRACE OF MATRICES 
tr(A)= A 
tr(A) = eig(A) 
tr(A)=tr(A`) 
tr(AB) = tr(BA) 
tr(A+B)=tr(A)+tr(B) 























tr(AXB) = A' B' 













. --ýýý ---' --- -'ý -- tr(X, BX)=ISX+tS`X 
ax 
( -- - tr( XBX ')= XB' + XB 





















tr( BXX' )_ (B + B' )X 
Ox 
ýý ti-( BI X' CXB )= C' XBB' + CXBB' 
cX 
tr( X' BXC) = BXC + B' XC' 
lr(AXBX' C) = A' C' XB' + CAXB 
a 
trl(AXlS+C. ')(AXK+c')' ]=2A'(Axif+c')B' 
a 
tr(X ® X) =ä tr( X)tr(X) = 2tr(X)I ýýX oX 
Higher Order 
a 
tr(X ') _ L(A, 
'_ý)" 
OX 










tr(13' CX, Y TCXBB' + C' XBB ` X' C' X OX 
+ CXBB' X' CX + C' XX' C' XBB' 
Other 
() ir(AX-'B)=-(X-'BAX-1)7 _-X-1ArBrX-r 
ý? X 
Assume C to he symmetric, then 
Ox 
(ý f .1---, 














PROOFS OF EQUATIONS 
Detailed Proof of Eqs. (5.21) and (5.22) 
Equation (5.21) involves the following gradient equation of the La rangian: 
uL( I-I. it) 
_,, iH t. HIE., 
+ K(72)] 0 
ý 
ýc11Iý: 'J+(11IIý`(ýn 0 ; 
` Iu(i:,; )]- -a [y(K6')l =0 r 1I OH c7lIf 
- ))1 
+(II ý1rtrý(RIIR')R(RHR')` )]-aHfpKa` 
ý) 
=> 






ý ýtrý(RIfR' -1)R (RHR' -1)' 
ý] 
CH 
+ ýý [, utr((RfIRý)R(RHRý)' )]=0 Oll 
=T, +T, =0 
I =o 






The matrix Ti can simplified as follows: 




i tr((RHR;, ' -I)R, 
'R,,; (RHR' -I) ý II 
= 















r I J 
from (C17): äX trkAXB+C)(AXB+C)` ]= 2A` (AXB+C)B` 
=2R, 
(K 









!,; R =(2RRHR 'R 
ý2 1 
= 2RRHR'R., 
I'R, I2 R' -2RR, 
I'R, I'Rý 






The matrix T, can he solved as follows: 
T, = jfýtr((RHR,, ')R(R,, HR')'ý ýH 
=, ci 
ý (tr((RHRý)Ri R i; (RHR, 
I')ý äfI 
`H[tr(((RHR,: ')R ý(RHR,, ') 
= 11 
0 
tr((RHR'R " +OýRHR'R 
I' 
+O), Ni 
= 2ýt(R )ý 
(RfIR 'R ý' +UýR, ý'R !, 2)r 
from (C 17): 
ax tr[(AXB+C)(AXB+C)' 
]=2A' (AXB+C)B' 




note: R ' =(R 
=2pRIIR'RI'RRý 
= 2fiR ! IR' R,; ' R' 
note: R,, 2 =(Rý2)'; R' 
(F3) 
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The gradient Eq. (Fl ) can now be solved by putting Eqs. (F2) and (F3) back into 
l"Ll. (F l ): 
öL(H, fr) , r+T, =O OH 
ý 2RýfIR'R, R,, ' -2R R, R'  
+ 2frR; HR,; ' =0 
R; ' HR' R R' - R R,. R' 
+pR; HR' =0 
=> R;; HR'R, R' R,, '+ pRil it 
RR, R' =0 
ý R HR' R, R, '+ EiR; Hk, ' = R R, R' 
R HR,, '( R,, R' +pJ pIR R, R,, ' 
R, 2 HR' = RR, R'(R, R' +IJ) ' 
=> RH = RR, R'(R, R' 
H= R2 RR, R'(R, RI +, cJ) ýR, ý' 
ýH= R'R, R,, '(R, R,, ' +pJ)-'R, '' 
=> I-I = R'R, 
(R'(R, R' +µl)-'R') 
=> H= R1 R, 
(R'(R, R,, '+fJ)R')-ý 
=> H= R' R, 
(R' R, R' R, ' '+ fJR' R,, ' 
)-ý 
=> li = R' R, 
(R,, 'R, I+ fJI 
. '. H=R,; 




Now, Eq. (F4) is the same as Eqs. (5.21) and (5.22). 
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