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We analyze the superconducting gap in semiconductor/superconductor nanowires under orbital
effects of a magnetic field in the weak- and strong-hybridization regime using a universal procedure
which guarantees the stationarity of the system, i.e., vanishing of the supercurrent induced by a
spatially varying vector potential. We perform minimization of the free energy with respect to
the vector potential which allows for taking into account the orbital effects even for systems with
intrinsically broken spatial symmetry. For the experimentally relevant scenario of a strongly coupled
semiconductor/superconductor system, where the wave function of the charge carriers hybridizes
between the two materials, we find that the gap closes due to the orbital effects in a sizable magnetic
field in correspondence with the recent experiment [S. M. Albrecht, et al., Nature 531, 206 (2016)].
I. INTRODUCTION
Over the last years Majorana bound states (MBSs),
the simplest non-Abelian particles, have attracted the
growing interest in the condensed matter physics due
to their potential application in fault-tolerant topologi-
cal quantum computation1,2. Among theoretical propos-
als of MBSs creation, including those based on topolog-
ical insulator-superconductor junctions3, graphene-like
systems4–7 or a chain of magnetic atoms8–11, the most
promising one is related to semiconductor nanowires in
which topological superconductivity can be induced by
the proximity effect in the presence of both the spin-orbit
interaction12 and the Zeeman effect13–15.
Although the existence of MBSs localized at the ends
of a nanowire has been confirmed in experiments16–22,
a typical experimental setup with a single wire prox-
imitized to a superconductor is insufficient for topolog-
ical quantum computation. Even an elementary braid-
ing operation requires at least a three terminal junc-
tion. Only recently, the extensive progress in synthe-
sis of semiconductor nanowires with a thin Aluminum
shell23,24 have directed experimental studies towards
multiterminal devices24–26 which can be used as proto-
types for topological quantum gates27–29. The pristine
interface between semiconductor and superconductor in
these heterostructures30, on the one hand guarantees the
hard superconducting gap in the nanowire31, and on the
other enables arbitrary alignment of the magnetic field
without destroying superconductivity21. In practice, the
perpendicular orientation of the magnetic field is the
most desirable for multiterminal structures as only this
alignment allows for inducing the topological phase in
all the nanowire branches simultaneously. In this case,
the orbital effects of the magnetic field become of high
importance since, as shown in Ref. 32, even for the mag-
netic field aligned with the nanowire axis, they lead to
the substantial modification of the topological phase di-
agram.
The standard way of theoretical treatment of the or-
bital effects is carried out by the incorporation of the
canonical momentum with the appropriate vector poten-
tial into the Hamiltonian. However, recent years showed
that the numerical adaptation of this method to the
Hamiltonian with the particle-hole symmetry, even via
the Peierls phase – which makes it robust against dis-
cretization errors – leads to ambiguous conclusions dif-
fering between subsequent studies.
In the first theoretical analysis of the robustness of
MBSs with respect to the magnetic field33 the authors
stated that even a few degrees of magnetic field titling
with respect to the nanowire axis destroys the zero en-
ergy modes due to the orbital effects. However, the fol-
lowing paper34 indicated that correct discretization of
the Bogoliubov-de Gennes Hamiltonian with the use of
the covariant derivative prevents the numerical artifacts
which wrongly suggest that MBSs are easily destroyed by
the orbital effects. As a result the topological phase can
survive sizable vertical field tilting in favor of creation
of the zero energy modes. The theoretical treatment of
the orbital effects becomes cumbersome in more realistic
models of heterostructures that aim at an accurate de-
scription of both the semiconducting nanowire and the
metallic superconducting shell. Particularly, as argued
by Nijholt and Akhmerov in Ref. 35, the orbital effects
of a magnetic field in the heterostructures with a thin Al
shell in the long-junction regime, break spatial and chiral
symmetries of the Hamiltonian which leads to the tilting
of the band structure and closing of the superconducting
gap even for weak magnetic fields.
In the light of the ongoing debate, within this paper we
provide careful analysis of the orbital effects on the clos-
ing of the superconducting gap. Our study settles the
aforementioned ambiguity both for the systems in the
weak-coupling regime and in the strong-coupling limit
applicable to the recently studied nanowires21,23,24,36.
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2We point out the importance of finding the stationary
state of the considered hybrid system – a configuration
where the supercurrent induced by the vector potential is
zero. Our method is based on the minimization of the free
energy with respect to the vector potential which avoids
the necessity of a prior choice of the vector potential ori-
gin. As we show, such an approach is crucial, since the
wrong adaptation of the vector potential into the Hamil-
tonian, can lead not only to different phase diagrams but
also to erroneous conclusions that the topological gap
closes in the range of parameters where it is still open.
First, the proposed method is demonstrated for the ho-
mogeneous nanowires with an uniform energy gap that
corresponds to the hybrid structures in the weak-coupling
limit. Then, it is used to study the orbital effects in the
realistic experimental setup with a thin Al shell where
we take into account the strong variance of the material
parameters in the heterostructure, providing good agree-
ment with the recent observations21.
II. MODEL
We consider a two-dimensional (2D) semiconductor
nanowire with the Rashba spin-orbit interaction and the
superconducting pairing induced by the proximity to a
thin superconducting layer. Assuming translational in-
variance in the x-direction, the Hamiltonian of the sys-
tem in the basis (ψe↑, ψh↓, ψe↓,−ψh↑) is given by
Hˆ =
(
pˆ
1
m∗(y)
pˆ− µ(y)
)
σ0τz + HˆSOIτz
+
1
2
g(y)µBBσzτ0 + σ0∆, (1)
with,
∆ =
(
0 ∆(y)
∆∗(y) 0
)
, (2)
and where m∗(y) is the spatially dependent effective
mass, g(y) is the g-factor, ∆(y) is the superconducting
gap, µ(y) is the chemical potential, B is the external
magnetic field oriented in the z-direction, perpendicular
to the nanowire plane, and σi, τi with i = x, y, z are
the Pauli matrices acting on spin- and particle-hole de-
grees of freedom, respectively. In Eq. (1), HˆSOI is the
Hamiltonian of the spin-obit interaction
HˆSOI =
1
2
{α(y),σ × pˆ} , (3)
taken in the form that ensures hermiticity for the spa-
tially varying strength of the coupling α(y), where σ =
(σx, σy, σz) and {· · · } denotes the anticommutator.
The orbital effects of the magnetic field are included
through the canonical momentum, pˆ = −i~∇2D + eAτz
with the vector potential in the Lorentz gauge A =
(−(y − y0)B, 0, 0), where y0 is the offset. Determination
of y0 will be discussed in the further part of this article.
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Figure 1. Schematic illustration of the considered systems:
(a) homogeneous nanowire with the uniform energy gap and
the width WInSb and (b) more realistic model of the semicon-
ductor nanowire with the superconducting thin Al shell with
the thickness WAl.
In the following, we first consider a homogeneous
nanowire with a uniform superconducting gap ∆ in-
side the wire as presented in Fig. 1(a). It corresponds
to the weak-coupling regime37 with a non-transparent
semiconductor/superconductor interface, where the su-
perconductor can be considered as a perturbation pro-
viding solely the electron-hole coupling (∆) in the normal
region. Then, we proceed to a more realistic model of the
Majorana nanowire with a superconducting thin Al shell
[see Fig. 1(b)]. In this case all the y-dependent quantities
in the Hamiltonian (1) have a form of step-like functions
with values different for the two materials. For InSb
nanowire we assume m∗InSb = 0.014m0, gInSb = −51,
∆InSb = 0, αInSb = 50 meVnm while the Al shell is
characterized by m∗Al = m0, gAl = 2, ∆Al = 0.25 meV,
αAl = 0.
Numerical diagonalization of the Hamiltonian (1) for
the heterostructure from Fig. 1(b) requires sophisticated
discretization, due to the large difference in the effec-
tive masses and Fermi energies between semiconductor
and superconductor. In order to minimize the numerical
errors, the discretization is carried out on a non-uniform
grid with two different lattice constants aInSb and aAl cor-
responding to the semiconducting and superconducting
components, respectively. Then, the finite differences of
the first and second derivatives along the y-axis are given
by
∂ψ
∂y
=
ψn+1 − ψn−1
yn+1 − yn−1 , (4)
∂
∂y
(
1
m(y)
∂ψ
∂y
)
=
1
2(yn+1 − yn−1) ×(
1
mn+1/2
ψn+1 − ψn
yn+1 − yn −
1
mn−1/2
ψn − ψn−1
yn − yn−1
)
, (5)
where mn±1/2 denotes the average value of the effective
mass between the grid points n and n± 1, respectively.
The numerical calculations are carried out on the rect-
angular grid with the following parameters: aInSb =
32 nm, aAl = 0.01 nm, WInSb = 100 nm and WAl = 10 nm
unless stated otherwise. The vector potential is intro-
duced into the numerical model through the Peierls sub-
stitution tn,m → tn,m exp (−i e~
∫
Adl). The numerical
calculations for the homogeneous system were performed
using the Kwant package38.
III. RESULTS AND DISCUSSION
A. Translation symmetry on a square lattice with a
magnetic field
The discrete form of Hamiltonian (1) on the square
lattice (xn, ym) = (n,m) is given by
Hˆ =
∑
n
[
(4t− µ)σ0τz + 1
2
gµBBσzτ0 + σ0∆
]
aˆ†n,naˆn,n
− tσ0τx
∑
n,m
(eiθ
x
n,m aˆ†n+1,maˆn,m + e
iθyn,m aˆ†n,m+1aˆn,m + h.c)
+ tSO
∑
n,m
(eiθ
y
n,mσxτzaˆ
†
n,m+1aˆn,m + h.c)
− tSO
∑
n,m
(eiθ
x
n,mσyτzaˆ
†
n+1,maˆn,m + h.c), (6)
where aˆ†n,m and aˆn,m are the creation and annihilation
operators on site (n,m), t = 1/2m∗a2, tSO = −iα/2a
with a being the lattice constant and θ
x(y)
n,m = −eAx(y)n,m/~
is the Peierls phase along the x(y)-axis in the magnetic
field B = ∇×A.
Note that the Hamiltonian (6) is no longer invariant
under the translation by one unit lattice vector because
the corresponding vector potential An,m is not invariant
under this discrete translation even though the magnetic
field B itself might be. It can be easily verified that the
translation operators
Tˆx =
∑
n,m
aˆ†n+1,maˆn,me
iθxn,mσ0τz, (7)
Tˆy =
∑
n,m
aˆ†n,m+1aˆn,me
iθyn,mσ0τz, (8)
do not commute with the Hamiltonian (6), [Tˆx(y), Hˆ] 6= 0.
To recover the translational invariance, the new magnetic
translational operators39 have to be constructed with the
general form given by
TˆMx =
∑
n,m
aˆ†n+1,maˆn,me
iχxn,mσ0τz, (9)
TˆMy =
∑
n,m
aˆ†n,m+1aˆn,me
iχyn,mσ0τz. (10)
The phases χ
x(y)
n,m are determined by the requirement
[TˆMx(y), Hˆ] = 0 which leads to
χxn,m = θ
x
n,m +mφn,m, χ
y
n,m = θ
y
n,m − nφn,m, (11)
with
φn,m =
e
~
(θxn,m + θ
y
n+1,m − θxn,m+1 − θyn,m), (12)
being the magnetic flux per unit cell. For the consid-
ered Lorentz gauge An,m = (−maB, 0, 0) the magnetic
translational operators are
TˆMx =
∑
n,m
aˆ†n+1,maˆn,mσ0τz, (13)
TˆMy =
∑
n,m
aˆ†n,m+1aˆn,me
inφσ0τz, (14)
where φn,m = φ = eBa
2/~.
The operators TˆMx , Tˆ
M
y commute with the Hamiltonian
(6) by construction. Physically, they correspond to the
transformation of the Hamiltonian (wave function) due
to the translation by one unit lattice vector along the x
and y-axis, respectively.
The zero-field form of TˆMx indicates that the transla-
tion along the x-axis by an arbitrary vector does not
change the Hamiltonian (6). However the translation
along the y-axis by the vector being integer multiple of
the lattice vector yd = (0, qa) with q ∈ Z [see Eq. (14)]
leads to the acquisition of the phase Φn = iqnφ, oppo-
site for electron and holes, which depends on the position
of site (m,n) on the lattice. In this case, to ensure the
gauge-invariance, the Hamiltonian (6) has to be trans-
formed by the unitary operator
Uˆ =
(
eiΦn 0
0 e−iΦn
)
. (15)
The transformation UˆHˆUˆ† modifies the superconducting
pair potential to the form ∆→ ∆ei2Φn , which guarantees
that the supercurrent js =
1
2∇Φ − eA does not change.
Specifically, if js = 0 this transformation preserves the
stationarity of the system. As we will show in the next
sections, the requirement of stationarity is indispensable
and has to be incorporated in the simulations of the Ma-
jorana nanowires that include the orbital effects through
the vector potential.
B. Homogeneous nanowire
We start from the simple homogeneous nanowire with
the uniform energy gap as presented in Fig. 1(a). The
induced energy gap is taken to be ∆InSb = 0.25 meV.
1. Symmetric system
Let us first consider the nanowire localized symmetri-
cally with respect to the x-axis and put the offset of the
vector potential y0 = 0 [see the top-left inset of Fig. 2(a)].
The main quantity under consideration is the topologi-
cal gap ∆∗ determined from the gapped Dirac cones at
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Figure 2. (a),(c) Topological energy gap ∆∗ as a function
of the magnetic field B and the chemical potential µ. (b),(d)
Dispersion relations E(k) calculated for µ = 2.3 meV and
B = 0.4 T. Top panels: results for the nanowire localized
symmetrically with respect to the x-axis and the vector po-
tential offset y0 = 0, bottom panels: results for the nanowire
shifted by the vector (0, yd) with yd = 8 nm and y0 = 0 (see
the insets in left-top corners). The inset in the left-bottom
corner of panel (a) presents topological energy gap ∆∗(B,µ)
calculated without orbital effects - the scale on the axes is the
same as on the main panel (a).
k 6= 0 in the topological phase as presented in Fig. 2(b).
In Fig. 2(a) we plot the map of ∆∗ calculated with the in-
clusion of the orbital effects as a function of the magnetic
field and the chemical potential. The shape of the topo-
logical phase contour strongly deviates from the one ob-
tained with sole Zeeman interaction [see the bottom-left
inset to Fig. 2(a)] which results from the renormalization
of the effective mass, spin-orbit coupling and chemical
potential due to the orbital effects40. Dispersion relation
for an exemplary set of parameters ensuring the topolog-
ical phase is presented in Fig. 2(b).
Now, let us transpose the nanowire by the vector
yd = (0, yd) with yd = 8 nm keeping the vector potential
offset y0 = 0 [see the inset in Fig. 2(c)]. Equivalently,
we can leave the position of the nanowire unchanged
and transform the vector potential changing the offset
y0 = −yd. In this case, if we do not take care of the ap-
propriate transformation of the Hamiltonian, the particle
and hole components acquire opposite phases from the
magnetic field as described in III A. This leads to tilting
of the band structure [see Fig. 2(d)] which corresponds to
generation of a suppercurrent41,42, to a significant reduc-
tion of the parameter space where the topological gap
is nonzero [c.f. Fig. 2(c) with Fig. 2(a)] and the strik-
ing conclusion that the magnetic field closes the super-
conducting gap which makes the creation of Majoranas
impossible.
Note that the correct treatment of the Bogoliubov-
de Gennes Hamiltonian under the gauge transformation
A → A + ∇Λ requires an appropriate transformation
of the wave function (ψe, ψh) → (ψee−i eΛ~ , ψhei eΛ~ ) and
the superconducting gap ∆→ ∆e−2i eΛ~ . As we checked,
in the case of nanowire displacement by the vector yd
when Λ = −ydBx, the numerical results do not depend
on the choice of yd giving the topological phase diagram
as presented in Fig. 2(a) even when the system is lo-
cated as in the inset to Fig. 2 (c). Seemingly, the as-
surance of the gauge invariance by the aforementioned
transformation solves the problem of artificial gap clos-
ing. However, in practice the gauge invariance only en-
sures that the results stay unchanged under the transfor-
mation A→ A+∇Λ but does not determine the primor-
dial alignment of the system with respect to the vector
potential. In other words, we could as well assume that
the results from Fig. 2(c)(d) present the physical solution
that remains unchanged upon the gauge transformation.
As we present in Sec. III A, the incorporation of the
magnetic field should rather be associated with an ad-
ditional condition for the vector potential which guar-
antees stationarity of the system. Physically, it can
be achieved by zeroing of the supercurrent js due to
appropriate choice of the vector potential. Determi-
nation of js for the considered system comes down to
js =
∑
n
e
i~ 〈ψn|[xσ0τz, Hˆ]|ψn〉 and requires calculation
of the eigenvectors. As the presence of the supercur-
rent corresponds rather to the excited than the ground
state, the condition js = 0 can be alternatively found in
a simpler way by minimizing the free energy which for
superconducting nanostructures takes the form43
F [∆(r),A(r)] = Eg + 2
∑
i
Eifi
− 2kBT
∑
i
[fi ln fi + (1− fi) ln(1− fi)] + FB (16)
where Ei are eigenvalues of the Hamiltonian (1), fi =
[exp(Ei/kBT ) + 1]
−1 is the Fermi distribution function
and T is a temperature. FB is a positive magnetic field
exclusion energy due to the screening supercurrent in-
duced by the magnetic field
FB =
∫
(B(r)−Ba)2
8pi
dr. (17)
In practice, to avoid divergence in the expression (16), we
calculate it with the respect to the free energy FN of the
corresponding normal state, δF = F − FN . Note, that
for T = 0, δF reduces to the formula for the condensation
energy
E∆ = −
∑
i
(Ei − ξi) + E∆ (18)
where ξi are the eigenvalues of the Hamiltonian (1) in
the normal state while E∆ can be treated as the energy
reference level independent on A(r).
5Minimization of E∆ with respect to the vector poten-
tial is the key point for the inclusion of the orbital ef-
fects, which guarantees the stationarity. It can be done
by appropriate choice of the vector potential offset y0
44.
Due to the reflection symmetry with respect to the x-
axis, for the considered homogeneous nanowire with the
chosen Lorentz gauge, the condition js = 0 requires the
vector potential offset y0 being always positioned in the
middle of the nanowire. This requirement is not met for
the system presented in the inset of Fig. 2(c) and the
gap closing in this case is a result of the non-stationarity
with js 6= 0. In Fig. 3 we present the condensation en-
ergy E∆ as a function of the offset y0 calculated for the
nanowire shifted by the vector yd [inset in Fig. 2(c)].
Nanowire boundaries are depicted by the dashed lines.
The distinct minimum of the condensation energy, which
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Figure 3. Condensation energy E∆ as a function of the
vector potential offset y0. The minimum of E∆ corresponding
to the stationary state with jc = 0 is located in the middle
of nanowire marked by the green vertical line. Results for
µ = 2.3 meV and B = 0.4 T.
ensures stationarity of the system (js = 0), is localized
exactly in the middle of the nanowire as we previously
inferred from the symmetry analysis. We also checked,
that for the considered homogeneous nanowire, the posi-
tion of this minimum does not change regardless of the
magnetic field and the chemical potential values. The
map of the topological gap determined by this method is
exactly the same as presented in Fig. 2(a), in which the
stationarity is preserved by construction, and does not
dependent on the translation vector yd.
2. Broken symmetry
For a symmetric system discussed above, even with-
out employing the minimization procedure it was possi-
ble to guess the alignment of the vector potential that
minimizes the supercurrent. This is however not possi-
ble when the spatial symmetry is intrinsically broken by,
e.g., potentials in Eq. (1) such the charge distribution
in the wire is not know a priori. To demonstrate that
let us assume that the system is localized symmetrically
about the x-axis with the vector potential offset y0 = 0
and the symmetry is broken by the applied electric field
Fy oriented along the y-axis.
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Figure 4. Band structures of the homogeneous nanowire
[Fig. 1(a)] in the presence of the transversal electric field Fy,
calculated (a) without the orbital effects, (b) with the orbital
effects and the vector potential offset y0 = 0 and (d) with the
orbital effects and the vector potential offset y0 = 5.5 nm de-
termined by the minimization of E∆ presented in (c). Results
for µ = 2.3 meV, B = 0.4 T and Fy = 0.6 kV/cm.
In this case, the sole presence of the transversal elec-
tric field without the magnetic orbital effects does not tilt
the band structures – E(k) are fully symmetric with re-
spect to k = 0 as presented in Fig. 4(a). The inclusion of
the orbital effects breaks the chiral symmetry C = τyRy
with Ry = σyδ(y + y′) leading to the band tilting as
presented in Fig. 4(b). Again, not taking care of the
stationarity leads to the wrong conclusion that the gap
closes already for low magnetic fields [see Fig. 4(b)]. In
fact, Fig. 4(b) corresponds rather to the excited state
with jc 6= 0. The full minimization of the condensation
energy [see Fig. 4(c)] clearly indicates that there is a vec-
tor potential offset y0 = 5.5 nm that corresponds to the
ground state and gives the band structure presented in
Fig. 4(d). In contrary to Fig. 4(b) it does not display the
gap closing.
C. Semiconductor/supercondcutor heterostructure
Finally, we turn our attention to the more realistic
model presented in Fig. 1(b), which explicitly treats
the thin superconducting Al shell. Before discussing
the orbital effects, we start from the brief overview of
an appropriate semiconductor/superconductor interface
parametrization which ensures the induced gap values
as observed in recent experiments on nanowires with
an epitaxial Al shell. Very recently the hybridization
at the semiconductor/superconductor interface in Ma-
jorana devices has been studied by the self-consistent
Schro¨dinger-Poisson approach45,46. It has been pointed
out that the quantitative description of the interface re-
quires consideration of the band offset Vb which results
6from the difference between the electron affinity of the
semiconductor and the work function of the metal. As
reported in the recent ARPES studies46, Vb is negative
for the epitaxially grown InAs/Al heterostructure sup-
porting the scenario of the band bending which localizes
the charge near the semiconductor/superconductor in-
terface. This effect combined with the back-gate electric
field substantially strengthens the hybridization between
the states at the interface which otherwise is unfavorable
due to the large difference between the effective masses
and the chemical potentials in both materials. However,
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Figure 5. (a) Band structures of the InSb/Al nanowire. The
color of the curves determines the amount of the wave func-
tion localized in the supercondcutor. (b) The potential profile
V (y) (red-dashed line) for the gate voltage Vg = −0.5 eV and
the band offset Vb = −0.15 eV together with the squared value
of the wave function calculated at kF ≈ 0.1 nm−1 where the
strong hybridization is observed. (c) Band structure of the
system in the superconducting state. Due to the strong hy-
bridization the induced gap ∆∗ = 0.25 meV corresponds to
the one assumed in the Al shell. Results for B = 0.4 T with-
out the orbital effects.
even the accumulation of the charge near the semicon-
ductor/superconductor interface does not guarantee the
superconducting gap in the semiconductor. In fact, it is
possible only if a strongly hybridized band crosses the
Fermi level. This can be obtained by an appropriate ad-
justment of Al electronic states so that the energy of one
of them crosses the Fermi level at the k vector near the
crossing point for the InSb lowest subband. This makes
the induced gap sensitive to the Al layer thickness and
the value of Vb
45. In order to study the orbital effects in
an experimentally observed gap regime we assume that
the whole heterostructure is attached to the gate from the
side of semiconductor, as in the experiment. For simplic-
ity, we do not consider the Hartee potential - the full
self-consistent calculations45,46 are time consuming and
do not change the main conclusions of our study. Under
these assumptions the negative gate voltage Vg generates
the triangular-shaped potential [see Fig. 5(b), red dashed
line] which together with negative band offset Vb mimics
the charge accumulation layer near the interface. In our
calculations we take Vg = −0.5 V, Vb = −0.15 eV, and
µInSb = 0.
5 0 5 10
y0 [nm]
0.7
0.6
0.5
[m
eV
]
SEM SC
Figure 6. Condensation energy E∆ as a function of the
vector potential offset y0 for InSb/Al heterostructure. The
superconductor is marked by the gray area. Results for B =
0.4 T.
(a) B=0.2 T (b) B=0.4 T
Figure 7. Band structures of the InSb/Al nanowire calcu-
lated with the inclusion of the orbital effects for (a) B = 0.2 T
and (b) B = 0.4 T.
In Fig. 5(a) we present the electron band structure of
the InSb/Al nanowire obtained by the numerical solution
of the Schro¨dinger equation with the spatially depen-
dent effective mass, chemical potential, spin-orbit con-
stant and g-factor. The color of the curves determines
how strongly different bands are coupled to the super-
conductor which is quantified by the amount of the wave
function localized in superconductor
ζ =
∫ WAl
0
|ψn(y, k)|2dy. (19)
The electronic state configuration which ensures strong
hybridization at the Fermi level is obtained by the slight
modification of the chemical potential to µAl = 10.5 eV
7from the bulk Al value 11.7 eV47. This leads to the sit-
uation where the substantial part of the wave function
is localized in the superconductor - see Fig. 5(b), blue
line. Then, as presented in Fig. 5(c), the induced gap
∆∗ = 0.25 meV is close to that assumed for the Al shell.
The correct parametrization of the semiconduc-
tor/superconductor heterostructure which ensures the
strong-coupling regime is crucial for understanding the
impact of the orbital effects on the topological gap, com-
patible with the recent experimental observation. To
show that we start from calculations of the condensation
energy E∆ as a function of the vector potential offset y0
- see Fig. 6. The dependence E∆(y0) exhibits the dis-
tinct minimum exactly at the middle of superconductor
(y0 = 5 nm) Its position is independent on the magnitude
of the magnetic field.
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Figure 8. Critical field Bc as a function of nanowire thickness
WInSb
Distinct hybridization of states in the considered
strong-coupling regime localizes the wave function in the
superconductor near the zero of the vector potential mak-
ing the induced superconducting gap robust against the
orbital effects. The band structures calculated with the
inclusion of the orbital effects for different magnetic field
magnitudes (see Fig. 7) show that the gap closes for
Bc = 0.4 T close to the value reported in the exper-
iment – compare with Fig. 3(d) from Ref. [21]. Note
that, for the case of sole Zeeman interaction the physical
restriction for the presence of the induced gap is the crit-
ical field of the Al shell above which superconductivity
in Al is destroyed. Assuming that the superconducting
properties of 10 nm thick Al shell do not strongly deviate
from those for the bulk, we can estimate the Pauli param-
agnetic limit based on the Clogston-Chandrasekhar for-
mula Bc,P = ∆/
√
2µB , where µB is the Bohr magneton.
For the assumed ∆ = 0.25 meV, the estimated value
Bc,P = 3 T is significantly higher than the one observed
experimentally.
Finally, in Fig. 8 we present the critical field as a func-
tion of the nanowire thickness WInSb. As expected, the
critical field increases for narrower wires. Nevertheless,
even for small WInSb Bc is much less than the paramag-
netic limit Bc,P indicating the significance of the inclu-
sion of the orbital effects in reliable modeling of topolog-
ical properties of hybrid nanowires.
IV. SUMMARY
We have analyzed the impact of the magnetic orbital
effects on the superconducting gap closing in hybrid Ma-
jorana nanowires. We have demonstrated that the van-
ishing of the supercurrent – stationarity – is the neces-
sary condition for a proper description of the semicon-
ductor/superconductor hybrid under the magnetic field.
We have proposed that the stationarity can be acquired
by minimizing the free energy of the structure with re-
spect to the vector potential. Following that proce-
dure we have studied the superconducting gap in semi-
conductor/superconductor heterostructures in weak- and
strong-coupling regimes. The proposed scheme avoids
the need of an a priori choose of the location of the vec-
tor potential origin that might lead to erroneous con-
clusions or even can be simply impossible to determine
for systems with intrinsically broken symmetry. Finally,
for the realistic heterostructure with a thin Al shell with
the account taken to the strong variance of the material
parameters, we have found that the critical field is com-
parable to that reported in the recent measurement for
gated nanowires21.
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