Introduction
Even with the rapid advancement of molecular technologies for genotyping, genotyping errors are still unavoidable, leading to false positive results, false negative results, or both when these errors are not treated appropriately [1] [2] [3] [4] [5] [6] [7] [8] . Many studies have reported the effects of genotyping errors in genetic studies [3] [4] [5] [6] . It has been shown that, in linkage studies, an error rate of as low as 1-2% can have a substantial impact on the study results [4] . In haplotype analysis, a 1% genotyping error rate can reduce the accuracy of some statistical methods by as much as 60%; with a 10% error rate, no method can have an accuracy of greater than 30% [32] . Gordon et al. showed that in case-control studies, an increased genotyping error rate requires a larger sample size necessary (SSN) to maintain the same asymptotic Type I and Type II error rates [34] . They further showed that every 1% increase in the sum of genotyping error rates requires a 2-8% increase in both case and control SSN [34] . The necessity of confronting this issue is fortified by the fact that all studies in which errors were checked reported non-negligible error rates of from 0.2% to more than 15% per locus [5] .
Although the occurrence and consequence are similar, genotyping errors have various causes, generally resulting from four origins. First, variation in DNA sequence, such as the occurrence of null alleles in microsatellite studies, may result in failure to amplify an allele and may thus generate a genotyping error [5, 38] . Second, an error can also originate from low quantity or low quality of DNA. Allelic dropouts and false alleles can be induced from a low number of target DNA molecules [39] . Low quality of DNA may be encountered in forensic studies and in the study of rare diseases for which affected individuals are very difficult to recruit and in turn low-quality DNA samples are collected and studied. Third, genotyping errors can be generated due to the limitations in the available technologies, such as the '+A artefact' in PCR [40] and shortcomings in genotype scoring software [4, 41] . Fourth, human factors are the main cause of genotyping errors in many genetic studies [3, 5, 6] . These four causes, as well as others, can also sometimes interact to generate genotyping errors which further complicates the situation [5] . Because so many factors can lead to genotyping errors, it is likely that all data sets have errors [4, 5] .
Although the identification and treatment of genotyping errors is an important issue in genetic studies and has received increasing attention in recent years [2-5, 8, 42-50] , few studies have addressed genotyping errors in samples consisting of unrelated individuals [5] . Most of the methods proposed focus on pedigree data [4, [42] [43] [44] [45] [46] [47] [48] [50] [51] [52] , and the errors are detected mostly through Mendelian consistency checking and/or Hardy-Weinberg equilibrium (HWE) testing. Few methods deal with genotyping errors for unrelated population data [8, 13, 15, 25, 48, 53] , and all these methods rely on external 'validation' study or the use of replicates to get estimates of error rates (i.e., error rates are assumed to be known in the main study). To the best of our knowledge, Scheet and Stephens [54] were the first to detect genotyping errors directly from genotype data of unrelated individuals. However, their model may have an identifiability issue that will be explained below.
In the present article, we consider several models, which were originally proposed for pedigree data, to detect genotyping errors in unrelated population samples and investigate the identifiability of the parameters in these models. The performance of these models is then assessed through simulations. We also demonstrate the practical utility of two particular models by applying them to a data set from the HapMap project.
Methods
Let 1 and 2 denote the two alleles at a biallelic marker under study; p 1 and p 2 denote the frequencies of alleles 1 and 2, respectively ( p 1 + p 2 = 1); and the numbers of the observed three genotypes (1 1), (1 2), and (2 2) be n 1 , n 2 , and n 3 so that the sample size n = n 1 + n 2 + n 3 . Let O denote the observed genotype and T denote the true genotype, which may not be directly observable because of genotyping errors, for an individual. Although there are three observations (n 1 , n 2 , and n 3 ), there are only two degrees of freedom because of the constraint n = n 1 + n 2 + n 3 . Therefore, given the observed genotype data, any model with more than two parameters cannot be identified uniquely. Because the model of Scheet and Stephens [54] has three parameters (one parameter for allele frequency and two parameters for error rates), its parameters cannot be uniquely determined by the distribution of O, i.e., the parameters are not identifiable. Strictly speaking, a parameter for a family of distributions { f ( x ͉ ): D ⌰ } is identifiable if distinct values of correspond to distinct distributions. Identifiability is a property of the model, not of an estimator or estimation procedure. If the model is not identifiable, it is difficult to make an inference [55] . We do note that, even though the model parameters are not identifiable, it is still acceptable to use the error models to simulate data, as performed in Gordon et al. [34] . We assume that the underlying true genotype data are in HWE, and that no data are missing.
The first model, the so-called allelic model, assumes that the errors are induced randomly and independently into alleles. This model involves two error rates defined below 1 = Pr(observed allele is 2 ͉ true allele is 1) 2 = Pr(observed allele is 1 ͉ true allele is 2). This model has been presented and used by other researchers [48, 56] . Table 1 shows the genotype penetrances, i.e., the probability of observing one genotype given the true genotype [4, 34, 48] , for this model. Similar to that in Zou and Zhao [15] , we have
As Note that other types of error models have been described in the literature [4, 34, 57] as well. With the same notation (refer to the note of table 1 ) as in Sobel et al. [4] , we describe the genotype penetrances of Sobel's general models in table 1 for biallelic genotype data. When 3 = 0, Sobel's general model degenerates into Scheet's allelic model [54] , whose penetrances are also shown in table 1 . Both models have non-identifiable parameters because the numbers of parameters are more than two. We further simplify these two models by including only one error rate, and the resultant model is the simplified allelic model, as shown in table 1 . In the following, we focus only on the simplified allelic model.
As shown in the Supplementary Material, the parameters of the simplified allelic model are not identifiable. As a consequence, the maximum likelihood estimate (MLE) of the parameters, p 1 and , may not be unique. For example, if the observed numbers of genotypes (1 1), (1 2), and (2 2) are 300, 600, and 100, the estimates (0.6 + ͱ 0.24/2, 0.6 -ͱ 0.24/2) and (0.6 -ͱ 0.24/2, 0.6 + ͱ 0.24/2) of ( p 1 , ) give identical genotype distributions. Consequently, these two parameter sets maximize the log-likelihood function with identical value, 300 ! log(0.3) + 600 ! log(0.6) + 100 ! log(0.1) (less a constant of log(1,000!) -log(300!) -log(600!) -log(100!)). The second model, the homo-heterozygote model, can be expressed as
Its penetrances are shown in table 1 . A similar but more complicated model for nuclear-family data was introduced by Douglas et al. [58] . We can see from the Supplementary Material that the parameters of the homo-heterozygote model are not identifiable. It is not straightforward to make the model parameters identifiable by putting constraints on the parameter space, as we do for the simplified allelic model. Simplified allelic model
Refer to 'Methods' section for the definitions of 1 , 2 , and for the above models except Sobel's general model and Scheet's allelic model. 
. 4 = Pr(observe heterozygote ͉ true is homozygote).
The definitions of and * of Scheet's allelic model are as following: = Pr (observe heterozygote ͉ true is homozygote). * = 2 Pr(observe homozygote ͉ true is heterozygote.
The allelic model described above assumes that errors are introduced randomly and independently into alleles. When assuming that genotyping errors are introduced randomly and independently into genotypes, we have the following genotypic error model
Its penetrances are shown in table 1 . We can see from the Supplementary Material that the parameters of the genotypic model are not identifiable. However, with the constraint D [0, 1/3] on the parameter space where Ί C 1 + Ί C 3 Ն 1, the model parameters become identifiable.
Under any of the aforementioned error models, the genotyping error rates, as well as the allele frequencies, are functions of C 1 and C 3 (actually, functions of any two of C 1 , C 2 , and C 3 ). Plotted in figure 2 A-C are respectively the distributions of solutions of error rates under the simplified allelic model, the homo-heterozygote model, and the genotypic model, for possible values of (C 1 , C 3 ). It can be seen that for most values (about 65%) of (C 1 , C 3 ), the simplified allelic model does not have a real number solution for the error rate (although complex solutions exist, they do not qualify as an error rate); for almost one-half (about 46.2%) of the (C 1 , C 3 ) values, the homo-heterozygote model does not have a solution within [0, 1] for the error rate; whereas for only a small fraction (about 0.67%) of the (C 1 , C 3 ) values, the genotypic model does not have a solution in [0, 1] for the error rate. In the following, we evaluate the performance of only the two models with identifiable parameters: the simplified allelic model and the genotypic model.
We conducted a simulation study by setting the major allele frequency (MAF) as 0.6; the error rate as 0.06, 0.02, and 0; and the sample size as 1,000. We assumed HWE in the models. We also investigated the influences of departure from HWE on the estimates of error rate and allele frequency. We followed a model of departure from HWE in the literature [59] as described below
where p kl is the frequency of genotype (k l), ␦ kk = 1 and ␦ kl = 0 ( k 0 l ), and f is the inbreeding coefficient or fixation index indicating the magnitude of departure from HWE. We also applied the genotypic model and the simplified allelic model to one real data set from the HapMap project [60] to evaluate the performance of these models. We used the genotype data from 44 Japanese individuals on chromosome 17 that were released in October 2005. After eliminating the SNPs with missing genotypes and those which were homozygous, a total of 14,803 out of the original 24,336 SNPs were left and were used in this study. 
Results
The simulation results are summarized in table 2 , which shows that the genotypic model works well and, in general, better than the simplified allelic model. Figures  3 A-E reveal important properties of the genotypic model through this simulation study on the basis of 1,000 simulated datasets with a major allele frequency of 0.6, an error rate of 0.06, and a sample size of 1,000. Shown in figures 3 A and B are the empirical coverage probability of the confidence intervals for the estimates of allele frequency and error rate (similar patterns can be observed for an error rate of 0.02). Those two plots suggest that the estimates of parameters and standard errors are reliable. For the simplified allelic model, the coverage probability of the confidence intervals for the estimate of allele frequency is similar to figure 3 A; however, the coverage probability of the confidence intervals for the estimate of error rate is not as good as figure 3 B. For the simplified allelic model, the function (less a constant of log(1,000!) -log(300!) -log(600!) -log(100!)) is plotted only for the values greater than or equal to -1,000, assuming observations n 1 = 300, n 2 = 600, and n 3 = 100. For the homo-heterozygote model, the function (less a constant of log(1,000!) -log(810!) -log(180!) -log(10!)) is plotted only for the values greater than or equal to -530, assuming observations n 1 = 810, n 2 = 180, and n 3 = 10. power under different significance levels. Both the power and type I error rate from the simplified allelic model are lower than those from the genotypic model (data not shown). Figures 3 D and E display the effects of departure from HWE on the genotypic model. As expected, the estimation accuracy depends on the magnitude of departure from HWE: the further away from HWE, the lower the accuracy. However, we observe that the estimation is not very sensitive to departure from HWE.
We applied both the genotypic model and the simplified allelic model to the aforementioned HapMap data. At each SNP, the p value (for testing the hypothesis that the error rate is 0) is reported from the model with a higher likelihood value. The distributions of the estimated error rates have a high spike around zero, and drop quickly at points away from zero. The summary statistics may reflect the distribution. For example, the mean, median, and standard deviation of the estimated error rates under the genotypic model are 0.024, 1.831 ! 10 -7 , and 0.048, respectively. Figure 3 F shows the (base 10) log-transformed p values for the error rate at each locus after eliminating markers with missing genotypes and which are homozygotes. None of the models listed in table 1 can distinguish between genotyping error and departure from HWE (i.e., Hardy-Weinberg disequilibrium from non-genotyping error causes, such as nonrandom mating). Even with very small p values, some of the SNP configurations may be real and due to local linked selection, instead of genotyping errors. SNPs that are close to each other on the chromosome usually have a high level of linkage disequilibrium between them. Consequently, these SNPs may have a similar level of departure from In the simulation study, 1,000 data sets were simulated, assuming a major allele frequency of 0.6, an error rate of 0.06, and a sample size of 1,000.
HWE if it is due to local selection. figure 3 F are not adjusted for multiple comparisons.
Discussion
The error models considered in this article have been used for pedigree data. Note that all of them can be derived from the general model proposed by Sobel et al. [4] . Although some work has been conducted to detect genotyping errors for pedigree data, little work has been done for unrelated population data. In this article, we consider the issue of genotyping error detection for unrelated population data by investigating some error models originally proposed for pedigree data. In particular, assuming HWE (for the underlying data without errors), both the genotypic model and the simplified allelic model can detect genotyping errors. This holds promise for using statistical methods to detect genotyping errors without having to genotype relatives or resample replicates.
Detecting genotyping errors on the basis of these error models differs from detection based on testing HWE in two main ways. First, the HWE test is only a hypothesis test, whereas the error models also provide estimates of the error rates. Second, we can obtain estimates of the true allele frequencies by using these error models, which is very important in practice.
We need to put some constraints on the parameter space in order to make the model parameters (i.e., the simplified allelic and genotypic models) identifiable. The simplified allelic model becomes identifiable when the error rate is at most 0.5, and the genotypic model becomes identifiable when the error rate is at most 1/3 when Ί C 1 + Ί C 3 Ն 1. We know that in genotyping, the labeling is arbitrary, i.e., which of the two alleles is assigned the value of '1' (using '1' and '2' for the two alleles) is arbitrary.
For the simplified allelic model, if the error rate is higher than 0.5, we can simply switch the label, and the error rate becomes 1 -, which is smaller than 0.5. The extreme case is that = 1, i.e., allele 1 is typed as allele 2 and allele 2 is typed as allele 1 completely, which implies perfect genotyping (i.e., = 0 with switched labels). Therefore, the simplified allelic model has a reasonable identifiability condition in consideration of the arbitrary labeling in genotyping. For genotypic model, there exist two real solutions to the error rate in the region ( C 1 -C 3 ) 2 + 4( C 1 + C 3 ) 1 4 and C 1 + C 3 ^ 1, with one larger than 1 and the other one in [0, 1/3] . Therefore restricting D [1/3, 1] does not work on the entire parameter space. In addition, it is not plausible to have error rate larger than 1/3 in practice.
Our simulation study shows that, in general, the genotypic model performs better than the simplified allelic model in terms of parameter estimates and sensitivity to initial values. Both models perform a little better in the case of 1 0 than in the case of = 0. This may be because is on the boundary of the parameter space when = 0. We also observed that the sample size has a larger effect on type II error, and thus power, than on type I error. When the sample sizes are small, the models may have low power to detect genotyping errors. However, once an error is detected, it is highly possible that the error will be observed. With the fixed sample sizes in our simulation study, the power of detecting small error rates is relatively low, which is expected and common in genetic studies. We always need to increase sample size to detect small effects.
When choosing among the models that we present to practice genotyping error detection, we may make our decision on the basis of knowledge from both the experiment and the data. For example, we may take into consideration the genotyping technique used (e.g., allele-specific technique), the calling software, and the fitting of the models to the data. We found in our simulation study that for the region shown as 'no solution' in figure 2 A ( Ί C 1 + Ί C 3 Ն 1), the likelihood values of the genotypic model were uniformly higher than those of the simplified allelic model (data not shown). For the region Ί C 1 + Ί C 3 Ͻ 1, the likelihood of the simplified allelic model is always larger than that of the genotypic model. Therefore, these two models may complement each other in practice.
It is commonly known that genotyping errors exist in most genotype data and have substantial effects on biological conclusions. However, they are neglected most of the time, especially for unrelated population data. As stated in Sobel et al., 'Marker genotyping errors are the skeleton in the closet of statistical genetics' [4] . The pres-ent work intends to estimate error rates for the genotype data, so researchers can base their analysis on the estimated error rates to increase power and decrease bias without genotyping family members or replicates [13, 15, 48] . Of note, duplicate typing directly captures consistency rather than accuracy. This has been noticed by other researchers as well [4, 61] .
As in many other works in the literature, we focused on a single biallelic marker, which may be too simplified in practice. To have a more flexible model for more practical scenarios, we should consider more markers simultaneously and take into account linkage disequilibrium information, as suggested by Sobel et al. [4] and Scheet and Stephens [54] . Another future direction is to relax the assumption of HWE where the influence of departure from HWE can be disentangled from genotyping error.
