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Abstract
In this paper, we consider the higher order difference equation
y(k + n) + p1(k)y(k + n − 1) + p2(k)y(k + n − 2) + · · · + pn(k)y(k)
=f
⎡
⎣k, y(k), y(k + 1), . . . , y(k + n − 1), k−1∑
s=k0
g(k, s, y(s), . . . , y(s + n − 1))
⎤
⎦ , (1)
k ∈ N(k0) = {k0, k0 + 1, k0 + 2, . . .}, k0 ∈ {1, 2, . . .}. With the aid of a discrete inequality, we obtain some sufﬁcient conditions
which guarantee that for every solution y(k) of (1) satisﬁes the equation as k → ∞,
y(k) =
n∑
i=1
(i + o(1))zi (k),
where i , i = 1, 2, . . . , n are constants, {zi(k)}ni=1 are any independent solutions of the equation
z(k + n) + p1(k)z(k + n − 1) + p2(k)z(k + n − 2) + · · · + pn(k)z(k) = 0, k ∈ N(k0).
© 2006 Elsevier B.V. All rights reserved.
MSC: 39A10
Keywords: Difference equation; Asymptotic behavior of solutions; Discrete inequality
 This research is supported by the NSF of China and Shandong Province.
∗ Corresponding author.
E-mail addresses: jianliyao@163.com (J. Yao), fwmeng@qfnu.edu.cn (F. Meng).
0377-0427/$ - see front matter © 2006 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2006.05.039
J. Yao, F. Meng / Journal of Computational and Applied Mathematics 205 (2007) 640–650 641
1. Introduction
We consider the higher order difference equation
y(k + n) + p1(k)y(k + n − 1) + p2(k)y(k + n − 2) + · · · + pn(k)y(k)
= f
⎡
⎣k, y(k), y(k + 1), . . . , y(k + n − 1), k−1∑
s=k0
g(k, s, y(s), . . . , y(s + n − 1))
⎤
⎦ , (1)
where pi(k) (i = 1, 2, . . . , n) are functions on N(k0) = {k0, k0 + 1, k0 + 2, . . .}, and pn(k) = 0 for all k ∈ N(k0); f
is a real valued function on N(k0) × Rn+1, g is a real valued function on N(k0) × N(k0) × Rn.
Here we suppose that the general solution of the difference equation
z(k + n) + p1(k)z(k + n − 1) + p2(k)z(k + n − 2) + · · · + pn(k)z(k) = 0, k ∈ N(k0) (2)
is known, and let {zi(k)}ni=1 are any independent solutions of (1.2).
We will prove that under some sufﬁcient conditions all solutions of (1) satisfy the equation as k → ∞,
y(k) =
n∑
i=1
(i + o(1))zi(k), (3)
where i , i = 1, 2 . . . , n are constants.
It is very difﬁcult for us to solve the nonlinear difference equation (1). But according to our results, we can get the
asymptotic representation of the solutions of the equation under some conditions.
2. Discrete inequalities
In the sequel we will require the following discrete inequalities which extend the known discrete inequality obtained
by Meng [3], and under certain conditions, our inequalities are better than some well-known results.
Deﬁnition. A function g(u) is said to belong toF if g(u) is nondecreasing and continuous on (0,∞) and
g(u)
v
g
(u
v
)
, u0, v1.
It is easy to see that g(u) ∈F implies ∫∞
u0
(1/g(s)) ds = ∞, where u0 > 0.
Every where we adopt the convention that
∑n
k=s (k) = 0 if n< s.
Lemma 1 (Wang [3]). Let x(k), hi(k), i=1, 2, . . . , m, be real valued nonnegative functions deﬁned onN(k0), gi(u) ∈
F, i = 1, 2, . . . , m. Suppose that the discrete inequality
x(k)f (k) +
m∑
i=1
⎛
⎝ k−1∑
s=k0
hi(s)gi(x(s))
⎞
⎠
holds for all k ∈ N(k0). Then we have
x(k)f (k)
m∑
i=1
Ei(k), k ∈ N(k0),
where
Ei(k) = G−1i
⎡
⎣Gi(1) + k−1∑
s=k0
hi(s)
i−1∏
j=1
Ej(s)
⎤
⎦ , i = 1, 2, . . . , m.
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Gi(u) =
∫ u
u0
(1/gi(s)) ds, 0<u0, u0, G−1i is the inverse of Gi . Here it is supposed that
0∏
i=1
Ei(k) = 1, k ∈ N(k0).
Lemma 2. Let x(k), hi(k) (i = 1, 2, . . . , m) be real valued nonnegative functions deﬁned on N(k0), i (k)1 (i =
1, 2, . . . , m) and a(k)1 be nondecreasing onN(k0), gi(u) ∈F (i=1, 2, . . . , m). Suppose that the discrete inequality
x(k)a(k) +
m∑
i=1
i (k)
⎡
⎣ k−1∑
s=k0
hi(s)gi(x(s))
⎤
⎦ (4)
holds for all k ∈ N(k0). Then we have
x(k)a(k)
m∏
i=1
i (k)
m∏
i=1
Ei(k), k ∈ N(k0), (5)
where
Ei(k) = G−1i
⎡
⎣Gi(1) + k−1∑
s=k0
hi(s)
i∏
j=1
j (s)
i−1∏
j=1
Ej(s)
⎤
⎦ , i = 1, 2, . . . , m, (6)
Gi(u) =
∫ u
u0
(1/gi(s)) ds, 0<u0, u0,G−1i is the inverse of Gi . Here it is supposed that
0∏
i=1
Ei(k) = 1, k ∈ N(k0). (7)
Proof. The proof is by mathematical induction.We ﬁrst suppose that herem=1. Since a(k) is nondecreasing, g1 ∈F
and a(k)1, and 1(k)1, from (4), we see
x(k)a(k) + 1(k)
⎛
⎝ k−1∑
s=k0
h1(s)g1(x(s))
⎞
⎠ ,
which follows
x(k)
a(k)1(k)
1 +
k−1∑
s=k0
h1(s)
1
a(s)
g1(x(s))
1 +
k−1∑
s=k0
h1(s)1(s)g1
(
x(s)
a(s)1(s)
)
. (8)
Now using the discrete Bihari’s inequality [1], we obtain
x(k)a(k)1(k)E1(k), k ∈ N(k0),
where
E1(k) = G−11
⎡
⎣G1(1) + k−1∑
s=k0
h1(s)1(s)
⎤
⎦
.
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This proves that (5) is true for m = 1. Noting ∫∞
u0
(1/g1(s)) ds = ∞, we know that
G1(1) +
k−1∑
s=k0
h1(s)1(s) ∈ Dom(G−11 ), k ∈ N(k0).
Now supposed that (5) is true for m = l. Then for m = l + 1 we may rewrite the inequality (4) as
x(k)a1(k) +
l∑
i=1
i (k)
⎡
⎣ k−1∑
s=k0
hi(s)gi(x(s))
⎤
⎦ , (9)
where
a1(k) = a(k) + l+1(k)
k−1∑
s=k0
hl+1(s)gl+1(x(s)).
Obviously, here a1(k) satisﬁes the condition for a(k), so by the inductive assumption we obtain from (8)
x(k)a(k)R(k) + R(k)l+1(k)
⎡
⎣ k−1∑
s=k0
hl+1(s)gl+1(x(s))
⎤
⎦ ,
where
R(k) =
l∏
i=1
i (k)
l∏
i=1
Ei(k).
So we have
x(k)
a(k)R(k)l+1(k)
1 +
k−1∑
s=k0
hl+1(s)R(s)l+1(s)gl+1
(
x(s)
a(s)R(s)l+1(s)
)
. (10)
This inequality is of the form (8), and hence by the ﬁrst step of our proof we get from (10)
x(k)a(k)R(k)l+1(k)G−1l+1
⎡
⎣Gl+1(1) + k−1∑
s=k0
hl+1(s)l+1(s)R(s)
⎤
⎦
a(k)
l+1∏
i=1
i (k)
l+1∏
i=1
Ei(k), k ∈ N(k0).
This proves that (5) is true for m = l + 1. Noting ∫∞
u0
(1/(gl+1(s))) ds = ∞, we know that
Gl+1(1) +
k−1∑
s=k0
hl+1(s)l+1(s)R(s) ∈ Dom(G−1l+1), k ∈ N(k0).
The proof is completed. 
Example 1. The following example illustrates Lemma 2. Let
x(k)a(k) +
m∑
i=1
i (k)
⎛
⎝ k−1∑
s=k0
hi(s)[x(s)]ri
⎞
⎠ ,
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where 0<ri1, i = 1, 2, . . . , m. We note that xri ∈F, and x, a, hi,i (i = 1, 2, . . . , m) are deﬁned as in Lemma 2.
It is easy to observe
Gi(u) =
⎧⎪⎨
⎪⎩
1
1 − ri [u
1−ri − u1−ri0 ], 0<ri < 1,
ln
u
u0
, ri = 1, i = 1, 2, . . . , m
and
G−1i (u) =
{ [(1 − ri)u + u1−ri0 ]1/(1−ri ), 0<ri < 1,
u0 exp(u), ri = 1, i = 1, 2, . . . , m.
Similarly, we obtain
Ei(k) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
[
1 + (1 − ri)
k−1∑
s=k0
hi(s)
(
i∏
j=1
j (s)
)(
i−1∏
j=1
Ej(s)
)]1/(1−ri )
, 0<ri < 1,
exp
[
k−1∑
s=k0
hi(s)
(
i∏
j=1
j (s)
)(
i−1∏
j=1
Ej(s)
)]
, ri = 1, i = 1, 2, . . . , m.
Here it is supposed that
0∏
i=1
Ei(k) = 1, k ∈ N(k0).
We conclude that
x(k)a(k)
m∏
i=1
i (k)
m∏
i=1
Ei(k), k ∈ N(k0).
Lemma 3. Let the following conditions be satisﬁed:
(i) x(k), fi(k) (i = 1, 2, . . . , m), gj (k) and hj (k) (j = 1, 2, . . . , l) are real valued nonnegative functions deﬁned
on N(k0), a(k)1 is nondecreasing on N(k0);
(ii) the following discrete inequality
x(k)a(k) +
m∑
i=1
⎛
⎝ k−1∑
s=k0
fi(s)[x(s)]ri
⎞
⎠+ l∑
i=1
⎡
⎣ k−1∑
s=k0
gi(s)
⎛
⎝ s−1∑
t=k0
hi(t)[x(t)]pi
⎞
⎠
⎤
⎦ (11)
holds for all k ∈ N(k0), where ri(1 im), pi(1 i l) are numbers from (0, 1]. Then we have
x(k)a(k)
m∏
i=1
Ei(k)
l∏
i=1
i (k)
l∏
i=1
Fi(k), k ∈ N(k0), (12)
where
Ei(k) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
[
1 + (1 − ri)
k−1∑
s=k0
fi(s)
(
i−1∏
j=1
Ej(s)
)]1/(1−ri )
, 0<ri < 1,
exp
[
k−1∑
s=k0
fi(s)
(
i−1∏
j=1
Ej(s)
)]
, ri = 1, i = 1, 2, . . . , m.
(13)
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Fi(k) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
[
1 + (1 − pi)
k−1∑
s=k0
hi(s)
(
i∏
j=1
j (s)
)(
i−1∏
j=1
Fj (s)
)]1/(1−pi)
, 0<pi < 1,
exp
[
k−1∑
s=k0
hi(s)
(
i∏
j=1
j (s)
)(
i−1∏
j=1
Fj (s)
)]
, pi = 1, i = 1, 2, . . . , l.
(14)
Gi(k) = 1 +
k−1∑
s=k0
gi(s), i = 1, 2, . . . , l. (15)
i (k) = Gi(k)
m∏
j=1
Ej(k), i = 1, 2, . . . , l. (16)
Here it is supposed that
0∏
i=1
Ei(k) = 1,
0∏
i=1
Fi(k) = 1, k ∈ N(k0). (17)
Proof. By our assumption, we observe that
k−1∑
s=k0
gi(s)
⎛
⎝ s−1∑
t=k0
hi(t)[x(t)]pi
⎞
⎠ 
⎛
⎝ k−1∑
s=k0
gi(s)
⎞
⎠
⎛
⎝ k−1∑
s=k0
hi(s)[x(s)]pi
⎞
⎠
Gi(k)
k−1∑
s=k0
hi(s)[x(s)]pi .
Letting
A(k) = a(k) +
l∑
i=1
Gi(k)
k−1∑
s=k0
hi(s)[x(s)]pi ,
then from (11), we have
x(k)A(k) +
m∑
i=1
⎛
⎝ k−1∑
s=k0
fi(s)[x(s)]ri
⎞
⎠
.
Now using Lemma 1, we obtain
x(k)A(k)
m∏
i=1
Ei(k).
Thus,
x(k)a(k)
m∏
i=1
Ei(k) +
l∑
i=1
i (k)
k−1∑
s=k0
hi(s)[x(s)]pi .
Using Lemma 2 or the Example 1, we have
x(k)a(k)
m∏
i=1
Ei(k)
l∏
i=1
i (k)
l∏
i=1
Fi(k),
where the functions Ei(k), i (k) and Fi(k) are deﬁned by (13)–(16). The proof is completed. 
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Remark 1. In Lemma 3, the functions fi(k), gi(k) and hi(k) are more general than the functions of Agarwal and
Pachpatte’s results in [2]. Thus, our results are better in contrast.
3. Main results
In this section we will prove (3). In this section, Vi(k), i = 1, 2, . . . , n will denote a determinant, which is obtained
from Casorati’s determinant
C(k) = C[z1, z2, . . . , zn](k) =
∣∣∣∣∣∣∣∣∣∣
z1(k) z2(k) · · · zn(k)
z1(k + 1) z2(k + 1) · · · zn(k + 1)
· · · · · · · · · · · ·
z1(k + n − 1) z2(k + n − 1) · · · zn(k + n − 1)
∣∣∣∣∣∣∣∣∣∣
,
replacing its ith column by
en = (0, 0, . . . , 0, 1) ∈ Rn
and we will set
Di(k) = Vi(k)
C(k)
.
We now state our main result as follows.
Theorem 1. In addition to the previous assumptions (1) and (2), we assume further that
(i) for k ∈ N(k0), u1, u2, . . . , un+1 ∈ R we have
|f (k, u1, . . . , un, un+1)|
n∑
i=1
bi(k)|ui |ri + bn+1(k)|un+1| + e1(k),
where e1 and bi are real valued nonnegative functions deﬁned on N(k0), ri ∈ (0, 1] are constants;
(ii) for k, s ∈ N(k0), and u1, u2, . . . , un ∈ R, we have
|g(k, s, u1, . . . , un)|
n∑
i=1
hi(s)|ui |pi + e2(k) + e3(s),
where e2, e3 and hi are real valued nonnegative functions deﬁned on N(k0), pi ∈ (0, 1] are constants;
(iii) the functions∑k−1s=k0 bi(s)(∑nj=1 |Dj(s + 1)|)(∑nj=1 |zj (s + i − 1)|)ri , i = 1, 2, . . . , n, and∑k−1s=k0 (bn+1(s)+
e1(s))(
∑n
j=1 |Dj(s + 1)|) are bounded on N(k0);
(iv) the following functions are bounded as k → ∞:
k−1∑
s=k0
⎡
⎣ n∑
j=1
hj (s)
(
n∑
i=1
|zi(s + j − 1)|
)pj⎤⎦
and
k−1∑
s=k0
bn+1(s)
(
n∑
i=1
|Di(s + 1)|
)⎛⎝ s−1∑
t=k0
(e2(s) + e3(t))
⎞
⎠
.
Then any solution of (1) satisﬁes (3).
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Proof. Let y(k) be any solution of (1) existing on N(k0). Put
y(k) =
n∑
i=1
Ai(k)zi(k). (18)
Since Ai(k) (i = 1, 2, . . . , n) are unknown functions, we may require
n∑
i=1
Ai(k) · zi(k + j) = 0, j = 1, 2, . . . , n − 1, (19)
where  is the forward difference operator, i.e. Ai(k) = Ai(k + 1) − Ai(k). Then, after some straightforward
computations and using (19) many times, we have
y(k + j) = A1(k)z1(k + j) + · · · + An(k)zn(k + j), j = 1, 2, . . . , n − 1 (20)
and
y(k + n) =
(
n∑
i=1
Ai(k) · zi(k + n)
)
+
n∑
i=1
Ai(k)zi(k + n). (21)
Because z1, z2, . . . , zn are independent solutions of Eq. (2), using (1), Eq. (21) can be reduced to
n∑
i=1
Ai(k)zi(k + n) = H(k), k ∈ N(k0), (22)
where
H(k) = f
⎡
⎣k, y(k), y(k + 1), . . . , y(k + n − 1), k−1∑
s=k0
g(k, s, y(s), . . . , y(s + n − 1))
⎤
⎦ ,
herein y(k), y(k + 1), . . . , y(k + n − 1) being determined by (18) and (20), respectively. We solve Eqs. (19) and (22)
for Ai(k), and obtain
Ai(k) = Di(k + 1)H(k) (23)
for all i = 1, 2, . . . , n.
From (23) by summations, we get
Ai(k) = Ai(k0) +
k−1∑
s=k0
H(s)Di(s + 1). (24)
Setting I (k) =∑ni=1|Ai(k)|, then for k ∈ N(k0) we have
I (k)I (k0) +
n∑
i=1
⎛
⎝ k−1∑
s=k0
|H(s)||Di(s + 1)|
⎞
⎠
.
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Applying conditions (i) and (ii) to the above inequality we obtain
I (k)I (k0) +
k−1∑
s=k0
(
n∑
i=1
|Di(s + 1)|
)
×
∣∣∣∣∣∣f
⎡
⎣s, y(s), y(s + 1), . . . , y(s + n − 1), s−1∑
t=k0
g(s, t, y(t), . . . , y(t + n − 1))
⎤
⎦
∣∣∣∣∣∣
I (k0) +
k−1∑
s=k0
(
n∑
i=1
|Di(s + 1)|
)⎡⎣b1(s)|y(s)|r1 + · · · + bn(s)|y(s + n − 1)|rn
+e1(s) + bn+1(s)
⎛
⎝ s−1∑
t=k0
(e2(s) + e3(t) +
n∑
j=1
hj (t)|y(t + j − 1)|pj )
⎞
⎠
⎤
⎦
I (k0) +
k−1∑
s=k0
(
n∑
i=1
|Di(s + 1)|
)
e1(s) +
k−1∑
s=k0
⎡
⎣( n∑
i=1
|Di(s + 1)|
)
bn+1(s)
⎛
⎝ s−1∑
t=k0
(e2(s) + e3(t))
⎞
⎠
⎤
⎦
+
k−1∑
s=k0
(
n∑
i=1
|Di(s + 1)|
)[
b1(s)
(∣∣∣∣∣
n∑
i=1
Ai(s)zi(s)
∣∣∣∣∣
)r1
+ · · · + bn(s)
(∣∣∣∣∣
n∑
i=1
Ai(s)zi(s + n)
∣∣∣∣∣
)rn]
+
n∑
j=1
⎡
⎣ k−1∑
s=k0
(
n∑
i=1
|Di(s + 1)|
)
bn+1(s)
⎛
⎝ s−1∑
t=k0
hj (t)
∣∣∣∣∣
n∑
i=1
Ai(t)zi(t + j − 1)
∣∣∣∣∣
pj
⎞
⎠
⎤
⎦
.
Thus, putting
M(k) = 1 + I (k0) +
k−1∑
s=k0
(
n∑
i=1
|Di(s + 1)|
)
e1(s)
+
k−1∑
s=k0
⎡
⎣( n∑
i=1
|Di(s + 1)|
)
bn+1(s)
⎛
⎝ s−1∑
t=k0
(e2(s) + e3(t))
⎞
⎠
⎤
⎦
and using
∣∣∣∣∣
n∑
i=1
Aizi
∣∣∣∣∣ 
(
n∑
i=1
|Ai |
)(
n∑
i=1
|zi |
)
,
the function I (k) satisﬁes
I (k)M(k) +
n∑
i=1
⎡
⎣ k−1∑
s=k0
⎛
⎝ n∑
j=1
|Dj(s + 1)|
⎞
⎠ bi(s)
⎛
⎝ n∑
j=1
|zj (s + i − 1)|
⎞
⎠
ri
(I (s))ri
⎤
⎦
+
n∑
j=1
⎡
⎣ k−1∑
s=k0
bn+1(s)
(
n∑
i=1
|Di(s + 1)|
)⎛⎝ s−1∑
t=k0
hj (t)
(
n∑
i=1
|zi(t + j − 1)|
)pj
(I (t))pj
⎞
⎠
⎤
⎦
. (25)
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By Lemma 3, we obtain from (25)
I (k)M(k)
n∏
i=1
Ei(k)
n(k)
n∏
i=1
Fi(k), k ∈ N(k0), (26)
where
Ei(k) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
[
1 + (1 − ri)
k−1∑
s=k0
(
n∑
i=1
|Di(s + 1)|
)
bi(s)
(
n∑
j=1
|zj (s + i − 1)|
)ri (
i−1∏
j=1
Ej(s)
)]1/(1−ri )
,
0<ri < 1,
exp
[
k−1∑
s=k0
(
n∑
j=1
|Di(s + 1)|
)
bi(s)
(
n∑
j=1
|zj (s + i − 1)|
)ri (
i−1∏
j=1
Ej(s)
)]
,
ri = 1, i = 1, 2, . . . n.
(k) = 1 +
k−1∑
s=k0
bn+1(s)
(
n∑
i=1
|Di(s + 1)|
)
n∏
j=1
Ei(k),
Fi(k) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
[
1 + (1 − pi)
k−1∑
s=k0
hi(s)
(
n∑
j=1
|zj (s + i − 1)|
)pi
i (s)
(
i−1∏
j=1
Fj (s)
)]1/(1−pi)
,
0<pi < 1,
exp
[
k−1∑
s=k0
hi(s)
(
n∑
j=1
|zj (s + i − 1)|
)pi
i (s)
(
i−1∑
j=1
Fj (s)
)]
,
pi = 1, i = 1, 2, . . . , n.
Using the conditions (iii) and (iv), we can easily see that the boundedness of the functions Ai(k) (i = 1, 2, . . . , n) on
N(k0) follows from (26), and then proceeding as in the proof of the boundedness of I (k), we have the boundedness of∑k−1
s=k0 |H(s)||Di(s + 1)|. So it follows that the limits of these functions Ai(k) exist when k → ∞. This completes the
proof. 
Now, we consider a special case of (1), which has a form as
y(k + n) + p1(k)y(k + n − 1) + · · · + pn(k)y(k) = f [k, y(k), y(k + 1), . . . , y(k + n − 1)], (27)
where all the previous assumptions hold for k ∈ N(k0). From the above theorem we can obtain the following result.
Theorem 2. In addition to the previous assumptions in the ﬁrst section, we assume further that
(i) for k ∈ N(k0), u1, u2, . . . , un ∈ R we have
|f (k, u1, . . . , un)|
n∑
i=1
bi(k)|ui |ri + e1(k),
where e1 and bi are real valued nonnegative functions deﬁned on N(k0), ri ∈ (0, 1] are constants;
(ii) the functions∑k−1s=k0 bi(s)(∑nj=1 |Dj(s+1)|)(∑nj=1 |zj (s+i−1)|)ri , i=1, 2, . . . , n,and∑k−1s=k0 e1(s) (∑nj=1 |Dj
(s + 1)|) are bounded as k → ∞.
Then any solution y of (27) satisﬁes (3).
Remark 2. The results of our paper are more general than the previous results, for they are concerned with the case
of f (k, y(k), . . . , y(k + n − 1)) (see [2]).
For illustration we consider the following examples.
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Example 2. We consider the equation
y(k + 2) − 56 y(k + 1) + 16 y(k)
= k · 12−k−2 + k(1 − sin k)9−3ky(k) + (k − 1)24−4ky(k + 2)
+ 6−2k−2
⎛
⎝ k−1∑
s=k0
[24−4k + 18−3s + (s + 1)(1 + cos s)6−3sy(s) + 9−3s+4y(s + 1)]
⎞
⎠ , k ∈ N(k0). (*)
According to Theorem 1, here we have n= 2, b1(k)= 2k · 9−3k , b2(k)= 2k · 24−4k , b3(k)= 6−2k−2, h1(s)= 4s · 6−3s ,
h2(s) = s · 9−3s+4, e1(k) = k · 12−k−2, e2(k) = 24−4k , e3(s) = 18−3s , r1 = r2 = p1 = p2 = 1. If we take z1(k) = 2−k ,
z2(k)=3−k , then C(k)=−6−k−1, V1(k)=−3−k , V2(k)=2−k , D1(k)=3 ·2k+1, D2(k)=−2 ·3k+1. So all conditions
of Theorem 1 are satisﬁed. Then any solution y of (*) satisﬁes y(k) = (1 + o(1))2−k + (2 + o(1))3−k and tends to
zero as k → ∞, where i , i = 1, 2 are constants.
Example 3. We consider the equation
y(k + 3) − 4y(k + 2) + 5y(k + 1) − 2y(k) = 2−4k + 2−3ky(k) + (1 + sin 2k)6−2ky(k + 1)
+ 12−3k[y(k + 2)]1/2, k ∈ N(k0). (**)
According to Theorem 2, here we have n= 3, b1(k)= 2−3k , b2(k)= 2 · 6−2k , b3(k)= 12−3k , e1(k)= 2−4k , r1 = r2 = 1,
r3 = 12 . If we take z1(k) = 1, z2(k) = k, z3(k) = 2k , then C(k) = 2k , V1(k) = (k − 1)2k , V2(k) = −2k , V3(k) = 1,
D1(k) = k − 1, D2(k) = −1, D3(k) = 2−k . So all conditions of Theorem 2 are satisﬁed. Then any solution y of (∗∗)
satisﬁes y(k) = (1 + o(1)) + (2 + o(1))k + (3 + o(1))2k , where i , i = 1, 2, 3 are constants as k → ∞.
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