The optimization criteria in information theoretic learning (ITL) [6] [7] have gained increasing attention over the past few years, which uses the information theoretic quantities (e.g. entropy) estimated directly from the data instead of the usual second order statistical measures, such as variance and covariance, as the optimization costs. Information theoretic quantities can capture higher-order statistics and offer potentially significant performance improvement in machine learning and signal processing applications. The ITL links information theory, nonparametric estimators, and reproducing kernel Hilbert spaces (RKHS) in a simple and unconventional way. In particular, the correntropy as a nonlinear similarity measure in kernel space has its root in Renyi's entropy [8] [9] [10] [11] [12] . Since correntropy is also a local similarity measure (hence insensitive to outliers), it is naturally a robust cost for machine learning and signal processing [13] [14] [15] [16] [17] [18] [19] [20] [21] . In supervised learning, such as regression, the problem can be formulated as that of maximizing the correntropy between model output and desired response. This optimization criterion is called in ITL the maximum correntropy criterion (MCC) [6] [7] . Recently, the MCC has been successfully used in robust adaptive filtering in impulsive (heavy-tailed) noise environments [6] [9]-[11] [22] .
The MCC solution cannot be obtained in closed form even for a simple linear regression problem, so one has to solve it using an iterative update algorithm such as the gradient based methods [9] [10] [11] [22] . The gradient based methods are simple and widely used. But they depend on a free parameter step-size and usually converge to an optimal solution slowly. The fixed-point iterative algorithm is an alternative efficient way to solve the MCC solution, which involves no step-size and may converge to the solution very fast [6] [24] [25] . A sufficient condition that guarantees the convergence of the fixed-point MCC algorithm was given in [26] .
In the present paper, we develop a new Kalman filter, called the maximum correntropy Kalman filter (MCKF), based on the MCC and a fixed-point iterative algorithm. Similar to the traditional KF, the MCKF not only retains the state mean propagation process, but also preserves the covariance matrix propagation process. Especially, the new filter has a recursive solution structure and is suitable for online implementation. It is worth noting that in [23] , the MCC has been used in hidden state estimation, but it involves no covariance propagation process and is in form not a Kalman filter.
The rest of the paper is organized as follows. In Section II, we briefly introduce the maximum correntropy criterion and Kalman filter. In Section III, we derive the MCKF algorithm and give the computational complexity and convergence analysis. Simulation results are then provided in Section IV to show the excellent performance of the MCKF. Finally, conclusion is given in Section V. 
where  denotes the expectation operator, and ( , )   is a shift-invariant Mercer Kernel. In this paper, without mentioned otherwise the kernel function is the Gaussian Kernel given by
where e x y , and 0   stands for the kernel bandwidth. In most practical situations, however, only limited number of data are available and the joint distribution F XY is usually unknown. In these cases, one can estimate the correntropy using a sample mean estimator:
Taking Taylor series expansion of the Gaussian kernel, we have
As one can see, the correntropy is a weighted sum of all even order moments of the random variable XY  . The kernel bandwidth appears as a parameter weighting the second order and higher order moments. With a very large  (compared to the dynamic range of the data), the correntropy will be dominated by the second order moment. Suppose the goal is to learn a parameter vector W of an adaptive model, and let () xi and () yi denote, respectively, the model output and the desired response. The MCC based learning can be formulated as the following optimization problem:
where Ŵ denotes the optimal solution, and  denotes a feasible set of parameter.
B. Kalman Filter
Kalman filter provides a powerful tool to deal with state estimation of linear systems, which is an optimal estimator under linear and Gaussian assumptions. Consider a linear system described by the following state and measurement equations:
where ()
F and H stand for, respectively, the system matrix (or state transition matrix) and observation matrix. ( 1) k  q and () k r are mutually uncorrelated process noise and measurement noise, respectively, with zero mean and covariance matrices ( 1) ( 1) ( 1),
In general, Kalman filter includes the following two steps:
1) Predict
The prior mean and covariance matrix are given by  
.
2) Update The Kalman filter gain is computed as
The posterior state is equal to the prior state plus the innovation weighted by the KF gain,
Additionally, the posterior covariance is recursively updated as follows:
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A. Derivation of the Algorithm
Traditional Kalman filter works well under Gaussian noises, but its performance may deteriorate significantly under non-Gaussian noises, especially when the underlying system is disturbed by impulsive noises. The main reason for this is that KF is developed based on the MMSE criterion, which captures only the second order statistics of the error signal and is sensitive to large outliers. To address this problem, we propose in this work to use the MCC criterion to derive a new Kalman filter, which may perform much better in non-Gaussian noise environments, since correntropy contains second and higher order moments of the error. For the linear model described in the previous section, we have
where I is the nn  identity matrix, and () k
where () k B can be obtained by Cholesky decomposition of
. Left multiplying both sides of (15) by
where
 e e I , the residual error () k e are white. Now we propose the following MCC based cost function: (20) The optimal solution can thus be obtained by solving
It follows easily that (22) is actually a fixed-point equation of () k x and can be rewritten as
A fixed-point iterative algorithm can be readily obtained as (24) where  () t k x denotes the solution at the fixed-point iteration t .
The fixed-point equation (22) can also be expressed as
The equation (25) can be further expressed as follows (see the Appendix for a detailed derivation):
Remark: Of course, the equation (26) is also a fixed-point
respectively. The optimal solution of the equation (26) depends also on the prior estimate  ( | 1) kk  x , which can be calculated by (10) using the latest estimate  ( 1| 1)
With the above derivations, we summarize the proposed MCKF algorithm as follows: 2) Use equations (10) (11) to obtain  ( | 1)
kk  x and ( | 1)
kk  P , and use Cholesky decomposition to obtain
3) Let
, where  ( | ) t kk x denotes the estimated state at the fixed-point iteration t ;
with
5) Compare the estimation of the current step and the estimation of the last step.
x and continue to 6). Otherwise, 1 tt  , and go back to 4).
6) Update the posterior covariance matrix by (36), 1 k k  and go back to 2).
Remark: As one can see, different from the traditional KF algorithm, the MCKF uses a fixed-point algorithm to update the posterior estimate of the state. The small positive number  provides a stop condition (or a threshold) for the fixed-point iteration. Since the initial value of the fixed-point iteration is set at the prior estimate  ( | 1) kk  x , the convergence to the optimal solution will be very fast (usually in several steps).
The bandwidth  is a key parameter in MCKF. In general, a smaller bandwidth makes the algorithm more robust (with respect to outliers) but converge more slowly. On the other hand, when  becomes more and more larger, the MCKF will behave more and more like the ordinary KF algorithm. In particular, the following theorem holds.
Theorem 1:
When the kernel bandwidth   , the MCKF will reduce to the KF algorithm.
Proof: see Appendix.
B. Computational Complexity
Next, we analyze the computational complexity in terms of the floating point operations for the proposed algorithm. The computational complexities of some basic equations are given in Table I . 
The MCKF algorithm mainly involves the equations (10), (11), (28)~(34) and (36). Note that  () x k C and  () y k C are diagonal matrices, so it is very easy to obtain their inverse matrices. Assume that the average fixed-point iteration number is T . Then, according to Table I , the computational complexity of the MCKF is > REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-
The fixed-point iteration number T is relatively small in general (see the simulation results in the next section). Thus the computational complexity of the MCKF is moderate compared with the traditional KF algorithm.
C. Convergence Issue
The rigorous convergence analysis of the proposed MCKF algorithm is very complicated. In the following, we present only a sufficient condition that guarantees the convergence of the fixed-point iterations in MCKF. The result is similar to that of [26] and hence, will not be proved here.
Let . p denote an  denote the minimum eigenvalue of a matrix. According to the results of [26] , the following theorem holds. 
and †  is the solution of equation
, and By Theorem 2, if the kernel bandwidth is larger than a certain value, we have
By Banach Fixed-Point Theorem [24] , given an initial state estimate satisfying
, the fixed-point iteration algorithm in MCKF will surely converge to a unique fixed point in the range
the kernel bandwidth  is larger than a certain value (e.g.
Theorem 2 implies that the kernel bandwidth has significant influence on the convergence behavior of MCKF. If the kernel bandwidth  is too small, the algorithm will diverge or converge very slowly. A larger kernel bandwidth ensures a faster converge speed but usually leads to a poor performance in impulsive noises. In practical applications, the bandwidth can be set manually or optimized by trial and error methods.
IV. ILLUSTRATIVE EXAMPLES
In this section, we present two illustrative examples to demonstrate the performance of the proposed MCKF algorithm, and compare it to the traditional KF algorithm.
A. Example 1
Consider the following linear system: x for different filters. Here the MSE is computed as an average over 100 independent Monte Carlo runs, and in each run, 1000 samples (time steps) are used to evaluate the MSE. Since all the noises are Gaussian, the Kalman filter performs very well and in this example, it achieves almost the best performance (that is, the smallest MSEs). One can also see that when the kernel bandwidth is too small, the MCKF may achieve a worse performance; while when the bandwidth becomes larger, its performance will approach that of the KF. Actually, it has been proved that when  , the MCKF will reduce to the traditional KF. In general, one should choose a larger kernel width under Gaussian noises. Second, we consider the case in which the process noises are still Gaussian but the observation noise is a heavy-tailed (impulsive) non-Gaussian noise, with a mixed-Gaussian distribution, that is As one can see, in impulsive noises, when kernel bandwidth is too small or too large, the performance of MCKF will be not good. In this case, however, with a proper kernel bandwidth (say 2.0   ), the MCKF can outperform the KF significantly, achieving a desirable error distribution with a higher peak and smaller dispersion. Again, when  is very large, MCKF achieves almost the same performance as the KF. Fig.3 shows the fixed-point iteration numbers at the time step (or instant) 1 k  for different kernel bandwidths. It is evident that the larger the kernel bandwidth, the faster the convergence speed. In particular, when the kernel bandwidth is large enough, the fixed-point algorithm in MCKF will converge to the optimal solution in just one or two iterations. In practical applications, to avoid slow convergence, the kernel bandwidth cannot be set at a very small value. Similar results can also be seen from Table III , where the average fixed-point iteration numbers of every time step for different filters are shown, which are computed as averages over 100 independent Monte Carlo runs, with each run containing 1000 time steps. We further investigate the influence of the threshold  on the performance. The results clearly indicate that the MCKF can achieve much better tracking performance than the traditional KF algorithm. ( ) ( ) ( ) ( )
, in which 1 () xk is the position, 2 () xk denotes the speed, and 3 () xk stands for the acceleration. We assume that there are certain noises in the system and only the speed can be observed, which is also affected by some measurement disturbances. Table VII . As expected, the MCKF performs much better than the traditional KF when the system is disturbed by non-Gaussian process and measurement noises. This completes the proof.
