This document explores the predictive power of the yield curves in Latin America (Colombia, Mexico, Peru and Chile) taking into account the factors set by the specifications of Nelson & Siegel and Svensson. Several forecasting methodologies are contrasted: an autoregressive model, a vector autoregressive model, artificial neural networks on each individual factor, and artificial neural networks on all factors that explain the yield curve. The out-of-sample performance of the fitting models improves with the neural networks in the one-month-ahead forecast along all studied yield curves. Moreover, the three factor model developed by Nelson & Siegel proves to be the best choice for out-of-sample forecasting. Finally, the success of the cross variable interaction strongly depends on the selected yield curve.
Introduction
The term structure of interest rates defines the relationship between the interest rates and the time to maturity. Consequently, it has inspired practitioners and researchers to find different approaches to forecast it, in order to achieve an investment gain. Dolan (1999) classified the yield curve models in three different types: i) Stochastic and arbitrage free, ii) Principal Components, and iii) Fundamental. The most successful models are the ones that focus in latent factors that determined the term structure. Litterman & Scheinkman (1991) established that the dynamic of the term structure of interest rates can be depicted with three principal components 3 . Dolan (1999) was the first to link these principal components to the functional form of the term structure given by Nelson & Siegel (1987) (hereafter NS) , by determining that the three factors resemble the level, slope and curvature (or butterfly as describe by the author) of the yield curve. Later on, Diebold and Li (2006) determined that the future dynamic of the term structure of interest rates could be described by using a statistical or parametric model that forecasted the factors, which are restructured into the yield curve with the NS model. Subsequent authors, such as De Pooter (2007), Cziráky (2007) or De Rezende & Ferreira (2011) , studied the forecasting ability of other functional forms that depart from the NS model, like the Svensson model (1994) , Bliss model (1997) or Björk & Christensen (1999) .
Almost all the literature that uses the Diebold & Li methodology to forecast the term structure of interest rates focuses exclusively on the yield curve of United States. Few authors, like Bolder (2006) or De Rezende & Ferreira (2011) , evaluated the methodology in different markets. Therefore, one of the contributions of this paper is that it tests this methodology in Latin-American yield curves (Colombia, Mexico, Chile and Peru). Additionally, the paper also studies the ability to forecast the latent factors of the yield curve by using feedforward artificial neural network (ANN) , that review each factor individually or that include the interaction between the state variables. These types of ANN are compared with the performance of an autoregressive and vector autoregressive models. The functional forms used to determine the factors to forecast are the NS model and the Svensson expansion (hereafter NSS). This paper is divided in six chapters. The first one is this introduction. The second presents the data of the yield curves of the analyzed countries. The third describes the modeling framework given by the NS and NSS models. The fourth explains the estimation methods used to forecast the latent factors of the yield curve. The fifth presents the main results of the different approaches and compares the root mean squared error (RMSE) of the resulting out-of-sample yield curves. Finally, the sixth makes some concluding remarks.
Data
As mentioned before, one of the main objectives of this document is to analyze Diebold & Li framework in the context of Latin American yield curves. Due to accessibility of information, the selected countries are Colombia, Mexico, Chile and Peru. The yield curve of United States is also analyzed to review the results of the ANN estimation model against others proposed in the literature. 0.25, 0.5, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 15, 20 and 30 years. Figure 1 presents the historical yield curves for the selected countries. The availability of information varies depending on the country, from 77 months for Peru to 152 months for United States. Therefore, to ensure sufficient data to estimate the forecasting models, one and a half years are left to be used for the evaluation of the out-of-sample forecast.
Modeling Framework
The main goal of Nelson & Siegel (1987) was to extract the zero-coupon and forward interest rates curves from a collection of coupon bond prices to find a continuous functional form that describes the term structure of interest rates. They suggested the following form of instantaneous forward rates up to maturity :
Likewise, the zero coupon curve at a particular point is given by:
This is the starting point for Diebold & Li (2006) , by also using the research of Litterman & Scheinkman (1991) ; they concluded that the coefficients represented the latent factors of the yield curve, level, slope and curvature. The parameter , or ⁄ , is fixed by the authors, consequently the equation is reduced to a linear combination of three functions with coefficients that represent the latent factors. By fitting the yield curve in a time period, the authors develop a time series for the level, slope and curvature, which they used to forecast the factors with an estimation method. Bolder (2006) explained that the main disadvantage of this approach is that it does not has a theoretical model foundation, as seen with least successful forecasting models such as theoretical affine term-structure models, which incorporate a notion of risk premia.
Furthermore, other authors review the forecasting ability of supplementary yield curve functional forms that include more factors. For instance, Cziráky (2007) Although, the models with a larger amount of factors do not necessary have to perform well out-ofsample because of the risk of overfitting. In this document the NSS functional form is studied.
The contribution of Svensson (1994) was to extend the NS model by including an additional term that allowed a second hump shape by including to additional parameters and . Therefore, the form of instantaneous forward rates and the zero coupon rates up to maturity are given by:
These two parameters provide a better goodness-of-fit, given that the model incorporates a second curvature along the vertex scores. This document follows adjusted version given by De Pooter (2007), in order to avoid multicolinearity problems between the two curvature components, which may occurred during the estimation process. Therefore the zero coupon curve at a particular point is given by:
The parameter , or the parameters and in the NSS model, defines the decaying shape of the factor loadings, as shown in figure 2 
4
. By determining the value of the decay parameter, one defines the weight of each of the latent factors. As presented by De Pooter (2007), Bolder (2006) or Dolan (1999) the level is the long-term component as it is the one constant throughout all the maturities. The investment results over long maturities are dominated by the change in the level of yields, considering that the slope and curvature effects are almost imperceptible. The slope is the short-term component as it starts with a high value but decays at an exponential rate given by . The curvature is the mediumterm component it starts at a low value and increases for the medium term maturities but then decays to zero in the long-term maturities. The peak of this hump is reached in the value of . 4 The figure shows on the left side the factor loadings given by the NS model for a yield curve assuming a fixed value of . On the right side it depicts the factor loadings given by the NSS model for a yield curve assuming a value of and .
Figure 2: Factor Loadings
Source: Author's calculations Consequently a change in creates a parallel shifts up or down, a positive value to will lead to a steeping of the zero coupon curve, while a negative value will produce a flattening or a downward sloping yield curve. Positive values of increase the curvature and negative values decrease the curvature. With the NSS model one can make the same analysis, as the three first factors are the same. The fourth factor resembles the third (right sided graph in figure 2) as it is a second hump in the term structure, although it is not related with the slope as it has an independent parameter . Likewise, positive values of increase the second curvature and negative values decrease this curvature. Considering that is a nonlinear parameter and numerically unstable, almost all the authors fixed the value of , Fabozzi, Martellini & Priaulet (2005) used a value of 3 years, and Diebold & Li (2006) fixed a value of 1.3684 years. Gilli, Große, & Schumann (2010) reported numerical difficulties when calibrating the model, particularly they established two problems. The first one is the optimization issue that results from a not convex problem with multiple local minima. The second one is a collinearity problem, as called by the authors, resulting from the highly correlated factor loadings depending on the value of . Consequently the authors advised using differential evolution techniques 5 in order to produce an accurate estimate of the parameters. This approach is tested in this document, but the results were very unstable having an adverse effect in the out of sample estimation process. Figure 3 depicts the changes of in the NS model accordingly to the result of the nonlinear optimization. While the parameter of US does not change abruptly throughout the time series, the selected values for the yield curves of Colombia, Mexico and Chile present unexpected jumps that negatively affect the estimation process for the forecast models.
Therefore the value of is fixed following the approach of De Rezende & Ferreira (2011) , which determined the decay factor by choosing the value that minimizes the average of the Root Mean Squared Error (RMSE) computed for each period , considering the actual yield curve and the estimates with NS. The optimal value is chosen from a set { ⁄ } , where defines the minimum value given for in the estimation with differential evolution heuristic in all the observations available, and delineates the range of the possible values of . The parameters of the functional form are estimated by ordinary least squares. Consequently the value of will be given by:
In the case of NSS the problem is enhanced to solve for and :
The resulting values are shown in Table 1 . The value of for United States in the NS model is consistent with the one selected by Diebold & Li. For the NS model, small values of imply a fast exponential decay that gives more weight to the short term maturities, disregarding the middle and long term maturities. Whilst a large value of , produces a slow decay that gives more relevance to the middle and long term maturities. Likewise, the curvature factor gives more weight to the vertices around the value of . Consequently, small values indicate that the historical yield curve has been more flat, while large value of , represent steeper historical yield curves. Thus the values shown in Table 1 , clearly represent the data depicted in Figure 1 . Where Chile present a flat yield curves in most of the cases, whilst Colombia and Mexico have steeper yield curves. Once a fixed value of has been selected, the NS or NSS equation is turned into a linear combination of the parameters, one can estimate the coefficients with an ordinary least squares model.
] Table 2 presents the statistics of the resulting coefficients (level, slope and curvature(s)). The mean of the historical value of the level shows a higher historical rate for the Latin American countries compared to the rate of United States. The difference between the two values represents the default risk premium of the emerging countries; this is higher for Colombia, Mexico and Peru, whilst for Chile the difference is of just 100 basis points.
Moreover, the NS model and the NSS model present similar values for the mean of the level and the slope in all the markets, but the mean value of the curvature in the NS model is not always similar to any of the mean values of the curvatures shown in the NSS model. In the NS model the curvature is also the factor that presents the greater standard deviation for all the countries, in the NSS model the first curvature is the most unstable coefficient. Furthermore, the kurtosis and skewness of the time series of the latent factors are distant from a normal distribution assumption. Regarding the time series autocorrelations, the first sample autocorrelations are high, close to 1, for all the time series. The sixth sample autocorrelations are lower than the first sample autocorrelations, but higher than 0.5 for all the time series. The twelfth sample autocorrelations are low, closely to 0 (with the exception of US), indicating the absence of a seasonal yearly effect. table 1 . As expected, from the information in table 2, the curvature is the most unstable factor in all the yield curves. Furthermore, the level is the most constant factor, although it does not seems to be stationary. A Dickey-Füller test of stationarity, indicate that all the time series have a unit root. After differentiating the series once, all the factors appear to be stationary. Figure 5 shows the time series of the latent factors of the NSS model, again the first curvature is the factors that is more unstable throughout the sample period. As in the NS model, all the factors are an ( ) process. Some differentiated time series show little autocorrelation, indicating that the autoregressive models may not have good predictive power. Although, other differentiated series present higher autocorrelation that allow ( ) models to be fitted to the data. Consequently, the most adverse effect may occur in the out-sample performance of the vector autoregressive models, because they would include some time series behaving as a random walk that can alter the predictions. 
Forecasting Methods
By fixing the value of the parameters , the resulting yield curve in period with the NS or NSS model can be described as a linear combination of the latent factors of the yield curve in the following representation:
where is a vector that contains every chosen vertex of the yield curve, represents the matrix of the factor loadings for all the selected vertices, is the vector of coefficient of the factors and is a vector of error with a normal standard distribution.
Consequently one can determine the future yield curve forecasting the value of the vector . The forecasting power of two approaches is tested in this document: parametric models and ANN. Both methods are tested for each factor individually and taking into account the interaction of all the factors.
Parametric Models
Following Diebold & Li (2006) the parametric models chosen to forecast the level, slope and curvature(s) are an ( ) and a ( ). With the ( ) one model is estimated for each factor, resulting in three for the NS functional form and four for the NSS functional form.
̂ ̂
The historical information of each factor, excluding the data left for the forecast evaluation, is used to estimate the parameters and ; represents the residual.
Alternatively, the ( ) groups all the factors to take into account the interaction between all the states variables. Diebold & Li (2006) reported inferior results with the ( ) forecasts compared to the ones given by the ( ). They give two reasons for this: i) the first one explains that this conclusion is consistent with the observed tendency in macroeconomics, where unrestricted tend to produce poor forecasts of economic variables even when there is important cross-variable interaction, this is a result of the insample over-fitting that occurs for the numerous parameters that need to be estimated. ii) The second one is that they found that the factors are not highly correlated; therefore the multivariate model result in as a set of univariate models. These reasons also explain why the authors avoided functional forms with more than three latent factors. The authors also reported outstanding results for the ( ) model in a twelve-month-ahead forecast, whilst the results at one month horizon forecast did not show a significant difference between the RMSE of the model and the one of the random walk.
Likewise, Bolder (2006) outlined that the forecasts of the NS model outperform exponential-spline and Fourier series models on a six month horizon, but the one and three-month ahead forecasts of the random walk always exceeded the other methodologies. Moreover, De Rezende & Ferreira (2011) studied the effect of a quantile autoregression approach with which they conclude that the Bliss functional form delivered the best results in a one month horizon, whilst the NSS-QAR model is the best option for the three months horizon. When the authors tested a five factor functional form it performs poorly, due to sample over-fitting. Furthermore, De Pooter (2007) established that more flexible models, as the NSS, improve the out-of-sample predictability, his adjusted version of the NSS model with an ( ) parametric model outperformed other choices in the six and twelve month horizons. Additionally, Cziráky (2007) concluded that the NS and the NSS models had poor forecasting performance around the points of non-parallel shifts.
Neural Networks
Artificial neural networks are an analogy of the organization of neurons in the human brain. Thus, are formed by incoming nodes or neurons, which are the equivalent of the stimuli received by the human brain. These are followed by hidden or intermediate nodes that process the information, which communicate with an output layer that produce the solution or response to the incoming information. As with the human brain, the ANN learns to perform its task by trial and error.
In constructing forecasts of a random variable ( ̂) ANN uses the information of past observations as follows:
where is the function that determines the structure and connections of the nodes and their respective weights .
With ANN one can identify the non-linearity of the time series, as this tool can approximate almost every conceivable function, consequently ANN can be viewed as a notable option for forecasting the latent factors of the yield curves. Two different approaches are analyzed, the first one considers each time series separately, whilst the second analyzed all the factors that describe the yield curve.
In the literature, the opinions of the advantages of ANN over parametric models are divided, though more biased towards models that consider nonlinear components. The comparison made by Hill, O'Connor, & Remus (1996) concluded that ANN significantly exceeds the usual statistical models in assessing quarterly and monthly data. Other authors like Deo & Sridhar (1999) 6 , Abdel-Aal (2008) 7 , Zou, 6 The main objective of the model developed by the authors is to forecast the height of the waves on the coast Yaman (India). 7 The author sought the best tool to forecast the demand for energy. The ANN developed in this document are feed-forward networks, which defines an organization where no node gives information to any of its predecessors. Therefore, the lags will be in charge of activating the hidden nodes ( ) according to a previously determined activation function ( ). These in turn activate the output layer nodes ( ) with another function ( ) to produce a result. Mathematically the salient nodes are modeled according to the following equation:
The inclusion of each outgoing node requires additional parameters, given the hidden nodes. Therefore more outputs require more network nodes according to settings in the intermediate layer, without being affected by the neurons in the input layer. Furthermore, according to Kuan & Liu (1995) functions and can be chosen arbitrarily, although it is suggested a bounded function. Most of the literature recommends a sigmoidal logistic function:
( )
Once one has defined the network structure, the next step is the learning process of the ANN; this process is done by means of a minimization problem.
The process minimizes the sum of squared errors to find the optimal weights of the nodes in the middle and output layer:
In the previous equation is a matrix formed by the vectors of the weights of the hidden and the output layers, is the loss function given by the sum of squared errors, is the number of observations and ( ̂) is given by the structure defined in equation
. Given that ( ) is a nonlinear function, iterative processes must be performed from point to find the global minimum. Generally this search is done by means of a base gradient, where ( ) and ( ) are updated with different values of , until reaching the minimum value of . The more applied procedure, backpropagation, establishes that that the movement direction from the initial weight is given by the gradient and the learning rate :
( ) An important caveat that should be noted is that the learning process 10 is not always the absolute best as it can stop at a local optimum. To improve the search of the global optimum is usually suggested the inclusion of a momentum that ensures that the learning rate facilitates the convergence of the weights. Although one must consider that a bad choice of these parameters may cause over-fitting problems.
Construction of the Neural Networks:
For the construction of the ANN this document follows the steps given by Kaastra & Boyd (1996) : i) Variables selection; ii) Data Collection; iii) Data preprocessing; iv) Training, testing and validation sets; v) Neural networks paradigms; vi) Evaluation criteria; vii) Neural Network Training; viii) Implementation.
The selected variables in the neural networks constructed in this paper are given by number of lags that determined the behavior of the network. Considering that two approaches are used, the forecasts are explained by the past values of the same factor or/and the past values of the complementary factors. The selection process is explained in detail in the section that defines the number of layers and nodes. Moreover, the second step was explained in the second section of this article. For the third step, the data preprocessing is performed by normalizing the time series, in order to establish a range between -1 and 1. This will ensure a faster training, due to the avoidance of very high or very low values that difficult the convergence to the global optimum.
The fourth step defines how to divide the data to ensure the network learning. 60% of the information is used in the training, whilst 20% is used to validate the forecasts of the network. The training is given if the sum squared error of the validation data is reduced. The remaining 20% is used to test the effectiveness of forecasts with data that have never been used in the learning process.
The fifth step is one of the most important and yet the most ambiguous, considering the different points of view, either depending on the type of network or the time series used. At this stage one must define the structural form:
 Input Layer: One must ensure that the number of nodes corresponds to the number of lags that define the future observations. The number of units is defined by evaluating different intervals to find the one that provided a better evaluation criterion. The largest lag window considered for all the time series is the first to the twelfth.
 Hidden layers: Kaastra & Boyd (1996) showed that more than two middle layers produced unsatisfactory results. This paper uses only one hidden layer, as is proved empirically that an additional layer gave no additional benefits. Therefore the relevant parameter in this case is the number of nodes. Some authors mentioned that twice the incoming nodes plus one or five achieved adequate accuracy in the model, see Coakley & Brown (2000) or Figueiredo, Hall Barbosa, Da Cruz, Vellasco, Pacheco, & Contreras (2007) . But Hamzacebi, Akay, & Kutay, (2009) emphasized that a significant magnitude of nodes leads to inadequate results in the optimization. Likewise, a large number of hidden units increase the probability that the parameters converge to a local optimum. Therefore this document follows Misas, López & Querubín (2002) approach, where the number of nodes is selected by iterating between different values, not exceeding the double of the maximum number of outgoing nodes.
 Output layer: This layer produces the forecasting results, therefore is closely related to the forecast horizon. Consequently, the number of nodes is defined by the forecasted periods.
Once the structural form of the neural network is defined one must determine the evaluation criteria that establish the accuracy of the forecasts and subsequently the best neural network for the time series. The most used measures are MAPE (mean absolute percentage error) and RMSE (root mean squared error). This paper follows the suggestion McNelis (2005) , to use the Hannan-Quinn information criterion, which penalizes the model with more parameters ( ) in a more strictly way than AIC, but not as severely as with Schwartz criteria.
The criteria used to compare the forecasts of the term structure of interest rates, given by the different methodologies is RMSE.
The seventh step defines the training process of the neural network. This document defines the following conditions:
 A sigmoidal logistic function that describes the nonlinear relationship between the input layer and the hidden layer. And a linear function that relates the intermediate layer and the output layer.
 A backpropagation methodology for the learning process.  To prevent convergence to a local optimum a momentum is added in the learning algorithm.
 The initialization of the weights is given by the Nguyen-Widrow algorithm, where the weights are defined in an equitable manner to the entire space of the next layer. This technique main benefit is that it uses the information of almost all nodes in the layer and ensures faster training.
 As for the stopping criteria during the training, the following conditions should be reached:  1000 iterations.  The sum of squared errors reaches a value of 1.00E-05.  The magnitude of the gradient is less than 1.00E-10.  The sum of quadratic errors of the training data is lower than the sum of quadratic errors of the validation data.
Finally implementation techniques are defined. As previously mentioned, several networks are constructed, for each time series and for each yield curve. The variable values are the incoming and hidden nodes. Therefore, a comparison between networks is made using the Hannan-Quinn information criterion, considering the forecasts of the in-sample data; this is done to choose the best network with which forecasts of the unused data are made. Another aspect to be considered is that neural networks with the same structure can produce different results because a heuristics is used in the training process. Therefore in this paper the parameters of the best neural network are estimated several times, and the chosen value is the average of 1000 simulations. Table 3 presents the number of nodes in the input and hidden layers, given by the iterative process mentioned above. In most cases, the ANN of the whole set of factors (Set) requires more input nodes, or time series lags, than a neural network of an individual factor. The minimum value of nodes in an input layer is two, and the maximum value is twelve. In the hidden layer the lowest value is two, whilst the highest value is twenty. It is important to note that the output layer contains twelve nodes in all the constructed neural networks. 
Results
In this section the forecasting results of the entire zero-coupon curve are shown, in order to review the describing dynamics of the whole term structure of interest rates and not to focus in particular vertices. Two functional form of the term structure are considered: i) the NS model which defines that the level, the slope and the curvature are the factors that determine the yield curve; and ii) the NSS model, which form if equal to the NS model but enhanced with a fourth factor that consists of a second curvature. Additionally, four different forecasting methodologies are used: i) ( ) models for each individual factor; ii) ( ) model that forecasts all factors to take into account their interaction; iii)Neural networks that forecast each factor individually ( ); and iv)Neural Networks that forecast all the factors at the same time ( ). It is also important to note that the forecast of the parametric models require an iterative process to forecast higher horizons than one month, whilst the ANN forecasts the selected horizon in one trial, avoiding the sum of errors that can result in a recursively process. To check the forecasting performance of the models they are compared with the alternative of forecasting with the current value (random walk-), consequently each vertex on the yield curve in time will be given by its value at time : ̂ .
Considering the short amount of data in some of the selected countries only a forecast up to six months is studied, by leaving the last one and a half year of each yield curve data for out-of-sample evaluation. The standard forecast error evaluation that is in in this document is the Root Mean Squared Error (RMSE), by averaging the RMSE of each vertex on the zero-coupon curves. Table 4 presents the standard deviation of the RMSE disaggregated by the forecasting method, the countries and forecasting horizons. The results are diverse for every country. In Colombia the forecasts present the lowest variation in four of the studied forecasting horizons, as it also happens in the case of Peru. Alternatively, in Mexico the method present the smallest standard deviation in all time horizons with the exception of one month, where the varies the least. In Chile and the US there is no particular forecasting tool that stands out for having the smallest variation in all the forecasting horizons, but is notable that the option has not the minimum standard deviation in any of the forecasting horizons. Table 5 shows the mean RMSE broken down by the forecasting options, the studied counties and the forecasting horizons tested. The shaded frames indicate the smallest RMSE, the best forecasting option. Further, if the numbers are bold it represents that the null hypothesis of the Diebold-Mariano test is rejected with a 90% confidence. The null hypothesis is that the factor model forecast with the minimum measure RMSE and the random walk RMSE are the same.
In the case of Colombia the forecast model stands out in the short-term horizons (from one to three months), but only the one-month-ahead prediction is significantly different from the result of the random walk. The produces the best forecasting results in the four and six months horizons, discrediting the functionality of the tested models. On the contrary, in the five months horizon the methodology produces a significantly better forecast than the other options. The A and the ( ) are not reliable forecasting methodologies, indicating that the numerous parameters may generate in-sample over-fitting.
Concerning the forecasting results of the term structure of the interest rates in Mexico the methodology has a significantly improved performance than any other option in the one month prediction, excepting the ( ) which has a similar RMSE. Unlike with the yield curve of Colombia, the and the forecasting results improve radically. The twomonths-ahead RMSE is superior with the , whilst the results at a four, five and six months horizons are better with the at the ten percent level.
As for the results of the zero-coupon curve of Chile, the methodology delivers the lowest RMSE for the short-term horizons (one to three months) and for the five months horizon. In the short-term horizons the mentioned tool exceeds the other option according to the Diebold-Mariano test. The presents the best six-months-ahead forecasting result, but its RMSE is not significantly different from that of the . Moreover, in the four-months-ahead forecasting result neither forecasting methodology emerges as the best option.
The is once again the forecasting methodology with the lowest RMSE for the short-term horizons in the results of the yield curve of Peru. This ranks it as the best model one, two and three months ahead at the ten percent level, although its RMSE in a time horizon of one month is very similar to that one of the ( ). In the four months horizon also shows the lowest RMSE, but it is not significantly different from the random walk option. Likewise, in the forecasts five and six months ahead there is not a methodology that exceeds the with a significant value.
Finally in the yield curve of the US, there are outstanding results with the ( ) ( ) and the ( ); but the outperforms all of them in the one-month-ahead forecast. However, over all the forecasting horizons the is the best options, as it has the lowest RMSE for the forecasting horizons from two months to six months. In the two, five and six months ahead forecast it is significantly different from the random walk at a 90% confidence. 
Concluding Remarks
In this paper the out-of-sample forecasting performance of several Latin-American yield curves, as well as the United States yield curve are tested using the Diebold & Li process. This is done by establishing a Nelson-Siegel specification and the Svensson enhancement. These functional forms were complemented with various forecasting methods, including parametric models and artificial neural networks.
Overall in the one-month-ahead forecast, the neural networks showed the better out-of-sample performance in all the studied yield curves, by surpassing the results of the tested parametric models and being significantly different from the result of the random walk. Particularly the ANN show better results by forecasting each factor individually and then grouping them with a functional form. For the Latin American yield curves the best results are presented with the Nelson & Siegel model, whilst with the US is the Svensson enhancement that exceeds the other options.
In other forecasting time horizons the results are not conclusive, since in some cases some on the neural networks outperform the parametric models, but in other cases the results do not exceed the random walk. The results are heavily dependent on the studied yield curve. On the one hand the yield curve of Colombia is the most difficult to forecast as only in two time horizons was possible to find a suitable forecasting model. On the other hand, the yield curves of Mexico and US are the ones where the forecasting models with neural networks showed the better result. Further, these yield curves are the ones with more historical data. In the case of the yield curves of Peru and Chile, the results of the paper show that there is forecastability in the short-term horizon (up to three months).
Additionally in the analysis of the yield curve of Colombia, there are evident problems in the methodologies that require numerous parameter estimations, given the small cross variable interaction between the factors. Alternatively, in the case of Mexico and US some of the models with cross variable interaction presented the lowest RMSE. Moreover, the one month horizon is the one in which a forecasting methodology always outperformed the random walk option. In all the Latin-American yield curves the optimal forecasting methodology one month ahead are the neural networks that forecast the individually the factors of the Nelson & Siegel specification. Whilst in the US yield curve this horizon can be forecasted with neural networks and the Svensson specification.
In conclusion, there is not enough evidence that proves that with neural networks a better forecast is always going to be accomplished. But neither there is any evidence that demonstrates that the neural networks cannot exceed parametric models and the random walk option. Thus, in a practical approach this tool is recommended as another feasible option to forecast yield curves.
