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ABSTRACT 
The objective of the proposed work is to develop an intelligent distributed fiber optical sensor 
system for real-time monitoring of high temperature in a boiler furnace in power plants. Of 
particular interest is the estimation of spatial and temporal distributions of high temperatures 
within a boiler furnace, which will be essential in assessing and controlling the mechanisms that 
form and remove pollutants at the source, such as NOx. The basic approach in developing the 
proposed sensor system is three fold: (1) development of high temperature distributed fiber 
optical sensor capable of measuring temperatures greater than 2000 C degree with spatial 
resolution of less than 1 cm; (2) development of distributed parameter system (DPS) models to 
map the three-dimensional (3D) temperature distribution for the furnace; and (3) development of 
an intelligent monitoring system for real-time monitoring of the 3D boiler temperature 
distribution. 
Under Task 1, we have set up a dedicated high power, ultrafast laser system for fabricating in- 
fiber gratings in harsh environment optical fibers, successhlly fabricated gratings in single 
crystal sapphire fibers by the high power laser system, and developed highly sensitive long 
period gratings (lpg) by electric arc. Under Task 2, relevant mathematical modeling studies of 
NOx formation in practical combustors have been completed. Studies show that in boiler systems 
with no swirl, the distributed temperature sensor may provide information sufficient to predict 
trends of NOx at the boiler exit. Under Task 3 ,  we have investigated a mathematical approach to 
extrapolation of the temperature distribution within a power plant boiler facility, using a 
combination of a modified neural network architecture and semigroup theory. Given a set of 
empirical data with no analytic expression, we first developed an analytic description and then 
extended that model along a single axis. 
... 
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EXECUTIVE SUMMARY 
The objective of the proposed work is to develop an intelligent distributed fiber optical 
sensor system for real-time monitoring of high temperature in a boiler furnace in power 
plants. Of particular interest is the estimation of spatial and temporal distributions of high 
temperatures within a boiler furnace, which will be essential in assessing and controlling 
the mechanisms that form and remove pollutants at the source, such as NOx. 
The basic approach in developing the proposed sensor system is three fold: (1) 
development of high temperature distributed fiber optical sensor capable of measuring 
temperatures greater than 2000 C degree with spatial resolution of less than 1 cm; (2) 
development of distributed parameter system (DPS) models to map the three-dimensional 
(3D) temperature distribution for the furnace; and (3) development of an intelligent 
monitoring system for real-time monitoring of the 3D boiler temperature distribution. 
Under Task 1, we have set up a dedicated high power, ultrafast laser system for 
fabricating in-fiber gratings in harsh environment optical fibers, successfully fabricated 
gratings in single crystal sapphire fibers by the high power laser system, and developed 
highly sensitive long period gratings (lpg) by electric arc. Under Task 2, relevant 
mathematical modeling studies of NOx formation in practical combustors have been 
completed. Studies show that in boiler systems with no swirl, the distributed temperature 
sensor may provide information sufficient to predict trends of NOx at the boiler exit. 
Under Task 3, we have investigated a mathematical approach to extrapolation of the 
temperature distribution within a power plant boiler facility, using a combination of a 
modified neural network architecture and semigroup theory. Given a set of empirical data 
with no analytic expression, we first developed an analytic description and then extended 
that model along a single axis. 
2 
RESULTS AND DISCUSSION 
TASK 1. FIBEROPTIC SENSOR DEVELOPMENT 
1.1 Objectives and Motivations 
The objective of this task is to develop an innovative high temperature distributed fiber 
optic sensor to precisely monitor the temperature distribution inside a boiler, which, in 
turn, could substantially increase the burning efficiency and reduce the pollution emission 
(e.g., NO,). Figures l.l(a) and l.l(b) illustrate a power plant and a boiler with embedded 
fiber optic sensors. 
Fig. 1.1 (a) A picture of a power plant 
. 
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I 
Fig. 1.1 (b) A boiler with embedded fiber optic sensor. 
1.2. Major Accomplishments: 
1.2.1 Demonstrate the effect of micro-machined gratings on single crystal sapphire 
fibers. 
We showed that the micro-structuring is possible either by mechanical dicing or chemical 
etching after the patterning by lithography in the last year report. To demonstrate the 
effect of micro-machined gratings, we conducted following experiments. 
To fabricate in-fiber grating with large depth, we used mechanical dicing approach. 
In the experiment, a 5 cm long single crystal sapphire fiber, with 250 micron 
diameter, was used. In order to hold the fiber, the fiber sample was attached to a 
2” x 2” glass substrate with the use of Crystalbond 509 adhesive and a hot plate. 
The glass substrate was then placed on a computer-controlled chuck underneath a 
diamond saw blade. The substrate was firmly held by the vacuum chuck once it 
was properly aligned. The blade width was 40 micron and the grating pitch was 
4 
100 micron. The number of the notches was one hundred. The depth of the grating 
was 30 micron. After finishing the dicing, the glass substrate was heated on the hot 
plate and the sapphire fiber samples were carefully taken out of the substrate and 
cleaned with acetone. 
Figure 1.2 shows the fabricated grating using dicing approach. As we can see 
from the figure, overall structures were well formed but the edges of the notches 
were not smooth. This is the limitation of dicing approach. But it provides simple 
and fast means for micro-machining. 
To see the effect of the micro-machined fiber, we built the experimental setup as 
shown in Fig. 1.3. The light source was HP 8168E tunable laser. As the output of 
the tunable laser was connectorized with FC/PC, collimating optics was used to 
collimate the beam coming out of the connector end. NEW FOCUS model 9091 
five-axis fiber aligner was used for this purpose. The collimated light beam was 
focused on the one end of the sapphire fiber sample by a microscope object lens 
(x20). The output beam of the sapphire fiber was directly coupled to a regular 
multimode fiber which was connected to HP 70951B optical spectrum analyzer 
(OSA). To get the optimum beam coupling between the fibers, Newport 462 series 
precise 3 axis aligner was used. A sample chamber was made to contain the index 
matching oil for the cladding of the sapphire fiber. The fiber sample penetrated 
this chamber and the index matching oil was provided through top open cover. 
For the micro-machined gratings to work as long period gratings (LPG), well 
defined uniform cladding layer has to be formed. Circumventing this problem, one 
of the ways for watching the effect of micro-machined gratings is to observe 
radiation coupling assisted by the gratings. A simple slab waveguide model can be 
used to explain this effect. If the periodic perturbation is to couple the light from 
the guided mode to a wave propagating into the surrounding cladding and making 
angle 0 with the direction of propagation as shown in Fig 4(a), then we must have 
the following relation as shown in Fig. 1.4(b). 
p-K=konscos6  
where p = 27rnefJ / ;Z (propagation constant), K = 27r / A (grating vector) 
When this, so called, quasi-phase matching condition is satisfied, the radiation 
coupling from the guide mode to cladding occurs. Fig 1.4(c) shows the calculated 
wavelength dependence of radiation angle according to the quasi-phase matching 
condition. In the calculation, the effective refractive index of core is assumed to 
1.78. The region below 0" angle means that no radiation coupling is allowed. As 
we can see from the graph, when the refractive index of the cladding is 1.765, the 
radiation coupling occurs for the longer wavelength than 1550 nm. This model 
gives us good qualitative explanation for the case of sapphire fiber. For a certain 
refractive index of cladding, the radiation coupling will occur for longer 
wavelength than a specific value. 
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Fig. 1.2 Fabricate in-fiber long period grating in single crystal sapphire fiber by precise 
dicing. 
Fig 1.3. The experimental setup for measuring radiation-mode coupling effect by micro- 
structured gratings in the sapphire fiber 
0 While changing the refractive index matching oil (Cargille Laboratories, refractive 
index liquids M series) for the cladding of the fiber in the chamber, output 
spectrums were observed. The measured spectrums are shown in Fig. 1.4. With air 
cladding and 1.79 index cladding, the spectrums didn’t change much. When the 
refractive index was 1.795, we can see the grating-assisted radiation coupling took 
place in the longer wavelength region (>1540nm). With 1.80 index cladding, 
output light has almost disappeared. Note that the values of refractive index of the 
index matching oil are dependent on the wavelength. The provided values by the 
manufacturer were measured at visible wavelength. The measured coupling 
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efficiency of the grating was very low, which is believed due to the inaccuracy of 
dicing saw (normally nanometer order accuracy is required) and surface roughness. 
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Fig. 1.4 Wavelength dependence of radiation mode coupling 
1.2.2 Demonstrate the possibility of using super continuum highly broad band source 
In general, the number of grating-based multiplexed fiber sensors is limited by the 
bandwidth of the source. The bandwidth of normal tunable source is around 100 nm. To 
increase the number of multiplexed sensors, we need wider bandwidth for the light source. 
A supercontinuum light could be a solution for large scale sensor systems. 
Supercontinuum generation can be achieved in a photonic crystal fiber. Since the core 
radius of a certain photonic crystal fiber can be only 1-2 micron order, nonlinear effects 
to cause the supercontinuum are greatly enhanced and the white light generation process 
easily takes place with much less input light intensity. Figure 1.6 shows the experimental 
setup for supercontinuum generation and generated white light source. The measured 
spectrum was across the entire bandwidth of OSA (600-17OOnm). As the spectral 
fluctuation of the generated white light frequently occurred by small disturbance of input 
coupling, it couldn't be used as an actual light source for the sensor. Once this problem is 
resolved, it will be a promising candidate for large scale sensor array system. 
(a) air (b) 1.79 
(c) 1.795 (d) 1.80 
Fig. 1.5 The output spectrum of the sapphire fiber with surface gratings 
for different cladding refractive indices. 
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Fig. 1.6 Supercontinuum white light source generation for fiber sensor systems. 
1.2.3 Investigate the more accurate patterning and micro-structuring method than 
mechanical dicing 
So far, the problems we've encountered are 
0 
Poor spatial resolution of mechanical dicing method 
Shallow grating depth of chemical etching method 
Surface roughness of structured fiber 
Especially, if want to make fiber Bragg grating (FBG) in the sapphire fibers, we need sub- 
micron patterning (- 200nm) capability. To resolve those problems, we investigated a 
new fabrication method using the following fabrication steps, which is illustrated in Fig. 
1.7. 
0 Fine polishing 
0 Lithography or e-beam lithography 
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0 Mask patterning 
0 High density plasma etching (ICP-RIE) 
Fig. 1.7 An illustration of a fabrication process for sapphire fiber FBG grating by plasma etching. 
For the accurate patterning, the precise lithography process is required, which means well 
polished flat surface is needed for spin coating uniform photoresist layer over the sample. 
It can be accomplished by putting the fibers on the silicon wafer, filling the gap with thick 
negative photoresist SU-8, post-baking the resist and then polishing the surface. The 
fibers will have D-shape as the result of polishing step. Once the surface is made flat, we 
can use the standard micro-fabrication methods. Using normal lithography or e-beam 
lithography method, the accurate pattern can be defined in the photoresist layer. For 
transferring the pattern into the sapphire fiber, high density plasma etching (ICP-RIE) 
process can be used. With BCl3:Cl2 chemistry and 800 W RF power, the etch rate of 
sapphire can reach 350nm/min. 
1.2.4 Successfully fabricating in-fiber gratings in harsh environment optical fibers by 
high power laser system 
Typically, fiber gratings are generated by exposing the ultraviolet (UV)-photosensitive 
core of a germanium-doped silica core optical fiber to a spatially modulated UV laser 
beam in order to create permanent refractive index changes in the fiber core. A limitation 
of the UV induced fiber Bragg gratings, especially for high temperature sensor 
applications, is that operation of the sensor at elevated temperatures results in the erasure 
of the UV induced index modulation of the grating. Also, this grating-based method can 
not be directly applied to sapphire fibers due to lack of photosensitivity of sapphire fibers. 
Micro-machining method might be a logical solution for gratings in sapphire, but it has 
encountered the problems of poor spatial resolution, shallow grating depth and surface 
roughness. 
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In recent years, the difficulty of long-term thermal stability of FBGs in a harsh 
environment has been largely alleviated by the development of new FBGs inscribed by 
infrared (IR) femtosecond lasers. Growing interest in femtosecond laser inscription is 
based on the fact that the physical mechanism of this process is essentially different to 
that of UV inscription. As a result, the physical properties of the femto-inscribed 
structures and devices are different from those of the UV-produced equivalents. The 
refractive index change in femtosecond-inscribed gratings is believed to be initiated by 
formation of localized plasma in the bulk of the material causing densification of the 
lattice. The process involves highly nonlinear photo-ionization, thus requiring high 
intensity of light and it only occurs in a tightly focused laser beam. Fmeto-inscription 
does not depend strongly on formation of defects. As a result, the decay of defects caused 
by thermal annealing is likely to be insignificant in the femto-inscribed structures. Hence, 
femtosecond inscription is able to produce structures with much improved thermal 
robustness compared to UV-written structures. And these mechanisms are universal and 
allow us to perform three-dimensional refractive- index patterning and to fabricate 
complicated photonic structures in practically all transparent materials including silica 
fiber and sapphire single crystal fiber. 
We have optimized our grating written system; the fabrication system is robust and fast, 
less than five minutes for each grating. Our fiber grating writing scheme is based on a 
near field phase mask method. Laser pulses of 150-fs duration that are generated by a 
Ti:sapphire amplifier at a wavelength of 800 nm with a pulse repetition rate of 1 -kHz. The 
pulse energy is around 1 dlpulse,  which is strong enough to write Type I1 IR gratings. 
11 
-8 - 
The Tkapphire femtosecond laser system includes the seed laser, 
femtosecond pulse regenerative and multipass Ti: Sapphire amplifier system, 
namely the Titan system 
< 
Femtosecond laser system, laser emitted from the centra hole, on the left side is the 
~~~~ repenerative ~~~~~~~~~ and ~~~ multinass ~ Ti:sannhire ~ amnlifier. the numn laser is on the ripht side 
Fig. 1.8 (a). Ultrafast (femtosecond) experimental system for fabricating harsh environment fiber optic 
Fig. 1.8 (b). Microscopic image of Bragg grating 
fabricated in a single mode (SM) silica fiber. 
- Exposured 0 5 Seconds 
Exposured 0 5+0 125 Seconds 
Fig. 1.8 (c). The spectrum of the grating 
fabricated by the ultra short laser pulses in SM 
fiber. 
12 
1.2.5 Perform temperature test with femtosecond laser inscribed FBG in high 
temperature furnace. 
The grating was attached to high temperature alumina ceramic rod with Hi-purity alumina 
ceramic paste. 
Fig. 1.9. Experimental set-up of high temperature testing 
The fiber with grating was buttcoupled to a four-port coupler made of single mode silica 
core fiber. The signal from the tunable laser was launched through a single-mode fiber 
into the input port of the coupler and the optical spectrum analyzer (OSA) at the output 
port collected the reflected signal from the grating. The end of the fiber that contained the 
Bragg grating along with the supporting rod was then put into the furnace and the 
reflection signal was measured. From the experiment results shown in the following 
figures, we can see silica FBG fabricated by femtosecond laser inscription has good linear 
response for high temperature measurement. 
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Resonant wavelength shift with temperature 
1520 1530 1540 1550 1560 1570 
Wavelength (nm) 
Fig. 1.10 (a). Measured grating spectrum with different temperature 
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Fig. 1.10 (b) Grating resonant wavelength shifted as a function of temperature 
1.2.6 Demonstrate stable performance of our high temperature sensor in Mckenna 
Burner. 
14 
Fig. 1.1 1 (a) Schematic diagram of McKenna burner system 
In the above figure shows the burner system which includes the fuel, additive, and air 
supply. An unconfined flat laminar premixed flame was established using a McKenna 
Burner, which consists of a 60.2-mm-diameter water-cooled porous-plate. 
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Fig. 1.12 (a) Horizontal direction along 
burner. 
Fig. 1.12 (c) Holes distributions in the 
chimney along vertical direction. 
Fig. 1.12 (b) Vertical directions along 
burner. 
The burner is covered by chimney with holes in it, and the ceramic rod with fiber grating 
attached is inserted in the holes to measure the temperature profile of the burner. In 
horizontal direction, measurement is taken at 1.7 cm above the burner surface plate. And 
5 positions are chosen. The distance between each position is 1 cm. In vertical direction, 
the measurement is conducted at four different heights above the burner surface. 
Table 1. I Temperature calibrated by thermal coupler (Omega, type K) 
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66 127 
I Vertical direction I 
4 400 
Horizontal direction I 
I 
Height bemperaturd Position I Temperature 
-room temp ____ Postion 4 - Postion 3 Position 2 -Position 1 -Center -back to room temp 
1533 + 1538 1543 1548 1553 
Wavelength (nm) 
1558 
Fig. 1.13 (a) Grating spectrum measured with different locations along the vertical direction. 
Reflection spectrum vs temperature 
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Fin. 1.13 (b) Grating spectrum measured with different locations along the horizontal direction. 
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Experiment shows the temperature sensitivity is around 0.013 nm/"C. The temperature 
sensitivity at the 1540 nm Bragg grating wavelength is estimated to be 0.014 nm/"C. The 
Bragg grating in the silica single mode fiber considered in this experiment is well 
consistent with the theoretical predication. 
1.2.7 Demonstrate good long term stability of the femtosecond laser inscribed FBG 
sensor 
In order to test the long term thermal stability, the femtosecond laser induced Bragg 
grating was inserted in a stainless tube and put in a high temperature furnace for about ten 
days. The grating spectrum was monitored by a micron optics sensing interrogator. 
I ' Micron optics sensing 
interrogator SM 125 K type thermocouple 
Fig. 1.14. Experimental set-up of durability test 
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Experimental results show that FBG drift at fixed temperature after heated for about 80 
hours, and it has a maximum value, when reached the maximum, the spectrum is stable 
again afterwards. Since the Resonant peak shifted to shorter wavelength during the 
drifting, according to Bragg condition, the possible reason will be the decreasing of N e 8  
(effective refractive index of fiber core) or A (grating period). And grating structure 
degradation may cause A decreasing, but for a typical silica fiber dLl(LdT)=5 x 10-7 K-1 
and dnldT=l0-5 K-1, so the dominate factor should be the change of effective refractive 
index. Diffusion of Ge from core to cladding and silica crystallization may cause the 
change of Ne# The diffusion coefficient at different temperatures is found to be well 
predicted by 
-Ed D =Doe == 
At higher temperature, the diffusion coefficient is larger, this explains the fast drifting at 
higher temperature than lower temperature. After some time, when the difhsion reaches 
equilibrium, the drifting stopped. Thermocouple shows more random noise than FBG, 
while Regular SM Ge doped silica fiber grating shows drifting (h7 "C) at temperature 
higher than 600 "C. PSU is currently investigating new fiber materials trvina to overcome 
this drifting. In fact, since the drifting is predictable, with carefully calibration, FBG can 
totally replace thermal couple with much lower cost and more stable performance. 
1.2.8 Successfully demonstrate multi-parameter sensing capability 
In the harsh environment, in general, high temperature, strains and vibrations are 
coexisted, and it is always a big challenge to decouple these effects. Unfortunately, SM 
FBG has only one resonant dip in the transmission spectrum, which makes it difficult to 
realize multi-parameter sensing in a harsh environment. 
We demonstrated a multiple parameter integrated fiber sensor that can detect vector 
bending and ambient temperature simultaneously with a single asymmetric multimode 
fiber Bragg grating. Multimode Bragg gratings were fabricated in an all-silica core fiber 
by an infrared femtosecond laser, which showed multiple transmission dips in the 
transmission spectrum. Bending and ambient temperature fluctuations affect the shapes of 
multiple transmission dips in different ways. In bending, different dips have different 
sensitivities. On the other hand, temperature fluctuations tended to influence the dips 
uniformly across different dips. By analyzing the changing spectrum of dips, one can 
distinguish the changes induced by bending or temperature fluctuations. Furthermore, the 
high thermal stability of Bragg gratings inscribed by an infrared femtosecond laser can 
make this double parameter fiber sensor work in very harsh, high-temperature 
environments. In the temperature sensing experiment, the FBG, as shown in Fig.l.17, 
was put in a furnace. One end of the fiber was connected to a broadband white-light 
source and the other end of the fiber as connected to an optical spectrum analyzer. The 
spectrum of the FBG was measured at different temperatures. 
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Fig. 1.17. Microscopic image of Bragg grating fabricated in a multimode silica fiber 
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Fig. 1.18. (a) Measured spectra of a FBG in a multimode fiber inscribed by an IR femtosecond laser at a 
spectral range from room temperature to 700°C. (b) Spectra of dip locations as a function of temperature for 
four dips. 
In the bend sensing experiment the FBG was wrapped on a cylindrical surface of 25 cm 
radius. Again, one end of the fiber was connected to a broadband white light source and 
the other end of the fiber was connected to an optical spectrum analyzer. The spectrum 
was measured for the cases with and without bending. To determine the vectorial- (or 
directional-) sensing capability for this asymmetric FBG, the FBG was bent in two 
orthogonal directions and measured the spectra for both bending directions. Figures 1.18 
(a) and 1.18 (b) show the measured spectra for all three cases: without bending, with 
bending in x direction, and with bending in they direction. 
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Fig. 1.19. (a) Measured spectra of FBG in multimode fiber inscribed by an IR femtosecond laser at three 
bending conditions: without bending (references), bending in X direction, and bending in the Y direction. (b) 
Spectra of dip locations as a function of bending direction for four dips. 
1.2.9 Perform high temperature sensing using sapphire fiber Bragg grating 
fabricated by femtosecond laser irradiation 
We have successfully fabricated gratings in both silica and single crystal sapphire fibers 
by the ultrafast laser system, as shown in Fig. 1.20 (a). The area with strong scattering 
light is the area with the grating. The diffraction pattern (upper right figure) clearly shows 
the grating diffraction pattern. 
Fig. 1.20 (a). Fabricated gratings in single crystal sapphire fiber. 
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A. High temperature sensing using sapphire fiber 
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Fig. 1.20 (c) Sapphire fiber grating transmission spectrum (heated with 700F solder iron) 
B. mode control to suppress higher order modes. 
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Fig. 1.20 (d) Comparison of sapphire fiber grating transmission spectrum before and after mode bending 
to suppress higher order modes 
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We have developed advanced gratings in single crystal sapphire fibers. 
Ultra thin fiber (60 micron, regular 125 micron) (High coupling efficiency 
between this fiber and conventional silica fiber). 
Advanced coupling with mode control. 
Transmission spectrum was measured and grating spectrum shifted with 
temperature. Operation temperature can go as high as 2000 "C. 
Sapphire is highly multimode, core only and sensitive to vibrations and grating depth is 
much shallower than silica fiber. At this moment, it may not be the best choice for our 
application. Regular silica fiber FBG can stand temperature as high as 1000 O C, although 
it has the problem of drifting, but the mount is predictable (according to diffusion 
equation). 
1.2.10 Develop highly sensitive long period gratings (LPG) by electric arc. 
Figures 1.21 (a) and (b) show the picture and corresponding drawing of electric arc 
grating fabrication system. 
=_\_ 
Fig. 1.21 (a) A picture of electric arc grating fabrication system. 
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1 
Fig. 1.21 (b). The corresponding drawing of electric arc grating fabrication system. 
A standard single mode communication fiber (SMF-28e) with a short unjacketed section 
was placed in two fiber holders. Both ends of the fiber were clamped by the holders and 
held straight. Two electrodes were mounted in a fixture that was moved by a nano- 
precision translation stage. The grating spectrum was monitored while the arc discharge 
was being produced. The entire fabrication process was fully controlled by a computer. 
Two methods have been used to fabricate LPFGs by electric arc discharge. The first 
creates micro-bends by introducing a small lateral displacement at one end of the fiber. 
The other tapers the fiber by attaching a mass to one end. Both methods induce refractive 
index modulation along with mechanical deformation. Depending on the position of the 
fiber in the arc flame and the applied stress to the fiber, the induced refractive index 
profile inside the fiber can be greatly affected, which in turn, affects the coupling constant 
between core and cladding modes. For our experiment, the fiber sat in V-grooves made on 
the electrodes fixture. There was no lateral displacement at one end of the fiber, and no 
additional mass was attached. The arc current was - 15mA (RMS) with 20 kHz frequency, 
and the arc duration was changed while keeping arc current constant. 
Figure 1.22 shows the evolution of a short LPFG as the number of arc discharges is 
increased. The arc duration was 357ms, and the period was 500pm for this grating. The 
resonant coupling rapidly grew and reached its deepest peak (-30dB) with 4 grating 
periods ( 5  arc discharge). The peak depth was reduced to -13.2dB with one more arc 
discharge due to over-coupling. The total grating length was 2mm when it reached the 
deepest peak. Using the measured peak depths, the number of periods, and the relation 
t,,,, = sinZ(KL), the coupling constant for this mode was estimated to be in the order of 10 
cm-' , which is over ten times larger than the typical coupling constant of LPFGs. 
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Fig. 1.22. Evolution of the short arc-written LPFG. 
For this short grating, a mechanical deformation was observed by an optical microscope 
as shown in Fig. 23. The magnitude of deformation was estimated to be approximately 
1 Opm. 
Fig. 1.23. Optical microscope image of short arc-written LPFG. 
The maior advantages of our allproach are: 
We have successfblly realized multiple gratings (six gratings in a single sapphire 
fiber), which is the key for the distributed sensing, as shown in Fig. 1.24. 
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Grating 2 Grating 1 
Fig. 1.24. The multiple gratings fabricated in the same sapphire fiber. 
These sensors are multiplexed sensors rather than distributed sensors because they don’t 
provide continuous measurement along the fiber. By multiplexing several sensors, 
however, a few centimeters spatial resolution can be readily obtained, which has enough 
resolution in most cases. These ‘quasi-distributed‘ sensors have high sensitivities, simple 
structures. 
We have demonstrated that Femtosecond Bragg gratings are much more stable in 
high temperature environments than UV induced gratings. We have durability test 
on the grating. The spectrum is stable except some predictable drifting. 
Femtosecond laser inscription of Bragg grating in optical fiber is the most 
promising method to fabricate harsh environment sensors. 
We have developed multi-parameter sensor based on asymmetric multimode fiber 
Bragg grating fabricated by femtosecond laser irradiation. 
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TASK 2. BOILER FURNACE MONITORING MODEL DEVELOPMENT 
2.1. Summary 
In the first year, the effort was primarily to get a functional workstation, with CFD 
sokware, into place and to train the student on its application to multi-dimensional 
combustion simulation. The workstation acquired for this project comprises dual-Xeon 
2.0 GHz processors and 512 MB RAM. A license for FLUENT 6.1 was been obtained. 
The graduate student was trained with FLUENT to achieve the goals of this project with 
regard to multi-dimensional simulation. 
In the second year, we are now working with a 2-D model of the Down Fired Combustor 
and a 3-D model of the Demonstration Boiler.. Modeling the DFC has provided the 
graduate student the opportunity to become skilled using FLUENT, to leverage existing 
grids and extensive prior experimental work for comparison. The output from the DFC 
modeling will be temperature maps for use in training the predictive tool to describe the 
temperature distribution within the combustor to effect control actions. 
In the 3rd year, subsequent applications of FLUENT to the Demonstration Boiler focused 
on determining the means by which the output from the fiber optic sensor could be used to 
determine whether some control action is needed to reduce emissions (Le., NOx). Of 
particular interest was seeing how the signals from one or more of the fiber optic sensors 
can tell us how the temperature field needs to be modified, via for example some 
adjustment of air staging distribution, to obtain lower NOx emissions. The detailed 
simulations were intended to provide guidance on how to achieve the intelligent control 
over efficiency and emissions. 
2.2. Results and Discussion 
2.2.1 Group A 
Temperature profiles of 2D planes throughout the boiler were examined from the final 
calculations; examples of such profiles are shown in Fig. 2.1 and Fig. 2.2. These figures 
show that stratification of temperature within the boiler varies for case 1 and case 2, 
therefore lending credence to the notion that temperature signatures within the boiler are 
unique, and may relate to NOx emissions at the boiler exit. 
Note the dark blue portion of the profile in Fig. 2.2; this low temperature area near the 
burner may be indicative of flame instability. The high volume of tertiary air, therefore 
removing air volume from the secondary inlet, may have resulted flame stability issues. 
Temperature and NOx data along 1D lines of site were extracted from the combustion 
calculations; several 1D profiles of temperature and NOx are shown in Fig. 2.3 and Fig. 
2.4. 
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Fig. 2.2: Temperature Profile (horizontal) - Case 2 
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Fig. 2.3: In-situ Temperature (IC) Distributions - Case 2 
Fig. 2.4: In-situ NOx (ppm) Profiles - Case 2 
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The exit NOx concentrations were a key part of the investigation. Table 2.1 shows the summary 
of NOx concentrations and temperatures at the boiler exit for each case. Note that as the amount 
of tertiary air is increased, the NOx exiting the system decreases (also note that lower exit 
temperatures correspond to lower exit NOx). Statistical tests were conducted using SAS/STAT 
ORTHOREG procedure for temperatures extracted along the lines of site within the boiler, and 
the corresponding NOx emissions calculated at those points; the series of tests are outlined in the 
appendices. Statistical test #1 yielded the highest R-squared value of 0.84, and provided the 
following relationship between NOx (internal) and temperature (K). The results of the statistical 
analysis are compared against the raw data (NOx), as a function of data point (the 12 sensors 
comprised a total of 904 data points), are shown in Fig. 2.5, Fig. 2.6 and Fig. 2.7. 
NOx(ppm) = [1.48E4 - 4.34E'7*T + 3.37E-'o*T2]*10E6 (2.1 1 
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Fig. 2.5: NOx (ppm) Measured and Predicted - Case 1: Group A 
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The relationship in Equation 2.1 allows one to determine NOx concentrations at points along 1D 
lines of site within the boiler, for temperatures measured along those lines of site (with an optical 
sensor). While this relationship is rather strong, relates back to the research performed by 
Fiveland and Latham as it shows evidence of significant stratification, it provides no relationship 
between the temperature within the boiler and the temperature at the boiler exit (Fiveland and 
Latham 1993). Without such a relationship, the novel temperature sensor is fihle. The 
temperature stratification information along with the difference in boiler exit NOx concentrations 
for both cases, however, indicates that exit NOx concentrations may be correlated with 
temperature within the boiler somehow. 
Only two cases were examined in this study, and therefore it is impossible to determine a 
definitive correlation between temperature within the boiler and NOx concentration at the exit. 
The species selected for the PDF in the combustion model could have been improved. Species 
such as C3Hs could have been implemented. Also, a two-stream PDF could have been used to 
account for the char streams and volatile streams individually, improving the accuracy of the 
calculations. 
The Group A calculations converged near 15,000 iterations, based on convergence criteria 
outlined in the FLUENT manual. However, the residual for the energy equation was raised to 
lo4, which may prove a source of error for the above calculations, as the residual was altered 
during the calculation. 
4.1.2 Group B 
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Group B comprises four cases at different operating conditions. The parameters and models 
selected for these cases are consistent for each case, except for the ratios of secondary and 
tertiary air. Aside from improved model selections, the difference between Group B and Group 
A cases is the swirl applied to the tertiary air in Group B calculations. Data was extracted from 
12, 1D sensor locations throughout the boiler (the same sensor locations as in Group A 
calculations) to be used for statistical analysis to determine a relationship between in-situ 
temperature measurements and exit NOx concentrations Table 2.2 shows the various air ratios 
between tests, as well as the NOx concentrations and temperatures at the boiler exit. Note that 
for these calculations, as the amount of tertiary air increases, the amount of NOx decreases, 
which follows the trend fiom Group A computations. 
Table 2.2: Boiler Outlet Conditions: Group B 
Case1 Case2 Case3 Case4 
Primary Air 0.200 0.200 0.200 0.200 
Secondary Air 0.200 0.375 0.550 0.725 
Tertiary Air (swirled) 1.590 1.415 1.240 1.065 
Fuel Flow Rate (kg/s) 0.17 0.17 0.17 0.17 
Texit (K) 1441 1523 1554 1617 
NOxexit ( P P ~ )  164 527 837 924 
In attempt to find a numerical correlation between temperature profiles within the boiler and exit 
NOx concentrations, or to provide proof of unique temperature profiles for each case, many 
relationships were studied. The first test involved running a series of tests in SASSTAT with 
the ORTHOREG procedure. The series of tests are outlined in the appendices, and resulted in 
poor relationships, with R-squared values ranging from 0.01 to 0.6. Due to undesirable R- 
squared values, the relationships from these tests were dismissed. The statistical tests prove that 
there is no linear relationship between temperature and NOx along the 1D sensors within the 
boilers. 
In order to determine for sure whether any unique relationships between temperature(s) within 
the boiler and exit NOx exist, a series of statistical tests were completed. The results are shown 
graphically in the following section, and tabulated in the appendices. Note that the concentration 
of NOx at the boiler exit is as follows for Group B simulation cases: Case 1 < Case 2 < Case 3 < 
Case 4. 
Though the in-situ boiler temperature measurements seem to provide no direct relationship with 
NOx at the boiler exit, temperature at the boiler exit and the corresponding NOx concentrations 
were used in conjunction with air ratios for further statistical tests. For each case from the Group 
B calculations, area-averaged temperatures and NOx values from the boiler exit and tertiary air 
values were used to form a linear regression study in MiniTab. The results are shown in 
Equation 2.2, and show that exit temperatures and tertiary airflow values have a strong ability to 
predict exit NOx concentrations. In this equation, “Air” represents the amount of tertiary air 
entering the boiler, and “T” is temperature. 
36 
NOxbpm) = -68 + 1.35T - 1050Air 
R-squared = 94.5% 
The above regression study was repeated using the primary air values and the tertiary air values. 
This case reported the same regression equation and R-squared value. When substituting the 
values for secondary air for the tertiary air, a similar regression equation was reported, with an 
identical R-squared value. A regression study of NOx, T, secondary and tertiary air was also 
attempted, however, the similarity in changes in values between cases for secondary and tertiary 
values were too close, MiniTab prompted that one set of air values be eliminated. 
Figure 2.8 depicts a plot of the actual NOx concentrations at the boiler exit, from simulations, as 
a function of temperature at the boiler exit, as well as the same trend achieved using the 
relationship from Equation 2.2. As the r-squared value of that equation indicates, the predicted 
trend relates closely to the simulated data. 
NOx(ppm) = -68 + 1.35*Exit T(K) - 1 O5O*Air( kgls) 
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Fig. 2.8: Exit NOx (ppm) Measured and Predicted (from Equation 4.2) 
The PDF in Group B included C3H8, but did not utilize the two-stream functionality. As 
mentioned in a previous section, the two-stream functionality allows for handling of the char 
streams and volatile streams individually, instead of lumping them together as one entity, 
therefore increasing the accuracy of the calculation. The computation time associated with the 
two-stream model is significantly greater than for the single stream PDF, and therefore the 
single-steam function was employed. 
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Residuals for temperature, 0 2  and C02 at the boiler exit were monitored, and the calculations 
were considered converged when the fluctuation in residual values become consistent over a 
period of 5,000-10,000 iterations. Data was then extracted where 0 2  values were minimal and 
COZ concentrations were at a maximum, within the range of consistent fluctuations. The 
fluctuating residuals can be linked to back flow at the boiler exit. Due to the turbulent nature of 
combustion, especially with swirled inlet flows in an industrial sized boiler, it is not likely that 
the fluctuations would ever level out. One simulation ran for 48,000 iterations, and the 
fluctuations remained consistent. 
2.2 Group A & B Comparison 
The statistical analysis of Group A and Group B data are compared graphically, based on the 
following parameters: 
T ,  
ATrng 
Average of temperatures from one sensor 
The absolute difference between temperature values along 
one sensor, averaged over the number of differences 
calculated 
Median The middle number of a group of number arranged 
in ascending order 
Standard deviation is the average amount by which 
values in a distribution differ from the mean value 
of that distribution 
The square of the standard deviation value 
Std.Dev. 
Variance 
The goal of comparing the values explained above is to discover unique trends between cases in 
one data group (Group A or Group B), between temperature data from within the boiler and exit 
NOx concentrations. 
Figure 2.9 and Figure 2.10 show T, values of the data for each sensor, from each case studied. 
Note that the data for each case in Group A follows a similar trend, with this exception of the 
data at sensors #1 and #2. Sensor #1 spans the boiler from the burner to the back of the boiler, 
throughout the boiler center. Recall that the temperature profile for Case 2 shows a significant 
low temperature area near the burner region. Each case in Group B studies follows a consistent 
trend, with variations in temperature averages. 
The data plotted in Figure 2.1 1 and Figure 2.12 shows that the trends for each case within each 
data group are very similar. The data for sensor #3 in the Group B data, however, shows some 
variation. Sensor three is location in the region near the top of the boiler. 
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The trends generated from the median temperature of each sensor are shown in Figure 2.13 and 
Figure 2.14. The data for Group A shows a unique trend for each case; but this is not true for 
Group B data; therefore, the relationship of median temperature to exit NOx concentration is not 
robust enough to predict relationships for a wide range of cases. [Again, note that the values at 
sensor #1 and sensor #2 are out of place for the Case 2 curve, as explained before due to the low 
temperature region in the boiler]. 
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Standard deviation and variance were also examined for data sets from each sensor, in hopes that 
the variation of temperature from one spatial location to the next may provide unique 
information in terms of temperature for each case. This idea was inspired by the work of 
Fiveland and Latham, and Epple, where temperature signatures for several cases were shown to 
be unique, as a result of air staging using low-NOx burners (Fiveland and Latham, 1993, Epple, 
et al. 1995). Figure 2.15 and Figure 2.16 show the standard deviation trends, and Figure 2.17 
and Figure 2.18 contain variance plots. None of the curves produced for variance or standard 
deviation provide unique curves compared to the others within their data group (Group A or 
Group B). 
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Fig. 2.15 : Standard Deviation: Group A Fig. 2.16: Standard Deviation: Group B 
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Because attempts to relate in-situ temperature profiles with exit NOx concentrations proved 
futile, relationships between the temperature at the exit, air ratios (entering the boiler), and exit 
NOx concentrations were examined. Figure 2.19 shows a plot of the exit NOx concentration as a 
function of temperature for each simulated case, as well as a prediction of exit NOx 
concentration from a relationship derived from the actual data, using temperature and NOx 
concentration at the boiler exit as well as tertiary air flow rate. This prediction provides unique 
exit NOx concentrations for each case. The data labels represented the Group (A or B) and the 
Case (1-4). Figure 2.20 shows the predictions from the equation derived using exit NOx 
concentrations, exit temperatures, and the YO tertiary air (YO tertiary air is the ratio of tertiary air 
to the overall combustion air flow rate entering the burner). The predictions in this study are not 
unique for all cases modeled. 
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Fig. 2.18: Variance: Group B 
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NOx(ppm) = 7793 - 2317*Air(kg/s) - 2.68*T(K) 
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2.3 Model Validation 
The computational grid modeled in this study could not be validated with experimental data from 
the industrial-sized Demonstration Boiler, as the boiler operation of the actual unit varies 
significantly from the computational model. 
2.4 References 
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TASK 3. INTELLIGENT MONITORING SYSTEM DEVELOPMENT 
3.1 Objectives and Motivations 
The proposed project will focus on an investigation of a mathematical approach to extrapolation, 
using a combination of system-type neural network architecture and the semigroup theory. The 
target of the investigation will be a class of distributed parameter systems for which, because of 
their complexity, lack an analytic description. Although the primary objective is extrapolation, 
this effort must begin with the development of an analytic description from the given empirical 
data, and then, proceed to extend that analytic description into an adjoining domain space for 
which there is neither data nor a model. That is, given a set of empirical data for which there is 
no analytic description, we first develop an analytic model and then extend that model along a 
single axis. Semigroup theory provides the basis for the neural network architecture, the neural 
network operation and also for the extrapolation process. Concerning the architecture, semigroup 
theory dictates that under certain circumstances, a given composite mapping should be regarded 
as two families of maps, requiring two separate neural network channels; concerning the 
operation, semigroup theory requires that the second channel possesses the classic semigroup 
property of mapping composition; concerning the extrapolation process, semigroup theory 
requires that the extrapolated elements share the same semigroup property that are possessed by 
the elements previously formed from the given empirical data. The semigroup theory provides a 
unified and a powerful tool for the study of differential equations on Banach space, covering 
system described by ordinary differential equations, partial differential equations, functional 
differential equations and combinations thereof [26]. For applications to control systems, 
estimation techniques are often required to compensate for an inadequate amount of data, arising 
from the unavailability of that data. 
In the past, for systems described by ordinary differential equations, various estimation 
techniques have been developed with the most popular (and successful) ones being based on 
variations of the Kalman filtering theory. However, as control theory has been expanded to 
include more complex behavior, such as distributed parameter systems, described by partial 
differential equations, the estimation problem has taken on a new importance, because now it is 
necessary to provide estimated data at a great (theoretically infinite) number of points. A need 
therefore exists for a generalized estimation technique that can be applied to a broad class of 
nonlinear systems, any one of whose behavior is described by a partial differential equation. 
Stated very concisely, a need exists for a technique which can begin with a sparse set of data 
derived from a few discrete points within some continuum in one, two or three dimensional 
space and which can then develop estimated data at as many points as needed within the 
continuum, in a manner which is dynamically consistent with the given empirical data points, 
and additionally, to extrapolate the resulting function into an adjoining region of space for which 
there is no data. 
The modeling technique uses a process referred to as algebraic decomposition to find a particular 
type of smooth approximating function to the empirical data, namely, one that lends itself to a 
representation as the product of a coefficient vector and a basis set of functions, where the 
coefficient vector possesses a semigroup property. Extrapolation involves only the coefficient 
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vector and begins by training the semigroup channel neural network to replicate the coefficient 
vector trajectory, while at the same time acquiring a semigroup property of its own (expressed in 
weight space). The acquisition of the semigroup property is dynamic, expressing itself as a 
particular sequence of weight changes. The learning algorithm is new in that the weight 
convergence is realized recursively, by training the neural network repetitively over successively 
longer intervals and searching for a second level of convergence. Extrapolation is concerned with 
discovering the dynamics of the weight change sequence and then autonomously continuing that 
sequence. 
3.2 Development of Intelligent Monitoring System 
Due to the difficulty and the delay of extracting accurate boiler furnace temperature data from 
FLUENT, the proposed method is applied to extrapolate enthalpy in a power plant to 
demonstrate the extrapolation capability as another example [27]. In this example, high 
temperature extrapolation is performed using proposed method. As a final example, due to the 
lack of the experiment temperature data, the transient heat transfer temperature extrapolation is 
demonstrated instead of extrapolation using steady state experiment data set. To obtain the 
transient heat temperature profile, the experimental furnace is modeled and simulated using 
MATLAB PDE Tool Box. 
3.2.1 Monitoring of Temperature Distribution in Boiler Furnace 
The electric utility industry is charged to deliver power as inexpensively and as reliably as 
possible. Meeting these dual obligations has become increasingly difficult over the past 30 years. 
Environmental and economic concerns pressed the utility industry to develop clean and efficient 
ways of burning coal and oil. This has required major improvements in instrument, data 
management, and control of electric power plant components such as boilers. It has become a 
challenge to measure high temperature distributions of high-pressure liquids, steam, combustion 
gases, and heat transfer components in extremely adverse power plant environments. Traditional 
sensors have not exhibited sufficient stability and long-term accuracy without requiring 
expensive maintenance and recalibration. Additionally, each sensor only provides one reading so 
that only a limited number of readings are obtained. 
Fig. 1.1 (b) in Task 1 shows the Penn State down-fired combustor (DFC), which is an advanced 
pilot-scale furnace designed to evaluate the combustion performance of various fuels (natural gas, 
coal, coal-water slurry fuel) including emissions monitoring. The combustor has a 20-inch 
internal diameter, is 10 feet high, and is designed for a thermal input of 350,000 Btu/h (nominal), 
but this can be varied from 200,000 to 500,000 Btu/h. The proposed boiler furnace-monitoring 
model addresses the estimation of spatial temperature distribution continuously for any operating 
condition. 
45 
As an alternative to the above model-based estimation techniques, such as infinite dimensional 
extended Kalman filtering, an intelligent monitoring scheme will be developed for 3D 
temperature estimation by using the proposed system-type neural networks [28]. An intelligent 
algorithm will be developed to adaptively tune the monitoring system in real-time to implement 
in the experimental boilers. The previous emphasis on the application of computational 
intelligence for control and diagnostic will be shifted to state estimation and prediction problems. 
3.2.2. Extrapolation of Enthalpy in a Power Plant 
The electric utility industry is confronted with the task of estimating the steam enthalpy at 
various points in the water-steam cycle in a power plant. The two prominent estimation points 
are at the boiler, where water is converted into steam, and also in the delivery section which 
precedes the turbine where the energy of the steam is extracted and converted into mechanical 
power. It is very important to have functions which are able to accurately describe the 
correlations between enthalpy and temperature for the waterlsteam because the enthalpy provides 
the best description of the energy content for a compressible gas. In the literature, there are 
numerous works which present mathematical functions of enthalpy vs. temperature, but in many 
cases they provide insufficient approximation with experimental data or have a good 
approximation only over a small temperature range [29]. In addition, these methods have no 
provision for extending (extrapolating) accurate readings into a higher temperature range in 
which the readings become questionable. In this research, a new method of extrapolating the 
enthalpy is proposed using a system-type neural network architecture. Essentially, rather than 
relying on questionable temperature readings to calculate the enthalpy, this method extrapolates 
a set of reliable enthalpy readings directly. 
0 
Delivery Section (Piping) 
0 
Superheater 
Boiler Turbine 
Condensor 
Fig. 3.1. General Power Plant. 
Considering the general power plant as shown in Fig. 3.1, and referring to the delivery section 
from points 2 to 3, which precedes the turbine in a power plant, there is a need for tracking the 
steam enthalpy, since it is this function which ultimately determines the mechanical power 
delivered by the turbine. From the conservation of energy principle, the turbine work per mass of 
airflow is equal to the change in the enthalpy of the flow from the entrance to the exit of the 
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turbine. Therefore, if we can measure the enthalpy among the delivery section and turbine, we 
can determine the mechanical power which then becomes the electrical power. The difficulty is 
that the enthalpy is derived from the temperature and, in the usual cases, these involve very high 
temperatures, and accurate readings of high temperature steam in the presence of high pressures 
are very difficult to achieve. At present, various temperature compensation schemes are 
employed but, even with these, the resulting temperature readings are questionable. Therefore, 
the resulting enthalpy estimations are questionable [30]. The proposed method suggests an 
alternative, namely, to obtain a small (sparse) set of reliable temperature-pressure readings at the 
front end of the delivery section, forming the enthalpy from those readings, and then 
extrapolating those enthalpy readings directly. 
3.2.3. Extrapolation of Transient Heat Transfer 
Due to the lack of the experiment temperature data (only center 5 points along the length are 
obtained), the transient heat transfer temperature extrapolation is demonstrated instead of 
extrapolation using steady state experiment data set. To obtain the transient temperature profile, 
the hrnace model is developed and simulated using MATLAB Tool Box. Furthermore, to verify 
the transient temperature, steady state temperature is also obtained by simulation and is 
compared with the experimental temperature data set. Fig. 3.2 shows the comparison of 
experiment temperature and simulation temperature. From this result, it is assumed that the 
simulation data can replace the experimental data properly. 
Comparison of experiment and simulation temperature 
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Fig. 3. 2. Comparison of experiment and simulation temperature. 
Obviously, many heat transfer problems are often treated as steady ones in practice; but our 
interest will focus on unsteady or transient state in this section. The steady state is specified as 
final stage of no change with time at any point in the medium any more, while the transient state 
implies that there is still some variation with time so far or time-dependent. Therefore, the 
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boundary condition of temperature or heat flux remains unchanged at the final state with time to 
solve a steady problem [47]. Transient heat transfer is that phase of the heating and cooling 
process when the temperature changes with time. Most of heat transfer problems encountered in 
practice are transient in nature, but they are usually analyzed under some presumed steady 
conditions since steady processes are easier to analyze. Transient heat transfer analysis is 
obviously of significant practical interest because of the large number of heating and cooling 
processes which must be calculated in industrial applications. The proposed extrapolation 
method can apply to transient heat transfer case. In this case, extrapolation can be performed 
along time axis. To obtain the transient temperature profile, traditional heat transfer partial 
differential equation is solved by MATLAB PDE Tool Box. 
To obtain the temperature profile, heat transfer experiment is performed to experiment furnace 
model. Fig. 3.3 shows the furnace geometry. The furnace is 36 inch long and 8 inch in diameter. 
The heat source applies at the bottom and the hot air exhausts to the top. To obtain the 
temperature profile, traditional heat transfer governing partial differential equation is used. 
36 inch 
Fig. 3.3. Furnace geometry. 
In this research, the general finite element method (FEM) is used to solve partial differential 
equation (PDE) [48]. The numerical algorithm is fully built in a PDE module of a commercial 
code MATLABTM. The governing equation is computed numerically on triangular unstructured 
grids generated by advancing front method or Delauny triangulation. 
Fig. 3.4 shows the mesh of the geometry. Since the unit and problem are transformed inch to cm 
and 3D to 2D (axisymmetric), the furnace has 0.9 m length and 0.1 m in diameter. 
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* * 
0.9m 
Fig. 3.4. Mesh of geometry. 
3.2.3.1 Governing Equation 
In all the following equations, the Laplacian is defined for cylindrical coordinates as 
The fundamental equations of mass and heat transfer are derived from the conservation laws of 
mass, momentum, and energy, respectively. Since the furnace shape is cylindrical and 
symmetrical, the relevant equations become: 
Continuity: 
l a  8% = o  . + -  V . V = O  or --(rur)+- 
r dr az 
r-momentum: 
z-momentum: 
Energy: 
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k a = - 
P P  
where the thermal diffusivity is defined as 
Eqs. (3.3) and (3.4) are called Navier-Stokes equations, and the buoyancy effect is coupled in Eq. 
(3.4). Eq. (3.5) represents the conservation of energy, or the first law of thermodynamics. This 
system of PDE’s is highly nonlinear and coupled with each other, so therefore the general state- 
variable integration approach which often works in linear systems is impossible for this case due 
to the heavy computational load. Instead of the full simulation, we linearize this system by using 
simple assumptions of approximation. For example, by assuming low viscosity, and the 
existence of natural convection, the following PDE describes the given system. 
Fig. 3.5 shows the boundary conditions that will be applied and which are now described. 
B/C 2 T m  
4 4 4 4 4 4 4 4 4 4 4 4  
1 1 1 1 1 1 1 1 1 1 1 1  
-b 
Tbcl 
B/C 4 
0.9 meter 
Fig. 3.5. Boundary conditions. 
B/C 1: heat inlet boundary condition: 
Let the cylinder have a diameter, D, and a length, L. The inlet heat flux is assumed to be a 
singular distribution at the central axis. The heat is concentrated at the center because the burner 
is located there. 
The constant qo is generally unknown, so we will find a suitable value in the numerical 
procedure. 
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B/C 2: convection boundary condition (1): 
The outgoing heat flux is given by the following equation, 
4 / A = h(T - T, ) = -kef - " 1  forB/C2 
r=D!2 
B/C 3: convection boundary condition (2): 
The outlet heat flux is given by the following equation, 
4 / A = h( T - T, ) = -kef - for B/C 3 
B/C 4: svmmetric boundarv condition : 
Assuming the entire bottom edge is insulated, which produces an adiabatic condition, the 
boundary condition becomes 
- = o  dT 
dr 
for B/C 4 
(3.9) 
(3.10) 
along the bottom edge. 
3.2.3.2 Numerical Procedure 
After several experiments, the final value is q,, = 250 [W/m] for this case where the atmospheric 
condition is fixed to T, = 20°C = 293K . Each transient solution is stored at a given time, and the 
field data can be presented in the matrix form from some manual data manipulation of 
MATLABTM. Fig. 3. 6 shows the entire procedures of obtaining temperature profiles. 
5 1  
Initialize . 
Transient 
Solution 
Compare with 
experimental 
results (TI, T2) 
Yes 
I 
Obtain r? 
Temperature 
profile 
Fig. 3.6. Flow chart for overall procedure. 
3.2.4. Failureshhortcomings of Conventional ANN’S 
Recently, a shift has occurred in the overall architecture of neural networks from simple or 
component-type networks to system-type architectures. The most popular architecture seems to 
be the one advocated by Jacobs and Jordan [31], called the “Modular Connectionist 
Architecture”, one example of which is shown in Fig. 3.7 [32]. It consists of a collection of 
expert components, each being trained independently, tied together by a component called the 
“gating logic” element, whose function is to decide on the relative contributions to be made by 
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each expert component, such that when they are added, they provide the correct output for a 
given input. The present proposed method represents an adaptation of Fig. 3. 7. 
The most serious flaw in the design of system-type neural networks is the lack of a cohesive 
discipline in the architectural design and in the design of the learning algorithm. Virtually, the 
entire design is done on an intuitive basis. As a contrast to intuition, the proposed method relies 
on semigroup theory for the design of the semigroup channel. 
I + --- 1 N 
- 2 = C G(i)Y(i) 
i=l 
Fig. 3.7 Modular connectionist architecture. 
To illustrate the lack of a cohesive discipline, in [32], the partitioning of components corresponds 
to separation of variables, which works if the variables are separated and does not work if the 
variables are not separated. 
3.2.5 Semigroup Theory 
In recent years, among many other applications, semigroup theory has been widely used in the 
study of control and stability of systems governed by differential equations on an abstract 
Banach space. It is well known that differential equations form a major tool in the study of pure 
and applied sciences including engineering and many areas of social sciences. Depending on the 
problem, these equations may take various forms, such as hc t iona l  differential equations, 
partial differential equations (PDE’s), and sometimes combination of interacting systems of 
ordinary and partial differential equations. In general, under broad assumptions, many of these 
equations can be reformulated as ordinary differential equations on abstract spaces, for example, 
Banach spaces. Once this is done, various “denseness” theorems then provide the basis for 
forming a finite-dimensional approximation. This is where semigroup theory plays an important 
role and provides a unified and powerhl tool for the study of existence, uniqueness, and 
continuous dependence of solutions on parameters and their regularity properties. Even though 
the field appears to be highly developed, there is no lack of interesting problems. In fact, there 
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are formidable challenges of purely mathematical nature, not encountered in pre control era, 
which must be resolved to solve some of the notoriously difficult problems presented by the 
needs of current technology. Semigroup theory has also found extensive applications in the study 
of Markov process, ergodic theory, approximation theory and control and stability theory [33]. 
Definition 
Let X be a Banach space and { T(t), t 2 0 }  a family of bounded linear operators in X ,  such that for 
each t 2 0, T(t) E 9’ (3 where Y j  (3 denotes the space of bounded linear operators in X.  The 
family of operators { T(t), t 2 0 }  is said to be a semigroup of operators in Xif 
(i) T(0) = I (Identity) 
(ii) T(t + s) = T(t)T(s) = T(s)T(t) 
(iii) Tis continuous for t 2 0. 
for all t, s 2 0. 
To give an idea of a semigroup property being possessed by a mapping, consider the following 
steady state heat flow model in Cartesian coordinates: 
d2T d2T g + s ‘ = o  (3.1 1) 
If we set T ( x , y )  = C ( Y ) ~ E ( X )  = c,(y)q(x) + c2(y )e2 (x ) ,  where ei are orthonormal basis, then by 
substitution, cl”e, + c;e2 = -clef - c2e; . This, in turn implies 
“ I  
c, f c ,  <e2,el >=-cl <e,,e, >-c, <e,,el > 
c, <e,,e2 >+c, =-c, <el,e,  >-c2 <e2,e2 > 
(3.12) 
for a suitable matrix A ,  which leads to a semigroup for Cb). Notice that the semigroup property 
is not reflected in the original data; it appears only in the coefficient vector portion of the system 
description. 
3.2.6 Relationship of Semigroup Theory to Neural Network Design 
The semigroup approach [50] begins by asserting that certain functions are to be re-interpreted as 
follows: under certain circumstances, the function T(r , z )  should be thought of not as one map, 
but rather, as one family of maps: {T=(r), z E [O,L]) which, in turn, is produced by a second 
family of maps {CD(z)} where the two families are related by the following: 
T;(r) = C(z)TE(r) ;  where : C ( z )  = @(z)C(O), and where @(zl + z 2 )  = @(zl)@(z2). 
This interpretation suggests that the mapping must be achieved with a pair of neural networks, 
one that selects a given h c t i o n  at each value of z and another that then implements the chosen 
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function. This interpretation also places severe constraints on the “selecting” neural component, 
forcing it to take on the generic semigroup behavior: O(zl + z 2 )  = O(zl)O(z2). 
If a given system behavior (expressed as a set of data) possesses a semigroup property, the 
extrapolation of that data set is achieved by a neural network (the semigroup channel) which 
itself acquires its own semigroup property. The semigroup property is ultimately achieved within 
the semigroup channel as a sequence of weight changes that occur after weight convergence has 
taken place. 
3.2.7 Proposed Neural Network Architecture. 
Neural networks are being used for systems described by PDE’s [35].  The system-type attribute 
of the neural network architecture is shown in Fig. 3. 8, implementing an arbitrary function 
T ( z , r )  . Unlike conventional neural network architectures that would attempt to achieve the 
mapping T ( z ,  Y )  with one neural network, the proposed architecture reflects a system-type 
approach using two neural network channels, a Function Channel and a Semigroup Channel, in 
an adaptation of the connectionist architecture (Fig. 3.7). During use, the semigroup channel 
supplies the function channel with a coefficient vector C(z)  as a function of the index z. The 
coefficient vector, when applied to the basis set E ( r )  of the function channel, causes the function 
channel to operate as one specific function from within a vector space of functions. Jointly, these 
two channels realize a semigroup-based implementation of the mapping T (  z ,  r )  . The similarity 
between the proposed architecture (Fig. 3.8) and that of Fig. 3.7 arises from the fact that the 
Function channel is implemented as N “expert” systems. 
I r  Function Channel T(z, r )  : 
h 
t C(Z) = C [ O ] @ ( Z )  
I I 
Semi-group Channel 
The function channel can have a Radial Basis Function (RBF) architecture [36]. It consists of n 
RBF networks, each one of which implements one orthonormal vector of an n-dimensional basis 
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set of vectors E ( r )  . The outputs of the orthonormal vectors are (internally) linearly summed so 
that the channel spans an n-dimensional function space. The coefficients which determine the 
linear sum and thereby define the specific function being implemented is supplied by the 
semigroup channel. Up to this point, the operation of the RBF channel parallels the idea used by 
Phan and Frueh [37]. One of the essential differences between their approach and the present 
proposed approach is that the former requires prior engineering knowledge for selecting the basis 
vectors, and the latter approach requires no such knowledge. One advantage that RI3F networks 
have over other architectures is that their functionality can be given an explicit mathematical 
expression in which the neuron activation functions act as Green’s functions [38], [39]. This 
makes these networks amenable to design rather than training. Another advantage is that they 
h c t i o n  as universal approximators [36]. The semigroup channel can be adapted from the 
Diagonal Neural Network (DRNN) [40], [41] or the Simple Recurrent Network (SRN) 
architecture [42], in which the input is split into a dynamic scalar component z and one static 
vector component, the vector C(0) .  The output is a vector C ( z )  , which is related to the dynamic 
input z and to the static input C(0) by the semigroup property: C ( z )  = @(z)C(O) , where 
@(z,  + z , )  = @(z, )@(z , ) .  (Refer to Fig. 3. 8). 
3.2.8 Learning Algorithm of Proposed System-type NN 
The first component of the system, namely the Function Channel, since it is composed of RI3F 
components, can be designed, rather than trained. The second component, the Semigroup 
Channel, can be trained in the new way illustrated below. During training, the semigroup channel 
receives as input a preliminary coefficient vector C ( z )  and produces a smoothened coefficient 
vector c ( z ) .  That is, the primary objective of training is to replicate (and, if necessary, to 
smoothen) the vector C ( z )  with a vector c ( z )  which has the following semigroup property [43]: 
c ( z )  = @ ( z ) c ( O ) ,  where c(z) = [C,(z),C,(z), ..., En (z)]‘ and @ ( z )  is an nxn matrix that satisfies: 
@(z,  + z 2 )  = cD(z,)@(z,). However, there is a secondary objective of training; the channel must 
also “replicate” the semigroup property of the trajectory by gradually acquiring a semigroup 
property of its own, in weight space. The existence of this acquired semigroup property in weight 
space becomes the basis for extrapolation. In order to elicit this gradual acquisition of the 
semigroup property, it is necessary that the training in this second step (semigroup tracking) 
occur in a gradual manner, as shown in Fig. 3.9. While the modified SRN is being trained, there 
are two kinds of convergence involved. First, at each training step, the weights must converge. 
At this point the neural network is able to duplicate the trajectory up to that point. This training 
(along with the accompanying convergence) must re-occur for the next step. This 
training/convergence re-occurs for each subsequence step. At some future point, in addition to 
the convergence at each step, there must be a convergence in the overall pattern of weights. This 
latter convergence will be referred to as the “second weight convergence”. In old fashion, the 
entire trajectory is used as the learning target; in Fig. 3.9, the entire trajectory is split into 
successively-longer sub-trajectories. 
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Fig. 3.9. Overview of new training algorithm. 
It must be noted that there are two concepts of convergence that occur. First, to acquire a given 
weight, for example, weight W3, requires conventional training convergence, which in turn may 
require 500 training iterations. Second, after all weights (W,, WZ, ..., Wn) have been obtained, a 
search begins for a convergence within this weight stream alone. Again, unlike conventional 
neural network training which (using either a batch method or an incremental method) would 
repeatedly present the entire trajectory as a target, the proposed method begins by slicing the 
entire trajectory into a nested sequence of trajectories. In the nested sequence a given trajectory 
includes the previous trajectory and adds one additional data point. Each sub-trajectory is trained 
by a conventional (batch) method, and the resulting weight is recorded. After all sub-trajectories 
have been trained (culminating in the last sub-trajectory being the entire trajectory), the sequence 
of resulting weights is examined for convergence. Only if this second convergence is achieved, 
can extrapolation begin. 
Extrapolation involves only the coefficient vector and the SRN network (the semigroup channel). 
At the uppermost level, the idea is to train the neural network to replicate the coefficient vector 
(produced by the previous system modeling effort) in such a way that it is additionally 
replicating the semigroup property, which is responsible for generating the coefficient vector by 
acquiring a semigroup property of its own in weight space. As a comparison, some other recent 
extrapolation attempts are given in [44]. One current method, which also attempts to build a 
universal framework for extrapolation, occurs in various forms in nonlinear control theory and is 
collectively called “continuation methods.” These methods have been in existence for some time, 
but are only recently receiving attention [45]. 
3.2.9 System Modeling 
The modeling and extrapolation problem is formulated as follows. Given a set of empirical data 
for which there is no analytic description, first develop an analytic model for the data, and then 
extrapolate the model along one specific axis. System modeling is achieved through a technique 
referred to as algebraic decomposition. Algebraic decomposition is an operation which is applied 
to a given function ~ ( r ,  Z) ,for the purpose of representing it in a form that contains a semigroup: 
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T T ( ~ , z )  = ~ ( r )  = C ( z )  ~ ( r ) ,  where E ( r )  provides the algebraic basis for the representation of each 
member of the parameterized function { T ( r ) }  . The essential value of algebraic decomposition is 
that when it is applied to the class of functions that will be considered in this proposed research, 
it always produces a semigroup property for the coefficient vector. 
3.2.10 Extrapolation 
Extrapolation involves only the coefficient vector and the SRN (the Semigroup Channel). At the 
uppermost level, the idea is to train the neural network to replicate the coefficient vector 
(produced by the previous system modeling effort) in such a way that it is additionally 
replicating the semigroup property, which is responsible for generating the coefficient vector by 
acquiring a semigroup property of its own in weight space. This idea requires a gradual training 
approach in which the sequence of weight changes reaches a point of weight convergence, after 
which only that portion of the weight changes that are connected to the extrapolating variable 
experience any subsequent changes. When the weights converge, SRN can be considered as a 
linear system, in which the rule for weight change (for the extrapolating variable) generates a 
semigroup property. 
3.3 Simulation and Estimation Results 
3.3.1 Monitoring of Temperature Distribution in Boiler Furnace 
The following illustrates simulation results of the application of the proposed method to the 
prediction (extrapolation) of temperature data from a boiler &ace of dimensions comparable to 
that found in a power plant. The data represents “raw data” hmished by the Penn State Energy 
Institute. The geometry of the fiunace is cylindrical with the z-axis along the furnace axis, and 
with Y going from one wall to the other wall. (Note that Y is a diameter, not a radius.) A 
simulation will be performed on the configuration below, where there are 25 probes, each one 
providing 11 readings. The extrapolation will be simulated in the region occupied by probes 25 
to 30, Fig. 3. 10. The results of the extrapolation will be compared to given raw data in that 
region. The temperature distribution is shown in Fig. 3.1 1. 
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Fig. 3.10. Temperature probe configuration for the furnace. 
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Empirical Data 
15 
0 -  '0 z = Axial Length r 
Fig. 3.1 1. Temperature distribution for the furnace. 
The preliminary (rough) coefficient vectors produced by the RBF network are shown in Fig. 
3.12. The use of this rough coefficient vector together with the basis set of vectors can produce 
the computed temperature distribution shown in Fig. 3.13. 
I I I I I I 
0 5 10 15 20 25 30 
Axial Length 
Fig. 3.12. Preliminary coefficient vector set. 
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Computed Data 
r z = Axial Length 
Fig. 3.13. Computed temperature. 
The possibility for extrapolation begins by checking for weight convergence as training is 
performed along the coefficient vector. In this case, weight convergence occurs as this training is 
repeated over successively longer intervals (refer Fig. 3.9). It is this weight convergence, which 
becomes the basis for extrapolation. In this case, because of the smoothness, the possibility for 
extrapolation exists and the next step is to apply an extrapolation test in which the trailing end of 
the weight change sequence (produced by training) is replaced by an equivalent weight change 
sequence based on a rule that generates a semigroup. Based upon an observation of the weight 
change sequence on the interval from 15 to 20, a semigroup-based rule for weight change is 
formulated and applied to the interval from 20 to 25, as a test. Extrapolation (to the region where 
no data were assumed) consists of the autonomous continuation of the rule for weight change, 
which was derived during the extrapolation test. These results are shown in Fig. 3.14 below (only 
the first two coefficients are shown). 
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Fig. 3.14a. Extrapolation results for C1. 
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Fig. 3.14b. Extrapolation results for C2. 
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3.3.2. Demonstration of Extrapolation Capability for Enthalpy in a Power Plant 
3.3.2.1 Water Enthalpy 
The water enthalpy data corresponding to the temperature and pressure is obtained from the 
NIST Chemistry WebBook [46]. The range of temperature is 100°F to 400°F and the range of 
pressure is 300 psi to 2300 psi. Although the preferred method of extrapolation in this case 
would be along the temperature axis, it is now demonstrated that the proposed method can be 
applied to the pressure-extrapolation of the enthalpy of water for temperature-pressure 
distributions which typically exist in the power plant at the exit of the boiler (wet stream - point 
1 in Fig. 3.1). The water enthalpy is first re-expressed as the vector product: h(T, P )  = C(P)E(T)  
and extrapolation is performed along the pressure axis. Fig. 3. 15 displays the error between the 
given empirical enthalpy and the computed enthalpy; Fig. 3. 16 displays the smoothened 
coefficient vector and Fig. 3. 17 displays the extrapolated coefficient vector. Based upon an 
observation of the weight change sequence on the interval from 1500 psi to 1750 psi, a 
semigroup-based rule for weight change is formulated and applied to the interval from 1750 psi 
to 2000 psi, as a test. Extrapolation consists of the autonomous continuation of the rule for 
weight change, which was derived during the extrapolation test. Extrapolation is performed from 
2000 psi to 2300 psi where no data were assumed based on the observation which is previously 
test region. 
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Fig. 3.15. Error between empirical and computed enthalpies. 
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Fig. 3.16. Smoothened coefficient vectors. 
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Comparison of Original to Extrapolated Coefficient Vectors 
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Fig. 3.17. Extrapolated coefficient vectors. 
3.3.2.2 Steam Enthalpy 
The steam enthalpy corresponding to the temperature and pressure is obtained from the NIST 
Chemistry WebBook [46]. The range of temperature is 800°F to 1200°F and the range of 
pressure is 800 psi to 1500 psi. The proposed method will now be applied to the extrapolation of 
the enthalpy of steam for temperature-pressure distributions which typically exist in the power 
plant after the water has exited the boiler and the superheater and travels through the delivery 
section to the turbine (dry stream - points 2 to 3 in Fig. 3. 1). The steam enthalpy is first re- 
expressed as the vector product: h(T, P )  = C(P)E(T)  and extrapolation is performed along the 
temperature axis. (Among other things, this also demonstrates that, in certain cases, extrapolation 
can be performed in more than one way.) Fig. 3.18 displays the error between the given 
empirical enthalpy and the computed enthalpy; Fig. 3.19 displays the smoothened coefficient 
vector and Fig. 3.20 displays the extrapolated coefficient vector. Based upon an observation of 
the weight change sequence on the interval from 1040°F to 1090"F, a semigroup-based rule for 
weight change is formulated and applied to the interval from 1090°F to 1140"F, as a test. 
Extrapolation consists of the autonomous continuation of the rule for weight change, which was 
derived during the extrapolation test. Extrapolation is performed from 1140°F to 1200°F where 
no data were assumed based on the observation which is previously test region. 
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Fig. 3.18. Error between empirical and computed enthalpies. 
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Fig. 3.19. Smoothened coefficient vectors. 
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Fig. 3.20. Extrapolated coefficient vectors. 
3.3.3 Demonstration of Extrapolation Capability for Transient Heat Transfer 
Fig. 3.21 and Fig. 3.22 show the contour of the transient heat transfer at each 120sec, 130sec, 
180sec and 600sec. 
T= 120sec T=l30sec 
' Fig. 3.'21. Cont'our of heat transfer at &120 and t=130sec. 
T= 1 80sec T=600sec 
Fig. 3.22. Contour of heat transfer at e 1 8 0  and t=600sec. 
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In this case, the basis set is chosen as n=3. Each basis set is arbitrary chosen by 115 sec, 130 sec, 
and 150 sec. Fig. 3.23 shows the three rough coefficient. 
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Fig. 3.23. Rough coeficient vectors. 
Fig. 3.24 and Fig. 3.25 show the empirical temperature and computed temperature at t = 248 sec 
and Fig. 3.26 show the error between two temperature profiles at t = 248 sec. 
Empirical Temperature at t=248 
Fig. 3.24. Empirical temperature profile at t = 248 sec. 
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Fig. 3.25. Computed temperture profile at t = 248 sec. 
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Fig. 3.26. Error between empirical and computed temperature at t 
Fig. 3.27 shows the smoothened coefficient vector C1, C2, and C3. 
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= 248 sec. 
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Fig. 3.27. Smoothened coefficient vector C 1. 
Fig. 3.28 shows the extrapolation test for each coefficient vector C1, C2, and C3. Extrapolation 
test is performed fiom 280 sec to 300 sec based on 260 sec to 280 sec. 
Extrapolation Test for Coefficient Vectors 
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Fig. 3.28. Extrapolation test for C1, C2 and C3. 
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Fig. 3.29 shows the extrapolation of the coefficient vectors from 300 sec to 330 sec based upon 
an observation window of 280 to 300 sec which was previously used for the extrapolation test. 
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Fig. 3.29. Extrapolation for Cl ,  C2, and C3. 
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3.4. Conclusions 
In this research, we investigate a mathematical approach to extrapolation of the temperature 
distribution within a power plant boiler facility and enthalpy in a delivery section within a power 
plant, using a combination of a modified neural network architecture and semigroup theory. 
Given a set of empirical data with no analytic expression, we first develop an analytic description 
and then extend that model along a single axis. This can be achieved by using the algebraic 
decomposition to obtain an analytic description of empirical data in a specific form, called the 
semigroup form, which involves the product of a coefficient vector and a basis set of vectors. If 
this form can be achieved, the describing aspect is simplified because the description of the 
coefficient vector is decoupled from the description of the basis vector. Additionally, each 
component of the coefficient vector and each component of the basis set of vectors can be 
described individually. From the results, we conclude that the proposed system-type neural 
network architecture works well in temperature extrapolation, enthalpy extrapolation, and even 
transient heat transfer case. 
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CONCLUSIONS 
The objective of the proposed work is to develop an intelligent distributed fiber optical sensor 
system for real-time monitoring of high temperature in a boiler furnace in power plants. Of 
particular interest is the estimation of spatial and temporal distributions of high temperatures 
within a boiler furnace, which will be essential in assessing and controlling the mechanisms that 
form and remove pollutants at the source, such as NOx. 
The basic approach in developing the proposed sensor system is three fold: (1) development of 
high temperature distributed fiber optical sensor capable of measuring temperatures greater than 
2000 C degree with spatial resolution of less than 1 cm; (2) development of distributed parameter 
system (DPS) models to map the three-dimensional (3D) temperature distribution for the 
furnace; and (3) development of an intelligent monitoring system for real-time monitoring of the 
3D boiler temperature distribution. 
We have set up a dedicated high power, ultrafast laser system for fabricating in-fiber gratings in 
harsh environment optical fibers, successfully fabricated gratings in single crystal sapphire fibers 
by the high power laser system, and developed highly sensitive long period gratings (lpg) by 
electric arc. Relevant mathematical modeling studies of NOx formation in practical combustors 
have been completed. Studies show that in boiler systems with no swirl, the distributed 
temperature sensor may provide information sufficient to predict trends of NOx at the boiler exit. 
We have investigated a mathematical approach to extrapolation of the temperature distribution 
within a power plant boiler facility, using a combination of a modified neural network 
architecture and semigroup theory. Given a set of empirical data with no analytic expression, we 
first developed an analytic description and then extended that model along a single axis. 
The developed Intelligent Monitoring System with High Temperature Distributed Fiberoptic 
Sensor can be effectively used for monitoring, not only the temperature distribution inside of the 
furnace, but also for controlling the combustion processes real-time in order to improve the fuel 
efficiency and reduce the pollutant to the environment. 
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