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A LOCAL-IN-SPACE-TIMESTEP APPROACH TO A FINITE
ELEMENT DISCRETIZATION OF THE HEAT EQUATION WITH
A POSTERIORI ESTIMATES∗
STEFANO BERRONE†
Abstract. A new numerical method is presented for the heat equation with discontinuous
coefficients based on a Crank–Nicolson scheme and a conforming finite element space discretization.
In the proposed method each node of the spatial discretization may have the global timestep split into
an arbitrary number of local substeps in order to pursue a local improvement of the time discretization
in the regions of the spatial domain where the solution changes rapidly. This method can possibly be
used together with adaptive strategies for both the space discretization and the choice of timesteps to
suitably produce an efficient space-time discretizaton of the problem. Robust a posteriori upper and
lower bounds of the error are proposed to attain this target. Moreover, some indications are given
on how to modify the mesh, the timestep, and the number of substeps to improve the discretization.
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space and time adaptivity
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1. Introduction. Accurate solutions of problems governed by partial differen-
tial equations are required in many practical applications. Adaptive strategies play
a key role in obtaining reliable and efficient solutions with reduced computational
effort. Many adaptive strategies have been proposed in the last few decades and
have been successfully applied to several engineering problems. In the steady elliptic
case many questions have received a definitive answer: robust a posteriori estima-
tors and convergent and optimal adaptive algorithms are known; see, for example,
[2, 3, 7, 10, 13, 16, 17, 19].
Many results regarding error estimators and convergent algorithms [1, 4, 6, 12, 15,
18] are available for the unsteady parabolic case, too, although theory and applications
have often been less assessed.
In this work we present a new algorithm based on a conforming finite element
discretization in space and a Crank–Nicolson scheme in time. The time discretization
is accomplished by combining a global macro timestep (a large timestep common
for all the elements of the space discretization) with local substeps (small timesteps
different for each element). In this approach, each node of the space discretization
may have the global timestep split into an arbitrary number of local substeps.
This approach has been designed to increase the efficiency of an adaptive dis-
cretization method in space and in time, and is particularly suitable for all those
problems with a solution that displays fast changes in a very small part of the do-
main and slow changes in most of the spatial domain. In these situations, the fast
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changes of the solution would require very small timesteps, but the solution changes
very slowly in most of the domain, where the small timesteps are not required and
could even compromise efficiency. For these reasons, we propose a method that allows
long timesteps for the elements in the regions with slow changes of the solution and
small timesteps for the elements in the regions with fast changes. Some numerical
experiments are also provided to show that this approach can be effective and efficient
in the described situations.
For this method, robust upper and lower residual-type a posteriori error estimates
for the error are proved.
The paper is organized as follows. In section 2 the new method is derived and
existence, uniqueness, and stability results for the numerical solution are stated. More-
over, a simple numerical test shows good performance of the new method. In section 3
a posteriori upper and lower residual-based estimates for the error are derived and
briefly discussed. In section 4 some preliminary numerical investigations on the a
posteriori error estimates are presented.
2. Description of the method.
2.1. The continuous problem. Let Ω be a polygonal domain in Rd with
boundary ∂Ω and let (0,Ξ) be the time interval of interest. We want to find u :
Ω× (0,Ξ) → R such that
∂u
∂t
−∇ · (κ∇u) = f in Ω× (0,Ξ),(2.1)
u(x, t) = 0 on ∂Ω× (0,Ξ),(2.2)
u(x, 0) = u0(x) in Ω(2.3)
for any f ∈ L2( (0,Ξ) ; L2(Ω) ) and u0 ∈ L2(Ω). The diffusivity parameter κ(x),
0 < κmin ≤ κ ≤ κmax < ∞ is a function that is constant in time and piecewise
constant on the polygonal subdomains Ωd, d = 1, . . . , D, with ∪Dd=1Ωd = Ω and
Ωi ∩ Ωj = ∅ ∀i = j.
Setting W =
{
w ∈ L2( (0,Ξ) ;H10(Ω) ) : ∂w∂t ∈ L2( (0,Ξ) ;H−1(Ω) )
}
, the variational
formulation of the above problem is: Find u ∈ W such that u(., 0) = u0 and
(2.4)
〈
∂u
∂t
, v
〉
+(κ∇u,∇v) = (f, v) ∀v ∈ H10(Ω) a.e. in (0,Ξ) .
Here 〈 . , . 〉 stands for the duality pairing between H−1(Ω) and H10(Ω), while ( . , . ) is
the usual inner product in L2(Ω). If u ∈ W , then u ∈ C0([0,Ξ]; L2(Ω) ) and the initial
condition u(., 0) = u0 is meaningful in L2(Ω).
2.2. The classical numerical discretization. Let us consider a partition of
(0,Ξ) into intervals
(
tn−1, tn
)
of length Δ tn = tn− tn−1, with 0 = t0 < t1 < · · · <
tN = Ξ; let us also set In =
[
tn−1, tn
]
. In each timeslab Ω× In, n ≥ 1, we consider
a regular family of partitions T nh of Ω into elements T ∈ T nh , which satisfy the usual
conformity and minimal-angle conditions [8]. We denote the diameter of each element
T ∈ T nh by hnT and the maximum of hnT over all the elements T ∈ T nh by hn. From now
on the subscript h stands for hn. We assume that each partition T nh induces partitions
of the subdomains Ωd, d = 1, . . . , D denoted by T nh,d, so that T nh = ∪Dd=1 T nh,d. Let
Vnh =
{
vh ∈ H10(Ω)∩C0(Ω) : v|T ∈ Pk(T ) ∀T ∈ T nh
} ⊂ V = H10(Ω) be a family of
conforming finite element spaces based on the partitions T nh . We denote the space of
polynomials of degree k ≥ 1 on the element T ∈ T nh by Pk(T ). Assuming u0 ∈ L2(Ω),
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we define u0h,Δt = P
1
h,k u
0 as the L2(Ω)-projection of u0 on the finite element space V1h,
and if u0 ∈ C0(Ω), instead of the projection operator P 1h,k, we can use an interpolation
operator π1h,k : C0(Ω) → V1h. Let us introduce the discretization based on the classical
Crank–Nicolson scheme for the time integration, using the subscript h,Δt to refer to
the full discretization in space and in time: ∀n = 1, . . . , N find unh,Δt ∈ Vnh such that(
unh,Δt− un−1h,Δt
tn− tn−1 , vh
)
+
1
2
(
κ∇unh,Δt,∇vh
)
+
1
2
(
κ∇un−1h,Δt,∇vh
)
=
1
2
(Πnhf
n, vh)+
1
2
(
Πnhf
n−1, vh
) ∀vh ∈ Vnh .(2.5)
In the last scalar products of the previous equation we assume that f ∈ C0([0,Ξ];
L2(Ω)) and we set f r = f(., tr), r ∈ {n − 1, n}. Moreover, we introduce an arbi-
trary piecewise polynomial approximation Πnh f =
∑
T∈T nh ΠT f of the data f on the
elements of the partition T nh .
The solution to (2.5) is a continuous, piecewise affine in time approximation of
u(x, t) defined ∀n = 1, . . . , N as
(2.6) uh,Δt(x, t) =
tn−t
tn− tn−1 u
n−1
h,Δt(x) +
t− tn−1
tn− tn−1 u
n
h,Δt(x), (x, t) ∈ Ω× In.
The solution uh,Δt(x, t) is the sum of two terms. The first is the extension to the
current timestep of the solution at the end of the previous timestep, and is linearly
decreasing to 0 while t approaches tn. The second is the computed solution at the end
of the current timestep times a linear function growing from 0 to 1 in the timestep.
2.3. The new locally substepped trapezoidal method. In this section, we
introduce an extension of the previous trapezoidal method. We will refer to this new
method as locally substepped method. Let us define Nnh as the set of all the nodes of
a Lagrange basis of Vnh defined on the partition T nh , and for any given set ω ⊆ Ω, let
Nnh (ω) denote the subset of the nodes contained in ω. For each p ∈ Nnh , we denote by
ϕnp (x) the corresponding Lagrange basis function and we introduce an integer Jnp ≥ 0
called time substep-level. We assume that adjacent nodes have a bounded jump of
the substep-levels.
We are looking for a method in which the solution at the node p ∈ Nnh is contin-
uous, piecewise linear in time over the interval In. For each node p ∈ Nnh we consider
the interval In partitioned into subintervals by the nodes
(2.7) tn,kp = tn−1 +kp
Δ tn
2J
n
p
, kp = 0, . . . , 2J
n
p .
In an adaptive method, when we consider a change of mesh between the (n−1)th
timeslab and the nth one, the initial condition of the current timeslab is given on
the nodes of the partition T n−1h , whereas all the unknowns of the current timeslab
correspond to the nodes of the current mesh T nh . To deal with this situation, we define
a partition T n−1,nh , which is a common refinement of the partitions T n−1h and T nh [18],
and we also define the set Nn−1,nh as the set of all the nodes of a Lagrange basis of
Vn−1,nh defined on the partition T n−1,nh . Let us name the Lagrange basis functions of
Vn−1,nh as ϕ
n−1,n
p (x). Our solution ∀x ∈ Ω, ∀t ∈ In, ∀n = 1, . . . , N can be written as
follows:
uh,Δt(x, t) = μnh,Δt(x, t) + νh,Δt(x, t).(2.8)
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Fig. 1. Basis functions φn,kp .
The function μnh,Δt represents the extension to the nth timeslab of the solution at the
end of the previous timeslab uh,Δt(x, tn−1). Here uh,Δt(x, tn−1) ∈ Vn−1h ⊂ Vn−1,nh is
interpolated on the nodes p ∈ Nn−1,nh of the partition T n−1,nh . The function νh,Δt
is the computed part of the solution uh,Δt in the current timeslab which satisfies
νh,Δt(x, tn−1) = 0 ∀x ∈ Ω.
When coarsening is allowed, in order to define the function μnh,Δt(x, t) we need
to introduce a time substep-level for the nth timeslab also for the removed nodes. In
order to make the method easier to code when a node pr ∈ Nn−1h \Nnh is removed,
we suggest adding a constraint in the choice of the substep-level of the neighboring
nodes. Let us define
Nnh,pr =
{
p ∈ Nnh : suppϕnp ∩ suppϕn−1,npr = ∅
}
.
After having chosen the preliminary level Jnp for each node p ∈ Nnh,pr , we define Jˆnpr =
maxp∈Nn
h,pr
Jnp . Then, we set the level J
n−1,n
pr of the removed node pr ∈ Nn−1h \Nnh
equal to Jˆnpr and we also reassign the level of all p ∈ Nnh,pr equal to Jˆnpr . The effect
of this constraint is a local additional refinement of the substep-levels of some nodes,
but this can make the coding much simpler and efficient.
We define the time basis functions φn,kp(t), kp = 0, . . . , 2J
n
p as the classical La-
grange piecewise linear functions with support in In; see Figure 1.
Finally, the functions μnh,Δt(x, t) and νh,Δt(x, t) in (2.8) can be written as follows:
μnh,Δt(x, t) =
∑
p∈Nn−1,nh
un−1,n,0p φ
n,0(t)ϕn−1,np (x),
νh,Δt(x, t) =
∑
p∈Nnh
2
Jnp∑
kp=1
un,kpp φ
n,kp(t)ϕnp (x),
where the coefficients un−1,n,0p are obtained by interpolation of the solution at the end
of the previous timeslab on the nodes of Nn−1,nh , whereas the coefficients un,kpp are
the unknown values of the current timeslab.
Let us define the following space:
Vnh,Δt = span
{
ϕnp (x) × φn,kp(t) : p ∈ Nnh , kp = 1, . . . , 2J
n
p
}
,(2.9)
which will be the space containing the unknown function νh,Δt, and let
Unh,Δt = μ
n
h,Δt +Vnh,Δt(2.10)
contain the whole solution for the nth timeslab.
In order to introduce the method, let us define the characteristic functions χkp(t)
of the subinterval [tn,kp−1, tn,kp ]. The space of our test functions Wnh is the set of
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the tensor products of each basis function ϕnp (x) and all the characteristic functions
χkp(t), kp = 1, . . . , 2
Jnp of the subintervals of the nodes p ∈ Nnh in the nth timeslab:
Wnh = span
{
ϕnp (x) × χkp(t) : p ∈ Nnh , kp = 1, . . . , 2J
n
p
}
.
For each element T ∈ T nh , we define a substep-level JnT as the maximum of the
substep-levels of the nodes p ∈ Nnh (T ):
(2.11) JnT = max
p∈Nnh (T )
Jnp .
We also define the following approximate right-hand-side on T nh × In:
(2.12) fh,Δt(x, t) =
∑
T∈T nh
2
Jn
T∑
kT =0
ΠT f(x, tn,kT )φn,kT (t).
The substepped method reads as follows: For each n = 1, . . . , N , find uh,Δt ∈
Unh,Δt such that
∫ tn
tn−1
(
∂ uh,Δt
∂t
, wh
)
dt+
∫ tn
tn−1
(κ∇uh,Δt,∇wh)dt =
∫ tn
tn−1
(fh,Δt, wh)dt(2.13)
holds true ∀wh ∈Wnh .
The method can be rewritten as follows: For each n = 1, . . . , N , find uh,Δt ∈
Unh,Δt such that
∑
T∈T nh
2J
n
T∑
kT =1
∫ tn,kT
tn,kT−1
(
∂ uh,Δt
∂t
, wh
)
T
dt+
∑
T∈T nh
2J
n
T∑
kT =1
∫ tn,kT
tn,kT−1
(κ∇uh,Δt,∇wh)Tdt
=
∑
T∈T n
h
2J
n
T∑
kT =1
∫ tn,kT
tn,kT−1
(fh,Δt, wh)Tdt(2.14)
holds true ∀wh ∈Wnh .
Remark 2.1. In some element T ∈ T nh we have nodes p ∈ Nnh (T ) with level
Jnp < J
n
T . Some values of uh,Δt(xp, t
n,kT ) that do not correspond to the unknown
values in (2.8) are involved in assembling the linear system (2.14). As the solution
uh,Δt is piecewise affine in time in each point, these quantities can be expressed as
weighted combinations of the unknown values un,kpp , and these values are treated as
hanging nodes in the time discretization:
uh,Δt(xp, tn,kT ) =
(
1− mod(kT , 2
JnT − Jnp )
2J
n
T − Jnp
)
un,kp−1p +
mod(kT , 2J
n
T − Jnp )
2J
n
T − Jnp u
n,kp
p .
Let ΔtT be the local timestep-length Δ tn /2J
n
T of the element T ∈ T nh and let
ωnp = {T ∈ T nh : p ∈ T }. Taking wh = ϕnp ×χnp and performing time integration,
the proposed scheme can also be written as follows: For each n = 1, . . . , N , find
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Fig. 2. Space-time discretization in two successive slabs.
uh,Δt ∈ Unh,Δt such that
∑
T∈ωnp
kp2
Jn
T
− Jnp∑
kT =(kp−1)2J
n
T
− Jnp +1
ΔtT
[(
uh,Δt(tn,kT )− uh,Δt(tn,kT−1)
ΔtT
, ϕnp
)
T
+
(
κ∇uh,Δt(t
n,kT ) + uh,Δt(tn,kT−1)
2
,∇ϕnp
)
T
]
=
∑
T∈ωnp
kp2
Jn
T
− Jnp∑
kT =(kp−1)2J
n
T
− Jnp +1
ΔtT
(
fh,Δt(tn,kT ) + fh,Δt(tn,kT−1)
2
, ϕnp
)
T
(2.15)
holds true ∀ϕnp ∈ Vnh and ∀kp = 1, . . . , 2J
n
p .
This is the final formulation that leads to the linear system defining νh,Δt. Fur-
thermore, from (2.14) and (2.15) it follows that ∀vh ∈ Vnh we have
∑
T∈T nh
2
Jn
T∑
kT =1
ΔtT
[(
uh,Δt(tn,kT )− uh,Δt(tn,kT−1)
ΔtT
, vh
)
T
+
(
κ∇uh,Δt(t
n,kT ) + uh,Δt(tn,kT−1)
2
,∇vh
)
T
]
=
∑
T∈T nh
2J
n
T∑
kT =1
ΔtT
(
fh,Δt(tn,kT ) + fh,Δt(tn,kT−1)
2
, vh
)
T
.(2.16)
In Figure 2 we give a graphical description of the components of the locally
substepped method for the 1D case with linear elements, and for the two time intervals
In and In+1. The nodes (xp, tn,kp) that correspond to the unknowns of the method
in each time interval are denoted by boxes. Large circles are used to denote the nodes
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(xp, tn−1) in which the initial conditions for the timesteps In are fixed. The hanging
nodes in time (xp, tn,kT ) used in the formulations (2.14)–(2.15) of the method are
distinguished by small circles. The thin horizontal lines split the time interval In into
the 2J
n
T subintervals on each element T ∈ T nh . The same symbols are used in the
timestep In+1.
For the sake of simplicity and compactness, from now on, we shall drop the
indication of the timeslab n in the notation used for the times within the timesteps
(tn,k → tk).
2.4. Existence, uniqueness, and stability. In this section a fixed partition in
space T nh for all the slabs Ω× In, with n = 1, . . . , N , is considered. The time substep-
levels Jnp , p ∈ Nnh do not change for n = 1, . . . , N . The main global stability result is
stated in the following theorem, whose proof immediately follows from Proposition 2.3.
Theorem 2.2. Let uh,Δt ∈ Unh,Δt be the solution of the locally substepped trape-
zoidal method (2.13); ∀n = 1, . . . , N the following stability estimate holds true:
N∑
n=1
∑
T∈T nh
2J
n
T∑
kT =1
∥∥uh,Δt(tkT )− uh,Δt(tkT−1)∥∥20,T
ΔtT
+
∑
T∈T Nh
∥∥√κ∇uh,Δt(Ξ)∥∥20,T
≤
∑
T∈T 1h
∥∥√κ∇uh,Δt(0)∥∥20,T +
N∑
n=1
∑
T∈T nh
2
Jn
T∑
kT =1
ΔtT
4
∥∥fh,Δt(tkT ) + fh,Δt(tkT−1)∥∥20,T .
Proposition 2.3. Let uh,Δt ∈ Unh,Δt be the solution of the locally substepped
trapezoidal method (2.13); the following stability estimate holds true:
∑
T∈T nh
2J
n
T∑
kT =1
∥∥uh,Δt(tkT )− uh,Δt(tkT−1)∥∥20,T
ΔtT
+
∑
T∈T nh
∥∥√κ∇uh,Δt(tn)∥∥20,T
≤ ∥∥√κ∇uh,Δt(tn−1)∥∥20,T + ∑
T∈T nh
2J
n
T∑
kT =1
ΔtT
4
∥∥ fh,Δt(tkT ) + fh,Δt(tkT−1)∥∥20,T .(2.17)
Proof. Let us consider (2.16) and take
wh =
∑
T∈T nh
2J
n
T∑
kT =1
uh,Δt(x, tkT )− uh,Δt(x, tkT−1)
ΔtT
χ
T
(x)χ
k
T
(t) ∈ Wnh ,
where χ
T
is the characteristic function of the element T in the nth time interval and
χ
k
T
(t) is the characteristic function of the subintervals [tkT−1, tkT ] for kT = 1, . . . , 2J
n
T .
Applying Cauchy–Schwarz and Young inequalities with a telescopic property we ob-
tain
∑
T∈T nh
2J
n
T∑
kT =1
∥∥uh,Δt(tkT )− uh,Δt(tkT−1)∥∥20,T
ΔtT
+
1
2
∑
T∈T nh
∥∥√κ∇uh,Δt(tn)∥∥20,T
≤ 1
2
∑
T∈T n
h
∥∥√κ∇uh,Δt(tn−1)∥∥20,T + ∑
T∈T n
h
2J
n
T∑
kT =1
ΔtT
8
∥∥fh,Δt(tkT ) + fh,Δt(tkT−1)∥∥20,T
+
1
2
∑
T∈T nh
2J
n
T∑
kT =1
∥∥uh,Δt(tkT )− uh,Δt(tkT−1)∥∥20,T
ΔtT
.
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Then, the thesis follows.
We can easily derive the existence and uniqueness of the numerical solution of
the proposed scheme from the stability estimate given in Proposition 2.3. First, we
observe that the dimension of the space Wnh is equal to the dimension of the space
Vnh,Δt, which contains the unknown component νh,Δt of the solution uh,Δt defined by
the equivalent formulations (2.13)–(2.16). Hence, the existence and uniqueness of the
solution νh,Δt and, consequently, of uh,Δt for each timeslab easily follow.
2.5. Numerical test. This section concludes with an analysis of the true errors
‖ (uh,Δt(Ξ)− uex(Ξ) ‖0,Ω for the following 1D problem:
∂u
∂t
−∂
2u
∂x2
= f in Ω× [0, 1],(2.18)
u(0, t) = u(1, t) = 0 ∀t ∈ [0, 1],(2.19)
u(x, 0) = uex(0, x) in Ω = [0, 1].(2.20)
The forcing function f is computed so that the exact solution is uex = 4x(1 −
x) exp(−400(x − 0.5 − 0.1 sin(2π(2t + t2)))). The spatial mesh is given by 251 uni-
formly distributed nodes, linear elements are used, and Πnh f is the piecewise linear
interpolation of f in the nodes of the partition. This solution describes a Gaussian
peak oscillating around the center of the unit interval. The numerical solutions cor-
responding to the times t = 0.125 and t = 0.3438 are reported in Figure 3 with
continuous lines.
We consider three different distributions for the substep-levels. In the first test,
we use a distribution of Jnp as described by the dashed line of Figure 3, i.e., we set
Jnp = 2 in the central region of the space interval [x3 = 0.3, x4 = 0.7], where the
peak of the solution moves, Jnp = 1 in a small region [x1 = 0.22, x3) ∪ (x4, x2 = 0.78]
around the previous one, and Jnp = 0 outside these regions. We denote this substep
level distribution by the tree integers Jp = 012 in which the first integer denotes the
level of the nodes in [0, x1)∪ (x2, 1], the second integer denotes the level of the nodes
in [x1, x3) ∪ (x4, x2], and the third integer denotes the level of the nodes in [x3, x4].
In the second test, we consider a case in which Jnp = 1 in the whole central region,
where we had used Jnp = 0 in the previous case and Jnp = 0 elsewhere, denoted by
Jp = 011. Third, we consider a case in which we set Jnp = 0 everywhere, denoted by
Jp = 000.
The continuous line in Figure 4 reports the true error obtained by setting Jp = 012
(first test) and using 4, 8, 16, and 32 time intervals. The dash-dotted line in Figure 4
is the true error corresponding to the case Jp = 011 (second test), using 8, 16, 32,
and 64 time intervals. The dashed line corresponds to the classical Crank–Nicolson
method (Jp = 000) with 16, 32, 64, and 128 time intervals. From the curves in
Figure 4 it can be seen that the introduction of the substeps into the correct place
(the region in which the peak moves) gives the same effect as a global refinement of
the timestep, thus proving the viability of the proposed method. The computed order
of convergence in time for the different cases is reported in the figure legend, where
it can be seen that, in this case, the order of convergence is very close to the second
order of the Crank–Nicolson method in all the cases. The two horizontal thin lines
plotted in Figure 4 highlight that the errors obtained using Jp = 000 and N = 128
global time intervals and Jp = 012 and N = 32 global time intervals are almost equal.
The same is true for the errors corresponding to Jp = 000 and N = 64 global time
intervals and Jp = 012 and N = 16 global time intervals.
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Fig. 4. True error versus Δ tn for different Jpmax = 0, 1, 2.
3. A residual-based a posteriori error estimator. In this section, within
the framework of [6, 15, 18], we derive a residual-based error estimator for our fully
discretized model problem (2.16). In particular, we derive global-in-space local-in-
time upper and lower bounds.
Remark 3.1. For the a posteriori analysis, we limit ourselves to the case Ω ⊂ Rd
with d = 2. This a posteriori analysis can be applied to the case d > 2 when the
diffusivity coefficient κ is constant. Dealing with discontinuous diffusivity coefficients
with d > 2 requires some restrictions to the mesh produced by the space adaptive
strategy. We shall come back to this issue in Remark 3.6.
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Fig. 5. The mapping FE,T : Tˆ → T2.
First, we introduce some notations which will be used for the construction of the
estimator.
3.1. Definitions and general results. For each timeslab Ω × In, the par-
tition T n−1,nh is a common refinement of T n−1h and T nh , satisfying conformity and
minimal-angle conditions and the following transition condition or moderate coarsen-
ing condition [18]: there exists a constant Ctr such that
(3.1) sup
n=1,...,N
sup
T∈T n
h
sup
T∗∈T n−1,n
h
:T∗⊆T
hnT
hn−1,nT∗
≤ Ctr,
where hn−1,nT∗ is the diameter of the element T∗ ∈ T n−1,nh . We denote the set of
the edges of any T ∈ T n−1,nh by E(T ); we denote the set of all the edges of the
triangulation T n−1,nh by En−1,nh = ∪T∈T n−1,nh E(T ). Moreover, we split E
n−1,n
h into
the form En−1,nh = En−1,nh,Ω ∪En−1,nh,∂Ω with En−1,nh,Ω = {E ∈ En−1,nh : E ⊂ ∂Ω}, and
En−1,nh,∂Ω = {E ∈ En−1,nh : E ⊂ ∂Ω}. Similarly, we define the corresponding sets
Enh , Enh,Ω, and Enh,∂Ω of edges E of T nh . For any edge E ∈ En−1,nh we define ωnE =
∪{T ′∈T n−1,nh : E∈E(T ′)}T
′. We associate an orthogonal unit vector nE with any edge
E ∈ En−1,nh,Ω and denote the jump across E in the direction nE by [ . ]E . Let us denote
the reference element by Tˆ and the reference edge by Eˆ as shown on the left in Figure 5.
Let λi, i = 0, 1, 2 be the barycentric coordinates on the reference element, then the
reference element bubble function is bˆTˆ = 27λ0λ1λ2, the reference edge bubble function
is bˆEˆ = 4xˆ(1−xˆ−yˆ), and FnT : Tˆ → T is the affine mapping from the reference element
to the element T ∈ T n−1,nh [8]. For the sake of simplicity, we drop the superscript n
in the mapping symbols. We introduce the element bubble function bnT = bˆTˆ ◦F−1T for
any T ∈ T n−1,nh . It should be noted that this bubble function does not depend on
time within any timeslab.
Given any E ∈ En−1,nh,Ω , let T  and T  be the two elements of T n−1,nh sharing the
edge E (ωnE = T
 ∪T ). Let us enumerate the vertices of T  and T  counterclockwise
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Fig. 6. The support of the function bnE .
in such a way that the vertices of E are numbered first. Let T be one of the elements T 
or T , assume that E has vertices a0 and a1, and denote the barycenter of the element
T by ac = (xc, yc); let us partition T into the elements T0, T1, T2 with T2 having E
as a side (see Figure 5 (right)). Let FE,T : Tˆ → T2 be the invertible affine mapping
that maps the reference element Tˆ onto the element T2: FE,T (xˆ, yˆ) = a0 λ0(xˆ, yˆ) +
a1 λ1(xˆ, yˆ) + ac λ2(xˆ, yˆ) ∀ (xˆ, yˆ) ∈ Tˆ . We then define the edge bubble function bnE by
patching the two bubble functions: bnE,T  = bˆEˆ ◦ F−1E,T  , bnE,T  = bˆEˆ ◦ F−1E,T  , each one
being nonzero only on T 2 and T

2 , respectively. Finally, for an internal edge E let us
define the set ω
n
E = T

2 ∪T 2 (dashed area in Figure 6). For the boundary edge E that
belongs only to the element T , we naturally identify bnE with b
n
E,T = bˆEˆ ◦ F−1E,T .
With this definition of edge bubble functions, we have a set of orthogonal func-
tions. This property is also true for the set of element bubble functions.
Furthermore, for the reference edge Eˆ, we define the extension operator PˆEˆ :
Pi(Eˆ) → Pi(Tˆ ), which extends a polynomial of degree i, defined on the edge Eˆ,
to a polynomial of the same degree, defined on Tˆ , with constant values along lines
orthogonal to the edge Eˆ. We then define the extension operator PE : Pi(E) →
Pi(

ω
n
E), which extends a polynomial of degree i, defined on the edge E, to a piecewise
polynomial of the same degree, defined on ω
n
E , by patching the two operators: PE|
T
=
FE,T 2
◦ PˆEˆ ◦ F−1E,T 2 |E , PE|T = FE,T 2 ◦ PˆEˆ ◦ F
−1
E,T 2 |E
. The extension operator PE is
continuous, but not C1 in ωnE . In the following we will need to collect all the elements
belonging to some set ω
n
E ; therefore, let us define T n−1,nh,ω = {T2 ∈

ω
n
E : E ∈ En−1,nh }.
The symbol a  b means that there exists a constant c that is independent of any
meshsize, timestep, parameter, or jump of parameters so that a ≤ c b.
In the following, κT denotes the constant value of κ in the element T ∈ T nh , and
κˆωnE is the maximum of the values of κT over the two elements T ∈ T nh that share
the edge E (we will use the same symbol to denote the maximum of κT over the two
elements T ∈ T n−1,nh that share the edge E ∈ En−1,nh , and it will be clear from the
context which situation we are referring to). Moreover, we shall use a modified quasi-
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interpolation operator Ih : V → Vnh like Cle´ment’s quasi-interpolation operator [9].
The definition of this kind of interpolation operator requires the quasi-monotonicity
hypothesis [11, 14] of κ(x) with respect to any vertex xnh of the triangulation T nh .
This hypothesis implies the existence of “robust” interpolation estimates [5, 11, 14].
For any subset ω ⊆ Ω, let Nnh (ω) be the set of vertices x of the triangulation T nh so
that x ∈ ω; let ωxn
h
be the set of the elements that have xnh as a vertex. Moreover, let
Tˆxnh be an element of ωxnh where the coefficient κT achieves its maximum in ωxnh . We
recall the following definition of quasi-monotonicity for κ(x) from [14], where further
details can be referenced.
Definition 3.2 (quasi-monotonicity). The distribution of coefficients κT , T ∈
ωxn
h
is said to be quasi-monotone with respect to the vertex xnh ∈ Nnh (Ω) if, for each
element T ∈ ωxnh , there exists a Lipschitz set ω˜T,xnh that contains elements T ′ ∈ ωxnh
so that
• if xnh ∈ Ω, then T ∪ Tˆxnh ⊆ ω˜T,xnh and κT ≤ κT ′ ∀T ′ ∈ ω˜T,xnh ;
• if xnh ∈ ∂Ω, then T ⊆ ω˜T,xnh ,
∣∣∂ ω˜T,xn
h
∩∂Ω∣∣ > 0, and κT ≤ κT ′ ∀T ′ ∈ ω˜T,xn
h
.
Let the distribution of coefficients κT , T ∈ T nh be quasi-monotone with respect
to each point xnh ∈ Nnh (Ω). For an element T ∈ T nh and an edge E ∈ Enh,Ω, let us
define two sets containing some neighboring elements ω˜nT = ∪xnh∈Nnh (T ) ω˜T,xnh , ω˜nE =∪xnh∈Nnh (TE) ω˜T,xnh , where TE is the element of the two elements sharing E, where κT
achieves the maximum.
Definition 3.3 (quasi-interpolation operator; [5, 11, 14]). Let the distribution
of coefficients κT , T ∈ T nh be quasi-monotone. We then define the quasi-interpolation
operator Inh : V → Vnh as
Inh v =
dimNnh (Ω)∑
i=1
λi(x)pxn
h,i
, pxn
h,i
=
1
Tˆxnh,i
∫
Tˆxn
h,i
vdΩ ∀xnh,i ∈ Nnh (Ω).
Let px = 0 for the nodal points x ∈ ∂Ω.
We recall the following results from [14].
Lemma 3.4. Let T ∈ T nh and E ∈ Enh be arbitrary. Let the quasi-monotonicity
condition be satisfied with respect to any vertex xnh of T or TE. We thus obtain the
following interpolation error estimates:
‖ v − Inh v ‖0,T ≤ C˜lR
hnT√
κT
∑
T ′∈ω˜nT
‖√κT ′ ∇v ‖0,T ′ ∀v ∈ H1( ω˜nT ),(3.2)
| v − Inh v |1,T ≤ C˜lR,1
1√
κT
∑
T ′∈ω˜nT
‖√κT ′ ∇v ‖0,T ′ ∀v ∈ H1( ω˜nT ),(3.3)
‖ v − Inh v ‖0,E ≤ C˜lE
√
hnE√
κˆωnE
∑
T ′∈ω˜nE
‖√κT ′ ∇v ‖0,T ′ ∀v ∈ H1( ω˜nE ),(3.4)
where the constants C˜lR, C˜lR,1, and C˜lE depend only on the smallest angle in the
triangulation.
For each element T∗ ∈ T n−1,nh so that T∗ ⊆ T ∈ T nh , we define the set of elements
ω˜nT∗ = {T ′ ∈ T n−1,nh : T ′ ⊆ T ′′ ∈ ω˜nT ⊆ T nh }, i.e., the set of elements of T n−1,nh
contained in, or equal to, an element T ′′ ∈ T nh belonging to ω˜nT . Moreover, if E∗ =
E ∈ Enh or if E∗ ⊂ E ∈ Enh , we then define ω˜nE∗ = {T ′ ∈ T n−1,nh : T ′ ⊆ T ′′ ∈ ω˜nE ⊆ T nh },
or else if E∗ ∈ En−1,nh \ Enh and E∗ ⊂ E ∈ Enh , let T ∈ T nh be the element so that E∗ is
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inside T , then ω˜nE∗ = {T ′ ∈ T n−1,nh : T ′ ⊆ T ′′ ∈ ω˜nT ⊆ T nh }, i.e., the sets of elements
of T n−1,nh contained in, or equal to, an element of ω˜nE or ω˜nT , respectively.
We recall the following results from [6], which extend the results of Lemma 3.4
to the elements and edges of the common refinement T n−1,nh .
Lemma 3.5. Let T∗ ∈ T n−1,nh and E∗ ∈ En−1,nh be arbitrary. We thus obtain the
following interpolation error estimates:
‖ v − Inh v ‖0,T∗ ≤ ClR
hn−1,nT∗√
κT∗
∥∥√κ∇v ∥∥
0,ω˜nT∗
∀v ∈ H1( ω˜nT∗ ),(3.5)
‖ v − Inh v ‖0,E∗ ≤ ClE
√
hn−1,nE∗√
κˆωnE∗
∥∥√κ∇v ∥∥
0,ω˜nE∗
∀v ∈ H1( ω˜nE∗ ),(3.6)
where the constants ClR and ClE depend only on the smallest angle in the triangula-
tion T nh and the constant Ctr.
Remark 3.6. Here we come back to the issue introduced in Remark 3.1 to ex-
plain the difficulty of having d > 2 with discontinuous coefficients. In Lemma 3.5 we
have to ensure that the triangulation T n−1,nh always satisfies the quasi-monotonicity
condition with respect to any vertex of the triangulation T n−1,nh . This is always true
for Ω ⊂ R2 as the triangulation T n−1,nh is a refinement of two triangulations T n−1h
and T nh , both of them satisfying the quasi-monotonicity condition, which is preserved
by refinement. When d > 2, the refinement does not preserve the quasi-monotonicity
condition and a suitable refinement algorithm or additional hypotheses for the con-
struction of T nh , which we do not investigate here, have to be applied to guarantee the
quasi-monotonicity condition for T n−1,nh required in the present analysis. We remark
that, if we consider constant diffusivity coefficients, quasi-monotonicity assumptions
are always satisfied. In this case, the entire present a posteriori analysis can be ob-
tained for d > 2 resorting to the classical quasi-interpolation operators properties
instead of to Lemmas 3.4 and 3.5.
Let us consider the spaces H10(Ω) and H
−1(Ω), respectively, equipped with the
norms
‖ v ‖2κ,1 =
∥∥√κ∇v ∥∥2
0
=
∫
Ω
κ(x)∇v · ∇vdΩ, ‖F ‖κ,−1 = sup
v∈H10(Ω)
〈F , v〉
‖ v ‖κ,1
.
In the following we define JnT∗ = J
n
T for each element T∗ ∈ T n−1,nh , so that T∗ ⊆
T ∈ T nh , and, for each edge E∗ ∈ En−1,nh,Ω , we define the subinterval level JnE∗ as
the maximum between the JnT∗ of the elements sharing the edge E∗. For the sake
of simplicity, we shall use the shorter notation JT∗ and JE∗ instead of JnT∗ and J
n
E∗ .
Moreover, we define ΔtT∗ = Δt /2JT∗ ∀T∗ ∈ T n−1,nh and ΔtE∗ = Δt /2JE∗ ∀E∗ ∈
En−1,nh,Ω .
Definition 3.7. Let us define the residual in the elements T∗ ∈ T n−1,nh of our
approximation uh,Δt in each interval [tkT∗−1, tkT∗ ] ∀kT∗ = 1, . . . , 2JT∗ :
R
kT∗
T∗ =
∂ uh,Δt(t)
∂t
− κT∗uh,Δt(t
kT∗ ) + uh,Δt(tkT∗−1)
2
− fh,Δt(t
kT∗ ) + fh,Δt(tkT∗−1)
2
∣∣∣∣
T∗
,
where
∂ uh,Δt(t)
∂t
=
uh,Δt(x, tkT∗ )− uh,Δt(x, tkT∗−1)
ΔtT∗
∀t ∈ (tkT∗−1, tkT∗ ) .
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Fig. 7. Representation of Nnh,tr and T nh,tr: dark bullets represent nodes with equal high substep-
level, all the other nodes have equal lower substep-level. Circles represent the nodes of the set Nnh,tr,
dashed triangles represent the set T nh,tr.
Let us also define the interelement jumps on the edges E∗ ∈ En−1,nh,Ω of our approxima-
tion uh,Δt on the two elements T ′ ∈ T n−1,nh that share E∗ in each interval [tkE∗−1, tkE∗ ]
∀kE∗ = 1, . . . , 2JE∗ :
J
kE∗
E∗ =
[[
κT ′
2
∂(uh,Δt(tkE∗ ) + uh,Δt(tkE∗−1))
∂nE∗
]]
E∗
.
Notation 3.8. For the sake of compactness, we will use the symbols
∑
T∗ ,kT∗
instead of the double sum
∑
T∗∈T n−1,nh
∑2JT∗
kT∗=1
and
∑
E∗,kE∗
instead of
∑
E∗∈En−1,nh,Ω∑2JE∗
kE∗=1
. Moreover, we will set
MkT∗(uh,Δt) = uh,Δt(t
kT∗ ) + uh,Δt(tkT∗−1)
2
, MkT∗(fh,Δt) = fh,Δt(t
kT∗ ) + fh,Δt(tkT∗−1)
2
.
Definition 3.9. Given the solution uh,Δt in the time interval In, let us define
the following functional rnΩ : L
2( In,Vnh ) → L1( In ) :
rnΩ(vh) =
∑
T∗ ,kT∗
(
∂ uh,Δt(t)
∂t
, vh(t)
)
T∗
+
∑
T∗ ,kT∗
(
κ∇MkT∗(uh,Δt)χk
T∗
(t),∇vh(t)
)
T∗
−
∑
T∗ ,kT∗
(
MkT∗(fh,Δt)χk
T∗
(t), vh(t)
)
T∗
.(3.7)
Definition 3.10. Let us define the sets
Nnh,tr =
{
p ∈ Nnh : ∃p′ ∈ Nnh s.t. p′ ∈ suppϕnp with Jnp < Jnp′
}
,
T nh,tr =
{
T ∈ T nh : ∃p ∈ T ∩ Nnh,tr
}
, T n−1,nh,tr =
{
T ∈ T n−1,nh : T ∩ T nh,tr = ∅
}
,
Vnh,tr = span
{
ϕnp ∈ Vnh : ∃p ∈ Nnh,tr
}
, Vnh,cn = span
{
ϕnp ∈ Vnh : ϕnp ∈ Vnh,tr
}
.
The set Nnh,tr is the set of the nodes of the partition T nh whose basis functions
have a support with a nonempty intersection with the support of nodes with a higher
substep-level. The set T nh,tr contains the elements for which at least one of the nodes
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has a basis function ϕnp interacting with a basis function ϕ
n
p′ with a higher level
Jnp′ . Figure 7 exhibits a description of these sets on a simple mesh with only two
substep-levels. Being that Vnh = V
n
h,tr ⊕Vnh,cn, we can write vh = vh,tr + vh,cn, where
vh,tr ∈ L2( In,Vnh,tr ) has homogeneous boundary conditions on the boundaries of
T nh,tr ∀t ∈ In and vh,cn ∈ L2( In,Vnh,cn ). Resorting to the formulation (2.15), we can
see that rnΩ(vh,cn) = 0 implies r
n
Ω(vh) = r
n
Ω(vh,tr).
We define the quantities that are local either in each subtimestep or in each
timestep as local-in-time.
Definition 3.11. Let us define the following local-in-space local-in-time estima-
tors:(
η
kT∗
R,T∗
)2
= ΔtT∗
(
hn−1,nT∗
)2 ∥∥∥∥ 1√κT∗ RkT∗T∗
∥∥∥∥
2
0,T∗
+
1
2
∑
E∗∈E(T∗ )∩En−1,nh,Ω
kT∗ 2
(JE∗ − JT∗ )∑
kE∗=(kT∗−1)2
(JE∗ − JT∗ )+1
ΔtE∗ h
n−1,n
E∗
∥∥∥∥∥∥
1√
κˆωnE∗
J
kE∗
E∗
∥∥∥∥∥∥
2
0,E∗
,
(
η
kT∗
∇,T∗
)2
=
∫ tkT∗
t
kT∗ −1
∥∥√κT∗ ∇ (uh,Δt−MkT∗(uh,Δt)) ∥∥20,T∗dt
=
∫ tkT∗
t
kT∗ −1
∥∥∥∥√κT∗
[
t− tkT∗−1
tkT∗ − tkT∗−1−
1
2
]
∇(uh,Δt(tkT∗ )− uh,Δt(tkT∗−1))
∥∥∥∥
2
0,T∗
dt
=
ΔtT∗
12
∥∥uh,Δt(tkT∗ )− uh,Δt(tkT∗−1)∥∥2κ,1,T∗ ,
(
ηnR,T∗
)2 = 2
JT∗∑
kT∗=1
(
η
kT∗
R,T∗
)2
,
(
ηn∇,T∗
)2 = 2
JT∗∑
kT∗=1
(
η
kT∗
∇,T∗
)2
.
Then, we define the following global-in-space and local-in-time estimators
(ηnR)
2 =
∑
T∗∈T n−1,nh
(
ηnR,T∗
)2
, (ηn∇)
2 =
∑
T∗∈T n−1,nh
(
ηn∇,T∗
)2
,
(ηnδ )
2 =
∫ tn
tn−1
‖rnΩ‖2κ,−1,Thdt =
⎡
⎣ sup
vh∈L2( In,Vnh )
∫ tn
tn−1 r
n
Ω(vh(t))dt√∫ tn
tn−1 ‖ vh(t) ‖2κ,1dt
⎤
⎦
2
,
(
ηnf,Δt
)2 = ∫ tn
tn−1
∥∥∥∥∥∥Πnhf −
∑
T∗ ,kT∗
MkT∗(fh,Δt)χT∗χkT∗(t)
∥∥∥∥∥∥
2
κ,−1
dt,
(
ηnf,Πh
)2 = ∫ tn
tn−1
‖ f −Πnh f ‖2κ,−1dt,
(
ηnf
)2 = (ηnf,Δt)2 + (ηnf,Πh)2 .
Let us define the error of our approximation uh,Δt in the interval In as e =
uh,Δt−u. In what follows, we derive upper and lower bounds for the error involving
the following norm:
||| e |||κ,In =
(∫ tn
tn−1
∥∥∥∥ ∂ e∂t
∥∥∥∥
2
κ,−1
dt+
∫ tn
tn−1
‖ e ‖2κ,1dt
) 1
2
.
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Remark 3.12. According to the considerations of [6, 15, 18], we can say that ηnR is
a space error estimator related to the triangulation T nh , whereas ηn∇ gives information
on the error due to time discretization. In particular, as the terms η
kT∗
∇,T∗ are local in
the element T∗ and in the subtimesteps kT∗ , they give a measure of the accuracy of
the time discretization in the subintervals (tkT∗−1, tkT∗ ) on T∗ .
The comprehension of the meaning of ηnδ is more delicate. This term is a measure
of the effect of the transitions in the time substepping partition of the nodes. In
particular, it is large if, on some elements in which the nodes have different levels,
the forcing function displays significant variations or the solution displays significant
changes in the values or in the slope.
The quantity ηnf is an estimator of the data approximation error and can be
split into two terms: ηnf,Πnh , which essentially gives information on the space data
approximation error, and ηnf,Δ tn , which is a time data approximation error.
Remark 3.13. The quantity ηnδ is defined via a supremum over a finite dimensional
set of functions in space and over L2 functions in time. We remark that in the
definition (3.7) we perform a space scalar product between the test function vh ∈
L2( In,Vnh ) and given functions which are piecewise constant in time on each time-
interval [tkT−1, tkT ]. The supremum in the definition of ηnδ defines an L
2-norm in time,
but the test function vh that realizes the supremum has to be piecewise constant in
time on each [tkT−1, tkT ]. This can easily be proved observing that
∫ tn
tn−1
rnΩ(vh)dt =
∑
T∗ ,kT∗
∫
T∗
[(
∂ uh,Δt(t)
∂t
−MkT∗(fh,Δt)
)∫ tkT∗
t
kT∗ −1
vhdt
+ κ∇MkT∗(uh,Δt)∇
∫ tkT∗
t
kT∗ −1
vhdt
]
and the stability property of the L2 projection. With this additional information
the definition of ηnδ involves a supremum over a finite dimensional space and is, in
principle, computable.
3.2. Upper bound. In this section we prove that the terms ηnR, η
n
∇, η
n
δ , and
ηnf bound the error of the discrete solution with respect to the exact solution of the
continuous variational formulation.
Theorem 3.14. Under the assumptions on the continuous problem (2.4) and on
the discrete formulation (2.13), for each n = 1, . . . , N there exists a constant C˜nn−1
independent of any meshsize, timestep, and problem-parameter, and depending only
on the smallest angle of the triangulation T nh and on the constant Ctr such that
‖ e(tn) ‖20+
∫ tn
tn−1
∥∥√κ∇ e(t)∥∥2
0
dt ≤ ∥∥ e(tn−1)∥∥2
0
+ C˜nn−1
[
(ηnR)
2 +(ηn∇)
2 +(ηnδ )
2 +
(
ηnf
)2]
.(3.8)
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Proof. Let us define
Enh,Δt =
∫ tn
tn−1
[〈
∂ e(t)
∂t
, e(t)
〉
+(κ∇ e(t),∇ e(t))
]
dt(3.9)
=
1
2
‖ e(tn) ‖20−
1
2
∥∥ e(tn−1)∥∥2
0
+
∫ tn
tn−1
∥∥√κ∇ e(t)∥∥2
0
dt(3.10)
=
∫ tn
tn−1
[(
∂ uh,Δt(t)
∂t
, e(t)
)
+(κ∇uh,Δt(t),∇ e(t))− (f(t), e(t))
]
dt .(3.11)
We add and subtract to (3.11) the quantity
∫ tn
tn−1 r
n
Ω (I
n
h e(t))dt and we get
Enh,Δt =
∑
T∗ ,kT∗
∫ tkT∗
t
kT∗ −1
(
∂ uh,Δt(t)
∂t
−MkT∗(fh,Δt), e(t)− Inh e(t)
)
T∗
dt
+
∑
T∗ ,kT∗
∫ tkT∗
t
kT∗ −1
(∇MkT∗(uh,Δt),∇(e(t)− Inh e(t)))T∗dt
+
∑
T∗ ,kT∗
∫ tkT∗
t
kT∗ −1
(
∂ uh,Δt(t)
∂t
−MkT∗(fh,Δt), Inh e(t)
)
T∗
dt
+
∑
T∗ ,kT∗
∫ tkT∗
t
kT∗ −1
(
κ∇MkT∗(uh,Δt),∇ Inh e(t)
)
T∗dt
+
∑
T∗ ,kT∗
∫ tkT∗
t
kT∗ −1
(
κ∇[uh,Δt(t)−MkT∗(uh,Δt)] ,∇ e(t))T∗dt
−
∫ tn
tn−1
(f(t)−Πnh f(t), e(t))dt
−
∫ tn
tn−1
⎛
⎝
⎡
⎣Πnh f(t)− ∑
T∗ ,kT∗
MkT∗(fh,Δt)χT∗χkT∗(t)
⎤
⎦ , e(t)
⎞
⎠dt .
We apply integration by parts, Cauchy–Schwarz inequality, Lemma 3.5, and Young’s
inequality with a suitable choice of constants, getting the thesis.
The result given by Theorem 3.14 is an upper bound of the error measured in
the L2(Ω)-norm at time tn and in the L2( In; H10(Ω))-norm. We can also get an upper
bound in the L2( In; H−1(Ω))-norm for ∂ e /∂t.
Theorem 3.15. Under the assumptions on the continuous problem (2.4) and on
the discrete formulation (2.13), for each n = 1, . . . , N we have
∫ tn
tn−1
∥∥∥∥∂ e∂t
∥∥∥∥
2
κ,−1
dt ≤ C
[
(ηnR)
2 +(ηn∇)
2 +(ηnδ )
2 +
(
ηnf
)2]+ 7∫ tn
tn−1
∥∥√κ∇e∥∥2
0
dt .(3.12)
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Proof. Let us observe that
∫ tn
tn−1
〈
∂ e(t)
∂t
, v(t)
〉
+(κ∇ e(t),∇v(t))dt =
∑
T∗ ,kT∗
∫ tkT∗
t
kT∗ −1
(
R
kT∗
T∗ , v(t)− Inh v(t)
)
T∗
dt
+
∑
E∗,kE∗
∫ tkE∗
tkE∗−1
(
J
kE∗
E∗ , γE∗ (v(t)− Inh v(t))
)
E∗
dt+
∫ tn
tn−1
rnΩ(I
n
h v(t))dt
−
∫ tn
tn−1
(f −Πnh f, v(t))dt+
∑
T∗ ,kT∗
∫ tkT∗
t
kT∗ −1
(
κ∇[uh,Δt(t)−MkT∗(uh,Δt)] ,∇v(t))T∗dt
−
∫ tn
tn−1
⎛
⎝Πnh f(t)− ∑
T∗ ,kT∗
MkT∗(fh,Δt)χT∗ χkT∗(t), v(t)
⎞
⎠dt,
obtained by adding and removing
∫ tn
tn−1 r
n
Ω(I
n
h v)dt to the left-hand side. Moreover,
we consider that
√∫ tn
tn−1
∥∥∥∥ ∂ e∂t
∥∥∥∥
2
κ,−1
dt = sup
v∈L2( In,H10(Ω))
∫ tn
tn−1
〈
∂ e(t)
∂t
, v(t)
〉
dt√∫ tn
tn−1 ‖ v(t) ‖2κ,1dt
.
Applying Ho¨lder’s inequality and Lemma 3.5 we get
√∫ tn
tn−1
∥∥∥∥ ∂ e∂t
∥∥∥∥
2
κ,−1
dt ≤ ηnf + ηn∇+ ηnδ +ClR
√√√√ ∑
T∗ ,kT∗
ΔtT∗
(
hn−1,nT∗
)2∥∥∥∥ 1√κT∗ RkT∗T∗
∥∥∥∥
2
0,T∗
+ClE
√√√√ ∑
E∗,kE∗
ΔtE∗ h
n−1,n
E∗
∥∥∥ JkE∗E∗ /√κˆωnE∗
∥∥∥2
0,E∗
+
√∫ tn
tn−1
∥∥√κ∇ e∥∥2
0
dt.
To get the thesis we square the previous relation and we consider that (
∑
i=1,...,m ai)
2 ≤
m
∑
i=1,...,m a
2
i ∀ai > 0, i = 1, . . . ,m.
Corollary 3.16. Under the hypotheses of Theorems 3.14 and 3.15, there exist
constants C↑,nn−1, independent of any meshsize, timestep, and problem-parameter, but
depending on the smallest angle of triangulations T nh and on the constant Ctr, such
that the following inequality holds true for n = 1, . . . , N :
8 ‖ e(tn) ‖20 + ||| e |||2κ,In
≤ 8 ∥∥ e(tn−1)∥∥2
0
+C↑,nn−1
[
(ηnR)
2 +(ηn∇)
2 +(ηnδ )
2 +
(
ηnf
)2]
,(3.13)
8 ‖ e(tm) ‖20 + ||| e |||2κ,(0,tm) ≤ 8
∥∥ e(t0)∥∥2
0
+C↑,N0
m∑
n=1
[
(ηnR)
2 +(ηn∇)
2 +(ηnδ )
2 +
(
ηnf
)2] ∀m = 1, . . . , N,(3.14)
where C↑,N0 = maxn=1,...,N C
↑,n
n−1.
Proof. Multiplying inequality (3.8) by 8 and summing to (3.12), we get (3.13).
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3.3. Lower bound. In this section we prove that the terms ηnR, η
n
∇, and η
n
δ
bound from below the error of the discrete solution with respect to the exact solution
of the continuous variational formulation. We consider separately the contribution of
the equation residual, the interelement jumps, ηn∇ and η
n
δ .
3.3.1. Equation residual. Here we show how the residual of the equation can
bound the error from below on the time interval In. Let us define the following
functions:
w
kT∗
R,T∗ (x, t) =
(
hn−1,nT∗
)2 1√
κT∗
R
kT∗
T∗ bT∗ (x)χkT∗(t) ∀T∗ ∈ T
n−1,n
h , kT∗ = 1, . . . , 2
JT∗ ,
wnR,Ω =
∑
T∗ ,kT∗
w
kT∗
R,T∗ .
If we admit different polynomial degrees of the finite element space for each times-
lab, we assume an upper bound for it and this upper bound affects the constants in
Lemmas 3.17 and 3.19 [18].
Lemma 3.17. There exist constants CR and C∗R independent of any meshsize,
timestep, and problem-parameter such that
hn−1,nT∗
2
∥∥∥∥ 1√κT∗ RkT∗T∗
∥∥∥∥
2
0,T∗
≤ CR
(
1√
κT∗
R
kT∗
T∗ , w
kT∗
R,T∗
)
T∗
,(3.15)
∥∥∥∇wkT∗R,T∗ ∥∥∥
0,T∗
≤ C∗R hn−1,nT∗
∥∥∥∥ 1√κT∗ RkT∗T∗
∥∥∥∥
0,T∗
.(3.16)
Proof. These results come by exploiting the properties of bubble functions and
the finite dimensionality of the residual function [17, 18].
Proposition 3.18. Under the assumptions on the continuous problem (2.4) and
on the discrete formulation (2.13), on each time interval
(
tn−1, tn
)
we have√√√√∑
T∗ ,kT∗
(
hn−1,nT∗
)2∥∥∥∥ 1√κT∗ RkT∗T∗
∥∥∥∥
2
0,T∗
ΔtT∗ ≤ 2CRC∗R
[
||| e |||2κ,In +
(
ηnf
)2] 12
.(3.17)
Proof. We start by subtracting from
∑
T∗ ,kT∗
∫ tkT∗
t
kT∗ −1 (R
kT∗
T∗ /
√
κT∗ , w
kT∗
R,T∗ )T∗dt the
continuous variational formulation (2.4) with wnR,Ω /
√
κ as test function and integrate
on the time interval In,
∑
T∗ ,kT∗
∫ tkT∗
t
kT∗ −1
(
1√
κT∗
R
kT∗
T∗ , w
kT∗
R,T∗
)
T∗
dt =
∫ tn
tn−1
〈
1√
κ
∂ e
∂t
, wnR,Ω
〉
dt
−
∑
T∗ ,kT∗
∫ tkT∗
t
kT∗ −1
(√
κT∗
[
uh,Δt−MkT∗(uh,Δt)
]
,∇wkT∗R,T∗
)
T∗
dt
+
∫ tn
tn−1
(
1√
κ
∇ e(t),∇wnR,Ω
)
dt+
∫ tn
tn−1
(
1√
κ
[f(t)−Πnh f(t)] , wnR,Ω
)
dt
+
∫ tn
tn−1
⎛
⎝ 1√
κ
⎡
⎣Πnhf(t)− ∑
T∗ ,kT∗
MkT∗(fh,Δt)χT∗χkT∗(t)
⎤
⎦,wnR,Ω
⎞
⎠dt .
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Applying Cauchy–Schwarz and Ho¨lder inequalities, observing that w
kT∗
R,T∗ is a constant
function on the interval
(
tkT∗−1, tkT∗
)
, that
∫ tkT∗
t
kT∗ −1 [ t−t
kT∗ −1
t
kT∗ − tkT∗ −1 −
1
2 ]dt = 0, and using
inequalities (3.15)–(3.16) we get the thesis.
3.3.2. Interelement jumps. Now we consider the edges E∗ ∈ En−1,nh,Ω and we
show how the jumps JkE∗E∗ can bound the error from below. Let us define
w
kE∗
J,E∗(x, t) = h
n−1,n
E∗ PE
⎛
⎝ 1√
κˆωnE∗
J
kE∗
E∗
⎞
⎠ bE∗(x)χk
E∗
(t) ∀E∗ ∈ En−1,nh,Ω , kE∗ = 1, . . . , 2JE∗ .
We remark that wkE∗J,E∗ vanishes on the edges of the elements T
′ ∈ T n−1,n
h,

ω
inside the
elements T∗ ∈ T n−1,nh .
Let us assume a local substepping regularity partition property for the nodes of
neighboring triangles: there exists a constant σE∗ such that JE∗−JT ′ ≤ σE∗ ∀T ′ ∈ ω
n
E∗ .
Thanks to the orthogonality of our system of edge-bubble functions, we have
∥∥∥∥∥∥
∑
E∗,kE∗
∇wkE∗J,E∗
∥∥∥∥∥∥
2
0
=
∑
E∗,kE∗
∥∥∥∇wkE∗J,E∗
∥∥∥2
0,

ω
n
E∗
.
Lemma 3.19. There exist constants CE and C∗E independent of any meshsize,
timestep, and problem-parameter such that
hn−1,nE∗
∥∥∥ JkE∗E∗ /√κˆωnE∗
∥∥∥2
0,E∗
≤ CE
(
J
kE∗
E∗ /
√
κˆωnE∗ , w
kE∗
J,E∗
)
E∗
,(3.18) ∥∥∥∇wkE∗J,E∗
∥∥∥
0,

ω
n
E∗
≤ C∗E
√
hn−1,nE∗
∥∥∥ JkE∗E∗ /√κˆωnE∗
∥∥∥
0,E∗
.(3.19)
Proof. The inequalities (3.18)–(3.19) are derived by exploiting the properties of
bubble functions and inverse inequalities for the jump functions [17, 18].
Lemma 3.20. There exist constants C
ω
n
E∗
and Creg independent of any meshsize,
timestep, and problem-parameter, but depending on the maximum of σE∗ over all the
edges E∗ ∈ En−1,nh,Ω and on the regularity of the mesh T n−1,nh , respectively, such that
∑
E∗,kE∗
∑
T ′∈ωnE∗
(
hn−1,nE∗
)2 ∥∥∥∥ 1√κT ′ RkE∗T ′
∥∥∥∥
2
0,T ′
ΔtE∗
≤ C
ω
n
E∗
Creg
∑
T∗ ,kT∗
(
hn−1,nT∗
)2 ∥∥∥∥ 1√κT ′ RkT∗T∗
∥∥∥∥
2
0,T∗
ΔtT∗ .(3.20)
Proof. Inequality (3.20) follows from the local regularity hypothesis for the mesh
T n−1,nh , from the local regularity of the substepping partition for the nodes of neigh-
boring triangles, and from ΔtT ′ = ΔtT∗ ∀T ′ ∈ T∗ .
Proposition 3.21. Under the assumptions on the continuous problem (2.4) and
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on the discrete formulation (2.13), on each time interval
(
tn−1, tn
)
we have
√√√√√√ ∑
E∗,kE∗
hn−1,nE∗
∥∥∥∥∥∥
1√
κˆωnE∗
J
kE∗
E∗
∥∥∥∥∥∥
2
0,E∗
ΔtE∗ ≤ 2CE (C∗E + CRC∗RCreg)
×
√
||| e |||2κ,In +
(
ηnf
)2
.(3.21)
Proof. We start by subtracting the continuous variational formulation (2.4) to
the quantity (
∑
E∗,kE∗
J
kE∗
E∗ /
√
κˆωnE∗ ,
∑
E∗,kE∗
wnJ,E∗) and integrating in time over I
n,
∑
E∗,kE∗
∫ tkE∗
tkE∗−1
⎛
⎝ 1√
κˆωnE∗
J
kE∗
E∗ , w
kE∗
J,E∗
⎞
⎠
E∗
dt
=
∫ tn
tn−1
〈
∂ e
∂t
,
∑
E∗,kE∗
1√
κˆωnE∗
w
kE∗
J,E∗
〉
dt
+
∫ tn
tn−1
⎛
⎝∇ e, ∑
E∗,kE∗
κ√
κˆωn
E∗
∇wkE∗J,E∗
⎞
⎠dt
+
∫ tn
tn−1
⎛
⎝f −Πnh f, ∑
E∗,kE∗
1√
κˆωn
E∗
w
kE∗
J,E∗
⎞
⎠dt
+
∫ tn
tn−1
⎛
⎝Πnhf − ∑
T∗ ,kT∗
MkT∗(fh,Δt)χT∗χkT∗(t),
∑
E∗,kE∗
1√
κˆωn
E∗
wnJ,E∗
⎞
⎠dt
−
∑
E∗,kE∗
∑
T ′∈ωnE∗
∫ tkE∗
tkE∗−1
⎛
⎝ 1√
κˆωnE∗
R
kE∗
T ′ , w
kE∗
J,E∗
⎞
⎠
T ′
dt
−
∑
E∗,kE∗
∫ tkE∗
tkE∗−1
[
t− tkE∗−1
tkE∗ − tkE∗−1 −
1
2
]
×
∑
T ′∈ωnE∗
⎛
⎜⎝∇ (uh,Δt(tkE∗ )− uh,Δt(tkE∗−1)) , ∑
E∗∈En−1,nh,Ω
κ√
κˆωnE∗
∇wnJ,E∗
⎞
⎟⎠
T ′
dt.
Then we apply Cauchy–Schwarz and Ho¨lder inequalities, inequality (3.19), orthog-
onality of the edge-bubble functions, and inequalities (3.18), (3.20), and (3.17) to
obtain (3.21).
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3.3.3. Time discretization estimator. Now we show how the term ηn∇ can
bound the error from below. Let us define
w
kT∗
∇,T∗ (x) =
[
t− tkT∗−1
tkT∗ − tkT∗−1 −
1
2
] (
uh,Δt(tkT∗ )− uh,Δt(tkT∗−1)
)
χ
T∗ χkT∗
(t),
wn∇,Ω =
∑
T∗∈T n−1,nh
2
JT∗∑
kT∗=1
w
kT∗
∇,T∗ .
Proposition 3.22. Under the assumptions on the continuous problem (2.4) and
on the discrete formulation (2.13), on each time interval
(
tn−1, tn
)
the inequality
ηn∇ ≤ 2
√
||| e |||2κ,In +
(
ηnf
)2
(3.22)
holds true.
Proof. We start by observing that ∀t ∈ (tkT∗−1, tkT∗ ),
(
η
kT∗
∇,T∗
)2
=
∫ tkT∗
t
kT∗ −1
(
κ∇(uh,Δt−MkT∗(uh,Δt)) ,∇wkT∗∇,T∗)
T∗
dt
=
∫ tkT∗
t
kT∗ −1
[
t− tkT∗−1
tkT∗ − tkT∗−1 −
1
2
](
κ∇(uh,Δt(tkT∗ )− uh,Δt(tkT∗−1)),∇wkT∗∇,T∗)
T∗
dt
and remarking that
∫ tkT∗
t
kT∗ −1 (w,w
kT∗
∇,T∗ )T∗dt = 0 for any function w constant in time
in each time interval (tkT∗−1, tkT∗ ) on each element T∗ ∈ T n−1,nh . In the following we
apply this property by taking w = κ∇MkT∗(uh,Δt), obtaining
(
η
kT∗
∇,T∗
)2
=
∫ tkT∗
t
kT∗ −1
(
κ∇uh,Δt,∇wkT∗∇,T∗
)
T∗
dt,
and then again with w = ∂ uh,Δt∂t and w = −MkT∗(fh,Δt). Summing over all T∗ ∈
T n−1,nh and kT∗ = 1, . . . , 2JT∗ , subtracting (2.4) we get
∑
T∗ ,kT∗
(
η
kT∗
∇,T∗
)2
=
∫ tn
tn−1
〈
∂ e
∂t
, wn∇,Ω
〉
dt+
∫ tn
tn−1
(
κ∇ e,∇wn∇,Ω
)
dt
+
∫ tn
tn−1
(
f −Πnh f, wn∇,Ω
)
dt+
∫ tn
tn−1
⎛
⎝Πnh f −∑
T∗ ,kT∗
MkT∗(fh,Δt)χT∗ χkT∗(t), w
n
∇,Ω
⎞
⎠dt .
Applying Cauchy–Schwarz and Ho¨lder inequalities, (3.22) follows.
3.3.4. Level transition estimator. Now we show how the norm (ηnδ )
2 can
bound the error from below.
Proposition 3.23. Under the assumptions on the continuous problem (2.4) and
on the discrete formulation (2.13), on each time interval
(
tn−1, tn
)
the inequality
ηnδ ≤
√
(ηn∇)
2 + 2
√
||| e |||2κ,In +
(
ηnf
)2
(3.23)
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holds true.
Proof. We start by observing that
ηnδ = sup
vh∈L2( In,Vnh )
1√∫ tn
tn−1 ‖ vh ‖2κ,1dt
[∫ tn
tn−1
rkΩ(vh)dt
−
∫ tn
tn−1
〈
∂u
∂t
, vh
〉
+(κ∇u,∇vh)− (f, vh)dt
]
.
Then, adding and subtracting the quantity
∫ tn
tn−1 (κ∇uh,Δt,∇vh)+ (Πnh f, vh)dt, we
get √∫ tn
tn−1
‖rnΩ‖2κ,−1,Thdt = sup
vh∈L2( In,Vnh )
1√∫ tn
tn−1 ‖ vh ‖2κ,1dt
[∫ tn
tn−1
(
∂ e
∂t
, vh
)
dt
+
∫ tn
tn−1
(κ∇ e,∇vh)dt+
∫ tn
tn−1
(f −Πnh f, vh)dt
+
∫ tn
tn−1
⎛
⎝Πnh f − ∑
T∗ ,kT∗
MkT∗(fh,Δt)χT∗ χkT∗(t), vh
⎞
⎠dt
−
∑
T∗ ,kT∗
∫ tkT∗
t
kT∗ −1
[
t− tkT∗−1
tkT∗ − tkT∗−1 −
1
2
](
κ∇(uh,Δt(tkT∗ )− uh,Δt(tkT∗−1)) ,∇vh)T∗dt
⎤
⎦ .
Applying Cauchy–Schwarz and Ho¨lder inequalities, the thesis easily follows.
3.3.5. Final lower bounds. We are now in a position to state the final lower
bounds in the following theorem. The result is a straightforward consequence of
Propositions 3.18, 3.21, 3.22, and 3.23.
Theorem 3.24. Under the assumptions on the continuous problem (2.4) and
on the discrete formulation (2.13), there exist constants Cn↓,n−1 independent of any
meshsize, timestep, and problem-parameter, but depending on the smallest angle of
the triangulation T nh , on Ctr, and on the upper bound of the polynomial degree of
the finite element space used in each timeslab such that the following inequalities hold
true:
(ηnR)
2 +(ηn∇)
2 +(ηnδ )
2 ≤ Cn↓,n−1
(
||| e |||2κ,In +
(
ηnf
)2)
,(3.24)
m∑
n=1
(
(ηnR)
2 +(ηn∇)
2 +(ηnδ )
2
)
≤ CN↓,0
m∑
n=1
(
||| e |||2κ,In +
(
ηnf
)2)(3.25)
∀m = 1, . . . , N , where CN↓,0 = maxn=1,...,N Cn↓,n−1.
4. Numerical tests.
4.1. Effectivity index and a posteriori estimators. This section aims at
comparing the derived error estimators with the true error and investigating the be-
havior of the different error estimators. We define the following effectivity index :
(4.1) e.i.n =
e.r.en
t.r.en
=
√
(ηnR)
2 +(ηn∇)
2 +(ηnδ )
2
||| e |||κ,In
.
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Table 1
Minimum and maximum effectivity index for n = 1, . . . , N .
Jp N = 4 N = 8 N = 16 N = 32 N = 64 N = 128 N = 256
000 0.9− 1.7 0.3− 2.1 0.8− 4.1 2.4− 8.3 2.6− 10.0 3.4− 10.0 3.4− 8.2
011 0.8− 1.8 1.8− 3.2 3.0− 6.8 4.2− 10.0 3.5− 9.9 3.4− 8.2 3.4− 5.3
012 1.8− 2.7 3.3− 6.3 6.4− 9.9 3.8− 9.9 3.5− 8.1 3.4− 5.3 3.4− 4.0
022 1.8− 2.8 3.3− 6.3 6.4− 9.9 3.8− 9.9 3.5− 8.1 3.4− 5.3 3.4− 4.0
014 6.1− 7.7 6.3− 8.6 4.0− 7.0 3.5− 5.0 3.4− 4.0 3.4− 3.6 3.4− 3.5
044 6.8− 9.0 6.6− 8.9 3.9− 7.0 3.5− 5.0 3.4− 4.0 3.4− 3.6 3.4− 3.5
038 3.7− 4.1 3.6− 3.9 3.5− 3.9 3.5− 3.7 3.4− 3.5 3.4− 3.5 3.4− 3.4
088 3.6− 3.7 3.5− 3.5 3.5− 3.5 3.4− 3.5 3.4− 3.4 3.4− 3.4 3.4− 3.4
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[n]
Jp=044, N=8
Jp=022, N=32
Jp=011, N=64
Jp=000, N=128
Fig. 8. e.i.n for several values of Jp and N .
In our definition of the effectivity index we do not consider the effects of the data
approximation errors ηnf . We are mainly interested in the effects of the time-substeps,
so we consider meshes fine enough to have a negligible error ηnf,Πh , whereas some of
our results can be affected by the error ηnf,Δt, and we shall highlight this phenomenon
when it occurs.
We consider the same simple test problem of subsection 2.5 with the same space
discretization, and we compare the true error with our error estimators for different
timestep-lengths and substep-levels.
All the H−1-norms are approximated by the solution of a Poisson problem in each
substep of level J = maxp∈Nnh (Ω) J
n
p .
In Table 1 we report the effectivity indices (4.1) for several substepping configu-
rations. The first row with Jp = 0 for all the three regions (Jp = 000) corresponds to
the classical Crank–Nicolson scheme and ηnδ = 0. The following rows correspond to
higher substep-levels in the two central regions. Each column reports the number of
timesteps N and the corresponding minimum and maximum values of the effectivity
index over all n = 1, . . . , N .
In Figure 8 we report the time evolution of the effectivity index for several values
of Jp and N . In Figure 9 we display the behavior of the effectivity index for a fixed
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Fig. 10. e.i.n for N = 32 and several values of Jp.
Jp = 014 and several N , and in Figure 10 for a fixed N = 32 and several Jp.
In Tables 2 and 3 we report the maximum values of the space data approximation
error maxn=1,...,N ηnf,Πh and of the time data approximation error maxn=1,...,N η
n
f,Δt,
respectively. We remark that the error ηnf,Πh is independent of the substep levels,
and for this reason we report just one row for all the substepping configurations.
On the other hand, the error ηnf,Δt is strongly varying in the number of timesteps
and substep-levels. We remark that the values of ηnf,Δt corresponding to the smallest
number of timesteps and substep-levels are very large, and this explains the anomalous
low values of the effectivity index in the corresponding cells of Table 1.
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Table 2
Maximum ηnf,Πh
for n = 1, . . . , N , the values are independent of the substep levels.
Jp N = 4 N = 8 N = 16 N = 32 N = 64 N = 128 N = 256
0XY 0.00516 0.00363 0.0026 0.00184 0.0013 0.000923 0.000653
Table 3
Maximum ηnf,Δt for n = 1, . . . , N .
Jp N = 4 N = 8 N = 16 N = 32 N = 64 N = 128 N = 256
000 3.13 2.37 1.39 0.671 0.251 0.0876 0.0307
011 3.09 1.65 0.813 0.327 0.121 0.0432 0.0153
012 2.26 0.988 0.393 0.158 0.0599 0.0215 0.00764
022 2.26 0.987 0.392 0.158 0.0599 0.0215 0.00764
014 0.657 0.244 0.116 0.0433 0.0166 0.00625 0.00228
044 0.65 0.234 0.0946 0.0391 0.0149 0.00538 0.00191
038 0.193 0.128 0.0832 0.0417 0.017 0.0063 0.00238
088 0.0391 0.0145 0.0059 0.00244 0.000931 0.000336 0.000119
Table 4
Maximum ηn∇ for n = 1, . . . , N .
Jp N = 4 N = 8 N = 16 N = 32 N = 64 N = 128 N = 256
000 3.82 2.87 2.31 1.52 0.715 0.287 0.105
011 3.84 2.8 1.93 0.949 0.397 0.147 0.0526
012 3.78 2.28 1.19 0.519 0.203 0.074 0.0263
022 3.78 2.28 1.19 0.519 0.203 0.074 0.0263
014 1.98 0.781 0.323 0.133 0.0512 0.0185 0.00659
044 1.97 0.779 0.323 0.133 0.0512 0.0185 0.00659
038 0.145 0.0511 0.0203 0.00836 0.0032 0.00116 0.000412
088 0.135 0.0499 0.0203 0.00835 0.0032 0.00116 0.000412
Table 5
Maximum ηnδ for n = 1, . . . , N .
Jp N = 4 N = 8 N = 16 N = 32 N = 64 N = 128 N = 256
000 0.0 0.0 0.0 0.0 0.0 0.0 0.0
011 0.0316 0.0151 0.00426 0.000222 1.6e− 05 3.08e− 06 1.76e− 06
012 0.132 0.0859 0.0402 0.0227 0.00865 0.00338 0.00123
022 0.0204 0.00488 0.000939 5.49e− 05 7.93e− 06 2.82e− 06 2.52e− 06
014 0.129 0.102 0.0749 0.0384 0.0153 0.00575 0.00216
044 0.00157 0.000303 6.2e− 05 1.04e− 05 8.28e− 06 3.67e− 06 2.74e− 06
038 0.189 0.128 0.0829 0.0415 0.0169 0.00629 0.00238
088 2.23e− 05 1.72e− 05 1.07e− 05 1.06e− 05 8.31e− 06 3.7e− 06 2.76e− 06
In Table 4 we report the largest values of ηn∇ on the time interval of the simulation.
We can observe a very large variation of these values with the number of timesteps
and substep-levels. For small numbers of timesteps and substep-levels the time error
estimator is larger than the space error estimator, which means that a refinement of
the time discretization is required. For large values of timestep and substep-levels, the
time discretization error becomes negligible with respect to the space discretization
error.
In Table 5 we report the largest values of ηnδ . We remark that this value is zero for
the classical Crank–Nicolson scheme. For a fixed number of timesteps N , we point out
some strong variations of these values. These strong variations mainly occur when,
close to the region presenting fast changes in the solution, we have a jump of the
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Fig. 11. Evolution of ηnδ with and without a level transition at the nodes x1, x2, x3, and x4,
N = 16.
corresponding substep-levels: compare, for example, the values of ηnδ for Jp = 012
with 022, and Jp = 014 with 044, and Jp = 038 with 088. This behavior confirms the
role of ηnδ as a transition error estimator and suggests moving the jumps of substep-
levels as far as possible from the regions with strong variations of the solution. Finally,
Figure 11 compares the behavior of ηnδ for N = 16 when a level transition is placed
at the nodes x1, x2, x3, and x4 and when the transition is placed only at x1 and x2.
4.2. Approximation of ηnδ . Our error estimator is composed of five different
terms. In Remark 3.12 we already described the meaning of these terms.
Particular attention has to be paid when dealing with the term ηnδ . This term,
indeed, involves a discrete H−1-norm of a functional that is constant in each of the
2J substep of level J , and can be approximated through additional computations.
In what follows we propose a strategy for obtaining an upper and a lower approx-
imate bound for ηnδ at a moderate computational effort. From the definition of r
n
Ω(vh)
given in (3.7), Definition 3.10, and Remark 3.13, applying Ho¨lder, trace, and inverse
inequalities ∀k = 1, . . . , 2J , we can write rkΩ(vh) 
∥∥ rkΩ ∥∥0 ‖ vh ‖0,Ωnh,tr with
∥∥ rkΩ ∥∥0 =
√√√√ ∑
T∗∈T n−1,nh,tr
∥∥∥RkT∗ ∥∥∥2
0,T∗
+
√√√√√
∑
E∗∈En−1,nh,tr,Ωn
h,tr
1
hn−1,nE∗
∥∥ JkE∗ ∥∥20,E∗ ,
where Ωnh,tr ⊂ Ω is the domain corresponding to the partition T nh,tr, and En−1,nh,tr,Ωnh,tr is
the set of the internal edges of the partition T nh,tr contained in Ωnh,tr.
We then look for the indices k for which
∥∥ rkΩ ∥∥0 attains its minimum and maximum
values: we call such indices kmin and kmax, respectively. We then approximate the
discrete H−1-norm
∥∥rkΩ∥∥κ,−1,Th for k = kmin, k = kmid = 2J−1, and k = kmax
by solving the following problem: find rh ∈ Vnh such that
(
κ∇rkh,∇vh
)
= rkΩ(vh)
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∀vh ∈ Vnh . We set
∥∥rkΩ∥∥2κ,−1,Th = ∥∥rkh∥∥2κ,1. Then we propose using
(
ηnδ,max
)2 = Δ tn max{∥∥∥rkminΩ ∥∥∥2
κ,−1,Th
,
∥∥∥rkmidΩ ∥∥∥2
κ,−1,Th
,
∥∥∥rkmaxΩ ∥∥∥2
κ,−1,Th
}
as the upper bound for (ηnδ )
2 and
(
ηnδ,min
)2 = Δ tn min{∥∥∥rkminΩ ∥∥∥2
κ,−1,Th
,
∥∥∥rkmidΩ ∥∥∥2
κ,−1,Th
,
∥∥∥rkmaxΩ ∥∥∥2
κ,−1,Th
}
as the lower bound for (ηnδ )
2. We also define (ηnδ,mid)
2 = Δ tn
∥∥∥rkmidΩ ∥∥∥2
κ,−1,Th
.
Being the term ηnδ related to the transition of the levels of the nodes in some
elements, when it is large this suggests that the region with higher values of JnT
should be enlarged toward the elements with smaller values of JnT , moving the level-
transition on elements with smaller errors. Otherwise, if it is very small, this suggests
reducing the regions with larger levels JnT .
Figure 12 displays the behavior of ηnδ , η
n
δ,min, η
n
δ,mid, and η
n
δ,max for N = 8 and
Jp = 014. In this picture we can see that ηnδ,mid is a good approximation of η
n
δ
and that ηnδ,min and η
n
δ,max correctly bound η
n
δ . Figure 13 displays the behavior of
effectivity index using ηnδ,min, η
n
δ,mid, and η
n
δ,max for its computation instead of η
n
δ , we
can observe very small differences.
5. Conclusions. We have proposed a new discretization method for the heat
equation that allows the coexistence of short and long timesteps on different elements.
We proved existence and uniqueness of the numerical solution, and provided a stability
estimate and a posteriori upper and lower residual-based error estimators for this new
method. Moreover, we report a numerical example that shows the possible gain in
efficiency offered by the substepped method and some comparisons between the true
error and the derived a posteriori error estimators.
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In this work an attempt was not made to address the complex problem of the set
up of an adaptive algorithm based on the upper and lower robust estimates derived
in section 3. This will be dealt with in a future investigation.
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