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Abstract
We study the two-dimensional gauge theory of the symmetric group Sn
describing the statistics of branched n-coverings of Riemann surfaces. We
consider the theory defined on the disk and on the sphere in the large-n limit.
A non trivial phase structure emerges, with various phases corresponding
to different connectivity properties of the covering surface. We show that
any gauge theory on a two-dimensional surface of genus zero is equivalent
to a random walk on the gauge group manifold: in the case of Sn, one of
the phase transitions we find can be interpreted as a cutoff phenomenon
in the corresponding random walk. A connection with the theory of phase
transitions in random graphs is also pointed out. Finally we discuss how our
results may be related to the known phase transitions in Yang-Mills theory.
We discover that a cutoff transition occurs also in two dimensional Yang-Mills
theory on a sphere, in a large N limit where the coupling constant is scaled
with N with an extra logN compared to the standard ’t Hooft scaling.
1e–mail: dadda, provero@to.infn.it
1 Introduction
There are several reasons for studying gauge theories of the symmetric group Sn in
the large n limit. The first one is of course that the problem is interesting in itself, as
a simple but non trivial theory with non abelian gauge invariance. A second reason
of interest is that gauge theories of Sn on a Riemann surface describe the statistics
of the n-coverings of the surface, namely they address and solve the problem of
counting in how many distinct ways the surface can be covered n times, without
allowing folds but allowing branch points (see [1, 2, 3] and references therein). The
distinct coverings of a two-dimensional surface are on the other hand the string
configurations of a two-dimensional string theory, so that Sn gauge theories count
the number of string configurations where the world sheet wraps n times around
the target space.
Another reason of interest is that gauge theories of Sn are closely related to Yang-
Mills theory in two dimensions, and to other gauge models, like the one introduced
by Kostov, Staudacher and Wynter (in brief KSW) in [1, 2]. Both YM2 [4, 5] and
the KSW model with U(N) gauge group can in fact be interpreted in the large N
limit in terms of coverings of the two dimensional target space.
In the present paper we consider the gauge theory of the symmetric group Sn
in its own right, in the limit where n, namely the world sheet area, becomes large.
The relation of this limit with the large N limit of U(N) gauge theories will be
discussed in Section 5.
Three main results have been obtained in this paper.
The first is the discovery of a non trivial phase structure in the large-n limit
of the Sn gauge theory on a sphere, with a phase transition at a critical value of
the ”area” of the target surface 1. At first sight this is reminiscent of the Douglas-
Kazakov [8] phase transition for two dimensional Yang-Mills theories, but it turns
out to be a different phenomenon, as shown in Section 5.
The second result consists in the proof of the equivalence between gauge theories
in two dimensions and random walks on group manifolds, which, in the case of Sn,
allows us to map our results, in particular the aforementioned phase transition,
into statements about random walks on Sn. The phase transition found in the Sn
gauge theory precisely corresponds to the cutoff phenomenon in random walks on
Sn discovered in [13].
Finally we found that the same cutoff phenomenon occurs also in 2D Yang-
Mills theory with a rescaling of the coupling constant with N that differ from the
standard ’t Hooft rescaling by a factor logN .
The paper is organized as follows: in Sec. 2 we review the correspondence
between Sn gauge theories and branched coverings, defining the models we are
going to study. In Sec. 3 we study the partition function on the sphere by a saddle
point analysis of the sum over the irreducible representations of Sn. This allows us
to identify two lines of large-n phase transitions in the phase diagram of the model.
1The exact meaning of “area” in this context will be given in the next section
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In Sec. 4 we show the equivalence between two-dimensional gauge theories and
random walks on group manifolds. This equivalence allows us to reinterpret the
phase transition as a cutoff phenomenon in the corresponding random walk. The
approach through the equivalent random walk is particularly suited to study the
partition function on a disk with free boundary conditions, where we find a similar,
if less rich, phase diagram. A mapping into the theory of random graphs allows us
to determine that the order parameter in the case of the disk is the connectivity
of the world sheet, and to draw some conclusions also on the connectivity of the
world sheet in the case of the sphere. In Sec. 5 we establish the relation between
Sn gauge theory in the large n limit and U(N) gauge theories (Yang-Mills theory,
chiral Yang-Mills theory and KSW model) in the large N limit and we prove the
existence of a cutoff phenomenon also for 2D Yang-Mills. Section 6 is devoted to
some concluding remarks and possible developments. Some technical details are
discussed in the appendices.
2 The model
The statistics of the n-coverings of a Riemann surface MG of genus G is given by
the partition function of a Sn lattice gauge theory, defined on a cell decomposition
of MG. This can be seen by the following argument (more details can be found in
Ref.[3]). To construct a branched n-covering, consider n copies of each site of the
cell decomposition: these will be the sites of the covering surface. For each link
of the target surface, joining the sites p1 and p2, join each of the n copies of p1 to
one of the n copies of p2; repeat for all the links of the target surface to define a
discretized covering. Each possible covering is defined by a choice of the copies to
be glued for each link of the target surface, that is by assigning an element of the
symmetric group Sn to each link.
In general, such a covering will have branch points: consider a closed path on the
target surface, and lift it to the covering surface, by starting on one of the n sheets
of the covering and changing sheet according to the element of Sn associated to the
links defining the path. The lifted path is not in general closed, that is the covering
is branched. Branch points are located on the plaquettes of the cell decomposition,
and can be classified according to the conjugacy class of the element of Sn given by
the ordered product of the elements associated to the links of the plaquette.
For example, let n = 3 and consider a plaquette bordered by three links, to
which the following permutations are associated
P1 = (12)(3) (1)
P2 = (13)(2) (2)
P3 = (12)(3) (3)
then the permutation associated to the plaquette is
P1P2P3 = (1)(23) (4)
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so that a quadratic branch point is associated to the plaquette.
The type of branch point on each plaquette is determined by the conjugacy class
of the product of the Sn elements around the plaquette, and is therefore invariant
under a local Sn gauge transformation defined according to the usual rules of lattice
gauge theory. Therefore a theory of n-coverings, in which the Boltzmann weight
depends only on the type of branch points that are present on each plaquette, is a
lattice gauge theory defined on the target surface, with gauge group Sn. The phase
structure of such theories in the large n limit is the object of our study.
Let us consider first the case of unbranched coverings. The Boltzmann weight
associated to the plaquette s is simply δ(Ps): the product of gauge variables around
the plaquette is constrained to be the identity2of Sn:
w(Ps) = δ(Ps) =
1
n!
∑
r
drchr(Ps) (5)
In the l.h.s. of (5) the delta function is expressed as an expansion in the characters of
Sn, with r labeling the representations of Sn, dr the dimension of the representation
r and chr(P ) the character of P in the representation r. The partition function of
this model on MG is simply given by [3]:
Zn,G =
∑
r
(
dr
n!
)2−2G
(6)
The partition function (6) depends only on the genus G of the surface, namely the
underlying theory is a topological theory.
When branch points are allowed, the topological character of the theory is lost,
and the partition function develops a dependence on another parameter, which
we shall call ”area” and denote by A, but which is not necessarily identified with
the area of MG. All we require is that A is additive, namely that if we sew two
surfaces (for instance two plaquettes) the total ”area” is the sum of the ”areas” of
the constituents. In fact, by mimicking (generalized) Yang-Mills theories, one can
replace [3] the Boltzmann weight (5) of the topological theory with a Boltzmann
weight that allows branch points:
w(Ps,As) = 1
n!
∑
r
drchr(Ps)e
Asgr (7)
where gr are arbitrary coefficients and As is the area of the plaquette s. The crucial
property of this Boltzmann weight is that, if s1 and s2 are two adjoining plaquettes
and Q the permutation associated with their common link, we have:∑
Q
w(QP1,As1)w(P2Q−1,As2) = w(P1P2,As1 +As2) (8)
2In our notation δ(P ) is one if P is the identity in Sn and zero otherwise
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That is by summing over Q we obtain the same Boltzmann weight that we would
have if the link corresponding to the variable Q had been suppressed in the original
lattice.
The partition function on a Riemann surface of genus G can be easily calculated
from (7) by using the orthogonality properties of the characters:
Zn,G(A) =
∑
r
(
dr
n!
)2−2G
eAgr (9)
As discussed in [3] the exponential factor in the partition function (9) can be
thought of as due to a dense distribution of branch points, in which a branch point
associated to a permutation Q appears with a probability density gQ, which is
related to the coefficients gr by:
gr =
∑
Q 6=1
gQ
chr(Q)
dr
(10)
It is clear from (10) that gQ is a class function, namely it depends only on the
conjugacy class of Q. In the following sections we shall consider only the case in
which gQ = 0 for any Q, except the ones consisting in a single exchange. In this
case the partition function takes the form:
Zn,G(A) =
∑
r
(
dr
n!
)2−2G
eA
chr(2)
dr (11)
where by 2 we denote a transposition, namely a permutation with one cycle of
length 2 and n − 2 cycles of length 1. In (11) the area has been redefined to
absorb the factor g2. The quantity
chr(2)
dr
at the exponent is related to the quadratic
Casimir C2(r) of a U(N) representation whose Young diagram coincides with the
one associated to the representation r of Sn:
C2(r) = n(n− 1)chr(2)
dr
+ nN (12)
So the partition function (11) is the Sn analogue of two dimensional Yang-Mills
partition function, while (9) would correspond to a generalized Yang-Mills theory.
A different way of introducing an additive parameter in the theory is to take the
”area” proportional to the number of branch points. This amounts to expanding
the partition function (9) or (11) in power series of A and to taking as partition
function the coefficient of Ap/p!; in the case of only quadratic branch points the
resulting partition function is:
Zn,G,p =
∑
r
(
dr
n!
)2−2G(
chr(2)
dr
)p
(13)
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where, as already mentioned, p is the number of quadratic branch points, and is
identified with the ”area” 3. In fact the partition function (13) can be obtained
by starting from a lattice consisting of p plaquettes, each by definition of unit area
and endowed with just one quadratic branch point. The Boltzmann weight of such
plaquettes is:
w(Ps) =
1
n!
∑
r
chr(2)chr(Ps), (14)
If the p plaquettes are joined together to form a closed surface of genus G, then
by using the orthogonality properties of the characters one reproduces the partition
function (13). A more general model can be obtained by assigning to each plaquette
a probability x to have a single quadratic branch point and a probability 1− x not
to have any branch point at all. This amounts to consider a model with p plaquettes
of Boltzmann weight
w(Ps) =
1
n!
∑
r
((1− x)dr + xchr(2)) chr(Ps), (15)
which leads to the following partition function:
Zn,G,p(x) =
∑
r
(
dr
n!
)2−2G(
(1− x) + xchr(2)
dr
)p
(16)
The partition function (16) includes both (13) and (11) as particular cases. In fact
for x = 1 the partition function Zn,G,p(x) coincides with Zn,G,p and
Zn,G,p(x)
x→0−→ e−AZn,G(A) (17)
with A = xp. In the following Sections we shall study the partition functions (11),
(13) and (16) in the large n limit and find that all of them show, on a sphere, a non
trivial phase structure in the large n limit: namely they display a phase transition
at a critical value of the area p (A for (11)).
A heuristic argument for the existence of such transition goes as follows: consider
a disk of area p, with holonomy at the border given by a permutation Q. The
corresponding partition function (consider for simplicity the case x = 1) is then
Zn,disk,p(Q) =
1
n!
∑
r
drchr(Q)
(
chr(2)
dr
)p
(18)
Clearly for p < n a permutation Q consisting of a number of exchanges larger than
p cannot be constructed out of p quadratic branch points, and ZN,disk,p(Q) is then
necessarily zero for such Q. Instead if p≫ n it is conceivable (and it will be proved
3Notice that one can only have an even number of quadratic branch points on a closed Riemann
surface, so that the partition function (13) vanish for odd p.
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in the following sections) that all permutations have the same probability to appear
on the border and then Zn,disk,p(Q) is independent of Q and constant in p. As a
result we expect in the large n limit a phase transition at a critical value of the area,
provided p is rescaled with n in a suitable way. We will show that a non-trivial
phase structure indeed emerges when p scales with n logn . That is, if we put
p = αn logn a phase transition occurs in the large n limit at a critical value of α.
As a sphere is a disk with the holonomy Q = 1, the same phase transition appears
on the sphere as the critical point beyond which the partition function becomes
constant in α.
In the random walk approach that we will treat in Sec. 4 the same phase
transition can be interpreted as a cutoff phenomenon, namely as the existence of a
critical value of the number of steps after which the walker has the same probability
to be in any point of the lattice. The more general model (16) has, in the large n
limit, a phase diagram in the (α, x) plane, with three different phases whose features
we shall also study in the following sections.
3 Large n limit - The variational method
3.1 Representations of Sn in the large n limit
The large n limit of the symmetric group Sn is quite different from, say, the large
N limit of U(N). The difference consists mainly in the fact that the irreducible
representations of SU(N) are labeled by Young diagrams made by at most N − 1
rows and an arbitrary number of columns. Therefore in the large N limit its rows
and columns can simultaneously scale like N . For instance in two dimensional
Yang Mills theory on a sphere or a [11] the saddle point at large N corresponds to a
representation whose Young diagrams has a number of boxes of order N2. Instead,
the irreducible representations of Sn are in one to one correspondence with the
Young diagrams made of exactly n boxes. Namely the area of the Young diagrams,
rather than the length of its rows and columns, scales like n.
Let us first establish some notations. We shall label the lengths of the rows of
the Young diagram by the positive integers r1 ≥ r2 ≥ . . . ≥ rs1 and the lengths of
the columns by s1 ≥ s2 ≥ . . . ≥ sr1, with the constraint that the total number of
boxes is equal to n:
s1∑
i=1
ri =
r1∑
j=1
sj = n (19)
In order to evaluate the partition functions introduced in the previous section, in
particular the ones given in (11),(13) and (16), all we need is the explicit expression
of the dimension of the representation dr and of
chr(2)
dr
. These are well known
quantities in the theory of the symmetric group, and are given respectively by:
dr =
n!∏
i≤sj , j≤ri(ri + sj − i− j + 1)
(20)
6
and
chr(2)
dr
=
1
n(n− 1)
(∑
i
r2i −
∑
j
s2j
)
=
1
n(n− 1)
[∑
i
(
r2i − 2iri
)
+ n
]
(21)
The l.h.s. of (21) coincides, up to a factor, with the quadratic Casimir for the
representation of a unitary group associated to the same Young diagram.
As we are interested in the evaluation of these quantities in the large n limit, we
have first of all to characterize a general Young diagram consisting of n boxes in the
large n limit. The most natural ansatz, in order to have a diagram of area n, would
be to assume that the columns sj and the rows ri scale with n respectively as n
α
and n1−α with 0 ≤ α ≤ 1. However this is far from being the most general case, as
different parts of the diagram may scale with different powers α. To be completely
general let us introduce in place of the discrete variables i (resp. j) labeling the
rows (resp. columns) the variables, continuous in the large n limit, defined by
ξ =
log i
log n
, η =
log j
logn
(22)
In this way a point (ξ0, η0) in the (ξ, η) plane represents a portion of the diagram
whose rows and columns scale as nξ0 and nη0 respectively. The Young diagram is
represented by the functions
ϕ(ξ) =
log ri
logn
, ψ(η) ≡ ϕ−1(η) = log sj
log n
(23)
and the sum over i is replaced by an integral in dξ:
∑
i
−→
∫
dξ logn eξ logn (24)
Then the constraint (19) becomes:
I ≡
∫ ψ(0)
0
dξ logn elogn (ξ+ϕ(ξ)) = n (25)
Eq. (25) poses some restrictions on the function ϕ(ξ), namely:
i ξ + ϕ(ξ) ≤ 1 for all ξ’s.
ii ξ + ϕ(ξ) = 1 for at least one value of ξ.
iii ξ + ϕ(ξ) = 1 at most in a discrete set of points. In fact if ξ + ϕ(ξ) = 1 in a
whole interval a ≤ ξ ≤ b, then I > (b− a)n log n.
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Figure 1: A Young diagram in the (ξ, η) plane. Only the points touching the line
ξ + η = 1 contribute in the leading order in the large-n limit.
This means that in the large n limit the contributions of order n to the l.h.s. of
(25) come from the neighborhoods of the discrete set of points αt where αt+ϕ(αt) =
1. Then we can write, in the large n limit:
logn elogn(ξ+ϕ(ξ)) = n
∑
t
zt δ(ξ − αt) + o(n) (26)
where the positive quantity zt represents the contribution to I coming from the
neighborhood of αt, and is constrained by:∑
t
zt = 1 (27)
A Young diagram in the (ξ, η) plane is represented in Fig. 1. The discrete set
of points where the diagram touches the line ξ + η = 1 are the ones that give
the δ-functions in eq. (26), and they are the only ones we need to consider if
we restrict ourselves to the leading order in the large n limit. Each of these points
represents a portion of the diagram, which we shall denote by Yt, with area nzt, and
with rows and columns scaling respectively as nαt and n1−αt . We are interested in
calculating the large n behavior of dr and
chr(2)
dr
. This could be done by expressing
these quantities in terms of the functions ϕ(ξ) and ψ(η), namely by using the
logarithmically rescaled variables ξ and η. However we prefer to calculate separately
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the contributions of each portion Yt by rescaling the discrete variables i and j with
the appropriate power of n, thus effectively ”blowing up” each subdiagram Yt, which
in Fig. 1 is represented by a single point. In this way we are able to calculate dr
and chr(2)
dr
up to the next to leading order, which differs from the leading one only
by a log n factor and which depends not just from the area zt of Yt but also from its
”shape”. Although not relevant for obtaining the results described in the present
paper this next-to-leading order will be important for any further analysis of the
model, as discussed in the conclusions. The details of the calculation are given in
Appendix A, here we give just the results which are useful for the present discussion.
The large n behavior of dr is given in terms of the areas zt of the subdiagrams
Yt by the formula:
log dr = n logn

1/2z1/2 +
∑
t:αt<1/2
αtzt +
∑
t:αt>1/2
(1− αt)zt

+ o(n log n) (28)
where z1/2 is short for zt with αt = 1/2. As for
chr(2)
dr
its large n behavior is
dominated by the subdiagrams (which we shall denote by Y0 and Y1) corresponding
to a scaling power α = 0 and α = 1 respectively. All other contributions, coming
from subdiagrams Yt with αt different from 0 or 1, are depressed by a factor n
−αt
if αt ≤ 1/2 or nαt−1 if αt ≥ 1/2, and can be neglected in the large n limit. Y0
(resp. Y1) consists of a finite number of columns (resp. rows) of lengths ri (resp.
sj) proportional to n, namely:
ri = nfi sj = ngj (29)
where fi and gj are finite in the large n limit. Clearly the areas z0 and z1 of Y0 and
Y1 are given in terms of fi and gj by:
z0 =
∑
i
fi, z1 =
∑
j
gj (30)
The large n limit of the leading term of chr(2)
dr
can now be easily deduced from (21)
and (29) and it is the given by:
chr(2)
dr
=
∑
i
f 2i −
∑
j
g2j + o(1) (31)
Notice that z0 and z1 do not appear at the r.h.s. of (28) because their coefficients
vanish. In conclusion, while the leading term of chr(2)
dr
depends only on Y0 and Y1
the leading term of log dr depends only on the Yt’s with αt different from 0 and 1.
In order to find the representation r that gives the leading contribution in the
large n limit to the partition functions described in the previous section, we can
then proceed in the following way: first find separately the extrema of chr(2)
dr
and
log dr at fixed zˆ defined by
zˆ ≡ z0 + z1 (32)
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and then find the extremum in zˆ. The extrema of | chr(2)
dr
| and log dr are a direct
consequence of (31) and (28) respectively. For | chr(2)
dr
| the extremum corresponds
either to f1 = zˆ or to g1 = zˆ, with all the other coefficients fi and gj equal to zero.
In other words either Y0 is a diagram consisting of a single column of length zˆ, or
Y1 is a diagram with a single row of length zˆ. In both cases we have
|chr(2)
dr
| = zˆ2 (33)
For log dr it is clear from (28) that the maximum, at fixed zˆ, occurs when the whole
contribution comes from a diagram with α = 1/2, namely from a Young subdiagram
where both rows and columns scale as n1/2. The leading term is then:
log dr =
1
2
n logn(1− zˆ) (34)
.
3.2 Phase transitions
Consider first the partition function (13) on a sphere, namely at G = 0. This can
be written as:
Zn,G=0,p =
1
n!2
∑
r
e2 log dr+p log[
chr(2)
dr
] (35)
In the large n limit the exponent at the r.h.s. of (35) can be approximated to the
leading term by using (33) and (34). Moreover, as the number of representations
only grows like the number of partitions of n, namely in the large n limit as e
√
n,
their entropy is negligible compared to the leading term in (35), and the sum over
all representations is given by the contribution of the representation for which the
exponent is maximum. As discussed in the previous Section such representation is
parametrized by z˜, and we are led to the problem of finding the maximum, with
respect to variations of z˜, of
n logn [1− z˜ + 2A log z˜] (36)
where, in order to have both terms of the same order in the large n limit, we have
set
p = An logn (37)
The maximum of (36) is at z˜ = 2A. This solution however is valid only for A < 1/2,
as the value of z˜ is limited to the interval (0, 1). So the model has two phases: for
A < 1/2 the Young diagram of the leading representation consists of a single row
(or column) of length 2An and a part of area (1 − 2A)n whose rows and columns
scale like n1/2. For A > 1/2 the sum over the representations is dominated by the
representation consisting of a single row (or column) of length n.
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Let us consider now the more general model whose partition function is given
in (16). A difference with respect to the previous case is that p does not need to
be even, and the symmetry with respect to the exchange of rows and columns in
the representations is broken. So for each value of z˜ there are two representations,
whose contribution differ for the sign of chr(2). It easy to check from (16) that the
contributions coming from representations with positive sign of chr(2) are always
greater in absolute value, and give rise to the leading term in the large n limit. The
leading representation is then obtained by finding the value of z˜, constrained by
0 ≤ z˜ ≤ 1, for which
n logn
[
1− zˆ + A log (1− x+ xzˆ2)] (38)
is maximum. The phase structure is more complicated than in the previous case,
and it is represented in the (x,A) plane in Fig. 2. The phase labeled in the
figure with I corresponds to zˆ = 0, namely to a situation where the dominant
representation is entirely made of rows and columns that scale as n1/2. This phase
did not exist in the previous case (x = 1) except for the trivial point A = 0. Phase
0
0.2
0.4
0.6
0.8
1
0 0.2 0.4 0.6 0.8 1
I
II
III
x
A
Figure 2: Phase diagram in the (x,A) plane. The phase transitions between phases
I/III and II/III are first order, while the II/III transition is second order.
II and III are the ones already studied at x = 1 and correspond respectively to
0 < z˜ < 1 and z˜ = 1. The critical line that separates I from III can be easily
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calculated, and is given by:
AI,III = − 1
log(1− x) (39)
while the critical line separating phase II and III is simply:
AII,III =
1
2x
(40)
Finally the line that separates phase I and phase II is given by
AI,II =
√
1− x
ϕx
(41)
where ϕ can be expressed in terms of the coordinate xc of the triple point: ϕ =
4xc(1−xc). The triple point is at the intersection of (39) and (40)and its coordinate
xc is the solution of the transcendental equation log(1− x) + 2x = 0. Its numerical
value is xc = 0.796812.., from which one also obtains ϕ = 0.647611... The critical
line (40) is what one expects, according to the results of the x = 1 model, from an
effective number of branch points equal to the number of plaquettes An logn times
the probability x for a plaquette to have a branch point. However the phase diagram
discussed above shows that such naive expectation is not fulfilled everywhere. This
can be understood by calculating the large n limit of (16) in a slightly different way.
We first expand the binomial in (16) and write:
Zn,G=0,p(x) =
∑
r
p∑
k=0
(
dr
n!
)2(
p
k
)
(1− x)p−kxk
(
chr(2)
dr
)k
=
p∑
k=0
(
p
k
)
(1− x)p−kxkZn,G=0,k (42)
In the large n limit we parametrize p as in (37), and k as k = λp. The sum over k is
replaced by an integral over λ that can be evaluated using the saddle point method.
In doing this the large n solution for Zn,G=0,k must be used, keeping in mind that
this consists of two phases, one for 2λA > 1 and one for2λA < 1. The calculation
reproduces the phase diagram of Fig. 2. The saddle point corresponds to λ = 0 in
phase I, to λ = x in phase III and to 0 < λ < x in phase II. The free energy in the
different phases can be obtained from (38) by replacing z˜ with the relevant saddle
point solution. So we have:
Fn(A, x) = n log n
[
1− z(A, x) + A log[1− x+ xz(A, x)2]] (43)
where z(A, x) = 0 if the point (A, x) is in I, z(A, x) = 1 if (A, x) is in III, while for
(A, x) in II we have
z(A, x) = A+
√
A2 − 1− x
x
(44)
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As the free energy is known exactly in the large n limit in any point of the (A, x)
plane, the order of the phase transitions can be explicitly calculated. The (I,II) and
the (I,III) phase transitions are of first order, while the (II,III) phase transition is
a second order phase transition with the second derivative of Fn(A, x) with respect
to A finite everywhere but with a discontinuity at the critical point A = 1/2x.
The three phases are characterized by different connectivity properties of the world
sheet. We have not been able to investigate these properties within the variational
approach, so we have to rely on the equivalence between gauge theories of Sn and
random walks on one hand, and between random walks and random graphs on the
other. These will be discussed in the following sections; in particular the connec-
tivity of the world sheet in the different phases is discussed in Section 4.3, as a
corollary of well known results in the theory of random graphs.
Finally let us consider the model given by the partition function (11). As already
pointed out, this coincides with the small x limit of (16) provided we put A = xp =
xAn log n. For small x the first order phase transition occurs at A = − 1
log(1−x) ,
hence for (11) at A = n logn.
4 Gauge theories on a disk as random walks on
the group manifold
A two-dimensional gauge theory on a disk is equivalent to a random walk on the
gauge group manifold, the area of the disk being identified with the number of steps
and the gauge theory action with the transition probability at each step.
This result is completely general with respect to the choice of the gauge group
and of the action, as we will prove below. However it might be useful to show first
how this result emerges in the Sn gauge theory defined by Eq.(13), that is in a
theory where all plaquettes variables are forced to be equal to transpositions.
Suppose we want to compute such partition function on a disk with a fixed
holonomy Q ∈ Sn, Eq. (18). The latter shows that the partition function depends
only on the holonomy Q and the area of the disk (that is the theory is invariant
for area-preserving diffeomorphism). It follows that we can freely choose any cell
decomposition of the disk made of p plaquettes, e.g. the one shown in Fig. 3. To
compute the partition function means to count the ways in which we can place
permutations P on all the links in such a way that
• the ordered product of the links around each plaquette is a transposition
• the ordered product of the links around the boundary of the disk is a permu-
tation in the same conjugacy class as Q
Now we can use the gauge invariance of the theory to fix all the radial links
to contain the identical permutation. At this point the links on the boundary are
forced to contain transpositions: therefore the partition function with holonomy Q
13
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Figure 3: A cell decomposition of the disk. The permutations on the dashed links
have been gauge-fixed to the identity, so that the ones on the boundary are forced to
be transpositions. The ordered product of the p transpositions gives the holonomy.
is the number of ways in which one can write the permutation Q as an ordered
product of p transpositions. This in turn can be seen as a random walk on Sn,
in which, at each step, the permutation is multiplied by a transposition chosen at
random: the gauge theory partition function for area p and holonomy Q is the
probability that after p steps the walker is in Q.
4.1 The correspondence for a general gauge theory
To show that this result actually holds for all gauge groups and choice of the action,
consider now a gauge theory on a disk of area p with gauge group G and holonomy
g ∈ G on the disk boundary. To fix the notations, we will consider a finite group
G, but the argument can be extended to Lie groups. The theory is defined by a
function w(g) such that the Boltzmann weight of a configuration is given by the
product of w(gpl) over all plaquettes of the lattice, with gpl the ordered product of
the links around the plaquette. For the theory to be gauge invariant, w has to be a
class function; moreover we will require w(g) ≥ 0 for all g and normalize w so that∑
g w(g) = 1.
The partition function is [14, 15]
Zp(g) =
1
|G|
∑
r
drw˜
p
rχr(g) (45)
where the sum is over all irreducible representations of G, χr(g) is the character of g
in the representation r, and the w˜r’s are the coefficients of the character expansion
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of the Boltzmann weight:
w(g) =
1
|G|
∑
r
drw˜rχr(g) (46)
Now consider a random walk on G with transition probability defined as follows:
if the walker is in gp ∈ G at step p, then its position at step p + 1 is obtained by
left multiplying gp by an element g chosen in G with a probability t(g) which is a
class function, i.e. depends on the conjugacy class of g only.
Suppose the random walks starts in the identity of G, and call Kp(g) the prob-
ability that the walker is in g after the p-th step. Then
Kp+1(g) =
∑
g′
t(g′g−1)Kp(g′) (47)
Now assume Kp(g) is a class function, with character expansion
Kp(g) =
1
|G|
∑
r
drk
(p)
r χr(g) (48)
then it follows form Eq. (47) that also Kp+1 is a class function, and the coefficients
of its character expansion are
k(p+1)r = t˜rk
(p)
r (49)
where the t˜r’s are the coefficients of the character expansion of the class function t:
t(g) =
1
|G|
∑
r
dr t˜rχr(g) (50)
Now, since K1(g) = t(g), it follows by induction that Kp is indeed a class function,
and
k(p)r = t˜
p
r (51)
so that the probability distribution after p steps of the random walk equals the gauge
theory partition function Zp(g) provided the Boltzmann weight of the plaquette in
the latter is identified with the transition function of the former:
w(g) = t(g) (52)
In conclusion, the partition function of a gauge theory on a disk, of area p with
a certain holonomy g on the disk boundary, equals the probability that a random
walk that starts in the identity of the group will reach the element g in p steps,
each step consisting of left multiplication by an element chosen with a probability
distribution coinciding with the plaquette Boltzmann weight of the gauge theory.
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4.2 Cutoff phenomenon in random walks on Sn
The cutoff phenomenon in random walks was discovered in Ref.[13], where a random
walk on Sn was studied in which at each step the permutation is multiplied by the
identical permutation with probability 1/n and by a randomly chosen transposition
otherwise. According to the argument of the previous section, this corresponds to
our model Eq.(16) with x = 1− 1/n. The holonomy of the gauge theory translates
into constraints on the element of Sn where the random walk ends: for example the
partition function on the sphere will count the walks that return to the identical
permutation in p steps.
The main result of Ref.[13] is that if the number of steps scales as An logn, then
in the large-n limit for A > 1/2 the probability of finding the walker in any given
element Q ∈ Sn is just 1/n! for all Q: complete randomization has been achieved
and all memory of the initial position of the walker has been erased.
In terms of the corresponding gauge theory, this can be translated into a state-
ment about the partition function on a disk: for A > 1/2, the partition function
with any given holonomy Q stops depending on A and is simply proportional to the
number of permutations in the conjugacy class of Q. This is true in particular for
Q = 1, corresponding to the partition function on the sphere. Therefore the phase
transition found in Sec. 3 has a natural interpretation as a cutoff phenomenon in
the corresponding random walk.
Strictly speaking, this applies only to the specific model x = 1 − 1/n studied
in Ref.[13]. However we want to argue that this is the correct interpretation of
the whole line of phase transitions at A = 1
2x
found in Sec. 3. Consider first the
model with x = 1, where at each step the permutation is multiplied by a random
transposition. The probability distribution does not have a limit as the number of
steps goes to infinity, since for even number of steps one can only obtain an even
permutation and vice versa. Therefore the probability distribution in Sn can never
become uniform. However it is natural to expect that a sort of cutoff phenomenon
occurs all the same at number of steps p = 1/2 n log n, and precisely that for even p
the probability distribution becomes uniform in the alternating group and for odd
p in its complement.
To support this conjecture, let us compute e.g. the expected number of cycles
of length 1 in the permutation obtained after p steps. The calculation is described
in Appendix B, and the result is
N1(x = 1, p) = 1 + (n− 1)
(
n− 3
n− 1
)p
(53)
so that for p = An log n we have
N1(x = 1) ∼
{
n1−2A for A ≤ 1/2
1 for A > 1/2
(54)
The result for A > 1/2 is the one expected for a uniform probability distribution
in the alternating group or its complement.
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Repeating the calculation for arbitrary x one finds
N1(x) ∼
{
n1−2xA for A ≤ 1/(2x)
1 for A > 1/(2x)
(55)
so that the cutoff phenomenon occurs at A = 1/(2x), the result one intuitively
expects from the fact that a fraction x of the random walk steps are “wasted” in
doing nothing and do not contribute to the randomization process.
4.3 Results from random graphs theory
In the previous sections we have mainly considered the theory defined on a sphere:
we have found a complex phase structure with first and second-order phase transi-
tions. One of the transition lines can be interpreted as a cutoff phenomenon in the
corresponding random walk.
In this section we consider the theory with free boundary conditions: the per-
mutations on the boundary of the disk are summed over like the internal ones.
From the point of view of the random walk, this implies considering all the possible
paths irrespective of the permutation they end in after p steps. We will exploit a
correspondence between cutoff phenomena in random walks and phase transitions
in random graphs first noted in Ref. [16]. Consider the random walk in Sn defined
by x = 1, i.e. at each step the permutation is multiplied by a random transposition
(but all the arguments we will give translate trivially to the case x < 1). From
the point of view of coverings, a step in which the transposition (ij) is used cor-
responds to adding a simple branch point that connects the two sheets i and j of
the covering surface. One can think of the process as the construction of a random
graph on n sites where at each step a link between two sites is added at random.
After p = An logn steps the expected number of links is equal to the number of
steps (since the number of available links is O(n2) the fact that the same link can
be added more than once can be neglected in the large n limit; see Ref. [16]).
It is a classic result in the theory of random graphs [18, 19] that if the number
of links p is smaller than 1/2 n log n then the graph is almost certainly disconnected
while for p > 1/2 n log n the graph is almost certainly connected, where “almost
certainly” means that the probability is one in the limit n → ∞. Therefore we
conclude that the model with free boundary conditions undergoes a phase transition
at A = 1/2 where the covering surface goes from disconnected to connected. For
x < 1, the same transition occurs at A = 1/(2x).
Notice that the free boundary conditions are crucial for this argument to work:
in the case, say, of the sphere, the corresponding random walk is forced to go back to
the initial position in p steps, so that links in the graph are not added independently
and the result of Ref.[18, 19] do not apply. However some consequences can be
drawn from these results also for the case of the sphere. Consider first the model
with x = 1 and a sphere of area A > 1. The latter can be thought of as two disks,
both with area A > 1/2, joined together. The partition function of the sphere is
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then obtained by multiplying together the partition functions of the two disks and
by summing over the common holonomy P on the border. If the world sheets of the
two disks are almost certainly connected, the same applies to the world sheet of the
resulting sphere. Strictly speaking this proof holds only for A > 1, however we have
shown that the leading term of order n logn of the free energy is independent of A
for A > 1/2. So unless a phase transition occurs due to the next leading term of
order n (which cannot be ruled out a priori) the whole phase with A > 1/2 at x = 1
(and extending the argument to x < 1 the whole phase III) will be characterized by
a connected world sheet. What can be said about phase II and I? We mentioned
already the result in the theory of random graphs that for a number of links p
smaller than 1/2n logn the graph is almost certainly disconnected. Although this
result applies to the case of free boundary conditions, it should a fortiori be true
also for the sphere. In fact the sphere corresponds to a random walk which is forced
to end in the identical permutation, thus favoring graphs in which less links are
turned on. So for A < 1/2 at x = 1, namely in phase II, and a fortiori in phase I we
expect the world sheet to be disconnected. Another result in random graphs [18, 19]
states that if the number of links p grows like ǫn log n with ǫ > 0, the size nc of the
largest connected graph is n in the large n limit, namely limn→∞ nc/n = 1. Again,
although the result is proved for graphs corresponding to random walks with free
boundary conditions, it can be extended, at x = 1, to a sphere of area ǫn log n which
can be thought of as obtained by sewing two disks of area ǫ/2n logn. Both phase
III and phase II are then characterized by the presence of a connected world sheet
of size nc ∼ n in the large n limit, but phase III has completely connected world
sheets while phase II has not. In phase I the number of effective branch points grows
slower than any ǫn log n, possibly like αn. If that is the case (a detailed analysis
of next to leading terms would be required to check this point) then another result
[18, 19] of random graphs could be applied. This states that if the number of links
is αn in the large n limit, then for α > 1/2 the largest connected part has size
ψ(α)n with ψ(1/2) = 0 and ψ(∞) = 1. The function ψ(α) is known and can be
written as an infinite series. The point α = 1/2 is the percolation threshold, its
existence may be an indication of further phase structure within phase I.
5 Relation with two dimensional Yang-Mills the-
ories
Besides being linked to the theory of random walks and random graphs, Sn gauge
theory is also closely related to lattice U(N) gauge theories on a Riemann surface.
This was first discovered by Gross and Taylor [4, 5] , who found that the coeffi-
cients of the large N expansion of the U(N) partition function could be interpreted
in terms of string configurations, namely of coverings of the Riemann surface. In
the case of U(N) Yang-Mills theory the maps from the string world sheet to the tar-
get space have two possible orientations and world sheets of opposite orientations
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can interact only through point-like singularities. As a result the theory almost
exactly factorizes into two copies of a simpler, orientation preserving chiral theory.
This chiral Yang-Mills theory is obtained as a truncation of the whole theory by
restricting the sum over the irreducible representations of U(N) to the representa-
tions whose Young diagram contains a finite number of boxes in the large N limit.
The number n of boxes in a representation coincides with the number of times the
world sheet of the corresponding string configuration covers the target space. While
in the gauge theory of Sn the irreducible representations are labeled by Young di-
agrams that contain exactly n boxes, in chiral U(N) gauge theory the irreducible
representations are labeled by Young diagrams which contain an arbitrary number
of boxes and are only restricted by the condition that the number of rows do not
exceed N − 1.
The partition function of chiral Yang-Mills theory can then be written as a sum
over n, and we expect each term in the sum, being the number of n-coverings,
to be related to an Sn gauge theory. For chiral Yang-Mills this is true only on a
torus, namely if the genus of the target space is zero. It is well known in fact that
for different genuses the coefficients of the 1/N expansion of the U(N) partition
function are not directly related to the number of coverings, due to presence of the
so called Ω−1 points.
A matrix model that gives, to all orders in the 1/N expansion, the exact statistic
of branched coverings on a Riemann surface and whose restriction to a fixed value
of n coincides with a Sn gauge theory was introduced by Kostov, Staudacher and
Wynter (KSW in short) in [1, 2]. This model has still a U(N) gauge invariance but
realized in terms of complex rather than unitary N × N matrices. The partition
function of the KSW model on a Riemann surface of genus G is [1, 2]4:
Z
(KSW )
N,G (τ, µ) =
∑
n
∑
r∈U(N),|r|=n
(
Nn
dr
n!
)2−2G
exp
[
τn(n− 1)
2N
chr(2)
dr
− nµ
]
(56)
where we denote by r both the Young diagrams and the corresponding representa-
tions of either U(N) of S|r|, with |r| the number of boxes in r. The sum is over all
Young diagrams corresponding to representations of U(N), dr and chr(2) are the
same as in the previous sections. By comparing (56) with (11) we can write:
Z
(KSW )
N,G (τ, µ) = Z1,G(A)N2−2Ge−µ + Z1,G(A)N2(2−2G)e−2µ + . . .
+ ZN,G(A)NN(2−2G)e−Nµ + Z˜N+1,G(A)N (N+1)(2−2G)e−(N+1)µ + . . .(57)
The partition functions at the r.h.s. of (57), for n ≤ N , are the partition
functions of the Sn gauge theory given in (11) with A = τn(n−1)2N . For n > N the
partition functions, denoted by Z˜, are incomplete Sn partition functions, because
4We have restricted the KSW model to contain only quadratic branch points, for the general
case see the original papers
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in that case some irreducible representations of Sn, whose Young diagram has more
than N rows, do not correspond to any representation of U(N).
The partition function of chiral Yang-Mills theory is similar to (56), but with
the dimension ∆r of the U(N) representation replacing the factor N
n dr
n!
at the
r.h.s.. The ratio between these two factors is the so called Ωr term, whose presence
prevents chiral Yang-Mills theory from having a simple interpretation in terms of
coverings for G 6= 1.
In spite of these differences two dimensional Yang-Mills theory, chiral Yang-Mills
theory and the KSW model all share some common features in the large N limit.
If the target space has the topology of a sphere (G = 0) all these theories exhibit
a non trivial phase structure in the large N limit. In the case of two dimensional
Yang-Mills theory there is a third order phase transition, the Douglas-Kazakov
phase transition [8]. This occurs at a critical value A = π2 of the area of the
sphere, measured in units of the coupling constant. This phase transition is well
understood in terms topologically non trivial configurations [9, 10]. The phase
structure of chiral Yang-Mills theory and of the KSW model has been studied in
[2] and in [12] and it turns out to be richer than pure Yang-Mills. In the KSW
model four distinct phases are present in the (τ, µ) plane. In all these cases the
saddle point in the large N limit corresponds to a representation of U(N) where
both row and columns of the associated Young diagram scale as N , hence the total
number of boxes is of order N2:
n ∝ N2 (58)
This means that the saddle point at large N corresponds to a string configuration
that covers the target space a number of times n proportional to N2, and that the
associated Young diagram has rows and columns of order
√
n. Besides the free
energy is of order N2, namely of order n. This also means that the number of
branch points p if of order n. In fact the free energy is the exponent at the r.h.s.
of (56) calculated at the saddle point plus a term, that does not depend from the
number of branch points, coming from the dimension of the representation. Let us
expand the exponential in (56) in power series:
exp
[
τn(n− 1)
2N
chr(2)
dr
− nµ
]
=
∑
p
1
p!
[
τn(n− 1)
2N
chr(2)
dr
− nµ
]p
(59)
Each term in the sum at the r.h.s. corresponds to a configuration with p plaquettes,
each plaquette with either a single quadratic branch point or no branch point at all
with probabilities respectively proportional to τn(n−1)
2N
and nµ. The former grows
faster with n than the latter, so in the large n limit the probability x of having a
branch point in each plaquette tends to 1.
Finally we remark that the sum over p in (59) is dominated at large n by by
a single value of p5 , namely p =
[
τn(n−1)
2N
chr(2)
dr
− nµ
]
. This implies that p is also
5The saddle point of
∑
j
xj
j! in the large x limit is j = x, as shown by Stirling formula.
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of order n6. To summarize: the standard large N limit of U(N) gauge theories is
described in terms of string configurations (coverings), which are also configurations
of an Sn gauge theory, with n given by (58), rows and columns scaling like
√
n and
p ∝ n, x = 1 (60)
That means the large N limit of U(N) gauge theories corresponds to the point at
the right corner of region I in Fig. 2, where the coefficient of n log n in p is strictly
zero. In order to ”blow up” that point and determine weather a further phase
structure is present there one would need to evaluate the terms of order n in the
free energy. This will be the task of a future work. We just remark here that the
presence of a non trivial phase structure in that region is likely for at least two
reasons: because that region is the section with a constant n plane of the large N
limit of the KSW model, which has a non trivial phase structure, and because we
know from the random graphs theory that for p ∝ n there is at least one transition,
the percolation transition.
It appears from the previous discussion that the phase transition that we found
in the Sn theory, and that corresponds to the well known cutoff phenomenon in
random walk, does not have a counterpart among the known phase transitions in
two dimensional Yang-Mills theory. It is quite natural to ask weather a transition of
this kind exists also for two dimensional Yang-Mills and other U(N) gauge theory on
a sphere. We found the answer to be affirmative. This new type of phase transition,
the cutoff phenomenon, can be observed provided the coupling constant is rescaled
with N with an extra logN with respect to the usual ’t Hooft prescription. We
give here a simple, although rigorous, argument, leaving a detailed analysis of the
transition to a future work. Consider the partition function of YM2 on a sphere
(see for instance [10]) with gauge group U(N):
Z0(A,N) = e
− A
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(N2−1) ∑
n1>n2>...>nN
∆2(n1, ..., nN)e
− A
2N
∑N
i=1 n
2
i (61)
where the ni’s are integers, ∆(n1, ..., nN) is the Vandermonde determinant and A the
area of the sphere. In the large N limit a la ’t Hooft A is kept fixed. We are going
to allow A to rescale with N : A → A(N). For A(N) sufficiently large we expect
the sum to be dominated in the large N limit by the configuration for which the
exponential is maximum, namely {n1, n2, .....nN} = {N−12 , N−12 −1, ....− N−12 }. This
configuration corresponds to the trivial representation of U(N), and it is the exact
analogue of the representation of Sn consisting of a single row. Let us determine now
the value of A(N) for which this configuration ceases to be a maximum by comparing
its contribution to the sum in (61) with the contribution of a configuration where
n1 is increased of one unit. We find:
∆2(n1, ..., nN)e
− A
2N
∑N
i=1 n
2
i |{n1,n2,.....nN}={N−12 ,N−12 −1,....−N−12 }
∆2(n1, ..., nN )e
− A
2N
∑N
i=1 n
2
i |{n1,n2,.....nN}={N−12 +1,N−12 −1,....−N−12 }
=
e
A(N)
2
N2
(62)
6Remember that the saddle point is at N ∝ √n and chr(2)dr ∝ n−1/2
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The cutoff phenomenon occurs when the r.h.s. of (62) is greater than 1, namely for
A(N) > 4 logN , while for A(N) < 4 logN we are in presence of a new phase whose
characteristics are still to be determined.
6 Conclusions
Let us summarize the results obtained in the paper. We have studied a two-
dimensional gauge theory of the symmetric group Sn that describes the statistics
of branched coverings on a Riemann surface, in the large-n limit.
• The theory on the sphere shows an interesting phase diagram when the num-
ber of branch points scales as n log n, with lines of first and second-order phase
transitions.
• All two-dimensional gauge theories on a genus-0 surface can be mapped into
random walks in the corresponding group manifold. In our case, this allows
us to interpret one of the transition lines as a cutoff phenomenon in the
corresponding random walk.
• The theory on a disk, with free boundary conditions, can be studied with
methods of the theory of random graphs: this allows one to show that there
is a phase transition on a disk from a disconnected to a connected covering
surface. From this one can argue, and with some limitations prove, that the
connectedness of the covering is what characterizes the different phases also
on the sphere.
• A cutoff phenomenon is found also in 2D Yang-Mills on a sphere, if the area
of the sphere scales with N like N logN
The present paper can be extended in two distinct directions. On one hand it
would be desirable to understand better region I of the phase diagram of Fig. 2,
and in particular its right corner which corresponds to the large N limit of U(N)
gauge theories. For this purpose the variational approach should be implemented
to include the contributions of the next-to-leading order in n, which is of order
n instead of n log n. This might reveal further phase structure, like for instance
a percolation phase transition. Also, phase transitions in region I should be the
analogue in Sn gauge theory of the Douglas-Kazakov phase transition in 2D Yang-
Mills, and of the phase transitions studied in [12] and [2] for chiral Yang-Mills and
KSW model respectively. It can be shown that the calculation of the correlators,
which are relevant in order to determine the order parameters of the various phase
transitions, also requires to know the free energy beyond the leading order.
The existence of a cutoff phenomenon in two dimensional Yang-Mills, although
within the framework of a non conventional scaling with N of the coupling constant,
is also a fact whose meaning and physical implications, if any, should be further
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investigated. In particular a full description of the phase preceding the cutoff is still
lacking.
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Appendix A
In this appendix we calculate in the large n limit some relevant quantities, such
as log dr and
chr(2)
dr
, in a representation r associated to a Young diagram whose rows
and columns scale respectively as nα and n1−α. This is not the most general case.
However we have already shown in Section 3 that in the large n limit the most
general Young diagram can be decomposed into a discrete set of subdiagrams Yt
(see Fig. 1 and related discussion), each scaling as above with a different power αt.
The calculation that we are going to present below will also apply to each Yt, and
the result for the whole Young diagram is obtained by summing the contributions
of the different Yt’s. The shaded area of the Young diagram in 1 gives contributions
which are subleading in the large n and can be neglected. Let us consider first a
Young diagram where rows and columns scale respectively as nα and n1−α. It is
convenient then to introduce the following continuous variables:
x =
i
nα
, y =
j
n1−α
(63)
and correspondingly
f(x) =
ri
n1−α
, g(y) ≡ f−1(y) = sj
nα
(64)
where the derivatives f ′(x) and g′(y) are everywhere negative or null. The variable
x ranges from 0 to a maximum value xmax = f
−1(0) and similarly y ranges from 0
to ymax = f(0). Then it is easy to replace the discrete variables with the continuous
ones in the expression of dr and
chr(2)
dr
and obtain:
log dr = log n!− n
∫ f−1(0)
0
dx
∫ f(x)
0
dy log
{
nα
(
f−1(y)− x)+ n1−α (f(x)− y)}
(65)
and
chr(2)
dr
=
1
1− 1/n
[
n−α
∫ f−1(0)
0
dxf(x)2 − 2nα−1
∫ f−1(0)
0
dxxf(x)
]
(66)
while the constraint (19) in the large n limit becomes:∫ f−1(0)
0
dxf(x) =
∫ f(0)
0
dyf−1(y) = 1 (67)
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Keeping only the terms of order n log n and n in eq.s (65) we have for log dr, in the
large n limit:
log dr = αn logn− n
[
1 +
∫ f−1(0)
0
dxf(x) (log f(x)− 1)
]
α < 1/2
log dr = (1− α)n logn− n
[
1 +
∫ f(0)
0
dyf−1(y)
(
log f−1(y)− 1)
]
α > 1/2(68)
Similarly we obtain for chr(2)
dr
, keeping terms up to order 1:
log
[
chr(2)
dr
]
= −α logn + log
[∫ f−1(0)
0
dxf(x)2
]
α < 1/2
log
[
chr(2)
dr
]
= (1− α) logn + log
[∫ f(0)
0
dyf−1(y)2
]
α > 1/2 (69)
Consider now the most general case, where the Young diagram consists, in the large
n limit, of a discrete set of subdiagrams Yt, each scaling with a different power αt.
Each Yt contributes to log dr with a term of the form (68), with the appropriate
αt in place of α and weighted with its area zt. The sum over t reproduces, for the
leading n logn term, eq.(28). Consider now chr(2)
dr
. It is clear from (66) that the
asymptotic behavior of the contribution coming from Yt is n
−αt (resp. n1−αt) for
αt < 1/2 (resp. αt > 1/2). The sum over t is then dominated by subdiagrams with
scaling powers α = 0 and α = 1 which are discussed in detail in Section 3.
Appendix B
In this Appendix we derive Eqs. (54) and (55), in two different ways: first by
direct combinatorial methods, then using the character expansion of the probability
distribution discussed in Subsec 4.1.
Consider a random walk in Sn in which, at each step, the permutation is mul-
tiplied by a randomly chosen transposition with probability x, or by the identity
with probability 1− x. It is convenient to think of n objects and n boxes: initially
the object i is in the box i. Then we start moving them around with the following
rule: At each step, we exchange two randomly chosen objects with probability x,
or we do nothing with probability 1− x.
Choose now one of the n objects, say number 1, and compute the probability
P1(x, p) that, after p steps, it is in box number 1 (either because it never left it, or
because it went back to it). The expected number of cycles of length 1 in the final
permutation is then just
N1(x, p) = nP1(x, p) (70)
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To compute P1(x, p), write it as
P1(x, p) =
p∑
k=0
q(k)s(k) (71)
where q(k) is the probability that object 1 changes box exactly k times during
the walk, and s(k) is the probability that it will be back in its original box after
changing box k times. We have easily
q(k) =
(p
k
)(2x
n
)k (
1− 2x
n
)p−k
(72)
For s(k) we can write a recursion relation: suppose element 1 is in box 1 after
being moved k times: Then it will certainly not be in box 1 after being moved k+1
times. If it is not in box 1 after being moved k, times, it will be after being moved
k + 1 times with probability 1/(n− 1). Hence
s(k + 1) =
1
n− 1 [1− s(k)] (73)
that together with the initial condition s(0) = 1 gives
s(k) =
1
n
[
1− 1
(1− n)k−1
]
(74)
Substituting in Eq. (71) we obtain
P1(x, p) =
1
n
[
1 + (n− 1)
(
n− 2x− 1
n− 1
)p]
(75)
(this result for x = 1− 1/n was already quoted in Ref. [13]), and
N1(x, p) = 1 + (n− 1)
(
n− 2x− 1
n− 1
)p
(76)
which includes in particular Eq. (54), so that taking the limit n → ∞ with p =
An log n one obtains Eq. (55).
The same result can be obtained with character expansion methods by notic-
ing that N1(x, p) is simply the expectation value < Tr Q > of the trace of the
permutation obtained after p steps, where the trace is taken in the “fundamental”
n-dimensional representation: Such representation is reducible to a direct sum of
the trivial representation (Young diagram made of one line of n boxes) and the n−1
dimensional representation described by a diagram with two rows of length n − 1
and 1. Therefore
Tr Q = ch1(Q) + chn−1(Q) (77)
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Using the character expansion of the probability distribution as in subsec. 4.1
we obtain
N1(x, p) = 〈TrQ〉
=
1
n!
∑
Q∈Sn
[ch1(Q) + chn−1(Q)]
∑
r
dr
[
(1− x) + xchr(2)
dr
]p
chr(Q)
(78)
Using the orthogonality of characters and
chn−1(2)
dn−1
=
n− 3
n− 1 (79)
we find again Eq. (76).
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