Abstract-All binary projective codes of dimension up to 6 are classified. Information about the number of the codes with different minimum distances and different orders of automorphism groups is given.
II. PRELIMINARIES
A generator matrix of a linear [n, k]-code C is any matrix of rank k with rows from C.
The weight w(x) of a codeword x is defined to be the number of its non-zero entries.
For a given Two binary codes are equivalent if one can be obtained from the other by a permutation of coordinates. Thus two [n, k] codes C 1 and C 2 are equivalent if there exists a monomial matrix M such that (cM) ∈ C 2 for every c ∈ C 1 .
The permutation σ ∈ S n is an automorphism of C if C = σ(C). The set of all automorphisms of C forms the automorphism group Aut(C) of C. Two coordinates i and j are in the same orbit if there is an automorphism σ ∈ Aut(C) such that σ(i) = j. If all coordinates of C are in the same orbit we call its group Aut(C) transitive.
Let C 1 , C 2 , . . . , C s are all different [n, k] codes which are equivalent to the code B. We call the code B a canonical representative of its class of equivalence. Let σ i ∈ S n be a permutation of the coordinates of the code C i such that σ i (C i ) = B, i = 1, . . . , s. We call the permutation σ i a canonical labelling map for the code C i defined by B. As τ (C i ) = B ∀τ ∈ σ i Aut(C i ) the map σ i is not unique except when Aut(B) = {id}. A canonical labelling of the coordinates of the code C i is (σ i (1), σ i (2), . . . , σ i (n)). We call the l-th coordinate of the code C i last (or special) in the canonical labelling if σ i (l) = n or l is in the same orbit with σ −1 (n). Let N = {1, 2, . . . , n} be the set of the coordinates of the code C. An invariant of a coordinate of C is a function f : N → Z such that if i and j are in the same orbit with respect to Aut(C) then f (i) = f (j).
Remark 1. How to choose the code B? We will present an example. Let c and c be different codewords in a code
We call a partition π of N a set {N 1 , N 2 
The code C and f define the partition π 
the nonzero codewords of the simplex code with dimension k . To construct every projective code we use the fact that it is a punctured version of the corresponding simplex code. In other words, the codewords of every projective code C are obtained by taking some fixed number of the columns of the matrix M . We will say that the code C is defined by these columns of M .
The main idea using McKay-type approach is to construct recursively new child codes from parent codes. In our case if a parent code is defined by n columns of the matrix M the child code will be defined by these columns plus a new column from M . As child codes will be accepted only those codes that pass a parent test and an isomorphism test.
In the parent test we need a canonical labelling [9] of the coordinates of the codes. The parent test can be passed by those child codes which last added coordinate is last in the canonical labelling. From the child codes which passed the parent test we take only one representative from each class of equivalence.
The construction algorithm. Start from an empty set and recursively do the following. For a given code in the search tree, construct all possible child codes obtained by adding one coordinate. For each such child, carry out the parent test and, for those who survive the parent test, carry out isomorph rejection with the isomorphism test among those codes that come from the same parent.
An advantage of the algorithm for our investigation is that we have to find an isomorphism only between the children of one parent.
We will prove that our algorithm generates all nonequivalent binary projective codes of a given length n by induction to the depth of the recursion.
Lemma 1:
The given algorithm generates all nonequivalent binary projective codes of a given length n ≥ 3.
Proof: We start from an empty set. As projective codes of lengths 1 and 2 do not exist, we take the [1, 1] code in depth 1, and the [2, 2] code in depth 2. In depth 3 we obtain two projective codes of length 3 as children of the [2, 2] code with parameters [3, 3, 1] and [3, 2, 2] and they are all projective codes of this length.
Suppose that we have constructed all nonequivalent projective codes of length n − 1 > 2 in depth n − 1 and they are C 1 , C 2 , . . . , C t . We have to prove that: 1) any binary projective code of length n is equivalent to a code obtained by our algorithm;
2) The child codes of one parent are not equivalent to the child codes of another parent.
1) Let C be a binary projective code of length n. If C * is the code obtained from C by deleting the last coordinate then C * is a projective code of length n−1. Therefore C * is equivalent to one of the codes C 1 , . . . , C t . Without loss of generality
matrices whose rows are the all nonzero codewords of C * and C 1 , respectively. Then
It follows that the code C generated by the matrix
, where x is the column corresponding to the last coordinate of C, is equivalent to C. Let (a 1 , a 2 , . . . , a n ) be the canonical labelling of the coordinates of C . If n is last in the canonical labelling then we construct C as a child code from C 1 . Otherwise, if l is last in the canonical labelling we can change the l-th and the n-th coordinates. In the new code C n will be last in the canonical labelling of the coordinates. The first n − 1 coordinates of C define a code equivalent to one of the codes C 1 , . . . , C t , say C 2 . Similarly, we can take a vector-column x 2 such that (C 2 |x 2 ) ∼ = C . Since the first n−1 coordinates of the codes (C 2 |x 2 ), C and their canonical representative B define equivalent codes, and n-th coordinate is last for the C and B, then it is last for the code (C 2 |x 2 ), too.
2) Suppose that (C|x) ∼ = (C * |x * ) where (C|x) and (C * |x * ) are projective codes of length n which have passed the parent test. Hence the n-th coordinate is last for both codes. Therefore
where B * is the canonical representative of (C|x) and (C * |x * ) without the n-th coordinate.
For an isomorphism test we use the algorithm from [2] . This algorithm gives us also the canonical labelling map. For a parent test we use new canonical labelling map defined by this one and an invariant f which we will describe now. Consider an [n, k, d] code C and order its nonzero codewords. To C we juxtapose a vector t of length 2 k − 1 such that t i = wt(v i ) where v i is the i-th codeword. We define f (i) in the following way:
This invariant collects information about the weight enumerator of the code obtained from C by deleting the i-th coordinate and also how we reduce the spectrum of C to obtain the new spectrum. The complexity of the calculating of the vector t of a child code from the corresponding vector of its parent code is O(2 k ). The complexity of the calculating of f for all coordinates is O(n2 k ). For the parent test we calculate the invariant f first. If n ∈ min(N ) we can reject the code because the n-th coordinate is not last in the canonical labelling map defined by using f . So we need the concrete canonical labelling only if n ∈ min(N ). The canonical labelling is more computationally expensive than the calculating of the invariant f in the cases of codes with specific structure or reach automorphism group. 
Remark 3. In geometrical aspect, we can define a binary projective
[n, k, d] code as a set C of n points in P G(k − 1, 2) such that (a) each hyperplane of P G(k − 1, 2) meets C in at most n − d
IV. CLASSIFICATION RESULTS
We run the algorithm to depth 32. The calculation took about four days of CPU time on a 1800 MHz PC. All other nonequivalent codes with dimension 6 and length up to 63 we can find as a complement of these codes to the simplex code. Practically we compute codes with length 32 twice for verification: first with the algorithm and then as a complement of codes with length 31. We find 284625281 nonequivalent projective codes with length up to 32. The number of all codes which we consider (candidates for children codes) is 8252302118. For these codes we calculate only invariant f . The number of the codes for which we compute canonical labelling is 331742121. We save information for all this codes -generator matrices in compressive form, minimum weight, maximum weight, order of automorphism group (not more than a hundred symbols for a code) in a 9 GB file. Generator matrix we write as a hexadecimal vector. For example binary vector with length 64 v = (1101, 0010, 0000, 0000, 0000, 0000, 0000, 0000, 0000, 0000, 0000, 0000, 0000, 0000, 0000, 0000) has the following hexadecimal presentation: b400000000000000. We can consider the binary presentation of a nonzero coordinate of a vector v as a column vector of a generator matrix of the code C. The nonzero coordinates of the vector v are {1, 2, 4, 7} and the corresponding generator matrix is:
In Appendix 1 we present general information on the binary projective codes of dimensions 4, 5 and 6. For each length the common number of the nonequivalent codes is given. Then the number of codes having the corresponding minimum distance is written as a power of this minimum distance. After the string 'AUT' there is information for the order of the automorphism group of the codes with given length and dimension. The number of the codes having automorphism groups with the same order is written first and the order of the automorphism groups of the codes is written as a power. Similar information (without information on automorphism groups) about binary projective self-orthogonal codes and binary projective codes with dual distance 4 with dimensions 5 and 6 we give in Appendix 2 and Appendix 3.
The generator matrices, weight spectrums, and automorphism groups order on all binary projective codes with transitive automorphism group are listed in Appendix 4.
The complete list with all determined properties of the codes can be found at http://www.moi.math.bas.bg/∼iliya. , 30 2 , 2 10 , 7 6 , 26 4 , 3 1 , 18 8 , 4 12 , 3 64 , 1 2688 , 4 192 , 1 20160 , 4 32 , 1 144 , 2 128 , 1 2304 , 1 576 , 1 36 , 1 384 , 1 , 12 16 , 9 12 , 13 4 , 12 2 , 2 6 , 5 24 , 3 192 , 1 9216 , 1 768 , 11 8 , 6 32 ,  1 128 , 2 64 , 2 36 , 1 1 , 1 1152 , 2 182 12 , 189 6 , 9 3 , 2 60 , 110 48 , 2 240 , 4 72 , 7 36 , 15 144 , 4 720 , 1 11520 , 48 96 ,  38 192 , 59 128 , 22 384 , 7 576 , 4 288 , 9 10 , 2 20 , 2 1152 , 3 2688 , 7 768 , 9 256 ,   5 1536 , 2 512 , 1 1024 , 1 36864 , 1 2304 , 1 5376 , 1 11 , k = 6 n = 37 #50 10 1 , 12 8 , 14 27 , 16 14 , k = 6 n = 38 #42 10 1 , 12 4 , 14 16 , 16 21 , k = 6 n = 39 #53 8 1 , 12 6 , 14 13 , 16 33 , k = 6 n = 40 #41 12 3 , 14 5 , 16 31 , 18 2 , k = 6 n = 41 #19 14 2 , 16 11 , 18 6 , k = 6 n = 42 #14 14 1 , 16 5 , 18 6 , 20 2 , k = 6 n = 43 #18 12 1 , 16 8 , 18 7 , 20 2 , k = 6 n = 44 #13 16 4 , 18 4 , 20 5 , k = 6 n = 45 #5 18 2 , 20 3 , k = 6 n = 46 #4 18 1 , 20 3 , k = 6 n = 47 #8 16 3 , 20 4 , 22 1 , k = 6 n = 48 #5 20 3 , 22 1 , 24 1 , k = 6 n = 49 #2 22 1 , 24 1 , k = 6 n = 50 #1 22 1 , k = 6 n = 51 #2 20 1 , 24 1 , k = 6 n = 52 #1 24 1 , k = 6 n = 55 #1 24 1 , k = 6 n = 56 #1 28 1 , k = 6 n = 63 #1 32 1 , Appendix 3 Number of the codes with dual distance ≥ 4 in dimension 5 and 6. k = 5 n = 5 #1 1 1 , k = 5 n = 6 #3 1 2 , 2 1 , k = 5 n = 7 #3 1 1 , 2 2 , k = 5 n = 8 #4 1 1 , 2 3 , k = 5 n = 9 #5 1 1 , 2 2 , 3 2 , k = 5 n = 10 #4 2 1 , 3 1 , 4 2 , k = 5 n = 11 #2 3 1 , 4 1 , k = 5 n = 12 #2 4 2 , k = 5 n = 13 #1 5 1 , k = 5 n = 14 #1 6 1 , k = 5 n = 15 #1 7 1 , k = 5 n = 16 #1 8 1 , k = 6 n = 6 #1 1 1 , k = 6 n = 7 #4 1 3 , 2 1 , k = 6 n = 8 #7 1 3 , 2 4 , k = 6 n = 9 #12 1 4 , 2 8 , k = 6 n = 10 #24 1 5 , 2 16 , 3 3 , k = 6 n = 11 #34 1 4 , 2 18 , 3 11 , 4 1 , k = 6 n = 12 #43 1 2 , 2 14 , 3 17 , 4 10 , k = 6 n = 13 #47 1 2 , 2 8 , 3 18 , 4 19 , k = 6 n = 14 #49 1 1 , 2 7 , 3 10 , 4 28 , 5 3 , k = 6 n = 15 #44 1 1 , 2 3 , 3 9 , 4 20 , 5 10 , 6 1 , k = 6 n = 16 #48 1 1 , 2 3 , 3 4 , 4 21 , 5 13 , 6 6 , k = 6 n = 17 #40 1 1 , 2 2 , 3 3 , 4 9 , 5 16 , 6 8 , 7 1 , k = 6 n = 18 #33 2 1 , 3 1 , 4 6 , 5 7 , 6 17 , 7 1 , k = 6 n = 19 #25 3 1 , 4 2 , 5 5 , 6 10 , 7 7 , k = 6 n = 20 #24 4 2 , 5 2 , 6 8 , 7 7 , 8 5 , k = 6 n = 21 #16 5 2 , 6 3 , 7 7 , 8 4 , k = 6 n = 22 #15 6 3 , 7 3 , 8 8 , 9 1 , k = 6 n = 23 #9 7 3 , 8 3 , 9 3 , k = 6 n = 24 #8 8 4 , 9 2 , 10 2 , k = 6 n = 25 #5 9 3 , 10 2 , k = 6 n = 26 #4 10 3 , 11 1 , k = 6 n = 27 #2 11 2 , k = 6 n = 28 #2 12 2 , k = 6 n = 29 #1 13 1 , k = 6 n = 30 #1 14 1 , k = 6 n = 31 #1 15 1 , k = 6 n = 32 #1 16 1 ,
V. APPENDIX
Appendix 1 Number of the projective codes in dimension 4, 5 and 6. k = 4 n = 4 #1 1 1 , AUT: 1 24 , k = 4 n = 5 #3 1 2 , 2 1 , AUT: 1 12 , 1 120 , 1 24 , k = 4 n = 6 #4 1 1 , 2 3 , AUT: 1 72 , 1 8 , 1 12 , 1 48, k = 4 n = 7 #5 1 1 , 2 3 , 3 1 , AUT: 1 48 , 2 8 , 1 168 , 1 24 , k = 4 n = 8 #6 1 1 , 2 2 , 3 2 , 4 1 , AUT: 1 24 , 1 1344 , 2 8 , 1 48 , 1 168 , k = 4 n = 9 #5 2 1 , 3 2 , 4 2 , AUT: 1 192 , 1 8 , 1 12 , 1 72 , 1 48 , k = 4 n = 10 #4 3 1 , 4 3 , AUT: 1 64 , 1 24 , 1 12 , 1 120 , k = 4 n = 11 #3 4 2 , 5 1 , AUT: 1 192 , 1 48 , 1 24 , k = 4 n = 12 #2 5 1 , 6 1 , AUT: 1 48 , 1 576 , k = 4 n = 13 #1 6 1 , AUT: 1 192 , k = 4 n = 14 #1 7 1 , AUT: 1 1344 , k = 4 n = 15 #1 8 1 , AUT: 1 20160 , k = 5 n = 5 #1 1 1 , AUT: 1 120 , k = 5 n = 6 #4 1 3 , 2 1 , AUT: 1 36 , 1 720 , 1 120 , 1 48 , k = 5 n = 7 #8 1 4 ,k = 5 n = 28 #2 13 1 , 14 1 , AUT: 1 2304 , 1 64512 , k = 5 n = 29 #1 14 1 , AUT: 1 21504 , k = 5 n = 30 #1 15 1 , AUT: 1 322560 , k = 5 n = 31 #1 16 1 , AUT: 1 9999360 , k = 6 n = 6 #1 1 1 , AUT: 1 720 , k = 6 n = 7 #5 1 4 ,k = 5 n = 12 #1 4 1 , k = 5 n = 15 #2 4 1 , 6 1 , k = 5 n = 16 #3 4 1 , 6 1 , 8 1 , k = 5 n = 19 #1 8 1 , k = 5 n = 20 #1 8 1 , k = 5 n = 23 #1 8 1 , k = 5 n = 24 #1 12 1 , k = 5 n = 31 #1 16 1 , k = 6 n = 12 #1 4 1 , k = 6 n = 13 #1 4 1 , k = 6 n = 14 #2 4 2 , k = 6 n = 15 #2 4 2 , k = 6 n = 16 #5 4 4 , 6 1 , k = 6 n = 17 #4 4 3 , 6 1 , k = 6 n = 18 #5 4 2 , 6 2 , 8 1 , k = 6 n = 19 #12 4 8 , 6 4 , k = 6 n = 20 #17 4 8 , 6 6 , 8 3 , k = 6 n = 21 #14 4 3 , 6 6 , 8 5 , k = 6 n = 22 #19 4 3 , 6 6 , 8 10 , k = 6 n = 23 #40 4 6 , 6 9 , 8 25 , k = 6 n = 24
