It is very common that an object can have very different presentations in different modalities. For instance, printed and hand-written forms of the same character can look very different, so are face photo and face sketch of the same person. Humans have little problem in recognizing objects across different modalities (e.g., matching face sketches to face photos). In contrast, conventional machine learning methods, such as k-NN classifiers, perform poorly in cross-modality pattern recognition since they assume both the training data and test patterns are randomly sampled from the same distribution (which is not the case in cross-modality pattern recognition) [9] .
where Tr(.) gives the trace of a matrix, and
By introducing a positive slack variable to each relative proximity constraint (for improving robustness against noise) and a regularization term, learning the projection matrix for each modality can be reformulated into an SVM style [11] energy function, given by min
where A F is the Frobenius norm of A, and γ controls the relative weights of the regularization and loss terms.
We optimize (4) efficiently by maximizing its dual problem alternatively with eigenvalue decomposition and off-the-shelf first order Newton algorithm such as L-BFGS-B [5] . After getting the optimum A * , we obtain W by eigenvalue decomposition.
In conclusion, relative-pairing can explore more general semantic relationships between observations than absolute-pairing, and allows easy integration of label information. Theoretically, RPSA is a discriminative model which does not assume any parameter or noise distribution, and is a general framework which can be used in any cross-modality pattern recognition. We have evaluated the performance of RPSA by applying it to cross-pose face recognition and feature fusion. Experimental results show that RPSA outperforms other state-of-the-art techniques, some of which are tailored for the particular problems. We have made the code available online (http://i.cs.hku.hk/∼zhkuang/Software.html).
