Abstract. We establish existence and multiplicity of solutions to a class of nonlinear Schrödinger equations with, e.g., "atomic" Hamiltonians, via critical point theory.
Introduction and results

Consider the Schrödinger equation
where A stands for a Schrödinger operator in L 2 (R 3 ), and G : R 3 × C → R a nonlinear coupling with G(x, 0) = 0 and G(x, e iθt u) = G(x, u). We are interested in existence and multiplicity of solutions of the form ϕ(t, x) = e iλt u(x) with u ∈ H 1 (R 3 ).
Substituting it in (1.1) one sees that u satisfies
where g(x, u) := G u (x, u) . In this paper we deal with the following Schrödinger operators:
• The Schrödinger operator with Rollnik potentials
that is, for any > 0, there is an expression
where R is the class of real functions W satisfying • The Hamiltonian of the helium atom
• The general "atomic" Hamiltonian of the form
a system consisting of the nucleus of mass M and m electrons of masses µ 1 , · · · , µ m after the center of mass motion is removed.
Recall that the operator
is an infinite set (cf. [13] ), where λ 0 := inf σ(A), λ e := inf σ ess (A) (σ(A) and σ ess (A) denote the spectrum and essential spectrum). Assume first that g satisfies the following superlinear hypotheses:
and G(x, u) ≥ δ whenever |u| = 1; (g3) there are p > 2 and c > 0 such that
For obtaining multiple solutions we assume g is odd in u, that is,
In the following, for any λ ≤ λ e , let N (λ) denote the number of all eigenvalues of A which are less than λ and counted in multiplicity. (ii) Assume (g1) − (g3) and (g4). Then (S) has at least N (λ) pairs of solutions.
Next consider the case where g(x, u) is sublinear with respect to u ∈ R. Assume (g5) g(x, u)u ≥ 0, and there are 1 < α ≤ β < 2, c 1 , c 2 A typical example satisfying the above hypotheses is g(x, u) = |u| p−2 u. With this nonlinearity, the above results conclude that the problem (S) has N (λ) pairs of solutions provided p ∈ (1, 2) ∪ (2, ∞) and λ ∈ (λ 0 , λ e ). Clearly, if p = 2, (S) has solutions if and only if λ − 1 is an eigenvalue of A.
The problems looking for stationary solutions to Schrödinger equations have been studied extensively via variational methods. We refer, e.g., to [10] for HartreeFock equations, [5] for Schrödinger operators of atoms and molecules, and [1] , [3] , [4] , [6] , [8] , [12] , [14] for the Schödinger operators with continuous (periodic etc.) potentials. We also mention that a similar problem of semilinear elliptic equations on bounded domains was studied in [2] , [7] . The arguments used below extend to higher dimensions and more operators.
The superlinear case
Fix λ < λ e and set A λ := A−λ. Let E + be the subspace of L 2 (R 3 ) spanned by all eigenfunctions corresponding to negative eigenvalues of A λ , and let
) be the Hilbert space with the inner product
There is a decomposition 
. It is clear that E p possesses the direct sum decomposition
Throughout this section we assume (g1) − (g3) and fix E p with p > 2 from (g3). Define
G(x, u).
Under the assumptions, I ∈ C 1 (E p , R) and solutions of (S) can be found as critical points of I. It follows from the assumptions that, for any ε > 0, there are C ε , C ε > 0 such that
Since dim(E + ⊕ E 0 ) < ∞ and γ > 2, the following lemma clearly holds.
Lemma 2.1. I is bounded from above: sup I(E) < ∞. In addition, there is
Using (2.1) one gets easily the following
Recall that a sequence (u n ) ⊂ E p is called a (PS) c sequence if I(u n ) → c and I (u n ) → 0. I is said to satisfy the (PS) c condition if any (PS) c sequence has a convergent subsequence.
Lemma 2.3. I satisfies the (PS) c condition.
Proof. Let I(u n ) → c and I (u n ) → 0. A standard argument shows that (u n ) is bounded (cf. [8] or [4] , [15] ). We can suppose, without loss of generality, that u n u.
Fix ε > 0. By assumptions it is easy to verify that there is c ε > 0 satisfying
Set Ω := {x ∈ R 3 : |u(x)| < 1}, Ω c := R 3 \Ω, and
where (a)
where c := sup n |w n | p p . We obtain
Substituting in (2.2) yields
Now we are ready to prove Theorem 1.
Proof of Theorem 1. (i) Assume (g1), (g2) and (g3) hold. Remark that if u is a nontrivial critical point of I, then
If λ ≤ λ 0 , then sup I(E) ≤ 0, so I has no nontrivial critical points by (2.3).
Let λ ∈ (λ 0 , λ e ). By Lemma 2.1, I is bounded from above. In virtue of Lemma 2.3 I satisfies the (PS) c . In addition, it follows from (2.1) that there exist r, ε > 0 such that
Therefore I has at least two nontrivial critical points via the well-known "three solution theorem" (cf. [9] ).
(ii) Assume (g4) also holds. Recall that I is even and bounded from above, satisfies the (PS) c , I(0) = 0, and inf I(∂B ρ ∩ E + ) ≥ µ. Now an application of a Clark's theorem (see [11, Theorem 9 .1]) to −I yields that I has at least N (λ) distinct pairs of critical points.
The sublinear case
In this section we always assume that (g5) holds. It follows that
We consider the functional defined on E α
Then J ∈ C 1 (E α , R) and critical points of J are solutions of (S). If λ ≤ λ 0 , E + = {0} and clearly J has no nontrivial critical points. Therefore we fix λ ∈ (λ 0 , λ e ) from now on. Note that J is unbounded from either above or below.
Since dim(E + ⊕ E 0 ) < ∞ and β < 2, it follows from (3.1) that (J 1 ) There is R > 0 such that sup Proof. Let u n ∈ E n be such that J(u n ) → c and ε n = J n (u n ) → 0. It follows from (g5) that
By the Hölder inequality
and so, since dim E + < ∞,
Therefore,
Hence, in virtue of (3.2)-(3.4), (u n ) is bounded. We can suppose u n u and u ν 3 ) ∪ · · · ; see [13] . All the previous existence and multiplicity results can be established for the equation (S ν ) obtained from (S) with A replaced by A ν in parallel.
