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A BALIAN-LOW THEOREM FOR SUBSPACES
ANDREI CARAGEA, DAE GWAN LEE, GO¨TZ E. PFANDER, AND FRIEDRICH PHILIPP
Abstract. We extend the Balian-Low theorem to Gabor subspaces of L2(R) by in-
volving the concept of additional time-frequency shift invariance. We prove that if a
Gabor system on a lattice of rational density is a Riesz sequence generating a subspace
which is invariant under an additional time-frequency shift, then its generator cannot
decay fast simultaneously in time and frequency.
1. Introduction
The Balian-Low theorem is an uncertainty principle in time-frequency analysis which
in its original form states that a generator of a Gabor orthonormal basis of the space
of square integrable functions on the real line cannot be well-localized simultaneously in
time and frequency.
Theorem 1.1 ([2, 12]). If the functions e2πinxg(x − m), (m,n) ∈ Z × Z, form an
orthonormal basis of L2(R), then(∫
|x− α|2|g(x)|2 dx
)
·
( ∫
|ω − β|2|ĝ(ω)|2 dω
)
=∞, α, β ∈ R. (1.1)
The result generalizes from Z × Z to separable lattices of the form aZ × bZ, where
ab = 1; the latter being in fact necessary for e2πibnxg(x−am), (am, bn) ∈ aZ×bZ, to form
an orthonormal basis of L2(R). The results in this paper though achieve generalizations
in the case ab > 1 by involving an additional invariance by time-frequency shifts. Before
discussing the Balian Low theorem, its extensions, and our results in more depth, we
state our main result in its simplest form for illustration:
Theorem 1.2. If ab ≥ 1 is rational, the functions e2πibnxg(x−am), (am, bn) ∈ aZ×bZ,
form an orthonormal system and its closed linear span contains e2πiηxg(x− u) for some
(u, η) /∈ aZ× bZ, then(∫
|x− α|2|g(x)|2 dx
)
·
( ∫
|ω − β|2|ĝ(ω)|2 dω
)
=∞, α, β ∈ R.
In the last two decades, the Balian-Low theorem has inspired significant research
in time-frequency analysis and has itself been generalized in various ways (see, e.g.,
[1, 7, 10, 14]). Gautam [7] recognized that g having a finite uncertainty product (1.1)
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implies that its Zak transform Zg has locally vanishing mean oscillation and that the
latter actually prevents the system {e2πinxg(x −m) : m,n ∈ Z} to be a Riesz basis of
L2(R). We will introduce the reader in Sections 2 and 3 to both the Zak transform and
the concept of vanishing mean oscillation (VMO). In fact, Gautam proved the following
theorem.
Theorem 1.3 ([7]). If g ∈ L2(R) such that the Gabor system {e2πinxg(x−m) : m,n ∈ Z}
is a Riesz basis of L2(R), then Zg /∈ VMOloc(R2). Moreover, if Zg /∈ VMOloc(R2), then
for any p, q ∈ (1,∞) with 1p + 1q = 1 we have( ∫
|x− α|q|g(x)|2 dx
)
·
( ∫
|ω − β|p|ĝ(ω)|2 dω
)
=∞, α, β ∈ R. (1.2)
In particular, if {e2πinxg(x − m) : m,n ∈ Z} constitutes a Riesz basis of L2(R), then
(1.2) holds for any p and q as above.
In this paper, we generalize Theorem 1.3 in two ways. First, as the attentive reader
might have noticed, Theorem 1.3 is only proved and formulated for the most simple
lattice Z×Z. In our results we consider general rational lattices and lattices of rational
density. Secondly, we work with Gabor systems that constitute a Riesz basis of their
closed linear span instead of L2(R), as indicated in Theorem 1.2. Our first main result
reads as follows.
Theorem 1.4. Let g ∈ L2(R) and let Λ ⊂ R2 be a lattice of rational density such
that the Gabor system {e2πibxg(x − a) : (a, b) ∈ Λ} is a Riesz basis of its closed linear
span G(g,Λ). If e2πiηxg(x − u) ∈ G(g,Λ) for some (u, η) /∈ Λ, then (1.2) holds for all
p, q ∈ (1,∞) with 1p + 1q = 1.
The conclusion of Theorem 1.4 can be strengthened significantly if we restrict ourselves
to rational lattices, i.e., lattices that only consist of rational points. Recall that, given
a field F, by GL(n,F) one usually denotes the group of invertible matrices in Fn×n and
SL(n,F) stands for the subgroup of GL(n,F) consisting of the matrices with determinant
1.
Theorem 1.5. Let g ∈ L2(R) and let Λ = AZ2 with A ∈ GL(2,Q), such that the Gabor
system {e2πibxg(x − a) : (a, b) ∈ Λ} is a Riesz basis of its closed linear span G(g,Λ). If
e2πiηxg(x − u) ∈ G(g,Λ) for some (u, η) /∈ Λ, then Zg /∈ VMOloc(R2).
Note that neither of the above two theorems implies the other, since rational lattices
are of rational density but the condition Zg /∈ VMOloc(R2) is stronger than (1.2) as seen
in Theorem 1.3 (cf. Problem 4.3).
In [8], Gebardo and Han already generalized the Balian-Low theorem to Gabor frames
for subspaces of L2(R). One of their main results states that if ab > 1, g ∈ L2(R), and
{e2πibmxg(x − an) : m,n ∈ Z} forms an overcomplete frame for its closed linear span,
then (1.1) holds. As it is mentioned in [8], the word “overcomplete” cannot be dropped in
the statement, as is revealed by choosing the Gaussian for g for which {e2πibmxg(x−an) :
m,n ∈ Z} always is a Riesz sequence. Our theorems therefore complement the result
from [8] inasmuch as we replace the term “overcomplete frame for its closed linear span”
by “Riesz basis of its closed linear span which has an additional time-frequency shift
invariance”. In particular, we obtain the following corollary.
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Corollary 1.6. Let g(x) = e−x
2
and let Λ ⊂ R2 be a lattice of rational density < 1.
Then e2πiηxg(x − u) /∈ G(g,Λ) for all (u, η) ∈ R2\Λ.
An important variant of the Balian-Low theorem is the so-called amalgam version,
known as the Amalgam Balian-Low theorem, which replaces the condition (1.1) by
g /∈ S0(R), where S0(R) denotes the Feichtinger algebra, given by
S0(R) =
{
f ∈ L2(R) :
∫
f(x) e−(x−t)
2
e2πixν dx ∈ L1(t, ν)
}
.
Recently [4], the Amalgam Balian-Low theorem has been generalized to Gabor subspaces
of L2(R) in a similar fashion as Theorem 1.2 generalizes the Balian-Low theorem. Specif-
ically, the main theorem in [4] reads as Theorem 1.4 with “(1.2) holds for ...” replaced
by “g /∈ S0(R)”. In fact, the question whether g /∈ S0(R) can be replaced by (1.1) was
posed as an open problem in [4]. Hence, Theorem 1.4 gives a positive answer to this
question and goes beyond.
As is well known, the techniques used in proving the Balian-Low theorem are much
more involved than those used in the proof of the Amalgam Balian-Low theorem. There-
fore, and as we want to point out, the problem of replacing g /∈ S0(R) by (1.1) or (1.2)
is by far not a matter of a straight-forward procedure.
The Balian-Low theorem and its amalgam version are not equivalent. In fact, as
pointed out in [3], none of these two classical theorems implies the other. Therefore, it
seems desirable to find a space V ⊂ L2(R) which contains both S0(R) and the set of
functions with a finite uncertainty product as in (1.1) such that the functions in V fail
to be generators of Gabor Riesz bases of L2(R). In fact, Theorem 1.3 provides such a
space, namely the space of functions whose Zak transform is locally VMO. Hence, the
following easy consequence of Theorem 1.5 is a unification of the two classical theorems
for rational lattices of the critical density 1.
Theorem 1.7. Let g ∈ L2(R) and let Λ = AZ2 with A ∈ GL(2,Q), detA = 1, such
that the Gabor system {e2πiaxg(x − b) : (a, b) ∈ Λ} is a Riesz basis of L2(R). Then
Zg /∈ VMOloc(R2).
The paper is organized as follows. In Section 2 we introduce the reader to the notions
and notations used throughout the paper. Section 3 introduces and discusses the func-
tions that are locally of vanishing mean oscillation (VMO). We prove several statements
on invariance properties of VMOloc(R
n) which we make use of in the proofs of our main
results Theorem 1.4 and Theorem 1.5 in Section 4, but which also seem to be new and
are interesting in their own right.
2. Preliminaries
In this section, we collect basic notions and tools in time-frequency analysis that are
necessary for formulating and proving our main results. Recall that a lattice in R2 is a
set of the form AZ2 with some A ∈ GL(2,R) and its density is given by |detA|−1. We
define the time-frequency shift operator by (u, η) ∈ R2 as
π(u, η) : L2(R)→ L2(R), π(u, η)f(x) = e2πiηxf(x− u).
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Using this notation, the Gabor system generated by g ∈ L2(R) and a lattice Λ ⊂ R2 is
simply written as (g,Λ) := {π(u, η)g : (u, η) ∈ Λ}. By G(g,Λ) we denote its closed linear
span in L2(R), i.e., G(g,Λ) = span {π(u, η)g : (u, η) ∈ Λ}. For the convenience of the
reader, we state some easily verifiable properties of the time-frequency shift operator in
the following lemma.
Lemma 2.1. The following statements hold.
(a) For a, b, c, d ∈ R, we have
π(a, b)π(c, d) = e−2πiadπ(a+ c, b+ d) = e−2πi(ad−bc)π(c, d)π(a, b).
(b) For fixed f ∈ L2(R), the mapping (a, b) 7→ π(a, b)f is continuous from R2 to
L2(R).
The Fourier transform is defined on L1(R) ∩ L2(R) by
Ff(ω) = f̂(ω) :=
∫
R
f(x) e−2πixω dx, ω ∈ R.
It is well known that the operator F extends to a unitary operator from L2(R) onto
L2(R). It can be used to define the Sobolev space Hs(R), s > 0, as follows:
Hs(R) =
{
f ∈ L2(R) :
∫
R
(1 + |ω|2)s|f̂(ω)|2 dω <∞
}
.
The Zak transform of f ∈ L1(R) ∩ L2(R) is defined (a.e.) by
Zf(x, ω) =
∑
k∈Z
f(x+ k) e−2πikω, (x, ω) ∈ R2.
As is easily seen, the function Zf is quasi-periodic, i.e., for m,n ∈ Z we have
Zf(x+m,ω + n) = e2πimω Zf(x, ω) for a.e. (x, ω) ∈ R2. (2.1)
The mapping f 7→ Zf |[0,1]2 extends continuously to a unitary map from L2(R) onto
L2([0, 1]2). Here, if f ∈ L2(R), by Zf we mean the quasi-periodic extension of Zf |[0,1]2
to R2, which is an element of L2loc(R
2). We summarize some useful properties of the Zak
transform in the following lemma.
Lemma 2.2. Let f ∈ L2(R). Then the following relations hold for a.e. (x, ω) ∈ R2.
(a) Zf(x+m,ω + n) = e2πimω Zf(x, ω) for all m,n ∈ Z.
(b) Zπ(u, η)f(x, ω) = e2πiηx Zf(x− u, ω − η) for all (u, η) ∈ R2.
(c) (Zπ(m,n)f)(x, ω) = e2πi(nx−mω) Zf(x, ω) for all m,n ∈ Z.
(d) Zf̂(x, ω) = e2πixω Zf(−ω, x).
(e) f(x) =
∫ 1
0 Zf(x, ω) dω.
The following technical lemma will be used to prove our main results. A similar
statement can be found in [8, Proposition 3.8] (see also [4, Lemma 5]). However, since
the present setting is slightly different as in [8] and [4], we give a full proof of the
statement.
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Lemma 2.3. Let P,Q ∈ N, g ∈ L2(R), and assume that the Gabor system (g, 1QZ×PZ)
is a Riesz sequence in L2(R) with Riesz bounds A and B. Then the matrix function
A(x, ω) :=
(
Zg(x− kP − ℓQ , ω)
)P−1,Q−1
k,ℓ=0
∈ CP×Q, (x, ω) ∈ R2.
is essentially bounded from above and from below. More precisely, for a.e. (x, ω) ∈ R2
we have that
PA‖ξ‖2 ≤ ‖A(x, ω)ξ‖2 ≤ PB‖ξ‖2 for all ξ ∈ CQ. (2.2)
In particular, Zg ∈ L∞(R2), which also implies g ∈ L∞(R).
Proof. Let F ∈ L∞(RP ,CQ) be arbitrary, where RP := (0, 1P )× (0, 1). Then there exists
(cm,n)m,n∈Z ∈ ℓ2(Z2) such that Fℓ =
∑
s,n∈Z csQ+ℓ,ne
2πi(nPx−sω), ℓ = 0, . . . , Q− 1, where
Fℓ denotes the ℓ-th coordinate of F . Using the properties of the Zak transform, we have
(extending F to R2 periodically)∥∥∥∥∥ ∑
m,n∈Z
cm,nπ
(
m
Q , nP
)
g
∥∥∥∥∥
2
L2(R)
=
∥∥∥∥∥
Q−1∑
ℓ=0
∑
s,n∈Z
csQ+ℓ,ne
2πi(nPx−sω)(Zg)
(
x− ℓQ , ω
) ∥∥∥∥∥
2
L2([0,1]2)
=
∥∥∥∥∥
Q−1∑
ℓ=0
Fℓ(x, ω)(Zg)
(
x− ℓQ , ω
)∥∥∥∥∥
2
L2([0,1]2)
=
∫ 1
P
0
∫ 1
0
P−1∑
k=0
∣∣∣∣∣
Q−1∑
ℓ=0
(Zg)
(
x− kP − ℓQ , ω
)
Fℓ(x, ω)
∣∣∣∣∣
2
dω dx
=
∫ 1
P
0
∫ 1
0
‖A(x, ω)F (x, ω)‖22 dω dx.
Hence, for every F ∈ L∞(RP ,CQ) we obtain
PA‖F‖2L2(RP ,CQ) ≤
∫ 1
P
0
∫ 1
0
‖A(x, ω)F (x, ω)‖22 dω dx ≤ PB‖F‖2L2(RP ,CQ).
Let D be a countable dense set in CQ (e.g., D = (Q+ iQ)Q). For ξ ∈ D let L(ξ) denote
the set consisting of all Lebesgue points in RP of the map (x, ω) 7→ ‖A(x, ω)ξ‖22 and put
L := ⋂ξ∈D L(ξ). Then RP \ L has zero measure. For (x0, ω0) ∈ L, ξ ∈ D, and ε > 0
define F = Fξ,ε,x0,ω0 :=
1√
πε
χBε(x0,ω0)ξ, where Bε(x0, ω0) denotes the euclidian ball with
center (x0, ω0) and radius ε. Then, for ε small enough, ‖F‖L2(RP ,CQ) = ‖ξ‖ and∫ 1
P
0
∫ 1
0
‖A(x, ω)F (x, ω)‖22 dω dx = 1πε2
∫
Bε(x0,ω0)
‖A(x, ω)ξ‖22 d(x, ω).
Letting ε→ 0 yields
PA‖ξ‖2 ≤ ‖A(x0, ω0)ξ‖22 ≤ PB‖ξ‖2.
By a density argument this holds for all ξ ∈ CQ, which establishes (2.2) for all (x, ω) ∈ L
and thus (due to the quasi-periodicity of A) for a.e. (x, ω) ∈ R2. Now, choosing the first
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standard basis vector of CQ for ξ, we obtain that |Zg(x, ω)|2 ≤ PB for a.e. (x, ω) ∈ R2.
Hence, Zg ∈ L∞(R2). Also, Lemma 2.2(e) yields g ∈ L∞(R). 
3. Functions of Vanishing Mean Oscillation (VMO)
A cube in Rn of side length δ > 0 is a set of the form I1 × · · · × In where each Ii ⊂ R
is a closed interval of length δ. For a function F ∈ L1loc(Rn) and a bounded measurable
set ∆ ⊂ Rn with |∆| > 0, we define
F∆ :=
1
|∆|
∫
∆
F dx and M∆(F ) := (|F − F∆|)∆.
Also, for a bounded open set U ⊂ Rn and ε > 0, let
Sε,U(F ) := sup {MQ(F ) : Q ⊂ U cube, |Q| < ε} .
Definition 3.1. Let U be a bounded open subset of Rn.
(a) A function F ∈ L1loc(Rn) is said to be of bounded mean oscillation (BMO) on U if
supQMQ(F ) <∞, where the supremum is taken over all bounded cubes Q contained in
U . The space of all such functions is denoted by BMO(U). We write F ∈ BMOloc(Rn)
if F ∈ BMO(U) for every bounded open set U ⊂ Rn.
(b) A function F ∈ L1loc(Rn) is said to be of vanishing mean oscillation (VMO) on U if
F ∈ BMO(U) and limε→0 Sε,U(F ) = 0. The space of all such functions is denoted by
VMO(U). Likewise, we write F ∈ VMOloc(Rn) if F ∈ VMO(U) for every bounded open
set U ⊂ Rn.
Remark 3.2. (a) It is easily seen that for any F,G ∈ L1loc(Rn) and a cube Q ⊂ U ,
(F +G)Q = FQ+GQ andMQ(F +G) ≤MQ(F )+MQ(G), which leads to Sε,U(F +G) ≤
Sε,U(F ) + Sε,U(G). This shows that the sets BMO(U) and VMO(U) are linear spaces.
Also, ‖ · ‖BMO(U) := supQ⊂U MQ(F ) induces a semi-norm on BMO(U).
(b) It is straightforward that L∞(Rn) ⊂ BMO(Rn). Also, every bounded uniformly
continuous function on Rn belongs to VMO(Rn) [15].
In the sequel, we will use the notation
VMO∞loc(R
n) := VMOloc(R
n) ∩ L∞(Rn).
The following lemma shows in particular that VMO∞loc(R
n) is closed under multiplication
and is therefore an algebra.
Lemma 3.3. The following statements hold.
(i) If F,G ∈ L1loc(Rn), then for any cube Q ⊂ Rn we have
|FQGQ − (FG)Q| ≤ 12 max{‖F‖∞, ‖G‖∞}(MQ(F ) +MQ(G)). (3.1)
Also, whenever U ⊂ Rn is a bounded open set and ε > 0, then
Sε,U(FG) ≤ 32 max{‖F‖∞, ‖G‖∞}
(
Sε,U(F ) + Sε,U(G)
)
. (3.2)
Consequently, F,G ∈ VMO∞loc(Rn) implies FG ∈ VMO∞loc(Rn).
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(ii) If F ∈ VMOloc(Rn) and ess inf |F | > 0, then for any bounded open set U ⊂ Rn
there exists ε = εU > 0 such that
|FQ| ≥ (ess inf |F |)/2 for all cubes Q ⊂ U with |Q| < ε, (3.3)
and
Sε,U(1/F ) ≤ 4
(ess inf |F |)2 Sε,U(F ). (3.4)
Consequently, F ∈ VMOloc(Rn) and ess inf |F | > 0 imply 1/F ∈ VMO∞loc(Rn).
Proof. (i) Let F,G ∈ L1loc(Rn) and let Q ⊂ U be a cube. Then
1
|Q|
∫
Q
|FG− (FG)Q| dx ≤ 1|Q|
∫
Q
|FG− FQGQ| dx+ |FQGQ − (FG)Q|.
We estimate the first term on the right hand side as
1
|Q|
∫
Q
|FG− FQGQ| dx ≤ 1|Q|
∫
Q
(|F ||G −GQ|+ |F − FQ||GQ|) dx
≤ max{‖F‖∞, ‖G‖∞}(MQ(F ) +MQ(G)).
For the second term, we observe that
|FQGQ − (FG)Q| = 1|Q|
∣∣∣∣∫
Q
F (GQ −G) dx
∣∣∣∣ ≤ 1|Q|
∫
Q
|F | |G−GQ| dx ≤ ‖F‖∞MQ(G)
and
|FQGQ − (FG)Q| = 1|Q|
∣∣∣∣∫
Q
(FQ − F )Gdx
∣∣∣∣ ≤ 1|Q|
∫
Q
|F − FQ| |G| dx ≤ ‖G‖∞MQ(F )
so that
|FQGQ − (FG)Q| ≤ 12 max{‖F‖∞, ‖G‖∞}(MQ(F ) +MQ(G)).
Therefore,MQ(FG) ≤ 32 max{‖F‖∞, ‖G‖∞}(MQ(F )+MQ(G)) from which (3.2) follows.
(ii) Assume that F ∈ VMOloc(Rn) and C := ess inf |F | > 0, and let U ⊂ Rn be an
open set. Since F ∈ VMOloc(Rn), we have Sε,U(F ) ≤ C/2 for some ε = εU > 0. Let
Q ⊂ U be any cube with |Q| < ε. Then |F (x) − FQ| + |FQ| ≥ |F (x)| ≥ C a.e. so
that MQ(F ) + |FQ| ≥ C. Using the fact that MQ(F ) ≤ Sε,U(F ) ≤ C/2, we obtain
|FQ| ≥ C/2. Now, observe that
MQ(1/F ) =
1
|Q|
∫
Q
∣∣∣∣∣ 1F −
(
1
F
)
Q
∣∣∣∣∣ dx ≤ 1|Q|
∫
Q
∣∣∣∣ 1F − 1FQ
∣∣∣∣ dx+
∣∣∣∣∣ 1FQ −
(
1
F
)
Q
∣∣∣∣∣ .
The first term can be estimated by
1
|Q|
∫
Q
∣∣∣∣ 1F − 1FQ
∣∣∣∣ dx = 1|Q|
∫
Q
|FQ − F |
|FQF | dx ≤
2MQ(F )
C2
and the second term by∣∣∣∣∣ 1FQ −
(
1
F
)
Q
∣∣∣∣∣ ≤ 2C
∣∣∣∣∣1− FQ
(
1
F
)
Q
∣∣∣∣∣ = 2C|Q|
∣∣∣∣∫
Q
(
1− FQ
F
)
dx
∣∣∣∣
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≤ 2
C2|Q|
∫
Q
|F − FQ| dx = 2MQ(F )
C2
.
Thus, we have MQ(1/F ) ≤ 4MQ(F )/C2, which yields (3.4) . 
A successive application of (3.1) in Lemma 3.3(i) gives the following corollary.
Corollary 3.4. If F,F1, . . . , Fn ∈ VMO∞loc(Rn), then
∏n
i=1 Fi ∈ VMO∞loc(Rn). More-
over, there exists a constant C > 0 which only depends on ‖F1‖∞, . . . , ‖Fn‖∞ such that
for any bounded open set U ⊂ Rn, ε > 0 and a cube Q ⊂ U with |Q| < ε,∣∣∣∣∣∣
(
n∏
i=1
Fi
)
Q
−
n∏
i=1
(Fi)Q
∣∣∣∣∣∣ ≤ C
n∑
i=1
Sε,U(Fi).
Corollary 3.5. Let B(x) = [Bj,k(x)]
N
j,k=1, N ∈ N, be such that each Bj,k : Rn → C
belongs to VMO∞loc(R
n) and Bk,j(x) = Bj,k(x) for all j, k, i.e., B(x) = B(x)
∗. If there
exist constants α, β > 0 such that αIN ≤ B(x) ≤ βIN a.e., then each entry of B(x)−1
belongs to VMO∞loc(R
n).
Proof. Let C(x) = adjB(x) be the adjugate matrix of B(x). By Lemma 3.3(i), each
entry of C(x) is in VMO∞loc(R
n) and so is detB(x). Since detB(x) ≥ αN a.e., it follows
from Lemma 3.3(ii) that (detB(x))−1 ∈ VMO∞loc(Rn). Again by Lemma 3.3(i), we
conclude that each entry of B(x)−1 = (detB(x))−1C(x) belongs to VMO∞loc(R
n). 
The next proposition will play a key role in the proofs of our main theorems. It was
proved for a continuous function H in [4, Proposition 3]. Here, we relax the condition
to H ∈ VMO∞loc(R2) which is much weaker than H being continuous.
Proposition 3.6. Let P1, P2, N ∈ N, M1,M2 ∈ Z, and (u, η) ∈ Q2, (u, η) 6= (0, 0), such
that Nu,Nη ∈ Z. If H ∈ VMO∞loc(R2) is 1P1 -periodic in x, 1P2 -periodic in ω and
N−1∏
n=0
H(x+ nu, ω + nη) = e2πi(M1x+M2ω) for a.e. (x, ω) ∈ R2, (3.5)
then NP1 divides M1 and NP2 divides M2.
Proof. First, we note that H ∈ VMO(R2) since H is periodic. For r > 0 and F ∈
L∞(R2), we define the mean function
F[r](x, ω) :=
1
|Qr(x, ω)|
∫
Qr(x,ω)
F (z) dz, (x, ω) ∈ R2,
which takes the average of F over the cube Qr(x, ω) of side length r centered at (x, ω),
Qr(x, ω) = [x− r2 , x+ r2 ]× [ω − r2 , ω + r2 ].
It is easily seen that F[r] is continuous (even Lipschitz continuous); moreover, if F is
periodic, then F[r] inherits the periodicity of F . Setting Hn(x, ω) := H(x+ nu, ω + nη)
for n = 0, . . . , N − 1, Corollary 3.4 implies that∣∣∣∣∣∣
N−1∏
n=0
(Hn)[r] −
(
N−1∏
n=0
Hn
)
[r]
∣∣∣∣∣∣ ≤ C
N−1∑
n=0
Sr2,R2(Hn) = CNSr2,R2(H),
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where C > 0 is a constant which depends only on ‖H‖∞. Using(
N−1∏
n=0
Hn
)
[r]
(x, ω) =
(
e2πi(M1x+M2ω)
)
[r]
= sinc(M1r) sinc(M2r) e
2πi(M1x+M2ω),
we obtain∣∣∣∣∣
N−1∏
n=0
(Hn)[r](x, ω)− e2πi(M1x+M2ω)
∣∣∣∣∣ ≤ CNSr2,R2(H) + | sinc(M1r) sinc(M2r)− 1|
for all (x, ω) ∈ R2. Note that the right hand side does not depend on (x, ω) and tends
to zero as r → 0. Since ∏N−1n=0 (Hn)[r](x, ω) and e2πi(M1x+M2ω) are continuous functions
in (x, ω), there exist continuous functions ρr : R
2 → C, r > 0, such that
N−1∏
n=0
(Hn)[r](x, ω) = ρr(x, ω) e
2πi(M1x+M2ω).
It is easily seen that ρr(x, ω) converges uniformly to 1 on R
2 as r → 0. Noting that
(Hn)[r](x, ω) = H[r](x + nu, ω + nη) for n = 0, . . . , N − 1, the equation above can be
written as
N−1∏
n=0
H[r](x+ nu, ω + nη) = ρr(x, ω) e
2πi(M1x+M2ω). (3.6)
Here, the mean function H[r] inherits the periodicity of H, and is therefore
1
P1
-periodic
in x and 1P2 -periodic in ω. Note that the periodicity of H together with (3.5) yields
M1/P1,M2/P2 ∈ Z. This shows that e2πi(M1x+M2ω) is 1P1 -periodic in x and 1P2 -periodic
in ω, and therefore by (3.6), so is ρr(x, ω). On the other hand, by replacing x and ω
respectively with x + u and ω + η in (3.5), taking into account Nu,Nη ∈ Z, and using
the periodicity of H, we find that M1u +M2η ∈ Z. Applying the same trick to (3.6)
then gives
ρr(x+ u, ω + η) = ρr(x, ω)
for all r > 0 and (x, ω) ∈ R2. As ρr → 1 uniformly, there exists a branch of N
√ ·
such that N
√
ρr is continuous for r small enough, say, r ≤ r0, r0 > 0. Now, setting
Gr(x, ω) := H[r](x, ω)/
N
√
ρr(x, ω) for r ≤ r0 and combining all these facts yields
N−1∏
n=0
Gr(x+ nu, ω + nη) =
N−1∏
n=0
H[r](x+ nu, ω + nη)
N
√
ρr(x+ nu, ω + nη)
= e2πi(M1x+M2ω).
Note that Gr is continuous and
1
P1
-periodic in x, 1P2 -periodic in ω. The fact that NP1
divides M1 and NP2 divides M2 now follows from [4, Proposition 3]. 
In the remainder of this section, we consider functions in VMOloc(R
n) that are not
necessarily in L∞(Rn).
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Lemma 3.7. Let ∆1,∆2 ⊂ Rn be bounded measurable sets with ∆1 ⊂ ∆2 and |∆1| > 0.
Then for any F ∈ L1loc(Rn) we have
M∆1(F ) ≤ 2
|∆2|
|∆1|M∆2(F ).
Proof. Note that for any F ∈ L1loc(Rn),
M∆2(F ) =
1
|∆2|
∫
∆2
|F − F∆2 | dx ≥
1
|∆2|
∫
∆1
|(F − F∆1)− (F∆2 − F∆1)| dx
≥ |∆1||∆2|
(
M∆1(F )− |F∆2 − F∆1 |
)
,
which is equivalent to
M∆1(F ) ≤
|∆2|
|∆1|M∆2(F ) + |F∆2 − F∆1 |.
Estimating the last term by
|F∆2 − F∆1 | =
∣∣∣∣ 1|∆1|
∫
∆1
(F − F∆2) dx
∣∣∣∣ ≤ 1|∆1|
∫
∆1
|F − F∆2 | dx ≤
|∆2|
|∆1|M∆2(F ),
we obtain the desired inequality. 
Lemma 3.8. Let A ∈ GL(n,R) and b ∈ Rn and define an affine mapping Φ : Rn → Rn
by Φ(x) = Ax+ b. Then for any F ∈ L1loc(Rn) and any cube Q ⊂ Rn with center c ∈ Rn
and side length δ > 0 we have
MQ(F ◦ Φ) ≤
2nn/2‖A‖nop
|detA| MQ˜(F ),
where Q˜ is the cube with center Φ(c) and side length
√
n‖A‖opδ. Consequently, if F ∈
VMOloc(R
n), then F ◦ Φ ∈ VMOloc(Rn).
Proof. Note that the set Φ(Q) is a parallelepiped in Rn with volume |AQ| = |detA||Q|.
For any G ∈ L1loc(Rn), we have
(G ◦Φ)Q = 1|detA||Q|
∫
Φ−1(Φ(Q))
G(Φ(x))|detA| dx = 1|Φ(Q)|
∫
Φ(Q)
Gdx = GΦ(Q)
so that
MQ(F ◦Φ) = (|F ◦Φ−(F ◦Φ)Q|)Q = (|F −FΦ(Q)|◦Φ)Q = (|F−FΦ(Q)|)Φ(Q) =MΦ(Q)(F ).
It is easy to see that the cube Q˜ contains Φ(Q). Hence, Lemma 3.7 implies that
MQ(F ◦ A) ≤ 2 |Q˜||Φ(Q)|MQ˜(F ) =
2nn/2‖A‖nop
|detA| MQ˜(F ).
This proves the lemma. 
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Proposition 3.9. For F ∈ Lnloc(Rn), φ ∈ C1(Rn) and a cube Q ⊂ Rn of side length
δ > 0, we have
MQ(φF ) ≤ ‖φ‖L∞(Q)MQ(F ) + ‖φ′‖Q‖F‖Ln(Q),
where ‖φ′‖Q = supx∈Q ‖∇φ(x)‖ℓ1 . Consequently, if F ∈ VMOloc(Rn) ∩ Lnloc(Rn) and
φ ∈ C1(Rn), then φF ∈ VMOloc(Rn).
Proof. Let F ∈ Lnloc(Rn), φ ∈ C1(Rn) and Q ⊂ Rn a cube of side length δ > 0. Then for
any x, y ∈ Q,
|φ(x) − φ(y)| ≤ ‖φ′‖Q · ‖x− y‖∞ ≤ δ‖φ′‖Q
so that
MQ(φF ) ≤ 1|Q|
∫
Q
|φ(F − FQ)| dx+ 1|Q|
∫
Q
|φFQ − (φF )Q| dx
≤ ‖φ‖L∞(Q)MQ(F ) +
1
|Q|
∫
Q
∣∣∣∣ 1|Q|
∫
Q
[φ(x)− φ(y)]F (y) dy
∣∣∣∣ dx
≤ ‖φ‖L∞(Q)MQ(F ) +
δ‖φ′‖Q
|Q|
∫
Q
|F (y)| dy
≤ ‖φ‖L∞(Q)MQ(F ) +
δ‖φ′‖Q
|Q| ‖F‖Ln(Q)|Q|
1−1/n,
which gives the desired estimate. 
As for any f ∈ L2(R) the Zak transform Zf is locally square-integrable, we deduce
the following corollary.
Corollary 3.10. If f ∈ L2(R) satisfies Zf ∈ VMOloc(R2), then for any φ ∈ C1(R2) we
have that φZf ∈ VMOloc(R2).
Proposition 3.11. For α, β ∈ R\{0}, define the operators
Dα : L
2(R)→ L2(R), Dαf(x) =
√
|α|f(αx) (dilation by α)
Cβ : L
2(R)→ L2(R), Cβf(x) = e2πiβx2f(x) (multiplication by a chirp e2πiβx2).
If g ∈ L2(R) satisfies Zg ∈ VMOloc(R2), then Zgˆ, Z(Dαg), Z(Cβg) ∈ VMOloc(R2) for
all α, β ∈ Q\{0}.
Proof. By Lemma 2.2, we have
Zgˆ(x, ω) = e2πixωZg(−ω, x) = e2πixωZg (( 0 −11 0 )(x, ω)T ) .
Then Lemma 3.8 and Corollary 3.10 immediately yield that Zgˆ ∈ VMOloc(R2). Next,
let us write α = p/q ∈ Q\{0}, where p, q ∈ Z \ {0} are coprime, and A = diag(α,α−1).
It is known [11] that
Z(Dαg)(x, ω) =
1√
pq
q−1∑
ℓ=0
p−1∑
r=0
e2πiℓωZg
(
A(x, ω)T + (αℓ, r/p)T
)
if α > 0
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and
Z(Dαg)(x, ω) =
1√−pq
q−1∑
ℓ=0
p−1∑
r=0
e−2πiℓωZg
(
A(x, ω)T − (αℓ, r/p)T ) if α < 0.
Likewise, Lemma 3.8 and Corollary 3.10 imply that Z(Dαg) ∈ VMOloc(R2). Finally,
observe that
Cβ = Dγ−1Cβγ2Dγ (3.7)
for any β, γ ∈ R\{0}. If β ∈ Q\{0}, then there exists γ ∈ N such that βγ2 ∈ Z.
Therefore, it suffices to show that Z(Cmg) ∈ VMOloc(R2) for m ∈ Z. For this, note that
Z(Cmg)(x, ω) =
∑
k∈Z
e2πim(x+k)
2
g(x+ k)e−2πikω = e2πimx
2
∑
k∈Z
g(x+ k)e−2πik(ω−2mx)
= e2πimx
2
Zg(x, ω − 2mx) = e2πimx2Zg (( 1 0−2m 1 )(x, ω)T ) .
Again, the claim now follows from Lemma 3.8 and Corollary 3.10. 
Remark 3.12. In [7], it is claimed, referring to the quasi-periodicity of Zak transform,
that Zf ∈ VMO∞loc(R2) implies Zf ∈ VMO(R2). However, this is not true in general. For
example, the function f(x) = 1[0,1)(x) sin(πx) satisfies Zf ∈ VMO∞loc(R2)\VMO(R2).
To see this, given any δ ∈ (0, 1) let k ∈ N be such that | sinc(kδ)| ≤ 12 and
Q = [k + 1−δ2 , k +
1+δ
2 ]× [− δ2 , δ2 ].
Then
(Zf)Q =
(
1
δ
∫ k+(1+δ)/2
k+(1−δ)/2
sin(π(x− k)) dx
)(
1
δ
∫ δ/2
−δ/2
e2πikω dω
)
= sinc(δ/2) sinc(kδ)
and thus
MQ(Zf) =
1
δ2
∫
Q
∣∣∣sin(π(x− k))e2πikω − sinc(δ/2) sinc(kδ)∣∣∣ d(x, ω)
≥ 1
δ2
∫
Q
[
sin(π(x− k))− sinc(δ/2)| sinc(kδ)|] d(x, ω)
= sinc(δ/2)(1 − | sinc(kδ)|) ≥ sinc(1/2)(1 − | sinc(kδ)|) ≥ 1
π
,
which shows that Zf /∈ VMO(R2).
4. Proof of Theorems 1.4 and 1.5
The core of the proof of both theorems is the following proposition, which is simply
Theorem 1.5 for lattices of the form 1QZ×PZ. In the proofs of the two theorems below
we shall extend Proposition 4.1 to more general lattices by means of so-called metaplectic
operators.
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Proposition 4.1. Let g ∈ L2(R) and let Λ = 1QZ×PZ with P,Q ∈ N coprime, such that
the Gabor system {e2πibxg(x − a) : (a, b) ∈ Λ} is a Riesz basis of its closed linear span
G(g,Λ). If e2πiηxg(x− u) ∈ G(g,Λ) for some (u, η) ∈ R2\Λ, then Zg /∈ VMOloc(R2).
Before we prove Proposition 4.1, we state a lemma that allows us to replace (u, η) ∈
R2\Λ with a rational pair (u, η) ∈ Q2\Λ.
Lemma 4.2. For g ∈ L2(R) and Λ = 1QZ× PZ with P,Q ∈ N, define the set
M =
{
(α, β) ∈ R2 : π(α, β)g ∈ G(g,Λ)} (⊃ Λ).
If M\Λ 6= ∅, then there exists (u, η) ∈ (M ∩Q2)\Λ.
Proof. Note that, by Lemma 2.1, M is a closed set containing the lattice Λ = 1QZ×PZ.
Assume that (u, η) ∈M\Λ and define the set
Λ1 :=
{
(mQ , nP ) + k(u, η) : m,n, k ∈ Z
}
⊂ M.
Assume that u /∈ Q, η ∈ Q, η = cd , c, d ∈ Z, d 6= 0, and put v := dPu /∈ Q. Let x := 12Q .
Since {mQ +ℓv : m, ℓ ∈ Z} is dense in R, we can choose m, ℓ ∈ Z such that x′ := u+mQ +ℓv
is arbitrary close to x. Then
(x′, η) =
(
m
Q ,−ℓcP
)
+ (1 + ℓdP )(u, η) ∈ Λ1.
Hence, ( 12Q , η) ∈ Λ1\Λ ⊂M\Λ.
Assume now that η /∈ Q. Since {nP + kη : n, k ∈ Z} is dense in R, there exist
sequences (nj)j∈N and (kj)j∈N in Z such that njP + kjη → 12 as j →∞. For each j ∈ N
pick mj ∈ Z such that mjQ + kju ∈ [0, 1Q ]. Then this sequence is bounded and thus has a
convergent subsequence. By x denote its limit. Then (x, 12) ∈ M\Λ. If x ∈ Q, we have
reached our aim. Otherwise the above reasoning applies again. 
Proof of Proposition 4.1. In the sequel we aim to deduce a contradiction from the three
following assumptions (where Λ = 1QZ× PZ with P,Q ∈ N):
(i) Zg ∈ VMOloc(R2).
(ii) The Gabor system (g,Λ) is a Riesz basis of G(g,Λ).
(iii) π(u, η)g ∈ G(g,Λ) for some (u, η) ∈ R2\Λ.
Due to Lemma 4.2 we may assume in (iii) that (u, η) ∈ Q2\Λ. Our strategy is as follows:
First, from (ii) and (iii) we obtain an equation of the form
A(x, ω) = e−2πiη(x+u)D−1P A(x+ u, ω + η)M(x + u, ω + η),
which holds for a.e. (x, ω) ∈ R2. Here, A is the matrix function from Lemma 2.3,
DP is a constant diagonal scaling matrix and M is a matrix function satisfying certain
periodicity properties. We then iterate this equation by successively replacing (x, ω) by
(x+ u, ω + η). As A is quasi-periodic and u, η ∈ Q, this process ends at a certain point
with A(x, ω) on both sides and we end up with an equation
N∏
n=1
M(x+ nu, ω + nη) = e2πi(M1x+M2ω)IQ.
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By applying the determinant on both sides, we are in the situation of Proposition 3.6,
which finally implies that (u, η) ∈ Λ.
So, let us assume that (i)–(iii) are satisfied. Since the system (g,Λ) = {π(mQ , nP )g :
m,n ∈ Z} is a Riesz basis of G(g,Λ) by (ii) and π(u, η)g ∈ G(g,Λ), there exists
(cm,n)m,n∈Z ∈ ℓ2(Z2) such that
π(u, η)g =
∑
m,n∈Z
cm,nπ(
m
Q , nP )g =
Q−1∑
ℓ=0
∑
s,n∈Z
csQ+ℓ,n π(s+
ℓ
Q , nP )g,
which converges in L2(R). Denoting G := Zg, an application of the Zak transform gives
(see Lemma 2.2)
e2πiηxG(x− u, ω − η) =
Q−1∑
ℓ=0
∑
s,n∈Z
csQ+ℓ,ne
2πi(nPx−sω)G(x− ℓQ , ω)
=
Q−1∑
ℓ=0
Fℓ(x, ω)G(x − ℓQ , ω) for a.e. (x, ω) ∈ R2, (4.1)
where Fℓ(x, ω) :=
∑
s,n∈Z csQ+ℓ,ne
2πi(nPx−sω). By definition, each Fℓ is 1-periodic in ω
(i.e., Fℓ(x, ω + 1) = Fℓ(x, ω) for a.e. (x, ω) ∈ R2) and 1P -periodic in x. Replacing x by
x− kP in (4.1), k = 0, . . . , P − 1, yields
e2πiη(x−
k
P )G(x− u− kP , ω − η) = (A(x, ω)F (x, ω))k ,
where A is the matrix function from Lemma 2.3 and F := (F0, . . . , FQ−1)T . Thus, we
have
A(x, ω)F (x, ω) = e2πiηxDPA(x− u, ω − η)e0 for a.e. (x, ω) ∈ R2, (4.2)
where DP = diag(exp(−2πiη kP ))P−1k=0 and ej is the (j + 1)-th standard basis vector of
CQ, j = 0, . . . , Q − 1. Note that each entry of A is a function in VMO∞loc(R2) by (i),
Lemma 3.8, and Lemma 2.3. The identity in (4.2) implies (cf. Lemma 2.3)
F (x, ω) = e2πiηx (A(x, ω)∗A(x, ω))−1A(x, ω)∗DPA(x− u, ω − η)e0.
Hence, from the periodicity of Fℓ and Corollary 3.5 we infer that Fℓ ∈ VMO(R2)∩L∞(R2)
for ℓ = 0, . . . , Q− 1. From (4.2) we also obtain
A(x− u, ω − η)e0 = e−2πiηxD−1P A(x, ω)F (x, ω).
Note that A(x, ω)eℓ = A(x− ℓQ , ω)e0 and A(x− ℓQ , ω) = A(x, ω)R(ω)ℓ, where R(ω) ∈
CQ×Q is the matrix 
0 ew
1
. . .
. . .
. . .
1 0
 ,
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with eω := e
−2πiω. Therefore,
A(x− u, ω − η)eℓ = e−2πiη(x−
ℓ
Q
)D−1P A(x− ℓQ , ω)F (x− ℓQ , ω)
= e−2πiη(x−
ℓ
Q
)D−1P A(x, ω)R(ω)
ℓF (x− ℓQ , ω).
Hence, if M(x, ω) ∈ CQ×Q denotes the matrix with columns e2πiη ℓQR(ω)ℓF (x − ℓQ , ω),
ℓ = 0, . . . , Q− 1, we obtain
A(x− u, ω − η) = e−2πiηxD−1P A(x, ω)M(x, ω). (4.3)
Note that M has the same periodicity in x and ω as F . Moreover, an easy calculation
leads to
M(x− 1Q , ω) = e−
2πi
Q R(ω)−1M(x, ω)R(ω). (4.4)
Now, let us iterate the relation (4.3):
A(x, ω) = e−2πiη(x+u)D−1P A(x+ u, ω + η)M(x + u, ω + η)
= e−2πiη(2x+3u)D−2P A(x+ 2u, ω + 2η)M(x+ 2u, ω + 2η)M(x + u, ω + η)
= . . .
= e
2πiη
(
Nx+N(N−1)
2
u
)
D−NP A(x+Nu,ω +Nη)
N∏
n=1
M(x+ nu, ω + nη),
where the matrix product is to be read in terms of left multiplication. As (u, η) ∈ Q2,
we may choose N such that M1 := −Nη ∈ Z, M2 := −Nu ∈ Z, Nuη ∈ 2Z, and
M1/P = −Nη/P ∈ Z. Then D−NP = IP and Lemma 2.2 yields A(x + Nu,ω + Nη) =
A(x−M2, ω −M1) = e−2πiM2ωA(x, ω), hence
A(x, ω) = e2πi(−M1x−M2ω)A(x, ω)
N∏
n=1
M(x+ nu, ω + nη).
Since A(x, ω) has a left inverse for a.e. (x, ω) ∈ R2 by Lemma 2.3, we get
N∏
n=1
M(x+ nu, ω + nη) = e2πi(M1x+M2ω)IQ for a.e. (x, ω) ∈ R2.
Finally, we define the function H := detM. Since each entry of M is contained in
VMO∞loc(R
2), we have H ∈ VMO∞loc(R2). In addition, H is 1P -periodic in x and 1-periodic
in ω. But by (4.4), H is also 1Q -periodic in x. Since it satisfies
N−1∏
n=0
H(x+ nu, ω + nη) = e2πi(QM1x+QM2ω) for a.e. (x, ω) ∈ R2,
Proposition 3.6 implies that both NP and NQ divide QM1 = −NQη, and N divides
QM2 = −QNu. The last relation gives u ∈ 1QZ. From the first two relations it follows
that P divides Qη and that η ∈ Z. But as P and Q are coprime, P divides η, i.e.,
η ∈ PZ. This is the desired contradiction. 
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In order to extend Proposition 4.1 to arbitrary rational lattices and lattices of rational
density we make use of the so-called metaplectic operators. To describe this class of
operators we first mention that any matrix in SL(2,R) can be expressed as a finite
product of matrices of the form(
0 1
−1 0
)
,
(
α 0
0 α−1
)
,
(
1 0
β 1
)
, α, β ∈ R\{0}. (4.5)
Indeed, if S =
(
a b
c d
)
with ad− bc = 1, then
S =
(
1 0
ca−1 1
)(
0 1
−1 0
)(
1 0
−ab 1
)(
0 1
−1 0
)(−a 0
0 −a−1
)
if a 6= 0
and
S =
(
1 0
−cd 1
)(
0 1
−1 0
)(
b−1 0
0 b
)
if a = 0.
This in particular shows that if S ∈ SL(2,Q), then the parameters α, β can be chosen
to be rational.
It is known [9] that to each matrix S ∈ SL(2,R) there corresponds a (so-called meta-
plectic) unitary operator US : L
2(R)→ L2(R) such that
USπ(x, ω)U
∗
S = π(S(x, ω)
T ) for all (x, ω) ∈ R2.
The operator US is unique up to scalar multiplication with unimodular constants. If
S, T ∈ SL(2,R), the operator USUT is obviously a metaplectic operator corresponding
to ST . That is, we have UST = USUT . As is easily seen, the three types of matrices
in (4.5), which generate SL(2,R), correspond to the metaplectic operators F (Fourier
transform), Dα, and Cβ (defined in Proposition 3.11), respectively.
Proof of Theorem 1.5. As in the proof of Proposition 4.1, in addition to the assumptions
of Theorem 1.5, we shall assume that Zg ∈ VMOloc(R2) and derive a contradiction. We
have Λ = AZ2, where A ∈ GL(2,Q). We may write detA = PQ , where P,Q ∈ Z \ {0}
are coprime numbers. Then B := diag( 1Q , P )A
−1 ∈ SL(2,Q) can be expressed as a finite
product of matrices (4.5) with α, β ∈ Q\{0}. Hence, the metaplectic operator UB can
be written as a finite product of operators of the type F , Dα, and Cβ. Now, set
(u1, η1)
T := B(u, η)T , g1 := UBg ∈ L2(R), and Λ1 = BΛ = 1QZ×PZ. (4.6)
Proposition 3.11 implies that Zg1 ∈ VMOloc(R2). Also, π(Bλ)g1 = UBπ(λ)U−1B g1 =
UBπ(λ)g for every λ ∈ Λ, which implies that (g1,Λ1) is a Riesz basis for its closed linear
span G(g1,Λ1) = UBG(g,Λ). Moreover, the condition π(u, η)g ∈ G(g,Λ) immediately
translates to
π(u1, η1)g1 = π(B(u, η)
T )UBg = UBπ(u, η)g ∈ UBG(g,Λ) = G(g1,Λ1).
But as (u1, η1) /∈ Λ1 this is not possible by Proposition 4.1. 
Proof of Theorem 1.4. Let us first discuss the condition (1.2). Since g ∈ L2(R), the
condition holds for some α, β ∈ R if and only if it holds for all α, β ∈ R. At the same
time, (1.2) exactly means that g /∈ Hp/2(R) or g /∈ Hq/2(R). Towards a contradiction,
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in addition to the assumptions of Theorem 1.4, we assume that there exist some p, q ∈
(1,∞) with 1p + 1q = 1 such that the product on the left hand side of (1.2) (with, e.g.,
α = β = 0) is finite. In other words, we assume that g ∈ Hp/2(R) and gˆ ∈ Hq/2(R).
Let Λ be an arbitrary lattice in R2 with rational density P/Q, where P and Q are
coprime integers, and let g ∈ L2(R) be as in Theorem 1.4. Also, let (u, η) ∈ R2\Λ such
that π(u, η)g ∈ G(g,Λ). As in the proof of Theorem 1.5, we choose a matrix B ∈ SL(2,R)
(here, B is allowed to have irrational entries) such that BΛ = Λ1 :=
1
QZ × PZ. Define
(u1, η1), g1, and Λ1 as in (4.6). Then g1 ∈ L2(R), (g1,Λ1) is a Riesz basis for its closed
linear span, and π(u1, η1)g1 ∈ G(g1,Λ1). Hence, by Proposition 4.1 it suffices to show
that Zg1 ∈ VMOloc(R2).
To simplify notations, for p ∈ (1,∞) let Hp(R) be the space of functions f ∈ Hp/2(R)
whose Fourier transform fˆ is contained in Hq/2(R), where 1p +
1
q = 1. Also, let H :=⋃
p∈(1,∞)H
p(R). In what follows, we prove that UH ⊂ H for any metaplectic operator
U . It then follows that g1 = UBg ∈ H. And since, by [7], we have ZH ⊂ VMOloc(R2),
we obtain Zg1 ∈ VMOloc(R2), which was our aim.
Since every metaplectic operator is a finite product of the Fourier transform F , di-
lations, and chirp muliplication, we only have to prove that FH ⊂ H, DαH ⊂ H for
each α ∈ R \ {0}, and C1H ⊂ H (cf. (3.7)). Using the representation Hs(R) = {f ∈
L2(R) : ω2sf̂ 2 ∈ L1(R)}, the first two claims are almost immediate. We will now prove
that C1H
p(R) ⊂ Hp(R) for p ∈ (1,∞). So, let g ∈ Hp(R). Then gˆ ∈ Hq/2(R) implies
xqg2 ∈ L1(R) and hence Ĉ1g ∈ Hq/2(R). In order to show that C1g ∈ Hp/2(R), we make
use of the following representation of fractional Sobolev spaces (see, e.g., [13]):
Hs(R) =
f ∈ L2(R) : f(x)− f(y)
(x− y)12+s
∈ L2(R2)

for s ∈ (0, 1) and
Hs(R) =
{
f ∈ Hm(R) : f (m) ∈ Hσ(R)
}
for s = m + σ with m ∈ N and σ ∈ [0, 1). Let c(x) := e2πix2 , x ∈ R. Then C1g(x) =
c(x)g(x) and it is clear that C1g ∈ Hp/2(R) if p/2 ∈ N. We only prove the claim here
for 1 < p < 2. The rest is then straightforward. We have (setting s = p/2)
C1g(x) −C1g(y)
(x− y) p+12
= c(x)
g(x) − g(y)
(x− y) p+12
+
c(x)− c(y)
(x− y) p+12
g(y).
Hence, as g ∈ Hp/2(R), it is left to show that the second summand is in L2(R2). To this
end, fix y ∈ R and observe that∫
|x−y|>1
|c(x) − c(y)|2
|x− y|p+1 dx ≤ c1
and ∫
|x−y|≤1
|c(x) − c(y)|2
|x− y|p+1 dx ≤ c2(1 + y
2),
18 A. CARAGEA, D.G. LEE, G.E. PFANDER, AND F. PHILIPP
where c1, c2 > 0 only depend on p. Hence,∫
R
|c(x)− c(y)|2
|x− y|p+1 dx ≤ c(1 + y
2)
for each y ∈ R. Now, as gˆ ∈ Hq/2(R), we have (1 + y2)q/2|g(y)|2 ∈ L1(R), and p < 2
implies q/2 > 1. Thus, also (1 + y2)|g(y)|2 ∈ L1(R), and the proof is complete. 
Problem 4.3. As already mentioned, we have restricted ourselves to rational lattices in
Theorem 1.5 while Theorem 1.4 considers a broader class of lattices, namely the lattices
of rational density. The main reason for this is that we could not prove whether the
set {g ∈ L2(R) : Zg ∈ VMOloc(R2)} is invariant under irrational dilations. If this were
true, Theorem 1.5 would hold not only for rational lattices but for arbitrary lattices of
rational density. We leave the following as open problems:
(1) Is it true that Zg ∈ VMOloc(R2) for g ∈ L2(R) implies Z(Dαg) ∈ VMOloc(R2)
for every α ∈ R\Q?
(2) Is there a good description of the space consisting of the functions g ∈ L2(R)
that satisfy Zg ∈ VMOloc(R2)?
Acknowledgements. D.G. Lee and G.E. Pfander acknowledge support by the DFG
Grants PF 450/6-1 and PF 450/9-1. The authors would like to thank S. Zubin Gautam,
Jeffrey A. Hogan, and David F. Walnut for valuable discussions. They also thank the
referees for having read the manuscript carefully and their various valuable comments.
References
[1] A. Aldroubi, Q. Sun, and H. Wang, Uncertainty principles and Balian-Low type theorems in prin-
cipal shift-invariant spaces, Appl. Comput. Harmon. Anal. 30 (2011), 337–347.
[2] R. Balian, Un principe d’incertitude fort en the´orie du signal ou en me´canique quantique, C. R.
Acad. Sci. Paris Se´r. II Me´c. Phys. Chim. Sci. Univers Sci. Terre 292 (1981), 1357–1362.
[3] J.J. Benedetto, C. Heil, and D.F. Walnut, Differentiation and the Balian-Low theorem, J. Fourier
Anal. Appl. 1 (1995), 355–402.
[4] C. Cabrelli, U. Molter, and G.E. Pfander, Time-frequency shift invariance and the Amalgam Balian-
Low theorem, Appl. Comput. Harmon. Anal. 41 (2016), 677–691.
[5] O. Christensen, An introduction to frames and Riesz bases, Birkha¨user, Boston, Basel, Berlin 2003.
[6] I. Daubechies, The wavelet transform, time-frequency localization and signal analysis, IEEE Trans.
Inf. Theory 36 (1990), 961–1005.
[7] S.Z. Gautam, A critical-exponent Balian-Low theorem, Math. Res. Lett. 15 (2008), 471–483.
[8] J. Gebardo and D. Han, Balian-Low phenomenon for subspace Gabor frames, J. Math. Phys. 45
(2004), 3362–3378.
[9] K. Gro¨chenig, Foundations of time-frequency analysis, Birkha¨user, Boston, Basel, Berlin, 2001.
[10] C. Heil and R. Tinaztepe, Modulation spaces, BMO, and the Balian-Low theorem, Sampl. Theory
Signal Image Process. 11 (2012), 25–41.
[11] A.J.E.M. Janssen, The Zak transform: A signal transform for sampled time-continuous signals,
Philips J. Res. 43 (1988), 23–69.
[12] F. Low, Complete sets of wave packets, A Passion for Physics—Essays in Honor of Geoffrey Chew
(edited by C. DeTar et al.), Singapore, World Scientific, 17–22, 1985.
[13] E. Di Nezza, G. Palatucci, and E. Valdinoci, Hitchhiker’s guide to the fractional Sobolev spaces,
Bull. Sci. math. 136 (2012), 521–573.
A BALIAN-LOW THEOREM FOR SUBSPACES 19
[14] S. Nitzan and J.-F. Olsen, A quantitative Balian-Low theorem, J. Fourier Anal. Appl. 19 (2013),
1078–1092.
[15] D. Sarason, Functions of vanishing mean oscillation, Trans. Am. Math. Soc. 207 (1975), 391–405.
Author affiliations
A. Caragea: KU Eichsta¨tt-Ingolstadt, Mathematisch-Geographische Fakulta¨t, Osten-
straße 26, Kollegiengeba¨ude I Bau B, 85072 Eichsta¨tt, Germany
E-mail address: andrei.caragea@gmail.com
URL: http://www.ku.de/?acaragea
D.G. Lee: KU Eichsta¨tt-Ingolstadt, Mathematisch-Geographische Fakulta¨t, Osten-
straße 26, Kollegiengeba¨ude I Bau B, 85072 Eichsta¨tt, Germany
E-mail address: daegwans@gmail.com
G.E. Pfander: KU Eichsta¨tt-Ingolstadt, Mathematisch-Geographische Fakulta¨t, Os-
tenstraße 26, Kollegiengeba¨ude I Bau B, 85072 Eichsta¨tt, Germany
E-mail address: pfander@ku.de
URL: http://www.ku.de/?pfander
F. Philipp: KU Eichsta¨tt-Ingolstadt, Mathematisch-Geographische Fakulta¨t, Osten-
straße 26, Kollegiengeba¨ude I Bau B, 85072 Eichsta¨tt, Germany
E-mail address: fmphilipp@gmail.com
URL: http://www.ku.de/?fmphilipp
