Abstract: This paper concerns the development of Stein's method for chi-square approximation and its application to problems in statistics. New bounds for the derivatives of the solution of the gamma Stein equation are obtained. These bounds involve both the shape parameter and the order of the derivative. Subsequently Stein's method for chi-square approximation is applied to bound the distributional distance between Pearson's statistic and its limiting chi-square distribution, measured using smooth test functions. In combination with the use of symmetry arguments, Stein' method yields explicit bounds on this distributional distance of order n −1 .
Introduction
One of the first statistical tests which a student learns is based on Pearson's chi-square statistic, denoted by X 2 and commonly used to test goodnessof-fit in classification problems. Under the null hypothesis of fit to (any) specified distribution over m classes, X 2 converges in distribution to a chisquare random variable with m − 1 degrees of freedom, as the sample size increases. There are many rules-of-thumb as to when it is valid to use Pearson's test, generally based on experience and simulation experiments; the most famous such rule, oft quoted in school textbooks, is that the expected values in each class should be at least 5 under the null hypothesis. This restriction is now considered by many authors to be conservative, although for some datasets, any such stipulation quickly becomes a severe handicap, see for example [31] . Error bounds can be used to rigorously improve such rules-of-thumb and base them on the experimenter's particular needs.
The most common method of analysing the asymptotics of X 2 is by way of normal approximation, using the Lindeberg-Levy multivariate central limit theorem. Knowledge of the convergence rate of the central limit theorem shows that X 2 converges to its limit at rate of at least n −1/2 , where n is the overall size of the sample. This strategy has been applied to the approximation of quadratic forms to obtain bounds on the distance to a normal distribution using Stein's method, see for example [9] .
In this paper, we consider convergence in the square directly, using Stein's method, to obtain an explicit bound on the rate of convergence of order n −1 for smooth test functions. This may seem counter-intuitive at first sight, but can be attributed to the fact that there is an additional symmetry structure to the problem that is not exploited when using a normal approximation; it is this symmetry which gives rise to the improvement in the order of the chi-square approximation. Another motivation for studying chi-square approximations directly is that sometimes the underlying normality does not hold; see for example [12] .
In order to obtain explicit bounds for such a chi-square approximation we employ Stein's method. Stein's method was introduced in [32] for assessing the distance between a probability distribution and the normal distribution. At the heart of Stein's method for normal approximation is an inhomogeneous differential equation, known as the Stein equation:
where Φh denotes the quantity Eh(Z) for Z ∼ N (0, 1). Evaluating both sides of (1.1) at a random variable W and taking expectations gives
Thus, the quantity Eh(W ) − Φh can be bounded by solving the Stein equation (1.1) and then bounding the left-hand side of (1.2). Associated with (1.1) is the Stein operator
defined for differentiable functions f . Over the years, Stein's method has been extended to many other distributions, such as the Poisson [5] , multinomial [20] , exponential [4] , [27] , Laplace [29] , variance-gamma [14] , and the gamma distribution [21] , [25] , which we develop further in this paper. For multivariate normal approximations, the method was first adapted in [2] and [16] , viewing the normal distribution as the stationary distribution of an Ornstein-Uhlenbeck diffusion, and using the generator of this diffusion as a characterising operator (1.3) for the normal distribution.
This generator approach was used by [21] to extend Stein's method to the gamma distribution. Through this method [21] obtained the following Stein equation for the the Γ(r, λ) distribution with probability density function λ r Γ(r) x r−1 e −λx , x > 0:
where Γ r,λ h denotes the quantity Eh(X) for X ∼ Γ(r, λ) (this characterisation of the gamma distribution was known from [8] ). It therefore follows that a Stein operator for the chi-square distribution with p degrees of freedom is 5) defined for all twice differentiable functions f , and a Stein equation for the chi-square distribution with p degrees of freedom is 6) where χ 2 (p) h denotes the quantity Eh(X) for X ∼ χ 2 (p) . [21] obtained the second essential ingredient of Stein's method for gamma approximation by bounding the derivatives of the solution f of the gamma Stein equation (1.4) . Let h (k) denote the k-th derivative of a (k times differentiable) function h, and let C λ,k = {h : R + → R : ∃c > 0, a < λ such that ∀x ∈ R, ℓ = 0, 1, . . . , k − 1, |h (ℓ) (x)| ≤ ce ax and h (k−1) is absolutely continuous}.
Then, for h ∈ C λ,k ,
where f := f ∞ = sup x>0 |f (x)|. An alternative bound was obtained by [13] , improving a bound of [28] . If h ∈ C λ,k−1 then 8) where h (0) ≡ h. (Indeed [21] , [13] and [28] imposed stronger conditions on the test function h, although by slightly modifying their proofs one can weaken the assumptions to those stated above.) The bound (1.8) involves one fewer derivative of the test function h than (1.7), and also -and more importantly in the context of chi-square approximation -(1.8) involves the shape parameter r. For the χ 2 (p) distribution, inequality (1.7) gives a bound
, whereas bound (1.8) is of order p −1/2 for large p. In Section 2, we obtain new bounds for the solution of the gamma Stein equation. Of particular interest is the bound of Theorem 2.1, which is of order p −1 for large p:
The p −1 rate, which is optimal (see Remark 2.2), means that (1.9) is more suited to the applications considered in this paper than either (1.7) or (1.8).
The rest of this paper applies of Stein's method for chi-square approximation to problems in statistics. Before bounding the distance between Pearson's statistic and its limiting chi-square distribution, we illustrate Stein's method for chi-square approximation by considering a simpler example in which the random variables are independent and identically distributed. Specifically, let X be a n × d matrix of i.i.d. random variables X ij with zero mean and unit variance. Then the statistic
is asymptotically χ 2 (d) distributed, by the central limit theorem. From the Berry-Esséen theorem, one might expect W d to converge (in the weak convergence sense) at a rate of order n −1/2 . In contrast, in Theorem 3.3, through the use of symmetry arguments, we are able to obtain bounds of order n −1 for smooth test functions. Our bound (1.9) for the solution of the Stein equation allows an improvement on the O(dn −1 ) and O(d 1/2 n −1 ) bounds that would result from an application of (1.7) or (1.8). Though, for non-smooth test functions, we expect a n −1/2 rate to be optimal; see Remark 3.4.
In Section 4, we use Stein's method for chi-square approximation to obtain bounds for the distance between Pearson's statistic and its limiting distribution. This is a more challenging application, because, unlike (1.10), Pearson's statistic cannot be written in terms of i.i.d. random variables (knowledge of whether the outcome of the j-th trial falls in the first m − 1 cells allows one to determine whether it fell in the m-th cell). In particular, by using symmetry considerations, we are able to obtain a bound of order n −1 for smooth test functions (Theorem 4.2). This is the first O(n −1 ) bound for the rate of convergence of Pearson's statistic that holds for all m ≥ 2. While [17] proved that the rate of convergence of Pearson's statistic in Kolmogorov distance is O(n −1 ) for all m ≥ 6, they did not give an explicit bound. In Theorem 4.3, we obtain a O(n −1/2 ) bound that holds for smooth test functions which has smaller constants and a better dependence on m than the bound of Theorem 4.2. Both of the bounds depend on n and the null hypothesis cell classification probabilities p 1 , . . . , p m in the correct manner, in that they tend to zero if and only if np * → ∞, where p * = min 1≤i≤m p i . A simple consequence of these bounds is a Kolmogorov distance bound for the rate of convergence of Pearson's statistic (Corollary 4.2). The dependence on n is suboptimal, but Corollary 4.2 is the first Kolmogorov distance bound for Pearson's statistic that tends to zero if and only if np * → ∞.
The rest of the article is organised as follows. Section 2 gives new bounds for the derivatives of the solution of the gamma Stein equation. In Section 3, we demonstrate Stein's method for chi-square approximation by considering an example in which the random variables are independent and identically distributed. In particular, symmetry considerations can be used to obtain bounds of order n −1 . In Section 4, we obtain bounds for the distance between Pearson's statistic and its limiting chi-square distribution, one of which is of order n −1 for smooth test functions. A bound for the rate of convergence of Pearson's statistic in Kolmogorov distance appears as a corollary. Proofs of technical results are postponed to Section 5.
Stein's method for the gamma distribution
First we briefly review some of the existing literature of Stein's method for the gamma distribution. We shall need some of this theory to obtain our bounds for the derivatives of the solution of the gamma Stein equation.
The following characterisation of the gamma distribution (see [8] and [21] ) is the starting point for Stein's method for gamma approximation. The random variable X has the Γ(λ, r) distribution if and only if
for all twice differentiable functions f : R + → R which are such that the expectations E|Zf ′′ (Z)|, E|f ′ (Z)| and E|Zf ′ (Z)| are finite for Z ∼ Γ(r, λ). This characterisation leads to the Γ(r, λ) Stein equation (1.4).
It is straightforward to verify that
where p(x) = λ r Γ(r) x r−1 e −λx , solves the Γ(r, λ) Stein equation (see [33] , p. 59, Lemma 1). The representations (2.2) and (2.3) of the solution become difficult to work with if one is interested in bounding higher order derivatives. [21] used probabilistic arguments to obtain an alternative representation of the solution for which it was possible to write down a simple formula for derivatives of general order. From this formula for the k-th order derivative [21] deduced the bound (1.7), and [13] used this formula and some more involved calculations to obtain (1.8) (see also [28] ).
With the introductory results now stated, we turn our attention to deriving our order r −1 bound for the solution of Γ(r, λ) Stein equation. In proving our result we do not need to make use of either (2.2) or the formula in [21] for the solution; the bound follows from a simple application of (1.7) and the following lemma. 
Proof. First we show that, for bounded h,
From (1.4) and the triangle inequality,
Note that with p(x) = λ r Γ(r) x r−1 e −λx it holds for all t > 0 that (tp(t)) ′ = (r − λt)p(t). Hence, for 0 < x < λ r ,
With an analogous argument for the case x > λ r , using representation (2.3), the bound (2.7) follows, and with it inequality (2.4).
We now use (2.4) to prove inequality (2.5). The technique used to achieve this is similar to the proof of Proposition 4.2 of [10] (the technique has since been further developed in [11] ). The Γ(r, λ) Stein equation with a straightforward induction on k gives
Note that, since h ∈ C λ,k , it follows from (1.7) and (1.8) that f (k) (x) and f (k−1) (x) exist and are bounded, and consequently xf (k+2) (x) also exists and is bounded. Rearranging (2.8),
which we recognise as the Γ(r + k, λ) Stein equation with f replaced by
is bounded and has zero mean with respect to the Γ(r + k, λ) distribution. Indeed, for X ∼ Γ(r + k, λ),
by characterisation (2.1) of the Γ(r+k, λ) distribution, since the expectations E|Xf (k+2) (X)|, E|f (k+1) (X)| and E|Xf (k+1) (X)| are finite. Hence, it follows from (2.4) that
where the final inequality follows from (1.7).
Finally, we prove inequality (2.5). From (2.8),
and applying the triangle inequality gives
Inequality (2.6) now follows on bounding f (k) , f (k+1) and xf (k+2) (x) using inequalities (1.7), (1.8) and (2.5), respectively.
The following theorem follows easily from Lemma 2.1. 
Proof. From (2.8) it follows that
Using (1.7) to bound f (k−1) and using (2.5) to bound xf (k) (x) and xf (k+1) (x) gives the desired bound. In the case k = 2, we use (2.4) to bound xf (k) (x) . For the last assertion take r = 
(2.11) follows by noting that k − 1 ≥ 1.
Remark 2.2. The bound (2.10) of Theorem 2.1 is of order r −1 as r → ∞. This is indeed the optimal order, which can be seen as follows. Evaluating both sides of the Γ(r, λ) Stein equation at x = 0 gives
Also, evaluating both sides of equation (2.9) at x = 0 gives that
We therefore have that
which for a general test function h is of order r −1 . Repeating this procedure shows that the optimal order for f (k) is O(r −1 ) as r → ∞.
A squared central limit theorem
let X be a n × d matrix of i.i.d. random variables X ij with zero mean and unit variance. In this section, we use symmetry considerations to obtain a bound of order n −1 for the distance between the statistic
and its limiting χ 2 (d) distribution. To elucidate the proof, we firstly consider the case d = 1; the general d case follows easily as W d is a linear sum of W 1 . For ease of notation, set W ≡ W 1 and X i ≡ X i1 . Let C k b (R + ) denote the class of bounded functions h : R + → R for which h (k) exists and derivatives up to k-th order are bounded. Stein's method for the chi-square distribution yields the following result:
where χ 2 (1) h denotes the expectation of h(T ) for T ∼ χ 2 (1) and
Proof. The proof comes in two parts. The first part includes expansions and bounds, whereas the second part includes the symmetry argument.
Proof Part I: Expansions and bounding
that S (i) and X i are independent. Using the Stein equation for a χ 2 (1) random variable, we require a bound on the expression
The right-hand side of this equality can be recognised as the quantity to be bounded in the Stein equation for the standard normal distribution, with g ′ instead of g (see equation (1.1)). Thus, our problem is reduced from that of a χ 2 (1) to that of a normal.
As the X i are identically distributed,
Taylor expansion of g ′′ (S) and g ′ (S) about S (1) , using independence and that EX 1 = 0 and EX 2 1 = 1 gives
where
, and
for some θ 1 , θ 2 ∈ (0, 1). In order to bound these terms note that
so that
. In bounding R 1 , and throughout this proof, we shall use that, for θ ∈ (0, 1),
We begin by bounding R 1 ;
using that E(S (1) ) 2 = n−1 n < 1 and the inequality
n to obtain the last inequality. The bounding of R 2 is similar, with the modification that the order of the moments of X is increased by 2:
It remains to bound N . By Taylor expanding g (3) (S (1) ) about S,
for some θ 3 ∈ (0, 1). We bound R 3 similarly to R 1 and R 2 ,
It remains to show that
Here the symmetry argument enters. Proof Part II: Symmetry argument for optimal rate
We shall approach this problem using a form of normal approximation: since S ≈ N (0, 1), the O(n −1/2 ) central limit theorem convergence rate to the standard normal Stein equation can be applied with test functions g (3) . Using (1.1) the Stein equation with test function g (3) for a standard normal random variable is given by
, and so must then be the density of g (3) (Z) for Z standard normal, and hence must have zero mean, giving that Φg (3) = 0.
The following lemma gives bounds on the solution of this Stein equation; its proof is in Section 5.
Lemma 3.1. For the solution ψ of (3.6) we have that
Now, performing Taylor expansions as in the first part of the proof,
for some θ 4 , θ 5 ∈ (0, 1). Using (3.9) and E|X| ≤ 1 we obtain that
The last expression we bound with (3.5) to obtain
.
Similarly,
To conclude, we have shown that
and summing up these remainder terms gives
The β i can be simplified using that n ≥ 1 and 1 ≤ E|X| a ≤ E|X| b for 2 ≤ a ≤ b, as well as the inequalities E|X| 3 (EX 4 ) 3/4 ≤ E|X| 3 EX 4 ≤ E|X| 7 and (EX 4 ) 2 ≤ EX 8 , which follow from Hölder's inequality. Carrying out this simplification gives that
Finally, using inequality (2.11) to translate bounds on the derivatives of the solution f to bounds on the derivatives of the test function h completes the proof of Theorem 3.1.
Remark 3.2. Instead of using (2.10) to bound the derivatives of f we could have used (2.5), which would have reduced the moment requirements on X to sixth order and also weakened the conditions on the test function h, and would have resulted in the bound 
where the α i are as in the statement of Theorem 3.1.
Since g (n) (x+c) = g (n) (x) for any constant c, bound (3.2) from Theorem 3.1 can be used to bound the above expression, which yields (3.10).
Remark 3.4. The premise that the test function must be smooth is vital. Consider the following example in the univariate case with the single point test function h ≡ χ {0} . Let X i , i = 1, . . . , n = 2k, be random variables taking values in the set {−1, 1} with equal probability. Then EX i = 0, VarX i = 1 and
by Stirling's approximation. Furthermore, χ 2 (1) h = P(χ 2 (1) = 0) = 0, and hence the total variation distance between the distribution of W and the χ 2
(1) distribution is of order n −1/2 . It is an open question whether a bound of order n −1 in Wasserstein distance can be achieved.
Remark 3.5. The bound (3.
Application to Pearson's statistic
Now we tackle the Pearson chi-square goodness-of-fit test, introduced in 1900 in [26] . 
is asymptotically χ 2 (m−1) distributed. The aim of this section is to ascertain how fast W converges (in the sense of weak convergence) in terms of n, m and p 1 , . . . , p m . To date, the application of Stein's method to this problem has been fairly limited. To the best of our knowledge, the only work thus far on this topic are the unpublished papers [22] and [23] . The first of these papers [22] uses an exchangeable pair coupling to study the asymptotic properties of the statistic with a uniform null distribution using a smooth test function, and in it is derived a bound of order n −1/2 , but with an unmanageably large constant. In the second paper [23] , a bound (Theorem 1.3) of [16] for the multidimensional central limit theorem is used to derived a bound, in the Kolmogorov distance, on Pearson's statistic with general null distribution:
where Y m−1 ∼ χ 2 (m−1) and p * = min 1≤i≤m p i . The dependence on m in this bound can actually be improved by using Theorem 1.1 of [3] in place of Theorem 1.3 of [16] , which yields the upper bound 400m 1/4 p −3/2 * n −1/2 .
An explicit O(n −1/2 ) bound for the distance between Pearson's statistic and its limiting chi-square distribution is given by (4.2). However, this rate is not optimal. [37] used Edgeworth expansions to show that
and this was improved, for m ≥ 6, by [17] :
However, [37] and [17] do not give explicit upper bounds. It should also be noted that [36] and [1] have used Edgeworth expansions to study the rate of convergence of the more general power divergence family of statistics (see [7] ) constructed from the multinomial distribution of degree m (which includes Pearson's statistic, the log-likelihood ratio statistic and FreemanTukey statistics as special cases) to their χ 2 (m−1) limits. In this section, we obtain explicit bounds for the distributional distance between Pearson's statistic and its limiting chi-square distribution. We now present our bounds, starting with one of the main results of this paper: a Pearson chi-square weak convergence theorem for smooth test functions with a bound of order n −1 , which holds for all m ≥ 2. 
When the constants are large compared to n then the next result may give the smaller numerical bound.
Let p * = min 1≤i≤m p i ; using that
√ p * the next corollary is immediate from (4.3) and (4.4).
and, for h ∈ C 5 b (R + ),
Applying a basic technique for converting smooth test function bounds into Kolmogorov distance bounds, which can be found in [6] , p. 48, to bound (4.5) gives Kolmogorov distance bounds for the rate of convergence of Pearson's statistic. The standard proof is given in Section 5.
Remark 4.4. The assumption np * ≥ 1 is very mild (bounds (4.3) and (4.4) are uninformative otherwise) and is included for the sole purpose of simplifying calculations. Indeed, we do not claim that the numerical constants in our bounds are close to optimal. In order to simplify the calculations and obtain a compact final bound, we make a number of simple and rather crude approximations. We do, however, take care to ensure that these approximations do not affect the role of m, n and p 1 , . . . , p m in our final bounds.
Remark 4.5. For fixed m, bounds (4.5) and (4.6) depend on n and p * in the correct way, in the sense that they tend to zero if and only if np * → ∞. This is an established condition under which Pearson's statistic W converges to the χ 2 (m−1) distribution; see [18] . However, if we allow m to vary with n, then Theorem 4.3 shows that this is not a necessary condition; some cell probabilities may be of the order n −1 as long as m is large and the bound could still be small. To illustrate this point, assume that p 1 = n −1 and for j = 2, . . . , m, p j = Remark 4.6. Considering the situation where m → ∞ as n → ∞ more generally, [19] give an example of when this might occur in contingency table analysis by considering cross-classification of discrete variables. [35] showed that the null distribution of the Pearson statistic is asymptotically normal if np * → ∞ and m → ∞. Note that this result is consistent with the chi-square convergence result since the chi-square distribution converges to the normal as the degrees of freedom increase. An attractive property of bound (4.5) is that it does not involve m, meaning that it tends to zero if np * → ∞ and m → ∞. However, bound (4.6) does involve m and as a result tends to zero only if the stronger condition np * /m → ∞ holds. This, along with the very large numerical constants indicates a weakness in the bound; the price we pay for the faster n −1 convergence rate.
Remark 4.7. The Kolmogorov distance bound of Corollary 4.2 has a suboptimal dependence on n. This is perhaps to be expected, as the bound was derived by applying a fairly crude non-smooth test function approximation technique to the smooth test function bound (4.5). However, it is the first bound in the literature for the rate of convergence in Kolmogorov distance of Pearson's statistic that depends on n and p 1 , . . . , p m in the correct manner, in the sense that it tends to zero if and only if np * → ∞. In fact, to the best of our knowledge there does not exist bound in any metric for the rate of convergence of Pearson's statistic that depends on n and p 1 , . . . , p m in this manner.
This demonstrates the power of Stein's method, which allows us to use the multivariate normal Stein equation to effectively deal with the dependence structure of Pearson's statistic (see the proofs of Theorems 4.2 and 4.3). A direction for future research would be to use Stein's method, with an approach tailored to non-smooth test functions, to Pearson's statistic. With this approach it may be possible to obtain a bound which tends to zero if any only if np * → ∞ but with a better rate in n.
Let us now prove Theorem 4.2; the proof of Theorem 4.3 is much simpler and is given in Section 5.
Proof of Theorem 4.2. As was the case for the proof of Theorem 3.1, the proof comes in two parts. The first part includes expansions and bounds, and the second part includes the symmetry argument.
Proof Part I: Expansions and bounding
Let S j = 1 √ np j (U j − np j ), so that S j denotes the standardised cell counts, and notice that m j=1 √ p j S j = 0; also U j ∼ Bin(n, p j ) for each j. Now,
This is analogous to the already studied case of independent summands in a chi-square statistic. The key difference in this application is that the S j are not independent, although they can be constructed from independent indicators. Let I j (i) be the indicator that trial i results in classification in cell j, and letĨ j (i) = I j (i) − p j be its standardised version. Then it is clear that S j = 1 √ np j n i=1Ĩ j (i). To take advantage of the independence of the indicators I j (1), . . . , I j (n), we define S 
Proof. The equalities can be obtained by using the formulas for the first six moments of the Binomial distribution, which are given in [34] . To obtain the inequalities for the fourth and sixth moments, note that in the interval [0, 1] the functions g 1 (p) = 3(1 − p) 2 + (1 − p)|1 − 13p + 23p 2 | + p 2 and g 2 (p) = 15(1 − p) 3 + |P 1 (p)| + |P 2 (p)| + |P 3 (p)| take their maximum value at p = 0. The inequalities for the first, third and fifth absolute moments follow from applying Hölder's inequality to the inequalities for the second, fourth and sixth moments, respectively.
We shall take a similar approach to before, where we converted the χ 2 (1) Stein equation into the N (0, 1) Stein equation; this time, however, we shall convert to a multivariate normal, which has Stein equation (see, for example [15] ):
where Z ∼ MVN(0, Σ). In analogy with (1.3) we define the Stein operator
Since for S = (S 1 , . . . , S m ), the covariance matrix of S is Σ S = Σ U , where Σ U denotes the covariance matrix of U, it follows by a simple random sampling without replacement argument (see [30] , Section 7.3) that Σ S = (σ jk ), has entries
The following connection between the χ 2 (m−1) and MVN(0, Σ S ) Stein equations will be proven in Section 5. 
We wish to bound EA m−1 g(W ), which by Lemma 4.2 is equivalent to bounding EA MVN(0,Σ S ) g(S). As the indicators I j (1), I j (2), . . . , I j (n) are identically distributed, it follows that
We now Taylor expand and use the independence of S (1) and the I j (1) to
Here and throughout the proof ξ denotes a vector with m entries with j-th entry ξ j = S 
Note that the vector ξ in the above formula for R 2 is in general different from the ξ in the expression for R 1 , as was the case in the proof of Theorem 3.1. AsĨ
, since each trial leads to a unique classification, taking expectations gives 9) and so
and it remains to bound the terms N 1 , N 2 , R 1 and R 2 .
Before bounding these terms, we deal with N 2 . Taylor expanding
and
We can immediately bound R 1 , R 2 and R 3 to the desired order of O(n −1 ), but a more detailed calculation, involving symmetry arguments, is required to bound N 1 and N 3 to this order. We begin by bounding R 1 . Recalling that To obtain the desired O(n −1 ) rate for R 1 , we need to show that the two expectations given in (4.10) are O(1). This is somewhat involved, and is deferred until we have bounds of a similar form to (4.10) for R 2 and R 2 . The terms R 2 and R 3 cam be bounded using a similar approach,
Collecting the bounds for R 1 , R 2 and R 3 and then using that 0 < p j < 1, j = 1, . . . , m, to simplify the resulting bound gives
To bound the expectations on the right-hand side of (4.11), straightforward differentiation gives
and similar expressions hold for mixed partial derivatives. Hence, for any j, k, l, t,
(4.12) The following lemma is proved in Section 5. Some of the inequalities given in this lemma are only used in the proof of Theorem 4.3 but are collected here for completeness.
Using inequality (4.12), Lemma 4.3 and the triangle inequality, the expectations on the right-hand side of (4.11) can be bounded as follows;
Applying this bound gives the desired O(n −1 ) rate for the remainder terms R 1 , R 2 , R 3 :
Recalling that I j (i)I k (i) = 0 if j = k and (4.9),
By Taylor expanding in the usual manner,
We can bound R 4 by applying inequality (4.13):
For N 4 , by writing partial derivatives of g in terms of derivatives of f ,
Since m j=1
√ p j S j = 0, the final two sums in the above display equal
Proof Part II: Symmetry argument for optimal rate
To complete the proof, we show that the expectations ES j f ′′ (W ) and ES 3 j f (3) (W ) are of order n −1/2 , and we do so by applying symmetry arguments similar to those used in the proof of Theorem 3.1. We use a form of multivariate normal approximation, and base our approximation on the 15) where
and Z ∼ MVN(0, Σ S ). Due to the symmetry in the test functions h 1 and h 2 , so that as h i (s) =
Evaluating both sides of (4.15) at S and taking expectations gives
Now Taylor expand in a similar manner to before to obtain
Bounding R 5,i and R 6,i is now almost routine:
Combining these bounds and then using that p j < 1 gives On applying Lemmas 4.3 and 4.4, we now have
Substituting into (4.16),
and, by a similar calculation,
where we rounded the constants up to the nearest integer. Finally, we substitute these inequalities into (4.14) to bound N 4 :
In conclusion,
To arrive at (4.3), we sum up these remainders and use the inequality
) 2 to simplify the bound. Finally, we use (2.11) to translate bounds on the derivatives of the solution f to bounds on the derivatives of the test function h, which completes the proof of Theorem 4.2. 
Further proofs
Similarly, for w < 0
proving the first bound. The second bound uses (3.6) to obtain
and the bound then follows directly with (3.7) and (5.1). For the last bound differentiate (3.6) to get
and combine (3.7), (3.8) and (3.4).
Proof of Lemma 4.2.
The derivatives of g are
Note that we can write the multivariate normal Stein equation (4.7) as
Similarly, since
Lastly,
Putting all the above together gives that
as required.
Proof of Lemma 4.3 . Suppose firstly that j = k. As S
(1) j and I j (1) are independent, we have
(1)
where we used that 0 < θ j < 1 and np j ≥ 1 to obtain the first inequality. Similarly,
and j . Also,
When j = k, it is clear that the same bounds still hold, as I j (1)I k (1) = 0.
Proof of Lemma 4.4.
Since the covariance-matrix Σ S is non-negative definite, the solution of the Stein equation (4.15) is well-defined and is given by (see [24] ):
By dominated convergence,
and so
We now obtain bounds for the third order partial derivatives of h 1 and h 2 . By straightforward differentiation,
where δ jj = 1 and δ jk = 0 if j = k. We can bound these partial derivatives by using the inequalities δ jk ≤ 1 and
Doing so yields the bounds We now use the inequality for the third order partial derivative of h 2 (s) to bound the third order partial derivatives of ψ 2 (s). The random vector Z ∼ MVN(0, Σ S ) can be written as (Z 1 , . . . , Z m ), where
On applying the inequality |a 1 +a 2 | r ≤ 2 r−1 (|a 1 | r + |a 2 | r ), where r ≥ 1, we have To obtain the last inequality, we used that EZ 2 j = 1 − p j < 1, EZ 4 j = 3(1 − p j ) 2 < 3 and EZ 6 j = 15(1 − p j ) 3 < 15, j = 1, . . . , m, and the formulas To complete the proof, we require bounds on the expectations on the right-hand side of (5.2). Now recall that g(s) = To bound the expectations, we also use the inequalities E|I j (1)ξ k | < 2p j and E|I j (1)ξ 3 k | < 14p j , j, k = 1, . . . , m from Lemma 4.3. Using (5.3) and these inequalities yields E I j (1) ∂ 3 g ∂s j ∂s k ∂s l (ξ) ≤ 3 · 2p j f ′′ + 2 · 14p j f (3) = 2p j {3 f ′′ + 14 f Bounds for m = 2, m = 3 and m ≥ 4 now follow on substituting inequality (5.6) into (5.5) and choosing an appropriate α. For m = 2, we take α = 52.75n −1/5 ; for m = 3, we choose α = 25.27n −1/6 ; and α = 30.58(m − 3) 1/6 n −1/6 is taken when m ≥ 4. We can obtain a lower bound similarly, which is the negative of the upper bound. The proof is now complete.
