This yaperyreseiits a unified approach 10 analyzing patrems of reconjiguration in dataflow graphs. The approach is bused on hierarchical decoinposition of the structure and execution of a datajow model. In general, reconfiguration of any parr of the sysfem might occur at anypoint during the execution of a model. Howevel; arbitraly recoltfiguration must often be resiricted, given the comtrainrs of particular datafrow models of coinputatioii or modeling constructs. For iiisiance, the reconjguration of parameters that i$uence dorajlow scheduling or soundness of data type checking miist be more heavily restricred. The paperfirst presents an nbstracl inathematical model ihut is suflcient io represent rhe recon$gurarion of many qpas of damjlow graphs. Using this model, a behavioral type theory is developed that bounds the points in the execution of a model when individual poranieters can be reconJgured. This theory can be used io efficiently check semantic consrrairtts on reconjiguration, enabling the safe use of parameter reconfiguration at all levels of hierarchy.
Introduction
Dataflow models of computation IS, 10, 161 have been used to represent a wide variety of computing systems, such as signal processing algorithms [ 1 XI, distributed computing workflows [21, 171, and embedded processing architectures 112, 201. In a dataflow model, a computation is decomposed into components (called aciors) that communicate by sending data values (called rokeelu) through ports. Ports are connected to other ports by communication chnnnels that mediate the passage of tokens. Actors are not allowed to share state, so the only way for them to communicate is by exchanging tokens. Typically a channel is a queue that connects a single sending actor to a single receiving actor.
These models are appealing since they closely match a designer's conceptualization of a system as a block diagram. The behavior of an actor can also be specified using another dataflow model, allowing high-level models to be refined into arbitrarily detailed ones. A hierarchically refined actor will be referred to as a composite actor when necessary.
Dataflow models of computation are also appealing because they offer opportunities for efficient implementation. Because actors only communicate through ports and do not share state, the parallelism of a system is completely exposed in the model and concurrent execution can be more easily understood. Additionally, under certain constraints, many dataflow models can be statically scheduled to run in bounded memory, which is criticaI for embedded system implementation. For instance, the synchronous dataflow model of computation [15, 41 breaks the execution of actors into a (possibly infinite) number offirings and requires that the number of tokens produced and consumed on each channel by an actor is fixed and known at scheduling time. Under these conditions, a finite schedule of actor firings can often be found such that the schedule can be executed an infinite number of times while using only a finite amount of memory for communication.
The communication interface consisting of an actor's ports also allows actors to be developed independently and provided as reusable library elements. Reusable library act o r~ are commonly associated with acmr parameters that alter the behavior of the actor. For instance, an actor representing a finite-impulse response (FIR) filter might have a parameter that determines the filter taps. The same actor might also provide multi-rate capabilities for efficient upsampling and downsampling, with corresponding parameters to determine the number of tokens produced and consumed during each execution of the filter. At design time, parameters help keep the size of actor libraries manageable and allow models to be quickly modified or tuned for performance. At run time, actor parameters allow for dynamic reconfiguration of actors (and models) while a model is running.
There are many signal processing applications that can make use of dynamically reconfigured dataflow models. For instance, a communication system with adaptive echo cancellation can be modeled using dynamic reconfiguration of a parameterized filter. At a coarser level of granularity, the communication system might operate in two modes, a training mode and a communication mode. In the training mode, the system communicates a predetermined bit sequence and estimates the characteristics of the channel. These characteristics are used in the communication mode to improve the bit-error performance of the modem, The transition of training mode to communication mode can be modeled as system reconfiguration.
However, it is important to notice that in a synchronous dataflow model not all actor parameters can be reconfigwed at run time. In particular, parameters that determine the number of tokens produced and consumed cannot be arbitrarily reconfigured without invalidating the static schedule.
In the case of the multi-rate FIR filter mentioned previously, the parameter that determines the filter taps can be changed during execution without changing the number of tokens produced and consumed by the filter. On the other hand, the parameters that determine the upsampling and downsampling factors cannot be changed without concern for the validity of the schedule. This distinction represents a significant chaiIenge to the uniform representation of reconfiguration in design tools.
T h i s paper presents severa1 modeIing syntaxes for representing reconfiguration of parameters and a generic, hierarchical model of parameters and reconfiguration consistent with those syntaxes. The model allows parameter values to change at constrained points in the execution of the hierarchical model. These points, called qiiiescenr pobrs, are associated with actors in the hierarchical model, called change conrexts, and are stmctured according to the hierarchical execution of the dataflow model. The Zeus! change coniexr of a parameter determines a bound on how frequently the parameter is reconfigured. This bound can be used to simply express and efficienriy check constraints on the reconfiguration of individual parameters. In particular, we describe how the least change context can be used to check constraints for generating parameterized synchronous dataflow schedules in a purely hierarchical framework [2] .
Reconfiguration and Dataflow Scheduling
A synchronous dataflow model is a dataflow model where the token rate of each port is known a priori. In many cases, the token rate of a port depends on the value of actor parameters that do not change during the execution of the model. The token rates are used to pre-compute a fi- nite sequence of actor firings that can be executed forever in bounded memory. This sequence is called a staric execution schedule. By compiling this execution schedule into runtime code, efficient embedded software can be synthesized from synchronous dataflow graphs. A graphical representation of a hierarchical synchronous dataflow model is shown in Figure I .
Strictly speaking, reconfiguration in a synchronous
dataflow model must not affect the token rate of each port. Without this restriction reconfiguration might violate the properties of the static schedule, possibly causing deadlock or memory overflow. For instance, the model in Figure 1 depicts a pair of sample rate conversion filters that interface to an audio input device and an audio output device. The FIR filter actors in this model must be reconfigured to match hardware devices with different rates. This reconfiguration includes not only the filter taps, but also the decimation and interpolation factors of the filters that determine the number of tokens each actor produces and consumes. To allow reconfiguration of token rates, many extensions to the basic synchronous dataff ow mode1 have been proposed.
One approach to allowing reconfiguration of token rates involves the use of less constrained dataflow models that allow for rate parameters to change. For instance, the boolean-controlled dataflow model [6, 51 allows the rates of actors to change in response to external control inputs. Different combinations of control inputs effectively represent different 'states' of reconfiguration. However, from a designer's perspective interpreting combinations of control inputs as implicit configuration state is rather difficult. Additionally, the relaxation of dataflow constraints makes static scheduling undecidable, although algorithms exist for computing static schedules in most practical cases.
Another approach to reconfiguration is to explicitly represent each configuration state as the state of an extended finite state machine or modal model, as in the *-charts model [9, 141, the FunState model [20] , and the Stream-Based Functions model [ 131. Each state of the finite state machine contains a dataff ow model that is acfive in that particular state. Essentially, the active dataflow model replaces the finite state machine until the state machine makes a state transition. This approach is also practically Iimited by the number of configuration states that a designer can specify explicitly. Although static scheduling for these models is generally undecidable, scheduling properties such as deadlock freedom can be preserved. For instance, the heterochronous dataflow model only allows reconfiguration between executions of the toplevel schedule and can guarantee deadlock freedom [9] . If the number of configurations states is known beforehand then every possible schedule can be statically computed, although in practice the number of static schedules i s often very large, In such cases, it is sometimes preferable to compute execution schedules "on-the-fly" as token rates change even if static schedules could theoretically be computed.
A third approach to allowing reconfiguration of token rates is to provide syntactic mechanisms for mn-time modification of parameter values, a~ in the parameterized dataflow model [23. The parameterized dataflow model distinguishes certain portions of a dataflow model as "initialization" graphs, which are capable of modifying the parameter values of the main part of the dataffow graph. In many cases, static scheduling [l] can still be performed by representing token rates symbolica~l y and generating a symbolic or quasi-sraric schedule. A quasi-static schedule contains conditional or iterative constructs that cannot be determined statically at design time. Although the execution of this schedule depends on token rates that might change at run-time, the schedule is statically determined and can be compiled into eficient executable software. The key scheduling constraint is that actors in a parameterized synchronous dataflow model must be locally synchronous [3]. The iocal synchrony condition requires that although actor token rates may change, they are constant over the execution of a parameterized schedule. Fundamentally, the parameterized dataflow approach extends the heterochronous dataflow model to allow limited reconfiguration at all levels of hierarchy and feasible static scheduling.
Hierarchical Reconfiguration
In this paper, we will consider the semantic constraints on reconfiguration, without focusing on the Iargely syntactic differences in the above approaches, Our semantic basis for describing reconfiguration is the notion of guiescent points in the execution of a model, which occur after the firing of any actor. This section presents several modeling syntaxes for generically representing reconfiguration in hierarchica1 dataflow models. Each of these hierarchical syntaxes is essentially equivalent with respect to quiescent points and is independent of particular dataflow model of computation. In order to guarantee that each reconfiguration does not occur at quiescent points that violate dataffow constraints, such as local synchrony, we will rely on analysis of reconfiguration as described in Section 6.
The first syntax we present is based on an extended version of a modal model where the action associated with a finite state machine transition can set the value of actor parameters. During each firing of a modal model, the dataflow model associated with the active state is fired once and it communicates directly with the extemal ports of the modal model. After the active dataflow model is fired, the guard of each transition originating in the active state is evaluated.
If exactly one guard.is true, then that transition is taken and the destination state of the transition will be active in the next firing. If no guard is true, then the active state will remain active in the next firing. If multiple guards are true, then either the mode1 is considered incorrect or one of the transitions can be chosen non-deterministically. If a transition is taken then the action of the transition is performed, possibly resulting in reconfiguration of a model parameter at the quiescent point after the firing. An example model is shown in Figure 2 and a plot from running the model in Figure 3 .
The second syntax ties reconfiguration to dataflow in a model. Reconfiguration in this model is represented by recoi$guration pans, a special form of dataflow input port. An example of this syntax is shown in Figure 4 . Each reconfiguration port is bound to a parameter of its actor and tokens received through the port reconfigure the parameter.
More specifically, a firing of an actor with reconfiguration ports is composed of two distinct sub-firings separated by an internal quiescent state. During the first sub-firing the actor consumes a single input token only from reconfiguration ports. The input tokens determine the reconfiguration applied during the internal quiescent state. During the second sub-firing input tokens are consumed from normal dataflow input ports, computatjon is performed, and any outputs are produced. For a composite actor, contained actors are not fired during the first sub-firing and the associated dataflow model is executed onIy during the second sub-firing. Reconfiguration ports exist in many dynamically-scheduled dataflow environments, such as AVSExpress (Advanced Visual Systems, Inc.). A third syntax represents reconfiguration using a special actor, the setparameter actor. This actor has a single input port and i s bound to a parameter of the containing model. The actor consumes a single token during each firing of the setparameter actor and the bound parameter is reconfigured during the quiescent point after the firing.
Although the setparameter actor might appear similar to a reconfiguration port, it allows for a parameter to be more frequently reconfigured, since the setparamet er actor might fire more than once in the execution schedule of its contained model. The result is that it is often easier for a designer to violate dataflow scheduling constraints using the setparameter actor than with the other two syntaxes.
It is important to notice that each of these syntaxes is constrained in the set of parameters that can possibly be reconfigured. In the case of the model model, only parameters referenced in state transitions can be reconfigured by the modal model. Reconfiguration ports and the setparameter actor are bound to a single parameter, and the binding cannot change at run-time. This restriction is crucial to the useful application of the reconfiguration analysis proposed in Section 6. 
Parameterization Model
In this section, we present an abstract mathematical model for hierarchical dataflow models of computation with parameterization and reconfiguration. This model allows reconfiguration at all levels of the hierarchy, but does not bind reconfiguration to specific syntactic constructs. The model uniformly represents static schedules, quasi-static schedules, token rates, and user-level configuration options as actor paramerers. The model explicitly represents the dependencies between parameters. These dependencies may arise from a variety of sources, such as an expression in a design environment that expresses the value of parameter in terms of another, a declaration of token rates in a library actor, or a scheduler that synthesizes a schedule and corresponding token rates for the external ports of a model. A hierarchical recon$guraiion model is represented by a finite tree of actors, called the contuinmerat tree, Leaf elements of the tree are primitive, or atomic actors, and nonleaf elements are called composire actors. The root of the containment tree is the roplevef composite actor. The behavior of a composite actor is given by a dataflow model consisting of the actors that are its direct children in the tree. The dataflow model associated with each composite actor is assumed to reference exfemal ports that communicate with the dataflow model that contains the composite actor. The composite actor at the root of the containment tree contains no external ports. We say that the all actors in a subtree are contailled by the root of the subtree. SimilarIy, a composite actor conruins all actors in the subtree rooted by the composite actor, including itself.
Formally, the set of actors in a model is A. We write c I , a if the composite actor c contains a. The relation k G A x A is a transitive, reflexive, antisymmetric partial order and (A, E) is a tree. A fundamental property of the containment tree is that the set of actors that contain a particular actor in the tree form a chain. Or, more formally, Vc E A the set In practical models, the values of parameters are often dependent on one another, This dependence might be specified explicitly in the construction of a model, e.g., one parameter is given as an expression of another, or implicitly, e.g., a dataflow scheduler synthesizes some parameter values. We generally ignore these differences and take a denotational approach to describing constraints that parameter values must satisfy. We write that the value of a parameter p depends on a finite, indexed set of parameters For mathematical convenience, we define . r ) P x P to be the dependence relation between parameters. The dependence relation is the least transitive relation between parameters, such that Vx E domainP,sp. In order for a model to be well-defined, we require that the dependence relation is not reflexive (i.e., Vx E P,z ++ E). The set of parameters that are transitively modified by a parameter p will be written = (5 E P , p y-) z}, and for a set of parameters P, P = U $. Generally speaking, a design tool P E P will determine the values of parameters in the set based on the value of a parameter p.
-r)
Reconfiguration Semantics
This section describes an abstract semantics for hierarchical reconfiguration models. The semantics is defined incompletely in order to encompass various dataflow models, scheduling techniques, and heterogeneous compositions of different models. Primarily, the dataflow model associated with each composite actor in the model is assumed to be reactive and hierarchically composed. Reactivity requires that the behavior of each actor consists of a totally ordered sequence of firings. During the firing of an actor, it may send and receive data from communication channels and perform computation. Between firings, an actor is quiescent and cannot communicate or perform computation. Hierarchical composition requires that each actor firing is encompassed by a single firing of its container. Quivalently, hierarchical composition requires that when a composite actor is quiescent, all actors deeply contained by the composite actor are also quiescent.
Formally, we write the set of a11 quiescent points of actor a during an execution of a model as Qa where c a ==+ Q" 2 Qa. The set Q = U &" is the set of all quiescent points of all actors. The precedence relation is a transitive, reflexive, antisymmetric partial order Q x Q that gives a time-ordering of quiescent points, The precedence relation is constrained such that the quiescent points &" of an actor a are totally ordered by 5. If q1 5 q2 then the quiescent point g1 always occurs before qz. If q1 $ qz and q2 $ q1 then there is freedom in the execution of q1 and 42, possibly allowing for concurrent execution. An illustration of quiescent points is shown in Figure 5 .
In addition to constraining the dataflow behavior of a model, quiescent points in the execution also form points where reconfiguration is allowed to occur. At each quiescent point q in the execution of a model, a set of indepen- 
a E A Theorem 2. p is conslant overfirings of c and c [> a implies p is constant overjirings of a .
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Change Contexts
In general, it is undecidable to determine if a parameter is constant or constant over firings of an actor on any particular execution since the set Q is infinite and R(q) for q E Q might depend on data given to a mode1 onIy at runtime. However, approximating over all the possible behaviors results in a simple and intuitive approximation can be decidably checked. When combined with suitably formulated safety requirements on reconfiguration, these approximations form a behavioral type theory for reconfiguration.
In order to statically analyze the reconfiguration of a model, we will concentrate on approximately analyzing all possible reconfigurations of a model during any execution of a mode1. To begin with, we assume that the reconfiguratian model includes a set R" & P for every actor a. The set R" is the smallest set that contains all independent parameters that may be modified when actor a is quiescent. During all executions of the model, Vu E A,Vq E Q", R(q) G R ' , and R(q) Ra. For convenience, we say that an actor a is a change comexr for all parameters in Ra, and that a parameter is inherently constant (or inherently constant over actor firings) if its change contexts satisfy certain constraints. Intuitively, a parameter is inherently constant (over actor firings) if it is constant (over actor firings) during all executions of the model. automatically check whether a parameter is inherently constant or inherently constant over the firings of an actor. For instance, a direct implementation of the above definitions might compute the set Ra for each actor and check the constraint for each parameter. bnfortunately, in large hierarchical models the toplevel parameters often have many dependent parameters deep in the hierarchy and a direct implementation performs significant redundant computation by computing R" independently. A more efficient algorithm could compute R" simultaneously for each actor, iteratively updating each set. However, in large models, the memory usage of this technique becomes large, since all of the sets must be stored in memory at the same time.
The rest of this section presents an approximate and efficient algorithm that can verify whether parameters in a model are constant. The intuition behind this algorithm is that the set (a E A : a P+ p ) of nA, of a set is the unique element that is a lower bound for the set (Le., is less than every element in tbe set), and also greater than every other lower bound [7] . We note that the greatest lower bound of a subset of A does not necessarily exist. In order to guarantee that the approximation always exists, the algorithm computes the greatest lower bound in an artificially constructed ordered set AI. This set contains a special element I to represent the case when the greatest Iower bound does not exist, and a special element T to represent the greatest lower bound of an empty set.
Formally, the set A I is defined to be A U (T, I ] where T and I are artificial elements not in A. The ordering relation E I G A I x A I is defined to be the transitive, reflexive, antisymmetric ordering relation where Va E A,Vb E A , a 6 a bandVa E A1,T a P I 1 .
With this construction, (AI, E: ) is a Zartics C71. A basic property of a lattice is that every set of elements A in the lattice has a greatest lower bound in the lattice. An example of a resulting lattice is shown in Figure 6 .
We define the function 1. J : P -+ A I as shown in Def- Approximate approaches to static analysis must always balance usefulness with utility and avoid discarding interesting information about behavior. One source of approximation in our theory arises from the inherently constant property, which requires that reconfiguration of a parameter not occur during any behavior of the model. While it is possible to construct models that specify reconfiguration that does not actually occur, such as a modal model where the guards of transitions are always false, we accept that such models might be reflected by our approach. A second source of approximation arises from the least change context approximation to the set of change contexts. Theorem 7 shows that for interesting inherently constant constraints, such as the local synchrony constraint far parameterized synchronous dataflow scheduling, the least change context approximation does not discard information.
Based on the structure of a model, we notice that the least change context of a parameter must satisfy two simple constraints over the lattice (AI, .I>. The first constraint (Theorem 8) requires that the least change context of a parameter p cannot be any higher in the hierarchy than the least change context of a parameter that p depends on. The second constraint (Theorem 9) requires that if a parameter is reconfigured by an actor, then the actor must contain the least change context of the parameter. In fact, these constraints will he satisfied by not only the least change context but also any lower bound on the set of change contexts. Using the greatest lower hound, however, gives the most information about the set of change contexts for a parameter. By using these constraints, the least change context of a parameter can be computed without direct compufufion ofrke set of change confurs for each parameter. One algorithm for computing the solution is known to be linear time in the number of constraints [ 191. The algorithm computes L. 1 by beginning with an initial guess where Vp E P, b] = T.
The initial guess is updated according to each constraint until all the constraints are satisfied. (PSK) signal to determine the carrier frequency, baud rate, and number of phase shifts of the signal. The model is a heterogeneous composition of synchronous dataflow models and parameterized synchronous dataflow models. The submodels are composed hierarchically in a Kahn-MucQuaen process nework [l 1, 161. Each actor in the process network acquires an operating system thread and communicates with other other components through dynamically resized queues. Actor threads block until communication queues have enough data.
The Demodulate and BaudRateEstimator actors are implemented by synchronous dataflow models that process 20rder input samples and compute estimates of the carrier frequency and symbol rate of the input signal. Additionally, the Demodulate block synthesizes a carrier signal of the appropriate frequency and outputs a baseband version of the input signal. The Resampler actor samples the baseband signal at the estimated baudrate, and outputs a data-dependent number of complex samples. The PhaseStatesEstimator processes theresampleddata to estimate the number of different phases used in the PSK transmission.
A hierarchical process network implementing the PhaseStatesEstimator is shown in detail in Figure   , 7. This model relies on the ComputeHistogram actor, which computes an array representing a histogram of input data. The number of samples used to compute the histogram is specified as an actor parameter bound to the inputcount reconfiguration port. The model is constructed so that the histogram computes a histogram of all the resampled data. Overall, the data-dependent nature of the resampling operation prevents the entire model from being statically scheduled, since the number of resampled data tokens is not available to a scheduler. However, in order to avoid a large number of operating system threads, we would prefer a statically or quasi-static schedule for the PhaseStatesEstimator. An attempt to apply a synchronous dataflow scheduling model results in reconfiguration constraints that cannot be satisfied in the model, since the parameter that determines the number of tokens consumed by the histogram is reconfigwed. Attempting to use a parameterized synchronous dataflow scheduling model also fails, since the least change context of a parameter representing the schedule would be the ComputeHistogram. This least change context implies that the schedule is constant over firings of ComputeHistogram but not constant over firings of PhaseStatesEstimator, as required. An attempt to construct such a model results in a reconfiguration type error.
One design solution is to modify the model as shown in Figure 8 . In this model, reconfiguration has been moved up one level in the model, resulting in reconfiguration just before the PhaseStatesEstimator is fired. The value of the inputcount parameter is equal to value of the c o u n t parameter, which is reconfigured by a reconfiguration port. In this model, the schedule depends on the number of tokens consumed each firing by the input port of the ComputeHistogram actor, which is determined by its inputcount parameter. As a result, the schedule is constant over firings of the PhaseStatesEstimator, satisfying the local synchrony constraint for parameterized synchronous dataflow schedules.
Conclusion
In this paper, we have presented a model of parameterization and reconfiguration for hierarchical dataflow models.
The model assumes that reconfiguration of parameters occurs at quiescent points in the hierarchical execution of the model. The quiescent points at which a parameter is reconfigured are restricted by showing that the parameter is inherently constant over the firings of an actor in the model. Restrictions on reconfiguration are often necessary in order to ensure that semantic constraints of the model, such as the local synchrony constraint for parameterized synchronous dataflow scheduling, are satisfied.
In order to analyze the reconfiguration of a model and ensure semantic constraints are satisfied, we have presented a behavioral type theory that analyzes reconfiguration, The theory analyzes the change contexts in a model that perform reconfiguration and relies on two abstractions of the behavior of the model. Firstly, the theory analyzes the behavior of the model based on all possible executions of a model. If invalid reconfiguration might occur during any execution of the model, the theory assumes that the model is invalid. Secondly, the theory approximates the set of change contexts for a parameter by the least change context. The least change context approximation allows for efficient type checking, but might result in no information about reconfiguration. We show, however, that the least change context approximation is sufficient to check interesting semantic constraints.
