We prove some basic inequalities relating the Gagliardo-Nirenberg seminorms of a symmetric function u on R n and of its perturbation uϕ µ , where ϕ µ is a suitably chosen eigenfunction of the Laplace-Beltrami operator on the sphere S n−1 , thus providing a technical but rather powerful tool to detect symmetry breaking and multiplicity phenomena in variational equations driven by the fractional Laplace operator. A concrete application to a problem related to the fractional Caffarelli-Kohn-Nirenberg inequality is given.
Introduction
Let ϕ µ be an eigenfunction of the Laplace-Beltrami operator on the sphere S n−1 , n ≥ 2, relative to the positive eigenvalue µ and normalized by the condition S n−1 ϕ 2 µ dσ = 1.
(1.1) Take a "good" radial function u on R n . We break the symmetry of u by defining, via polar coordinates, (uϕ µ )(rσ) = u(r)ϕ µ (σ). The function uϕ µ has the same L 2 norm as u and it is orthogonal to u in L 2 . A popular and efficient technique to detect symmetry breaking and multiplicity results for a large class of variational problems is based on the comparison between the energies of u and uϕ µ . We cite for instance [26, 13] , where the trivial equalitŷ
is crucially used to tackle certain problems driven by the Laplace operator −∆. We cite also [23, 27, 17, 18, 5, 24] , where the p-Laplacian or more general second order, possibly degenerate operators in divergence form are considered, and [1, 4] , that deal with fourthorder variational equations.
In dealing with variational problems involving the Dirichlet Laplacian (−∆) s , 0 < s < 1, a simple and powerful identity comparable with (1.2) is hopeless. However, as a corollary of the more general Lemma 3.1 in Section 3, we obtain the existence of a positive constant c µ , not depending on u, such that
Besides its impact on the study of fractional differential equations, inequality (1.3) might have an independent interest. For instance, it is strongly related to Bochner's relations and to the results in [10, 14] . Inequality (1.3) and its generalizations below provide quite useful technical tools. In order to illustrate their applications in concrete problems we take as model the fractional Hardy-Sobolev inequalitŷ Inequality (1.4) is clearly related to the fractional Hardy and Sobolev inequalities,
where 2 * s = 2n n−2s is the critical Sobolev exponent. The explicit values of the Hardy constant H s and of the Sobolev constant S 2 * s have been computed in [15] , [6] , respectively.
From now on, we take exponents q, b satisfying
By using Hölder's interpolation, it is easy to see that (1.4) holds with a positive best constant S λ q provided that λ > −H s . Under these assumptions, nowadays standard arguments give the existence of an extremal for the noncompact minimization problem Up to a Lagrange multiplier, any extremal u λ for S λ q is nonnegative and solves (1.5) in the weak sense. By Theorem 1.1 and Lemma 4.2 in Section 4, we have that for λ large enough, problem (1.5) has in fact two distinct nonnegative solutions: the ground state solution u λ , which is not radial, and a radial one, that minimizes J λ (u) on the space of radial functions.
The exploitation of different symmetries and Lemma 3.1 lead to the next multiplicity results. Theorem 1.2 Let n ≥ 2 be even. For any integer h ≥ 1, there exists λ h > 0 such that for λ > λ h , problem (1.5) has at least h nonnegative solutions, that are distinct modulo rotations of R n . Theorem 1.3 Let n ≥ 3 be odd. Then for λ large enough problem (1.5) has N (n) ≥ 4 nonnegative solutions, that are distinct modulo rotations of R n .
Let us conclude this introduction by pointing out few facts. If λ ∈ (−H s , 0], then any nonnegative solution to (1.5) is radially symmetric about the origin; for the proof, notice that b > 0 and adapt the moving plane argument in [7] . In particular, any extremal for S λ q is radially symmetric if λ ≤ 0 (the last statement can be also proved by the Schwarz symmetrization, see, e.g., [16, Theorem 2.31 and Sec. II.2]).
By Theorem 1.1, there exists an optimal parameter λ = λ(n, s, q) ≥ 0 such that symmetry breaking occurs whenever λ > λ. In the local case s = 1, symmetry breaking has been firstly pointed out in [3] . 1 Nowadays the picture is complete, thanks to the results in [11, 9, 8] , one gets that λ = 4(n−1) q 2 −4 . In the nonlocal case we cannot prove even whether the set of λ providing the symmetry breaking is connected, nor we have any conjecture about the value of λ. By exploiting our proof and thanks to Remark 2.2, one can find rough upper bounds on λ in case n ≥ 4, or n = 3 and 0 < s ≤ 1 2 . The paper is organized as follows. In the next two sections we prove some crucial inequalities, including (1.3). The main tools are the Caffarelli-Silvestre extension technique [2] and the results in [22] . Section 4 contains the main variational tools and a criterion to distinguish solutions to (1.5) enjoing different symmetry properties, see the Basic Lemma 4.5. The proofs of the main Theorems are collected in Section 5. 
for q ∈ (2, 2 * s ) and R large. See however [28] , where a different argument is used.
Preliminaries
The fractional Laplacian (−∆) s in R n , n ≥ 2, is formally defined by
Thanks to the Sobolev inequality, the space
naturally inherits a Hilbertian structure from the scalar product
From now on, we will always use the shorter notation D s instead of D s (R n ).
In the breakthrough paper [2] , Caffarelli and Silvestre investigated the relations between the nonlocal operator (−∆) s in R n ∋ x and the pointwise defined differential operator −div(y 1−2s ∇) in R n+1 + ≡ R n × (0, ∞) ∋ (x, y). It turns out that any function w in the space
has a trace on the boundary of R n+1
.
The Caffarelli-Silvestre extension w u of a function u ∈ D s is the unique solution to the convex minimization problem in (2.1), hence it satisfies
Recall that the Hardy type inequality
holds with a sharp and not achieved constant, see [20, Section 2] . In particular, W s inherits a natural Hilbert space structure and the map u → w u is an isometry, up to the constant C s . In the next lemma we provide a crucial relation between the Hardy integrals of u ∈ D s and of its extension w u ∈ W s .
where the positive constant γ does not depend on u.
Proof. By [22, Theorem 1] there exists a constantĉ > 0, possibly depending on n, s but not on u, such thatR 
We conjecture that (2.5) holds with a sharp constant, at least for n ≥ 3. The lowest dimensional case n = 2 looks more obscure. Finally, it would be of interest to investigate whether (2.3) holds in case n = 1, s ∈ (0, 1 2 ).
Perturbing symmetric functions
Let n = km with k ≥ 2, m ≥ 1, and write R n as the Cartesian product of m copies of R k . It is convenient to denote by R k j the j-th copy of R k , so that
In the next crucial lemma we take a proper closed subgroup G k of O(k) and an eigenfunction φ for the Laplace-Beltrami operator on
To shorten notation we put
belongs to D s and satisfieŝ
4)
where q ∈ [2, 2 * s ], b = n q − n 2 + s and the constant c µ does not depend on u.
Proof. We start by pointing out the orthogonality relation
that holds for functions V, f j , g h , each of them satisfying suitable summability assumptions and being radially symmetric in each variable x j , j = 1, . . . , m. To prove (3.5) we first notice that
so that (3.5) follows by taking the sum for j = 1, . . . m.
We are now in position to prove the lemma. The first equality in (3.3) is immediate, because for any index j = 1, . . . , m the function φ j = φ(σ j ) has null mean on S k−1 j , while |x j | −bq−1 |u| q |x j | is radially symmetric in the variable x j ∈ R k j . The second equality in (3.3) follows from (3.5) . In fact, j |x j | 2 = |x| 2 and thuŝ
Next, let w u = w u (x, y) be the Caffarelli-Silvestre extension of u. Since w u is uniquely determined as the solution of a convex minimization problem, then clearly w u (x, y) = w u (|x 1 |, . . . , |x m |, y) for any y > 0.
We introduce the following extension w of u,
From now on we simply write w instead of w u . It is also convenient to put
We claim that
To prove (3.6) we use (3.5), (2.4) and notice that j f 2 j = |ζ| −2 |x| 2 ≤ 1 to get
Since (3.8) and the Lebesgue dominated convergence theorem give
(the summable majorant is |u| 2 |x| 2s ), we can integrate by parts on R n+1
To go further we compute
Since m j=1
we readily obtain (3.6). By Lemma 2.1, inequality (3.6) gives w ∈ W s , thus u = w( · , 0) ∈ D s . To conclude the proof, we compare the left-hand side of (3.6) with (2.1) (with u instead of u) and (2.2), and estimate the right-hand side by (2.4).
In case m = 1 (hence, k = n), we have the following immediate corollary Corollary 3.2 Assume n ≥ 2 and let u ∈ D s be radially symmetric. Let ϕ µ ∈ H 1 (S n−1 ) be a nonconstant eigenfunction of the Laplace-Beltrami operator on S n−1 relative to the eigenvalue µ > 0 and satisfying (1.1). Then the function uϕ µ ∈ D s satisfies (1.3) , where c µ does not depend on u.
Variational tools
We write G ≺ O(n) if G is a closed subgroup of the orthogonal group in R n and put then, up to a Lagrange multiplier, u is nonnegative and solves (1.5). Finally, for anyũ ∈ D s G it holds that
Proof. We already know that S G,λ q ≥ S λ q > 0. To show that the noncompact minimization problem in (4.1) has a solution we follow the outline of the proof of Theorem 0.1 in [12] , see also [21] . By a standard convexity argument, we only need to construct a minimizing sequence that weakly converges to a nontrivial limit.
We take a small number ε 0 such that
Hereafter, we denote by B R ⊂ R n the open ball of radius R > 0 about the origin. Since the ratio in (1.7) is invariant with respect to the transforms u(x) → αu(βx) (with α = 0, β > 0) of the space D s G onto itself, we can find a minimizing sequence u h for S G,λ q such that
5)
and u h → u weakly in D s for some u ∈ D s . We only have to prove that u = 0. We argue by contradiction. If u h → 0 weakly in D s G , we can use Rellich theorem to get
(4.6)
By Ekeland's variational principle we can assume that
Take a radial function ϕ ∈ C ∞ 0 (B 2 ) such that ϕ ≡ 1 on B 1 . Then ϕ 2 u h is a bounded sequence in D s G . By [21, Lemma 2.1], there exists a constant c > 0 depending on ϕ but not on h, such that
In particular, thanks to Rellich theorem we obtain
that compared with the definition of S G,λ q leads to
On the other hand, (4.7), Hölder's inequality and (4.5) give
Taking (4.8) into account, we see that [19, Theorem 6] , we can assume that u is nonnegative.
Next, for any G ∈ O(n) we have J λ (u • G) = J λ (u). As a consequence of the Principle of symmetric criticality [25] we have that D s G is a natural constraint for J λ , and thus u is a critical point for J λ on the whole D s . So, u solves the fractional differential equation in (1.5), up to a Lagrange multiplier.
Finally, the proof of (4.2) is a simple computation, based on the fact that the function f (t) = J λ (u + t u) attains its minimum value at t = 0, hence f ′ (0) = 0, f ′′ (0) ≥ 0.
By taking G = {Id R n } and then G = O(n) in Lemma 4.2, we immediately obtain the next existence result. In general, solutions achieving the infima S G,λ q for different groups G ≺ O(n) can coincide. To obtain distinct solutions, we will use a special class of groups in O(n).
We need to introduce some notation. Recall that n = km. To any rotation G ∈ O(k) and any permutation P ∈ S m we associate the rotation
Further, to any subgroup G k ≺ O(k) we associate the following group of rotations in R n ,
Then u is G k -invariant in each variable x j and is invariant with respect to any permutation of the m-tuple of vectors (x 1 , . . . , x m ).
We will say that functions in D s
O(k)
are k-radially symmetric (in [23] they are called (k, 0)-radial, see also [17, 24] ). Notice that a k-radially symmetric function depends only on |x 1 |, . . . , |x m | and is invariant with respect to permutations of its variables.
Clearly, n-radially symmetric functions are radial. 
Proofs of the main results
Proof of Theorem 1.1. This is an immediate consequence of Lemma 4.5, with m = 1, k = n (so that k-radially symmetric functions are radially symmetric) and G = {Id R n }.
Proof of Theorem 1.2. We identify R n with (R 2 ) m , m ≥ 1 and introduce the polar coordinates x j = (r j , σ j ) for points in R 2 .
Following [23] , for any integer t > 1 we denote by G t 2 ≺ O(2) the group generated by a rotation of 2π t and by G t 2 the corresponding subgroup of O(n), see (4.9), Then we denote by u t the nonnegative solution to (1.5) solving the minimization problem
compare with Lemma 4.2. We prove that for any pair of distinct integers t, T , the functions u T , u t cannot coincide up to rotations, provided that λ is large enough. First, we face the case when T = ht, h > 1, is a multiple of the integer t. Recall Lemma 4.5 and find λ > 0 large, so that u T is not k-radially symmetric. We introduce the function
Let w T = w u T be the Caffarelli-Silvestre extension of u T and consider the function
We have w t (x, 0) = v t (x). Moreover, from the formula
because w T ( · , y) cannot be k-radially symmetric, and thus ∂ σ j w T ≡ 0. Formulae (2.1) with u t instead of u, (5.1) and (2.2) givê
and we infer that
for λ large enough. Thus, the statement is proved for T = ht.
In the case of general distinct intergers T, t we definet as the least common multiple of the pair T, t.
, that is impossible for λ large enough by (5.2) . The proof is complete.
Before the proof of Theorem 1.3, we make a remark.
Remark 5.1 Notice that if n has ℓ distinct divisors then it is easy to obtain ℓ distinct solutions for λ large enough. Let 1 < k j < n, j = 1, . . . , ℓ − 2, be the distinct nontrivial divisors of n, so that R n = (R k j ) To manage a general case, including prime dimensions, some extra argument is needed.
Proof of Theorem 1.3. Take any u ∈ D s and its Caffarelli-Silvestre extension w u . We denote by u * and w * ( · , y) the symmetrization along spheres of u and w u ( · , y), respectively. By [16, Theorem 2.31] , such symmetrization diminishes the L 2 (R n )-norm of ∇ x w. Therefore we get
Since evidently the spherical symmetrization keeps weighted norms, R n |x| −2s |u * | 2 dx =R n |x| −2s |u| 2 dx ,R n |x| −bq |u * | q dx =R n |x| −bq |u| q dx , formulae (2.1) and (2.2) imply J λ (u * ) ≤ J λ (u). Therefore, if U achieves S λ q then it is axisymmetric, i.e., up to rotations, U (x) = U (|x|, ϑ) where ϑ = cos −1 (x n /|x|) is the angle between x and the axis Ox n . Moreover, if U is not radial (that holds for λ large enough) then it is strictly monotone with respect to ϑ. Now we define four groups such that corresponding minimizers are different for λ large enough in arbitrary dimension. Besides full group O(n) and the trivial group, they are O(n − 1) × Z 2 (modulo rotations, corresponding functions depending only on |x| and | cos(ϑ)|) and the symmetry group of the right simplex.
By Lemma 4.5, minimizers corresponding to the last three groups cannot be radial for λ large enough. Since the global minimizer is axisymmetric and monotone with respect to ϑ, it cannot be invariant with respect to the last two groups. Similarly, the minimizer generated by O(n − 1) × Z 2 is monotone with respect to ϑ in both half-spaces, and so it cannot be invariant with respect to the simplex group.
Conclusions
We furnished a powerful tool that can be applied to a large class of variational equations driven by the fractional Laplace operator (−∆) s of order s ∈ (0, 1). One of the main steps is Lemma 3.1, that allows to compare the L 2 norms of (−∆) s 2 u and (−∆) s 2 (uϕ µ ), where u is a given function of k variables x j ∈ R m depending only on |x j |, and ϕ µ is a suitably normalized eigenfunction of the Laplace-Beltrami operator on the unit sphere in R mk .
Then we take as model a nonlocal variational equation related to the fractional Caffarelli-Kohn-Nirenberg inequality to illustrate how Lemma 3.1 can be used in order to obtain symmetry breaking and multiplicity phenomena.
Differently from the local case s = 1, an efficient Emden-Fowler transform is not available and positive radial solutions to (1.5) are not explicitly known; their uniqueness (up to dilations) is an open question as well, that makes the problem more challenging.
