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Animal ranging patterns result from the integration of diverse ecological, social, and cognitive processes, including searching for food or mates, assessing travel costs, and the accuracy of spatial memory . Identifying and quantifying the relative importance of these factors has preoccupied researchers since the early 1980s. Movement ecology particularly has elicited a growing interest in recent years (Nathan 2008; Schick et al. 2008) , partly because this topic lies at the interface between several developing disciplines such as behavioral ecology, animal cognition, foraging behavior, landscape ecology, and population dynamics. In addition, the availability of animal movement data has increased due to improvements in radiotelemetry and global positioning system technology.
A wide variety of solutions has been proposed to tackle the spatiotemporal autocorrelation inherent to movement data (reviewed in Borger et al. 2008; Dalziel et al. 2008) . However, no real consensus has been established about how to analyze animal movement. Likelihood-based statistical models seem to constitute a promising lead. In some cases, they have proven their ability to infer mechanisms shaping ranging patterns .
In a recent American Naturalist article, Dalziel et al. (2008) propose an appealing new approach to analyze home-ranging data using artificial neural networks (ANNs). As the authors clearly explain, using ANNs does not require specifying any functional relationship between predictor variables-landscape and behavioral variables in the case here-and movement observations because ANNs (of appropriate size) can approximate any continuous function (e.g., Hecht-Nielsen 1990; Kurkova 1991) . Thus, ANNs offer the possibility to fit movement models even when it is unknown how biological mechanisms operate in determining movement. However, here we show that to make Dalziel et al.'s (2008) method applicable, two major methodological issues need to be addressed: (1) controlling for model complexity during model selection and (2) finding an efficient optimization algorithm for maximum likelihood (ML) estimation.
Our first concern involves the fact that the number of parameters underlying ANNs is of critical importance. Below, we demonstrate that Dalziel et al.'s (2008) method will always favor the most complex model (i.e., the one with the highest number of input variables). The reason for this is that the authors performed model selection solely on the basis of ML values. Thus, they did not control for model complexity (i.e., the number of parameters in the different models), as is usually done in biostatistics to avoid biasing model selection toward the most complex model (Burnham and Anderson 2002; Johnson and Omland 2004) . Dalziel et al. (2008) justified their approach by arguing that changing the number of predictor variables (landscape or behavioral variables here) does not impact the fitting ability of the model. In the following we will demonstrate that this argument is wrong and that model selection for ANN models has to control for model complexity.
Let us use as an example a small ANN with two input nodes and three nodes in the hidden layer ( fig. 1 ). The parameters of this ANN are summarized by a matrix 3 # 2 W and two three-element vectors b and U. For each node, a transfer function transforms the input value(s) into output value(s) that are transmitted to the following node layer. For example, applying Dalziel et al.'s (2008) logistic transfer function to this two-variable ANN yields
(1) with k(s 1 , s 2 ) determining the probability to move to a potential destination cell and s 1 and s 2 being predictor variables (e.g., distance and resource structure of the cell). Let us consider now a second model in which only one predictor variable is used, for example, s 1 . Because the second predictor variable s 2 does not influence the hidden layer anymore, the values of the three parameters W 2,i do not impact the calculation of k. Equation (1) can then be simplified:
This second model is nested in the first one and includes three fewer parameters. Its ML value can therefore not be higher than that of the first model. Even if variable s 2 does not have any real effect on the observed data, adding it into the model provides a way to capture some of the variance of the data, just by chance. This is why, in a family of nested models, more complex models always display equal or higher ML values than simpler ones. Therefore, when comparing or selecting ANNs, it is critical to control for the number of parameters.
There is a range of methods available to control for model complexity in ANNs (Anders and Korn 1999; Qi and Zhang 2001; Johnson and Omland 2004) . As an example we used the Akaike Information Criterion (AIC), which we calculated from the negative log likelihood values obtained by Dalziel et al. (2008) . While the full model contained 35 parameters, for models with only two or one predictor variable we assumed 28 and 21 parameters, respectively (which correspond to the number of parameters in the simplified models as explained above). Using AIC values for model selection substantially changed the results of Dalziel et al. ( see table 1 ). In particular, in none of the five cases was the most complex model selected. Interestingly, the variable "memory" appears to be critical, since it was present in all of the selected models. The variable "distance" was present in three out of five selected models. The variable "resource" was selected in only one data set, which strengthens the conclusion of Dalziel et al. (2008) that their synthetic habitat-type variable ("resource") was relatively unimportant in explaining movement patterns.
The second issue we would like to expose involves the numerical difficulties of maximizing nonlinear likelihood functions that include numerous parameters, as is typical of ANNs. Conscious of this potential problem, the authors used a powerful genetic algorithm to fit their models to the data. This algorithm is known to perform particularly well in the presence of local maxima. However, when likelihood surfaces are too flat or when local max-ima are too numerous or too close to the absolute maximum, even very good optimization algorithms can have difficulties.
In the following we illustrate this point by showing that the maximization algorithm used by Dalziel et al. (2008) yielded wrong results. As we demonstrated above, the ML value of a given model cannot be smaller than the ML of a model having fewer input channels. Careful inspection of the negative maximum log likelihood values obtained by Dalziel et al. (2008) revealed contradictions in two cases. For individual 721, the negative log likelihood of the full model (drm) was larger than the negative log likelihood of the model that considers only distance and memory (dm). Similarly, for individual 287, the negative log likelihood for the model that combines resources and memory (rm) was larger than that of the memory model (m). Note that increasing likelihood values result in decreasing values for the negative log likelihood. This implies that in both cases the estimated ML of the more complex model was smaller than the estimated ML of the simpler model, which shows that the algorithm used by Dalziel et al. (2008) did not always converge to the global maxima. In future studies that use this method, more effort should be dedicated to finding an appropriate optimization algorithm.
In conclusion, the use of ANNs as presented by Dalziel et al. (2008) constitutes an interesting approach for the analysis of animal movement data. As long as the two issues we highlight here are properly addressed, we maintain that ANN models can be very useful in identifying variables that influence animal movement patterns.
