In this paper, we propose two iterative algorithms for finding the Hermitian reflexive and skew-Hermitian solutions of the Sylvester matrix equation AX + XB = C , respectively.
Introduction
Throughout this paper, we denote the complex m × n matrix space by C m×n . The notations A H and A T are used to denote the trace and the conjugate transpose of the matrix A, respectively. The Frobenius norm of the matrix A is denoted by ‖A‖ 2 = tr(A H A). An n × n complex matrix A is called a skew-Hermitian if A H = −A. SH n×n denotes the sets of all n × n skew-Hermitian matrices. A matrix P ∈ C n×n is said to be a symmetric orthogonal matrix if P = P H = P −1 . An n×n matrix X is said to be Hermitian reflexive with respect to P if X = X H = PXP. HC n×n r (P) denotes the set of all n × n Hermitian reflexive matrices with respect to P. The Hermitian reflexive and skew-Hermitian matrices have wide applications in mathematics, physics, and engineering. Let A, B, and C be complex-valued matrices in C n×n . The problem of solving the Sylvester matrix equation (or Lyapunov
has many applications in control and system theory [1] [2] [3] [4] [5] [6] [7] . Iterative techniques are typically used for solving matrix equations and recursive identification for parameter estimation [8] [9] [10] [11] [12] [13] [14] [15] [16] 7] . In [17] , Kirrinnis proposed an efficient algorithm to solve
In [18] , Ding and Chen applied a hierarchical identification principle [19, 20] to study solving Sylvester and Lyapunov matrix equations. Also, Ding and Chen [21, 22] proposed a general family of iterative methods to solve linear matrix equations, which includes the well-known Jacobi and Gauss-Seidel iterations as its special cases. Zhou and Duan [5, 23, 24] established the solution of several generalized Sylvester matrix equations. In [25] , the closed-form solutions to a family of generalized Sylvester matrix equations were given by using the so-called Kronecker matrix polynomials. Analytical solutions to a class of generalized Sylvester matrix equations are obtained by using the Smith normal form of certain polynomial matrices in [26, 27] . Dehghan and Hajarian [8, 9, [28] [29] [30] [31] [32] [33] proposed several efficient iterative algorithms to solve (coupled) matrix equations such as (coupled) Sylvester matrix equations over reflexive, anti-reflexive, and generalized bisymmetric matrices. Also in [34] [35] [36] , Dehghan and Hajarian derived some necessary and sufficient conditions for the solvability of the several matrix equations over reflexive, anti-reflexive, (R, S)-symmetric and (R, S)-skew symmetric matrices. In this paper, we consider the Sylvester matrix equation (1.1) over Hermitian reflexive and skew-Hermitian matrices. In the next section, we propose two efficient iterative algorithms for computing the Hermitian reflexive and skew-Hermitian solutions of (1.1).
Main results
In this section, first two iterative algorithms are proposed to solve (1.1) over Hermitian reflexive and skew-Hermitian matrices. Second, it is proved that the proposed iterative algorithms always converge to the Hermitian reflexive and skew-Hermitian solutions for any initial Hermitian reflexive and skew-Hermitian matrices, respectively. Algorithm 2.1. Choose an initial Hermitian reflexive matrix X (1) ∈ HC n×n r (P) and non-negative parameters α, β ∈ R. For k = 1, 2, . . ., compute
(2.1)
Choose an initial skew-Hermitian matrix X (1) ∈ SH n×n and non-negative parameters α, β ∈ R. For k = 1, 2, . . ., compute
Obviously, the iterative solution X (k) generated by Algorithm 2. 
then the iterative solution X (k) defined by Algorithm 2.1 converges to the solution X * ; that is, 
(2.5)
Taking the norm in (2.5) gives us
It follows that
Hence, if the parameters α and β are chosen to satisfy (2.4), then lim k→∞ ‖ϵ(k)‖ = 0.
The proof is completed.
Similarly to the above proof, we can prove the following theorem. (2.6) Remark 2.1. Notice that the bigger values of the parameters α, β can be chosen, even parameters which do not satisfy inequality (2.4), which the corresponding algorithms also converge to the solution. This is because, in the proof, we can see that the control inequality is merely a sufficient condition and not a necessary condition. If we make the inequality too large, then sometimes it may be too far from the tight upper bound since we cancel some of monomials which have negative or positive signs.
Numerical results
In this section, the numerical examples given demonstrate that the proposed iterative algorithms are quite efficient. The numerical results obtained demonstrate that Algorithm 2.1 is quite efficient. Furthermore, the effect of changing α and β is presented. Example 3.2. In this example, we consider the Sylvester matrix equation (1.1), where A = −triu(rand(6, 6), 1) − diag(4 + diag(rand(6))) * i, B = −tril(rand(6, 6), 1) * i + diag(4 + diag(rand(6))), For this example, we apply Algorithm 2.2 to compute X (k) with the initial matrix X (1) = 0. In Fig. 2 , we give the results obtained with several values of α and β. 
Concluding remarks
In this paper, Algorithm 2.1 (2.2) was proposed to produce the Hermitian reflexive (skew-Hermitian) solution to the Sylvester matrix equation (1.1). We have proven that the iterative solution X (k) generated by Algorithm 2.1 (2.2) converges to the Hermitian reflexive (skew-Hermitian) solution to the Sylvester matrix equation (1.1) for any Hermitian reflexive (skew-Hermitian) matrix X (0). Finally, Examples 3.1 and 3.2, respectively, have shown that Algorithms 2.1 and 2.2 are feasible and effective. It will be interesting to develop these algorithms for solving other matrix equations. We leave this as a topic for further research.
