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Asymptotic morphisms on C* algebras and their compositions were introduced
by Connes and Higson. This paper considers definitions of asymptotic morphisms
on separable metrisable algebras, and a compatibility condition is given which
allows the composition of such morphisms. A class of algebras is defined, with the
property that every bounded set has compact closure, where the compatibility con-
ditions are automatically satisfied. Three examples are given in detail, the first
involving a non-normable algebra due to Elliott, Natsume and Nest. The second is
integration with respect to a certain quasi-commutative spectral measure on the
algebra of paths on a C* algebra, and the third the equivalence between the
suspensions of the mapping cone and the ideal for a short exact sequence of C*
algebras.  2000 Academic Press
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classes.
INTRODUCTION
An asymptotic morphism of algebras is a map f : A_[0, )  B between
two algebras parameterised by a positive real number t. As t tends to
infinity the map becomes more and more like an algebra homomorphism.
The catch is that f (a, t) does not necessarily tend to a limit as t  , but
again it is this fact that makes asymptotic morphisms more flexible than
algebra homomorphisms. They were introduced by A. Connes and
N. Higson [2] in the case where the algebras involved were C* algebras.
In this paper we shall consider asymptotic morphisms on separable
metrisable algebras. These algebras are important as they include the
algebra of smooth functions on a manifold, and in a non-commutative
setting such a ‘‘smoothness’’ condition sometimes appears to be necessary
in calculating cyclic cohomology [1].
The principal difficulty is to show that the composition of asymptotic
morphisms is an asymptotic morphism. In [2] this was done by using an
automatic continuity property only applicable to C* algebras. We shall
have to resort to another method involving the Lindelo f property. The
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composition of two asymptotic morphisms f : A_[0, )  B and
g: B_[0, )  C shall be constructed as g b, f : A_[0, )  C, where
g b, f (a, t)= g( f (a, t), ,(t)), for ,: [0, )  [0, ) some increasing function.
Despite the apparent dependence of this composition on the choice of ,, the
homotopy class of the composition can be made independent of this choice.
The paper will define the class of strongly asymptotic morphisms, and a
more specialised class of pointwise bounded asymptotic morphism. A com-
patibility condition for asymptotic morphisms allowing composition is
given, together with a restricted class of asymptotic morphisms on Banach
algebras for which the compatibility condition is automatic. Then homotopy
equivalence of such morphisms is considered.
As another example where the compatibility condition is satisfied
automatically, we consider the case of separable metrisable locally convex
(*) algebras which have the property that every bounded set has compact
closure (the Heine-Borel property). These are quite common in the differ-
entiable setting, for example take the infinitely differentiable complex
valued functions on the circle, with seminorms given by the supremum of
the various derivatives.
The paper ends with examples of asymptotic morphisms, beginning with
an example involving a non-normable algebra taken from [4, 5]. Possibly
the material in [7] could provide another related example. Next we con-
sider integration on the algebra of paths in a C* algebra with respect to a
certain quasi-commutative spectral measure. Finally we show that our
framework also allows us to prove that the suspension of the mapping cone
of the C* exact sequence J  E  EJ is asymptotically homotopy equivalent
to the suspension of the ideal J. This is also shown in [3] with the definition
of asymptotic morphism given there, and earlier in [2] with the additional
property of stability to tensoring with matrices.
I hope that by presenting the material on asymptotic morphisms in this
fashion that it will be easier to apply it to other non-C* algebras, such as
smooth subalgebras of C* algebras. It may be possible to make a connec-
tion between these asymptotic morphisms and the K-theory of Freche t
algebras, as developed by N. C. Phillips [6]. Also the reader, if so inclined,
might apply the machinery of asymptotic preservation to other structures,
such as group homomorphisms. Maybe such a study could link asymptotic
morphisms to non-stable K-theory [8] and algebra cohomology, possibly
by a Van Est type theorem.
1. ASYMPTOTIC PRESERVATION ON METRIC SPACES
It will be convenient if we separate out some results on metric spaces
from the remainder of the material in the paper. I hope that the reader will
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bear with this until it is justified in the next section. I shall always denote
the distance function for a metric space by d.
Definition 1.1. For metric spaces X and Y, the function F : X_[0, )
 Y is said to be strongly asymptotically continuous if, for all =>0 and
x # X there is an ’(x, =)>0 and a P(x, =)0 so that for all x$ # X with
d(x, x$)<’ we have d(F(x, t), F(x$, t))<= for all tP.
Suppose that A, B, C, YA , YB , and YC are metric spaces, and that we
are given continuous functions A : YA  A, B : YB  B and C : YC  C.
Definition 1.2. The functions f : A_[0, )  B and Yf : YA _[0, )
 YB are said to asymptotically preserve  if the following diagram
asymptotically commutes:
YA _[0, ) www
Yf YB
A_id B
A_[0, )
f
B.
Here ‘‘asymptotically commutes’’ means that d( f (A y, t), BYf ( y, t))  0
as t   for all y # YA .
We shall usually just say that ‘‘f asymptotically preserves ’’ in this case.
This definition can also be made for functions g: B_[0, )  C and
Yg : YB_[0, )  YC . For examples of the definition, see the beginning of
the next section.
Proposition 1.3. Suppose that f : A_[0, )  B asymptotically pre-
serves , and that the maps f and BYf=YA _[0, )  B are strongly
asymptotically continuous. Then for all y # YA and =>0 there is a $>0 and
a T0 so that d( f (A y$, t), BYf ( y$, t))<= for all tT and d( y, y$)<$.
Proof. By asymptotic preservation of  there is a H( y, =3)0 so that
tH O d( f (A y, t), BYf ( y, t))<=3.
By strong asymptotic continuity of f there is an ’(A y, =3)>0 and a
P(A y, =3)0 so that for all a$ # A with d(A y, a$)<’ we have
d( f (A y, t), f (a$, t))<=3 for all tP. Continuity of A implies that there
is a #>0 so that if d( y, y$)<# then d(A y, A y$)<’, so we deduce that
d( y, y$)<# and tP O d( f (A y, t), f (A y$, t))<=3.
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The strong asymptotic continuity of BYf means that there is a $$>0 and
a P$0 that
d( y, y$)<$$ and tP$ O d(BYf ( y, t), BYf ( y$, t))<=3.
Now let $=min[$$, #] and T=max[H, P, P$]. K
Definition 1.4. The functions f : A_[0, )  B, Yf : YA _[0, ) 
YB , g: B_[0, )  C and Yg : YB_[0, )  YC are said to be com-
patible if the following conditions hold:
(C1) For all a # A and all =>0 there is a !(a, =)>0 and a Q(a, =)0
so that, for all tQ there is a S(t, a, =)0 so that
d( f (a, t), b)<! and sS O d(g( f (a, t), s), g(b, s))<=.
(C2) For all y # YA and all =>0 there is a !$( y, =)>0 and a
Q$( y, =)0 so that, for all tQ$ there is S$(t, y, =)0 so that
d(Yf ( y, t), z)<!$ and sS$ O d(C Yg(Yf ( y, t), s), C Yg(z, s))<=.
We shall usually just say that f and g satisfy the condition C1 or the
condition C2.
Lemma 1.5. Suppose that f : A_[0, )  B asymptotically preserves ,
that f and g: B_[0, )  C satisfy C1, and that the map t [ f (a, t) is con-
tinuous for all a # A. Then for all =>0 and all y # YA there is a M( y, =)0
so that, for all R0 there is a K( y, R, =)0 with the property
t # [M, M+R] and sK O d(g( f (A y, t), s), g(BYf ( y, t), s))<=.
Proof. Given A y # A and =>0, the condition C1 gives us a !(A y,
=2)>0 and a Q(A y, =2)0 so that, given tQ there is a S(t, A y,
=2)0 so that
d( f (A y, t), b)<! and sS O d(g( f (A y, t), s), g(b, s))<=2.
As d( f (A y, t$), BYf ( y, t$)  0 as t$  , there is a H0 so that
d( f (A y, t$), BYf ( y, t$))<!2 for all t$H. Let M be the maximum of Q
and H.
By continuity of the map t$ [ f (A y, t$), there is a neighbourhood N(t)
of t # [M, M+R] for which
t$ # N(t) O d( f (A y, t), f (A y, t$))<!2.
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Then for t$ # N(t) we also have d( f (A y, t), BYf ( y, t$))<!, and as a
result
t$ # N(t) and sS(t, A y, =2)
O d(g( f (A y, t$), s), g(BYf ( y, t$), s))<=.
Now take an finite subcover N(t1), ..., N(tk) of [M, M+R], and let K be
the maximum of the corresponding S(ti , A y, =2). K
Lemma 1.6. Suppose that g: B_[0, )  C asymptotically preserves ,
that both g and C Yg : YB_[0, )  C are strongly asymptotically con-
tinuous, and that the map t [ Yf ( y, t) is continuous for all y # YA . Then for
all =>0, all y # YA and all R0 there is a Z( y, R, =)0 with the property
t # [0, R] and sZ O d(g(BYf ( y, t), s), CYg(Yf ( y, t), s))<=.
Proof. Given t # [0, R], by 1.3 there is a $(Yf ( y, t), =)>0 and a
T(Yf ( y, t), =)0 so that
d(z, Yf ( y, t))<$ and sT O d(g(B z, s), CYg(z, s))<=.
As the map t$ [ Yf ( y, t$) is continuous, there is a neighbourhood N(t) of
t # [0, R] so that
t$ # N(t) O d(Yf ( y, t$), Yf ( y, t))<$,
and we deduce that
t$ # N(t) and sT O d(g(BYf ( y, t$), s), C Yg(Yf ( y, t$), s))<=.
Now take a finite subcover N(t1), ..., N(tk) of [0, R], and let Z be the
maximum of the corresponding T(Yf ( y, t i), =). K
By combining the last two lemmas we deduce:
Corollary 1.7. Suppose that f : A_[0, )  B and g: B_[0, )  C
both preserve , satisfy C1, that g and C Yg are strongly asymptotically
continuous, and that the maps t [ Yf ( y, t) and t [ f (a, t) are continuous.
Then for all =>0 and all y # YA there is a L( y, =)0 so that, for all R0
there is a V( y, L+R, =)0 so that
t # [L, L+R] and sV O d(g( f (A y, t), s), CYg(Yf ( y, t), s))<=.
Lemma 1.8. Suppose that f : A_[0, )  B and g: B_[0, )  C
satisfy C1, that f is strongly asymptotically continuous, and that the map
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t [ f (a, t) is continuous for all a # A. Then for all =>0 and all a # A there
is a {(a, =)>0 and a F(a, =)0 so that, for all R0 there is an
W(a, F+R, =)0 so that
d(a, a$)<{ and t # [F, F+R] and sW
O d(g( f (a, t), s), g( f (a$, t), s))<=.
Proof. By C1 there is a !(a, =2)>0 and a Q(a, =2)0 so that, for all
tQ there is a S(t, a, =2)0 so that
d( f (a, t), b)<! and sS O d(g( f (a, t), s), g(b, s))<=2.
As f is strongly asymptotically continuous there is an ’(a, !2)>0 and a
P(a, !2)0 so that
d(a, a$)<’ and t$P O d( f (a, t$), f (a$, t$))<!2.
Let F=max[P, Q] and {=’(a, !2). By the continuity of t$ [ f (a, t$) there
is a neighbourhood N(t) of t # [F, F+R] so that
t$ # N(t) O d( f (a, t), f (a, t$))<!2,
which in turn gives
d(a, a$)<{ and t$ # N(t) O d( f (a, t), f (a$, t$))<!.
Combining this with the implication derived from C1 gives
d(a, a$)<{ and t$ # N(t) and sS(t, a, =2)
O d(g( f (a, t), s), g( f (a$, t$), s))<=2,
and then
d(a, a$)<{ and t$ # N(t) and sS
O d(g( f (a, t$), s), g( f (a$, t$), s))<=.
Take a finite subcover N(t1), ..., N(tk) of [F, F+R], and let W be the
maximum of the corresponding S(ti , a, =2). K
Lemma 1.9. Suppose that f : A_[0, )  B and g: B_[0, )  C
satisfy C2, that Yf is strongly asymptotically continuous, and that the map
t [ Yf ( y, t) is continuous for all y # YA . Then for all =>0 and all y # YA
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there is a {$( y, =)>0 and a F $( y, =)0 so that, for all R0 there is a
W$( y, F $+R, =)0 so that
d( y, y$)<{$ and t # [F $, F $+R] and sW$
O d(C Yg(Yf ( y, t), s), CYg(Yf ( y$, t), s))<=.
Proof. Essentially the same as the previous lemma. K
For the remainder of this section we assume that f and g satisfy all the
conditions that we have previously specified, i.e.
(A1) f and g both preserve .
(A2) f and g satisfy conditions C1 and C2.
(A3) f, Yf , g and CYg are all strongly asymptotically continuous.
(A4) The maps t [ f (a, t) and t [ Yf ( y, t) are continuous for all
a # A and y # YA .
Now let us suppose that the metric spaces A and YA are separable, so
that they both have the Lindelo f property (i.e. every open cover has a
countable subcover). For a fixed j # N we choose the countable set aij
(i # N) in A so the open balls about aij of radius {(aij , 2& j) cover A. We
also choose yij (i # N) in YA so the open balls about yij of radius
min[{$( yij , 2& j), 2& j] cover YA .
Definition 1.10. The points ,n # [0, ) (for n # N) are chosen to
satisfy the following recursive inequalities (where W, W$, F, F $, V and L
are as in 1.7, 1.8 and 1.9):
(P1) For all i, j # [0, 1, ..., n], if nF(aij , 2& j) then ,n
W(aij , n+2, 2& j).
(P2) For all i, j # [0, 1, ..., n], if nF $( yij , 2& j) then ,n
W$( yij , n+2, 2& j).
(P3) For all i, j # [0, 1, ..., n], if nL( yij , 2& j) then ,n
V( yij , n+2, 2& j).
(P4) ,nmax[0, ,n&1+1].
We construct the continuous function ,: [0, )  [0, ) by the graph
given by joining the dots (0, ,0), (1, ,1), (2, ,2) etc. with straight lines (or
more generally using a continuous increasing function lying above the
points). From this we define the compositions g b, f (a, t)= g( f (a, t), ,(t))
and Yg b, Yf ( y, t)=Yg(Yf ( y, t), ,(t)).
Proposition 1.11. The map g b, f : A_[0, )  C is strongly asymp-
totically continuous.
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Proof. Given a # A and j # N, there is an i so that d(a, aij)<{(a ij , 2& j).
Now for tF(aij , 2& j)+1, t j+1 and ti+1 there is an integer
nF(aij , 2& j) with t # [n, n+1). Then ,(t),n , so by P1 and 1.8,
d(g b, f (a, t), g b, f (aij , t))<2& j. Now for all a$ in the radius {(a ij , 2& j)
open ball about aij (an open set containing a) we conclude that
d(g b, f (a, t), g b, f (a$, t))<2& j+1. K
Proposition 1.12. The map CYg b, Yf : YA _[0, )  C is strongly
asymptotically continuous.
Proof. This follows the same pattern as the last proof, but this time
using P2. K
Proposition 1.13. The maps g b, f : A_[0, )  C and Yg b, Yf
asymptotically preserve .
Proof. Given y # YA and j # N, there is an i so that d(A y, aij)<
{(aij , 2& j). By continuity of A there is a \>0 so that d( y, y$)<\ implies
that A y$ is in the radius {(aij , 2& j) open ball abut aij . Now choose
k j for which 2&k<\, and choose l so that y is in the radius
min[{$( ylk , 2&k), 2&k] open ball about ylk . Then A y lk is in the radius
{(aij , 2& j) open ball about aij .
Now for tmax[F $( ylk , 2&k), L( ylk , 2&k), F(aij , 2& j), i, l, j, k]+1 there
is an integer n with t # [n, n+1). Then ,(t),n , so by P3 and 1.7,
d(g b, f (A ylk , t), C(Yg b, Yf)( ylk , t))<2&k.
By P1 and 1.8, d(g b, f (A ylk , t), g b, f (aij , t))<2& j and d(g b, f
(A y, t), g b, f (aij , t))<2& j, resulting in the inequality d(g b, f (A y, t),
g b, f (A ylk , t))<2& j+1.
By P2 and 1.9, d(C(Yg b, Yf)( y, t), C(Yg b, Yf)( ylk , t))<2&k, and we
conclude that
d(C(Yg b, Yf)( y, t), g b, f (A y, t))<2& j+2. K
2. STRONGLY ASYMPTOTIC MORPHISMS
In this section we aim to generalise the idea of an algebra map to
morphisms which contain a parameter t # [0, ). The idea is that the func-
tion f : A_[0, )  B (where A and B are algebras) would become more
like an algebra map as t increases, without the necessity that the function
itself converges. This principle is well known from [2], however we would
like to formulate it in a fashion which does not require recourse to
automatic continuity results in C* algebras.
23ASYMPTOTIC MORPHISMS
We shall take a metrisable algebra to be an algebra and a topological
vector space with a translation invariant metric for which algebra multi-
plication (and the star operation if present) are continuous. If A and B are
metrisable algebras, we can phrase ideas such as ‘‘f asymptotically preser-
ves multiplication’’ in the language of the last section. Here are the four
properties ‘‘’’ we have to consider:
(2.1) Star operation: In this case let YA=A and A(a)=a*, and
similarly YB=B and B(b)=b*. The map Yf : YA_[0, )  YB is defined
by Yf (a, t)= f (a, t).
(2.2) Scalar multiplication: Let YA=A_C and A(a, *)=*a, and
similarly for B. The map Yf is defined by Yf (a, *, t)=( f (a, t), *). (We
could equally well use R instead of C. The metric on YA is the sum
d((a, *), (a$, *$))=d(a, a$)+|*&*$|.)
(2.3) Addition: Let YA=AA and A(a, a$)=a+a$, and similarly
for B. The map Yf is defined by Yf (a, a$, t)=( f (a, t), f (a$, t)). (The metric
on YA is the sum d((a, b), (a$, b$))=d(a, a$)+d(b, b$).)
(2.4) Algebra multiplication: Let YA=AA and A(a, a$)=aa$, and
similarly for B. The map Yf is defined by Yf (a, a$, t)=( f (a, t), f (a$, t)).
As an illustration we take the last case, that of algebra multiplication.
Here
f (A(a, a$), t)=f (aa$, t),
BYf ((a, a$), t)=B( f (a, t), f (a$, t))= f (a, t) f (a$, t),
so if ‘‘f asymptotically preserves algebra multiplication’’ we get d( f (aa$, t),
f (a, t) f (a$, t))  0 as t   for all (a, a$) # AA.
Note that as a special case of preserving additivity d( f (0, t), 2 f (0, t)) 
0, and from this and translation invariance of the metric we can deduce
that f (0, t)  0 as t  .
Definition 2.5. For metrisable (*) algebras A and B we say that a
continuous function f : A_[0, )  B is a strongly asymptotic morphism
if the following holds:
(B1) The map f asymptotically preserves the properties  of star
preservation (if present), scalar multiplication, addition and algebra multi-
plication.
(B2) The maps f : A_[0, )  B and BYf : YA _[0, )  B (for 
in the preceeding list) are strongly asymptotically continuous.
The reader should note that for all the  listed above, the strong
asymptotic continuity of f implies the strong asymptotic continuity of Yf ,
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and also that the continuity of f implies that both the maps t [ f (a, t) and
t [ Yf ( y, t) are continuous for all a # A and y # YA .
We should now try to show that the composition of such asymptotic
morphisms is defined as another asymptotic morphism. Unfortunately we
shall have to resort to a compatibility condition which we require to be
satisfied if two asymptotic morphisms are to be composed. It would be
possible to make stronger conditions on the algebras and the definition of
asymptotic morphism which would render such a compatibility condition
automatic, but at a cost of a loss of generality and perhaps greater com-
plexity, and we choose not to do this.
Definition 2.6. For metrisable algebras A, B and C, say that the
strongly asymptotic morphisms f : A_[0, )  B and g: B_[0, )  C
are compatible if they satisfy conditions C1 and C2 of 1.4 for all the
properties  listed above.
Example 2.7. As an example of a specialised situation where this com-
patibility condition is automatic, consider the case of maps between
Banach (or Banach*) algebras where we impose the additional condition
on the asymptotic morphisms that for f : A_[0, )  B there is a constant
Kf0 so that | f (a, t)& f (a$, t) |Kf |a&a$| for all t, a and a$. The reader
may like to check this! [Hint: Show that there is a constant Mf0 so that
for all a and t, | f (a, t)|Mf+Kf |a|.] Also note that our additional condi-
tion implies B2 in definition 2.5.
Proposition 2.8. For separable metrisable algebras A, B and C, if the
strongly asymptotic morphisms f : A_[0, )  B and g: B_[0, )  C are
compatible there is a continuous increasing reparameterisation function
,: [0, )  [0, ) so that f b, g: A_[0, )  C is a strongly asymptotic
morphism.
Proof. For each property  in the list above we use the procedure in
1.10 to construct a reparameterisation function for every , and then take
the maximum of all of these functions to be ,. The result can then be read
from 1.11, 1.12 (note that Yg b, Yf=Yg b, f for all properties under con-
sideration) and 1.13. K
Proposition 2.9. If an asymptotic morphism f : A_[0, )  B on
metrisable algebras A and B has a limit k (i.e. f (a, t) tends to a value
k(a) # B as t   for all a # A), then k: A  B is a continuous (*) algebra
map.
Proof. This is not very difficult, and is left to the reader. K
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3. STRONGLY ASYMPTOTIC HOMOTOPY EQUIVALENCE
Here we modify the idea of homotopy equivalence of algebras maps to
take account of asymptoty. In this section we take A, B and C to be
metrisable (*) algebras.
Definition 3.1. Two strongly asymptotic morphisms f0 and f1 : A_
[0, )  B are said to be strongly asymptotically homotopy equivalent if
there is a strongly asymptotic morphism h: A_[0, )  C([0, 1], B) so
that h(a, t)(0)= f0(a, t) and h(a, t)(1)= f1(a, t). (Use the supremum metric
on C([0, 1], B), the continuous functions from [0, 1] to B.)
Proposition 3.2. Strongly asymptotic homotopy equivalence is an equiv-
alence relation on strongly asymptotic morphisms from A to B.
Proof. (a) Reflexive: A given strongly asymptotic morphism is
strongly asymptotic homotopy equivalent to itself by a constant homotopy.
(b) Symmetric: Just reverse the homotopy.
(c) Transitive: Addition of homotopies in the usual way. K
Our concern now will be the arbitrariness of the choice of reparame-
terisation , in the composition g b, f. It would be nice to say that all
choices of reparameterisation which make g b, f a strongly asymptotic
morphism would give homotopic results, however I suspect that this is not
true. We shall circumvent this problem by the following definition:
Definition 3.3. The continuous increasing function ,: [0, )  [0, )
is called a valid reparameterisation for the strongly asymptotic morphisms f
and g if
(a) g b, f is a strongly asymptotic morphism, and
(b) for every continuous increasing function %: [0, )  [0, ) with
%(t),(t) (\t # [0, )), g b% f is also a strongly asymptotic morphism, and
is strongly asymptotically homotopic to g b, f.
This makes the following proposition close to a proof by definition:
Proposition 3.4. If the continuous increasing functions %: [0, ) 
[0, ) and ,: [0, )  [0, ) are both valid reparameterisations for the
strongly asymptotic morphisms f and g, then g b% f and g b, f are strongly
asymptotically homotopy equivalent.
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Proof. Since % is a valid reparameterisation, g b% f is strongly
asymptotically homotopic to g b\ f, where \(t)=max[%(t), ,(t)]. Likewise
g b, f is strongly asymptotically homotopic to g b\ f, so g b% f is strongly
asymptotically homotopic to g b, f. K
Proposition 3.5. Suppose that the algebras A, B and C are separable.
The composition of strongly asymptotic morphisms f : A_[0, )  B and
g: B_[0, )  C, which satisfy the compatibility condition 2.6, is well
defined up to homotopy.
Proof. We only have to prove that there is a valid reparameterisation,
since then any other will give a strongly asymptotically homotopic result.
In fact the reparameterisation , constructed in 2.8 is a valid repara-
meterisation, as we shall now show.
Begin with a continuous increasing function %: [0, )  [0, ) with
%(t),(t) for all t # [0, ). Construct a homotopy by connecting % and ,
linearly, that is h: A_[0, )  C([0, 1], C) is defined by
h(a, t)(*)= g( f (a, t), *%(t)+(1&*) ,(t)).
All the estimates on distances required to show that h is a strongly
asymptotic morphism can be made uniform in * by definition of ,. K
4. POINTWISE BOUNDED ASYMPTOTIC MORPHISMS
The definition of strongly asymptotic morphism given in 2.5 is rather
long and tiring to check. In this section we shall look at an idea which
enables us to determine if f : A_[0, )  B is a strongly asymptotic
morphism more rapidly in many cases. We suppose that both A and B are
metrisable locally convex (*) algebras (MLC(*) algebras for short).
Recall that a metrisable locally convex topological vector space has
topology defined by a countable number of seminorms, which we write
| } |1 , | } |2 , etc. We can change any of the seminorms to a stronger con-
tinuous seminorm without altering the topology. It will be convenient to
use this fact to assume that the seminorms are non-decreasing, i.e. that
|b|n|b|n+1 for all n1 and b # B. In a MLC(*) algebra B we assume that
the multiplication operation is continuous (and also the star operation if
present). It will also be convenient to assume, by strengthening seminorms
where appropriate, that for all b, b$ # B and n1,
|b*|n|b|n+1 and |bb$|n|b| n+1 |b$|n+1 . (4.1)
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Definition 4.2. The map f : A_[0, )  B is called pointwise
asymptotically bounded if, for all a # A, the set [ f (a, t): t0] is bounded
in B. In effect this means that the subset of the reals [ | f (a, t)|n : t0] is
bounded above by a number U(a, n)0 for every n1.
Proposition 4.3. Suppose that f : A_[0, )  B is pointwise
asymptotically bounded and strongly asymptotically continuous. Then f
satisfies the condition B2 in 2.5.
Proof. We must show that BYf : YA_[0, )  B is strongly
asymptotically continuous for  in the list 2.12.4. Begin by choosing =>0.
(2.1) Here BYf : A_[0, )  B is defined by (a, t) [ f (a, t)*.
Given (a, t) # A_[0, ), we consider
| f (a, t)*& f (a$, t)*|n| f (a, t)& f (a$, t)| n+1 .
Since f is strongly asymptotically continuous we can make this less than =
for all a$ in some neighbourhood of a and t sufficiently large.
(2.2) Here BYf : A_C_[0, )  B is defined by (a, *, t) [
*f (a, t). Given (a, *, t) # A_C_[0, ), we consider
|*f (a, t)&*$f (a$, t)|n|*&*$| | f (a, t)|n+|*$| | f (a, t)& f (a$, t)|n .
If |*&*$|<$<1 then, by pointwise asymptotic boundedness,
|*f (a, t)&*$f (a$, t)|n$U(a, n)+( |*|+1) | f (a, t)& f (a$, t)|n .
Now choose $ so that $U(a, n)<=2. By using the strong asymptotic con-
tinuity of f we can make ( |*|+1) | f (a, t)& f (a$, t)|n<=2 for all a$ in some
neighbourhood of a and t sufficiently large.
(2.3) Here BYf : A_A_[0, )  B is defined by (a, b, t) [
f (a, t)+ f (b, t). Given (a, b, t) # A_A_[0, ), we consider
| f (a, t)+ f (b, t)& f (a$, t)& f (b$, t)|n
| f (a, t)& f (a$, t)|n+| f (b, t)& f (b$, t)|n .
Using the strong asymptotic continuity of f again we can make this less
than = for all a$ in some neighbourhood of a, b$ in some neighborhood of
b, and t sufficiently large.
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(2.4) Here BYf : A_A_[0, )  B is defined by (a, b, t) [
f (a, t) f (b, t). Given (a, b, t) # A_A_[0, ), we consider
| f (a, t) f (b, t)& f (a$, t) f (b$, t)|n
| f (a, t)( f (b, t)& f (b$, t))|n+|( f (a, t)& f (a$, t)) f (b$, t)| n
| f (a, t)|n+1 | f (b, t)& f (b$, t)| n+1
+| f (a, t)& f (a$, t)|n+1 | f (b$, t)|n+1 .
By strong asymptotic continuity of f, for b$ in a neighbourhood of b and
for sufficiently large t, we can bound | f (b$, t)|n+1 by U(b, n+1)+1, and
then we consider the following upper bound to the previous expression.
U(a, n+1) | f (b, t)& f (b$, t)|n+1+| f (a, t)& f (a$, t)| n+1 (U(b, n+1)+1).
By strong asymptotic continuity of f again, for (a$, b$) in a neighbourhood
of (a, b) and for sufficiently large t, this can be made less than =. K
We are now in a position to define a special case of strongly asymptotic
morphism:
Definition 4.4. If A and B are MLC(*) algebras, call a continuous
function f : A_[0, )  B a pointwise bounded asymptotic morphism if
(a) f : A_[0, )  B is pointwise asymptotically bounded,
(b) f is strongly asymptotically continuous,
(c) f (a, t)*& f (a*, t)  0 as t   for all a # A,
(d) *f (a, t)& f (*a, t)  0 as t   for all a # A and all * # C,
(e) f (a, t)+ f (a$, t)& f (a+a$, t)  0 as t   for all a, a$ # A,
(f ) f (a, t) f (a$, t)& f (aa$, t)  0 as t   for all a, a$ # A.
We shall now give a few results which will be referred to later.
Proposition 4.5. Suppose that X is a compact topological space, and that
A and B are MLC(*) algebras. If f : A_[0, )  B is a pointwise bounded
asymptotic morphism, then the induced ‘‘pointwise’’ map f : C(X, A)_[0, ) 
C(X, B) defined by f (#, t)(x)= f (#(x), t) is also a pointwise bounded asymptotic
morphism. (Use the supremum seminorms on C(X, A) and C(X, B).)
Proof.
(ab) The proof proceeds by taking finite subcovers of X, and is left
to the reader.
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(cf) We shall prove these all at the same time by using the language
of preserving  introduced in Section 1. Since f preserves , given y # YA
and =>0, by 1.3 there is a $( y, =)>0 and a T( y, =)0 so that
d( f (A y$, t), BYf ( y$, t))<= for all tT and d( y, y$)<$. Given ‘ #
YC(X, A) /C(X, YA), we can take a neighbourhood N(x) of x # X so that
x$ # N(x) implies d(‘(x), ‘(x$))<$(‘(x), =). Then
x$ # N(x) and tT(‘(x), =) O d( f (A ‘(x$), t), BYf (‘(x$), t))<=.
Now take a finite subcover N(x1), ..., N(xn) of X, and take the maximum
of the corresponding T(‘(xi), =). K
Proposition 4.6. Suppose that A and B are MLC (*) algebras, and that
f : A_[0, )  B is a pointwise bounded asymptotic morphism. If the func-
tion z : A_[0, )  B is strongly asymptotically continuous and asymptoti-
cally zero (i.e. z(a, t)  0 as t   for all a # A), then f +z : A_[0, )  B
is a pointwise bounded asymptotic morphism which is strongly asymptotically
homotopic to f.
Proof. It is reasonably immediate that the sum of two pointwise
asymptotically bounded maps is pointwise asymptotically bounded, and
that the sum of two strongly asymptotically continuous maps is strongly
asymptotically continuous.
Define a homotopy h: A_[0, )  C([0, 1], B) by h(a, t)(*)=f (a, t)+
*z(a, t). Then for the algebra multiplication property (the others are easier)
|h(a, t)(*) h(a$, t)(*)&h(aa$, t)(*)|n
| f (a, t) f (a$, t)& f (aa$, t)|n+|z(a, t)|n+1 U(a$, n+1)
+U(a, n+1) |z(a$, t)|n+1+|z(a, t)| n+1 |z(a$, t)|n+1+|z(aa$, t)|n ,
which tends to zero as t  . K
Proposition 4.7. Suppose that A, B and C are MLC(*) algebras, that
f : A_[0, )  B is a pointwise bounded asymptotic morphism, and that
:: C  A is a continuous (*) algebra map. Then the composition f b : :
C_[0, )  B defined by ( f b :)(c, t)= f (:(c), t) is a pointwise bounded
asymptotic morphism.
Proof. This is not very difficult, and is left to the reader. K
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5. THE CASE OF ALGEBRAS WITH
THE HEINE-BOREL PROPERTY
Here we consider the case of separable metrisable locally convex (*)
algebras which have the property that every bounded set has compact
closure (the HeineBorel property). Our aim is to show that the com-
patibility conditions required to compose pointwise bounded asymptotic
morphisms are automatically satisfied on these algebras.
Lemma 5.1. Let B and C be metric spaces, and suppose that g : B_
[0, )  C is strongly asymptotically continuous. Then for all compact
K/B and all =>0 there is a !(K, =)>0 and a S(K, =)0, so that for all
k # K and b # B,
d(k, b)<! and sS O d(g(k, s), g(b, s))<=.
Proof. As g is strongly asymptotically continuous, for every k # K and
=>0 there is an ’(k, =)>0 and a P(k, =)0 so that for b # B,
d(k, b)<2’ and tP O d(g(k, t), g(b, t))<=2.
We can take the open cover of K by balls centered on k # K of radius
’(k, =), and take a finite subcover corresponding to k1 , ..., kn . Let !(K, =) be
the minimum of the ’(ki , =), and S(K, =) be the maximum of the P(ki , =).
The rest is straightforward. K
Lemma 5.2. Let B and C be metrisable locally convex vector spaces. If
g : B_[0, )  C is continuous, pointwise asymptotically bounded and
strongly asymptotically continuous, then for any compact set K/B the image
of the restriction g : K_[0, )  C is bounded.
Proof. Take a continuous seminorm | } | on C. Since g is pointwise
asymptotically bounded, every b # B has a U(b)0 so that | g(b, t)|U(b)
for all t0. Since g is strongly asymptotically continuous there is an
’(b)>0 and a P(b)0 so that for all b$ # B with d(b, b$)<’(b) we have
| g(b, t)& g(b$, t)|<1 for all tP(b). Now take a finite cover (i=1 to n)
of K by open balls of radius ’(bi)>0 about bi # K. Let Q be the maximum
of the P(bi), and V be the maximum of the U(bi). For any b # K and tQ
we have a bi so that d(b, bi)<’(bi), so | g(b, t)& g(bi , t)|<1. This implies
that | g(b, t)|U(bi)+1V+1. Then the image of g : K_[Q, )  C is
bounded in the | } | seminorm. The image of g : K_[0, Q]  C is compact
(since g is continuous), and so is also bounded in the | } | seminorm. K
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Corollary 5.3. Let A, B and C be metrisable locally convex vector
spaces, and in addition suppose that all bounded sets in B have compact
closure. Suppose that f : A_[0, )  B is pointwise asymptotically bounded,
and that g : B_[0, )  C is strongly asymptotically continuous. Then the
condition C1 is satisfied. If in addition g is continuous and pointwise
asymptotically bounded, then for any choice of reparameterisation ,, g b, f is
pointwise asymptotically bounded.
Proof. For a given a # A the set [ f (a, t): t0] is bounded in B, and so
is contained in a compact set K. Now use Lemma 5.1 with k= f (a, t) to
deduce C1. Next, under the additional assumptions about g, we use 5.2 to
show that g b, f is pointwise asymptotically bounded. K
Corollary 5.4. Let A, B and C be MLC(*) algebras, and in addition
suppose that all bounded sets in B have compact closure. Suppose that
f : A_[0, )  B is pointwise asymptotically bounded, and that g : B_
[0, )  C is pointwise asymptotically bounded and strongly asymptotically
continuous. Then condition C2 is satisfied for all properties  in the list
2.12.4.
Proof. By 4.3 we see that C Yg : YB_[0, )  C is strongly
asymptotically continuous. It only remains to note that for all y # YA , the
set [Yf ( y, t) # YB : t0] is contained in a compact set in YB , and to use
5.1 again. K
For clarity we shall now put these various results together:
Proposition 5.5. Let A, B and C be separable MLC(*) algebras, and
suppose that all bounded sets in B have compact closure. Suppose that
f : A_[0, )  B and g : B_[0, )  C are pointwise bounded asymptotic
morphisms. Then there is a continuous increasing reparameterisation function
,: [0, )  [0, ) so that f b, g : A_[0, )  C is a pointwise bounded
asymptotic morphism.
Proof. Combine 5.3, 5.4, 2.8 and 5.1. K
6. AN EXAMPLE RELATED TO BOTT PERIODICITY
We refer the reader to the papers by Elliott, Natsume and Nest [4, 5]
for the background to the material related here. It is our purpose here to
demonstrate that the construction in the references gives an example of a
pointwise bounded asymptotic morphism, involving an algebra which is
not a C* algebra.
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Consider the following seminorms (for integers n, m0) defined on
functions of two variables f : R2  R, which are smooth in the first variable:
| f |n, m=sup
x # R
&t [ tnf (m)(x, t)&2 , (6.1)
where f (m) is the m th derivative with respect to x, and & }&2 is the L2 norm
with respect to the t variable. The vector space A is defined to be the com-
pletion of the smooth functions of compact support with respect to these
seminorms.
The product of functions in A is defined by
( fg)(x, u)=|
R
f (x, t) g(x, u&t) dt, (6.2)
which is well defined on functions of compact support.
Proposition 6.3. This multiplication continuously extends to the comple-
tion A.
Proof. Begin by calculating
|( fg)(x, u)|= } |R f (x, t) - 1+t2
g(x, u&t)
- 1+t2
dt}
&t [ f (x, t) - 1+t2&2 " t [ g(x, u&t)- 1+t2 "2
(| f |0, 0+| f |1, 0) "t [ g(x, u&t)- 1+t2 "2 .
From this we calculate the L2 norm
&u [ ( fg)(x, u)&2 (| f |0, 0+| f | 1, 0) || | g(x, u&t)|
2
1+t2
} du dt
(| f |0, 0+| f |1, 0) &u [ g(x, u)&2 | 11+t2 } dt
(| f |0, 0+| f |1, 0)( | g| 0, 0) - ?,
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which gives the result on one seminorm, | fg|0, 0(| f | 0, 0+| f |1, 0)( | g|0, 0)
- ?. From this we can deduce the result for other seminorms. For multiply-
ing by powers of u, we use the formula
un( fg)(x, u)= :
n
m=0 \
n
m+ |R tmf (x, t)(u&t)n&m g(x, u&t) dt,
and for the derivatives, we use repeated application of
( fg) (1) (x, u)=|
R
f (x, t) g(1)(x, u&t) dt. K
Definition 6.4. For real >0 the map ? : A  B(L2(R)) (the boun-
ded linear operators from L2(R) to itself) is defined by
(?( f ) !)(x)=|
R
f (x, t) !(x&t) dt ! # L2(R).
Proposition 6.5. For f # A the map ?( f ): L2(R)  L2(R) is bounded,
with operator norm (| f |0, 0+| f | 1, 0)- ?. (On the way we also show that its
image actually is in L2(R).)
Proof. For ! # L2(R),
|(?( f ) !)(x)|= } |R f (x, t) - 1+t2
!(x&t)
- 1+t2
dt }
&t [ f (x, t) - 1+t2&2 " t [ !(x&t)- 1+t2 "2 .
Now we take the L2 norm in the x variable, to get
&?( f ) !&2 (sup
x
&t [ f (x, t) - 1+t2&2) || |!(x&t)|
2
1+t2
} dx dt
(| f |0, 0+| f |1, 0) &!&2 | 11+t2 dt
(| f |0, 0+| f |1, 0) &!&2 - ? K
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Proposition 6.6. The map  [ ?( f ) is continuous as a function:
(0, )  B(L2(R)) for fixed f # A.
Proof. For ! # L2(R),
((?+$( f )&?( f )) !)(x)
=|
R
f (x, t)(!(x&t&$t)&!(x&t)) dt
=|
R
- 1+t2 \f \x,
t
1+$+
1+$
& f (x, t)+ !(x&h)- 1+t2 dt
|((?+$( f )&?( f )) !)(x)|
" t [ - 1+t2 \f \x,
t
1+$+
1+$
& f (x, t)+"
2 " t [
!(x&t)
- 1+t2 "2 .
As before this gives the inequality
&(?+$( f )&?( f )) !&2
\sup
x
" t [ - 1+t2 \f \x,
t
1+$+
1+$
& f (x, t)+"
2
+ &!&2 - ?.
We must now show that the supremum tends to zero as $  0. For con-
venience we define
lf$(x)=" t [ - 1+t2 \f \x,
t
1+$+
1+$
& f (x, t)+"
2
,
and so we need to show that lf$(x)  0 uniformly over x # R as $  0. Begin
by choosing an =>0, and assume that |$| 12 . First note that for g # A,
using the triangle inequality
|lf$(x)&lg$(x)|
(max[- 1+$, 1- 1+$]+1) &t [ - 1+t2 ( f (x, t)& g(x, t))&2
3(| f &g|0, 0+| f &g|1, 0),
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and choose g to be smooth and of compact support so that | f &g|0, 0+
| f &g|1, 0<=. Now
lg$(x)
|$|
1+$ " t [ - 1+t2 g \x,
t
1+$+"2
+" t [ - 1+t2 \g \x, t1+$+& g(x, t)+"2
2 |$| ( | g|0, 0+| g|1, 0)+" t [ - 1+t2 \g \x, t1+$+& g(x, t)+"2 .
Since g is smooth and of compact support, its partial derivative | t g(x, t)|
is bounded by a constant K0 independently of x and t. Additionally
g(x, t) vanishes outside some region |t|R. Then we can use the mean
value theorem to write
lg$(x)2 |$|( | g| 0, 0+| g|1, 0)+&t [ - 1+t2 4KR$&2 ,
where the last L2 norm need only be taken over the region t # [&2R, 2R],
giving the result
lg$(x)2 |$|( | g| 0, 0+| g|2, 0)+8KR |$| - R+4R33.
For |$| sufficiently small, this will be <=, so in total we see that lf$(x)<4=
uniformly in x # R for $ sufficiently small. K
Proposition 6.7. The map ? : A  B(L2(R)) is asymptotically multi-
plicative. This means for all f and g in A, that ?( f ) ?(g)&?( fg) tends to
0 in operator norm as   0.
Proof. First we show that we can replace f and g by smooth functions of
compact support ( f and g^ respectively) while only changing ?( f ) ?(g)&
?( fg) by an arbitrarily small amount. To do this use the inequalities
|?( f ) ?(g)&?( f ) ?( g^)||?( f &f )| |?(g)|+|?( f )| |?(g& g^)|,
|?( fg)&?( f g^)||?(( f &f ) g)|+|?( f (g& g^))|,
together with the bound on the norm of ? given in 6.5 (which is inde-
pendent of ).
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Now we proceed with f and g^, which are of compact support. For
! # L2(R),
(?( f ) ?( g^) !)(x)=|
R
f (x, t) |
R
g^(x&t, s) !(x&t&s) } ds dt
=||
R_R
f (x, t) g^(x&t, u&t) !(x&u) } du dt,
(?( f g^) !)(x)=|
R
( f g^)(x, u) !(x&u) } du
=||
R
f (x, t) g^(x, u&t) !(x&u) dt du.
To show asymptotic multiplicativity we have to examine
((?( f ) ?( g^)&?( f g^)) !)(x)
=||
R_R
f (x, t)( g^(x&t, u&t)& g^(x, u&t)) !(x&u) } du dt,
and to do this we use the mean value theorem, which gives
g^(x&t, u&t)& g^(x, u&t)=&tg^(1)(c, u&t),
for some c between x and x&t. As g^ is smooth and of compact support
we have constants K0 and R0 (depending only on g^) so that
| g^(x&t, u&t)& g^(x, u&t)|{ |t| K0
|u&t|R
|u&t|>R
.
From this we find
|((?( f ) ?( g^)&?( f g^)) !)(x)|
K ||
|u&t|R
|tf (x, t) - 1+t2| } !(x&u)- 1+t2 } } du dt
K |||u&t| R | f (x, t)| 2 (t2+t4) } du dt
_|||u&t|R
|!(x&u)|2
1+t2
} du dt
K - 2R ( | f |1, 0+| f |2, 0) |||u&t|R
|!(x&u)| 2
1+t2
} du dt.
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Now take the L2 norm over the x variable,
&(?( f ) ?( g^)&?( f g^)) !&2
K - 2R ( | f |1, 0+| f | 2, 0) ||||u&t| R
|!(x&u)|2
1+t2
} dx du dt
K - 2R ( | f |1, 0+| f | 2, 0) &!&2 |||u&t|R
1
1+t2
} du dt
2RK - ? ( | f |1, 0+| f |2, 0) &!&2 . K
Definition 6.8. There is a continuous * structure on A given by
f *(x, t)=f (x, &t). A brief check will show that ( fg)*= g*f * and that
| f *|n, m=| f |n, m for all n and m.
Proposition 6.9. The map ? : A  B(L2(R)) asymptotically preserves
the * operation. This means for all f in A, that ?( f *)&?( f )* tends to 0
in operator norm as   0.
Proof. First we calculate ?( f )*. For ! and ’ # L2(R),
(?( f ) !, ’) =|| !(x&t) f (x, t) ’(x) } dx dt
=|| !( y) f ( y+t, t) ’( y+t) } dy dt
=|| !( y) f ( y&t, &t) ’( y&t) } dy dt=(!, ?( f )* ’).
This shows us that
?( f )* ’( y)=| f ( y&t, &t) ’( y&t) dt,
from which we can find the difference
(?( f *)&?( f )*) ’( y)=| ( f ( y, &t)& f ( y&t, &t)) ’( y&t) dt.
Showing that this tends to zero on taking L2 norms as   0 is another job
for compact support and the mean value theorem, and is left to the
reader. K
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Corollary 6.10. The map ? : A  B(L2(R)) is a pointwise bounded
asymptotic morphism (where the parameter   0, rather than t  ).
Proof. First a combination of 6.5 and 6.6 shows that ?: A_(0, ) 
B(L2(R)) is continuous. Next we consider the various parts of definition 4.4:
(a) Proposition 6.6.
(d) 6 (e) ? is exactly linear.
(b) Since ? is linear, 6.5 also shows strong asymptotic continuity.
(f ) Proposition 6.8.
(c) Proposition 6.9. K
7. INTEGRATION WITH RESPECT TO
A QUASI-CENTRAL MEASURE
The motivation for this section is really contained in the next section,
where the integration is used in another construction. However it provides
an interesting example of a strongly asymptotic morphism in its own right.
Let E be a separable unital C* algebra, and suppose that the family
ut # E (for t # [0, )) is quasi-central in E. We shall take this to mean
several things:
(1) For all t, ut is positive and |ut |1.
(2) The map [0, )  E sending t to ut is continuous.
(3) For all a # E, |aut&uta|  0 as t  .
For a continuous f : [0, 1]  E we would like to define the integral
It( f )&|
1
0
- d+t(s) f (s) - d+t(s) # E
in an asymptotic sense, where +t is the spectral measure associated to ut .
However it should be noted that the integral (as with many asymptotically
defined objects) is not unique, depending on choices of partitions of unity
and an ordering on a dense subset of E. In what follows we use | f | for the
supremum norm of f over [0, 1].
Definition 7.1. Given an integer m>0, consider a sum over a parti-
tion, that is a decomposition of [0, 1] into a number of successive disjoint
intervals of equal length, I1 , ..., I2m . Take a continuous partition of unity,
2n , where n : [0, 1]  [0, 1] has support in In together with the closest
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halves of the intervals In&1 and In+1 , and the sum of 2n is 1. (For con-
venience we take I0=I2m+1=< and 0=2m+1=0.) Now define
_( f, t, m)= :
2m
n=1
n(ut) f (sn) n(ut),
where sn is the initial point of the interval In (assuming that In is closed
below, again for convenience), except for the last interval, where we take
s2m=1.
As each n is continuous, we see that n(ut) # E, so _( f, t, m) # E. Also by
construction _( f, t, m) is exactly linear and V-preserving in f. We shall have
to work rather harder to establish some other properties, beginning with
boundedness. For our purposes it will be convenient to consider E as a
subalgebra of operators on a Hilbert space H with inner product ( } , } ).
Proposition 7.2. For all f, m and t, we have |_( f, t, m)|3 | f |.
Proof. If we name Tn=n(ut) f (sn) n(ut), then we find the Hilbert
space norm
} Tn ! }
2
= (Tn!, Tn!) +2R  (Tn!, Tn+1!) ! # H
 |Tn!|2+2  |Tn!| |Tn+1!|
(2 |Tn!|2+|Tn+1!|2)=3  |Tn!| 2,
(remember that if i and n differ by more than 1 then in=0). Now write
/n for the characteristic function of the interval In :
(Tn!, Tn!) | f |2 |n(ut) !| 2
| f |2 ( |/n&1(ut) !|2+|/n(ut) !|2+|/n+1(ut) !|2)
 (Tn!, Tn!) 3 | f |2 |!| 2,
which gives the result. K
Proposition 7.3. Given continuous f and g: [0, 1]  E, for all =>0
there is a M( f, g, =) so that, for all mM, there is a T( f, g, m, =) so that
tT implies
|_( f, t, m) _(g, t, m)&_( fg, t, m)|<=.
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Proof. Consider the product
_( f, t, m) _(g, t, m)= n(ut) f (sn) n(ut)(n&1(ut) g(sn&1) n&1(ut)
+n(ut) g(sn) n(ut)+n+1(ut) g(sn+1) n+1(ut)).
First we would like to replace g(sn&1) and g(sn+1) by g(sn) in this formula.
To do this, define
Fn =n(ut) f (sn) n(ut) n&1(ut)(g(sn)& g(sn&1)) n&1(ut),
} Fn ! }
2
 |Fn !|2+2R  (Fn!, Fn+1!)
3  |Fn!| 2, ! # H.
If we set K to be the maximum of | g(sn)& g(sn&1)| over n, then
|Fn!| 2| f |2 K2 |n&1(ut) !|2
| f |2 K2( |/n&2(ut) !|2+|/n&1(ut) !|2+|/n(ut) !| 2)
 |Fn!|23 | f |2 K 2 |!|2,
} Fn }3 | f | K.
This calculation can be repeated using n+1 instead of n&1. By the
uniform continuity of g it follows that, for any =>0, there is an M( f, g, =)
so that, for all mM, the following expression is within =2 of
_( f, t, m) _(g, t, m);
 n(ut) f (sn) n(ut)(n&1(ut) g(sn) n&1(ut)
+n(ut) g(sn) n(ut)+n+1(ut) g(sn) n+1(ut)).
Since the functions i can be approximated arbitrarily closely in uniform
norm on [0, 1] by a polynomial, we see that the commutator
[i (ut), g(sn)]  0 (in norm) as t  , for i=n&1, n or n+1. Then we
can find a T( f, g, m, =) so that tT implies that _( f, t, m) _(g, t, m) is
within = of the following quantity;
 n(ut) f (sn) g(sn) n(ut)(n&1(ut)2+n(ut)2+n+1(ut)2).
However we know that n(
2
n&1+
2
n+
2
n+1)=n , so this is just
_( fg, t, m). K
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Up till now we have not justified the name ‘‘integral’’ for this summation
process, since we have not shown any convergence as the step size tends to
0, i.e. m  . We shall now remedy this situation, though only in an
asymptotic sense:
Lemma 7.4. For any continuous f : [0, 1]  E and =>0, there is an
N( f, =) so that, for any mN and m$0 there is an R( f, m, m+m$, =) so
that
|_( f, t, m+m$)&_( f, t, m)|<= \tR.
Proof. As f is uniformly continuous, we can take $>0 so that
|s$&s|<$ implies | f (s$)& f (s)|<=18. Now choose N( f, =)0 so that
2&N<$4, and proceed on the assumption that mN.
Take s

$ and 

$ to be the points and partitions associated to the 2m+m$
intervals, which we write Inn$ . Here Inn$ is the partition of the larger interval
In into 2m$ smaller intervals, where n$ runs from 1 to 2m$. Then we can
expand the difference
_( f, t, m+m$)&_( f, t, m)
= :
n, n$
$nn$(ut) f (s$nn$) $nn$(ut)&:
i
i (ut) f (si) i (ut),
where i, line n, is an index running from 1 to 2m. Now we use the partition
of unity property,
:
i
( i (ut))2=1 and :
n, n$
($nn$(ut))2=1,
together with quasi-commutativity, to say that for t greater than some
R( f, m, m+m$, =) the difference is within =2 of
G= :
n, n$, i
$nn$(ut) i (ut)( f (s$nn$)& f (si))  i (ut) $nn$(ut).
The summands are only non-zero for i=n&1, n or n+1, so we can write
G=G&1+G0+G1 , where
Gz= :
n, n$
$nn$(ut) n+z(ut)( f (s$nn$)& f (sn+z)) n+z(ut) $nn$(ut).
We shall now find a bound for |Gz |. Write .nn$=$nn$n+z and take ! # H
to get
|Gz !|23 K2 :
n, n$
|.nn$(ut) !|9K 2 |!|2,
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where K is the maximum of | f (s$nn$)& f (sn+z)|. It follows that |G|9K<
=2. K
It is normally considered to be a useful property of integrals that if a con-
stant is integrated from 0 to 1, then the result is the constant again. However
in our asymptotic sums, such a result is only obtained asymptotically:
Lemma 7.5. For any constant function f : [0, 1]  A, any =>0, and any
m0, there is a Q( f, m, =) so that
|_( f, t, m)& f (1)|<= \tQ.
Proof. Begin with the definition
_( f, t, m)= n(ut) f (sn) n(ut)= n(ut) f (1) n(ut).
As t   we know that the commutator [n(ut), f (1)]  0, so there is a
Q( f, m, =) for which tQ implies that _( f, t, m) is within = of
 f (1) 2n(ut)= f (1). K
Now choose a dense subset fj of C([0, 1], E) for j ranging over positive
integers, and a dense subset aj of E.
Definition 7.6. The asymptotic integral It( f ) is defined in a series of
stages:
Begin with t [ _( f, t, m1) for t # [0, t1].
In the interval [t1 , t1+1] we join _( f, t1 , m1) to _( f, t1 , m2) by a
straight line path.
Continue with t [ _( f, t&1, m2) for t # [t1+1, t2+1].
In the interval [t2+1, t2+2] we join _( f, t2 , m2) to _( f, t2 , m3) by a
straight line path.
Continue with t [ _( f, t&2, m3) for t # [t2+2, t3+2].
In the interval [t3 , 2, t3+3] we join _( f, t3 , m3) to _( f, t3 , m4) by a
straight line path.
Etc.
All we have to do is to specify the increasing sequences ti and mi so that
all the required properties hold. This is done by a series of recursive
inequalities, first for mi , and then for ti . The functions used in this process
are defined in the previous results 7.3, 7.4 and 7.6.
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(M1) miN( f j , 2&i) for all j # [0, 1, ..., i].
(M2) miN( f j fk , 2&i) for all j, k # [0, 1, ..., i].
(M3) miM( fj , fk , 2&i) for all j, k # [0, 1, ..., i].
(M4) mimi&1+1.
(T1) tiR( f j , mi , mi+1 , 2&i) for all j # [0, 1, ..., i].
(T2) tiR( f j fk , m i , mi+1 , 2&i) for all j, k # [0, 1, ..., i].
(T3) tiT( f j , fk , m i+1 , 2&i&1) for all j, k # [0, 1, ..., i+1].
(T4) tiQ(aj , mi+1 , 2&i) for all j # [0, 1, ..., i].
(T5) tit i&1+1.
Corollary 7.7. For all t0, the map f [ It( f ) is linear, *-preserving,
and uniformly bounded by |It( f )|3 | f |.
Proof. The maps f [ _( f, t, m) are all linear and *-preserving, so the
same is true of a convex combination of two of these maps. Also we know
that |_( f, t, m)|3 | f |. K
Corollary 7.8. For all continuous f and g: [0, 1]  E, |It( f ) It(g)&
It( fg)|  0 as t  .
Proof. Given =>0, choose $ so that 0<$<1 and 24$(1+| f |+ | g| )<=.
Since the sequence fj ( j # N) is dense, we can choose fj and fk so that
| f &fj |<$ and | g& fk |<$. Then
It( f ) It(g)&It( f j) It( fk)=It( f &f j) It(g)+It( fj) It(g& fk),
|It( f ) It(g)&It( f j) It( fk)|9$ | g|+9$( | f |+1)9$(1+| f |+ | g| ).
In a similar manner we can calculate
|It( fg)&It( fj fk)|3$ | g|+3$( | f |+1)3$(1+| f |+| g| ),
and it follows that |It( f ) It(g)&It( fg)| is within =2 of |It( f j) It( fk)&
It( fj fk)|.
Now for i larger than both j and k, from 7.3 and the inequalities M3 and
T3 we deduce that
|_( f j , t, mi+1) _( fk , t, mi+1)&_( fj fk , t, mi+1)|<2&i&1 \tti ,
or alternatively,
|It( fj) It( fk)&It( f j fk)|<2&i&1 \t # [t i+i, t i+1+i].
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Now if we choose an integer Z larger than both j and k, for which
2&Z&1<=4, it follows that |It( f j) It( fk)&It( fj fk)|<=4 on the intervals
t # [ti+i, ti+1+i] for all iZ.
However we must also consider the intervals [ti+i&1, t i+i] where It
is defined as a convex combination. From 7.4 and the inequalities M1 and
T1 we deduce that, if iZ,
|_( f l , ti , mi)&_( fl , ti , mi+1)|<2&i for l= j or l=k,
or alternatively,
|It( fl)&Iti+i( fl)|<2
&i \t # [t i+i&1, ti+i] l= j or l=k.
From this it follows that, for t # [ti+i&1, ti+i],
|It( fj) It( fk)&Iti+i ( f j) Iti+i ( fk)|3.2
&i (2+| f |+| g| ).
Likewise from 7.4 and the inequalities T2 and M2 we deduce that
|It( fj fk)&Iti+i ( fj fk)|<2
&i \t # [ti+i&1, ti+i],
and as a result, if we choose an integer XZ so that 2&X+3.2&X (2+| f |+
| g| )<=4, then |It( f j) It( fk)&It( f j fk)| is within =4 of |Iti+i ( f j) Iti+i ( fk)
&Iti+i ( fj fk)| for iX and t # [ti+i&1, t i+i]. However for iX we
also know that |Iti+i ( fj) Iti+i ( fk)&Iti+i ( fj fk)|<=4, and deduce that
|It( fj) It( fk)&It( fj fk)|<=2 for t # [ti+i&1, ti+i].
We conclude that |It( f ) It(g)&It( fg)|<= for all ttX+X&1. K
Proposition 7.9. Asymptotic integration I: C([0, 1], E)_[0, )  E is
a strong asymptotic morphism according to definition 2.5 (in fact it satisfies
the stronger conditions of example 2.7).
Proof. It is exactly linear and star preserving (7.7). For any m and f the
map t [ _( f, t, m) is continuous. The easiest way to show this is to use a
polynomial uniform approximation on [0, 1] for the functions i in the
partition of unity. This then means that the map t [ It( f ) is continuous,
and combining this with the uniform bound in 7.7 shows that I is
continuous. Linearity and the bound in 7.7 shows that I satisfies the
condition |It( f )&It(g)|3 | f &g|. The result on algebra multipli-
cation (7.8) completes the proof. K
Proposition 7.10. If a: [0, 1]  E is a constant function, then It(a) 
a(1) as t  .
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Proof. Given =>0, choose aj in the dense subset of E so that
|a(1)&aj |<=9. From this it follows that |It(a j)&It(a)|<=3. Choose an
integer X j with 2&X<=3. Now from 7.5 and T4, for iX, we see that
|It(aj)&aj |<=3 \t # [t i+i, t i+1+i],
and by convexity of the =3 ball about aj we get |It(aj)&aj |<=3 for
all t # [ti+i, ti+1+i+1]. We conclude that |It(a)&a(1)|<= for all
ttX+X. K
8. THE IDEAL AND MAPPING CONE EQUIVALENCE
Suppose that J is a closed 2-sided ideal of the separable unital C*
algebra E. We can form the mapping cone of the quotient map ?: E  EJ;
C?=[(a, e) # EC([0, 1], EJ) | ?(a)=e(0), e(1)=0], (8.1)
where C([0, 1], E) is the C* algebra of continuous functions from the
interval [0, 1] to E. Using the mapping cone we can construct nice exact
sequences of homotopy classes of maps. However we would like to replace
the mapping cone in these sequences by the ideal J. To do this Connes and
Higson [2] replace homotopy classes by E-theory classes (asymptotic
morphisms plus stability to suspension and tensoring with matrices), and
show that J is E-theory equivalent to the mapping cone. One map is simple
enough, just the inclusion j [ ( j, 0). However the back map from the map-
ping cone to the ideal is rather more tricky. Connes and Higson use a con-
struction that relies on automatic continuity results, applicable only to C*
algebras, to construct such a map. We would like to give an alternative
construction that does not rely on such results. The first reason for this is
just to make the construction fit into the framework we have outlined in
this paper. The second (and perhaps more useful) reason is to allow the
possibility of the extension of the mapping cone equivalence to certain
other Freche t algebras.
Consideration of the construction in [2] suggests that a possible back
map might be based on the formula
(a, e) [ |
1
0
S(e(s)) } d+t(s), (8.2)
where +t is the projection valued spectral measure associated to ut , an
approximate unit for J which is quasi-central in E, and S is a continuous
section (not necessarily linear) to the map ?: E  EJ (i.e. ?(S(b))=b for
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b # EJ). (Without loss of generality we assume that S(0)=0.) The
approximate unit property means that
(1) ut # J for all t0.
(2) ut is a quasi-central family in E (see the last section).
(3) | jut& j |  0 as t   for all j # J.
Defintion 8.3. Take C0([0, 1), EJ) to be the algebra of continuous
functions from [0, 1] to EJ which vanish on 1 # [0, 1] with the supremum
norm. Define the map 3t : C0([0, 1), EJ)  E by the formula
3t(e)=It(S b e),
where It is the asymptotic integral (see the last section) with respect to
the quasi-central family ut . (We reserve the right to alter the values of
the sequences mi and ti in the definition of It in a manner consistent with
the previous definition, by imposing additional recursive inequalities.) K
So far we have not used any specific restriction on our partition of unity


corresponding to the partition of [0, 1] into 2m intervals. However now
it will be convenient to assume that 1 takes the value 1 on the first half
of the first interval I1 . This will allow us to prove the next lemma:
Lemma 8.4. For all continuous f: [0, 1]  E, ?(It( f ))=?( f (0)).
Proof. We show that ?(_( f, t, m))=?( f (0)), which implies the result.
Begin with
?(_( f, t, m))= ?(n(ut)) ?( f (sn)) ?(n(ut)).
Since .n(x)=n(x)x is continuous for n>1 it follows that
?(n(ut))=?(.n(ut)) ?(ut)=0
for n>1, so (remembering that s1=0)
?(_( f, t, m))=?(1(ut)) ?( f (0)) ?(1(ut)).
Also ?(1(ut))=?(1)&?(1&1(ut)), where ?(1&1(ut))=0 for the reason
outlined above, giving the result. K
For the next lemma, it will be convenient to assume that 2m takes the
value 1 on the last half of the last interval.
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Lemma 8.5. If c: [0, 1]  J is continuous, given m1 and =>0 there is
a Y(c, m, =) so that _(c, t, m) is within = of c(1) for tY.
Proof. The function n(x)=n(x)(1&x) is continuous for n<2m, so
n(ut) c(sn)=n(ut)(1&ut) c(sn)  0
as t   because ut is an approximate unit for J. We deduce that there is
an Y$(c, m, =) so that _(c, t, m) is within an =2 of
2m(ut) c(s2m) 2m(ut)
for tY$. As before we can write 2m(x)=1&(1&2m(x)), and find that
_(c, t, m) is within = of c(s2m)=c(1) for tY(k, m, =). K
Now take the sequence ck to be a dense subset of C([0, 1], J), and introduce
the following addition to the recursive definition of the sequence ti in 7.6:
(T6) tiY(ck , mi+1 , 2&i) for all k # [1, ..., i].
Corollary 8.6. For all continuous c: [0, 1]  J, It(c)  c(1) as t  .
Proof. Given an =>0, choose ck in our given dense subset so that
|ck&c|<=8. It follows that
|It(c)&c(1)|<|It(ck)&ck(1)|+=2.
By 8.5 and T6, for ik and tt i we have |_(ck , t, mi+1)&ck(1)|<2&i, or
alternatively
|It(ck)&ck(1)|<2&i \ik \t # [t i+i, t i+1+i].
If we choose an integer Xk so that 2&X<=2 then, by convexity of the
=2 ball about ck(1),
|It(ck)&ck(1)|<=2 \ttX+X.
This means that |It(c)&c(1)|<= for all ttX+X. K
Proposition 8.7. 3: C0([0, 1), EJ)_[0, )  E is a pointwise bounded
asymptotic morphism.
Proof. 3 is continuous as both S and I are. Now check through the
list in Definition 4.4, for e and d in C0([0, 1), EJ):
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(a) |3t(e)|=|It(S b e)|3 |S b e|.
(b) Given =>0 and e # C0([0, 1), EJ), there is a $(e, =)>0 so that
|d&e|<$ O |S b e&S b d |<=3
(to do this we use the continuity of S and the compactness of [0, 1]).
Applying It to this shows that
|d&e|<$ O |3t(e)&3t(d )|<= \t0.
(c) Take c=(S b e)*&S b (e*). Then c # C0([0, 1), J), as applying ?
to it gives zero. Now It(c)  c(1)=0 as t   by 8.6, and as It is *-preser-
ving we have
3t(e)*&3t(e*)  0 as t  .
(d) For * # C take c=*S b e&S b (*e). Then c # C0([0, 1), J), as
applying ? to it gives zero. Now It(c)  c(1)=0 as t   by 8.6, and as
It is linear we have
*3t(e)&3t(*e)  0 as t  .
(e) Take c=S b (e+d )&S b e&S b d # C0([0, 1), J). Now It(c) 
c(1)=0 as t  , and as It is additive we have
3t(e+d)&3t(e)&3t(d )  0 as t  .
(f ) Take c=S b (ed )&(S b e)(S b d ) # C0([0, 1), J). Now It(c) 
c(1)=0 as t  , so
3t(ed )&It((S b e)(S b d ))  0 as t  .
However we also know that It is asymptotically multiplicative, so
It((S b e)(S b d ))&It(S b e) It(S b d )  0 as t  ,
and combining these equations shows that
3t(ed )&3t(e) 3t(d)  0 as t  . K
Now we construct a strong asymptotic homotopy equivalence between the
suspension of the mapping cone SC? and the suspension of the ideal SJ.
Definition 8.8. Define a map 8t : SC?  SJ by the following construction:
An element of SC? consists of a pair (g, q) # C([0, 1], E)C([0, 1]2, EJ)
obeying the properties:
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(a) q(x, 0)=q(x, 1)=0 for all x # [0, 1], and q(1, y)=0 for all
y # [0, 1].
(b) g(0)= g(1)=0.
(c) ?(g( y))=q(0, y) for all y # [0, 1].
Define functions g* # C([0, 1], E) by g*( y)= g(*y), and q* # C0([0, 1],
EJ) by q*( y)=q(*, y) for * # [0, 1]. Now we define 8t(g, q): [0, 1]  J by
8t(g, q)(*)={It(g2*)+2*(3t(q0)&It(g1))3t(q2*&1)
* # [0, 12]
* # [ 12 , 1]
We also define the algebra map 9 : SJ  SC? by 9(c)=(c, 0).
Check. We should make sure that 8t(g, q): [0, 1]  J does really map
to J, and that it is continuous. Applying ? to 8t(g, q)(*) gives zero in all
cases by 8.4, and the 2*(3t(q0)&It(g1)) term is there precisely to ensure
continuity at *= 12 . K
Proposition 8.9. The map 8 : SC? _[0, )  SJ is a pointwise
bounded asymptotic morphism.
Proof. First deal with the SC? _[0, )  C([ 12 , 1], J) part. This is the
composition of the continuous algebra map :: SC?  C([ 12 , 1], C0([0, 1),
EJ)) given by :(g, q)(*)=q2*&1 and the pointwise bounded asymptotic
morphism 3 t : C([ 12 , 1], C0([0, 1), EJ))  C([
1
2 , 1], E).
We can take a map: SC? _[0, )  C([0, 12], J) to be the composition
of the continuous algebra map ;: SC?  C([0, 12], C([0, 1], E)) given by
;(g, q)(*)= g2* and the pointwise bounded asymptotic morphism
I t : C([0, 12], C([0, 1], E))  C([0,
1
2], E). To get the required map we add
to this the map z: SC?_[0, )  C([0, 12], J) defined by z(g, q, t)(*)=
2*(3t(q0)&It(g1)). This map is strongly asymptotically continuous (it is a
multiple of the difference of two strongly asymptotically continuous maps).
We can rewrite 3t(q0)&It(g1)=It(S b q0& g1), and ?(S b q0& g1)=0, so
S b q0& g1 maps into J. Then by 8.6, It(S b q0& g1)  (S b q0& g1)(1)=0,
so the map z is asymptotically zero. Then the required map is a pointwise
bounded asymptotic morphism by 4.7. K
Proposition 8.10. The composite 8t b 9: SJ  SJ is asymptotically
homotopic to the identity.
Proof. The composite has definition, where c: [0, 1]  J and c*( y)=c(*y),
8t b 9(c)(*)={It(c2*)&2*It(c1)0
* # [0, 12]
* # [ 12 , 1]
.
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The continuous algebra map |: SJ_[0, )  SJ defined by
|(c, t)(*)={c(2*)0
* # [0, 12]
* # [ 12 , 1]
is homotopic to the identity by a reparameterisation. By 8.6 the map
z=|&8t b 9 is asymptotically zero, so by 4.6 8t b 9 is homotopic to
8t b 9+z=|. K
Proposition 8.11. The composite 9 b 8t : SC?  SC? is asymptotically
homotopic to the identity.
Proof. Begin by defining the map (G, Q): SC?_[0, )  C([0, 1], SC?)
by the formula
G(g, q, t)(+)( y)={ht(+, 2y)+2y(rt(+, 0)&ht(+, 1))rt(+, 2y&1)
y # [0, 12]
y # [ 12 , 1]
,
Q(g, q, t)(+)(x, y)={q(x, 2+y)q(x, 2y&1+2(1& y) +)
y # [0, 12]
y # [ 12 , 1]
,
ht(+, y)=It(s [ g(sy+(1&s) +y)),
rt(+, y)=3t(s [ q(0, s+(1&s)( y+(1& y) +))).
A few checks shows that this really is a map into C([0, 1], SC?). The term
2y(rt(+, 0)&ht(+, 1)) is added to ensure continuity at y= 12 , and vanishes
asymptotically. To see this, note that
rt(+, 0)&ht(+, 1)=It(s [ S b q(0, s+(1&s) +)& g(s+(1&s) +)),
and since the function being integrated is a function into J, the integral
tends to the function evaluated at s=1 as t  , but this is just zero. The
proof that (G, Q) is a pointwise bounded asymptotic morphism proceeds as
in 8.9.
We can now put +=1 in the formulae, to find
G(g, q, t)(1)( y)={It (s [ g(2y))0
y # [0, 12]
y # [ 12 , 1]
,
Q(g, q, t)(1)(x, y)={q(x, 2y)0
y # [0, 12]
y # [ 12 , 1]
,
which is homotopic to the identity by 7.10 and 4.6, and +=0 to find (for
clarity, from this point on we shall omit the asymptotically zero term
inserted to ensure continuity at y= 12)
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G(g, q, t)(0)( y)&{It (s [ g(2sy))3t (s [ q(0, s+(1&s)(2y&1)))
y # [0, 12]
y # [ 12 , 1]
,
Q(g, q, t)(0)(x, y)={0q(x, 2y&1)
y # [0, 12]
y # [ 12 , 1]
.
The function we want to get is 9 b 8t=((9 b 8t)1 , 0), where
(9 b 8t)1 (g, q, t)( y)&{It(s [ g(2sy))3t(s [ q(2y&1, s))
y # [0, 12]
y # [ 12 , 1]
.
so (G, Q)(g, q, t)(0) is just what we want on [0, 12], but we need to alter
the function on [ 12 , 1]. The required homotopy is more easily described by
pictures, but here are the equations: First rescale [ 12 , 1] to [0, 1] by setting
w # [0, 1] equal to 2y&1, and then the two end-points of the still to be
constructed homotopy are
G$(g, q, t)(0)(w)&3t(s [ q(0, s+(1&s) w)),
Q$(g, q, t)(0)(x, w)=q(x, w),
G$(g, q, t)(1)(w)&3t(s [ q(w, s)),
Q$(g, q, t)(1)(x, w)=0.
Define a homeomorphism H from [0, 1]2 to the positive quadrant of the
closed unit disc in the complex numbers, by
x+iw
- 1+(xw)2
0{wx
H(x, w)={ x+iw- 1+(wx)2 0{xw.
0 x=w=0
From this we construct a function {: [(x, w, \) # [0, 1]3: arg (x+iw)
?\2]  [0, 1]2 by {(x, w, \)=H&1(e&i?\2H(x, w)). The coordinates of {
will be labelled ({1 , {2). Now the missing homotopy can be constructed by
G$(g, q, t)(\)(w)
=3t(s [ q({1(0, w, \), s+(1&s) {2(0, w, \)))
Q$(g, q, t)(\)(x, w)
={0q b {(x, w, \)
arg (x+iw)<?\2 or (x, w)=(0, 0)
arg (x+iw)?\2
. K
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