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Abstract 
 
Recent advances in Deep Reinforcement Learning have shown a significant improvement in decision-
making problems. An example of the successful application is in the use of DRL to design an algorithm to 
allocate limited resources to different tasks in a computer cluster. Another successful example is DRL in 
robotics, where a robot can learn a policy to map video images to robot’s actions. These tasks, and many 
others from different fields, have been typically performed by the design of complex heuristics adapted 
to a simplification of the real problem. These heuristics are not flexible and they have difficulties to adapt 
to more sophisticated scenarios. DRL, on the other hand, is able to learn from past experiences and 
approximate its actions to scenarios never seen before. In DRL there is an agent interacting with the 
environment, and for each action he makes he will receive a positive or negative reward, indicating if it 
was a good or bad action respectively. Thus, the agent is capable to remember a similar state to the one 
he is facing and to pick the action that would give him a higher reward.  
The networking community has started to investigate how DRL can provide a new breed of solutions to 
relevant optimization problems. Some of these problems include to find the optimal routing given input 
traffic demands or network resource management. However, most of the state-of-the-art DRL-based 
networking techniques fail to generalize, meaning that they can only operate over network topologies 
seen during training. The reason behind this important limitation is that existing DRL networking solutions 
use standard neural networks (e.g., fully connected, convolutional neural networks, etc.), which are 
unable to learn graph-structured information. Computer networks are inherently represented as graphs, 
and thus, it’s an important aspect to learn this graph-structured information for solving network 
optimization problems. 
In this work we study the use of Graph Neural Networks in combination with DRL to solve network 
optimization problems. GNN have been recently proposed to model graphs and they showed their ability 
to generalize to other topologies. Having a GNN able to model a graph, we study a novel DRL+GNN 
architecture, able to learn, operate and generalize over arbitrary network topologies. To showcase its 
generalization capabilities, we evaluate it on an Optical Transport Network scenario, where the agent 
needs to allocate traffic demands efficiently. Our results show that our DRL+GNN agent is able to achieve 
outstanding performance in topologies unseen during training. 
The presented implementation considers a scenario where a centralized DRL agent has a complete view 
of a given network topology.  This agent will receive different kind of traffic demands that will have to 
allocate on the graph. These demands are stochastic and the agent has no information about the future 
demands. Thus, given a demand, his role is to allocate the resources in the network that would satisfy the 
demand, trying to maximize the network links utilization in the long term. To assess its performance, we 
trained the agent on one topology and we evaluated it on another topology not seen during training. 
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1. Introduction 
Recent advances in Deep Reinforcement Learning (DRL) showed a significant improvement in decision-
making and automated control problems [9][10]. In this context, the network community has adopted 
DRL as a key technology to provide a new breed of network optimization problems (e.g. routing) with the 
goal of enabling self-driving networks [5]. However, existing DRL-based solutions still fail to generalize 
when applied to network-related scenarios. This hampers the ability of the DRL agent to make good 
decisions when facing a network state not seen during training. 
Most of existing DRL proposals for networking can only operate over the same network topology seen 
during training [11][12] and thus, cannot generalize and efficiently operate over unseen network 
topologies. The main reason behind this strong limitation is that computer networks are fundamentally 
represented as graphs. For instance, the network topology and routing policy are typically represented as 
such. However, state-of-the-art proposals [11][13][14] use traditional neural network (NN) architectures 
(e.g. fully-connected, Convolutional Neural Networks) that are not well suited to model graph-structured 
information. 
Recently, Graph Neural Network (GNN) [15] have been proposed to model and operate on graphs with 
the aim of achieving relational reasoning and combinatorial generalization. In other words, GNNs facilitate 
the learning of relations between entities in a graph and the rules for composing them. GNN have been 
recently proposed in the field of networking modelling and optimization [16]. In this work, we present a 
pioneering DRL+GNN architecture for networking. Our novel architecture is able to operate and optimize 
problems while generalizing to unseen topologies. Specifically, the GNN used by the DRL agent is inspired 
by Message-passing Neural Networks (MPNN) [17]. Such MPNN-based models are used in chemistry to 
develop new compounds. With this framework we design a GNN that captures meaningfully the relation 
between paths and the links on a network topology.  
To analyse the generalization capabilities, we experimentally evaluate our proposed DRL+GNN 
architecture in an Optical Transport Network (OTN) scenario. Specifically, the DRL+GNN agent needs to 
learn an efficient policy to maximize the number of allocated traffic demands over a topology. Our results 
show that our agent is able to efficiently operate over a network not seen during training with outstanding 
performance. At the best of our knowledge this is the first time a DRL agent has been combined with a 
GNN to address networking problems. We hope that our novel architecture represents a baseline to be 
adapted to other scenarios.  
Objectives 
The main focus of this work is to use GNNs to model a network and DRL as an optimization algorithm to 
find the routing of incoming traffic demands. Therefore, the objectives we defined can be summarized as 
follows: 
• To design and implement a GNN-based model using TensorFlow that is able to model the network 
topology and generalize to topologies not seen during training. As we work in an OTN 
environment, the model will have to model the link features which contain relevant information 
such as link capacity or the bandwidth allocated. 
• To design a DRL algorithm that would integrate the GNN model. This algorithm would learn to 
interact with the network in order to achieve the maximum cumulative reward in the long term. 
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2. Background 
Knowledge Defined Networking 
D. Clark et al. proposed “A Knowledge Plane for the Internet” [1] , a new architecture that relies on 
Machine Learning (ML) and cognitive techniques to operate the network. A Knowledge Plane (KP) would 
bring many advantages to networking, such as automation and action recommendation, and it has the 
potential to represent a paradigm shift on the way we operate and optimize data networks.  
One of the biggest challenges when applying ML for network operation and control is that networks are 
inherently distributed systems, where each node (i.e., switch, router) has only a partial view and control 
over the complete network. To learn from nodes that only have a partial vision of the system can be very 
complex. There is some effort being done towards the logical centralization control, which will ease the 
complexity of learning in a distributed environment. Specifically, the Software-Defined Networking (SDN) 
paradigm [2] decouples control from the data plane, providing a logically centralized control plane (i.e. a 
single logical point in the network with knowledge of the whole). 
In addition to the “softwarization” of the network, current network data plane elements are equipped 
with improved computing and storage capabilities. This enabled a new breed of network monitoring 
techniques commonly referred to as network telemetry [4]. These techniques provide real-time packet 
and flow-granularity information, together with configuration and network state monitoring data, to a 
centralized Network Analytics (NA) platform. In this context, telemetry and analytics technologies provide 
a richer view of the network compared to what was possible with conventional network management 
approaches. 
The centralized control offered by SDN, combined with a rich centralized view of the network provided by 
network analytics, enable the deployment of the KP concept proposed in [1]. In this context, the KP can 
use various ML approaches, such as Deep Learning (DL) techniques, to gather knowledge about the 
network, and exploit that knowledge to control the network using logically centralized control capabilities 
provided by SDN. This new paradigm, resulting from combining SDN, telemetry, Network Analytics, and 
the Knowledge Plane is known as Knowledge-Defined Networking (KDN) [5]. The work from this thesis is 
encompassed in the KDN paradigm, where we have a central entity with absolute view and knowledge of 
the underlying network structure and state. 
Graph Neural Networks 
Graph Neural Networks (GNNs) is a novel family of neural networks designed to operate over graph-
structured information. They were introduced in [15] and numerous variants have been developed since 
[18][19][20]. In its basic form, they consist in associating some initial states to the different elements in a 
graph and then combine them considering how these elements are related in the graph. An iterative 
algorithm updates the state elements and uses the final states to produce an output. The particularities 
of the problem to solve will determine which GNN variant to use, which elements of the graph (edges or 
nodes) are considered, etc. 
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Message Passing Neural Networks (MPNN) [17] are a well-known type of GNNs that use an iterative 
message passing algorithm to propagate information between the nodes of the graph. In a message-
passing step, each node K receives messages from all the nodes in its neighbourhood, denoted by N(k). 
Messages are generated by applying a message function m(·) to the hidden states of node pairs in the 
graph, and then are combined by an aggregation function, for instance, a sum (Eq. 1). Finally, an update 
function u(·) is used to compute a new hidden state for every node (Eq. 2). 
   
 
 
 
 
 
 
 
 
In Figure 1 and Figure 2 we can observe graphically one step of the message passing. At a time step t, all 
nodes have a hidden state vector h, indicating the features of that node at this point in time. Each node 
is identified by the subscript of the hidden state vector hi where 1 ≤ i ≤ 4. In Figure 1 we focus on node 4 
at time step t where he receives a message from all his neighbours. The messages correspond to the 
hidden state vector of his neighbours respectively. Afterwards, node 4 aggregates the messages received 
from his neighbours (see Figure 2). The aggregation operation is typically a sum, but it can be changed by 
other methods. Finally, node 4 will update its status using his current state hti and the aggregation of all 
messages received from its neighbours. This same procedure is repeated at the same time for all nodes in 
the graph until convergence. 
Functions m(·) and u(·) are differentiable functions, and consequently may be learned by neural networks. 
After a certain number of iterations, the final node states are used by a readout function r(·) to produce 
an output for the given task. This function can be also implemented by a neural network and is typically 
tasked to predict properties of individual nodes (e.g., the node’s class) or global properties of the graph. 
 
 
Figure 1 Figure 2 
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RouteNet 
GNNs have been able to achieve relevant performance results in multiple domains where data is typically 
structured as a graph [17]. Since computer networks are fundamentally represented as graphs, it is 
inherent in their design that GNNs offer unique advantages for network modelling compared to traditional 
neural network architectures (e.g., fully connected NN, convolutional NN). An example of this is RouteNet, 
a novel neural network architecture which has shown its potential for network performance prediction 
[16], even when making predictions on network topologies not seen during training [21]. RouteNet is a 
GNN-based model able to understand the complex relationship between topology, routing and input 
traffic to produce accurate estimates of the per-source/destination pair mean delay and jitter. This is 
achieved by modelling the relationships of the links in topologies with the source-destination paths 
resulting from the routing schemes and the traffic flowing through them. 
 
Figure 3 
In Figure 3 we can see a graphical interpretation of the message passing performed in RouteNet. The main 
entities are the links and the paths, obtained from combining a traffic matrix, a routing and the network 
topology. The traffic matrix indicates for each source-destination how many bits per second are sent. 
There are two steps in the RouteNet message passing: paths to links and links to paths. In the first, each 
path sends a message to all the links from the paths. Then, for each link the information is aggregated 
using a summation. This information is passed through a Recurrent NN (RNN), responsible for learning the 
sequence of paths passing through each link. The second step, each link sends a message to all the paths 
passing by that link. The paths hidden states are updated using the output of an RNN, which is responsible 
for learning from the sequence of links forming each path. 
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Deep Reinforcement Learning 
DRL algorithms aims at learning a strategy that leads to maximize the cumulative reward in an 
optimization problem. DRL agents start from tabula rasa. This means that they have no previous expert 
knowledge about the environment where they operate. They have only a set of possible actions and learn 
the optimal strategy after an iterative process that explores the action and observation spaces. The 
learning process consists in a set of actions A and a set of states S. Given a state s ∈ S, the agent will 
perform an action a ∈ A  that produces a transition to a new state s’ ∈ S , and will provide the agent with 
a reward r . This optimization problem can be modelled as a Markov Decision Process (MDP). However, 
finding the solution of the MDP requires to evaluate all the possible combinations of state-action pairs.  
An alternative to solve the MDP is using Reinforcement Learning (RL). Q-learning [22] is a value-based RL 
algorithm whose goal is to make an agent learn a policy π : S → A. The algorithm creates a table (a.k.a. q-
table) with all the possible combinations of states and actions. At the beginning of the training, the table 
is initialized (e.g., zeros or random values) and during training the agent updates these values according 
to the rewards received after selecting an action. These values, called q-values, represent the expected 
reward assuming the agent is in a state s and performs action a. During training, q-values are updated 
using the Bellman equation (see Eq. 3) where r(s,a) is the reward obtained from selecting action a in state 
s , Q(s’,a) is the q-value function and γ ∈ [ 0 , 1 ] is the discount factor, which represents the importance 
of the rewards obtained in the future. 
 
 
Deep Q-Network (DQN) [9] is a more advanced algorithm based on Q-learning that uses a deep NN to 
approximate the q-value function. As the q-table size becomes larger, Q-learning has difficulties to learn 
a policy from high dimensional state and action spaces. To overcome this problem, they proposed to use 
a deep NN as q-value function estimator. This method uses an experience replay buffer to store past 
sequential experiences (i.e. stores tuples of {s,a,r,s’}). While training the neural network, the temporal 
correlation is broken by sampling randomly from the experience buffer. 
Policy Gradients (PG) methods is a family of algorithms that instead of learning a value function, they try 
to optimize the policy function π. Nevertheless, these methods suffer from high variance and low 
convergence. This is because the log(.) operation used to update the policy gradient introduces high 
variability.  This high variability will make noisy gradient and will cause unstable learning. More advanced 
algorithms that combine value-based and policy gradients were proposed to leverage the benefits of both 
techniques. These algorithms are called Actor-Critic [30] and they combine an actor agent and a critic 
agent. The actor outputs the best action to make and the critic evaluates the action using a value function.  
 
 
 
 
Towards network optimization using Graph Neural Networks Paul Almasan 
6 
 
A DRL-based solution must define two main elements: (i) the observation space and (ii) the action space. 
The observation space describes the state of the environment. The action space describes the set of 
actions the DRL agent can make to modify the environment. Typically, the network state is represented 
as a matrix containing the utilization or the traffic aggregated on links or nodes [11]. We argue that this 
approach is not appropriate as a matrix does not represent well graph-structured information. For 
example, two graphs that differ in one link will have a similar matrix but from a networking point of view 
both networks can have very different performance. In this work, the network state is going to be 
represented by a graph with features on the edges. As a proof-of-concept, we are going to use the DQN 
algorithm because of its simplicity and its successful applications in other fields [9]. 
State of the art 
To find the optimal routing given the traffic between each source-destination pair in a network topology 
is a fundamental problem in networking. In the last years, different solutions have been proposed to this 
problem. Boyan & Littman [7] propose Q-routing, a distributed packet routing algorithm where they used 
a table-based representation of the routing policy. In this table, each node x has a value which indicates 
the estimated time it takes to deliver a packet bound for a node d using the current node’s neighbour y.    
Because of the fixed size of the table, the solution does not generalize to other topologies. Chen et al. [11] 
propose a RL solution based on Q-learning where they use a convolutional NN to extract graph features. 
Particularly, they represent a network state with the links utilization using binary arrays to indicate if the 
number of frequency slot is available (1) or occupied (0). Similar to Q-routing, the architecture presented 
has a fixed input size, forbidding the model to generalize to different network topologies of variable size.  
Mao et al. [33] propose to represent the network state using a matrix with the traffic demand aggregated 
in every router. Both solutions [11][33] define a discrete action space for the agent where an action is to 
select a path among a number of candidate paths. One drawback of this representation is that the DRL 
agent must abstract knowledge from the link-level features to the path-level represented in the action 
space.  You et al. [6] propose a distributed Multi Agent Reinforcement Learning (MARL) solution. They 
extend the Q-routing solution to a multi agent environment where each agent has a partial view of the 
network and they take actions that lead to the minimization of the average delivery time. Because of the 
inherent distributed nature of MARL, the solution seems to be scalable but the problem complexity 
increases exponentially to the number of nodes added to the topology. Suarez et al. [8] propose a DRL-
based solution in OTN where they design an elaborated representation of the network state that helps 
the agent to capture easily the singularities of the network topologies. Their network state representation 
reduces the level of knowledge abstraction required for the DRL agent, allowing the agent to learn easily 
and faster.  
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3. Network optimization scenario 
Finding the optimal routing configuration for a set of traffic demands is a NP-hard problem [32]. This 
makes it necessary to explore alternative solutions (e.g., heuristics) with the aim of maximizing the 
performance at an affordable cost. However, hand-crafted heuristics perform well for specific scenarios 
but they lack the generalization capabilities to other scenarios. In networking, this is translated to the 
generalization capabilities over different networks. In other words, to find a routing configuration using 
some heuristic might work for a given topology, but it will perform poorly if we run the same algorithm 
on a larger topology (e.g. adding more nodes and links to the original topology). In this work, we explore 
the potential of a GNN-based DRL agent to operate and generalize over routing scenarios involving diverse 
network topologies. As a first approach, we consider a routing scenario in Optical Transport Networks 
(OTN). In this scenario, the DRL agent needs to make routing decisions on every traffic demand as it comes. 
 
Figure 4 
The DRL agent operates at the level of the electrical domain, over a logical topology where the nodes 
represent Reconfigurable Optical Add-Drop Multiplexer (ROADM) nodes and edges some predefined 
lightpaths connecting them (see Figure 4). Thus, the DRL agent receives a traffic demand defined by the 
tuple {src,dst,bandwidth}, and is tasked to route the traffic demand through a particular sequence of 
lightpaths (i.e. an end-to-end path) that connect the source and the destination of such demand. Traffic 
demands are considered requests of Optical Data Units (ODU) whose bandwidth demands are defined in 
the ITU-T Recommendation G.709 [23]. Once the demand is allocated, the links available bandwidth is 
updated and the agent receives a new demand tuple. This process is repeated until there is a demand that 
cannot be allocated (i.e. the edges have no more free capacity to allocate the new demand). For each 
allocated traffic demand, the agent receives a positive reward r=1 if it was allocated successfully or r=0 if 
after the allocation there is some link that surpassed its capacity. 
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In our scenario, the routing problem is defined as finding the optimal strategy to route incoming source-
destination traffic demands with the goal of saving network resources in the long-term. In other words, 
to find the strategy that will allow to allocate more demands. We consider that a demand is properly 
allocated if there is enough available capacity in all the lightpaths forming the end-to-end path selected. 
The demands do not expire, occupying the lightpaths until the end of an episode. This implies a challenging 
task for the DRL agent, since it has not only to identify critical resources on networks (e.g. potential 
bottlenecks) but also has to deal with the uncertainty in the generation of future traffic demands. 
One of the reasons behind choosing this evaluation scenario is that it’s a classical problem for OTN, for 
which a close-to-optimal heuristic is well known. The heuristic we are going to compare our solution with 
is the Shortest Available Path (SAP), which consists on allocating the demands on one of the k=4 shortest 
available paths for each source-destination node pair. This will serve as a baseline benchmark to validate 
the generalization performance of our model. As a lower bound, we use a random available path policy, 
meaning that the agent allocates the resources on one of the k=4 shortest available paths, trying to have 
the loads balanced. This policy can also be seen as a load balancing as the resources are allocated on the 
candidate paths following a uniform distribution. We picked the value k=4 in all the experiments to 
maintain a reduced number of paths [8]. Having a large k value implies a larger state dimensionality, which 
means larger processing cost and a more complex learning process, as the actions space to explore is 
larger. 
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4. GNN-Based DRL Agent design 
In this section we describe the DRL+GNN agent proposed in this work. Our agent implements the DQN 
algorithm [24], where the q-value function is modelled by a GNN. Algorithm 1 represents the pseudo-code 
including the training process. The agent has a main loop that is repeated over a total number of iterations, 
and two nested loops that represent periodic evaluation and training periods. The variables {s, d, r} 
represent the network state, the current traffic demand to allocate and the obtained reward respectively. 
The training loop (lines 2~12) is executed over Training_eps episodes. For each new demand, the agent 
selects a discrete action that corresponds to an end-to-end path. After every decision, it receives a reward 
that is stored into an experience replay buffer together with the state and the action. Then, function 
agt.replay() takes randomly some samples from this buffer to train the GNN model by exploiting the input 
graph-structured information. The evaluation loop (lines 13~20) is executed during Evaluation_eps 
episodes, where one episode starts with an empty network and finishes when a demand is allocated into 
a path that do not have enough available capacity for the current traffic demand. Particularly, this occurs 
when at least one lightpath in the end-to-end path selected does not have enough available capacity. 
After the evaluation loop is completed, we store the mean reward accumulated over all the evaluation 
episodes. This is used to represent the evolution of the performance achieved by the DRL agent during 
the training,  
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The GNN model is designed following a MPNN fashion using the link entity and we perform the message 
passing step between all links. Each link has a feature vector (a.k.a. hidden state) were all the relevant 
features to solve our problem are going to be stored. For each edge, we store in the hidden state the 
betweenness centrality of each edge. This centrality measurement is computed in the following way:  for 
every pair of source-destination nodes, we compute k=4 shortest paths and we store, in each link that 
these paths are traversing, a counter indicating how many shortest paths go through that link. Another 
feature we store in the hidden state is the edge capacity. All the capacities are initially set to 200 and 
these are going to be reduced if the agent allocates resources on the links of a given path. Finally, contrary 
to many DQN algorithms, we indicate the action performed by the agent in the graph. In our specific use-
case, given the node pair source-destination from a traffic demand, the possible actions are a=1...4, where 
a=1 means to allocate on the 1st shortest path and a=4 means to allocate on the 4th shortest path. Thus, 
we indicate this action by adding to the links from the allocated path the demand value the agent is 
allocating. It’s important to remark that each value added to the hidden state is normalized by subtracting 
the mean and dividing by the standard deviation. This is done to facilitate the learning process and 
stabilize the learning of the neural networks. 
Once the corresponding features are introduced in the affected links after allocating a path, the GNN 
performs the message passing. Thus, for each link L the message function from Eq.1 will take as input the 
hidden state of the link hL and the hidden state of a neighbour link hi where i ∈ N(i). The same process is 
repeated for all neighbours of link L and for all links from the graph. After iterating over all links, the 
outputs are aggregated using an element-wise sum, resulting on a new feature vector for each link. The 
resulting vectors are combined with the respective previous link hidden state in a Recurrent NN (RNN). 
The output of the RNN is going to be the new link hidden state and the process starts again. This whole 
process is repeated T times until convergence. Finally, the outputs of the RNN are aggregated using a sum, 
passing the result as input to a fully connected neural network (a.k.a. readout). This will output a single 
value, indicating the q-value of the allocated demand. This value is going to indicate how likely is that the 
action performed by the agent would return a high reward. In Figure 5 we can observe a graphical 
representation of the message passing algorithm implemented in this work, where M represents a one-
layer neural network, RNN is a GRU recurrent neural network and Readout is a 2-layer fully connected 
neural network. 
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To simulate the environment, we implemented the env.step() and env.reset_env() functions in the Gym 
framework [25]. The env.step() simulates the transition of the network state after a traffic demand is 
allocated and generates a new traffic demand for the following step. In case there is no enough free 
capacity in the path selected, the agent is notified with a flag (done). The env.reset_env() method is 
executed after every episode end and is responsible for resetting the environment and generate the first 
traffic request for the next episode. Also, the agent uses the agt.rmb() function to store transitions in the 
experience replay buffer. For this buffer, we implemented a cyclic replay memory (i.e. once the memory 
is full, oldest experiences are removed) to avoid that the agent is trained on very old samples as the 
training evolves. The agt.act() method selects one over a set of possible actions given an input state 
following an ɛ-greedy strategy [24] during training. This strategy is used to indicate the agent if to pick the 
actions totally random (ɛ=1.0) or pick the one with the highest q-value (ɛ=0.01). 
In Code 1 we can see the original code of the message passing implemented in TensorFlow. In lines 2~12 
we are reading the input data samples and parsing the tensors using the variable num_edges stored for 
each sample. This is done to enable the message passing be able to process samples from graphs of 
different sizes, which implies tensors of different lengths. In lines 13~14 we read the identifiers of the 
encoded links from the graph (first) with all their neighbors (second) respectively. These identifiers are 
used to read the hidden states of all the links and combine them to perform the forward pass through the 
Message (M) neural network. Afterwards, for every link from the graph we aggregate the results, by using 
a segment sum, obtained from M. The resulting vectors are passed to an RNN in the Update function from 
line 22. After repeating this process for T times, the resulting hidden states of the links are aggregated in 
a sum resulting in a unique vector. Finally, this vector is processed by the Readout neural network in line 
27, which will output a single q-value. 
 
Figure 5 
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1 def call(self, inputs, training=False): 1 
2        capacities=tf.reshape(inputs['capacities'][0:inputs['num_edges']],  2 
3        [inputs['num_edges'],1]) 3 
4        betweenness=tf.reshape(inputs['betweenness'][0:inputs['num_edges']],           4 
5        [inputs['num_edges'],1]) 5 
6        bw_allocated=tf.reshape(inputs['bw_allocated'][0:inputs['num_edges']6 
7        ], [inputs['num_edges'], 1]) 7 
8 8 
9        hiddenStates=tf.concat([capacities,betweenness,bw_allocated],       9 
10       axis=1) 10 
11       paddings=tf.constant([[0, 0],[0, self.hparams['link_state_dim']-3]]) 11 
12       link_state = tf.pad(hiddenStates, paddings, "CONSTANT")       12 
13       first = inputs['first'][0:inputs['length']] 13 
14       second = inputs['second'][0:inputs['length']]          14 
15       for _ in range(self.hparams['T']): 15 
16           mainNodes = tf.gather(link_state, first) 16 
17           neighNodes = tf.gather(link_state, second)             17 
18           nodesConcat=tf.concat([mainNodes,neighNodes],axis=1)             18 
19           outputs=self.Message(nodesConcat)             19 
20           nodes_inputs = tf.math.unsorted_segment_sum  (data=outputs,    20 
21           segment_ids=second,num_segments=inputs['num_edges'])              21 
22           outputs,links_state_list=self.Update(nodes_inputs,[link_state]) 22 
23   23 
24           link_state = links_state_list[0]     24 
25  25 
26       nodes_combi_outputs = tf.math.reduce_sum(link_state, axis=0)         26 
27       r = self.Readout([nodes_combi_outputs],training=training) 27 
28       return r 28  
Code 1 
 
 
 
 
 
 
 
 
 
 
 
Towards network optimization using Graph Neural Networks Paul Almasan 
13 
 
5. Experimental Results 
In this section we train and evaluate our GNN-based DRL agent to efficiently allocate traffic demands in 
an OTN routing scenario. We set the hyperparameters and the optimizer that best fits in this problem by 
running different experiments. The main goal of these experiments is to see if the implemented GNN 
model is able to learn the graph structure information and interact with the network by allocating 
“optimally” the incoming traffic requests. Moreover, we also want to test the generalization capabilities 
of GNNS.  
In all the experiments, we used the National Science Foundation Network (NSFNET) [28] and the German 
Backbone Network (GBN) [29] network topologies. In Figure 7 and Figure 6 we can see the representation 
of the GBN and NSFNET topologies respectively. To test the generalization capabilities of GNNs, we used 
NSFNET during the training process and GBN on evaluation only. This means that the DRL agent never saw 
the GBN topology during training. 
 
Evaluation setup 
We implemented the DRL environment using the OpenAI Gym framework. For the sake of simplicity, we 
consider 2 types of traffic demands (ODU3, ODU4) whose bandwidth requirements are expressed in terms 
of multiples of ODU0 signals (32 and 64 ODU0 signals respectively). When the DRL agent allocates a 
demand, it receives an immediate reward being the bandwidth (in ODU bandwidth units) of the current 
traffic demand if it was properly allocated, otherwise the reward is 0. Traffic demands are generated on 
every step by randomly selecting a source-destination pair in the network and an ODUk type demand that 
represents the bandwidth.  
 
 
 
 
Figure 7 Figure 6 : GBN : NSFNET 
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Preliminary experiments were carried to choose an appropriate optimizer and hyperparameter values for 
our DRL agent. We compare three well-known optimizers (i.e. Adam, RMSProp and Stochastic Gradient 
Descent with optimizations) to choose the one that has a more stable learning process and converges 
faster to a solution. In Figure 8 we can observe the results of the comparison and clearly Stochastic 
Gradient Descent [26] method with Nesterov Momentum [27] offers the fastest convergence and higher 
test score (SGDOptimized). Regarding the hyperparameters, we use a learning rate of 10−4, and a 
momentum of 0.9. Each training episode consists on a 100 independent sequences of traffic demands 
where each sequence finishes when a demand cannot be allocated on the network. After each training 
episode, we evaluate the model on the same topology used in the training loop. This process consists of 
50 evaluation episodes and we store the average of them. For the ε-greedy exploration strategy, we start 
with ε =1.0 that is maintained during 1000 episodes. Then, ε decays exponentially every 2 training 
episodes. For the experience replay buffer, we select a size of 5000 samples. 
 
 
Training 
We train the DRL agent on an OTN routing scenario with the 14-node NSFNET topology, where we consider 
that the edges represent lightpaths with capacity for 200 ODU0 signals. During training, the agent receives 
traffic demands and allocates them on one of the k=4 shortest paths available in the action set. We run 
100 episodes, store the output in the experience replay buffer and train the GNN by selecting randomly 
one sample from the buffer.  For the evaluation, we run 50 episodes and compute the average cumulative 
reward obtained over all of them. 
In Figure 9 we show the evaluation score of the GNN-based model during training. The score is computed 
by evaluating the agent on the NSFNET topology, which is the only one the agent sees during the training 
process. We also show the evolution of ε during the training. As we can observe, when epsilon starts to 
decay (i.e., around episode 15) there is a stable increase in the score achieved by the agent. This suggests 
that, at this point, the GNN is already in a positive phase of training and it is possible to use its q-value 
estimates to make a smarter exploration of the action space. 
Figure 8 Figure 9 
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Generalization over other network scenarios 
To evaluate the generalization capability of our agent, we select the version of the agent with highest 
score during the training and evaluate it on a scenario of the 17-node GBN topology. Note that the agent 
has not seen any sample from this topology during training. In order to benchmark its performance, we 
compare it against the "Shortest Available Path" (SAP) policy. This routing policy typically represents a 
performance close to the optimal MDP solution in our OTN routing scenario. To have a lower bound, we 
compare with the “Random Available Path” (RAND) policy. This policy picks randomly one path among the 
shortest available paths where the agent will allocate the incoming traffic demand.  
Figure 11 shows the performance of our GNN-based DRL agent on NSFNET topology against the SAP 
heuristic and the RAND policy. We can observe that our agent was able to learn a policy that would match 
the performance of SAP, a heuristic close to the optimal solution, in the same topology used during 
training. The y-axis represents the score achieved over 50 evaluation episodes (x-axis). The horizontal lines 
indicate the average score obtained over all the episodes by each strategy. In Figure 10 we can observe 
the performance of the same agent evaluated on the GBN topology. This plot reveals the ability of our 
DRL agent to maintain a good performance even when it operates in a routing scenario with a different 
topology not seen during training. One of the explanations behind the difference in performance between 
SAP and our DRL agent is that GBN might have critical links (i.e. many shortest paths cross those links) that 
SAP congests very soon. Thus, a smarter strategy, such as the learned by our agent, would learn that there 
are some links that will run out of capacity soon, impeding the agent to allocate more demands. Therefore, 
the agent would look for different ways to allocate the incoming demands and avoid allocating on critical 
links. 
 
 
 
 
 
Figure 10 Figure 11 
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6. Conclusion 
In this work, we presented a DRL architecture based on GNNs that is able to generalize to unseen network 
topologies. The use of GNNs to model the network environment allow the DRL agent to operate in 
different networks than those used for training. We believe that the lack of generalization was the main 
obstacle preventing the deployment of existing DRL-based solutions in production networks.  
In order to show the generalization capabilities of our DRL+GNN architecture, we selected a classical 
problem in the field of OTN, for which a close-to-optimal heuristic is well known. This served as a baseline 
benchmark to validate the generalization performance of our model. Our results show that our model is 
able to sustain a similar accuracy in a network never seen during training. Previous DRL solutions based 
on traditional neural network architectures are not able to generalize to other topologies.  
Our ongoing work is focused on applying our DRL+GNN architecture to more complex routing and 
networking problems. Given the generalization performance shown by GNNs for modelling more complex 
scenarios, we are confident similar results will also be obtained when combined with DRL. 
 
Future Work 
The present work is a partial result from an ongoing project with the goal of routing packets efficiently. 
This goal is challenging because it has been proven that routing is an NP-hard problem. Nevertheless, RL 
opens many possibilities that would allow as to approximate a close-to-optimal solution. To reach this 
goal, many steps need to be done: 
• The results showed in this work are very promising but the environment is not challenging enough. 
Therefore, an obvious next step would be to add more different kind of demands to the OTN 
environment and test the generalization capabilities of the GNN-based DRL agent. 
• Another interesting routing scenario would be one where the allocated traffic demands they have 
a limited amount of time. This means that after they are allocated, they spend some time and 
afterwards they free the resources they were using. This environment is more realistic and 
challenging for a GNN as it’s changing dynamically. 
• More sophisticated DRL techniques could be applied to our problem. To train our DQN algorithm 
and see some results was a matter of days. Thus, to implement advanced DRL algorithms would 
allow us to achieve better results and in a considerably less amount of time.  
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