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ON REPRESENTATIONS OF RATIONAL CHEREDNIK ALGEBRAS
OF COMPLEX RANK
INNA ENTOVA AIZENBUD
Abstract. We study a family of abelian categories O c,ν depending on complex param-
eters c, ν which are interpolations of the category O for the rational Cherednik algebra
Hc(ν) of type A, where ν is a positive integer. We define the notion of a Verma object
in such a category (a natural analogue of the notion of Verma module).
We give some necessary conditions and some sufficient conditions for the existence of
a non-trivial morphism between two such Verma objects. We also compute the character
of the irreducible quotient of a Verma object for sufficiently generic values of parameters
c, ν, and prove that a Verma object of infinite length exists in O c,ν only if c ∈ Q<0. We
also show that for every c ∈ Q<0 there exists ν ∈ Q<0 such that there exists a Verma
object of infinite length in O c,ν .
The latter result is an example of a degeneration phenomenon which can occur in
rational values of ν, as was conjectured by P. Etingof.
1. Introduction
The study of representations in complex rank involves defining and studying families of
abelian categories depending on a parameter t which are polynomial interpolations of the
categories of representations of objects such as finite groups, Lie groups, Lie algebras and
more. This was done by P. Deligne in [6] for finite dimensional representations of the gen-
eral linear group GLn, the orthogonal and symplectic groups On, Sp2n and the symmetric
group Sn. Deligne defined Karoubian tensor categories Rep(GLt),Rep(OSpt),Rep(St),
t ∈ C, which in points n = t ∈ Z+ admit an essentially surjective functor onto the stan-
dard categories Rep(GLn),Rep(OSpn),Rep(Sn). The category Rep(St) was subsequently
studied by himself and others (F. Knop in [16], V. Ostrik, J. Comes in [5]).
The resulting categories can be shown to have superexponential growth, and are not
equivalent to the category of finite-dimensional representations of any affine algebraic
group or supergroup. One can look for rational non-integer values of t where degeneration
occurs, which would allow us to understand better how the structure of the classical
category of representations is similar for all ranks n, and why degenerate phenomena
occur at specific values of n.
P. Etingof, in [9], suggested using these results to define and study the categories of
representations of rational Cherednik algebras, as well as Lie superalgebras, affine Lie
algebras and other “non-compact” representation theory objects. A possible approach,
as stated in [9], would be using the tensor categories Rep(GLt),Rep(OSpt),Rep(St) and
defining the required category for a “non-compact” object in complex rank as a category
of tuples which consist of an ind-object of the corresponding tensor category along with
morphisms satisfying some relations.
In this paper, we study the categories which are interpolations of the classical O-
category of lowest weight modules for the rational Cherednik algebra of type A, denoted
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by Hc(n). These categories are BGG-type categories, where one can define Verma objects
and study morphisms between these, as well as their irreducible quotients.
The categories Rep(Hc(ν)) (the parameter ν replacing the parameter t used above)
have been defined in [9] as categories whose objects are ind-objects of Deligne’s category
Rep(Sν) with additional structure; namely, two morphisms in Rep(Sν), denoted by x, y,
satisfying some relations. These morphisms represent the actions of the elements x1, .., xn
and y1, .., yn of Hc(n) respectively. We proceed to define the full subcategory O c,ν of
Rep(Hc(ν)), which is an interpolation of the category O of the classical Cherednik algebra
Hc(n).
In this categoryO c,ν we have objects we will call “Verma objects”, as they are analogues
of the Verma modules in the classical category O. They are parameterized by arbitrary
partitions λ, and denoted by Mc,ν(λ). As in the Hc(n) case, they have a natural grading
as Rep(Sν) ind-objects, with the lowest grade consisting of an indecomposable Rep(Sν)-
object given by the partition λ.
The Verma objects have about the same properties as the classical Verma modules, and
one can ask for which values of parameters c, ν they are reducible, and for which values of
parameters c, ν there are non-trivial morphisms between different Verma objects. It would
also be interesting to compute the character of the unique irreducible quotient of M(λ)
(the character being its decomposition as a Rep(Sν) ind-object into a sum of irreducible
Rep(Sν)-objects).
1.1. Summary of the results. Recall that the category Rep(Sν) is a Karoubian rigid
symmetric monoidal category which is abelian semisimple whenever ν /∈ Z+; for any ν,
its indecomposable objects are parameterized by Young diagrams of arbitrary size. One
can treat an indecomposable object Xτ of Rep(Sν), with τ being a Young diagram, as
corresponding to the “virtual” Young diagram of size ν obtained from τ by adding a very
long top row (“of size ν − |τ |”).
Throughout the paper we will assume that ν /∈ Z+ unless it is explicitly stated other-
wise.
The indecomposable object in Rep(Sν) corresponding to a Young diagram with one box
is denoted by h0, and has dimension ν − 1 (it corresponds to the reflection representation
of Sn when ν = n). One can define an algebra object Sh
∗
0 in ind−Rep(Sν) (which would
correspond to the ring C[x1, ..., xn]/〈
∑
i xi〉 when ν = n).
We define the Verma objects Mc,ν(λ) of O c,ν in Subsection 6.2 (these are sometimes
denoted M(λ) for short). The underlying ind-object of Rep(Sν) is just Sh
∗
0 ⊗Xλ.
For every non-negative integer n, we construct a functor Fc,n from Rep(Hc(ν = n))
(the category Rep(Hc(ν)) for integer value n ∈ Z+ of ν) to Rep(Hc(n)) (the category of
representations of Hc(n)). Considering the full subcategory of O c,ν=n whose objects are
Mc,ν=n(λ) such that |λ| ≤ n/2, we see that the restriction of Fc,n to this subcategory is
fully faithful; in fact, Fc,n takes Verma object Mc,ν=n(λ) to Verma module in O(Hc(n))
whose lowest weight corresponds to the Young diagram obtained from λ by adding a top
row of size n− |λ|.
We would like to understand the structure of the Verma objectsMc,ν(λ) of the category
O c,ν. We start by introducing the following notation:
Notation 1.1.1.
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• Denote the set of points (c, ν) on the complex plane where Mc,ν(τ) is reducible by
Bτ . The image of Bτ \ {c = 0} under the map c 7→ 1/c will be denoted by Bτ .
• Denote the set of points (c, ν) on the complex plane where there is a non-zero
morphismMc,ν(µ) −→Mc,ν(τ) by Bµ,τ . The image of Bµ,τ \{c = 0} under the map
c 7→ 1/c will be denoted by Bµ,τ .
The first step in studying the reducibility of the Verma objects Mc,ν(λ) would be de-
scribing the sets Bτ (resp. Bτ ).
As in the classical case, we have: Bτ =
⋃
µ Bµ,τ , the parameter µ running over all Young
diagrams of arbitrary size. This allows us to concentrate on studying the sets Bµ,τ (resp.
Bµ,τ ).
We will show that if µ 6= τ , the set Bµ,τ lies inside a countable (disjoint) union of curves⋃
m∈Z>0
Lτ,µ,m for which we give explicit equations (c.f. Section 8). These curves become
straight lines, denoted by Lτ,µ,m, when we switch to parameters (1/c, ν) instead of (c, ν).
For a fixed positive integer m, the following condition on a point (c, ν) implies (c, ν) ∈
Lτ,µ,m:
Condition 1.1.2. There exists a non-zero map Mc,ν(µ) −→ Mc,ν(τ) with the lowest
grade of Mc,ν(µ) mapping to grade m of Mc,ν(τ).
It is easy to see that the intersection of the set Bµ,τ with each of these lines Lτ,µ,m is
either the entire line or a finite number of points. As a step towards decribing the set Bµ,τ ,
we give a full description of the straight lines Lτ,µ,m lying inside Bµ,τ whenever |τ | 6= |µ|
in Theorem 1.
Recall that in the theory of classical rational Cherednik algebras, the existence of a
non-zero map between Verma modules Mc,n(τ), Mc,n(µ) depends on whether τ, µ have
the same e-core, where e is an integer depending on n, c.
Therefore, in order to understand when there is a non-zero map between two given
Verma objects in O c,ν, we would like to explain what does it mean for two virtual Young
diagrams of size ν to have the same core.
Let τ be a Young diagram. As we explained before, we have the corresponding virtual
Young diagram τ˜(ν) obtained by adding a very long top row of size ν − |τ | to τ .
Define Cτ to be the set of integers {|τ | − 1 + j − τˇ j | j ∈ Z>0} (here τˇ is the transpose
of τ , and so τˇ j is the length of the j-th column of τ).
The set Cτ is the set of all integers s for which the virtual Young diagram τ˜(ν) has a
hook of length ν − s (this is again a “virtual” hook, with a “very long arm”, and a leg of
length τˇ j).
When this virtual hook is removed, we obtain an “normal” Young diagram of size s,
denoted by core(ν−s)(τ). Inserting into core(ν−s)(τ) another virtual hook of size ν − s
with leg τˇ j + l (for any integer l ≥ −τˇ j), we obtain a new virtual Young diagram of size
ν.
Removing the very long top row of the new virtual Young diagram, we obtain a (“nor-
mal”) Young diagram which we will call Γ(τ, s, l).
The conditions under which there exists a non-zero map between Verma modules for
Hc(n) allow us to expect that there exists a non-zero morphism Mc,ν(µ) −→ Mc,ν(τ) only
if µ = Γ(τ, s, l) for some l. In fact, we prove the following:
Theorem 1. For two distinct Young diagrams µ, τ and an integer m > 0, the following
are equivalent:
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(1) |µ| 6= |τ | and Lτ,µ,m ⊂ Bµ,τ ,
(2) µ = Γ(τ, s, sign(|µ| − |τ |)) for some s ∈ Cτ (in particular, |µ| 6= |τ |), and (|µ| −
|τ |) | m.
One can easily see that if µ, λ,m satisfy the conditions of the above Theorem, then for
a generic point (1
c
, ν) of Lτ,µ,m, the Verma object Mc,ν(τ) has length 2.
In such a case, we give a formula for the character of the simple object Lc,ν(τ); moreover,
we show that there exists a long exact sequence
...→M(Γ(τ, s,±l))→M(Γ(τ, s,±(l − 1)))→ ...→M(Γ(τ, s,±1) = µ)→M(τ)→ L(τ)→ 0
The sign is sign(|µ| − |τ |), and this is a finite sequence if |µ| < |τ |.
The character formula for Lc,ν(τ) is then obtained from Euler’s formula applied to the
above long exact sequence.
In particular, we compute explicitly the character of the simple object Lc,ν(∅), whenever
(1/c, ν) is a generic point on a line L∅,µ,k = {(1/c, ν) | cν = k} (here k ∈ Z>0 is fixed).
We conclude the paper by proving the following theorem:
Theorem 2. If there exists a Verma object of infinite length in O c,ν, then c ∈ Q<0. In
fact, one can show that for any c ∈ Q<0, there exists ν ∈ Q<0 such that Mc,ν(∅) has
infinite length.
Theorem 2 is an example of a degenerate phenomenon which can occur for rational
non-integer values of ν. The classical representation theory of Cherednik algebras says
that for a non-negative integer n, all modules in O(Hc(n)) have finite length (cf. [10,
Corollary 3.26]), and we see from Theorem 2 that the same is true for Verma objects in
O c,ν for c 6∈ Q.
It would be interesting to know about other phenomena which can occur in O c,ν only
for ν ∈ Q \ Z+. Such phenomena were conjectured by P. Etingof in [9].
1.2. Structure of the paper. In Section 3, we recall basic definitions and facts about
Hc(n), the Cherednik algebra of type A. Some further facts about the blocks of the
O-category for Hc(n) will be given in Section 9.
In Section 4 we recall basic facts about the Deligne category Rep(Sν). We do not give a
definition (it can be found in [6]), instead we mention the facts about this category which
we will use.
In Sections 5 and 6, we define the category Rep(Hc(ν)) (interpolation of the category
of representations of Hc(n)) and the category O c,ν (interpolation of the O-category of
Hc(n)). We then define the Verma objects Mc,ν(τ) in O c,ν.
In Section 7, we discuss the functor from Rep(Hc(ν = n)) (the category Rep(Hc(ν))
for integer value n ∈ Z+ of ν) to Rep(Hc(n)) (the category of representations of Hc(n)).
In Section 8, we give a necessary condition on (c, ν) which is required in order for a non-
trivial map Mc,ν(µ) −→Mc,ν(τ) to exist. This condition is an equation which defines the
lines Lτ,µ,m.
In Section 10 we define constructions for O c,ν which are necessary in order to describe
the triplets (τ, µ,m) for which Lτ,µ,m ⊂ Bµ,τ (the latter is done in Section 11; we give a
full description in the case |τ | 6= |µ|, and a partial description when |τ | = |µ|).
In Section 12 we define the formal character of an object of O c,ν, give a formula for
the character of a Verma object Mc,ν(τ), and compute the character of a simple object
Lc,ν(τ) in the simplest cases. We also give a positive character formula for the Verma
objects and look at examples when such a formula can be derived for some simple objects
Lc,ν(τ).
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In Section 13 we prove Theorem 2 mentioned above, and in particular give a lower
bound on the grade of a given Verma object Mc,ν(τ) in which a simple Rep(Sν)-object
Xµ can lie.
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anonymous referee for the helpful comments and suggestions.
2. Notation and conventions
The base field throughout this paper will be C.
Notation 2.0.1. For a rational number q ∈ Q, we write q = num(q)
den(q)
, where num(q), den(q) ∈
Z, den(q) > 0, gcd(num(q), den(q)) = 1.
2.1. Symmetric group and Young diagrams.
Notation 2.1.1.
• Sn will denote the symmetric group (n ∈ Z+). We will denote by S the set of
reflections sij in Sn.
• The notation λ will stand for a partition (weakly decreasing sequence of non-
negative integers), a Young diagram λ (considered in the English notation), and
the corresponding irreducible representation of S|λ|. Here |λ| is the sum of entries
of the partition, or, equivalently, the number of cells in the Young diagram λ. We
will sometimes write λ ⊢ n to say that λ is a partition of n. We will denote the
set of all Young diagrams of arbitrary size by P.
• When referring to a cell in a Young diagram λ, (i, j) will be the cell in row i and
column j, with i, j ≥ 1.
• The length of the partition λ, i.e. the number of rows of Young diagram λ, will
be denoted by l(λ).
• The i-th entry of a partition λ, as well as the length of the i-th row of the corre-
sponding Young diagram, will be denoted by λi (if i > l(λ), then λi := 0). The
transpose of the Young diagram λ will be denoted by λˇ (so the length of the i-th
column of λ is λˇi).
Example 2.1.2. Consider the Young diagram λ corresponding to the partition
(6, 5, 4, 1). The length of λ is 4, the size is 16, and the transpose of λ is the
Young diagram corresponding to partition (4, 3, 3, 3, 2, 1):
7→
• h (in context of representations of Sn) will denote the permutation representation
of Sn, i.e. the n-dimensional representation C
n with Sn acting by g.ej = eg(j) on
the standard basis e1, .., en of C
n.
• h0 (in context of representations of Sn) will denote the reflection representation of
the symmetric group Sn: this is the (n−1)-dimensional irreducible representation
of Sn corresponding to the partition (n − 1, 1) of n. This representation is the
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subrepresentation of h given by the Sn-invariant subspace of all vectors whose
sum of coordinates is zero.
We will use the same notation for the corresponding object in Rep(Sν).
• Let s ∈ Z≥−1, k ∈ Z≥0. We will denote by τ
s a Young diagram consisting of a row
with s+ 1 cells, and by πk a Young diagram consisting of a column with k cells.
2.2. Monoidal categories. In the rigid symmetric monoidal category Rep(Sν), we will
use the following notation:
• 1 denotes the unit object.
• For any U ∈ Rep(Sν), evU : U ⊗ U
∗ −→ 1 is the evaluation morphism, and
coevU : 1 −→ U
∗ ⊗ U is the coevaluation morphism.
• For any U, U ′ ∈ Rep(Sν), cU,U ′ : U ⊗ U
′ −→ U ′ ⊗ U is the symmetry isomorphism
in Rep(Sν).
Notation 2.2.1. Consider a tensor product V1 ⊗ V2 ⊗ ... ⊗ Vn (of objects in a symmetric
monoidal category) and a sequence 1 ≤ i1 < ... < ik ≤ n. Denote by Vi1,i2,...,ik the tensor
product Vi1 ⊗ Vi2 ⊗ ...⊗ Vik . Let Ω ∈ End(Vi1,i2,...,ik).
We write
Ωi1,...,ik ∈ End(V1 ⊗ V2 ⊗ ...⊗ Vn)
to denote the endomorphism which acts as Ω on the tensor product of factors i1, ..., ik,
and as Id on the rest. Namely, Ωi1,...,ik corresponds to the endomorphism Ω ⊗
IdV{1,...,n}\{i1,i2,...,ik} ∈ End(Vi1,i2,...,ik ⊗ V{1,...,n}\{i1,i2,...,ik}) via the symmetry isomorphism
V1 ⊗ V2 ⊗ ...⊗ Vn ∼= Vi1,i2,...,ik ⊗ V{1,...,n}\{i1,i2,...,ik}
Here is an example: given vector spaces U1, U2, ..., U5 and an operator A ∈ End(U2 ⊗
U4 ⊗ U5), the endomorphism A
2,4,5 ∈ End(U1 ⊗ U2 ⊗ ...⊗ U5) would be the composition
U1 ⊗ ...⊗U5
∼
→ U2 ⊗U4 ⊗U5 ⊗U1 ⊗U3
A⊗IdU1⊗U3−→ U2 ⊗U4 ⊗U5 ⊗U1 ⊗U3
∼
→ U1 ⊗ ...⊗U5
2.3. Blocks in Karoubian categories. The following definition of a block in a
Karoubian category was given in [5] (we will mostly use this notion in the context of
abelian categories):
Definition 2.3.1 (Block of a Karoubian category). Let C be a Karoubian category. Con-
sider the weakest equivalence relation on the set of isomorphism classes of indecomposable
objects such that any two indecomposable objects with a non-zero morphism between
them are equivalent.
An equivalence class in this relation will be called a block.
We will use the same term to refer to a full subcategory in C whose objects are direct
sums of indecomposable objects from a single block (in the above sense).
3. Classical Cherednik algebra of type A
This section follows [10, Chapter 2], [11, Section 2].
3.1. Rational Cherednik algebra of type A. Let c ∈ C (can be considered as a formal
parameter).
Definition 3.1.1. The rational Cherednik algebra of type A of rank n with parameter c,
denoted by Hc(n), is the quotient of the algebra CSn ⋉ T (h⊕ h
∗) by the ideal generated
by the following relations:
(1) [x, x′] = 0, [y, y′] = 0 for any x, x′ ∈ h∗, y, y′ ∈ h,
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(2) [y, x] = (y, x) − c
∑
s∈S((1− s)y, x)s , where x ∈ h
∗, y ∈ h, (, ) is the natural
pairing between h, h∗.
Remark 3.1.2. The last relation can also be rewritten as [y, x] = (y, x) −
c
2
∑
s∈S ((1− s)y, (1− s)x)s. Both forms of the relation can be interpolated to complex
rank; we choose the first one since it is more convenient to interpolate it to complex rank.
If we choose dual bases x1, ..., xn of h
∗, y1, ..., yn of h such that ∀i, j, (yj, xi) = δij , and
sij(yi) = yj, sij(xi) = xj , then the last relation from Definition 3.1.1 can be rewritten as
[yj, xi] = csij for any i 6= j, [yi, xi] = 1− c
∑
j 6=i
sij
Similarly to the universal enveloping algebra of a Lie algebra, we have:
Proposition 3.1.3 (PBW-type theorem). Hc(n) ∼= Sh
∗ ⊗ CSn ⊗ Sh as vector spaces.
Continuing the analogy between the universal enveloping algebra of a Lie algebra and
a Cherednik algebra, we have a Cartan-type element:
Definition 3.1.4. The element h ∈ Hc(n) is defined as
h :=
∑
xiyi + dim(h)/2− c
∑
s∈S
s =
∑
xiyi + n/2− c
∑
s∈S
s
This element satisfies: ghg−1 = h, [h, xi] = xi, [h, yi] = −yi for any g ∈ Sn, i, j ∈
{1, .., n}, and can also be written as h = 1
2
∑
i(xiyi + yixi).
We will use the “reduced” Cherednik algebra Hc(n), which corresponds to the reflection
representation h0 = spanC{yi − yj | i, j ∈ {1, ..., n}, i 6= j} rather than the permutation
representation h of Sn. It is defined in the same way as Hc(n), but with h0 appearing
instead of h (see [10], or [14, Section 2]). In fact, we have: Hc(n) = Hc(n)⊗A1, A1 being
the Weyl algebra. This follows from the fact that the subalgebra of Hc(n) generated by∑
yi,
∑
xi is isomorphic to A1, and commutes with the subalgebra Hc(n) of Hc(n).
For Hc(n), h is not an element of Hc(n), but the element
h := h−
(
∑
xi)(
∑
yi) + (
∑
yi)(
∑
xi)
2n
of Hc(n) plays the analogous role.
Remark 3.1.5. Note that the relation between the algebras Hc(n), Hc(n) is similar to the
relation between the Lie algebras sln, gln.
3.2. Category O(Hc(n)). The category O(Hc(n)) is defined as the category of all mod-
ules over Hc(n) which are finitely generated over Sh
∗
0, and on which h0 acts locally nilpo-
tently.
3.3. Verma modules. Let τ be an irreducible representation of Sn. Then one can define
Mc,n(τ) := Hc(n)⊗CSn⋉Sh0 τ , where the augmentation ideal of Sh0 acts on τ by zero. This
is the Verma module corresponding to τ . It is a lowest weight module whose underlying
space is isomorphic to Sh∗0 ⊗ τ , where Sn acts on each subspace S
mh∗0 ⊗ τ , h
∗
0 acts by
multiplication on Sh∗0, and h0 acts according to the commutator relation given in the
definition (if c = 0, then h0 acts by differentiation on Sh
∗
0). The element h acts locally
finitely on modules from O(Hc(n)), with finite dimensional generalized eigenspaces. In
particular, h acts semisimply on Mc,n(τ), with lowest eigenvalue
hc,n(τ) = dim(h0)/2− c
∑
s∈S
s|τ
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(the rest of the eigenvalues on Smh∗0 ⊗ τ , m > 0 being hc,n(τ) +m).
3.3.1. Sum of transpositions element. Recall that CSn has a central element Ω :=∑
s∈S s ∈ C[Sn]. This element acts on an irreducible representation parameterized by
the Young diagram τ by the scalar ct(τ) =
∑
(i,j)∈τ (j − i), called “content of τ” (here
(i, j) denotes cell in row i, column j of the Young diagram τ).
So
hc,n(τ) = dim(h0)/2− c
∑
s∈S
s|τ = dim(h0)/2− cΩ|τ =
n− 1
2
− c · ct(τ)
4. Category Rep(Sν)
4.1. General description. We recall some basic facts about Deligne’s category Rep(Sν)
(see [6], [9], and [20, Section 2]).
This is a family of Karoubian rigid symmetric monoidal categories over C defined for
any ν ∈ C, and “flat with respect to parameter ν” (one can view ν as a formal parameter,
with Obj(Rep(Sν)) not depending on ν, and the Hom spaces being modules over C((ν))).
For any ν ∈ C, the category Rep(Sν) is generated, as a Karoubian tensor category, by
one object, denoted h. This object is the analogue of the permutation representation of
Sn, and any object in Rep(Sν) is a direct summand in a direct sum of tensor powers of h.
Remark 4.1.1. Since Rep(Sν) is a rigid symmetric monoidal category, the notion of di-
mension of an object is defined. By definition, the dimension of the object h is ν.
For ν /∈ Z+, Rep(Sν) is a semisimple abelian category.
For ν ∈ Z+, the category Rep(Sν) has a tensor ideal Iν , called the ideal of negligible
morphisms (this is the ideal of morphisms f : X −→ Y such that tr(fu) = 0 for any
morphism u : Y −→ X). In that case, the classical category Rep(Sn) of finite-dimensional
representations of the symmetric group for n := ν is equivalent to Rep(Sν)/Iν (equivalent
as Karoubian rigid symmetric monoidal categories). Note that h is sent to the permutation
representation of Sn under this equivalence.
Remark 4.1.2. Although Rep(Sν) is not semisimple and not even abelian when ν ∈ Z+,
a weaker statement holds (see [6, Proposition 5.1]): consider the full subcategory
Rep(Sν)
(ν/2) of Rep(Sν) whose objects are directs summands of sums of h
⊗m, 0 ≤ m ≤ ν
2
.
This subcategory is abelian semisimple.
Notation 4.1.3. We will denote Deligne’s category for integer value n ≥ 0 of ν as
Rep(Sν=n), to distinguish it from the classical category Rep(Sn) of representations of
the symmetric group Sn. Similarly for other categories arising in this text.
The indecomposable objects of Rep(Sν), regardless of the value of ν, are labeled by all
Young diagrams (of arbitrary size). We will denote the indecomposable object in Rep(Sν)
corresponding to the Young diagram τ by Xτ .
Notation 4.1.4. We will denote by λ˜(n) the Young diagram obtained from λ by adding a
top row of size n− |λ|, where n ≥ λ1 + |λ| is an integer.
Example 4.1.5.
λ = 7→ λ˜(31) =
8
For non-negative integer ν =: n, we have: the partitions λ for which Xλ has a non-zero
image in the quotient Rep(Sν=n)/Iν=n ∼= Rep(Sn) are exactly the λ for which λ1+|λ| ≤ n.
If λ1+ |λ| ≤ n, then the image of Xλ ∈ Rep(Sν=n) in Rep(Sn) would be the irreducible
representation of Sn corresponding to the Young diagram λ˜(n).
Intuitively, one can treat the indecomposable objects of Rep(Sν) as if they were param-
eterized by “Young diagrams with very long top row”. The indecomposable object Xλ
would be treated as if it corresponded to λ˜(ν), i.e. a Young diagram obtained by adding
a very long top row (“of size ν − |λ|”). This point of view is useful to understand how to
extend constructions for Sn involving Young diagrams to Rep(Sν).
Example 4.1.6. The indecomposable object Xλ, where
λ =
can be thought of as a Young diagram with a “very long top row of length (ν − 16)”:
Notation 4.1.7. Let h0 := X be the indecomposable object in Rep(Sν) corresponding to
the one-box Young diagram (that would be the analogue of the reflection representation
in Rep(Sn)).
Its dual in Rep(Sν), denoted by h
∗
0, is isomorphic to h0, since all the objects in Rep(Sν)
have a symmetric form defined on them (analogue of the invariant symmetric form on the
representations of the symmetric group over a field of characteristic zero).
Remark 4.1.8. h ∼= h0 ⊕ 1 for any ν 6= 0, in particular, for any ν 6∈ Z+. But for ν = 0,
we have h ∼= h0. Computing the dimension of h0, we conclude that dimRep(Sν)(h0) = ν− 1
when ν 6= 0, and dimRep(Sν)(h0) = 0 if ν = 0.
Example 4.1.9. Λk(h0) = Xπk for any k ≥ 0; in particular, X∅ = 1.
4.2. Pieri’s rule. We have an interpolation of Pieri’s rule (see [5, Proposition 5.15], [9],
[6] concerning the Pieri rule in the Deligne categories Rep(Sν), and [12, Par. 4.3] for
Pieri’s rule for representations of Sn):
Proposition 4.2.1. [Pieri’s rule] Let ν /∈ Z+ and let Xτ be a simple object of Rep(Sν).
As objects of Rep(Sν),
h0 ⊗Xτ ∼=
⊕
µ∈P+τ ∪P
−
τ ∪P 0τ
Xµ ⊕ cc(τ)Xτ
where Pτ
+, Pτ
−, Pτ
0 are the sets of all Young diagrams obtained from τ by adding, deleting,
or moving a corner cell, respectively (note that τ /∈ Pτ
0), and cc(τ) is the number of corner
cells of τ .
4.3. Analogue of the sum of transpositions element for Rep(Sν). Consider the
following function Cν : P → C:
Cν(µ) :=
(ν − |µ|)(ν − |µ| − 1)
2
− |µ|+ ct(µ)
This function interpolates the function ct : P → Z in the sense that ct(µ˜(n)) = Cν=n(µ)
for any Young diagram µ and any n ∈ Z≥|µ|+µ1 .
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J. Comes and V. Ostrik defined in [5] an endomorphism Ω of the identity functor of
the category Rep(Sν) for arbitrary ν (including non-negative integers) such that for any
indecomposable object Xµ in Rep(Sν), the morphism (Ω − Cν(µ) IdXµ) is a nilpotent
endomorphism of Xµ. The endomorphism Ω is an interpolation of the central element
Ω ∈ C[Sn] defined in Subsection 3.3.1.
Remark 4.3.1. For Xµ ∈ Rep(Sν) such that ν /∈ {0, 1, ..., |µ|+ µ1}, we have:
dimEndRep(Sν)(Xµ) = 1
Since the endomorphism Ω|Xµ−Cν(µ) IdXµ of Xµ is nilpotent, we conclude that it is zero,
and
Ω|Xµ = Cν(µ) IdXµ =
(
(ν − |µ|)(ν − |µ| − 1)
2
− |µ|+ ct(µ)
)
IdXµ
5. Category Rep(Hc(ν))
Let c, ν ∈ C.
Based on the definition of the category Rep(Sν) defined by Deligne, P. Etingof defined
in [9] the category Rep(Hc(ν)):
Definition 5.0.2 (Category Rep(Hc(ν))). Rep(Hc(ν)) is the category whose objects are
triples (M,x, y), where M is an ind-object of Deligne’s category Rep(Sν), and
x : h∗0 ⊗M −→M
y : h0 ⊗M → M
are morphisms in Rep(Sν) satisfying the conditions:
(1) The morphism
x ◦ (Id⊗x) ◦ ((Id−ch∗0,h∗0)⊗ Id) : h
∗
0 ⊗ h
∗
0 ⊗M −→M
is 0.
(2) The morphism
y ◦ (Id⊗y) ◦ ((Id−ch0,h0)⊗ Id) : h0 ⊗ h0 ⊗M −→M
is 0.
(3) The morphism
y ◦ (Id⊗x)− x ◦ (Id⊗y) ◦ (ch0,h∗0 ⊗ Id) : h0 ⊗ h
∗
0 ⊗M −→M
equals
evh0 ⊗ Id−c(evh0 ⊗ Id) ◦ (Ω
3 − Ω1,3)
Here
• σ is the symmetry isomorphism in Rep(Sν) (i.e. cU,U ′ : U ⊗ U
′ −→ U ′ ⊗ U is the
canonical isomorphism in Rep(Sν), where U, U
′ are objects of Rep(Sν)),
• evh0 : h0 ⊗ h
∗
0 −→ 1 is the evaluation map in the category Rep(Sν),
• Ω is the endomorphism of the identity functor of Rep(Sν) described in 4.3, and
the notation (·)3, (·)1,3 is defined in 2.2.1.
Morphisms in Rep(Hc(ν)) are defined to be morphisms in ind − Rep(Sν) compatible
with maps x, y.
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This category corresponds to the category Rep(Hc(n)) of representations of the reduced
rational Cherednik algebra. One can similarly define the Deligne category Rep(Hc(ν))
corresponding to the category Rep(Hc(n)) of representations of the non-reduced rational
rational Cherednik algebra.
As in the classical case, the relation between the categories Rep(Hc(ν)) and Rep(Hc(ν))
will be similar to the relation between the categories Rep(sln),Rep(gln).
6. Category O c,ν
6.1. Definition of O c,ν. Consider the algebra objects Sh
∗
0, Sh0 in ind− Rep(Sν).
Given maps x, y as above, we obtain maps
xM : Sh
∗
0 ⊗M −→ M
yM : Sh0 ⊗M →M
So we can speak of M as an Sh∗0-module and an Sh0-module in ind− Rep(Sν).
Definition 6.1.1. The category O c,ν is defined as the full subcategory of Rep(Hc(ν))
whose objects are (M,x, y) such that
• M is finitely generated over Sh∗0 in Rep(Sν) (i.e. M is a quotient of a “finitely
generated free Sh∗0 module” Sh
∗
0 ⊗ V , where V is an object of Rep(Sν)).
• M is locally nilpotent over h0, in the following sense:
for any Rep(Sν)-subobject T ⊂ M , there exists a non-negative integer m (de-
pending on T ) such that the map Smh0⊗ T −→M (this is the restriction to T of
the map Smh0 ⊗M → M) equals zero.
Definition 6.1.2. Define h ∈ End(ForgetO c,ν→ind−Rep(Sν)) by letting hM :=
1
2
(ψ1 + ψ2)
for every M ∈ O c,ν, where ψ1, ψ2 : M −→M ,
ψ1 = x ◦ (Id⊗y) ◦ (coevh∗0 ⊗ IdM) : M −→ h
∗
0 ⊗ h0 ⊗M −→M
ψ2 = y ◦ (Id⊗x) ◦ (coevh0 ⊗ IdM) : M −→ h0 ⊗ h
∗
0 ⊗M −→ M
Similarly to the classical case, an easy computation shows that h has the following
properties:
Lemma 6.1.3. The endomorphism h ∈ End(ForgetO c,ν→ind−Rep(Sν)) can also be defined
by setting h|M :M →M to be
h|M := x ◦ (Id⊗y) ◦ (coevh∗0 ⊗ IdM) +
dim(h0)
2
− cΩM
(the endomorphism Ω is defined in Subsection 4.3).
In addition, h satisfies the the following commutation relations:
yM ◦ (Idh0 ⊗h)− h ◦ yM = yM : h0 ⊗M −→ M
xM ◦ (Idh∗0 ⊗h)− h ◦ xM = −xM : h
∗
0 ⊗M −→M
Definition 6.1.4 (Indecomposable singular subobject). Let U ∈ O c,ν, V ∈ Rep(Sν) such
that V ⊂ U and the map yU restricted to h0 ⊗ V is zero. Then V is called “singular in
U”. If, furthermore, V is an indecomposable (resp. simple) object in Rep(Sν), then we
say that V is an indecomposable (resp. simple) singular Rep(Sν)-subobject of U .
Remark 6.1.5. Note that by definition of O c,ν, each object contains an indecomposable
singular Rep(Sν)-subobject.
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6.2. Verma objects in the category O c,ν. One can define Verma objects in the cate-
gory O c,ν as follows:
Consider the category Rep(Bν) of pairs (M, yM), where M is an ind-object of Rep(Sν),
y : h0 ⊗M → M
is a morphism in Rep(Sν) satisfying the condition: the morphism
y ◦ (Id⊗y) ◦ ((Id−ch0,h0)⊗ Id) : h0 ⊗ h0 ⊗M −→M
is zero. The morphisms in Rep(Bν) are morphisms of Rep(Sν) ind-objects compatible
with the yM maps.
This is the analogue of the category of representations of the “Borel” subalgebra Bn =
C[Sn]⋉ Sh0.
Then we have the restriction functor Res : Rep(Hc(ν)) −→ Rep(Bν), and it has a
left adjoint which is the induction functor Ind : Rep(Bν) −→ Rep(Hc(ν)). The induction
functor takes a pair (M, yM) to a triple (Sh
∗
0⊗M, ySh∗0⊗M , xSh∗0⊗M), where the map xSh∗0⊗M :
h∗0 ⊗ Sh
∗
0 ⊗M → Sh
∗
0 ⊗M is the multiplication map of h
∗
0 ⊗ Sh
∗
0 → Sh
∗
0 tensored with
IdM , and ySh∗0⊗M : h0 ⊗ Sh
∗
0 ⊗M → Sh
∗
0 ⊗M is the unique map satisfying conditions (1,
3) of Definition 5.0.2, such that ySh∗0⊗M |h0⊗1⊗M= yM .
Definition 6.2.1 (Verma Object). Consider an indecomposable object Xτ in Rep(Sν),
and let the map yXτ : h0⊗Xτ → Xτ be zero. This makes (Xτ , yXτ ) an object of Rep(Bν).
Define the Verma object of lowest weight Xτ as Ind(Xτ , yXτ ) (so it is an ind-object of
Rep(Sν)). It will be denoted by Mc,ν(τ) (or, if c, ν are fixed, M(τ) for short).
Observation 6.2.2. It is easy to see that as a Rep(Sν) ind-object Mc,ν(τ) = Sh
∗
0 ⊗ Xτ ,
where Xτ is an indecomposable object of Rep(Sν).
The map xMc,ν(τ) : Sh
∗
0 ⊗ Sh
∗
0 ⊗ Xτ −→ Sh
∗
0 ⊗ Xτ is the multiplication map of Sh
∗
0
tensored with IdXτ .
The map yMc,ν(τ) : Sh0 ⊗ Sh
∗
0 ⊗ Xτ −→ Sh
∗
0 ⊗ Xτ is the map for which condition
(3) from Definition 5.0.2 holds, and thus is a deformation of the differentiation map
Sh0 ⊗ Sh
∗
0 −→ Sh
∗
0 tensored with IdXτ .
Notation 6.2.3. To avoid confusion, the Verma module in O(Hc(n)) whose lowest weight
corresponds to the Young diagram τ˜(n) is denoted by Mc,n(τ˜(n)), while the Verma object
in O c,ν=n corresponding to the Young diagram τ is denoted by Mc,ν=n(τ).
Definition 6.2.4. Let c, ν ∈ C. We define the function hc,ν : P → C as
hc,ν(τ) :=
dim(h0)
2
− c · Cν(τ) =
ν − 1
2
− c ·
(
(ν − |τ |)(ν − |τ | − 1)
2
− |τ |+ ct(τ)
)
We immediately see that this function interpolates the functions hc,n defined in Sub-
section 3.3.1. Namely, hc,n(τ˜(n)) = hc,ν=n(τ) for large enough n.
Remark 6.2.5. Note that given Xτ ∈ Rep(Sν) such that ν /∈ {0, 1, ..., |τ |+ τ1}, we have
hc,ν(τ) IdXτ =
dim(h0)
2
IdXτ −cΩ|Xτ
which is an interpolation of the formula in Subsection 3.3. Here Ω is the endomorphism
of the identity functor of Rep(Sν) described in Subsection 4.3, and identity follows from
Remark 4.3.1.
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Example 6.2.6.
• ct(τ s−1) = s(s−1)
2
, so hc,ν(τ
s) = dim(h0)
2
− c ·
(
ν2−ν
2
− sν + s2 − s
)
.
• ct(πn) = −n(n−1)
2
, so hc,ν(π
n) = dim(h0)
2
− c ·
(
ν2−ν
2
− nν
)
.
We now consider the action of the endomorphism h on Verma objects.
Proposition 6.2.7. Let c ∈ C.
The endomorphism h : Mc,ν(τ) −→ Mc,ν(τ) of the ind-object Mc,ν(τ) =
⊕
m≥0 S
mh∗0 ⊗
Xτ of Rep(Sν) decomposes as a sum
h = ⊕m≥0φm
where φm ∈ End(S
mh∗0 ⊗Xτ ) for every m ≥ 0. Furthermore,
φ0 =
dim(h0)
2
IdXτ −cΩ|Xτ
and the endomorphism (φm − (hc,ν(τ) + m) IdXτ ) of S
mh∗0 ⊗ Xτ is nilpotent for every
m ≥ 0. In particular, if ν /∈ {0, 1, ..., |τ |+ τ1}, then
φm = (hc,ν(τ) +m) IdSmh∗0⊗Xτ
for any m ≥ 0.
Proof. From the definition of h (Definition 6.1.2) and Observation 6.2.2, we immediately
obtain a decomposition h = ⊕m≥0φm where φm ∈ End(S
mh∗0 ⊗ Xτ ) (this amounts to
checking that h acts by operators of degree zero on the graded space Sh∗0 ⊗Xτ , with the
Z+-grading inherited from Sh
∗
0).
We now want to prove that the endomorphism (φm− (hc,ν(τ) +m) IdXτ ) of S
mh∗0⊗Xτ
is nilpotent.
First we consider the case m = 0. By Lemma 6.1.3, the endomorphism φ0 acts on Xτ
as the operator dim(h0)
2
− cΩM , which has a unique generalized eigenvalue hc,ν(τ), as it was
said in Subsection 4.3.
Next, we prove by induction on m ≥ 0 that φm has only one generalized eigenvalue,
which is hc,ν(τ) +m. Just like in the classical setting, this is a direct consequence of the
commutation relation
(h− (a+ 1))N ◦ xMc,ν(τ) = xMc,ν(τ) ◦
(
Idh∗0 ⊗(h− a)
N
)
Here both sides are morphisms h∗0⊗Sh
∗
0⊗Xτ → Sh
∗
0⊗Xτ , a is (any) scalar and N is any
non-negative integer. This commutation relation is easily obtained from Lemma 6.1.3.
Finally, if ν /∈ {0, 1, ..., |τ |+ τ1}, then the object Xτ is simple, and thus
φ0 =
dim(h0)
2
IdXτ −cΩ|Xτ = hc,ν(τ) IdXτ
Due to the commutation relation above, we conclude that
φm = (hc,ν(τ) +m) IdSmh∗0⊗Xτ
for any m ≥ 0. 
This proposition means that M(τ) (as a Rep(Sν) ind-object) has a grading by eigen-
values of h, which is the natural Z+-grading on M(τ) ∼= Sh
∗
0 ⊗Xτ shifted by hc,ν(τ).
13
Now let U be a subquotient ofM(τ). Then U automatically inherits a grading from the
grading of M(τ) by eigenvalues of h, and the definition of h implies that maps between
subquotients of Verma objects preserve this grading.
For simplicity, we will use the natural Z+-grading on M(τ) ∼= Sh
∗
0 ⊗Xτ when we refer
to the degree in which a Rep(Sν)-object lies in U .
Proposition 6.2.8. Let U ∈ O c,ν. Let Xµ be an indecomposable singular Rep(Sν)-
subobject in U . Then there exists a morphism Mc,ν(µ) −→ U in O c,ν, inducing IdXµ on
Xµ when regarded as a morphism of Rep(Sν) ind-objects.
Proof. Recall the definition of a Verma object. Xµ being an indecomposable singu-
lar Rep(Sν)-subobject in U means that HomRep(Bν)(Xµ, Res(U)) 6= 0, where Xµ is
considered as a Rep(Bν)-object with yXµ = 0, and there exists a non-zero map in
HomRep(Bν)(Xµ, Res(U)) whose image is the chosen copy of Xµ in U . Then by definition
of a Verma object, we have: HomRep(Bν)(Xµ, Res(U)) = HomO c,ν(Mc,ν(µ), U) 6= 0 and
there exists a non-zero map in HomO c,ν (Mc,ν(µ), U) inducing IdXµ on Xµ when regarded
as a morphism of Rep(Sν) ind-objects. 
Proposition 6.2.9. Assume ν /∈ Z+. Then
• Each Verma object Mc,ν(τ) has a maximal proper O c,ν-subobject J , i.e. it has a
unique simple quotient Lc,ν(τ) in O c,ν.
• The simple objects of the category O c,ν are exactly Lc,ν(τ).
Proof. Consider the natural Z+-grading on Mc,ν(τ) (as an ind-object of Rep(Sν)). Recall
that by Proposition 6.2.7, h acts on grade m of Mc,ν(τ) by (hc,ν(τ) +m) Id.
• Let J be the sum of all the proper O c,ν-subobjects of Mc,ν(τ). For any proper
O c,ν-subobject N of Mc,ν(τ), N inherits the Z+-grading from Mc,ν(τ), with h
acting on grade m of N by (hc,ν(τ) +m) Id. Since N is a proper Sh
∗
0-submodule,
we have m > 0. So J can be presented as a direct sum of Rep(Sν)-objects on
which the restriction of h acts by diagonally, with eigenvalues whose real part is
greater or equal to hc,ν(τ) + 1. This proves that J is a proper O c,ν-subobject of
Mc,ν(τ).
• Let L be a simple object of O c,ν . Then L has a simple singular Rep(Sν)-subobject
Xτ . By Proposition 6.2.8, there exists a non-zero map M(τ) −→ L, with induced
map on Xτ being Idτ . But L is simple, so M(τ) −→ L is surjective.

Remark 6.2.10. Let Mc,ν(τ) be a Verma object in O c,ν. By the propositions above, to
check its reducibility, we only need to check whether there are any non-zero morphisms
from other Verma objects to Mc,ν(τ).
7. Functor O c,ν=n → O(Hc(n))
In this section we construct a functor Fc,n : Rep(Hc(ν = n)) −→ Rep(Hc(n)) restricting
to Fc,n : O c,ν=n −→ O(Hc(n)) for any c ∈ C, n ∈ Z+. This functor is analogous to
(and based on) the functor Fn : Rep(Sν=n) −→ Rep(Sn) which induces the equivalence
Rep(Sν=n)/Iν=n ∼= Rep(Sn) discussed in Section 4.
The functor Fc,n is constructed as follows: let (M,x, y) ∈ Rep(Hc(ν)) (see Section 5),
and consider Fn(M) ∈ ind−Rep(Sn). The maps Fn(x),Fn(y) then make Fn(M) a module
over the algebra CSn ⋉ T (h0 ⊕ h
∗
0), and the conditions on the maps x, y given in Section
5 imply that this action factors through Hc(n), thus making Fn(M) an Hc(n)-module.
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Recall that a morphism φ : (M1, x1, y1) −→ (M2, x2, y2) in Rep(Hc(ν)) is by definition
a morphism φ : M1 −→ M2 of Rep(Sν=n) ind-objects such that x2 ◦ (Idh∗ ⊗φ) = φ ◦ x1
and y2 ◦ (Idh⊗φ) = φ ◦ y1. So Fn(φ) is automatically a morphism of Hc(n)-modules.
Thus we define
Fc,n(M,x, y) := Fn(M) with action of Hc(n) given by Fn(x),Fn(y)
Fc,n(φ) := Fn(φ)
To see that Fc,n restricts to O c,ν=n −→ O(Hc(n)), note that Fn(Sh) = Sh,Fn(Sh
∗) =
Sh∗. The definitions of O c,ν=n, O(Hc(n)) then imply that Fc,n(O c,ν=n) ⊂ O(Hc(n)). In
particular, if |λ| + λ1 ≤ n then the Verma object of lowest weight λ goes to the Verma
module of lowest weight λ˜(n) .
Finally, a lemma which will be useful to us later on:
Lemma 7.0.11. Fix Young diagrams µ, τ , and let n >> 0 (in fact, it is enough that
n > 2max(|µ| , |τ |) + 1). Then
Fc,n : HomO c,ν=n(Mc,ν=n(µ),Mc,ν=n(τ)) −→ HomO(Hc(n))(Mc,n(µ˜(n)),Mc,n(τ˜(n)))
is a bijection.
Proof. Recall that we have:
HomO c,ν=n(Mc,ν=n(µ),Mc,ν=n(τ))
∼=
∼= {φ ∈ HomRep(Sν=n)(Xµ,Mc,ν=n(τ)) : yMc,ν=n(τ)|h0⊗φ(Xµ)= 0}
and
HomO(Hc(n))(Mc,n(µ˜(n)),Mc,n(τ˜(n)))
∼=
∼= {ψ ∈ HomRep(Sn)(µ˜(n),Mc,n(τ˜ (n))) : Fc,n
(
yMc,ν=n(τ)
)
|h0⊗ψ(µ˜(n))= 0}
It remains to check that
Fn : {φ ∈ HomRep(Sν=n)(Xµ,Mc,ν=n(τ)) : yMc,ν=n(τ)|h0⊗φ(Xµ)= 0} −→
−→ {ψ ∈ HomRep(Sn)(µ˜(n),Mc,n(τ˜(n))) : Fc,n
(
yMc,ν=n(τ)
)
|h0⊗ψ(µ˜(n))= 0}
is an isomorphism. Let ψ ∈ HomRep(Sn)(µ˜(n),Mc,n(τ˜ (n))) such that
Fc,n
(
yMc,ν=n(τ)
)
|h0⊗ψ(µ˜(n))= 0.
Since Fn is surjective on Hom-spaces, there is a φ ∈ HomRep(Sν=n)(Xµ,Mc,ν=n(τ))
such that Fn(φ) = ψ. We need to check that there exists a unique such φ so that
yMc,ν=n(τ)|h0⊗φ(Xµ)= 0.
Let m ∈ Z+ be such that ψ(µ˜(n)) ⊂ S
mh∗0 ⊗ τ˜(n) ⊂Mc,n(τ˜(n)). Recall that
Fn(y|h0⊗φ(Xµ)) = yn|h0⊗µ˜(n)= 0
so y|h0⊗φ(Xµ): h0⊗Xµ −→ S
mh∗0⊗Xτ is a negligible morphism in Rep(Sν=n). But since n is
assumed to be very large, h0⊗φ(Xµ), S
mh∗0⊗Xτ ∈ Rep(Sν=n)
(ν/2), which is a semisimple
subcategory of Rep(Sν=n) (see Section 4). So a negligible morphism in this subcategory
is zero, and thus y|h0⊗φ(Xµ)= 0.
Similarly, the fact that Xµ, S
mh∗0 ⊗Xτ ∈ Rep(Sν=n)
(ν/2) implies that such a morphism
φ is unique.

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8. Morphisms between Verma objects: general remarks and necessary
conditions
Let ν /∈ Z+.
8.1. Necessary conditions. The following formula will serve as one of the main tools
of this paper.
Proposition 8.1.1. Let µ be a partition and m > 0 an integer, and assume there is a
non-zero morphism φ :Mc,ν(µ) −→ Mc,ν(τ) such that φ(Xµ) (image of the lowest weight
of M(µ)) sits in degree m of Mc,ν(τ). Then
(8.1.1) c
(
|τ |2 − |µ|2 − (|τ | − |µ|)
2
+ ct(τ)− ct(µ)
)
= m+ (|τ | − |µ|)cν
Proof. Consider the endomorphism h ∈ End(ForgetO c,ν) acting on Verma objects
Mc,ν(µ),Mc,ν(τ).
By Proposition 6.2.7, hMc,ν(µ) acts on Xµ ⊂ Mc,ν(µ) with generalized eigenvalue hc,ν(µ),
while hMc,ν(τ) acts on φ(Xµ) ⊂ S
mh∗0 ⊗ Xτ with generalized eigenvalue hc,ν(τ) +m. We
conclude that
hc,ν(τ) +m = hc,ν(µ)
That is,
ν − 1
2
− c ·
(
(ν − |τ |)(ν − |τ | − 1)
2
− |τ |+ ct(τ)
)
+m =
=
ν − 1
2
− c ·
(
(ν − |µ|)(ν − |µ| − 1)
2
− |µ|+ ct(µ)
)
which can be rewritten as
c ·
(
|τ |2 − |µ|2 − (|τ | − |µ|)
2
− (|τ | − |µ|)ν + ct(τ)− ct(µ)
)
= m

Remark 8.1.2. Note that if c = 0, Equation (8.1.1) implies that m = 0, µ = τ and the
morphism M(µ) −→M(τ) is the identity map. This means that for c = 0, all the Verma
objects are simple. The category O(H0(ν)) is a continuation of the categories of modules
over CSn⋉An, which areO-coherent D-modules and whose Fourier transform has support
{0}. Here An is the n-th Weyl algebra (the algebra of differential operators on C
n).
From now on, we will assume that c 6= 0 and denote:
Notation 8.1.3. c′ := 1
c
.
Remark 8.1.4. In this notation, Equation (8.1.1) can be rewritten as
(8.1.2)
|τ |2 − |µ|2 − (|τ | − |µ|)
2
+ ct(τ)− ct(µ) = mc′ + (|τ | − |µ|)ν
Notation 8.1.5. Let τ, µ be Young diagrams, and m be a positive integer. Denote by
Lτ,µ,m the set of points (c
′, ν) in C2 satisfying the Equation (8.1.2).
The above proposition shows (with the notations as in Notation 1.1.1): Bτ,µ ⊂⊎
m∈Z>0
Lτ,µ,m.
Example 8.1.6. Lτ,τ,0 = C
2 and Lτ,τ,m = ∅ for any Young diagram τ and any m ∈ Z>0.
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Notation 8.1.7. Let τ, µ be Young diagrams, and m be a positive integer. Denote:
Bτ,µ,m := Lτ,µ,m∩Bτ,µ.
Remark 8.1.8. Note that Proposition 8.1.1 implies the following statement:
Fix c, ν, and consider the lowest weight Xµ of the Verma object Mc,ν(µ). Then for all
non-trivial maps Mc,ν(µ) −→ Mc,ν(τ) the degree m of Mc,ν(τ) in which Xµ sits is the
same, since it is given by Equation (8.1.2).
As a special case of Proposition 8.1.1, we have the following lemma (for its statement
and proof for the classical Cherednik algebra, see [11, Lemma 3.5]):
Lemma 8.1.9. Let Xµ ⊂ h
∗
0 ⊗ Xτ in Rep(Sν). We can regard Xµ as sitting in degree
1 of the O c,ν-object Mc,ν(τ). Then there is a morphism Mc,ν(µ) −→ Mc,ν(τ) in O c,ν,
inducing IdXµ on Xµ, if and only if
|τ |2 − |µ|2 − (|τ | − |µ|)
2
+ ct(τ)− ct(µ) = c′ + (|τ | − |µ|)ν
Proof. Consider the morphism yMc,ν(τ) |h∗0⊗Xτ : h0⊗ h
∗
0⊗Xτ −→ Xτ . By the commutation
relations in Section 5, we have an equality between the following morphisms h0 ⊗ h
∗
0 ⊗
Xτ −→ Xτ in Rep(Sν):
yMc,ν(τ) |h∗0⊗Xτ ◦
(
Idh0 ⊗xMc,ν(τ)|Xτ
)
− xMc,ν(τ) ◦
(
Idh∗0 ⊗yMc,ν(τ)|Xτ
)
◦
(
ch0,h∗0 ⊗ IdXτ
)
=
= (evh0,h∗0⊗Xτ ) ◦ (Id−cΩ
3 − cΩ23)
Furthermore, the definition of xMc,ν(τ), yMc,ν(τ) tells us that the right hand side of the
above equality is just yMc,ν(τ) |h∗0⊗Xτ , so
yMc,ν(τ) |h∗0⊗Xτ= (evh0,h∗0⊗Xτ ) ◦ (Id−cΩ
3 − cΩ23)
Denote by Y the endomorphism the isomorphism of h∗0 ⊗ Xτ corresponding to the
morphism yMc,ν(τ) |h∗0⊗Xτ under the correspondence
HomRep(Sν)(h0 ⊗ h
∗
0 ⊗Xτ , Xτ )
∼= EndRep(Sν)(h
∗
0 ⊗Xτ )
We immediately see that
Y = Id−cΩ2 − cΩ12
(note that in the classical category O(Hc(n)), we would have: Y = 1 − c
∑
s∈S 1 ⊗ s +
c
∑
s∈S s⊗ s).
By definition, an indecomposable object Xµ ⊂ h
∗
0 ⊗ Xτ is singular in Mc,ν(τ) iff
yMc,ν(τ)|Xµ = 0, which is equivalent to requiring that Y |Xµ = 0.
As it was said in Subsection 4.3, the endomorphism cΩ2 = c Idh∗0 ⊗Ω has a unique
generalized eigenvalue
c · Cν(τ) = hc,ν(τ)−
ν − 1
2
on h∗0 ⊗Xτ (i.e. cΩ
2 − c · Cν(τ) is a nilpotent endomorphism of h
∗
0 ⊗Xτ ). Similarly, the
restriction of the endomorphism cΩ12 ∈ EndRep(Sν)(h
∗
0 ⊗Xτ ) to Xµ is just ΩXµ , and has
a unique generalized eigenvalue
c · Cν(µ) = hc,ν(µ)−
ν − 1
2
Thus Y acts on an indecomposable object Xµ ⊂ h
∗
0⊗Xτ with the generalized eigenvalue
1 + hc,ν(τ)−
ν − 1
2
−
(
hc,ν(µ)−
ν − 1
2
)
= 1 + hc,ν(τ)− hc,ν(µ)
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This proves that Xµ is an indecomposable singular Rep(Sν)-subobject of M(τ) iff
1 + hc,ν(τ)− hc,ν(µ) = 0, which is equivalent to the requirement
|τ |2 − |µ|2 − (|τ | − |µ|)
2
+ ct(τ)− ct(µ) = c′ + (|τ | − |µ|)ν

An additional condition for Xµ to sit in degree m of Mc,ν(τ) arises from Pieri’s rule (cf.
Proposition 4.2.1).
In terms of Notations 8.1.5, 8.1.7, Lemma 8.1.9 means that Bτ,µ,1 = Lτ,µ,1 whenever µ
is obtained from τ as in Pieri’s rule, i.e. by adding/moving/deleting a cell, or if µ = τ .
8.2. Remarks on Equation (8.1.2). For a Young diagram µ, denote:
f(µ) :=
|µ|2 − |µ|
2
+ ct(µ)
Then Equation (8.1.2) can be rewritten as
(8.2.1) f(τ)− f(µ) = c′m+ (|τ | − |µ|)ν
Lemma 8.2.1. Let µ be a Young diagram. Then f(µ) is a non-negative integer less or
equal to |µ|2− |µ|, and it is equal to zero if µ is a column diagram (i.e. l(µˇ) ≤ 1), and to
|µ|2 − |µ| if µ is a row diagram (i.e. l(µ) ≤ 1).
Proof. This is equivalent to saying that |ct(µ)| ≤ |µ|
2−|µ|
2
. The latter can be proved by
induction on the number of columns of µ:
Base: Assume the number of columns of µ is zero, i.e. µ = ∅. Then |ct(µ)| = 0 = |µ|
2−|µ|
2
.
Also, if µ is a column diagram, then ct(µ) = − |µ|
2−|µ|
2
.
Step: Denote by k the number of columns of µ (k > 1), by µ′ the diagram µ without
the last column, and by l the number of boxes in the last column of µ. By induction
assumption, |ct(µ′)| ≤ |µ
′|2−|µ′|
2
. Next, ct(µ) = ct(µ′) + (k − 1) · l − ℓ(l − 1)/2, and so
|µ|2−|µ|
2
= |µ
′|2−|µ′|
2
+|µ′| l+ l
2−l
2
≥ |ct(µ′)|+ l
2−l
2
+|µ′| l ≥ |ct(µ′) + (k − 1) · l − ℓ(l − 1)/2| =
|ct(µ)| (for the last inequality, note that by definition, |µ′| ≥ k − 1, with equality if and
only if µ is a row diagram). For a row diagram µ (with k cells), there is an equality
ct(µ) = |µ|
2−|µ|
2
, and in general, |ct(µ)|< |µ|
2−|µ|
2
for µ having k > 1 columns and not a row
diagram.

For the right hand side of Equation (8.2.1), note that we have, by Pieri’s rule (Propo-
sition 4.2.1): m ≥ ||µ| − |τ ||.
9. Blocks of the category O(Hc(n)) (classical case)
9.1. KZ functor and connection to the representations of the Hecke algebras.
A powerful tool in studying the category O for the Cherednik algebra is the KZ functor
(see e.g. [15, 2.8.2], [10, Section 6], [3, Section 3.3]). The KZ functor is a functor
O(Hc(n)) −→ Rep(Hq(n))
Rep(Hq(n)) being the category of representations of the Hecke algebra Hq(n) of type A,
where q = exp(2πic).
It turns out that this functor is essentially surjective on objects, surjective on Homs
and exact (see [13]). This functor induces an equivalence of categories KZ : O/Otor −→
Rep(Hq(n)), where O
tor is the full subcategory of the category O whose objects are
18
modules which, when considered as C[h0]-modules, have Krull dimension less than n− 1
(see [10, Section 6.3]). The non-zero objects of O/Otor would thus be Hc(n)-modules
which are supported on the whole Cn.
Moreover, by [2, Proposition 2.10] (also proved in [13]), the KZ functor is faithful on
the full subcategory of Verma modules in O(Hc(n)).
We will use the fact that the KZ functor takes M(λ) to Sλˇ (the dual of the Specht
module) if c ≥ 0, and to Sλ (Specht module) if c < 0. For c < 0, the module L(λ) goes
to Dλ (which is either the unique simple quotient of the Specht module Sλ, if it exists, or
zero).
9.2. Representations of Hecke algebras of type A. We will use the following facts
about the representations of Hecke algebras of type A (see [19], [3, Section 3]):
Some definitions:
Notation 9.2.1. Denote e := ordC(q) (i.e. e is the order of q if q is a root of unity and ∞
otherwise), and denote s := n− e.
First of all, we have:
Theorem 9.2.2. If e > n (in particular, if e = ∞), then the category Rep(Hq(n)) is
semisimple.
From now on, we will assume e ≤ n, and thus 0 ≤ s ≤ n.
Definition 9.2.3 (e-hook).
• Hooks are parameterized by cells (i, j) in the diagram; a hook corresponding to
(i, j) consists of all the cells (i′, j′) such that either i′ = i, j′ ≥ j, or i′ ≥ i, j′ = j.
The cell (i, j) is the “vertex” of the hook corresponding to it. Cells (i, j′), j′ > j
are called the “arm” of the hook, while cells (i′, j), i′ > i are called the “leg” of
the hook.
• An e-hook of a Young diagram is a hook of length e (i.e. contains exactly e cells).
Example 9.2.4. Let λ = (5, 4, 2, 2). The hook corresponding to (1, 2) is a 7-hook with
arm 3 and leg 3:
◦◦◦◦
◦
◦
◦
Lemma 9.2.5. For n large relatively to s (namely, n > 2s, n > 1), a Young diagram τ
with |τ | = n can have at most one e-hook.
Proof. Given two distinct hooks of same length, their intersection can contain at most one
cell. Now, fix a Young diagram τ with |τ | = n. If τ has two distinct e-hooks, we obtain
the inequality 2e−1 ≤ |τ | = n, and thus n ≤ 2s+1. Note that, in fact, a Young diagram
cannot consist of two hooks of equal size intersecting each other in one cell unless this
diagram contains just one cell. So if n ≥ 2, then 2e− 1 < |τ | = n, i.e. n < 2s+ 1. So for
n > 2s, n > 1, there is at most one e-hook in τ . 
Definition 9.2.6 (Core). Let s≤ n be a non-negative integer. The (n − s)-core of a
Young diagram τ is the Young diagram obtained by performing the following procedure
on λ := τ :
(1) Take the Young diagram λ.
(2) If λ has no (n− s)-hook, stop. The diagram λ is then the (n− s)-core of τ .
(3) Otherwise, remove an (n − s)-hook from λ and move the boxes underneath this
(n − s)-hook one position up and one position to the left. Denote the obtained
Young diagram by λ(1).
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(4) Repeat the procedure for λ := λ(1).
So for n > max(2s, 1), either core(n−s)(τ) = τ , or core(n−s)(τ) has s boxes.
Example 9.2.7. Let λ = (5, 4, 2, 2). Its 7-core is obtained by removing the hook
corresponding to (1, 2) and moving the boxes below it one space up and left, i.e.
core7(λ) = (3, 1, 1, 1)
λ =
◦◦◦◦
◦
◦
◦
7→ core7(λ) =
Now, assume n > max(2s, 1). Classification of partitions of size n with given core λ
such that |λ| = s is given by the following proposition:
Proposition 9.2.8. Let λ be a Young diagram of size s. Let hook(l, (n − s)) (0 ≤ l ≤
(n− s− 1)) be the (n− s)-hook with leg l: ((n− s)− l, 1, 1, ..., 1). Then there is a unique
Young diagram rec(l, λ) of size n such that λ is obtained by deleting the hook hook(l, n−s)
from rec(l, λ) (thus λ is the (n− s)-core of rec(l, λ)).
Proof. Basically, rec(l, λ) is obtained by ”inserting” a hook(l, (n − s)) to λ in a certain
not completely trivial way. To insert a hook hook(l, (n− s)) into a diagram λ, one should
put its vertex in the position (i, j) such that the following equations are satisfied:
λi + 1 ≤ j − 1 + n− s− l ≤ λi−1 λˇj + 1 ≤ i+ l ≤ λˇj−1(9.2.1)
(λ0, λˇ0 :=∞).
We now explain how to find such i, j.
First, we show that if the inequalities (9.2.1) hold, then i = 1 or j = 1. Indeed, adding
the two inequalities (9.2.1), we obtain:
j − 1 + n− s− l + i+ l = i+ j − 1 + n− s ≤ λi−1 + λˇj−1
But n − s > s = |λ|, so i + j − 1 + n − s ≥ i + j + |λ| ≥ |λ| + 2. Thus we obtain:
|λ|+ 2 ≤ λi−1 + λˇj−1. But this is clearly possible only when i = 1 or j = 1.
Next, find j such that
λˇj + 1 ≤ l + 1 ≤ λˇj−1
(which is always possible). We now have two cases:
(1) If we obtain j ≥ 2, then we put i := 1 and we only need to check that λ1 + 1 ≤
j − 1 + n− s− l. But we assumed that n > 2s, so n− s > |λ| = s, and thus
j − 1 + n− s− l ≥ j + |λ| − l ≥ 2 + |λ| − λˇj−1 ≥ λ1 + 1
so we found indices (i, j) satisfying the inequalities (9.2.1).
(2) If we obtain j = 1, then λˇj ≤ l. We now find i such that
λi + 1 ≤ n− s− l ≤ λi−1
(again, this is always possible). To show that we found indices (i, j) satisfying the
inequalities (9.2.1), we only need to check that λˇ1 + 1 ≤ i+ l, which is true since
we have i ≥ 1 and λˇj ≤ l.
This shows that there exists exactly one way to insert the hook hook(l, (n− s)) into λ.

Example 9.2.9. Let λ = (5, 4, 2, 2).
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(1) Adding the 7-hook (6, 1) to its 7-core (core7(λ) = (3, 1, 1, 1)), we obtain the Young
diagram rec(1, core7(λ)) = (7, 4, 1, 1):
λ =
◦◦◦◦
◦
◦
◦
7→ core7(λ) = 7→ rec(1, λ) =
◦◦◦◦◦◦
◦
(2) Adding the 7-hook (2, 1, 1, 1, 1, 1) to core7(λ), we obtain the Young diagram
rec(5, core7(λ)) = (3, 2, 2, 2, 2, 1, 1):
λ =
◦◦◦◦
◦
◦
◦
7→ core7(λ) = 7→ rec(5, λ) =
◦◦
◦
◦
◦
◦
◦
Definition 9.2.10. Let e ∈ Z+.
• A partition λ is called e-regular if the multiplicity of each part of λ is smaller than
e.
• A partition λ is called e-restricted if λi − λi+1 < e for all i (i.e. if λˇ is e-regular).
Theorem 9.2.11 (cf. [19]). Let τ, µ be partitions of n.
(1) • All the simple modules of Hq(n) are Dλ, where λ is e-regular. These are
exactly the partitions for which Dλ 6= 0.
• The Hq(n)-modules Sτˇ and Sτ have the same composition factors.
• Two modules Sτ , Sµ belong to the same block iff τ, µ have the same (n− s)-
core.
• If τ has no (n− s)-hook, then Sτ (and hence Sτˇ) is irreducible.
(2) Assume n > 2s. Then we have:
• Let τ = rec(l, β), 0 ≤ l ≤ (n− s− 2) and µ 6= τ . Then there is a non-trivial
morphism Sµ → Sτ iff µ = rec(l + 1, β).
• If τ = rec(l, β), µ = rec(l + 1, β), then the composition factors of Sτ are
Dτ , Dµ, with multiplicity 1 (only one of them if the other is zero).
9.3. Blocks of the category O(Hc(n)). We now give the relevant results for the cate-
gory O(Hc(n)):
Let n be a non-negative integer.
9.3.1. Equivalences. First of all, we have a useful theorem proved by Rouquier and ex-
panded by Losev (see [21, Theorem 5.12], [17]):
Theorem 9.3.1 (Rouquier). Let n > 1, r, a > 0, b 6= 0 be integers, gcd(r, a) = 1. Then
the categories O(Hc1=b/a(n)),O(Hc2=(br)/a(n)) are equivalent if c1 6∈ {
2k+1
2
, k ∈ Z}, with a
correspondence:
morphism Mc1,n(µ) −→Mc1,n(τ) (|τ | = |µ| = n) such that µ sits in degree m of Mc1,n(τ)
corresponds to
morphism Mc2,n(µ) −→ Mc2,n(τ) (|τ | = |µ| = n) such that µ sits in degree rm of
Mc2,n(τ).
Next, we have the following simple equivalence of categories: (see [22, 3.1.4]):
Observation 9.3.2. The rational Cherednik algebras H−c(n), Hc(n) are isomorphic:
Hc(n) −→ H(−c)(n), x 7−→ x, y 7−→ y, σ ∈ Sn 7−→ (sign(σ) · σ) ∈ C[Sn]
This means that the categories of representations of these algebras are equivalent, with
equivalence given by
O(Hc(n)) −→ O(H(−c)(n)), V 7−→ sign⊗ V,
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where sign is the sign representation of Sn. Note that sign⊗ µ ∼= µˇ for representation µ
of Sn.
We also have the following statement (see [13, Section 6.2]):
Proposition 9.3.3. If c 6∈ 1
2
+ Z, then
HomHc(n)(Mc,n(µ),Mc,n(τ))
∼= HomH(−c)(n)(M(−c),n(τ),M(−c),n(µ))
9.3.2. Results on O(Hc(n)) obtained from the theory of representations of the Hecke alge-
bra Hq(n). The correspondence between the lowest weight representations of Hc(n) and
the finite dimensional representations of the Hecke algebra Hq(n) gives us the following
theory (see [8]):
First of all, we have (see [10, 6.13]):
Proposition 9.3.4. For c ≤ 0, KZ(Mc,n(τ)) = Sτ , KZ(Lc,n(τ)) = Dτ , and thus
KZ(Lc,n(τ)) 6= 0 iff τ is (n− s)-regular.
For c > 0, KZ(Lc,n(τ)) 6= 0 iff τ is (n− s)-restricted.
We next have the following theorem:
Theorem 9.3.5 (Dipper, James; cf. [7]). If c′ satisfies one of the following conditions:
• c′ 6∈ Q,
• c′ ∈ Q, and c′ = d
a
, gcd(a, d) = 1, d > n,
then the category O(Hc(n)) is semisimple (in particular, all Verma modules are simple).
Proof. This is a direct consequence of Theorem 9.2.2, the standard property of Verma
modules (Proposition 6.2.8) and the fact that the KZ functor is faithful on the full sub-
category of Verma modules in O(Hc(n)). 
This means that we remain with only one interesting case:
c′ =
d
a
, gcd(a, d) = 1, a > 0, 0 ≤ d ≤ n
For d ≤ n/2, the theory is more complicated, but for d > n/2, it is rather simple and
explained below. Note that Theorem 9.3.1 allows us to assume that a = 1 and study just
the case c′ = d ∈ {0, 1, ..., n}.
Fix integer s ≥ 0, and from now on, consider n > 2s, c′ = d = n − s, and a Young
diagram τ with |τ | = n.
Corollary 9.3.6. Mc,n(τ) is simple if and only if τ has no (n−s)-hook, or its (n−s)-hook
is a vertical strip.
Proof. This is a consequence of Theorem 9.2.11 and of the standard property of Verma
modules (Proposition 6.2.8). 
Theorem 9.3.7. Let s ≥ 0, n > 2s be integers, and put c′ := n − s. Let β be an
arbitrary Young diagram of size s. Let τ = rec(l, β), with 0 ≤ l ≤ (n− s− 2) and µ 6= τ
be a Young diagram of size n.
Then there is a non-trivial morphism ψl : Mc,n(µ)→Mc,n(τ) iff µ = rec(l + 1, β).
In that case, we have:
• dimHom(Mc,n(µ),Mc,n(τ)) = 1.
• There is a short exact sequence
0 −→ Lc,n(µ) −→Mc,n(τ) −→ Lc,n(τ) −→ 0
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Proof. This is a generalization of the result in [3, Section 3] (there it is proved for the case
s = 0, i.e. e = n).
First of all, recall from [2, Proposition 2.10] (also proved in [13]) that the KZ functor
is fully faithful on the full subcategory of Verma modules in O(Hc(n)). Then Theorem
9.2.11 implies that the dimension of Hom(Mc,n(µ),Mc,n(τ)) is one iff µ = rec(l + 1, β),
and zero otherwise.
To prove the rest of the theorem, we only need to check that Lc,n(µ) appears among
the composition factors of Mc,n(τ) with multiplicity at most one if µ = rec(l+1, β), and
with multiplicity zero otherwise.
If KZ(Lc,n(µ)) 6= 0, then the statement follows immediately from Theorem 9.2.11(2).
So we only need to show that the same is true when KZ(Lc,n(µ)) = 0. Recall from
Proposition 9.3.4 that the latter happens iff µ is not (n− s)-restricted, so we will assume
that this is the case.
We now have two possible cases:
• The Young diagram µ does not have an (n− s)-hook, and thus core(n−s)(µ) = µ.
In this case Mc,n(µ) is simple and lies in a semisimple block (see Corollary 9.3.6),
so Lc,n(µ) cannot appear as a composition factor in Mc,n(τ) unless µ = τ (which
is clearly impossible, since core(n−s)(τ) = β, which has size s < n).
• The Young diagram µ has an (n− s)-hook. Denote: β ′ := core(n−s)(µ). It is then
easy to see that the condition that µ is not (n − s)-restricted implies that µ is
obtained from β ′ by adding (n− s) cells to the first row (i.e. µ = rec(0, β ′)).
Assume Mc,n(µ),Mc,n(τ) lie in the same block of O(Hc(n)) (otherwise we are
done). Since the KZ functor is fully faithful on the full subcategory of Verma
modules in O(Hc(n)), the modules Sµˇ ∼= KZ(Mc,n(µ)), Sτˇ ∼= KZ(Mc,n(τ)) belong
to the same block of Rep(Hq(n)) (here q = exp(2πic)). By Theorem 9.2.11(1),
this implies that β = β ′.
So it remains to check that for l > 0 and µ = rec(0, β), Lc,n(µ) does not
appear among the composition factors of Mc,n(τ). Indeed, since µ = rec(0, β),
τ = rec(l, β) and l > 0, we have: ct(τ) < ct(µ), and thus
hc,n(τ) =
n− 1
2
− c · ct(τ) >
n− 1
2
− c · ct(µ) = hc,n(µ)
But hc,n(τ) is the lowest eigenvalue of h on Mc,n(τ), so Lc,n(µ) cannot be a com-
position factor of Mc,n(τ).

Example 9.3.8. The Verma moduleMc,n(τ
n−1) (whose lowest weight is the trivial repre-
sentation τn−1 = ∅˜(n) of Sn) is reducible if and only if the following condition on c
′ = 1
c
, n
holds:
c′ =
n− s
r
, s ≥ 0, r ≥ 1
In this case,Mc,n(τ
n−1) contains a lowest weight Hc(n)-submodule, whose lowest weight
µ lies in degree r(s + 1) of Mc,n(τ
n−1). The Young diagram of µ is a two row diagram,
the lower row containing s+ 1 boxes.
Theorem 9.3.7 gives the following corollary:
Corollary 9.3.9. Let n > 3, s ≥ 0, r ≥ 1 be integers, n > 2s, gcd(r, n− s) = 1. Then the
blocks of the category O(Hc= r
n−s
(n)) correspond to (n − s)-cores, and we have two types
of blocks: blocks containing only one Verma module (up to isomorphism), corresponding
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to a diagram which doesn’t have an (n − s)-hook, and blocks which correspond to Young
diagrams of size s; in such a block Blockβ (|β| = s) lie the Verma modules whose (n− s)-
core is β, and these Verma modules form a long exact sequence:
0 −→Mc,n(rec((n− s− 1), β))
ψ(n−s−2)
−→ Mc,n(rec((n− s− 2), β))
ψ(n−s−3)
−→ ...
...
ψ1
−→Mc,n(rec(1, β))
ψ0
−→Mc,n(rec(0, β)) −→ Lc,n(rec(0, β)) −→ 0
(Note that rec((n− s− 1), β) is the diagram β with a vertical (n− s)-hook added, and
rec(0, β) is the diagram β with a horizontal (n− s)-hook added).
Remark 9.3.10. For s ≥ n/2, the situation is more complicated, but one can still say the
following (see [8]).
Let c′ = n− s. If Mc,n(µ),Mc,n(τ) belong to the same block, then they have the same
(n − s)-core. In particular, if τ has no (n − s)-hooks, then Mc,n(τ) is a simple module
lying in a semisimple block.
10. Constructions for O c,ν
We now define constructions analogous to those described in Section 9 for the category
O c,ν, where we consider generic values of ν. We use the idea described in Section 4 of
treating a simple object Xτ of Rep(Sν) as a Young diagram obtained by adding a very
long top row to τ (“the top row having length (ν − |τ |)”). This idea is only meant to
provide some intuition, but it is true that for n ∈ Z, n >> 0, the image of Xτ under the
functor Rep(Sν=n) −→ Rep(Sn) is isomorphic to τ˜ (n), which is exactly a Young diagram
obtained by adding a top row of length (n− |τ |) to τ .
So instead of adding and removing (n − s)-hooks as we did in Section 9, we would
be adding and removing “(ν − s)-hooks” from diagrams with “very long top row of size
(ν − |τ |)”. Below is a formal description of the relevant constructions.
Let τ be a Young diagram, and s ≥ 0 be an integer.
Definition 10.0.11.
• Define Cτ := {|τ | − 1 + j − τˇ j | j ≥ 1}.
• For s ∈ Cτ , s = |τ | − 1 + js − τˇ js for some js ≥ 1, define the (ν − s)-core of τ as
core(ν−s)(τ )ˇj = τˇ j + 1 if 1 ≤ j < js, and core(ν−s)(τ )ˇj = τˇ j+1 if j ≥ js.
That is, core(ν−s)(τ) is the Young diagram obtained by taking out column js of τ ,
moving columns 1, .., js − 1 down and adding a row of length js − 1 on top of them, and
moving left the columns js + 1, ....
Example 10.0.12. Let τ = (8, 5, 4, 3, 3, 2). Then |τ | = 25, Cτ =
{19, 20, 22, 25, 27, 29, 30, 31} ∪ Z≥33. Let s = 22. Then s ∈ Cτ , s = |τ | − 1 + 3 − τˇ 3.
So js = 3, and core(ν−s)(τ) = (7, 4, 3, 2, 2, 2, 2).
τ = 7→ + + 7→ core(ν−s)(τ) =
◦◦
24
Let s = 34. Then s ∈ Cτ , s = |τ | − 1 + 10 − τˇ 10. So js = 10, core(ν−s)(τ) =
(9, 8, 5, 4, 3, 3, 2).
τ = 7→ core(ν−s)(τ) =
◦◦◦◦◦◦◦◦◦
Remark 10.0.13. Deligne defined core(ν−s)(λ), which he denoted by {λ}
+
n , with n := s,
in [6, 7.5].
The process of “reconstruction” (corresponding to inserting a hook into a Young dia-
gram) is defined as follows:
Construction 10.0.14. Given any Young diagram η and an integer l ≥ 0, we define τ :=
rec(l, η) as the Young diagram obtained through the following steps:
• Find the index k ≥ 1 such that ηk−1ˇ ≥ l + 1 > ηkˇ (here η0 :=∞).
• Define τ = rec(l, η) by τˇ j := ηˇj − 1 for j < k, τˇk := l and τˇ j := ηˇj−1 for j > k.
That is, we divide η into two parts: part 1 consisting of columns 1, ..., k − 1 and part
2 consisting of columns k, k + 1, .... Then we delete the top row of part 1, add a k-th
column of length l, and add part 2 as columns k + 1, k + 2, ....
Example 10.0.15.
• For l > ηˇ1, rec(l, η) is the Young diagram obtained from η by adding a column of
length l to η (this will become the first column).
• For l = 0, rec(l, η) is the Young diagram obtained from η by removing its top row.
Example 10.0.16. rec(τˇ js , core(ν−s)(τ)) = τ .
Example 10.0.17. Let τ = (10, 8, 8, 6, 5, 4, 1), s = 43 (so js = 6). Then
rec(7, core(ν−s)(τ)) = (10, 8, 8, 6, 6, 6, 5).
7→ + + 7→ core(ν−s)(τ) =
×××××
7→
7→
×
+
××××
7→ +
◦
◦
◦
◦
◦
◦
◦
+
××××
7→ rec(7, core(ν−s)(τ)) =
◦××××
◦
◦
◦
◦
◦
◦
Notation 10.0.18. Let τ be a Young diagram, s ∈ Cτ , l ∈ Z≥−τˇ js (js given by s = |τ | −
1 + js − τˇ js). We will denote the Young diagram rec(τˇ js + l, core(ν−s)(τ)) by Γ(τ, s, l).
Example 10.0.19. Consider τ = ∅. Given s ≥ 0, the (ν − s)-core of ∅ is a row of length
s. Then Γ(∅, s, l) = rec(l, core(ν−s)(∅)) is a hook with arm length s and leg length l− 1.
Lemma 10.0.20. Let τ be a Young diagram, l > 0 an integer, s := |τ | − 1 + js − τˇ js
for some js ≥ 1, µ = Γ(τ, s, l). Then |µ| − |τ | > 0, and s =
f(µ)−f(τ)
|µ|−|τ |
(f is defined in
Subsection 8.2).
Proof. We first describe µ in terms of τ . By Constructions 10.0.11, 10.0.14 described
above, µ is obtained from τ by taking out column js of τ , inserting a column of length
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τˇ js + l after column ks,l−1 for some ks,l ≤ js (ks,l is uniquely determined by Construction
10.0.14), and adding a cell to each of the columns ks,l + 1, ..., js of the newly constructed
diagram. Thus µˇj = τˇ j for j < ks,l and j > js, µˇks,l = τˇ js + l, and µˇj = τˇ j + 1 for
j = ks,l + 1, ..., js. This means that we have:
|µ| − |τ | = js − ks,l + l
Note that since ks,l ≤ js, l > 0, we have: |µ| − |τ | > 0.
From this description of µ, we see that
ct(µ)− ct(τ) = −
(
jsτˇ js −
τˇ js(τˇ js + 1)
2
)
+
(
js(js − 1)
2
−
ks,l(ks,l − 1)
2
)
+
+
(
ks,l(τˇ js + l)−
(τˇ js + l)(τˇ js + l + 1)
2
)
=
= −τˇ js(js − ks,l + l) +
js(js − 1)
2
−
ks,l(ks,l − 1)
2
−
ℓ(l + 1)
2
+ ks,ll =
= −τˇ js(js − ks,l + l)−
js − ks,l + l
2
+
j2s − (ks,l − l)
2
2
=
= −
(
τˇ js +
1
2
)
(js − ks,l + l) +
(js + ks,l − l)(js − ks,l + l)
2
And thus
ct(µ)− ct(τ)
|µ| − |τ |
= −τˇ js −
1
2
+
js + ks,l − l
2
Recall that we also have, by definition:
f(µ)− f(τ)
|µ| − |τ |
=
|µ|+ |τ | − 1
2
+
ct(µ)− ct(τ)
|µ| − |τ |
And so
f(µ)− f(τ)
|µ| − |τ |
=
|µ|+ |τ | − 1
2
− τˇ js −
1
2
+
js + ks,l − l
2
=
=
2 |τ |+ js − ks,l + l − 1
2
− τˇ js −
1
2
+
js + ks,l − l
2
= |τ | − 1 + js − τˇ js = s

These constructions are compatible with the constructions described in Section 9 in the
following sense:
Proposition 10.0.21. Let n >> 0. Put λ(l) := rec(l, core(ν−s)(τ)). Then λ˜(l)(n) =
rec(l, core(n−s)(τ˜ (n))).
Proof. One can easily see that the procedure for constructing rec(l, core(ν−s)(τ)) coincides
with the procedure for constructing rec(l, core(n−s)(τ˜(n))) and then removing the top
row. 
11. Blocks in the category O c,ν
11.1. Morphisms between two Verma objects. We now give some necessary and
some sufficient conditions for the existence of a non-trivial morphism between Verma
objects. Fix Young diagrams τ , µ.
The purpose of this section is to prove the main theorem:
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Theorem 11.1.1. For two distinct Young diagrams µ, τ and an integer m > 0, the
following are equivalent:
(1) |µ| 6= |τ | and Lτ,µ,m ⊂ Bµ,τ ,
(2) µ = Γ(τ, s, sign(|µ| − |τ |)) for some s ∈ Cτ (in particular, |µ| 6= |τ |), and (|µ| −
|τ |) | m.
We begin by proving the following proposition (this shows that (2)⇒ (1) in the Theo-
rem above):
Proposition 11.1.2. Let r ∈ Z\{0}, s ∈ Cτ (i.e. s = |τ |−1+ js− τˇ js for some js ≥ 1).
Assume τˇ js + sign(r) ≥ 0.
Let µ = Γ(τ, s, sign(r)).
If c′ = ν−s
r
, then there exists a non-trivial morphism Mc,ν(µ) −→Mc,ν(τ).
Proof. Assume (c′, ν), µ are as above.
Let n >> 0 be an integer, such that gcd(n− s, r) = 1 (there are infinitely many such
positive integers).
By Corollary 9.3.9, Proposition 9.3.2 and Proposition 10.0.21, we have a non-trivial
morphism Mc,n(µ˜(n)) −→ Mc,n(τ˜(n)). Moreover, s =
f(µ)−f(τ)
|µ|−|τ |
(f defined in Subsection
8.2) by Lemma 10.0.20, and the image of µ˜(n) sits in degree m := r(|µ|−|τ |) ofMc,n(τ˜(n))
(this is a direct consequence of Equation (8.2.1)).
Then by Lemma 7.0.11, there is a non-trivial morphism Mc,ν=n(µ) −→Mc,ν=n(τ) with
the image of Xµ sitting in degree m = r(|µ| − |τ |) of Mc,ν=n(τ), and s =
f(µ)−f(τ)
|µ|−|τ |
.
Consider the space V mν = HomRep(Sν)(Xµ, S
mh∗0 ⊗ Xτ ) for any ν ∈ C. By the con-
struction of Deligne’s categories, these spaces are isomorphic for almost every ν ∈ C (in
particular, for all ν /∈ Z+). We will denote the locus of such “generic” points ν ∈ C by A
(so |C \ A| <∞,C \ Z+ ⊂ A), and write just V
m instead of V mν whenever ν ∈ A.
The map yMc,ν(τ) from the definition of Rep(Hc(ν)) defines a polynomial family of maps
Y mc,ν : V
m −→ HomRep(Sν)(h0 ⊗Xµ, S
m−1h∗0 ⊗Xτ )
φ 7→ yMc,ν(τ) ◦ (Idh0 ⊗φ)
It is easy to see that the locus of points (c, ν) ∈ C×A such that Y mc,ν is not injective
is a Zariski closed subset of C× A. Denote it by C.
By definition, C is exactly the locus of points (c, ν) ∈ C×A such that yMc,ν(τ)|h0⊗φ(Xµ)= 0
for some φ ∈ V m \ {0}. The latter condition is equivalent to the existence of a non-trivial
morphism Θν :Mc,ν(µ) −→Mc,ν(τ) such that Θν(Xµ) sits in degree m of Mc,ν(τ)).
The morphisms Mc,ν=n(µ) −→ Mc,ν=n(τ), n ∈ Z>>0 constructed above guarantee that
Y mc,ν=n is not injective whenever n ∈ Z>>0, c
′ = 1
c
= n−s
r
, which means that (c, ν = n) ⊂ C
for any c, n satisfying n >> 0, 1
c
= n−s
r
.
Thus {(c, ν) ∈ C2 | c′ = 1
c
= ν−s
r
} ⊂ C, and we obtain the required statement.

Remark 11.1.3. In the proof of this proposition, we established that s = f(µ)−f(τ)
|µ|−|τ |
, so by
Equation (8.2.1), the image of Xµ⊂Mc,ν(µ) sits in degree m of Mc,ν(τ) for all (c
′, ν) such
that c′ = ν−s
r
. In general, for each pair (c′, ν), Equation (8.2.1) allows us to compute the
unique degree m in which the image of Xµ could sit in Mc,ν(τ).
We continue with Young diagrams τ , µ fixed, and proceed to prove the remainder of
Theorem 11.1.1.
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Proof of Theorem 11.1.1. We prove the direction (1)⇒ (2) of Theorem 11.1.1.
Assume |µ| 6= |τ |.
Consider the line Lτ,µ,m ⊂ C
2 (defined in Notation 8.1.5). We would like to check
whether Lτ,µ,m satisfies the following condition:
Condition 11.1.4. For all (c′, ν) ∈ Lτ,µ,m there exists a non-trivial morphism Θν :
Mc,ν(µ) −→Mc,ν(τ) such that Θν(Xµ) sits in degree m of Mc,ν(τ).
Assume this is indeed the case. We will show that this implies that τ, µ,m satisfy Part
(2) of Theorem 11.1.1.
Since |µ| 6= |τ |, the Equation (8.1.1) tells us that for almost any n ∈ Z+ there exists
c′ ∈ C such that (c′, ν = n) ∈ Lτ,µ,m.
Due to Lemma 7.0.11, Condition 11.1.4 implies that for integer n >> 0 there must exist
non-trivial morphisms Θ˜n : Mc,n(µ˜(n)) −→ Mc,n(τ˜(n)) (corresponding to Θν=n) with the
image of µ˜(n) sitting in degree m of Mc,n(τ˜(n)).
As we saw in Section 9, this statement imposes a rather strong condition on the Young
diagrams τ, µ, as well as on the integer m. The remainder of the proof consists of translat-
ing these conditions to the setting of Deligne categories, which will result in the conditions
from Part (2) of the statement of Theorem 11.1.1.
Recall that the requirement that (c′, n) ∈ Lτ,µ,m is equivalent to the requirement
c′ =
(|µ| − |τ |)n− (f(µ)− f(τ))
m
Denote:
a := |µ| − |τ | , b := f(µ)− f(τ), dn := gcd(an− b,m)
Then
c′ =
an− b
m
=
(an− b)/dn
m/dn
where
an− b
dn
∈ Z,
m
dn
∈ Z>0, gcd
(
an− b
dn
,
m
dn
)
= 1
By Theorem 9.3.1, if (an − b)/dn 6= 2, we can pass to the case (c
′ = (an − b)/dn, n),
with the image of µ˜(n) sitting in degree dn of Mc,n(τ˜(n)).
Note that since a 6= 0 and since 0 < dn ≤ m, we have (an− b)/dn 6= 2 for n >> 0.
Now we have the following cases:
Case a > 0.
Lemma 11.1.5. For n >> 0, if there are no non-trivial morphisms Θ˜n then
a | b, a |m, i.e. dn = a.
Proof. Assume there are non-trivial morphisms Θ˜n for n >> 0. Then we have, by Theorem
9.3.5:
an− b
dn
< n
for n >> 0; that is, a ≤ dn. Also, putting
d := gcd(a, b), a′ :=
a
d
, b′ :=
b
d
we have: dn = gcd (d(a
′n− b′), m) ≥ a = da′ ≥ 1 for n >> 0. This implies, for
n >> 0: either dn | d (possible only if dn = d = a, and then we have a | b, a |m), or
gcd(a′n− b′, m) 6= 1.
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So we only need to check that there is no n0 ∈ Z such that ∀n > n0, gcd(a
′n−b′, m) 6= 1.
Indeed, b′, gcd(a′, m) are relatively prime (since a′, b′ are), and so gcd(a′n − b′, m) =
gcd( a
′
gcd(a′,m)
n− b′, m
gcd(a′,m)
). Now
gcd
(
a′
gcd(a′, m)
, b′
)
= gcd
(
a′
gcd(a′, m)
,
m
d′
)
= 1
so
gcd(a′n− b′, m) = gcd
(
a′
gcd(a′, m)
n− b′,
m
gcd(a′, m)
)
= 1
for infinitely many integer values of n. 
Thus dn = a, and (an − b)/dn 6= 2 for n >> 0. So to understand what happens
for (c′, n) ∈ Lτ,µ,m, it is enough to check what happens the case (c
′ = n − (b/a), n)
(recall: b/a = f(µ)−f(τ)
|µ|−|τ |
∈ Z). Still assuming the existence of non-trivial morphisms Θ˜n,
Proposition 10.0.21 and Corollary 9.3.9 give:
For n >> 0 and c′ = n− b/a, put s := b/a, and we have
µ = Γ(τ, s, 1) for js ≥ 1, such that s = |τ | − 1 + js − τˇ js
Note that a priori, js could depend on n, but the equality s = |τ | − 1 + js − τˇ js defines
js uniquely for each s, so since s doesn’t depend on n, neither does js.
Conclusion 11.1.6. For |µ| > |τ |, Lτ,µ,m satisfies Condition 11.1.4 if and only if the fol-
lowing hold:
(1) s := f(µ)−f(τ)
|µ|−|τ |
∈ Cτ ⊂ Z,
(2) µ = Γ(τ, s, 1),
(3) (|µ| − |τ |) | m.
In that case, points (c′, ν) ∈ Lτ,µ,m satisfy the condition: c
′ = ν−s
r
for r = m
|µ|−|τ |
.
Case a < 0.
By Observation 9.3.2, the existence of a non-trivial morphism Θ˜n for n >> 0 is equiv-
alent to the existence of a non-trivial morphism Υ˜n :M−c′,n(τ˜ (n)) −→M−c′,n(µ˜(n)). The
necessary and sufficient conditions for the existence of a non-trivial morphism Υ˜n for all
n >> 0 are given in Conclusion 11.1.6, with µ and τ switching roles.
Conclusion 11.1.7. For |µ| < |τ |, Lτ,µ,m satisfies Condition 11.1.4 if and only if the fol-
lowing hold:
(1) s := f(µ)−f(τ)
|µ|−|τ |
∈ Cµ ⊂ Z,
(2) µ = Γ(τ, s,−1),
(3) (|τ | − |µ|) | m.
In that case, points (c′, ν) ∈ Lτ,µ,m satisfy the condition: c
′ = −ν−s
r
for r = m
|τ |−|µ|
.

Remark 11.1.8. The results in this subsection agree with the statement of Lemma 8.1.9
when m = 1, but they imply the statement of Lemma 8.1.9 only if |µ| 6= |τ |.
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11.2. Properties of lines Lτ,µ,m. We conclude this section with a list of (almost trivial)
properties of the lines Lτ,µ,m:
Lemma 11.2.1. Let m1, m2 ∈ Z+, and let τ, µ, µ
(1), µ(2) be Young diagrams. Then
• Lτ,µ,m1 ∩ Lτ,µ,m2 6= ∅ ⇔ m1 = m2.
• If (c′, ν) ∈ Lτ,µ(1),m1 ∩ Lτ,µ(2),m2, and the lines Lτ,µ(1),m1,Lτ,µ(2),m2 do not coincide,
then c′, ν ∈ Q (and there is only one point (c′, ν) like this).
• Assume the lines Lτ,µ(1),m1,Lτ,µ(2),m2 coincide,
∣∣µ(1)∣∣ 6= |τ |, and Lτ,µ(1),m1 ⊂ Bµ(1) ,τ .
Then Lτ,µ(2),m2 ⊂ Bµ(2),τ iff µ
(1) = µ(2).
Proof.
• Follows immediately from the definition of Lτ,µ,m (see Notation 8.1.5).
• Follows immediately from the definition of Lτ,µ,m by a linear equation with rational
coefficients.
• First,
∣∣µ(1)∣∣ 6= |τ |, and Lτ,µ(1),m1 ⊂ Bµ(1) ,τ , so by Theorem 11.1.1, putting
s :=
f(µ(1))− f(τ)
|µ(1)| − |τ |
we obtain
µ(1) = Γ(τ, s, sign(
∣∣µ(1)∣∣− |τ |))
with js given by s = |τ | − 1 + js − τˇ js .
Next, since the lines Lτ,µ(1),m1 ,Lτ,µ(2),m2 coincide and
∣∣µ(1)∣∣ 6= |τ |, we obtain:
[m1 : (
∣∣µ(1)∣∣− |τ |) : f(µ(1))− f(τ)] = [m2 : (∣∣µ(2)∣∣− |τ |) : f(µ(2))− f(τ)]
which implies s = f(µ
(1))−f(τ)
|µ(1)|−|τ |
= f(µ
(2))−f(τ)
|µ(2)|−|τ |
.
We also get:
∣∣µ(2)∣∣ 6= |τ | and sign(∣∣µ(1)∣∣− |τ |) = sign(∣∣µ(2)∣∣− |τ |).
Now assume that Lτ,µ(2),m2 ⊂ Bµ(2),τ . Since∣∣µ(2)∣∣ 6= |τ | , s = f(µ(1))− f(τ)
|µ(1)| − |τ |
=
f(µ(2))− f(τ)
|µ(2)| − |τ |
and
sign(
∣∣µ(1)∣∣− |τ |) = sign(∣∣µ(2)∣∣− |τ |)
we obtain, from 11.1.1:
µ(2) = Γ(τ, s, sign(
∣∣µ(2)∣∣− |τ |)) = µ(1)

From the third part of the above lemma, we immediately get:
Corollary 11.2.2. Let |µ| 6= |τ |, and Lτ,µ,m ⊂ Bµ,τ . Then for a generic point (c
′, ν) ∈
Lτ,µ,m, (c
′, ν) /∈ Bµ′,τ for any µ
′ 6= µ.
12. Characters of simple objects in O c,ν
Throughout this section, we assume that ν 6∈ Z+, c 6= 0. We also continue to identify
h0 with h
∗
0, h with h
∗.
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12.1. Definitions.
Definition 12.1.1. The character of a graded vector space V =
⊕
k∈Z Vk will be defined
as chq(V ) :=
∑
k q
k dimVk.
Definition 12.1.2 (Character of a graded ind-object of Rep(Sν)). The character of an
ind-object V of Rep(Sν) with the grading V =
⊕
j∈Z+
Vj, Vj ∈ Rep(Sν) is defined to be a
formal power series in t:
chtV =
∑
µ∈P
Xµcht (HomSν (Xµ, V ))
Definition 12.1.3 (Character of a object of O c,ν). Let M be an object of the category
O c,ν. The character of M is defined to be a formal power series in t:
chtM :=
∑
µ∈P
Xµtr
(
th |HomSν (Xµ,M)
)
with complex degrees, and coefficients in K0(Rep(Sν)), which is the Grothendieck ring of
Rep(Sν). We will usually write chM instead of chtM for short.
Remark 12.1.4. The trace of the operator th is defined since h acts locally finitely on
objects in O c,ν .
12.2. Characters of Verma objects. Recall that M(λ) ∼= Sh0 ⊗Xλ as Ind-objects of
Rep(Sν). So it is enough to compute the character of Sh0, and then use the formula
chtM(λ) = cht(Sh0)Xλt
hc,ν(λ)
We now give a formula for computing the character of the ind-object Sh0 of Rep(Sν),
which comes from the character formula in [10, 3.7].
Proposition 12.2.1. We have the following formula for the character of Sh0:
cht(Sh0) =
1∑
n≥0(−1)
n Λnh0 tn
Proof. Consider the category Schur of all Schur functors: the objects are Schur functors
SR : (FinV ect)→ (FinV ect), SR(·) =
⊕
n≥0
Rn ⊗C[Sn] (·)
⊗n
where R = (Rn)n≥0, each Rn being a finite-dimensional representation of Sn, and only
finitely many of these representations being nonzero; the morphisms are natural transfor-
mations between such functors. This category is equivalent to the category
⊕
n∈ZRep(Sn),
and thus semisimple, with the simple objects parameterized (up to isomorphism) by the
set of all Young diagrams.
The tensor structure on Schur comes from the tensor structure on (FinV ect). Namely,
given two simple objects parametrized by Young diagrams λ and µ, their tensor product
decomposes as a direct sum of simple objects ρ, with the multiplicity of ρ being the
Littlewood-Richardson coefficient cρλ,µ.
One can see that Fun(Schur ,Rep(Sν)) ∼= Rep(Sν) (this is true for any symmetric tensor
category), where Fun(Schur ,Rep(Sν)) are tensor functors between additive linear tensor
categories.
Fix the object V in Schur corresponding to the identity functor (which is, of course, a
Schur functor as well). Then we can identify the simple objects in Schur with SλV (the
Schur functor Sλ applied to V ), where λ runs through all Young diagrams.
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Consider the commutative algebra SV , and the exterior power ΛmV (m ≥ 0). Then
we have (c.f. [12, 6.8]):
SV ⊗ ΛmV =
⊕
λ∈I+
pim
SλV
where I+πm is the set of all Young diagrams obtained from π
m by adding several boxes, no
two in the same column.
One can easily see that for any m ≥ 1,
I+πm =
(
I+πm+1 ∩ I
+
πm
)
⊔
(
I+πm−1 ∩ I
+
πm
)
and I+π0 = I
+
∅ = I
+
π1 ⊔ {∅}. So we have an infinite exact sequence in Schur
∼=⊕
n∈ZRep(Sn):
... −→ SV ⊗ ΛmV −→ SV ⊗ Λm−1V −→ ... −→ SV ⊗ V −→ SV −→ S∅V −→ 0
Notice that when applying these functors to a finite-dimensional vector space W , we
obtain a finite exact sequence which is the Koszul resolution of C over the symmetric
algebra SW .
Thus we obtain an exact complex of Ind-objects of Rep(Sν):
... −→ Sh0 ⊗ Λ
mh0 −→ Sh0 ⊗ Λ
m−1h0 −→ ... −→ Sh0 ⊗ h0 −→ Sh0 −→ 1 −→ 0
Now the character formula follows directly from Euler’s formula applied to this complex.

12.3. The graded space HomRep(Sν)(Xµ, Sh0 ⊗Xτ ). In this subsection we describe ex-
plicitly the decomposition of Sh⊗Xτ and Sh0 ⊗Xτ as Rep(Sν) ind-objects into graded
sums of simple objects.
Lemma 12.3.1. For n >> 0 (in fact, for n > 2(|µ|+ |τ |)), we have:
chq(HomSn(µ˜(n),C[x1, ..., xn]⊗ τ˜ (n))) = (sτ˜(n) ∗ sµ˜(n))(1, q, q
2, ...)
The latter expression can be rewritten as
chq(HomSn(µ˜(n),C[x1, ..., xn]⊗ τ˜ (n))) =
∑
λ,|λ|+λ1≤n
γ
λ˜(n)
τ˜(n),µ˜(n)sλ˜(n)(1, q, q
2, ...) =
=
∑
λ
γλτ,µsλ˜(n)(1, q, q
2, ...)
Here
• sλ˜(n) is the Schur symmetric function corresponding to the partition λ˜(n) of n (see
[18, Chapter I, Par. 3, p.41]),
• sτ˜(n) ∗ sµ˜(n) is the internal product of Schur symmetric functions as defined in [18,
Chapter I, Par. 7, p.116],
• γα
′
α′′,α′′′ :=
1
n!
∑
w∈Sn
χα
′
(w)χα
′′
(w)χα
′′′
(w) is the Kronecker coefficient of partitions
α′, α′′, α′′′ of n (here χα
′
(w) is the value at w∈ Sn of the character of the irreducible
representation of Sn corresponding to the Young diagram α
′).
• γλτ,µ is the reduced Kronecker coefficient (equals γ
λ˜(n)
τ˜(n),µ˜(n) for n >> 0). A good
reference for standard and reduced Kronecker coefficients is [4].
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Proof. We define the map F (denoted by ch in [18, Chapter I, Par. 7]) from conjugation-
invariant functions on Sn to symmetric functions in countably many variables by putting
F(f) :=
1
n!
∑
w∈Sn
f(w)
∏
j≥1
(
∑
i
x
ρj(w)
i )
where ρ(w) = (ρ1, ρ2, ...) is the cycle-type of w.
Denoting
pρ :=
∏
j≥1
(
∑
i
x
ρj
i ), m(ρ)i:= number of parts of size i in ρ, zρ :=
∏
i≥1
im(ρ)im(ρ)i!
we obtain:
F(f) :=
∑
ρ⊢n
1
zρ
f(ρ)pρ
(here f(ρ) is the value of f on the conjugacy class of Sn consisting of permutations of
cycle-type ρ).
Let V be a representation of Sn. Denote by χ
V the character of V , and by abuse of
notation, F(V ) := F(χV ). If V =
⊕
j Vj is a Z-graded representation of Sn, then put
Fq(V ) :=
∑
j∈ZF(χ
Vj)qj .
We have: F(χα) = sα for partition α of n, and F(χ
V ′χV
′′
) =: F(V ′) ∗ F(V ′′) (χV
′
χV
′′
is the character of the representation α′ ⊗ α′′ of Sn).
Denote by gw the action of w ∈ Sn on the n-dimensional complex vector space C
n, gw
given by the permutation matrix corresponding to w.
By MacMahon’s Master theorem (see [10, Lemma 3.28]; the proof relies on an argument
similar to the one used in 12.2), we have:
Fq(C[x1, ..., xn]) =
1
n!
∑
w∈Sn
∑
k≥0
tr(Symk(gw))q
kpρ(w) =
1
n!
∑
w∈Sn
1
det(1− qgw)
pρ(w) =
=
1
n!
∑
w∈Sn
∏
1≤k≤ℓ(ρ(w))
1
(1− qρ(w)k)
pρ(w) =
∑
ρ⊢n
1
zρ
∏
1≤k≤ℓ(ρ)
1
(1− qρk)
pρ
Similarly,
Fq(C[x1, ..., xn]⊗ τ˜(n))) =
∑
ρ⊢n
1
zρ
∏
1≤k≤ℓ(ρ)
1
(1− qρk)
pρχ
τ˜(n)(ρ) =
=
∑
α,ρ⊢n
1
zρ
∏
1≤k≤ℓ(ρ)
1
(1− qρk)
χα(ρ)χτ˜ (n)(ρ)sα
Thus
chq(HomSn(µ˜(n),C[x1, ..., xn]⊗ τ˜ (n))) = coefficient of sµ˜(n) in Fq(C[x1, ..., xn]⊗ τ˜(n))) =
=
∑
ρ⊢n
1
zρ
∏
1≤k≤ℓ(ρ)
1
(1− qρk)
χµ˜(n)(ρ)χτ˜(n)(ρ) = (sτ˜(n) ∗ sµ˜(n))(1, q, q
2, ...)
The last equality holds by [18, Chapter 6, par. 8., p.363]. 
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Corollary 12.3.2. Taking h0 to be the reflection representation of Sn, we obtain:
chq(HomSn(µ˜(n), Sh0 ⊗ τ˜ (n))) = (1− q)(sτ˜(n) ∗ sµ˜(n))(1, q, q
2, ...) = (1− q)
∑
λ
γλτ,µsλ˜(n)(1, q, q
2, ...)
Proof. This follows directly from the fact that C[x1, ..., xn] = Sh, where h = h0⊕C is the
permutation representation of Sn, and so S
mh =
⊕
0≤j≤m S
jh0. 
Corollary 12.3.3.
chq(HomSν (Xµ, Sh0 ⊗Xτ )) = (1− q)
∑
λ∈P
γλτ,µsλ(1, q, q
2, ...)
where γλτ,µ is the reduced Kronecker coefficient, and
sλ(1, q, q
2, ...) :=
q|λ|sλ(1, q, q
2, ...)∏
j≥1(1− q
j)
Proof. By the structure of Deligne’s category described in Section 4, if there exist integers
k,N such that for any n ≥ N , dimHomSn(µ˜(n), S
mh0) = k (here for each n, h0 is the
reflection representation of Sn), then dimHomSν(Xµ, S
mh0) = k in Deligne’s category
Rep(Sν) as well.
Thus the power series in chq(HomSν(Xµ, Sh0 ⊗ Xτ )) is the q-adic limit, as n tends
to infinity, of chq(HomSn(µ˜(n), Sh0 ⊗ τ˜(n))); recall that, by definition, a sequence
{P (n)(q)}n, P
(n)(q) =
∑
k≥0 a
(n)
k q
k of formal power series in q converges, in the q-adic
metric, to the formal power series P (q) if for any k ≥ 0 there exists Nk ∈ Z>0 such that
for any n > Nk, q
k+1 | (P (q)− P (n)(q)).
By [18, Chapter I, Par. 5, Example 1],
sλ(1, q, q
2, ...) =
q
∑
i≥1 iλi−|λ|∏
x∈λ(1− q
h(x))
where h(x) is the size of the hook in λ with vertex x, so
sλ˜(n)(1, q, q
2, ...) =
q
∑
i iλi∏
x∈λ(1− q
h(x))
·
∏
1≤j≤n−|λ|
1
1− qn−|λ|−j+1+λˇj
The q-adic limit of sλ˜(n)(1, q, q
2, ...), as n tends to infinity, is then
sλ(1, q, q
2, ...) :=
q
∑
i iλi∏
x∈λ(1− q
h(x))
·
1∏
j≥1(1− q
j)
=
q|λ|sλ(1, q, q
2, ...)∏
j≥1(1− q
j)
This completes the proof of the statement. 
Example 12.3.4. For τ = ∅, we obtain:
chq(HomSν (Xµ, Sh0)) = (1− q)sµ(1, q, q
2, ...) =
q|µ|sµ(1, q, q
2, ...)∏
j≥2(1− q
j)
=
=
q
∑
i≥1 µii∏
x∈µ(1− q
h(x))
∏
j≥2(1− q
j)
12.4. Characters of simple objects: generic cases.
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12.4.1. Fix a Young diagram τ . Recall that for each Young diagram µ 6= τ and m ∈ Z+,
there is a set of points (c′, ν) for which Mc,ν(µ) maps to Mc,ν(τ) in degree m. These sets
are either straight lines or finite sets.
The union of these sets is the reducibility locus of Mc,ν(τ), denoted by Bτ . Outside
this reducibility locus Lc,ν(τ) = Mc,ν(τ), and the character of this object is given by the
formula
(12.4.1) chL(τ) = chM(τ) =
thc,ν(τ)Xτ∑
n≥0(−1)
n Λnh0 tn
This is the most generic case.
12.4.2. The next most generic case is a generic point on a line Lτ,µ,m ⊂ Bµ,τ .
Fix a pair s, r such that s, r ∈ Z, r 6= 0, s ≥ 0, and consider a generic point (c′, ν) on
the line c′ = ν−s
r
.
Let τ be a Young diagram such that s ∈ Cτ (this exactly means that M(τ) is actually
reducible at this point (c, ν)), and denote µ := Γ(τ, s,±1), where the sign equals sign(r).
Then there are only two distinct Verma objects which map non-trivially into M(τ):
M(µ) and M(τ) itself (see Subsection 11.2). Both map uniquely (up to scalar multiple)
into M(τ).
Lemma 12.4.1. The image of M(µ) in M(τ) is a simple O c,ν-object.
Proof. Assume Xλ is a simple singular Rep(Sν)-subobject in Im(M(µ)), and Xλ ⊂M(τ)
lies in degreem′. Then the action of h onM(τ) and J(τ)/ Im(M(µ)) gives (see Proposition
8.1.1):
c′ =
ν − s
r
|τ |2 − |λ|2 − (|τ | − |λ|)
2
+ ct(τ)− ct(λ) = c′m′ + (|τ | − |λ|)ν
By assumption, we obtain: µ = λ, which implies m = m′, and since Xλ is a simple
singular Rep(Sν)-subobject in Im(M(µ)), this means that Xλ coincides with the lowest
weight in Im(M(µ)).
Thus Im(M(µ)) is simple. 
We now want to show that there is a short exact sequence:
0 −→ L(µ) −→M(τ) −→ L(τ) −→ 0
This is equivalent to saying that Im(M(µ)) = J(τ).
Lemma 12.4.2. M(τ)/ Im(M(µ)) is a simple O c,ν-object.
Proof. Assume Xλ is a simple singular Rep(Sν)-subobject in M(τ)/ Im(M(µ)), and its
preimage Xλ ⊂M(τ) lies in degree m
′.
Then the action of h on M(τ) and J(τ)/ Im(M(µ)) gives (see Proposition 8.1.1):
c′ =
ν − s
r
|τ |2 − |λ|2 − (|τ | − |λ|)
2
+ ct(τ)− ct(λ) = c′m′ + (|τ | − |λ|)ν
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We now need to consider separately the case when λ = µ. Indeed, in that case the
above equations mean that m′ = m, and thus we have X := Xµ ⊂ M(τ) (not a singular
subobject) which lies in degree m′ and whose image in M(τ)/ Im(M(µ)) is not zero and
singular.
The former implies that yM(τ)(h0 ⊗ X) 6= 0 is a direct sum of simple Rep(Sν)-objects
lying in degree m− 1 of M(τ).
The fact that image of X in M(τ)/ Im(M(µ)) is singular would mean that
yM(τ)(h0 ⊗X) ⊂ Im(M(µ))
But this leads to a contradiction, since Im(M(µ)) lies in degrees strictly higher than
m− 1 of M(τ).
So λ 6= µ, and this contradicts our assumption. 
Thus for generic (c′, ν) such that c′ = ν−s
r
, we have a short exact sequence:
0 −→ L(µ) −→M(τ) −→ L(τ) −→ 0
and a long exact sequence
...→M(Γ(τ, s,±l)) −→ M(Γ(τ, s,±(l − 1)))→ ...→M(Γ(τ, s,±1)) −→M(τ) −→ L(τ)→ 0
As before, the sign corresponds to the sign of r, and this sequence ends (on the left)
with M(rec(0, core(ν−s)(τ))) = M(Γ(τ, s,−τˇ js)) if r < 0.
This allows us to compute the character of L(τ) by Euler formula:
chL(τ) =
∑
l∈Z+, and l≤τˇ js if r<0
(−1)lchM(Γ(τ, s,±l))
Now,
hc,ν(Γ(τ, s,±l))− hc,ν(τ) =
=
∑
1≤l′≤l
hc,ν(Γ(τ, s,±l
′))− hc,ν(Γ(τ, s,±(l
′ − 1))) =
=
∑
1≤l′≤l
ml′ =
∑
1≤l′≤l
c(ν − s) (|Γ(τ, s,±l′)| − |Γ(τ, s,±(l′ − 1))|) =
= c(ν − s) (|Γ(τ, s,±l)| − |τ |) = c(ν − s)(js − ks,l ± l)
Here we denote by ml′ the degree of M(Γ(τ, s,±(l
′− 1))) in which lies the image of the
lowest weight of M(Γ(τ, s,±l′)), and use Lemma 10.0.20.
Using Subsection 12.2 and the fact that
hc,ν(Γ(τ, s,±l))− hc,ν(τ) = c(ν − s)(js − ks,l ± l)
we obtain:
(12.4.2) chL(τ) =
thc,ν(τ)
(∑
l∈Z+, and l≤τˇ js if r<0
(−1)lXΓ(τ,s,±l)t
c(ν−s)(js−ks,l±l)
)
∑
n≥0(−1)
n Λnh0 tn
As before, the sign corresponds to the sign of r.
Example 12.4.3. Let cν = 1, Re(c) > 0.
If Xλ lies in degree m
′ of Mc,ν(π
n) as a singular Rep(Sν)-subobject (π
n is a column
diagram with n cells), then Equation (8.2.1) gives us:
m = (|λ| − n)cν − f(λ)c = (|λ| − n)− f(λ)c
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and Pieri’s rule (Proposition 4.2.1) implies that m ≥ ||λ| − n|. Since m, |λ| , f(λ) ∈ Z+,
we obtain that c ∈ Q>0.
We also have: f(λ) ≥ 0, with equality iff λ is a column diagram (see Lemma 8.2.1). So
||λ| − n| ≤ m = (|λ| − n)− f(λ)c ≤ |λ| − n
which means that f(λ) = 0, |λ| ≥ n, i.e. λ = πk for some k ≥ n (in fact, k > n), and Xπk
lies in degree m = k − n of Mc,ν(π
n).
But by Pieri’s rule (Proposition 4.2.1), for k > 1, h⊗k0 contains only one copy of Xπk
∼=
Λkh0, and it does not lie inside S
kh0. So S
kh0 doesn’t contain subobjects isomorphic to
Xπk .
So Mc,ν(π
n) has only one non-trivial singular Rep(Sν)-subobject: Xπn+1 , which lies in
degree 1 of Mc,ν(π
n).
In this case, we can compute the character of Lc,ν(π
n) as in Equation (12.4.2). We
assumed that cν = 1, so hc,ν(π
n) = (ν−1)(1−cν)
2
+ n = n, hence
chLc,ν(π
n) =
(∑
l∈Z+
(−1)lXπn+lt
n+l
)
∑
l∈Z+
(−1)l Λlh0 tl
But Λn+lh0 ∼= Xπn+l in Rep(Sν), so
chLc,ν(π
n) =
∑
l∈Z+
(−1)l Λn+lh0 t
n+l∑
l∈Z+
(−1)l Λlh0 tl
Note that Lc,ν(∅) ∼= X∅ = 1 as Rep(Sν) (ind)-objects, with maps xLc,ν(∅), yLc,ν(∅) = 0.
Example 12.4.4. Similarly, for a generic point (c, ν) on the line cν = k, k ∈ Z>0, we
have: s = 0, r = k and so
Γ(πn, 0,±l) = Xπn+l
chL(πn) = tkn−
(ν−1)(k−1)
2 ·
∑
l∈Z+
(−1)l Λn+lh0 t
kl∑
l∈Z+
(−1)l Λlh0 tl
and in particular
chL(∅) = t−
(ν−1)(k−1)
2 ·
∑
l∈Z+
(−1)lΛlh0t
kl∑
l∈Z+
(−1)lΛlh0tl
= t−
(ν−1)(k−1)
2 ·
chtSh0
chtkSh0
(see [3] or [10, Corollary 3.50] for the corresponding result for O(Hc(n))).
As in the case when k = 1, we can also compute the character of Lc,ν(∅) explicitly:
Proposition 12.4.5. Let (c, ν) be a generic point on the line cν = k, where k ∈ Z>0 is
fixed. Then
chq HomSν(Xµ, Lc,ν(∅)) =
q|µ|sµ(1, q, q
2, ..., qk−2)∏
2≤j≤k(1− q
j)
Proof. From the exact sequence
... −→M(πl) −→ M(πl−1) −→ ... −→M(π1) −→M(∅) −→ L(∅) −→ 0
and the character formula Corollary 12.3.3 for HomRep(Sν)(Xµ, Sh0 ⊗Xπl), we have:
chq HomSν (Xµ, L(∅)) = (1− q)
∑
l≥0
∑
λ∈P
(−1)lqklγλΛlh0,µ
q|λ|sλ(1, q, q
2, ...)∏
j≥1(1− q
j)
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One immediately sees that this is the q-adic limit, as n tends to infinity, of the sequence
of formal power series
Pn(q) := (1− q)
∑
l≥0
∑
λ⊢n
(−1)lqklγλΛlh0,µ˜(n)sλ(1, q, q
2, ...)
where h0 is the reflection representation of Sn.
We now give a formula for Pn(q). First, recall that (see [18, Chapter I, Par. 7])
γλΛlh0,µ˜(n) =
1
n!
∑
w∈Sn
χΛ
lh0(w)χµ˜(n)(w)χλ(w)
(here χβ(w) = tr |β (w) is the value at w of the character of Sn corresponding to the
irreducible representation β).
Now, from the exact sequence
0→ Sh0 ⊗ Λ
n−1h0 −→ ... −→ Sh0 ⊗ Λ
mh0 −→ ... −→ Sh0 ⊗ h0 −→ Sh0 −→ C→ 0
we have:
∑
l≥0
(−1)lqklχΛ
lh0(w) =
1∑
l≥0 q
kltr |Slh0 (w)
= ...
... =
1∑
l≥0 q
kl(1− qk)tr |Slh (w)
=
1
1− qk
∏
1≤j≤ℓ(ρ(w))
(
1− qkρ(w)j
)
(here ρ(w) is the cycle type of w).
On the other hand, we have (see e.g. [18, Par. 1, (7.7), (7.8), p. 114]):∑
λ⊢n
χλ(w)sλ(1, q, q
2, ...) =
∏
1≤j≤ℓ(ρ(w))
1
1− qρ(w)j
Thus we obtain:
Pn(q) = (1− q)
∑
l≥0
∑
λ⊢n
(−1)lqklγλΛlh0,µ˜(n)sλ(1, q, q
2, ...) =
=
1− q
1− qk
1
n!
∑
w∈Sn
χµ˜(n)(w)
∏
1≤j≤ℓ(ρ(w))
1− qkρ(w)j
1− qρ(w)j
=
=
1− q
1− qk
1
n!
∑
w∈Sn
χµ˜(n)(w)
∏
1≤j≤ℓ(ρ(w))
(
1 + qρ(w)j + q2ρ(w)j + ... + qkρ(w)j
)
=
1− q
1− qk
sµ˜(n)(1, q, ..., q
k−1)
Taking the q-adic limit when n→∞, we obtain: the q-adic limit of sµ˜(n)(1, q, ..., q
k−1)
is q
|µ|sµ(1,q,q2,...,qk−2)∏
1≤j≤k−1(1−q
j)
, and thus
chq HomSν (Xµ, L(∅)) =
q|µ|sµ(1, q, q
2, ..., qk−2)∏
2≤j≤k(1− q
j)

Remark 12.4.6. Note that sµ(1, q, q
2, ..., qk−2) = 0 if l(µ) ≥ k, so HomSν (Xµ, L(∅)) = 0
whenever l(µ) ≥ k.
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13. Length of Verma objects
In this section, we will discuss the set of points (c, ν) such that the Verma objectMc,ν(τ)
is of finite length. We will prove the following theorem:
Theorem 13.0.7. For any c /∈ Q<0 and any Young diagram τ , the Verma object Mc,ν(τ)
is of finite length.
By Subsection 11.1, Mc,ν(τ) has infinite length whenever (c, ν) is the intersection point
of infinitely many curves of form 1
c
= ν−s
r
where s ∈ Cτ , r ∈ Z \ {0}.
For instance, when τ = ∅, we have:
Lemma 13.0.8. For any c ∈ Q<0 there exists ν ∈ Q such that the Verma object Mc,ν(∅)
has infinite length.
Proof. Indeed, for any c ∈ Q<0 and any ν ∈ Q such that den(ν) | num(c), den(c) |
(num(ν) + den(ν)) (i.e. num(ν)den(ν)−1 ≡ −1 mod den(c)), we have:
{s ∈ Z+ | c(ν − s) ∈ Z>0} = {s ∈ Z+ | s ≡ −1 mod den(c), s > ν}
Now, recall that C∅ = Z+. So any s such that s ≡ −1 mod den(c), s > ν gives us a
non-trivial morphism Mc,ν(τ
s) −→Mc,ν(∅). The image of each of these morphisms has a
simple object Lc,ν(τ
s) as a quotient, and since all the weights τ s are different, each of these
simple objects Lc,ν(τ
s) contributes to the length of Mc,ν(∅). This proves that Mc,ν(∅) has
infinite length. 
The proof consists of two parts: proving that whenever c∈ R>0, the Verma object
Mc,ν(τ) is of finite length (we will prove this statement in Subsection 13.2), and proving
that whenever c /∈ Q, the Verma object Mc,ν(τ) is of finite length, too (we will prove that
in Subsection 13.3).
Remark 13.0.9. In the classical case, all modules in O(Hc(n)) have finite length. See [10,
Corollary 3.26].
13.1. Bounds on the graded space HomRep(Sν)(Xµ, Sh0⊗Xτ ). In this subsection, we
give a bound on the least degree in which a simple Rep(Sν) object Xµ can lie in the
Rep(Sν) ind-object Sh0 ⊗Xτ .
Recall that we have the following corollary of Lemma 12.3.1.
Corollary 13.1.1. For τ = ∅, we have:
chq(HomSn(µ˜(n),C[x1, ..., xn])) = sµ˜(n)(1, q, q
2, ...)
By the definition of a Schur symmetric function, sµ˜(n)(1, q, q
2, ...) is divisible by q
∑
k µkk.
So for any n >> 0, the minimal degree of Sh = C[x1, ..., xn] in which µ˜(n) appears is
greater than or equal
∑
k µkk. By the description of Deligne’s category Rep(Sν), this
implies:
Corollary 13.1.2. For any ν, we have: the minimal degree of Sh (and thus of Sh0 as
well) in which Xµ appears is greater than or equal to
∑
k µkk.
For the convenience of the reader, we will use the following notation:
Notation 13.1.3. For a Young diagram µ, the sum
∑
k µkk will be denoted by n(µ) (c.f.
[18]).
The function n(·) : P → Z+ has the following trivial property (see also [18, Chapter
I]):
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Lemma 13.1.4. For any Young diagram µ, we have:
|µ| ≤ n(µ) ≤
|µ| (|µ|+ 1)
2
Proof. It is easy to see that when we consider the function n(·) on the set of Young
diagrams of fixed size k, the maximum is obtained for the Young diagram πk (a column
of length k), and it is n(πk) = |k|(|k|+1)
2
, while the minimum is obtained for τk−1 (a row of
length k), and it is n(τk−1) = k. 
We now generalize this result to the following:
Proposition 13.1.5. Consider the Z+-graded complex vector space HomRep(Sν)(Xµ, Sh0⊗
Xτ ) (the grading inherited from Sh0). Let m be a grade of this space containing a non-zero
morphism. Then
m ≥ n(µ)− ℓ(µ) |τ | −
|τ |2
2
−
|τ |
2
Proof. Recall that any object of Rep(Sν) is isomorphic to its dual, so HomRep(Sν)(Xµ, Sh0⊗
Xτ ) ∼= HomRep(Sν)(Xµ ⊗Xτ , Sh0) as Z+-graded vector spaces.
Assume m ≥ 0 is such that HomRep(Sν)(Xµ ⊗Xτ , Sh0) 6= 0. This means that Xµ ⊗Xτ
and Smh0 have a common composition factor. Now, Xτ ⊂ h
⊗|τ |
0 , so Xµ ⊗ h
⊗|τ |
0 and S
mh0
have a common composition factor.
A simple subobject Xλ of Xµ ⊗ h
⊗|τ |
0 satisfies the condition arising from Pieri’s rule
(Proposition 4.2.1):
Condition 13.1.6. The Young diagram λ can be obtained from µ by performing at most
|τ | steps, each consisting of either adding a cell, deleting a cell or moving a cell (i.e.
deleting a cell and then adding a cell).
We know that for some Young diagram λ satisfying Condition 13.1.6, we have: Xλ ⊂
Smh0. Corollary 13.1.2 then tells us that
m ≥
∑
k
λkk
We are left with the following problem:
for two Young diagrams µ, λ satisfying Condition 13.1.6, find an upper bound for n(µ)−
n(λ) in terms of |τ | , ℓ(µ).
By the Condition 13.1.6, the difference n(µ)−n(λ) is maximal when λ is obtained from
µ by removing a sequence of |τ | boxes starting with bottom row and progressing upwards,
from right to left. Namely, the maximum of the difference is obtained for λ := λ0, where
λ0 is constructed as follows:
let k0 ≥ 0 be such that
∑
i≥k0+1
µi ≤ |τ | <
∑
i≥k0
µi. Then λ
0 is a Young diagram of
length k0, defined as
λ0i :=
{
µi if 1 ≤ i ≤ k0 − 1
µk0 −
(
|τ | −
∑
i≥k+1 µi
)
if i = k0
Example 13.1.7. Let |τ | = 6, µ = (5, 4, 4, 3, 2). Then k0 = 3, and λ
0 = (5, 4, 3):
µ = ◦
◦◦◦
◦◦
7→ λ0 =
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We now give an upper bound for n(µ)− n(λ0). Writing it out explicitly, we obtain
n(µ)− n(λ0) =
∑
k≥k0+1
µkk + k0
(
|τ | −
∑
i≥k+1
µi
)
=
=
∑
k≥k0+1
µk(k − k0) + k0 |τ | = n(µ¯
(k0)) + k0 |τ |
where µ¯(k) := (µk0+1, µk0+2, ...) (the Young diagram obtained by removing the first k0 rows
of µ). We know that
∣∣µ¯(k)∣∣ ≤ |τ | and k0 ≤ ℓ(µ), so by Lemma 13.1.4, we have:
n(µ¯(k0)) + k0 |τ | ≤
|τ | (|τ |+ 1)
2
+ ℓ(µ) |τ |
Thus for any two Young diagrams µ, λ satisfying Condition 13.1.6, we have:
n(µ)− n(λ) ≤ l(µ) |τ |+
|τ | (|τ |+ 1)
2
which implies
m ≥ n(λ) ≥ n(µ)− l(µ) |τ | −
|τ | (|τ |+ 1)
2

13.2. Length of Verma objects for c ∈ R>0.
Proposition 13.2.1. For any c ∈ R>0, the Verma object Mc,ν(τ) is of finite length.
Proof. Fix c, ν such that c ∈ R>0. We need to prove that M(τ) has only finitely many
composition factors. Let {L(µj)}j∈J be the composition factors of M(τ).
Since L(µj) is a composition factor ofM(τ), there exists a positive integer mj such that
hc,ν(µ
j) = hc,ν(τ)+m
j . By Proposition 8.1.1, to prove that J is a finite set, it is enough
to prove that there exist only finitely many Young diagrams µ such that Xµ lies in degree
m of M(τ) and
m = cν(|µ| − |τ |) + c
(
|τ |2 − |µ|2 − (|τ | − |µ|)
2
+ ct(τ)− ct(µ)
)
By Proposition 13.1.5, it is, in fact, enough to prove that
cν(|µ| − |τ |) + c
(
|τ |2 − |µ|2 − (|τ | − |µ|)
2
+ ct(τ)− ct(µ)
)
< n(µ)− ℓ(µ) |τ | −
|τ |2
2
−
|τ |
2
for all but finitely many Young diagrams µ.
Recall that ct(µ) = n(µˇ)−n(µ), so subtracting LHS from RHS in the above expression,
we obtain
− cν |µ|+ cν |τ | − cf(τ) + c
|µ|2 − |µ|
2
+ c · n(µˇ)− c · n(µ)+
+ n(µ)− ℓ(µ) |τ | −
|τ |2
2
−
|τ |
2
= c
|µ|2 − |µ|
2
−
− cν |µ|+ c · n(µˇ)− (c− 1)·n(µ)− ℓ(µ) |τ | −
|τ |2
2
−
|τ |
2
+ cν |τ | − cf(τ)
where f(τ) := |τ |
2−|τ |
2
+ ct(τ).
We need to show that for all but finitely many Young diagrams µ, the expression below
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c
|µ|2 − |µ|
2
− cν |µ|+ c · n(µˇ)− (c− 1)·n(µ)− ℓ(µ) |τ | −
|τ |2
2
−
|τ |
2
+ cν |τ | − cf(τ)
is positive (keep in mind that the parameter ν and the Young diagram τ remain fixed).
Since l(µ) ≤ |µ|, it is in fact enough to check that for all Young diagrams µ, the
expression
(13.2.1)
c
2
|µ|2 −
( c
2
+ cν + |τ |
)
|µ|+ c · n(µˇ)− (c− 1)·n(µ)
is bounded below by a polynomial in |µ| of positive degree, and with a positive leading
coefficient.
We now have to consider two cases separately:
- If 0 < c < 1, then c · n(µˇ) − (c − 1)·n(µ) > 0, and so the expression in Equation
(13.2.1) is bounded below by the polynomial
c
2
|µ|2 −
( c
2
+ cν + |τ |
)
|µ|
- If c ≥ 1, then using Lemma 13.1.4, we obtain:
c
2
|µ|2 −
( c
2
+ cν + |τ |
)
|µ|+ c · n(µˇ)− (c− 1)·n(µ) ≥
≥
c
2
|µ|2 −
(c
2
+ cν + |τ |
)
|µ|+ c |µ| − (c− 1)
|µ| (|µ|+ 1)
2
=
=
1
2
|µ|2 +
(
1
2
− cν − |τ |
)
|µ|
We conclude that when c ≥ 1, the expression in Equation (13.2.1) is bounded below by
the polynomial
1
2
|µ|2 +
(
1
2
− cν − |τ |
)
|µ|
as wanted.

13.3. Length of Verma objects for c /∈ Q.
Proposition 13.3.1. For any c /∈ Q, the Verma object Mc,ν(τ) is of finite length.
Proof. Assume that for some c /∈ Q, ν, a Verma object Mc,ν(τ) has infinite length.
Let {Lc,ν(µ
j)}j∈J be the composition factors of Mc,ν(τ).
Since Lc,ν(µ
j) is a composition factor of Mc,ν(τ), there exists a positive integer m
j such
that hc,ν(µ
j) = hc,ν(τ)+m
j , and Xµj ⊂ S
mjh0 ⊗ τ . Similarly to the proof of Proposition
8.1.1, for any j we have:
(c′, ν) ∈ Lτ,µj ,mj
Since (c′, ν) ∈ Lτ,µj ,mj for any j, and c /∈ Q, Subsection 11.2 implies that for all j the
lines Lτ,µj ,mj coincide; that is, the equations
1
c
mj + ν(|τ | −
∣∣µj∣∣) = |τ |2 − |µj|2 − (|τ | − |µj|)
2
+ ct(τ)− ct(µj)
define the same line for all j.
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This means that there exist constants C,C ′ ∈ Q such that for any j,
1
|µj| − |τ |
(
|τ |2 − |µj|
2
− (|τ | − |µj|)
2
+ ct(τ)− ct(µj)
)
= C ′
and
|µj | − |τ |
mj
= C
Since Xµj ⊂ S
mjh0 ⊗ τ , Pieri’s rule (Proposition 4.2.1) implies that |C| ≤ 1, and
Proposition 13.1.5 implies that for any j,
mj ≥
∑
k≥1
(µj)kk − ℓ(µ
j) |τ | −
|τ |2
2
−
|τ |
2
So there exist constants C,C ′ such that for any j, the following conditions hold for
µ := µj, m := mj:
Condition 13.3.2.
1
|µ| − |τ |
(
|µ|2 − |µ|
2
+ ct(µ)− f(τ)
)
= C ′(13.3.1)
|µ| − |τ |
m
= C(13.3.2)
mj ≥
∑
k≥1
(µ)kk − ℓ(µ) |τ | −
|τ |2
2
−
|τ |
2
(13.3.3)
with f(τ) = |τ |
2−|τ |
2
+ ct(τ) as in Subsection 8.2.
We will show that for fixed C,C ′ as above, Condition 13.3.2 can only hold for a finite
number of Young diagrams µ.
First, notice that we can assume that C > 0 (otherwise µ ≤ |τ | and we are done).
Combining the second and third requirements of Condition 13.3.2 give:
C−1(|µ| − |τ |) ≥ n(µ)− ℓ(µ) |τ | −
|τ |2
2
−
|τ |
2
i.e.
(13.3.4) n(µ) ≤
|τ |2
2
+
|τ |
2
− C−1 |τ |+ ℓ(µ) |τ |+ C−1 |µ|
The first requirement of Condition 13.3.2 gives:
(13.3.5)
|µ|2 − |µ|
2
+ ct(µ)− C ′ |µ| = f(τ)− C ′ |τ |
Now, ct(µ) = n(µˇ)−n(µ), so combining Inequality (13.3.4) and Equation (13.3.5) gives
|µ|2 − |µ|
2
− C ′ |µ| = f(τ)− C ′ |τ | − ct(µ) = f(τ)− C ′ |τ |+ n(µ)− n(µˇ) ≤
≤ f(τ)− C ′ |τ |+
|τ |2
2
+
|τ |
2
− C−1 |τ |+ ℓ(µ) |τ |+ C−1 |µ| − n(µˇ)
The last inequality means that for any Young diagram µ satisfying Condition 13.3.2,
the expression
(13.3.6)
|µ|2
2
−
(
1
2
+ C ′ + C−1
)
|µ| − l(µ) |τ |+ n(µˇ)
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is bounded by a function of τ (which is fixed).
We now consider the expression n(µˇ). We can rewrite it as
n(µˇ) =
∑
1≤k≤ℓ(µ)
(µˇk − 1)(k − 1) +
l(µ)2
2
−
l(µ)
2
+ |µ|
The summand
∑
1≤k≤ℓ(µ)(µˇk − 1)(k − 1) is clearly non-negative, so
n(µˇ) ≥
l(µ)2
2
−
l(µ)
2
+ |µ|
Applying the inequality n(µˇ) ≥ l(µ)
2
2
− l(µ)
2
+ |µ|, to Inequality 13.3.6, we see that for
any Young diagram µ satisfying Condition 13.3.2, the expression
|µ|2
2
+
(
1
2
− C ′ − C−1
)
|µ|+
l(µ)2
2
−
(
1
2
+ |τ |
)
l(µ)
is bounded by a function of τ . This clearly means that in such a case, |µ| is bounded (by
a function of τ); we conclude that Mc,ν(τ) has finitely many composition factors.

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