) is LLipschitz-continuous w.r.t. W k with the constant:
Proof. Using Equation 7 and let ∆W k = W k − W k , we have:
Note that the third line is obtained using triangular inequality, whereas the fourth and the fifth lines are obtained using Young's inequality [32] .
Proof. Using Equation 7 and let ∆h
Again, the third and the fourth lines are obtained using Young's inequality [32] . 
where f (·) denotes the objective function of Equation 6. Since that right-hand side (RHS) is zero, trivially, we have: 
where w * i denotes the i-th row of W * .
Proof. (of Theorem 2) We prove a non-trivial special case where the general case can be established similarly. Suppose D = 2, K = 1, and h is the delta vector (i.e., one for the element in the middle and zero elsewhere). Let W mle denote the global optimal solution of Equation 6 using the conventional matrix convolution. According to the generation process (that uses the proposed convolution operator) and the definition of the conventional matrix convolution, we have that: 
where the RHS converges (in probability) to: Equivalently, it follows that:
2 )
