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Abstract
After a huge amount of success within the military, the benefits of the use of unmanned
aerial systems over manned aircraft is obvious. They are becoming cheaper and their func-
tions advancing to such a point that there is now a large drive for their use by civilian oper-
ators. However there are a number of significant challenges that are slowing their inevitable
integration into the national airspace systems of countries. A large array of emergency
situations will need to be dealt with autonomously by contingency management systems
to prevent potentially deadly incidences. One such emergency situation that will need au-
tonomous intervention, is the total loss of thrust from engine failure. The complex multi
faceted task of landing the stricken aircraft at a potentially unprepared site is called a forced
landing.
This thesis presents methods to address a number of critical parts of a forced landing
system for use by an unmanned aerial system. In order for an emergency landing site to be
considered, it needs to be within glide range. In order to find a landing site’s reachability
from the point of engine failure the aircraft’s glide performance and a glide path must be
known. A method by which to calculate the glide performance, both from aircraft parame-
ters or experiments is shown. These are based on a number of steady state assumptions to
make them generic and quick to compute. Despite the assumptions, these are shown to have
reasonable accuracy.
A minimum height loss path to the landing site is defined, which takes account of a
steady uniform wind. While this path is not the path to be flown it enables a measure of how
reachable a landing site is, as any extra height the aircraft has once it gets to the site makes
a site more reachable. It is shown that this method is fast enough to be run online and is
generic enough for use on a range of aircraft.
Based on identified factors that make a landing site more suitable, a multi criteria deci-
sion making Bayesian network is developed to decide upon which site a unmanned aircraft
should land in. It can handle uncertainty and non-complete information while guaranteeing
a fast reasonable decision, which is critical in this time sensitive situation.
A high fidelity simulation environment and flight test platform are developed in order to
test the performance of the developed algorithms. The test environments developed enable
xrapid prototyping of algorithms not just within the scope of this thesis, but on a range of
vehicle types. In simulation the minimum height loss paths show good accuracy, for two
completely different types of aircraft. The decision making algorithms show that they are
capable of being ran online in a flight test. They make a reasonable decision and are capable
of quickly reacting to changing conditions, enabling redirection to a more suitable landing
site.
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Chapter 1
Introduction
1.1 Overview
1.1.1 Motivation
The operation of Unmanned Aerial System (UAS) by the military has seen a rapid rise over
the last couple of decades, mostly because they offer huge advantages over the operation
of manned aircraft. The main advantage is that it removes the operator of the aircraft from
danger, but in addition, because they do not have to be designed to hold pilots, they can fly
far greater distances and manage larger payload capacities. This makes them highly attrac-
tive for long endurance surveillance or strike missions in dangerous areas. Furthermore, as
unmanned aircraft require lower levels of pilot skill to operate, they are a cheaper option
than their manned counterparts.
While the military have large budgets and were the only organisations that could pre-
viously afford these expensive systems, due to the recent miniaturisation of electronics and
increasing maturity of UAS, they are becoming small and cheap enough for the civilian
market. These significant advantages are the reason why a large rise in their use in civil-
ian applications has been seen recently, some of which include search and rescue, border
security, law enforcement, pipeline inspection, aerial photography and environmental mon-
itoring [(Bolkcom, 2004),(Hausamann et al., 2005),(Doherty and Rudol, 2007)].
However, by removing the pilot, a number of safety issues are introduced; for instance,
the ability of the aircraft to see and then avoid other aircraft is removed. To monitor or oper-
ate a UAS, a robust, secure communications link is needed, because if the link is broken the
aircraft could lose control, crash or simply keep flying until it runs out of fuel. Moreover,
if the UAS were to have an engine failure in civilian airspace, the aircraft would need to
perform an emergency forced landing. In the case of a remotely piloted UAS, due to the
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extremely low situational awareness of the operator, it is highly unlikely that they could
identify a suitable emergency landing site or perform a glide approach without the aid of
a system that could run these tasks for them or assist by giving them increased situational
awareness. In the case of a completely autonomous UAS, with the current state of techon-
odgy the aircraft will simply crash-land and this could be anywhere.
The military are able to operate Unmanned Aerial Systems (UASs) over enemy terri-
tory or within fully controlled restricted airspace, which means that a lot of the problems
associated with operating a large and dangerous aircraft remotely or autonomously are re-
moved. Furthermore, any problems with the aircraft or communications that would cause
a crash landing are very low risk. Conversely, crash landings are completely unacceptable
in civilian airspace, as this could result in the loss of civilian life. As much of the previous
development of UASs has been for the military, many safety and contingency management
systems are immature or non-existent, and so these need to be developed for UASs, if they
are to be integrated successfully into civilian airspace applications [(FAA, 2013),(European
RPAS Steering Group, 2013)]. This thesis therefore aims to deal with the challange of a
UAS making a forced landing issue after an engine failure.
The main aim of this research is to benefit the civilian UAS market, but a system that
would aid a UAS in a forced landing also has applications as an aid for civilian pilots, since
emergency landings after an engine failure are the second highest cause of pilot fatalities.
In 2001, in the US, out of 298 fatal accidents involving General Aviation (GA) aircraft, 46
were caused by engine failure – second only to loss of aircraft control (NTSB, 2001). In
Visual Flight Rules (VFR) conditions, where the pilot has good vision, they are capable
of performing a forced landing, but in Instrument Fight Rules (IFR) conditions, with low
visibility or low clouds, performing a non visual forced landing is impossible. According
to licensing information provided by the Civil Aviation Authority (CAA) for April 2009
to March 2010 (CAA, 2010), 1,706 people qualified for a Private Pilot’s License (PPL),
240 an Instrument Meteorological Conditions (IMC) and 523 a night rating. This means
that approximately 45% of people who can fly single-engine light aircraft can fly in IFR
conditions, so a system that would allow them to have a much higher chance of surviving
an engine failure under these conditions would be a huge benefit.
1.1.2 Background
When an engine fails, the aircraft must carry out what is known as a forced landing. The air-
craft, now un-powered, is effectively a glider, and it will need to land at what will probably
be an unprepared location. These landing sites are normally fields, many of which may be
unsuitable due to size or the presence of obstacles. They are complex situations that require
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a great deal of practice for human pilots to master. A lot of information is needed, and a
number of very complex decisions need to be made, in order to perform a successful forced
landing.
A full forced landing system consists of a number of separate parts which all have to
work together in order to perform a successful forced landing – these are all shown in Fig.
1.1. A fully automated forced landing system needs available to it all possible information
about potential emergency landing sites in the area. Details in this respect can be found from
a number of map, satellite, GIS or pre-surveying databases, or alternatively through live
computer vision techniques. There are a number of proposed solutions to this problem that
use online computer vision techniques to find landing sites and other geographical aspects
such as surface type and slope [(Fitzgerald et al., 2005b), (Fitzgerald, 2007), (Mejias and
Fitzgerald, 2013)]. With a full list of landing sites, aligned with knowledge of the aircraft’s
state and location, each of the landing sites needs to be accessed for glide reachability. Glid-
ing to the landing site is a fundamental part of the system, so it is important that the aircraft
has enough height to make this manoeuvre, this requires knowledge of the aircraft’s glide
performance. An aircraft’s glide performance can be calculated from aircraft parameters,
or alternatively it can be determined experimentally beforehand. The results can be stored
in the database, and the aircraft’s state and location will be taken from the data systems
that all UAS will possess. Location will be provided by GPS and the relevant state infor-
mation from air data systems and Attitude Heading Reference System (AHRS). The most
suitable landing site must be chosen using a decision-making technique based on reachabil-
ity and landing site information such as surface type or obstacles. A path-planning method
also needs to be employed, to plot a path to the chosen landing site, where auto-landing
algorithms will attempt to land the aircraft as safely as possible. Wind plays a substantial
and important role in all aspects of the system; for example, flying into a headwind will
severely lower glide range and when landing at an unprepared site with a tailwind is very
dangerous due to the increased ground speed. Wind information is used by reachability
analysis, decision maker and the path planner, and its speed and direction can be taken from
meteorological databases or measured locally.
The system will need to be run constantly throughout the flight, so that when the en-
gine management system or fault diagnosis algorithms detect an engine failure, the forced
landing system can react instantly and fly the course plotted by the path planner to the most
favourable landing site. Any delay in starting the manoeuvre means that the aircraft will
lose height, perhaps going out of range of potential landing sites. It is also imperative that
the system is run online, just in case circumstances change – wind change, glide perfor-
mance degradation or pop up obstacles can lead to landing sites becoming unreachable or
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unsuitable.
1.2 Aim/Scope
There are a number of research areas within the topic of forced landing, many of which
have been previously heavily investigated, such as computer vision site identification and
path-planning techniques. However, there are two significant areas that have been neglected,
namely landing site reachability and decision making, both of which are extremely impor-
tant in order to complete the system and to bring a greater level of autonomy to a UAS, a
greater level of situational awareness to a remote UAS operator, or manned aircraft pilot.
The goals of this thesis are listed below:
• Glide performance – Develop equations that describe an aircraft’s glide performance
in relation to level and turning flight. Establish how to calculate the optimum flight
condition to maximise glide range.
• Reachability analysis – Find a method that defines a glide path from the point of
engine failure to the landing site. This path is to be used with the glide performance,
to calculate if the aircraft has enough height to reach that landing site. Also develop a
metric which describes the reachability of a site.
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• Landing site decision maker – A decision-making algorithm that decides which field
is the most suitable to land on, based on a large range of criteria that aim at maximising
the chances of a safe landing while protecting civilian life and property.
• Wind – Wind needs to be factored into all aspects of this work, as it has a major effect
on glide range, safe landing and optimum glide conditions.
• Generic & low computational intensity – The developed algorithms need to be
generic enough to work for a large range of aircraft. They also need to have low
computational demand, as they must be fast enough to be run online to respond to
changing conditions.
• Simulation & flight testing – The performance of the developed algorithms are to be
investigated in numerical simulations and in actual flight tests.
It must be noted that work in this thesis is only aimed at fixed wing aircraft, as a rotary
winged aircraft do not have a gliding decent as such – they perform an auto rotation, which
is more about blade energy management and a survivable landing more than being able to
choose where it lands.
1.2.1 Landing site reachability
It is imperative that each landing site that is being considered is reachable in a glide. If a
UAS identifies that an abandoned landing strip is available, even though it would almost
guarantee a perfectly safe landing, it needs to be certain that this strip is within glide range;
otherwise, it will be completely irrelevant because if the aircraft were to attempt a glide to
an unreachable landing site, it could crash-land anywhere, even into a town, for instance,
which could cause many casualties and damage. Therefore, it is necessary to be able to
calculate each known landing site’s reachability.
For an aircraft to be within glide range of a landing site it needs to have sufficient height.
In gliding flight an aircraft effectively exchanges height for distance travelled. To find the
height required, the total distance to a site must be obtained. Of course, an aircraft cannot
simply fly in a straight line to a landing site, as it must perform a number of turns in order
for it to get from its current location and into the correct location with the correct heading
to make a landing. When a path has been defined, the lengths and time taken in the different
parts of the path can be used with glide performance to calculate the total height lost over
the path. The path definitions used in this thesis do not define the actual path that the aircraft
would fly, as this may involve a number of turns in order to lose height; it actually defines
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the path that the aircraft would fly if it had just enough height to glide to that site. This
is done in order to remove the need for full gliding path planning algorithms (which have
been formulated in other works). This also makes the path definition simpler, thus not only
lowering computational cost but also enabling us to establish how reachable a landing site
is, by introducing a concept known as ‘excess glide range’. This is the extra distance an
aircraft could glide once it gets to the landing site.
An aircraft’s glide performance is defined by its vertical speed, or vertical sink (positive
form), at a certain airspeed, which provides the aircraft’s glide ratio, namely how far it can
glide forwards compared to how much height it loses. It is shown how an aircraft’s glide
performance can be calculated from aircraft parameters for both straight line and turning
glides. These equations are extended to calculate the conditions to maximise glide range.
For some aircraft their parameters are not known, as these don’t tend to be published by
airframers, and so in these cases their glide performance can be determined experimentally.
However, the developed equations can be used to adjust the experimental glide performance
figures for different aircraft weights and roll angles.
In this work, two methods have been developed to conduct reachability analysis, both of
which define a different path, and each with their own approach. An approach is the final
set of manoeuvres that defines the path an aircraft takes to position itself for landing. This
is obviously important to include, as an approach will lengthen the glide and is essential for
landing.
The first reachability analysis method used herein is based on a human forced landing
approach technique called the ”high-key, low-key" technique [(Pooley, 2003),(Robson and
Pooley, 2008)]. A set of equations are developed that include an initial turn and a straight
glide that define the maximum glide range of the aircraft to a particular height. If the start
of the join point on the ”high-key, low-key" approach path is within the maximum glide
range area to the required height of the join point, it is reachable. Any excess height that the
aircraft might have once it arrives is multiplied by its glide ratio, in order to give the excess
glide range. The ”high-key, low-key" technique is designed for human pilots, to give them
a good visual on the field and to ensure they can make a safe landing by making the path
conservative. This approach is not very applicable to a larger range of aircraft, it does not
scale. For example if a low drag, high speed commercial aircraft were to fly the approach it
would be unrealistically long and wide and the aircraft would be completely out of view of
the landing site for most of the approach. therefore a more generic technique was required.
The second reachability analysis method is based on Dubins curves (Dubins, 1957),
which represent a path flown which minimises height loss by making the path a minimum
length. This will give a more accurate excess glide range, whereby more sites would be in
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range than for the overly conservative previous technique. This path consists of an initial
turn and a final turn, with a straight glide connecting the turns. This is a single, continuous
trajectory which defines all phases of the glide, unlike the previous method which splits the
path in two. This makes the method much more generic than the previous approach, because
although the turn radius for a faster aircraft gets bigger, it will not be as unrealistically large
as it would do in the previous method.
1.2.2 Wind
Wind is an extremely important factor in glides, and so both reachability methods have
taken it into account. In the first method it is shown how to adjust the maximum glide range
calculations for both steady wind and wind that changes speed and strength in line with
altitude. In the second reachability method the circular turns normally defined by Dubins
curves are replaced with a geometric shape called a trochoid, which takes into account
steady wind. Due to the complex geometry defined in this method, only steady uniform
wind was accounted for in this instance.
1.2.3 Landing site decision maker
A key area that this thesis aims to address is a landing site decision maker. An Multi-
Criteria Decision Making (MCDM) discrete Bayesian Network (BN) is employed to make
a decision as to which field is the best to land on, based on landing site parameters (e.g. field
size, surface type), reachability and risk to the civilian population. This is a probabilistic
technique that uses discrete states of random variables (which represent the factors listed
above), and their conditional dependencies upon one another, to calculate the probability
that a field is suitable to land on. The main criteria and their dependencies upon one another
have been identified. Representing these criteria as discrete variables is a challenge, though,
as they need to be discretised into enough states to adequately describe the criteria while
not having too many states. As this will slow the solver and make the system much harder
to compile by an expert. The landing site with the highest suitability probability is chosen
to land on. A good deal of the network is dedicated to calculating the probability that the
aircraft will make a safe landing. As this network is aimed mostly at UAS, airframe and
payload survivability are secondary concerns of the decision maker, which is why a multi-
criteria technique is used so that other more important factors, such as reachability and
civilian risk, can be factored in to the decision with weightings to reflect there importance.
This statistical technique is used because it can make a decision based on uncertain –
or less than complete – information on all variables, which is important, as information
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about the landing sites could come from a number of different sources which may have
different levels of uncertainty and completeness. So, no matter what is known, a decision is
guaranteed, as any decision is always better than no decision at all. An expert system is a
computer system that emulates the decision-making ability of a human expert. There are a
number of parameters that need to be tuned by an expert in the decision maker, making this
an expert system. The Conditional Probability Distribution (CPD), which probabilistically
links the random variables, needs to be filled out by an expert. Some variables will be
different between aircraft, but the system is designed to be generic enough to be used by
any type.
BNs are highly flexible, new variables can be added with ease. The network contains
a lot of information, and as solving the network effectively involves asking it questions,
the information contained in the network can be used to ask other questions beyond site
suitability, for example whether or not to lower the undercarriage, and what approach speed
to fly.
A method is presented herein to solve the network for all landing sites at once, which
would allow this decision maker to be run online – an important requirement, because as
the aircraft descends the measurements may become more accurate, e.g. a camera on board
the UAS may have detected telephone cables on the chosen landing site and so the decision
maker will have to recalculate.
As there are multiple sources of information on landing site parameters, and much of the
research work in the area of forced landings has been conducted in this area, the assumption
that all site parameters are known is applied throughout this work.
As it is a very complex expert system, it does not guarantee that the best landing site will
always be selected. However, it comes to a decision quickly and will make a similar decision
to a human pilot based on the information available to it. Furthermore in an emergency
situation, optimality is secondary to flexibility and speed.
1.2.4 Simulation & real world testing
Finally, to show the performance of the algorithms presented in this thesis, a simulation and
small-scale, real-world flight test environment was developed, to allow any system coded
in MATLAB/Simulink to interact with a commercial off-the-shelf autopilot system which
controls either a simulated vehicle or a real-world aircraft.
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1.3 Contribution
The specific contributions made in this thesis are as follows:
• Comprehensive, fully derived glide equations, based on those in the literature and
extended to describe an aircraft’s vertical speed for any airspeed, roll angle or weight.
• Optimum speeds and conditions for maximum glide range have been defined.
• The novel notion of excess glide range has been developed. No other study in the
area has ever considered using a minimum path as a way to measure landing site
reachability.
• A comprehensive list of the major factors that make an emergency landing site suitable
has been compiled which shows how they can be discretised.
• Very little work has been conducted on decision making in relation to forced landings,
so an MCDM BN has been developed in order to bridge this gap. The main contribu-
tion is the Directed Acyclic Graph (DAG) structure, which describes the interactions
between the identified and discretised factors. This can be used as a framework for a
huge range of extensions to the network, as after the CPD has been filled out by an
expert it contains a huge amount of data.
• A method is shown that uses the idea of diagnostic reasoning to speed up solving the
Bayesian network. Using this method the network only needs to be solved once to find
the best field choice, as opposed to once for each landing site, which is the method
employed in previous literature, thereby making this decision-making approach fast
enough to be run online.
• A system was needed to test the performance of the algorithms in simulation and in
flight tests. During the development of the system employed in this thesis, it was
extended to be used generically for rapidly prototyping algorithms on a large range
of vehicles. A number of publications have been made describing the system and its
diverse set of uses.
1.4 Outline
This thesis details the development of parts of a forced landing system. The contents of
each chapter are shown below.
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Chapter 2 – Literature Review
This chapter contains a detailed review of related work in the area of aircraft forced landing.
It also discusses and reviews papers outlining techniques that could be utilised in both the
reachability analysis and the landing site decision maker, and it also looks at the areas of
wind and atmospheric uncertainty and how they can affect a gliding aircraft.
Chapter 3 – Reachability Analysis
This technical chapter details all the calculations used to work out the glide range of any
aircraft and if they can reach a particular landing site in the presence of constant and variable
wind. The glide equations are derived from first principles and explain how wind is factored
in. The ”high-key, low-key" forced landing technique is used to define the descent circuit
which, when used with the glide range equations, is employed to calculate whether or not
the site in question is reachable.
Chapter 4 – Extended Reachability Analysis of Landing Sites
This chapter makes the reachability calculations more generic by using Dubins curves to
calculate the minimum height loss path to a landing site. Dubins curves are extended to
include wind, and it is shown how excess glide range can be calculated from this path for
any landing site.
Chapter 5 – Field Selection using Multi-criteria Decision-making Bayesian
Networks
Describes how the system chooses a landing site from a list of known sites, by using prob-
abilistic methods. It explains what factors make a site more or less desirable to land in and
quantifies them accordingly. A novel multi-criteria Bayesian network decision maker is em-
ployed to find the best site. It also describes a useful technique utilised to provide a landing
site choice quickly by only solving the network once, as opposed to running the inference
engine once for each site.
Chapter 6 – Simulation & Test System Design
Explains how a system has been developed for rapidly deploying and testing control algo-
rithms. The system enables one to go from a simulated aircraft to a real aircraft, quickly and
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safely. It also details how this can be used to test many of the algorithms and equations for
this forced landing system.
Chapter 7 – Numerical Simulation
Validates the glide performance calculations and minimum height loss paths for landing
site reachability in the X-Plane simulation environment. It also uses the US Airlines forced
landing into the Hudson river as a case study, to show how the reachability analysis can be
used on a real scenario, as well as how it handles a vastly different aircraft type.
Chapter 8 – Flight Testing
Presents the results for real-word testing of the remote-controlled X8 fixed-wing platform
for a force landing scenario, in order to demonstrate the performance and real-time applica-
tion of the multi-criteria decision maker for landing site selection.
Chapter 9 – Conclusions and Future Work
This chapter draws conclusions and presents limitations and recommendations for further
research.
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Chapter 2
Literature Review
This chapter presents a review of the literature relevant to the research conducted in this
thesis. It is broken down into three parts. Firstly, Section 2.1 will present background in-
formation on UAS forced landings, the procedures and considerations employed in a forced
landing by manned aircraft pilots and why a forced landing system is needed. The re-
quirements of a UAS forced landing system are developed from this discussion. Secondly,
Section 2.2 describes and discusses each individual part of a forced landing system and then
details the research conducted in these individual areas. Finally, Section 2.3 looks at wind,
atmospheric uncertainties and how they affect an aircraft performing a forced landing and
whether or not they need to be considered.
2.1 Forced Landings
2.1.1 Forced landing overview
There are two types of emergency landings, namely a forced landing and a precautionary
landing. A precautionary landing occurs when a pilot is forced to carry out an emergency
landing onto an unprepared site, due to an emergency situation that does not have an imme-
diate effect on the flight performance of the aircraft, e.g. a medical emergency or a roughly
running engine that could turn into total engine failure. A forced landing is an emergency
landing which has been forced upon the aircraft due an engine failure and when there is no
choice but to glide too and land on an unprepared site. Both of course require the pilot to
still have of all the primary control surfaces operational. Both options are detailed in flight
training manuals such as (Robson and Pooley, 2008), but the main difference between the
two is that in a precautionary landing the aircraft still has power and so gives the pilot more
choice about where to land. It is of course the forced landing situation that this body of
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work aims to cover. However, some parts of a full forced landing system could assist with
choosing a precautionary landing site.
A UAS, apart from having more advanced avionics and communications systems, is
essentially the same as a manned aircraft, and as such it is affected by the same problems and
therefore can and will be prone to the same emergencies, although in an emergency situation
there is no pilot with a wealth of experience, training and human intuition to perform a
forced landing safely. Previously UASs have only been used for military applications, which
means they have been exclusively operated over military-owned danger areas or over hostile
territory. A forced landing system was not deemed necessary for operation in these zones
as if an engine failure was to occur the chance of damage to property or civilian casualties
is small. Two systems have been previously employed by the military in the case of an
unrecoverable emergency, namely deploying a ballistic parachute or remotely detonating
the aircraft [(Fitzgerald et al., 2005b)]. It is obvious that these strategies are inappropriate
for use in civilian airspace, from a public safety point of view as well as from an airframe
and payload recovery point of view. A safer system therefore needs to be developed, the
requirements for which are laid out in (Timothy H. Cox, 2004). The following list shows,
in order of importance, what the system must achieve. A good overview of forced landing
systems, with an emphasis on path planning in contained in (Eng et al., 2010)
1. Minimise human casualties
2. Minimise property damage
3. Maximise aircraft survival
4. Maximise payload survival
The major emphasis is on public safety, where human life and property are more impor-
tant than the UAS’s airframe and payload.
2.1.2 Why a forced landing system is needed
Many UASs are single-engined aircraft and are just as susceptible to engine failure as
manned aircraft. A report by the US Department of Defense stated that 48% of all UAS
failures could be attributed to communications and propulsion failures (Schneider, 2004).
As a large proportion of desired civil UAS applications are above populated areas, because
there exist no contingency management systems, this makes the risk of engine failure unac-
ceptable. This is why (Timothy H. Cox, 2004) states that the forced landing situation is a
major stumbling block to UAS integration into National Airspace System (NAS), and why
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contingency management systems are important. The is echoed by the Federal Aviation
Authority (FAA) and European Aviation Safety Agency (EASA) in documents published
regarding UAS NAS integration [(FAA, 2013), (European RPAS Steering Group, 2013)].
In (Weibel and Hansman, 2005) and (Weibel, 2006), it is shown that the two main haz-
ards associated with UAS use in civilian airspace come from mid-air collisions and ground
impacts, while secondary hazards include environmental contamination of operators and
ground crew and loss of airframe, the latter of which backs up the point made in (Timothy
H. Cox, 2004), in that the airframe is a secondary concern. The paper suggests that in order
to mitigate the occurrence of ground impacts, a contingency plan is needed.
The ground impact of a UAS poses a significant threat to human life and would do
huge damage to the public perception of UASs, as explained well in (Fitzgerald, 2007).
Public perception has had a strong influence on the development and deployment of previous
technologies, so it is extremely important that an accident does not occur, or it will put back
NAS integration.
(DeGarmo, 2004) posits the important issue of insurance. In modern society, insurance
is a necessity, and businesses cannot be run without the proper level of insurance protection.
The insurance industry determines liability costs based on past safety performance. For to-
day’s UAS, most of the historical safety records available come from military UASs, which
have a poor safety record (Schneider, 2004). These conditions result in uncertainty, which
in turn leads to high premiums or the refusal to insure. This is another barrier to civil UAS
operation, and the only way to convince insurance companies that their liabilities for civil
UAS operation are not uneconomically high, is to prove that failure episodes can be dealt
with safely.
2.1.3 Human pilot forced landing procedure
It is helpful to look at the methods used by human pilots in a forced landing procedure, as
the differences in the problems and considerations that a UAS and a human will face in this
situation will be small. Some of the techniques can by applied to a forced landing system,
but also, by studying the difference between human pilots and unmanned systems, a better
understanding can be gained about what areas of the system need to be developed further;
human pilots will be much better in some areas but much worse in others.
During pilot training, engine-out situations are trained for extensively, both in the class-
room and in the air. As previously stated, this is one of the most significant killers of
single-engine GA pilots: “It is very rare that a pilot will go though his whole career with-
out a single engine failure” (Robson and Pooley, 2008). The PPL flight training manuals
(Robson and Pooley, 2008) and (Pooley, 2003) provide procedures for reacting to engine
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failures, detecting them and making preparations in case one occurs.
Pilots need a good understanding of their engines, because during an engine failure they
not only need to try to diagnose the problem and attempt to rectify it, but they also need
to recognise that an engine failure has occurred – it is not actually always obvious that an
engine has failed, as the propeller does not simply stop. At first, the pilot will notice a
loss of performance, i.e. in the climb he will notice a fall in expected climb rate and in
cruise the vertical speed indicator will start to read as descending. After an engine failure
is suspected, it needs to be confirmed, which is done by looking at all the engine controls.
Checking oil temperatures and pressures work in this instance, and an engine’s Revolutions
Per Minute (RPM) can give an indication, but due to a ‘windmilling’ propeller the RPM will
remain high. Engine failures can happen for a multitude of reasons, but pilot error, electrical
failure and mechanical failure are the main causes. The engine can be starved of fuel due to
the incorrect tank being selected or the plane being out of fuel due to unexpectedly high fuel
consumption or inaccurate gauges, which is not uncommon on old aircraft. In addition, bad
air-to-fuel mixture ratio selection and engine icing, caused by incorrect use of carburettor
heat, can also cause an engine to lose power or stop altogether. These are all caused by
pilot error and can be avoided by correct preflight checks and in-flight checks procedures.
There can also be actual failures on the engine, such as a broken fuel line, magneto failure
or some physical mechanical failure, all the way to a damaged propeller or shaft, possibly
caused by bird strike. Some of these failures might be noticed on the ground before they
happen in the air, but not all. In the event of a confirmed engine failure at a reasonable
height, what follows is the recommended procedure, shown in (Robson and Pooley, 2008),
to be followed by the pilot:
• Convert excess speed into height or useful distance
• Trim for best glide speed (maximum lift/drag)
• Attempt an engine restart
• Select a suitable field and plan an approach path
• Make a distress call
• Attempt to resolve the emergency
• Carry out approach and landing
If the engine fails on take-off or at low altitude, there is not enough time to attempt an
engine restart, and so the pilot must prioritise a safe forced landing. As humans are not good
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at multitasking, attempting a restart at the same time would be unsafe. Pilots are taught to
fly particular aircraft, and as a part of their training they learn a number of speeds at which
to fly. The important speed during a forced landing situation is the best glide airspeed to
fly, which involves an aircraft travelling at its maximum lift-to-drag ratio. This will give it
maximum glide range and provide the pilot with the greatest number of options regarding
emergency landing site choice.
Pilots tend to assess wind speed and direction constantly during a flight, as it is important
knowledge to have for both navigation as well as in an emergency situation. Pilots can work
out the local wind speed and direction from the aircraft’s heading compared to the track
and the ground speed compared to airspeed. While knowledge of local wind conditions
is important, the pilot is aware that the wind’s speed and direction are not the same as on
the ground, so it is important for the pilot to be able to estimate the measurements. They
will take clues from multiple sources, including weather reports, smoke, wind socks, water
ripples and even things like washing flapping in the breeze, most of which are subjective but
can be quite intuitive for human pilots. The pilot also tends to scan constantly for possible
landing locations and should be aware of the glide ratio of the aircraft, so he knows which
sites are reachable, though this is done very approximately. A standard training aircraft
will have a glide ratio of around 9:1 which will mean a glide descent angle of 10◦. To
illustrate how inaccurately pilots guess their glide range, one suggested method is to hold
their arm out and point down 10◦ – where they are pointing is the maximum glide range.
Identifying a safe landing site is important so the pilot must be able to see it; therefore,
attaining maximum glide range is less important, as a landing site far away is very difficult
to see and confirm as being appropriate. This means that in a situation where there is no
visible landing sites, the pilot may have to fly downwind to maximise glide range and hope
for the best.
It is important for a pilot to be able to judge which fields are reachable, but it is equally
important for a pilot to judge which fields they should land in, to maximise survivability.
Pilots are taught the criteria for a good landing site by using the WOSSSSS technique, which
is described in both (Pooley, 2003) and (McCullagh, 2007):
• Wind
• Obstacles
• Size
• Shape
• Surface
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• Slope
• S(c)ivilisation
this is described in much greater detail in Section 5.2.3. Wind direction needs to be closely
aligned with the centreline of the landing site so the aircraft can land into wind, to make the
landing roll shorter and to minimise the aircraft’s kinetic energy relative to the ground, to
maximise survivability. There need to be no obstacles on the approach path, like trees or
power lines, so there is no chance of a collision with them on landing. The site must have an
appropriate length for the aircraft to land, with a safety factor the CAA recommends as being
33% extra, which is especially important because pilots are advised to land in the middle
of a landing site, thus extending the required length. The slope of the landing site should
be flat or ideally uphill, to decrease the ground roll of the aircraft, and the surface must
be suitable to land on, i.e. ideally smooth, without loose material and free from elevation
changes. (Robson and Pooley, 2008) suggests that the preferred order of landing site types is
aerodrome, pasture, stubble, harrowed fields, ploughed fields, beaches and standing crops.
The choice of surface is based heavily on human judgement, as there are many things to
consider; for example, if landing in a ploughed field the aircraft must land in the same
direction as the furrows, to prevent the aircraft from flipping on touchdown. It is best to
land close to civilisation so assistance is close and communications can be maintained. It
must also be noted that some of these criteria are notoriously hard to judge, such as the slope
of the field, especially from a distance, which is why pilots tend to be limited to close fields
which they can see well.
Assuming that an engine restart has failed and the aircraft has reached the elected field,
the pilot needs to plan an approach. As the aircraft has no power, it is important that the
approach is flown in a way that gives the pilot maximum options if too high or too low.
There are a few approach methods, but there are two main methods that are taught: the
1000ft Above Ground Level (AGL) close base leg technique, as set out in (Robson and
Pooley, 2008), and the high-key and low-key technique, as shown in (CASA, 2007). Which
one to use will be based on the aircraft’s AGL when at the landing site. The first technique
aims to get the aircraft to 1000ft AGL on a close base leg. The base leg of the landing circuit
is the penultimate leg of the circuit, flown at right angles to the runway before turning on
to the final landing leg. Having the base leg close to the field provides flexibility in the
case of over- or under-shooting. Depending on the height of the aircraft when the field is
reached, a right or left base leg can be flown. In the case shown in Fig. 2.1 a left base
leg is chosen, as the aircraft is above 2000ft, and height may be lost in the crosswind leg,
given the wind is blowing down the length of the field. The pilot needs to aim to make the
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Fig. 2.1 The 1000ft AGL close base leg technique approach path (Pooley, 2003)
downwind leg approximately 13nm in length, so approximately 1000ft will be lost in each
leg. The second method is based on key AGL heights, which the aircraft needs to achieve
at particular locations relative to the field. The high key position is 2500ft, in line with the
longitudinal axis of the landing site, and it is 1nm upwind, as shown in Fig. 2.2. The low
key is at 1500ft AGL about 13 abeam of the centre of the field. Soon after the downwind end
of the field has passed, the aircraft will turn on to the base leg. If the aircraft is still quite
high it will turn on to the final landing leg (known simpliy as final) later, and vice versa if it
is too low. (Pooley, 2003) suggests the initial target point on the field for touchdown is 13 to
1
2 down the length of the field: “It is better to reach the field and land a little far down it and
collide with the hedge at the far end at say 20kts than to undershoot and impact the hedge
in the undershoot at 70kts” (Pooley, 2003).
The considerations and strategies taken in a forced landing situation are similar for
manned and unmanned aircraft, but the way they go about making decisions, gather data
and their situational awareness is vastly different. One of the hardest parts for a human pilot
is identifying an engine failure and trying to rectify it accordingly. For a UAS this is trivial
due to its own on-board health management systems and its infinitely superior multitasking
abilities. Also, if the UAS does have a health management system, many of the reasons
for an engine failure caused by pilot error may be mitigated. A UAS can gain access to
more information; for example, it will have accurate knowledge of the wind at its altitude,
its current state and location, whereas a human pilot will only have a rough idea. For the
human pilot a forced landing situation at night or in low visibility, i.e. IFR conditions, is
very dangerous, because without external vision to aid the pilot, it will be very hard to find
a safe landing site. In such a situation, the best that can be done is to avoid built-up areas
and make a best guess, which in itself is highly dangerous. A UAS is of course not limited
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Fig. 2.2 The high-key and low-key technique approach path (CASA, 2007)
to vision in the visual spectrum alone, since it may have a range of different sensing equip-
ment, including Infrared (IR) and Ultraviolet (UV) cameras, which may be able to see the
ground at night and in low visibility conditions.
Where the human pilot comes into their own is in landing site selection and assessing
wind conditions on the ground. They can use local knowledge, past experience, visual
clues and intuition to judge if a landing site is suitable, whereas a UAS does not have these
intuitive abilities. A UAS can measure wind locally and has access to forecasts; however,
due to the chaotic effects of the wind’s complex interaction with the ground, which may
have trees and hills etc., and infrequent wind measurement locations, these will be highly
inaccurate at ground level.
2.2 Forced landing systems areas
Within a full forced landing system there are a number of research areas, these have been
mentioned in Chapter 1. This section explores these areas in greater detail, discusses some
of the studies that have been carried out and identifies which require more research.
2.2.1 Landing site and hazard identification
Before a UAS can safely land after an engine failure, it needs to know the locations of
possible safe landing sites. It is also important that it knows the parameters of the site, so it
can use these to make a landing decision. There are a few ways in which this has been done:
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Fig. 2.3 Different types of GIS data that can be found on areas
using maps and Geographic Information System (GIS) data, pre-surveying and computer
vision.
GIS and map data can provide much of the information a forced landing system needs.
These databases may include terrain, roads, airports, populated areas, airspace, obstructions,
weather data, utilities (e.g. power lines, telecommunication lines, pipe lines, etc.), vegeta-
tion and any other appropriate database that stores geographic information (e.g. farms, golf
courses, imagery, potential hazards, etc.). These data sources can be compiled altogether
for a particular area, such as in the example in Fig. 2.3. However, this type of information
can be out of date, e.g. new buildings are being erected all the time. This information can
be augmented by pre-surveying an area, which can be done on foot or from the air, though
of course this is an expensive undertaking and these data might very quickly go out of date;
for instance, crops being grown in a field could have been harvested. GIS data are also inad-
equate for tracking moving obstacles on a landing site, such as livestock or vehicles, which
is where image processing and computer vision techniques are needed, to provide an online
method to identify landing sites and determine their parameters.
In the relatively new area of study in UAS forced landings, machine vision methods
for landing sites and hazard identification have been researched extensively, and most if
not all UAS have Electro Optic (EO) sensors which are normally downwards-facing and
used for surveillance. While normally considered a payload, they can potentially provide
information for a landing site detection system.
The Australian Research Centre for Aerospace Automation (ARCAA) has carried out
a lot of research in the area of machine vision for landing site identification [(Fitzgerald
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Fig. 2.4 Safe landing site map fusion
et al., 2005b), (Fitzgerald, 2007)]. By using a number of image-processing tools with a
downwards-facing camera, the algorithms developed are able to identify suitable fields, by
looking for open spaces which are clear of obstacles and identifying if they have an ap-
propriate surface and slope. Each of these requirements is analysed separately and fused
together to give a final map of candidate landing sites, as shown in Fig. 2.4. ARCAA’s
system was identified as being able to predict accurately a suitable landing site 90% ± 3%
of the time. All the tests were conducted between 9 am and 11:30 am with excellent visi-
bility. It was stated that the tests needed to be re-performed at different altitudes and under
different lighting conditions, as those that were carried out were in best-case weather and
lighting conditions. (Mejias and Fitzgerald, 2013) present a method for site detection using
geometry-based image segmentation, which has similarly promising results. (Shen et al.,
2013) proposed using a similar online landing site detection system which also incorporates
a horizon detection algorithm.
Other papers have looked at using downwards-facing cameras to map an area using
Simultaneous Location and Mapping (SLAM) (Blosch et al., 2010), and in (Templeton et al.,
2007) mapping is used to actually find a landing site for a small electric helicopter UAS. (Lu
et al., 2012) uses an improved form of canny edge detection identify safe landing locations.
All these techniques require flying over the site, which may not be appropriate if the height
of the aircraft is low or if its engine has failed.
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As there are a number of machine vision techniques and a vast amount of GIS infor-
mation, all of which can be used for site identification, it is reasonable to assume that the
locations of all the fields and some or all of their parameters are known.
2.2.2 Landing sites reachability
Once a list of landing sites is available, the system needs to be able to work out which of
those sites is within the glide range of the aircraft. This analysis can be broken down into
three parts: glide performance, how to optimise glide performance and glide path definition.
Some glide performance equations are outlined in (Irving, 1999) and (Rogers, 1995).
Using aircraft parameters the glide ratios for an aircraft in a straight line and turning flight
are defined, though neither references equations for the glide ratio in a turn for any airspeed.
Engine failure immediately after take-off has been studied (Rogers, 1995) and (Rogers,
2012), in order to determine if in this scenario a stricken aircraft should land ahead or make
the turn to land back on the runway. These brought together glide performance equations
and a simple flight path consisting of an initial turn and a final level glide, in order to
calculate height loss throughout the whole manoeuvre. The study revealed that the optimum
steady-state flight path is tear drop-shaped, as shown in Fig. 2.5, with a 45◦ bank-angled
turn into wind at stall velocity during the turn. This is the optimal manoeuvre, as it is the
one with the least height loss, which is derived mathematically. A higher back angle will
increase the descent of the aircraft due to the higher drag, but it will mean that the turn is
tighter so the glide path is shorter. The stall speed is flown in the turn, and the airspeed for
the maximum glide ratio (best glide speed) is flown in the level glide back to the runway.
It is assumed that this angle of banking is ascertained instantly upon engine failure. The
speeds at which to glide, stall speed in the turn and best glide speed in the straight and
level glide, are also assumed to be obtained instantly. It is far more realistic that the aircraft
would maintain the best glide speed throughout the manoeuvre. As discussed in Section
2.1.3, pilots are trained to do this relatively automatically. Moreover, flying in a turn at stall
speed leaves little margin for error, as a wing tip stall could lead to a spin, which in turn
would lead to a huge loss of precious altitude.
Extensions to (Rogers, 1995) were made by (Brinkman and Visser, 2007) and (Hyde,
2005). (Brinkman and Visser, 2007) aims specifically at proving that the FAA is incorrect,
stated in (FAA, n.d.) that in in the event of an engine failure after take-off, the pilot should
never turn back and try to land on the runway – they should always land ahead. The turn
back problem is formulated as an optimal control problem and is subsequently solved using
a direct numerical trajectory optimisation technique. The model used is 6 DOF which does
not rely on the steady-state assumption Rodgers employed. It was found that the optimal
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Fig. 2.5 Optimal teardrop turn back manoeuvre on an engine failure after take off
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trajectory was approximately tear drop-shaped as predicted in (Rogers, 1995). However,
as this model is dynamic in nature during the initial turn, the aircraft exchanges speed for
height; as a result, the optimum roll angle for the turn peaked at 65◦. The initial transient
phase ends when the aircraft has completed the initial turn and the airspeed and the flight
path angle have reached the values corresponding with those for an optimal straight line
glide. When the simulation was run at low starting altitudes, the straight line glide stage was
very short indeed, sh4owing that transient behaviour was important in this case. However,
it became less and less relevant the higher the aircraft’s engine failed. That is significant as
this thesis will be looking at much higher altitude forced engine failures and including full
aircraft dynamics will be undesirable as it slows computation time and makes the equations
less generic. These large slow running simulations that would not be appropriate to be ran
online to calculate site reachability.
(Brinkman and Visser, 2007) and (Hyde, 2005) both identify that these forced landing
trajectories can be divided into three flight phases: an initial turn, a straight line glide and
a landing approach where the aircraft needs to make a final manoeuvre to aim down the
runway’s centre line, ready to land. In all the papers mentioned so far in this section, the
start point for engine failure is always somewhere along the extended centre line of the
runway, which means that the straight line glide has the aircraft already approximately lined
up for landing, as clearly illustrated in Fig. 2.5. In a more generic forced landing scenario
this will not be the case, as the aircraft will not have had an engine failure while on the same
heading as the runway. Therefore, a more generic method is needed to assess whether an
aircraft has enough height to glide to a landing site. No other literature has looked at a full
forced landing glide that includes making an approach to land.
In the work by (Ella M. Atkins, 2006), multiple sections of a forced landing system are
looked at for commercial aircraft typically cruising at high altitudes and with only airports
as the emergency landing sites. In what is called ‘footprint generation’, the maximum glide
range of a gliding aircraft is defined for an area based on simple glide angles. From a
national database of runway locations, any runway that is within the footprint is considered
reachable, as described in Fig. 2.6. While this will give an indication of a site’s reachability,
it does not include any kind of final manoeuvre to make an approach to land at the site.
For an aircraft with plenty of altitude and a small turn radius this kind of method may be
adequate, as the error will be a small percentage of maximum glide distance. However, for
a low-flying, fast aircraft this error would be totally unacceptable, and so an approach needs
to be included.
As an aircraft’s best glide speed will normally be lower than its cruise speed, for the
aircraft to slow to its best glide speed it can trade speed for height. This is explained in
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Fig. 2.6 Maximum glide range footprint and how previous work has assessed landing site
reachability in a forced landing
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(Shapira and Ben-Asher, 2005), and an algorithm is presented that slows the aircraft to best
glide speed and converts the excess velocity into altitude and range, in such a way so as to
optimise glide range. It is based on the aircraft’s wind loading, profile drag and induced
drag factor, but it only looks at dynamics in the vertical plane only, as shown in (Brinkman
and Visser, 2007), in that height exchange needs to happen during the initial turn otherwise
this algorithm may not be appropriate. This shows that by taking into account the transient
parts of the forced landing manoeuvre, complexity rapidly increases, thereby increasing
computational time and decreasing the generic nature of the application.
In this thesis, engine failure during cruising rather than imminently after take-off is con-
sidered. Altitude is assumed to be high enough to mean that the time in the transient stages
of flight is a small enough percentage of flight that it will not cause significant inaccuracies.
It also provides the advantage of making the equations more generic and much faster to cal-
culate, which is important if any landing site reachability calculations are to be run during
flight.
2.2.3 Landing site decision maker
Based on all known landing sites and other available information, the decision-making al-
gorithm must decide which landing site to attempt to land at. The research group ARCAA
has performed a small amount of research in this area ((Fitzgerald et al., 2007)) as an ex-
tension to their work on landing site identification. They propose using a multi-agent-based
decision architecture where multiple events require a layered decision scheme, as is it a
complex problem with a number of criteria that the decision is based on. Different software
agents handle different events (Fitzgerald et al., 2005a). However no significant work was
actually conducted on this. Their descent planning and decision-making model will initially
have a preplanned contingency from map data, to give fast responses to emergencies. They
propose this as an online calculation, so as the aircraft descends the chosen landing site is
constantly updated to react to changing conditions, e.g. pop-up obstacles.
One part of the work by (Ella M. Atkins, 2006) proposes a simple weighted sum decision-
making algorithm which is utilised to choose an airport runway within the reachability foot-
print. It creates a safety-oriented utility function for each runway, choosing the one with the
greatest utility, which is calculated by assigning utility values to a range of factors which
make a runway the best emergency landing choice. Values (0-1) for each factor are nor-
malised against their maximum value and multiples by weighting. Some factors are more
preferable to others, so these will have a higher weighting. The factors include: runway
length, width, instrument approach quality, headwind, crosswind, surface quality and air-
port facilities (e.g maintenance facilities). This is a very simplistic method that is aimed
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specifically at emergency landings at airports; however, it does give an insight into some of
the factors that need to be considered at a more generic emergency landing site.
Site selection for landing a spacecraft on other planets has been another area of study.
(Howard and Seraji, 2004) presents a multi-sensor information fusion technique for inte-
grating LIDAR, RADAR and cameras to assess safety on extraterrestrial landing sites. The
data from each sensor are used to build a hazard map of the area, and then fuzzy logic is
used to fuse the individual hazard maps together, in order to provide a better view of the
hazards. While this does admittedly apply to spacecraft landings, the hazards are similar to
those for a terrestrial aircraft, such as slope and surface roughness.
The work by (Howard and Seraji, 2004) was extended in (Serrano and Seraji, 2007) to
use linguistic fuzzy rule-based reasoning to determine which landing site is best to land on.
The ability to use linguistics to determine fuzzy set membership makes it an intuitive method
of constructing an expert system decision maker. The criteria are site reachability, scientific
return and terrain safety, and these sorts of systems are useful for both offline planning
and online re-planning. As missions can be planned using a priori maps and geological
information, smaller obstacles such as rocks cannot be seen until the craft is at a lower
altitude. In this case the decision maker needs to run online so it can re-plan its landing site.
The idea of using site criteria to maximise factors other than safety is an important idea to
take from this process, as in a forced landing aircraft survival is not the only concern. Online
re-planning is particularly important because there will be uncertainties until the aircraft is
within visual range to make a better assessment.
(Lundell et al., 2005) presents a method that forms a search and strike decision-making
algorithm for UAS using fuzzy logic decision makers and petri nets. Where petri nets are a
graphical and mathematical modelling tool, it allows us to visualise the structure of the rules-
based system, making the model more legible and easier to understand. This is important in
a complex system when there are a lot of complex interactions between factors, especially
since without tools such as this it would make the formulation of these complex decision
very difficult.
(Serrano, 2006) presents a Bayesian network that can be used to determine the best
extraterrestrial site to land for a spacecraft using multiple criteria, in an extension to (Serrano
and Seraji, 2007). A Bayesian network is a probabilistic graphical model that represents a
set of random variables and their conditional dependencies. Bayesian networks are used
to represent knowledge and reasoning under uncertainty, and they can also be modified to
make decisions. As with (Lundell et al., 2005), BNs enable the graphical representation
of variables’ interdependence, in what is called a DAG. Causal probabilistic reasoning
is employed to determine the probability of each site having good landing quality. Each
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site will have its own network which will need to be solved separately, and as it is run
online this makes it more computationally limiting. Furthermore, it shows the flexibility of
Bayesian networks, in that they represent a lot of knowledge that can be utilised in more
ways than simply computing which site is most suitable, as in (Serrano and Seraji, 2007)
the decision maker also takes into account a site’s scientific return and reachability due to
fuel constraints. While these papers have outlined some criteria for landing hazards, there
are many more that a UAS forced to land in civilian airspace must consider. Some decision-
making techniques have been outlined which can handle multiple criteria, but they are very
simplistic and need much expansion to represent the whole problem.
Bayesian networks have many uses. They are used in medical diagnosis: from a few ob-
servations of symptoms, using Bayesian inference and the complex dependencies between
symptoms and diseases, the probability that a patient has a particular disease is calculated
(Lauritzen and Spiegelhalter, 1988). Using data, conditional dependencies or even the edges
between nodes can be learned. (Jansen et al., 2003) shows how learning techniques from BN
can be used to predict protein-protein interactions genome-wide in yeast. Most relevantly
they can be used to make decisions. Again, looking at medical diagnosis (Heckerman, 1990)
shows how BNs can be used to make a decision about what medical test to perform next,
based on the symptoms and probabilities of various possible diseases. In decision theory
one also specifies the desirability of various outcomes (their utility) and the costs of various
actions that might be performed to affect the outcomes. The idea is to find the decision that
maximises expected utility. A more comprehensive explanation of how BNs are constructed
for decision making is contained in Chapter 5
(Wu et al., 2006) explains why decision-making systems for UAS need to run in real
time, and it also presents a method by which a fuzzy logic decision maker can be run online
using a Field Programmable Gate Array (FPGA). An FPGA is an integrated circuit designed
to be configured after manufacturing. This can be used to run computationally intensive
tasks very quickly, as the FPGAs logic gates are reconfigured to run the code. One of the
decision applications it claims to be applicable to is forced landing.
While some ideas have been put forward for a forced landing system site decision maker,
very little work has been performed on the technical details, and in none of the literature
have landing site suitability criteria been discussed. The ability to run these online has been
identified as important, and some work has been conducted to show methods enabling this
occur. The two main decision-making techniques that could be applied to this decision-
making problem are fuzzy logic and BN, both of which can deal with uncertainty and are
created by intuitive methods; however, there are some significant differences. (Heping Pan,
1998) gives a very good overview of the advantages and disadvantages that both offer to a
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Fig. 2.7 Dubins paths, showing the four possible trajectories
decision making problem. Fuzzy logic has the advantages of not being reliant on discrete
states which introduce stability issues and do not exponentially increase in computational
complexity when they become larger. Nonetheless, as Bayesian networks require the nor-
malisation of probabilities and the full enumeration of conditional probabilities, this enables
both forward and backward inference. Consequently, in a Bayesian network, inference can
be done in any direction, which subsequently makes them extremely flexible and extensible.
There are also a number of techniques for compiling them from training data. It is for these
reasons why BN techniques will be used in a decision maker capacity in this thesis.
2.2.4 Path and descent planning
Once a landing site has been chosen by the decision maker, a fully automated forced landing
system must then plan a path that allows the aircraft to land at the chosen site. A path needs
to be planned which maximises the aircraft’s range, minimises kinetic energy upon landing
and maximises the other landing options in areas of uncertainty, where factors may change
during flight, e.g. glide performance or wind.
This section links closely with the section on reachable landing sites. This is essential to
the workings of the system itself, though much research has already been done in the area
of path planning, and so the section will not be an area of unique research.
One of the more simplistic methods used to define a path and height profile to a landing
site uses Dubins paths, which are used in a number of works. These Dubins path-based
approaches have low computational burden and simple design procedures. Essentially, they
refer to the shortest path connecting two points in a two-dimensional plane, by taking into
account the turn dynamics of a vehicle. Assuming the points are over two turn radii of each
other, there are four possible paths – a concept which is shown in Fig. 2.7. A more detailed
explanation of how Dubins paths are calculated is shown in Chapter 4.
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In (Ella M. Atkins, 2006), the path flown by an aircraft to a landing site runs along a
Dubins path, and the turns have a radius defined by a turn at a 30◦ roll angle. The initial
turn is defined relative to the point of engine failure and the final turn relative to the final
approach way point. This is where the aircraft is positioned on the correct heading and at the
right height to make the landing descent. To lose any excess height the aircraft may have,
the glide angle is increased during the straight line glide section of the path. If the glide
angle goes above a certain threshold, a longer path is flown which extends the straight glide
section by adding an extra turn that is offset laterally to one side. This method does not take
into account wind, and if conditions were to change, height would have been wasted on the
journey to the landing site.
An extension to Dubins paths is used in (Eng, 2011), who flew a Dubins path to the
landing site and start a descending turn right over the site. The authors dynamically re-
planned the paths to account for condition changes and wind. Extensions to this work
were carried out with the eventual aim of proving the functionality of the algorithms in
flight trials. (Eng et al., 2007) contains the results of a forced landing simulation using two
algorithms presented in (Eng, 2011). This had a 52% success rate for landing a numerically
simulated UAS in the presence of wind. In (Mejias and Eng, 2012) and (Mejias and Eng,
2013) the same tests were conducted in a real-world setting using an Micro Aerial Vehicle
(MAV), with mixed results due to an uncooperative Commercial Off The Shelf (COTS)
autopilot.
(Adler et al., 2012) approached the planning of an optimum flight trajectory from an
optimal control point of view. By using glide equations and motion primitives, they were
able to compute an optimal path from a six-dimensional optimal control problem.
All of the path planning algorithms discussed here assume (apart from (Ella M. Atkins,
2006)) that the landing strip to which they are planning a path is within glide range; they
neglect any cases where the landing site is not reachable. While path planning is of the
utmost importance in guiding the stricken aircraft to its landing site in the safest and most
efficient way possible, this will not be an area of study herein, due to the large amount of
work that has been conducted in the area to date.
2.2.5 Auto-land
When an UAS is fully autonomous or in the event it has lost communications with the
ground station, a forced landing UAS will have to be able perform an autonomous auto-land
at the designated landing site. Auto-landing is not a new concept, and UAS have been able
to perform it for some time, simply by using Instrument Landing System (ILS) or high-
accuracy Global Positioning System (GPS) approaches that have been used by commercial
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aircraft for some years now, something which is discussed in great detail in (Thom, 2007b).
However, when landing an aircraft onto an unprepared site, it will of course not have an
ILS installed, and neither will it have Local Area Augmentation (LAA), which is required
to perform high-accuracy GPS approaches.
Auto-landing works on the principle of a glide slope and a localiser. The glide slope is a
horizontal plane that extends from the touchdown point on the runway upwards at an angle
(normally 3◦) that is used to guide the aircraft vertically to touchdown. The localiser is a
vertical plane which is fixed in the centre of the runway which guides the aircraft laterally.
Where both planes meet they form a line which is the trajectory the aircraft is to maintain
to make a successful landing. While these are the reference points given to the aircraft from
either GPS or ILS, the aircraft could use other passive means to acquire reference points
from other sensors, in order to guide it along the glide slope and localiser.
With the advancement of computers and camera technology, machine vision is becoming
more viable for a range of applications, including auto-landing. (Shakernia and Sastry,
1999) details how machine vision can be used to estimate the motion of a vehicle, and how
this information can be used for control. (Saripalli et al., 2003), (Garcia-Pardo et al., 2002)
and (Johnson et al., 2005) propose methods for visually guiding autonomous helicopters to
a landing site, whilst a method for an emergency landing system for a vehicle inspecting
power lines is shown in (Mejias et al., 2006). Using machine vision the power lines are used
as a point of reference, and by knowing the pixel dimensions and the focal length of the
camera, the location on the image of the power line can be used to obtain lateral velocity
(this velocity could be used with the UAS control system to land an aircraft safely). For
safety, a cable array robot, which allows them to simulate and control the translation of
the robot in all direction, is used instead of a UAS. A machine vision method could be
used to land a UAS, if all the parameters of the camera are known as well as the runway
dimensions and height. The height, distance, heading and lateral offset of the UAS could be
calculated. How this can be done is shown in (Dickmanns and Schell, 1992) and (Chatterji
et al., 1998). With this positional information relative to the runway, the aircraft can glide
itself down an artificial glide slope and then land safely. Using visual information for control
is well-documented in (Hutchinson et al., 1996).
Other less computationally demanding image processing techniques have been shown to
provide accurate AGL height measurements that help follow the glide slope accurately. In
(Barber et al., 2007) it is shown that this can be achieved by combining barometric pressure
and optical flow from a small downwards-facing camera to perform auto-landing with 4.3
m accuracy using an MAV.
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2.3 Wind and atmospheric uncertainties
As aircraft fly in the air, they fly relative to it – meaning that relative to the Earth they are
heavily affected by wind and other atmospheric phenomena. For a gliding aircraft that needs
to be able to judge its glide distance it needs a good knowledge of the wind conditions both
at its altitude and on the ground. Gliding aircraft can also fall foul of rising or sinking air,
which could have an effect on glide range. This section discusses how wind can be measured
and corrected for, why it changes speed and direction according to altitude and sources of
uncertainties.
2.3.1 Wind measurement and correction
Wind is a complex, highly chaotic system. It is measured daily in the UK at a range of
locations for forecasting and aviation information purposes. Its speed and direction change
according altitude, and it is measured by using radiosondes suspended from weather bal-
loons. A radiosonde, which is a small, expendable instrument package carried aloft by a
weather balloon, measures profiles of pressure, temperature and relative humidity. These
sensors are linked to a battery-powered 300 milliwatt radio transmitter that sends the sensor
measurements to a sensitive ground receiver. Most importantly, by tracking the position of
the radiosonde in flight, wind speed and direction can be calculated throughout the whole
altitude profile. A good source of information on their invention and development is con-
tained within (Dubois et al., 2002). Some example radiosonde data are shown in Fig. 2.8.
This is a Regional Atmospheric Soaring Prediction (RASP) table, which is a chart used by
glider pilots to acquire information on thermals and wind direction for better soaring plan-
ning. The chart shows wind speed and direction on the right, with the y axis being altitude,
and in the centre of the RASP table we find temperature and the dew point of the air at dif-
ferent pressures, i.e. altitudes. Large amounts of weather and wind data are available for the
aviation community from a multitude of sources, e.g. in the UK, the Meteorological Office.
Shown in Fig. 2.9 is a chart available from the Met Office which gives wind speeds and
directions at a number of locations and altitudes all across the UK. For example, at 55◦N
0◦E at 2000ft the wind is 50kts from 270◦ and at 10,000ft the wind is stronger at 60 kts from
290◦, as highlighted in the figure. All of these sources of information would be available to
a forced landing system.
Aircraft can calculate the wind speed and direction that they are currently experiencing.
The wind vector can be calculated from the ground speed, the track of the aircraft from
GPS,True Airspeed (TAS) from aircraft air data systems and heading from magnetometers,
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Fig. 2.8 All air data from a radiosonde on a RASP table for Nottingham on 10/01/12 at
12:00 UTC
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Fig. 2.9 UK Low-Level Spot Wind Chart. Showing speeds and directions at a number of
locations across the UK
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shown below in Eq. (2.1). This assumes that the wind is constant.[
u
v
]
=
[
V sin(ψ)
V cos(ψ)
]
−
[
Vg sin(ψg)
Vg cos(ψg)
]
(2.1)
where u and v are the wind velocities in the x and y directions, respectively. V is airspeed
and Vg is the velocity of the aircraft relative to the ground. ψ is the aircraft heading and ψg
is the aircraft’s track.
Gusts are random and cannot really be predicted, while their frequency and intensity
increase the closer they get to the ground. The net altitude effect on the aircraft over time
will tend toward zero (Pratt, 1953). As such, it is assumed that they are ignored.
Knowing the current wind state is important, but as the aircraft descends, the wind ve-
locity will change, and the glide range estimate will be different if only the wind vector
at the point of engine failure is taken. While RASP data will be known, observation posts
are only sparsely scattered around the country, and where interpolating between them may
help, local effects may make any results highly inaccurate. A more accurate local measure
is therefore needed. There are active methods of measuring wind profiles, one of which is
using scanning Doppler Light Detection And Ranging (LIDAR). Its use is shown in (Sma-
likho, 2003).
This paper describes how scanning Doppler LIDAR can be scanned in a conical pattern.
By scanning the LIDAR this way, radial wind velocities can be matched to a sine wave us-
ing a technique called ‘direct sine wave fitting’. This method is used to filter out noise, so
a much lower signal-to-noise ratio is needed on measurements. These instruments and sys-
tems, while being very effective, are expensive, large and heavy, so much so that a satellite is
due to be launched by the European Space Administration, the entire payload of which is a
scanning Doppler LIDAR. The satellite is called the Earth Explorer Atmospheric Dynamics
Mission (ADM-Aeolus) (ESA’s wind mission, 2012) and will provide global observations
of wind profiles from space to improve the quality of weather forecasts and to advance our
understanding of atmospheric dynamics and climate processes. It is clear that a system such
as this is inappropriate for a forced landing system.
2.3.2 Low altitude wind
It is clear that the availability of accurate, high-resolution, low-level wind data is inadequate,
and an aircraft in a forced landing is most interested in low wind levels.
Lower wind levels are powered through a gradient wind, a mechanism by which low
pressure weather systems try to equalise with high pressure systems. Due to the rotation
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of the Earth, the Coriolis force means that these winds do not travel directly from low to
high but instead in a curve. Generally they travel perpendicular to the gradient winds when
the gradient force and the Coriolis force are in equilibrium. In the northern hemisphere the
wind direction is anticlockwise around an area of low pressure, and it is clockwise around
an area of high pressure. This is reversed in the southern hemisphere. The influence of
the Coriolis force on wind is governed by the speed of the wind, and a slower wind will
be affected more. The ground creates frictional forces and effectively creates a boundary
layer; however, closer to the surface, the wind will be slower. This means that the slower-
moving air closer to the surface will be affected more by the Coriolis force and will have a
slightly different direction to the wind above it. In the northern hemisphere the wind will
turn anticlockwise (known as backing) as it approaches the surface and weakens. These
governing factors in the change of wind speed and direction at low level altitudes are all
explained in (Wizelius, 2007).
To have an idea of the wind profile over altitude, factors that affect the Earth’s boundary
layer need to be understood. There are two main factors that need to be considered in this
respect.
1. Surface smoothness
2. Mixing of air across the boundary layer
Surface smoothness governs the size of frictional forces, i.e. a smooth surface will slow
the wind less, meaning it backs less; for instance, wind will back up a lot less in a desert
or over an ocean than in a forested or populated area. Over smooth surfaces the wind may
only slow to about 23 of the gradient wind speed and only back up by 10
◦, but over a higher
friction surface the wind at the surface can be 13 of the gradient wind and can back up by
30◦. These numbers and concepts are explained at greater length in (Thom, 2007a). Mixing
across the boundary layer will have an effect on the wind’s profile, as the faster, higher
layers – if mixed with the lower parts – will effectively energise them, thus causing them
to speed up. This means that in a mixed boundary layer there is less backing of the wind.
Mixing is caused by convection, which itself is caused by solar heating of the ground, as
shown in Fig. 2.10. This leads to large diurnal variations in the wind, meaning that at night,
with no solar heating, wind will weaken and back up far more across altitudes, as there is
less mixing. A simple form of this model from 2000ft to the surface from (Thom, 2007a) is
1. 13 weakening of wind speed and 30
◦ backing of the wind direction, during night over
land.
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Fig. 2.10 Diurnal variation of the wind profile due to solar heating mixing during daytime
hours (Thom, 2007a)
2. 23 weakening of wind speed and 10
◦ backing of the wind direction, during the day
over land.
This model will not necessarily always be accurate, though, due to other contributing
factors such as weather systems or prominent local features.
Statistical wind model
As it is difficult to directly model wind a statistical approach for wind estimation was sug-
gested by (Berman and Powell, 1998). This paper describes the use of dead reckoning in
situations of GPS outage, and it also describes the importance of wind in dead reckoning
calculations, as well as attempting to use statistics to predict wind. It was noticed that wind
speed and direction followed closely in line with a first-order Markov process. A Markov
process is a stochastic, random process which is memoryless, meaning that the next state
is completely independent of past or future states. In this paper a method is presented that
estimates wind differences over time.
The statistical analysis in this paper is carried out by calculating the Root Mean Square
(RMS)s of wind differences over time obtained from a month’s worth of meteorological
data. It was discovered that after 400 seconds the RMS values of the wind differences
did not change in respect to time, and it was also observed that during the transient time,
before a steady state was reached, the RMS increased in a first-order manner, as shown in
Fig. 2.11. These two observations led to the conclusion that it follows a first-order Markov
process with an initial variance of zero. The steady state RMS wind difference can be used
as a sigma value (σ ) for a normally distributed wind model where Vw =N (Vˆw,σ∆t).
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Fig. 2.11 RMS of wind difference in the northerly direction showing a Markov process, with
comparisons to a Markov process with settling times of 300, 400 and 600 seconds
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This paper tries to validate the general model by using one-day data to match the model.
In the first example the time in which the wind RMS reached a steady state is still at 400
seconds, like the model predicted, but the steady state RMS changes from 3m/s to 5.8 m/s.
There are other examples for four separate days that the single day data matches the model
very well. This model is very generic but does not take into account location and wind
profile, so it appears to be quite limited. As this model was compiled using data from one
country, it may differ significantly in relation to another country with vastly different wind
pattens. Also, due to the model reaching a steady state after 400 seconds, it makes wind
prediction over longer time periods impossible. This model used data from much higher
altitudes than the much lower altitudes that are of interest to a forced landing system. While
this is an interesting approach to obtaining a wind model, the variance in wind at lower
altitudes would most likely to be too high to make the model useful.
2.3.3 Atmospheric uncertainties
There are many uncertainties that may affect an aircraft’s glide distance, two of which are
rising air and, more dangerously, sinking air. Both are of course hard to predict. The location
of rising and falling air can be guessed by looking at local features, cloud formations and
local topography. Once again, this is a very intuitive human judgement. Techniques for
finding areas of rising and sinking air can be found in many gliding books, such as (Stewart,
2003), (McCullagh, 2007), (Delafield, 1982) and (C.E.Wallington, 1977), as being able to
find these areas is the only way that glider pilots can fly for any reasonable length of time.
There are three main sources of rising and sinking air, namely hills, thermals and moun-
tain lee waves. As the prevailing wind sweeps over a hill, it is forced up and over, thereby
producing an area of rising air, while on the downwind side of the hill, due to the air sepa-
rating away from the surface of the hill, turbulence causes a large area of sink. These areas
are normally at low altitude and very close to the hill in question. The strength of the lift
or sink will depend on a number of factors. They will be much stronger if the wind speed
is strong and the direction is perpendicular to the slope; however, if at acute angles the air
tends simply to deflect around the hill. The steeper the slope of the hill, the greater the
lift will be, up to a point when the flow becomes turbulent, which at these strong pressure
gradients may cause reverse flow.
As cold air is much denser, it will have a greater tendency to flow around hills, not over
them. Hills can cause anabatic wind which, when the sun shines on the side of a hill, heats
it faster than the ground around it, as the side of the hill is more normal to solar radiation
than the ground. This differential in heating causes the convection of air up the side of the
hill, thereby sucking in the colder air from the ground and causing extra rising air.
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Thermals are bubbles of rising air which are convected upwards due to the sun heating
the ground. These the cause a net up-draft of air, which will effectively give an aircraft
lift if it is within one of these bubbles. The short wavelength of the sun’s radiation warms
the ground but not the air. The ground absorbs this radiation and retransmits it as longer-
wave radiation which is absorbed by the air, thus heating it. Different surfaces heat the
air at different rates; for example, concrete absorbs and re-emits vastly more heat than wet
marshland, where much of the energy is transferred to the evaporation of water. The longer
a body of air remains on the ground, the more it will be heated. The time a body of air
remains near the ground is governed by multiple factors, such as wind speed, turbulence
and air-trapping features like crops. When the thermal has been triggered and released,
it will climb, due to its lower density, relative to the air outside of the thermal. As the
thermal climbs, it loses its temperature at the Dry Adiabatic Lapse Rate (DALR), which
is normally about three C◦ per 1000ft (Stewart, 2003). If the DALR is greater than the
Environmental Lapse Rate (ELR), the thermal will eventually come to an altitude that has
the same temperature as the surrounding air, thus causing it to stop rising. In short, the hotter
the air, the more moisture it is capable of carrying. When the thermal temperature reaches
the dew point, the air is not able to hold water as vapour any longer, and the water therefore
condenses into cloud. If the day is dry, cloud formation may not happen, but a thermal
may still exist. When a cloud is formed the DALR changes to the Saturated Adiabatic
Lapse Rate (SALR), which is normally around 1.5 C◦ per 1000ft. This different rate occurs
because as water changes state from gas to liquid it releases heat due to the latent heat of
condensation. This makes the thermal stronger, thus increasing vertical air velocity and the
final height of the thermal. Thermals have a vortex structure, insofar as the air in the core
of the bubble will be hotter than that on the outside, which will be subject to mixing with
the colder outside air. This will form a convective vortex, like the one shown in Fig. 2.12,
which means that not only do thermals provide lift, but also, if on the edge of the thermal,
there will be sink.
The location of thermals can be found by looking out for visual clues. Cumulus clouds
are an excellent way of locating thermals – they will be beneath them or upwind, as they
will be blown by the prevailing wind. An up-draft might not be found under every cumulus
cloud, though, as cloud is the end product of a thermal and the thermal feeding the cloud
may have dissipated and the air may now be descending. Concave, black-bottomed clouds
indicate an active thermal, as the rising air pushes the bottom of the cloud into this particular
shape. As already mentioned, clouds will not always be present if it is too dry a day, so the
source of a thermal must be found. Towns, roads, large dry fields and power stations are all
good sources of thermals. Properties to look for are dry areas with heat-absorbing properties,
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Fig. 2.12 Convective vortex within a thermal bubble
or areas able to trap air, or if they produce their own heat like power stations. Time of the day
and cloud cover are very important for thermal formation. During the morning, an inversion
layer can exist at ground level and slowly, over the day, rise in altitude and disperse through
ground heating, as described in (Coulman, 1978). Only when the ground is heated and this
inversion layer has risen can thermals form, as the incorrect heat gradient that exists in an
inversion does not allow thermals to pass through it. In the evening, due to the dwindling
power of the sun, thermals will weaken and stop forming.
In (Allen, 2005) a simulation was performed on a model of an autonomous glider and
thermal model. The model predicts number of thermals, their size and strength. It concluded
that by using thermals the flight time could be increased significantly. It also showed how
times of the day and year affected the height profile of the glider due to different frequency
and strength of thermals, shown in Fig. 2.13. This is based on a glider seeking thermals and
circling in them to gain altitude.
Sink and lift can be detected in a number of ways. The easiest way is via a variometer,
which all aircraft have and which shows climb or descent rate. If an aircraft is flying at a
constant speed, and a constant rate of descent or assent (if the aircraft has power) is shown
on the variometer, and if the aircraft then comes to an area of rising or sinking air, the
variometer reads extra climb or descent. The detection of thermals can be done with a
temperature and humidity probe, as the temperature and humidity within a thermal will be
greater than the surrounding air, as described in (Lenschow and Stephens, 1980).
In the low altitude layer of the thermal, which is generally between the surface to be-
tween 700ft and 1500ft upward, incipient thermals are formed. This layer is called the
‘super adiabatic layer’, and due to wind and convection it is a very turbulent layer where
weak thermals will form and dissipateby the top of this layer "most dissipation and merging
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Fig. 2.13 Typical UAV height-above-ground time histories (Allen, 2005)
occur in the surface layer" (Allen, 2005). Thermals may merge and when of significant size
and temperature they will break free and become a fully formed thermal. The rate at which
thermals lose heat is at the super adiabatic lapse rate, which is higher than DALR due to the
high amounts of turbulence. Due to the turbulence within this layer, identifying areas of lift
and sink is impossible. The hotter the day, the higher this layer will be and the higher the
strength of instantaneous lift or sink. This means that at low altitude, thermals will not have
formed, and therefore they should not affect an aircraft too significantly.
While rising and sinking air will have an impact on the glide range of an aircraft, some
considerations have been given to potential sources of rising or sinking air, though their
strength and exact locations are very difficult to predict. General knowledge is still useful,
such as avoiding the downwind side of hills and knowing there will be no thermals at night
or in the morning, at low altitudes and over wet areas. Unless an aircraft is seeking a
thermal and circles within it, the probability of it affecting the glide distance of an aircraft
not seeking one is low. Consequently, the prediction of rising and falling air is beyond the
scope of this project.
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2.4 Summary
This chapter has reviewed relevant literature in the area of forced landing for UAS, as well
as some topics in areas that would have an effect on a force landing aircraft. The ultimate
goal of this chapter is to discover what a forced landing is, and what considerations need to
be taken into account for a system to be able to perform this complex manoeuvre, as well
as the areas that have been neglected in previous research, plus techniques and assumptions
present in previous research that can be used in this thesis.
It has been shown clearly that a UAS is vulnerable to engine failure, and so it may be
required to make a forced landing. As a result, a forced landing system is important if UASs
are to be integrated into the NAS.
The human forced landing procedure has been reviewed, while forms and different parts
of a forced landing system for a UAS have been identified. Emphasis has been placed on
the differences between humans and computers, and how the different areas within a forced
landing system become more complex or easier if a forced landing were to be performed
autonomously. A few of these areas have been identified as being neglected and unsolved
in previous research, which is why the areas of landing site reachability and landing site
decision making have been chosen for the main areas of research in this thesis. However,
some areas have had a great deal of research conducted already, such as landing site detec-
tion and path planning, which is why it has been deemed necessary that the assumption of
full landing site knowledge is acceptable.
Within these research areas, wind has been shown to be a major factor, as it affects
both glide distance and the suitability of a landing site. Wind will have to be factored
into any calculations, but first it needs to be known. An attempt has been make to create
a model of the wind, but it was concluded that the atmosphere is too complex for this to
be accurate. Measurement of the wind conditions that the aircraft is currently in can be
calculated accurately, but it has been shown from the behaviour of the wind that it will
change in line with height.
Chapter 3
Aircraft Glide Performance &
Reachability Analysis of Landing Sites
It is imperative that an aircraft performing a forced landing knows which sites it is able to
glide to, in order to land. It is also important that the aircraft knows how easily reachable
a site is, which enables a forced landing system to rule out unreachable landing sites and
put them in order of reachability. As identified in Chapter 2 to calculate a landing site’s
reachability, three things need to be factored in: glide performance, wind and a suitable
approach path. With knowledge of the current state of the aircraft, wind profiles, and by
using gliding and aircraft equations of motion, a glide range footprint can be obtained.
This, combined with a glide approach circuit, will provide a full list of reachable sites.
Reachability analysis of landing sites has been neglected in previous works, and so it will
be addressed herein.
The emphasis of this work will be on UAS, but as equations are generic to fixed-wing
aircraft, they can be used as an aid for civilian GA pilots as well. This is why the examples
used in this thesis use a Cessna 182, but performing the calculations on another aircraft is
as simple as changing the parameters used in the equations.
In Section 3.1 the equations of a gliding aircraft are derived. Section 3.2 presents how
the glide range equations are formulated, how sensitive they are to error and how glide
performance can be found experimentally. In Section 3.3, the wind’s effect on glide range
with a known wind profile is shown. Section 3.4 presents a definition of a landing descent
circuit and how the reachability of a field can be determined, and Section 3.5 shows a forced
landing situation and performs a reachability analysis on a set of landing sites, follwoing
which the results are presented.
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3.1 Gliding equations
A single-engined aircraft with a failed engine has no thrust to propel itself, and thus it is
effectively a glider. As the aircraft is now forced to land, it is very important that its glide
range is known and maximised, in order to present more landing location options. This
section will detail the equations for gliding performance and how the range of the aircraft
is calculated in level and turning flight, also showing how to obtain best glide ratio. Some
of base equations can be found in textbooks such as (Irving, 1999), but they have been fully
derived and extended herein.
3.1.1 Straight-line performance
An equation is needed that enables the vertical sink of the aircraft (Vs) to be calculated for
any airspeed. From this result, the glide ratio can be calculated, which is the main measure of
glide performance. This can be done by using the known relationship between rate of sink,
drag, airspeed and weight, and by assuming that the drag polar of the aircraft is parabolic.
For an aircraft with no forward thrust, to maintain airspeed it must remain in equilibrium
by balancing out the drag force with a component from its weight. Fig. 3.1 shows all the
forces in a glide. Notice that the vertical sink axis is in the downwards direction this is to
make the vertical sink (Vs) positive for convenience. The equilibrium vertical forces acting
on the aircraft is shown in Eq. (3.1) and the horizontal forces are shown in Eq. (3.2)
−Lcos(θg)+Dsin(θg)−W = 0 (3.1)
−Lsin(θg)+Dcos(θg) = 0 (3.2)
where θg is the glide angle, L is list generated from the wing and D is drag. L is negative as
the vertical axis convention is down.
By rearranging Eq. (3.2) the lift to drag ratio can be related to θg, and by using the small
angle approximation this can be simplified further in Eq. (3.3)
L
D
=
1
tan(θg)
=
1
θg
(3.3)
vertical sink (Vs) is related to glide angle and forwards airspeed (V ) from simple trigonom-
etry and the small angle approximation is applied again shown below, and visualised in Fig.
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Fig. 3.1 Steady equilibrium glide forces for a straight-line glide
θg
D        V
L
Vs
Fig. 3.2 Triangle for determining relationship between L/D and V/Vs
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3.2
Vs =V sin(θg) =Vθg (3.4)
At small glide angles by applying the small angle approximation to the vertical forces
from Eq. (3.1) which gives L=W by combining this with Eq. (3.4) and (3.3) the simplified
Vs equation in Eq. (3.5) that most of the straight line gliding equations in this section will
be derived from.
Vs =
DV
W
(3.5)
A number of small angle approximations have been used, in most cases the glide angle will
be very small as even an old Cessna 152 with a glide ratio of 9:1 has a glide angle of 6◦.
This approximation is proved to be very reasonable in echoed in (Lowry, 1999).
It must be noted that only Equivalent Airspeed (EAS) will be considered, and so any
other airspeeds will first be converted to EAS, as the performance of a gliding aircraft is not
only affected by its altitude, but EAS is also altitude-independent. EAS is airspeed at sea
level in the International Standard Atmosphere (ISA) at which dynamic pressure is equal
to dynamic pressure at the TAS. This means the best speed for gliding is at a fixed EAS at
any altitude. It is also useful in that the reading Indicated Airspeed (IAS) from the airspeed
sensor will be approximately its EAS. This is why air density at sea level is used as opposed
to current air density.
An aircraft’s drag can be calculated from the aircraft’s parabolic drag polar shown
CD =CDo+ kC2L (3.6)
where CD is the coefficient of drag, CDo is the aircraft’s profile drag, or drag at zero lift, and
k is the induced drag factor defined in
k =
1
eπAr
(3.7)
e is the Oswald efficiency factor determined by the aircraft’s wing dimensions, configura-
tion, the Reynolds number and Mach number. Ar is the aircraft’s wing aspect ratio. Most
conventional aircraft can be assumed to have a parabolic drag polar.
The dimensionless coefficients of lift and drag are related to their dimensional forms in:
CL =
L
0.5ρ0V 2S
(3.8)
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CD =
D
0.5ρ0V 2S
(3.9)
where ρ0 is the density of air at sea level, and S is the wing area.
By substituting Eq. (3.9) into Eq. (3.5), substituting Eq. (3.8) into Eq. (3.6) and
combining both of these elements, the equation for vertical sink based on airspeed for a
given aircraft is:
Vs =
0.5ρ0V 3S
(
CDo+ 1eπAr (
W
0.5ρ0V 2S
)2
)
W
(3.10)
which can be simplified to
Vs =
0.5ρ0V 3SCDo
W
+
1
eπAr
2W
ρ0VS
(3.11)
to finally give
Vs = AV 3+
B
V
(3.12)
where A and B are co-efficients based on the aircraft’s parameters. There are effectively
two terms that dictate the vertical sink which governed by profile drag and induced drag. A
more in-depth discussion and graphical visualisation of the contribution from both of these
terms is contained in Section 3.1.5
A=
0.5ρ0SCDo
W
(3.13)
B=
1
eπAr
2W
ρ0S
(3.14)
3.1.2 Speed to fly
Two key airspeeds for a glide in still air can be ascertained from these equations: airspeed
flown for a minimum vertical sink (Vmins) and a maximum glide range airspeed (Vio) also
known as best glide speed. Minimum sink is the airspeed required to minimise the aircraft’s
vertical velocity, maximum glide range speed also known as best glide speed is the airspeed
to fly which maximises the glide ratio.
The minimum sink can be determined by differentiating Eq. (3.12) in reference toV and
when dVsdV =0, Vs is at a minimum. This is shown in the stages below:
0 =
dVs
dV
= 3AV 2− B
V 2
(3.15)
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By rearranging and substituting A and B, the speed for minimum sink Vsmin can be obtained
from:
Vmins =
(
4kW 2
3πArρ20CDo
) 1
4
(3.16)
Using a similar technique, used when deriving minimum sink, the maximum glide range
speed can be found by differentiating VVs which is the definition of glide ratio (γ), as shown
by:
γ =
V
Vs
=
1
AV 2
+
V 2
B
(3.17)
to
dγ
dV
=− 2
AV 3
+
2V
B
= 0 (3.18)
Next, the actual values for airspeed, the value of the vertical sink and the glide ratio for
maximum glide range are show below, respectively:
Vio =
(
B
A
) 1
4
(3.19)
Vsio =
2(AB3)
1
4
W
(3.20)
γmax = 2A
(
B
A
) 1
2
(3.21)
A hodograph for a Cessna 182, the parameters for which are shown in Appendix A, is
shown in Fig. 3.3. This is the aircraft’s sink against its airspeed, plotted using Eq. (3.12)
for a range of airspeeds. It can be seen that a minimum sink rate can be achieved by flying
at point Vmins, i.e. 35 m/s, which will mean that the un-powered aircraft is sinking at 3.02
m/s. Similarly, the maximum glide range speed is at point Vio, which is at an airspeed of 42
m/s with a higher vertical sink of 3.28 m/s.
3.1.3 Speed to fly in wind
The previous section described the optimum speed at which to fly in still air, but depending
on meteorological conditions, this will rarely be the case. It is therefore important to factor
wind into the best glide speed, as an incorrect best glide speed may significantly reduce glide
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Fig. 3.3 Hodograph for a Cessna 182
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distance. It can be shown, by graphical analysis using a glider’s hodograph, that optimum
glide velocity increases in a headwind and decreases in a tailwind (Irving, 1999). By making
some simple assumptions, a set of equations can be formulated, as shown in (Bridges, 1993).
Assuming that the glide angle (θg) is small, and by using a small angle approximation,
the glide angle can be approximated:
θg =
Vs
V +Vw
(3.22)
where Vw is the headwind, which has a positive sign, while the tailwind has a negative sign.
By substituting Vs = V (CL/CD) (which is equivalent to Eq. (3.5)), and assuming a
parabolic polar, the glide angle can be calculated by:
θg =
CDo+ kC2L
CL
(
1+ VwV
) (3.23)
Using a technique similar to the one shown in the previous section, taking the deriva-
tive of Eq. (3.23) with respect to V and setting this derivative to zero gives a fifth-order
polynomial equation:
Vˆ 5+
3
2
βVˆ 4−Vˆ − β
2
= 0 (3.24)
where the non-dimensional velocities Vˆ and β are defined as:
Vˆ =
V
Vio
, β =
Vw
Vio
. (3.25)
Although there is no analytical way to solve this equation for Vˆ , it is shown in (Bridges,
1993) that it can be represented as an infinite series. Taking the terms up to the fourth order
from the infinite series, an accurate closed solution can be formed:
Vˆ = 1− β
4
(
1− 7
8
β +
5
8
β 2− 167
512
β 3+
1
16
β 4
)
. (3.26)
This is a very convenient solution, as only the relative wind speed and the aircraft’s best
glide speed in nil wind need to be known, in order to account for the wind. This is shown in
Fig. 3.4 for an 80% tailwind to an 80% headwind wind-speed ratio.
3.1.4 Turning performance
In a straight-line glide, the weight components are found along the aircraft’s longitudinal and
vertical axes which do not experience any normal loading greater than unity. In turning flight
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Fig. 3.4 Effect of wind on best glide speed
these are markedly different, as the aircraft will be in a banked attitude, in that its weight
will now have a component along the lateral axis as well. There will also be centripetal
acceleration due to a turn rate about the global vertical axis, this is shown in Fig. 3.5.
The full equilibrium force equations for turning flight in the aircraft’s body lateral and
vertical axes, respectively, are shown below. It must be noted that as the aircraft is in gilding
flight it will have (as explained in Section 3.1.1) glide path angle θg which needs to be
considered when converting from the global vertical and horizontal axis to the body axes
mgcos(θg)sin(φ) = mV ψ˙ cos(θg)cos(φ) (3.27)
mgcos(θg)cos(φ)−L=−mV ψ˙ cos(θg)sin(φ) (3.28)
where φ , ψ are the aircraft’s roll, yaw angle, respectively. ψ˙ is the turn rate of the aircraft,
g is acceleration caused by gravity, m is the mass of the aircraft.
At a constant speed (best glide) for any reasonable aircraft, θg will be small. A small
angle approximation is used, and the above equations can be simplified to:
tan(φ) =
V ψ˙
g
(3.29)
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Fig. 3.5 Global forces in a co-ordinated turning gliding flight
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mgcos(φ)−L=−mV ψ˙ sin(φ) (3.30)
Rearranging Eq. (3.30) in the form of L/mg, which is equivalent to the normal load factor
(n) on the aircraft, gives:
n=
L
mg
= cos(φ)+
V ψ˙
g
sin(φ). (3.31)
Using Eq. (3.29), Eq. (3.31) can be reduced to Eq. (3.32) and then simplified as:
n= cos(φ)+ tan(φ)sin(φ) (3.32)
goes to
n= sec(φ). (3.33)
Figure 3.6 shows the vertical sink of a gliding Cessna 182 across a range of airspeeds
and bank angles. Each point along the curve corresponds to a particular L/D and co-efficient
of lift.
To achieve the best glide range the aircraft is flown at Vio, which corresponds to a par-
ticular CL. In a turn the forces change, so to achieve best glide range the speed will have to
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increase to maintain the same CL. As L/D is constant at a particular CL, drag will increase
as well, which has the effect of increasing the aircraft’s vertical sink. In straight-line flight
L= nW , but n is unity. In a coordinated turn n will be greater from (3.33), so greater lift will
be required to maintain a coordinated turn. The speed of the aircraft will have to be greater
to achieve this same coefficient of lift, and its speed will have to be increased by a factor of
n
1
2 , as lift is proportional to V 2 from Eq. (3.8). The new, faster best glide speed in the turn
(Vioφ ) is shown below. This has the effect of shifting the glide polar to a higher airspeed
Vioφ =Vio sec
1
2 (φ) (3.34)
The vertical sink of the aircraft will also increase in a turn, which is demonstrated by
a shift of the glide polar to a higher rate of sink. As lift has increased by n, in order to
maintain L/D, drag will increase by n. By substituting W in Eq. (3.5) for L/n:
Vsφ =
DVn
L
(3.35)
where Vsφ is the sink in a turn.
As DVLi f t = Vs, and using Eq. (3.34) to convert V to Vφ , the new sink in a turn can be
determined as follows:
Vsioφ =Vs sec
3
2 (φ) (3.36)
where Vsioφ is the sink in a turn at the turn’s best glide speed.
So far, it has been assumed that the aircraft will remain at best glide speed constantly
throughout the flight. As shown in Eq. (3.34), this speed increases in a turn by sec
1
2 (φ),
so the aircraft would have to speed up in a turn and slow down for a straight-line glide.
This makes the equations simpler, as the different vertical sinks between level and turning
flight can be calculated from looking only at the roll angle; however, changing airspeeds
as part of a forced landing manoeuvre is not realistically what real aircraft would do. The
airspeed transition would also add inaccuracies to the equations, so a modified equation is
shown here that will give the vertical sink of the aircraft for any airspeed – not simply the
optimum.
Using Eq. (3.35) and replacing drag and lift with their co-efficients we get:
Vsφ =
CDVn
CL
(3.37)
By replacing CD in the above equation with the aircraft’s parabolic drag polar from Eq.
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(3.6), Eq. (3.38) is given:
Vsφ =
CDoVn
CL
+
kC2LVn
CL
(3.38)
Li f t is substituted for CL:
Vsφ =
ρ0CDoV 3Sn
2L
+
2kLn
ρ0VS
(3.39)
Lift is then replaced with L= sec(φ)W :
Vsφ =
ρ0CDoV 3S
2W
+
2k sec2(φ)W
ρ0VS
(3.40)
It is evident that there is no sec(φ) term for the profile drag part of the equation. This
make sense, as extra lift does not cause extra profile drag – only flying faster causes an
increase in profile drag. The constants A and B from Eq. (3.13) and (3.14) can be substituted
to give the final equation for sink in a turn, given any airspeed:
Vsφ = AV 3+
Bsec2(φ)
V
(3.41)
This equation can be used to plot an aircraft’s complete hodograph, as we see in Fig. 3.6.
However, this is in an ideal case, and in the real world it is not this simple, due to
complex aerodynamic changes during turning inducing drag, while profile drag will not be
the same as in cruise. So, in fact, the aircraft’s sink may be greater than shown in the above
equations.
3.1.5 Sensitivity and safety factors
Uncertainty attached to some of the parameters will change the drag of the aircraft and
therefore change its sink and glide ratio. The main sources of error are as follows:
1. k
2. CDo
3. Additional sources of drag in the turn
4. Windmilling propeller
The profile dragCDo can be determined experimentally or estimated using semi-empirical
equations. The semi-empirical method involves estimating the drag co-efficients from the
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individual components on the aircraft from reference areas and predefined equations, and
these are summed – and the interference between them is factored in – to give a total CDo
value for the entire aircraft (this is not discussed here).
There are a number of sources of error, for example a build-up of dead bugs on the
wing’s leading edge or icing. A particularly large source of drag that will not have been
factored in to the initial CDo is the contribution made by a windmilling propeller or a fan in
a turbine engine after an engine has failed. When the engine fails, the propeller does not stop
(depending on the reason for failure) and will keep spinning as a result of air passing through
it, thus creating drag. The drag area of a feathered prop can be calculated from equations in
(Raymer, 2006). For example, a Cessna 182 with a propeller disk diameter of 2m and three
blades with an aspect ratio of 10 gives an extra 0.001 to CDo, thereby contributing an extra
5% to the profile drag.
The induced drag factor k may also have errors, as induced drag is a complex form of
drag resulting from trailing-tip vortices, mainly off the wing but also off any lifting surface
on the aircraft. It is mainly influenced by the aspect ratio and e.
In a turn there will be extra drag from both induced and profile drag. There will also
be a rolling moment, as the outer wing in the turn has a higher airspeed than the inner. To
counter this issue, an aileron input must be made, in order to hold the roll angle, which in
turn causes extra control drag. As the trailing vortices will not be trailing directly behind
the aircraft, this will tend to increase induced drag, although at less than 2% in the worse
conditions it is relatively small (Phillips, 1973).
Let us now consider the effects that this type of uncertainty will have on the vertical sink
of the aircraft, using the glide equations presented in this chapter.
Looking at Eq. (3.41) the first part (AV 3) of the equation is proportional to profile drag,
which is contained in the constant A. The second (BV )is proportional to induced drag, where
the induced drag factor is contained in B. This would mean that higher values for both CDo
and k are the worst cases for greater sink. Fig. 3.7 shows the contribution of the A and B
terms. If the aircraft were to fly at a higher airspeed, the contribution of the A term would be
higher, meaning that any error in CDo is more significant, and at lower airspeeds the B term
is more significant. However, when flying at Vio, this is at maximum Li f t/Drag, which is
where both terms are equal. This makes looking at the sensitivity of the calculations much
easier, as any error in the profile drag and induced drag will make an equal contribution to
the total error in the vertical sink of the aircraft.
However, in a turn the sec2(φ) is no longer 1, which means that the induced drag term
will be larger, and so any error in k will have a larger effect, if the aircraft remains flying at
Vio. This can be shown in Fig. 3.8, but as the calculations are less sensitive to error in k, in a
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Fig. 3.7 Hodograph of a Cessna 182 at a 0◦ roll angle, comparing the contributions made by
the A and B terms
turn k will have much less error introduced fromCDo, and only a small proportion the entire
flight will be in turning flight, so sensitivity in the turning flight case will not be considered.
To account for the errors discussed earlier, as an example an error of 15% will be applied
to the profile drag and 10% to the induced drag.
As the A term and the B term are equal at Vio, any error in either of these terms will
contribute equally to the error in vertical sink. If the percentage errors in CDo and k are
known, the Vsio that includes a safety factor can be calculated as follows:
VsioSF =Vsio
k%err+CDo%err
2×100 (3.42)
where VsioSF is the sink of the aircraft at best glide speed, including a safety factor, CDo%err
is the percentage error of CDo and k%err is the percentage error in k.
For example, if it were known that there was potential for an error of 15% in the profile
drag and 10% in induced drag, the maximum potential error in Vsio would be 12.5%. The
nominal sink for a Cessna 182 is 3.28 m/s, so including the safety factor it is 3.69 m/s.
A Monte Carlo simulation was run on Eq. (3.39) for a zero roll angle, where a 0-10%
error rate was randomly applied to k and a 0-15% error rate toCDo. The effect of this on the
hodograph of the Cessna 182 is shown in Fig. 3.9.
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The distribution of % error in Vs at the aircraft’s error free Vio airspeed is shown in Fig.
3.10 for two completely different aircraft, namely the Cessna 182 and an Airbus A320-400,
in order to show that for different aircraft which have completely different CDo and k, they
nevertheless have the same sensitivity to errors around Vio. The figure clearly shows that
the maximum error over the entire simulation was about 12.5% and that the mean error was
approximately 6.25%, which makes sense, as the error was uniformly distributed, so the
mean error should be half the maximum error.
Throughout the rest of this thesis this safety factor will not be applied, as it is unclear
what the percentage error in these two values are for the simulations and flight tests. How-
ever, if the potential error is known, flying at best glide speed makes it very convenient to
calculate what kind of safety factor should be applied.
3.1.6 Experimental glide performance
Perhaps some of the parameters needed in the glide performance calculations are not known
as they are rarely published by airframers. In this case the performance can be determined
experimentally. If the aircraft were to be flown, engine-off, at a range of different airspeeds
and the vertical sink recorded, the glide polar (hodograph) could be determined. If the data
were fit to the AV 3+ BV curve, the constants A and B, and from those the glide ratio and best
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CDo are randomised
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Fig. 3.11 Hodographs of a Cessna 182, where one has 30% more weight
glide speeds, could be obtained. This is shown in later chapters. These experiments can also
be repeated for the gliding performance in a turn.
This experimentally determined polar applies only to a single aircraft’s weight. As an
aircraft will perhaps carry different payloads and be carrying different fuel loads, it is un-
likely that its weight will be the same as when its glide performance was experimentally
determined. If the assumption is made that the polar is parabolic, the previous equations
can be used to obtain the best glide speed, sink and glide ratios for any weight, as long as
the new weight and the original weight are known. If weight W is replaced with WW2W1 in
both constants A and B, Eq. (3.20) then becomes:
Vio =
(
W2
W1
) 1
2
(
B
A
) 1
4
=
(
W2
W1
) 1
2
Vio (3.43)
where W2 is the new weight of the aircraft and W1 is the weight the aircraft was when the
polar was determined.
This shows that the aircraft will increase its best glide speed proportionally to the square
root of the weight change ratio. However, if the same theory is applied to the equation for
maximum glide range atVio, Eq. (3.21)WW2W1 is cancelled out competently, meaning that the
glide ratio is unaffected by a change in weight at best glide speed. The Cessna 182, used
in previous examples, has its weight increased by 30%, and its new and old hodograph are
compared in Fig. 3.11
This is why gliders use water ballast, as it has the effect of shifting the best glide speed
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to a higher speed without changing the glide ratio. This means that they can complete stages
of cross-country flights faster and at no loss of glide distance.
3.2 Glide Range
With the basic glide equations of the aircraft determined, these can be used to construct a set
of equations to determine the maximum glide range footprint of an aircraft, given its state
and parameters. The problem needs to be broken down into two parts, namely the initial
turn, to get the aircraft onto the correct course to the landing site, and the level gliding
descent. Height losses for both phases are required to find the maximum glide range. In the
level gliding descent this can be calculated from the glide ratio shown in Section 3.1.1, but
height loss over the turning phase is not known, and so it will be defined here.
3.2.1 Height loss in turns
In a turn there are two things a gliding aircraft can change: its speed and its roll angle.
Both affect the aerodynamic efficiency of the aircraft, thereby increasing or decreasing its
sink and affecting the turn radius and thus affecting the extra distance travelled in the turn.
Height loss in a turn is derived herein, but a similar derivation is performed in (Rogers,
1995), whose equations are in co-efficient form, whereas here they are in the more useful
velocity form. Also, as discussed in Chapter 2, it is assumed that the aircraft flies at stall
speed during the turn and transitions instantly to Vio during the straight-line glide. In this
case the speed flown throughout the entire manoeuvre will be at the best level glide speed
Vio.
By assuming that an aircraft obtains its desired roll angle instantaneously, the path that
the aircraft takes during the turning phase can be simplified to an arc along a circle.
The arc of length L is the length of the path the aircraft will take during a turn, as shown
in Fig. 3.12. The arc length is defined as:
L= R∆ψ (3.44)
where ∆ψ is the total change in heading of the aircraft in the turning phase, which is in
radians-bound between ±π and R is the radius of the nil wind turn circle.
Radius R is calculated based on the roll angle and forward velocity of the aircraft in:
R=
V 2
g tan(φ)
(3.45)
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ΔΨ
Fig. 3.12 Path of aircraft in the turning phase
By multiplying the aircraft’s glide ratio by the distance the aircraft has flown, height loss
can be calculated as:
∆hturn = L
Vsφ
Vio
= Lγ (3.46)
where Vsφ can be obtained from Eq. (3.38) and ∆hturn is the height lost in a turn.
By using Eq. (3.41) to obtain the aircraft’s sink in a turn, and then dividing it by the
aircraft’s velocity, the glide ratio can be calculated. Substituting this into Eq. (3.46), height
lost in a turn can be calculated based on velocity, turn angle and the aircraft’s parameters,
as given in:
∆hturn =
∆ψ
g
(
AV 4
tan(φ)
+2Bcsc(2φ)
)
(3.47)
(Rogers, 1995) states that the optimum roll angle to minimise ∆hturn of an aircraft in a
turn is 45◦. This, however, assumes that the aircraft flies the turn at CLmax, which would
mean travelling at stall speed. Some aircraft have very dangerous stall and spin character-
istics, meaning that performing this manoeuvre would be unrealistic. As discussed earlier,
the entire glide is to be flown at Vio. A new optimum roll angle to minimise ∆hturn when
V =Vio must be found. By substituting Eq. (3.19) for V in Eq. (3.47) this gives:
∆hturn =
∆ψB
g
(
1
tan(φ)
+ csc(2φ)
)
(3.48)
As B∆ψg is constant, to find the optimum roll angle φ must be found that minimises
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1
tan(φ) + csc(2φ). By differentiating Eq. 3.48 in respect to φ and equating it to zero:
d
dφ
(
1
tan(φ)
+ csc(2φ)
)
= 0 (3.49)
and when differentiated becomes:
−csc(φ)2−2cot(2φ)csc(2φ) = 0 (3.50)
The root of this equation that represents the minimum value is:
φ =
π
3
(3.51)
Consequently, the optimum roll angle is 60◦. Nonetheless, a 60◦ roll angle is quite steep,
and while this is shown to be optimum, increased stall speed in a turn may be higher than
Vio.
3.2.2 Total glide range
Equations from both the turning and the straight-line glide phases of flight can now be
brought together to construct a set of equations to calculate the maximum glide footprint of
the aircraft from an initial height. The aim here is to determine the parametric coordinates of
a geometric shape which represents this footprint. To determine this shape, the coordinates
of the end points for both the turn circle and the straight-line glide need to be calculated.
If these calculations are performed for ∆ψ between ±π , a maximum glide range footprint
is formed. This formulation is clearly shown in Fig. 3.13, with the aircraft at its origin. In
both phases of the glide, the aircraft will fly at Vio.
For this set of equations, height lost in the turn must not exceed the initial height of the
aircraft.
The chord length (C) of the turn circle shown in Fig. 3.13 is defined in Eq. (3.52). This
is obtained by using the turn radius and total turn angle with the sine rule:
C =
V 2io
g tan(φ)
sin(|∆ψ|)
sin(π−|∆ψ|2 )
(3.52)
The locations of the coordinates at the end of the turn are shown in Eq. (3.53). The
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direction of the turn is dealt with in the sign of ∆ψ , where positive is a clockwise turn.
x1 =C sin(
π−∆ψ
2 )
y1 =Ccos(
π−∆ψ
2 )
(3.53)
where x1, y1 are the coordinates at the end of the turning phase, relative to the initial position
and heading of the aircraft.
The next phase is straight-line flight. As the initial altitude of the aircraft is known, the
height it will lose in the turn is calculated from Eq. (3.47), and so the remaining height can
be used with the glide ratio to calculate the remaining range:
Dglide = (hinit−∆hturn) VioVsio (3.54)
where Dglide is the total ground distance travelled in the level phase of flight, and hinit is the
initial height of the aircraft.
The final coordinates can be found using the known angle relationships shown in Fig.
3.13 and by adding the coordinates at the end of the turn:
x f oot =C sin(
π−∆ψ
2 )+Dglide sin(∆ψ)
y f oot =Ccos(
π−∆ψ
2 )+Dglide cos(∆ψ).
(3.55)
where x f oot , y f oot are the coordinates defining the boundary of the glide range footprint,
relative to the initial position and heading of the aircraft.
The total straight-line distance the aircraft can glide at a particular turn angle is Rglide.
Rglide =
√
x2f oot+ y
2
f oot . (3.56)
3.3 Wind effect on glide range
As wind has a significant influence on how far an aircraft can glide, this needs to be factored
in to the glide range equations.
For a steady wind, velocity is simply an addition to the glide range equations. By assum-
ing that the transformation between the ground and wind frame for velocity is Vg =V +Vw,
then Dg = Vt+Vwt where Dg is the ground distance covered and t is time. By calculating
the time the aircraft takes in the turn Eq. (3.57) and in the level gilding descent Eq. (3.58),
this can be used with known wind speed and direction to transform the footprint shape from
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Fig. 3.14 Glide range of a Cessna 182 from 500 m AGL, with and without steady wind
wind to the ground axis. This is added to Eq. (3.55) to give Eq. (3.59):
t1 =
L
Vio
(3.57)
tglide =
Dglide
Vio
(3.58)
x f oot =C sin(
π−∆ψ
2 )+Bsin(∆ψ)+u(tglide+ t1)
y f oot =Ccos(
π−∆ψ
2 )+Bcos(∆ψ)+ v(tglide+ t1)
(3.59)
where u and v are wind speeds in the easterly and northerly directions, respectively. The
effect of a steady wind from 284◦ at 20 m/s on a Cessna 182 glide range, as calculated from
the above equations, can be shown if Fig. 3.14.
However, as discussed in Chapter 2, wind is not constant across altitudes. In the north-
ern hemisphere, for instance, the wind will turn anticlockwise (known as backing) as it ap-
proaches the ground and then weaken. Given a known wind profile with height (h), where
the wind relative to the aircraft is a function of height (u= f (h),v= f (h)), the effect of the
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wind in relation to a known profile can be calculated.
To extend this notion, in order to factor in a wind profile with height, the profile needs to
be integrated with respect to time, and so the equation for wind speed with height therefore
needs to be converted to wind speed with time. The sink and the time taken by an aircraft in
the turning phase, as well as gilding phase time, can be related to height by h=−Vst+hinit :
u= f (−Vst+hinit) = f (t,Vs)
v= g(−Vst+hinit) = g(t,Vs)
(3.60)
By integrating the newly calculated wind profile in relation to time, the change in aircraft
position in x (∆x) and y (∆y) due to wind can be calculated. As there are two phases of flight
with different Vs (as it will be higher in the turn), the definite integral needs to be split. In
the turning phase of flight Vs is Vsioφ , and the limits of the integral are between the time
taken for the turn (t1) and zero. In the non-turning gliding phase of flight Vs is Vsio, and so
the limits of the integral are between the time taken for the whole glide (ttot) and t1, as
∆x f oot =
∫ ttot
t1 f (t,Vsio)dt+
∫ t1
0 f (t,Vsioφ )dt
∆y f oot =
∫ ttot
t1 g(t,Vsio)dt+
∫ t1
0 g(t,Vsioφ )dt
(3.61)
where ttot = t1+ tglide.
By adding Eq. (3.61) to Eq. (3.55), the glide range footprint for a known wind profile
over the altitude of the descent can be calculated.
An example is presented where a 2nd-order wind profile is used. The equation for the
wind profile with height is shown in Eq. (3.62). From a height of 1000 m to the ground, the
wind direction changes from 108◦ to 53◦, and the speed slows from 16 m/s to 7 m/s.
u= 11×105h
2+5
v=− 11×105h2+5
(3.62)
Eq. (3.62) can be rearranged to consider wind velocity in relation to time, as shown in Eq.
(3.63):
u= V
2
s
1×105 t
2− Vshinit1×105 t+
h2init
1×105 +5
v=− V 2s1×105 t2+ Vshinit1×105 t−
h2init
1×105 +5
(3.63)
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Then integrated in relation to time, shown as:
∆x f oot =
V 3s
3×105 t
2− Vshinit2×105 t2+(
h2init
1×105 +5)t+ const = F(t,Vs)
∆y f oot =− V
3
s
3×105 t
2+ Vshinit2×105 t
2− ( h2init1×105 +5)t+ const = G(t,Vs)
(3.64)
which are described in functions G and F.
A Cessna 182 has an engine failure at 1000m AGL and descends through the flight with
the above wind profile. Using Eq. (3.57) and Eq. (3.58) t1 = 11s ttot = 270.5s, where Vsio
= 3.4 m/s and Vsioφ = 7.47 m/s. The total displacement of the aircraft due to wind in this
example is shown in Eq. (3.65), while the glide range footprint in this example is shown in
Fig. 3.15:
∆x f oot = F(270.5,3.4)−F(11,3.4)+F(11,7.47)−F(0,7.47) = 2093m
∆y f oot = G(270.5,3.4)−G(11,3.4)+G(11,7.47)−G(0,7.47) = 502m
(3.65)
3.4 Landing site reachability, including approach
Thus far, only the glide range footprint of the aircraft has been calculated, which does not
account for an approach and safe landing. A landing descent path needs to be defined and
factored in to the maximum glide range, to determine the true reachability of a landing site.
In a forced landing, pilots fly particular descent paths to maximise the chance of making
a landing site safely. A particular descent path will be chosen in this section which defines
the point at which the aircraft has to join the descent circuit, as well as the height at which
it must join.
The high-key, low-key technique has been chosen (Pooley, 2003). This is a forced land-
ing circuit technique which requires an aircraft to be at particular locations at certain heights,
in which case the key points in the circuit can be mathematically defined based on glide per-
formance. This circuit is conservative, as it is designed for use by human pilots, but it is
nevertheless a good starting point for being able to factor in a forced landing circuit into the
reachability analysis. Any descent path can be defined, and using this technique means it is
easily interchangeable for any path that provides a joining location and height.
The high-key, low-key technique and all its key heights are shown in Fig. 3.16. The
circuit can be in the clockwise or anticlockwise direction.
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There are five points on the descent path, namely Downwind (DW ), End Base 1 (EB1),
EB2, Decision Height 1 (DH1) and DH2. The prefixes a and c refer to either an anti-
clockwise or an clockwise circuit direction. The aircraft’s bearing relative to the runway
centreline governs at which point the aircraft joins, which will be explained later in this
section. The coordinates of each point along the path need to be calculated, and all points
are relative to the Initial Aiming Point (IAP), which is halfway down the landing site. As
explained in Chapter 2, the centre is the safest point to aim for, to avoid obstacles around the
edge of the landing site. These un-rotated relative coordinates will be rotated later to the ori-
entation of the runway (Γ) and relative to the aircraft’s location. The Cartesian coordinates
of these key locations in both directions relative to the IAP are as follows:
DH2 =
[
0
152.4γ
]
(3.66)
aDH1 =
[
R
152.4γ+R
]
(3.67)
aEB2 =
[
R+ γ(152.4−2∆h)
152.4γ−R
]
(3.68)
aEB1 =
[
2R+ γ(152.4−2∆h)
152.4γ−2R
]
(3.69)
aDW =
[
2R+ γ(152.4−2∆h)
−152.4γ−2R
]
(3.70)
cDH1 =
[
−R
152.4γ+R
]
(3.71)
cEB2 =
[
−R− γ(152.4−2∆h)
152.4γ−R
]
(3.72)
cEB1 =
[
γ(152.4−2∆h)
152.4γ−2R
]
(3.73)
cDW =
[
γ(152.4−2∆h)
152.4γ−2R
]
(3.74)
All of these points are determined from the distance the aircraft will travel to lose height
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Table 3.1 Given the aircraft’s bearing to the runway, the point along the high-key, low-key
approach the aircraft will join
Relative bearing Part of circuit to join
330◦ to 30◦ Final
30◦ to 120◦ Anticlockwise base
120◦ to 180◦ Anticlockwise downwind
180◦ to 240◦ Clockwise base
240◦ to 330◦ Clockwise downwind
to land at the IAP. Working backwards from the initial aiming point at DH2, the distance in
y is the distance the aircraft travels to lose 500ft, or 152.4m. All other points are determined
in the same way by working from the previous point and by having knowledge of the glide
ratio, the radius and loss of height in a turn for a given angle of bank.
The coordinates of each descent path point need to be rotated according to runway ori-
entation (Γ) and made relative to the aircraft. This is achieved by using the rotation matrix
below in Eq. (3.75), which shows how aDW is rotated and translated in the global frame
relative to the aircraft. This is also shown in Fig. 3.17
[
aDW ′
]
=
[
cosΓ −sinΓ
sinΓ cosΓ
]
aDW +
[
xr
yr
]
(3.75)
where xr and yr are runway coordinates relative to the centre of the runway in metres, while
aDW ′ is the rotated coordinates of aDW relative to the aircraft.
Which part of the descent circuit the aircraft joins, depends on the aircraft bearing to
the centre line of the runway. The range of angles which correspond to a given join point is
shown in Table 3.1, a visual representation of which is shown in Fig. 3.18. The join point
will be referred to as x′join, y′join.
With a known runway location, descent path and aircraft performance, the possibility of
landing at a given runway can now be calculated. The runway is reachable if the glide range
of the aircraft exceeds the range to the join point.
A search needs to be performed on the set of known runways to find the reachable ones.
O is a set of reachable landing sites, and r is the landing site being evaluated for reachability.
If the distance to the join point calculated by
√
x′2join+ y′2join is less than the glide distance to
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Fig. 3.18 Five different descent path join points based on the aircraft’s bearing to the centre
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that point, that particular landing site is not reachable, as shown below: r ∈ O for
√
x′2join+ y′2join < Rglide
r ̸∈ O for
√
x′2join+ y′2join > Rglide
(3.76)
3.4.1 Excess glide range
It has been shown how to determine if a landing site is reachable. However, this does not
give a notion of preference for a field that is a shorter glide range away. Depending on
the initial heading of the aircraft, the orientation of the landing site, the join point, wind
speed and direction, it may not be that obvious just from the point-to-point range how easily
reachable a landing is, which is why the notion of excess glide range will now be introduced.
Excess glide range is the extra glide distance (Eg) the aircraft can achieve once it has
glided to the join location. Shown in Fig. 3.19 is a Cessna 182 at 700 m altitude, where
about 0.5 km to its left is a landing site which it will land on the clockwise base point of the
approach. It needs to be at 1000ft by the time it reaches it, in order to land safely. It is clear
from the base join point being within the glide range to the 1000ft curve that it is reachable.
The excess glide range is calculated from the glide distance to 1000ft at the heading to the
join point Rglide minus the distance from the aircraft to the join point. In this case it is 495m.
Eg = Rglide−
√
x′2join+ y′2join (3.77)
3.5 Example reachability analysis
To illustrate the full reachability analysis, these algorithms are performed on a set of ran-
domised fields for a Cessna 182 whose engine fails at 1000m. The Cessna 182’s parameters
are shown in Appendix A, which defines glide performance based on known aircraft param-
eters.
For simplicity, a simple linear wind profile is used. From a height of 1000m to the
ground, wind direction changes from 50◦ to 80◦, while speed slows from 15 m/s to 5 m/s.
The speed at which to fly in nil wind for the maximum glide ratio Vio is 46.1 m/s, which
gives the aircraft a glide ratio of 13.1. These which are calculated for equations in Section
3.1. The speed at which to fly in wind depends on the direction in which the aircraft is
travelling relative to the wind, with the maximum speed being 51 m/s for a full tailwind
component, and the minimum 43.2 m/s with a full headwind. The angle of bank of the
aircraft while in the turn phase is 60◦, which is optimum. In this case all landing sites
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not within 40◦ of the wind direction on the ground are disregarded, to reduce clutter, as an
aircraft would not attempt a forced landing into anything but a good headwind. The results
of this simulation are shown in Fig. 3.20. It can be seen that the south-westerly wind profile
has extended the glide range further in the north-easterly direction.
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Fig. 3.20 Glide range of a Cessna 182 from 1000m, with reachable landing sites
Each curve represents the glide range footprint to a certain altitude in all directions. One
of the reachable runways in the figure has a bearing to the runway such that the aircraft will
have to join downwind at 2000ft, marked as A. It is reachable, as the join point is within the
glide range to the 2000ft area.
Two others are also reachable, namely the landing site marked B, and C. B is a join on
final and C joins on clockwise base. Both B and C are further from the initial positions
of the aircraft, as they have shorter circuits where less height will be lost. This highlights
an interesting point, in that under normal circumstances it is favourable to fly in the same
direction as the wind, in order to achieve a greater glide range. The aircraft needs to join a
circuit to land, but if flying with the wind it will need to turn around to land into the wind.
As the circuit will be longer, this will waste altitude. It can be seen in Fig. 3.20 that the
fields that are upwind are further away, meaning there could be an advantage flying into
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wind to land in a field, although this will depend on the length of the circuit, i.e. the shorter
the circuit, the more reachable landing sites there will be downwind.
Table 3.2 Excess glide range of the three reachable landing sites in the forced landing ex-
ample
Site Excess glide range Eg
A 112m
B 207m
C 44m
In this case, landing site B has the longest excess glide range at 207 metres. This is,
however, not that much extra glide range and would not be a pilot’s choice of landing site:
site A is much closer, and a pilot or UAS would have this large approach circuit that would
give them more options if factors were to change, plus they would be able to see the field
early, to look for obstacles. This shows that landing site reachability is only a single part of
the whole forced landing problem. Deciding how to choose a landing site is dealt with in a
later chapter.
3.6 Summary
A method for calculating the reachability of landing sites in the presence of a known wind
profile, using glide performance equations for an aircraft with a known drag polar, has
been presented. The glide performance equations enable us to calculate vertical sink and
the glide ratio for any gliding airspeed and roll angle, but they also enable us to find the
optimum speeds for maximum glide distance.
A glide range footprint can be defined by separating the glide into a turning phase and
the straight-line glide descent. If the wind profile variation in relation to height is known
mathematically, the glide range can be adjusted to account for the significant effect of wind.
A descent circuit is defined to guide the aircraft on a glide path to a safe landing, based on
the high-key, low-key technique used by human pilots. This descent circuit is used to give
a height and location to which the aircraft must be able to glide, in order for that site to be
reachable.
The equations presented herein could be used on any conventional fixed-wing aircraft,
meaning that they are not confined to exclusive use by UAS. This system could also be
extended to assist pilots in forced landing situations, as the high workload may impede their
ability to identify all reachable landing sites.
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This descent circuit is conservative, and it was designed for human pilots to make sure
they do not lose sight of the field, thereby enabling them to visually survey the landing site
and keep maximum landing options available. A UAS may perform manoeuvres much more
precisely and will not lose sight of the field. There is a need to develop a more minimalistic
descent path in which to base the reachability calculations upon which will not be so wide
or wasteful.

Chapter 4
Extended Reachability Analysis of
Landing Sites
In Chapter 3, landing site reachability calculations were split into glide range and approach.
The approach was a large human forced landing descent circuit, which made the descent
unnecessarily long and the calculations over-conservative. It was also not that generic,
because if a large, fast aircraft were to use this circuit, the radius of their turns would be
large and the circuit would be enormous, thus leading to an unrealistic circuit length. As
the parts of the calculations are split, this makes the calculation much more unwieldy. If
a single minimum height loss smooth trajectory could be defined, calculating excess glide
range would be easier and more generic, and so it could be used on a much greater range of
aircraft types. However it must still account for the significant effects of wind.
If a single smooth trajectory is defined from the aircraft’s initial position all the way
to the IAP on the landing site, total height loss across this path can be calculated from the
glide performance calculations presented in Chapter 3. This path will not represent the
actual path that the aircraft will fly; rather, it is the flight path the aircraft would fly if it
were at the absolute minimum altitude to reach the landing site. The height loss across this
minimum height loss path can be compared to the altitude of the aircraft to ascertain each
landing sites reachability and excess glide range.
4.1 Minimum height loss trajectory
Dubins showed that a minimum path length exists only when there are maximum curvature
circular arcs connected by a straight segment, with a maximum of three segments (Dubins,
1957). In this context this means that a path taken by the aircraft must contain two turns
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at the maximum turn rate, connected by a straight glide path between them which makes
a perfectly smooth trajectory. So, upon engine failure, the aircraft will turn on to a track
which, after a level glide, will intercept the ‘turn to final’ (the final landing decent path
to the runway) at 500ft. For a normal landing the turn to final should not be below 500ft
(Pooley, 2003). This can be used for any aircraft or runway orientation, and also for any
radius of turn, and it will minimise height loss and work for absolutely any type of aircraft
performance. It must be noted that in order for this path to be truly the minimum height
loss path, the turns would have to be flown at Vstall and at a 45◦ roll angle, as defined in
(Rogers, 1995), though this was deemed too dangerous to actually fly. So, in this case, it is
the minimum height loss path when Vio is maintained throughout the flight.
To land at the chosen landing site safely the aircraft must be 500ft AGL parallel to, and
heading straight for, the runway. This of course makes it slightly less generic; for instance,
if the aircraft were a small 2m wing span UAS, it would not need 500ft but only 50ft, as
it is much smaller and much slower. With this in mind, the reader may substitute 500ft for
whatever they deem a safe height for that aircraft type. To get on to this landing path a
single turn needs to be performed in either a clockwise or an anticlockwise direction – this
turn can be represented by two identical circles either side of the 500ft final join point, as
shown in Fig. 4.1. For an aircraft to get to the final turn circle, it first needs to turn on to an
intercept heading. This initial turn can also be represented by two circles, where the aircraft
can fly either clockwise or anticlockwise. The radii of the circles are defined based on the
aircraft’s speed and roll angle.
The aircraft is assumed to have an instantaneous roll rate, so it achieves the desired
bank angle φ instantaneously, as in the previous chapter. As discussed, the consequences
of this move in relation to the accuracy of flight path prediction depends completely on the
maximum roll rate of the aircraft. Most aircraft, be they commercial, private, military or
UAS, will be able to achieve a bank angle of 45◦ in less than a couple of seconds. Even
a large A320 can achieve 30◦/sec when in alternate law, and if it were gliding at Vio with
γ of 16:1 a 2-second error in calculation would only equate to about 12m of height loss,
which is a very small 1% of the height from a glide for a low starting altitude of 3000 ft. As
in the previous chapter, the aircraft will fly at Vio throughout the glide manoeuvre, though
cruise speeds tend to be above Vio. Aircraft will use excess speed to gain height, but this
manoeuvre is complex and is purely transient, which makes height gain hard to calculate
for generic aircraft. It is assumed that the aircraft is flying at Vio upon engine failure, which
has the effect of making the calculations more conservative. This will be demonstrated and
justified further in Chapter 7.
There are four different combinations of turn directions, and all four need to be defined
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Fig. 4.1 Initial and final turn circles in relation to initial aircraft and runway position
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Fig. 4.2 All 16 tangents between the four turns circles, which are cut down to the four
legitimate flight paths
to determine which one is the minimum height loss path. This is the method Dubins paths
are calculated. Now the initial and final turn circles have been defined, tangents between
the circles must be defined, in order to form a single smooth trajectory for each of the four
combinations. This can be seen in Fig. 4.2. However, between each circle there will be four
tangents – two external and two internal – as shown in Fig. 4.3, which means that there will
be a total of 16 flight paths, albeit only four of them are legitimate. Some of the tangents
will represent the aircraft attempting to fly the wrong way around the turn circle, and so
these illegitimate flight paths need to be removed.
Now that the four paths have been defined, the path with the minimum height loss needs
to be found. The lengths of all four flight paths will be known, and when these are multiplied
by the glide ratios calculated from the aircraft glide performance, they will give height loss
across each phase. The path with the least amount of height loss is the chosen. Then, using
the aircraft’s height minus the height loss across this path, we find the excess height, and
this multiplied by the aircraft’s glide ratio in the straight and level is the excess glide range
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Fig. 4.3 Tangents between two circles, two external and two internal
for that landing site. The calculations to determine the excess glide range are discussed in
depth in section 4.3 Below are all the individual stages:
1. Define final waypoint
2. Define all four turn circles
3. Find all common tangents between turn circles
4. Remove illegitimate flight paths
5. Calculate height loss for the three phases of all four flight paths
6. Find the path with minimum height loss
7. Calculate excess glide range
So far, this section has presented an overview of the concept behind simplifying and
making site reachability calculations more generic using Dubins paths. This concept does
not account for wind, though, and as shown in the previous chapter it can have a major
effect on the reachability of landing sites. The next section will establish how this concept
can be altered to account for a steady wind across the whole trajectory. The calculations
could have been laid out for performing these calculations in nil wind, but it will be shown
that by simply setting the wind strength variable to zero, the calculations in the next section
can be used for both wind and nil wind conditions.
4.2 Trochoidal turn path in wind
A turn at a constant velocity and roll angle in no wind (where the model assumes instanta-
neous roll) will be a circle. An initial turn circle and a final turn circle linked by a tangent
define the minimum height loss path in no wind. In the presence of wind, the aircraft is no
longer in the Earth frame but in the wind frame, which means that the circle becomes a shape
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Fig. 4.4 A circle moving at a fixed rate β while tracing a trochoid at a point on a fixed radius
known as a ‘trochoid’. Tangents will be calculated to link the first and second trochoidal
turn paths into a single, smooth trajectory, as with Dubins paths.
A trochoid is a curve traced by a point on the radius of a circle, whereby the centre of
the circle is moving at a fixed rate (β ) along a straight line. This is shown in Fig. 4.4. The
shape can be defined parametrically by angle (α) as the input in Eq. (4.1). α can be related
to the heading of the aircraft, but as it is used slightly differently between the initial and final
trochoids, for the moment it can be thought of as a heading change. How it can be used to
ascertain the heading will be explained later.
xt =−Rcos(α)
yt = Rsin(α)+Rβα
(4.1)
The aircraft flies a circular path in the air, but as this is in the wind axis, the transfor-
mation to the Earth axis means that it is in fact flying a trochoidal path, because the turn
circle centre is being blown downwind at the rate β which as described previously is the
windspeed ratio. The assumption made throughout this chapter is that β < 1, meaning that
the aircrafts airspeed is always greater than the windspeed. This is a reasonable assumption
to be made for any aircraft larger than a very small remote controlled aircraft.
Eq. (4.1) is the parametric equation for a turn circle with a radius R, but the Rβα term
represents the aircraft getting blown downwind during its turn, and it is this term that causes
the path to be trochoidal.
The trochoidal path method described in (Techy and Woolsey, 2009) has been adapted
for use herein, though the aim of this paper is to seek a time-optimal path for a given set of
initial and final conditions, and so all the calculations are based on time. Angles are more
useful in the forced landing application, as it can be directly related to the track angle of the
aircraft. All equations are re-derived to use angles, and further deviations are different from
(Techy and Woolsey, 2009).
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4.2.1 Trochoid definitions and positions
The trochoid is defined in the trochoidal frame, which is where the y direction aligns with
the wind. This means that the equations are much simpler. However, the trajectories in
the trochoidal frame will have to be rotated to put them into the Earth frame after calcula-
tion. Shown in Fig. 4.5 is a trochoid in the trochoidal frame, with the aircraft turning in a
clockwise direction through a heading of 0 → 4π . A positive ψ˙ is a turn in the clockwise
direction.
The path for the entire flight must be defined by considering only the initial and final
conditions of the aircraft. These include initial aircraft heading (ψ0), final aircraft heading,
which is the runway landing direction (Γ), and the position of the final waypoint (Fx,Fy),
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which is also defined relative to the runway location xr and yr. The final waypoint is cal-
culated in Eq. (4.3), where the waypoint is defined relative to the centre line of the runway
at a longitudinal distance that would enable the aircraft to glide to the runway’s centre from
a height of 500ft. It is then transformed into global coordinates by rotating the runway
direction.
[
Fx
Fy
]
=
[
cosΓ −sinΓ
sinΓ cosΓ
][
0
0.3048×500γ
]
+
[
xr
yr
]
(4.2)
where 0.3048×500γ is the distance in metres an aircraft will travel from a height of 500ft
at a particular glide ratio (γ).
As (Fx,Fy) are in the Earth frame and need to be rotated into the trochoidal frame, they
must be rotated by the wind direction (ψw), shown by:[
Ftx
Fty
]
=
[
cosψw −sinψw
sinψw cosψw
][
Fx
Fy
]
(4.3)
There will be two trochoids: one for the initial turn and one for the final turn. Their
equations need to be defined using the initial and final conditions. The radius of the turn is
defined in the previous chapter in Eq. (3.45).
Angle α needs to be adjusted by phase angle η , to account for the transformation be-
tween frames and for the initial and final headings. These phase angles are defined in Eq.
(4.4).
ηa = ψ0−ψw, ηb = Γ−ψw−δb2π (4.4)
where ηa represents the initial turn and ηb is the final turn. The term δb2π is added to the
second turn, as the aircraft needs to be at Γ at the end of the trochoid, and the end of the
trochoid is at 2 π .
The start of the first trochoid must be placed at the point where the aircraft starts (x0,y0).
It is easier, however, to have the aircraft start at (0,0), which will be used herein. Similarly,
the end of the second trochoid must be located at the position of the final waypoint. They
are repositioned by calculating the coordinates of the start of the initial trochoid and the end
of the final trochoid. This moves the trochoids to their correct start points.
Following Eq. (4.1) and (4.4), the displacement for the initial and final trochoids are
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shown in Eq. (4.5) and Eq. (4.6), respectively:
xta = Vδaψ˙ cos(ηa)+ x0
yta =− Vδaψ˙ sin(ηa)+ y0
(4.5)
xtb = Vδaψ˙ cos(ηb)+Ftx
ytb = Vδaψ˙ sin(ηb)+2
V
δbψ˙
βπ+Fty
(4.6)
where (xta, yta) moves the start of the initial trochoid turn to (x0,y0) and (xtb, ytb) moves the
end of the second trochoid to the landing site approach point (Ftx,Fty).
Eq.(4.4), and Eq. (4.5) or Eq. (4.6) can be substituted into Eq. (4.1) to give the equation
for the initial and final turn trochoid in the trochoidal frame, as shown in Eqs. (4.7) and
(4.8) below:
xt =− Vδaψ˙ cos(α+ηa)+ xta
yt = Vδaψ˙ sin(α+ηa)+
V
δaψ˙βα+ yta
(4.7)
xt =− Vioδbψ˙ cos(α+ηb)+ xtb
yt = Vioδbψ˙ sin(α+ηb)+
Vio
δbψ˙
βα+ ytb
(4.8)
As in the last section, each of the two turns can be in either direction. These directions are
represented by δa and δb, which are either -1 for an anticlockwise direction or 1 for the
clockwise direction, where there are four possible trajectories.
How the two trochoids are positioned, plotted and then rotated is shown in Fig. 4.6. The
initial and final trochoids are plotted relative to the the aircraft’s initial position and the final
waypoint (Ftx,Fty) in the trochoidal frame. Everything is then rotated so that it ends up in
the Earth frame. The initial and final conditions in Fig. 4.6 are shown below:
ψ0 = 0 Γ= π Fx = 100 Fy = 115.4 x0 = 0
y0 = 0 ψw = π2
(4.9)
where the wind must be converted into the direction of travel, so in this case the wind is
from 3π2 so it travels at
π
2
For an optimal path, the total angle change over both turns must be less than 4π , which
is proven in (Techy and Woolsey, 2009). This is why the initial trochoid is plotted between
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Fig. 4.6 Position of both trochoids in the trochoidal and Earth frames, as the initial condi-
tions have been rotated into the trochoidal frame. Consequently, once the paths have been
defined, they can simply be rotated around the starting point of the aircraft
0→ 2π and the final trochoid is plotted between−2π→ 2π . For the trajectory to be optimal
the tangent will lie somewhere between these two trochoids.
4.2.2 Finding common tangents between trochoids
The two trochoids now need to be connected by a straight line glide between them, which
in turn will create a smooth trajectory. The departure point from the initial trochoid will
be referred to as Pa, which will occur at angle αa. The subscript a refers to the first turn,
and b refers to the second. In the previous chapter the initial turn was referred to with the
subscript 1, but it has been changed here, as this is a different method. Similarly, at the end
of the straight glide, the join point on the final trochoid is referred to as Pb at an angle of αb.
These two angles must be found, in order to define the whole path. An example of this can
be seen in Fig. 4.7.
For a tangent to exist, the aircraft’s ground track (ψg) at both point Pa and Pb must be
the same, as well as their velocity vectors, as shown in Eq. (4.10) and (4.11). Both αa and
αb need to be found so the (x, y) coordinates for Pa and Pb can be found from Eqs. (4.5) and
(4.6).
tan(ψg) =
y(αb)− y(αa)
x(αb)− x(αa) (4.10)
tan(ψg) =
y˙(αb)
x˙(αb)
=
y˙(αa)
x˙(αa)
(4.11)
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Fig. 4.7 Anticlockwise and clockwise flight paths, where both the trochoids and the optimal
tangent between them are defined. The tangent starts at Pa and finishes as Pb. Where ψ0 = 0
Γ= π6
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By substituting Eq. (4.7) and (4.8) into Eq. (4.10), a full equation for the heading of the
tangent can be found in Eq. (4.12).
tan(ψg) =
V
δbψ˙
sin(αb+ηb)+ Vδbψ˙βαb+ ytb−
V
δaψ˙ sin(αa+ηa)+
V
δaψ˙βαa+ yta
− Vδbψ˙ cos(αb+ηb)+ xt2+
V
δaψ˙ cos(αa+ηa)+ xta
(4.12)
The relationship between αa and αb needs to be found, in order for αa to be substituted
for αb in Eq. (4.12) so the equation can be solved to only a single variable. The total
angle travelled by the aircraft around both turns must be equal to ψ0 − Γ, as this is the
minimum angle to get the aircraft from the initial heading to the final heading. Angle αa
is the total angle subtended around the curve over the first trochoid by the aircraft, i.e. the
heading change of the aircraft around the first turn. As the aircraft travels in the opposite
direction around the second trochoid, and is positioned relative to the end of the trochoid
(2 π), αb is not the angle subtended by the aircraft around the second trochoid. The angle
actually subtended is α ′b, so αa+α
′
b is equal to the total angle travelled by the aircraft
around both turns. As a trochoid is based on a cyclical function, there will be an infinite
number of common tangents between both trochoids. Only solutions within a certain range
are required to keep the path optimal, but there may be multiple solutions within this range,
so to find them, multiples of 2iπ will be added whereby i ∈ [−3,−2,−1,0,1,2]. The effect
of h is shown in Fig. 4.8. Increasing i by 1 shifts the angle of tangency to the next loop on
the final trochoid. Eq. (4.13) can be formulated to give a starting point for relating αa and
αb.
αa+α ′b = ψ0−Γ+2iπ (4.13)
The actual angle subtended is α ′b = δb2π−αb+2iπ , an example of which is shown in
Fig. 4.9. By substituting this into Eq. (4.13), an equation that fully defines the relationship
between αa and αb is shown in Eq. (4.14).
−δaαa+δbαb−δb2π+2iπ = ψ0−Γ (4.14)
This can be simplified, and the phase angles ηa and ηb can be substituted in. This is
shown below:
αb =
δa
δb
αa+
ηa−ηb+2iπ
δb
(4.15)
As this equation is only defining an angular relationship between both the trochoids in the
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trochoidal frame this makes it independent of both windspeed ratio β and wind direction
A full equation for the angle of tangency between the two trochoids is needed. The αb
terms from Eq. (4.12) can be substituted for αa using Eq. (4.15), the result of which is
shown in Eq. (4.16):
tan(ψg) =
(xt2− xta)+V δb−δaδbδaψ˙ cos(δaαa+ηa)
δb−δa
δbδaψ˙
sin(δaαa+ηa)+(ytb− yta)+ Vwψ˙ (αa
(
δa
δb
−1
)
+ ηa−ηb+2iπδb )
(4.16)
Now, by equating Eq. (4.16) with Eq. (4.12), which removes the tan(ψg) term, and
by using the identity sin(ψ)2 + cos(ψ)2 ≡ 1, the whole equation can be simplified to Eq.
(4.17):
V
(
Vw
δa−δb
δaδbψ˙
− (xtb− xta)
)
cos(δaαa+ηa)
+V
(
(ytb− yta)+ Vwψ˙
(
αa
(
δa
δb
−1
)
+ ηa−ηb+2iπδb
))
sin((δaαa+ηa))−Vw(xtb− xta)− V
2(δb−δa)
δbδaψ˙
= 0
(4.17)
There is no analytical solution for αa.
4.2.3 Solving for same-side turns
As both turns can be in either direction, there are four different combinations. When the
turns are on the same side, i.e. clockwise/clockwise or anticlockwise/anticlockwise, this
means δa = δb. Consequently, Eq. (4.16) can be simplified to Eq. (4.18). The extra term
2πm has been added. It works similarly to i, but instead of shifting the point Pb to the next
trochoidal loop on the second trochoid, it shifts both Pa and Pb to the next loop on both
trochoids. As there are infinite solutions, so both i and m must be changed, in order to find
to optimum path. As ψg = αa, αa can be found.
tan(αa) =
(xta− xta)
(ytb− yta)+V
(
ηa−ηb+2iπ
δb
) +2πm (4.18)
Eq. (4.18) can be easily solved for αa, and by using Eq. (4.15), αb can be found. A
range of values for i and m need to be used to find the path that satisfies the conditions in
Eq. (4.19), which will then make the path optimal.{
0 < αa < 2π
−2π < αb < 2π
(4.19)
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Fig. 4.10 f(ψg) = 0, roots of ψg over the range 0 - 2π , one of these roots will be αa, while
the other will be an invalid path
4.2.4 Solving numerically for different side turns
As δa ̸= δb, Eq. (4.17) must be used to find the tangent angle αa from the first trochoid
to the second. The roots αa in the equation need to be found between the range 0 → 2π ,
as αa needs to be in this range to make the trajectory optimum. The roots can be found
when f (αa) = 0, and any root-finding technique can be used. Here, the bisection method
is used, a good introduction to which is contained in (The Bisection Algorithm, 2002). The
bisection method finds all the values of x, where f (x) = 0 between an interval [a,b]. If f (a)
and f (b) have opposite signs, this means that they bracket a root, and it is on this principle
that the algorithm works. It achieves this by dividing the interval in two through the simple
Eq. (4.20). Now, either f (a) and f (c) have opposite signs and bracket a root, or f (c) and
f (b) have opposite signs and bracket a root. The interval that brackets a root is now used
and bisected to find the ever-shrinking interval where the root lays. Once the interval is as
small as the accuracy needed for the iteration, it can be stopped and a root is found.
c=
a+b
2
(4.20)
This method has been chosen, as it is guaranteed to converge to a root of f (x), if f (x)
is a continuous function. It does not require an initial guess as to where the root may be, as
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the Newton-Rapson method does, only an initial interval that the roots are within. As the
interval is known, and as only one interval is of interest anyway (0→ 2π), this method lends
itself well. This is a slower method, but its convergence is guaranteed and predictable. It
was because of this no other method was used
As mentioned previously, a range of i {-1,0,1,2,3} values need to be used, in order to
find the best tangent to make the flight path over ground as short as possible.
In the interval [a,b] (for a given value of i) there may be multiple roots, but some of
these will create sub-optimal paths or unfeasible flight paths. Now that a range of exit
angles is known for the first trochoid (αa), these will be narrowed down to the shortest
legitimate flight path. To eliminate invalid paths, the angle of the tangent from Pa to Pb will
be compared to the track of the aircraft at point Pa. To find the aircraft’s track, its x and y
velocities can be used with the four-quadrant inverse tangent function (arctan2). The aircraft
velocities are obtained by differentiating Eq. (4.7) to give Eq. (4.21).
Vtxa =Vio sin(αa+ηa)
Vtya =Vio cos(αa+ηa)+Vw
(4.21)
where Vtxa and Vtya are the aircraft x, and y represents velocities in the trochoidal frame at
point Pa. All of these checks will be performed in the trochoidal frame for simplicity.
The track of the aircraft can be calculated by:
ψtg = arctan
(
Vxta
Vyta
)
= arctan
(
Vsin(αa+ηa)
Vcos(αa+ηa)+Vw
)
(4.22)
ψtang = arctan
(
xtPb− xtPa
ytPb− ytPa
)
(4.23)
where (xtPa,ytPa) is the coordinate of Pa at the point at which the tangent meets the first
trochoid, and (xtPa,ytPb) represents the coordinates at point Pb. ψtang is the angle of the
tangent in the trochoidal frame from Pa to Pb. I.e. the actual direction of the aircraft
If ψg = ψtang, then that particular flight path is valid. As can be seen in Fig. 4.11, the
invalid path has a ψg = 91◦ but the tangent is 180◦ off at ψtang = 271◦. The shortest path
out of the valid ones has the largest αb angle, because the closer to 2π αb is, the smaller
the angle the aircraft will have to subtend around the second trochoid. This can be clearly
seen in Fig. 4.11, in which the two valid paths show their αb values and the path labelled
as the shortest has a much higher αb value than the other. As the angle αa is constrained to
between 0 → 2π , this has already been optimised for a given αb.
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Fig. 4.11 There are three tangents between both trochoids for i = 0: one path is not a legiti-
mate flight path, one is sub-optimal and the other is the tangent chosen as the flight path, as
it gives the shortest distance
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4.3 Excess glide and arc length calculations
After the trajectory has been defined, distance travelled, height lost and excess glide now
need to be calculated. This is how the presented method differs from the previous methods,
as the shortest path or the fastest path was the path chosen out of the four potential flight
paths. However here as we calculate the height loss across these paths, this can be used
to choose one of the four paths. Both this concept and the calculations presented here are
completely original work
To find the distance travelled, the arc length (L) needs to be calculated for both turns, as
well as the straight glide. As the turn is now defined by a trochoid, a new equation is needed
for arc length. For parametric equations, arc length is defined below by:
L=
∫ √ dx
dψ
2
+
dy
dψ
2
c (4.24)
Differentiating Eq. (4.1) with respect to ψ gives
dx
dψ = δRcos(ψ)
dy
dψ = δRsin(ψ)+δRβ
(4.25)
Substituting Eq. (4.25) into Eq. (4.24) yields Eq. (4.26).√
dx
dψ
2
+
dy
dψ
2
= R
√
sin(ψ)2+ cos(ψ)2+2β cos(ψ)+β 2 (4.26)
which can be simplified to give the full integral for arc length shown below:
L=
ψ∫
0
R
√
1+2β cos(ψ)+β 2dψ (4.27)
Eq. (4.27) cannot be solved analytically, but as these are a common type of integration,
a set of functions exists to deal with them accordingly. The functions are called ‘elliptic
integrals’ and are laid out in (Abramowitz and Stegun, 2012). This particular function is an
incomplete elliptic integral of the second kind, which is defined in Eq. (4.28).
E(ψ|q) =
ψ∫
0
√
1−qsin(ψ)2dψ (4.28)
where q is an argument of the elliptical integral function.
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Although this is not in the exact same form as Eq. (4.27), by rearranging the input into
this function, one can show:
ψ∫
0
R
√
1+2βcos(ψ)+β 2 = 2R(1+β )E(
ψ
2
| 4β
(1+β )2
) (4.29)
Shown in Eq. (4.30) and (4.31) are the full definite integrals with the correct limits for
the arc lengths for both trochoids.
La = 2R(1+β )E(
αa
2
| 4β
(1+β )2
)−2R(1+β )E(0| 4β
(1+β )2
) (4.30)
where La is the arc length subtended by the aircraft around the first trochoid.
Lb = R(1+β )E(2π| 4β
(1+β )2
)−2R(1+β )E(αb
2
| 4β
(1+β )2
) (4.31)
where Lb is the arc length subtended by the aircraft around the second trochoid.
Total ground distance covered by the aircraft is shown in Eq. (4.32).
L= La+Lb+
√
(ytPb− ytPa)2+(xtPb− xtPa)2 (4.32)
where the final part of the equation represents the ground distance travelled during the
straight line glide
Height loss around the turn needs to be calculated so the landing site’s reachability
and excess glide range can be ascertained. Knowing the glide ratio and glide distances,
height loss across a glide can be calculated in still wind. When factoring in wind, the
aircraft’s ground speed is not constant around the turn, which means the glide ratio is also
not constant. As the vertical sink of the aircraft is calculated in the wind frame, height loss
in the turn can be found from time spent in the turn.
It is assumed that the aircraft can instantaneously achieve a given roll angle, meaning
that the time taken by the aircraft subtending an angle can be calculated by using the air-
craft’s yaw rate ψ˙ . This calculation is shown in Eq. (4.33), where VR = ψ˙ . While ground
speed is not constant, the aircraft sink will be constant, as a steady airspeed is being main-
tained.
ta =
V
R
αa (4.33)
where ta is the time the aircraft takes to travel around the first turn.
The time taken around the second turn (tb) is dealt with in Eq. (4.34), which is a modified
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version of Eq. (4.15).
tb =
2π
ψ˙
− ta− ηa−ηb+2iπδbψ˙ (4.34)
ta and tb can be used alongside Eq. (3.41) for aircraft vertical sink in a turn to calculate
height lost in the turn, as shown below:
∆ha =Vsφ ta (4.35)
where Vsφ is the aircraft’s vertical sink in a turn, ∆ha is height lost around the first turn and
ta can simply be replaced with tb to get the height lost around the second turn.
Height loss in the straight line glides between both turns (∆hg) is calculated below:
∆hg =Vs
√
(xtPb− xtPa)2+(ytPb− ytPa)2√
V 2tya+V 2txa
(4.36)
where the numerator represents the distance travelled over ground, the denominator is the
aircraft’s ground speed and Vs is the vertical sink in a straight line glide calculated from Eq.
(3.12).
Total loss of height over the entire trajectory (∆htot) is calculated by:
∆htot =Vsφ (ta+ tb)+∆hg (4.37)
The excess glide range can now be calculated, as excess height can be found from h−
∆htot :
Eg = γ(hinit−∆htot−152) (4.38)
where 152m is the height required to fly final to land, which is 500ft.
4.4 Reachability analysis examples
An example of a forced landing situation will now be considered. To show that this method
for trajectory generation will work on any aircraft, an Airbus A320-400 will be used. This
is a fast, low-drag aircraft that has very large turning radius which would have made the
method presented in the previous chapter fail. While the A320 is not a UAS, and as it is
also not single-engined, the incident that made an American Airlines A320 perform a forced
landing into the Hudson River proves that it can happen to any aircraft (NTSB, 2010). All
the parameters needed for the glide calculations are contained in Appendix B, and many
of these parameters have been obtained from (Francois De Gernon and Rigalodo, 2009).
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Trajectories and glide predictions will be generated both with and without wind.
The A320 has just taken off from a runway, heading 020◦ 12.2 km north of the runway
and climbing past 1300m (agl), when it experiences a double engine failure. The only
available landing site is the runway from which it took off. The calculations shown will be
used to ascertain if the runway is reachable in two different wind conditions.
All the aircraft and runway initial conditions are shown below:
ψ0 = 20◦ Γ= 125◦ Fx =−1227m
Fy =−9000 x0 = 0 y0 = 0
Vw = 30m/s φ = 45◦ hinit = 1300m
(4.39)
As the aircraft was travelling at a high airspeed of 112 m/s, it is basically unaffected by a
light wind, so here a unrealistically high wind speed of 30 m/s is used, to give a β of 0.268,
which will serve to highlight the differences between wind and nil wind conditions.
If Vw is set to zero, the four possible trajectories in nil wind can be found, which are
shown in Fig. 4.12. The height lost by the aircraft at the end of the second turn is shown in
Table 5.8. The trajectory chosen is the one which loses the least height, which in this case is
the path where the initial turn is clockwise and the second turn is anticlockwise. In the case
of no wind, the chosen trajectory will be the path which subtends the smallest angle across
both turns, as it is the shortest, though this may not be the case where wind is present.
Table 4.1 Total height loss over manoeuvre for nil wind conditions for all four possible
trajectories
δa δb ∆h
-1 1 1712 m
1 1 1580 m
1 -1 1030 m
-1 -1 1047 m
In the case where the wind blows at 30 m/s from 330◦, the four possible trajectories are
shown in Fig. 4.13. The height lost in the glide and the total path distances are shown in
Table 5.9. In this case, the optimum trajectory occurs where both turns are anticlockwise,
i.e. δa =−1 and δb =−1, as it has the smallest height loss of 964m. It also has the shortest
path length of 12.9km. However, the best path is not necessarily the shortest in wind, due to
the possibility of higher ground speeds that could be enjoyed on a longer route if a greater
portion of that path has a higher tailwind component in the aircraft’s direction of travel. An
interesting path is δa = 1 and δb = 1, as it subtends an angle greater than 2π across the
second turn. This has happened because there would not be a smooth path (no tangent)
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Fig. 4.12 Four possible manoeuvres for gliding the aircraft to the runway in nil wind condi-
tions
with a turn angle under 2π due to the very high wind speeds blowing the aircraft too far
downwind, so a point further upwind along the trochoid is used as the start of the turn.
Table 4.2 Total height loss and distance travelled for 150◦ in a 30 m/s wind for all four
possible trajectories
δa δb ∆h Total distance over ground
-1 1 1526 m 19.0 km
1 1 2182 m 27.3 km
1 -1 1034 m 14.2 km
-1 -1 964 m 12.9 km
The best δa =−1 and δb =−1 trajectory is compared to the best no-wind trajectory in
Fig. 4.14. The optimal initial turn for both scenarios is different, because the initial turn
with wind is into the wind, and as the wind direction blows the aircraft towards the landing
site, this lowers the distance the aircraft has to travel in the level glide. Lg in wind is 7071m
as opposed to 7271m in nil wind. It also enables the aircraft to have a greater tailwind
component for the level glide, with its ground velocity at 138 m/s, whereas in no wind it is
travelling at its best glide speed ofVio 112 m/s. Both of these factors together means it loses
less height in the level glide. Also, as there is an ever-increasing tailwind component in the
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Fig. 4.13 Four possible manoeuvres for gliding the aircraft to reach the runway in 150◦ 30
m/s wind conditions
final turn, it loses significantly less height than the nil wind final turn at 138m as opposed to
189m.
Shown in Fig. 4.15 are the height profiles of the aircraft over its flight time. The figure
shows the three distinct phases of the flight, it can be seen that the turns have a steeper height
loss, as the sink is higher in a turn. The site is reachable if, by the time it gets to the end
of the second turn to line up on final, it is at or above 500ft (152m). It can be seen that for
both wind and nil wind, the landing site is reachable, since the ends of the profiles are above
152m. As the wind is in a preferential direction, the trajectory in wind loses less height and
thus has more excess height. The excess heights in the wind are 83.5m and 17.2m, and the
excess glide distances are 1380m and 284m, respectively. If a forced landing needs to be
performed in nil wind, the glide will be extremely marginal.
Paths are generated for the same initial and final conditions, but the wind is now from
the south, which is much less favourable compared to the last direction. The best path is
shown in Fig. 4.16, which once again is compared to the best nil wind path. In this case the
best path has the same initial turn direction, because the initial direction is 020◦, which is a
turn into the wind, and it minimises the distance in the first turn because the heading change
is smaller.
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Fig. 4.14 Minimum height loss path for A320 in nil wind and wind from 330◦ at 30 m/s
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Fig. 4.15 Height profile of the aircraft over the best trajectory for wind from 330◦ at 30 m/s
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Fig. 4.16 Minimum height loss path for A320 in nil wind and wind from 180◦ at 30 m/s
It can be shown from the height profile in Fig. 4.17 that the aircraft has a negative excess
height of -47m, meaning that it does not have adequate height to reach this landing site, due
to the massively unfavourable wind conditions.
As there are a small number of inputs and an even smaller number of outputs, this
method is simple and fast enough to be run online. There are big differences in computa-
tional time between the same side turn compared to the different side turn, since it takes a
computer with an Intel i5 3.33 Ghz processor with 8 GB of RAM about 6 ms for same-side
turns, due to the iterations the algorithm needs to perform while changing i, and m until the
optimum path is found from a number of possibilities. The different side turns took 15 ms
to run, due to the slow-running bisection algorithm, but this could be improved by employ-
ing a faster root-finding technique. Even the slowest of these is more than adequate, as an
aircraft will know if it can land at a site in a maximum of 0.0444 s. When the algorithm it
run online, this will give an update rate of 22 Hz.
No tangent will be found if the aircraft’s engine fails at a distance of less than two turn
radii away from the final waypoint
√
F2x +F2y < 2R. However, as the aircraft in this case
will be very close to the site, it is assumed that it is reachable.
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Fig. 4.17 Height profile of the aircraft over the best trajectory for wind from 180◦ at 30 m/s
4.5 Summary
From a small number of initial conditions and aircraft parameters, a trajectory can be gener-
ated to calculate minimum height loss to a given landing site in a forced landing situation in
the presence of a steady wind or nil wind. This is an improvement on the previous method,
as a single trajectory is formed that represents the entire gliding flight path, from engine
failure to landing. This also makes the method much more generic, which is shown in an
example used on a fast, low-drag aircraft, which otherwise would have made the previous
method fail.
The minimum height loss trajectory generation technique is based on Dubins curves but
is adapted to take account of wind. It uses a geometric shape called a ‘trochoid’ to define the
ground path travelled by the aircraft in the initial and final turns, and by finding a tangent
between both these trochoids, a single, smooth trajectory can be generated.
A prediction can be made if the aircraft has enough height to reach a given landing site
and its excess glide range can be calculated. While a number of computational calculations
are performed for each of the different possible flight paths, and a numerical root finding
technique is used for half of those trajectories, the calculations are still fast enough to be run
online.
Chapter 5
Field Selection Using Multi-criteria
Decision-making Bayesian Networks
Once a list of landing sites and their parameters has been derived, using the techniques
discussed in Chapter 2, an algorithm needs to be developed that makes a decision on which
site to attempt a landing at – and quickly. Chapters 3 and 4 show methods to find how
reachable these landing sites are in a powerless glide, and these will be used as major criteria
in the decision. However, there are a number of other factors which will be identified and
discussed. As deduced in (Eng et al., 2009), “One of the most important aspects in the
initial stages of a forced landing is to make the right decision regarding which site to land
on”. This is a complex area of study, as there are vast numbers of sometimes conflicting
criteria that determine what constitutes a suitable field.
The information that is available to the system will not be perfect, and some site parame-
ters might not be known at all, so they will need to be able to handle incomplete or uncertain
information. It needs to run online and needs to guarantee convergence on a solution.
The decision maker developed in this chapter will be based on a probabilistic method.
A Bayesian network will be used, but as there are no other decision makers that have been
implemented in this area (other than the weighted sum method in (Ella M. Atkins, 2006)
that was intended for commercial aircraft landing at large airports), a proper comparison
with other methods is impossible. As this method fulfils all the requirements set out, this
was deemed a good method to use. A Bayesian network is a probabilistic graphical model
that represents a set of random variables and their conditional dependencies. The network
is constructed as a directed acyclic graph. Each criterion will be represented by a random
variable which will have conditional dependencies on other criteria. These random variables
are represented by nodes, and dependencies are represented by edges on a network. As a
part of this complex problem, criteria need to be identified (nodes) and their interactions
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discovered (edges).
This system can be used as a pilot aid or run during fully autonomous operations. A
UAS may have an engine failure during a communications outage, and by using this system
it is able to choose a landing site and perform an approach and landing autonomously. This
system is equally capable of being used on piloted aircraft, to assist pilots, because during an
emergency they have such a huge workload that if a system could advise them on the first-
and second-best landing sites, giving speeds and directions, many lives could be saved.
There are many types of landing sites, depending upon which area of the world an air-
craft is operating. Some areas will be much easier than others to make forced landings, for
example an open landscape that one would find all across Africa or the US. In some areas,
such as a completely forested area or at sea, an aircraft can simply not make a forced landing.
It is the more marginal landscapes that will be the focus of this decision maker. Marginal
landscapes like those found all over Europe, i.e. heavily farmed areas, where landing sites
will be limited by built-up areas, forests and extensive farming, all of which segregate the
land into small and discrete sites.
In Section 5.1, background information on Bayesian networks is provided, while in
Section 5.2 the criteria that make a landing site suitable are outlined. Section 5.3 discusses
how a discrete Bayesian network is utilised and structured to predict the probability of a
safe forced landing in a given field under uncertainty, and the penultimate Section 5.4 shows
some results of field choice based on aircraft at different points during a forced landing for
two scenarios, one of which is marginal. The final Section 5.5 summarises the chapter.
5.1 Bayesian Networks
A Bayesian network, used to represent knowledge and reasoning under uncertainty, is a
probabilistic graphical model that represents a set of random variables and their conditional
dependencies. Each of criterion is its own variable, which can be directly observed (known
as evidence), while others will need to be inferred from the observed variables using the
conditional dependencies that link each variable. An assumption is made in a Bayesian
network that all variables are independent of one another, except for each one’s dependants.
The advantage of using this method is that an intuitive graphical model can be used to
represent the whole structure. It can represent the knowledge of an expert, and by using
inference techniques the network can effectively be asked questions about the probability of
something happening, when given evidence regarding a number of causal factors. There are
three parts to a Bayesian network, namely a DAG, a set of CPD for each node on the DAG
and an inference engine used to solve the network.
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Fig. 5.1 Example BN, representing the relationship between wind speed and landing site
size on the probability of a safe landing
A DAG is a directed graph with no directed cycles. It is a collection of nodes and
directed edges, each edge connecting one node to another. As the edges are directed and it
is an acyclic graph, there is no way to start at a node and follow a sequence of edges that
eventually loops back to the same node again.
An example DAG to explain the concept is shown in Fig. 5.1; it is a simple BN which
will calculate the probability of a safe landing (SL) based on headwind (W ) and field size
(FS). The wind and field size variables each have two discrete states: strong (Sr) and light
(l), large (L) and small (Sm) respectively. As nothing is known about them a priori, they are
uniformly distributed. The probability of a safe landing is conditioned on the headwind and
field size. Safe landing only has two states, namely safe landing (sa f e) or crash (c), and this
conditional relationship is represented in the CPD for safe landing. For a strong wind and
a large size the probability of a safe landing is 0.8, which can be seen in the 1st row of the
safe landing CPD. Wind forecast is another variable (which will be used later) with wind
as its parent, with the state strong forecast (S f ) and light forecast (L f ). The CPDs for each
variable can also be seen in Fig. 5.1.
If the structure of the network is known as well as its CPDs, a full joint probability distri-
bution can be calculated. A joint probability distribution is the probability of the occurrence
of every possible combination of states of all the random variables. This can be calculated
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Fig. 5.2 Creating the marginal for safe landing distribution from the full joint distribution
using the chain rule, as shown below in Eq. (5.2):
P(B) =∑
i
P(B|Ai)P(Ai) (5.1)
where A and B are random variables, and i is the number of discrete states of A.
Using an example calculation from Fig. 5.1, the chain rule is used to find the joint
probability of a safe landing on a short field and with a strong wind P(SLsa f e,FSSm,W Sr).
The calculation is shown in Eq. (5.2) and has a probability of 0.1.
P(SLsa f e,FSSr,W Sr) = P(FSSm)P(W S)P(SLsa f e|FSSm,W Sr) (5.2)
The full joint probability distribution is quite large, and for larger sized networks it
can be unmanageably large. A more useful form would be total probability. To calculate
this, the joint probability distribution can be marginalised. Marginalisation is the process
of determining the probability distribution of a subset of variables from the larger joint
distribution. The unwanted variables are said to be marginalised out, which is done by
summing all the probabilities in the joint distribution for each combination of variables that
one wishes to be marginalised out, as shown in Fig. 5.2 using Eq. (5.3).
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P(A) =∏
x∈A
P(A|∏
x
) (5.3)
So far, wind and size have been unobserved and assumed to be uniformly distributed,
which is called ‘prior distribution’. Perhaps if some prior knowledge about wind conditions
in the area were known, the prior could be distributed non-uniformly. If wind speed and
size were to be directly observed with evidence that the wind was strong and the field was
small, then P(W Sr) = 1,P(FSSm) = 1. This would mean that a recalculation of the joint and
marginal distribution is required, making P(SLsa f e) = 0.6 and P(SLc) = 0.4. This is called
‘entering evidence’, while the probabilities calculated from the network are called ‘posterior
marginal distributions’.
The main feature of a BN is that it gives the user the ability to conduct inference, which is
very useful, as many variables cannot be directly observed and can only be inferred through
another variable that is being observed. An example of this is that you cannot directly
observe how intelligent a person is, but it can be inferred from the results of a test. Using
the example of wind in relation to a wind forecast, this is where wind cannot be directly
observed but can be inferred from a wind forecast. Wind is the parent of the wind forecast,
as the wind forecast is conditionally dependent on the wind. Wind forecasts have CPDs,
which represents the conditional probabilities dependent on the parent. This is based on
causal reasoning, which states that a cause leads to a certain effect, and so wind being
strong will make it more likely that the wind forecast will be strong as well. This cause
and effect relationship is known: in this case the accuracy of the forecast is known for
different wind conditions. This is not useful, though, as we are not interested in obtaining the
probability of a particular wind forecast but in finding the probability of the wind strength
based on evidence of the wind forecast. This is called ‘diagnostic reasoning’, and it is where
probability can be inferred based on evidence from an observable variable. This change
from causal reasoning (top to bottom) to diagnostic reasoning (bottom to top) can be done
using the Bayes rule, as shown below.
P(A|B) = P(B|A)P(A)
P(B)
(5.4)
where P(B|A) is the likelihood which will be obtained from the CPD of B, P(A) is the prior
and P(B) is the marginal likelihood, which is used to normalise probability.
The main aim for the example BN is to work out the probability of a safe forced landing,
given evidence of field size and wind forecast P(SL|S,WF), which are both observable vari-
ables. The following shows the working required to calculate the probability of a safe land-
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ing, given evidence of a small field size and a light wind forecast P(SLsa f e|FSSm,WFLp):
P(SLsa f e|Ss,WFLp) = P(FS
Sm,WFLp|SLsa f e)P(SLsa f e)
P(FSSm,WFLp)
(5.5)
From total probability P(FSSm,WFLp|SLsa f e)P(SLsa f e) = P(SLsa f e,WFLp,FSSm), this
can be obtained from a marginalised form of the full joint distribution for SL, WF and
FS. The denominator is the marginal likelihood of P(WFL f ,Ss), which can be obtained by
marginalising the joint distribution for WFsa f e and Ss by summing the four entries in the
join distribution:
P(WFLp,Ss) = ∑
W∈{s,l},SL∈{s,c}
P(Ss)P(WFLp|W )P(SL|W,Ss)P(W ). (5.6)
Using these equations directly to conduct inference will only work on a small network
for which joint distribution is small. A full network will have many more nodes, each with
more states; for example, a network with only 15 nodes, each with four states, will have
415 entries in the joint distribution. Methods such as belief propagation (Pearl, 1988) or
junction trees (Cowell et al., 2007) are used to speed up calculating an exact solution, and
therefore brute force (direct marginalisation of the joint distribution) is not required. For
an approximate solution for extremely large Bayesian networks, various statistical sampling
techniques can be used such as Markov chains or Monte Carlo sampling.
5.1.1 Decision making in Bayesian networks
It has been shown that Bayesian networks enable knowledge representation and provide the
ability to perform inference; however, they can also facilitate decision making. To extend
a BN for decision making, in addition to the chance nodes explained previously, a new
node, called a ‘decision node’, needs to be introduced to the DAG. This particular node
defines all the action alternatives that can be considered, i.e all possible decisions. Decision
nodes will have one or more chance nodes that are its children, whose CPDs are directly
affected by what decision is made. To determine which decision is the correct one there
must be a criterion upon which the decision is based. An example of a simple BN used to
make a decision is shown in (Jensen, 1995), where the decision to take an umbrella out is
represented in a BN. The criterion is satisfaction, and the chance nodes are weather and
forecast. It is annoying to take an umbrella when it is not raining, but it is much more
annoying to not have one when it is pouring down. Evidence for each decision can be
entered into the network, and the one with the most favourable outcome for the criterion
will be the best decision, as that decision will give the highest probability of a favourable
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outcome i.e. being satisfied.
This is how the decision can be made just by using causal reasoning, but a much better
and more efficient way would to be to use diagnostic reasoning. This is done by entering
evidence of the most preferable outcome of the criterion, and after finding the posterior
marginal distribution of the decision node the state with the highest probability will be
the best choice. This is effectively asking: what is the probability each decision will give
maximum utility? And of course, the decision that gives the highest probability of that
preferable outcome should be chosen. Using this type of reasoning, a decision can be made
by solving the network only once. This is unlike the causal reasoning technique, where
the network will have to be solved once for each decision. This particular technique is not
utilised for other BN decision maker uses and will be utilised herein to speed up calculation.
5.1.2 Multi-criteria decision making in Bayesian networks
In many decision-making scenarios there may be competing criteria which are MCDM prob-
lems. Normal BNs do not allow us to take into account multiple criteria when making a
decision, as they do not allow us to incorporate the notion of preference. By using tech-
niques presented in both (Watthayu and Peng, 2004) and (Fenton and Neil, 2001), BN can
be used to solve these problems by adding another type of node, called a ‘utility node’. In
these papers they use the following example, i.e. which form of transport to take to the
airport. Cost, convenience, time, etc. are criteria dictating which type of transport to take.
The utility node can be used to represent a preference between each of these criteria.
The CPD of the utility node is populated as such to give a utility value to each different
combination of criteria states. In the same way as shown previously, using the diagnostic
reasoning method to calculate which decision is made, the utility node can be instantiated
to maximum utility, and the state in the decision node with the highest posterior marginal
probability is chosen.
Extending the previous example of the probability of a safe landing to include a decision
on which of two fields to land in, with the added criteria; proximity to civilisation (CivProx).
This MCDM BN is shown in Fig. 5.3.
The decision node will be f ield, where each discrete state is a landing field. f ield
has the following descendants: size and CivProx (for simplicity, both fields are aligned
with each other, in which case they are independent of wind). In this case evidence about
the fields has been put into the CPD of size and CivProx, which is essential if the whole
decision problem can be solved in just one solution. Field one is large, but it is close
(Cl) to a civilian population, while the second field is small but is far away from civilian
population. Safe landing and CivProx are the criteria which decide which field is best to
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Fig. 5.3 DAG and CPDs for a MCDM extension to Fig. 5.1
land in. The utility node is a descendant of both criteria, and it can be seen in its CPD that
achieving a safe landing is more important than being far away from the civilian population.
By instantiating the utility node to maximum utility, and by entering evidence of a strong
wind forecast, the posterior marginal distribution P( f ield|utilitymax) of f ield is 0.5604 for
field one and 0.4396 for field two; therefore, field one will be chosen. This makes sense,
as field one is large, which will give a better chance of a safe landing, and even though
it is close to the civilian population a safe landing is more important – as defined in the
CPD for utility. If the wind forecast is known and evidence of a light forecast is entered,
P( f ieldone|utilitymax,WFL) = 0.6268 and P( f ieldtwo|utilitymax,WFL) = 0.3732, making
field one even more preferable, as field two’s small size and a light wind make a safe landing
very unlikely.
5.2 Field selection criteria
The factors which govern landing site decisions need to be identified, which this section
considers. How these considerations are implemented in a BN is shown in Section 5.3.
There are three main criteria that make a location suitable for a UAS to attempt a forced
landing in, namely risk to the civilian population, reachability and the probability of a safe
landing. These are based on the specifications for a forced landing system laid out in (Tim-
othy H. Cox, 2004), which is discussed in Chapter 2
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The emphasis is on public safety, in that human life and property are more important
than the UAS airframe and payload. This means that mitigating risk to civilian population
will be given a much higher weighting than site reachability, and it will be even higher than
safe landing, as aircraft survival is the lowest priority. It is not difficult to judge if, by landing
at a particular site, it will endanger human life or property, but it is much more difficult to
judge if a site will be conducive to a safe landing, due to the many factors governing this
criteria.
This section will detail all the criteria that affect the suitability of a landing site and
detail the discrete states required for constructing the BN of each criteria and how they
are discretised. The discretisation is based on expert opinion. Some calculations will be
presented on how some criteria will be quantified, for example ground roll, which needs
to be calculated from aircraft and field parameters. In this case the system is tuned for a
Cessna 182 – the same aircraft as used in Chapters 3 and 4.
5.2.1 Reachability
Chapters 3 and 4 showed how the reachability of a landing site can be determined, which
gives an excess glide distance (Eg). Flying to a closer site is important, as it keeps landing
options open and the field can be surveyed much earlier, thus giving the pilot an opportunity
to divert to another field if the first one turns out to be unsuitable. As some aspects of the
field may not be fully known until the aircraft gets close, this makes this variable important
to field suitability.
Reachability will have four states: close, medium, marginal and out of range. These
states, and how they are discretised, are shown in Table 5.1. If the aircraft is out of range
of the field, the field will have zero suitability, because if the aircraft were to fly to that
field it would not make it and could crash-land anywhere, thereby making the risk totally
unacceptable.
Table 5.1 Discrete states of reachability for a Cessna 182
Reachability state Eg
Close Eg > 5000m
Medium 3000m < Eg < 5000m
Marginal 0m < Eg < 3000m
Out of range Eg < 0m
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5.2.2 Risk to the civilian population
A major concern in a UAS forced landing situation in civilian airspace is the threat of crash-
ing into people or property. Landing sites very close to people or property, especially if they
are in the overshoot or undershoot area, will be given a very low rating. This disproportion-
ate rating reflects the low value of the UAS airframe and payload over people’s lives and
property. This is a simple variable to calculate its state. Town and property locations are
well-documented, so prior knowledge of their location is assumed. However, vehicles and
people are an unknown; for example, a farm tractor or livestock in a field will be unknown,
which is why these algorithms must be run online.
The discrete states of CivProx will be f ar and close. A landing site will be defined as
close if it is directly adjacent to people or property from initial map and GIS data. and when
closer to the landing site when it can be seen visually it can be re-assessed for people and
property that where not in the GIS data.
5.2.3 Safe landing
A GA pilot does a lot of forced landing practice during training, choosing which field to
land in, planning and flying the approach. Site selection that ensures a safe landing is the
most challenging part, as there are so many factors to consider. A technique called the
"WOSSSSS" is used to remember the main factors, as explained in (Pooley, 2003) and
(McCullagh, 2007). It is useful to look at these factors, as a GA aircraft is not too dissimilar
from a UAS when attempting a safe forced landing at an unprepared site.
• Wind – The direction needs to be down the length of the landing site so the aircraft
can land into wind, to make the landing roll shorter, minimise the aircraft’s kinetic
energy relative to the ground and to maximise survivability.
• Obstacles – There need to be no obstacles on the approach, such as trees or power
lines, thereby eliminating any chance of collision on landing.
• Size – The site must be an appropriate length for the aircraft to land with a safety
factor – this is especially important, as pilots are advised to land in the middle of a
landing site, thereby extending the required length in order to avoid obstacles around
the edge of the field.
• Shape – The shape of the field governs how many landing directions are available to
the aircraft on this single landing site. The more landing options available means a
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higher chance of a safe landing.
• Slope – The slope of the landing site will be flat or, ideally, uphill to decrease the
ground roll of the aircraft.
• Surface – The surface must be suitable to land on, together with a smooth surface
without loose material, and it must be free from elevation changes. (Robson and
Pooley, 2008) suggests that the preferred order of landing site types is aerodrome,
pasture, stubble, harrowed fields, ploughed fields, beaches and standing crops. This
decision is based heavily on human judgement, as there are many things to consider;
for example, if landing in a ploughed field the aircraft must land in the same direction
as the furrows, to prevent the aircraft flipping on touchdown.
• S(c)ivilisation – Last of all, it is best to land close to civilisation so assistance is close
and communications can be maintained. This, as explained previously, is quite the
opposite for UASs.
To simplify the problem, the safe landing criteria can be broken down into landing haz-
ards, options and required landing distance, which can be evaluated separately based on the
factors above.
Landing hazards
A number of factors will cause a hazard for an aircraft during the approach and touchdown
phases that will affect landing site suitability. The factors that affect landing hazards are
approach speed compared to surface type, field length compared to headwind and obstacles
compared to size.
Surface type has a retarding effect on the aircraft upon landing, but it can also be a
huge hazard to the landing aircraft. Landing on hard, flat Tarmac will offer the best landing
surface, but it is much more likely the aircraft will be forced to land on rougher, undulating
terrain. On this sort of terrain there is an increased chance of the aircraft flipping over or
the undercarriage being ripped off, which is why the surface type is compared to ground
speed, as a high headwind will decrease ground speed and therefore decrease the danger to
the landing aircraft.
Obstacles decrease the usable size of the field but also cause significant hazards to land-
ing aircraft. If the aircraft were to be blown off course during the approach and a field was
obstacle-rich, this would significantly decrease the aircraft’s chances of survival. If the field
were very large, it would make the obstacles less hazardous.
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Fig. 5.4 Three phases of the landing which add up to be the total distance required (Raymer,
2006)
The longer the field length, the lower the danger to the aircraft. If the landing is too long
or short, the aircraft will be less likely to crash at the field boundary, where hedges and trees
may be in situ.
Required landing distance
For a field to be suitable for a forced landing it has to be of adequate length for the aircraft to
come to a full stop while clearing all obstacles on the approach to the field. To calculate the
distance required for a given aircraft at a given field, landing distance calculations can be
used, laid out in textbooks like (Raymer, 2006). These assume constant deceleration during
ground roll.
Fig. 5.4 shows the three different stages of landing, i.e. approach, flare and ground roll.
The distances needed for these three stages are calculated from aircraft parameters, aircraft
speeds in the three stages, height of obstacles on the approach and co-efficient of friction
(µ). By adding these together we can calculate the absolute minimum distance a field can be
from boundary to boundary for landing. The equations presented in this section are based
on those in (Raymer, 2006) but have been modified to include field slope. This is added
simply because emergency landing sites cannot be assumed to be flat.
The distance travelled by the aircraft during the approach (Sa) is calculated from the
height between of the highest obstacle on approach and the flare height divided by the
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aircrafts glide ratio shown in:
Sa =
ho−h f
γ
(5.7)
where ho is the height of the obstacle and h f is the flare height, which is calculated as
follows:
h f = R f
γ2
2
(5.8)
where R f is the radius of flare, which is itself calculated in Eq. (5.10).
The distance travelled in the flare is shown
S f = R f γ (5.9)
R f =
V 2f lare
g(n f −1) (5.10)
where Vf lare is the speed in the flare, which is an average between the approach speed and
the touchdown speed. n f is normal loading on the aircraft during the flare, which is assumed
to be 1.2.
Ground roll Sg is calculated in Eq. (5.11), where the constant Ka is shown in Eq. (5.12).
The ground roll calculations are based on the velocity integral of the horizontal forces on
the aircraft upon landing, rearranged with the relationship between velocity, acceleration
and distance travelled V 2 = 2as.
Sg =
1
2gKa
ln
( −µ− sin(κ)
−µ− sin(κ)+KaV 2TD
)
(5.11)
where κ is the slope of the ground and VTD is speed at touchdown.
Ka =
ρ
2W/S
(
µCL−Cdo− kC2L
)
(5.12)
Standard µ values for different surface types are shown in Table 5.2.
The absolute minimum field length required is St , which is the approach, flare and
ground roll distance added together:
St = Sa+S f +Sg (5.13)
The CAA recommend a third extra distance to be added on as a safety factor (CAA,
2011). This will not be factored in to St , but the danger of landing in a field of marginal
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length will be factored in to the CPD for safe landing.
By comparing the required length to the actual length of a landing site in a non-dimensional
way, the probabilistic contribution to field length can be added to safe landing and can be
calculated independently from aircraft type. This will form an excess landing distance ratio,
calculated as:
El =
LF −St
LF
(5.14)
where LF is field length and El is the excess length ratio.
There will be four states: long, medium, short and cannotland. The state it will be set
to is governed by El , as shown in Table 5.3. For example a landing site which is has 50%
extra distance has landing distance state Long.
Options
Due to large amounts of uncertainty in wind, aircraft parameters and landing site condi-
tions, it is imperative that landing site options are maximised all the way down to the actual
landing. If conditions change, or upon closer inspection of a field it is unsuitable due to
an obstacle, the aircraft can divert to another landing site. There are two ways to maximise
landing options: pick a field that is in an area that has a high density of suitable landing sites,
or pick a site large enough and of the correct shape to enable landing in multiple areas and
Table 5.2 Co-Efficients of friction for standard landing surfaces
Landing surface µ
Dry paved runway 0.5
Wet paved runway 0.3
Icy paved runway 0.1
Hard turf 0.4
Firm dirt 0.3
Soft turf 0.2
Wet grass 0.2
Table 5.3 Discrete states of landing distance
Landing distance state El
Long El > 0.5
Medium 0.1 < El < 0.5
Short El < 0.1
cannot land El < 0
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Fig. 5.5 A single field with multiple landing directions
directions, an example of which is shown in Fig. 5.5. Fields with multiple landing directions
cannot simply be treated as different fields, as it would cause the decision maker to put far
too high a weighting on these fields, and this would count as having a high field density as
well. It is also undesirable because each landing direction is not statistically independent;
for example, if one has a pop-up obstacle, it is highly likely that another landing direction
may be blocked by the same obstacle.
To calculate landing site density, the simple technique of measuring the distance of the
field in question in relation to all of the other reachable fields, and taking a mean of those
distances (D¯), is shown in Eq. (5.15) and Fig. 5.6.
D¯=
D1+D2+ .....+DN
N
(5.15)
When this is not actually field density it is an easy, computationally inexpensive method
of comparing one field to another for regarding the number of extra landing options available
when the aircraft reaches the site. The reachability of the site has an effect on the options
available to the aircraft, because if a particular field is close, i.e. it has a large excess glide
range, then it does not matter so much if it has low field density, as it will be able to redirect
itself to another field. This is why memberships for the discrete states of reachability and
field density have the same distances. A marginally reachable field with under 1000m excess
glide distance, albeit with a high field density of 1000m, will mean that if the aircraft reaches
the field and has to redirect due to an unforeseen obstacle on the landing site, at least 50%
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D1,2
D1,4
D1,3
D1,5
D1,6
Fig. 5.6 Distances from one field to all others within range of the aircraft
of the other landing sites will be reachable.
Table 5.4 Field density states
Field Density state D¯
High D¯< 1000m
Medium 1000 < D¯< 5000m
Low D¯< 5000m
Overshoot/Undershoot
Another factor to consider in order to maximise options in the case of a failed approach
are undershoot and overshoot areas. The areas directly before and after a landing site in the
direction of landing are the undershoot and overshoot areas, respectively. In a forced landing
situation it is important to have these areas, because if conditions change or the approach
is miscalculated, the aircraft may need to land long or short. If there is an undershoot or
an overshoot area the aircraft can attempt a landing in one of these and will be more likely
to survive. It also makes the outcome far more predictable, because if there are neither of
these areas and the aircraft lands short, it will not be known what the aircraft could crash
land into. Fig. 5.7 shows an example choice between two landing sites, namely landing
sites one and two. Both sites are into the wind, but landing site one is slightly longer than
two, and both have good undershoot areas if they land short. Landing site one does not have
a good overshoot area, and so if the landing was misjudged and the aircraft landed long,
the aircraft would crash into the river. Even though landing site one is longer, due to the
absence of an overshoot area landing at site two would be preferable.
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Wind Direction
Overshoot area 2
Overshoot area 1
Landing site 2
Landing site 1
Undershoot area 1
Undershoot area 2
Fig. 5.7 Map showing two landing sites – one with an overshoot and one without
There will be a greater weighting on the undershoot than the overshoot, since if an
aircraft looks like it is going to land long, it can side-slip, extend the base leg, weave and
extend more flaps, but if the it is going to land short, there is nothing it can do to glide
further.
There will be four states for over/undershoot: overshoot, undershoot, both and none.
These areas of course need to be suitable to land in themselves.
Wind
An aircraft landing into a headwind will have a lower ground speed, which means that the
aircraft has less kinetic energy, thus allowing for a safer landing and also effectively making
a field larger. Many sites will have a tailwind, which is extremely undesirable, because
not only will a tailwind increase the aircraft’s ground speed, but it will also decrease its
controllability, especially as the touchdown may be very close to stalling, and a small gust
may cause a wing tip stall.
Wind will have four states: strong, medium, light and tail, based on the non-dimensional
headwind ratio β shown in Table 5.5.
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Surface
Surface friction has already been factored in to the ground roll calculations, but as described
in Sections 5.2.3 and 5.2.3, surface type will have a bigger impact on the safety of landing.
Surface type is split into four different elements, as shown in Table 5.6. tarmac and
grass are the most preferable and give an aircraft a high chance of survival. For many
aircraft there will be very little difference between grass and tarmac, but nevertheless they
have been split up, as some configurations of aircraft may have an issue with landing on any
surface other than grass, perhaps due to a fragile undercarriage. Also, a Tarmac-covered
surface, in most cases, will be in a much more accessible area, which makes pick-up and
recovery easier. This is why a preference must be given to Tarmac. Abandoned Tarmac
runways are quite ubiquitous around Europe, due to the Second World War.
The final two states are hazardous and very hazardous surface. A hazardous surface is
a landing site whose surface threatens the aircraft’s safety upon touchdown, in that there
is a good chance that an aircraft’s undercarriage could dig in and flip the aircraft. A
very hazardous surface is one which, if the aircraft were to land at that field, would rep-
resent an extremely high probability of total destruction of the aircraft.
Discretisation occurs where the variability between aircraft can be represented. For
example, a very steep grass hill, due to its high κ , would give a low landing distance, but as
the slope is so steep it could destroy a large and fast landing aircraft upon landing. A small
aircraft with a low stall speed would see this as a grass surface, but for an aircraft with a
high stall speed this field would be very hazardous.
Table 5.5 Wind states
Wind state β
Strong > 0.2
Medium 0.05 < β < 0.1
Light 0 < β < 0.05
Tail < 0
Table 5.6 Surface states
Surface state
Tarmac
Grass or flat natural surface
Hazardous surface
Very hazardous surface
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Table 5.7 Approach speed states
States Va
Fast > 1.2Vstall
Med 1.2Vstall >Va > 1.05Vstall
Slow < 1.05Vs
Approach speed
By flying at different approach speeds relative to aircraft stall, the probability of having a
safe landing can be changed. Having a lower ground speed will make the landing safer, if
the landing site has a more dangerous surface, but the closer to stall the aircraft flies, the
more risk it is exposed to, as it may actually stall and crash.
Approach speed has three states: Fast, Medium and Slow. These are relative to stall
speed (Vstall) for the aircraft in its landing configuration, as shown in Table 5.7.
5.3 Forced landing Bayesian network structure
The DAG for the MCDM network needs to be constructed, and this will be done using the
technique outlined in Section 5.1.2. A list of all the nodes, their states and their node type
is shown in Table 5.8. A diagram showing the DAG is shown in Fig. 5.8.
As described in the previous section, three criteria variables determine the suitability
(utility) of a landing site: reachability, sa f e landing and civilian proximity(CivProx). The
CPD for field suitability effectively weights the three criteria in order of preference. There
will be a greater weighting on CivProx than sa f e landing and reachability, which is repre-
sented in their CPDs. These will be parent nodes of f ield suitability, and all other variables
will affect these nodes by being their parents.
Most of the network is employed to determine the probability of a safe landing, as the
other two criteria nodes are also chance nodes, and can be directly observed. For ease of
making the CPD for the sa f e landing node, hidden nodes have been used. Hidden nodes
are detailed in (Neapolitan, 2004). If they were not used, and all chance nodes were direct
parents of sa f e landing, there would be 768 entries in safe landing CPD, which would
be prohibitively difficult for an expert to populate. Therefore, by splitting it up into five
intuitive hidden nodes, this makes the task much easier and more intuitive.
The e f f ective size node encapsulates the relationship between field length and head-
wind. By using excess landing distance instead of field length, it has already been adjusted
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Table 5.8 Discrete states of nodes in BN
Node States Node type
Field Number of fields. Decision
Wind Tail Chance
Light
Medium
Strong
Obstacles Low Chance
High
Excess Landing Distance Long Chance
Medium
Short
Cannot land
Surface Tarmac Chance
Grass or flat natural surface
Hazardous Surface
Very Hazardous surface
Obstacle Density Low Hidden
High
Energy Dangerous Hidden
Safe
Approach Speed Fast Decision
Medium
Slow
Landing hazard Dangerous Hidden
Safe
Landing options at site >3 Chance
3
2
1
Field Density High Chance
Medium
Low
Over/Undershoot Both Chance
Undershoot
Overshoot
None
Options Low Hidden
High
Safe Landing Safe Criteria
Crash
Reachability Close Criteria
Medium
Marginal
Out of Range
Civ Prox Far Criteria
Close
Field Suitability Suitable Utility
Unsuitable
5.3 Forced landing Bayesian network structure 129
for the landing performance of the aircraft. The effective size of the field increases in line
with a strong headwind and dramatically shortens in the presence of a tailwind.
Obstacle density adjusts the number of obstacles using e f f ective size. An effectively
large field with a high obstacle count will be of less concern than the same in a small field,
as its obstacle density will be higher, thereby making obstacles harder to avoid.
The energy node represents danger to the landing aircraft from the landing surface, by
adjusting danger in line with a headwind. With a strong headwind, its ground speed will be
much lower and it will mean that a surface is less dangerous.
The landing hazard node represents the danger to the aircraft of landing, by combining
obstacle density, energy and effective size.
The more options open to an aircraft, the greater chance of a safe landing. Combining
the three chance nodes, landing options at site, Field density and over/undershoot, an
overall measure of the field options can be calculated in the hidden node Options.
The decision node, Field, is the parent of all chance nodes, and as shown previously in
Section 5.1.2, the CPDs of each chance node will be used to enter evidence, by instantiating
the state that corresponds to the field in question to one and setting all other states for that
field to zero.
Just because a field is too short to land on does not mean that it is not going to be suitable.
As mitigating danger to civilians is of the highest priority, if a landing were to be successful
but endanger human lives and property, it would be a better decision to land the aircraft in
a field which was not long enough. Conversely, if a field is unreachable it is not suitable
at all, since the aircraft will never make it and could crash-land anywhere, perhaps close to
civilians. By having a fourth state in the excess landing distance node, Cannot land, and
having that node as a parent of safe landing, the CPD of safe landing will be constructed in
such a way that means if the field is not long enough to land on, there will be 0% chance of
a safe landing, regardless of any other parameter.
Some CPDs will be different for different aircraft, e.g. an aircraft that is able to land at
lower speed will have a better chance of a safe landing, if landing in a field with a dangerous
surface type, than an aircraft that must land faster. These will be up to the expert to fill out.
This network is to be run online. Upon an engine failure the aircraft needs to react in-
stantly and already have a field decision. Running online is also important due to high levels
of uncertainty that may be the result of wind, glide performance and inaccuracies in field
data. It is important that it is run online in case any of the states change after recalculation,
i.e. perhaps new information has become available. For example, in Fig. 5.9 we have two
fields, one of which has been chosen to land on. The surface type is based on old satellite
imagery, which has it as a smooth grass field. As the aircraft approaches the field, it can be
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Fig. 5.8 DAG structure for the MCDM Bayesian network
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(a) Two grass fields
(b) Same two grass fields, the ridge and fur-
rows are visible
Fig. 5.9 Grass fields hiding unknown hazards until with in close visual range
Table 5.9 P(CivProx| f ield) New CPD for the Civilian Proximity node with three fields
Fields
Civ Prox one two three
close 1.0 0.0 0.0
far 0.0 1.0 1.0
seen from cameras on board that the field is full of ridge and furrows, thereby now making it
a hazardous landing surface. Consequently, the network recalculates and diverts the aircraft
to the field which now has the highest field marginal posterior distribution.
As the aircraft flies over new areas the list of potential landing sites will change, meaning
that the distribution for f ield, and the CPD for all chance nodes that are dependent on the
field node, will have to change size dynamically. The prior distribution for f ield is easily
resized, as it is uniformly distributed across all states, i.e. P(F = x) = 1/N, where N is the
number of fields. As the CPDs of the field nodes are used to give evidence for the states of
the chance nodes, they will also have to be resized. An example would be an aircraft flying
in an area with only two fields in a defined maximum area of field computation, but as it
keeps flying, a third comes into range. The CPD of the chance node CivProx, previously
only having two entries for Fields, is resized with a third column. It is known that the
third field is far from civilian populated areas, so this is reflected in the new CPD, as shown
in Table 5.9. If there is no evidence on its state, then the CPD will simply be uniformly
distributed. This CPD, which contains evidence on the states of each field, is called an
‘evidence’ CPD.
BNs are very flexible, and so other things may be inferred from the network. The air-
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speed at which the aircraft lands will have an influence on the chances of a safe landing.
Aircraft will land at an airspeed above stall speed, for safety reasons. In some cases, if a
field has a dangerous surface type, is short or has only a light wind or even a tailwind, this
will make the landing more dangerous. By landing at a speed much closer to stalling speed,
the extra danger caused by flying close to stalling is outweighed by the extra safety assured
by having a lower ground speed. Another decision node has been created called ‘approach
speed’, which is the parent of energy and landing hazard. Flying close to the stall speed will
increase the landing hazard but lower the energy of the aircraft. If the field you are going
to land in has a dangerous surface, but it is nonetheless large and obstacle-free, it has high
energy and a low landing hazard, and so it would be beneficial to the aircraft to fly slower.
The posterior marginal distribution of approach speed will give a higher probability of fly-
ing closer to the stall speed. This also works the other way around, in that, if landing on
tarmac, by making a faster approach this will lower the landing hazard but will not change
the energy much at all, in which case the decision node will recommend a more standard
approach speed. By constructing the CPDs of energy and landing hazard correctly, this can
be achieved with ease.
5.3.1 Populating conditional probability distributions
If the structure of the network is the most important, CPDs are the second most important,
as they represent complex interrelationships between each node. As this is an expert system,
the CPDs are filled out by an expert based on their experience. As CPDs are sometimes very
large, this can be a huge challenge for an expert to undertake. There are some techniques
to speed up this process based on parameter weightings. The technique laid out in (Blank
et al., 1980), for instance, this method is used to construct the utility node in (Watthayu and
Peng, 2004). Each parent node, and each of their states, will have a relative utility value
set by experts, and for each different combination of these states all their utility values will
be added together and normalised by dividing by the sum of the maximum utility values
by each parent node. The example below, which shows how the utility node Suitability
is populated, is actually used in this chapter. The weightings for the various states of the
Suitability parent nodes are shown in Table 5.10, while the calculations to normalise these
utilities are shown in Eq. (5.16) and the final CPD of P(Suit|CivProx,Sa f e,Reach) is shown
in Table 5.11. There is one deviation from the calculation in Eq. (5.16), which occurs when
the aircraft is out of range of the field completely, in which case the field is completely
unsuitable and suitability is thus set to zero, as discussed in the previous section.
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Table 5.10 Utility values for the Suitability node from parent nodes
State Civ Prox Safe Reach
State 1 12 10 7
State 2 0 0 4
State 3 0
State 4 0
Suitability=
CivProxi+Sa f ei+Reachi
CivProxmax+Sa f emax+Reachmax
(5.16)
the complementary unsuitable state is 1−Suitability.
This was used to speed up the formulations of many of the CPDs in this network.
5.3.2 Uncertainty
One of the major advantages of using a BN decision maker is that a decision can be made
with full, partial or uncertain information. This is possible due to the very flexible and
probabilistic nature of BNs. Evidence entered for a chance node with full information will
be assigned a probability of 1 for one of its states, while for partial information one or
more chance nodes will have no evidence. As such, each state has an equal probability, for
uncertain information a chance nodes states can have some non-uniform discrete distribution
that relates to the uncertainly.
In the context of a forced landing scenario, a great deal can be discovered a priori from
maps, satellites, imagery, GIS data and even from pre-surveying. Using techniques similar
to those applied in (Fitzgerald et al., 2005b), many preliminary parameters can be calculated.
However, the states of some chance nodes will not be known, or the information may be
incomplete until the landing aircraft is able to use its own sensors on the landing site, when
it is close. If the state is not known a priori, the CPD is uniformly distributed, but what if
evidence is known with uncertainty? Take CivProx from Table 5.9, for example. Satellite
images might show a farmhouse in the field, indicating close CivProx. If the imagery is old,
though, this house might have been abandoned, leading to uncertainty in CivProx because
of old data. Some uncertain evidence can be used in the CPD forCivProx. While it is likely
that the farmhouse is abandoned, this is not known with 100% certainty, and so this risk
needs to injected into the network. This uncertainty will be reflected by the field being less
suitable. Table 5.12 shows the modified CPD of CivProx from Table 5.9, to account for this
uncertainty.
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Table 5.11 P(Suit|CivProx,Sa f e,Reach)
Suitability
Civ Prox Safe landing Reachability Suitable Unsuitable
Far Safe Close 1.0 0.0
Far Safe Med 0.8438 0.1562
Far Safe Marginal 0.6875 0.3125
Far Safe Out of Range 0.0 1.0
Far Crash Close 0.6875 0.3125
Far Crash Med 0.5313 0.4687
Far Crash Marginal 0.375 0.625
Far Crash Out of Range 0.0 1.0
Close Safe Close 0.625 0.375
Close Safe Med 0.4687 0.5313
Close Safe Marginal 0.3125 0.6875
Close Safe Out of Range 0.0 1.0
Close Crash Close 0.3125 0.6875
Close Crash Med 0.1562 0.8438
Close Crash Marginal 0.0 1.0
Close Crash Out of Range 0.0 1.0
Table 5.12 P(CivProx| f ield) New CPD for the Civilian Proximity node with three fields
Fields
CivProx one two three
close 0.7 0.0 0.0
far 0.3 1.0 1.0
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5.4 Example forced landing scenarios
This section shows two examples of how this landing site decision maker can be used.
The first shows a scenario where the aircraft has many options, outlines how uncertainty
in states can affect a decision and describes how the MCDM chooses the best field. The
second shows how in an extreme marginal case where there are very few options the correct
decision is made. It also shows how in these critical marginal situations how insensitive
the decision maker is to large changes in the conditional probabilities in some of the CPDs
representing different experts.
Using a pre-mapped area, with known field locations and parameters, a simulation is run
to show that this algorithm will choose a reasonable field quickly. The network described in
the previous section is constructed using the Bayes Net Toolbox in Matlab (Murphy et al.,
2001). The BN solver that is used is the junction tree method.
5.4.1 Forced landing scenario with a high number of landing sites
The aircraft in this scenario is a Cessna 182 flying south, it has an engine failure at 400
metres AGL and there is a wind strength of 10 m/s from 270◦. Using the reachability
analysis algorithm laid out in Chapters 3, with this MCDM BN, the most suitable field to
land in will be selected. The results of the reachability analysis are used to determine the
reachability states of each landing site; however’ its use is not discussed here. For simplicity,
only one of the landing directions for each field is considered. While a Cessna 182 is not
a UAS, this system is also suitable for use by GA aircraft as an aid in a situation where
they have an engine failure. A map with 14 pre-surveyed fields is shown in Fig. 5.10, with
each field’s parameters shown in Table 5.13. There are obviously more that 14 landing site
possibilities for this particular area, but this limited selection was chosen for demonstration
purposes.
As the aircraft’s engine fails, the chosen decision landing site is taken from the con-
stantly running BN. The maximum glide range of the aircraft and the marginal posterior
distribution for f ield is shown in Fig. 5.11. Field Eight is the site chosen to attempt a
forced landing. It has the highest marginal posterior probability of 0.1456, as shown in ta-
ble 5.14, because it is a long field with over 50% extra length than required, it has medium
reachability (no field has short reachability), medium wind (no field has strong wind), as it
is aligned closely with the wind direction, a safe grassy surface, it is free from obstacles, has
both an overshoot and an undershoot, it is far from the civilian population and has a medium
field density. The aircraft has a 0.76 chance of surviving the landing. Note that while this
is not the field with the highest chance of survival, Fields Five, Six and Seven have higher
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Fig. 5.10 Pre-mapped area for first forced landing scenario, with fields for consideration
highlighted in red
Table 5.13 Static initial field parameters in the first forced landing scenario
Field Obs El Surface Site Opt Density Shoot CivProx
1 Low Long Tarmac Two Low Both Far
2 Low Long Tarmac Two Low Both Far
3 Low Long V Haz One Low Both Far
4 Low Med Grass One Low None Close
5 Low Long Grass Three Med Both Close
6 Low Long Grass Three Med Over Close
7 Low Long Grass Three Med Both Close
8 Low Long Grass One Med Both Far
9 Low Can’t Land Grass One Med Both Far
10 Low Med Grass One Med Both Far
11 Low Med Grass One Med Both Far
12 Low Med Grass One Med Both Far
13 Low Med Grass One Med Both Far
14 Low Med Grass One Med None Far
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probabilities at 0.7820, 0.7699 and 0.7820, respectively. These fields are perfect for land-
ing on, as there are a large number of site options and they are all on the same huge open
field. Unfortunately, they are adjacent to a built-up area, which will make them much less
suitable. The marginal posterior distribution for the field nodes, on which the decision is
based, is shown in Table 5.14. If you were to select a field using the slower casual inference
method, the marginals for suitability for each field are also shown in Table 5.14. It can be
seen that this has exactly the same decision outcome (as well as the same order) but, as
stated before, takes much longer to compute.
Comparing the marginal posterior distribution for Field One and Field Three, there is
a significant difference in probability, with Field Three coming out more favourably. Field
One has a better probability of making a safe landing, as has a Tarmac surface, but Field
Three has medium reachability compared to far reachability for Field One. Even though
they are very close together, Field Three is in a more favourable state, as its excess glide
range is 1148m opposed to 861m for Field One. There is a large overall weighting on
reachability, the fact that their reachability state is different makes a large difference even
though there is only 287m difference in excess glide range between them. This illustrates
the issue about having to discretise these continuous variables.
Field Nine has a very low marginal of 0.0751, but unlike Five, Six and Seven, it is not
close to civilians, though it is in fact too short for the aircraft to land on, and so it has a safe
landing marginal of 0.0. This does not mean it is not an unsuitable field, if all other fields
were unreachable, as it may be preferable to land on a field that is too short rather than not
providing a landing site at all, if there is no other option.
Fields Ten, Eleven, Twelve and Fourteen have field marginals of zero, as they are not
reachable, which was, by design, in the CPD of suitability.
The aircraft then glides towards the chosen site to attempt a landing, and at 500m away
from Field Eight’s edge it is able to see that the field has now been re-purposed for livestock
and a farm building has been built. None of this was on the old map. Evidence for CivProx
for Field Eight is changed toClose, and also, now the aircraft has descended, the reachability
of many of the fields has changed, and so the network will be run again. The new field
marginals are shown in Table 5.15 and Fig. 5.12. Field Thirteen now has a much higher
marginal and is the new decision field. The aircraft will now divert to this field. This is
why field options are important; otherwise, it would not have been able to divert. Fig. 5.13
shows the aircraft on a final approach at 100m AGL, and with no other field reachable, now
the marginal of Field Thirteen is now one. This shows how important evidence is for field
selection, since incorrect a priori knowledge that the field was far from civilians meant that
an incorrect decision was made. If the CPD forCivProx had a 30% uncertainly added to the
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Fig. 5.11 Cessna 182 forced landing at 400m AGL with maximum glide range in blue, field
marginals and decision field in green
Table 5.14 Field marginal posterior distribution & corresponding field suitability marginal
posterior distribution
Field Marginal Suitable Not Suitable
One 0.1210 0.6835 0.3165
Two 0.1232 0.6957 0.3043
Three 0.1318 0.7444 0.2556
Four 0.0509 0.2874 0.7126
Five 0.0718 0.4056 0.5944
Six 0.0710 0.4012 0.5988
Seven 0.0718 0.4056 0.5944
Eight 0.1456 0.8221 0.1779
Nine 0.0751 0.4242 0.5758
Ten 0 0 1
Eleven 0 0 1
Twelve 0 0 1
Thirteen 0.1378 0.7782 0.2218
Fourteen 0 0 1
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Table 5.15 Field marginal posterior distribution after recalculation, due to field state change
Field Marginal
One 0
Two 0
Three 0
Four 0
Five 0.1816
Six 0.1796
Seven 0.1781
Eight 0
Nine 0
Ten 0
Eleven 0
Twelve 0
Thirteen 0.2792
Fourteen 0
knowledge that the site was far from a civilian population, similar to that shown in Table
5.12, Field Thirteen would have been the original site choice with a marginal of 0.1410,
compared to 0.1259 for Field Eight.
The decision node, approachspeed is a part of the network to show that other deci-
sion can be made based on the knowledge stored with in the network.Take Field Three
for example, it has the lowest energy marginal (most dangerous energy probability, due
to its Very hazardous surface type). By instantiating Field Three at the Field node, the
approach speed marginal postirior distribution can be found for that field. As the Cessna
182 has quite docile stall characteristics, flying close to the stall does not increase the land-
ing hazard greatly (represented in the CPD). In this case, as this has a hazardous surface
type, as not a great deal of extra is added by flying close to the stall but a it is significanly
safe low lower the aircrafts ground speed with the hazardous surface type, the decision node
for Field Three recommends flying at 1.05 Vstall . The marginals for which are shown in Ta-
ble 5.16. Performing the same calculations on Field One, the marginals for approach speed
are quite different and indicate that a medium approach speed should be flown. As Field
One has the highest energy marginal along with a Tarmac surface and is aligned with the
wind it is more dangerous to fly a Cessna 182 close to the stall speed compared to lowering
its ground speed.
The network can be solved and a landing site decision made in 0.34 sec on a computer
with an Intel i5 processor running at 2.4 Ghz. The diagnostic reasoning solving method pre-
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Fig. 5.12 Cessna 182 forced landing at 246m AGL, 500m away from the original decision
field, which changed due to new evidence
Fig. 5.13 Cessna 182 forced landing at 100m height on its final approach to Field Thirteen
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Table 5.16 P(AP | field)
Va Prob
Fast 0.1738
Med 0.345
Slow 0.5012
sented herein is much faster than the causal reasoning method not utilised in other literature.
In the case of this example, it took approximately 14 times longer – at 4.8 seconds per de-
cision – using causal reasoning. The speed of the diagnostic reasoning technique reasoning
method enables the aircraft to be able to set a course for the chosen field almost instantly
upon engine failure, so valuable time is not wasted.
5.4.2 Marginal forced landing scenario
The previous scenario showed that a decision can be made quickly and recalculations can
be made, if evidence changes. As this is based on expert opinion, the field selected could
change depending on the expert. In the above example this is of little consequence, as there
were a number of landing sites that would have been more than acceptable for a forced
landing. The final decision was not super-critical; however, what would happen in a more
marginal case where there is much less choice and only really one acceptable site, and it
is critical that this landing site is chosen? In this scenario the same Cessna 182 has taken
off from Nottingham Aerodrome and headed north-east, and it is currently flying over the
city of Nottingham at 2500ft. While this is legal, the pilot has not really flown high enough
to give the aircraft enough height to glide well-clear of the city if an engine failure occurs.
There is a strong wind of 15 m/s from 320◦. In this scenario both landing directions will
be assessed. The reachability analysis from Chapter 4 is used to establish the reachability
states of all the landing directions.
When the aircraft gets close to the centre of the city it turns due north, but soon thereafter
it suffers from an engine failure. As before, from a predetermined list of landing sites, there
are only four which could be in range: Nottingham Aerodrome, a long and straight rowing
lake, a deer park which is within the city bounds and a field which is just outside the city
to the north-west. The aerodrome would obviously lead to the highest probability of a safe
landing. The deer park has many obstacles and is right next to civilians and their property,
and the same applies to the rowing lake, which in addition has a very hazardous surface
type. The out-of-city field is not really aligned with the wind and is just long enough for the
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Table 5.17 Discrete states for each landing site
Direction Obs El Wind Surface Site Opt Density Shoot CivProx Reach
1 Low Long Light Tarmac Two Low Both Far Out of range
8 Low Long Light Tarmac Two Low Both Far Out of range
2 Low Long Tail Tarmac Two Low Both Far Out of range
9 Low Long Tail Tarmac Two Low Both Far Out of range
3 Low Long Light V Haz One Low Both Close Far
10 Low Long Light V Haz One Low Both Close Out of range
4 High Med Med Grass Three Low None Close Marginal
11 High Med Med Grass Three Low None Close Med
5 High Med Tail Grass Three Low None Close Med
12 High Med Tail Grass Three Low None Close Marginal
6 High Med Tail Grass Three Low None Close Marginal
13 High Med Tail Grass Three Low None Close Med
7 Low Short Light Grass One Low Both Far Marginal
14 Low Short Light Grass One Low Both Far Marginal
aircraft to land on. Nottingham Aerodrome has two runways, and the field within the deer
park has three directions that the Cessna could use to land. When the reciprocal directions
are considered, there are 14 landing choices. The field states are known and are shown in
Table 5.17.
This is a very bad situation that the aircraft is in, as it is very low over a large built-up
area. It does not have much choice – and most of these are bad. It is totally imperative that
in this situation the aircraft knows how far it can glide, so it does not make the wrong choice
and end up crash-landing somewhere in the city. In this case it is important that the correct
decision is made, as the wrong one could mean huge risk to the civilian population from a
short glide or a missed landing.
Using the reachability analysis method from Chapter 4, it is determined that even though
the wind is in a favourable direction, neither runway at Nottingham Aerodrome, or their
reciprocal headings, is within glide range from the position at which the aircraft’s engine
failed. Neither is the 50◦ landing direction of the rowing lake reachable, all landing direction
states are shown in Table 5.17. All 14 landing directions and their minimum height loss
paths are shown in Fig. 5.14.
Using the same CPDs as in the previous scenario, and solving the network for all landing
sites at once P(Field|Suitmax), the best choice with the highest marginal posterior probabil-
ity is seven. Even though seven is marginally reachable, only has a light headwind, it is just
long enough to land on, it is still the best choice with a field posterior marginal of 0.196 as
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Fig. 5.14 Four possible landing sites, with fourteen possible landing directions
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Table 5.18 Field marginal posterior distribution on engine failure in second forced landing
scenerio
Field Marginal
One 0
Two 0
Three 0.078
Four 0.091
Five 0.085
Six 0.081
Seven 0.196
Eight 0
Nine 0
Ten 0
Eleven 0.085
Twelve 0.097
Thirteen 0.10
Fourteen 0.187
it is the only site clear of people and property. The closest contender being the reciprocal
landing direction of the same field, fourteen at 0.187. This is as it has a tail wind, leading to
a lower safe landing probability. The next best landing site is the deer park, as it has Close
reachability and good site options, but is in close proximity to people and property making it
over all less suitable. All landing directions at the aerodrome are zero, as it is not reachable
in a glide. The posterior marginal distribution for all landing sites is shown in Table 5.18.
This shows that in this marginal situation the best decision is still made. However,
this is only shown for one particular set of CPDs, so what if different experts were to fill
out the CPDs? Normally, the optimum decision is not so important, but as shown in the
marginal case it is indeed the most important thing. To show that in these cases the decision
is insensitive to huge changes in the CPDs compiled by different experts, the weighting
used to compile the suitability and safe landing CPDs are randomised in a Monte Carlo
simulation. How the CPDs can be compiled from weightings is shown in Section 5.3.1.
The Monte Carlo simulation is run 2000 times for a large 50% randomisation in the
weightings for suitability and safe landing – the two most critical nodes of the entire net-
work. The landing site choice distribution is shown in Fig. 5.15, and it reveals that seven
is the best choice 1887 times and 13 is the best choice 118 times. Thirteen is the third best
choice when using the nominal CPDs; however, in the Monte Carlo simulation it skips over
the nominal second choice and becomes the best, because the second choice has all the same
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states as the first choice apart from wind (as it is the reciprocal landing direction). When
the weightings in suitability are changed, the first and second choices will not become more
or less favourable relative to each other, but the third choice will change dramatically rel-
ative to its first and second counterparts, as it has a close CivProx state, and a change in
the weighting of suitability on CivProx will have a huge impact on suitability (and field
marginal distribution). This is also why 5% of the time landing site 13 is the chosen landing
site, as on those occasions there will be a much lower weighting on CivProx on suitability.
Fig. 5.16 shows the distributions of the Field marginal probability for Fields Seven and
Thirteen for the Monte Carlo simulation. This also shows that most of the time landing site
seven has a higher field marginal distribution. It has a greater spread of values than Field
Thirteen, as it has a unfavourable f ar reachability state and a lower safe landing probabil-
ity, due to its small size and light headwind. As such, it is affected even more greatly by
changes in the weightings in suitability and safe landing than Thirteen, which has a close
reachability state.
A randomisation of 50% is very large, and only 5.9% of the time did the decision maker
make a incorrect decision. This shows how insensitive the decision maker is to different
experts in this critical situation.
5.5 Summary
This chapter has described how a BN can be used to represent the knowledge, expertise and
experience of a human pilot for evaluating emergency landing sites. A detailed explanation
has been given on BN, namely how to set them up, how to perform inference and how to
turn them into decision makers. The network is then extended using MCDM techniques
for the system to make a decision rapidly on which field to land on, which utilises methods
from the previous chapters on reachability analysis. The factors which determine landing
site suitability and how they are discretised is also been shown. Through two forced landing
scenarios, the algorithms are shown to work as expected, by making a fast and reasonable
decision. It is also shown how other decisions can be made and how uncertainty can be
injected into the network to make better decisions. A second forced landing scenario is
presented in which an aircraft has very few poor landing options but where there is an
optimum site that must be chosen. It is shown that in these more critical situations the
decision maker is not sensitive to large changes in how an expert populates the CPDs of the
BN.
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Fig. 5.15 Number of times a particular landing direction is chosen as the landing choice out
of 2000 randomised suitability and safe landing CPDs
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Fig. 5.16 Distribution for marginal posterior probability for field for landing direction 7 and
13 over 2000 randomised suitability and safe landing CPDs

Chapter 6
Simulation & Flight Test System Design
In order to demonstrate the performance of the main parts of the developed algorithms,
in both a simulation and on a real aircraft, a system had to be developed. The aim of
this system is to enable algorithms developed in MATLAB/Simulink to be simulated in a
synthetic environment and then, with no alteration to the code, be transferred seamlessly
to real-life practical testing on an aircraft. The system can be separated into two parts:
a simulation environment and systems implementation on a test vehicle. Each part has a
similar structure and similar software, to enable this seamless shift between simulation and
real-world testing. The scope of the system is not just intended for sole use in this thesis
but for use on any project that intends to perform rapid prototyping of high-level control
algorithms for autonomous vehicles.
While developing test environments for autonomous -vehicle research, it has been ob-
served that despite the focus of the research being on software algorithms, it is often the
development of the physical hardware that takes the longest time to achieve. For example,
multi-vehicle control algorithms often require testing on ground vehicles before moving to
aircraft, yet this migration between vehicles can increase development time significantly.
As such, a generic baseline system that can be used on a range of development platforms
has been developed. When implemented, this should lower costs and reduce development
time while also improving reliability and safety. For this system to satisfy the majority of
research needs, the following were considered requirements:
• A standardised embedded computer structure on board each vehicle, providing a low
level of autonomy and the ability to interface with a range of sensors.
• Compatibility with multiple vehicle types, for example fixed-wing and rotary-wing
aircraft (both multi-rotor and single-rotor) and ground vehicles.
• Simultaneous control of multiple vehicles.
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• Control signals and data to be sent using high bandwidth network communication
(between any vehicles or connected devices).
• Using COTS components to keep costs and development time down.
• Use of an autopilot to handle low-level control tasks, so the user will only have to
develop their high-level control algorithms.
• Compatibility with common development environments, i.e. MATLAB and Simulink.
The final two points highlight that the main aim of this system is to provide the ability
to test high-level control algorithms but without the usual time investment in hardware-
specific code adaptation. As the intended users will be of various skill levels, the system
was designed for use with MATLAB and Simulink, as many people are familiar with these
software environments.
A set of accompanying functions and blocks was also developed for MATLAB/Simulink.
These functions act as an interface, providing vehicle data and accepting commands as ap-
propriate. Once a vehicle is set-up to use the system, it can be given to an interested party
as a ‘black box’, leaving them to concentrate on algorithm development. To enhance safety
and reduce development time, all testing can be done under Software In the Loop (SIL),
before moving on to real-world testing. The virtues of going through this testing procedure
are discussed in (Cai et al., 2009).
Developing a full autopilot system from scratch is difficult, as specialist knowledge is
required. By purchasing an open source COTS autopilot system, though, a great deal of time
and effort was saved. ArduPilot (ArduPilot, 2015) is a hobbyist ‘do-it-yourself’ autopilot
meant for use on remote-controlled aircraft. It is capable of flying simple waypoints, or
more importantly taking roll, pitch, rudder and throttle commands from an external source.
By using a communication protocol called MAVLink (QGroundControl, 2015), any device
or system can give ArduPilot these commands over a number of different connection types.
As the low-level control is performed by this autopilot, it gives the user the freedom to
concentrate instead on high-level control.
The rest of this chapter discusses the development of the system in stages. The chosen
autopilot and its functions are described in Section 6.1, with the additional system compo-
nents described in 6.2. Section 6.3 explains how a program called MAVNode enables the
use of the system over the network. Section 6.4 shows an alternative to using MAVNode, in
that by using the run-on target hardware functionality from Simulink, algorithms can be run
on the embedded system itself. Section 6.5 discusses the network infrastructure, its advan-
tages and alternate configurations. Section 6.6 presents SIL and Hardware In the Loop (HIL)
testing, and finally, in Section 6.7, three example uses of the system are presented.
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6.1 Autopilot selection
There are already several examples of autopilot systems that have been developed by re-
search organisations, usually to assist with their own research goals, such as (Cai et al.,
2009), (Kingston et al., 2003), (Paw and Balas, 2011) and (Mehta and Pister, 2010). Pro-
ducing a bespoke autopilot system offers the chance to tailor it exactly to research require-
ments, adding only the functionality required. However, there are many drawbacks to this
approach; for instance, developing control hardware requires specialist knowledge in elec-
tronic engineering, systems integration and software engineering, with the additional re-
quirements of aerospace engineering when developing an autopilot. This can result in a
long development time and considerable expense to reach a functional state.
In addition, continued development will be required to ensure the systems remain cur-
rent and compatible with ongoing work. If an autopilot is designed as software running on
a single embedded system, any change in hardware type would require complete redevelop-
ment of the autopilot software for compatibility with any new hardware.
Alternatively, there are several COTS autopilots available for small-scale aircraft and
ground vehicles. By purchasing a COTS autopilot system, the time and effort that would
have been spent in development can be saved and directed at primary research instead.
Therefore, this was elected as the best option for this system. After a review of the available
options, the potential autopilots were narrowed down to ArduPilot Mega (APM), Paparazzi
(Paparazzi, 2015) or MicroPilot (Micropilot, 2015), as all three fulfilled at least some of the
aforementioned requirements.
MicroPilot is a very small open architecture autopilot which has an integrated Inertial
Measurement Unit (IMU) and GPS. However, although all the parameters and control gains
can be altered, the code is closed source and cannot be altered, and so for this reason it
was discounted. By comparison, Paparazzi is completely open source in terms of hardware
and software (Pascal Brisset and Tyler, 2006). However, this has resulted in no standard
baseline hardware, thus requiring each unit to be specially ordered or made in-house. In
addition, these systems are expensive, difficult to manipulate and interface with and they
lack compatibility with other vehicle types.
The system was built to utilise APM, an Arduino (Arduino, 2015)-based commercial
autopilot intended for use on remote-control vehicles. Although originally designed for
fixed-wing aircraft, continuous updates to APM have extended functionality to include con-
trol schemes for ground vehicles as well as various rotary-wing platforms, including heli-,
tri-, quad-, hexa- and octa-copters. The autopilot software is written in C++, and it is com-
pletely open source, supported by an active development community, thereby ensuring that
it will continue to be developed and improved. It is due to its flexibility, reliability and
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Fig. 6.1 ArduPilot 2.6 (APM) in a protective case alongside an external GPS receiver and
magnetometer
multi-platform capabilities that APM was chosen as the basis of the system applied herein.
Although APM is usually referred to as an ‘autopilot’, the degree of authority it has
over the vehicle can be varied at any point through an input command. Under the manual
override mode, any vehicle can be controlled directly by a human pilot or external program,
thereby providing direct Pulse Width Modulation (PWM) commands to the APM, which in
turn relays them to the servos through a standard remote control vehicle radio transmitter
and receiver.
Levels of increasing autonomy can then be applied; for example, when APM is on board
an aircraft, the Fly by Wire (FBW) mode enables a human pilot to give pitch and roll angles
rather than directly controlling servos. As fixed limits on the maximum roll and pitch angles
can be set within the APMs inner loop control, this makes the aircraft much easier to fly,
and it is able to return to straight and level flight, should control be relinquished. Finally,
in the guided mode, APM will handle all high-level controls itself, allowing a vehicle to
fly or drive a series of predefined waypoints autonomously. This variable degree of control
authority makes it an extremely useful basis upon which higher-order control strategies can
be built.
6.2 System configuration
The APM system hardware consists of a main processing board and an additional external
board which houses a GPS module and a triple axis magnetometer, as shown in Fig. 6.1. The
main board combines an ATmega2560 processor with several different sensors, including
a full set of Microelectromechanical Systems (MEMS) sensors (triple axis accelerometers
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and a three axis gyroscope), a barometric pressure sensor and the ability to add an external
pitot static sensor, to measure airspeed. APM’s inbuilt AHRS code conducts sensor fusion
on the sensor data, to give the autopilot sufficient data for real-time control.
Within the context of the overall system, APM is also intended to provide the hardware
interface for controlling motors and servo-mechanisms, such as the control surfaces on an
aircraft or the steering assembly in a car. A major benefit of using APM is its ability to be
‘re-flashed’ with different firmware appropriate for different vehicle types. This allows the
same hardware to be used on any vehicle, with the hardware set-up for a quad-rotor being
very similar to that used on a ground robot.
The biggest limitation of APM is the ATmega2560 processor, which is relatively slow
and only capable of executing 256 Kb of code. While algorithms could be tested by altering
the APM code, it is difficult, unreliable and perhaps even unsafe to do so. Furthermore,
APM is difficult to interface with MATLAB, as the existing autopilot software is written in
C++. When used alone, APM is not an effective system for research.
Fortunately, APM can communicate with an external device over a serial connection
from its telemetry port, and any level of its control structure can be directed via the relevant
MAVLink message (QGroundControl, 2015). MAVLink is a very lightweight, header-only
message-marshalling library for MAVs, written in C/C++. It encodes data structures into
high-efficiency data packets which use binary instead of ASCII encoding, thus yielding
faster data transfer and higher data integrity. Any device that can communicate in MAVLink
can talk to ArduPilot.
Using this messaging protocol, vehicle data can be extracted (such as AHRS data or GPS
position) and commands given to the autopilot. This can include direct control commands
(such as motor speeds), attitude control or position control, each of which can be com-
manded by simply using a different MAVLink message. The open source software used in
APM allows for minor customisation, should it be required.
The primary goal of this system is to gain access remotely to all the base functional-
ities of APM, so as to allow a vehicle to be controlled externally by MATLAB/Simulink.
However, hardware communication with APM is performed via a serial port. For normal
consumer use, a wireless serial modem would be used to relay these messages to a Ground
Control Station (GCS) running Mission Planner (GCS), where a mission can be monitored
and various commands sent. However, as this method of communication is usually point-to-
point, multi-vehicle communications become much more difficult and require a centralised
distribution point, as discussed in (Coombes et al., 2012).
Instead, this system has been designed to re-broadcast MAVLink via Local Area Net-
work (LAN). This is achieved by adding an Ethernet-equipped embedded system to the
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Fig. 6.2 The internal layout of a ground robot
vehicle which communicates with APM via a serial cable link. As with the autopilot, to
ensure that the system is affordable and easy to replicate, it was decided that COTS compo-
nents should be used throughout. Therefore, an established system such as Beaglebone or
the Raspberry Pi is used on each vehicle, to encode and decode the Mavlink message.
The MAVLink message is then broadcast via a wireless router to the wider LAN. This
enables any other vehicle or connected device to communicate with the on-board system,
provided they are both on the same network. To de-code and re-broadcast MAVLink via
LAN, a program called MAVNode.js (written in Node.js) is used to format the data into
packets for network transmission. This program runs on the embedded systems start up,
and it will be described in greater detail in a later section.
An alternative to MAVNode.js is also available to the user, whereby using the run-on
target hardware feature in Simulink, the control algorithms can be run directly on the em-
bedded system and not on an external computer. This does not re-broadcast MavLink mes-
sages to or from the network, but it does de-code data and encode control commands on
the embedded system itself. This means that the user can still use the easy to use Simulink
environment, but it removes any reliability in communications. This will also be discussed
in a later section.
Additional benefits of using embedded systems on board include the ability to interface
with a multitude of sensors and peripherals, normally outside the scope of APM, such as
microphones, cameras or LIDAR sensors. These can be connected via I/O ports (such as se-
rial I2C, CAN, and ADC) or through conventional computer ports, such as USB. In addition
to the MAVLink messages, the data from these sensors can also be sent via LAN for pro-
cessing on an external system, as demonstrated in Section 6.7. As the messages are already
6.3 MAVNode 155
reformatted for use on a network, it also gives the option of the vehicle being connected to
the internet.
Fig. 6.2 shows a practical layout inside a ground robot. A motor controller which con-
trols four brushed DC motors is controlled via two PWM signal cables from APM , one for
longitudinal speed and one for turning. APM is in turn connected to the Beaglebone em-
bedded computer via serial link. An interface board had to be developed, as the serial logic
level on APM is 5V, whereas on the Beaglebone it is 3.3V. The interface board which was
developed in-house uses a simple potential divider to lower the 5V transmit line from APM
to 3.3V. APM is able to read the 3.3V logic from the transmit serial line on Beaglebone, so
this connection did not need to be altered. The interface board also has a DC-DC converter
on it that is used to convert battery voltage to 5V to power the Beaglebone. Through the
Ethernet port and a Ubiquiti Wireless bridge, the Beaglebone is connected to a LAN. Fig.
6.3 shows a selection of other vehicles set up with this system.
6.3 MAVNode
As MAVLink is a protocol original designed for serial communication, a method of encod-
ing and de-coding MAVLink data packets is required for network communication. This is
achieved using MAVNode, a Node.js module which is present on all vehicles and communi-
cation devices on the network. MAVNode utilises the asynchronous, event-driven nature of
Node.js to deal with messages from multiple systems via multiple communication channels
efficiently. In addition to handling MAVLink messages generated by systems such as APM,
MAVNode exposes a modified RESTful API, to enable packets to be encoded/decoded over
HTTP.
All API interactions are handled via HTTP GET strings, so as to be directly compatible
with the MATLAB ‘urlread’ command. A typical interaction between an application and
MAVNode is shown in Figure 6.4. In this example, an application requests a data stream
from MAVNode by issuing the HTTP request shown. This requests data from System and
Component ID’s 1, since MAVNode is able to handle multiple systems. MAVNode responds
with a plain text port number, which corresponds to the User Datagram Protocol (UDP) port
over which the requested data will be sent. The application can now listen on this port for
incoming data until it no longer requires it, and then informing MAVNode to terminate the
stream.
An application can also send MAVLink messages through MAVNode by using a similar
HTTP GET string http://send/1/1/ROLL_PITCH_THRUST_SETPOINT
?&roll=1&pitch=0&thrust=0.5
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(a) Ground robot with webcam, speaker and LI-
DAR sensor (b) Quad-rotor with gyro-stabilised camera
(c) fixed-wing aircraft with under slung SLR Cam-
era
Fig. 6.3 Vehicles using ArduPilot-based network control system
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Fig. 6.4 Application requesting data stream from MAVNode
This string sends the ROLL_PITCH_THRUST_SETPOINT message to System and Compo-
nent ID 1, with the parameter values shown. For any message sent in this way, all parameter
values must be set, or the message will not be delivered. In this example message, a pitch an-
gle of 0 rad and a roll angle of 1 rad, as well as a throttle setting of 0.5 (50%), are demanded
and used to control the FBW mode on a fixed-wing aircraft.
6.4 Run-on target hardware
‘Run-on Target Hardware’ is a feature of the Simulink product that enables the user to run
a Simulink model on a piece of targeted hardware. From a model created on a host desktop
computer, Simulink will compile the model into C code and then upload this to the embed-
ded hardware over Secure Shell (SSH), where the GCC compiler on board the hardware
will compile the downloaded source code into an executable file. This executable file is
then run on the embedded computer. There are two different ways the models can be run:
deploy to hardware or external mode. Deploy to hardware simply places the executable file
in a target directory, and the user has to start the compiled Simulink model from on board
the embedded computer. The external mode automatically runs the model, but most impor-
tantly it creates a TCP/IP connection between the model on the embedded computer and the
Simulink model on the host computer. This connection gives the user the ability to observe
scopes and displays, monitor states, change variables, etc., as one would if the model were
actually being run on the host computer. External mode makes rapidly prototyping very
quick, as debugging is as simple as using Simulink normally. Once the model has been
developed and debugged it can be deployed to hardware, to be run quickly.
Shown below is a list of supported embedded computers.
• Arduino Mega 2560, Arduino Uno, and Arduino Nano
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• BeagleBoard Xm, BeagleBoard Bx, and BeagleBoard Cx
• Gumstix Overo
• LEGO MINDSTORMS NXT
• PandaBoard
• Raspberry Pi
In combination with MathWorks a blockset has been developed to interface with APM.
There are two parts: reading data from APM and sending commands to APM. This structure
is shown in Fig. 6.5. Simulink has the ability to call up a function from external C/C++
code, by using the code.ceval() function. This is used to call up functions from MAVLink
libraries and the serial port libraries that allow data to be sent and received over the serial
port. A serial initialisation block uses external C code to set up a particular serial port on
the embedded system, and it returns the port’s handle, which is used by the serial read and
write blocks. The serial read block reads all the packets of data that are sent from APM.
Each packet may contain multiple different MAVLink messages and possibly not an entire
message, as that may be sent in the next packet. These packets are sent to the MAVLink
de-code block, which uses MAVLink de-code functions from the MAVLink libraries which
have been included to reconstruct the packets into MAVLink messages. These messages are
in a data structure, and they can be separated into individual data, for example pitch and roll
angle of the vehicle, from the attitude MAVLink message.
Sending commands to APM works in a similar way but in reverse. As there are multi-
ple relevant control messages which depend on the application, for example roll and pitch
commands, by using the state flow product different messages can be sent at the appropri-
ate moment. Pertinent data are passed into the relevant encoding function; for example,
"mavlink_msg_roll_pitch_yaw_thrust_setpoint_pack() is the function responsible
for converting roll and pitch angle commands for either fixed- or rotary-wing aircraft to a
MAVLink message. This properly formatted message is then sent to the serial write block,
which in turn sends it to APM.
The obvious advantage of using run-on target hardware as opposed to MAVNode is that
it does not require reliable communications to ensure data integrity. The only way to record
data by default is to run in external mode and record data in MATLAB itself, which does re-
quire a reliable communications link. To ensure reliable data recording without a downlink,
a method was created to write any data the user needs to a file on board the embedded sys-
tem. By writing a simple C function that uses the file creation abilities and fprintf from the
C library iostream, data can be written to a text file. This function is called up by Simulink
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Fig. 6.5 Internal structure of Simulink APM blockset
using code.ceval() once again. There will be inherent latency in the MAVNode system, as
all data and commands are sent over a LAN. As there is a direct serial connection between
APM and the user’s Simulink code, the quality of any control schemes will be higher. More
importantly this will enable low-level control schemes to be tested, whereas due to latency
issues this is not possible with the MAVNode method.
6.5 Network architecture
The most generic and reconfigurable part of the system is network architecture. Depending
on the range and bandwidth required, different implementations of Wi-Fi communications
can be used. For short-range testing, such as within a single room, a generic wireless router
can be used as the gateway and wireless access point, with small-scale USB WiFi adaptors
used aboard the vehicles. This is sufficient to provide full 150 Mbit/s network capability,
with the additional benefit of the minimal payload increase.
For long- range testing, such as when using aircraft outdoors, more specialised equip-
ment is required. After experimentation with multiple COTS Wi-Fi systems, the airMAX
range of equipment from Ubiquiti Networks was found to be the most practical solution,
offering long-range, high-integrity communications wireless communications.
To avoid adding additional complexity, airMAX devices connect directly to an Ethernet
port on the embedded system and operate as a wireless bridge. As the Wi-Fi configuration is
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Fig. 6.6 Example network layout
dealt with by the device, no additional drivers or software are required, allowing the devices
to be both plug-and-play and interchangeable. For example, the airMAX PicoStation is
small, has an omni-directional antenna and offers full bandwidth Wi-Fi up to 300m range,
making it suitable for use on board an aircraft. The airMAX Nano station is larger and is
restricted by its 60◦ sector antenna; however, it offers greater range and bandwidth options,
making it useful as the connection point on the ground. When used together this set-up
provides a very reliable connection.
An example network configuration is shown in Fig. 6.6, where a network is based around
a gateway router. Two GCSs are connected to the gateway, one of which monitors vehicles
through mission planner software, while the other runs the high-level control algorithms for
vehicle control. An airMAX NanoStation is connected to the gateway through an Ethernet
cable and communicates with a ground robot and a fixed-wing aircraft via airMAX PicoSta-
tions on each vehicle. A short-range quad-rotor is also connected via a USB Wi-Fi dongle
directly to the wireless router.
Many networking devices support additional features useful for research, such as the
ability to extend the wireless network beyond the range of a single access point, for example
Wireless Distributed Service (WDS) and mesh networks. Provided that a communication
route can be established, it is possible to send a message to a device that is beyond Wi-Fi
range by ‘bouncing’ the signal off one that is closer. For example, a series of ground robots
stationed a few hundreds metres apart would allow the furthest robot to communicate with
the GCS, despite being well beyond Wi-Fi range. The downside to this approach is added
latency, as each re-direction requires additional processing. A detailed summary of mesh
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networking is shown in (Akyildiz and Wang, 2005).
An additional benefit of using Wi-Fi is that the MavLink data packages only constitute
a tiny percentage of the total available bandwidth. This allows other data, such as video
footage or sensor readings, to be sent back to the ground station, or data from the ground
station to be sent to a vehicle. If the GCS is given access to the internet, this connection can
be shared throughout the network, bringing a number of new possibilities such as streaming
webcam footage, gaining live updates on predicted weather data or even remote-controlling
vehicles from an extreme range. If the entire network is outside and there is no locally
wired internet connection, a mobile network 3G/4G dongle could be attached to any device,
to enable web access for the whole network from cell towers. Rather than the GCS providing
internet to the attached vehicles, the vehicles equipped with mobile broadband can be used
to provide internet to the GCS.
6.6 Software in the loop
Due to the inherent risks in testing novel algorithms on vehicles, it is important to verify
code functionality before performing real-world testing. Risk can be significantly reduced
by putting algorithms through SIL testing before real-world testing, which enables system-
atic debugging to occur. SIL testing allows flaws in software implementation to be resolved.
Eventual real-world testing should then validate the system’s capabilities, by only testing
the functionality of the communications system at range and the systems ability to handle
real-world interference such as weather conditions.
This SIL method of testing is easy to implement when using the chosen system arrange-
ment, especially when using APM. In addition to being open source, it is possible to build
the ArduPilot autopilot code to run on a conventional desktop computer running Linux. By
interfacing this software-only ArduPilot with a simulated environment, it is possible to have
any control strategy tested on a virtual vehicle beforehand.
The simulation software chosen for testing fixed-wing platforms is X-Plane, which is a
flight simulator with a plethora of different aircraft that can be flown. It works off a aircraft
dynamics model which is based on blade element theory, meaning the aircraft will have
representative dynamics through the whole flight envelope. This program is used throughout
industry for simulations, as its output and inputs can be manipulated through plugins, which
means it can interface with other programs and devices. Many accurate aircraft models can
be downloaded, and they can also be tweaked or whole new planes designed from within
the program. This makes the program very flexible: “XPlane has received FAA certification
as a training simulator when used with certain hardware configurations because of its high
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fidelity simulation of flight model and visualization" (Craighead et al., 2007), which is why
it can be used to test and validate algorithms.
To interface with X-Plane in a seamless fashion, using the same Simulink block set as the
MAVNode method, a testing environment was needed. There are five parts to this software
testing environment: the high-level control algorithm in MATLAB/Simulink, MAVNode,
desktop build of APM, an X-Plane plugin and the X-Plane simulation environment itself. A
flow diagram showing the layout of the SIL testing environment is shown in Fig. 6.7.
The desktop build of APM was developed by the open source APM developer commu-
nity, in order to help them test new code quickly before conducting flight tests. It still runs
the same code but this time as a native executable on a PC, and it also uses some C++ tricks
to emulate the hardware of an APM board at the register level, so the key low-level hardware
drivers (such as the ADC, gyros, accelerometers and GPS) all run in the same way that they
would run in a real flight. This means that it will be a very accurate representation of how
APM will behave in actual flight tests.
The high-level control algorithms are run in exactly the same manner as before, but all
other parts are run on the same computer. MAVNode needs to be run in a Linux environ-
ment, as it was designed to operate on embedded systems running Linux. As most people
run a windows version of Simulink, to operate MAVNode on the same computer, Ubuntu is
run on Virtual Box, which is installed on an existing host operating system as an applica-
tion; this host application allows additional guest operating systems, each known as a Guest
OS, to be loaded and run, each with its own virtual environment. In the exact same way as
described previously, Simulink communicates with MAVNode via UDP, in order to receive
aircraft data, and commands are sent via HTTP GET strings. As Virtual Box sets up its own
virtual network adapter on the host OS (windows), the IP address used to communicate is
simply a local host (127.0.0.1).
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MAVNode connects to the SIL build of APM over a TCP/IP that simulates the serial
connection that is normally present between MAVNode and APM when MAVNode is run
on an embedded system.
APM receives fake sensor data and sends direct control signals to X-Plane via another
UDP connection using an in-house developed plugin coded in C++. As X-Plane was also
designed to be used as a simulation environment as well as a flight simulator, all aircraft data
and the ability to control the aircraft are exposed to the user through plugins. Data references
or "DataRefs" are the way a plugin reads X-Plane’s internal variables. Datarefs are identified
by verbose string names; for example, sim/flightmodel/position/latitude would be
how the aircraft’s current latitude is read.
The plugin is also designed to work without APM, whereby data can be read and com-
mands sent over HTTPS requests in a similar fashion to MAVNode. This is important,
because only simulations on model-sized fixed-wing aircraft are appropriate for use with
APM. For simulations requiring full-sized aircraft, this direct link makes this possible. An
inner loop control can be implemented by the user and direct control commands sent to
X-Plane. As many of the aircraft in X-Plane have their own autopilots by using the correct
data references, the aircraft can be controlled through their own autopilots, if necessary.
6.7 Use examples
As a demonstration of the system, a few example uses are now presented. Two uses, using
MAVNode, show how the vehicles are controlled from Simulink from the ground, while the
final example uses run-on target hardware where a few simple control algorithms are run on
the embedded computer.
6.7.1 MAVNode quad-rotor visual tracking
As a demonstration of the capabilities of this system, an image processing algorithm was
developed in which the quad-rotor visually tracks a moving ground vehicle. The intention
of the demonstration was to produce similar results to (Lee et al., 2012), albeit using off-
board processing, an alternative helipad detection algorithm and with a moving target on the
ground.
Using the network connection, a video image from the quad-rotor was transmitted to
a ground station for processing, before commands were relayed back via MAVLink. The
ground vehicle moved independently, and a helipad symbol was displayed on its roof for the
quad-rotor to track. This was intended to represent a scenario such as a helicopter landing
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Fig. 6.8 Colour space reduction and template matching
on a moving ship, where the general coordinates are known via GPS and the precision
navigation can be achieved through visual means.
As the task was to locate and manoeuvre the aircraft to remain above the helipad (al-
though the landing stage was not considered for this demonstration), the process needed to
be both robust and obtainable quickly enough for real-time control.
The main disadvantage of this approach is that it limits helipad detection to only oc-
curring directly within the field of view below the aircraft. Therefore, prior knowledge of
the helipad’s location, such as a rough GPS position, is required for the aircraft to be in
right place for detection to occur. However, the downward view allows for a great reduc-
tion in complexity in the detection process itself. If the aircraft only achieves small angles
in roll and pitch, or if the camera itself is stabilised via a gimbal to look downwards, no
reverse affine or perspective transformation is required. Therefore, the helipad will appear
as a shape on a plane, and two-dimensional template matching can be employed. As the
height of the quad-rotor and its orientation compared to the helipad will vary, the template
recognition algorithm must be scale-, rotation- and translation-invariant. This is known as
‘invariant object recognition’ (IOR).
In most algorithms, the level of data present in the template will indicate the amount
of data required in the captured image. As helipads are traditionally a single bright colour,
a simple binary image of a letter H is sufficient, provided that the dimensions are correct.
Therefore, a reduction in colour space was determined to have little effect on the recognis-
ability of the helipad, and so an initial binarisation was employed, to simplify the problem.
The template-matching algorithm used to detect the helipad is based on the work un-
dertaken in (Kim and de Araï£¡jo, 2007), known as the Ciratefi technique. The original
algorithm is designed to work on grey-scale images and is capable of detecting template
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Fig. 6.9 Circular and radial sampling filters
matches in very busy images, in far less time than other techniques. However, although the
technique is extremely robust, it can take many seconds for a single image to process. As
the technique is designed to work in very cluttered and complex images, it was determined
that simplifications could be made, to enable the software to run fast enough for real-time
vehicle tracking. In order to achieve this aim, the technique must be separated into its three
constituent parts, namely a circular sampling filter, a radial sampling filter and a final brute
force template matcher. More information on this method can be found in (Coombes et al.,
2014).
When detecting a helipad of 0.25m by 0.25m, using a 640x480 pixel video stream, the
detection algorithm was able to detect the helipad consistently up to a height of 10m.
During this time, the average processing time per frame was 0.0918 seconds, giving
around ten frames per second, which was found to be adequate for accurate position holding.
Obviously, this method is highly affected by the amount of brightly coloured objects
on screen. Therefore, when operating over a highly cluttered environment, it was found
that the maximum processing time per frame was 0.326 seconds. This was still felt to be
sufficiently fast for providing waypoint updates, as detailed below. For scenarios in which
there is likely to be a lot of clutter in the image, a different thresholding algorithm may be
applied, for example one dependent more on the hue of the pixels than their intensity.
To get the quad-rotor to follow a helipad on top of a ground robot, the relative position
of the helipad from the quad-rotor is used with the position hold controller on APM. The
outer loop position hold function is sent the robot’s latitude and longitude as a hold position
at 5 Hz via the MISSION_ITEM MAVLink message. This example is employed to show how
quick and easy it is to prototype complex functions using the MATLAB/Simulink and any
of the native functions of the autopilot. Compared to the system in (Lee et al., 2012), where
they do a similar visual tracking task, as the inner and outer control is performed by the
autopilot, the development and testing time will be much shorter.
The location of the helipad in the image can be used to approximate the actual position
of the helipad relative to the quad-rotor in metres. After the coordinates of the helipad were
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Fig. 6.10 Ground robot and quad-rotor’s paths
visually estimated, they were converted from a local coordinate system into global GPS
coordinates using an inverse haversine conversion, which is shown in Appendix D.
Shown in Fig. 6.10 is the 25x20m rectangular path of the ground robot and the path of
the tracking quad-rotor.
6.7.2 Fixed-wing using MAVNode
The platform chosen for the initial fixed-wing experiments is a WOT4 model aircraft. The
WOT4 is an inexpensive option for initial flight tests, and it is large enough to carry APM
but small enough to keep risk at an acceptable level during the initial flight testing. It is
made from expanded poly olefin (EPO) foam, which is extremely strong, durable and very
light. The WOT4 is capable of carrying a 500g payload and would be capable of carrying a
camera and video transmitter equipment. APM is easily able to fit inside the fuselage, being
close to the centre of gravity of the aircraft and away from the airflow to minimise drag. A
pitot static probe and a sensor are mounted halfway along the wing, out of prop wash, to
measure the airspeed of the aircraft. The WOT4 is shown in Fig. 6.11.
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Fig. 6.11 WOT4 testing aircraft
For SIL testing, an X-Plane model of the WOT4 was developed so algorithms could be
tested on a representative model. The model was developed using X-Plane’s plane maker,
using the aircraft’s dimensions, power and wing cross-section, to give an approximate rep-
resentation thereof. A graphical representation of the model can be seen in Fig. 6.12.
To test the functionality of the full system from SIL to real-world testing, step tests are
performed as well as tests on speed hold and altitude hold controllers. Finally, a simple PID
waypoint tracking algorithm is performed.
Using the MAVLink Simulink blocks, aircraft state information can be read, while roll,
pitch angle, rudder and throttle commands can be sent to and from APM. Speed, altitude
hold and waypoint tracking are also programmed in Simulink.
Illustrated in Fig. 6.13 is the step response of the WOT4 during a roll, in SIL and in the
real world. From flying straight and level, a 60◦ roll angle is commanded, then a -60 ◦ angle
is commanded. This simple test shows the fundamentals of system functioning, including
APM inner loop control, MAVLink and communications downlink functionality.
To demonstrate the ability of Simulink to perform outer loop control, both speed hold
and heading hold controllers are tested. Also, they are needed for more advanced outer loop
controls. Both are based on simple PID controllers, where speed is controlled by pitch angle
and heading is controlled by roll angle. Once again, this was put through the whole devel-
opment cycle. Fig. 6.14 shows the aircraft responding to step commands in airspeed. Fig.
6.15 shows the aircraft responding to step commands in heading. As good data integrity and
168 Simulation & Flight Test System Design
Fig. 6.12 X-Plane RC plane model of WOT4
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Fig. 6.14 Step response for heading hold controller for the WOT4, in SIL and the real world
speed are important in off-board control, these tests show that communication and Simulink
are capable in this respect.
A simple PID waypoint tracking algorithm was implemented in Simulink, to make an
aircraft fly around user-defined waypoints. It uses the haversigne formula (Bell et al., 2011)
to calculate the heading between the aircraft and waypoint’s latitude and longitude.
This bearing is then used as the heading command to make the aircraft fly directly to-
wards the next waypoint. The aircraft is flown around a square circuit at 200m above the
ground and at 15 m/s. Fig. 6.16 shows the 2D path flown by the WOT4 in SIL and in
real-world testing. It is in this flight test that the greatest difference between the simulated
WOT4 and the real WOT4 is observed, but the simulated tests proved that the algorithms
worked successfully.
6.7.3 Run on target hardware on a fixed-wing aircraft
To demonstrate the functionality of Simulink’s run-on target hardware capability, a high-
level control algorithm will be run on the embedded system of a fixed-wing aircraft. A
flying wing fixed-wing platform will be used in these tests instead of the WOT-4, because
a flying wing has no undercarriage so can be hand-launched, it requires very little area to
land in, it is much more robust and resistant to damage and it has a greater payload. Using
a flying wing aircraft also demonstrates the great flexibility of APM, as it is capable of
controlling a number of different fixed-wing aircraft configurations. In this case we use a
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Fig. 6.17 X8 flying wing test aircraft
flying wing which only has three controls, two elevons and a motor. This is as opposed to
the WOT 4, which has elevators, ailerons, a rudder and a motor. The fixed-wing platform
is a COTS remote-controlled aircraft called the ‘X8’, which is shown in Fig. 6.17. The
hardware on board is exactly the same as the quad-rotor and ground robot shown earlier,
and its internal layout is shown in Fig. 6.18. The embedded system used in this instance
is the Raspberry Pi, as run-on target hardware is compatible with the Pi. This will be the
platform of choice for testing the forced landing algorithms in a later chapter.
For this test the embedded system will command two different functions of the autopilot:
the roll and pitch angle commands, as shown on the WOT4, and commanding the aircraft to
fly to defined waypoints using the guided mode. The goal is to get the aircraft to fly a holding
pattern using both these modes. A holding pattern for instrument flight rules IFR aircraft
is usually a racetrack pattern based on a holding fix, as shown in Fig. 6.19. It consists of
two turns connected with two straight segments to form a racetrack pattern. The start of
each turn is at a specific location relative to the holding fix, and the turns are performed at
a particular bank angle. How this trajectory is flown will have a similar control structure to
the trajectories defined in the chapter ‘Extended Reachability Analysis’, which is why this
scenario is chosen here.
The aircraft must first join the holding pattern, and so a command is sent to the autopilot
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Fig. 6.18 X8 flying wing test aircraft internal electronics
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Fig. 6.19 Holding pattern definition, to be flown
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Fig. 6.20 Heading hold controller step test
to change to the guided mode and fly at the holding fix, which has a predetermined latitude
and longitude and is also sent to the autopilot. Once the aircraft is within 20m of the holding
fix, a 180-degree turn is commanded. A proportional and integral heading controller is
designed to perform turns by controlling the aircraft’s roll angle, which will turn it at the
desired rate. Once the turn is performed, a new guided mode command will be sent to the
start of the next turn. Once again, when the aircraft is within 20m of the waypoint, the final
turn is performed. The pattern can now be repeated multiple times.
The PI heading controller uses headings from the attitude MAVLink message as a feed-
back to command a particular heading. The roll angle demand from the PI controller is sent
to APM via a ROLL_PITCH_THRUST_SETPOINT message. APM will use its own control
strategy to control the aircraft’s roll angle while altering pitch angle to maintain a particular
airspeed. A step test is performed to confirm its performance. Every six seconds the aircraft
turns between 50◦ and 230◦, which is shown in Fig. 6.20. Bank angle saturation is 50◦,
which at an airspeed of 16 m/s makes for a turn rate of around 30◦/s – as measured from
the graph.
The pattern was flown twice by the X8, the path for which can be seen in Fig. 6.21. At
the time of flight the wind, as calculated by APM, was from 260◦ at 6 m/s. As the holding
pattern was 30◦ off alignment with the wind, the upwind turn is elongated. By the time it
reaches the necessary 50◦ heading, the next guided waypoint has nearly been reached. The
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Fig. 6.21 X8 aircraft’s path flying a holding pattern
111
heading and roll angles of the aircraft can be seen in Fig. 6.22, which shows which parts of
the flight are commanded by the heading controller or the APM’s guided mode.
As all the data were able to be recorded on the Raspberry Pi, this removed the need for
a reliable communications downlink. This meant that by using deploy-to-target hardware,
and by running the executable created on starting up the Raspberry Pi, no ground station
was even needed for any of the flight tests. As the current control mode of APM can be
monitored, which means that the mission can be externally triggered by the pilot from the
transmitter by switching APM into the correct mode. The pilot can cancel the mission in
the same way, and then return to a normal flight mode. This can all be easily handled by a
mode input into Simulinks state flow. From an operation, testing and safety point of view
this is by far the most effective method, so it will be used for the practical testing on the
forced landing outlined in a later chapter.
6.8 Summary
To enable simulation, and flight tests to be conducted on the algorithms developed in this
thesis, a system has been developed that enables high level control algorithms to be quickly
developed and tested. This system is also designed be capable of more general autonomous
vehicles research as well.
As each vehicle is network enabled, any device on the network can read data or send
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Fig. 6.22 X8’s heading and roll angle around the holding pattern, flown twice
commands. The systems enables algorithms developed in MATLAB/Simulink to be sim-
ulated in a synthetic environment and then, with no alteration to the code, be transferred
seamlessly to real-life practical testing on an aircraft.
By using COTS components, the system is cheap and easy to integrate into a range of
vehicles. As APM is well developed and extremely robust, using the system makes real
world testing easier, quicker and safer.
The flexibility of the system is demonstrated in two example uses showing two different
methods of using off-board and on-board control using MATLAB and Simulink. These
showed good performance and demonstrated all the aims of the system were achieved.

Chapter 7
Numerical Simulation
In this chapter the X-Plane simulation environment is used to assess the main algorithms
developed in Chapters 3 and 4. As described in Section 6.6 in the previous chapter, X-Plane
is a highly realistic and accurate simulation environment, which is used for commercial
flight training. This assessment is performed on the algorithms in order to validate them,
show where some of the errors lie and determine if the assumptions made are acceptable.
The aim is also to show experimental methods that can be used to help acquire more accurate
glide performance measures. The Hudson River crash will be used as a forced landing case
study.
7.1 Glide Performance
As explained in Section 3.1.6, the parameters of an aircraft are not always known and may
need to be obtained experimentally. In this section a Cessna 172 (C-172) is used as an
example aircraft. This is used as opposed to the previous C-182, because X-Plane has a
well established flight model for the C-172, and not the C-182. As the C-172 is a common
aircraft it’s parameters are published in a number of locations for example (Roskam and
Lan, 1997). However in order to show that the glide performance equations from Chapter 3
are valid, a virtual flight test is performed to find the C-172 holograph and from that, it’sCdo
and k parameters can be determined and compared to those published. Also by comparing
these numbers this can also validate X-Plane’s model as having a high enough fidelity for
the further trochoidal flight path simulations done later in this chapter. This virtual flight
test is performed by flying the X-Plane model at a range of roll angles at zero throttle while
maintaining a range of airspeeds and recording vertical sink.
As shown in Section 6.6, X-Plane is able to interface directly with Simulink. All data
can be read, and control commands can be sent to fully control an aircraft. Fig. 7.2 shows
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Fig. 7.1 Cessna-172 in X-Plane
a simple block diagram representation of how Simulink interfaces with X-Plane. Simple
PID controllers have been implemented, in order to control roll, speed and side slip. The
Simulink X-Plane interface has the ability to reset the aircraft’s position, which makes run-
ning the simulation for a number of demanded speeds, roll angles or any other parameters
quite easy.
7.1.1 Straight-line glide performance
The basic straight-line hodograph for the C-172 needs to be found. The simulator will be
run 84 times for airspeeds ranging from 70 m/s to 28 m/s (which is below the aircraft’s stall
speed) in increments of 0.5 m/s to get a fine and well-defined hodograph.
The aircraft is initialised at 1500m, the throttle is set to zero and the propeller is feath-
ered. The roll controller commands a roll angle of zero and controls the aircraft’s ailerons to
keep it level, while the side slip controller uses the rudder to keep the side slip of the aircraft
to zero (not so relevant for straight-line glide, but in a turn makes the turn coordinated).
The speed controller uses the elevator to control the aircraft’s airspeed to the commanded
speed. The aircraft glides from the initial height of 1500m to 1200m, giving its airspeed
time to settle, and at this point the aircraft’s vertical speed is recorded. The aircraft is reset
to 1500m and the demanded speed is decreased by 0.5 m/s.
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Fig. 7.2 Block diagram for X-Plane data reading, recording and control
The final hodograph is shown in Fig. 7.3. Its shape follows closely with what was
predicted from the equations set out in Chapter 3, namely a very high vertical sink at high
airspeeds, where the sink gets lower at lower airspeeds but at very low airspeeds starts to
trend back up. Unfortunately very little of the bottom end of the hodograph can be captured,
as it reached its stall speed first. The C-172 does not have that much control power and it
has a very gentile stall, so even at full control deflection airspeed did not fall below 29 m/s.
The key airspeeds and performance figures can now be found. It is clearly evident from
the hodograph that the speed for minimum sink Vmins is 30.5 m/s at a vertical sink of 2.6
m/s. By plotting V/Vs, which is its glide ratio, against V the best glide speed can be found.
This plot is shown in Fig. 7.4. In this case the best glide speed is at 37 m/s at a glide ratio
of 13.09.
The shape does conform approximately to the predicted curve. By fitting the curve to
Eq. (3.12) this can show how close the simulation is to the predicted glide performance.
This is shown in Fig. 7.5. The fitted values of the constants A and B are 3.01e-5 and 46.69,
respectively. The fit is quite good, with an R-square goodness of fit value of 0.9957 where
1 is a perfect fit. R-square measures how successful the fit is, in explaining the variation of
the data. Put another way, R-square is the square of the correlation between the values and
the predicted values. In Fig. 7.6 the error between the fitted curve and the actual curve is
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Fig. 7.3 Experimentally determined hodograph of a C-172 at 950kg
25 30 35 40 45 50 55 60 65 70
6
7
8
9
10
11
12
13
14
Airspeed (m/s)
Gl
id
e R
at
io
Maximum Glide ratio
Best glide speed
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Fig. 7.5 X-Plane hodograph compared to a fitted curve using vertical sink from the aircraft
parameter equation
shown (the greatest error is 0.3 m/s of sink).
By substituting the calculated values of A and B into Eqs. (3.13) and (3.14) Cdo is
calculated to be 0.0283 and k is 0.0497. For comparison the the published figures are 0.0281
for Cdo and 0.0552 for k. The fit is excellent for Cdo with only 0.35% error, and quite
good for k with 10% error. This shows that X-Plane models all the non-linear factors that
determine an aircraft’s glide performance, and that the equations in Chapter 3 predict the
glide performance of an aircraft well.
The small inaccuracies in k as calculated from the fitted A and B constants are due to
the fact that the lower part of the drag curve could not be found, as the aircraft’s stall speed
was hit first. Other errors will be from unmodelled drag such as trim drag or an imperfectly
parabolic drag polar. As X-Plane uses blade element theory to calculate the lift and induced
drag of the aircraft, it is likely the drag polar was not perfectly parabolic, though it does
seem quite close. However, this error is low at around Vio.
7.1.2 Straight-line glide at different weights
As discussed in Section 3.1.6, once an experimental hodograph is known for a single aircraft
weight, the key glide performance parameters can be calculated for any weight for the same
aircraft. This section aims to show the accuracy of these calculations. As these equations are
based on the derived glide performance equations, they are based on the same assumptions.
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Fig. 7.6 Errors between the predicted and actual hodograph for the C-172 at 950kg
By showing the accuracy of these equations this will also go some way to validating the
glide performance equations that they are based upon.
Using a similar method as the previous section the C-172 was glided at a range of air-
speeds to obtain its hodograph. However, this time the mass of the Cessna was increased
to its (MTOW) maximum take-off weight of 1156kg, then decreased to its empty weight of
743kg. These hodographs are compared to the nominal straight-line gliding C-172 at 950kg
in Fig. 7.7.
It can be seen that the lighter aircraft has the lowest minimum sink and a greater vertical
sink at higher airspeeds. This is the opposite for heavier aircraft – a trend predicted in Fig.
3.11 from Section 3.1.6.
The equations in Section 3.1.6 predict that the glide ratio is constant at any weight and
that the best glide speed will increase or decrease proportionally to the square route of the
weight ratio from Eq. (3.43). The best glide speeds and glide ratio at these speeds can be
found in Fig. 7.8, where the glide ratio is plotted against airspeed for the three different
weights.
It is clear that the glide ratio does not change across different aircraft weights. Table 7.1
shows that Eq. (3.43) very accurately predicts the new best glide speed from the experimen-
tally determined one.
7.1.3 Straight-line glide for a fixed pitch prop
It has been assumed thus far that the propeller does not contribute to the drag of the aircraft.
With a variable pitch propeller this is a fair assumption, but when an aircraft has a fixed
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Fig. 7.7 Hodographs for a C-172 at three different weights
Table 7.1 Actual vs. predicted glide performance for a lighter and heaver C-172
Parameter Actual 743 kg Predicted 743 kg Actual 1156 kg Predicted 1156 kg
γmax 13.05 13.09 13.09 13.09
Vio 33 m/s 32.72 m/s 41 m/s 40.8 m/s
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Fig. 7.8 Glide ratios for a range of airspeeds for a C-172 at three different weights
pitch propeller it can not feather the propeller to help lower or stop drag. This section
shows how dramatically a windmilling propeller can degrade the performance of gliding
sink calculations.
In a simulation similar to Section 7.1.1, the hodograph for a C-172 with a fixed pitch
propeller at 950kg is obtained. It is compared to the hodograph of the variable pitched
propelled C-172 from Section 7.1.1, which is shown in Fig. 7.9.
It can be seen clearly that the fixed pitched propeller aircraft has a higher amount of
sink across the full range of airspeeds. This is due to the higher amount of drag from the
windmilling propeller. It does not appear to be a constant amount of extra profile drag across
the airspeed range. At higher airspeeds the difference in sink is greater, and below 37 m/s
there is a drop off in the sink of the fixed pitch aircraft. This curious hodograph shape can
be explained by the variable drag produced by the propeller at different propeller RPMs.
Fig. 7.10 shows that at higher airspeeds the RPM of the fixed pitch prop is higher, thereby
explaining the greater difference in sink at these airspeed levels. It also shows that there is a
significant drop off in propeller RPM below 37 m/s, explaining why the difference between
hodographs is very small under this airspeed. There is still a small difference in sink at
these low airspeeds; for example, at 30 m/s the difference in sink is 0.2 m/s, because even
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Fig. 7.9 Hodographs of the same C-172 with a feathered variable pitch propeller compared
to the fixed pitch version
though the fixed pitch prop has stopped, it still presents a larger wetted area to the oncoming
airflow, as the blade will be more oblique to the flow than the more angled variable pitch
propellers will be.
This does not help our prediction of aircraft glide performance but aims to show other
sources of error in glide performance calculations. It is a very interesting point to note that
stopping a prop by flying at a low airspeed, in order to reduce drag, is a legitimate and
clearly effective technique. The decision to do so could be added to the decision maker.
7.1.4 Glide performance in turns
Section 3.1.4 predicts that in a turn an aircraft will have higher sink. The hodographs for a
range of roll angles will be experimentally determined and fitted to a surface as predicted
by Eq. (3.41). If there is a good fit, the equation is valid and can be used to predict glide
performance in a turn from the straight-line glide hodograph. More importantly it will mean
that they can be used to accurately calculate the height loss in the turning portion of flight.
The same C-172 was flown the same way as before; however, in this case the aircraft
was put into a coordinated turn for a range of roll angles and a hodograph was recorded for
each roll angle. The roll angles were 10◦, 20◦, 30◦, 35◦, 40◦, 45◦, 50◦, 55◦ and 60◦. As
normal loading on the aircraft will be very low at low angles of roll, there will be only a
small difference in hodographs, i.e. the increments will only be 10◦. However, after 30◦ the
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Fig. 7.10 Windmilling propeller RPM at a range of airspeeds for a gliding Cessna 172
increments are decreased to 5◦, as the influence from higher normal loading will be much
greater above this point. The turn is commanded by setting the φre f (previously zero) to the
relevant roll angle for that run. The side slip controller coordinates the turn. The hodographs
are shown in Fig. 7.11.
It can be seen that the sink increases in a turn as well as the speed for minimum sink.
Unfortunately, because stall speed increases in the turn, the lower speed parts of the hodo-
graph were still not obtainable. The hodographs are fitted to the surfaceVs= f (V,φ), where
f (V,φ) is Eq. (3.41) and the same A and B values are used from the straight-line glide fit.
This fitted surface is shown in Fig. 7.12
The fit captures the shape of the experimentally determined hodographs well, with an R-
Squared goodness of fit of 0.9936. Fig. 7.13 shows the error between each experimentally
determined point and the predicted fit surface (represented as a plane at zero on the z axis).
It can be seen that the maximum error is around -0.8 m/s at high airspeeds and at a roll angle
of 60◦ . Most of the errors are in the lower and higher airspeed range, because of the higher
trim drag at low speeds and deviation from a parabolic drag polar in induced drag being
amplified due to the induced drag’s greater influence at higher airspeeds.
However, these parts of the hodographs are mostly irrelevant, as the aircraft will be
flying at Vio. Table 7.2 shows the error in the vertical sink of the aircraft at Vio, in that for
this airspeed the error is very small whereby the maximum is at 45◦ at 0.304 m/s. The stall
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Fig. 7.13 Errors between the predicted surface and actual turn hodographs
speed of the aircraft is above Vio for roll angles above 45◦. These errors are low enough to
justify using Eq. (3.41) to calculate turn performance from an experimentally determined
level glide hodograph.
Table 7.2 Error in Vsioφ from the fitted surface for each roll angle for a C-172 gliding at 37
m/s (Vio)
Roll angle Error in Vsioφ
0◦ 0.04 m/s
10◦ 0.04884 m/s
20◦ 0.067 m/s
30◦ 0.097 m/s
35◦ 0.17 m/s
40◦ 0.23 m/s
45◦ 0.304 m/s
50◦ Stall above Vio
55◦ Stall above Vio
60◦ Stall above Vio
The main glide performance figures obtained experimentally for the C-172 at 950kg are
shown in Table 7.3. Some of these will be used in the next section, in order to perform
height loss predictions.
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7.2 Minimum height loss path simulation
It is all very well comparing simulations to equations in an equilibrium state and at a con-
stant airspeed and roll angle, but this is not a completely accurate depiction of what happens
with a manoeuvring aircraft in a forced landing scenario.
The minimum height loss paths defined in Chapter 4 will be flown in the X-Plane flight
simulator, and the height loss and distance travelled will be compared to predictions in wind
and nil wind conditions, to show whether or not the predictions are accurate enough and
also to ascertain if the assumptions of a constant airspeed and instantaneous roll rate are
acceptable.
X-Plane will be controlled in a similar way as in the previous section, but the demanded
roll angle is commanded by a heading hold controller. The heading is set by Simulink’s
state flow tool, which commands an initial heading and an airspeed of Vio (37 m/s) at zero
throttle, until it has settled on that heading and speed, following which the minimum height
loss path starts to be flown. This is done by commanding a new heading which initiates
the initial turn, and then once on that heading the aircraft will conduct a straight-line glide
for a set amount of time until the second turn, where the heading of the simulated runway
is given as the heading command. If the roll angle demand from the heading controller is
saturated to the optimum roll angle 60◦, this will minimise the height loss in the turn as
discussed in Chapter 3. However Vio is below the stall speed at 60◦ roll, so a roll angle of
45◦ is used. While this makes the path less optimal, predictions based on this roll angle can
still be tested. The roll controller is aggressive, i.e a good deal of the turn is at maximum
roll rate, in order to make it as efficient and as circular as possible. The headings and time
in the glide can be entered manually or set randomly. A block diagram that depicts this is
shown in Fig. 7.14.
The start point of the initial turn (engine failure point) will be at x0 = 0,y0 = 0. ψ0 is
Table 7.3 Main glide performance figures for the C-172
Parameter Value
Vio 37 m/s
Vsio 2.825 m/s
γmax 13.09
Vmins 31 m/s
Vsmin 2.603 m/s
γms 11.9
Vsioφ at 45◦ 4.348 m/s
γ at 45◦ 7.1297
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Fig. 7.14 Block diagram for X-Plane data reading, recording and control for flying minimum
height loss paths
the initial heading command of the aircraft, the straight line glide will be at a heading of ψa,
while Γ is the demanded heading for the second turn. Fx,Fy are defined as the final points at
the end of the second turn in metres. X-Plane outputs the aircraft’s location in either latitude
and longitude or local Cartesian coordinates in metres.
A couple of example paths will be shown with and without wind, to make a compari-
son, and then a number of Monte Carlo simulations will be run for a range of turns, glide
distances and wind conditions. Next, the simulation will be run from an actual cruise flight
speed with an engine failure simulated by X-Plane itself (not just setting the throttle to zero),
which will show that conditions are more favourable in real life than in the predictions.
7.2.1 Nil wind simulation minimum height loss path comparison
First, a comparison will be made between the minimum height loss glide path in the simu-
lation to the predicted path and height loss from Chapter 4, without wind or gusting, which
will be added later, but for the moment we are interested in looking at how the transient
behaviour of the simulated aircraft affects glide predictions that are based on steady-state
assumptions. Two examples will be looked at – one for when the aircraft makes two same-
side clockwise turns with a short glide, while the second is for opposite side turns with a
longer glide.
The initial heading ψ0 for the first example is 194◦, the heading of the level glide ψa is
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nil wind example
5◦ and the final heading Γ is 160◦. The predicted path compared to the simulated path is
shown in Fig. 7.15. They are quite similar, though the turns in the simulation are wider, due
to the instantaneous roll angle assumption that as the simulated C-172 needs to roll to 45◦
its turn radius will be larger. The assumed roll angle compared to the actual roll angle of
the aircraft is shown in Fig. 7.16. As the roll controller is quite aggressive, 45◦ is attained
within 4 seconds. The overall effect of this is small, as the simulated total path length is
3730m compared to the only slightly smaller predicted path length of 3579m, which is only
a 5% error.
The most important aspect is making comparisons between the heights lost across this
path, where errors in path length and vertical sink are both sources of potential error in
height loss prediction. The height profile across time is shown in Fig. 7.17, demonstrating
that these are very similar also, capturing the greater sink in the turns and lower sink in the
glide well. It can be seen that first turn lasts slightly longer, due to its longer path length,
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Fig. 7.16 The assumed compared to the simulated roll angle of the C-172 across the glide
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Fig. 7.17 Predicted compared to the simulated altitude profile
but it also takes a few seconds to settle onto the steady state sink of the 45◦ turn. This is
due to disturbances in the airspeed as a result of changing forces on the aircraft in the turn.
Airspeed is also aggressively controlled to maintain Vio, as there is feed forward controller
to increase it’s response. However, it was impossible to maintain Vio perfectly, especially
because Vio in a 45◦ is close to stall, so the elevator trim became saturated quite quickly.
The aircraft’s airspeed across the path is shown in Fig. 7.18.
Nonetheless, the total error in height loss was only 18.01m over the entire path, which
is only a 6% error. Much of this error was not due to the transient behaviour in the turn but
was because the sink of the aircraft in the level glide was slightly higher than predicted, as
the aircraft was flying slightly slower than Vio over this part due to a steady-state error in in
airspeed. While it is only about an average of 0.1 m/s airspeed error, the small sink error
caused by this – over about 70 seconds – adds up. The main distance and height loss figures
are compared in Table 7.4.
The second nil wind example is quite similar, with a total height loss error of only 17.4m
and a total path distance error of 161m. It can be seen in Fig. 7.19 that the path is shorter
in the turns for the predicted path, thus making the total length 161m shorter. Much of this
length error is in the second turn. As both turns have a smaller radius, the glide path heading
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Fig. 7.18 Airspeed of the C-172 across the whole glide path
Table 7.4 Comparison between predicted X-Plane height loss and path distance
Parameter Predicted Actual
∆htot 304m 324m
∆hg 213m 234m
∆ha 48.4 m 37.1m
∆hb 44.8m 53.4m
∆herr 18.01m
L 3579m 3730m
Lg 2785m 2968m
La 412m 302m
Lb 381m 459m
Lerr 150m
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is slightly different to the simulation, which leads to the turn angle for the second turn being
lower. Consequently, both the smaller radius and the smaller required heading change mean
that the predicted second turn is almost 140m shorter. Distances in the level glide for both
are basically the same, but unlike the previous example, where a small error in sink built
up over time to provide most of the height loss error, here there is no such sink error, and
so the height loss error contribution from the level glide is only 2m. Fig. 7.20 shows the
altitude profiles over the whole path, while Fig. 7.21 shows a close-up of the altitude over
the second turn. It can be seen that nearly all the height loss comes from the distance error
in the second turn. This shows once again that if the glide performance of the aircraft is
known, a very good height loss prediction can be calculated despite any assumptions made.
The main distance and height loss figures are compared in Table 7.4.
Table 7.5 Comparison between predicted X-Plane height loss and path distance for second
nil wind example
Parameter Predicted Actual
∆htot 727m 745m
∆hg 672 m 674m
∆ha 29.9m 35.2m
∆hb 25.2m 35.3m
∆herr 17.4m
L 9265m 9426m
Lg 880m 878m
La 254m 295m
Lb 215m 353m
Lerr 161m
7.2.2 Simulation minimum height loss path comparison in wind
It has been shown that the minimum height loss path calculation predictions perform well
in nil wind conditions with circular turn paths, but how well do they cope with steady wind
conditions with trochoidal turn paths? Here an example glide path will be shown in simu-
lation and compared to the predicted glide path and height loss, to show the calculations’
performance in the presence of wind.
The main difference between the wind and the no wind path will be the shape of the
turn, so this will be the largest new source of error. A short glide path with two large angle
change turns will be used, as this will make any error in the new trochoidal turns much more
obvious. i.e a worst-case scenario.
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Fig. 7.21 Predicted compared to the simulated altitude profile for the second turn for the
second nil wind example
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Fig. 7.22 Predicted compared to the simulated altitude profile for the 90◦ 20kt wind example
A strong wind of 20kt from the east was chosen (β = 0.277), which, when compared
to Vio, is high. The aircraft’s initial heading is 236◦, and it then turns on to 59◦ for its level
glide and then turns on to Γ at 180◦. The path comparison is shown in Fig. 7.22. Once
again the paths are very similar, and there is a blown up section of the final turn in the figure
which shows that in the steady wind of the X-Plane simulation the turn shape is trochoidal
– as predicted. The total path distance error is 115m, most of which comes from the initial
turn which, as before, is wider.
The height loss error is similar to the nil wind paths at 20.9m, and its altitude profile can
be seen in Fig. 7.23, which is similar as well. It can be seen that most of the errors derive
from the longer initial turn and a very small difference in glide ratio along the level glide.
This small difference can be attributed to a 0.2 m/s error in predicted level ground speed,
as Vg is used to calculate height loss across this phase. The ground speed of the aircraft
along this flight path is shown in Fig. 7.24. The main distance and height loss figures are
compared in Table 7.6.
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Fig. 7.23 Predicted compared to the simulated minimum height loss path for the 90◦ 20kt
wind example
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Fig. 7.24 Predicted compared to the simulated minimum height loss path for the 90◦ 20kt
wind example
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7.2.3 Monte Carlo simulation
So far, only a few examples have been shown, and so in order to demonstrate how the height
loss prediction calculation copes with a random range of headings and glide distances, with
or without wind, a Monte Carlo simulation is run.
The aircraft has ψ0, Γ randomised uniformly between 0◦ - 360◦ and The glide distance
in the straight line glide randomised uniformly between 2000m to 20000m.
First of all, the simulation was run 95 times for nil wind conditions. A histogram of the
height loss error between the predicted minimum height loss path and the actual height lost
in the X-Plane simulation is shown in Fig. 7.25. The mean height loss error was 11.9m
with a standard deviation of 5.2m. This is a positive error, meaning that the prediction
consistently under-predicts height loss.
The distribution of the error in total path distance is shown in Fig. 7.26. It has a mean of
100.5m and a standard deviation of 51.8m, which means that the prediction is consistently
under-predicting the path length.
As seen in the previous section, as glide performance is accurately known, most of the
errors come from disparities in the path length. To show that this correlation holds over a
much larger sample size, the total path length error is plotted against the height loss error for
each simulation run, as shown in Fig. 7.27 with a very strong positive correlation. If glide
performance was not known accurately there would be a positive correlation between height
loss error and Lg; however, no correlation is shown in Fig. 7.28, meaning that in this case
glide performance is known very accurately, thereby illustrating the importance of accurate
glide performance information.
It is evident that the distance error was mostly caused by the instantaneous roll angle
Table 7.6 Comparison between predicted X-Plane height loss and path distance for the 90◦
20kt wind example
Parameter Predicted Actual
∆htot 390m 411m
∆hg 305 m 312m
∆ha 50.6m 55.7m
∆hb 34.6m 43.5m
∆herr 20.9m
L 3752m 3866m
Lg 3016m 3085m
La 401m 442m
Lb 335m 340m
Lerr 115m
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Fig. 7.25 Distribution of height loss error between the Monte Carlo simulation on X-Plane
and as predicted in nil wind
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Fig. 7.26 Distribution of the total path length error between the Monte Carlo simulation on
X-Plane and as predicted in nil wind
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Fig. 7.27 Total path length error plotted against the height loss error for each simulation run
in nil wind
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Fig. 7.28 Height loss error plotted against Lg for each simulation run in nil wind
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Fig. 7.29 Predicted compared to the simulated minimum height loss path for the 90◦ 20kt
wind example
assumption. A larger total ∆ψ will mean a greater total path length error. To show this
correlation, total heading change over both turns is plotted against the total path distance
error, as highlighted in Fig. 7.29. Once again, this shows a positive correlation.
The predictions underestimate height loss, which could be dangerous because it may
mean that the calculations may determine that a landing site is reachable when it is not.
However, the error is a very small percentage compared to the total height loss along the
path. Due to the assumption that the aircraft has an engine failure at Vio, it will be shown
later that by removing this assumption this small under-prediction becomes consistently an
over-prediction, therefore actually making it conservative.
The Monte Carlo simulation was run 90 times in the same way, but this time for a strong
wind speed of 20kt from the east, in order to show that the predictions are still good for a
large range of different paths in the presence of wind. The height loss error distribution is
shown in Fig. 7.30 and has a mean of 15.6m and a standard deviation of 9.1m. The total
path length error distribution is in Fig. 7.31 with a mean of 87.5m and a standard deviation
of 36.5m. Both have a larger mean error and greater spread than nil wind, albeit still a small
overall % error. Much of this extra error is introduced from the small error in predicted
ground speed in the level glide. This error in Vg is introduced by the level glide being on a
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Fig. 7.30 Distribution of height loss error between the Monte Carlo simulation on X-Plane
and as predicted in the 90◦ 20kt wind
slightly different heading than the predicted path, due to wider turns.
So far, the wind has been completely steady and uniform, so in order to see how the pre-
dictions would handle wind gusts, a Monte Carlo simulation with 103 runs was performed
at a more reasonable wind speed of 10kt from the north with 1 m/s random wind gusts.
X-Plane makes this quite easy, as it is simply a weather option.
From the height loss distribution in Fig. 7.32 it seems that there is no real large impact
on the accuracy of the prediction. The height loss error mean is 11.47m with a standard
deviation of 8.65m
The total path length error distribution is shown in Fig. 7.33 with a mean of 106.5m and
a standard deviation of 66.74m.
The airspeed and roll controllers reject some of the disturbances, the aircraft’s airspeed
and ground speed over one of the randomised runs is shown in Fig. 7.34.
As the gusts are modelled as normally distributed, with 0 m/s as the mean and standard
deviation of 1m/s, over time the mean effect of the aircraft is zero, as predicted in Chapter
2.
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Fig. 7.31 Distribution of total path length distance error between the Monte Carlo simulation
on X-Plane and as predicted in the 90◦ 20kt wind
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Fig. 7.32 Distribution of height loss error between the Monte Carlo simulation on X-Plane
and as predicted in the 00◦ 10kt wind with 1 m/s random gusts
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Fig. 7.33 Distribution of total path length error between the Monte Carlo simulation on
X-Plane and as predicted in the 00◦ 10kt wind with 1 m/s random gusts
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Fig. 7.34 Aircraft’s airspeed and ground speed over one of the runs in the 00◦ 10kt wind
with 1 m/s random gusts
7.2.4 More realistic scenario
So far, it has been assumed that the aircraft has an engine failure while flying at a speed of
Vio; however, cruise speed is nearly always much higher. In the case of the C-172 this is
also the case. According to the pilot’s operating handbook a typical cruise speed is 120kts,
which is just over 60m/s.
In this scenario the aircraft is flown at a steady 60m/s airspeed at a constant altitude
of 1600m in nil wind, until an engine failure occurs and it flies a single random minimum
height loss path as before. X-Plane is able to simulate equipment failures, and so the engine
is set to fail randomly within a short time frame. Simulink is set to read when the engine
failure occurs, and when it does so it immediately feathers the propeller, sets the demanded
speed to Vio and commences the initial turn. While this would be impossible for a pilot to
do all these things at once, it is totally reasonable that a UAS could achieve these moves.
Fig. 7.35 shows the path flown in this more realistic scenario, and as before they are
quite similar, apart from at the start of the first turn where the turn circle is very uneven and
quite wide (seen in blown-up section in Fig. 7.35) due to the quick airspeed change shown
in Fig. 7.36. For a circular turn in nil wind the airspeed of the aircraft must be constant, but
in this case it is not. This increases the total path length error, as can be seen in Table 7.7,
where there is a 191m length error in the first corner alone. The total path length error is
199m, and as before this will contribute to the height loss calculations under-predicting.
The altitude profiles shown in Fig. 7.38 tell a different story. As the aircraft immediately
pitches up once the engine failure has been detected, in order to lower its airspeed toVio, this
is effectively exchanging its speed for height, and so in the first turn the aircraft in fact gains
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Fig. 7.36 C-172 airspeed across a minimum height loss path for nil wind for an engine
failure at cruise speed
height. This means that the height loss prediction in the first turn at 40.1m is completely
wrong, as the aircraft actually gains 34.9m. As the airspeed settles to Vio, the rest of the
altitude profile is very similar in shape but offset at a higher altitude. This makes the final
height loss error -49.3m, meaning that the prediction is now over-predicting and making it
more conservative, i.e. safer. This shows that while assuming the aircraft’s airspeed starts
at Vio is incorrect, it is a fair assumption, as it means that when an aircraft flies at a higher
speed, the calculations will safely over-predict height loss while making the calculations
much simpler.
The worst height loss error seen is 42 m in a single run of the high wind simulation. As
this error is shown to invariant with glide distance it is unlikely increase much further if the
glide performance is known accurately. For arguments sake say the worst error is 100m, this
would mean that the aircraft must gain more than 100m in a zoom climb when it slows from
cruise to best glide in order for this error to not be a concern. In this maneuver the aircraft
exchanges kinetic for potential energy from mg∆h = 12m(V
2
cruise−V 2io) the change in speed
(∆V ) needed to gain height (∆h) can be calculated below if drag is ignored.
∆V =
√
2g∆h+V 2cruise−Vcruise (7.1)
210 Numerical Simulation
0 50 100 150 200
0
5
10
15
20
25
Aircraft criuse speed (m/s)
−
∆
 
V 
to
 g
ain
 10
0m
 al
tit
ud
e
Fig. 7.37 Speed change required to gain 100m of altitude across a range of cruise speeds
The faster the aircraft is traveling in cruise, the lower its velocity change needs to be to
gain a set height, as kinetic energy has a squared velocity term. Below in Fig. 7.37 shows
the speed change required to gain 100m of altitude across a range of cruise speeds. The
C-172 has a cruise speed of approximately 60 m/s, its best glide speed is 37 m/s which is a
speed change of 23 m/s which is above the 14 m/s required from the graph to gain 100m.
For aircraft at height airspeeds the speed change required is even less, for example at the
230 m/s cruise of a A320 it only needs to lose 5 m/s to gain make up for a 100m error in
height loss calculation. This shows even with a higher than simulated height loss error, for
most reasonable aircraft could gain more height in the slow down from cruise to best glide
speed than the under prediction of the minimum height loss path.
7.3 Case study: Hudson River forced landing
The Hudson River A320 forced landing will be used here as a case study to show the im-
portance and use of reachability analysis on a real-life forced landing event. The same
techniques will be used to determine experimentally the glide performance of the A320-214
available in X-Plane. Then, using the known positions of all the possible landing locations
that could have been used, we will calculate all the minimum height loss paths from the
point of the bird strike that took both engines out. From the predicted height loss for each
path, each landing site will have its reachability and excess glide range calculated. The path
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Fig. 7.38 Predicted compared to the simulated minimum height loss altitude profile for nil
wind for an engine failure at cruise speed
Table 7.7 Comparison between predicted X-Plane height loss and path distance in nil wind
for an engine failure at cruise speed
Parameter Predicted Actual
∆htot 572m 523m
∆hg 503 m 510m
∆ha 40.1m -34.9m
∆hb 28.6m 47.7m
∆herr -49.3m
L 7178m 7374m
Lg 6594m 6486m
La 341m 532m
Lb 246m 356m
Lerr 199m
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with the greatest excess glide range will be flown in X-Plane, and its path and altitude profile
will be compared.
While in Appendix B we have performance figures for the A320-214, the aircraft used is
an X-Plane model and it is highly unlikely its glide performance will be the same as in real
life (or from those obtained from the parameters in the appendix), as much of the relevant
data are trade secrets. This is also why it must be said that this section uses this actual forced
landing as an example, not to make a comment on what the pilots should have done that day,
as the model used may differ too much anyway.
It is a slightly different scenario than has been previously examined, but it will give an
insight into different considerations that a forced landing system could face. As a large
commercial aircraft has a high best glide speed, this will make its turn radii much larger.
This is a very good example of why the more generic reachability analysis from Chapter 4
is required, as the high-key, low-key approach from the previous method would have meant
that the descent circuit would have unrealistically spanned the whole of New York.
7.3.1 Case study background
On January 15th 2008, an A320-214 suffered a double engine failure minutes after take-off
from LaGuardia airport. The almost complete loss of thrust from both engines was caused
by bird strike and the subsequent ingestion of a large flock of geese. As a result the aircraft
had to make a forced landing/ditching into the Hudson River. The pilot was heralded as a
hero for saving every life on board the aircraft.
The aircraft was cleared for take-off from runway 040 at 1524:54, but at 1527:10, during
the climb out, the captain stated, “Birds," and then thuds were heard one second later on the
voice recorder. Data on the flight data recorder indicated that both engine fans had been hit
and core RPM had stated to drop at 1527:13. Immediately thereafter, the captain tried an
engine restart followed by starting the APU, in the hope that this could be used to restart
the engines. At 1527:28 the captain instructed the first officer to get the quick reference
guide for loss of thrust on both engines. Then the captain reported this in a MAYDAY to
the Air Traffic Control (ATC), saying that he was going to turn back towards LaGuardia.
At 1527:50 the first officer started the dual-engine failure checklist. At 1528:05 ATC the
departure controller asked the captain if he wanted to try to land on runway 13 at LGA, as
it was available, and the captain responded, “We’re unable. We may end up in the Hudson."
At 1528:46, the controller stated that runway 040 at LGA was available, and the captain
responded, “I’m not sure we can make any runway. Uh, what’s over to our right, anything
in New Jersey, maybe Teterboro?" In the meantime the captain and the first officer were
desperately trying to restart either engine. At 1529:27 the departure controller then asked
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Wind 310/9kt
Fig. 7.39 Hudson River A320 flight path and alternative landing sites
the captain which runway at TEB he would like, and the captain responded, “We’re gonna
be in the Hudson." The CVR recording ended at 1530:43.7. The captain stated, “We’re
gonna brace," which was of course right before the aircraft ditched into the Hudson. The
path travelled by the A320 is shown in Fig. 7.39. The two possible landing sites circled in
red are the LaGuardia and Teterboro airports.
It was the first incident of a successful aircraft ditching which did not result in the break-
ing up of the aircraft. The pilot had to balance making the ground speed of the aircraft as
low as possible with keeping the tail of the aircraft from hitting the water first. Most im-
portant was keeping the aircraft as level as possible upon impact so as to make the engine
nacelles touch the water at exactly the same time so that it did not violently yaw in one
direction. While the pilot was helped by this being a calm river with no waves, it was still a
very impressive feat.
The series of events after the bird strike and engine failure, right up to the ditching,
shows what value a forced landing system could be to an aircraft and its pilots. With only
just under 4 minutes from engine failure to landing, the pressure and workload for the pilots
was enormous. Much time was consumed going through the checklist to determine that they
had a dual engine failure and only then trying an engine restart. The main point to take from
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these series of events was the obvious confusion about where was available to land and if
they could reach it. It would have been far better if the pilot had known at the moment of
engine failure whether or not he could have glided the aircraft back to LaGuardia Airport or
the alternative Teterboro Airport across the Hudson. Teterboro Airport has two runways –
one at 6km and the other at 7km long, both more than an adequate length to accommodate
an A320. Accounting for both landing directions would have represented eight different
alternative runways from which the pilot could have chosen.
The National Transportation Safety Board (NTSB)’s full report on the incident in (NTSB,
2010) provides pertinent data about the aircraft state the moment the birds hit both engines,
as shown in Table 7.8. Some details are not known exactly, so they are estimated from
diagrams and sparse flight data on speeds and altitudes.
Table 7.8 Pertinant aircraft state infomation at the moment of the bird strike in the Hudson
river forced landing
Parameter Value
Altitude (AGL) 3060 ft
Latitude 40.846090
Longitude -73.874088
Heading 350◦
Airspeed 214 knots
Wind 310◦ 9kt
7.3.2 A320 glide performance
In the exact same way as in Section 7.1.1, the straight-line glide hodograph for the A320-
214 X-Plane model will be experimentally determined. This is shown with the fitted curve
in Fig. 7.40, where the sink of the aircraft is recorded at airspeeds of 78 m/s to 150 m/s in
increments of 1 m/s. It can be seen that while much more of the curve has been discovered
than the C-172, the fit to Eq. (3.12) is not as good with an R-Squared value of 0.9855. This
is because the fan stages in the engines were windmilling at different RPMs at different
airspeeds, thus causing the same issue seen in section 7.1.3 with a windmilling fixed pitch
propeller. The RPM of the fan for engine one at the range of airspeeds flown is shown in
Fig. 7.41
For the same range of airspeeds the simulation was repeated for a roll angle of 45◦, in
order to find its glide performance in a turn. Once again, 45◦ is used, as a 60◦ roll angle
from a large commercial aircraft is totally unrealistic. This hodograph is shown in Fig. 7.42.
The experimentally determined glide performance numbers needed to perform reachability
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Fig. 7.40 Hodograph for the A320-214 at 150820 lb and fitted curve, with A = 1.453e− 6
and B= 535.6
analysis for this scenario are shown in Table 7.9
Table 7.9 Main glide performance figures for the X-Plane model of an A320-214
Parameter Value
Vio 113 m/s
Vsio 6.271 m/s
γmax 18.02
Vsioφ at 45◦ 9.25 m/s
7.3.3 Alternative landing site reachability analysis
The minimum height loss paths in 310◦ 9kt wind to all eight runways and the excess glide
range are calculated. All of these paths and excess glide distance can be seen in Fig. 7.43.
According to the predictions, if the aircraft reacted immediately it could have reached run-
way 13 with an anticlockwise turn with just under 3 km of excess glide range, or a clockwise
turn to land on runway 22, the reciprocal runway that they took off from, with just over 2.8
km of excess glide range. Runway 13 was the runway which ATC initially stated was clear.
An X-Plane simulation was run, in order to compare the prediction to the simulation
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Fig. 7.41 Windmilling RPM of the failed engine one of the A320-214 in X-Plane at a range
of airspeeds
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Fig. 7.42 Hodograph for the A320-214 at 150820 lb at a 45◦ roll angle
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Fig. 7.43 Reachability analysis of all eight runways available to land on
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Fig. 7.44 X-Plane model of an A320-214 making the second turn on the minimum height
loss path towards La Guardia Runway 13
and to establish if this is correct or even feasible. The reachability of runway 13 is slightly
higher, so this will be path flown.
7.3.4 X-Plane simulation
In a similar fashion to Section 7.2.4 the A320-214 model is flown in X-plane at Vio of 219kt
and altitude of 3060ft in a clean configuration.
As the aircraft flies over the southern end of New York Botanical Gardens, where the
bird strike occurs, the controllers are changed and the minimum height loss path is initiated.
X-Plane at this point simulates a double-engine failure and ramps down the thrust over a
couple of seconds. The speed controller commands the experimentally determined Vio of
113 m/s or 219kts and commences the anticlockwise turn onto the calculated heading ψa.
The aircraft flies the path as defined by the minimum height loss path with ψ0 = 350◦,
ψa = 175◦ and Γ= 135.
The actual speed was 214kt, but as this is so close to the Vio of 219kt that the initial
speed was set to Vio, this was deemed as reasonable because the error introduced from the
different performances of airspeed controllers is greater than the error introduced from a
very small 5kt difference in initial airspeed. We assume that the engines lose all thrust upon
bird ingestion, whereas in the real scenario the engines may have had a small amount of
thrust for a short time. While the actual aircraft was climbing at this point, its pitch is not
7.3 Case study: Hudson River forced landing 219
−6000 −5000 −4000 −3000 −2000 −1000 0 1000 2000 3000
−6000
−5000
−4000
−3000
−2000
−1000
0
1000
East (m)
No
rth
 (m
)
 
 
X−Plane A320−200 path
Aircraft start
Predicted path
Fig. 7.45 Predicted path compared to the X-Plane simulated minimum height loss path the
A320-214 from the American Airlines Hudson River crash
so relevant to the total energy from height and speed, which is correct in this straight-line
glide approximation.
The path flown in the simulation compared to the prediction is shown in Fig. 7.45. Due
to the low speeds and faster roll rate of the C-172, the first and final turns make up a small
proportion of the flight; however, for the A320 the turns constitute 52% of the total flight
distance. Consequently, the error associated with these parts of the flight will be amplified.
It can bee seen that the initial turn is very wide compared to the prediction, which is due
to the lower roll rate of the A320 – its roll angle over the flight is shown in Fig. 7.46. The
path was a total of 961m longer than predicted. This is a 9.4% error on the total predicted
path length of 10211m, higher than the 6% average error from the C-172 paths. The main
distance and height loss figures are compared in Table 7.10.
The predicted and simulated altitude profiles are shown in Fig. 7.47. The profile matches
quite well, but it can be seen clearly that a great deal of the final altitude error is caused by
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Fig. 7.46 Roll angle of the X-Plane A320-214 from the American Airlines Hudson River
crash across simulated minimum height loss path to La Guardia Runway 13
the length error in both turns, with an error of 11m in the first and 52m in the second.
There would be greater error in the first turn, but the aircraft initially climbs, due to falling
airspeed. In these situations, where large and fast aircraft make very large turns which
constitute large parts of the flight, finding accurate turn glide performance is important. As
the glide performance was experimentally determined for the turn, they matched well, but
the performance of the airspeed controller is not as good as the C-172 due to the aircraft’s
size. This can be seen by the initial rise in altitude as the controller overcompensates for
the turning manoeuvre, whereby the aircraft pitches up and its airspeed initially drops to
112 m/s. The airspeeds of the A320 can be seen in Fig. 7.48. Despite these errors the final
height loss error is only 47m.
Using Eq. (4.38) the excess glide distance is 2995m, as indicated earlier. The figures
above only show the aircraft’s path and altitude from engine failure to the end of the second
turn, but in this simulation the aircraft was allowed to continue to glide to the ground. The
extra distance it was able to glide after the end of the second turn to the minimum altitude
for reaching the final waypoint is the excess glide distance and is shown as an altitude with
distance graph in Fig. 7.49. Here the excess glide distance is shown as 2150m.
Assuming that the model in X-Plane is an accurate representation of the true glide per-
formance of the A320 on that day in history, there was no way that the pilots could know
that they had a double engine failure until a number of checks had been performed. So
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Fig. 7.47 Predicted compared to the simulated altitude profile for the A320 across the forced
landing manoeuvre
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Table 7.10 Comparison between predicted X-Plane height loss and path distance in nil wind
for engine failure at cruise speed
Parameter Predicted Actual
∆htot 690m 737m
∆hg 292m 276m
∆ha 315m 326m
∆hb 82.9m 135m
∆herr 47m
L 10211m 11172m
Lg 5392m 4930m
La 3767m 4112m
Lb 1051m 2129m
Lerr 961.1m
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Fig. 7.49 X-Plane A320-214 altitude profile over distance, showing the physical representa-
tion of excess glide distance and excess height
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while it is possible that they could have glided back, as the path back to La Guardia was
over a heavily populated area it would have been far too risky. The pilots absolutely did the
right thing. However the information provided by such a system would clearly been have a
benefit.
7.4 Summary
It has been shown that the experimentally determined hodographs match the predictions
from the aircraft parameters for both a straight-line glide and turning flight using a C-172
in an X-Plane simulation environment. It is also evident that by knowing only the straight-
line glide performance of an aircraft, it’s glide performance at different weights and roll
angles can still be calculated. There are some inaccuracies in these calculations, but we
establish that around the most relevant airspeed of Vio this error is small. Hodographs can
differ if additional sources of unmodelled drag are introduced, like a windmilling propeller
which can cause a significant error in the glide performance calculations. It is shown that
by feathering the propeller this source of drag can be eliminated, so it is only a problem on
fixed pitch props (which can be stopped in some conditions) or gas turbines.
The minimum height loss paths were investigated by comparing the predicted paths and
height loss with simulated ones in X-Plane for the same C-172. Some example paths were
shown for nil wind and steady uniform wind conditions. Then a number of Monte Carlo
simulations were run over random minimum height loss paths. Each new set of Monte
Carlo simulations was run with ever increasing realism, showing that the average height
loss errors even in gusty conditions with wind were quite low. It was shown that the higher
the wind speed, the greater the error, although this was for wind speeds above which a C-
172 would fly the height loss error percentages were still sub-10%. Total path length error
was responsible for most of the height loss errors. Most of the total path length errors were
the result of turns, as predictions assume that the aircraft instantaneously attains its desired
roll angle. As this is not the case, the turns tended to be wider in the simulation, thereby
increasing path length. The predictions on average under-predicted height loss, which could
be dangerous, as they could predict that a landing site is reachable when it is not. However,
it is shown that an aircraft will normally be flying above their Vio, and by slowing to Vio it
will initially gain height. Even for a small C-172 it meant that the under-prediction of height
loss become an over-prediction.
The A320-214 Hudson River forced landing event was used as a case study on the use
of the minimum height loss paths for determining landing site reachability. Out of the eight
possible alternative landing sites that could have been available that day, Runways 13 and
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22 at La Guardia Airport were calculated as reachable. Using a A320-214 model within
X-Plane, the minimum height loss path was flown to the most reachable Runway 13. It was
determined that in the simulation Runway 13 was reachable from the point of bird strike,
and the calculation predicted height loss with a 10% error, higher than the Cessna, because
turns make up a much larger proportion of the flight due to it’s high airspeed. However, as
it was not instantly known that there was an engine failure and the flight path back to La
Guardia was over a heavily populated area, the pilots did the right thing to land it in the
Hudson.
Chapter 8
Flight Testing
In this chapter actual flight tests are conducted on a small UAS. These tests are aimed at
showing how the proposed forced landing algorithms can work in a real-world scenario,
in which real-world factors will be present. It is also the aim to demontate that both the
reachablity analysis and the decision-making system can be ran along side each other and
make resonable landing site decision online.
The UAS fixed wing system presented in Chapter 6 will be used to conduct these tests.
The X8 flying wing aircraft, along with Simulink’s Run-on Target Hardware feature to con-
trol the autopilot, will be used. As in the previous chapter we have no knowledge of the
parameters related to drag for this aircraft, the aircraft’s glide performance must be exper-
imentally determined order to enable landing site reachability calculations from Chapter 4
to be performed. These alongside the Bayesian Network decision maker laid out in Chapter
5 will then form the forced landing system.
A simulated engine failure will be performed on the X8 aircraft followed by a simulated
forced landing, where the forced landing system will make an online landing site decision.
The path it flies will be the minimum height loss path, not an actual path to the field, which
is the same concept as in the previous chapter, in which the A320 was glided to La Guardia
Runway 13 via the minimum height loss path. This will mean that analysis can be conducted
on the decision maker as well as the height loss prediction at the same time.
It must be understood that these tests are limited, as this is a small remote-controlled
aircraft with low-quality MEMS sensors. The aircraft will be subject to winds, and unlike
normal sized aircraft or larger UASs, wind gusts relative to its size and speed are significant.
The aircraft used herein is classified as a micro UAS, as it is below 7 kg and so is bound
by strict laws set out by the CAA in CAA (2012). The main restrictions are that the aircraft
shall not be flown:
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1. In controlled airspace, except with the permission of the appropriate ATC unit;
2. In any aerodrome traffic zone except with the permission of either the appropriate
ATC unit or the person in charge of the aerodrome;
3. At a height exceeding 400 feet above the surface;
4. At a distance beyond the visual range of the remote pilot/RPA observer of the said
aircraft, or a maximum range of 500 metres, whichever is less;
5. Over or within 150 metres of any congested area of a city, town or settlement; or
6. Within 50 metres of any person, vessel, vehicle or structure not under the control of
the remote pilot. During take-off or landing, however, the aircraft must not be flown
within 30 metres of any person, unless that person is under the control of the remote
pilot.
The area these flights will be conducted in will not be in segregated airspace or in any air
traffic zones, so these will not be limiting factors. The limiting factors are that the aircraft
cannot be flown above 400ft from the surface and not beyond a visual range or 500m. As
the aircraft is small, it is hard for the pilot to see beyond about 200-300m, which means that
300m will have to be the maximum distance at which the aircraft can be operated. This will
mean that its total available glide distance will be low, as it cannot be flown too far away.
This means that the glides in this scenario will be short and much of the flight will be in
turning flight, which, as we found in the previous chapter, is where most of the errors lie.
Whilst this does mean that the tests are a little limited, they still have great merit, in that
they establish that the decision maker can be run online successfully and make reasonable
decisions quickly. As this is such a complex decision that needs to be made, the optimum
choice cannot be guaranteed, but one will be made quickly to a reachable field, thereby
giving the aircraft the best chance of a safe landing based on the discrete states of the field.
8.1 X8 Test aircraft
The aircraft to be used is the X8 flying wing. It is set up with the run-on target hardware
setup -described in Chapter 6. The aircraft’s main known parameters are shown in Table
8.1.
Special attention was paid to ensure the aircraft would not introduce unwanted drag
during gliding. The centre of gravity was placed carefully so that there was minimal trim
drag from the elevons, and most importantly a folding prop was used to ensure that there
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Fig. 8.1 Folding propeller used on the X8 flying wing
were no inconsistent drag levels from the propellers windmilling at different RPM when
subject to different airspeeds. This is the remote-controlled aircraft equivalent of feathering
the propeller.
The folding propeller works by using centrifugal force from its rotation to keep the
blades open during normal flight. When the throttle is closed when a glide is started, the
electric motor applies a braking force which stops the rotation of the blades, while the
airflow past the blades causes the blades to fold. An image of the folding props used herein
is shown in Fig. 8.1
Table 8.1 Parameters for the X8 flying wing
Parameter Value
S 0.734 m2
Ar 7.48
Mass 2.75 kg
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8.1.1 Glide performance
In the previous simulation chapter the full parameters were determined for the Cessna 172,
and by using the same method the X8 parameters will be determined. The X8’s hodograph
needs to be found, to find its best glide speed and its vertical sink at this speed in straight
line and turning flight.
In the previous chapter the controllers needed had to be designed in Simulink; however,
many of the low-level controllers already exist on the APM autopilot, which it and its some
of its functions are described in Chapter 6. APM has an existing speed and roll angle
controller already present in the autopilot’s FBW-B mode, and so when the pilot selects the
FBW-B mode they are able to command the aircraft’s roll angle through the transmitter,
though the pitch angle is controlled by the autopilot in order to control the airspeed of the
aircraft, as read from the aircraft’s pitot static probe. The airspeed demanded in this case
can be adjusted in flight, from a minimum value to a maximum value, by using the throttle
on the transmitter, which will enable the hodograph to be found.
A number of straight line engine off glides were performed at a range of airspeeds. The
vertical speed was recorded across the glide, and parts after the airspeed had settled were
averaged and then plotted against the corresponding airspeed, to give the hodograph.
The pilot flew the aircraft to the 400ft AGL (maximum height allowed), faced the aircraft
into the wind and activated the FBW-B mode. The autopilot then pitched the aircraft, to
maintain the desired airspeed. The range of airspeeds in this test was from 9 m/s to 22 m/s.
The stall speed for this aircraft’s weight was approximately 8 m/s, so 9 m/s was determined
as the lowest safe airspeed that could be flown. An airspeed of 22 m/s was considered a
maximum, as this was considered high enough to capture the main parts of the hodograph
curve. Airspeeds higher than this would mean that the glide ratio would be too low to give
the airspeed controller adequate time to settle before the aircraft ran out of height. When
the aircraft reached approximately 50ft off ground, the aircraft was switched back to the
manual flight mode and the motor run again so the pilot could bring it back to the starting
point. In total 20 individual glides were carried out, but due to a few gusts, airspeed along
the glide path was quite noisy, so the mean value was taken over the glide, which is why the
airspeeds recorded are not consistently spaced.
The X’s hodograph is displayed in Fig. 8.2 as well as a best fit curve, fit over Eq. (3.12).
The data fits the curve well with an R-Squared fit value of 0.9883, thereby demonstrating
that this aircraft in a steady state glide has an approximately parabolic drag polar. The lower
part of the curve could not be measured, as it was too close to the aircraft’s stall speed, so
the full shape and a closer fit were not possible. From the A and B values calculated from
the fit, Vio was calculated at 12.86 m/s using Eq (3.19). Plotting the X8’s glide ratio against
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Fig. 8.2 X8 straight-line hodograph
airspeed, as shown in Fig. 8.3, it is evident that the value calculated is close to being correct.
The value of Vio used in the later forced landing scenarios would be 13 m/s – rounding this
up is considered acceptable, as there was a good deal of noise in the data, due to the low
quality of airspeed data. Due the fit not being perfect, the sink and glide ratios will be taken
straight from the measurements using linear interpolation, as the airspeed of 13 m/s was not
directly measured. This gives a sink of 1.94 m/s at a glide ratio of 6.7.
8.1.2 Turn glide performance
The glide ratio now needs to be calculated for the turns required during a forced landing.
This can be done in the same way as in the previous section, but at a constant roll angle.
Additionally, the trochoidal ground path in wind that is discribed in Chapter 4 can be shown
to be accurate in a steady state turn.
The aircraft will be flown using the autopilot’s FBW-B mode at an airspeed of 13 m/s,
at zero throttle. This time, a bank angle of 45◦ is commanded and the aircraft is put into a
constant turn and is allowed to be blown downwind. To illustrate the trochoidal path of the
aircraft in the ground frame, a day with a medium wind was chosen, blowing from 250◦ at
4m/s, as measured by the wind speed estimator that is a part of the autopilot’s software – as
described in Biradar (2014). The algorithm is an Extended Kalman Filter (EKF) that uses
airspeed, groundspeed, a compass and a GPS heading to estimate wind speed and direction.
The path flown by the aircraft is shown in Fig. 8.4, where it can be seen clearly that the path
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Fig. 8.3 X8 straight-line glide ratio to airspeed, showing Vio ≃ 13 m/s
is trochoidal. Wind speed and direction can be confirmed from the aircraft’s flight path, as
distance travelled downwind each turn is 55 m, with a calculated yaw rate of 0.456 rad/s,
this confirms the windspeed is 4 m/s.
The height profile of the aircraft while in this constant roll angle turn is shown in Fig.
8.5. The average sink over the last two turns is taken, which is shown to be 2.44 m/s – higher
than the 1.94 m/s sink rate in straight line flight. All the main glide performance values for
the X8 can be seen in Table 8.2. Some of these values will be used in the reachability
analysis algorithms used in the next section.
Table 8.2 Main glide performance figures for X8
Parameter Value
Vio 13 m/s
Vsio 1.94 m/s
γmax 6.7
Vmins 11 m/s
Vsmin 1.809 m/s
γmins 6.08
Vsioφ at 45◦ 2.44 m/s
γ at 45◦ 5.328
It is evident that height loss over time during the turn is not steady, because this was a
gusty day and the airspeed did not remain steady at 13 m/s and in fact fluctuated between
12 m/s and 14 m/s, which can be seen in Fig. 8.6. Comparing Fig. 8.5 and Fig. 8.6,
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Fig. 8.6 Aircraft airspeed during turns when 13 m/s is demanded
these drops in airspeed coincided with a lower rate of sink, and they also coincided with
the turns themselves, indicating that there is an error in the airspeed reading caused by the
non-perfect placement of the pitot probe and the fact that it was not calibrated for different
side slip angles. As the sink was averaged over two full turns, it is believed that the errors
were cancelled, thus providing a reasonable measurement of the aircraft’s rate of sink in this
constant banked turn.
As this is a flying wing it has no rudder to use in order to co-ordinate the turn, which
may introduce extra drag during the turn, since the effective frontal area of the aircraft will
increase when in sideslip.
8.2 Forced landing scenario setup
The experimental setup for a simulated forced landing will be discussed in this section. This
is the main experiment of this chapter. The aircraft will fly the minimum height loss path,
in an attempt to further validate the reachability calculations and to give a path along which
the X8 can fly.
The X8 aircraft will fly in an area at its maximum altitude of 122 m, or 400ft, until an
artificial engine failure is triggered. All turns will be at a bank angle of 45◦ and flown at
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Fig. 8.7 System layout and data flow for the flight test forced landing experiment
an Vio airspeed of 13 m/s. The X8, now powerless, will calculate each available landing
site’s reachability, using live aircraft state information, and then decide which field to land
on based on the discrete field states taken from satellite maps.
The algorithms are run in Matlab, on board a ground control station laptop which com-
municates via a wireless network to the X8. While the aircraft is flying before the forced
landing is triggered, the algorithm is run constantly and a landing field is chosen on each
calculation. The pertinent data employed to guide to the aircraft to the chosen field are sent
constantly via a UDP data link to the Raspberry Pi on-board the X8. This structure is shown
in Fig. 8.7.
A whole forced landing system is not used in these tests – only the two major parts that
are proposed in this thesis. Shown in Fig. 8.8 is the forced landing system layout used in
the flight tests. This is a modified version of Fig. 1.1, shown in Chapter 1, and it shows that
most of the elements of a full forced landing are there; however, some parts are assumed to
be known (shown in red). There is no path planner in this case, as the minimum height loss
path as defined by the reachability analysis is used. Also, as no actual landing is to be made,
the auto-land part is removed.
In Chapter 6 the run-on target hardware method is explained and a standard instrument
holding pattern is flown using this method, which uses two different pre-existing modes
on the APM to prototype the tests rapidly. This method will be used again for this forced
landing scenario, to make the X8 fly the minimum height loss path. The initial and final
turns will be controlled by the heading hold controller programmed on the Raspberry Pi and
the straight line glide performed by the APM guided mode. The straight-line glide heading
ψg, as calculated from the minimum height loss path, latitude and longitude at the start
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Fig. 8.8 Forced landing system layout used in the flight tests
of the final turn, and the runway direction Γ are sent to the Raspberry Pi from the forced
landing algorithms. The minimum height loss path algorithm defines the point at the start of
the final turn Pb in Cartesian coordinates relative to the aircraft, though because the glided
mode requires this point in latitude and longitude, this conversion can be performed using
the inverse haversigne formula, which is defined in Appendix D. ψg is used to set the target
heading of the heading hold controller used to perform the first turn. After the first turn
is completed, when the heading error is less than 5◦, the Simulink program running on the
Raspberry Pi changes the APM to the guided mode, which will fly the aircraft on a straight
path to the start point of the final turn using the autopilot’s L1 navigation controller. When
within 20m of the start of the final turn, the mode is switched back to the heading hold
controller which commands a turn onto the heading of the landing site. This is shown in
Fig. 8.9.
In Chapter 5 the BN was set up for a Cessna 182, but in this test it is a small X8 aircraft,
which is substantially different. This will mean that some of the CPDs and discrete state
membership criteria will have to be changed. Most notably, the X8 requires little to no
ground roll upon landing, and as such the calculation for excess landing distance will only
include the approach portion Sa. As the mass and airspeed are very low, the effect of ground
roll would barely contribute to landing distance, as the aircraft will stop immediately. As
the aircraft operates at a much lower altitude and is more greatly affected by changes in
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functions on board the APM
wind conditions, the excess glide range needed has been lowered significantly – all of the
new boundaries are shown in Table 8.3. Field density state membership is also changed to
match reachability. Tarmac is no longer a preference for surface type, and so flat grass is
now the most favourable option in this respect.
Table 8.3 Discrete states of reachability for the X8
Reachability state Eg
Close Eg > 400m
Medium 400m < Eg < 100m
Marginal 0m < Eg < 100m
Out of range Eg < 0m
8.3 Forced landing scenarios
Two forced landing scenarios will be performed. The first is designed to show how an
aircraft is redirected to a more suitable landing site – after the initial field choice is found
to be less desirable due to incorrect a priori knowledge of the chosen field. The second
scenario involves another redirection, but this is to a site that due to resent construction
work has made available a new, more suitable landing site.
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8.3.1 Field a priori states
The area chosen for these flight tests was on a farm, as there are a large number of landing
sites in the area and a clear safe area to fly in. Not all will be considered, as this would
clutter the map and make analysis of the decision maker much more difficult. Field data
were gathered from satellite imagery and an actual field survey. The seven fields and all 20
landing directions considered are shown in Fig. 8.10. The red circles show where civilian
buildings are located, which means overflight is not permitted. As Fields 3 and 5 are directly
adjacent to these areas, their discrete state CivProx for all landing directions is set to close.
Field 6 is where the tests were conducted, i.e. the location of the safety pilot and the ground
station. Legally, the aircraft is only permitted to be operated at a maximum range of 500m
from the pilot, which is shown in the figure.
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The initial non-dynamic states (those that will not change in flight, i.e. all but reachabil-
ity) and other pertinent data are based on satellite imagery only. These states are shown in
Tables C.1 to C.7 in Appendix C.
8.3.2 First forced landing scenario
The first forced landing scenario was conducted on a day with low wind speed. The aircraft
was flown in a circle for approximately 5 minutes at an altitude of 100m, so the wind speed
and direction from the wind estimation EKF on APM could be recorded. the wind was at
1 m/s from 330◦. The wind data was then entered as a constant into both the reachability
calculations and the decision maker.
The aircraft was flown in a northerly direction just east of Field 6 at an airspeed of 13 m/s
and an altitude of 120m, until at a predetermined point the throttle was cut and the forced
landing began. As the reachability analysis and landing site decision maker are running
constantly, the second the simulated engine failure occurs (the throttle is cut) the field with
the highest field marginal posterior distribution is chosen to land on. The minimum height
loss paths plotted for each landing site are shown in Fig. 8.11. The equations thus far have
assumed that all landing sites are at the same height above sea level; however, in this case
they are not – the altitude above mean sea level for each landing site is shown in the figure.
These heights were obtained through the Google Maps terrain elevation service. Most are
similar, at around 70m AMSL, apart from Field 5 at 84m, which leads to a slightly different
hinit . As each field has two landing directions these have a different numbering system,
but each landing direction is clearly labelled in Fig. 8.11. The excess glide range and
field posterior marginal distribution at the point of engine failure is shown in Table 8.4. It is
evident that landing direction 15 has the highest marginal posterior probability. The shortest
minimum height loss path to 15 is an anticlockwise followed by a clockwise turn, both of
which are highlighted in Fig. 8.11.
All of the fields are reachable for the X8’s measured glide performance and the measured
wind conditions, apart from landing direction 10, as it is much further away and 10 is in the
direction of the wind. It is notable that for landing directions 19 and 3, no excess glide range
is calculated, because the minimum height loss path cannot be calculated. This is due to the
aircraft being less than a two-turn radii distance away from final waypoint, as discussed in
Chapter 4. As they are close enough to the landing site their discrete reachability states are
instantiated to close.
Field 4, which consists of landing directions 5 and 15, is the most favourable field be-
cause it is long, with an over-/undershoot, is clear of obstacles, has a flat surface type and
is far from civilians or their property. Direction 15 is better than 5, since it has a greater
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Table 8.4 Landing site marginal posterior distribution and excess glide distance upon engine
failure in the first scenario
Field Marginal Eg
1 0.0801 435m
2 0.0815 463m
3 0.0173 Above
4 0.0173 572m
5 0.0767 350m
6 0.0350 132m
7 0.0343 126m
8 0.0354 343m
9 0.0825 469m
10 0.0 -2m
11 0.0766 553m
12 0.0844 754m
13 0.0173 489m
14 0.0173 578m
15 0.0860 442m
16 0.0308 384m
17 0.0315 386m
18 0.0389 175m
19 0.0778 Above
20 0.0792 209m
8.3 Forced landing scenarios 241
Fig. 8.12 Aerial view of Field 4 showing the new obstacle and surface type
excess glide range, thus giving it a close reachability state, and it also has a light wind state,
whereas 5 has a tail wind. The wind can have a significant effect on site choice, as it has
an influence on a number of hidden nodes, but as it is very light in this scenario it will have
little influence, as all landing directions will either have tail or light wind states. The deci-
sion maker has made a reasonable choice. The second best field is 2, consisting of landing
directions 2 and 12 which have the same states as Field 4, apart from the fact that they do
not have an overshoot in one direction or an undershoot in the other direction.
Fields 3 and 5 for all landing directions have a low field posterior, as they are directly
adjacent to civilian property, even though they both have multiple landing directions. The
posterior in all directions on Field 3 is lower still, as it has inadequate length due to obstacle
height.
The X8 now starts to fly the path toward site 15. About halfway along, the aircraft –
now close enough to Field 4 – makes an observation, using the on-board camera, that the
obstacle and surface state are incorrect. It can be seen in the aerial photo in Fig. 8.12 that
there is a power pylon obstacle that was not previously known about, and the surface type
is not flat either, as there is now a thick wheat crop growing in it. The new discrete states
for Field 4 are shown in Table 8.5. This could be performed using some image processing
techniques, however this was simulation here.
After the states for Field 4 are updated in the decision maker, the best landing site choice
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Table 8.5 Field 4 information after the state change
Field 4 Landing direction
160◦ 340◦
Length 307 m
ho 2 m 2 m
Surface Hazardous (wheat)
Obstacles high
Over-/undershoot Both Both
Field density 284 m
Options at site 1
is changed to 9. The location and height of the aircraft, along with all the minimum height
loss paths to the landing sites, are shown in Fig. 8.13. Both landing directions to Field 4
have become less favourable, as indicated by the fall in their field posterior in Table 8.6.
Previously, landing direction 12 was the second most favourable, but it did not become
the new most favourable site, as it fell in reachability below the 400m excess glide range
discrete state boundery. This made its reachability state medium, which occurred because
the altitude fell and the aircraft flew in the opposite direction. Due to the lower height of
the aircraft, only landing direction 9 has a close reachability state, and because of the high
weighting on reachability this has made 9 the new most favourable landing site. The X8 is
now redirected to this landing site by restarting the minimum height loss path follower on
the Raspberry Pi.
The complete path flown by the X8 is shown in Fig. 8.14. This shows where the engine
failure occurred and where the algorithms reacted to this failure and then triggered the air-
craft to start to fly the minimum height loss path to the landing site choice. At the end of
this path the aircraft was switched back to manual flight, as it was not actually landed. This
is as it is the minimum height loss path flown, not an actual path to land; furthermore, even
if a path was flown to actually land the aircraft, due to the low sensor quality this would not
be safe.
It can be seen that there is a small delay between the engine failure and the aircraft
responding, due the computational time of the algorithms. This was only a consequence of
the way the program is coded as well as a network delay, where the command to start the
forced landing manoeuvre is only sent after a computation is performed. As the program is
run constantly, it already has a field choice calculated for any point in time, and so it could
simply use the last calculated field choice. For programing and networking simplicity this
was not implemented, as the program runs fast enough and this small delay was deemed
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Table 8.6 Landing site marginal posterior distribution and excess glide distance after Field
4’s state change in the first scenario
Field Marginal Eg
1 0.0857 309m
2 0.0839 166m
3 0.0128 274m
4 0.0128 306m
5 0.0784 184m
6 0.0293 43m
7 0.0286 71m
8 0.0392 260m
9 0.0914 418m
10 0.0 -151m
11 0.0818 254m
12 0.0871 300m
13 0.0128 155m
14 0.0128 119m
15 0.0829 369m
16 0.0375 273m
17 0.0382 248m
18 0.0303 62m
19 0.0797 284m
20 0.0750 70m
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Fig. 8.14 3D trajectory over the entire first forced landing scenario
acceptable.
Fig. 8.15 shows the best field choices for each computation. From 0 - 5 s, i.e. before
the simulated engine failure, the best field choice was 12, as it had close reachability and
15 only had medium. This can be seen in Fig. 8.16, in which 15 is just under the threshold
until the aircraft cruises closer to make its reachability close, at which point the best field
changes to 15. At the point of engine failure the field choice is clearly 15 and remains 15
until the state change on landing directions 15 and 5 at 28s.
A few other landing directions of interest are also shown in Fig. 8.16. Landing site 12
goes below the 400m excess glide range just before there is a state change. All the way up
to this point, 12 has been the second-best choice, and if it had remained a close reachability
state past the point of state change, it would have been the new best field choice and the
aircraft would have been redirected towards it. Say, however, that the excess reachability
of 12 dipped below 400m after the state change, it would have been best choice then it
would have swapped to 9. This changing back and forth between landing sites would not be
very good in a forced landing situation, as indecision wastes time and would cause loss of
confidence. This shows one of the drawbacks to using a discrete BN. This issue is solved
in the code by making the first choice final decision until a non-dynamic chance node has a
state change i.e. a new observation is made.
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Fig. 8.15 Best calculated landing site for each run across the entire flight
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Fig. 8.16 Excess glide distance across the whole flight for landing directions 9, 10, 12, 13
and 15, showing reachability state
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Landing site 13 has favourable reachability throughout, but due to its unfavourable static
states it has one of the lowest field posteriors throughout the whole flight. Landing site 10
is the furthest away and is out of range for most of the flight, apart from between 17s - 20s,
where it becomes marginal. While 10 was never really a contender, it does show how a fast
reaction can be required in a marginal case, as a site can go out of glide range quickly.
As the aircraft loses height the reachability of all fields will fall, thereby leaving fewer
and fewer options, which is shown by the downward trend on the reachability of all fields
after engine failure. The site that the aircraft is flying towards should – technically – not lose
any excess glide distance, but as the aircraft will not fly this path perfectly it will not remain
perfectly constant. This cannot really be seen after the aircraft has been redirected towards
9, as it is so close that the minimum height loss path cannot acquire a solution, which is why
in the figure at this point the excess glide range is just set to 500m.
The field marginal posterior probabilities along the whole flight path are shown in Fig.
8.17, which highlights how some of the features of the excess glide range have a large effect
on the fields’ marginal posterior probability. Furthermore, it shows in the blown-up section
how 9 swaps from third- to second-best choice just before the state change. A small change
would have had the aircraft flying to 12 instead of 9, but the probabilities are very close, as
they are all quite suitable fields. The drop in the probability for 15 is actually quite small
after the state change. This shows how there is a much greater weighting on theCivProx and
Reachability criteria than on Sa f eLanding. The large change in the probabilities of all the
fields displayed between 16s-21s is due to landing direction 10 coming into range briefly
and its probability of becoming non-zero. As total probability needs to add up to one, this
change is due to normalisation. However, this has absolutely no effect on the order of field
choice.
To assess the minimum height loss path calculation the actual path and altitude profile
will be compared to the predictions. However, the initial minimum height loss path was
not completely flown, as it was redirected before it could perform the final turn. While
the final two turns constitute a full minimum height loss path manoeuvre, they are not very
representative, as they have a very short level glide. To this end, the first turn after the engine
failure and the first turn after the field state change will be used as the minimum height loss
paths evaluated. The paths did not match that well, with the first turn being much wider than
predicted and a lateral overshoot in the straight line glide paths. The paths are compared in
Fig. 8.18.
Fig. 8.19 shows the actual altitude profile compared to the predicted one. There is an
over-prediction of height loss of 4.9m. It captured the profile shape well, where there is
greater sink in the turns, and the sinks for all three stages are similar. However, due to the
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Fig. 8.17 Field marginal posterior probabilities across the entire flight for landing directions
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Fig. 8.18 Minimum height loss path flown by X8 compared to the prediction
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Fig. 8.19 Altitude profile of X8 across selected minimum height loss paths
very low-quality airspeed sensor and gusting, the airspeed controller was unable to maintain
Vio of 13 m/s very well. This led to a large offset. It can be seen in Fig. 8.20 that the airspeed
at the point of engine failure was about 14 m/s, and when the first turn commenced the speed
dropped quickly to around 11.5 m/s. The aircraft had a greater amount of total energy when
the engine failure occurred at 14 m/s as opposed to 13 m/s, leading to the initial exchange
of speed for height, which looks to be the major cause of this altitude profile bias.
While some promise is shown in matching predicted height loss to this real-world test,
this is such a small aircraft with low-quality sensors that making a good judgment about the
validity of the minimum height loss paths is difficult. As a result, no further analysis will be
performed on this topic using this aircraft. It is shown how algorithms run online can react
quickly enough to place the aircraft on a course with the best landing site and how it can
deal with changing conditions on the fly.
8.3.3 Second forced landing scenario
This test was conducted in the exact same way as the previous test, albeit on a different day
and with different wind conditions. As before, the aircraft was flown at a height of 100m,
and the wind was recorded at 4 m/s from 50◦. This was consistent with the wind report from
East Midlands Airport, which is 5 miles to the north of the test location. In this scenario
the aircraft starts in the same area, flying at a height of 120m in a northerly direction, but
it aircraft flies a little longer before the throttle is cut. So, to keep the aircraft within visual
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Fig. 8.20 Airspeed of X8 across whole flight path
range of the safety pilot, a turn is performed onto a more westerly direction. Soon after this
new heading is achieved the throttle is cut and the minimum height loss path is flown to the
best landing site.
At the point of engine failure the best landing site is 9, for all the same reasons as the
previous test, and the updated less favourable states are used for 15 and 5. All the minimum
height loss paths are plotted and displayed on a map in Fig. 8.21, in which the path to be
flown is highlighted. It can be seen that because the wind strength is much greater than
the previous test, the trochoidal turn paths are much more pronounced. The field marginal
posterior distribution and field excess glide range are shown in Table 8.7.
It is evident that the stronger wind had a significant effect on the excess glide range; for
example, landing site 8, which is downwind of the aircraft, has a 100m greater excess glide
range at a similar starting point but a more favourable heading. Conversely, site 14, which
is now upwind, has lost over 150m of excess glide range. The wind will also now have a
greater effect on the decision maker, as its strength will cause landing sites that are aligned
with the wind to be much more favourable. For example, the only difference in the states
between the two tests for Field 9 is that it has a Strong wind state as opposed to a Light wind
state. Its marginal posterior probability is now 0.0855 as opposed to the previous 0.0825.
The path to 9 starts to be flown, but very soon after turning onto the level glide heading
the discovery of a previously unknown field is simulated, in order to show how the decision
maker can deal with varying numbers of landing sites online. This is important, because in
a real-life scenario a cruising aircraft will travel large distances and the number of landing
sites that will be with in a set range for computation will vary hugely. The field to the
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Fig. 8.21 Minimum height loss paths for all landing directions and landing choice at the
point of engine failure for the second forced landing scenario
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Table 8.7 Landing site marginal posterior distribution and excess glide distance upon engine
failure in the second scenario
Field Marginal Eg
1 0.0848 480m
2 0.0752 311m
3 0.0172 569m
4 0.0172 567m
5 0.0702 346m
6 0.0370 221m
7 0.0364 244m
8 0.0409 428m
9 0.0855 589m
10 0.0 -26.8m
11 0.0790 467m
12 0.0837 602m
13 0.0114 352m
14 0.0114 312m
15 0.0813 513m
16 0.0363 457m
17 0.0369 446m
18 0.0386 241m
19 0.0772 Above
20 0.0798 231m
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Fig. 8.22 Newly discovered Field 8, consisting of two flat grass football pitches, as seen
from the X8
east of Field 3 (landing directions 3, 4, 13 and 14) was not selected at first, since it was
not worth considering, which can be seen in the satellite imagery. However, due to some
recent construction work, that field and the field to the east had been merged to form two
flat grass football pitches. As a result, they are now considered. An aerial image of the
newly available field is shown in Fig. 8.22, and the information and discrete states of the
new Field 8 are shown in Table 8.8. This clearly shows the problem with using GIS data as
the primary source of landing site information, therefore demonstrating the clear need for
the decision to be run online.
As the new landing direction 11 for Field 8 is close, aligned with the wind and has the
most favourable surface type, this is now the new field choice. The point of the new field’s
discovery with the minimum height loss paths to all the landing sites is shown in Fig. 8.23.
The field marginal posterior distribution and excess glide range are shown in Table 8.9. The
aircraft is now redirected to 11 and is allowed to fly much of the way until flying over the
trees, when the glide is cut short, as the safety pilot would not have been able to see the
aircraft if it were allowed to carry on. The flight path from cruise to when the safety pilot
takes over is shown in Fig. 8.24.
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Table 8.8 Newly discovered Field 8 infomation and discrete states
Field 8 Landing direction
90◦ 270◦
Length 300 m
ho 20 m 2 m
surface Flat grass
obstacles low
over/undershoot over under
field density 230 m
options at site 1
Table 8.9 Landing site marginal posterior distribution and excess glide distance upon new
field discovery in the second scenario
Field Marginal Eg
1 0.0742 417m
2 0.0658 154m
3 0.0150 450
4 0.0150 556m
5 0.0615 283m
6 0.0324 316m
7 0.0318 344m
8 0.0358 531m
9 0.0740 674m
10 0.0 -105m
11 0.0779 416m
12 0.0614 278m
13 0.0683 394m
14 0.0100 317m
15 0.0100 209m
16 0.0712 563m
17 0.0318 573m
18 0.0323 530m
19 0.0338 319m
20 0.0675 460m
21 0.0698 187m
22 0.0578 49.4m
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Fig. 8.23 Minimum height loss paths for all landing directions and landing choice at the
point of the new field discovery for the second forced landing scenario
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Fig. 8.24 3D trajectory for the entire flight in the second scenario
The final level glide on the way to 11 is not very smooth, due to the wind shear coming
off the trees upwind of the aircraft. This unsteady decent caused some interesting effects on
the excess glide range and best field choice. The excess glide ranges of landing directions 9,
1 and 11 are shown in Fig. 8.25, in which landing direction 11 jumps between reachability
states Close and Medium three times on the way to 11. This has the effect of changing the
best field choice between 9 and 11, three times, which is shown in Fig. 8.26. This is another
example of the drawback of using discrete states. However, this effect is dealt with, as only
a change in non-dynamic field states can trigger a new path to be plotted, which is why the
aircraft continued to 11 and did not turn around to 9.
8.3.4 Summary
Using an X8 flying wing test aircraft, a number of flight tests have been conducted in order
to show how the excess glide range from minimum height loss calculations and the landing
site decision maker perform in a real-world forced landing scenario.
The glide performance of the X8 was found experimentally by finding its hodograph,
using similar techniques to those used in Chapter 7. This was done by using some of the
on-board functions of the autopilot, which made the task much easier. However, it was
found that the airspeed sensor was of low quality and the airspeed controller found it hard
8.3 Forced landing scenarios 257
0 5 10 15 20 25 30 35 40 45
−100
0
100
200
300
400
500
600
700
Time (s)
Ex
ce
ss
 g
lid
e r
an
ge
 (m
)
 
 
9
1
11
Aircraft directly above
Close
Medium
Marginal
Out of range E
n
g
in
e
 f
a
ilu
re
Fi
e
ld
 8
 d
is
co
v
e
re
d
Fig. 8.25 Excess glide distance across the entire flight for landing directions 9, 1 and 11
showing reachability state
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Fig. 8.26 Best calculated landing site for each run across the entire flight for the second
forced landing scenario
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to maintain a steady speed, especially in the turns. Glide performance was used by the
reachability analysis calculations, run in the forced landing scenarios.
Two forced landing scenarios were performed. The algorithms were run online by us-
ing the aircraft’s current state as measured by the autopilot, where the excess glide range
to each pre-surveyed landing site is calculated. Each site’s reachability was passed to the
landing site decision maker, where the most suitable landing site was chosen and the mini-
mum height loss path of that landing site used as a path to fly to that site. The first scenario
demonstrates how decision-making algorithms can react to changing landing site informa-
tion, while the second shows how it can deal with a new landing site. It was shown that
the algorithms can be run online and are fast enough to make a decision quickly enough to
make a forced landing.
Due to the low quality of sensors, gusting on a very light aircraft and the low perfor-
mance of the airspeed controller, the performance of the reachability algorithms could not
be assessed well, although they did show the general predicted shape, albeit with a bias.
Chapter 9
Conclusions and Future Work
The high-level aim of this thesis is to contribute to the highly important and extremely
relevant area of UAS integration into the NAS, by developing functions which will provide a
UAS equivalent levels of safety to a human pilot. A major stumbling block to this integration
is that UASs are currently unable to respond to a number of emergency situations that both
manned aircraft would normally encounter – and some which are unique to UASs. This
thesis looks into the area of emergency forced landing after an aircraft suffers total loss of
thrust as the result of an engine failure. This is a serious situation, and there are currently no
such systems that can deal with this scenario. This is a relatively new area of study which
has a number of separate challenges.
There are a couple of integral areas where there has been little research effort, and so
this thesis aims to find solutions to landing site reachability, as well as landing site decision
making.
Multiple disciplines are involved in this research, including aircraft gliding dynamics,
trajectory generation, multi-criteria decision makers, software, hardware, systems integra-
tion and flight test design and operation, all of which are employed to achieve the following
objectives:
1. To derive a set of equations that describe steady state glide performance generically
for an aircraft across a range of airspeeds, for level and turning flight, then, using
these, to find the optimal gliding conditions for the aircraft.
2. To develop a method to access the reachability of a landing site. There must be a
metric that describes the reachability of a landing site, and it must also be fast enough
to be run in real time.
3. To find and qualify the factors that influence the suitability of a landing site for a UAS
in a forced landing situation.
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4. To use known landing site information and its calculated reachability to develop a
method to make a fast and reasonable decision on which landing site a UAS should
land.
5. Develop a system that will enable high-fidelity simulations to be performed in the X-
Plane simulation environment, and continue system development to enable algorithms
evaluated on a really small UAS. In both cases, all data can read into and control
commands sent from Matlab/Simulink.
6. Evaluate the developed algorithms in simulation and in flight tests.
9.1 Reachability analysis
Existing glide performance equations were inadequate to describe the exact glide perfor-
mance required for this work. To this end starting with existing literature, glide performance
equations were fully derived in the velocity form for straight line and turning flight. These
equations provide an understanding of, and the ability to derive, optimum conditions for a
gliding aircraft in straight line and turning flight. This enabled the calculation of height loss
in a glide over a path which is required in the reachability analysis.
A method was developed to define the glide range footprint of an initial turn and a
straight-line glide in all directions. This was extended to include an approach to the landing
site, to provide a much more accurate representation of the actual glide path an aircraft
would fly. Due to the geometric nature of the paths it was fast enough to be run online.
A novel measure of the reachability of a landing site was proposed, that being the excess
glide range. This is the extra distance an aircraft could glide once it reaches a landing site.
A large excess glide range, means an aircraft will have enough height to divert to another
landing site. Also by having a larger excess glide range this will provide a larger margin of
error if the glide performance of the aircraft is not what was expected.
Wind was identified as a major factor in determining the reachability of a landing site,
it is shown that the initial glide range footprint can be adjusted for a known wind profile
variation with height.
9.2 Extended reachability analysis
The method used to find site reachability was found to be conservative. The analysis is
extended to calculate the excess glide range to a landing site, a minimum height loss path
is flown. This is a worst-case glide path, which that gives just enough height to glide to the
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landing site. The idea behind this is novel, as it enables one to quantify the reachability of
any landing site from the glide performance of an aircraft, without having to compute indi-
vidual complex glide paths to every potential landing site. This means that these trajectories
can be calculated quickly: each path took a maximum of 0.0444 s to calculate on an Intel
i5.
The minimum height loss path is based on the principle of Dubins curves, as they min-
imise path length, albeit the idea is modified to minimise height loss over the path based
on the best glide speed constraint. As wind is a large factor in the calculation of glide dis-
tances, this was factored into the path. This made the turns, which in nil wind are circular,
into a shape called a trochoid. While the path definition are based on work by others the
application of this method to forced landing reachability analysis, together with the height
loss and path length calculations, are unique.
9.3 Landing site decision making
The main factors that make an emergency landing site suitable are presented and quantified.
While many of these factors describe landing site airframe survival, because protecting the
public is the major priority, other factors are included as well.
The decision maker is developed and implemented using a multi criteria decision mak-
ing Bayesian network, which represents the knowledge, expertise and the experience of a
human pilot evaluating landing sites and making a decision upon which one to aim for in an
emergency. The advantages offered by this method are that it can, with no extra modification
or effort handle uncertainty in the applied factors and/or the existence of incomplete infor-
mation with no extra modifications or effort. The knowledge in the system can be utilised
to make other critical forced landing decisions, such as approach speed.
A underutilised method of solving the BN using diagnostic reasoning is employed.
Meaning the network only needs to be solved just once for all landing sites, and there-
fore speeds up computation time and allows it to be run online. This is significant, because
if casual reasoning were employed, the decision maker would have to be solved for each
landing site, and significantly increasing computational time.
9.4 Simulation
The high-fidelity X-Plane simulation environment was used to validate the glide perfor-
mance equations and the extended reachability analysis calculations.
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A Cessna 172 had its straight line and turning hodographs experimentally determined.
They matched very well the general shape predicted by the equations. The trends predicted
for changing aircraft weight are also shown to be correct.
The same Cessna 172 flew a number of minimum height loss paths, and by using the
determined glide performance, the paths and height loss were calculated and compared to X-
Plane. The shape of the paths matched quite well despite the instant roll angle assumption.
The small errors in the height loss prediction arose mainly in the turns, and it was demon-
strated that the error as a percentage of the total height loss decreased the longer the glide
lasted. This is significant, because if a landing site requires a longer glide, it is more likely
to have marginal reachability, and so accuracy is more important.
It was shown in both the predictions and simulated flight that the A320 which made a
forced landing in to the Hudson river could have landed back at LaGuardia, if it had the
reachability algorithms available and had reacted immediately to the engine failure. This
shows that the algorithms remained generic enough to be used on a range of aircraft types,
and demonstrates their utility to manned aviation.
9.5 Flight testing
The decision maker, was implemented in actual flight testing. It performed well and was
fast enough to react to a time-critical engine failure. It chose reasonable fields and was able
to react easily to landing site state changes, as well as completely new landing sites when
one became available. The field state and new field were changed manually, in order to
simulate landing site image processing algorithms developed previously.
During testing, the system worked very well and enabled the forced landing scenarios to
be quickly implemented without having to design every single layer of the control scheme.
There were no communications dropouts, and it was very easy for the safety pilot to switch
back to manual control. It was shown that either using the run on target hardware or the
MAVNode system would work extremely well for the rapid prototyping of a range of dif-
ferent algorithms.
9.6 Discussion and future work
Wind was a prominent issue that plays a role in most aspects of this work. While it is easy
enough to measure, it is hard to predict. Two wind models were used: uniform and a mathe-
matically known profile. The model that was used in the main reachability calculations and
the decision maker was a steady and uniform wind model that the aircraft uses to measure its
9.6 Discussion and future work 263
current location. While the wind may only change direction by 30◦, over a very long glide
this may add inaccuracies and cause errors in the calculated headwind running down the
landing site. A more accurate way of adjusting the reachability calculations was the use of a
mathematically known wind profile. Unfortunately this was only able to be implemented in
the conservative high-key, low-key reachability analysis method. Future work could extend
the minimum height loss paths to include a wind profile, while making the path much harder
to calculate. In addition to this, in order to show the improvements offered by this approach,
X-Plane could be forced to model a wind profile with a user-developed plugin.
It has been shown that the discrete nature of the decision maker introduces a number
of problems, such as the discretisation error of continuous variables, which can cause large
probability jump changes when landing site states change. Finer discretisation could be
performed by having many more states per node, which in turn would cause smaller jumps.
However, by having more states, the CPDs and the joint distribution become unmanageably
large, thereby making the CPD impossible to fill out and leading to exponential increases
in computation time. To solve this problem there is a type of Bayesian network which can
deal with a mixture of continuous and discrete variables, called a mixed discrete-Gaussian
network. The assumption is made that the continuous nodes are normally distributed ac-
cording to mean and variance, which subsequently removes the problem of discretisation
so the network can come to a more accurate decision. This method also enables the user
to enter uncertainty more intuitively and with much greater ease into the network, which is
done by altering the variance of each parameter. This can also be done to the priors for each
node and to any evidence entered.
The greatest challenge in constructing the decision maker is populating the CPD cor-
rectly, as a great deal of tuning needs to be performed on the CPD, to get the network
performing exactly as the expert would like. While it has been shown that in a marginal
case this is not that important, better tuning will indeed yield better performance. There
are a number of techniques available to perform machine learning on sets of data in BNs,
in order to fill out the CPDs or work out the network structure. Unfortunately, due to the
complexity of the system, a huge dataset would be needed, and there are no such examples
currently available. If a large study of pilots were to be conducted, asking about their pref-
erences for landing sites, these data could be used to make the BN learn and fill out CPDs
itself.
The decision maker is a framework and a very good starting point, but only those factors
which account for traditional field landing sites in Europe have been included. There are
a large number of other places that a UAS may need to operate, and this may have other
considerations; for example, the Hudson River crash was a ditching, and landing on water
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was not considered in the BN presented. As a BN is easily expandable, though, other
factors can be added with ease. As the network already contains a lot of information it
can be used to make a number of other decisions. As a forced landing situation is such a
complex one there will be other decisions to make, and these warrant further investigation.
The decision maker and reachability analysis methods can be used for other applications,
such as in preliminary pre-mission planning. The military, while planning UAS missions,
have to painstakingly plan the whole flight with an emergency landing in mind. At all times
there must be a location to put the aircraft down, without endangering anyone in case of any
failure. The network could be tweaked to represent the pre-planning requirements and used
to analyse a number of potential paths, and any path which did not meet the requirements
for suitable landing sites along its entire length could be disregarded.
Forced landing systems can be used for commercial aircraft as well as UAS, as demon-
strated by the Hudson River crash. If a system like this had been in place they could have
perhaps returned to LaGuardia; however, if this had happened on a day with low visibility,
the pilots would not have been able to visually identify and glide the aircraft to land on the
Hudson, and the resulting crash could have been disastrous. If a full system that perhaps
used infrared cameras, with the path planning being piped into the flight director, a zero
visibility incident of this nature could be avoided.
Forced landings do not scale that well to an RC aircraft, as field sizes stay the same,
wind is not weaker and they can easily survive even the roughest landing. This issue, along
with the limited heights and distances to which the flight tests were limited, limited the tests
in what they could achieve. If a much larger aircraft with an undercarriage, running higher
quality sensors in restricted or controlled airspace, were used, this would enable a greater
range of more realistic tests to be performed.
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Appendix A
Cessna 182 parameters
Table A.1 Parameters for the Cessna 182 skylane
Parameter Value
Cdo (clean) 0.0245
S 16.16 m2
AR 7.48
k 0.04353
W 13793 N
A 1.758 ×10−5
B 5381.2

Appendix B
A320-400 parameters
Table B.1 Parameters for the A320-400
Parameter Value
Cdo (clean) 0.022
S 122.5 m2
Ar 9.5
k 1.2992
W 671108 N
A 2.460 ×10−6
B 389.3
Vio 112 m/s
γ 16.2
Vsio φ = 45◦ 9.81m/s

Appendix C
Flight testing field states
278 Flight testing field states
Table C.1 A priori, non dynamic states for field 1
Field 1 Landing direction
60◦ 240◦
Length 232 m
ho 2 m 2 m
surface hazardous (crops)
obstacles low
over/undershoot both both
field density 267 m
options at site 1
Civ Prox far
Table C.2 A priori, non dynamic states for field 2
Field 2 Landing direction
150◦ 330◦
Length 245 m
ho 30 m 20 m
surface flat
obstacles low
over/undershoot undershoot overshoot
field density 298.6
options at site 1
Civ Prox far
Table C.3 A priori, non dynamic states for field 3
Field 3 Landing direction
135◦ 315◦ 45◦ 225◦
Length 90 m 100 m
ho 5 m 30 m 30 m 5 m
surface flat (grass) flat (grass)
obstacles high high
over/undershoot overshoot undershoot none none
field density 316 m 316 m
options at site 2 2
Civ Prox close close
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Table C.4 A priori, non dynamic states for field 4
Field 4 Landing direction
160◦ 340◦
Length 307 m
ho 2 m 2 m
surface flat (cut crops)
obstacles low
over/undershoot both both
field density 284 m
options at site 1
Table C.5 A priori, non dynamic states for field 5
Field 5 Landing direction
0◦ 180◦ 30◦ 210◦ 150◦ 330◦
Length 220 m 209 m 280m
ho 30 m 5 m 30 m 5 m 5 m 30 m
surface haz(crop) haz (crop) haz (crop)
obstacles low low low
over/undershoot under over both both over under
field density 318 m 318 m 318 m
options at site 3 3 3
Civ Prox close close close
Table C.6 A priori, non dynamic states for field 6
Field 6 Landing direction
50◦ 260◦
Length 250 m
ho 2 m 15 m
surface flat (grass)
obstacles low
over/undershoot undershoot overshoot
field density 265 m
options at site 1 1
Civ Prox far
280 Flight testing field states
Table C.7 A priori, non dynamic states for field 7
Field 7 Landing direction
160◦ 340◦
Length 320 m
ho 1.0 1.0
surface flat (grass)
obstacles low
over/undershoot overshoot undershoot
field density 459 m
options at site 1
Civ Prox far
Appendix D
Haversign Formula
As shown in (Bell et al., 2011) the haversine formula is defined as follows
lat2 = arcsin
(
sin(lat1)cos(
d
Re
)+ cos(lat1)sin(
d
Re
)cos(brng)
)
(D.1)
lon2 = lon1+ arctan2
(
sin(brng)sin(
d
Re
)cos(lat1),sin(
d
Re
)− sin(lat1)sin(lat2)
)
(D.2)
where Re is the radius of the earth which is 6378.1 Km, lat1 and lon1 are the latitude and
longditude at a referance location to which the lat2 and lon2 can be calculated based on a
bearing (brng) and a distance (d). A full derivation using the laws of spherical cosines can
be found in McAree (2013)

