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Existing position-based unicast routing algorithms which forward packets in the geographic direction of the des-
tination require that the forwarding node knows the positions of all neighbors in its transmission range. This infor-
mation on direct neighbors is gained by observing beacon messages each node sends out periodically.
Due to mobility, the information that a node receives about its neighbors becomes outdated, leading either to a
signiﬁcant decrease in the packet delivery rate or to a steep increase in load on the wireless channel as node mobility
increases. In this paper, we propose a mechanism to perform position-based unicast forwarding without the help of
beacons. In our contention-based forwarding scheme (CBF) the next hop is selected through a distributed contention
process based on the actual positions of all current neighbors. For the contention process, CBF makes use of biased
timers. To avoid packet duplication, the ﬁrst node that is selected suppresses the selection of further nodes. We propose
three suppression strategies which vary with respect to forwarding eﬃciency and suppression characteristics. We an-
alyze the behavior of CBF with all three suppression strategies and compare it to an existing greedy position-based
routing approach by means of simulation with ns-2. Our results show that CBF signiﬁcantly reduces the load on the
wireless channel required to achieve a speciﬁc delivery rate compared to the load a beacon-based greedy forwarding
strategy generates.
 2003 Elsevier B.V. All rights reserved.
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The idea of position-based routing was origi-
nally developed for packet radio networks in the
1980s [1,2]. Due to the availability of GPS it re-
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[3–6]. The general idea of position-based routing is
to select the next hop based on position informa-
tion such that the packet is forwarded in the geo-
graphical direction of the destination.
The most important characteristic of position-
based routing is that forwarding decisions are
based on local knowledge. It is not necessary to
create and maintain a global route from the sen-
der to the destination. Therefore, position-based
routing is commonly regarded as highly scalable
and very robust against frequent topological
changes. It is particular well suited in environmentsed.
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position, such as in inter-vehicle communication
[7,8].
Position-based routing can be divided into two
main functional elements: a location service and a
position-based forwarding strategy. The location
service maps the unique identiﬁer (such as an IP
address) of a node to its current geographical po-
sition. It can be seen as analogous to the route
discovery process of reactive topological routing
algorithms such as DSR [9] or AODV [10]. For the
remainder of this work we assume that an appro-
priate location service is present which supplies the
sender of a packet with the geographical position
of the packets destination. Candidates for loca-
tion services are outlined in the section on related
work.
Position-based forwarding is performed by a
node to select one of its neighbors in transmission
range as the next hop the packet should be for-
warded to. Usually, the forwarding decision is
based on the nodes own geographical position, the
position of all neighbors within transmission range
and the geographical position of the destination.
The sender requests the position of the destination
from the location service and then includes it in the
header of the packet. Given this information, the
node forwards the packet to one of its neighbors
such that the packet makes progress toward the
destination. This process is called greedy forward-
ing. It is possible that there is no neighbor with
positive progress toward the destination while a
valid route to the destination exists. The packet is
then said to have reached a local optimum. In this
case, a recovery strategy is used to escape the local
optimum and to ﬁnd a path toward the destina-
tion.
In all existing strategies for greedy unicast for-
warding, the position of a node is made available
to its direct neighbors (i.e., nodes within single-hop
transmission range) in form of periodically trans-
mitted beacons. 1 Each node stores the informa-
tion it receives about its neighbors in a table and1 There are position-assisted approaches that do not require
beacons (e.g., LAR) but they do require directional ﬂooding
and can thus not be considered to be unicast forwarding.thus maintains position information about all di-
rect neighbors.
While the beaconing frequency can be adapted
to the degree of mobility the fundamental problem
of inaccurate position information is always pre-
sent: a neighbor selected as a next hop may no
longer be in transmission range. As will be out-
lined later (see Section 4, Fig. 12) this leads to a
signiﬁcant decrease in the packet delivery rate with
increasing node mobility and to a high load on the
wireless channel due to several MAC layer re-
transmissions. To reduce the inaccuracy of posi-
tion information it is possible to increase the
beaconing frequency. However, this also increases
the load on the network up to a point where the
available capacity is almost exclusively used for
the transmission of beacons. Alternatively, it has
been proposed to hand packets back to the routing
layer if the next hop is no longer available [3]. At
the routing layer the packets are then rerouted to
a diﬀerent neighbor. While this eliminates the
problem of packet drops, the trial-and-error ap-
proach can cause even more bandwidth-consum-
ing MAC layer retransmissions. Our experiments
(see Fig. 14) indicate that under high mobility, the
beacon-based forwarding approach requires on
average more than three MAC transmissions for
one single-hop packet forwarding, increasing the
load on the network caused by data packets by
more than a factor of three. Existing work (e.g.,
[3]) does not take this eﬀect into account since
there the load is measured at the routing level in-
stead of the MAC layer.
Thus, for a given packet delivery rate, the load
at the MAC layer increases dramatically with
beacon-based greedy unicast forwarding (either
through an increased beaconing frequency or
through trail-and-error) with increasing node-
mobility. In addition, a node forwarding a packet
can only select a neighbor as next hop if it is
contained in its neighbor table. Nodes that just
moved into transmission range and that have not
yet sent a beacon are therefore not considered as
next hop nodes. This may lead to the failure of
greedy forwarding even though an appropriate
neighbor is present.
In this paper, we propose a novel greedy for-
warding strategy for position-based routing algo-
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forwarding (CBF). CBF performs greedy for-
warding without the help of beacons and without
the maintenance of information about the direct
neighbors of a node. Instead, all suitable neighbors
of the forwarding node participate in the next hop
selection process and the forwarding decision is
based on the actual position of the nodes at the
time a packet is forwarded. This is in contrast to
existing greedy forwarding algorithms that base
their decision on the positions of the neighbors
as they are perceived by the forwarding node. In
order to escape from local optima, existing re-
covery strategies, as mentioned in the section on
related work, can either be used directly or may be
adapted to be used with CBF.
CBF shows advantages over existing greedy
forwarding strategies in two important aspects:
1. Use of accurate position information: in CBF
each neighbor uses the (very accurate) position
information it has about itself to determine if
it should become the next hop for a given pack-
et. For a given delivery rate the required band-
width for CBF does therefore not increase with
node mobility (i.e., neither an increased beacon-
ing frequency, nor trial-and-error is needed). In
addition, CBF always bases the selection of the
next hop on all direct neighbors, even those that
have just moved into transmission range.
2. Elimination of beacon overhead: removing the
beacons eliminates a major part of routing
overhead which occurs independently of the ac-
tual data traﬃc. This includes the bandwidth
used for the transmission of beacons 2 and the
memory required in the nodes to store neighbor
information.
CBF consists of two parts: the selection of the
next hop is performed by means of contention,
while suppression is used to reduce the chance of
accidentally selecting more than one node as the2 While some existing MAC protocols do require beacon
messages (e.g., for synchronization purposes), the overhead
incurred by these beacons is very small compared to that
required for beacon messages used for building up neighbor
tables.next hop. We present three suppression strategies
with diﬀerent suppression characteristics. The re-
sults of our study show that suppression of du-
plicate packets works well, that CBF has similar
packet delivery ratios as beacon-based greedy
routing, and that it dramatically reduces the load
on the wireless medium for a given delivery rate if
node mobility is high. CBF, therefore, represents a
good alternative to traditional beacon-based
greedy forwarding.
The contention process of CBF used for next-
hop selection represents a paradigm change in the
forwarding of packets. In traditional protocols,
the forwarder actively selects the desired next-hop
by unicasting the packet to the corresponding
MAC address. In contrast, with CBF the respon-
sibility for next-hop selection lies with the set of
possible next hops. Furthermore, if no other in-
teraction between forwarder and next hop is re-
quired, which is the case for two of the three
presented strategies, MAC layer addresses become
obsolete.
The remainder of this paper is structured as
follows: In Section 2 we summarize related work.
Section 3 contains a description of CBF with three
alternative suppression schemes. In Section 4, the
properties of CBF are analyzed and its perfor-
mance is further investigated in Section 5 by means
of simulation. Finally, Section 6 points out direc-
tions of future work and concludes the paper.2. Related work
Ad hoc routing protocols can be classiﬁed into
topology-based [11] and position-based schemes
[12]. In addition, they can be further subdivided
into proactive and reactive methods: with a pro-
active method, routing information is maintained
independently of actual data communication.
With a reactive scheme routing information is ac-
quired on-demand when there is data to forward.
As described in the introduction, position-based
routing consists of the forwarding algorithm and a
location service which maps the ID of a node to its
geographic position. The forwarding algorithm
can be further subdivided into greedy forwarding
and a repair strategy for situations where greedy
3 In general, this should require similar resources as a single-
hop unicast transmission except that packets for other nodes
cannot be discarded at the network interface but have to be
passed up the protocol stack. Depending on the physical and
MAC layer there may be further diﬀerences between unicast
and broadcast (e.g., in IEEE 802.11 the sleep mode may not be
applicable).
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forwarding algorithms are face-2 [6], Greedy pe-
rimeter stateless routing (GPSR) [3], and Termin-
odes routing [5]. Existing position-based greedy
forwarding algorithms have both proactive and
reactive elements: they require proactive informa-
tion about the local neighborhood of a node. This
information is provided in form of periodic bea-
con messages transmitted independently of data
packets. The actual position-based greedy for-
warding of data packets is then done in a reactive
manner. The CBF algorithm put forward in this
paper does not require beacons and thus com-
pletely eliminates the proactive part of position-
based routing. It is an alternative to the greedy
forwarding part of existing protocols. An ap-
proach similar to area-based suppression, one of
the three suppression schemes presented here, was
independently proposed in [13]. As a repair strat-
egy Geodesic Anchors as proposed for Terminodes
routing could be used. The repair strategies of
face-2 and GPSR would require a heuristic for
traversing graphs without the need to know a
nodes neighbors.
Another related routing algorithm is location
aided routing (LAR) [14]. LAR is a reactive to-
pology-based routing algorithm, employing posi-
tion information only to limit network load during
the route discovery phase. A route request in LAR
is ﬂooded in the direction of the destination. This
directed ﬂooding does not require beacons: when a
node receives a route request it checks whether it is
in the region that leads to the destination. If this is
the case it forwards the request. While directional
ﬂooding is a robust approach for route discovery,
it does not scale well being used for unicast
transmissions. The key diﬀerence between LAR
and CBF is that CBF performs suppression to
avoid packet duplication and to provide unicast
capability, while the route request scheme of LAR
uses directional ﬂooding where packet duplication
is common and desired.
Homezone [15], the grid location service (GLS)
[16], and the location service part of DREAM [4]
are examples for existing location services. Al-
though some location services (like GLS) distrib-
ute location information in a proactive fashion,
one can think of mechanisms that are fully reac-tive, for example a scheme similar to a DSR route
request [9], where a node issues a location request
using ﬂooding and the node with the requested ID
answers with its current position. A reactive loca-
tion service designed along these lines was ana-
lyzed in [17]. In combination with our forwarding
scheme a completely reactive position-based rout-
ing algorithm can be designed.3. Contention-based forwarding
The general idea of CBF is to base the for-
warding decision on the current neighborhood as
it exists in reality and not as perceived by the
forwarding node. This requires that all suitable
neighbors of the forwarding node are involved in
the selection of the next hop.
CBF works in three steps: ﬁrst, the forwarding
node transmits the packet as a single-hop broad-
cast to all neighbors. 3 Second, the neighbors
compete with each other for the ‘‘right’’ to forward
the packet. During this contention period, a node
determines how well it is suited as a next hop for
the packet. Third, the node that wins the conten-
tion suppresses the other nodes and thus estab-
lishes itself as the next forwarding node.
In the following we describe in detail how
contention can be realized on the basis of biased
timers. Furthermore, we present three diﬀerent
suppression strategies.
3.1. Timer-based contention
The decentralized selection of one node out of a
set of nodes is a common problem encountered in
many areas of computer networks. It is known
as feedback control in group communication [18,
19] or as medium access control in (wireless and
Forwarder
Destination
 0
 0.5
 1
Progress
H. F€ußler et al. / Ad Hoc Networks 1 (2003) 351–369 355wired) local area networks such as IEEE 802.11
[20].
A standard approach for this selection is by
means of timers. In its most simple form, timer-
based contention requires that each node sets a
timer with a random value. Once the ﬁrst timer
expires, the corresponding node responds. The
timers of all other nodes are canceled and their
responses are suppressed.
It is important to realize that with this conten-
tion algorithm more than one node may respond,
even if a good suppression mechanism is used.
This will happen when the diﬀerence between the
timeout value of the earliest timer and some other
timer is smaller than the time required for sup-
pression. Therefore, the interval from which the
timeout values are selected should increase with
the number of competing nodes. It was shown in
[18] that exponentially distributed random timers
can further decrease the number of responses
compared to uniformly distributed timers.
To use such a simple timer-based mechanism
for the forwarding decision, all nodes that receive
the packet check if they are closer to the destina-
tion than the forwarding node. If this is the case, a
random (exponentially distributed) timer is set to
start the contention and the node responding ﬁrst
is selected as the next hop.
The problem of the simple timer-based con-
tention is that all nodes which are located closer to
the destination than the forwarding node are
treated equally. Thus a node providing minimal
progress would have the same chance to be se-
lected as next hop as a node providing a large
progress. We therefore propose to determine the
value for the timers based on how much progress a
node provides toward the destination instead of
setting them randomly.
To greedily minimize the remaining distance to
the destination, the progress P is deﬁned as 4
P ðf ; z; nÞ ¼ max 0;distðf ; zÞ  distðn; zÞ
rradio
 4 Note that the original deﬁnition of progress in [2] is
diﬀerent to ours since in [2] an additional projection onto the
line crossing f and z is used.given f is the position of the forwarder, z the po-
sition of the destination and n the position of the
considered neighbor. dist is deﬁned as the Euclid-
ean distance between two positions and rradio is the
nominal radio range.
Fig. 1 illustrates the suitability of a node as next
hop depending on its location. A progress value
(P ) of 0 indicates that a node is unsuitable while a
value of 1 is optimal and is reached if the node is
located at the intersection of the circle delineating
the transmission range of the forwarding node and
the line from the forwarding node to the destina-
tion. Thus P increases linearly from 0 to 1 with the
progress that a node at this position would provide
for the packet.
For the contention in CBF we select the timer
runtime as
tðP Þ ¼ T ð1 P Þ;
where T is the maximum forwarding delay. This
makes sure that the node with the largest progress
is selected as next hop. Since the runtime of the
timer only depends on the remaining distance to
the destination it is identical for all nodes that are
located on the same circle around the destination.
A packet duplication may occur in the following
situation: if the best suited node has a progress of
P1 and there exists at least one node with a pro-
gress of P such that tðP Þ  tðP1Þ < d, where d is the
minimum time interval needed for suppression,
then at least one packet duplication occurs. All
nodes with progress P and
P1 P P P 1 d þ T ð1 P1ÞT ¼ P1 
d
T-250
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Fig. 1. Packet progress (transmission range 250 m).
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not be suppressed, as shown in Fig. 2.
An interesting property of the duplication area
is that it becomes smaller the closer the best suited
node is located to the destination. As long as the
positions of the nodes are uniformly distributed
this reduces the chance of packet duplication in a
similar way as exponentially distributed random
timers reduce the chance of packet duplication
when compared to linearly distributed random
timers.
Analytically, this property can be made explicit
via the probability density function (PDF) of the
progress of a randomly selected point within the
forwarding nodes transmission range. Let d de-
note the distance between forwarding node and
destination and let us assume a normalized trans-
mission range of 1. The radius r of a circle around
the destination as depicted in Fig. 2 corresponds to
a progress d  r for r 2 ½d  1; d þ 1. The PDF
for progress d  r is given by
2
p
	 r 	 arccos r
2 þ d2  1
2dr
 
: ð1Þ
Graphs of expression (1) for d ¼ 1; 2; 20 are shown
in Fig. 3. 5 From the shape of these graphs it can
be seen that there are relatively few well suited
nodes (with a large positive progress). Setting the
contention timer according to the progress will5 We note that this ﬁgure ignores that values below zero are
unsuitable for forwarding.thus result in few timers with a short runtime and
many timers with a long runtime which decreases
the likeliness of packet duplication.
Packet duplication is closely coupled with the
characteristics of the MAC layer. With many
MAC schemes (as for example IEEE 802.11),
packets will be serialized and thus packet dupli-
cation can be avoided. In wireless networks based
on CSMA/CA [21], the serialization is not only
performed between packets from nodes which are
in transmission range of each other but is typically
done on the basis of the interference range which is
roughly twice the transmission range. As a conse-
quence, the transmission of all neighbors of the
forwarding node will be serialized since the dis-
tance between any two neighbors does not exceed
twice the transmission range. If packets can be
removed from the interface queue of the MAC
layer, then the forced serialization can be used to
eliminate the eﬀect of packet duplication caused by
the suppression delay d, as described in Section
3.1. One node will be the ﬁrst to forward a packet.
Other nodes that have queued a duplicate of the
packet may drop it once they overhear the for-
warding of the packet by another node.
3.2. Suppression
Let us now assume that all neighbors of the
forwarding node have set their contention timer
according to their respective distances to the des-
Destination
Reuleaux Triangle
(1)(3) (2)
Forwarder
Fig. 5. Forwarding areas.
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suppression algorithm aims to cancel the timers in
all other nodes to prevent multiple next hops and
thereby packet duplication.
3.2.1. Basic suppression scheme
The most basic conceivable suppression mech-
anism works as follows: if the timer at a node
expires, the node assumes that it is the next hop
and broadcasts the packet. When another node
receives this broadcast and still has a timer run-
ning for the packet, the timer is canceled and the
node will not forward the packet.
Depending on where the initial next hop is lo-
cated, other nodes may be out of transmission
range and will thus not be suppressed. In the worst
case, up to three copies of the packets may be
forwarded, as shown in Fig. 4. The larger the
number of nodes within transmission range of the
source, the higher the probability of one or more
packet duplications.
It should be noted that the packet duplications
described here are in addition to packet duplica-
tions caused by the amount of time required for
the suppression of other nodes, as described in the
previous section. They do occur even if the sup-
pression requires no time at all.
3.2.2. Area-based suppression
In order to avoid the extra packet duplications
from the basic suppression scheme we propose to
artiﬁcially reduce the area from which the next hop
is selected. We call this reduced area the suppressionDestination
Next Hops
Forwarder
Fig. 4. Packet duplication in the basic scheme.area and the algorithm area-based suppression. The
key idea is to choose the suppression area such that
all nodes within that area are in transmission range
of each other, avoiding extra packet duplications as
they may appear in the basic suppression scheme.
Area-based suppression requires a decision on
how the suppression area is chosen. One possible
choice is a circle with the diameter of the trans-
mission range located within the forwarding
nodes transmission range in direction of the des-
tination (e.g., the gray circle in Fig. 5). A circle is
the geometric shape covering the largest area given
that any two points within the shape are no farther
apart than the transmission range. If the nodes are
uniformly distributed this means that on average
the circle will contain the highest number of
neighboring nodes when compared to other shapes
where the distance between any two points does
not exceed the transmission range. However, sev-
eral parts of the forwarding area which make good
forwarding progress are not included in the circle.
A diﬀerent shape where any two points are no
further apart than the transmission range, the
Reuleaux triangle [22], much better covers the area
with good forwarding progress (see Fig. 5). 6 By
using the Reuleaux triangle with a width of the
transmission range, we trade oﬀ the number of
nodes contained in the suppression area against the
inclusion of better suited nodes. The motivation6 A Reuleaux triangle with a width of r can be constructed by
placing three circles with radius r at the corners of an
equilateral triangle with an edge length r. The intersection of
the circles is the Reuleaux triangle.
00.2
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Fig. 6. PDF of nodes with equal forward progress (total) and
fractions contained within the circle and Reuleaux areas.
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6. The curve titled ‘‘total’’ is the PDF for the
progress of nodes with positive progress. The
curve ‘‘circle’’ denotes the fraction of the density
‘‘total’’ for a neighbor with progress p to be con-
tained in the circle. The same applies for the
‘‘Reuleaux’’ curve and the Reuleaux triangle. Be-
tween 60% and 100% progress, the Reuleaux tri-
angle covers more of the neighbors than the circle
and above approximately 80%, the Reuleaux tri-
angle covers all of the neighbors with this progress.
Therefore, it is more likely to include a node with
good forwarding progress.
Given the Reuleaux triangle as suppression
area, the suppression algorithm works as follows:
• The forwarding node broadcasts the packet.
• Only the nodes contained in the Reuleaux tri-
angle participate in the contention process.
• The node at which the timer runs out ﬁrst is the
next hop and broadcasts the packet.
• All other nodes are suppressed. Packet dupli-
cation may occur only because of the time re-
quired for suppression.
Of course it is possible that the only neighbors
of the forwarding node that provide forward
progress toward the destination are not contained
in the Reuleaux triangle (1). In this case the for-
warding node will not hear another node for-
warding the packet. Consequently, the process isrepeated with the remaining areas (2) and (3)
where nodes with forwarding progress may be lo-
cated, until the forwarding node hears a rebroad-
cast of the packet. If no node within areas (1), (2),
or (3) responds, then there is no node with positive
forward progress and a recovery strategy has to be
used just like in existing position-based forwarding
schemes. The order in which areas (2) and (3) are
selected when no node is located in area (1) should
be chosen randomly. This way, a tendency to al-
ways route around areas with little or no coverage
in the same direction is avoided.
The key advantage of area-based suppression is
the reduction of packet duplications. This comes
at the cost of requiring up to three broadcasts for
forwarding a packet. However, it is important to
realize that requiring more than one broadcast
becomes less and less likely as the number of nodes
increases. Furthermore, the Reuleaux triangle
covers the largest of the three areas and therefore
has the highest probability of containing a poten-
tial next hop.
3.2.3. Active selection
While area-based suppression eliminates the
packet duplications caused by nodes not being in
transmission range of each other it does not pre-
vent packet duplications caused by the time re-
quired to perform the suppression. Active selection
of the next hop prevents all forms of packet du-
plication at the cost of additional control mes-
sages. It is inspired by the request to send, clear to
send (RTS/CTS) MACA-scheme proposed in [23]
and used (as a variant) in IEEE 802.11 (see [20]).
The scheme works as follows: the forwarding
node broadcasts a control packet called RTF (re-
quest to forward) instead of immediately broad-
casting the packet. The RTF contains the
forwarding nodes location and the ﬁnal destina-
tions location. Every neighbor checks if it pro-
vides forward progress for the packet announced
by the RTF. If this is the case it sets a reply timer
according to the basic suppression scheme. If the
timer runs out, a control-packet called CTF (clear
to forward) is transmitted to the forwarding node.
The CTF packet contains the position of the node
sending the CTF. If a node hears a CTF for the
packet, it deletes its own timer and is suppressed.
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control-packets. Of all neighbors that have trans-
mitted a CTF packet it selects the node with the
largest forward progress and transmits the packet
to this node using unicast. An additional beneﬁt
of active selection compared to basic and area-
based suppression is that it may be integrated with
RTS/CTS schemes to avoid the ‘‘hidden terminal
problem’’.
Active selection prevents all forms of packet
duplication, even thoughmultiple nodes may send a
CTF control packet. The forwarding node acts as a
central authority deciding which node is selected as
the next hop. This comes at the cost of additional
overhead in form of RTF/CTF control packets.4. Performance analysis
A very most important characteristic of the
diﬀerent algorithms is the packet duplication
probability. Furthermore, it is interesting to see
how much message overhead and time is required
to forward a packet from hop to hop. In the fol-
lowing we determine the likeliness of packet du-
plication and the forwarding delay for each of the
three suppression schemes.
For the analysis, the following model was used.
Without loss of generality, the forwarding node is
located at position (0,0) and the transmission range
is set to one. The position of the ﬁnal destination is
ðdx; dyÞ with dx and dy uniformly distributed in
[0;20) and 16
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
d2x þ d2y
q
< 20. Neighbor nodes are
sampled similar with the number of neighbors in-
creasing exponentially from 1 to 256. The timer
used for contention is calculated by each neighbor
n with forward progress as
tðnÞ ¼ T 1
0
B@ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðdx  nxÞ2 þ ðdy  nyÞ2
q
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
d2x þ d2y
q
1
CA; ð2Þ
where T is the maximum response time and
tðnÞ 2 ½0; T . 77 For a reasonably low variance, each simulation was run 107
times. As pseudo-random number generator, the ‘‘Mersenne
Twister’’ [24] as implemented in the GNU scientiﬁc library [25],
was used.4.1. Average number of next hops
The simulation results regarding the probability
of packet duplication for the three algorithms are
presented in Fig. 7. In the simulations, there is no
suppression delay (d ¼ 0) and no node mobility.
For the basic suppression scheme, there are at
most three next hops and packet duplication can
only occur because nodes are further apart than
the transmission range and thus do not suppress
each other. With a growing number of neighbors,
the probability of ‘‘no next hop’’ approaches zero
while the likeliness of packet duplication (2 or 3
next hops) increases. The probability of a single
next hop with the basic suppression scheme
reaches a maximum for approximately 4 neigh-
boring nodes. With more than 9 neighbors, pack-
ets are duplicated with a probability of more than
0.5.
In area-based suppression, packet duplication
can only occur due to suppression delay or node
mobility and we should see no duplication other-
wise. This is conﬁrmed by the simulation results
presented in Fig. 7(b). The curve for ‘‘no neighbors
with forward progress’’ quickly drops to zero as
the number of neighbors increases and in most
cases exactly one node will forward the packet.
For the active selection scheme there can be no
packet duplication at all, since the forwarder is the
ﬁnal arbiter for the decision which neighbor is
selected as the next hop. This comes at the cost of
additional overhead. The overhead consists of one
RTF control packet transmitted by the forwarder
and of one or more CTF control packets trans-
mitted by the neighbors. The number of CTF
control packets generated is the same as the
number of unsuppressed nodes in the basic sup-
pression scheme and can thus be seen in Fig. 7(a).
4.2. Impact of the suppression delay d
For the basic and the area-based scheme,
packet duplication can occur even if neighbors are
within each others transmission range, as long as
they are contained in the duplication area. The size
of the duplication area depends on the time re-
quired for the suppression, causing an increase in
packet duplication probability with increasing
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Fig. 8. Average number of next hops for increasing suppression delay d. (a) Basic suppression scheme. (b) Area-based suppression.
0
 0.2
 0.4
 0.6
 0.8
1
4  16  64  256
re
la
tiv
e 
pr
ob
ab
ilit
y
number of neighbors
0
1
2
3
(a)
0
 0.2
 0.4
 0.6
 0.8
1
4  16  64  256
re
la
tiv
e 
pr
ob
ab
ilit
y
number of neighbors
0
1
(b)
Fig. 7. Relative probabilities of n next hops (d ¼ 0). (a) Basic suppression scheme. (b) Area-based suppression and active selection.
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ber of next hops for diﬀerent suppression delays is
shown for the basic scheme. While a suppression
delay of 0:001T and 0:01T aﬀects the duplication
of packets only marginally, a suppression delay of
0:1T causes signiﬁcant packet duplication even for
low numbers of neighbors. Hence, given a certain
(MAC dependent) suppression delay, T should be
chosen as a large multiple of d if the basic sup-
pression scheme is used.
The number of duplicates is much lower when
area-based suppression is used. Also, there is no
signiﬁcant increase in the number of next hops as
long as d is a small fraction of T . Only for d ¼ 0:1T
there is a noticeable increase in duplicate packet as
shown in Fig. 8(b).As discussed before, active selection will not
cause packet duplication due to the suppression
delay.
4.3. Forwarding delay
With respect to delay, the basic suppression
scheme is faster than the other two alternatives.
The only delay introduced is caused by waiting for
the ﬁrst neighbor to forward the packet, as de-
picted in Fig. 9.
With the area-based suppression scheme it is
possible that no node with forward progress is
contained in the Reuleaux triangle oriented to-
ward the destination, even though a neighbor with
forward progress exists outside of this area. Up to
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Fig. 9. Average time before next forward.
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may be necessary to guarantee that a suitable
neighbor is found if one exists. Fig. 10 shows the
probability distribution for the number of broad-
casts required to ﬁnd a neighbor with forward
progress. Again, it is possible that no neighbor
with forward progress exists. From Fig. 10 we
observe that for any signiﬁcant number of neigh-
bors, it is highly likely that a node is located within
the Reuleaux triangle. This corresponds to the
conclusions made in Section 3.2.2 concerning Fig.
6. In particular, the best nodes are likely to be
located within the Reuleaux triangle.
The area-based suppression has the same char-
acteristics as the basic suppression scheme when a
forwarding node can be found in the ﬁrst Reuleaux 0
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Fig. 10. Relative probabilities of ‘‘ﬁrst next hop is in region’’.triangle. Otherwise, the forwarding node has to
wait for T and then has to rebroadcast the packet
in the second and possibly even the third area. The
probability of no next hop in the Reuleaux triangle
is very small for a reasonable number of neighbors
(6 or more). Hence, the diﬀerence in forwarding
delay between the basic and the area-based sup-
pression scheme is only signiﬁcant for a small
number of neighbors within transmission range.
The forwarding delay introduced by active se-
lection depends not only the time required to
transmit a data packet but also on the time to
transmit the RTF and CTF. Both packets are
likely to be small and the time to transmit them
should be signiﬁcantly smaller than the time for
data packet transmission. If the forwarder waits
for the feedback delay T (i.e., until all possible
CTFs have arrived) and then forwards the packet
to the best suitable node, we have a constant for-
warding delay of T , as shown in Fig. 9.
With an integration of MAC layer and CBF,
the forwarding delay can be improved by giving a
higher priority to data packets which suppress
subsequent CTF packets after the ﬁrst CTF was
received by the forwarder.
4.4. General remarks
To conclude, even though the basic suppression
scheme is the fastest and does not incur any ad-
ditional overhead in terms of additional messages
or retries until a next hop is found, its applicability
is limited. Even under favorable conditions packet
duplication occurs with a likeliness of more than
50% at each hop. Therefore, more sophisticated
suppression schemes are desirable.
The area-based suppression scheme is very well
suited if the density of nodes is suﬃciently high.
Only for very small numbers of neighbors the good
suppression characteristics are oﬀset by a larger
forwarding delay.
Active selection can be used with all node
densities and suppression delay values. There will
be no uncontrolled duplication of packets. Its
main drawback is that it transmits at least two
additional packets (RTF/CTF) for each forward-
ing of the data packet. For scenarios where the
density of nodes is high and the suppression delay
362 H. F€ußler et al. / Ad Hoc Networks 1 (2003) 351–369is comparatively low the area-based suppression
scheme may be preferable.5. Protocol simulations
5.1. Simulation setup
The proposed mechanisms were implemented
in the ns-2 network simulator [26] version 2.1b8a
(using the MAC layer of the version 2.1b9 with
additional bug ﬁxes). The size of the simulated
area is 2 km · 2 km. We simulate diﬀerent node
densities and diﬀerent levels of mobility using the
Random Waypoint Model [9]. 8 The diﬀerent lev-
els of mobility are achieved by modifying the
maximum node speed, with a movement pause
time of zero. For every combination of protocol-
variant, node density, and maximum speed we
generate 50 independent sets of movement sce-
narios. For each of these scenarios, we randomly
pick one sender-receiver pair. The sender trans-
mits 100 packets with a payload of 128 bytes with
a constant rate of 4 packets per second. Each
simulation lasts for 40 s of simulation time. Data
traﬃc starts at 5–10 s (randomized) after the
start of the simulation, giving the beacon-based
protocols time to exchange neighbor information
and leaving enough time to deliver outstanding
packets at the end before the simulation is termi-
nated.
The simulated protocols are the three CBF
schemes as described in Section 3.2 and a basic
greedy forwarding mechanism based on GPSR [3].
The protocols are simulated without perimeter
mode (i.e., without repair strategy if greedy for-
warding fails to ﬁnd a route to the destination).
Greedy forwarding using beacons is simulated
with and without the ability to re-route packets if a
selected next-hop is not reachable by the link layer,8 Note that with the random waypoint model, the node
density is not uniform [27]. The higher the node mobility, the
earlier will the originally uniformly distributed nodes accumu-
late in the middle of the simulation area, decreasing the average
communication distance. Nevertheless, we choose the model to
allow comparison of our simulation results with other simula-
tion studies.the so-called MAC callback option. The two al-
ternatives are called optimized greedy and basic
greedy in the discussion of the simulations. The
simulated beacon intervals are 0.5, 1.0, and 2.0 s
and both greedy schemes used implicit beaconing,
where beacons are also piggybacked on data
packets.
An optimization used for CBF is the intro-
duction of a duplication suppression scheme that
works as follows: Every packet is marked with a
packet ID by the original sender. If a node has
already forwarded a packet with this ID or was
suppressed during the contention, it will not at-
tempt to forward the packet again.
The underlying MAC protocol is IEEE 802.11
with a capacity of 1 MBit/s to ensure that the
broadcasts for CBF (as well as the beacons) and
the unicast packets for greedy routing are trans-
mitted at the same bitrate. 9 For the simulations,
an unmodiﬁed MAC 802.11 was used but we note
that with an integration of CBF and MAC, the
performance of CBF can be improved consider-
ably.
In the following sections we investigate the
performance of the diﬀerent routing algorithms
with particular focus on the impact of node mo-
bility. A more extensive simulation study of CBF
can be found in [28].
5.2. Node density
As a ﬁrst sanity check, we simulated CBF and
greedy forwarding without node mobility for dif-
ferent node densities. Without mobility, the bea-
con interval has no impact on the performance of
greedy routing and location information is always
accurate.
An immediate result of this simulation is that
the runs with 100 and 200 nodes result in high
packet loss rates for all approaches. This is caused
by the fact they frequently reach a local optimum
and thus fail with low node densities.9 Earlier versions of the ns-2 MAC had a bug using a higher
rate for broadcasts than the standard allows. This bug is ﬁxed in
the code we used.
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CBF scheme achieves a higher packet delivery ra-
tio than all other schemes as shown in Fig. 11. Due
to packet duplication, packets may be forwarded
along a non-greedy path and ﬁnd a route to the
destination even if no greedy route exists. As is to
be expected, the other CBF schemes as well as
greedy forwarding have very similar packet deliv-
ery ratios, which depend mostly on the probability
that a greedy route exists given the current node
density. The area based scheme has a slightly lower
packet delivery ratio for very low node densities
as the sequence of probing areas may result in
choosing a forwarding node that makes less pro-
gress than the best node of all forwarding areas.
For higher node densities where the forwarder is
almost always in the ﬁrst forwarding area this
discrepancy vanishes. Active selection performs
slightly worse than the other schemes for higher
node densities since the request response proce-
dure increases the likelihood that a packet collision
occurs during the forwarding process. Its perfor-
mance could easily be improved by allowing
packet retransmissions.
The analysis of other performance measures
(e.g., routing overhead and forwarding delay) is of
little value if only a fraction of the sent packets
arrive at the destination. For this reason, we limit
the remainder of our analysis to simulations with
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Fig. 11. Packet delivery ratio for diﬀerent node densities.5.3. Packet delivery ratio
Fig. 12 shows the packet delivery ratio of the
three CBF schemes: the basic greedy scheme for
all three simulated beacon intervals and the opti-
mized greedy scheme for a beacon interval of one
second. The values for optimized greedy with
other beacon intervals were omitted because their
performance in the chosen scenarios is similar to
the run with a beacon interval of 1 s. The node
density is 300 nodes in the simulated area of 4
km2. The x-axis shows the four diﬀerent groups of
movement scenarios with their respective maxi-
mum node speed.
As can be seen from the graph, all CBF schemes
and the optimized greedy scheme reach very high
packet delivery ratios. Since the node density is
fairly high, greedy routes exist most of the time.
Only the packet delivery ratio of the active selec-
tion scheme suﬀers slightly when mobility is high.
In such scenarios it is possible that a node moves
out of transmission range before sending the CTF
(which nevertheless may suppress the CTFs of
other nodes) or before receiving the actual data
packet. Currently, the active selection scheme uses
no recovery strategy that attempts to retransmit a
packet if no CTF is heard after the timeout in-
terval T , and the packet is lost.
In contrast to the CBF schemes and to the
optimized greedy approach, the basic greedy 0
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Fig. 12. Packet delivery ratio for scenarios with 300 nodes.
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bility. With a maximum node speed of 50 m/s the
packet delivery ratio drops to 0.2 with a beacon
interval of 2 s. Basic greedy selects a greedy
forwarder out of the list of neighbors and tries to
transmit the packet to it. If a neighbor moves out
of transmission range, its entry expires and it is
removed from the neighbor table after a timeout
period during which no packets are received. 10
During this period, all packets handed down to
the link layer with this node as next hop are lost.
The optimized greedy scheme detects these fail-
ures and reroutes all packets in the MAC queue
destined for this next hop. Consequently, no
packets are lost when the best suitable neighbor
leaves the radio range if there is another suitable
next hop in the neighbor table. The higher the
node mobility, the more packets cannot by de-
livered with the basic greedy scheme and are
therefore re-queued by the optimized scheme.
Hence, the good performance of the optimized
scheme comes at the expense of a trial-and-error
strategy to detect a suitable forwarder that is still
in transmission range, which may signiﬁcantly
increase the per hop delay (see also Section 5.5)
and the network load. The CBF schemes achieve
similar packet delivery ratios without any link
layer packet loss recovery for the packet trans-
missions.
The same scenarios have also been simulated
for densities of 100, 200, and 400 nodes within the 4
km2 simulation area (not shown here). Generally,
low node densities with only 100 or 200 nodes
reduce the likelihood of greedy routes to the des-
tination and all schemes achieve lower packet de-
livery ratios. With 400 nodes, the optimized greedy
scheme, the basic CBF scheme, and the area-
based CBF scheme deliver 100% of the packets.
Active selection achieves a delivery ratio slightly
below 100% with high mobility scenarios for rea-
sons explained above. The performance of the
the basic greedy schemes improves only margin-
ally.10 This beacon expiry timeout is usually a multiple of the
beacon interval. We chose it as 3.5 times the beacon interval as
in the simulations in [3].5.4. Transmission costs
In Fig. 13 we show the transmission costs for
the optimized greedy schemes and the CBF
mechanisms in terms of average number of bytes
transmitted at the MAC layer over the course of
the simulation. The basic greedy schemes were
omitted for lack of comparability; at high mobil-
ity, the packet delivery ratio is too low to allow a
meaningful interpretation of the total overhead.
As expected, all CBF methods use less band-
width than the greedy schemes together with the
overhead caused by the beacon messages. 11 The
area-based scheme consumes the least bandwidth,
as no packet duplication occurs and––given a node
density of approximately 15 nodes within trans-
mission range––the forwarding node is almost al-
ways located within the Reuleaux triangle. Active
selection causes a slightly higher overhead through
the additional RTF and CTF messages and the
basic CBF schemes causes the highest transmission
costs due to packet duplication. The bandwidth
consumption of all CBF schemes is relatively in-
dependent of mobility. The slight decrease in
overhead can mainly be attributed to the decrease
in the average path length caused by the random
waypoint model.
The overhead caused by optimized greedy
routing depends on a number of factors. The
amount of data transmitted for beacon messages
scales proportionally to the number of nodes, the
beacon interval, and the simulation time. The va-
lue decreases somewhat with an increase in traﬃc
since implicit beaconing causes beacons to be
piggybacked on the data packets. Furthermore,
the transmission costs for the greedy scheme in-
creases signiﬁcantly with an increase in mobility.
The better the available neighbor information due
to a high beacon rate, the lower the increase in
MAC overhead caused by increasing mobility.
When mobility is high, a large fraction of the
packets have to be sent multiple times because of
the MAC callback. This ratio decreases when more11 Results are signiﬁcantly worse for the greedy schemes
when we investigate the number of packets instead of the
amount of bytes, since beacon messages are generally much
smaller than data packets.
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expense of an increase of the overhead caused by
the beacons.
To analyze the transmission costs caused by the
optimized greedy scheme in more detail, Fig. 14
shows the speciﬁc components of MAC traﬃc for
a beacon interval of 2 s and the scenarios with 300
nodes.
The bandwidth consumed by beacon messages
and MAC control packets (i.e., unicast acknowl-
edgments of the data packets) is independent of
the mobility rate. In contrast, the overhead caused
by the transmission of data packets increases sig-
niﬁcantly with higher mobility. Without mobility,
optimized greedy consumes about as much band-
width as area-based CBF. For a maximum node
speed of 30 m/s, optimized greedy already con-
sumes the same bandwidth as the active selection
scheme (while the additional RTF/CTF messages
in the active selection scheme also provide pro-
tection against the hidden terminal problem). For
node speeds of 50 m/s and above, the greedy
scheme even signiﬁcantly exceeds the bandwidth
usage of the basic CBF scheme with its unsup-
pressed duplicates. At this node mobility, the for-
warding overhead is higher than the overhead
caused by the beacon messages of all 300 nodes
and exceeds the forwarding overhead with no
mobility almost by a factor of four.
With only one sender and receiver and a data
rate of 4 KBit/s, the amount of data traﬃc is ex-tremely low given the total number of nodes. At
such low rates, the additional traﬃc caused by the
optimized greedy scheme can be handled by the
MAC layer without any problems. However, for
reasonable combinations of beacon traﬃc and
actual data traﬃc, we expect the overhead ratio to
become much worse. When the additional traﬃc
caused by repeated MAC callback results in con-
gestion, data packets as well as beacon messages
may be lost. The former have to be retransmitted
at the cost of additional bandwidth consumption,
while loss of the latter decrease the accuracy of the
neighbor tables, further aggravating the MAC
callback problem.
5.5. Forwarding delay
For all CBF simulations, the maximum re-
sponse time T was set to 45 ms. This parameter has
a large impact on the average latency and was not
subject to optimization. The optimal setting of T
depends to a large degree on the MAC protocol
and can be signiﬁcantly reduced by integrating
MAC and CBF. The parameter should further be
dynamically adjusted to the node density and to
network load. An optimized maximum response
time adjustment strategy is left for future work.
Nevertheless, an analysis of packet forwarding
latencies conﬁrms the observations regarding the
protocol overhead. Fig. 15 shows the average per
hop latency (i.e., the time required by a packet to
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average number of hops of the route). Comparing
the CBF schemes, the basic scheme has the lowest
latency. There is no RTF/CTF handshake as with
active selection and no sequential querying of re-
gions as in the area-based scheme. This also ex-
plains the delay characteristics of the other two
CBF schemes: with zero mobility the select scheme
performs slightly better, because sometimes better
routes may be found than with the ordered que-
rying of areas. In a static scenario, this aﬀects all
packets, causing a perceptible diﬀerence in laten-
cies. Mobility alleviates this eﬀect and area-based
CBF achieves slightly lower latency values.
When comparing CBF with the optimized
greedy strategy, one can observe a similar behavior
as with the transmission overhead. While mobility
even reduces the forwarding delay of the CBF
schemes, the delay of optimized greedy increases
drastically with higher mobility. For maximum
mobility rates of more than 30 m/s, the forwarding
delay is larger than that of the unoptimized CBF
schemes. The responsibility for this eﬀect lies again
in the increasing number of link layer retransmis-
sions.6. Conclusions and outlook
The advantage of position-based routing over
other ad hoc routing protocols is the fact thatnodes require only knowledge about the local
neighborhood and the destinations location in-
stead of global route topology. Therefore, posi-
tion-based routing is better suited for networks
with a certain degree of mobility. With the CBF
mechanism proposed in this paper, even this local
knowledge and hence the sending of beacon mes-
sages is no longer required. Any node with pro-
gress toward a destination can participate in the
forwarding process without the need for this node
to be registered in a neighbor table. For CBF, data
packets are transmitted via single-hop broadcast.
All nodes within radio range and with forward
progress toward the destination are eligible to
continue to forward the packet. Thus, the re-
sponsibility for the forwarding decision now lies
with the set of possible next hops instead of the
forwarding node, as is the case in conventional
forwarding methods. Forwarding takes place after
a contention period during which one or more
nodes are selected as next hops. Selection of more
than one next hop causes unwanted packet dupli-
cation. We presented diﬀerent suppression strate-
gies to avoid this.
For existing position-based forwarding
schemes, node mobility results in frequent beacon
messages to keep the neighbor tables reasonably
up-to-date. Particularly for highly mobile net-
works, CBF can provide signiﬁcant bandwidth
savings through the elimination of beacon mes-
sages and the reduction of MAC layer retries for
packet transmissions caused by inaccurate neigh-
bor tables. Furthermore, the decrease in the total
number of packets reduces the probability of
packet collisions and ineﬃcient routing caused by
inaccurate neighbor tables is avoided.
The simulation results presented in this paper
show that excessive re-sending of data due to
outdated neighbor table entries as it is the case for
traditional position-based routing can be com-
pletely avoided by the proposed CBF approach.
Since CBF does not require any beaconing, and
since CBF together with the area-based suppres-
sion strategy does not lead to any noticeable
packet duplication, the resulting data volume
overhead of the contention-based method is much
less than the data volume overhead generated with
traditional position-based routing in highly mobile
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wireless medium is beneﬁcial for ad hoc network-
ing in general. In the rare case where a packet
duplication occurs due to CBF, a simple strategy
exists to improve the proposed suppression
schemes: if duplication of packets occurs, these
packets will be routed to the same destination at
roughly the same time. Even with a very small
state about which packets were recently for-
warded, the duplicates can easily be suppressed in
later nodes.
Thus, packet duplication can be reduced while
the simplicity of the suppression schemes is re-
tained. In addition to the reduced forwarding
overhead, the CBF schemes also provide a lower
packet forwarding delay when node mobility is
high. For the simulations, we used very conserva-
tive timer settings and we expect the reduction in
forwarding delay to be much more pronounced
with a well tuned CBF implementation.
One key item of future work will be the inte-
gration of CBF and MAC functionality. Since
both serve a somewhat similar purpose their inte-
gration can signiﬁcantly reduce the overhead in-
curred by the CBF scheme. In particular, we
expect that it is possible to signiﬁcantly reduce the
runtime of the random timers used for the con-
tention process. If a MAC layer with RTS/CTS is
used to solve the hidden terminal problem (as is
possible with IEEE 802.11), it can be combined
with the RTF/CTF messages of active selection
which will signiﬁcantly increase the eﬃciency of
this suppression strategy. Furthermore, a maxi-
mum response time T which adapts to network
load and node density can reduce the delay in-
curred by the contention period. So far, we have
only considered greedy forwarding. In position-
based routing, greedy forwarding fails if no
neighbor with progress toward the destination
exists. In such a case, a recovery strategy is used to
circumnavigate the area with no reception. While
Geodesic Anchors, as proposed for Terminodes
routing, is directly applicable to CBF we also plan
to investigate other alternatives that are more
similar to the repair strategies of face-2 and GPSR.
The use of directional antennas in ad hoc net-
works recently gained increased scientiﬁc interest
[29]. This technology seems to be a promisingcandidate particularly in the context of area-based
suppression.References
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