Learning with label proportions (LLP), which is a learning task that only provides unlabeled data in bags and each bag's label proportion, has widespread successful applications in practice. However, most of the existing LLP methods don't consider the knowledge transfer for uncertain data. This paper presents a transfer learning-based approach for the problem of learning with label proportions(TL-LLP) to transfer knowledge from source task to target task where both the source and target tasks contain uncertain data. Our approach first formulates objective model for the uncertain data and deals with transfer learning at the same time, and then proposes an iterative framework to build an accurate classifier for the target task. Extensive experiments have shown that the proposed TL-LLP method can obtain the better accuracies and is less sensitive to noise compared with the existing LLP methods.
Introduction
Learning with label proportions(LLP), which seeks an instance-level classifier merely based on bag-level label proportions, is a new paradigm in machine learning that addresses the classification of instances [1, 2, 3] . In LLP, we only know the proportions of examples belonging to different classes in each bag; however the labels of the instances are unknown. From the binary classification perspective, the task of LLP is to learn a classifier to classify the unknown label instance as either positive class or negative class. The formulation that learning with label proportions has been first proposed by Kuck et al. in [1] , which can be used for political elections analysis. In the case of politician polls, each candidate may have a group of loyal voters and some swing voters. They may know the vague proportion of votes cast in each district; however, they usually do not know the vote of each person. Since the candidates have limited resources, they have to analyze political elections and consider which kind of voters they should focus on so as to maximize their interests. To date, LLP has been applied to forecasting revenue [4] , image classification [5, 6] , video event detection [7] , demographics mining [8] and privacy protection [9] . Figure 1 illustrates the binary classification problem in LLP. The black circle "•" denotes the unlabeled instance. In each bag, the red and blue rectangles represent the amount of negative and positive instances respectively, and we are assumed to know the vague proportion of positive class size and negative class size in advance. On the right, the red and blue samples denote the negative and positive instances, and the dotted line denotes the classifier trained by the label proportions and instances without labels.
Depend on the models of the learning methods, the previous works to LLP can be classified into two broad categories. (1) The approaches for LLP based on support vector machine(SVM) technology [9, 10] , where large-margin framework is proposed to solve LLP problem. For example, Wang et al. [10] propose a classification model based on twin SVM, which is in a large-margin framework. (2) Some other methods are proposed to deal with LLP problem based on probabilistic models [11, 12] . For example, Fan et al. [12] propose a framework to build generative classifier by density estimation, which considers the probability of the data into account.
Despite much progress made on learning with label proportions, most of the previous work do not consider the knowledge transfer in the LLP problem. Transfer learning [13, 14, 15, 16] can transfer knowledge from the source task to the target task and the transferred knowledge can help target task to build a transfer learning classifier for prediction. In addition, transfer learning aims to solve new but similar problems effectively by utilizing previously acquired knowledge. Different from most of the previous work that considers the LLP problem as a single learning task in the training, we expect to build a transfer learning classifier for the target task by transferring knowledge from the source task. In addition, we may meet the uncertain data which is produced by sampling error or instrument imperfection [17, 18] . For example, in environmental monitoring applications, sensor networks typically create large amounts of uncertain data sets because of the noise in sensor inputs or errors in wireless transmission [17] . Furthermore, some papers [19, 20, 21] that are related transfer learning and uncertainty modeling are proposed and show better performance. Hence, it is necessary to build a classifier on the target task for LLP problem by transferring knowledge from the source task where input data contain uncertain information.
In this paper, we propose a novel approach to address the problem of transfer learning-based label proportions with uncertain data. In order to provide a more accurate classifier, this paper proposes a transfer learning-based approach for the problem of learning with label proportions(TL-LLP), which can transfer knowledge from source task to target task. In all, the main contributions of the paper can summarized as follows.
• In the first step, we propose a transfer learning-based objective model by using a common parameter and incremental parameters to denote the direction of the classifiers for both tasks, which can transfer knowledge from the source task to the target task, and build a predictive classifier for learning with label proportions problem. Meanwhile, the proposed method can model the uncertain data using the reachability area, which indicates possible domain of the uncertain data. As a result, the proposed method can transfer knowledge for the LLP problem and reduce the effect of the uncertain data at the same time.
• In the second step, in order to solve the proposed method, we propose an iterative framework to build the classifier and mitigate the effect of the uncertain data on the classifier. In addition, we present the update lemmas to refine the classifier and reduce the impact of the uncertain data. We further present the computation complex analysis of the proposed TL-LLP method. Thus, we can solve the problem of transfer learning-based label proportions where both tasks contain uncertain data.
• We conduct extensive experiments on the data sets to investigate the performance of our proposed approach. The results have shown that our method performs better than existing LLP methods and is less sensitive to the uncertain data.
The remainder of this paper is structured as follows: in Section 2, we review the previous work related to our study. In the Section 3, the proposed method is introduced. Section 4 compares our method to the existing approaches. Finally, Section 5 concludes the work and presents the future work.
Related work
In this section, we briefly review the previous work related to our study. We first introduce the methods for LLP problem in Section 2.1, and then review the previous methods on uncertain data in Section 2.2.
Learning with Label Proportions
To deal with LLP problem, many learning algorithms have been proposed. In the following, we briefly review the work on LLP problem based on support vector machine (SVM) model, probabilistic models and other models.
Some methods are proposed to deal with LLP problem based on SVM technology. Rueping et al. [22] treat the mean of each bag as a super-instance and estimate a classifier based on support vector regression. Yu et al. [9] introduce a large-margin framework called proportion-SVM which jointly optimizes over the unknown instances labels and the known label proportions. For the above framework, the two methods, called alter-∝SVM, conv-∝SVM, have been proposed for LLP problem. Following the idea in [9] , the method in [10] is based on twin SVM and needs to solve two smaller binary classification problems. Cui et al. [23] discuss how to combine the proportion learning framework with Laplacian term and analyze the structured information in proportion learning problem. The method introduces the Laplacian term to exploit the geometric information of data points. Chen et al. [24] try to address the LLP problem via nonparallel support vector machines, where the method can improve the classifiers to be a pair of nonparallel classification hyperplanes. Qi et al. [25] build a LLP-NPSVM method by a generalized classifier that determines instance labels according to two nonparallel hyper-planes under the supervision of label proportion information.
Some methods are proposed to deal with LLP problem based on probabilistic models. Hernández et al. [11] adopt several versions of an Expectation-Maximization algorithm to learn a naive Bayes model which assumes conditional independence between the predictive variables. Fan et al. [12] propose a new learning framework from the Bayesian perspective by estimating the conditional class density to estimate the posterior probability. Meanwhile, with the deep belief networks model for estimating the log-probability, they rebuild the posterior probability for classification problem. Sun et al. [26] build a probabilistic approach applied to the US presidential election, which uses cardinality potentials to perform exact inference over latent variables during learning, and introduces a novel message-passing algorithm to extend cardinality potentials to multivariate probability models. Ardehaly et al. [8] develop a models to estimate the relationship between political sentiment and demographics during the U.S. presidential election.
In addition, Kuck et al. [1] present a principled probabilistic model trained with an efficient Markov Chain Monte Carlo (MCMC) algorithm. Latter, MeanMap method which is based on modeling the conditional class probability has been proposed by Quadrianto et al. [2] . The MeanMap approach directly estimates the sufficient statistics of each bag by solving a linear system of equations. Stolpe et al. [27] introduce a method based on clustering with k-Means. Fish and Reyzin [28] build an algorithm to solve foundational questions regarding the computational complexity of LLP, and also compare it with classical PAC learning to demonstrate the feasibility. Shi et al. [29] propose a algorithm called LLP-RF based on random forests, which has the advantage of dealing with high-dimensional LLP problem.
Despite the great progress made in this area, most existing work views the LLP problem as a singletask learning issue. However, in real-world applications, labelling a large amounts of data for new learning tasks may be expensive and time-consuming, and we expect to reduce the labeling efforts of the new task by transferring knowledge from related tasks. In this paper, we propose a novel approach TL-LLP, which not only processes data of uncertainty but also improves the performance of the new tasks classifier by transferring knowledge from related tasks.
Uncertain data
In the past, many learning approaches have been proposed to deal with data uncertainty. In the following, we briefly review previous work on uncertain data in clustering, classification and other application problems.
Some methods are devised to handle uncertain data in clustering problems. Kriegel and Pfeifle [30] adopt the fuzzy distance functions to measure the problem of similarity between fuzzy objects and hierarchical density-based clustering algorithm. In the problem of clustering data objects whose locations are uncertain, Ngai et al. [31] propose UK-means algorithm to improve accuracy of the clusters formed in moving object uncertainty. Aggarwal and Charu [32] use multi-variate density estimation to handle error-prone and missing data. Xu et al. [33] propose a clustering algorithm based on probability distribution similarity which aims at finding the largest margin between clusters. Zhou et al. [18] study the problem of clustering distributed uncertain data in distributed peer-to-peer network, in which the centralized global clustering solution is approximated by performing distributed clustering.
To deal with uncertain data in classification problems, some methods are proposed as follow. Bi and Zhang [34] adopt total support vector classification (TSVC) algorithm to deal with noisy input, which is motivated by the total least squares regression method. Gao and Wang [35] introduce a novel framework to help train either SVM or rule-based classifier. The algorithm mines discriminative patterns from uncertain data as classification features/rules. Tsang et al. [36] restructure decision tree algorithms to handle data tuples with uncertain numerical attributes. Cao et al. [37] propose weighted ensemble classifier based on extreme learning machine algorithm, which can dynamically adjusts classifier and the weight to solve the problem of concept drift. Han et al. [38] discuss how to classify uncertain data streams, which handles both occurrence level and attribute level at the same time from positive and unlabeled examples.
Recently, Denoeux and Thierry [39] introduce a method based on the maximization of a generalized likelihood criterion, which can be interpreted as a degree of agreement between the statistical model and the uncertain data. Liu et al. [40] adopt a SVDD-based approach by introducing a confidence score for each input data point to detect outliers on uncertain data. Xiao et al. [19] propose a method called uncertain one-class transfer learning, which is capable of constructing an accurate classifier on the target task by transferring knowledge from multiple source tasks whose data may contain uncertain observations. Islam et al. [41] describe how a belief-rule-based association rule is handled with the sensor data uncertainties.
Most of the existing work on LLP problem does not consider the collected data may be corrupted with noises and contain uncertain information. In real-world applications, the data uncertainty produced by sampling error or instrument imperfection may reduce the performance of LLP problem. In this case, we will discuss how to construct an accurate classifier for LLP problem where the knowledge is transferred from the source task to target task, and both tasks may contain uncertain data.
The Proposed Method

Learning Setting
In learning with label proportions, a bag contains a set of instances, the label proportion of a bag is associated with the amount of positive instances in this bag. For convenience, we utilize capital letter B I and P I to denote the Ith bag and its positive instances proportions. For the instances in a bag, we utilize lower letter x i and y i to denote the ith instance and the instance label.
We denote the training sets of source task as (B ). As a result, the training set of source task D 1 = {x 11 , x 12 , . . . , x 1|D1| } is given in the form of t 1 disjoint bags:
We focus on the binary case of † = {1, −1}, if P I = 0, then all of the instances in B I are negative, if P I > 0, then the B I at least exists one positive instance. Let 
. . , x 2|D2| }) denote the training set for the target task T 2 , and we have the same explanation. The similar operations as [42, 22] , we select a scaling function as bridge for bag proportion and label y and use the Platt scaling function [43] and inverse it as:
For estimate a linear classification function f (x) = w T x+b well, we require that f predicts y on average:
The proportion transfer learning framework
In this section, we will introduce our proposed method. For two related tasks, we construct an SVRbased classifier to transfer knowledge from the source task to the target task. We assume that the models of two tasks are all close to a similar model, and then we train SVR on (B J ) for the target task. In order to transfer knowledge from the source task to the target task, we make
where w 0 is a parameter to facilitate the transfer and the specific parameter v 1 , v 2 represent the discrepancy between the local optimal decision boundary and the globe optimal decision boundary(w 0 ). Let
be the classification planes for source task T 1 and target task T 2 . For the consideration of data uncertainty, we assume each input data x i is subject to an additive noise vector x i . As studied in [44, 45, 46] , we consider a simple bound score for each sample such that:
This setting has a similar influence of assuming x i has a certain distribution. For example, we assume that x i follows a Gaussian noise model:
The bound δ i has an effect similar to the standard deviation σ in the Gaussian noise model. In addition, the constraint || x i || ≤ δ i replaces the squared penalty term
. We let x i + x i denote the reachability area of example x i , as illustrated in Figure 2 . Thus, the original uncorrupted input x s i can thereafter be denoted as x s i = x i + x i , and x s i falls into the reachability area of x i . The metric of this uncertain model is if we can obtain x i , the uncorrupted data can be estimated. We then consider two similar tasks learning to solve the LLP problem as follows:
Subject to:
where ξ ti and ξ * ti (t = 1, 2) are training errors; parameter λ 1 , λ 2 > 0 control the tradeoff between the source task and target task; C 1 and C 2 are parameter to balance the margin and training errors; the ε 1i and ε 2i controls the size of ε-insensitive zone. Since we can determine a choice of x i to render x i + x i , the method of modeling noise lets TL-LLP less sensitive to the sample corrupted by noise.
To solve the problem (5), we use an iterative approach to calculate w 0 , v t , b t , x ti , ξ ti and ξ * ti (t = 1, 2) to obtain the classifier. In the first step, we fix each x 1i and x 2i , and solve (5) to obtain w 0 , v t , b t , ξ ti and ξ * ti (t = 1, 2); in the second step, we fix w 0 , v t , b t , ξ ti and ξ * ti (t = 1, 2) to calculate the values of x 1i and x 2i . In the following, we detail the above two steps and the detailed derivations refer to Appendix section.
First, we fix each x 1i and x 2j as x 1i and x 2j , respectively, and let them to a small value such that || x 1i || ≤ δ 1i and || x 2j || ≤ δ 2j , then we solve the optimization problem (5) 
Since the constraint is released and the problem (6) is a QP problem, which can be solved via the dual form. Second, we need to resolve optimization problem (6), and have Lemma 2.
Lemma 2. By introducing the Lagrangian function [47] , the solution of the optimization problem (6) can be given by:
then we can obtain the solutions of Lagrange multipliers and the values of w 0 , v 1 and v 2 can be calculated as
where α 1i , α * 1i ,α 1m and α * 1m are Lagrange multipliers; it has x 1i = x 1i + x 1i ; x 1j , x 2m and x 2n are similar to x 1i .
After fix x 1i and x 2m to obtain f 1 (x) and f 2 (x), the next step is to fix f 1 (x) and f 2 (x) to calculate new x 1i and x 2m . We have Lemma 3 as follows.
Lemma 3. By fixing two hyperplanes f 1 (x) and f 2 (x), the solutions of x ti (t=1,2) for optimizing problem (5) are
where it has
The theorem indicates that, for given f 1 (x) and f 2 (x), the minimization of problem (5) over x is quite straightforward.
Algorithm 1 TL-LLP
Input:
The source dataset and target dataset: (B Fix x 1i and x 2m and solve problem (6); Let F (t) = F (α);
8:
Compute f 1 (x) and f 2 (x) based on Equations (14)- (16);
Fix f 1 (x) and f 2 (x) and resolve optimization problem (5) to update each x 1i x 2m according to (11); 10: After that, we have one round of alternation and continue to update f 1 (x), f 2 (x) and x iteratively. By referring to the alternating optimization method in [44] , we propose an iterative framework to resolve problem (5) in Algorithm 1. By employing the stopping criterion as in [48] , since the values of F val (t) is nonnegative, the algorithm will be stopped when |F val (t) − F val (t − 1)|/|F max | is smaller than the threshold .
For the computation complex of the proposed TL-LLP method, assume that training a standard SVM method requires O([number of training data]
2 ) time. In the paper, solving the optimization problem (7) requires solving a standard SVM problem with |D 1 | source task data and |D 2 | task target data. The update of x in (11) just needs linear time, that is O(|D 1 | + |D 2 |). Suppose the iterative approach stops after m times iterations. Thus, the overall complexity in solving the problem (7) is m·O((
For the prediction of the transfer learning classifier, after solving the problem (5), we can obtain the transfer classifier f 2 (x) = (w 0 + v 2 )
T · x + b 2 . For the instance x 1i in target task, if 
Experiments
In this section, we will conduct experiments to investigate the performance of the proposed TL-LLP method. These experiments were done on a laptop with 2.4 GHz CPU and 4GB RAM.
Baselines and Metrics
For comparison, another four state-of-the-art LLP methods, MeanMap [3] , Inverse Calibration(InvCal) [22] , alter proportion-SVM(alter-∝SVM) [9] and convex proportion-SVM(conv-∝SVM) [9] are used as baselines.
• MeanMap [3] : the first method estimates the mean of each class using the mean of each bag and the label proportions, and employs an Markov Chain Monte Carlo algorithm to handle the problem.
• InvCal [22] : the second method replaces the whole bag with mean of each bag and trains the classifier by combining support vector regression and inverse classifier calibration.
• Alter-∝SVM [9] : the third method is an alternating optimization method for the non-convex integer programming problem(∝SVM). This baseline trains a classifier by iteratively optimizing (w, b) and y until the objective converges.
• Conv-∝SVM [9] : the fourth method is a convex relaxation method, which transforms the ∝SVM formulation to a convex function and does not require multiple initializations.
In general, the problem of learning with label proportions always use accuracy to evaluate the performance of the methods, we use accuracy as a measure of metrics in the experiments.
Data Sets and Settings
To evaluate the properties of our method, we compare the performance of different baselines on 20 Newsgroups 1 and Reuters-21578 2 , which are popularly used in the previous transfer learning work [49, Since the two datasets are not designed for LLP problem, similar to the operations in [51, 52, 53] , we reorganize the LLP datasets based on the top categories. First, we choose a sub-category α(1) from a top category (A) as a positive class, so each sample in this sub-category α(1) is seen as a positive sample and other sub-categories are negative class. Second, for the source task, we randomly select a number of samples from the positive sub-category α(1) as positive instances and the same number samples from other sub-categories as negative instances, and form them as a source task. The same operation is conducted on the target task to form the positive instances and the negative instances. In order to make the two tasks relevant, we let the positive class of the source task and the target task have the same top category in the generation, such as α(1) for the source task, α(2) for the target task. Without loss of effectiveness, we only retain the words with higher document frequency to reduce dimensionality and each instance is represented by features.
Using the above operations, we generate nine data sets for the source task and target task and listed both tasks in Table 2 . In Table 2 , both data sets of source task and target task will be experimented by the proposed method, and the other methods will only conduct experiment using the target task since they are proposed for single task learning.
For the experiment setting, we conduct similar to the previous LLP work [22, 9] , we randomly select the instances into bags of a fixed size and choose the bag sizes of 2, 4, 8, 16, 32, 64. In our approach, λ 1 and λ 2 control the trade-off between source task and target task. Since we are more concerned with the target task than the source task in transfer learning, we set
) and the bond score δ i is set 0.01. For other baselines, we set the experiments similar to their own works. For MeanMap, let the parameter λ ∈ {0.1, 1, 10}. For InvCal, the parameters are tuned from C ∈ [2 −2 , 2 5 ], and ε ∈ {0.01, 0.1}. For alter-∝SVM, the parameters are tuned from C ∈ [2 −2 , 2 5 ], and
. For conv-∝SVM, the parameters are tuned from C ∈ [2 −2 , 2 5 ], and ε ∈ {0.01, 0.1}. We utilize linear kernels k(x 1 , x 2 ) = x 1 · x 2 since it always performs well for text classification [54] . Then, we execute experiments with 5-fold cross validation, and the performance is evaluated by accuracy. We then report the mean accuracies with standard deviations of the five times of testing.
Experimental Results
In this section, we present the experimental results. Table 2 shows the average accuracy and standard deviation of the methods under the bag size from 2 to 64. From the Table, we can know that the proposed TL-LLP method outperforms the MeanMap, InvCal, Alter-∝SVM and Conv-∝SVM methods on most data sets. This is because MeanMap, InvCal, Alter-∝SVM and Conv-∝SVM methods are proposed for single task, and they only build classifier using the target task, however, the proposed method can transfer knowledge from the source task to the target task to help the target task build a more predictive classifier, thus, the proposed TL-LLP can deliver higher performance for most of the data sets. In addition, we observe even for the dataset 5 with bag number 2, dataset 6 with bag number 64, and dataset 9 with bag number 16, the TL-LLP does not obtain the highest accuracy, its performance is close to the highest accuracy. In addition, Table 2 also demonstrates the standard derivation of each method on the datasets. We can observe that the standard derivation of the proposed method is less than other methods on most of the datasets, which implies that the proposed TL-LLP method can deliver a stabler performance than other LLP methods. Furthermore, Figure 3 shows the mean accuracy on data sets under bag size from 2 to 64. From Figure 3 , we can see that the average performance of TL-LLP is higher than MeanMap, InvCal, Alter-∝SVM and Conv-∝SVM methods. We can conclude that the proposed TL-LLP method can well solve LLP problems. 
Sensitivity to Input Data Noise
To compare the performance of five algorithms with regards to dealing with uncertain data, we add the noise into the source and target tasks data and conduct experiments to investigate the sensitivity of the five algorithms to the noise. Following the method used in [55, 56] , we generate the noise using a Gaussian distribution with zero mean and standard deviation determined as follows.
For each data set, we first calculate the standard deviation σ 0 i of the entire data along the ith dimension, which is to model the difference in noises on different dimensions. Then we obtain the standard deviation of the Gaussian noise σ i randomly from the range [0,2·σ 0 i ] to add noises for ith dimension. By doing this, a data example x j is added with noises, which can be presented as a vector
Here, d denotes the number of dimensions for a data example x j , and σ xj i , i = 1, · · · , d represents the noise added into the ith dimension of the data example. Figure 4 declares the basic idea of the method of adding noise to data examples. In this figure, x is the original data example, v is a noise vector, the new data example with added noises is represented by x v , which has some deviations from the original example x.
In our experiment, we make the percentage of data added noises increases from 0 to 32%, and apply these noisy datasets to MeanMap, InvCal, Alter-∝SVM, Conv-∝SVM and TL-LLP methods. Figure  5 illustrates the accuracy values obtained for the five methods related to different percentages of data corrupted by noise. We can discover that, as more noise is added to the data, the accuracy values of the five methods decrease. This is because as the noise percentage increases, the positive class potentially becomes less distinguishable from the negative class. However, it is easily to see that our method TL-LLP can still consistently yield higher accuracy than MeanMap, InvCal, Alter-∝SVM and Conv-∝SVM, which implies that the proposed TL-LLP method can reduces the effect of noises in the data. Figure 6 presents the average computational time of five methods on different data sets. From this figure, we can see that the computational time required by TL-LLP is more than other methods. This is because that the MeanMap, InvCal, Alter-∝SVM and Conv-∝SVM methods are single task model, which is only trained on target task, and the TL-LLP method is two tasks model, which involves both source task dataset and target task dataset into learning. Thus, the proposed TL-LLP method requires more running time compared with other methods. In addition, we observe that Alter-∝SVM and Conv-∝SVM take more time than MeanMap and InvCal methods, since ∝SVM model needs to solve a quadratic optimization in the learning.
Running time analysis
Conclusions and Future Work
This paper addresses the problem of transfer learning-based learning with label proportion. To assist the target task to learn a model for prediction, this paper has proposed a transfer learning model for learning a classifier from label proportions. Our proposed approach transfers knowledge from the source task to the target task. We then convert the objective model into the Dual problem using Lagrange method. Extensive experiments have been conducted to investigate the performance of our proposed approach, and the experiments show that the proposed method outperforms the existing LLP methods.
In the future, we would like to apply the proposed method on the data stream environments.
APPENDIX
In this section, we will present the detailed derivation of Lemmas.
Proof of Lemma 1
In the optimization problem (5), if fix each x i as a small value and || x i || ≤ δ i , the constraint x i ≤ δ i is useless and will not have any impact on this optimization problem, since || x i || is already less than or equal δ i . Thus, we can delete the constraint from problem (5), and then use the optimization problem (6) to replace optimization (5).
Proof of Lemma 2
To solve the primal problem (6) , let x i = x i + x i and introduce multipliers α and γ build the Lagrange function as
To minimize L, we derive partial derivatives
, and we get 
Substituting the equation (14) (15) (16) (17) (18) (19) (20) into equation (13) to obtain the dual form (7) of the problem (6).
Proof of Lemma 3
If w 0 , v 1 , v 2 , b 1 and b 2 is fixed to be w 0 , v 1 , v 2 , b 1 and b 2 in problem (5), the optimization of problem (5) over x equals to minimization of (ξ 2m + ξ * 2m ) over each x. We assume each noise vector x just corrupts sample x i and will not affects other instances. Consequently, for the source task, x 1i have impact on ξ 1i or ξ * 1i . The optimization of 
Using Taylor expansjion [57] , we have 
From (24), it is seen that we can minimize ξ 1i by maximizing −u 1 T x i . By using the Cauchy-Schwarz inequality [58] , it has − ||u 1 || · || x i || ≤ −u 1 · x i ≤ ||u 1 || · || x i ||
The equality holds if and only if x i = −cu 1 , where c is a constant number. Since || x i || ≤ δ 1i , the optimal value of x i is
Similar to the above operation, we can minimize ξ * 1i by maximizing u 1 T x i when y 1i − f 1 (x i ) > ε 1i , we then have optimal
For the examples x 1i in source task, the x 1i is
For the x 2m in target task, similar to the operations as x 1i , the x 2m is 
