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Abstract
For the matching problem with vanishing arcs, an optimal algorithm based on the branch and bound method was developed 
to find the maximum matching in a bipartite graph [1].
The algorithm takes into account the limits of compatibility procedures. The calculated experiment is aimed at proving the 
feasibility of paralleling of the optimal algorithm for solving the problem of scheduling the reception of medical procedures by pa-
tients for use in the sanatoriums of Ukraine.
The experiment was carried out on computing platforms of different configurations with different computing power: a dif-
ferent number of processor cores, different amounts of memory, etc.
Estimated minimum time scheduling, received at the computer platform with the maximum number of PCs is involved. 
Estimated time scheduling algorithm paralleling by using modifications of the branch and bound method is directly proportional to 
the number of vertices of a bipartite graph (which is equal to the sum of the number of procedures and the number of patients), the 
number of assigned procedures and restrictions.
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1. Introduction
The appointment of procedures in modern sanatorium and medical institutions is a complex 
process. This process must take into account a sufficiently large number of factors, the main of 
which are:
– list of procedures prescribed by the doctor; the operating time of the medical treat-
ment room;
– capacity of the medical treatment room (one procedure can be taken by several pa-
tients at a time);
– duration of the procedure (for different procedures the duration of the procedure is different);
– duration of the technical break between the procedures; compatibility of procedures (the 
patient can’t simultaneously take several procedures). Also, the schedule is imposed an additional 
restriction – the patient can’t has the following procedure less than a short time after the previous 
one, for each pair of procedures the value of the compatibility time may vary.
The task of scheduling procedures for patients of a sanatorium is considered in the ar-
ticle [1]. Such problems are successfully solved by the mathematical apparatus of the theory 
of schedules – a section of applied mathematics that studies models of ordering of works and 
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methods of scheduling [2]. The task of appointment of the procedures to patients in the sanato-
rium is reduced to an extended task of finding the maximum matching in a bipartite graph. An 
optimal algorithm for its solution is developed on the basis of the known of branch and bound 
method [1].
The tasks of scheduling can be interpreted and how the tasks of allocating resources (under 
the resources in the broad sense, mean material, time resources, etc.) with given constraints (by the 
number of resources, the time for their creation, processing, etc.) [3]. The source [4] describe the 
task of scheduling training sessions for schools, universities, etc.
From the NP-completeness of the problem “On matching with vanishing arcs”, which is 
proved in [5], it follows that it does not lend itself to efficient, accurate methods.
It is known that any NP-complete problem can be solved by the method of complete 
search [6]. But at the same time, depending on the size of the problem, computing resources are 
needed and the time of its solution can be unacceptably large from a practical point of view.
The tasks of compiling the optimal schedule are often amenable to solving, using the mod-
ifications of the classical problem of matchings [7], various statements of which are given [8]. This 
problem consists in finding the minimum cost in an arbitrary weighted graph and in [9] it is solved 
in time O (nlog (n)), where n – the order of the input matrix.
To optimize the process of full enumeration, the branch and bound method [6] is applied, 
which allows to reduce the set of admissible solutions by means of an effective search algorithm, as 
well as paralleling of computations.
It should be noted that for the branch and bound method the branching procedure and the 
procedure for finding the upper and lower bounds have the greatest difficulty.
Paralleling of the computation does not reduce the number of options that are analyzed, but 
only reduces the time required for this.
In [10, 11], algorithms for solving the classical matching problem are proposed, which make 
it possible to reduce the computational complexity of software implementations.
In [12], the authors develop an algorithm for solving the task of scheduling tasks by modi-
fying the Hungarian algorithm.
In [13], a new method for solving the problem of weighted matching is described, the max-
imum matching in which is in time O(n3). In the future, it is planned to modify the problem of 
matching with “vanishing” arcs, adding weight to the arcs.
The aim of the computational experiment is to prove the feasibility of paralleling of the 
proposed modification of the branch and bound method for solving the problem of matching with 
vanishing arcs for its further application in the sanatoriums of Ukraine.
2. Materials and Methods
Since the software product is aimed at the final customer (sanatorium “Denyshi” in the Zhy-
tomyr region), the general formulation of the problem is as follows:
1. To develop a program that ensures the preservation of the following data:
– information about patients and saving the data archive;
– full characteristics of procedures and time of compatibility of the procedures;
– information about doctors, their specializations and weighting coefficients;
– weekends and holidays.
2. The program must ensure the following functions and calculations:
– add, change, delete, sort, print and search data for all listed items;
– fixing the patient to a certain doctor and calculating the burden of doctors;
– the appointment of a certain number of procedures by the doctor to the patient;
– formation of the patient’s schedule taking into account the capacity of the medical treat-
ment rooms.
3. The system should ensure the formation of a schedule in two modes:
– formation of the patient’s schedule immediately after the appointment (manual mode);
– automatic scheduling for all patients.
Reports on research
projects
(2017), «EUREKA: Physics and Engineering»
Number 2
18
Computer Sciences and Mathematics
4. Ability to edit the schedule.
5. Calculation, viewing and printing of general and free limits of doctors on the appointment 
of procedures.
6. Calculation, viewing and printing of the reserve of procedures and the total number of 
appointed procedures.
7. Calculation and printing of capacity of medical treatment rooms on a certain date.
To achieve the aim of the experiment it is necessary:
1. To estimate the time costs for performing calculations on various computing platforms 
having different computational powers: different number of processor cores, different amount of 
memory, and so on.
2. To compare the results and determine the efficiency and appropriateness of the paralleling 
process. The efficiency criterion is the minimization of the execution time for the calculation of the 
maximum matching in a bipartite graph with vanishing arcs.
The experiment was conducted using the author’s problem-oriented tools – NetRemoting 
program.
NetRemoting program is designed for automated scheduling of procedures for patients 
of a sanatorium. In addition, it provides: calculation of doctors’ work, calculation, viewing and 
printing of general and free limits of doctors, calculation, viewing and printing of the reserve 
procedures and the total number of appointed procedures, calculation of capacity of the medical 
treatment rooms.
The program for the automated formation of the schedule for procedures for the patients 
of the sanatorium (NetRemoting) is designed for performance on an IBM PC and runs under the 
operating system Windows 7 or higher.
PC must have at least 512 MB of RAM, a graphics card with 64 MB or more RAM, 
SVGA monitor with a resolution of at least 800×600 pixels, at least 50 MB of free disk space.
The program consists of two modules: a server module that controls the execution of cal-
culations and a client module that runs on separate PCs to calculate parallel operations. The pro-
gram solves the problem of scheduling procedures for patients of the sanatorium with a modified 
branch and bound method. The architecture of the program complex is shown in Fig. 1.
The computational experiment was carried out on a series of random conditions of the 
problem generated by the program. Input parameters (Table 2) were random (registered, but 
uncontrolled). The initial parameter for carrying out the computational experiment is prct  – the 
predicted time for the formation of the schedule under given conditions. The characteristics of 
computers were chosen taking into account the increase in the number of processor cores for 
clarity of the algorithm paralleling. The number of tests and the input parameters correspond 
to the data in Table 1, 2.
Table 1
The characteristics of computers that were used to conduct a comparative computing experiment
Number of 
 the computing platform Microprocessor name Number of cores Clock frequency RAM 
1 Pentium 4 1 2,42 GHz 512 MB
2 Intel Celeron E3300 2 2,50 GHz 2 GB
3 Intel Core i5-3570K 4 3,4 GHz 4 GB
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Fig. 1. The architecture of the software product of automatic scheduling of  
medical procedures by patients of the sanatorium
Table 2
List of input parameters of the computational experiment
Parameter 
number Designation Parameter name Parameter type
1 ktp number of treatment procedures deterministic
2 kp number of patients random
3 kap number of appointed procedures random
4 k
i,j
restrictions on procedures deterministic
The initial parameter for conducting a comparative computing experiment is the time ñt  
spent on making calculations for scheduling the reception of treatment procedures by the patients 
of the sanatorium using NetRemoting program
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3. Experimental procedures
Generalized instructions for the use of software in a computational experiment:
1. Run the software on the server, select the required number of clients and wait for their 
connection (Fig. 2).
Fig. 2. The main window of the server module
2. After connecting all the clients, the server goes into the output data generation mode, se-
lects the required number of procedures, people, appointed procedures and presses the button, the 
server generates the data. The window for generating input data is shown in Fig. 3.
Fig. 3. Output data generation window
The server goes into the ready for calculations mode (Fig. 4).
Fig. 4. Readiness window of the server module for calculations
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3. Get the result (Fig. 5).
Fig. 5. The window with the result of calculation tcpr
For carrying out of computing experiment computers with characteristics according to 
Table 1 were used. Three computing platforms were formed (Fig. 6−8).
Fig. 6. The structure of the processor, which was used on the first computing platform
Fig. 7. The structure of the processor, which was used on the second computing platform
Fig. 8. The structure of the processor, which was used on the third computing platform
In each test (Table 3), a time was measured to perform calculations by modifying the branch 
and bound method for various computational platforms shown in Fig. 6–8.
As can be seen from the data in Table 3, the value of the input parameters increases with 
the number of the test. Also, in accordance with the increase in the values of the parameters, the 
time for the formation of the schedule increases. The computational experiment was carried out on 
a series of random conditions of the problem generated by the program. Input parameters for the 
experiment were registered, but uncontrolled.
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Table 3
Results of tests of computing experiment
Test  
number
Input parameters The predicted time of the schedule formation
ktp kp kap The first platform The second platform The third platform
1 74 1584 2974 71,2 37,4 23,8
2 74 1312 3217 91,5 48,8 31,2
3 80 1723 3343 112,4 59,2 38,7
4 80 1784 3578 115,8 60,1 40,4
5 85 1837 3724 137 71,7 47
– – – – – – –
86 129 8719 51622 412,2 209,3 138,1
 
4. Discussion
During the experiment, the following results were obtained:
1. The predicted time of scheduling using the algorithm of paralleling of the modification of 
the branch and bound method is directly proportional to the number of vertices of the bipartite graph 
(which is equal to the sum of the number of procedures and the number of patients), the number of 
assigned procedures and restrictions.
2. The predicted minimum time for scheduling is obtained on a computer platform with the 
maximum number of involved PCs. 
3. The maximum reduction in time is 19.1 times compared to the 86th test for the third platform 
with the 86th test for the first platform given in Table 3.
Thus, the aim of the experiment is achieved and the expediency of paralleling of the proposed 
modification of the branch and bound method for solving the problem of matching with vanishing arcs 
for application in sanatoriums of Ukraine is achieved.
5. Conclusions
Using the developed NetRemoting software, a comparative computational experiment was 
performed, which allowed estimating the temporal characteristics of the optimal algorithm for 
solving the matching problem with vanishing arcs on different computational platforms and com-
paring them. Based on the results of the experiment, it is possible to draw conclusions about the 
advisability of paralleling of the solution of the matching problem with vanishing arcs by an op-
timal algorithm. The modified branch and bound method shows the stability of reducing the time 
for scheduling procedures by patients with increasing computing power of the PC, for example, 
at tpk =85, pk =1837, apk =3724, the time of solving the problem on the third platform is reduced by 
3 times in comparison with the first computing platform.
The practical value of researches lies in the possibility of their use in the development and 
application of scheduling systems and operational management in the treatment process. Research-
es are also applicable in the development of control systems for flexible automated systems for 
enterprises with a discrete nature of production.
The authors would like to further add weights to each arc and solve the problem of matching 
with “vanishing” arcs in a modified form and to conduct an experiment of paralleling of its solution.
A promising direction for further research is the modification of known methods (genetic, 
ant colony, etc.) to solve the problem of scheduling procedures for patients of the sanatorium, as 
well as paralleling of these methods and comparison of the results with obtained in this research.
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