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Introduction
One of the classical problem in mathematics was studying diophantine equa-
tions, i.e. polynomial equation in one or more variables with integer (or
sometimes rational) coefficients. The aim was to find rational solution to
these equations. First they wanted to know if there were rational solution at
all. Then they wanted to find whether the number of solution was finite or
infinite. Finally they aimed to find all the solutions if they were finite or an
algorithm to produce all the infinite solutions.
The case of equations in one or two variables was thoroughly studied and
understood by number theorists of the last three centuries. The next logical
case to study was cubic equation in three variables. This started the research
on elliptic curves. These researches were then extended to abelian varieties,
which are objects that generalise the elliptic curves in higher dimension.
An abelian variety over a number field K is a projective variety with a
group structure on its K-rational points. We denote by A(K) the set of the
K-rational points.
One of the most important theorem about the structure of A(K) was
conjectured by Poincare´ in 1901 and proved later by Mordell and Weil: A(K)
is a finitely generated abelian group. So A(K) is composed of a finite abelian
group A(K)tors consisting of the torsion elements and a free group of rank r.
This number r is called the Mordell-Weil rank, or arithmetic rank, or simply
rank, of A. Even after more than 100 years of research the study of A(K) is
an active research area.
The proof of the Mordell-Weil theorem is not effective, meaning that it
does not provide an algorithm to find the rank of A. An algorithm was
developed but it is not even known whether it terminates or not. The reason
is that the algorithm does not calculate the rank but only an upper bound.
The difference between the upper bound and the rank is measured by the
Tate-Shafarevich groupX(A/K), which is defined using Galois cohomology:
X(A/K) = ker
(
H1(K,A(K)) −→
∏
v∈MK
H1(Kv, A(Kv))
)
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6where MK is the set of all places of K and Kv is the completion of K
with respect to v.
The Tate-Shafarevich group is a very complicated object, even though it
turns out that it is often the trivial group. From its definition one easily
derives that it is an abelian torsion group.
The Tate-Shafarevich group comes with two very important conjectures.
The first one says that the size of the Tate-Shafarevich group is always finite.
This conjecture is known to hold true only in the case of elliptic curve of rank
0 or 1 thanks to the works of Kolyvagin, Wiles and others. The second con-
jecture concerning the Tate-Shafarevich group is the Birch and Swinnerton-
Dyer conjecture. It describes a relationship between all the arithmetic and
analytic invariants associated to an abelian variety, including the conjectured
finiteness of its Tate-Shafarevich group. In 1974 Tate said about this conjec-
ture: “this remarkable conjecture relates the behaviour of a function, L, at a
point where it is not at present known to be defined to the order of a group,
X, which is not known to be finite!”. We now know that the L function
is defined at that point but not whether the order of the group is finite in
general.
When we consider an elliptic curve its Tate-Shafarevich group has square
order due to a result of Cassels and Tate. They defined a bilinear pairing
between the Tate-Shafarevich group of a variety A over K and that of the
dual variety A∨:
〈., .〉 :X(A/K)×X(A∨/K)→ Q/Z
Since elliptic curves are isomorphic to their dual variety and in this case
the pairing is alternating, and so we find that if the group is finite then its
order has to be a square. Following this results several mathematicians were
mislead into believing that the order of the Tate-Shafarevich group of every
abelian variety should have been a square but they were wrong.
In 1996 Michael Stoll constructed the first example of a variety whose
Tate-Shafarevich group has order 2 times a square. He used the Jacobian of
a genus 2 curve over Q. Later works of William Stein and other provided
more varieties of high dimension with this property. For every prime p Stein
constructed a variety of dimension p − 1 whose Tate-Shafarevich group has
order p times a square. Stein had also conjectured that every square-free
natural number should appear as the non-square factor of the order of the
Tate-Shafarevich group of an abelian variety.
A useful tool to study the order of the Tate-Shafarevich group is an
equation of Cassels and Tate. Given two abelian varieties A and B over K
and an isogeny ϕ between them, the Cassels-Tate equation determines the
7order ofX(A/K) relatively to the order ofX(B/K) in terms of the number
of local and global points in the kernel and the cokernel of ϕ and global points
in the kernel and the cokernel of ϕ∨. Let MK define the set of all places of
K, then
#X(A/K)
#X(B/K)
=
# kerϕK
# cokerϕK
# cokerϕ∨K
# kerϕ∨K
∏
v∈MK
# cokerϕv
# kerϕv
They discovered this relation during the proof of the invariance under isogeny
of the Birch and Swinnerton-Dyer conjecture, i.e. if two abelian varieties are
isogenous then if the conjecture holds true for one then it holds true also for
the other one.
Using this technique Stefan Keil constructed some abelian surfaces isoge-
nous to a product of two elliptic curves with Tate-Shafarevich group of order
k times a square with k ∈ {2, 3, 5, 6, 7, 10, 13, 14}.
When classifying the elliptic curves with some special property up to iso-
morphism we encounter the so-called modular curve. They represent moduli
space of these problems. In order to work with them we can also construct the
modular curves as Riemann surfaces. They can be defined as the compacti-
fication of a quotient of the complex upper semi-plane {z ∈ C|=(z) > 0} by
some subgroups of the linear group SL2(Z). In particular one of this problem
is to classify elliptic curves with a point of exact order p up to isomorphism.
This problem gives rise to the modular curve X1(p).
In this thesis we are exploring the possibility of finding new examples of
abelian varieties with Tate-Shafarevich group of non-square order inspect-
ing the modular Jacobian J1(p) of the modular curve X1(p) for the prime
13 and 17. We are going to take the quotient by a cyclic subgroup gener-
ated by a Q-rational torsion point and analyse the resulting variety. This
is interesting since it may provide further examples of abelian varieties with
Tate-Shafarevich group of non-square order in low dimension. Many of the
examples with high non-square factor in the order of the group have also
high dimension.
After an introductory chapter where we fix the notation we define rigor-
ously the Tate-Shafarevich group and prove some of its property in chapter
2. In chapter 3 we focus on the Cassels-Tate equation, analysing all parts of
the quotient and providing the right tool to use in order to calculate it. In
chapter 4 we introduce the modular curves and their Jacobians. In the last
chapter we apply the theorems of the preceding ones in order to calculate the
non-square part of the order of the Tate-Shafarevich group of the quotient of
the modular Jacobian J1(p) by a cyclic subgroup generated by a Q-rational
torsion point.
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Chapter 1
Abelian Variety
The simplest way to introduce abelian variety is as generalization of elliptic
curves which allows higher dimension variety.
We start by fixing some basic definitions. A variety over a field K is a
scheme of finite type over K, separated and geometrically integral, that is
reduced and irreducible over K. In particular, varieties are geometrically
connected.
1.1 Definition
Let K be a field.
Definition 1.1.1. A group variety over K is an algebraic variety V over
K together with regular maps
m : V ×K V → V (addition)
inv : V → V (inverse)
and an element e ∈ V (K) such that the structure on V (K) defined by m and
inv is a group with identity element e.
The following commutative diagrams encode this information about the
maps. The map id is the identity and ∆ is the diagonal immersion.
9
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V ×K V ×K V V ×K V
V ×K V V
id×m
m× id m
m
This is the associativity of the addition, the following is the property of
the identity element e:
V V ×K V
V ×K V V
(id, e)
(e, id) m
m
id
Last we have the inverse map. In the following diagram every element of
the upper left V is mapped to e in the lower right V , so the map inv takes
every element to its inverse with respect to m.
V V ×K V V ×K V
V ×K V V
∆ id× inv
inv × id m
m
Proposition 1.1.2. Every algebraic group is nonsingular.
Proof. For any variety we can find an open dense subset U in which the
variety is non singular. For every point a in the variety we can consider the
translation isomorphism ta : P 7→ m(P, a). Then the translates of U cover
the whole variety, hence it is nonsingular.
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Definition 1.1.3. A complete connected algebraic group is called an abelian
variety.
Remark. A complete connected algebraic group is automatically projective.
Moreover projectivity implies that the group law is commutative.
1.2 Isogenies
Theorem 1.2.1 (Rigidity theorem). Let U , V and W be abelian varieties
and α : U × V → W a regular map. If there exists points u ∈ U , v ∈ V and
w ∈ W such that α(U × {v}) = α({u} × V ) = {w} then α(U × V ) = {w}.
Proof. Since the hypothesis continue to hold after extending scalars from K
to K we assume K to be algebraically closed.
Let W0 be an open affine neighborhood of w. Since U is complete the pro-
jection map q : U ×K V → V is closed and so the set Z = q (α−1 (W\W0)) is
closed in V . This set consists of the second coordinates of points of U × V
not mapping to W0, so a point v0 ∈ V lies outside of Z if and only if
α(U × {v0}) ⊂ W0. In particular v lies outside of Z and so V \Z is not
empty. As U ×{v0} is isomorphic to U , it is complete and from the fact that
W0 is affine it follows that α(U × {v0}) is a point when v0 is not in Z (this
holds because maps from a complete connected variety to an affine one have
image equal to a point). Hence α(U × {v0}) = α(u, v0) = {w}. Thus α is
constant on the subset U × (V \Z) of U × V . This subset is non empty and
open in the irreducible variety U × V , hence it is dense. As W is separated
then α must agree with the constant map on the whole U × V .
This theorem has an immediate implication on the structure of the maps
between abelian varieties.
Corollary 1.2.2. Let A and B be abelian varieties. Then every regular map
α : A→ B is the composite of an homomorphism with a translation.
Proof. The map α will send the identity element eA of A to a K-rational
element b of B. Hence after composing with a translation of inv(b) we may
assume that α(eA) = eB, the identity element of B. Now we want to prove
that α is an homomorphism. Consider the map
φ : A× A→ B
(a, a′) 7→ m(α(m(a, a′)), inv(m(α(a), α(a′))))
This map is the difference of the two regular maps in the following diagram
and so it is a regular map.
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A× A A
B ×B B
m
(α, α) α
m
Then since φ(A × {eA}) = φ({eA} × A) = eB, by the rigidity theorem φ
is the zero map. Hence α is an homomorphism.
We are finally able to prove the following corollary.
Corollary 1.2.3. The group law on an abelian variety is commutative.
Proof. A group is abelian if and only if the inverse map is an homomorphism.
Since the inverse map takes the identity element e to itself the previous
corollary shows that it is an isomorphism.
Since we have proved that every abelian variety is commutative from now
on we will use the additive notation to write the group law (so +A for the
operation and −A for the inverse) and will denote by 0A the identity element
of A. We will also drop the index whenever the variety is clear from the
context.
Definition 1.2.4. An isogeny is a surjective homomorphism of abelian va-
rieties with finite kernel.
Proposition 1.2.5. Let α : A→ B be an homomorphism of abelian varieties,
then the following are equivalent:
1. α is an isogeny;
2. dimA = dimB and α is surjective;
3. dimA = dimB and kerα is finite.
Proof. See [13, Proposition 7.1].
The degree of an isogeny α : A→ B is the degree as a regular map, i.e.
[K(A) : α∗(K(B))]. If α is separable, i.e. K(A)/α∗(K(B)) is a separable
extension, then α is unramified. If moreover K is algebraically closed, then
every fibre has exactly degα points.
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Definition 1.2.6. Let n ∈ N, we define the multiplication-by-n map as
[n] : A→ A
a 7→ na = a+ ...+ a (n times)
and its kernel A[n]. The element of the kernel are called the n-torsion points
of A.
Theorem 1.2.7. Let A be an abelian variety of dimension d. The integer
multiplication [n] is an isogeny of degree n2d.It is separable, hence it is un-
ramified, if K has characteristic 0 or if the characteristic does not divide n.
In these case we have A[n](K) ∼= (Z/nZ)2d.
Proof. See [13].
1.3 Dual varieties and maps
The formal definition of the dual variety uses the moduli space of line bundles,
but in the case of varieties defined over a field this definition becomes much
simpler. We will give only this second definition.
We recall that Pic(A) is the quotient of the set of divisors on A mod-
ulo principal divisor, i.e. those arising from a rational function. We define
Pic0(A) as the subset of Pic(A) of the element of degree zero. Equivalently
we can define Pic0(A) as the set of isomorphism classes of line bundles on A
invariant under the pullback by a translation (t∗aL = L ∀ a ∈ A).
Definition 1.3.1. Let A be an abelian variety, then the dual variety is
A∨ = Pic0(A).
For the definition in the general case and a proof of the existence see [15].
This duality acts also on the isogenies between abelian variety in a good
way.
Proposition 1.3.2. Let A/K and B/K be abelian variety. Given an isogeny
φ : A → B there is a unique dual homomorphism φ∨ : A∨ → B∨. If we see
Pic0(B) as line bundles this map is simply the pullback φ∗ from B to A.
Theorem 1.3.3. Let A/K and B/K be abelian variety and φ : A → B an
isogeny. Let N be the kernel of φ. Then the dual map is an isogeny and its
kernel is the dual of N in the sense of Cartier duality. In particular both
isogenies have the same degree.
We define some special maps between a variety and the dual. We will see
Pic0(A) always as class of line bundles.
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Definition 1.3.4. Let L be a line bundle on A(K). We define the map
λL : A(K)→ A∨(K)
a 7→ τ ∗aL ⊗ L−1
where τa is the translation by a.
Remark. This map is well defined, in fact its image is always in Pic0(A).
Furthermore this map is an homomorphism.
Definition 1.3.5. A polarization of the abelian variety A over K is an
isogeny φ : A→ A∨ such that over K is of the form λL for some ample line
bundle L.
A principal polarization is a polarization which induces an isomor-
phism between A and A∨. If A admits a principal polarization the the variety
is called a principally polarized abelian variety.
Remark. This requirement on the form of φ is not the same as requiring
that it is already of the form λL for some ample line bundle L over K.
1.4 Jacobians
The Jacobian variety is defined only for curves. We now restate the defini-
tions of divisors and Picard group in the case of curves.
Let K be a perfect field and C a curve over it. The group of divisors
Div(C) is the free abelian group generated by the elements of C(K), i.e a
divisors is a formal linear combination with integral coefficients. A divisor
is effective if all its coefficients are non negative. We will write a divisor as∑k
i=1 niPi where k ∈ N, ni ∈ Z and Pi ∈ C(K) for all i.
We are interested in studying the arithmetic of K but this definition of
divisor uses its algebraic closure. The absolute Galois group GK/K of K acts
naturally on C(K) and so it acts also on Div(C). We define a divisor to be
defined over K if it is fixed by the action of GK/K .
Remark. If D =
∑k
i=1 niPi is defined over K then it is not true that neces-
sarily Pi ∈ K for all i. It is enough that the action of the Galois group swaps
the points.
The degree of a divisor D =
∑k
i=1 niPi is deg(D) =
∑k
i=1 ni. We can see
the deg map as a group homomorphism Div(C) → Z. The kernel of this
map (i.e. the divisors of degree zero) is denoted by Div0(C).
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Let f ∈ K(C) be a rational function then its divisor is
div(f) =
∑
P∈C(K)
ordP (f)P
where ordP (f) is the order of vanishing of f at P (if f has a pole then the
order will be negative). It is easy to check that these divisors have degree
zero. We define a divisor to be principal if it is div(f) for some f ∈ K(C).
We define PDiv(C) the subgroup of principal divisors.
We say that two divisors D1 and D2 are linearly equivalent D1 ∼ D2 if
their difference is a principal divisor. We define the Picard group
Pic(C) = Div(C)/PDiv(C) and Pic0(C) = Div0(C)/PDiv(C)
We would like to define the subgroup of the Picard group of elements fixed
by GK/K but to do this we need to be able to take quotient in the category
of Galois module. We can easily see that div(fσ) = div(f)σ for all σ ∈ GK/K
and so PDiv(C) is a Galois submodule of Div0(C) which is a submodule of
Div(C). Hence we can take quotient and define
Pic0K(C) =
(
Div0(C)
PDiv(C)
)GK/K
and Pic0K(C) =
(
Div0(C)
PDiv(C)
)GK/K
We can now define the Jacobian variety and some of its main property.
Theorem 1.4.1. Let C be a smooth curve over K. Then there is an abelian
variety J over K, called the Jacobian variety of C, such that there is
an isomorphism of GK/K-modules Pic
0(C) ∼= J(K). The dimension of J is
equal to the genus of C. The Jacobian variety is principally polarized.
If C(K) is non empty we can always embed the variety C into its Jaco-
bian. Fix a point P ∈ C(K). Identifying the Jacobian with Pic0(C) we can
associate a map to P that sends a point Q ∈ C to the divisor class [Q− P ].
Proposition 1.4.2 (Universal property of the Jacobian). Let C/K be a curve
with Jacobian J . Fix a rational point P ∈ C(K) and denote by i : C → J
the corresponding embedding of C into its Jacobian. Then J satisfies the
following universal property: for any abelian variety A and for any algebraic
morphism f : C → A such that f(P ) = 0A there is a unique homomorphism
of abelian varieties g : J → A such that the following diagram commutes:
C J
A
i
f
g
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1.5 The Neron model
Let K be a number field or a p-adic field, R its ring of integers and pi a
maximal ideal (unique if K is a discrete valuation field). Let X and Y
be variety over K, then we can fix flat morphism pi1 : X → Spec(R) and
pi2 : Y → Spec(R). If the fibres of these morphisms over the ideal (0) (the
generic fibre) are isomorphic we say that they are different models for the
same variety.
In general a variety can have many models but in the case of abelian
variety there is a special model which we will use in the rest of this thesis:
the Neron model.
Definition 1.5.1. Let A be an abelian variety over K as above. A Neron
model for A/K is a smooth group R-scheme A whose generic fibre is A
and which satisfies the following universal property (called Neron mapping
property):
Let X be a smooth R-scheme with generic fibre X over K and let
φK : X/K → A/K be a rational map defined over K. Then there ex-
ists a unique R-morphism φR : X/R → A/R extending φK.
Remark. An important instance of the Neron mapping property is the case
where X = Spec(R) and X = Spec(K). Then the set of K-maps X → A is
precisely the group of K-rational points of A(K) and the set of R-morphism
X → A is the group of sections of A(R). Hence the Neron mapping property
shows that the natural inclusion A(R) ↪−→ A(K) is a bijection.
We now prove that the Neron model of an abelian variety is unique up
to isomorphism and that it behaves well under base change.
Proposition 1.5.2. Let R be a Dedekind domain with fraction field K and
let A/K be an abelian variety.
1. Suppose that A1 and A2 are Neron model for A. Then there exists
a unique R-isomorphism ψ : A1 → A2 whose restriction to the generic
fibre is the identity map of A. In other words the Neron model is unique
up to isomorphism.
2. Let K ′/K be a finite unramified extension and let R′ be the integral
closure of R in K ′. Let A be a Neron model for A. Then A×R R′ is a
Neron model for A over K ′.
Proof. (1) The identity map A/K → A/K is a rational map from the generic
fibre of A1 to the that of A2 and A1 is smooth over R by definition, hence the
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Neron mapping property for A2 says that the identity map extends uniquely
to a R-morphism ψ : A1 → A2. In the same way we get φ : A2 → A1 which is
the identity map on the generic fibre. Then φ◦ψ : A1 → A1 and the identity
map of A1 are R-morphism which are the same on the generic fibre hence by
the uniqueness part of the Neron mapping property we get that φ ◦ ψ is the
identity map. Again in the same way we get that ψ ◦ φ is the identity map,
so ψ is an isomorphism.
(2) Let X ′/R be a smooth R′-scheme with generic fibre X ′/K ′ and let
φK′ : X
′/K ′ → A/K ′ be a rational map. The composition
X ′ → Spec(R′)→ Spec(R)
makes X ′ into an R-scheme. Further our assumptions on K ′ imply that the
map Spec(R′)→ Spec(R) is a smooth morphism. Hence the composition is
a smooth morphism so X ′ is a smooth R-scheme. Now the Neron mapping
property for A tells us that there is an R-morphism X ′ φR−→ A whose restric-
tion to the generic fibre is the composition X ′
φK′−−→ A ×K K ′ p1−→ E. The
two R-morphism φR and X ′ → Spec(R′) determine an R-morphism (and
thus an R′-morphism) to the fibre product φR′ : X ′ → A×R R′. Further the
restriction of φR′ to the generic fibre is φK′ . This gives the existence part of
the Neron mapping property, the uniqueness one follows easily from that of
the Neron mapping property of A/R. This completes the proof that A×RR′
is a Neron model for A/K ′.
1.6 Invariants
In this section we are going to define some geometric invariant of the abelian
varieties.
Regulator
In order to define the regulator we need to introduce a bilinear pairing on
the points of the variety. We start defining the height functions. A height is
a map from the points of X to R.
The height of a number a/b ∈ Q, written in lowest terms, is
H
(a
b
)
= max {|a|, |b|}
More generally the height of a point P ∈ Pn(Q) is defined by writing the
point P = [x0, ..., xn] with xi ∈ Z for all i and gcd(x0, ..., xn) = 1 and then
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setting
H(P ) = max {|x0|, ..., |xn|}
Let K/Q be a number field and MK the set of all places of K. Then the
height of a point P ∈ Pn(K) is defined by
HK(P ) =
∏
v∈MK
max {v(x0), ..., v(xn)}
It is often more useful to use the absolute logarithmic height since we want
the function to be additive and not multiplicative
h(P ) =
1
[K : Q]
logHK(P )
This height is well defined for every P ∈ Pn(Q).
Let now X be a projective variety and φ : X ↪−→ Pn be a projective em-
bedding. We define the height as
hφ(P ) = h(φ(P ))
More intrinsically, a projective embedding corresponds to a very ample divi-
sor D and choice of sections generating L(D). So for each very ample divisor
D we can choose an embedding φD : X → Pn and get a height function
hD(P ) = h(φD(P ))
We now define the canonical Neron-Tate height on abelian variety.
Theorem 1.6.1 (Neron, Tate). Let D ∈ Div(A) be a symmetric divisor (i.e.
[−1]∗D = D), then the limit
hˆD(P ) = lim
n→∞
1
n2
hD(nP )
exists and respect the parallelogram law.
We define the inner product
〈P,Q〉D = hˆD(P +Q)− hˆD(P )− hˆD(Q)
which is by the previous theorem a bilinear pairing. One can show the it
does not depends on the choice of the divisor D.
Definition 1.6.2. Let P1, ..., Pr be a basis for the free part of the group of K-
rational points A(K), then the regulator of A is the volume of a fundamental
domain for the lattice A(K)/A(K)tors:
RA/K = det (〈Pi, Pj〉)1≤i,j≤r
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The local Tamagawa number
Let M0K the set of all finite place of the number field K. Let v ∈M0k , Kv the
completion of K at v and kv its residue field. Let A be an abelian variety
then we can consider its reduction at v, i.e. the special fibre of the Neron
model at v. We call it A˜. We consider the set of nonsingular point A˜ns of A˜
and define A0 the set of points of A whose reduction is nonsingular and A1
the kernel of the reduction map A0(Kv) → A˜ns. There is an obvious exact
sequence
0→ A1(Kv)→ A0(Kv)→ A˜ns(kv)→ 0
Proposition 1.6.3. The set A0(Kv) has finite index in A(Kv).
Definition 1.6.4. The local Tamagawa number at v is the index
cv = [A(Kv) : A0(Kv)]
If A has good reduction at v then by definition the local Tamagawa num-
ber will be 1.
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Chapter 2
The Tate-Shafarevich group
One of the most important theorem about abelian varieties is the following.
Theorem 2.0.1 (Mordell-Weil). Let A/K an abelian variety over a number
field K. Then the group A(K) of K-rational points of A is finitely generated.
This theorem and its proof are not effective: they do not provide an actual
way to compute the rank. Some methods have since been developed in order
to calculate the rank but they can just provide an upper-bound. How much
these methods fail is measured by the Tate-Shafarevich group.
The Tate-Shafarevich group is defined using Galois cohomology and it is
a very complicated group to work with. However it turns out to be trivial in
many case. This group is conjectured to be finite but a general proof is still
missing.
2.1 Galois cohomology
We will define only the cohomology groups H0 and H1 since we need only
those in this thesis.
Let K be a perfect field, K be an algebraic closure of K and GK/K be
the absolute Galois group of K. We recall that this is a profinite group (i.e.
the inverse limit of a system of finite groups) and as such it comes equipped
with the profinite topology. A basis of open sets around the identity consists
of the collection of normal subgroups of finite index.
Definition 2.1.1. A (discrete) GK/K-module is an abelian group M on
which GK/K acts such that the action is continuous for the profinite topology
on GK/K and the discrete topology on M .
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Definition 2.1.2. The 0-th cohomology group of the GK/K-module M is
the group of GK/K-invariant element of M :
H0(GK/K ,M) = M
GK/K =
{
m ∈M | mσ = m ∀σ ∈ GK/K
}
Now we introduce the required elements to define the first cohomology
group.
Definition 2.1.3. Let M a GK/K-module. The group of 1-cochains (from G
to M) is defined by
C1(GK/K ,M) = {maps ξ : G→M}
The group of 1-cocycles is given by
Z1(GK/K ,M) =
{
ξ ∈ C1(GK/K ,M) | ξτσ = ξτσ + ξτ for all σ, τ ∈ GK/K
}
We further define the group Z1cont(GK/K ,M) of the continuous 1-cocycles as
the subgroup of Z1(GK/K ,M) consisting of only the continuous map for the
profinite topology on GK/K and the discrete one on M .
The group of 1-coboundaries is defined by
B1(GK/K ,M) =
{
ξ ∈ C1(GK/K ,M)
∣∣∣ ∃m ∈M such that
ξσ = m
σ −m for all σ ∈ GK/K
}
The 1-coboundaries are always continuous for the discrete topology on M .
It is easy to check that the group of 1-coboundaries is a subgroup of the
continuous 1-cocycles.
Definition 2.1.4. The first cohomology group is the quotient group
H1(GK/K ,M) =
Z1cont(GK/K ,M)
B1(GK/K ,M)
Remark. This definition does not make sense in the case where M is non
commutative since the 1-cocycles does not form a group in general. In this
case, using the multiplicative notation, we rewrite the cocycles condition as
ξτσ = (ξσ)
τξτ and we define two cocycles ξ and ζ to be cohomologous if
there exists m ∈ M such that mσξσ = ζσm for all σ ∈ GK/K. This is an
equivalence relation and we define the first cohomology pointed set (and not
group) to be the quotients of the continuous 1-cocycles by this equivalence
relation.
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Form now on we will use the following shorter notation for the Galois
cohomology: H∗(GK/K ,M) will be simply written as H
∗(K,M).
Proposition 2.1.5. Let M , N , P be GK/K-module and
0 −→ P φ−→M ψ−→ N −→ 0
be an exact sequence. Then there is a long exact sequence in cohomology
0 H0(K,P ) H0(K,M) H0(K,N)
H1(K,P ) H1(K,M) H1(K,N)
δ
where the connecting homomorphism δ is defined as follows: let n ∈ H0(K,N),
choose an m ∈M such that ψ(m) = n and define a cochain ξ ∈ C1(GK/K ,M)
by ξσ = m
σ −m. Then the value of ξ are in kerψ and so in P , hence by a
simple calculation we find that ξ ∈ Z1cont(GK/K ,M). We finally define δ(n)
to be the cohomology class of ξ in H1(K,P ).
Proof. See [21, Proposition 1.2 of appendix B].
Let M be a GK/K-module and let L/K be a Galois extension. Then GK/L
is a subgroup of finite index in GK/K so M is naturally a GK/L-module.
Further if ξ is a cochain from GK/K to M then restricting the domain to
GK/L we obtain a cochain from GK/L to M . It is clear that this process
takes cocycles to cocycles and coboundaries to coboundaries. In this way we
get a restriction homomorphism
Res : H1(K,M)→ H1(L,M)
Further GK/L is a normal subgroup and the quotient GK/K/GK/L is the finite
group GL/K . Then the submodule of invariant elements M
GK/L has a natural
structure as a GL/K-module. Then composing with the projection from GK/L
and the inclusion MGK/L ↪−→M gives a cochain from GK/K to M :
GK/K −→ GL/K
ξ−→MGK/L ↪−→M
This gives a inflation map
Inf : H1(GL/K ,M
GK/L)→ H1(K,M)
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Proposition 2.1.6 (Inflation-Restriction Sequence). With notations as above
there is an exact sequence
0 −→ H1(GL/K ,MGK/L) Inf−−→ H1(K,M) Res−−→ H1(L,M)
Proof. From the definition it is clear that Res ◦ Inf = 0.
Let ξ : GL/K →MGL/K be a 1-cocycle with Inf{ξ} = 0, where we use the
braces to indicate the cohomology class.Thus there is an m ∈ M such that
ξσ = m
σ −m for all σ ∈ GK/K . But ξ depends only on σ (mod GK/L), so
mσ−m = mστ −m for all τ ∈ GK/L. Taking σ = 1 we find that mτ −m = 0
for all τ ∈ GK/L, so m ∈MGK/L and hence ξ is a coboundary from GL/K to
MGK/L .
Finally suppose that ξ : GK/K →M is a 1-cocycle with Res{ξ} = 0. Thus
there is an m ∈M such that ξτ = mτ −m for all τ ∈ GK/L. Subtracting the
coboundary from GK/K to M defined by σ 7→ mσ−m from ξ we may assume
that ξτ = 0 for all τ ∈ GK/L. Then the coboundary condition applied to
σ ∈ GK/K and τ ∈ GK/L yields ξτσ = ξστ + ξσ = ξσ. Thus ξσ depends only on
the class of σ in GL/K . Since GK/L is a normal subgroup there is a τ
′ ∈ GK/L
such that στ = τ ′σ. Using the cocycle condition again, together with the fact
that ξ is a map on GL/K , gives ξσ = ξτ ′σ = ξστ = ξ
τ
σ + ξτ = ξ
τ
σ. This proves
that ξ gives a map from GL/K to M
GK/L , hence {ξ} ∈ H1(GL/K ,MGK/L).
The next proposition is a collection of important property of the coho-
mology groups.
Proposition 2.1.7. Let K be a field.
1. H1(K,K
+
) = 0
2. H1(K,K
∗
) = 0 [Hilbert’s Theorem 90]
3. Assume that either char(K) = 0 or that char(K) does not divide m.
Then H1(K,µm) ∼= K∗/(K∗)m
2.2 The Selmer and Tate-Shafarevich groups
Let A and A′ be abelian varieties and φ : A→ A′ be a nonzero isogeny. Let
us denote by A[φ] the kernel of this isogeny. Then there is an exact sequence
of GK/K-module
0 −→ A[φ] −→ A φ−→ A′ −→ 0
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Taking the Galois cohomology we get the following exact sequence
0 A(K)[φ] A(K) A′(K)
H1(K,A[φ]) H1(K,A) H1(K,A′)
δ
and from this we form the fundamental short exact sequence
0→ A
′(K)
φ(A(K)))
→ H1(K,A[φ])→ H1(K,A)[φ]→ 0
We now make some local consideration. Let MK denote the set of all place
of K and for a fixed v ∈MK we define Kv the completion with respect to v
of K. We then fix an extension of v to K which in turn fixes an embedding
K ⊂ Kv of K and a decomposition group Gv ⊂ GK/K . Gv acts on A(Kv)
and A′(Kv) and repeating the above argument we get the analogous exact
sequence:
0→ A
′(Kv)
φ(A(Kv)))
→ H1(Gv, A[φ])→ H1(Gv, A)[φ]→ 0
The natural inclusions listed above give restriction maps on cohomology and
thus we end up with the following commutative diagram:
0
A′(K)
φ(A(K)))
H1(K,A[φ]) H1(K,A)[φ] 0
0
∏
v∈MK
A′(Kv)
φ(A(Kv)))
∏
v∈MK
H1(Gv, A[φ])
∏
v∈MK
H1(Kv, A)[φ] 0
Definition 2.2.1. Let φ : A/K → A′/K be an isogeny. The φ-Selmer
group of A/K is the subgroup of H1(K,A[φ]) defined by
S(φ)(A/K) = ker
(
H1(K,A(K)[φ])→
∏
v∈MK
H1(Kv, A(Kv))
)
and the Tate-Shafarevich group of A/K is the subgroup of H1(K,A)
defined by
X(A/K) = ker
(
H1(K,A(K))→
∏
v∈MK
H1(Kv, A(Kv))
)
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Remark. In the definition of the Tate-Shafarevich group we make a choice:
how we extend v to K. We need to prove that the definition does not depends
on such choice. This can be done using only cocycle but it can be don eas-
ier using a different interpretation of the Tate-Shafarevich group that uses
homogeneous spaces.
Proposition 2.2.2. Let φ : A/K → A′/K be a nonzero isogeny of abelian
varieties defined over K. There is an exact sequence
0→ A′(K)/φ(A(K))→ S(φ)(A/K)→X(A/K)→ 0
Proof. This is immediate from the previous diagram and the definition of the
groups.
It is a known fact that the Selmer group is finite, on the other hand
whether the Tate-Shafarevich group is finite or not is an open question. Some
evidences leaded Tate and Shafarevich to believe in the following:
Conjecture 2.2.3. The Tate-Shafarevich group X(A/K) is finite.
From the works of Kolyvagin we know that this is true for elliptic curves
of rank at most 1.
This group is strictly related to the Mordell-Weil theorem since it measure
how much the algorithm used to find the rank of the group of K-rational
points fails. This group appears also in the famous Birch and Swinnerton-
Dyer conjecture: they gave a formula relating some geometric invariant to
some analytic ones. The X group is very complicated, even for the simple
elliptic curves, although it turn out to be the trivial group in many cases.
2.3 Cassels and Tate pairing
In 1962 Cassels showed the existence of a pairing on this group for elliptic
curves which forces the order of the group to be a perfect square, provided it
is finite. Tate later generalized it to abelian varieties but it does not imply
anymore that the order is a perfect square. Let A be an abelian variety over
a number fields. Then from [1] and [23] we have the pairing
〈., .〉 :X(A/K)×X(A∨/K)→ Q/Z
which is non-degenerated in caseX(A/K) is finite.
This pairing has mislead several mathematicians into believing that the
order was always a square even for abelian varieties in general until 1996
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when Michael Stoll constructed the first example of an abelian variety with
Tate-Shafarevich group of non-square order.
However this pairing gives a strong restriction on the non-square part of
the order as proved by W. Stein in [22] using results of M. Flach [5].
Theorem 2.3.1. Assume X(A/K) is finite. If an odd prime p divides the
non-square part of the order of X(A/K) then p divides the degree of every
polarization of A/K.
Corollary 2.3.2 (Poonen, Stoll). If A/K is a principally polarized abelian
variety then
#X(A/K) = k2 or 2k2
for some k ∈ Z.
In 1996 M. Stoll constructed the first example of a principally polarized
abelian variety with #X(A/K) = 2k2. It was the Jacobian of a genus 2
curve over Q. Other examples have since been constructed, many of which
in high dimension.
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Chapter 3
The Cassels-Tate equation
In this chapter we will introduce the main tool we will use in studying the
order of the Tate-Shafarevich group. Then we will analyse the terms of
this equation in order to find a way to compute them. This equation gives
a formula for computing the quotient of the order of the Tate-Shafarevich
group of two isogenous abelian varieties.
3.1 The equation
In the mid 1960s Cassels and Tate found this equation in order to prove the
invariance of te Birch and Swinnerton-Dyer conjecture under isogeny (see [2]
and [24]).
Let A be an abelian variety over a number field K and denote by RA the
regulator of A, PA the period of A (integral of a holomorphic differential)
and cA,v the local Tamagawa number at a finite place v.
Theorem 3.1.1 (Cassels, Tate). Let ϕ : A → B be an isogeny between two
abelian varieties over a number field K. Assume that al least one ofX(A/K)
or X(B/K) is finite then both are finite and
#X(A/K)
#X(B/K)
=
RB
RA
#A(K)tors#A
∨(K)tors
#B(K)tors#B∨(K)tors
PB
PA
∏
v∈M0K
cB,v
cA,v
The product over the Tamagawa number is actually finite since cA,v = 1
if v is a place of good reduction. Define A(K)free to be the quotient group
A(K)/A(K)tors and consider the following induced group homomorphisms:
ϕK : A(K)→ B(K), ϕ∨K : B∨(K)→ A∨(K), ϕv : A(Kv)→ B(Kv)
ϕK,tors : A(K)tors → B(K)tors, ϕ∨K,tors : B∨(K)tors → A∨(K)tors
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ϕK,free : A(K)free → B(K)free, ϕ∨K,free : B∨(K)free → A∨(K)free
We may now reformulate the above quotients in terms of these induced group
homomorphisms. This reformulation, which is part of the proof of the above
theorem, turns out to be easier to handle for computational purposes, and we
use the Cassels-Tate equation only in this description. There are two trivial
equalities, namely
#A(K)tors
#B(K)tors
=
# kerϕK
# cokerϕK,tors
and
#A∨(K)tors
#B∨(K)tors
=
# cokerϕ∨K,tors
# kerϕ∨K
and two more interesting ones, see the proof of [14, Theorem I.7.3];
RB
RA
=
# cokerϕ∨K,free
# cokerϕK,free
and
PB
PA
∏
v∈M0K
cB,v
cA,v
=
∏
v∈MK
# cokerϕv
# kerϕv
Hence the Cassels-Tate equation becomes
#X(A/K)
#X(B/K)
=
# kerϕK
# cokerϕK
# cokerϕ∨K
# kerϕ∨K
∏
v∈MK
# cokerϕv
# kerϕv
In particular
RB
RA
#A(K)tors#A
∨(K)tors
#B(K)tors#B∨(K)tors
=
# kerϕK
# cokerϕK,tors
# cokerϕ∨K
# kerϕ∨K
and we call the right-hand side of this equation the global quotient.
The global quotient clearly breaks into the regulator quotient and the torsion
quotient. The product ∏
v∈MK
# cokerϕv
# kerϕv
runs over all places V of K and is called the local quotient. It is in fact a
finite product, since # cokerϕv = # kerϕv for all but finitely many v, as we
will prove shortly. In the next sections we will study the local quotient.
3.2 The local quotient
In this section we use the following notation. Let ϕ : A → B be an isogeny
between two abelian varieties A and B over a number field K. Let M0K be
the set of all finite place of K and v ∈ M0K . Consider the induced group
homomorphism on Kv-rational points
ϕv : A(Kv)→ B(Kv)
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Our aim is to compute the quotient # cokerϕv/# kerϕv , which mainly con-
sists in determining the cardinality of cokerϕv, as the size of the kernel is usu-
ally obvious by the definition of ϕv. On a few occasions we focus on isogenies
having a Kv-kernel, i.e. A(Kv)[ϕ] = A(Kv)[ϕv], and thus # kerϕv = degϕ
and GKv/Kv acts trivially on A(Kv)[ϕ]. In general, the cokernel of ϕv can
naturally be identified with a subgroup of H1(Kv, A(Kv)[ϕ]) since the short
exact sequence
0→ A(Kv)[ϕ]→ A(Kv) ϕ−→ B(Kv)→ 0
gives the long exact Galois cohomology sequence
0→ cokerϕv → H1(Kv, A(Kv)[ϕ])→ . . .
The next lemma determines the size of H1(Kv, A(Kv)[ϕ]) and in partic-
ular shows that it is finite, hence cokerϕv is also finite.
Lemma 3.2.1. Let Kv be a p-adic field and let M be a finite Kv-Galois
module of order #M and with dual M∨ = Hom(M,Gm(Kv)). The size of
the first cohomology group of M can be computed as follows:
#H1(Kv,M) = #H
0(Kv,M) ·#H0(Kv,M∨) · pvp(#M)[Kv : Qp]
where vp is the p-adic valuation.
Proof. This follows from [18, Theorems 2 and 5 in Chapter II.5]. Define the
Euler-Poincare´ characteristic by
χ(Kv,M) =
#H0(Kv,M)#H
2(Kv,M)
#H1(Kv,M)
By the two cited theorems, we get that #H2(Kv,M) = #H
0(Kv,M
∨) and
that χ(Kv,M) = (Ov : #MOv)−1, where Ov is the valuation ring of Kv.
Hence χ(Kv,M) = p
−vp(#M)[Kv : Qp], which finishes the proof.
Corollary 3.2.2. Let ϕ be of prime degree `. If ϕ or ϕ∨ has a Kv-kernel,
the
H1(Kv, A(Kv)[ϕ]) =

Z/`Z v - `, µ` * Kv
(Z/`Z)2 v - `, µ` ⊆ Kv
(Z/`Z)[Kv : Qp]+1 v | `, µ` * Kv
(Z/`Z)[Kv : Qp]+2 v | `, µ` ⊆ Kv
And if neither ϕ nor ϕ∨ has a Kv-kernel, then
H1(Kv, A(Kv)[ϕ]) =
{
0 v - `
(Z/`Z)[Kv : Qp] v | `
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Proof. By definition H1(Kv, A(Kv)[ϕ]) is abelian and has exponent `. By
the previous lemma, for M = A(Kv)[ϕ], we have
#H1(Kv,M) =
{
#H0(Kv,M) ·#H0(Kv,M∨) v - `
#H0(Kv,M) ·#H0(Kv,M∨) · `[Kv : Qp] v | `
If ϕ, respectively ϕ∨, has a Kv-kernel, then A(Kv)[ϕ] ∼= Z/`Z, respectively
µ`, as Galois modules. Since
H0(Kv,Z/`Z) ∼= Z/`Z and H0(Kv, µ`) =
{
0 µ` * Kv
Z/`Z µ` ⊆ Kv
and Z/`Z and µ` are dual to each other, we get the first statement. If neither
ϕ nor ϕ∨ has a Kv-kernel, then neither A(Kv)[ϕ] nor its dual is isomorphic
to Z/`Z. Therefore
H0(Kv, A(Kv)[ϕ]) = H
0(Kv, A(Kv)[ϕ]
∨) = 0
which completes the proof.
Corollary 3.2.3. For p and ` being prime, we have
H1(Qp,Z/`Z) ∼= H1(Qp, µ`) ∼=

Z/`Z p 6= ` 6= 2, p 6≡ 1 mod `
(Z/`Z)3 p = ` = 2
(Z/`Z)2 otherwise
Proof. This is immediate from corollary 3.2.2 upon observing that µ2 ⊆ Qp
for all p, and µ` * Qp if and only if p 6≡ 1 mod ` and ` 6= 2.
For a finite Kv-module M we introduce now the unramified Galois co-
homology group which is an important subgroup of H1(Kv,M). Denote by
Knrv the maximal unramified extension of Kv. We have that the inertia group
Iv = GKv/Knrv is a normal subgroup of GKv/Kv . Hence, the usual restriction
homomorphism
Resnr : H
1(Kv,M)→ H1(Knrv ,M)
is defined, and by the inflation-restriction sequence its kernel is isomorphic
to H1(GKnrv /Kv ,M
Iv). We denote the kernel of Resnr by H
1
nr(Kv,M) and
call it the unramified subgroup of H1(Kv,M).
Consider again the following Galois cohomology sequence with respect to
an isogeny ϕ : A→ B.
0→ cokerϕv δv−→ H1(Kv, A(Kv)[ϕ])→ . . .
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We say that cokerϕv is maximal, respectively maximally unramified, respec-
tively trivial, if δv is an isomorphism, respectively if δv induces an isomor-
phism between coker ϕv and the unramified subgroup H
1
nr(Kv, A(Kv)[ϕ]),
respectively if cokerϕv = 0. Besides merely determining the size of cokerϕv,
our goal is further to specify it as a subgroup of H1(Kv, A(Kv)[ϕ]), and
hence the main purpose of this subsection is to give criteria to check whether
cokerϕv is maximally unramified.
Remark. If K = Q and (p, `) 6= (2, 2), the last two corollaries show that
if the isogeny ϕ : A → B is of prime degree ` and has a Qp-kernel, then
H1(Qp, A(Qp)[ϕ]) is either isomorphic to Z/`Z or (Z/`Z)2. In the for-
mer case, cokerϕp is either trivial or maximal. In the latter case, there
is a third possibility, namely that cokerϕp is one of the ` + 1 subgroups of
H1(Qp, A(Qp)[ϕ]) of order `. By the next lemma, the unramified subgroup is
one of these `+ 1 subgroups of order `.
Lemma 3.2.4. Let Kv be a p-adic field and let M be a finite Kv-module.
Then the order of H1nr(Kv,M) equals the order of H
0(Kv,M).
Proof. For a prime ` let us denote by M [l∞] the `-primary part of M , thus
M = ⊕`M [`∞]. As the Galois group acts on the individual M [`∞] we get
H0(Kv,⊕`M [`∞]) = ⊕`H0(Kv,M [`∞])
and
H1nr(Kv,⊕`M [`∞]) = ⊕`H1nr(Kv,M [`∞])
Now apply [17, Lemma 4.2] to get that the order of H1nr(Kv,M [`
∞]) equals
the order of H0(Kv,M [`
∞]).
We introduce some more notation. By A˜ we denote the reduction of A
modulo v, i.e. the special fibre at v of the Ne´ron model A/OK of A, and by
A˜0(kv) we denote the smooth part of the kv-rational points of the reduction at
v, i.e. the kv-rational points of the connected component of A˜ intersecting the
zero-section. Denote by A0(Kv) the preimage of A˜0(kv) under the reduction-
mod-v map, and by A1(Kv) the kernel of A0(Kv) → A˜0(kv). We have the
following two commutative diagrams with exact rows and induced group
homomorphisms as vertical arrows.
0 A1(Kv) A0(Kv) A˜0(kv) 0
0 B1(Kv) B0(Kv) B˜0(kv) 0
ϕ1v ϕ
0
v ϕ˜
0
v
(3.2.5)
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0 A0(Kv) A(Kv) A(Kv)/A0(Kv) 0
0 B0(Kv) B(Kv) B(Kv)/B0(Kv) 0
ϕ0v ϕv ϕv
(3.2.6)
The vertical maps on the right, i.e. ϕ˜0v and ϕv, are group homomorphisms
between finite groups, which follows from the theory of Ne´ron models. There-
fore, the kernels and cokernels of ϕ˜0v and ϕv are finite groups. The kernels
of ϕ0v and ϕ
1
v are finite as they are subgroups of kerϕv, which is finite by
definition. The cokernels of ϕ0v and ϕ
1
v are finite by the snake lemma, since
cokerϕv is, as seen in corollary 3.2.2. Hence, all kernels and cokernels of the
vertical maps in the above two diagrams are finite groups.
In the unramified case we get the following commutative diagram with
exact rows.
0 A1(K
nr
v ) A0(K
nr
v ) A˜0(kv) 0
0 B1(K
nr
v ) B0(K
nr
v ) B˜0(kv) 0
ϕ1v,nr ϕ
0
v,nr ϕ˜
0
kv
(3.2.7)
We recall a basic fact, which follows from Lang’s Theorem (see [11, The-
orem 1]).
Lemma 3.2.8. With notation as above, A˜0(kv) and B˜0(kv) are finite groups
of same cardinality.
Proof. The proof is given [11, page 561]. From the theory of Ne´ron models
it follows that A˜0 and B˜0 are isogenous connected algebraic groups over the
finite field kv. Let G/k be a connected algebraic group over the finite field
k of size q. Denote the group law by multiplication and define the Lang
isogeny fG(g) = g
−1g(q), for g ∈ G(k), where g(q) is the image of g under the
Frobenius morphism. Lang’s Theorem [11, corollary of theorem 1] says that
fG : G(k) → G(k) is indeed an isogeny with kernel equal to the k-rational
points of G. Now let ϕ : G→ H be an isogeny between connected algebraic
groups G and H over k. Then fH ◦ ϕ = ϕ ◦ fG, and hence the kernels of fG
and fH have the same cardinality, which proves the lemma.
Now we apply the snake lemma on diagrams 3.2.5 and 3.2.6 to get a basic
lemma. Recall, that the local Tamagawa number cA,v of A at v is defined as
the order of the quotient group A(Kv)/A0(Kv).
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Lemma 3.2.9. With notation as above we have the equality
# cokerϕv
# kerϕv
=
# cokerϕ1v
# kerϕ1v
· cB,v
cA,v
Proof. We have already seen the finiteness of all appearing kernels and cok-
ernels. Applying the snake lemma on the kernels and cokernels in diagram
3.2.5 we get
# kerϕ1v
# cokerϕ1v
· # ker ϕ˜
0
v
# coker ϕ˜0v
=
# kerϕ0v
# cokerϕ0v
Since #A˜0(kv) = #B˜0(kv), by lemma 3.2.8, we get # ker ϕ˜
0
v = # coker ϕ˜
0
v. It
follows that
# kerϕ1v
# cokerϕ1v
=
# kerϕ0v
# cokerϕ0v
Applying the snake lemma on diagram 3.2.6 gives
# cokerϕv
# kerϕv
=
# cokerϕ0v
# kerϕ0v
· # cokerϕv
# kerϕv
By definition, we have # cokerϕv/# kerϕv = cB,v/cA,v, which completes the
proof.
We continue by examining the quotient # cokerϕ1v/# kerϕ
1
v. We start
by recalling two basic lemmas, and then we deduce the well known fact that
this quotient is almost always trivial, since ϕ1v is an isomorphism for all but
finitely many places v.
Lemma 3.2.10. The kernel of reduction A1(Kv) is a pro-p-group.
Proof. We have that A1(Kv) is isomorphic to the group Aˆ(mv) associated
to the formal group Aˆ of A defined over the valuation ring Ov of Kv with
maximal ideal mv. If an integer n is coprime to the characteristic p of the
residue field kv, then the multiplication-by-n endomorphism on Aˆ(mv) is an
isomorphism. It is an easy exercise to check that a profinite group is in fact
a pro-p-group provided that the multiplication-by-` map is an isomorphism
for all primes ` 6= p. Hence A1(Kv) is a pro-p-group.
Lemma 3.2.11. If v - degϕ then ϕ1v and ϕ1v,nr are isomorphisms.
Proof. Denote the degree of ϕ by n. There exist isogenies ψ : B → A and
ψ: A→ B, such that ψ◦ϕ : A→ A and ψ◦ψ : B → B are the multiplication-
by-n maps [n]. Hence we get the following induced group homomorphisms
on the kernels of reduction.
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A1(Kv) B1(Kv) A1(Kv) B1(Kv)
ϕ1v ψ
1
v
ψ1
v
[n]1v
[n]1v
Since v - degϕ, we have by the previous lemma that both maps [n]1v are
isomorphisms. Hence it follows that all three homomorphisms ψ1v ,
ψ1
v and ϕ
1
v
are isomorphisms. Now for any finite unramified extension Lw/Kv, we get
by the same argument that ϕ1w is an isomorphism, and so also is ϕ
1
v,nr.
Corollary 3.2.12. If a prime ` divides the cardinality of a kernel or cokernel
of one of the induced group homomorphisms ϕv, ϕ
0
v, ϕ
1
v, ϕv or ϕ˜
0
v appearing in
diagrams 3.2.5 and 3.2.6, or ` divides the Tamagawa quotient cB,v/cA,v, then
` | degϕ. Further, if gcd(degϕ, cA,v · cB,v) = 1, then ϕv is an isomorphism.
In particular, if ϕ is of prime degree `, then the cardinalities of all kernels
and cokernels of ϕv, ϕ
0
v, ϕ
1
v, ϕv or ϕ˜
0
v, as well as the Tamagawa quotient
cB,v/cA,v, are powers of `.
Proof. By construction, the claim is clear for all the kernels. If ϕ is the
multiplication-by-n endomorphism of A for a positive integer n, then this is
also clear for the cokernels. For a general isogeny ϕ of degree n, as mentioned
in the proof of the above lemma, there is an isogeny ψ : B → A, such that
[n] = ψ ◦ ϕ. From the exact sequence
0→ kerψ/ϕ(ker[n])→ cokerϕ→ coker[n] cokerψ → 0
we derive the statement about the cokernels of the homomorphisms induced
by ϕ. Use lemma 3.2.9 to get the statement about the Tamagawa quotient.
Now assume that gcd(degϕ, cA,v · cB,v) = 1. If a prime ` divides the
Tamagawa quotient cB,v/cA,v then ` | degϕ by the above part of this lemma,
hence ` does not divide the product cA,v · cB,v. Therefore there are no primes
` dividing cB,v/cA,v and thus cB,v = cA,v. This implies # kerϕv = # cokerϕv.
If a prime ` divides # kerϕv, then ` divides degϕ and cA,v, hence there are
no such primes ` and ϕv is an isomorphism.
We conclude that the product over all quotients # cokerϕv/# kerϕv is
actually a finite product. Let S be a finite subset of MK containing the
infinite places, the places of bad reduction of A and B and the places dividing
the degree of the isogeny ϕ.
3.2. THE LOCAL QUOTIENT 37
Corollary 3.2.13. If v - degϕ and v is a place of good reduction then
# cokerϕv
# kerϕv
= 1
thus ∏
v∈MK
# cokerϕv
# kerϕv
=
∏
v∈S
# cokerϕv
# kerϕv
Proof. Use lemmas 3.2.9 and 3.2.11 and the fact that the Tamagawa quotient
equals 1 in case of good reduction.
In view of the corollary, our goal is to provide methods to compute the
quotient # cokerϕv/# kerϕv, in case v is a place of bad reduction or v | degϕ.
If we stick to good reduction, but do not care whether v divides the degree of
ϕ, then the next lemma gives a very nice criterion to check whether cokerϕv
is maximally unramified. The notation used in part (i) of the lemma comes
from the following diagram.
0 A1(Kv) A0(Kv) A˜0(kv) 0
0 B1(Kv) B0(Kv) B˜0(kv) 0
ϕ1
Kv
ϕ0
Kv
ϕ˜0
kv
Lemma 3.2.14 (Criterion for maximal unramifiedness of cokerϕv in case v
is a place of good reduction). Assume that v si a place of good reduction.
1. If kerϕ1
Kv
is trivial then cokerϕv is maximally unramified.
2. If ϕ has a Kv-kernel and ϕ
1
v is injective then cokerϕv is maximally
unramified.
Proof. Statement (2) follows directly from (1), as the assumptions imply that
kerϕ1
Kv
= kerϕ1v = 0.
For part (1) note, that if [ξ] ∈ H1(Kv, A[ϕ]) is an element of cokerϕv,
then [ξ] lies in the kernel of H1(Kv, A[ϕ]) → H1(Kv, A). This means that
there is a point P ∈ A(Kv) such that ξ(σ) = P σ − P , for all σ ∈ GKv/Kv .
As v is a place of good reduction we get that P ∈ A0(Kv). Consider the
reduction-mod-v map A0(Kv) → A˜0(kv), which is a group homomorphism.
Hence, P τ − P = P τ − P = O, for all τ ∈ Iv, as Iv acts trivially on A0(kv).
Therefore for all τ ∈ Iv, P τ−P lies in the kernel of reduction ϕ1Kv . As ϕ1Kv is
assumed to be trivial we immediately deduce that P τ−P = O, for all τ ∈ Iv,
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which is equivalent to P ∈ A0(Knrv ). By definition, [ξ] lies in H1nr(Kv, A[ϕ])
if it is in the kernel of Resnr. This is clearly the case if P ∈ A(Knrv ), because
this makes the restriction of ξ to Iv to be the zero map, and thus cokerϕv
injects into H1nr(Kv, A[ϕ]). By lemmas 3.2.4 and 3.2.9, cokerϕv also surjects
onto H1nr(Kv, A[ϕ]), as its order is at least the order of H
1
nr(Kv, A[ϕ]).
We continue with presenting a reinterpretation given by Schaefer in [16]
of the quotient # cokerϕ1v/# kerϕ
1
v. Using these results, it is very easy to
compute # cokerϕ1v/# kerϕ
1
v for elliptic curves. First we need some notation.
Assume that the abelian varieties A and B are of dimension d and let v ∈M0K
be a finite place. It is possible to write the isogeny ϕ : A → B as a d-tuple
of power series in d-variables in a neighbourhood of the identity element O.
Let |ϕ′(0)|v be the normalised v-adic absolute value of the determinant of the
Jacobian matrix of partial derivatives of such a power series representation
of ϕ evaluated at 0. Note that |ϕ′(0)|v is well defined.
Proposition 3.2.15. With notation as above,
|ϕ′(0)|−1v =
# cokerϕ1v
# kerϕ1v
hence
|ϕ′(0)|v = 1 if v - degϕ
Proof. This is [16, Lemma 3.8] with the previous lemmas.
Corollary 3.2.16. With notation as above,
# cokerϕv
# kerϕv
= |ϕ′(0)|v · cB,v
cA,v
Before we present our main criterion for checking that cokerϕv is maxi-
mally unramified, we give a basic lemma about |ϕ′(0)|v and the maps ϕ1v and
ϕ1v,nr. The aim of the lemma is to provide a way to replace v - degϕ with
the weaker assumption ev < p− 1, where ev is the ramification index of the
place v of K. Note, that if Kv = Qp and p 6= 2, then the condition about the
ramification index is fulfilled, i.e. we have ev < p− 1.
Lemma 3.2.17. With notation as above the following holds.
1. If |ϕ′(0)|v = 1 and ϕ1v,nr is injective, then ϕ1v and ϕ1v,nr are isomor-
phisms. Hence, if ϕ1v and ϕ
1
v,nr are injective, then ϕ
1
v and ϕ
1
v,nr are
isomorphisms if and only if |ϕ′(0)|v = 1.
2. If the ramification index ev < p− 1, then ϕ1v and ϕ1v,nr are injective.
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3. If K = Q, then ϕ1p and ϕ1p,nr are injective, unless p = 2 and 2 | degϕ.
4. If K = Q and |ϕ′(0)|v = 1 then ϕ1v and ϕ1v,nr are isomorphisms, unless
p = 2 and 2 | degϕ.
Proof. Assume |ϕ′(0)|v = 1, thus |ϕ′(0)|w = 1 for all unramified finite field
extensions Lw/Kv. Since ϕ
1
v,nr is injective, the maps ϕ
1
w : A1(Lw)→ B1(Lw)
are also injective. By proposition 3.2.15, the size of the kernels and coker-
nels of ϕ1w agree and therefore all ϕ
1
w are isomorphisms. Hence ϕ
1
v,nr is an
isomorphism, which proves (1).
For (2) use the isomorphism A1(Kv) ∼= Aˆ(mv). Then use [21, IV, the-
orem 6.1] or the next lemma to conclude that ϕ1w is injective for any finite
unramified field extension Lw/Kv. Hence ϕ
1
v,nr is injective. For (3) apply (2)
in case p 6= 2. In case 2 - degϕ, this is due to Lemma 3.2.11. Combing part
(1) and part (3) gives part (4).
Lemma 3.2.18. With notation as above, if the ramification index ev < p−1
then the reduction-mod-v map A0(Kv)→ A˜0(kv) has torsion-free kernel, i.e.
A1(Kv) is torsion-free.
In particular, this gives an injection A(K)tors ↪−→ A˜0(kv), thus if in addi-
tion v is a place of good reduction there is an injection A(K)tors ↪−→ A˜(kv).
Proof. This is in the appendix of [8].
Theorem 3.2.20 provides our main criterion to check whether cokerϕv is
maximally unramified. To state the next lemma we introduce the map
δ0v : cokerϕ
0
v → H1(Kv, A(Kv)[ϕ])
it is obtained by composing the natural map cokerϕ0v → cokerϕv with
the connecting homomorphism δv : cokerϕv → H1(Kv, A(Kv)[ϕ]). Since
cokerϕ0v → cokerϕv need not be injective, δ0v may also not be injective.
Similarly one defines the map
δ0v,nr : cokerϕ
0
v,nr → H1(Knrv , A(Kv)[ϕ])
Lemma 3.2.19. If ϕ1v,nr is surjective, then the image of cokerϕ
0
v under δ
0
v
lies in H1nr(Kv, A(Kv)[ϕ]).
Proof. In the above diagram 3.2.7, the first vertical map ϕ1v,nr is surjective
by assumption. The third vertical map ϕ˜0
kv
is surjective, since kv is alge-
braically closed, therefore the middle vertical map ϕ0v,nr is also surjective, i.e.
cokerϕ0v,nr is trivial. The following diagram commutes.
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cokerϕ0v H
1(Kv, A(Kv)[ϕ])
cokerϕ0v,nr H
1(Knrv , A(Kv)[ϕ])
δ0v
Resnr
δ0v,nr
As the lower left group is trivial, the image of the upper left group in the lower
right group must be trivial, i.e. the image of δ0v lies in H
1
nr(Kv, A(Kv)[ϕ]).
Theorem 3.2.20 (Main criterion for maximal unramifiedness of cokerϕv).
Let ϕ : A → B be an isogeny between two abelian varieties A and B over a
number field K, and let v ∈ M0K be a finite place of K. If ϕ1v,nr is surjective
and ϕ1v and ϕv are isomorphisms, then cokerϕv is maximally unramified.
Proof. As ϕv is an isomorphism, cokerϕ
0
v → cokerϕv is also an isomorphism.
Hence by the above lemma, cokerϕv maps injectively onto a subgroup of
H1nr(Kv, A(Kv)[ϕ]). We complete the proof by showing that these two groups
have same cardinality. By lemmas 3.2.4 and 3.2.9 we get
#H1nr(Kv, A(Kv)[ϕ]) = # kerϕv = # cokerϕv
and this completes the proof.
Corollary 3.2.21 (Criterion for maximal unramifiedness of cokerϕv in case
v - degϕ). If v - degϕ and gcd(degϕ, cA,v · cB,v) = 1 then cokerϕv is maxi-
mally unramified.
Proof. The corollary follows directly from theorem 3.2.20 together with lemma
3.2.11 and corollary 3.2.12.
We also want to apply theorem 3.2.20 in case v | degϕ. As seen in
lemma 3.2.17, we may replace v - degϕ with the conditions ev < p − 1 and
|ϕ′(0)|v = 1.
Corollary 3.2.22 (Criteria for maximal unramifiedness of cokerϕv in case
v | degϕ). Assume that the ramification index ev < p− 1.
1. If |ϕ′(0)|v = 1 and gcd(degϕ, cA,v ·cB,v) = 1 then cokerϕv is maximally
unramified.
2. If v is a place of good reduction, then cokerϕv is maximally unramified
if and only if |ϕ′(0)|v = 1.
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3. If v is a place of good reduction and ϕ has a Kv-kernel, then |ϕ′(0)|v = 1
and cokerϕv is maximally unramified.
Proof. For part (1) combine lemma 3.2.17 with theorem 3.2.20 and corollary
3.2.12. For part (2) note, that cA,v = cB,v = 1. Hence, if |ϕ′(0)|v = 1, then by
(1) we get that cokerϕv is maximally unramified. Now assume that cokerϕv
is maximally unramified,hence # cokerϕv = # kerϕv. By corollary 3.2.16 we
get that
|ϕ′(0)|v = 1 = cB,v/cA,v = 1
which completes (2). For (3), combine (2) with lemmas 3.2.14 and 3.2.17.
We summarise all the criteria for maximal unramifiedness for the case
that K = Q. The first one is easily applicable when A and B are elliptic
curves.
Corollary 3.2.23 (Criteria for maximal unramifiedness of cokerϕp in case
K = Q). Let ϕ : A → B be an isogeny between two abelian varieties A and
B over Q and let p be a prime such that p 6= 2 if 2 | degϕ.
• If |ϕ′(0)|p = 1 and gcd(degϕ, cA,v · cB,v) = 1 then cokerϕp is maximally
unramified.
• If p is a place of good reduction and ϕ has a Qp-kernel, then |ϕ′(0)|p = 1
and cokerϕp is maximally unramified.
We end this section with a basic lemma about the infinite places.
Lemma 3.2.24. Let L be either R or C and let A and B be abelian varieties
over L. For an isogeny ϕ : A → B denote with ϕ∞ : A(L) → B(L) the
induced group homomorphism on L-rational points.
1. If L = C, then # cokerϕ∞/# kerϕ∞ = 1/ degϕ.
2. If L = R, then # cokerϕ∞ = 1, if 2 - degϕ.
Proof. Part (1) is obvious, as C is algebraically closed and of characteristic
0, hence ϕ∞ is surjective and the size of the kernel equals the degree. For (2)
note, that cokerϕ∞ embeds into H1(R, A[ϕ]), which is trivial if the order of
GC/R is coprime to A[ϕ].
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3.3 Isogenies of quotients of abelian varieties
In this section we will discuss the use of the uniformization of abelian varieties
in order to calculate the local quotient of the Cassels-Tate equation. Let K
be the field Q and Kv a p-adic completion with residue filed kv. The two
following theorem are [6, Theorem 6.7.6 and 6.7.8].
Theorem 3.3.1 (Stable reduction of abelian varieties). After a finite exten-
sion of the base field, the Neron model Y of the abelian variety A over K has
the following property: Yv, the component of the identity of the special fibre
of Y at v, is an extension of an abelian variety over kv by a split algebraic
torus over kv. Hence we have
0→ T (kv)→ A˜v(kv)→ D(kv)→ 0 (3.3.2)
Theorem 3.3.3 (Uniformization of an abelian variety). Suppose that the
abelian variety A over the field Kv (complete with respect to a discrete val-
uation v) has a Neron model Y such that Yv is an extension of an abelian
variety D over kv by a split torus over kv. Then the following data exists:
1. An abelian variety C over Kv and an extension G of C by a split torus
T over Kv,
2. A lattice Λ ⊂ G(Kv),
such that G/Λ is an abelian variety and A ∼= G/Λ. Moreover G and Λ are
uniquely determined by A. Further D is canonically isomorphic to C˜v and
the G is simply connected.
Definition 3.3.4. The exact sequence
0→ Λ→ G→ A→ 0
is called the uniformization of A.
The previous theorem imply that G→ A is the universal analytic covering
of the abelian variety A.
Remark. This theorem only holds on Kv. The group G and T greatly de-
pends on the choice of the place.
Let P be a point of A(K) of prime order ` such that its reduction modulo
v is not in the image of the torus of the sequence 3.3.2. We define the
abelian variety B = A/〈P 〉 and the quotient isogeny ϕ : A → B. From
now on we assume that the place v - `. By the uniformization theorem we
can get for A(Kv), respectively B(Kv), the data (T,D,G,Λ, C), respectively
(T ′, D′, G′,Λ′, C ′). Hence we have
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0 Λ G A(Kv) 0
0 Λ′ G′ B(Kv) 0
ϕvϕGϕΛ
Since G and G′ are simply connected we have that the map ϕv can be
lifted to a map ϕG : G→ G′ that induce a map ϕΛ : Λ→ Λ′.
Proposition 3.3.5. One of the following two options holds:
1. ϕG is injective and # cokerϕΛ = `.
2. ϕG has kernel of order ` and ϕΛ is a bijection.
Proof. Clearly kerϕG can’t have a higher order. If ϕG is injective then by the
snake lemma we have 0 → kerϕΛ → 0, hence ϕΛ is injective. Furthermore
kerϕv injects into cokerϕΛ. The map ϕG is injective and by our assumption
it is also injective over Kv, so its image is a subvariety of G
′. Since G and G′
have the same dimension by construction the induced map GKv → G′Kv is
an isomorphism. Since the isogeny ϕv commutes with the Galois group (it is
defined over Kv) then also the induced map ϕG commutes with the absolute
Galois group hence by descent theory the map and its inverse is defined over
Kv, so the map ϕG is surjective. Hence # cokerϕΛ = # kerϕv = `.
If ϕG has kernel of order ` then both kerϕG and kerϕv have order `,
so they are both isomorphic to Z/`Z hence every map between them is a
bijection (it will be x 7→ xn for some n such that gcd(n, `) = 1). Hence by
the snake lemma we get kerϕΛ = cokerϕΛ = 0.
Furthermore since P is not in the kernel of the map A → C then the
quotient by 〈P 〉 induce also an isogeny ϕC : C → C ′ of the same degree.
Hence again ϕC induces isogeny ϕG and ϕT as in the following diagram
0 T G C 0
0 T ′ G′ C ′ 0
ϕCϕGϕT
Now we start by analyzing the situation aver finite fields.
Lemma 3.3.6. Maps between abelian varieties over finite fields have kernels
and cokernels of the same order.
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Proof. This is the corollary on page 3 of [12].
Similarly we can show that also the maps between tori over finite fields
have the same property. Hence from the previous diagram if Kv is a finite
field then by the snake lemma # cokerϕG = # kerϕG.
In the previous section we have already shown that the map ϕC has
kernel and cokernel of the same order even over Kv since v - ` and C has
good reduction.
Now from the diagram 3.2.5 we get that the map A1(Kv) → B1(Kv)
is an isomorphism and so the order of the kernel and cokernel of the map
A0(Kv)→ B0(Kv) is determined at the level of the reduction. In particular
if the reduction is good then they have the same order. From theorem 3.3.1
there exists an extension Lw/Kv, tori T and T
′ and abelian varieties D and
D′ such that
0 T A˜w(lw) D 0
0 T ′ B˜w(lw) D′ 0
is a commutative diagram. Since D and D′ have good reduction then kernel
and cokernel of D → D′ have the same cardinality. Hence we have the
equality
cB,w
cA,w
=
# coker(T → T ′)
# ker(T → T ′)
Now returning to G and Λ we know that G/Λ ∼= A so
# ker(G/Λ→ G′/Λ′) = # ker(A→ B) = # kerϕv = `
Proposition 3.3.7. If ϕG is injective then # cokerϕv/# kerϕv = 1/`.
Proof. If ϕG is injective as in the previous theorem it is also surjective, hence
G/Λ→ G′/Λ′ is surjective. This completes the proof.
Proposition 3.3.8. If ϕG is not injective and µ` * Kv then # cokerϕv = `.
Proof. By corollary 3.2.2 we have that H1(Kv, A(Kv)[ϕ]) = Z/`Z hence the
cokernel must be of order `.
Chapter 4
Modular curves
The main examples of this thesis are quotients of Jacobian of modular curves.
Modular curves are moduli space for moduli problem of elliptic curves (such
as classify elliptic curves with a point of exact order N up to isomorphisms)
but can also be defined as quotient of subspace of C. They have a structure
of Riemann varieties.
4.1 Congruence subgroup
Let R be a ring, we can define its linear subgroup of degree 2
GL2(R) :=
{(a b
c d
)
| a, b, c, d ∈ R, ad− bc ∈ R∗
}
(4.1.1)
where R∗ is the multiplicative subgroup of R. Since the determinant map is
multiplicative, GL2(R) is a group with respect to the matrix multiplication.
We can further define the subgroup of GL2(R) of matrices with determinant
equal to the identity of R, we call this group SL2(R).
From now on let R = Z, we denote SL2(Z) with Γ, let I be the identity
matrix ( 1 00 1 ). We define some important subgroup of Γ.
Definition 4.1.2. Let N ∈ N, N ≥ 2 then:
Γ0(N) :=
{(a b
c d
)
∈ Γ
∣∣∣ c ≡ 0 (mod N)}
Γ1(N) :=
{(a b
c d
)
∈ Γ
∣∣∣ a ≡ d ≡ 1 (mod N) | c ≡ 0 (mod N) }
Γ(N) :=
{(a b
c d
)
∈ Γ
∣∣∣ a ≡ d ≡ 1 (mod N) , b ≡ c ≡ 0 (mod N) }
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We always have
Γ ≥ Γ0(N) ≥ Γ1(N) ≥ Γ(N)
Definition 4.1.3. A congruence subgroup of level N is a subgroup Γ of
SL2(Z) such that Γ(N) ⊆ Γ.
We now consider the map SL2(Z)→ SL2(Z/NZ) given by the canonical
reduction of the coefficients modulo N and we can easily check that the kernel
is Γ(N) and that this map is surjective. From the isomorphism theorem
follows that SL2(Z)
Γ(N)
∼= SL2(Z/NZ), and then
[SL2(Z) : Γ(N)] = #SL2(Z/NZ) = N3
∏
p|N
(1− p−2)
where p are primes.
Given a matrix γ =
(
a b
c d
) ∈ Γ0(N), the reduction of d modulo N belongs
to (Z/NZ)∗ because ad − bc ≡ ad ≡ 1 modulo N . We define the map
Γ0(N)→ (Z/NZ)∗ given by
(
a b
c d
) 7→ d. It is well defined with respect to the
product in (Z/NZ)∗. Indeed
(
a b
c d
)(
e f
g h
) 7→ (cf + dh) ≡ dh because c = Nt
for some t ∈ Z. This map is also surjective: given x ∈ (Z/NZ)∗ there is
y such that xy = 1, and the matrix
(
y 0
0 x
)
will be in Γ0(N). The subset
of Γ0(N) with d = 1 is Γ1(N) and it is the kernel of this map. From the
isomorphism theorem follows that
[Γ0(N) : Γ1(N)] = #(Z/NZ)∗ = ϕ(N) = N
∏
p|N
(1− p−1)
where p are primes.
In the same way we define the map Γ1(N)→ Z/NZ given by
(
a b
c d
) 7→ b.
This map is well defined with respect to Z/NZ. We have that
(
a b
c d
)(
e f
g h
)
maps to (af + bh) ≡ f + b since a ≡ h ≡ 1 modulo N . The kernel is given
by Γ1(N) with b ≡ 0 (mod N), i.e. Γ(N). This map is easily proven to be
surjective. Then by the isomorphism theorem follows that
[Γ1(N) : Γ(N)] = #Z/NZ = N
We have proven the following result.
Proposition 4.1.4.
[SL2(Z) : Γ(N)] = N3
∏
p|N
(1− p−2)
[SL2(Z) : Γ1(N)] = N2
∏
p|N
(1− p−2)
[SL2(Z) : Γ0(N)] = N
∏
p|N
(1 + p−1)
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If Γ is a congruence subgroup of SL2(Z) then the index [SL2(Z) : Γ] will
be finite since [SL2(Z) : Γ(N)] is.
Let H := {z ∈ C | Im(z) > 0} be upper half plane of the complex plane,
H∗ = H ∪ P1(Q) and P1C = C ∪ {∞} be the Riemann sphere.
Definition 4.1.5. We define an action of GL2(R) on P1C
GL2(R)× P1C → P1C(
a b
c d
)
z 7→ az + b
cz + d
(4.1.6)
where by convention we have
(
a b
c d
)∞ = a
c
and a
0
=∞.
This is a group action, i.e. (γ1γ2) (z) = γ1 (γ2 (z)) and Iz = z. It is easy
to check that γz = (−γ)z for all γ ∈ GL2(R).
We find that every point of H is mapped in a point of H. Let z ∈ H and
γ =
(
a b
c d
) ∈ Γ, we have
Im(γz) = Im
az + b
cz + d
= Im
(az + b)(cz + d)
|cz + d|2 = |cz + d|
−2 Im(adz + bcz)
Since (adz+ bcz) = (ad− bc) Im z = det γ Im z = Im z because det γ = 1, we
get that Im γz = |cz + d|−2Im z. In particular if Im z > 0 then Im γz > 0.
Now consider the set P1(Q) called the set of the cusps. Γ acts transitively
on it, since fo every fraction at its lowest terms a
c
we can find a matrix
α =
(
a b
c d
) ∈ Γ solving ad − bc = 1 such that α∞ = a
c
. For a congruence
subgroup Γ′ ⊆ Γ this is no longer true.
Definition 4.1.7. A cusp of a congruence subgroup Γ ⊆ SL2(Z) is a class
of equivalence the set of cusps under the action of Γ.
4.2 Modular curves
There are three different ways to define a modular curves: the complex ana-
lytic, the algebraic and the moduli space setting. We use the first.
Definition 4.2.1. LetH∗ the extended upper half-plane of C and Γ a conguence
subgroup of level N . We define the modular curves
X(Γ) = Γ\H∗
Y (Γ) = Γ\H
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If Γ is respectively Γ(N), Γ0(N) or Γ1(N) then we denote the curves
above X(N), X0(N), X1(N), Y (N), Y0(N) and Y1(N) respectively.
The upper half plane H inherits the Euclidean topology as a subspace of
R2. The natural surjection pi : H → Y (Γ) gives Y (Γ) the quotient topology,
meaning a subset of Y (Γ) is open if its inverse image under pi in H is open.
SinceH is connected and pi is continuous, the quotient Y (Γ) is also connected.
Proposition 4.2.2. For any congruence subgroup Γ of SL2(Z), the modular
curve Y (Γ) is a connected and Hausdorff Riemann surface.
Proof. This is [4, Corollary 2.1.2].
The topology on H∗ consisting of its intersections with open complex
disks (including disks {z | |z| > r} ∪∞) contains too many points of P1(Q)
in each neighbourhood to make the quotient X(Γ) Hausdorff. Instead, to
put an appropriate topology on X(Γ) start by defining for any M > 0 a
neighbourhood
NM = {τ ∈ H | =(τ) > M}
Adjoin to the usual open sets in H more sets in H∗ to serve as a base of
neighbourhoods of the cusps, the sets
α(NM ∪∞) |M > 0, α ∈ SL2(Z)
and take the resulting topology onH∗. Since fractional linear transformations
are conformal and take circles to circles, if α(∞) ∈ Q then α(NM ∪ ∞) is
a disk tangent to the real axis. Under this topology each γ ∈ SL2(Z) is a
homeomorphism of H∗. Finally, give X(Γ) the quotient topology and extend
natural projection to pi : H∗ → X(Γ).
Proposition 4.2.3. The modular curve X(Γ′) is a Hausdorff, connected,
and compact Riemann surface.
Proof. This is [4, Proposition 2.4.2].
The modular curve X1(N) has good reduction at every the prime but
those dividing N .
Theorem 4.2.4. The modular curve X1(p) for a prime p has bad reduction
only at the prime p. The reduction is the disjoint union of 2 curves crossing
at the supersingular points which over the algebraic closure are
(p− 1)2(p+ 1)
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Proof. See [9, Theorem 13.5.4 and 12.4.5].
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4.3 The genus
It is important to know the genus of a modular curve since it is the dimension
of its Jacobian variety.
We start giving the following definition.
Definition 4.3.1. Let Γ be a congruence subgroup of SL2(Z). For each point
τ ∈ H let Γτ denote the isotropy subgroup of τ , i.e., the τ -fixing subgroup of
Γ,
Γτ = {γ ∈ Γ | γ(τ) = τ}
A point τ ∈ H is an elliptic point for Γ (or of Γ) if Γτ is nontrivial as
a group of transformations, that is, if the containment {±I}Γτ ⊃ {±I} of
matrix groups is proper. The corresponding point pi(τ) ∈ Y (Γ) is also called
elliptic.
The following theorem gives a formula to calculate the genus of modular
curves.
Theorem 4.3.2. Let Γ be a congruence subgroup containing Γ(N) for some
N ∈ N. Let 2 and 3 denote the number of elliptic points of period 2 and 3
respectively. Let s be the number of cusps and g be the genus of X(Γ). Then
we have
g = 1 +
[SL2(Z) : Γ]
12
− 2
4
− 3
3
− s
2
Let ϕ denote the Euler functions and p a prime number. In the case Γ0(N)
we have
1. [SL2(Z) : Γ0(N)] = N
∏
p|N
(
1 +
1
p
)
2. 2 =
0 if 4 | N∏
p|N
(
1 +
(−1
p
))
otherwise
3. 3 =
0 if 9 | N∏
p|N
(
1 +
(−3
p
))
otherwise
4. s =
∑
d|N,d>0 ϕ(gcd(d,N/d))
In the case Γ1(N) with N ≥ 4 we have
1. [SL2(Z) : Γ1(N)] =
1
2
N2
∏
p|N
(
1− 1
p2
)
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2. 2 = 0
3. 3 = 0
4. s =
{
1
2
∑
d|N,d>0 ϕ(d)ϕ(N/d) if N ≥ 5
3 if N = 4
In the case Γ(N) with N ≥ 2 we have
1. [SL2(Z) : Γ(N)] =

1
2
N3
∏
p|N
(
1− 1
p2
)
if N > 2
6 if N = 2
2. 2 = 0
3. 3 = 0
4. s =
12N2
∏
p|N
(
1− 1
p2
)
if N > 2
3 if N = 2
Proof. This is [4, Theorem 3.1.1] and [7, Theorem 3.1.2].
Corollary 4.3.3. Let p ≥ 5 be a prime number, then
g(X1(p)) =
(p− 5)(p− 7)
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4.4 The modular Jacobian
The Jacobian variety associated to the modular curve X∗(N) is denoted by
J∗(N). In the case N = p a prime we get that J1(p) has good reduction at
all prime but p and from [3] its Neron model has connected fibres.
Proposition 4.4.1. The primes p such that J1(p) has positive rank are
p = 37, 43, 53, 61, 67 and all p ≥ 73
Proof. See [3, Proposition 6.2].
Proposition 4.4.2. The quotient of J1(p) modulo a subgroup generated by
a Q-rational point has good reduction at every prime but p.
Proof. The canonical quotient map pi : J1(P ) → J1(p)/〈P 〉 is a surjective
homomorphism, then apply [19, Corollary 2].
Chapter 5
Quotients of J1(p)
In this last chapter we will study the order of the Tate-Shafarevich group for
quotients of J1(p) modulo a cyclic subgroup generated by a Q-rational point
P . We will focus our attention on p = 13 and p = 17. In these cases there
exist points of order 19 and 73 respectively. For these two primes the rank
of J1(p) is zero, so there is only torsion over Q. From the formulas for the
genus of X1(p) we get the dimension of the Jacobian varieties:
dim J1(13) = g (X1(13)) = 2
dim J1(17) = g (X1(17)) = 5
Let P be a Q-rational point of J1(p) of order `. Let ϕ be the quotient
isogeny J1(p)→ J1(p)/〈P 〉 with kernel 〈P 〉 and so degϕ = `.
5.1 Local quotient
Since the only prime of bad reduction is p we need only to check the local
quotient at p, ` and at the infinity (the archimedean place).
By lemma 3.2.24 we have that at infinity
# cokerϕ∞
# kerϕ∞
=
1
`
At the prime ` we have good reduction and the map has a Q` kernel so
by corollary 3.2.23 we have that the map ϕ1` is an isomorphism. Since we
have good reduction also the local Tamagawa numbers equal 1, so
# cokerϕ`
# kerϕ`
= 1
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The last prime to check is p. The special fibre of the Neron model of
J1(p) has only one connected component by [3]. The point P is a torsion
point and so by lemma 3.2.18 it does not lies in the kernel of the reduction
map, hence the reduced map ϕ˜0p has non-trivial kernel and cokernel. Appling
the snake lemma to the diagram 3.2.5 we get that cokerϕ0p surjects into
coker ϕ˜0p, so cokerϕ
0
p cannot be trivial. Since for an abelian variety A the
index [A(Qp)0 : A(Qp)] is equal to the number of connected components of
the special fibre we get that
[J1(p)(Qp)0 : J1(p)(Qp)] = 1
hence J1(p)(Qp) = J1(p)(Qp)0. This shows that cokerϕp is non-trivial. The
field Qp does not contain any `-th root of the unity in both of our cases and
p - `, so by corollary 3.2.2 we get
H1(Qp, J1(p)(Qp)[ϕ]) = Z/`Z
Putting together these results we have that # cokerϕp = `. Since ϕp has a
Qp kernel we conclude that
# cokerϕp
# kerϕp
= 1
Now we recap the value of the local quotient at the places where it can
be different from 1:
Place J1(13) J1(17)
p 1 1
l 1 1
∞ 1/19 1/73
5.2 Global quotient
By the definition ϕ has kernel of order `. The kernel of the dual map is the
Cartier dual of kerϕ. Since kerϕ ∼= Z/`Z it follows that kerϕ∨ ∼= µ` but
Q does not contains any non trivial `-th root of the unity, so the kernel of
the dual map has order 1. The trickiest part to calculate is the order of the
cokernels.
In the next table we recap all the order of the pieces of the global quotient:
5.3. ORDER OF THE TATE-SHAFAREVICH GROUP 53
J1(13) J1(17)
kerϕ 19 73
cokerϕ ? ?
kerϕ∨ 1 1
cokerϕ∨ ? ?
5.3 Order of the Tate-Shafarevich group
We can now calculate the order of the Tate-Shafarevich group of this two
varieties. From the previous arguments we have that
X
(
J1(13)
〈P 〉 /Q
)
=
# cokerϕK
# cokerϕ∨K
· k2
X
(
J1(17)
〈P 〉 /Q
)
=
# cokerϕK
# cokerϕ∨K
· k2
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