The detection of laser radiation originating from space is a positive indicator of Extra Terrestrial Intelligence (ETI). Thus far the optical search for ETI (OSETI) has looked for enhanced brightness in the form of either narrow-band spectral emission or time correlated photons from laser pulses. In this paper it is proposed to look for coherence properties of incoming light in a manner that can distinguish against atomic emission lines. The use of photon sensitive detectors and a modulating asymmetric interferometer has been modelled. The results suggest that the sensitivity of detection for continuous laser sources would be better than current spectroscopic approaches, with detection thresholds of order 10-20 photons s −1 against a background with a spectral bandwidth of 0.1nm over an observation time of 750s.
Introduction
Laser radiation does not occur naturally, thus any detection of laser radiation implies an intent to put this radiation to use. In astrophysical terms the detection of laser radiation is a strong indicator of intelligence and technology -a so called technosignature [1] . This was pointed out at the early inception of the maser [2] . There are many potential technosignatures that have been actively searched for [3] but the predominant medium of searches for extra terrestrial intelligence (ETI) signals has been the radio spectrum. Recent years have seen more effort directed towards optical detection methods [4] [5] [6] [7] . A particular advantage arises from the low divergence that higher frequency beams -such as optical and infra red lasers -this concentrates the signal making it easier to detect but only if it is well directed i.e. there is an intent. It also reduces the required power in the laser making it technologically easier to implement. Detecting any laser signal has relied on the enhanced spectral brightness of the laser or the enhanced temporal brightness that pulsed lasers achieve. Detection of lasers by their spectroscopic signature involves looking for peaks of enhanced brightness against blackbody emission containing absorption dips [6] , [7] , [8] have involved algorithmic based searches of stellar spectra in collected databases. They concentrate on looking for narrow emission peaks amidst high resolution absorption spectra. Given the spectral resolution and the detector sensitivity it is estimated that ETI lasers in the MegaWatt range would be detected with powers of 10's of kW also possibly detectable in some circumstances. As yet no laser signatures have been found.
Arguably the preferred approach has been to look for short optical pulses -modulation being another technosignature -which would be created by a laser to achieve the required brightness more easily than with continuous sources. Short pulses (10nS or less) can be observed by looking for two and three way coincidences in photon sensitive detectors [5] [9] [10], [11] . This has been performed over a number of years with telescopes of a scale 1m [12] , and would expect to see photon densities of around 10 photons per pulse. Abeysekara [13] made alternate use of a ground based gamma observatory to detect optical pulses with a sensitivity of 1 photon m −2 . Borra [14] considered that the effect of a train of short optical pulses upon a detected spectrum would be to produce an optical comb in frequency space. This would show up as a periodic signal when the spectrum was Fourier transformed. Indeed such signals were observed [15] but their origin is yet to be established with Hippke [16] claiming they arise from non-random spectral absorption features. Leeb [17] considered detecting periodic pulsed signals in the temporal domain, but ruled out looking for continuous signals: "We rule out a continuous signal (i.e., zero modulation), as this cannot easily be discriminated against natural light sources". The case for using coherence when using heterodyne or homodyne detection techniques was delivered robsutly by Kingsley [18] . It is proposed in this paper that a method for detecting truly coherent, continuous laser sources is a realistic and effective way to look for ETI laser signals.
Method
Earthly laser detection systems tend to concentrate on the intensity characteristics of laser radiation, that is to look for enhanced spectral intensity or high temporal brightness and the same is true for OSETI. Recently a technique based on detecting coherence has been used [19] to positively detect faint laser radiation against a bright incoherent background. The utilisation of coherence with OSETI was mentioned by Kingsley [18] who discussed the possibility of heterodyne detection. He also mentioned homodyne detection but dismissed it due to unspecified difficulties. The concept here uses an asymmetric Mach Zehnder interferometer (MZI) with a path length difference between the 2 arms greater than the coherence length of the background light. The path length of one arm undergoes a regular modulation via a piezo mounted mirror. This results in a temporal modulation of the transmitted intensity but only if the input light contains light with a coherence length greater than the path length difference between the interferometer arms. Thus the detection of a temporal modulation at the modulation frequency (or an harmonic of) is an indicator of coherent radiation. This technique can be applied to the search for ETI lasers with account taken of the intensities and timescales involved. Looking for continuous ETI sources draws comparisons with a spectrosopic detection approach. Tellis and Marcy [7] indicate there are issues that arise as a consequence of using an echelle spectrograph such as found on the Keck Telescope used to look for laser emission in stellar spectra. Firstly there are examples of atomic emission lines being detected such as can happen in solar flares [20] . These would be indistinguishable from laser emission as their spectral width is less than the resolution of the spectrometer. Such emissions are identified by a spectral analysis algorithm and must be discarded by manual intervention. Secondly the long integration time sees rapid events such as cosmic ray interactions with the Spectrograph CCD leaving a localised signature which can also give a false positive to the analysis algorithm. This too can be excluded after manual examination. In principle both of these issues would not cause a problem for a suitably designed coherence detection system. A third issue is the need for a reference spectrum to be taken in order to observe changes. Other techniques such as multi pulse coincidence detection will work only if the laser source is pulsed. Coherence detection using interferometry produces a modulation of the output intensity. This modulation is observed by sampling the output signal and extracting an amplitude at the modulation frequency. In the case of stellar interferometry the photon flux is so low that photon sensitive detectors -such as avalanche photodiodes (APDs) are required. A photon sensing coherence detector using an MZI could work as follows. At each of the 2 output ports of the MZI is located a photon sensitive detector such as a silicon APD. Every photon detected is recorded with it's time of detection accurate to sub 1nS -called a time tag. Processing can be done off line using the time tags. Path length modulation can be provided by a piezo mounted mirror in one of the arms driven with a sinusoidal signal. The amplitude of the modulation causes a phase shift which is of course wavelength dependent and so must be chosen to maximise the signal for the longest wavelength expected to be detected. In order to discriminate emission lines the requirement for the asymmetry in path length difference between the arms must exceed the expected coherence length, which can be determined from the emission line width. The coherence length l c of an emission with a Gaussian profile is given by :
Where λ is the source wavelength and ∆λ is the spectral linewidth [21] . Examining the spectral width of the strongest Fraunhofer lines from the sun the narrowest line has a width of 0.006nm (Fe I 525.0216nm) which has a coherence length of 43 mm. This however is not an emission line and most lines are much broader than this. Emission lines can arise from coronal loops [20] where the narrowest observed lines are 0.05nm. Thus coherence lengths for wavelengths around 656nm (Hα) would be around 8mm. On the very reasonable assumption that lasers have narrower linewidths than this then introducing a path length difference of 10mm or more should prevent emission lines from giving rise to a modulating output and only lasers would cause intensity modulation. The expected level of stellar background photons can be estimated from the OSETI spectral examinations made using the 10m Keck telescope [7] . The Echelle spectrometer used has a pixel resolution of λ/∆λ=250,000 and is operated for around a 10min observation time to give somewhere between 10,000 to 40,000 photons per pixel (dependent upon the S/N required). Choosing an in-between value of 30,000 photons in 600s this gives around 50 photons s −1 . At a wavelength of 500nm 1 pixel represent 0.002nm, this gives 500pixels per nm and of the order 25,000 photons s −1 nm −1 . This will vary with wavelength and the star temperature. This provides an order of magnitude for determining signal and background levels. As is the case for spectral measurements, any laser signal needs to be discerned against the photon noise not against the absolute background signal.
The intensity at a detector placed at one of the output ports of the MZI follows a familiar cosinusoidal modulation [22] [19]
Where I 0 is the input intensity, γ(λ) is a wavelength dependent factor representing reflection coefficients at both beamsplitters and also incorporates losses, k = 2π/λ and ∆L is the difference between the length of the interferometer arms L 1 − L 2 (t).
Modulating the arm length with a piezo mirror with a modulation voltage of amplitude v m at a frequency f m the path length difference is
Where p is the response of the piezo in µm/V and v of f is an offset voltage. With careful choice of offset voltage the intensity at a detector can be written as
Using Bessel function identities this temporal modulation can be seen to be composed of odd harmonics of the fundamental frequency.
Where J n represents a Bessel function of the nth order. With strong signals the power in the higher harmonics can be used to determine the laser wavelength [19] but in the current case this is not viable due to weak signal strength. Sampling the detector signal over a period of time and taking the Fourier transform shows power concentrated in the modulation frequency and is an indicator of coherent input. The signals at each of the output ports are 180 • out of phase thus subtracting the 2 signals increases the S/N. Estimation of detectability of laser signals was performed by modelling Poissonian photon count distributions for noise and laser signal. Within the model the modulation frequency of a piezo mounted mirror was chosen to be 2kHz for the following reasons. Source intensity modulations of incoherent background appear as modulations in the detector outputs and this can arise from atmospheric scintillation [23] . The scintillation frequency spectrum extends to around 1kHz so the modulation frequency is placed beyond this level to reduce background noise. This is dependent on telescope size and is less prevalent in large telescopes. With a sparse photon rate the number of events per cycle is best maximised to reduce the high frequency contributions of discrete event based signals [18] . It was found that sampling at 8kHz worked well. The noise and signal Poisson distributions were produced from the average photon detection rate per sample period based upon an expected photon level for the Keck telescope as discussed earlier (25000/s background with 8kHz sample rate has an average of 0.31 photons per sample). The laser signal distribution was multiplied by the interferometer modulation function 1 2 (1 + cos(2πf m t)) and then added to the noise. In the case of using 2 detectors, one at each output port of the MZI, the signal photons are directed to particular detectors depending on the phase of the modulation function. This was determined by comparing the absolute amplitude of the modulation function with a function 180 • out of phase with it. Dark count rates in APDs are so low (and non Poissonian) as to be negligible and were not included. There are a number of ways to analyse a set of photon events but here consistency is kept with the author's earlier approach of summing FFTs [19] . A data set of counts per sample time for each detector x n (t) was Fourier Transformed (F(x n )) and then these two transform sets were subtracted, and the magnitude of the result taken
Example plots of the generated counts and the FT signals are shown in figure1. This data shows a subset of a 20,000 sample set where the background rate was 25k photons s −1 and the laser signal rate is 500 photons s −1 distributed between the two detectors (this is chosen to give observable signal from a single set for demonstration purposes). The sample rate was 8kHz and the modulation frequency was 2kHz. A section of the FT amplitude spectrum is given in the central plot with the modulation frequency in the centre of the region. It can be seen that the amplitudes at the modulation frequency show opposite signs in the 2 detectors because they are out of phase. The lower plot shows the resulting power spectrum from the subtraction of the amplitude spectra from the two detectors with a clear peak at the modulation frequency.The height of this peak is extracted and compared with the noise level throughout the frequency space.
This was repeated and sets of magnitude values were summed with the power level at the modulation frequency extracted along with the background level. Initially sample sets of 20,000 points were transformed with 300 sets summed yielding an observation time of 750s, a similar scale to the spectroscopy measurements [7] . Modelling explored the effect of sample size and spectral bandwidth on the detectability of laser signals of varying amounts. Increasing the size of the sample set increases resolution and thereby improves S/N as long as the reference modulation is stable. This can be seen in the plots shown in figure 2 where the better resolution resulting from a larger number of points gives rise to stronger signals. These plots all represent an observation time of 75s (which is rather short but is only intended to demonstrate the effect of FFT size on signal). In this case the potential laser signal rate was varied and repeated 10 times to estimate the signal level uncertainty. The dotted line on the plots represents 5 standard deviations from the mean level of the background and is treated as a reliable detection threshold. The background rate was set at 2.5k to represent a 0.1nm spectral bandwidth in a Keck sized telescope. A 600k point FFT results in an improved detection threshold cf an equivalent observation time with 20k FFT sets. A single FFT for the entire data set -6 million sample points would represent the ultimate resolution and be equivalent to the sensitivity obtained from a lock in amplifier with a long integration time. The spectral bandwidth determines background photon rate and also the photon noise against which any laser signal must be detected. A spectral bandwidth of 1nm would be roughly equivalent to 25k counts per second. Models of the signal level vs the incident laser photon rate were conducted for 0.1nm, 1nm and 10nm spectral bandwidths (assuming perfect collection and detection). This can be seen in figure 3 where the detectable laser signal level is around 130 photons s −1 with a 10nm bandwidth, 40s −1 with a 1nm bandwidth and around 20s −1 with a 0.1nm bandwidth. These plots were made using 600k point FFTs summed to give a total observation time of 750s.
This modelling so far has assumed perfect optics and detectors. The effect of loss and detector quantum efficiency is shown in the plots of figure 4 where a comparison is made between perfect collection and 30% efficiency. Some of the most sensitive scenarios seen here have a sum of 10 sets of 600k point FFTs (750s observation time) showing a detectable signal with 10-20 laser photons/s (100% efficiency) with a background level of 2500s −1 equivalent to a filtered spectral bandwidth of 0.1nm, a total of some 15,000 photons. This approach as a whole compares favourably with the sensitivity of the spectroscopy approach [7] which expects a threshold of 50,000 photons and claims 83 photons per second threshold for pulse detection with a typical 10 minute observation. It is worth considering that the use of a Keck type telescope represents a high level bespoke investigation, whereas there is an "amateur" scale of investigation which is more broadly applicable. Modelling for a reduced scale telescope with a 1m diameter mirror, assuming the same parameters (600k FFT, 750s observation time) results Figure 1 : Examples of the generated data used. The upper plot is a subset of the count data showing the individual counts generated as background and the laser signal photons in each detector. The background rate was 25k photons s −1 and the laser signal rate is 500 photons s −1 . The modulation frequency was 2kHz. The centre plot shows the FT amplitudes from both detectors around the modulation frequency with the amplitudes being of opposite phase. The lower plot is the power from the subtraction of the detector amplitudes clearly showiing the signal at 2kHz.
in a detection threshold of around 400 photons s −1 using a 1nm spectral bandwidth.
A system to implement this concept could operate as follows and is shown in figure 5 . A MZI with an extended length arm must sit in a section of collimated light, as could be provided by a parabolic mirror post collection telescope. The required spectral resolution can be obtained using a diffraction grating directing dispersed light onto 2 arrays of single photon detectors. The collimated light from both arms should interact with the same diffraction grating to ensure consistent resolution between detector arrays. An array able to give complete spectral coverage would be a large and involved system with potentially thousands of independent detection and timing channels replicated at both output ports. This would represent the state of the art in APD arrays ( [24] ) but an array of 1024 APDs is certainly feasible. It is worth noting that the throughput of photon detections is the same no matter the number of channels (provided they are not saturated), but more channels means better resolution and reduced spectral bandwidth per channel which reduces the threshold for detection. Providing wide spectral coverage within a single detector is currently beyond single photon detector technology and several detection wavebands would be required with different APD technologies. A more targeted approach may be required making use of the "magic colours for OSETI" [25] , [26] . This could use small arrays of APDs with quantum efficiencies matched to the required wavelength. Such wavelengths have been suggested matching Nd:YAG laser wavelengths (a rather anthropomorphic approach). Other suggestions include using specific absorption wavelengths which would be universal but may be less intense lasers.
A system which has a tunable wavelength filter could be considered but may require excessive observation time for comprehensive spectral coverage.
Of course the clumping of counts into sampling periods is an artifice, made for convenient use of the FFT. The data exists as discrete events with a timing resolution determined by detector deadtime and more sophisticated analysis algorithms can be conceived to make use of this. The timing resolution also makes it possible to detect pulsed laser sources by looking for coincidences between the 2 detectors. This would work best if the pulse repetition rate is greater than the modulation frequency. The interferometer tends to direct coherent photons down the same arm so coincidences between arms are unlikely. This could be rectified by placing 2 detectors in each arm and looking for coincidences that occur in the correct arm relative to the interferometer setting. If however the detectors were photon number counting detectors [REF] this would not be an issue and a mean photon bunch can be extracted from information contained by the 2 detectors. This should also lead to a determination of the pulse repetition rate.
Power Requirements
Assuming the transmit laser originates from equivalent optical systems to our own, then the optimistic beam size is determined by the diffraction limit with the diffraction angle θ = 2.44 λ Dt where λ is the wavelength and D t is the diameter of a circular transmitting aperture. The received photon flux in photons sec −1 is :
Figure 5: A schematic diagram for an asymmetric MZI with a dual output port array of APDs following spectral dispersion from a grating.
where G is the geometric loss factor
D r is the receiver diameter and d is the star to earth distance. The factor ε is a wavelength dependent loss factor accounting for extinction and atmospheric absorption, P is the transmitted laser power and E is the photon energy E = hc/λ where h is Plancks constant and c is the speed of light. This is a standard interpretation given in several forms [27] [26] . The transmit and receive aperture diameters are taken to be 10m.The received number of photons per second into a 10m diameter telescope is shown in the plot in figure6 for a laser wavelength of 600nm. Shorter wavelengths diffract less and increase the received photon rate but require more accurate pointing. A threshold rate for 5 sigma detection is drawn at 20 photons per second. It is interesting to note that a laser directed from our nearest neighbor the Alpha Centauri system would only require a power of 1W to be detectable. A 100kW Figure 6 : A plot of received photon number vs distance for a range of laser powers assuming a generic representative wavelength of 600nm (logarithmic scale). The horizontal line represents the threshold for detection.
laser should be detectable at a distance of 500Pc and a 1MW laser at 2kPc. It is worth noting that this may be an underestimate of the signal strength. The calculation uses an average photon number across the width of the beam, defined by the null annulus around the beam centre (this contains 84% of the total beam power) but the peak at the centre can be twice as high as the average. As pointed out by [28] is highly unlikely that we will intercept a beam by accident and therefore any detection will most likely arise from deliberate targeting. In such a scenario it is to be expected that beam pointing will be highly proficient. The use of a large synthetic aperture could also benefit the received photon number and reduce the energy cost to the sender. The threshold as calculated here could be improved by a longer observation time and also by a larger FFT size. It is also likely that a more optimal algorithm can be used that makes use of the temporal resolution being defined by the dead-time of the detectors rather than the sampling time of the FFT. It is also feasible to use the precise phase of the modulation function to discriminate noise.
Conclusion
Attempts so far to detect technosignature optical signals originating from ETIs have focused on detecting enhanced spectral brightness using a high resolution spectrometer, or detecting short pulses using coincidence detection. In this paper it is proposed to look for coherence in an optical signal through the use of a modulating asymmetric MZI with a pair of photon sensitive detectors. This approach will detect continuous wave laser signals. Modelling suggests that for a limited spectral bandwidth (0.1nm) and a 10m diameter collection telescope, the sensitivity would exceed the spectrometer approach where the spectral resolution is almost 2 orders of magnitude finer. The asymmetry of the MZI can be designed to ensure that atomic emission lines are not detected and mistaken for laser emission. In addition the time-tagging of photon arrival times allows for coincidence detection which can identify pulsed sources as well as continuous sources -not possible by other means. The recording of each photon's arrival time allows a variety of algorithms to be applied to the data to extract signals. It also shows temporal variations in the arrival times which will be useful in discriminating home grown signals.
