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ZUMA 
P a n e l  a n a l y s e  Ü b e r b l  i c k  
Der nachfolgende Aufsatz g i b t  einen kurzen uberbl i ck  über den Stand der Model 1 ierung von Panel- 
daten und ze ig t  einige wichtige Entwicklungstendenzen i n  diesem Bereich auf. 
1. E i n l e i t u n g  
D ie  Anzahl der  empirischen Studien, i n  denen Paneldaten erhoben werden (Pa- 
ne ls tud ien) ,  i s t  i n  den l e t z t e n  Jahren ohne Zwei fe l  sprunghaf t  gestiegen. 
B e i s p i e l e  f ü r  große europäische Panelstudien im sozio-ökonomischen Bereich 
s i n d  das vom Sonderforschungsbereich 3 "Mikroanalyt ische Grundlagen der  Ge- 
s e l l s c h a f t s p o l i t i k "  der  U n i v e r s i t ä t e n  F r a n k f u r t  und Mannheim i n  Zusarnnenar- 
b e i t  m i t  dem Deutschen I n s t i t u t  f ü r  Wir tschaf ts forschung durchgeführte und 
von der  Deutschen Forschungsgemeinschaft ge fö rder te  Sozio-Ökonomische Panel 
(vg l  . Hanefeld 1984; Hanefeld 1987; KruppIHanefeld 1987), das schwedische 
P r o j e k t  "Household Market and Nonmarket A c t i v i t i e s "  (vg l .  Klevmarken 1984), 
das n ieder ländische Sozio-ökonomische Panel (vgl ,  Van de S tad t  1987; Van de 
S tad t  e t  a l .  1986, 1987) sowie das luxemburgische "Panel Socioeconomique 
Lor ra ine  e t  Luxembourg" des Centre dlEtudes de Populat ions,  de Pauvete e t  de 
Pol i t i  ques Soci o-Economi ques (CEPS) i n  Wal Perdange (Luxemburg) (vg l  . z.6. 
Schaber e t  a l .  1982). V o r b i l d  f ü r  v i e l e  Aspekte d ieser  großen Studien war 
d i e  U.S. Panel Study o f  Income Dynamics (PSID; vgl. DuncanIMorgan 1984). 
1986 wurde u n t e r  Lei tung von Greg J. Duncan am CEPS das Panel Data Compa- 
r a b i l i t y  P r o j e c t  (PACK) begonnen, das d i e  verschiedenen i n t e r n a t i o n a l e n  Pa- 
n e l p r o j e k t e  koord in ie ren  und vergleichende i n t e r n a t i o n a l e  Soz ia l  forschung 
e r l e i c h t e r n  so1 1. 
Bekannte deutsche Panelerhebungen s i n d  d i e  Untersuchu.ngen z u r  b e r u f l i c h e n  
Verble ibsforschung des I n s t i t u t s  f ü r  Arbei tsmarkt-  und Berufsforschung der  
Bundesanstalt f ü r  A r b e i t  i n  Nürnberg, d i e  Hochschulabsolventenstudie des 
Wissenschaf t l ichen Zentrums f ü r  Berufs- und Hochschulforschung der  Gesamt- 
hochschule Kassel, d i e  Panelerhebungen des Hochschul-Informations-Systems i n  
Hannover u.a. Im Bereich der  Wahlforschung gehören Paneluntersuchungen i n -  
zwischen zum methodologischen Standardreperto i re.  
Neben diesen Studien m i t  p r a x i s o r i e n t i e r t e n  g e s e l l  schaf ts- ,  b i  ldungs- und/ 
oder w i r t s c h a f t s p o l i t i s c h e n  Zielsetzungen, deren Aufgabe zu einem guten T e i l  
auch d a r i n  besteht ,  Erkenntnisse über g e s e l l s c h a f t l i c h e  Veränderungen und 
Entwicklungen zu sammeln, d i e  gegebenenfal ls auch a l s  Planungsunterlagen f ü r  
Entscheidungen i n  b e s t i r n t e n  g e s e l l s c h a f t l i c h e n  Bereichen verwendet werden 
können, g i b t  es e ine  ganze Reihe w e i t e r e r  Studien, d i e  eher a l s  quasi-ex- 
per imente l le  Studien e inzustufen sind. Diese haben das Z i e l ,  theore t i sche  
oder methodische Frageste l lungen zu untersuchen. Hierzu gehören z.0. d i e  
Begle i  tuntersuchung zur  Volkszählung 1987 des S t a t i s t i s c h e n  Bundesamtes oder 
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d i e  ZUMA-Test-Retest-Studie zum ALLBUS 1984 (vgl .  d i e  Be i t räge  i n  Bohrn- 
stedt/Mohler/Mül 1 e r  1987). 
Verbindet man m i t  dem B e g r i f f  "Paneldaten" w iederho l te  Beobachtungen des 
g le ichen  Merkmals an g le ichen  Ind iv iduen über mehrere Zei tpunkte,  so i s t  
k l a r ,  daß d i e  meisten Panelstudien nur zu einem T e i l  Paneldaten erheben. Es 
g i b t  imner einen gewissen A n t e i l  von Fragen zu Themenbereichen, d i e  von 
Ze i tpunk t  zu Ze i tpunk t  var i ie ren .  I n  v i e l e n  Studien w i r d  auch versucht, feh- 
lende Ereignlsdaten zu ergänzen, d i e  s i c h  a u f  den Zeitraum zwischen den Wel- 
l e n  beziehen. Dies geschieht  durch r e t r o s p e k t i v e  Fragen, d i e  s i c h  etwa au f  
den Ze i tpunk t  der  e ingetretenen A r b e i t s l o s i g k e i t ,  den Ze i tpunk t  des Berufs- 
wechsel s oder a u f  d i e  Zei tdauer dazwi schenl iegender Lebensereigni sse (1 i f e  
events) beziehen. Damit komnen f ü r  d i e  Auswertung von Panelstudien n i c h t  nur  
Methoden zur  Analyse von Paneldaten, sondern auch solche zur  Analyse von 
Ereignisdaten zur  Anwendung (vg l  . z.B. Arminger 1984; ~l o s s f e l d l ~ a m e r l e l  
Mayer 1986; Car ro l  1982; Diekmann i n  diesem Hef t ;  DiekmannIMitter 1984; 
HeckmanISinger 1984, 1986; TumalHaman 1984). D ie  Anzahl der  Meßzeitpunkte 
(Wellen) v a r i i e r t  von S tud ie  zu Studie, und es i s t  n i c h t  auszuschließen, daß 
be i  großen  tud dien, wie dem Sozio-ökonomischen Panel, s c h l i e ß l i c h  n i c h t  mehr 
Paneldaten, sondern Zei t re ihendaten vor l iegen,  was d i e  Anwendung e i n e r  wei- 
te ren  Klasse s t a t i s t i s c h e r  Verfahren ermöglicht. 
M i t  der  Erhebung von Paneldaten können s i c h  ganz verschiedene theore t i sche  
undloder p rak t i sche  Z i e l e  verbinden. Das pr imäre Z i e l  bes teh t  i n  der  Be- 
schreibung, Erk lärung und Prognose von Veränderungen. Darüber hinaus g i b t  es 
e ine  Reihe w e i t e r e r  methodischer Z ie le ,  d i e  s i c h  nur  i n  Studien m i t  mehr a l s  
zwei Meßzeitpunkten r e a l i s i e r e n  lassen. Dazu gehören insbesondere d i e  sepa- 
r a t e  Best imnung von Re1 i a b i  1 i t ä t  und S tab i  1 i t ä t  von Messungen (vg l  . Hei se 
1969; Wi leyIWi ley 1970), d i e  Schätzung i tem-spez i f i scher  E i n f l ü s s e  (vgl .  
Ra f fa lov ich IBohrns ted t  1987), d i e  s t a t i s t i s c h e  K o n t r o l l e  unbeobachteter i n -  
d i v i d u e l l e r  undloder z e i t l i c h e r  Heterogeni tät ,  w ie  s i e  i n  den s ta t i schen 
oder dynamischen Zufallskomponentenmodellen vorgenommen w i r d  (vgl .  z.B. An- 
derson1Hsiao 1982; Bhargava/Sargan 1983; Chamberlain 1982, 1984; Hsiao 1986) 
oder d i e  Vermeidung von F e h l s p e z i f i k a t i o n  durch ausgelassene ( n i c h t  erhobe- 
ne) Variablen. 
Unter  den Auswertungsverfahren i n  der  empirischen Panelforschung überwiegen 
Verfahren der  s t a t i s t i s c h e n  Model 1 ierung. H ie rbe i  werden Parameter von Wahr- 
sch 'e in l i chke i t sver te i lungen  beobachteter oder l a t e n t e r  Var iablen,  w ie  etwa 
Erwartungswerte oder Kovarianzen, a l s  Funktionen von Strukturparametern und 
beobachtbaren oder l a t e n t e n  Residualvarianzen und -kovarianzen d a r g e s t e l l t .  
I n  l e t z t e r  Z e i t  w i r d  versucht, auch d i e  höheren Momente von Verte i lungen,  
w i e  d i e  Schiefe,  zu mode l l ie ren  (vgl .  B e n t l e r  1983). 
ZUMA 
Die  Anwendung mehr e x p l o r a t i v e r  Verfahren, b e i  denen d i e  Entdeckung und 
I d e n t i f i k a t i o n  von S t ruk tu ren  und Substrukturen sowie d i e  Hypothesengenerie- 
rung im Vordergrund stehen, f i n d e t  man nur sel ten.  So b i l d e t  etwa d i e  A r b e i t  
von Van der  Hei jden (1987), i n  der  korrespondenzanalyt ische Verfahren zur  
I d e n t i f i k a t i o n  z e i t l i c h e r  Abhängigkei tsst rukturen herangezogen werden, e in -  
d e u t i g  d i e  Ausnahme. Es b l e i b t  abzuwarten, welche neuen heur is t i schen Mög- 
l i c h k e i t e n  der  S t r u k t u r i d e n t i f i k a t i o n  und Hypothesenerzeugung s i c h  aus der 
Anwendung der  dynamischen Graphik (vgl .  BeckerIClevelandlWi lks 1987; Huber 
1985; Sawitzky 1988; Young 1988) und den computerunterstützten logischen 
Verfahren der  Entdeckung s t a t i s t i s c h  re levan te r  Hypothesen ergeben (vgl .  
HajekIHavranek 1978a, 1978b). Auch d i e  Anwendung voraussetzungsloserer Ska- 
l i e rungsver fahren  f ü r  Longi tudinaldaten,  w ie  z.B. l o n g i t u d i n a l e  Guttman-Sim- 
p l i z e s  (vgl .  C o l l i n s I C l i f f  1985), haben i n  der  Panelanalyse b i s  j e t z t  noch 
keinen Einzug gehalten. A ls  Uberbl i c k  über d i e  gegenwärtig mögl ichen Model- 
l i e rungs techn iken  im Bereich der  Panelanalyse können d i e  im Handel b e f i n d l i -  
chen Einführungen (vgl .  z.B. Markus 1979; KesslerIGreenberg 1981; Plewis 
1985) l e i d e r  n i c h t  uneingeschränkt empfohlen werden. 
2 .  Formen der M o d e i l i e r u n g  von P a n e l d a t e n  
Die  K l a s s i f i k a t i o n  von Modellen zur  Analyse von Paneldaten kann nach un te r -  
sch ied l i chen  Gesichtspunkten e r fo lgen ,  denn s i e  hängen i n  i h r e r  mathemati- 
schen G e s t a l t  und den zur  Verfügung stehenden s t a t i s t i s c h e n  Analyseverfahren 
von gewissen theoret ischen Vorentscheidungen ab. Grundsä tz l i ch  lassen s i c h  
Paneldaten im Rahmen von s ta t i schen oder dynamischen Modellen, von u n i v a r i a -  
ten  oder m u l t i v a r i a t e n  Modellen, von Modellen m i t  d i s k r e t e r  oder kont inu-  
-
i e r l i c h e r  Zeitachse und von Modellen m i t  d i s k r e t e n  undloder k o n t i n u i e r l i c h e n  
endogenen Var iablen erk lären.  Im Fa1 l e  dynamischer Modelle w i r d  d i e  Real i- 
sierung der  Werte (Zustände) mindestens e i n e r  endogenen Var iablen zum Z e i t -  
punkt  t von der Rea l i s ie rung  der Werte (Zustände) zu vorher igen Zei tpunkten,  
meistens jedoch nur zum Ze i tpunk t  t-1, abhängig gemacht (Einführung verzö- 
g e r t e r  bzw. "laqqedn endogener Var iablen)  , 
Im a l  lgemeinen Fa1 1 w i r d  versucht, Hypothesen über d i e  z e i t l i c h e  Veränderung 
von k Var iablen (z.B. k  E ins te l lungsvar iab len)  yk (k=l„..,#) zu Zei tpunkten 
t (tul, . .  .,T) und i h r e  funk t iona len  Abhängigkeiten von exogenen E in f luß-  
s t r u k t u r e n  au f  formale Modelle abzubilden. D ie  verwendeten Modelle s ind  zu- 
me is t  mathematischer (a lso  z.B. . n i c h t  log ischer ) ,  und h i e r  vor  a l  lem s t a t i -  
s t i s c h e r  Natur. Empirisch vor1 iegen haben w i r  an H E inhe i ten  (2.B. Personen, 
Querschni t te etc.) zu den Zei tpunkten t bezügl ich der  Var iablen yk vorgenom- 
mene Beobachtungen (Messungen) yitk ( i = l , .  . . ,N; t = l ,  ..., T;k=l, ... K )  sowie 
gegebenenfal ls Beobachtungen gewisser exogener Variablen. Ober d i e  beding- 
ten  oder unbedingten unbekannten Verte i lungen der yitk werden b e s t i r n t e  sta-  
t i s t i s c h e  Hintergrundannahmen gemacht, d i e  mehr oder weniger p l a u s i b e l  se in  
können und damit e ine e r s t e  Q u e l l e  f ü r  F e h l s p e z i f i k a t i o n  dars te l len .  Manch- 
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mal werden auch Terme f ü r  f e s t e  oder z u f ä l l i g e  E f f e k t e  unbeoachteter i n d i v i -  
d u e l l e r  oder z e i t l i c h e r  Hete rogen i tä t  e inge führ t .  
Häuf ig  werden d i e  endogenen undloder exogenen Var iablen auch a l s  l a t e n t  an- 
genomnen. Obgleich s i c h  d i e  Anwendungen von Modellen m i t  l a t e n t e n  Var iablen 
i n  der  Regel au f  Modelle m i t  d i s k r e t e r  Zei tachse beziehen, g i b t  es auch Bei- 
s p i e l e  f ü r  d i e  Model l ierung m i t  angenommener k o n t i n u i e r l i c h e r  Zeitachse 
(vg l .  Arminger 1986; Möbus 1986), wobei d i e  l a t e n t e n  Var iablen a l l e r d i n g s  
a l s  k o n t i n u i e r l i c h  vorausgesetzt werden. E i n  l a t e n t e s  Analogon zu den von 
Coleman (1964, 1968, 1981) be t rach te ten  Modellen d i s k r e t e r  Veränderungen i n  
k o n t i n u i e r l i c h e r  Z e i t  i s t  dem Autor  n i c h t  bekannt. 
Aus Gründen b e g r i f f 1  i c h e r  K l a r h e i t  empf ieh l t  es s ich ,  zwischen l a t e n t e n  Ant- 
wor tvar iab len  und l a t e n t e n  Kons t ruk tvar iab len  zu unterscheiden. A l l e  Modelle 
f ü r  l i m i t i e r t e  abhängige Var iablen ( l i m i t e d  dependent var iab les ;  vgl .  Ame- 
miya 1981, 1984, 1985; Dhrymes 1984; Maddala 1983; McFadden 1984) basieren 
a u f  der  Annakme von i n  b e s t i r n t e r  A r t  und Weise v e r t e i l t e n  l a t e n t e n  Antwort- 
va r iab len  y , wobei d i e  Beobachtungen y durch einen stochast ischen Auswahl- 
mechanismus erzeugt  werden. A l l e  Modelle m i t  d i s k r e t e n  o rd ina len  Variablen, 
wie Wahrschein l ichkei ts- ,  Logi t - ,  Probi t - ,  T o b i t  -, Logl ineare Modelle e in -  
s c h l i e ß l i c h  von Modellen f ü r  zens ie r te  Var iablen,  lassen s i c h  über d i e  An- 
nahme l a t e n t e r  Antwortvar iablen reformul  i e r e n  und a l  s  Spezia l  f ä l  l e  von 
Modellen f ü r  l i m i t i e r t e  abhängige Var iablen auffassen. Latente Konstruktva- 
r i a b l e n  hingegen entsprechen nur über beobachtbare Ind ika to ren  i n d i r e k t  meß- 
baren theore t i schen Konstrukten. Während a l l e  "klassischen1' Ansätze der  Ana- 
l y s e  von Kausalmodellen m i t  l a t e n t e n  Var iablen vor  a l lem an l a t e n t e  Kon- 
s t r u k t v a r i a b l e n  dachten (vgl .  2.B. Jöreskog 1969, 1978; B e n t l e r  1980; 
BentlerIWeeks 1979) bez ieh t  MuthCn (1982, 1983, 1984) d iese Unterscheidung 
i n  seinen Modellansatz e x p l i z i t  m i t  ein. 
D ie  meisten Modelle zur  Analyse von Paneldaten können un te r  zwei verschiede- 
nen Aspekten i n t e r p r e t i e r t  werden. Zum einen g i b t  es Ansätze, d i e  beim Ent- 
wur f  von Modellen pr imär an d i e  Beschreibung von Variablenbeziehungen den- 
ken, zum anderen solche, d i e  pr imär d i e  Erzeuqunq zei tabhängiger  Daten durch 
stochast ische Systeme modell i e r e n  wo1 len. Se lbs t  wenn w i r  uns bewußt sind, 
daß diese Unterscheidung b i s  zu einem gewissen Grad a r t i f i z i e l l  i s t ,  l i e g e n  
doch zwei un te rsch ied l i che  Or ient ierungen vor. Im zweiten F a l l  muß besonde- 
r e r  Wert a u f  d i e  Koordinat ion der  Beobachtungsdynamik m i t  der  Prozeßdynamik 
g e l e g t  werden. Im ers ten  F a l l  dagegen stehen Fragen der  S t a b i l i t ä t  und Ver- 
änderung im Vordergrund, ohne daß der Versuch gemacht wird,  d iese Verände- 
rungen a l s  Konsequenzen eines Prozeßmodells darzus te l len .  Unter r e i n  mathe- 
mat isch-s ta t i s t i schen Gesichtspunkten komnen sehr h ä u f i g  f ü r  beide O r i e n t i e -  
rungen ähn l i che  Modelle i n  Frage. 
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Die Ubers ich t  1 v e r m i t t e l t  einen Uberbl i c k  über d i e  Model lansätze der  Pa- 
nel  analyse. Dabei s! nd e i n i g e  Typen aus Gründen der  Akzentui'erung nebenge- 
ordnet, obwohl s i e  un te r  r e i n  mathemat isch-stat is t ischen Gründen eher über- 
bzw. untergeordnet sind. D ie  L i teraturangaben beziehen s i c h  e i n e r s e i t s  auf  
a l lgemein einführende L i t e r a t u r  und andererse i ts  au f  s p e z i e l l e  Anwendungen 
i n  der  Panelanalyse. 
V i e l e  Panelmodelle s i n d  b isher  i n  den empirischen Sozia lwissenschaf ten kaum 
zur Anwendung gekommen. Dies g i l t  insbesondere f ü r  d i e  i n  der  P u b l i k a t i o n  
von Hsiao (1986) ex tens iv  beschriebenen Modelle m i t  fes ten  undloder z u f ä l l i -  
gen E f fek ten ,  d i e  b isher  vorwiegend i n  der  Ukonomie e ine  R o l l  e  g e s p i e l t  
haben (vg l  . z.B. BhargavaISargan 1983). E i n  Model 1 m i t  z u f ä l l  i gen  E f fek ten  
ha t  i n  se iner  dynamischen Form m i t  z e i t i n v a r i a n t e n  und z e i t v a r i i e r e n d e n  Va- 
r i a b l e n  sowie einem z u f ä l l i g e n  E f f e k t  f ü r  unbeobachtete i n d i v i d u e l l e  Hetero- 
g e n i t ä t  d i e  folgende Form: 
m i t :  I y l  < 1, vit = ai 9 uit, wobei: 
ai: i nd iv iduenspez i f i scher  z u f ä l l i g e r  E f f e k t ;  
uit: Zufa l  l s f e h l e r ;  
zi : pxl-Vektor  z e i  t i n v a r i a n t e r  exogener Var iablen;  
Q': lxp-Vektor der Einflußgrößen f ü r  d i e  mi; 
zi t: qxl -Vektor  z e i  t v a r i  ierender exogener Var iablen;  
B': lxq-Vektor der  Einflußgrößen f ü r  d i e  xit. 
Es w i r d  angenommen, daß d i e  Fehler  untere inander und m i t  den exogenen Va- 
r i a b l e n  unkorre l  i e r t  sind. 
Die zöger l i che  Rezeption d ieser  Modelle, wie auch e i n e r  Reihe anderer von 
s e i t e n  der  empirischen Sozialwissenschaft, h a t  wohl n i c h t  nur  m i t  der  Tatsa- 
che zu tun, da0 es s i c h  h i e r  um r e i n  q u a n t i t a t i v e  Modelle handelt.  Vielmehr 
sche in t  auch e ine R o l l e  zu spie len,  daß d i e  notwendigen Schätzalgorithmen i n  
den großen Standard-Statist ik-Paketen n i c h t  imrier angeboten werden, so daß 
man n i c h t  s e l t e n  darauf  angewiesen i s t ,  d i e  Schätzung se lber  zu p r o g r a m i e -  
ren. M i t t l e r w e i l e  s ind  aber Programne au f  dem Hark t  (z. B. GAUSS, vgl .  Ed- 
1efsenIJones 1986), d i e  das Programmieren von Schätzern sehr e r l e i c h t e r n .  
Manche d i e s e r  Modelle lassen s i c h  aber auch m i t  Programen zur  Analyse von 
S t ruk tu rg le i chungsmode l len  d a r s t e l l e n  und überprüfen (vg l .  d i e  LISREL-Bei- 
s p i e l e  i n  ArmingerIMül l e r  i n  Vorbereitung). 
Die Uberprüfung der  Annahmen, d i e  diesen Modellen zugrundeliegen, wie Un- 
k o r r e l i e r t h e i t  von Fehlern und exogenen Var iablen,  w i r d  durch d i e  Weiterent- 
wick lung von S p e z i f i k a t i o n s t e s t s  - vor a l lem vom Hausman-Typ - ermögl icht  
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(vgl .  Arminger 1987; ArmingerISchönberg 1987; Hausman 1978, 1983; Hausmanl 
Tay lo r  1981; White 1985). E i n  S p e z i f i k a t i o n s t e s t  d ieses Typs b a s i e r t  au f  der  
Idee, daß u n t e r  der  Nullhypothese (keine F e h l s p e z i f i k a t i o n )  e i n  konsisten-  
t e r ,  asymptotisch normaler und e f f i z i e n t e r  Schätzer e x i s t i e r t ,  der  un te r  der  
Al  ternat ivhypothese (Fehl s p e z i f i k a t i o n )  n i c h t  erwartungstreu und kons is ten t  
i s t .  Es w i r d  dann e i n  a l t e r n a t i v e r  Schätzer gesucht, der  un te r  der  Nullhypo- 
these n i c h t  asymptotisch e f f i z i e n t  i s t ,  der  aber durch d i e  F e h l s p e z i f i k a t i o n  
i n  seinen Eigenschaften n i c h t  b e e i n f l u ß t  wird.  Geprüf t  w i rd ,  ob d i e  D i f f e -  
renz d i e s e r  beiden Schätzer i n  der  Wahrschein l ichkei t  gegen 0 geht. Bei kor-  
r e k t e r  S p e z i f i k a t i o n  dür fen  s i e  s i c h  n i c h t  unterscheiden. 
3.  FUr d i e  M o d e l l i e r u n g  von Pane lda ten  w i c h t i g e  methodische 
EnPwi c k l  ungen 
Für d i e  Model l ierung von Paneldaten s ind  e i n i g e  methodische F o r t s c h r i t t e  
re levan t ,  d i e  n i c h t  nur  Paneldaten im besonderen, sondern d i e  S p e z i f i k a t i o n  
von empirischen Modellen a l lgemein be t re f fen .  Diese Entwicklungen s i n d  ins -  
besondere f ü r  Paneldaten von Bedeutung, d i e  im Rahmen der  Umfrage- und Ein- 
s te l lungsforschung erhoben wurden. 
Heben den im l e t z t e n  Abschn i t t  erwähnten S p e z i f i k a t i o n s t e s t s  s ind  es vor  
a l l e m  F o r t s c h r i t t e  i n  der  Behandlung fehlender Werte und Entwicklungen, d i e  
man u n t e r  der  U b e r s c h r i f t  "voraussetzungsärmere AnsätzeM subsumieren könnte. 
3 .1  Behandlung f e h l e n d e r  Wer te  
Einen guten Uberb l i ck  über d i e  Behandlung fehlender Werte geben L i t t l e I R u b i n  
(1987). Wie man m i t  fehlenden Werten umgeht, r i c h t e t  s i ch ,  wie be i  Quer- 
schnittsuntersuchungen danach, ob der  Mechanismus, der  d i e  fehlenden Werte 
erzeugt  hat, (miss ing data mechanism) i g n o r i e r b a r  ( ignorab le )  i s t  oder 
n i c h t .  Dieser Mechanismus i s t  nur dann ignor ie rbar ,  wenn d i e  Daten im Rahmen 
e i n e r  e r f o l g r e i c h  durchgeführten Wahrscheinl ichkeitsauswahl r e a l i s i e r t  wur- 
den. I n  diesem F a l l  i s t  der  Mechanismus zur  Erzeugung fehlender Werte un te r  
der  K o n t r o l l e  des S t a t i s t i k e r s .  Fehlende Werte s i n d  i n  diesem F a l l  a l l e  Wer- 
te,  d i e  im Rahmen des Stichprobendesigns n i c h t  i n  d i e  St ichprobe kamen. 
I n  a l l e n  anderen F ä l l e n  müssen w i r  gewisse Annahmen über den missing data- 
Mechanismus t r e f f e n ,  wodurch d ieser  n i c h t  mehr i g n o r i e r t  werden kann. Jede 
Behandlung fehlender Werte im Rahmen von s t a t i s t i s c h e n  Analyseverfahren 
macht i m p l i z i t e  Annahmen über diesen Mechanismus. 
D ie  Behandlung fehlender Werte i s t  k e i n  s p e z i e l l e s  Problem der  Panelanalyse, 
und so s i n d  a l l e  zur  Diskussion stehenden Verfahren auch b e i  der  Analyse von 
Paneldaten anwendbar. Diese Verfahren können sein: Verfahren, d i e  au f  v o l l -  
s tänd ig  e r faß ten  E inhe i ten  beruhen (Herausnehmen a l  1 e r  E inhe i ten  m i t  mi nde- 
stens einem fehlenden Wert), Imputationsverfahren, b e i  denen d i e  fehlenden 
Werte nach gewissen Standardverfahren, wie z.B. Regressionsverfahren, er-  
s e t z t  werden, Gewichtungsverfahren, b e i  denen e ine  Gewichtung vorgenommen 
wird,  d i e  den E f f e k t  fehlender Werte k o r r i g i e r e n  s o l l ,  und s c h l i e ß l i c h  Ver- 
fahren, d i e  a u f  expl  i z i  t e r  Model 1 ierung der  fehlenden Werte beruhen. 
Entscheidend f ü r  d i e  Wahl des Verfahrens i s t ,  ob d i e  fehlenden Werte e ine  
nach Z u f a l l  gezogene Substichprobe der St ichprobe d a r s t e l l e n  (miss ing a t  
random). I n  dem F a l l ,  wo w i r  e lne v o l l s t ä n d i g  beobachtete Var iab le  und e ine  
wei tere,  m i t  fehlenden Ederten ausgestat tete Var iab le  Raben, e m p f i e h l t  s i c h  
auch e ine  E i n t e i l u n g  danach, ob d i e  An twor twahrsche in l i chke i t  von X und Y 
unabhängig i s t  ( "complete ly  miss ing a t  random", CWR), ob s i e  nur  von X ab- 
hängen (I1missing a t  random", MAR) oder ob s i e  sowohl von X a l s  auch von Y 
abhängen. Bei CMAR s t e l l e n  d i e  beobachteten Werte von Y e ine  Zufal ls-Sub- 
st ichprobe der gezogenen St ichprobe dar, b e i  MAR s t e l l e n  d i e  Y-Werte nur 
e ine  Zu fa l l ss t i chprobe  innerha lb  der  durch d i e  X-Werte d e f i n i e r t e n  Klassen 
d a r o  
D ie  gängigen Imputat ionsverfahren und auch d i e  a u f  einem e x p l i z i t e n  s t a t i -  
s t i schen Modell und au f  L ikel ihood-Verfahren beruhenden Ansätze der  Parame- 
terschätzung b e i  fehlenden Daten setzen entweder CMR oder MAR voraus. Dabei 
stehen sowohl Methoden zur  Schätzung von M i t t e l w e r t e n  und Varianmen a l s  auch 
zur  Schätzung von Regress ionskoe f f i z ien ten  zur  Verfügung. Im F a l l  der  be i  
Paneldaten h ä u f i g  auf t retenden monotonen Datenmuster ( A u s f ä l l e  e r f o l g e n  mi- 
schen den Wellen), ve re in fach t  s i c h  d i e  Schätzung der  M i t t e l w e r t e  und Kova- 
r ianzen,  da man i n  diesem F a l l  d i e  gemeinsame V e r t e i l u n g  der  Var iablen fak-  
t o r i s i e r e n  kann (vgl .  L i t t l e I R u b i n  1987: 107; Marini/Olsen/Wubin 1980: Rubin 
1987: 170). ArmingerIMül l e r  ( i n  Vorbereitung) geben e i n  B e i s p i e l  f ü r  d i e  
Programierung  des Schätzalgorithmus i n  GAUSS, 
D ie  Annahme von CWR bzw, M R  d ü r f t e  a l l e r d i n g s  i n  den meisten F ä l l e n  e lne  
I l l u s i o n  d a r s t e l l e n ,  so daß i n  diesem F a l l  der  Auswahlmechanlsmus n l c h t  l g -  
n o r i e r t ,  sondern e x p l i z i t  m o d e l l i e r t  werden muß. H ie rbe i  kann a u f  Modelle 
mi t 1 i m i t i e r t e n  abhängigen Var iablen zurückgegr i f fen werden (vg l  , Hsiao 
1986: 198; L i  t t l e1Rub in  1987: 223). 
S p e z i e l l e  S i tua t ionen  entstehen, wenn f ü r  d i e  Pane laus fä l le  nach Z u f a l l  
entsprechend v i e l e  neue F ä l l e  s u b s t i t u i e r t  werden ( ro t ie rende Stichproben). 
I n  diesem F a l l  können d i e  Verfahren zur  Analyse v o l l s t ä n d i g e r  Paneldaten 
entsprechend e r w e i t e r t  werden (vgl .  h i e r z u  Hsiao 1986: 193), 
Von besonderer Bedeutung i s t  d i e  Charakter is ierung von Panelausfä l len.  L i e -  
gen genügend A u s f ä l l e  zu spezi f ischen Zei tpunkten vor, so kann man versu- 
chen, im Rahmen von Gruppenvergleichen zwischen ausgefal lenen E inhe i ten  und 
n i c h t  ausgefal lenen E inhe i ten  zu bestimmten Zei tpunkten Verhal tensunter-  
schiede im vorangehenden Z e i t v e r l a u f  zu überprüfen, so z.b. Unterschiede i n  
den S t a b i l  i t a t e n ,  Re1 i a b i  1 i t ä t e n  etc. Faulbaum (1987) v e r g l e i c h t  e ine  Gruppe 
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von i n  der  d r i t t e n  Welle ausgefal lenen Befragten m i t  der  Gruppe der i n  der  
d r i t t e n  Welle verbl iebenen Befragten h i n s i c h t l i c h  der  l a t e n t e n  M i t t e l w e r t e  
e i n e r  l a t e n t e n  E i  n s t e l  1 ungsvar iabl  en i n  den vorher igen beiden Wel len. 
3.2 V o r a u s s e t n u n g s a r m e  A n s a t z e  
Nimmt man a l s  Referenzpunkt Modelle m i t  q u a n t i t a t i v e n  abhängigen (beobachte- 
ten  oder la ten ten)  Var iablen m i t  - im Fa1 l e  l a t e n t e r  Var iablen - kont inu-  
i e r l  ichen Ind ika to ren ,  deren Parameter un te r  Normal v e r t e i  1 ungsbedingungen 
geschätzt  werden müssen, lassen s i c h  wesent l iche F o r t s c h r i t t e  ausmachen, d i e  
d i e  Abschwächung der  e inen oder anderen Bedingung be t re f fen .  Diese For t -  
s c h r i t t e  be t re f fen  vor  a l  lem Strukturgleichungsmodel l e  m i t  oder ohne l a t e n t e  
Var iablen,  aber auch andere Modellierungsformen. Bei den erwähnten Abschwä- 
chungen hande l t  es s i c h  vor  a l lem um d i e  Abschwächunq des Meßniveaus der 
abhängigen Variablen, d i e  Abschwächung von Vertei lunqsvoraussetzungen und 
d i e  Veral lqemeinerung von Parameterrestr ik t ionen.  
3 . 2 . 1  Abschwachung d e s  M e ß n i v e a u s  
Wesentl iche F o r t s c h r i t t e  s ind  b e i  Modellen m i t  ka tegor ia len  abhängigen Va- 
r i a b l e n  e r z i e l t  worden, was n i c h t  z u l e t z t  damit zusamnenhängt, daß man a l l e  
Ansätze e i n h e i t l i c h  a l s  S p e z i a l f ä l l e  von Schwellenwertmodellen (Modelle m i t  
abhängigen 1 i m i  e i e r t e n  Var iablen)  auf fassen kann (s. Abschn i t t  2). Den kom- 
p lexen F a l l  e ines dynamischen Modells m i t  e i n e r  dichotomen abhängigen Va- 
r i a b l e n  beschre ib t  Heckman (1978a, 1978b, 1981): 
und 
H i e r  i s t  y* e ine  l a t e n t e  Antwortvar iable.  Es w i r d  angenommen, da0 der Feh- 
l e r t e r m  vit von den exogenen Var iablen unabhängig i s t  und über i unabhängig 
v e r t e i l t  i s t .  yl m iß t  den E f f e k t ,  den * i n  1 Perioden zurückl iegendes Ereig-  
n i s  a u f  d i e  gegenwärtigen Werte von yit hat. t j  mißt  den kumulativen E f f e k t ,  
den Ere ign isse  zu u n t e r s c h i e d l i c h  lang zurückl iegenden Ereignissen a u f  d i e  
Gegenwart haben. 
Besondere Weiterentwicklungen m i t  Folgen f ü r  d i e  Analyse yon Paneldaten s ind  
auch b e i  der  Model l ierung m i t  l a t e n t e n  Var iablen m i t  ka tegor ia len  Ind ika to -  
ren und d i s k r e t e n  l a t e n t e n  Var iablen ( l a t e n t e n  Klassen) fes tzus te l len .  Im 
ers ten  F a l l  i s t  i n  e r s t e r  L i n i e  au f  den Ansatz von Muthkn zu verweisen. 
Muthen (1982, 1983, 1984) sch läg t  i n  Erweiterung der  Ansätze von Muthen 
(1978) sowie Muthkn/Chr is tof fersson (1981) e i n  al lgemeines S t r u k t u r g l e i -  
ZUMA 
chungsmodell f ü r  k o n t i n u i e r l i c h e  normal v e r t e i l t e  l a t e n t e  Var iablen m i t  or-  
d i n a l e n  ka tegor ia len  ( L i k e r t - )  und k o n t i n u i e r l  ichen Var iablen a l s  I n d i k a t o -  
ren  vor. Dieses Modell beruht  im wesentl ichen darauf, daß zwischen l a t e n t e  
Konstrukte und beobachtete Ind ika to ren  l a t e n t e  Antwortvar iablen geschoben 
werden, d i e  m i t  den beobachteten Var iablen im Rahmen von Schwellenwertmodel- 
l e n  mi te inander verknüpf t  werden. Der Ansatz von Muthkn umfaßt a lso,  neben 
-
den auch i n  anderen Ansätzen analys ierbaren Modellen m i t  k o n t i n u i e r l i c h e n  
Ind ika to ren ,  z u s ä t z l i c h  Modelle m i t  1 i m i t i e r t e n  abhängigen Variablen, wobei 
s i c h  auch P r o b i t -  und T o b i t  (Tobin 's  Probi t ) -Model le (zens ie r te  Regres- 
sionsmodelle; vgl. Tobin 1958) a l s  Meßmodelle s p e z i f i z i e r e n  lassen. 
Der Ansatz von Muthen b a s i e r t  auf  der  Analyse von Kovar ianzstrukturen.  Sein 
Prograrm LISCOMP (vgl .  Muthen 1987) g e s t a t t e t  d i e  Analyse von Modellen m i t  
l a t e n t e n  Konstruktvar iablen und Ind ika to ren  der oben beschriebenen Art .  
Im Bereich der Analyse l a t e n t e r  Klassen (LCA; einführende Darste l lungen:  
Formann 1984; McCutcheon 1987) g i b t  es e ine Reihe i n n o v a t i v e r  Anwendungen 
au f  d i e  Model l ierung zei tabhängiger  Daten (vgl .  z.B. Clogg 1981; DaytonlMac- 
ready 1983; ByeISchechter 1986; Van de PolIDeLeeuw 1986; Van de PollLange- 
Reine 1988; Hagenaars 1987, 1988; HagenaarsILuijkx 1987, z i t .  nach Hagenaars 
1988). Obgleich d i e  d o r t  d i s k u t i e r t e n  Mode l l s t ruk tu ren  b e r e i t s  i n  den k las -  
sischen Arbei ten von Lazars fe ld  (vgl. Lazars fe ld  1950, 1960, 1965; Lazars- 
PeldIHenry 1968) und Wiggi ns (Wiggins 1951, 1973) beschrieben und formal 
d a r g e s t e l l t  wurden, mußte e r s t  d i e  Entwicklung entsprechender Schätzalgo- 
r i thmen abgewartet werden, um diese Modelle auch f ü r  d i e  p rak t i sche  Anwen- 
dung i n  der  empirischen Sozialforschung in te ressan t  zu machen. Zur Analyse 
d ieser  Modelle stehen m i t t l e r w e i l e  e ine Reihe von Computerprogramen wie 
MLLSA (vgl .  El iason 1988; Clogg 1977) oder LCAG (Hagenaars 1987) zur  Verfü- 
gung 0 
Bei der  s t a t i s t i s c h e n  Analyse d ieser  Modelle geht es um d i e  Schätzung der 
Wahrschein l ichkei ten f ü r  d i e  Real isat ionen der la ten ten  Klassen, der  beding- 
ten  Wahrschein l ichkei ten un te r  der  Bedingung e i n e r  l a t e n t e n  Klasse, e ine  be- 
stimmte beobachtete Antwort gegeben zu haben, sowie der  l a t e n t e n  Ubergangs- 
wahrschein l ichkei ten.  ByelSchechter (1981) sowie Van de PolIdeLeeuw (1986) 
zeigen, w ie  man im Rahmen der LCA d i e  Parameter l a t e n t e r  Markovketten schät- 
zen kann. Van de Pol und Langeheine zeigen d i e  Anwendung au f  d i e  Analyse 
stochast ischer Prozesse, d i e  s i c h  aus heterogenen Tei lprozessen zusamenset- 
Zen, wie z.B. Mover-Stayer-Modellen. 
Diese A r t  der Analyse kann a l s  ka tegor ia les  Analogon zur  k lassischen Analyse 
von Strukturgleichungsmodellen m i t  k o n t i n u i e r l i c h  v e r t e i l t e n  l a t e n t e n  Va- 
r l a b l e n  b e t r a c h t e t  werden. Anwendungen der LCA i n  der Panelanalyse s ind  b i s -  
her  noch vergle ichsweise selten. 
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3 . 2 . 2  Abschwächung von V e r t e i l u n g s v o r a u s s e t z u n g e n  
Die  zwe i te  Form der Abschwächung von Modellannahmen b e t r i f f t  d i e  Abschwä- 
chung von Ver te i lungsvoraussetzungen be i  der  Schätzung , v o n  Parametern i n  
Strukturgleichungsmodel len. Da diese Model l e  e i n e r s e i t s  von wesentl i c h e r  
Bedeutung f ü r  d i e  Panelmodell ierung gerade i n  den Sozialwissenschaften sind, 
andererse i ts  empirische Umfragedaten aber zumeist n i c h t  normalver te i  1 t sind, 
k o m t  d i e s e r  Form der Abschwächung besondere Bedeutung zu. 
Inzwischen wurden zur  Parameterschätzung Verfahren en tw icke l t ,  d i e  Schätzun- 
gen u n t e r  veral lgemeinerten Verteilungsbedingungen erlauben. Diese sogenann- 
ten  ADF-Schätzer (aysmpto t i ca l l y  d i s t r i b u t i o n - f r e e ,  vgl. B e n t l e r  1983; 
Browne 1982, 1984; M o o i j a r t  1985; Shapiro 1983; ShapiroIBrowne 1987) ges ta t -  
t e n  d i e  Parameterschätzung un te r  der  Bedingung, daß d i e  Beobachtungsdaten 
e l l i p t i s c h  oder sogar a r b i t r ä r  v e r t e i l t  sind. So l i e f e r n  d iese Verfahren 
kons is ten te  und e f f i z i e n t e  Schätzungen sowie Standardfehler  der  Parameter 
auch dann, wenn d i e  Daten z.B. sch ie f  v e r t e i l t  s ind  oder wenn d i e  K u r t o s i s  
der  empirischen Ver te i lung  von der K u r t o s i s  der m u l t i v a r i a t e n  Normalver te i -  
lung  s i g n i f i k a n t  abweicht. E in ige  Programne wie EQS (Bent le r  1985), LISREL 
V11 (Jöreskog/Sörbom 1988) und LISCOMP (MuthCn 1987) b i e t e n  inzwischen diese 
Schätzer an. MothCnIKaplan (1985) zeigen, wie man diese Schätzer au f  n i c h t -  
n o r m a l v e r t e i l t e  L iker t -Var iab len  anwenden kann. Diese Verfahren basieren 
a l l e  au f  einem veral lgemeinerten Gewichteten-Kleinste-Quadrate-Schätzer 
(weighted-least-squares, WLS), b e i  dem d i e  Anpassungsfunktion 
m i n i m i e r t  wird.  I n  d ieser  Gleichung i s t  5 der Vektor der  beobachteten S t i ch -  
probenvarianzen, 2 der Vektor der  entsprechenden theoret ischen Varianzen und 
Kovarianzen und W e i n  kons is ten te r  Schätzer der  asymptotischen Kovarianz- 
m a t r i x  von ?. Ober d i e  Gewichtsmatrix lassen s i c h  d i e  Schätzungen un te r  ver- 
schiedenen Vertei lungsbedingungen steuern (vgl .  Faulbaum 1984, 1987). Diese 
neueren Schätzverfahren s ind  auch von großer Bedeutung f ü r  Populations- und 
Subgruppenvergleiche von Panelmodellen sowie f ü r  d i e  Kohortenanalyse, wo nun 
auch un te rsch ied l i chen  Ver te i lungsvoraussetzungen i n  den verschiedenen Grup- 
pen Rechnung getragen werden kann- ( v g l  . Bent l  erlLee1Weng 1987). 
3 . 2 . 3  Vera l lgemeinerung  von P a r a m e t e r r e s t r i k t i o n e n  
Die  d r i t t e  Abschwächung b e t r i f f t  d i e  Veral lgemeinerung von Parameterre- 
s t r i k t i o n e n .  Ließen s i c h  i n  LISREL l e d i g l i c h  G l e i c h h e i t s r e s t r i k t i o n e n  und 
nur mi t H i t  f e  gewisser K u n s t g r i f f e  (vgl .  Rindskopf 1983, 1984) auch a l  lge- 
meinere R e s t r i k t i o n e n  testen,  so erlauben e i n i g e  Programne wie EQS, COSAN 
(Fraser Ca. 1980) und LINCS (Schoenberg/Arminger/Edlefsen 1987) b e r e i t s  d i e  
Uberprüfung al lgemeinerer  1 inearer  und z.T. auch n ich t -1  inearer  R e s t r i k t i o -  
nen. Dies h a t  besondere Konsequenzen f ü r  d i e  Model l ierung von Paneldaten, wo 
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s i c h  nun z.B. al lgemeine Hypothesen über d i e  l i n e a r e  oder n i c h t - l i n e a r e  Ab- 
nahme und Zunahme von S t a b i l i t ä t e n  und R e l i a b i l i t ä t e n  l e i c h t e r  t e s t e n  las -  
sen. 
A l l e  b i s h e r  genannten Formen der Abschwächung b e t r e f f e n  auch d i e  Analyse von 
l a t e n t e n  Mi t te lwer tss t ruk tu ren ,  w ie  s i e  etwa b e i  der  Analyse von Wachstums- 
kurven (vgl .  z.B. fflcArdle 1986; WcArdleIEpstein 1987) oder b e i  der  Anwendung 
von Kohortenmodellen m i t  l a t e n t e n  Var iablen i n  der  Panelanalyse g e f o r d e r t  
w i r d  (vg l  . JöreskogISörbom 1985; Faulbaum 1987), 
4. AbseRlieBende Bemerkungen 
Wie i n  anderen Bereichen der empirischen SozialwissenschaPten, so f ä l l t  auch 
im Bereich der  Panelanalyse das Hißverhäl t n i  s  zwi schen der  V i e l f a l t  der  
theoret ischen Wei te ren tw i  c k l  ungen und der  ger ingen Zahl i h r e r  p r a k t l  schen 
Anwendungen auf. V i e l e  empirische Studien begnügen s i c h  m i t  spez ie l len ,  au f  
i h r e  eigene Frageste l lung abzielenden, r e l a t i v  e infachen s t a t i s t i s c h e n  Ana- 
lysen. ZUM h a t  i n  der  Vergangenheit w iederho l t  versucht, durch spezie l  l e  
Arbei  tstagungen theore t i sche  Wei t e r e n t w i c k l  ungen im ~ b r e i  CR der  Panel f o r -  
schung i n  d i e  Prax is  zu v e r m i t t e l n  und w i r d  d i e s  auch w e i t e r h i n  tun, Auch im 
Bereich der  ZUfflA-Grundlagenforschung w i r d  d i e s e r  Aspekt besonders akmentu- 
i e r t  werden. Von besonderer Bedeutung s ind  i n  diesem Zusammenhang d i e  Konse- 
quenzen der verschiedenen Formen der Abschwächung zugrundeliegender Modell- 
annahmen f ü r  d i e  Anwendbarkeit von Panelmodellen. 
Für bestimmte Model 1 klassen s t e l l t  s i c h  das Problem der  Anwendbarkeit i n  
v e r s c h ä r f t e r  Form. Hierzu gehören insbesondere d i e  z e i t k o n t i n u i e r l i c h e n  Mo- 
d e l l e  m i t  i h r e n  spez ie l len  Schätz-, I d e n t i f i k a t i o n s -  und E i n b e t t b a r k e i t s -  
problemen (vgl. HamerleIHagllSinger 1988; SingerISpi lerman 1976b). Auch der 
von TumaIHannan (1984) ans Herz gelegte Ubergang von der  panelanalyt ischen 
zur  e re ign isana ly t i schen Betrachtungsweise sche in t  l e i d e r  nur  f ü r  bestimmte 
Gegenstandsbereiche ,p laus ibe l  oder möglich. Man kann zwar r e t r o s p e k t i v e  Da- 
t e n  über Zei tpunkt  und Dauer von Variablen, w ie  A r b e i t s l o s i g k e l t ,  i n  Panel- 
s tud ien  miterheben, muß aber i n  der  Regel davon ausgehen, daß diese Daten 
f ü r  E ins te l lungsvar iab len  nur sehr schwer zu erheben sind. 
Im E ins te l lungsbere ich  empf ieh l t  es s ich ,  mög l i chs t  p r ä z i s e  Hypothesen über 
d i e  Kontextbedingungen f ü r  d i e  Entstehung und Veränderung von E i n s t e l l  ungen 
zu formul ieren,  Zu diesen Kontextbedingungen gehören e i n e r s e i t s  d i e  zwischen 
den Beobachtungen mögl icherwei  se aufgetretenen E i n f  1 üsse, d i e  e ine  Wirkung 
au f  d i e  spätere E i n s t e l l u n g  haben könnten, andererse i ts  d i e  Merkmale des 
Beobachtungszeitpunktes selbst .  Referenzpunkt muß h i e r  n i c h t  e ine  un te r -  
s t e l l t e  absolute Zeitachse sein,  sondern e i n  Bündel von Annahmen über d i e  
Merkmalsstrukur der "Gelegenheiten", zu denen beobachtet wird.  Besondere 
Aufmerksamkeit muß dabei der  Konfundierung von Bedingungen (E f fek ten)  ge- 
widmet werden. Zur Separierung von E f fek ten  bedarf  es u.U. besonderer ex- 
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p e r i m e n t e l l e r  oder quasi -exper imentel ler  Designs. Es n imnt Wunder, daß i n  
der  einführenden soz ia lw issenschaf t l i chen  P a n e l l i t e r a t u r  kaum a u f  den De- 
signaspekt von Panelstudien eingegangen wird. 
Ahn1 i c h  w ie  b e i  anderen Untersuchungsformen, i s t  auch h i e r  d i e  General i s i e r -  
b a r k e i t  der  Ergebnisse e i n  w i c h t i g e r  Aspekt. Grundsä tz l i ch  muß davon ausge- 
gangen werden, daß d i e  im Rahmen von Panelstudien e r m i t t e l t e n  S t a b i l i t ä t e n  
und R e l i a b i l i t ä t e n  n i c h t  so ohne wei teres i n  d i e  Zukunf t  g e n e r a l i s i e r t  wer- 
den dürfen. Vermutungen darüber, ob e i n  g e s e l l s c h a f t l i c h e r  Prozeß einen F ix -  
punkt  e r r e i c h t  h a t  bzw. gewisse s t a t i o n ä r e  Eigenschaften aufweist ,  müssen 
r e i n e  Vermutungen ble iben,  und d ies  aufgrund von Argumentationen, wie s i e  
b e i  der  Diskussion des Humeschen K a u s a l i t ä t s b e g r i f f s  ( K a u s a l i t ä t  a l s  'con- 
s t a n t  con juc t ion" :  vgl .  Bhaskar 1978; Baumrind 1983; Cumins  1983; Salmon 
1984) vorgebracht wurden und d i e  h i e r  aus Platzgründen n i c h t  a u f g e g r i f f e n  
werden können. M i t t l e r w e i l e  d ü r f t e  aber v i e l e n  Soz ia lw issenschaf t le rn  k l a r  
sein, daß s i c h  kausale Beziehungen auch n i c h t  im Rahmen von Panelstudien 
nachweisen lassen, auch dann n i c h t ,  wenn man über S p e z i f i k a t i o n s t e s t s  und 
andere Verfahren s t a t i s t i s c h  nachgewiesen hat ,  daß es ke ine  vermi t te lnden 
unbeobachteten D r i t t v a r i a b l e n  g i b t .  Dies bedeutet insbesondere, daß d i e  Kau- 
s a l i t ä t  a l s  Aspekt der  Genera l i s ie rbarke i t  von Panelergebnissen au f  der  Ba- 
s i s  s t a t i s t i s c h e r  Datenanalyse keine R o l l e  sp ie len  kann. 
Für d i e  Frage der  Genera l i s ie rbarke i t  sche in t  d i e  Frage entscheidender zu 
sein, ob es e inen theore t i schen Rahmen g i b t ,  dessen Reichweite über d i e  Pa- 
ne lze i tpunk te  h inausre ich t  und i n  den d i e  i n  e i n e r  konkreten S tud ie  gewonne- 
nen Ergebnisse eingeordnet werden können. Gerade an der  S p e z i f i k a t i o n  des 
Verhäl tn isses zwischen dem theoret ischen Rahmen und der  empirischen R e a l i t ä t  
mangelt es den meisten Studien. Dabei kann das e i g e n t l i c h e  Z i e l  n i c h t  d a r i n  
l iegen,  diesen Rahmen a u f  der  Basis der  empirischen Daten e indeut ig  zu 
i d e n t i f i z i e r e n ,  sondern eher darum zu prüfen, ob Klassen theore t i scher  Spe- 
z i f  i kat ionen aufgrund der empi r i  schen Daten ausgeschlossen werden müssen. 
Von daher muß d i e  Bedeutung der Ergebnisse von SingerISpi  lerman (1976a) 
r e l a t i v i e r t  werden. 
Es l i e g t  nahe, a l s  theoret ischen Rahmen e i n  z e i t d i s k r e t e s  oder ze i t kon t inu-  
i e r l i c h e s  Modell zu s p e z i f i z i e r e n  (vgl .  h i e r z u  auch Hannemann 1988). Dies 
r e i c h t  jedoch a l s  theore t i sche  Erk lärung n i c h t  aus, da auch d i e  A r t  der  Dy- 
namik s e l b s t  e r k l ä r t  werden muß. I n  diesem Zusammenhang s i n d  Versuche zu 
sehen, d i e  formalen Mög l i chke i ten  theore t i scher  S p e z i f i k a t i o n e n  zu erwe i te rn  
und f ü r  d i e  Datenanalyse nutzbar zu machen (vgl .  Faulbaum 1986b). Ansatz- 
punkt  i s t  h i e r  d i e  Erkenntnis, daß d i e  log ische  S t r u k t u r  sozia lwissenschaf t -  
l i c h e r  Modelle und auch des K a u s a l i t ä t s b e g r i f f s  e ine  b r e i t e r e  mathematische 
S t r u k t u r  e r f o r d e r n  a l s  d i e  durch e i n  Gleichungssystem s p e z i f i z i e r b a r e  (vgl .  
h i e r z u  Glymour e t  a l .  1987). 
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I n  v i e l e n  F ä l l e n  w i r d  es  s i n n v o l l  s e i n ,  d i e  H e t e r o g e n i t ä t  d e r  P o p u l a t i o n  i n s  
Auge zu fassen ,  s e p a r a t e  Subgruppen z u  a n a l y s i e r e n  und V e r g l e i c h e  von Model-  
l e n  ü b e r  Subgruppen h i nweg  du rchzu füh ren .  H i e r  kommen i nsbesonde re  d i e  e r -  
w e l  t e r t e n  Mögl i c h k e i  t e n  des  Subg ruppenve rg l e i chs  von S t r u k t u r g l e i c h u n g s m o -  
d e l l e n  u n t e r  v e r a l l g e m e i n e r t e n  Ve r t e i l ungsbe t i i ngungen  und v e r a l l g e m e i n e r t e n  
P a r a m e t e r r e s t r i k t i o n e n  i n  Frage. Auch Subgruppenana lysen f ü r  d i s k r e t e  Da ten  
u n t e r  a l l g e m e i n e r e n  P a r a m e t e r r e s t r i  k t i o n e n  s i n d  a u f  Grund von F o r t s c h r i t t e n  
d e r  LCA i n z w i s c h e n  p r i n z i p i e l l  m ö g l i c h  geworden ( v g l .  CloggIGoodman 1985). 
M i t u n t e r  mag es  auch  h i l f r e i c h  s e i n ,  i n  e i n e r  h e u r i s t i s c h e n  Phase e x p l o r a -  
t o r i s c h e  Ana l ysen  z u r  I d e n t i f i k a t i o n  von Subgruppen v o r z u s c h a l t e n .  
D i e s e r  B e i t r a g  wurde von F rank  Faulbaum v e r f a ß t .  
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