We use the continuity equation to derive a method for measuring the pattern speed of the Milky Way's bar from proper motion data. The method has minimal assumptions but requires complete coverage of the non-axisymmetric component in two of the three Galactic coordinates. We apply our method to the proper motion data from a combination of Gaia DR2 and VISTA Variables in the Via Lactea (VVV) to measure the pattern speed of the bar as Ω p = (41 ± 3) km s −1 kpc −1 . This puts the corotation radius at (5.5 ± 0.3) kpc, under the assumptions of the standard peculiar motion of the Sun and the absence of non-axisymmetric streaming in the Solar neighbourhood. We demonstrate using a dynamically-formed bar/bulge simulation that even with the limited field of view of the VVV survey our method robustly recovers the pattern speed.
INTRODUCTION
The pattern speed of the central bar of the Milky Way is a fundamental parameter for characterising our Galaxy. As the orbits that support a bar do not exist much beyond corotation, the length of a bar is set by its pattern speed (Aguerri et al. 1998) . We naturally wish to understand how our Galaxy is structured and how it compares to other barred spirals (Bland-Hawthorn & Gerhard 2016) . The pattern speed is a essential parameter that allows us to make such direct comparisons (Aguerri et al. 2015; Guo et al. 2019) . Interpretation of other Galactic observations require a robust understanding of the bar and its resonances -for example, observations of the solar neighbourhood velocity substructure (Kalnajs 1991; Dehnen 1999; Monari et al. 2017) or interpretation of the high velocity peaks seen in radial velocity surveys towards the Galactic Centre (Molloy et al. 2015; Aumer & Schönrich 2015) or analysis of the bimodal distribution of red clump magnitudes (Nataf et al. 2010; McWilliam & Zoccali 2010) . The pattern speed of the bar is related to our understanding of when and how it formed, and how it has subsequently interacted with other components in the Galaxy. For instance, bars may be slowed significantly via dynamical friction through interaction with a dark matter halo (Debattista & Sellwood 2000) , whilst buckling instabilities can transform rapidly rotating bars into more sedately rotating peanut-shaped bars (Raha et al. 1991) .
The pattern speed of the bar has proved to be an awkward parameter to pin down. In part, this is because it is not trivially related to the velocity of its constituent stars, but instead describes the rate of figure rotation of the density and potential of the bar. Stars or E-mail: jls@cam.ac.uk (JLS), nwe@ast.cam.ac.uk (NWE) gas within the bar possess net streaming in the bar frame, as the orbits that support a bar are preferentially prograde rotating (e.g., Binney & Tremaine 2008) . Gerhard (2011) summarises the methods used for the measurement of the pattern speed in the Milky Way. Indirect methods include use of hydrodynamical simulations to reproduce features in the Galactic longitude versus CO and HI terminal velocity ( , v) maps (Fux 1999; Bissantz et al. 2003) . This relies on the fact that gas traces the closed orbital structure and so is an excellent probes of the gravitational potential of the bar. Another indirect method identifies the Hercules stellar streams in the local stellar velocity distribution with a family of resonant orbits at the bar's outer Lindblad resonance (Dehnen 1999) . Evidence for the interpretation of the Hercules stream as a resonance has mounted in recent years (Myeong et al. 2018; Hunt et al. 2018) , though it remains unclear whether the causation is the bar or spiral patterns. Also, some authors have claimed that it is the corotation resonance rather than the outer Lindblad resonance that is the culprit (Pérez-Villegas et al. 2017 ). However, the most direct method was introduced by Tremaine & Weinberg (1984) and is derived from the continuity equation with minimal assumptions. It has now been successfully applied to many external galaxies (Merrifield & Kuijken 1995; Gerssen et al. 1999; Debattista et al. 2002a; Aguerri et al. 2015) . Debattista et al. (2002b) derived a version of the Tremaine & Weinberg (1984) method applicable to line of sight velocity datasets in the Galaxy and demonstrated its use on a sample of ∼ 700 OH/IR stars in the bar. Bland-Hawthorn & Gerhard (2016) report a number of measurements of the pattern speed. Recent hydrodynamical modelling has obtained Ω p = 42 km s −1 kpc −1 (Weiner & Sellwood 1999) , 30-40 km s −1 kpc −1 (Rodriguez-Fernandez & Combes 2008 ) and 40 km s −1 kpc −1 (Sormani et al. 2015) . Using the Hercules stream tends to give higher values; Dehnen (2000) using Hipparcos data originally found Ω p = (51 ± 4) km s −1 kpc −1 , while more recent studies have obtained (51.5 ± 1.5) (Minchev et al. 2007 ) and (53 ± 0.5) km s −1 kpc −1 (Antoja et al. 2014) . The only previous attempt to use the Tremaine & Weinberg (1984) method for the Galactic bar gave one of the highest values of the pattern speed of all, namely Ω p = (59 ± 15) km s −1 kpc −1 (Debattista et al. 2002b ).
Additionally, a lowish pattern speed is supported by the fully dynamical models of the stellar populations of the bar. For example, Portail et al. (2015) used Made-to-Measure methods to reproduce the three-dimensional density of red clump giants, as well as the BRAVA line of sight velocity data (e.g., Kunder et al. 2012) in selected fields. This concluded that a still lower pattern speed of Ω p = 25 − 30 km s −1 kpc −1 is favoured. Subsequent hydrodynamical simulations using the same gravitational force field seem to confirm the low pattern speed as providing the best fit to date to the observed ( , v) data (Li et al. 2016 ). Since then, by incorporating additional kinematic data from the OGLE (Rattenbury et al. 2007) and ARGOS surveys (Ness et al. 2016) into the Made-to-Measure modelling, Portail et al. (2017) measured a somewhat higher pattern speed of Ω p = (39 ± 3.5) km s −1 kpc −1 , consistent with the recommended combined estimate of Bland-Hawthorn & Gerhard (2016) of Ω p = (43 ± 9) km s −1 kpc −1 using pre-2016 literature estimates.
It is apparent that, despite a lot of effort, the pattern speed of the bar has resisted an easy concensus. Given the advent of new proper motion catalogues from the Gaia satellite (Gaia Collaboration et al. 2016 Collaboration et al. , 2018 and elsewhere (Smith et al. 2018 ), now seems a propitious moment to generalise the Tremaine & Weinberg (1984) method to transverse motions and apply it to the Galactic bar anew.
In a companion paper (Sanders, Smith, Evans & Lucas 2019, hereafter Paper I), we extracted the velocity field of the bar/bulge from the proper motions of ∼ 45 million stars across the Vista Variables in the Via Lactea (VVV, Minniti et al. 2010; Saito et al. 2012) survey. We used proper motions from a combination of Gaia DR2 and the VIRAC catalogue. The VIRAC catalogue used the multiepoch data from VVV to compute relative proper motions which were fixed to an absolute frame using Gaia DR2. In this paper, we use the results of Paper I to measure the pattern speed of the bar. In Section 2 we derive new expressions for estimating the pattern speed from proper motion data using the continuity equation. In Section 3 we apply these expressions to the bar/bulge data. In Section 4 we demonstrate how well the method works when applied to a simulation of a dynamically-formed bar/bulge and test the limitations and assumptions of the presented method. Tremaine & Weinberg (1984) introduced a method for measuring the pattern speed of a barred disc galaxy using only the continuity equation and the assumption that the pattern is steady. Kuijken & Tremaine (1991) and Debattista et al. (2002b) adapted the formalism for use with line-of-sight velocities in the Milky Way with Debattista et al. (2002b) applying the formulae to OH/IR stars across the Galactic disc. Whilst Tremaine & Weinberg (1984) and Kuijken & Tremaine (1991) worked in 2D, we shall follow Debattista et al. (2002b) who provided expressions for 3D density distributions (but only in the case of line-of-sight velocities).
THE PATTERN SPEED OF THE BAR
We assume the stars follow a tracer density ρ(x, t) rotating at a constant pattern speed Ω p . In terms of the Cartesian coordinates (x, y, z) in the non-rotating disc frame, the continuity equation is given by
Introducing the standard Galactic coordinates ( , b) along with distance s, the continuity equation becomes
R 0 is the distance to the Galactic centre and the choice of coordinate systems is such that Ω p > 0 for the Galactic bar (i.e. a left-handed (x, y, z) system). Mirroring the method of Tremaine & Weinberg (1984) , we multiply by s 2 cos b and integrate with respect to s from 0 to ∞. We use the fact that s 2 ρ vanishes at 0 and ∞ (provided ρ falls off faster than s 2 at ∞ -reasonable for a barred tracer) and integrate once by parts to write
Noting ∂/∂b(sin b cos b) = 2 cos 2 b − 1, we can combine the and b-derivatives with the first integral such that
We proceed by integrating in b from −π/2 to π/2 imposing the condition that ρ(b = ±π/2) = 0 for all s (this is valid provided the solar radius R 0 encompasses the entirety of the non-axisymmetry). This leaves only the second and third terms. A final integration in from −π to (again requiring the non-axisymmetry to be completely encompassed such that ρ( = π) = 0 for all s) reduces the expression to
where we have introduced the notation i, j to denote multiplying by sρ and averaging over i and j. Here we have written Ω p as a function of to make clear that the right-hand side is a function of . However, provided the assumptions are satisfied, Ω p is a constant. Note we are free to multiply numerator and denominator by a general function f ( ) and integrate over . This is the equivalent of Tremaine & Weinberg (1984) 's h(Y ) which they recommend to be odd to minimise the effect of centering errors. For our application, it may be desirable to make f ( ) the inverse of the variance of the result for each . We will see how we can combine the estimates probabilistically. We observe that the derived expression is independent of the current bar angle α. For a bar with no azimuthal extent oriented at α, ρ = |R| −1 ρ R (|R|)δ(φ − α)ρ z (z), the Galactic longitude velocity v ( ) = RΩ p cos( + α) where R is the cylindrical polar distance from the centre of the Galaxy to the intercept between the bar and the line-of-sight (taking negative sign for < 0). Therefore, R cos( + α) = R cos cos α − R sin sin α = R 0 cos − s cos b as R 0 = s cos b cos + R cos α and s cos b sin = R sin α. We recover the expected result.
We can return to equation (4) and proceed in a similar fashion. We integrate instead in from −π to π and b from −π/2 to b to find
The sin b in the denominator naturally makes this estimator poorly suited to measuring Ω p as any noise in v b is amplified for small b. The equivalent expression for the line-of-sight velocities is obtained by multiplying the continuity equation by cos b, integrating over all and b (integrating by parts once) and integrating s from ∞ to s:
This expression is given by Debattista et al. (2002b) who proceed to multiply both numerator and denominator by a general function f (s) and integrate over all distance, s. Note that our three estimators have all reduced the 3D continuity equation to considering flows in a single dimension by integrating over the other two coordinates. Each expression in essence measures the rotational velocity divided by the distance to the Galactic centre. However, they are not exactly equivalent. This is because a bar is preferentially supported by prograde orbits. As Qin et al. (2015) showed, simply using the rotational velocity at a few spatial locations to estimate the pattern speed leads to biases. The geometric factors and averaging in the estimators are a necessary component. These estimators are valid provided (i) the pattern is steady, (ii) the integration encompasses the entirety of the nonaxisymmetry and (iii) there is a single pattern speed. It is likely that the pattern speed of the bar is evolving slowly -the impact of this can be tested using our reference simulation. The validity of the second and third assumptions is less clear, particularly in the presence of other non-axisymmetries such as spiral arms. Our modelling extracts non-axisymmetries only in the red giant populations which do not trace recent star formation and so are likely free from small-scale non-axisymmetries. It is likely that the entire bar rotates at a single pattern speed as differentially rotating triaxial structures rapidly exchange angular momentum.
Using heliocentric velocities
Our expressions were derived using velocities measured in the Galactic rest frame. For heliocentric velocities (denoted by primes), we must first correct for the solar reflex motion as
where (u , v , w ) is the solar velocity in the Galactic rest frame (positive u towards the centre of the Galaxy and positive v in the direction of Galactic rotation). Our pattern speed expressions in terms of heliocentric coordinates are then given by
Note that for Ω p (s) and Ω p (b), the pattern speed is completely degenerate with v /R 0 for all , b, s, whilst for Ω p ( ) the degeneracy is more complex and depends on the geometric factor K. In the thin bar limit, K = R 0 when the viewing angle is orthogonal to the bar as in this case v contains no contribution from the azimuthal rotation.
The impact of the solar velocity depends on the estimator employed. u and w are well measured as u = (11.1 ± 0.7 ± 1 sys.) km s −1 and w = (7.25±0.36±0.50 sys.) km s −1 (Schönrich et al. 2010 , although the local standard of rest may have a non-zero u velocity). Uncertainties in u primarily affect Ω p (s) as Ω p ( ) contains u sin (and | | < 10 deg). v /R 0 is well constrained from the proper motion of Sgr A* as µ , A * = −v /(4.74R 0 ) = (−6.379±0.026) mas yr −1 (Reid & Brunthaler 2004) . Therefore, we conclude that the uncertainty in the pattern speed estimators, Ω p (s) and Ω p (b), comes primarily from the unknown Galactic centre distance R 0 . Fixing µ , A * and ignoring the impact of u and w , we have that both Ω p (s) and
This more complex behaviour allows the possibility of measuring R 0 and Ω p from the data. However, with µ , A * fixed, inference of R 0 is degenerate with a fractional distance systematic (i.e. a constant absolute magnitude offset). The combination of both Ω p (s) and Ω p ( ) puts stronger restrictions on R 0 , v , u and Ω p , potentially testing the assumption of steady state. However, such an analysis would require a spectroscopic dataset distributed over all b and .
Estimators from Jeans' equations
We briefly discuss the possibility of using higher order equations derived from the collisionless Boltzmann equation (CBE) to measure the pattern speed. After the continuity equation, the next two equations (obtained by multiplying the CBE by v j and v j v k respectively and integrating over all velocities) are
where we have introduced the potential Φ. Using the first of these equations combined with the continuity equation and integrating over all space (c.f. Binney & Tremaine 2008) . we find the tensorvirial theorem in the form (Chandrasekhar 1969 )
where the velocities are in the rotating frame w i = v i − i3k Ω p x k and the tensors are
Imposing triaxial symmetry removes the final Coriolis-like term leaving a balance between random kinetic energy, potential energy and the rotational energy of the figure. Also, all off-diagonal relations are zero. We are then left with three relations between the pattern speed and the three unknown potential energy tensor diagonal components. We therefore cannot use these relations to infer the pattern speed without more knowledge of the potential (e.g., that the density is ellipsoidally stratified, for example) Another approach is to combine the two expressions in equation (13) to eliminate the potential derivatives (Kuijken & Tremaine 1991) 
where
If we neglect the third order moments σ 3 i jk then this equation gives a simple conservation law for the kinetic pressure. Assuming a constant pattern speed, we can perform the same replacement giving
However, here we observe that the right-hand side involves all three velocity components and all three components of σ 2 i j (for fixed j). This is not a limitation in the Tremaine-Weinberg method where terms involving unknown velocities are integrated out. However, we cannot write the terms on the right-hand side of this equation purely as sums of derivatives making replication of the TremaineWeinberg method hard. With a full knowledge of the velocity field, this equation (with or without the inclusion of the σ 3 i jk term) offers an attractive way to measure the pattern speed from the dispersion (and mean velocity) field without knowledge of the potential.
Probablistic approach
We develop a framework for the application of the estimator Ω p ( ) provided in the previous section that accounts for uncertainty in the observables as well as the Galactic parameters. Such an approach is necessary for a robust estimate of Ω p with associated uncertainties.
We consider as our measurements at each the 'vector' X i = (F , K) i with corresponding covariance Σ Xi . Both the numerator and denominator of Ω p ( ) tend to zero for → 0 i.e. the centre of the bar/bulge is not translating with respect to the Galaxy and the centre is located at R 0 . Therefore, both numerator and denominator can be modelled by a power series with no constant coefficient:
We expand in terms of tan as for a needle-thin bar at angle α R 0 − K = R 0 tan /tan( + α). Inspecting our reference simulation (see Section 4), we find that 1 N max 3 is appropriate. This approach is chosen rather than modelling Ω p ( ) directly as the uncertainty in Ω p ( ) becomes larger as → 0 whilst F and K are well behaved. We construct the likelihood
The diagonal covariance matrix represents an intrinsic scatter in F and K. λ is a fractional distance systematic, so all observed distances are a factor λ too large. We adopt the following priors: The third prior is an uninformative prior. We also consider an uninformative prior on µ , A * of N (−6.379 mas yr −1 , 1 mas yr −1 ). Our prior on λ corresponds approximately to considering magnitude systematics of ∼ 0.1 mag. We write the model in Stan and sample using the NUTS sampler (Hoffman & Gelman 2011) .
APPLICATION TO DATA
We apply the derived framework to the data produced in Paper I.
In that work, we derived the mean transverse velocities v and v b and corresponding uncertainties as a function of distance across the bar/bulge region from ∼ 45 million giant stars in VVV. We used a combination of proper motions from Gaia DR2 (Gaia Collaboration et al. 2018) and VIRAC v1.1 (Smith et al. 2018) , an astrometric catalogue derived from the VVV observations calibrated absolutely using Gaia DR2. We fill in the region 5 < b/ deg < 10 using −10 < b/ deg < −5 assuming reflection symmetry in z = 0. This increases the estimates of the pattern speed by ∼ 2 km s −1 kpc −1 . The uncertainties Σ X i are computed through propagation of uncertainties in density and velocity. We recall that due to the procedure in Paper I the uncertainties in the velocities are probably underestimated as they only account for proper motion uncertainties not uncertainties in the density (or luminosity function) which propagate to increased uncertainties in the physical velocities.
In Table 1 , we show the results of applying the method to different subsets of the data and the different priors. We report the estimates of R 0 , µ , A * and Ω p as well as the chi-squared per degree of freedom which is given by
where Ω p is the median from the MCMC chain, Ω p ( i ) the estimate for bin i and σ Ω ( i ) the associated uncertainty (from propagating the uncertainties in F and K). We see that when using all of the data with the 'tight' prior we obtain Ω p = (37.2 ± 3.3) km s −1 kpc −1 , but the χ 2 /N = 19.7 is poor and µ , A * is 2σ away from the prior. Using the 'loose' prior, we find the pattern speed remains similar, the χ 2 /N = 12.3 reduces but still µ , A * is in tension. Relaxing the R 0 prior further only weakly improves χ 2 /N but R 0 does not stray significantly. Using a weak prior on µ , A * , we see the data 'wants' to reduce | µ , A * | producing a low pattern speed of Ω p = (23.7 ± 2.7) km s −1 but not with a significantly improved χ 2 /N.
We next have tried separating the data into > 0 and < 0. The two models with lowest χ 2 /N are < 0 'No R 0 ' with Ω p = (34.7 ± 5) km s −1 but producing an inconsistent R 0 of (9.42 ± 0.45) kpc and > 0 'No R 0 ' with Ω p = (30.9 ± 1.2) km s −1 but producing an inconsistent µ , A * of (−6.24 ± 0.01) mas yr −1 . We next tried removing the central regions | | > 2.5 deg as these produce the noisiest estimates of Ω p as v is small. The set of models for > 2.5 deg produce very satisfactory results with low χ 2 /N ≈ 1.3 − 1.5 and both R 0 and µ , A * consistent with expectations both with and without the prior. All models give Ω p ≈ (41 ± 3) km s −1 kpc −1 . For < −2.5 deg the situation is less satisfactory with higher χ 2 /N. The tension is illustrated by the 'No R 0 ' model which produces a much too high estimate of R 0 but Ω p consistent with > 2.5 deg. When combining both positive and negative , we obtain Ω p ≈ (30 ± 1) km s −1 kpc −1 but the χ 2 /N are higher and we always recover µ , A * many σ away from the measured value.
We can understand these results by inspecting Fig. 1 which shows the two terms in equation (11) that must be equal for the pattern speed to be constant across the bar. We see a pattern speed of Ω p = 40 km s −1 kpc −1 produces a consistent result for > 0 but the magnitude of the velocities is too small (or the distances too small) for < 0. This is fixed by adopting Ω p = 25 km s −1 kpc −1 or µ , A * = −6.15 mas yr −1 (many σ from the measured value) but produces a poorer fit for > 0. Note the grey region | | < 2.5 deg where the estimator is noisy.
In Fig. 2 , we show the results from our most successful model > 2.5 with the 'tight' prior. We see the posteriors approximately follow the priors for R 0 , µ , A * and λ. The residuals in Ω p with respect to the model clearly have small-scale systematic variations and we see for < 3.5 deg the pattern speed is biased high.
It is puzzling why < 0 produces poor results. One reason could be that we do not have sufficient coverage in distance. It appears the pattern speed is increased if the nearby data (distance less than 6 kpc) is cut out. This hints that there is insufficient background disc to counteract the foreground disc which is biasing the signal. We have experimented with using a fixed distance range of data relative to the bar major axis, but no one distance cut can reliably be chosen over any other. A further concern is unreliable extinction estimates which bias the velocities via incorrect distance estimates. We are using a 2d extinction map which is poor near the plane. For 0 the bar gets closer to the plane due to geometric effects making this a bigger problem than for > 0. We have tried removing |b| < 1 deg which does not produce a significant improvement. Furthermore, in the analysis a proper motion systematic is degenerate with the proper motion of Sgr A*. In Fig. 3 we show the mean proper motion averaged along the line-of-sight (accounting for the incompleteness effects). We see the pattern of the Gaia scanning law and associated systematic variations of the mean proper motion of up to 0.5 − 1 mas yr −1 . These systematics are particularly bad for < −2.5 deg but appear less severe in the region > 2.5 deg where our estimator is performing better. We have tested that this systematic pattern is present irrespective of using Gaia data in addition to VIRAC and irrespective of different cuts on proper motion quality. It is also independent of magnitude suggesting it arises from the relative-to-absolute correction for the VIRAC v1.1 (see Paper I).
In conclusion, our 'best' model as measured by χ 2 /N is for > 2.5 deg with any choice of prior (all produce similar results). This yields a pattern speed of Ω p = (41 ± 3)km s −1 kpc −1 . Assuming a v peculiar motion of the Sun of 12.24 km s −1 (Schönrich et al. 2010) and no non-axisymmetric streaming in the solar neighbourhood, this yields a corotation radius of (5.5 ± 0.3) kpc.
Our errorbars here are formal and likely underestimate the true uncertainty, particularly as systematic issues haven't enabled a consensus on the pattern speed to be formed across the observed volume and we know the uncertainties in the mean velocities are underestimated as we have not fully propagated the uncertainty in the density field (or in the luminosity function).
RECOVERY OF THE PATTERN SPEED FROM A SIMULATION
We provide a series of tests of our method for measuring the pattern speed from proper motion data using the continuity equation by application to a simulation. We first describe the simulation considered.
Reference simulation
For the interpretation and testing of our results, we construct a simple reference simulation of a barred galaxy. This simulation is designed to approximately match the properties of the Milky Way although not to the level of detail of a full Made-to-Measure model . We use the initial condition generation mkgalaxy from McMillan & Dehnen (2007) . The galaxy has three components: a disc, a bulge and a dark halo. We use the standard parameters: a Dehnen (1999) disc with scale-length R d = 1, scale-height z d = 0.1 and mass M d = 1, a spherical Hernquist (1990) bulge with scale-length R b = 0.2 and mass M b = 0.2, and a spherical Navarro et al. (1996) halo with scale-length R h = 6 and mass M h = 24. The disc contains 200, 000 particles, the bulge 40, 000 and the halo 1, 200, 000. The disc has a Toomre Q parameter of 1.2 making it radially-unstable to bar formation. Upon evolution for 200 time units with gyrfalcON (Dehnen 2000) , the disc rapidly forms a bar that slows to Ω p ≈ 0.4 by the end of the simulation. We measure the pattern speed from consecutive snapshots using the angular velocity of the second axis of the moment of inertia tensor for particles within 1.5 simulation units of the centre. Using all particles and only those between 0.2 and 0.5 simulation units away from the midplane gives very similar results after 70 simulation time units. We scale the final snapshot such that the scale-length of the disc is 2.5 kpc and the circular velocity of the disc 230 km s −1 . This produces a bar rotating with pattern speed Ω p = 45 km s −1 kpc −1 which we view at an angle of ∼ 33 deg relative to the major axis. In Fig. 4 we show two consecutive snapshots from the simulation scaled to the Milky Way.
Application
We consider particles −10 < / deg < 10, −10 < b/ deg < 5, −6 < (s−8.12)/ kpc < 6 for a solar location of R 0 = 8.12 kpc viewing the bar at ∼ 33 deg. Proper motions are computed using the total solar velocity of (u, v, w) = (11.1, −4.74µ , A * R 0 , 7.25) km s −1 and µ , A * = −6.379 mas yr −1 . When testing with simulations, we require expressions equivalent to those in Section 2 but appropriate for a finite sampling of the underlying smooth functions. For a set of tracer particles, ρ = i m i δ (3) (x − x i ) we construct bins (indexed by n) in , b or s depending on the free variable in the pattern speed expression. The bins are centred on e.g. n with width ∆ . We evaluate
where velocities are in the Galactic rest frame. As in Section 2, we write the first of these expressions as
We use the probabilistic model in equation (19) to infer | µ , A * |, R 0 , Ω p and the distance systematic factor λ. The data covariance matrix Σ Xi is computed using 100 bootstrap resamples of the particle properties in each bin.
In Fig. 5 , we show the inference for our model using the two Galactic centre distance priors. We have not applied any distance systematic to the simulation data, we use bins in of width ∆ = 0.5 deg and we set N max = 2. The inset shows the Ω p ( ) estimate for each bin in . We note that the central regions produce noisy estimates of Ω p . This is probably because both numerator and denominator in the estimator are small, but could also be because the considered stars form part of the original bulge component which is perhaps not rotating with the bar. We also see that negative Galactic longitude produces more precise Ω p estimates as there are more stars in the solid angle considered. From the inference, we find that with both priors the pattern speed is well recovered (the expected pattern speed is 45 km s −1 kpc −1 ). The solar radius posterior follows the adopted prior, the proper motion of Sgr A* is tighter than the prior and the distance systematic is recovered as unbiased.
We apply our method to 9 snapshots from the simulation where for each snapshot the bar is rotated to an angle 33 deg with respect to the line-of-sight. We then observe simulation particles within the VVV bulge region and use N max = 2, ∆ = 0.5 deg and (µ R0 , σ R0 ) = (8.2, 0.09) kpc. The results are shown in Fig. 6 . We observe the decaying pattern speed of the bar. The recovery Line-of-sight averaged µ /masyr −1 Figure 3 . On-sky line-of-sight averaged mean µ . Near the plane for < −2.5 deg, the Gaia scanning law is clearly visible giving rise to proper motion systematics of ∼ 0.5 − 1 mas yr −1 . The grey shaded region shows | | < 2.5 deg which we ignore in some of our fits. is shown with red errorbars (multiplied by 5 for visibility). At all snapshots we recover the pattern speed with increasing precision at later times when the bar is more established. At early times, transient phenomena cause more uncertainty in the pattern speed. For t < 0.5 Gyr the pattern speed measured for all particles and those between 0.2 and 0.5 simulation units of the plane disagree slightly suggesting the bar hasn't reached equilibrium yet. We perform further experiments varying (i) the systematic distance bias used to construct the mock data, (ii) the minimum | | considered, (iii) the maximum | | considered, (iv) the minimum |b| considered, (v) the bin widths, (vi) number of polynomial terms in the model N max and (vii) the width of the solar radius prior. The results are shown in Fig. 7 . It is satisfying that varying most parameters does not bias the pattern speed significantly. Both distance systematics and uncertainty in the distance to the Galactic centre are irrelevant to the recovery (due to the degeneracy compensating one for the other). Using data with | | > min or | | < max does not alter the results other than increasing the uncertainty when less data is used (similar result for the bin size ∆ ) -this is expected as the estimator Ω p ( ) does not require coverage in . The same is not true when considering only data with |b| > b max . The pattern speed is systematically biased when in-plane data is excluded. We previously checked the pattern speed of stars between 0.2 and 0.5 simulation units of the plane (approximately b > 3 deg) was near identical to using all particles. It appears the recovery is satisfactory for b max 1.5 deg.
We have also attempted to use the Ω p (b) estimator on the simulation but we find it is not reliable. This is possibly due to lack of resolution but also could be due to the boundary terms dominating the signal.
To summarise, we find that the recovery of Ω p is not affected by distance systematics, bin sizes, number of polynomial terms used N max , the range of used and the prior on R 0 . If we filter out low latitude data, |b| < b min , we find the results are biased if b min 1.5 deg. R 0 is completely degenerate with a distance systematic.
Boundary terms
When deriving the estimators for the pattern speed, we removed terms by arguing that they vanish at the boundaries. In realistic applications we are unable to integrate over all space so our estimators are biased by the non-zero contributions of the boundary terms. When deriving the -estimator, there are six boundary terms we discount:
(1)
The first of these terms involves the line-of-sight velocities so in the absence of full spectroscopic coverage of the sky we must use simulations to estimate its amplitude. The second term involves the latitudinal velocities so in theory could be estimated from proper motion data, except we require proper motion data outside the observational volume to evaluate the integral. The third and fourth terms involve no velocities so can be evaluated from the data modulo the same considerations about integrating over . The final two terms are the lower limits of the integrals which cannot be evaluated from the data. As we are unable to truly estimate the boundary terms from the data, we instead use our reference simulation. We convert the integrals into sums over particles as, for example, where the sum is over the particles inside the volume V defined by = (−π, ), b = (b min , b max ), s = (s − ∆s, s + ∆s). We set ∆s = 1 kpc and ∆b = 0.2 deg.
In Fig. 8 , we show the amplitude of the boundary terms estimated from the reference simulation. We use the pattern speed measured from consecutive snapshots. We observe the sum of the boundary terms is of order the difference in the estimator quantities and is approximately 10 percent the magnitude of the estimator quantities. We see that near = 0 the boundary terms are significant relative to the estimator quantities as v approaches zero here. This corresponds to the poor estimates of Ω p seen in Fig. 5 . We have found that individual terms (1)-(4) in the sum of the boundary terms can be of order the estimator quantities but their sum is much smaller. When deriving the estimator formulae we assumed each of the terms was small but this does not appear to be true. It is perhaps fortuitous that their sum is negligible, but this appears to explain the degree of accuracy obtained through application of estimators to the simulation. The b-boundary terms can be made smaller if a symmetric interval is used, as we have done in the analysis of the data by assuming symmetry in b = 0. Employing b max = 10 deg instead of 5 deg reduces the sum of the boundary terms to 1 percent for < 0 and 2 − 8 percent for > 0.
CONCLUSIONS
We have measured the pattern speed of the Milky Way bar as Ω p = (41±3) km s −1 kpc −1 using proper motion data from VVV and Gaia DR2. This places corotation at (5.5 ± 0.3) kpc.
To establish this, we developed new estimators for the pattern speed using transverse velocity data derived from the Galactic proper motion components. These estimators use the TremaineWeinberg method of integrating the continuity equation. Our new estimators are tailored for use specifically in the Milky Way. Using our longitudinal velocity estimator, we build a probabilistic model that allows for full propagation of uncertainties. We have demonstrated the performance of the method through application to a disc galaxy simulation that has formed a dynamical bar. Although we only consider a selection of the simulation comparable to the VVV survey volume, we find our method robustly recovers the pattern speed at a number of simulation times. The only biases we detect are when excluding in-plane stars |b| 1.5 deg when the method overestimates the pattern speed. When applying to data, only fields with > 2.5 deg appear to produce reliable estimates possibly due to insufficient distance coverage, extinction effects or proper motion systematics.
