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Abstract
The application of the theory of vibrational control to linear–quadratic control problems is
developed. The solution of the matrix Riccati differential equation (RDE) and the optimal trajectory
are found approximately as power series of a small parameter. The minimizing effect of vibrations
on the maximal solution of RDE and the cost functional is studied. The region of attraction of the
maximal solution of RDE for the case of Hamiltonian matrix with imaginary axis eigenvalues is
found. Special attention is paid to the application of vibrations to the linear–quadratic problem of
stabilization with respect to a part of variables and transfer of the other variables to a given position.
A problem of vibrational stabilization and optimal control of a carriage with an inverted pendulum
is solved as an example.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction and problem statement
In various dynamical systems it is often necessary to change the dynamical behavior
of a system, in particular to stabilize it with respect to all or to a part of variables. It can
sometimes be done by introduction of high-frequency parametric vibrations into a system.
The theory of vibrational control developing in the last decades has made considerable
contribution to this field. Applications of this theory have been developed to linear and
nonlinear systems in finite and infinite-dimensional spaces [1–7].
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control problems in systems with vibrations.
Particular emphasis is given to control problems of the following class. It is required to
(1) make a system stable with respect to a part of variables on the control time interval,
which is usually finite;
(2) transfer the rest of coordinates of a system from a vicinity of some initial state to a
vicinity of some prescribed final state;
(3) minimize a cost functional.
Vibrations are introduced into a system in order to either stabilize it with respect to
a part of variables or to change its dynamical properties so that the stabilization could
be achieved by applying an additional small feedback control input, which could also
minimize a quadratic cost functional.
The general linear–quadratic (LQ) problem for a vibrational system is stated as follows.
Consider a linear system with parametric vibrations{
dx
dt
=Ax + 1
ε
sin t
ε
Kx +Bu,
y = Cx. (1.1)
Here x ∈ Rn is the state vector, y ∈ Rm (m n)—the observed output, u ∈ Rr—the control
input, A,K,C,B—constant matrices of proper dimensions, ε—a small parameter.
The initial condition is
x(0)= x0. (1.2)
It is required to find the control input u which minimizes the following cost functional:
J (u)= yT (T )Qy(T )+
T∫
0
[
yT (t)V y(t)+ uT (t)Su(t)]dt. (1.3)
Here S = ST > 0, Q=QT  0 and V = V T  0. The control time interval T is assumed
to be multiple of 2πε.
The optimal control in this problem (e.g., [11]) is u=−S−1BT R(t)x(t), where R(t) is
the solution of the Riccati differential equation (RDE)
dR
dt
=−
(
A+ 1
ε
sin
t
ε
K
)T
R−R
(
A+ 1
ε
sin
t
ε
K
)
+RBS−1BT R −CT VC (1.4)
with the terminal condition
R(T )= CTQC. (1.5)
Equations (1.1) and (1.4) are singularly perturbed. The theory of singular perturbations
is presented in [8,9], and its applications to control problems are discussed in [10].
However, in order to analyze Eq. (1.4), the averaging technique is more appropriate.
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involves the replacement of it with the autonomous averaged equation
dP
dt
=−A¯T P − P A¯+ P D¯P − C¯. (1.6)
Averaging in various spaces is studied in [4,15–18].
Section 2 of the present paper is devoted to application of the vibrational control
technique to the approximate solving of the general problem (1.1)–(1.5), where the solution
of the Riccati equation (1.4) and the optimal trajectory are found as power series of ε using
the modification of the averaging principle.
Section 3 studies the influence the vibrations may have on the maximal equilibrium of
RDE (1.6) and on the minimum of the functional (1.3).
As is well known the Hamiltonian matrix
H =
( A¯ −D¯
−C¯ −A¯T
)
can be associated with Eq. (1.6). If some restrictions are put on H , such as absence of
imaginary axis eigenvalues, then the limit sets for the trajectories of (1.6) (equilibria, limit
cycles and tori) are easily found [22,23]. Moreover, it is possible to find a limit set to which
the trajectory starting from a given initial condition converges. Unfortunately, H may fail
to meet these restrictions.
Section 4 includes the development of the theory of Riccati differential equation
regarding the convergence of a solution to the maximal equilibrium for a particular class
of RDEs with H having zero real part eigenvalues.
Section 5 deals with the described above class of vibrational linear–quadratic problems
of partial stabilization using the results of Sections 2–4. It includes the solution of the
problem of stabilization of a system with respect to a part of variables and transfer of other
variables to a vicinity of the origin by a control input which minimizes a quadratic cost
functional.
Section 6 contains the solution of the problem of optimal control of a carriage with an
inverse pendulum installed on it (Fig. 1), which moves along a straight line. It is required
to transport the carriage to a sufficiently large distance by applying a force to it so that the
pendulum would not fall. A force in this case has to be a sum of a high-frequency oscillating
component depending on inclination of the pendulum, which stabilizes the equilibrium
and a small control input which moves the carriage. The linearization of the equations
describing this system near the unstable equilibrium with a quadratic cost functional is an
example of an LQ problem of the class dealt with in Section 5.
Fig. 1. The scheme of the carriage with the inverted pendulum.
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vibrational systems
Introduce “fast” time τ = t/ε. The Cauchy problem (1.4)–(1.5) becomes

R˙ = ε(−AT R −RA+RBS−1BT R −CT VC)
− sin τ (KT R +RK),
R(T /ε)= CTQC.
(2.1)
Henceforth dot denotes differentiation with respect to τ .
Consider a fundamental matrix Ψ (τ)= eKT (cosτ−1) of the system
x˙ =− sin τKT x. (2.2)
Introduce in (2.1) a new variable P such that R = Ψ (τ)PΨ T (τ). For the new variable
we have a Cauchy problem{
P˙ = εX(τ,P ),
P (T /ε)=Q (2.3)
with
X(τ,P )=−AT (τ )P − PA(τ )+ PB(τ )P − C(τ ),
where
A(τ )= Ψ T (τ)A(Ψ T )−1(τ ), D(τ )= Ψ T (τ)BS−1BT Ψ (τ),
C(τ )= Ψ−1(τ )CT VC(Ψ T )−1(τ ), Q= CTQC.
Obviously, if S, F and Q are nonnegative definite and symmetric, B, C and Q are
also nonnegative definite and symmetric. Therefore [11–13], Cauchy problem (2.3) has a
unique positive definite solution P  0 in the interval (−∞, T /ε].
Later we shall prove that the solution of (2.3) can be found approximately as a power
series of ε,
P(N)(τ, t)= P0(t)+ ε
[
P1(t)+ P˜1(τ, t)
]+ · · ·
+ εN [PN(t)+ P˜N (τ, t)]+ εN+1P˜N+1(τ, t), (2.4)
where
(i) P0(t), . . . ,PN (t), P˜1(τ, t), . . . , P˜N+1(τ, t) are symmetric matrices,
(ii) elements of matrices P˜1(τ, t), . . . , P˜N+1(τ, t) are trigonometric polynomials with
respect to τ ,
(iii) P0(t) 0 for t ∈ [0, T ].
Introduce some notation. As X(τ) we denote the average value of the function X(τ)
X(τ)= lim
t→∞
1
T
T∫
X(τ) dτ.0
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X(τ)= 1
ω
ω∫
0
X(τ) dτ.
Let RSn×n denote the space of real symmetric n×n matrices and ‖ · ‖RS denote a norm
in RSn×n. As CSn×n[a,b] we denote the space of continuous [a, b] → RSn×n functions
with the norm
‖X‖CS = max
atb
∥∥X(t)∥∥RS.
Let Ω be an open connected region in RSn×n .
Theorem 1. Under the above assumptions there exist numbers C0 > 0 and ε0 > 0 such
that for all 0 < ε  ε0 there exists P(N)(t, τ ) ∈ CSn×n[0,T /ε] in the form (2.4) such that
sup
0τT/ε
∥∥P(N)(τ, t)− P(τ)∥∥C0εN+1,
where P(τ) is the exact solution of (2.3) and C is independent of ε ∈ (0, ε0].
Proof. Formally substituting (2.4) into (2.3) we obtain
dP0
dt
+ ε
[
dP1
dt
+ ∂P1
∂t
+ 1
ε
∂P˜1
∂τ
]
+ · · ·
= −AT (τ )[P0(t)+ ε(P1(t)+ P˜1(τ, t))+ · · ·]
− [P0(t)+ ε(P1(t)+ P˜1(τ, t))+ · · ·]A(τ )
+ [P0(t)+ ε(P1(t)+ P˜1(τ, t))+ · · ·]D(τ )
× [P0(t)+ ε(P1(t)+ P˜1(τ, t))+ · · ·]
− C(τ ). (2.5)
Equating the terms of order ε0 in left-hand and right-hand sides of (2.5) we have
dP0
dt
+ ∂P˜1
∂τ
=F0(τ, t),
where
F0(τ, t)=−AT (τ )P0 − P0A(τ )+ P0D(τ )P0 − C(τ ).
Averaging of this equation yields the Cauchy problem{
dP0
dt
=−A¯T P0 − P0A¯+ P0D¯P0 − C¯,
P0(T )=Q.
(2.6)
It is easy to see that D¯  0 and C¯  0. Therefore, (2.6) has a unique symmetric
nonnegative definite solution P0 in the interval (−∞, T ].
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P˜1(τ, t)=−
T/ε∫
τ
(F0(s, t)−F0(t))ds.
Obviously, P˜1 is a symmetric matrix.
Now revert to Eq. (2.5) and equate terms of order ε1 in left-hand and right-hand sides.
We have
dP1
dt
+ ∂P˜2
∂τ
=F1(τ, t),
where
F1(τ, t)=−∂P˜1
∂t
−AT (τ )[P1(t)+ P˜1(τ, t)]− [P1(t)+ P˜1(τ, t)]A(τ )
+ P0(t)D(τ )
[
P1(t)+ P˜1(τ, t)
]+ [P1(t)+ P˜1(τ, t)]D(τ )P0(t).
P1(t) can be defined as the solution of the linear Cauchy problem{
dP1
dt
=−(A¯− D¯P0(t))T P1 − P1(A¯− D¯P0(t))+ G¯1(t),
P1(T )= 0,
where
G1(τ, t)=−∂P˜1
∂τ
−AT (τ )P˜1(τ, t)− P˜1(τ, t)A(τ )+ P0(t)DP˜1(τ, t)
+ P˜1(τ, t)DP0(t).
Define P˜2(τ, t) as
P˜2(τ, t)=−
T/ε∫
τ
(F1(s, t)−F1(t))ds.
It is easy to see that P2 is also a symmetric periodic matrix function.
Further P2(t), . . . ,PN(t), P˜3(τ, t), . . . , P˜N+1(τ, t) can be found in a similar manner.
Obviously,
dP(N)
dτ
= εX(τ,P(N)(τ, ετ ))+ f (τ),
where for f there exist constants ε0 > 0 and C′0 > 0 such that for all 0< ε  ε0
max
0τT/ε
∥∥f (τ)∥∥RS  C′0εN+2.
Define the matrix function W = P − P(N). It satisfies the equation{
dW
dτ
= ε[X(τ,P(N) +W)−X(τ,P(N))] + f, (2.7)
W(T )= 0.
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for all P1,P2 ∈Ω .
Revert to old time t = ετ . Equation (2.7) implies the integral equation for W
W(t)=−
T∫
t
[
X
(
s
ε
,P(N) +W
)
−X
(
s
ε
,P(N)
)
− 1
ε
f
]
ds.
Let a constant d be such that Ld < 1. Then for t ∈ (T − d,T ]
∥∥W(t)∥∥RS 
T∫
t
∥∥∥∥X
(
s
ε
,P(N) +W
)
−X
(
s
ε
,P(N)
)∥∥∥∥
RS
ds + 1
ε
T∫
t
∥∥f (s)∥∥ds

T∫
t
L
∥∥W(s)∥∥RS ds + 1ε
T∫
t
C′0εN+2 ds
 Ld sup
T−dtT
∥∥W(t)∥∥RS +C′0 dεN+1.
Hence,∥∥W(t)∥∥RS  Ld sup
T−dtT
∥∥W(t)∥∥+C′0εN+1d.
Thus,
‖W‖CS[T−d,T ] 
C′0d
1−Ld ε
N+1 = C′′0 εN+1.
Using a similar approach for the time intervals [T − 2d,T − d], [T − 3d,T − 2d], . . .
we obtain that for some C0 > 0
‖P − P(N)‖CS[0,T ]  C0εN+1,
where 0 < ε  ε0 and C does not depend on ε ∈ (0, ε0]. ✷
Revert to the problem (1.1)–(1.2). Since its exact solution is R(t) = Ψ (t/ε)×
P(t)Ψ T (t/ε), the following corollary is true.
Corollary 1. For any T > 0 and integer N  0 there exist such ε0 > 0 and C∗0 > 0 that for
all 0 < ε  ε0
max
0tT
∥∥R(t)−Ψ (t/ε)P(N)(t)Ψ T (t/ε)∥∥RS  C∗0 εN+1,
where C∗0 does not depend on ε ∈ (0, ε0].
To find approximately the optimal trajectory x(t) consider Eq. (1.1) in “fast” time τ . It
takes the form
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where u=−S−1BT Rx .
Putting ε = 0 we obtain the following equation for x:
x˙ = sin τKx. (2.9)
Let Φ(τ)= eK(1−cosτ ). Putting x =Φ(τ)ξ we get the Cauchy problem{
ξ˙ = εΦ−1AΦξ − εΦ−1BS−1BT R(Φ−1)T ξ,
ξ(0)= x0.
(2.10)
Theorem 1 yields
R(ετ)= (Φ−1)T (τ )P (ετ)Φ−1(τ )
= (Φ−1)T (τ )[P(N)(τ, ετ )+W(τ)]Φ−1(τ )
with
‖W‖CS[0,T /ε]  C′′εN+1.
Therefore{
dξ
dτ
= ε[A(τ )−B(τ )(P(N)(τ, ετ )+W(τ))]ξ,
ξ(0)= x0, 0 τ  T/ε.
(2.11)
We shall seek the solution of the Cauchy problem (2.11) in the form
ξ(M)(τ )= ξ0(t)+ ε
[
ξ01(t)+ ξ˜01(τ, t)
]+ · · ·
+ εM[ξM(t)+ ξ˜M(τ, t)]+ εM+1ξ˜M+1(τ, t), (2.12)
where ξ˜01(τ, t), . . . , ξ˜M+1(τ, t) are trigonometric polynomials with respect to τ .
Theorem 2. There exist numbers ε1 > 0 and C1 > 0 (independent of ε ∈ (0, ε1]) and a
function ξ(M) in the form (2.12) such that for all 0 < ε  ε1
max
0τT/ε
∥∥ξ(τ )− ξ(M)(τ, ετ )∥∥ C1εµ+1,
where ξ(τ ) is the exact solution of the problem (2.11) and µ= min{M,N}.
This theorem can be proved using the same scheme as that used to prove Theorem 1.
Corollary 2. Under the above conditions for any T > 0 and integer M,N  0 there exist
ε1 > 0 and C∗1 > 0 (independent of ε ∈ (0, ε1]) such that for all 0 < ε  ε1
max
0tT
∥∥x(t)−Φ(t/ε)ξ(M)(t/ε, t)∥∥ C2εµ+1,
where µ= min{M,N}.
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and minimum of cost functional
In this section we show that under some conditions vibrations can have minimizing
effect on the quadratic cost functional in vibrational control problems described in the
previous section.
We shall prove that if the averaged system matrix A¯ has eigenvalues in the open right
half-plane and the introduction of vibrations into the system can reduce the maximum of
real parts of these eigenvalues then the minimal possible attainable value of the functional
also decreases.
Let for some matrix K the following assumptions be satisfied.
Assumptions 1.
(1) Jordan blocks corresponding to all eigenvalues of H with zero imaginary part have
even dimension;
(2) Pair (A¯, D¯) is stabilizable;
(3) D¯ = D¯T  0.
According to [19] (Corollary 3.2.1), Assumptions 1 are sufficient for the set H of
symmetric equilibria of RDE (2.6) to contain the so called maximal equilibrium P+0 such
that
for any P0 ∈H, P0  P+0 ,
all eigenvalues of the matrix A−DP+0 have nonpositive and real part.
The following lemma shows that if the vibrations make the real part of the maximal
positive eigenvalue of A¯ smaller, then the maximal equilibrium of RDE (2.6) also becomes
smaller in absolute value.
Lemma 1. Let the matrix K be a function of α ∈ R and α0 ∈ R (finite or infinite) be
such that A¯(α) and D¯(α) are continuous functions of α and satisfy Assumptions 1 in
a neighborhood of α0. Let also 0 <maxλ∈σ(A¯) Reλ→ 0 as α → α0. Then P+0 → 0 as
α→ α0.
Proof. As was mentioned above, under Assumptions 1 P+0 is the only equilibrium of
RDE (5.8) such that all eigenvalues of A¯− D¯P+0 have nonpositive real part. Therefore if
maxλ∈σ(A¯) Reλ = 0 and Assumptions 1 hold then P+0 = 0. Since under Assumptions 1
P+0 is a continuous function of A¯ and D¯ [20], P+0 → 0 as α→ α0. ✷
Denote as W(P+0 ) the region of attraction of P
+
0 as t →−∞ and as u∗ the optimal
control in the LQ problem (1.1)–(1.3). The minimizing effect of vibrations on the cost
functional (1.3) is described by
Proposition 1. Let the matrix K be a function of α ∈ R and α0 ∈ R (finite or infinite) be
such that in a neighborhood of α0
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Q ∈W(P+0 ).
Let also 0 < maxλ∈σ(A¯) Reλ→ 0 as α→ α0. Then for any η and x0 there exist α(x0, η),
T (x0, η) and ε0(α, x0, η) > 0 such that 0 < ε  ε0 implies that J (u∗) < η.
Proof. Since Q ∈ W(P+0 ), P0(t) may be presented as P0(t) = P+0 + P ′0(T − t), where
P ′0(T − t)→ 0 as T − t →∞.
It is well known (e.g., [14]) that
J (u∗)= xT0 R(0)x0. (3.1)
Making use of Corollary 1 for N = 0 and taking into account that Ψ (0) = I , we can
estimate the difference |J (u∗)− xT0 P0(0)x0| as∣∣J (u∗)− xT0 P0(0)x0∣∣= ∣∣xT0 (R(0)− P0(0))x0∣∣ ∥∥R(0)− P0(0)∥∥ · ‖x0‖2
= ∥∥R(0)− P(0)(0)+ εP˜1(0,0)∥∥ · ‖x0‖2

∥∥R(0)− P(0)(0)∥∥ · ‖x0‖2 + ε∥∥P˜1(0,0)∥∥ · ‖x0‖2
 ε
(
C + ∥∥P˜1(0,0)∥∥) · ‖x0‖2  εL,
where L= (C + ‖P˜1(0,0)‖) · ‖x0‖2. Therefore,
J (u∗) xT0 P0(0)x0 + εL= xT0 P0(0)x0 + εL
= xT0 P+0 x0 + xT0 P ′0(T )x0 + εL
for ε smaller than some ε∗∗ (Corollary 1).
Here xT0 P
′
0(T )x0 → 0 as T →∞ and P+0 can be made as small as needed by taking α
sufficiently close to α0. Since L does not depend on ε the statement of the proposition is
now obvious. ✷
4. Solution of Riccati equation for a class of systems with Hamiltonian matrix
having zero real part eigenvalues. Criteria of convergence to maximal equilibrium
Consider an RDE{
R˙ =−ATR −RA+RDR −C,
R(T )=Q. (4.1)
Let the following assumptions be satisfied:
Assumptions 2.
(1) All eigenvalues of H with zero real part have multiplicity 2 and dimensions of Jordan
blocks corresponding to all of them are 2;
(2) Pair (A,D) is controllable;
(3) D =DT  0.
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of symmetric equilibria of RDE (4.1) to contain so called maximal and minimal equilibria
R+ and R− such that
(1) for any R ∈H, R− R R+,
(2) all eigenvalues of matrices A−DR+ and A−DR− have nonpositive and nonnegative
real part, respectively.
Consider a Hamiltonian matrix associated with (4.1)
H =
(
A −D
−C −AT
)
.
The work of Shayman [22] contains full description of regions of attraction as t →±∞
of all equilibria and other invariant sets of (4.1) for the case of stronger than Assumptions 2,
namely that all eigenvalues of H are distinct, H has no imaginary axis eigenvalues and
eigenvalues with equal real part except for complex conjugate pairs.
In this section using [22] we shall describe the region of attraction as t →−∞ of the
maximal equilibrium R+ of (4.1) under Assumptions 2.
Assume that H has a zero eigenvalue and k pairs of pure imaginary eigenvalues
±iω1, . . . ,±iωk (all of multiplicity 2).
Let q = n− 2k− 1. Introduce notation:
• E+, q-dimensional eigenspace of H corresponding to eigenvalues with positive real
part;
• E−, q-dimensional eigenspace of H corresponding to eigenvalues with negative real
part;
• E0, subspace of the eigenvector corresponding to the zero eigenvalue;
• E′0, two-dimensional root subspace of the zero eigenvalue;• E1, . . . ,Ek , two-dimensional subspaces spanned by real and imaginary parts of
eigenvectors of H corresponding to pure imaginary eigenvalues;
• E′1, . . . ,E′k , corresponding four-dimensional root subspaces.
Denote as Sp
(
X
Y
)
the subspace spanned by columns of the 2n× n matrix (X
Y
)
, where X,
Y ∈ Rn×n.
Theorem 3. If under Assumptions 2 Q = QT  R− and one of the k + 2 conditions is
satisfied:
(1) dim
[
Sp
(
I
Q
)
∩ (E0 ⊕E1 ⊕E2 ⊕ · · · ⊕Ek ⊕E+)
]
= 0;
(2) dim
[
Sp
(
I
Q
)
∩ (E1 ⊕E2 ⊕ · · · ⊕Ek ⊕E+)
]
= 0,
dim
[
Sp
(
I
Q
)
∩ (E0 ⊕E1 ⊕E2 ⊕ · · · ⊕Ek ⊕E+)
]
= 1,
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[
Sp
(
I
Q
)
∩ (E′0 ⊕E1 ⊕E2 ⊕ · · · ⊕Ek ⊕E+)
]
= 1;
(3) dim
[
Sp
(
I
Q
)
∩ (E0 ⊕E2 ⊕ · · · ⊕Ek ⊕E+)
]
= 0,
dim
[
Sp
(
I
Q
)
∩ (E0 ⊕E1 ⊕E2 ⊕ · · · ⊕Ek ⊕E+)
]
= 2,
dim
[
Sp
(
I
Q
)
∩ (E0 ⊕E′1 ⊕E2 ⊕ · · · ⊕Ek ⊕E+)
]
= 2;
...
(k + 2) dim
[
Sp
(
I
Q
)
∩ (E0 ⊕E1 ⊕E2 ⊕ · · · ⊕Ek−1 ⊕E+)
]
= 0,
dim
[
Sp
(
I
Q
)
∩ (E0 ⊕E1 ⊕E2 ⊕ · · · ⊕Ek ⊕E+)
]
= 2,
dim
[
Sp
(
I
Q
)
∩ (E0 ⊕E1 ⊕E2 ⊕ · · · ⊕E′k ⊕E+)
]
= 2;
then Q belongs to the region of attraction W(R+) of the maximal equilibrium R+ of RDE
(4.1) as t →−∞.
This theorem is supported by a number of auxiliary statements and its proof will be
given later. Following [22] introduce some notation. Let Gn(R2n) denote the manifold of
all n-dimensional subspaces of R2n and Gn0(R
2n) the manifold of subspaces fromGn(R2n)
which are complementary to Sp
(
I
0
)
, i.e.,
Gn0(R
2n)=
{
L ∈Gn(R2n): L⊕ Sp
(
I
0
)
= R2n
}
.
Lemma 2. Let X,Y ∈ Rn×n and Sp (X
Y
) ∈Gn(R2n). Then Sp (X
Y
) ∈Gn0(R2n) if and only if
X is invertible.
Proof. Consider the matrix
M =
(
X 0
Y I
)
.
Sp
(
X
Y
) ∈ Gn0(R2n) if and only if the columns of M are linearly independent, i.e.,
detM = 0. The statement of the theorem follows from the fact that detM = detX. ✷
Lemma 3. Let X,Y,K ∈ Rn×n, Sp (X
Y
) ∈Gn(R2n) and detK = 0. Then
Sp
(
X
Y
)
= Sp
(
XK
YK
)
.
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(
X
Y
)
and let K = {kij }. The
columns of the matrix
(
XK
YK
)
have the form (
∑
j kj1hj ), . . . , (
∑
j kjnhj ). Obviously
they belong to the subspace spanned by h1, . . . , hn. Let us show that they are linearly
independent. Assume the contrary. Let for α1, . . . , αn not all equal to 0
α1
(∑
j
kj1hj
)
+ · · · + αn
(∑
j
kjnhj
)
= 0.
Then (∑
i
αiki1
)
hi + · · · +
(∑
i
αikin
)
hi = 0.
Since h1, . . . , hn are linearly independent,∑
i
αik1i = · · · =
∑
i
αikni = 0.
detK = 0 implies that α1 = · · · = αn = 0, which leads to a contradiction. ✷
Now we shall pay attention to an important property of the solution of the Riccati
equation. Consider the RDE{
R˙ =−AT (t)R −RA(t)+RD(t)R −C(t),
R(T )=Q, (4.2)
where A(t), D(t) and C(t) are continuous for t ∈ (−∞, T ]. Consider a linear matrix
equation(
X˙
Y˙
)
=
(
A(t) −B(t)
−C(t) −AT (t)
)(
X
Y
)
(4.3)
with the terminal condition(
X(T )
Y (T )
)
=
(
I
Q
)
,
where X,Y ∈ Rn×n.
Let Φ(t, T ) be the transfer matrix of Eq. (4.3) such that Φ(T ,T )= I , i.e.,(
X(t)
Y (t)
)
=Φ(t, T )
(
I
Q
)
.
Lemma 4. RDE (4.2) has a solution R(t,Q) on the interval (t0, T ], where t0 is either finite
or equal to −∞ if and only if X(t) is invertible on (t0, T ].
Proof. Sufficiency. If X(t) is invertible, it is easy to check that Y (t)X−1(t) is a solution of
(4.2).
Necessity. Let R(t,Q) exist for t ∈ (t0, T ]. Consider the system of linear differential
equations
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{
x˙1 =A(t)x1 −B(t)x2,
x˙2 =−C(t)x1 −AT (t)x2, (4.4)
where x1, x2 ∈ Rn with the terminal conditions
x1(T )= α, x2(T )=Qα.
Let us show that for t ∈ (t0, T ], x2(t) = R(t,Q)x1(t). Consider the function x(t) =
R(t,Q)x1(t). Obviously x(T )=Qα.
Differentiating the function x(t), we have
x˙ = R˙x1 +Rx˙1 = (−ATR −RA+RDR −C)x1 +R(Ax1 −Dx2)
=−AT x −Cx1 +RD(x − x2).
Subtracting the second of Eqs. (4.4) from the above equality, we obtain the Cauchy
problem{
d
dt
(x − x2)=AT (x − x2)+R(t)D(x − x2),
(x − x2)(T )= 0.
(4.5)
Cauchy problem (4.5) has a unique solution for t ∈ (t0, T ] which is equal to zero. Thus,
for t ∈ (t0, T ], x2(t)=R(t,Q)x1(t).
Partition Φ(t, T ) into four blocks of dimension n× n:
Φ(t, T )=
(
Φ11(t, T ) Φ12(t, T )
Φ21(t, T ) Φ22(t, T )
)
.
Obviously,
x1(t)=Φ11(t, T )x1(T )+Φ12(t, T )x2(T ),
x2(t)=Φ21(t, T )x1(T )+Φ22(t, T )x2(T )
or
x1(t)=
[
Φ11(t, T )+Φ12(t, T )Q
]
α =X(t)α,
x2(t)=
[
Φ21(t, T )+Φ22(t, T )Q
]
α = Y (t)α.
Assume the contrary. Let there exist t1 ∈ (t0, T ] such that X(t1) is not invertible. Then
there is α = 0 for which X(t1)α = 0. Then
x1(t1)=X(t1)α = 0
and
x2(t1)=R(t1,Q)X(t1)α = 0,
i.e., (4.4) with a nonzero initial condition has a solution which turns to zero at a certain
moment of time which is impossible. ✷
Let S0 ∈ Gn(R2n). Denote as [S0] the matrix composed of basis vectors of S0. Then
following [22] we can define the flow on Gn(R2n) as
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(
Φ(t, T )[S0]
)
.
Define a map ψ : Rn×n →Gn0(R2n) as
ψ(Q)= Sp
(
I
Q
)
.
Obviously, ψ is a bijection.
Lemma 5. The solution R(t,Q) of RDE (4.2) exists for t ∈ (t0, T ] where t0 is either finite
or equal to −∞ if and only if S(t,ψ(Q)) ∈Gn0(R2n) for all t ∈ (t0, T ]. Furthermore,
R(t,Q)=ψ−1S(t,ψ(Q)). (4.6)
Proof. The definition of X and Y implies that S(t,ψ(Q)) = Sp (X(t)
Y (t)
)
. According to
Lemma 2
Sp
(
X(t)
Y (t)
)
∈Gn0(R2n)
if and only if X(t) is invertible. According to Lemma 4 X(t) is invertible if and only if
R(t,Q) exists. Therefore, R(t,Q) exists if and only if
S
(
t,ψ(Q)
)= Sp(X(t)
Y (t)
)
.
Relation (4.6) follows from
S
(
t,ψ(Q)
)= Sp(X(t)
Y (t)
)
= Sp
(
I
Y (t)X−1(t)
)
= Sp
(
I
R(t,Q)
)
=ψ(R(t,Q)). ✷
Lemma 6. Assume that of RDE (4.1) has an equilibriumR0 and a solutionR(t,Q) existing
for t ∈ (−∞, T ]. If limt→−∞ S(t,ψ(Q))= ψ(R0) then limt→−∞R(t,Q)=R0.
Proof. If R(t,Q) exists for t ∈ (−∞, T ] then S(t,ψ(Q)) ∈ Gn0(R2n) for t ∈ (−∞, T ].
Therefore relation (4.6) is true and
lim
t→−∞R(t,Q)= limt→−∞ψ
−1(S(t,ψ(Q)))=ψ−1(ψ(R0))=R0. ✷
Lemma 7. If Assumptions 1.2 and 1.3 are satisfied and Q =QT  R− then the Cauchy
problem (4.1) has a unique solution R(t,Q) for t ∈ (−∞, T ].
It is well known (e.g., [12]) that the solution of (4.1) exists and is unique if D =DT  0
and Q=QT  0. Introduce in (4.1) a new variable P =R−R−. Then{
P˙ =−(A−DR−)T P − P(A−DR−)+ PDP,
− (4.7)P(T )=Q1 =Q−R .
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Q − R−  0 (i.e., Q  R−) and solutions of (4.1) and (4.7) are related as P(t,Q1) =
R(t,Q)−R−, the solution of (4.1) exists and is unique for t ∈ (−∞, T ] if QR−.
Lemma 8. Matrices R+ and R− are such that
R+ =ψ−1(E− ⊕E0 ⊕E1 ⊕ · · · ⊕Ek),
R− =ψ−1(E+ ⊕E0 ⊕E1 ⊕ · · · ⊕Ek).
Proof. Introduce a new basis in R2n by the coordinate transform y = T x , where
T −1 =
(
I 0
R+ I
)
.
Obviously,
G= THT −1 =
(
A−DR+ −D
0 −(A−DR+)T
)
.
It is well known that σ(H)= σ(G). Denote as F−,F+, F0,F1, . . . ,Fk , F ′1, . . . ,F ′k the
images of E−,E+, E0,E1, . . . ,Ek , E′1, . . . ,E′k under the transform T , i.e., E− = T −1F−,
E+ = T −1F+, etc.
Since Jordan blocks corresponding to all imaginary axis eigenvalues of G have
dimension 2 and all eigenvalues of A−DR+ have nonpositive real part, F+ ⊕F0 ⊕F1 ⊕
· · · ⊕ Fk = Sp
(
I
0
)
. Therefore,
E− ⊕E0 ⊕E1 ⊕ · · · ⊕Ek = T −1(F− ⊕F0 ⊕F1 ⊕ · · · ⊕Fk)
= Sp
(
I 0
R+ I
)(
I
0
)
= Sp
(
I
R+
)
=ψ(R+),
i.e., R+ =ψ−1(E− ⊕E0 ⊕E1 ⊕ · · ·⊕Ek). The second statement of the lemma is proven
similarly. ✷
Lemma 9. If S0 ∈Gn0(R2n) is such that one of the k + 2 conditions is satisfied:
(1) dim
[
S0 ∩ (E0 ⊕E1 ⊕E2 ⊕ · · · ⊕Ek ⊕E+)
]= 0;
(2) dim
[
S0 ∩ (E1 ⊕E2 ⊕ · · · ⊕Ek ⊕E+)
]= 0,
dim
[
S0 ∩ (E0 ⊕E1 ⊕E2 ⊕ · · · ⊕Ek ⊕E+)
]= 1,
dim
[
S0 ∩ (E′0 ⊕E1 ⊕E2 ⊕ · · · ⊕Ek ⊕E+)
]= 1;
(3) dim
[
S0 ∩ (E0 ⊕E2 ⊕ · · · ⊕Ek ⊕E+)
]= 0,
dim
[
S0 ∩ (E0 ⊕E1 ⊕E2 ⊕ · · · ⊕Ek ⊕E+)
]= 2,
dim
[
S0 ∩ (E0 ⊕E′1 ⊕E2 ⊕ · · · ⊕Ek ⊕E+)
]= 2;
...
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dim
[
S0 ∩ (E0 ⊕E1 ⊕ · · · ⊕Ek ⊕E+)
]= 2,
dim
[
S0 ∩ (E0 ⊕E′1 ⊕E2 ⊕ · · · ⊕E′k ⊕E+)
]= 2;
then S(t, S0)= Sp (e(t−T )[S0])→E− ⊕E0 ⊕E1 ⊕ · · · ⊕Ek as t →−∞.
Proof. Without loss of generality assume that T = 0. By a change of the basis in R2n we
transform H to the form
G=


−Λ 0
0 1
0 0
Ω1 I2
0 Ω1
. . .
Ωk I2
0 Ωk
0 Λ


,
where H =U−1GU , Re σ(Λ) < 0 and
Ωj =
(
0 ωj
−ωj 0
)
, for j = 1, . . . , k.
Then
eGt =


e−Λt 0
1 t
0 1
Φ1(t) tΦ1(t)
0 Φ1(t)
. . .
Φk(t) tΦk(t)
0 Φk(t)
0 eΛt


,
where
Φj =
(
cosωj t sinωj t
− sinωj t cosωj t
)
, for j = 1, . . . , k.
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F+ =UE+ = Sp
(
02n−q,q
Iq
)
, F1 =UE1 = Sp
( 0q1
1
02n−q−1,1
)
,
F2 =UE2 = Sp
( 0q+2,2
I2
02n−q−3,2
)
, . . . ,
Fk =UEk = Sp
(02n−q−2,2
I2
0q,2
)
, F− =UE− = Sp
(
Iq
02n−q,q
)
,
Uψ(R+)=U(E0 ⊕E1 ⊕ · · · ⊕Ek ⊕E−)
= F0 ⊕F1 ⊕ · · · ⊕Fk ⊕F− = Sp
(
In
0nn
)
,
where 0ij is a zero i × j matrix.
Let Z0 denote US0. Write Z0 in the generic form
Z0 = Sp


x11 . . . x1n
...
. . .
...
xn1 . . . xnn
xn+1,1 . . . xn+1,n
...
. . .
...
x2n,1 . . . x2n,n


. (4.8)
Assumption 2.1 means that Z0 is complementary to
F0 ⊕ F1 ⊕ · · · ⊕ Fk ⊕ F+ = Sp


0q1 0q2 0q2 . . . 0q2 0qq
1 012 012 . . . 012 01q
0 012 012 . . . 012 01q
021 I2 022 . . . 022 02q
021 022 022 . . . 022 02q
...
...
...
. . .
...
...
021 022 022 . . . I2 02q
021 022 022 . . . 022 02q
0q1 0q2 0q2 . . . 0q2 Iq


,
i.e., the rows of matrix [Z0] with numbers 1, . . . , q, q+2, q+5, q+6, . . . , q+2k+1, q+
2k+ 2 contain a invertible matrix. Therefore postmultiplying (4.8) by this matrix we have
according to Lemma 3 that
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

Iq 0q1 0q2 . . . 0q2
X1q X11 X12 . . . X12
0 1 0 . . . 0
X2q X21 X22 . . . X22
02q 021 I2 . . . 022
...
...
...
. . .
...
X2q X21 X22 . . . X22
02q 021 022 . . . I2
Xqq Xq1 Xq2 . . . Xq2


,
where Xij is an arbitrary i × j matrix.
Then
S(t, S0)= Sp
(
U−1eGt [S0]
)
= SpU−1


e−Λt 0q1 0q2 . . . 0q2
X1q X11 + t X12 . . . X12
0 1 0 . . . 0
Φ1X2q Φ1X21 Φ1X22 + tΦ1 . . . Φ1X22
02q 021 Φ1 . . . 022
.
..
.
..
.
..
. . .
.
..
ΦkX2q ΦkX21 ΦkX22 . . . ΦkX22 + tΦk
02q 021 022 . . . Φk
eΛtXqq e
ΛtXq1 eΛtXq2 . . . eΛtXq2


.
Postmultiplying the above matrix with

eΛt 0
1
t
1
t
Φ−11 (t)
. . .
0 1
t
Φ−1k (t)

 ,
making use of Lemma 3 and passing to the limit as t →−∞ we have
S(t, S0)→ SpU−1


Iq 0q1 0q2 . . . 0q2
01q 1 012 . . . 012
0 0 0 . . . 0
02q 021 I2 . . . 022
02q 021 022 . . . 022
...
...
...
. . .
...
02q 021 022 . . . I2
02q 021 022 . . . 022
0qq 0q1 0q2 . . . 0q2


= E− ⊕E0 ⊕E1 ⊕ · · · ⊕Ek =ψ(R+).
The proof of the case (1) is now complete. Next we give the proof for the case (3). The
other cases are proven similarly.
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dim
[
S0 ∩ (E0 ⊕E1 ⊕ · · · ⊕Ek ⊕E+)
]= 2,
dim
[
S0 ∩ (E0 ⊕E′1 \E1 ⊕ · · · ⊕Ek ⊕E+)
]= 0, (4.9)
where E′1 \E1 is a complement of E1 to E′1. The latter condition implies that
Z0 = Sp


Iq 0q1 0q2 0q2 . . . 0q2
X1q X11 X12 X12 . . . X12
01q 1 012 012 . . . 012
02q 021 I2 021 . . . 022
X2q X21 Y X22 . . . X22
...
...
...
...
. . .
...
X2q X21 X22 X22 . . . X22
02q 021 022 022 . . . I2
Xqq Xq1 Xq2 Xq2 . . . Xq2


.
Condition (4.9) yields Y = 0. Therefore
S(t, S0)= Sp
(
U−1eGt [S0]
)
= SpU−1


e−Λt 0q1 0q2 0q2 . . . 0q2
X1q X11 + t X12 X12 . . . X12
0 1 0 0 . . . 0
tΦ1X2q tΦ1X21 Φ1 tΦ1X22 . . . tΦ1X22
Φ1X2q Φ1X21 022 Φ1X22 . . . Φ1X22
Φ2X2q Φ2X21 Φ2X22 Φ2X22 + tΦ2 . . . Φ2X22
.
.
.
.
.
.
.
.
.
.
.
.
. . .
.
.
.
ΦkX2q ΦkX21 ΦkX22 ΦkX22 . . . ΦkX22 + tΦk
02q 021 022 022 . . . Φk
eΛtXqq e
ΛtXq1 eΛtXq2 eΛtXq2 . . . eΛtXq2


.
Postmultiplying the above matrix with

eΛt 0
1
t
Φ−11 (t)
1
t
Φ−12 (t)
. . .
0 1
t
Φ−1k (t)


,
making use of Lemma 3 and passing to the limit as t →−∞ we have that
S(t, S0)→E− ⊕E0 ⊕E1 ⊕ · · · ⊕Ek =ψ(R+). ✷
5. Vibrational linear–quadratic problem of partial stabilization
First we briefly address the problem of partial vibrational stabilization. It is well known
(e.g., [24]) that for the linear system
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(
x˙1
x˙2
)
=
(
A11 A12
A21 A22
)(
x1
x2
)
to be x2-asymptotically stable it is necessary and sufficient that A21 = 0 and A22 is a
Hurwitz matrix.
The partial vibrational stabilization involves introduction of vibrations into the system
in order to make the averaged system stable with respect to a part of variables. This problem
was dealt with in [1,2].
From [1] we can derive a sufficient condition for partial vibrational stabilizability for
linear systems. Consider a linear vibrational system(
x˙1
x˙2
)
=
(
A11 A12
0 A22
)(
x1
x2
)
+ 1
ε
sin
t
ε
(
K11 K12
0 K22
)(
x1
x2
)
. (5.1)
Proposition 2. If Tr(A22) < 0 then system (5.1) is x2-asymptotically stabilizable, i.e., there
exists matrix K22 such that the averaged system(
ξ˙1
ξ˙2
)
=
( A¯11 A¯12
0 A¯22
)(
ξ1
ξ2
)
is x2-asymptotically stable.
The following considerations show that vibrations may have stabilizing effect in a LQ
problem closely related to the problem of partial vibrational stabilization. Consider a linear
vibrational system{
dx
dt
=Ax + 1
ε
sin t
ε
Kx +Bu,
y = Cx, (5.2)
where x = (x1, x2)T , x1 ∈ Rm, x2 ∈ Rp, m+ p = n, u ∈ Rr , C = (Cm,0) and detCm = 0,
with the initial condition x(0)= x0.
Let
A=
(
A11 A12
A21 A22
)
, K =
(
K11 K12
0 K22
)
,
B =
(
B1
B2
)
, x0 =
(
x01
x02
)
, (5.3)
where dimensions of blocks correspond to the partitioning of x into x1 and x2.
Our goal is to transfer x1(0)= x10 as close to the origin as needed keeping x2(t) small.
Moreover, we wish to minimize the control energy
T∫
0
uT (t)Su(t) dt,
where S > 0.
For this purpose we introduce the cost functional
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T∫
0
uT (t)Su(t) dt, (5.4)
where Qm = CTmCm > 0.
The optimal control in the problem (5.2)–(5.4) is u∗ = −S−1BT R(t)x , where R(t) is
the solution of RDE
dR
dt
=−
(
A+ 1
ε
sin
t
ε
K
)T
R−R
(
A+ 1
ε
sin
t
ε
K
)
+RBS−1BT R, (5.5)
with the terminal condition
R(T )=Q=
(
Qm 0
0 0
)
. (5.6)
Therefore the optimal trajectory is the solution of the Cauchy problem{
dx
dt
= [A−DR(t)]x,
x(0)= x0,
(5.7)
where D = BS−1BT .
As in Section 2 introduce “fast” time τ = t/ε and put ε = 0. We have
x˙ = sin τKx.
Let Φ(τ) be a fundamental matrix of the above system such that Φ(T )= I .
As in Section 2 we denote A(τ ) = Φ−1(τ )AΦ(τ), D(τ ) = Φ−1(τ )BS−1BT ×
(ΦT )−1(τ ). As B¯ we denote Φ−1(τ )B.
Let the following assumptions be satisfied.
Assumptions 3.
(1) Matrix A¯ has the structure
A¯=
( A¯11 A¯12
0 A¯22
)
,
where A¯11 ∈ Rm×m, A¯22 ∈ Rp×p ;
(2) All eigenvalues of A¯11 are simple and have zero real part;
(3) A¯22 has no eigenvalues with zero real part;
(4) Pair (A¯,D¯) is controllable.
According to [19,21] if D¯ = D¯T  0 and (A¯, D¯) is controllable then all Jordan blocks
corresponding to imaginary axis eigenvalues of
H =
( A¯ −D¯
0 −A¯T
)
have even dimension. Therefore since in the stated above problem D¯ = D¯T  0, a pair
(A¯, D¯) satisfying Assumptions 3 satisfies also Assumptions 2 and 1.
The stabilizing property of the optimal control u∗ is described by the following theorem.
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(1) D¯ = B¯S−1B¯T ;
(2) Matrices A¯ and D¯ satisfy Assumptions 3;
(3) Q ∈W(P+0 ), where P+0 is the maximal equilibrium of the averaged RDE{
dP0
dt
=−A¯T P0 − P0A¯+ P0D¯P0,
P0(T )=Q;
(5.8)
then for any x01 and η > 0 there are δ > 0, T and ε0 > 0 such that 0< ε < ε0 and ‖x02‖< δ
imply that ‖x2(t)‖< η for t ∈ [0, T ].
To prove this theorem we need the following
Lemma 10. Under Assumptions 3 the maximal P+0 and the minimal P
−
0 solutions of
algebraic Riccati equation (ARE)
−A¯T P0 − P0A¯+ P0D¯P0 = 0, (5.9)
where D¯ = D¯T  0, have the structure
P+0 =
(
0 0
0 P+22
)
, P−0 =
(
0 0
0 P−22
)
,
where P+22 and P
−
22 are the maximal and the minimal solutions of ARE
−A¯T22P22 − P22A¯22 + P22D¯22P22 = 0. (5.10)
Proof. According to Lemma 8
ψ
(
P+0
)= Sp

 Im M10 M2
0 M3

 ,
where M2 ∈ Rp×p , M3 ∈ Rn×p and
Sp

M1M2
M3


is the eigenspace of
H =
( A¯ −D¯
0 −A¯T
)
,
corresponding to its eigenvalues with negative real part. By virtue of Lemma 3
Sp

 Im M10 M2
0 M

= Sp

 Im M10 M2
0 M

( Im M1
0 M2
)−1
3 3
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

Im 0
0 Ip
0 P+21
0 P+22

= Sp
(
I
P+0
)
.
Since P+0 is symmetric, P
+
21 = 0. The proof for the case of P−0 is similar.
It is easy to verify by substitution that P+22 and P
−
22 are solutions of ARE (5.10).
Since P − 0+ is the stabilizing solution of (5.9), i.e., all eigenvalues of A¯− D¯P+0 have
nonpositive real part, and
A¯1 = A¯− D¯P+0 =
( A¯11 A¯12 − D¯12P+22
0 A¯22 − D¯22P+22
)
, (5.11)
Assumption 3.2 implies that all eigenvalues of A¯22 − D¯22P+22 have nonpositive real part.
This indicates that P+22 is the stabilizing (maximal) solution of (5.10). The fact that P−22 is
the minimal solution of (5.10) is proven similarly. ✷
Remark 1. According to [19], Assumption 3.3 implies that all eigenvalues of A¯22 −
D¯22P+22 have negative real part and all eigenvalues of A¯22 − D¯22P−22 have positive real
part.
Proof of Theorem 4. Consider the Cauchy problem (1.4). Its solution can be found
approximately by the method proposed in Section 2 in the form (2.4), where P0(t) is the
solution of the problem (5.8).
According to Corollary 1, there exist such ε0 and C∗0 > 0 that for all 0 < ε  ε0
max
0tT
∥∥R(t)− (Φ−1)T (t/ε)P(N)(t)Φ−1(t/ε)∥∥ C∗εN+1.
The solution of the problem (5.7) can be approximately found in the form (2.12), where
ξ0 is a solution of the Cauchy problem{
ξ˙0 = (A¯− D¯P0(t))ξ0,
ξ0(0)= x0.
(5.12)
According to Corollary 2 for any T > 0 and integer M,N  0 there exist ε1 > 0 and
C∗1 > 0 such that for all 0 < ε  ε1
max
0tT
∥∥x(t)−Φ(t/ε)ξ(M)(t/ε, t)∥∥ C∗1εµ+1,
where µ= min{M,N}.
In the sequel it will be assumed that M = N = 0. Partition the vector ξ0 into two parts
according to the partitioning of x , i.e.,
ξ0 =
(
ξ01
ξ02
)
,
where ξ01 ∈ Rm, ξ02 ∈ Rp.
It is easy to verify that if condition (2) is satisfied, ξ0(t) is the optimal trajectory of the
LQ problem
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dξ0
dt
= A¯ξ0 + B¯w,
ξ0(0)= x0,
(5.13)
J¯ (w)= ξT01(T )Qmξ01(T )+
T∫
0
wT (t)Sw(t) dt → min . (5.14)
Consider the problem (5.13), (5.14) in detail. Its optimal control is w∗ = −S−1B¯T P0ξ0,
where P0(t) is the solution of RDE (5.8).
Since Q ∈ W(P+0 ), P0(t) may be presented as P0(t) = P+0 + P ′0(T − t), where
P ′0(T − t)→ 0 as T − t →∞.
According to Lemma 10
P+0 =
(
0 0
0 P+22
)
.
As was mentioned in Section 3
J¯ (w∗)= xT0 P0(0)x0 = xT0 P+0 x0 + xT0 P ′0(T )x0, (5.15)
where w∗ is the optimal control in the problem (5.13), (5.14).
Having in mind that
xT0 P
+
0 x0 =
(
0 0
0 (x02)
T P+22x
0
2
)
(5.16)
and that P ′0(T )→ 0 as T →∞, it is possible to conclude that for any η′ > 0 and x01 there
are δ > 0 and T > 0 that ‖x02‖< δ implies J¯ (w∗) < η′.
Let λmin be the minimal eigenvalue of Qm. Then taking into account that
J¯ (w) ξT01(T )Qmξ01(T ) λmin
∥∥ξ01(T )∥∥2
we can conclude that
∥∥ξ01(T )∥∥
√
J¯ (w∗)
λmin
, (5.17)
i.e., ‖ξ01(T )‖ can be made as small as needed by taking sufficiently small ‖x02‖ and
sufficiently large T . Next we shall prove that the same statement is valid for ‖ξ02(T )‖.
Introduce a new matrix function P(t)= P0(t)− P+0 (i.e., P(t)≡ P ′0(t)) in the Cauchy
problem (5.8). Then it becomes{
dP
dt
=−A¯T1 P −PA¯1 +PD¯P,
P(T )=Q− P+0 .
Consider a new control problem{
dz
dt
= A¯1z+ B¯v,
z(0)= x0,
(5.18)
with the cost functional
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(
Q− P+0
)
z(0)+
T∫
0
vT (t)Sv(T ) dt → min . (5.19)
It is well known that the necessary condition for the control v∗(t) to be optimal is
v∗ = 1
2
S−1B¯T ψ,
where ψ is the solution of the conjugate Cauchy problem{
ψ˙ =−A¯T1 ψ,
ψ(T )=−2(Q−P+0 )z(T ).
(5.20)
It is easy to verify that ψ(t) and z(t) are interrelated through the equality
ψ(t)=−2P(t)z(t).
Therefore v∗(t)=−S−1B¯TP(t)z(t). Since{
ξ˙0 = A¯ξ0 − D¯(P+0 + P ′0(t))ξ0,
ξ0(0)= x0,{
z˙= A¯1z− D¯P(t)z,
z(0)= x0,
and P(t)≡ P ′0(t), we can say that z(t)≡ ξ0(t).
Let B¯ = (B¯1B¯2), where B¯1 ∈ Rm×r , B¯2 ∈ Rp×r . Since A¯1 has the structure (5.11) and
z(t)≡ ξ0(t), ξ02(t) satisfies the equation{
ξ˙02 =Mξ02 + B¯2v∗,
ξ02(0)= x02 ,
(5.21)
where M = A¯22 − D¯22P+22.
(5.20) yields ψ(t) = −2e−A¯T1 (t−T )(Q − R+)x(T ) and hence v(t) = −S−1B¯T ×
e−A¯T1 (t−T )(Q− P+0 )ξ0(T ). Therefore (5.21) gives
ξ02(t)= eMtx02 −
t∫
0
eM(t−s)B¯2S−1B¯T e−A¯T1 (s−T )
(
Q− P+0
)
ξ0(T ) ds.
Since detM = 0
ξ02(T )= eMT x02 −
t∫
0
eM(T−s)B¯2S−1B¯T
(
Q−P+0
)
ξ0(T ) ds
= eMT x02 −M−1(I − eMT )B¯2S−1
[B¯T1 Qx1(T )− B¯T2 R+22ξ02(T )].
Therefore[
I +M−1(I − eMT )D¯22P+
]
ξ02(T )= eMT x0 +M−1(I − eMT )D¯12Qξ01(T ).0 2
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det
[
I +M−1(I − eMT )D¯22P+22
]→ det[I +M−1D¯22P+22]
= det[M−1(M + D¯22P+22)]= det[M−1A¯22]= detM−1 det A¯22 = 0,
there is T ∗ such that for all T > T ∗, det[I +M−1(I − eMT )D¯22P+22] = 0.
Hence,
ξ02(T )=
[
I +M−1(I − eMT )D¯22P+22
]−1
× [eMT x02 +M−1(I − eMT )D¯12ξ01(T )] (5.22)
for large enough T .
From (5.17) and the above considerations it follows∥∥ξ02(T )∥∥ C(∥∥x02∥∥+ ∥∥ξ01(T )∥∥) (5.23)
for some C independent of T .
Since ‖ξ01(T )‖ can be made as small as needed by choosing sufficiently small ‖ξ02(0)‖
and sufficiently large T , relation (5.23) indicates that the same statement is true for
‖ξ02(T )‖.
As was mentioned above,
v∗(t)=−S−1BT e−A¯T1 (t−T )(Q−R+)ξ(T )
=−S−1BT e−A¯T1 (t−T )
(
Qmξ01(T )
−P+22ξ02(T )
)
.
Since ‖e−A¯T1 (t−T )‖ is bounded by a constant independent of t and T , (5.17) and (5.23)
allow to estimate v(t) as
max
0tT
∥∥v∗(t)∥∥ C(∥∥x02∥∥+ ∥∥ξ01(T )∥∥) (5.24)
for C independent of T and t .
Taking into account that ‖e−A¯T1 (t−T )‖ is bounded by a constant independent of t and T
and all the said above, it can be concluded that max0tT ‖v∗(t)‖ can be made as small
as needed by choosing sufficiently small ‖ξ02(0)‖ and sufficiently large T . Relation (5.21)
yields
∥∥ξ02(t)∥∥ L
(∥∥x02∥∥+ ‖B¯2‖κ max0tT
∥∥v∗(t)∥∥) (5.25)
as eMt  Le−κt . Therefore the same statement is true for max0tT ‖ξ02(t)‖.
According to Theorem 1 for this T there are ε∗ > 0 and C1 > 0 such that for all
t ∈ [0, T ] and ε ∈ (0, ε∗]∥∥x(t)−Φ(t/ε)ξ(0)(t/ε, t)∥∥ C1ε, (5.26)
where ξ(0)(t/ε, t)= ξ0(t)+ εξ˜1(t/ε, t).
From (5.26) it is easy to obtain the estimate
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Since Φ21 = 0,∥∥x2(t)−Φ22(t/ε)ξ02(t)∥∥ ε(C1 + ∥∥Φ(t/ε)∥∥ · ∥∥ξ˜01(t/ε, t)∥∥).
Therefore∥∥x2(t)∥∥ ε(C1 + ∥∥Φ(t/ε)∥∥ · ∥∥ξ˜1(t/ε, t)∥∥)+ ∥∥Φ22(t/ε)∥∥ · ∥∥ξ02(t)∥∥.
Note that there exist a constantC2 independent of T and ε such that max0tT ‖Φ(t/ε)‖
<C2 and max0tT ‖Φ22(t/ε)‖<C2. Note also that max0tT ‖ξ˜1(t/ε, t)‖ does not de-
pend on ε. For an arbitrary η let η′ < η/(2C2). Let
ε0 = min
{
ε∗, 1
2(C1 +C2 max0tT ‖ξ˜1(t/ε, t)‖)
}
.
Then for any η > 0 and x01 there are T > 0, δ > 0 and ε0 > 0 such that 0 < ε  ε0 and
‖x02‖< δ imply ‖x2(t)‖< η for t ∈ [0, T ]. ✷
Assume that vibrations introduced into the system are such that the assumptions of
Proposition 1 are applicable and hence ‖P+0 ‖ can be reduced. Then, obviously, the same
value of the functional minimum can be attained for bigger ‖x02‖ (note (5.16)), then in case
of absence of vibrations.
Another effect the vibrations have on the system if they can reduce the maximal positive
eigenvalue is that the problem becomes closely related to the classical problem of partial
vibrational stabilization mentioned in the beginning of this section. The difference is that
the stabilization in this case is achieved by a combination of two means: vibrations, which
themselves cannot make matrix A¯22 Hurwitz, and traditional feedback
u+ =−S−1B¯T P+0 ξ0 +O(ε).
Without vibrations the stabilization is caused by feedback only. As α → α0, P+0 be-
comes smaller and therefore the influence of feedback decreases. It only neutralizes the
destabilizing effect of remaining small positive real part eigenvalues.
6. Example
As an example we present an LQ problem, arising from the mechanical system briefly
described in the Introduction (Fig. 1). A carriage of mass M moves along a straight line
under the force F . The friction appearing in the motion of the carriage is proportional to its
velocity. An inverse pendulum of mass m concentrated in its end is put onto the carriage.
It is assumed that the force F has the following form:
F(t)= aθ 1
ε
sin
t
ε
+ u(t),
where the first term is the force stabilizing the unstable equilibrium state of the pendulum,
and the second term is the control input moving the carriage.
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(M +m)x¨ +mr(θ¨ cosθ − θ˙2 sin θ)= F − qx˙,
x¨ cosθ + rθ¨ = g sin θ. (6.1)
Here q is the friction coefficient, r—pendulum’s length, g—free fall acceleration.
Denote v = x˙, ω = θ˙ . The linearization of the system (6.1) for small θ and ω has the
form 

x˙
v˙
θ˙
ω˙

=


0 1 0 0
0 − q
M
−mg
M
0
0 0 0 1
0 q
Mr
(M+m)g
Mr
0




x
v
θ
ω


+ 1
ε
sin
t
ε


0 0 0 0
0 0 a
M
0
0 0 0 0
0 0 − a
Mr
0




x
v
θ
ω

+


0
1
M
0
− 1
Mr

u. (6.2)
Equation (6.2) corresponds to Eq. (5.5) in with x1 = x , x2 = (v, θ,ω)T . Preserving the
notation of Section 2 we can write
Φ(τ)=


1 0 0 0
0 1 a
M
(1− cos τ ) 0
0 0 1 0
0 0 − a
Mr
(1− cos τ ) 1

 .
Matrix A¯ in this case is
A¯=


0 1 0 0
0 − q
M
−mg
M
+ a22M2r 0
0 0 0 1
0 q
Mr
(M+m)g
Mr
− a22M2r2 0

 . (6.3)
It is required to transfer the carriage from the given initial position x0 as close to 0 as
possible keeping ‖x2(t)‖ small and minimizing the control energy.
The quadratic functional to be minimized is
J (u)= x2(T )+
T∫
0
u2(t) dt,
and thus the terminal condition for the RDE is
Q=


1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

 . (6.4)
It is not difficult to verify that for q > 0 Assumptions 3 are satisfied, Q ∈W(P+0 ) and
Theorem 4 is therefore applicable.
Denote (M +m)g/(Mr)− a2/(2M2r2) as ν(a). In the sequel it will be assumed that
a > 0.
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Fig. 3. The averaged solution of the Riccati equation (5.8) where A¯ is (6.3) and the terminal condition is (6.4).
T = 150 s, m= 0.25 kg, M = 4 kg, a = 10, r = 0.2 m. (1) Norm (‖P0(t)‖ = maxi,j |P0ij (t)|) of the solution of
the RDE. q = 0.05 (solid line), q = 0 (dashed line). (2) Optimal controls for q = 0 (above) and q = 0.05 (below).
(3), (5), (7), (9) Phase variable for q = 0.05, (4), (6), (8), (10) for q = 0. (11) Angle θ¯ for the case of absence of
vibrations (a = 0, other parameters are as specified above). T = 500,1000,1500 s (solid, dotted, dashed lines,
respectively).
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λ
(
λ3 + q
M
λ2 − ν(a)λ− qg
Mr
)
= 0.
One of the eigenvalues is 0, the others (λ1, λ2, λ3) perform as a grows the evolution
shown in Fig. 2. It is possible to prove that
lim
a→∞λ3 = 0.
Hence, according to the previous section, P+0 → 0 as a → ∞. The relation of this
problem to the classical problem of vibrational stabilization of the inverted pendulum is
expressed by the fact that as ν becomes negative, the angle θ¯ and the angular velocity ω¯
start performing oscillatory behavior (Fig. 3). The destabilizing effect of a small positive
eigenvalue is eliminated by small feedback which makes these oscillations decay. Figure 3
presents the results of numerical solving of RDE (5.8) with the terminal condition (6.4)
and the approximate optimal trajectory ξ0 = (x¯, v¯, θ¯ , ω¯)T found as the solution of (5.12).
The results are presented for the cases of q > 0 and q = 0. Note, that the latter case does
not satisfy the assumptions of Section 4 and is not supported by an exact proof.
Note that assumptions of Theorem 4 are satisfied even without vibrations (for a = 0).
But as shown in Figs. 3(7) and (11), much longer control time T is needed to keep the
angle θ¯ small for t ∈ [0, T ] in case of absence of vibrations than in case of their presence.
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