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Salazar Acosta, con número de matŕıcula 1147627, sea aceptada para su defensa
como opción al grado de Maestro en Ciencias en Ingenieŕıa de Sistemas.
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estancia de investigación de tres meses en la Universidad Politécnica de Valencia,
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T́ıtulo del estudio:
Diseño de Territorios Comerciales con
Costos de Ruteo
Número de páginas: 93.
Este trabajo aborda un problema de diseño de territorios comerciales mediante
un enfoque de distancias red y una evaluación de los costos de ruteo. Una empresa
distribuidora de bebidas en la ciudad de Monterrey, México desea construir territo-
rios para sus propósitos de venta y entrega de productos. El enfoque de distancias
de red complica la construcción de estos territorios debido al requerimiento de la
conectividad. También, es la primera vez que se introduce una evaluación del costo
de ruteo en este problema. La evaluación del costo de ruteo fue abordado tanto de
manera exacta, como de manera heuŕıstica, lo cual nos permitió obtener muy buenos
resultados sin gastar grandes cantidades de tiempo.
Debido a la complejidad del problema y al tamaño de instancias que se utilizan,
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no es posible resolverlo en un tiempo cómodo y razonable por medio de un algoritmo
exacto. Es por esto que decidimos establecer un método de solución heuŕıstico para
encontrar soluciones de buena calidad. El método de solución desarrollado explota
primero la necesidad de la empresa de obtener territorios compactos. En una segunda
fase, se intenta, mediante un proceso de búsqueda local, encontrar un abanico de
soluciones que considera tanto la medida de dispersión como al costo de ruteo. Este
conjunto de soluciones encontrado proveen de variedad al tomador de deciones para
que éste elija la que más se ajuste a las necesidades de la empresa.
Los resultados computacionales nos dieron la certeza de que esta primera in-
troducción de costos de ruteo a este problema es un gran avance debido a que esta
medida era totalmente omitida y realizada justo después de la construcción de los
territorios. Ahora, la empresa puede obtener configuraciones territoriales en las que
el costo de ruteo es bueno y además, cumplan con la compacidad requerida.
Firma del asesor:
Dr. Roger Z. Ŕıos Mercado
Caṕıtulo 1
Introducción
1.1 Descripción del Problema
Una empresa distribuidora de bebidas tiene como centro de operaciones el
área metropolitana de la ciudad de Monterrey, México. Su objetivo es realizar una
distribución eficaz de sus productos de manera que sus clientes se encuentren agru-
pados y estén lo más cerca posible entre ellos. Cada grupo formado a partir de
estas unidades es denominado territorio. La empresa env́ıa un camión repartidor
a cada territorio para poder realizar sus entregas. Estos grupos deben de cumplir
con ciertos requerimientos que la empresa ha fijado para satisfacer sus poĺıticas de
mercadotecnia con sus clientes. Dichos requerimientos son los siguientes: el número
total de territorios es fijo y dado por la empresa; el camión repartidor debe poder
transportarse entre unidades de un mismo grupo sin visitar unidades de otro grupo.
Es deseable que cada grupo de unidades tenga un número de clientes y una demanda
similar para que la distribución de las tareas en cada territorio sea lo más equitativa
posible. Finalmente, el objetivo principal es que los grupos formados tengan una
forma geográfica “compacta” para que las unidades de cada grupo se encuentren lo
más cerca posible entre ellas. A este problema se le denomina Diseño de Territorios
Comerciales. En la Figura 1.1 se observa un ejemplo de un diseño territorial.
1
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Figura 1.1: Ejemplo de diseño territorial donde cada territorio es representado por
un color. Pueden existir limitaciones naturales como en este caso lo son los lagos que
se muestran de color azul.
1.2 Propuesta
En sistemas territoriales, la métrica de distancia más comúnmente utilizada en
la literatura para medir la distancia entre dos puntos dados de una red es la distancia
euclideana; sin embargo, una métrica más representativa seŕıa el de la distancia de
red que considera como medida la longitud de la ruta más corta entre dos puntos.
Es claro que esta medida está más asociada a las distancias de ruteo del producto,
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que será definido en el Caṕıtulo 2.
En diversas ocasiones, es posible sustituir la distancia euclideana por la dis-
tancia de red sin mayores complicaciones. Sin embargo, en nuestro caso espećıfico
de diseño territorial, esta sustitución no es válida debido precisamente a las restric-
ciones de conectividad territorial. En trabajos anteriores [44, 51] se ha trabajado con
la métrica euclideana debido a que es mucho más tratable en los métodos de solución
desarrollados.
En este trabajo, una primera contribución es precisamente hacer un tratado
del problema de diseño territorial considerando la métrica de distancias de red, lo
cual desde luego, representa un reto mayor desde la perspectiva tanto de modelaje
como de desarrollo de técnicas eficientes de solución.
En la Figura 3.1 podemos observar un ejemplo de compacidad donde la parte
izquierda muestra un grupo de unidades compacto a diferencia de la parte derecha
donde vemos que el grupo tiene una forma más alargada y por ende, las unidades
del mismo tienen una lejańıa mayor entre ellas.
Otra contribución adicional es la de introducir en la decisión los costos de
ruteo. En los trabajos desarrollados anteriormente [5, 6, 44, 46], se ha considerado
únicamente el aspecto de minimizar la dispersión territorial, enfocados solamente
en la fase de diseño, ignorando los costos de ruteo completamente. Aún cuando
para la compañ́ıa la compacidad territorial es un criterio mucho más predominante
que los costos de ruteo, la idea es proporcionar información adicional que permita
evaluar o distinguir los diferentes costos de ruteo entre diferentes planes territoriales
con medidas de compacidad similares. De tal forma, se propone un método que en
primera instancia se enfoca en construir planes territoriales compactos y en seguida
trata de mejorarlos considerando no únicamente el criterio de dispersión sino también
el criterio de costo de ruteo.
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1.3 Motivación y Justificación
Como ya mencionamos, trabajos anteriores hacen uso de la distancia euclideana
en la formación de los territorios. Sin embargo, el uso de un método de solución
basado en una métrica de distancia euclideana no es totalmente efectivo para resolver








Figura 1.2: Podemos observar a la izquierda que la dispersión con respecto a la
distancia euclideana es totalmente diferente a la dispersión con respecto a la distancia
de red. A la derecha vemos que al menos una unidad de la ruta más corta entre alguna
pareja de unidades puede no pertenecer al mismo grupo.
La razón de esta aseveración radica en que existen dos casos que ocurren en
la solución de un problema cuando han sido resueltos por un método basado en
distancia euclideana. En la Figura 1.2 podemos observar ambos casos. El primer caso
se observa cuando un territorio es compacto con respecto a la distancia euclideana,
y no con respecto a la distancia de red, ya que existe una amplia diferencia entre
ellas. Puede ser que una unidad se encuentra cerca de alguna(s) otra(s) con respecto
a la distancia euclideana, pero pueden estar muy alejadas entre śı con respecto a
la distancia de red. El segundo caso se presenta cuando una unidad pertenece a un
territorio, pero no todas las unidades de su ruta más corta, con respecto a alguna(s)
otra(s) unidad(es) básica(s), se encuentran en el mismo territorio. Esto ocasionaŕıa
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un conflicto debido al requerimiento de conectividad que la empresa ha fijado.
Es de gran importancia mencionar que el uso de la distancia de red facilitará la
introducción de este nuevo objetivo en el problema. Además, destacamos que para
la empresa es importante tener una evaluación de costos de ruteo, ya que ese es
su giro comercial. Resolver una combinación de diseño territorial con ruteo no es
nada sencillo, es por esto que recurrimos al área de las heuŕısticas para contruir una
herramienta de solución eficiente.
1.4 Objetivos
Principalmente, el objetivo de este trabajo es construir un método de solución
que resuelva eficientemente el enfoque de la distancia de red. De esta manera, se
estaŕıa contribuyendo con un enfoque más realista en el diseño de territorios comer-
ciales y particularmente en este problema.
La introducción de costos de ruteo a nuestro problema es un mayor reto, debido
al escaso trabajo que se ha encontrado en la literatura. Nuestro objetivo, en este
ámbito, es introducirlos durante el proceso de decisión de nuestro método de solución.
La diversidad de soluciones es clave para un tomador de decisiones, de esta
forma, este trabajo pretende llenar esa necesidad entregando tanto soluciones orien-
tadas a la compacidad como soluciones orientadas a la reducción de costos de ruteo.
1.5 Estructura de la Tesis
Este trabajo se encuentra dividido en seis caṕıtulos que describiremos breve-
mente. El Caṕıtulo 2 presenta el marco teórico que se encuentra detrás de la ela-
boración de este trabajo aśı como lo que hasta el momento se ha realizado en la
literatura en relación a nuestro problema. En el Caṕıtulo 3, el problema es descrito
de forma más profunda y técnica para que de esta manera, podamos emplear con-
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ceptos matemáticos que facilitan tanto el análisis como el empleo de técnicas para
la resolución del problema. Nuestro método de solución se encuentra descrito total-
mente en el Caṕıtulo 4. La implementación computacional del mismo se analiza en
el Caṕıtulo 5. Finalmente, el Caṕıtulo 6 contiene las conclusiones de nuestro estudio
y las posibles ramas que pueden surgir a partir del mismo. Al final del trabajo, se
encuentra un apéndice que describe detalladamente el método empleado de ramifi-
cación y corte par la resolución del Problema del Agente Viajero (TSP por sus siglas
en inglés), el cual fue utilizado para calcular los costos de ruteo en un plan territorial
dado. Es decir, una vez que se conoce un diseño territorial, calcular su costo de ruteo
involucra la solución de un problema de agente viajero por cada territorio.
Caṕıtulo 2
Antecedentes y Marco Teórico
2.1 Teoŕıa de Grafos
La teoŕıa de grafos es el estudio de estructuras (denominadas grafos) que
pueden representar diversos tipos de redes del mundo real. Algunos ejemplos pueden
ser las carreteras entre ciudades, la internet o una red eléctrica, entre otras. Repre-
sentar fenómenos o formas del mundo real con grafos, puede ser muy beneficioso
debido a las propiedades que poseen estas estructuras. Describiremos algunas defini-
ciones y conceptos básicos (que pueden encontrarse en los textos de Diestel [14],
Tutte [49] y Gross y Yellen [24]) que nos serán de utilidad durante el desarrollo de
nuestro trabajo.
2.1.1 Definiciones y Conceptos
Un grafo, G = (V,E), es una estructura formada por dos conjuntos V y E,
donde V es el conjunto de nodos y E el conjunto de aristas. La Figura 2.1 nos
muestra un ejemplo de un grafo.
Un vértice o nodo es la unidad fundamental de la cual se conforma un grafo.
Estas unidades pueden representar diferentes conceptos, dependiendo del enfoque
que se le dé. Por ejemplo, en este trabajo cada nodo representa una unidad (una
manzana de la ciudad), en cadenas de Markov, cada nodo representa un estado de
transición, y aśı podemos describir diversos casos.
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j ∈ V
i ∈ V
(i, j) ∈ E
G(V,E)
Figura 2.1: Ejemplo de un grafo.
Una arista representa un enlace entre dos nodos del grafo. Estos enlaces re-
saltan una relación que comparten dos nodos. A éstas se les puede asociar un peso
dependiendo del significado del enlace. Un ejemplo sencillo es observar que una arista
entre dos ciudades existe si hay una carretera que las une. El peso asociado, en este
caso, es la distancia en kilómetros entre ambas ciudades. Cada arista es representada
como una pareja de nodos; por ejemplo, si entre i y j existe una arista, ésta es (i, j).
Un grafo no dirigido es un grafo constituido por un conjunto de aristas.
Un subgrafo es un grafo que está formado por un subconjunto de nodos del grafo
original y por un subconjunto de aristas, también del grafo original. Sea G = (V,E)
un grafo, donde V es el conjunto de nodos y E es el conjunto de aristas, se dice que
G′ = (V ′, E ′) es subgrafo de G si E ′ ⊆ E y V ′ ⊆ V .
Una caminata o camino de i a j, dentro de un grafo, es un un conjunto de
nodos que enlazan a i y a j a través de sus arcos o aristas.
Un grafo es conexo si para cualquiera dos nodos i y j, existe al menos un
camino que lleve de i a j.
Un grafo es plano si puede ser dibujado en un plano sin que sus aristas se
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intersequen.
Una ruta es un camino sin nodos ni aristas repetidas.
Una caminata hamiltoniana es un caminata en la que todos los nodos de un
grafo son visitados exactamente una vez.
Un ciclo hamiltoniano, como el que se muestra en la Figura 2.2, es una caminata
hamiltoniana donde las aristas forman un ciclo.
Figura 2.2: Ejemplo de un ciclo hamiltoniano donde las aristas punteadas son los
miembros del ciclo.
2.1.2 Rutas y Métricas de Distancia
La relación de lejańıa entre dos nodos de un grafo puede ser establecida de
diversas maneras. A esto es a lo que denominamos métrica de distancia. La métri-
ca más común es la distancia euclideana. Ésta es calculada (dentro del plano de
dos dimensiones) utilizando las coordenadas geográficas (x, y) de los puntos i y
j. Es representada por la longitud de la recta que los une, de esta manera dij =
√
(xi − xj)2 + (yi − yj)2. Además, se sabe que la distancia euclideana es la distancia
más corta que puede haber entre dos nodos o puntos.
La ruta más corta entre dos nodos, i y j, no es más que la ruta de menor costo
entre ellos, representada por Tij . El costo de la ruta es la suma de todos los pesos
de las aristas presentes en la misma y es representado por tij . Al costo de esta ruta
se le denomina distancia de red. la cual se muestra en la Figura 2.3.










Tik = {i, l,m, k}
Figura 2.3: Ejemplo de la métrica de distancia de red: Las aristas punteadas repre-
sentan la ruta más corta entre los nodos i y k.
Las distancias de red proveen un costo de distancia más cercano al de la dis-
tancia real (en nuestro caso, la distancia entre las manzanas de la ciudad) debido a
que manejan el costo de ir de un nodo a otro a lo largo de la ruta en la red. En la
distancia euclideana, por otro lado, no se considera que a partir de un nodo se puede
llegar a otro, sólo se considera el costo. En la Figura 2.4 observamos la diferencia







Figura 2.4: Comparación entre la distancia de red y la distancia euclideana.
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2.1.3 Algoritmos para Obtener la Ruta más Corta
Existen diversos algoritmos que permiten calcular la ruta más corta de un nodo
a algún otro dentro de un grafo. En esta sección mostraremos dos: el algoritmo de
Dijkstra y el algoritmo de Floyd-Warshall.
El algoritmo de Dijkstra [15] es un algoritmo para calcular la ruta más corta
entre un nodo dado del grafo a todos los demás. La idea consiste en explorar todas
las rutas partiendo del nodo fuente s y que llevan a todos los demás nodos; cuando se
obtiene la ruta más corta, el algoritmo se detiene. El único inconveniente es que no
trabaja con grafos que contienen aristas o arcos con peso negativo, esto es debido a
que el algoritmo selecciona siempre el nodo con distancia menor al origen, y algunos
nodos que podŕıan bajar el costo general de la ruta pueden quedar excluidos en
iteraciones próximas al pasar por una arista o arco con costo negativo. Sea V el
conjunto de nodos y E el conjunto de aristas del grafo G = (V,E), sea cij el costo de
la arista (i, j) ∈ E, dij la distancia más corta entre i y j y fij el nodo padre de j con
respecto al nodo i, i, j ∈ V . Sea s ∈ V el nodo fuente y P la lista de prioridad de
los demás nodos. El pseudo código del algoritmo de Dijkstra se muestra en la Figura
2.5.
El algoritmo de Floyd-Warshall [20] calcula la ruta más corta entre todos los
pares de nodos del grafo. La metodoloǵıa consiste en tomar una pareja de nodos y
observar si la distancia entre ellos puede disminuir si se pasa a través de cualquier
otro nodo convirtiéndose este último en el predecesor. De esta misma manera, se
continúa analizando para todos los demás nodos. Al final se asegura la ruta más
corta entre cada par de ellos. Sea V el conjunto de nodos y E el conjunto de aristas
del grafo G = (V,E), sea cij el costo de la arista (i, j) ∈ E, dij la distancia más corta
entre i y j y fij el nodo padre de j con respecto al nodo i, i, j ∈ V . El algoritmo de
Floyd-Warshall se muestra en la Figura 2.6.
Antecedentes y Marco Teórico 12
Dijkstra (s)
Input: : G = (V,E): Grafo; s: Nodo fuente
Output: : R(v): Ruta más corta entre s y v, ∀v ∈ V
1: dsv ←∞, fsv ← −1, ∀v ∈ V ;
2: dss = 0, P = V ;
3: a← s;
4: while (P 6= ∅) do
5: for (v adyacente a a) do
6: if (dsv > dsa + cav) then
7: dsv ← dsa + cav;
8: fsv ← a;
9: end if
10: end for
11: a← cualquier nodo en P adyacente a s;
12: end while
13: return R(v), ∀v ∈ V ;
Figura 2.5: Algoritmo de Dijkstra.
2.1.4 Funciones de dispersión
Una función de dispersión mide o evalúa qué tan cerca se encuentran entre
śı los nodos de un grafo. Existen diversas funciones que lo hacen de manera distinta:
p-centro, p-mediana, diámetro, por mencionar las más comúnes.
Para nuestro problema, como ya hemos mencionado, utilizaremos la métrica
de la ruta más corta para medir la distancia entre dos nodos, aśı que cuando se
mencione la palabra distancia realmente se refiere al costo de la ruta más corta entre
dos nodos.
La función de p-centro mide el máximo de las distancias entre el centro y los
demás nodos. Sea c el centro del k-ésimo subgrafo,Gk = (Vk, Ek) ⊂ G = (V,E),
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Floyd-Warshall ()
Input: G = (V,E): Grafo
Output: R(i, j): Ruta más corta entre i y j, ∀i, j ∈ V
1: dij ←∞, fij ← −1, ∀i, j ∈ V ;
2: dii ← 0;
3: dij ← cij ; fij ← i, ∀(i, j) ∈ E;
4: for (k ← 1, ..., |V |) do
5: for (i← 1, ..., |V |) do
6: for (j ← 1, ..., |V |) do
7: if (dij > dik + dkj) then
8: dij ← dik + dkj;





14: return R(i, j), ∀i, j ∈ V ;
Figura 2.6: Algoritmo de Floyd-Warshall.
entonces la dispersión del territorio Vk está dada por := máx
i∈Vp
{tic}.
La p-mediana es muy similar al p-centro, solo que mide la suma de las distancias
entre el centro y los demás nodos. De esta manera, sea c el centro del k-ésimo





El diámetro no necesita un centro, simplemente mide la distancia máxima entre
todos los pares de nodos. Aśı, diámetro := máx
i,j∈V
{tij}.
La Figura 2.7 muestra una comparación entre cada función de dispersión antes des-
critas.



















Figura 2.7: Comparación entre diversas funciones de dispersión.
2.2 Diseño Territorial
El diseño territorial o diseño de territorios consiste en agrupar unidades geo-
grácas en segmentos geográficos de mayor tamaño denominados territorios. Los te-
rritorios deben estar diseñados de acuerdo a las necesidades y requerimientos del
tomador de decisiones. Kalcsics, Nickel y Schröder [33] describen y desarrollan una
herramienta con diversos algoritmos que resuelvan problemas de diseño territorial
de manera general y básica. También presentan “bloques básicos” para la modela-
ción básica de los problemas de diseño territorial. Generalmente, la unidad básica
o unidad de cobertura es la parte esencial de la que están compuestos los territo-
rios. Ejemplos de estas unidades son condados, áreas postales, manzanas, etc. Estas
unidades tienen atributos cuantificables asignados denominados actividades.
En algunos casos, los territorios son formados a partir de un centro, el cual
puede ser una unidad básica asignada al vendedor en un diseño de territorios de
ventas, aunque simplemente puede ser utilizado como una estrategia para construir
el territorio sin que tenga un significado trascendente. Generalmente se requiere un
número p de territorios designado por el tomador de decisiones, además de una
asignación única de unidades básicas a cada uno.
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El problema de diseño territorial puede encontrarse en diversas áreas y aplica-
ciones: diseño de territorios poĺıticos [22, 31], diseño de territorios escolares [7, 28],
diseño de territorios de servicios [4], diseño de territorios de ventas [19, 32], etc.
Cada problema en particular trae consigo objetivos y requerimientos diferen-
tes. Por ejemplo, para un problema de diseño de territorios de ventas la compaci-
dad representa un objetivo importante, pero además, espećıficamente se deseaŕıan
territorios en los cuales se maximizará la ganancia. En un problema de territorios
comerciales, el balanceo con respecto a diversas actividades es un requerimiento in-
dispensable. La conexidad es importante para los problemas anteriores pero incluso
para formar distritos de enerǵıa, donde obviamente la red de distribución es suma-
mente indispensable para poder transportar la enerǵıa en cada territorio.
Diversos métodos de solución han sido utilizados para resolver algunos de estos
problemas. De éstos destacamos dos, que han jugado un papel muy importante en
la historia de los probelmas de diseño territorial:
1. Método de localización y asignación. Hess y Samuels [29] propusieron este
método de solución heuŕıstico a un problema de diseño de territorios poĺıticos
el cual modelaron como un problema p-mediana. Para este problema, existen
p instalaciones (centros) que deben ser ubicadas a las cuales se les asignará las
demás instalaciones (unidades básicas). La fase de localización se refiere a la
configuración de los centros, mientras que la fase de asignación puede ser vista
como un problema de asignación capacitado. La ventaja de este método radi-
ca en que ambas fases son independientes y son implementadas simultánea e
iterativamente hasta que se obtenga un resultado satisfactorio. Generalmente,
al finalizar la fase de asignación existen unidades básicas que se encuentran
asignadas en dos o más centros, llamadas unidades división, y esto genera un
problema de separación para asignar estas unidades solamente a un centro.
En esta aplicación, se propuso una regla simple de “desempate” en la cual se
asignaba la unidad al centro que “poséıa” la mayor parte de la misma. Final-
mente, encontraron que una tasa de m/p ≥ 20 (donde m es el número promedio
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de unidades división por territorio) era suficiente para obtener territorios que
no excedieran el 10% de su tamaño ideal.
2. Métodos divisionales. Podemos mencionar el método de dicotomı́as sucesivas
de Forrest [21] y el método de cuñas cortantes de Chance [9]. En el primero,
la ideas es particionar iterativamente la región en pequeños y cada vez más
pequeños subproblemas, donde cada subproblema es definido por un conjunto
de unidades básicas y el número de territorios en que este subconjunto debe
ser particionado. En el segundo, cada territorio tiene forma de una rebanada
de pastel y por ende, toca el centro y la frontera completa del territorio. Obser-
vando la forma de los territorios es obvio que este enfoque no toma en cuenta
la compacidad de los mismos.
Kalcsiks, Nickel y Schröder [33] también proponen dos heuŕısticas para la resolu-
ción de un problema de diseño territorial. Una de ellas es basada en localización-
asignación, en la cual hacen una contribución para resolver el problema de separación
mediante programación dinámica, basado en el hecho de que no existen ciclos (se
asume que el grafo de separación es un árbol). La segunda, es particionar el problema
en subproblemas hasta que cada uno de éstos pueda ser resuelto eficientemente. Este
es el método de las dicotomı́as sucesivas. El hecho de que estos métodos se traten de
integrar para resolver cualquier tipo de problema de diseño territorial, provee una
gran contribución al área, pero definitivamente existe aún mucho por hacer para esta
gran problemática. En el resto de la sección se describirán algunas de las diversas
áreas del diseño territorial, además de los diferentes problemas que se tratan tanto
en el área comercial, como en el área industrial y gubernamental.
2.2.1 Diseño de Territorios Poĺıticos y Escolares
El problema de diseño territorios poĺıticos es visto como el problema de dividir
una zona geográfica poĺıtica, como un estado o ciudad, en zonas de menor tamaño
donde se elige a un candidato poĺıtico. Si bien existen muchos intereses dentro de
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la formación de estos territorios, lo que se pretende es tener una partición con una
cantidad de población casi equitativa en cada uno. En el pasado, la formación de
estos territorios ha sido manipulada por los poĺıticos que se encontraban en el poder
para favorecer a algún candidato y de esta manera, seguir oprimiendo a las minoŕıas
que surgen dentro de la población del lugar.
En la historia de este problema existe un caso particular muy famoso, en el
que el ĺıder poĺıtico del momento, Elbridge Gerry, gobernador del estado de Mas-
sachusetts en los Estados Unidos, propone territorios de forma de salamandra para
ganar una ventaja electoral. Debido al nombre del gobernador en aquel tiempo se le
denominó a esta práctica como gerrymandering [33].
Para evitar la práctica de gerrymandering, se han instituido comisiones que
actúan independientemente del gobierno. Los criterios con los que una zona es divi-
dida dependen de las especificaciones y leyes de cada región. En la literatura podemos
ver las diferencias de los criterios que se utilizan para la formación de territorios,
aśı como de las metodoloǵıas de solución utilizadas.
En 1965, Hess et al. [30] abordan un problema de redistriteo que por orden de
la Suprema Corte, en el estado de Delaware se realizaron tareas de recolectar datos
de redistriteos de otros estados para definir los criterios que se tomaŕıan en cuenta
para formar los nuevos distritos. Al final consideraron tres: igualdad de población,
conexidad y compacidad. Identificaron a la localización de almacenes y asignación
de clientes a ellos como análoga al problema de construir distritos, donde para medir
la compacidad utilizaron la suma de los cuadrados de las distancias entre cada per-
sona y su centro, además de que las capacidades de los almacenes deben ser casi
iguales (igual población en cada distrito). Para resolver este problema emplearon
una heuŕıstica que resuelve la localización de almacenes y la asignación de clientes.
Básicamente la heuŕıstica asigna centros aleatorios y resuelve un problema de trans-
porte para asignar los clientes a cada centro (almacén). Al final se rechazan las
soluciones no conexas y se escoge la de mejor compacidad. La aplición de este méto-
do para la construcción de estos distritos en Delaware fue totalmente aceptada por la
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Corte debido a que la compacidad fue menor en comparación a sus distritos actuales,
además de tener distritos con un número similar de personas.
Un trabajo similar es presentado por Garfinkel y Nemhauser [22] quienes uti-
lizan las unidades poblacionales como elemento indivisible. Su método de solución
emplea dos fases: en la primera se generan soluciones factibles con respecto a la
conexidad, compacidad y un balanceo de población. En la segunda se encuentra un
conjunto de M distritos factibles que cubren solamente una unidad de población. El
objetivo principal es el balance de los territorios, y es en la segunda fase donde se
combinan los distritos generados en la primera para minimizar la maxima desviación
de población. Para medir la compacidad utilizan una medida de distancia excluyente;
de esta manera si la distancia entre los centros de dos unidades i y k, d(i, k) es mayor
que una distancia, ya definida como excluyente, e(i, k) entonces deben estar asigna-
dos en distritos diferentes. El método fue aplicado en tres problemas diferentes en
donde el primero fue muy fácil de resolver y no hubo necesidad de aplicar la dis-
tancia excluyente. En el segundo caso no obtuvieron una respuesta exitosa debido
a que se introdujo un número muy grande de distancias excluyentes dando como
consecuencia un tiempo de cómputo muy alto o se obteńıan soluciones que no eran
factibles. Finalemente, en el tercer problema se resolvio un caso de 37 condados y se
obtuvieron 4 distritos.
Como vemos, los criterios de conexidad, compacidad y de balance poblacional
son comunes para este tipo de problemas. Al momento de asignar clientes a distritos
éstos pueden ser asignados en más de uno (a esto se le denomina comúnmente como
nodos división), Hojati [31] tiene como uno de sus objetivos obtener el mı́nimo
número de nodos división. La metodoloǵıa empleada es de tres fases: en la fase 1
utiliza la relajación lagrangiana de un modelo de localización de almacenes para
determinar los centros de los distritos, en la fase 2 utiliza el problema de transporte
para asignar las unidades de población a los centros y en la fase 3 resuelve el problema
de asignar los nodos división a un solo distrito. Lo que se destaca de este trabajo,
además del uso de la relajación lagrangiana para encontrar centros, es el empleo de
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una secuencia de problemas de transporte capacitado para resolver la asignación de
unidades división.
Ricca y Simeone [43] presentan un modelo de particionamiento de grafos cone-
xos con múltiples objetivos. Tales criterios son: igualdad de población, compacidad y
conformidad de fronteras administrativas (tomar en cuenta fronteras administrativas
que actualmente existen). Presentan una comparación de cuatro metaheuŕısticas:
descenso, búsqueda tabú, recocido simulado y la aceptación del solterón. De todas
éstas, sólo el método del descenso es el que no arroja resultados favorables.
El problema de diseño de territorios escolares es definido como la especificación
del grupo de estudiantes que asistirán a una escuela. Los principales criterios que
se toman en cuenta para este tipo de problemas generalmente son: capacidad de las
instalaciones escolares, igualdad en la usanza de las escuelas, la distancia de viaje
de entre los estudiantes y las escuelas, buena accesibilidad y un balanceo racial.
Ferland y Guénette [18] formulan un modelo donde utlizan un grafo con di-
versas escuelas en él, tomando en cuenta las calles de la ciudad como aristas, donde
los nodos representan las intersecciones entre ellas. Aśı, el problema de formación
de distritos escolares es asignar aristas a las escuelas. Los criterios que se deben
satisfacer son los siguientes: cada estudiante debe ser asignado a una escuela, la
capacidad de cada clase, cada estudiante debe ir a la misma escuela año con año,
los sectores escolares deben ser contiguos para que los estudiantes del mismo barrio
puedan ser asignados a la misma escuela, además de facilitar la asignación de auto-
buses escolares. Su aportación es un sistema que pueda ser utilizado año con año.
Este sistema recibe de entrada los nodos, arcos y calles, los cuales fueron obtenidos
del departamento de la junta escolar de transporte.
Otro problema que se presenta con los distritos escolares es el redistriteo. Caro
et al. [7] lo definen como al ajuste de las fronteras de un sistema escolar. Es muy
necesario debido al crecimiento que se presenta en la población. Los autores mezclan
la programación entera con las herramientas de los Sistemas Geográficos de Infor-
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mación (GIS por sus siglas en inglés) para facilitar su uso a las escuelas debido a
los diversos y cambiantes criterios que se pueden encontrar durante un redistriteo.
Este sistema fue implementado en dos regiones escolares de la ciudad de Philadel-
phia, EUA: Fels y Olney. Para la primera región se logró asignar a casi el 100% de
los estudiantes a su primer o segunda escuela más cercana. Para la región Olney se
logró asignar del 78% al 93% de los estudiantes a su primera o segunda escuela más
cercana.
2.2.2 Diseño de Territorios de Ventas
Los territorios de ventas generalmente son territorios a los cuales se les asigna
un vendedor que tiene que recorrelos por completo. Esta asignación implica que
diversos criterios deban ser considerados: la compacidad, el número de clientes, la
demanda total, el esfuerzo de cada vendedor, territorios potenciales de ventas, dis-
minuir la distancia que un vendedor necesita recorrer, maximizar la ganancia, obtener
territorios balanceados con respecto a una o más actividades, por mencionar algunos.
Este problema se ha visto en la literatura incluso desde los años 60’s cuando la necesi-
dad de crear dichos territorios para cubrir la demanda surǵıa, además de reducir los
grandes costos que se generaban en responder a una venta.
El diseño de territorios de ventas también puede ser establecido para vende-
dores que hacen llamadas para realizar sus ventas. Shanker, Turners y Zoltners [47]
abordan este tipo de enfoque e introdujeron un procedimiento para resolver dos
problemas que surǵıan en la época: la definición de fronteras, determinar cuales
clientes son asignados a cada vendedor, y la frecuencia de llamadas, qué tan segui-
do un vendedor debe llamar a un cliente. Como se observa, estos problemas son
muy diferentes, mientras uno es más compatible para las decisiones administrativas,
el segundo depende de las habilidades del vendedor. El procedimiento consiste en
construir primero, una matriz de mercado F de dimensiones m × p, clientes por
vendedores, donde cada posición fij es el esfuerzo que hace el vendedor j para hacer
un venta con el cliente i. Asociada a esta matriz de esfuerzo F otra matriz se le suma,
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B, en la cual el término bij representa si el vendedor j llama al cliente i. La columna
de F que define el territorio del vendedor j no es más que la intersección de B con
otra matriz, Bj , en la cual se encuentran muchas más asignaciones territoriales de
clientes candidatas para el vendedor j. De esta manera bjk es un vector columna,
donde cada una define un territorio potencial para el vendedor j. Cada columna de
la matriz B puede ser caracterizada por Rj , la respuesta total esperada de ventas
obtenida del vendedor j con el esfuerzo descrito por la matriz F para sus clientes.
A partir de este concepto, también podemos describir Rjk como la respuesta total
esperada de ventas para cada territorio candidato en la matriz Bj del vendedor j.
A partir de aqúı, la metodoloǵıa sigue los siguientes pasos:
1. Generar un conjunto Nj de asignaciones territoriales B
j para el vendedor j.
Las restricciones de carga de trabajo son introducidas aqúı, (a) utilizando un
juicio administrativo ó (b) usando un objectivo aproximado para la demanada
potencial.
2. Evaluar la respuesta de venta Rjk para cada territorio candidato y determinar
el nivel óptimo de llamadas para cada candidato.
3. Repetir los pasos anteriores para j = 1, 2, ..., p
4. Seleccionar los p territorios de la matriz de mercado que maximizan el total de
ventas para cada vendedor.
Los modelos de partición de conjuntos son comúnmente utilizados para repre-
sentar y resolver un problema de territorios de ventas. Kalcsics et al. [32] proponen
un modelo orientado a localización de instalaciones, formulado como un problema
m-mediana capacitado. Para cada vendedor es asignada una unidad de cobertura
de ventas (SCU) y aśı mismo, cada territorio es formado por un subconjunto de
SCU’s. El objetivo es encontrar un número dado m de nuevos territorios de ventas
minimizando la suma de distancias de los SCU’s hacia la ubicación correspondiente
del vendedor dentro del territorio al cual pertenecen. La medida de los territorios
Antecedentes y Marco Teórico 22
está limitada tanto inferior como superiormente con respecto a una actividad. Para
resolver problemas a gran escala desarrollaron una heuŕıstica donde la posición inicial
(SP) de los vendedores es obtenida resolviendo un problema continuo de localización
de m-instalaciones. El procedimiento heuŕıstico está basado en un intercambio com-
binado y en una búsqueda de entornos variables (VNS): después de haber obtenido
la configuración inicial de SP’s, se comienza a intercambiar SCU’s del mismo te-
rritorio con el SP actual para tratar de mejorar la solución (se utilizan SCU’s del
mismo territorio ya que la configuración inicial ya es muy buena). La nueva solución
es aceptada si aunque sea infactible es más balanceada, o ambas es factible y la
suma de las distancias es menor. Los resultados computacionales muestran buenas
soluciones cuando se emplea la VNS para problemas de gran escala.
Hess y Samuels [29] realizan una comparación entre las diferentes medidas
de actividad debido a que construyeron una heuŕıstica (GEOLINE) que recibe de
entrada el tipo de actividad y los centros iniciales. La complejidad de este algoritmo
depende del cálculo que se realiza con las diferentes actividades. Mencionan que su
algoritmo GEOLINE no construye territorios geográficamente compactos, pero si los
construye compactos en relación a su medida de actividad. Entre las actividades que
compararon se encuentran: el número de llamadas de ventas, el potencial de ventas,
las ventas y algunas combinaciones ponderadas entre ellas. Las implementaciones
de su heuŕıstica permitió a las compañ́ıas encontrar beneficios sin necesidad de rea-
lizar un estudio completo, además de darles la oportunidad de utilizar diferentes
actividades.
Zoltners y Sinha [53] revisaron algunas formulaciones de este problema hasta
1983 y proponen una formulación donde cada territorio tiene la estructura de un
árbol jerárquico de adyacencia de SCU’s y donde el centro es el nodo ráız. Las
aristas representan v́ıas reales factibles. Para crear estas estructuras, los autores
desarrollaron una base de datos que puede leer las carreteras interestatales de los
Estados Unidos. También, hacen uso de la ruta más cortas entre las SCU’s para
utilizar con eficiencia la base de datos. El uso de las rutas más cortas establece un
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ŕıgido acceso y uso restricciones de contigüidad. Los posibles objetivos pueden ser:
minimizar el tiempo de viaje, las interrupciones o maximizar las ganancias.
Un problema de territorios de ventas a gran escala es abordado por Fleischmann
y Paraschis [19] en un problema muy particular en Alemania a finales de los 80’s.
Los territorios deben cumplir tres requerimientos: ser lo más uniforme posible entre
ellos, ser de forma compacta y disjuntos entre śı y finalmente, el procedimiento de
solución debe ser lo más automático posible, esto es, sin necesidad de un gran esfuerzo
para adaptaciones posteriores. Utilizan un enfoque de localización-asignación, lo cual
apunta a que el último requerimiento se convierte en la resolución eficiente de nodos
división después de la fase de asignación. Para resolver eficientemente esta fase,
primero realizan asignaciones parciales hasta que el criterio de balance sea roto.
Después, implementan un teorema que permite fijar la mayoŕıa de las asignaciones
parciales. Este procedimiento se repite hasta que todos los nodos división hayan sido
resueltos.
Finalmente, Drexl y Haase [16] trabajan un problema muy interesante sobre
la ubicación estratégica del equipo de ventas que a su vez, involucra la resolución
simultánea de cuatro subproblemas: determinación del número de vendedores, loca-
lización de los vendedores, diseño de territorios de ventas y la asignación de recursos
de ventas. En su trabajo modelan el problema cubriendo los cuatro subproblemas
e implementan métodos de aproximación capaces de resolver instancias del mundo
real a gran escala. Estos métodos de aproximación se resumen en una heuŕıstica
desarrollada por ellos: primero realizan una localización inicial de vendedores para
un número dado de ellos. Después intentan alternar estas localizaciones para obte-
ner mejores soluciones. La construcción de territorios de ventas se realiza a partir
de aqúı, lo hacen de manera voraz asignando SCU’s al vendedor al cual le resulte
menos costoso en la función objetivo. Este procedimiento se repite para un número
diferente de vendedores. Finalizada la construcción, realizan intercambios de SCU’s
para mejorar la solución. La asignación se recursos de ventas se realiza una vez que
los territorios hayan sido establecidos.
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2.2.3 Diseño de Territorios de Servicios y Otros
El diseño de territorios de servicios generalmente considera los servicios médi-
cos, de bomberos, de la polićıa, etc. Los criterios vaŕıan según cada caso en particular,
pero la cantidad de población es un factor determinante y común en estos casos.
La cuestión de asignar poblaciones a los hospitales es de importancia trascen-
dental, ya que la vida de millones de personas puede depender de la distancia donde
se encuentran con respecto al hospital. Pezzella y Nicoletti [41] enfrentan un pro-
blema de construir distritos de salud. Para representar la región, se utiliza un grafo
G = (V,E), donde las unidades básicas que serán combinadas, los condados, son
representadas por el conjunto de nodos N . Los arcos entre dos nodos son el camino
más corto, si existe, sin pasar a través de otros condados. De estos n condados, m
tienen un hospital. De esta manera, cada distrito hospitalario posee al menos un
condado que contiene un hospital. Para formar los distritos de salud, utilizan dos
pasos: en el primero, a través de programación matemática, determinan los distri-
tos hospitalarios óptimos tomando en cuenta la demanada y la capacidad de camas
de los hospitales. El segundo paso es formar distritos de salud agregando distritos
hospitalarios tomando en cuenta cotas inferiores y superiores de población de cada
uno.
Bertolazzi, Bianco y Ricciardelli [4] tratan con la construcción de distritos
de emergencias (el departamento de bomberos y las ambulancias) en la ciudad de
Roma. Lo que se desea es asignar unidades de emergencia a zonas (distritos) de
manera que puedan responder efectivamente cuando se les necesiten a menos que se
encuentren ocupadas. Las unidades básicas son llamadas átomos y tienen asociado
una fracción de llamadas de alarma generadas en la región considerada. Las unidades
de emergencia no suelen estar en un solo lugar aśı que se hace uso de una matriz
de localización para describir la distribución de las unidades. Finalmente, lo que
se busca es asignar cada llamada de alarma a cada estación y de esta manera, se
forman los distritos de emergencia. Proponen un modelo de programación entera el
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cual resuelven mediente un algoritmo iterativo.
Para los departamentos de polićıa es importante particionar las ciudades en
territorios denominados comunmente jurisdiciones. D’Amico et al. [12] trabajan con
un caso de estudio para fijar territorios (jurisdicciones) donde para cada uno, un
óptimo número de patrullas es asignado, teniendo en cuenta diversos criterios que
convierten a cada territorio en “bueno”.
Un problema muy particular es el denominado diseño territorial del sistema
de enerǵıa eléctrica (EPDP por sus siglas en inglés). Bergey, Ragsdale y Hoskote
[3] abordan este problema debido a la creciente demanda y competencia de este
sector en los páıses occidentales. Existen dos factores muy importantes dentro de
este particular problema: la enerǵıa fluye a través de la red f́ısica y no existe manera
de almacenar la enerǵıa eléctrica. Esto trae como consecuencia la existencia de una
coordinación para satisfacer la demanda en tiempo real. Es por esto que debe haber
algunas consideraciones con que lidear:
1. Coordinar el env́ıo y entrega para la red centralizada con los proveedores y
compradores descentralizados.
2. Definir derechos de propiedad que sean divisibles para una red común indivi-
sible de transportaćıón.
3. Establecer poĺıticas de precio (precio nodal o precio por zona).
4. Facilitar la competencia en el nivel local de distribución.
Los puntos de suministro en la red eléctrica se les representa como nodos; a
partir de estos puntos se distribuye la enerǵıa a los vecindarios, comercios y zonas
industriales. Debido a los altos costos de distribución, mantenimiento y demás gastos
relacionados es requerido que las zonas a las que se les distribuye la enerǵıa sean
administradas por una sola entidad. Este EPDP está modelado como un problema
bi-objetivo: la desviación de la ganancia total del diseño territorial y la compacidad.
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Un requerimiento necesario es la conexidad de los territorios, esto para la distribu-
ción de la enerǵıa eléctrica. El método de solución que emplean es un algoritmo
genético donde el operador de mutación utiliza una serie de movimientos nodales
(un nodo es movido a otro territorio vecino). Esto limita el número de movimientos
a nodos frontera (nodos que se encuentra en la frontera de un territorio con otro). La
aplicación del método se realizó en el sistema eléctrico de Ghana donde se conside-
raron cuatro criterios: ganancia potencial, dispersión del área geográfica, dispersión
de los clientes y claridad en la fijación de los ĺımites de los distritos.
2.2.4 Diseño de Territorios Comerciales
Los problemas de diseño de territorios comerciales son similares a los de terri-
torios de ventas. En este caso no es asignado un centro para algún vendedor sino
simplemente es un medio utilizado para construir los territorios y tener una medida
de compacidad. Espećıficamente este problema ha sido tratado para construir terri-
torios para una empresa distribuidora de bebidas. Diversos enfoques con diferentes
requerimientos son descritos en este apartado.
Una empresa embotelladora tiene la necesidad de realizar un diseño territorial
para la distribución de sus productos, Vargas-Suárez, Ŕıos-Mercado y López [51]
abordan este problema. Este problema consta de tres medidas de actividad asociadas
a cada unidad básica: número de clientes, demanda y carga de trabajo, además de
asignaciones forzosas de algunas unidades a ciertos territorios. No se considera la
compacidad, además de que el número de territorios no es fijo, sino que se mantiene
como una variable del problema. Para resolver este problema implementaron una
metaheuŕıstica GRASP donde la finalidad es minimizar la desviación con respecto
a metas determinadas de cada una de las actividades.
Ŕıos-Mercado y Fernández [44] estudian una extensión de este problema y pro-
ponen una metaheuŕıstica GRASP como método de solución. Como necesidad, la
empresa desea que los territorios que se construyan tengan un balance con respecto
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a tres medidas de actividad: La demanda, el número de clientes y la carga de traba-
jo. Para poder distribuir los productos, se requiere además que los territorios sean
conexos y en gran medida compactos. El número total de territorios es dado por
la empresa. Cabe señalar que este enfoque es basado en distancia euclideana y la
medida de dispersión utilizada es la de p-centro. El método GRASP consta de la fase
de construcción y la fase de post-procesamiento. En la primera, dada una iteración y
a partir de un territorio parcial, se decide si se añade una unidad básica no asignada
o se cierra el territorio y se abre uno nuevo. Al final de la construcción puede que se
hayan abierto más de los territorios deseados o incluso en menor cantidad. Si este
es el caso, se aplica una fase de ajuste donde se dividen o se mezclan los territorios
hasta llegar al número deseado. La fase de postprocesamiento describe una búsqueda
local en la cual una unidad básica i es movida al territorio de la unidad j, donde (i, j)
representa un arco del grafo original, y de esta manera se mantiene la conexidad.
Caballero-Hernández, Ŕıos-Mercado y López [6] y Caballero-Hernández et al.
[5] introducen las restricciones de asignación conjunta. Estas restricciones aseguran
que ciertas parejas de unidades básicas deben ser asignadas en un mismo territorio.
Proponen un método GRASP que debido a las restricciones de asignación conjunta,
emplean una fase de preproceso para calcular las rutas más cortas entre las unidades
básicas que deben ser asignadas en un mismo territorio y aśı elegir una de ellas
aleatoriamente. La fase de construcción comienza con esta rutas calculadas como
territorios en śı. Los nodos que no fueron asignados a estas rutas representan un
“territorio unitario”. Con esto se pretende mantener la conexidad en el desarrollo
del algoritmo. En la fase de construcción los territorios se van fusionando hasta
obtener el número deseado de ellos. Emplean una búsqueda local similar a Ŕıos-
Mercado y Fernández [44], pero también introducen otra de intercambio de parejas
de nodales.
A diferencia del enfoque de p-centro, Segura-Ramiro et al. [46] introducen la
modelación del problema como p-mediana. Otra diferencia muy significativa es el
método de solución empleado: una heuŕıstica basada en localización y asignación de
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instalaciones. En la fase de localización se encuentra una configuración de centros,
esto proporciona que los territorios que se encuentren sean de buena calidad. Esta
fase es aplicada nuevamente después de la fase de asignación hasta que no haya
mejora. En la fase de asignación, se reformula el modelo y se relaja la integralidad
de las variables, de esta manera lo que se obtiene es simplemente un problema
de transporte. Debido a la continuidad de las variables, una unidad básica pudo
haber sido asignada a dos o más territorios, a esto se le conoce como problema
de separación. Para resolver este problema toman dos aspectos a seguir: proponen
un procedimiento heuŕıstico que intenta en primera instancia reparar conexidad si
acaso hubiera alguna violación, y posteriormente se fija en violaciones de balanceo y
dispersión para determinar la asignación de las unidades divididas. Una asignación
que haga un territorio no conexo es descartada inmediatamente y el objetivo es
obtener territorios compactos.
2.2.5 Diseño Territorial y Ruteo
El ruteo de veh́ıculos es la asignación de rutas de clientes a una flotilla de
veh́ıculos repartidores donde cada ruta solo es servida por un veh́ıculo y además,
comienza y termina en el centro de distribución [48]. El diseño territorial y el ruteo
tienen mucho en común, pero existe una diferencia fundamental: el diseño territorial
envuelve criterios más globales, los cuáles lo relacionan a servir objetivos a niveles
administrativos y gerenciales. Además, el diseño territorial proporciona un marco
de referencia para el ruteo. En śı, el ruteo proporciona un diseño territorial, pero
debido a su naturaleza muchos requerimientos del diseño territorial quedan fuera de
su alcance.
Los problemas de diseño de territorios escolares pueden tener muy cercana
relación con los problemas de ruteo debido a la necesidad de trazar las rutas de los
autobuses escolares. Chapleau, Ferland y Rousseau [10] determinan primero segmen-
tos con el número de estudiantes y después una ruta y las paradas de los autobuses
son establecidas. En la red, los estudiantes se localizan en las aristas (calles) y cada
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nodo representa una parada de autobús. Todos los estudiantes de una arista son
asignados al mismo nodo más cercano. Los empates son rotos al azar. El objetivo
principal es minimizar el número de paradas de autobús y la distancia recorrida.
Para esto, definen una métrica de distancia entre dos nodos (2.1) diferente a la
euclideana (ver Figura 2.8) con la cual comienzan a construir segmentos eĺıpticos
con el eje mayor en dirección a la ubicación de la escuela. El número de segmentos
generados fue obtenido dividiendo el número de estudiantes con la capacidad de la
ruta. Al principio permitiron que los segmentos violaran la capacidad de la ruta has-
ta cierto punto, pero en el siguiente paso aplicaron algoritmos de intercambio para
obtener una solución factible y en segundo lugar para obtener segmentos compactos.
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Figura 2.8: Distancia definida por Chapleau donde el ángulo θ juega un papel im-
portante para las diferentes ponderaciones de las distancias según la escuela.
Muyldermans et al. [39] abordan un problema de esparcimiento de sal en com-
binación con diseño territorial. El problema de esparcimiento de sal puede verse
como un problema de ruteo con arcos capacitado, debido a que los camiones que dis-
tribuyen la sal tienen una capacidad limitada. Este problema surge en las ciudades en
las que el hielo se acumula en las calles y carreteras. Las rutas para el esparcimiento
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de la sal son organizadas t́ıpicamente por distritos o territorios y son categorizadas
en dos tipos: cobertura preventiva y cobertura sanitaria. La cobertura preventiva
se realiza antes de que las calles estén cubiertas de hielo y la cobertura sanitaria
por ende, se realiza cuando las calles están ya cubiertas por hielo. Es por esto que
se requiere el doble de la cantidad de sal. Cattrysse, Van Oudheusden y Lotan [8]
y Van Oudheusden, Cattrysse y Lotan [50] demostraron que para el problema de
esparcimiento de sal, el diseño territorial provee un mejor desenvolvimiento para el
ruteo. La metodoloǵıa de solución propuesta por Muyldermans está basada en el
enfoque de ciclos elementales. Para formar los ciclos elementales se debe tomar un
grafo plano euleriano [34] y después aplicar el patrón del tablero de ajedrez, asignar
con un color a un ciclo elemental y a los ciclos que tienen una arista en común con
éste se les asigna otro color, y de esta manera formar una partición. Esta partición
del grafo es caracterizada por una gran número de ciclos muy pequeños en donde
cada arista pertenece solo a un ciclo (solo tomando en cuenta un color) como indica
























Figura 2.9: Ejemplo de ciclos elementales. (a) Caras finitas de una grafo euleriano
(b) Patrón de tablero de ajedrez (ciclos elementales) (c) Grafo 2-coloreable dual.
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conjunto de caras de tal manera que cada arista pertenezca solo a un ciclo. A estos
ciclos seleccionados (caras) se les denomina ciclos elementales. A partir de aqúı, se
puede construir un grafo dual en el cual cada cara del primal corresponde a un nodo
en el dual. Una arista en el dual implica que dos caras en el primal tienen al menos
una arista en común. El grafo dual es por ende planar y debido a que el primal tiene
todos sus nodos de grado par, no tiene circuitos con un número de aristas impar.
Es a partir de este grafo dual que se aplican cuatro etapas de la metodoloǵıa de
solución donde a cada centro de distribución le son asignados los ciclos elementales
y de esta manera se construyen los territorios que a su vez incluyen las rutas para
la distribución de la sal en las carreteras.
En un problema para diseñar rutas de transportes escolares, Haugland, Ho y
Laporte [28] consideran construir territorios para problemas de ruteos de veh́ıculos,
es decir, cada territorio es servido por un solo veh́ıculo. Este enfoque es utilizado
debido a que las demandas son consideradas estocásticas. La demanda es conocida
después de que los territorios son formados y se construye un plan de viaje dentro
de cada uno. Los territorios se mantienen fijos debido a que es considerado que las
fronteras de un territorio tienden a permanecer sin cambio a lo largo del tiempo a
diferencia de la demanda que cambia a diario. El problema es presentado de manera
que en el primer estado las decisiones de ruteo (demandas) son modeladas de forma
estocástica, de aqúı el objetivo es construir territorios de manera que los costos de
ruteo son minimizados. Además, puede ser modelado como un problema estocástico
de dos etapas con recurso introduciendo una cota superior del costo total de ruteo en
cada territorio. Para resolver el problema utilizan un algoritmo de búsqueda tabú y
una heuŕıstica de multiestrella. Los movimientos de la búsqueda local (intercambio
simple e intercambio de parejas) son de nodos frontera para mantener la conexidad
y respetando la cota superior de la demanda.
El problema de transporte fue utilizado por Marlin [37] para resolver un pro-
blema de diseño territorial en el cual se pretende que un número fijo de consultores
de prevención de pérdidas (LPC’s) presten servicio a empresas en una gran área
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comprendida en Estados Unidos y Canadá. Cada territorio es denominado “recorri-
do” y representa un año de trabajo de un hombre, mientras que a cada empresa se le
llama facilidad de riesgo. Para el desarrollo de los recorridos tomaron en cuenta dos
pasos: asignar facilidades de riesgos a un recorrido, y secuenciarlas para propósitos
de calendarización y asignación. Como el mismo autor menciona este problema es
análogo a un problema de ruteo, pero al momento de secuenciar las facilidades, la
asignación a cada recorrido ya fue hecha. El problema de transporte es reformulado
y resuelto como un problema de flujo de costo mı́nimo mediante el algoritmo “fuera
de la olla” [1]. Al final es necesario resolver un problema de separación para que cada
facilidad de riesgo quede asignada solamente en un recorrido.
Hardy [27] realizó una comparación entre la construcción de territorios para
asignar rutas y el método de ruteo de Clarke-Wright que no es más que el diseño de
rutas que deben ser seguidas para satisfacer la demanda de un área espećıfica. Com-
paró ambos enfoques y encontró que los resultados eran muy similares. El número
de rutas necesario para ambos fue el mismo, aunque la desviación del tiempo de
recorrido fue mejor para el diseño territorial.
Caṕıtulo 3
Planteamiento del Problema
En este caṕıtulo se presenta con mayor detalle al problema abordado en es-
ta tesis. Primeramente se describe el problema y los supuestos tomados en con-
sideración. Posteriormente, se presenta la formulación combinatoria del problema,
seguida por una discusión de sus caracteŕısticas distintivas y su complejidad com-
putacional.
3.1 Supuestos y Descripción del Problema
La compañ́ıa desea agrupar a sus clientes para distribuir sus productos de
manera eficiente. Para conseguir esto, los clientes fueron agregados en una unidad
geográfica: una manzana de la ciudad. De esta manera, una manzana resulta ser más
efectiva en el sentido del número total de unidades básicas a agrupar. Debido a esta
primera agregación de clientes, cada unidad básica tiene asociada dos actividades: el
número total de clientes y la demanda total en dicha manzana. Cada grupo formado
de unidades básicas es denominado territorio. El objetivo de la compañ́ıa es que
estos territorios sean compactos, esto es, que las unidades básicas que pertenecen
a un territorio se encuentren lo más cerca posible entre ellas, tal y como se ilustra
en la Figura 3.1, para que de esta manera se reduzca el recorrido de los camiones
distribuidores. Otra caracteŕıstica de la compacidad es que se reduce el número de
unidades básicas que son adyacentes con unidades de otros territorios, lo cual es de
utilidad para la empresa ya que le permite establecer diferentes estrategias de ventas
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Figura 3.1: Ejemplo de compacidad territorial.
Además de la compacidad, es requerido que los territorios sean balanceados
con respecto a las dos actividades antes mencionadas. Es dif́ıcil obtener territorios
perfectamente balanceados y debido a esto, introducimos un parámetro de tolerancia
que mide la desviación máxima permitida con respecto al valor meta de ambas
actividades. Otro requerimiento importante es el de conectividad territorial, esto
es, se desea formar territorios de tal manera que a partir de una unidad básica se
puede llegar a cualquier otra que se encuentre contenida en el mismo territorio sin
necesidad de salir del mismo, como se ilustra en la Figura 3.2. La conectividad es
esencial debido a la repartición de los productos.
Generalmente, en los problemas de diseño territorial se utiliza una métrica de
distancia euclideana de la cual ya se hablo con anterioridad. Este problema aborda el
uso de la distancia de red, dada por la ruta más corta entre unidades básicas de la red
de distribución, como métrica de distancia. En problemas t́ıpicos de localización el
uso de métricas de distancia, como los son la distancia Euclidea y la distancia de red,
suele ser indistinto debido a que no manejan restricciones de conectividad territorial.
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Diseño de territorios conexo Diseño de territorios no conexo
V2 V2
V1V1
Figura 3.2: Ejemplo de conectividad territorial.
En el modelo propuesto en esta tesis, el incorporar la métrica de distancia de red, con
la restricción de conectividad que restringe a que esta ruta más corta esté contenida
en el territorio, provoca una complejidad algoŕıtmica considerable debido a que esta
distancia de red pasa a ser un parámetro dependiente de la solución. Esto lo podemos
apreciar en el ejemplo de la Figura 3.3. Finalmente, se supone que se trabaja con un










T Sik = {i, l,m, k}
T Sik = {i, j, k}
S
S
Figura 3.3: La distancia de red depende de la solución.
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3.2 Limitaciones del Modelo Euclideano
Antes de abordar el problema con la métrica de distancias de red, se anali-
zó lo que sucedeŕıa si se implementara un método de solución basado en distancia
euclideana y simplemente cambiar la matriz de distancias por la matriz de rutas
más cortas. Para esto, se tomó el método desarrollado en el trabajo de Caballero-














Figura 3.4: Casos que se presentan cuando se utiliza un método basado en distancia
euclideana para resolver un enfoque basado en distancia de red.
Al finalizar la evaluación se encontró que ocurren dos casos no deseables que
se muestran en la Figura 3.4 y además, son descritos a continuación:
1. Sea c(k) el centro del territorio k, sean i y j dos unidades básicas asignadas
al territorio k. Sea tij la distancia de la ruta más corta entre i y j; i, j ∈ V
(el conjunto de todas las unidades). Puede presentarse que dic(k) < djc(k) y
tic(k) > tjc(k).
Planteamiento del Problema 37
No. de Unidades Tolerancia No. de Instancias Violaciones( %)
500 0.05 30 10.3
500 0.10 30 9.8
1000 0.05 30 10.95
1000 0.10 30 10.24
Tabla 3.1: Resultados al resolver un enfoque basado en distancia euclideana usando
las distancias de las rutas más cortas tij en lugar de las distancias euclideanas dij.
Instancias de 500 y 1000 unidades fueron usadas.
2. Sea j ∈ Vk y l ∈ Tjc(k) (ruta más corta entre j y c(k)) tal que l /∈ Vk.
A estos dos casos les denominaremos violaciones. Estas violaciones fueron contabi-
lizadas al término del algoritmo. Para este análisis se ejecutaron 30 réplicas de cuatro
diferentes clases de instancias, dos de 1000 nodos y dos de 500, con tolerancias de
0.10 y 0.05, respectivamente.
En la Tabla 3.1 se observa que alrededor del 10% de los casos que se presen-
tan dentro de un territorio son violaciones. Este porcentaje se obtuvo a través de
la relación entre el número de rutas de cada nodo con su centro y el número de
violaciones presentadas en la solución. De aqúı concluimos que el método de solu-
ción basado en distancias euclideanas no es efectivo resolviendo el enfoque con una
métrica de distancia de red. Es por esto que el desarrollo de un nuevo modelo es
necesario para implementar la métrica de distancias de red.
3.3 Formulación del Problema
En general, podemos representar nuestra red de distribución mediante un grafo
plano G = (V,E) no dirigido, donde V es el conjunto de nodos y E el conjunto de
aristas. De ahora en adelante una unidad básica representará un nodo de la red
de distribución. Una arista, (i, j) ∈ E, entre dos manzanas representa la existencia
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de una conexión directa entre ellas (Figura 3.5). El peso de cada arista (i, j) ∈ E
está definido por la distancia euclideana dij. Como se dijo antes, cada nodo tiene
asignado dos actividades, a = 1, 2, el número de clientes y la demanda total. La
medida de la actividad a en el nodo i se representa mediante wai . El número de















Figura 3.5: Representación gráfica de las manzanas de la ciudad.
1, 2, 3, ..., p, entonces wa(Vk) =
∑
i∈Vk
wai , a = 1, 2 representa la medida del territorio Vk
con respecto a la actividad a. Una meta deseable seŕıa obtener territorios que tengan
la medida perfecta con ambas actividades, la cual definimos para la actividad a como:
µa = wa(V )/p. Pero la naturaleza discreta del problema hace que sea prácticamente
imposible obtener territorios con esta medida para cualquiera de las dos actividades
(Figura 3.6). Es por esto que introducimos un parámetro τa como desviación a
la medida perfecta de balanceo µa. De esta manera podemos considerar que un





wai ∈ [(1− τ
a)µa, (1 + τa)µa], a = 1, 2.
Definamos T Vkij como la ruta más corta del nodo i al nodo j en G = (Vk, A(Vk)),
Vk ⊂ V , i, j ∈ V y denotemos a t
Vk
ij como su longitud. existen diferentes medidas de
dispersión territorial. En este caso, se usa una medida de diámetro dada por:
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X = (X1, X2, . . . , Xp), X es una p-partición (3.2)
wa(Xk) ∈ [(1− τ)
aµa, (1 + τ)aµa] , a = 1, 2; k = 1, ..., p (3.3)
G = (Xk, E(Xk)) es conexo ∀ k = 1, . . . , p (3.4)
donde (3.1) es la función objetivo en la cual se requiere minimizar la dispersión
basada en la medida del diámetro, (3.5) asegura una p-partición,(3.3) describe el
balance de los territorios y (3.4) establece que cada uno de ellos debe ser conexo.










Diseño balanceado Diseño no balanceado
w(V ) = 76, p = 2, µ = 76/2 = 38, τ = 0.05










Figura 3.6: Ilustración del concepto de balanceo territorial.
3.4 Costos de Ruteo
En un problema de ruteo es de interés encontrar un conjunto de rutas para
un determinado número de flotillas de veh́ıculos partiendo cada uno desde un nodo
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central de abasto, visitando a los clientes y regresando al nodo central. Cada una
de estas rutas en cierta medida define también un territorio el cual consta de los
nodos visitados. Sin embargo, este tipo de territorios, por lo general, no cumplen
con el criterio de compacidad deseado por la empresa (ver Figura 3.7). Es debido a
esto que necesitamos construir las rutas de manera diferente. Como hemos visto en
nustra revisión de la literatura, el ruteo puede formar parte de una segunda etapa de
implentación justo después del diseño territorial para diseñar rutas que satisfagan
la demanda. Aunque en la práctica la empresa le da una importancia mayor al
criterio de compacidad que al costo de ruteo, y aśı ha sido reflejado en los trabajos
desarrollados previamente, la idea central de esta tesis es la de proponer un modelo
que incorpore una medida de costos de ruteo con una cierta penalización definida
por el usuario la cual dependerá del grado de importancia deseado con respecto a la
medida de dispersión. Este modelo puede además ayudar a discernir, entre una serie
de diseños territoriales con medida de dispersión muy similar, aquéllos que sean más
atractivos desde el punto de vista del ruteo del producto.
0
Figura 3.7: Ruteo de veh́ıculos.
En particular cada territorio puede ser tomado como una red de distribución
conexa, de esta manera podemos calcular el costo de visitar a cada unidad básica que
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pertenecen al mismo territorio. Ahora, podemos definir otro objetivo, minimizar los
costos de visitar a cada unidad básica en los territorios construidos. En este problema
consideraremos solo los costos de visita internos en cada territorio, donde además,
se tomará en cuenta los costos de llegada y de salidad del territorio con respecto al
centro de distribución (ver Figura 3.8). Comúnmente estaŕıamos hablando de resolver
0
V
V = V ∪ {0}
Figura 3.8: Costos de ruteo para cada territorio.
un problema del agente viajero (TSP por sus siglas en inglés) para cada territorio,
pero dada la condición de que nuestra red de distribución es considerada como un
grafo planar (que no es completo) no necesariamente podemos obtener un recorrido
en cada territorio. Haciendo una pequeña transformación en las condiciones de un
TSP, sustituir la matriz de distancias por la matriz de rutas más cortas, obtenemos
lo que se conoce en la literatura como el Problema del Agente Viajero con Múltiples
Visitas (TSPM por sus siglas en inglés). No es de nuestro interés obtener recorridos
en cada territorio sino como ya vimos, evaluar el costo de recorrer todo el territorio
aunque se visiten algunos nodos en más de una ocasión. De aqúı, podemos establecer
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donde TSPM(Xk) representa la longitud óptima del TSPM en el subgrafo Xk∪{0},
E(Xk ∪ {0}) ) con 0 representando al centro de distribución. Este costo está dado





π(i)π(i+1), donde π(i) representa al nodo de
la posición i en la permutación π y Θ(Xk) es el conjunto de todas las posibles
permutaciones de Xk ∪ {0}.
3.5 Complejidad Computacional
La complejidad computacional se refiere al estudio de los recursos que requiere
el cómputo de un algoritmo para resolver un problema. Generalmente, se estudian
dos recursos: el tiempo y el espacio. El tiempo se relaciona con el número y tipo
de pasos de ejecución del algoritmo, mientras que el espacio se refiere a la cantidad
de memoria utilizada. Algunos de los conceptos que utilizaremos en esta sección se
encuentran descritos con mayor detalle en el texto de Papadimitriou y Steiglitz [40].
Un problema de decisión es una pregunta que se puede responder con si o no.
Problemas de complejidad similar suelen pertenecer a la misma clase. Entre éstas las
más comúnes son: la clase P y la clase NP . La clase P consta de todos los problemas
de decisión que pueden ser resueltos mediante un algoritmo determinista de tiempo
polinomial, en cambio, la clase NP consta de los problemas de decisión que solo
pueden ser resueltos mediante un algoritmo no determinista en tiempo polinomial,
donde un algoritmo determinista es aquel en el que existe solo una alternativa para
encontrar la solución, mientras que en un algoritmo no determinista existen varias
alternativas.
A grandes rasgos, un problema es NP -completo si pertenece a la clase NP
y además, todos los demás problemas de la clase NP pueden ser transformados
polinomialmente al problema en cuestión. Cuando todos los problemas de la clase
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NP pueden ser transformados a un problema en cuestión y no se puede argumentar
que este mismo problema pertenezca a la clase NP , se dice entonces que el problema
es NP -duro, ya que es al menos tan dif́ıcil como todos los problemas de la clase NP .
Para demostrar que un problema es NP -duro no es necesario transformar todos
los problemas de la clase NP al problema en cuestión, sino que se puede utilizar el
método que se conoce como reducción. Este método consiste en tomar una instancia
del problema A (que se conoce es NP -duro) y transformarla en una instancia del
problema B que pueda ser resuelta por un algoritmo que resuelva las instancias del
problema B.
El problema abordado en esta tesis es un problema de Diseño de Territorios
Comerciales con restricciones de conectividad, distancias de red y costos de ruteo.
Para simplificar la notación lo denominaremos TDP-CR.
Una manera de demostrar que nuestro problema es NP -duro es reducir polino-
mialmente el Problema del Agente Viajero (TSP) al TDP-CR. Para esto, tomaremos
una instancia particular del TDP-CR y mostraremos que ésta corresponde a un pro-
blema NP -duro. En nuestro caso, consideremos el caso especial de TDP-CR donde
p = 1, τa = M , donde M es un número muy grande. Con esto desaparecen las
restricciones de balanceo (3.3), de conectividad (3.4) y de número de territorios y
de asignación (3.5). El problema resultante es simplemente encontrar un tour de
mı́nimo recorrido que visite a todos los nodos en V ∪ {0}. Este caso especial del
TDP-CR corresponde precisamente al conocido Problema del Agente Viajero (en
n + 1 vértices), el cual es conocido que es NP -duro [26]. Con esto concluimos que
TDP-CR es al menos tan dif́ıcil como el TSP y por ende TDP-CR es NP -duro.
Caṕıtulo 4
Método de solución
Como observamos, nuestro problema pertenece a la clase de los NP-duro. Da-
do el tamaño de las instancias que se pretenden resolver y el hecho de que se tiene
conocimiento que aún las versiones más simplificadas del problemas (por ejemplo,
dispersión basada en distancia euclideana sin costsos de ruteo) tienen muchas di-
ficultades en resolverse en forma exacta como programas enteros mixtos lineales,
más allá de los 100 nodos se propone una metaheuŕıstica como método de solución.
Las metaheuŕısticas son métodos de solución que controlan una interacción entre
procedimientos de mejora local y estrategias de mayor nivel para crear un proceso
capaz de escapar de un óptimo local y realizar una búsqueda robusta del espacio de
soluciones [23]. Un procedimiento metaheuŕıstico muy conocido es el Procedimiento
de Búsqueda Adaptativo, Voraz y Aleatorizado (GRASP, por sus siglas en inglés),
desarrollado por Feo y Resende [17], el cual es un procedimiento multiarranque en el
que cada arranque corresponde a una iteración. En cada una de estas iteraciones en-
contramos dos fases: la fase de construcción, que se encarga de obtener una solución
factible de alta calidad; y la fase de mejora o postprocesamiento, que busca mejorar
la solución obtenida en la primera. Se ha encontrado que el método GRASP es muy
efectivo al momento de ser implementado en problemas combinatorios. En nuestro
caso, el problema de considerar la conectividad en la solución puede resolverse cons-
truyendo soluciones que ya lo sean, y de esta manera, mantenerla durante todo el
proceso. La estructura del GRASP nos permite establecer este enfoque.
Otro punto importante es que la fase de construcción está basada en una fun-
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ción voraz que solamente considera la dispersión, además de un término relacionado
con las infactibilidades de las restricciones de balanceo (3.3). Esto se debe a que la
empresa se encuentra muy interesada en obtener territorios compactos. Es a partir
de aqúı, que se pretende establecer la evaluación de los costos de ruteo que irán
mejorando durante la fase de postprocesamiento para que de esta manera no se in-
cumpla el criterio de la compacidad. Al finalizar la fase de construcción es posible
que el número de territorios construidos sea mayor o menor a p. Es por esto que
introducimos una fase de ajuste antes de comenzar con la fase dos del algoritmo.
Por otra parte, la fase de mejora consiste en una búsqueda local en donde la fun-
ción de mérito incluye los mismos dos términos de la función voraz y adicionalmente
un tercer término que evalúa los costos de ruteo. En las secciones de este caṕıtu-
lo, describiremos con detalle cada uno de los componentes del algoritmo GRASP
propuesto.
4.1 Fase de Construcción
La fase de construcción de nuestro algoritmo GRASP (mostrado en la Figura
4.1) está basada en el trabajo de Ŕıos-Mercado y Fernández [44] en el cual, la función
voraz se encuentra formada de dos términos: el primero que corresponde a la medida
de compacidad y el segundo que indica la suma de infactibilidades con respecto
a las restricciones de balance de las actividades. El método considera, a partir de
una iteración dada, un territorio parcial e intenta ya sea asignarle un nodo que no
ha sido considerado ó cerrar el territorio actual y comenzar uno nuevo. En este
procedimiento de construcción sustituiremos la matriz de distancias euclideanas,
dij , por la matriz de rutas más cortas, tij, del grafo original. El motivo principal
es obtener los territorios contruidos en el menor tiempo posible para compensar
los recálculos de rutas más cortas en la fase de postprocesamiento. Lo mismo es
considerado para los costos de ruteo, los cuales son evaluados al final de la fase
(Paso 7).
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GRASP (NumIt, α)
Input: NumIt: Número de iteraciones
α: Parámetro de calidad de RCL
Output: S∗: Mejor solución
1: S∗ ← ∅;
2: for (i = 1, ..., NumIt) do
3: (S1, S2, ..., Sq)← Construcción (α);
4: if (q 6= p) then
5: (S1, S2, ..., Sp)← Ajuste (S, q);
6: end if
7: EvaluaciónRuteoExacto (S);
8: S ← Postprocesamiento (S);
9: if (S mejor que S∗) then




Figura 4.1: Algoritmo GRASP.
En el Paso 3 se lleva a cabo la fase constructiva la cual se describe a con-
tinuación. Formalmente, sea Vk el territorio que actualmente se está construyen-






wai representa la medida del territorio, a = 1, 2. Decimos que si un
nodo aún no ha sido asignado a algún territorio, es un nodo candidato. Entonces,
sea v ∈ V un nodo candidato, definimos su función voraz como:
φ(v) = λFk(v) + (1− λ)Gk(v), (4.1)
donde










Figura 4.2: Inserción de un nodo al territorio Vq actualmente abierto.





con gak(v) = (1/µ
a) máx {wa(Vk ∪ {v})− (1 + τ
a)µa, 0}, es la suma de las infactibili-
dades con respecto a las restricciones de balance. Cabe señalar que gak(v) representa
las infactibilidades con respecto a la cota superior de las restricciones de balance de
la actividad a. Finalmente, 0 ≤ λ ≤ 1.
Un componente importante de un GRASP es la lista restringida de candidatos
(RCL por sus siglas en inglés), de esta manera solo los candidadtos más prometedores
a mejorar la solución son escogidos. Hay dos maneras de construirla: por cardinalidad
y por umbral de calidad. La lista por umbral de calidad es utilizada más comúnmente
en este tipo de procedimientos y nuestro caso no es la excepción. Para aceptar a un
nodo como potencial candidato debe estar dentro de este umbral que se define de
la siguiente manera: sea Vq nuestro territorio actual, y N(Vq) representa el conjunto
de nodos vecinos candidatos del territorio Vq. Definimos a Φmı́n := mı́n
v∈N(Vq)
{φ(v)} y
a Φmáx := máx
v∈N(Vq)
{φ(v)} de manera que RCL:= {j ∈ N(Vq) : φ(j) ∈ [Φmı́n,Φmı́n +
α(Φmáx − Φmı́n)]}. El parámetro α es un parámetro de calidad que nos permite
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establecer un umbral donde podemos encontrar soluciones de mayor calidad. Este
parámetro es definido por el usuario, comúnmente por experimentación.
Construcción (α)
Input: α: Parámetro de calidad
Output: S = {V1, V2, ..., Vq}: Diseño territorial
1: q ← 1, V ← V ;
2: v ← arg mı́n{|N i| : i ∈ V };
3: Vq ← {v};
4: V ← V \ {v};
5: while (V 6= ∅) do
6: N(Vq)← conjunto de vecinos de Vq;
7: Φmı́n ← mı́n {φ(v) : v ∈ N(Vq)}, Φmáx ← máx {φ(v) : v ∈ N(Vq)};
8: RCL ← {j ∈ N(Vq) : φ(j) ∈ [Φmı́n,Φmı́n + α(Φmáx − Φmı́n)]};
9: Escoger v ∈ RCL aleatoriamente;
10: Vq ← Vq ∪ {v}, V ← V \ {v};
11: if (∃ ∈ {1, 2} tal que wa(Vq) > (1 + τ
a)µa) then
12: q ← q + 1;
13: v ← arg mı́n{|N i| : i ∈ V };
14: Vq ← {v};
15: V ← V \ {v}
16: end if
17: end while
18: return S = {V1, V2, ..., Vq}
Figura 4.3: Fase de Construcción.
Luego, escogemos un nodo v ∈ RCL aleatoriamente para insertarlo en nuestro
territorio actualmente abierto, Vq = Vq ∪ {v} como se muestra en la Figura 4.2. Es
en este punto cuando se comprueba si un territorio ha violado las restricciones de
balanceo con respecto a la cota superior, si wa(Vq) > ρ(1 + τ
a)µa, para al menos
un a = 1, 2, y donde ρ > 0 es un parámetro de ajuste que da mayor flexibilidad
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a etapas posteriores, entonces se decide cerrar el territorio y abrir un nuevo. Este
procedimiento continúa realizándose hasta que q territorios son construidos. El no-
do inicial se toma aleatoriamente entre aquellos de menor grado (ver Paso 2 en el
algoritmo de la Figura 4.3).
4.2 Fase de Ajuste
El procedimiento de construcción no necesariamente termina con una solución
factible. Esto se debe a que el número final de territorios q puede no ser p, además
de no tener territorios totalmente balanceados con respecto a ambas actividades.
Esta fase intenta recuperar la factibilidad de la solución obtenida, con respecto al
tamaño de la partición cuando q 6= p. Se tienen dos situaciones diferentes: si q > p,
se combinan territorios y si q < p, se dividen territorios. Para realizar la operación de
combinar territorios, tomamos el territorio de menor tamaño y lo unimos al territorio
vecino de menor tamaño, donde definimos M(Vi) como el conjunto de ı́ndices de los
territorios vecinos a Vi, esto se realiza iterativamente hasta que q = p. En contraste
con la operación de combinar territorios, dividir un territorio en dos territorios resulta
por śı mismo un TDP con p = 2. Esta operación toma el territorio de mayor tamaño
y lo divide en dos territorios conexos aplicando el mismo algoritmo con p = 2, y
de igual manera, se realiza hasta que q = p. En la Figura 4.4 se observa el pseudo
código de nuestra fase de ajuste.
Ŕıos-Mercado y Fernández [44] obtienen resultados emṕıricos para los cuales
se observa que la operación de dividir territorios se presenta sólo en el 0.4% de los
casos. En la Figura 4.4 podemos observar con mayor detalle el funcionamiento de
esta fase.
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Ajuste (S)
Input: S = {V1, V2, ..., Vq}: Diseño territorial (q-partición)
Output: S = {V1, V2, ..., Vp}: Diseño territorial (p-partición)
1: while (q > p) do





; l = 1, . . . p ;






4: Vk1 ← Vk1 ∪ Vk2;
5: Eliminar Vk2 de S;
6: q ← q − 1;
7: end while
8: while (q < p) do





; l = 1, . . . p ;
10: (V new1 , V
new
2 )← ResolverTDP(Vk, E(Vk), 2);




2 ) en S;
12: q ← q + 1;
13: end while
14: return S = {V1, V2, ..., Vp};
Figura 4.4: Fase de Ajuste.
4.3 Evaluación de Costos de Ruteo
Hay diferentes etapas donde se evalúan los costos de ruteo. por ejemplo, al
final de la fase constructiva o cuando se tiene un diseño particular ya dado. En este
caso, la evaluación del costo de ruteo con territorios ya fijos, se lleva a cabo mediante
la solución de p problemas de agente viajero, uno por cada territorio. En este caso
se emplea un método exacto basado en un esquema de ramificación y corte. Una
descripción más detallada del método se encuentra en el Apéndice A.
En nuestro caso, se empleó el paquete CONCORDE, desarrollado por Apple-
gate et al. [2]. En la Figura 4.5 se ilustra el pseudo-código del procedimiento de
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evaluación, donde SolTSPExacto(H) resuelve un TSP optimamente para el con-
junto de nodos H y además, 0 representa el centro de distribución.
EvaluaciónRuteoExacto (S)
Input: S = {V1, V2, ..., Vp}: Diseño territorial
Output: c: Costo de ruteo
1: c← 0;
2: for (k = 1, . . . , p) do
3: c← c+ SolTSPExacto(Vk ∪ {0});
4: end for
5: return c;
Figura 4.5: Fase de Evaluación exacta de costos de ruteo.
4.4 Búsqueda Local
El vecindario de nuestra búsqueda local N(S) se encuentra dado para todas
las posibles soluciones que se puedan obtener mediante el movimiento de un nodo
(o unidad básica) a otro territorio. Debido a que debemos mantener la conexidad
durante todo momento, no todos los nodos pueden ser movidos y es por esto que
solamente consideramos los nodos que son adyacentes a algún otro nodo en cualquier
otro territorio. La Figura 4.6 explica el movimiento. Sea i un nodo cualquiera, m(i)
representa el territorio actual del nodo i, si existe (i, j) ∈ E tal que m(i) 6= m(j),
entonces podemos intercambiar el nodo i al territorio m(j) si además, la conexidad
de ambos territorios se mantiene después del movimiento.
La búsqueda local se mantiene realizando este tipo de movimientos y en cada
uno se realiza un recálculo de la ruta más corta en los territorios afectados, además
de recalcular los costos de ruteo en los mismos. Cabe señalar, que el recálculo de los
territorios se realiza con dos heuŕısticas diferentes. En el territorio m(i) (de donde
se extrajo el nodo i) simplemente se reconecta el pseudo-recorrido. En el territorio
m(j), qué es donde se introdujo i, se inserta el nodo i de manera que se minimice
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i i
Elegir un nodo candidato de m(i) Elegir un nodo j ∈ m(j), tal que ∃ (i, j) ∈ E






Figura 4.6: Movimiento de la búsqueda local.
el costo del pseudo-recorrido. Ambas pueden observarse en la Figura 4.7. En esta
parte se introdujo un umbral en el que cada l iteraciones se emplea el método de
ramificación y corte para la solución exacta de los costos de ruteo, y de esta manera
permancer cerca de la solución óptima con respecto a los costos de ruteo. En la
Figura 4.8 podemos ver el pseudo código de nuestra búsqueda local.
La primera fase no garantiza factibilidad en las soluciones construidas. Nuestra
búsqueda local pretende mejorar la solución de la primera fase, además de recuperar
la factibilidad de la misma en caso que sea necesario. Es por esto que definimos la
siguiente función de mérito: Sea S = {V1, V2, ..., Vp} una partición de V , entonces
ψ(S) = F (S) + σG(S) + γH(S) (4.2)
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Reconexión de tours




Figura 4.7: Movimientos heuŕısticos para la reconstrucción de recorridos.
donde,


























n(i)n(i+1), donde n(i) representa al nodo de la posición i en la
permutación n ∈ Θ(Vk) que es el conjunto de todas las posibles permutaciones de Vk,
y ga(Vk) = (1/µ
a) máx {wa(Vk)− (1 + τ
a)µa, (1− τa)µa − wa(Vk), 0}, como la suma
de las infactibilidades con respecto a las restricciones de balance. Los parámetros
σ y γ son autoajustables. El parámetro σ aumenta el doble si la solución actual
empeora y disminuye a la mitad si la solución mejora. Para el parámetro γ, se
considera que si un número l de iteraciones consecutivas la solución es infactible, γ
se incrementa al doble, por el contrario, si número l de iteraciones consecutivas la
solución es factible γ disminuye a la mitad. Podemos destacar que tVkij representa el
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Postprocesamiento (S)
Input: S = {V1, V2, ..., Vp}: Diseño territorial
Output: Sbest
1: Sbest ← S;
2: move ← YES;
3: while (move = YES) do
4: move ← NO;
5: N̄ ← N(S);
6: while (N 6= ∅ and move = NO) do
7: S̄ ← Random((N̄));
8: N̄ ← N̄ \ S̄;
9: if (φ(S) < φ(Sbest)) then
10: Sbest ← S̄;





Figura 4.8: Fase de Postprocesamiento: Búsqueda Local.
costo de la ruta más corta entre i y j dentro del territorio Vk y no necesariamente
tVkij = tij, i, j ∈ V . Aśı mismo, TSP (Vk) representa los costos de ruteo del territorio
k que simbólicamente hacen referencia a un “recorrido”, que como mencionamos
anteriormente, utiliza las rutas más cortas entre cada par de nodos, en lugar del
peso de las aristas entre los mismos, para resolver un TSP.
Caṕıtulo 5
Evaluación Computacional
La evaluación computacional es una de las etapas más importantes en la cons-
trucción de un método de solución. En esta etapa es donde se calibran los paráme-
tros del algoritmo construido y donde se evalúa la eficiencia del mismo. Es esencial
establecer un ambiente de experimentación adecuado, además de definir cuales son
los objetivos para poder analizar los resultados adecuadamente y establecer una
conclusión tajante conforme al funcionamiento y calidad del algoritmo de solución.
5.1 Objetivos
Los objetivos de nuestra evaluación computacional se establecen para determi-
nar el funcionamiento idóneo del algoritmo, aśı como medir la calidad y eficiencia
del mismo. Dichos objetivos se enlistan a continuación.
Ajustar los parámetros de nuestro algoritmo para establecer su mejor fun-
cionamiento.
Implementar nuestro algoritmo en diversas instancias y variar los valores de los
parámetros que son considerados fijos para evaluar el desempeño y la robustez
del mismo.
Mostrar la vaĺıa del método como herramienta de apoyo a la toma de decisiones.
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5.2 Escenarios y Ambiente de Experimentación
Las instancias de prueba de este trabajo fueron generados en el trabajo de
Caballero-Hernández et al. [6] y son llamados escenarios DU (debido a que se en-
cuentran basados en la distribución uniforme) que como ellos describen, sirven para
evaluar el problema de una forma más general. Las instancias fueron generadas a
partir de datos reales de la empresa distribuidora de bebidas. Cada instancia se
compone de los nodos, las aristas de la red de distribución, el número de territorios
requeridos y la desviación para cada medida de balanceo. Para todos nuestros ex-
perimentos empleamos instancias de 1000 nodos y una desviación de balance τa de
0.05, a = 1, 2. El número de instancias que se usa en cada experimento es de 15.
El ambiente de experimentación simplemente se refiere al ambiente computa-
cional en el que un algortimo es implementado. Nuestro algoritmo fue codificado
en el lenguaje de programación C++ y ejecutado con el compilador de GNU g++
versión 4.3.2 bajo la distribución Ubuntu 9.04 de Linux en un equipo con Procesador
Intel(R) Core(TM)2 Quad CPU Q6600 de 2.40 GHz.
Algunos factores del algoritmo no serán abordados en este trabajo, pero debido
a que serán utilizados en todos nuestros experimentados, se convierten en parte del
ambiente de experimentación tal es el caso del número de iteraciones del algoritmo
GRASP y del número de iteraciones elegido para el umbral de la implementación
del algoritmo de ramificación y corte en la búsqueda local.
El número de iteraciones de GRASP se ha fijado en 500, dado que en trabajos
anteriores se ha observado que las soluciones de mayor calidad suelen encon-
trarse dentro de este intervalo. Además, nos enfrentemos con la problemática
del costo de tiempo de cómputo.
En la búsqueda local es necesario definir un número de iteraciones para estable-
cer un umbral en el que se decide si se implemente el método de ramificación
y corte o se emplea una heuŕıstica para evalauar los costos de ruteo durante
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el intercambio nodal. Se ha observado un promedio de 200 iteraciones para al
búsqueda local y es por esto que este número de iteraciones l, se ha fijado en
50, debido al gran costo computacional que se requiere.
5.3 Ajuste Paramétrico
Como hemos señalado anteriormente, nuestro algoritmo consta de varios pará-
metros que necesitan ajustarse. Tal es el caso del parámetro α de calidad de la RCL
del GRASP y λ que es el parámetro de la función voraz en la fase de construcción.
El ajuste paramétrico se realizó para instancias con un valor objetivo de p = 40
territorios.
5.3.1 Experimento A: Parámetro α
Este experimento tiene el objetivo de determinar el valor de α, estudiando su
efecto sobre el algoritmo. Para esto, se fijo el valor del parámetro λ = 0.6 debido a la
importancia que tiene el objetivo de compacidad. La búsqueda local se ejecuta hasta
que se encuentra un óptimo local o, en el peor caso, hasta un número de iteraciones
muy grande que en esta caso se ha fijado en 5000.
Para definir el valor del parámetro α decidimos tomar el valor de la mejor
solución encontrada para todos los valores de α y después obtener la desviación
relativa con respecto a cada valor de α, 100×
(fα − fmejor)
fmejor
. Debemos resaltar que
la función objetivo consta de dos componentes: un costo por dispersión y otro por
ruteo.
Recordemos también que el método arroja tres soluciones: Sobj mejor solución
con respecto a la función objetivo original; Sdisp mejor solución con respecto a la
función de dispersión; y Sruteo mejor solución con respecto a la función de costos
de ruteo.
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En la Tabla 5.1 se muestran los resultados que se obtuvieron después de emplear
el algoritmo sobre las 15 instancias. Se muestra el promedio y la desviación estándar
de la desviación relativa para cada α.
α = 0.0 α = 0.1 α = 0.2 α = 0.3 α = 0.4
Sobj
Promedio 3.808 3.443 2.202 3.806 8.479
Desviación 3.501 3.095 1.999 3.427 3.751
Sdisp
Promedio 17.139 13.945 5.218 10.562 20.242
Desviación 12.752 12.063 9.010 9.096 13.988
Sruteo
Promedio 2.254 2.565 3.027 3.762 7.368
Desviación 2.485 2.814 2.592 3.166 2.751
Soluciones Factibles 10 15 15 15 15
Tabla 5.1: Desviación relativa promedio con respecto a la mejor solución para cada
valor de α.
Para establecer el mejor valor de α obervamos la desviación relativa promedio
con respecto al valor objetivo del problema. El menor promedio se consiguió con
α = 0.2, al igual que la menor desviación estándar. Aún más, el menor promedio de
desviación relativa con respecto al término de dispersión también fue para α = 0.2.
Observamos también que para todos los valores de α se encontraron soluciones
factibles, excepto para α = 0 el cual corresponde al costo totalmente voraz. A pesar
que el menor promedio de desviación relativa con respecto al costo de ruteo no fue
para α = 0.2, observamos una gran cercańıa de este valor con el mejor. Por lo
tanto, se decidió establecer el valor de α = 0.2 como un compromiso razonable entre
dispersión y ruteo.
5.3.2 Experimento B: Parámetro λ
El parámetro λ es el parámetro de la función voraz en la cual sólo encontramos
dos términos: la dispersión y un término que representa la suma de las infactibilidades
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con respecto a la cota superior de las restricciones de balanceo (ver sección 4.1).
En la etapa de construcción es muy dif́ıcil encontrar soluciones factibles, es por
esto que ambos términos son de gran importancia. Para determinar el mejor valor
para el parámetro λ se efectuarán ejecuciones del método aplicando únicamente la
fase constructiva para valores de λ ∈ {0.0, 0.2, 0.4, 0.6, 0.8, 1.0} a 15 instancias del
problema. Se mide para cada una su valor de dispersión alcanzado y su infactibilidad
relativa. En la Figura 5.1 se muestra el promedio de infactibilidades relativas para los
diferentes valores de λ. En la Figura 5.2 se muestra el promedio de las desviaciones






















Figura 5.1: Infactibilidades con respecto al parámetro λ.
Como se puede apreciar, tanto el valor de λ = 0.6 como el de λ = 0.8 ofrecen
un buen compromiso para ambos valores de la función voraz. Finalmente, decidimos
establecer a λ = 0.8 como el mejor valor debido a que un mayor peso en la función
voraz ayuda a la construcción de territorios con una mejor medida de dispersión sin
















Figura 5.2: Dispersión con respecto al parámetro λ.
5.3.3 Experimento C: Parámetros σ y γ
Los parámetros σ y γ son parámetros auto ajustables que se encuentran pon-
derando al término del costo de ruteo y al término de infactibilidades en la función
de mérito de la búsqueda local, respectivamente. En esta sección analizaremos el
comportamiento de ambos parámetros considerando casos en los que se mantienen
fijos y el caso en que son autoa justables. La idea es precisamente mostrar la vaĺıa
que tiene el carácter de auto ajuste de los parámetros como estrategia de búsqueda
local.
Los parámetros σ y γ tienen un impacto directo con el número de movimientos
de nuestra búsqueda local (el cual tiene un valor máximo de MAX = 5000), además,
su comportamiento es trascendental para encontrar soluciones factibles. Es por esto
que en algunos casos fijamos el valor del parámetro en uno para identificar el impacto
que tiene éste sobre el algoritmo.
La Tabla 5.2 muestra los resultados de aplicar el procedimiento de búsqueda
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Parámetros Movimientos Soluciones
Ajustable Fijo Búsqueda Local Factibles
σ γ 258 15
σ γ 314 14
γ σ MAX 0
σ γ MAX 0
Tabla 5.2: Funcionamiento de los parámetros σ y γ.
local bajo diferentes condiciones de σ y γ para 15 instancias del problema. En la
primera columna se muestra cuál de los paraámetros se mantuvo fijo y cuál auto
ajustable
Puede apreciarse que cuando los parámetros se auto ajustan durante el trans-
curso del algoritmo siempre se obtiene una solución factible. También observamos
que el número promedio de movimientos de la búsqueda local es de 258. Cuando
fijamos γ, el número de iteraciones aumenta un poco y, además, se encontró un caso
donde la solución es infactible. Fijar este parámetro que pondera las infactibilidades
con respecto al balanceo nos cuesta al momento de obtener las soluciones.
Cuando fijamos σ nos encontramos que la búsqueda local siempre realizaba el
número máximo de movimientos permitidos para la misma. Esto además trae a con-
secuencia que no se puede encontrar una solución factible. Lo mismo ocurrió cuando
fijamos ambos parámetros con el valor de uno.
Los mejores resultados se obtienen cuando a ambos parámetros se les permite
el auto ajuste.
5.4 Evaluación del Algoritmo
Después del ajuste paramétrico se evalúa ahora la eficiencia del algoritmo. Es
importante observar el desempeño de nuestro algoritmo con relación al tiempo de
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ejecución. Es por esto que ejecutamos nuestro algoritmo sobre 15 instancias diferentes
para observar el tiempo de cómputo del mismo. En la Tabla 5.3 podemos observar
el promedio y la desviación estándar de los tiempos de ejecución de cada una de las


















Estándar (s) Promedio ( %)
Construcción 50.18 1.49 2.68
Ajuste 9.21 0.52 0.90
Postprocesamiento 1799.93 239.35 96.42
Total 1866.76 240.25 100
Tabla 5.3: Análisis de los tiempos de ejecución del algoritmo GRASP.
tiempo promedio de nuestro algoritmo fue de 1866.76 segundos con una desviación
estándar de 240.25 segundos, se observa que la fase que más tiempo consume es
la fase de postprocesamiento con un 96.42% del tiempo total. Tanto la fase de
construcción como la fase de ajuste prácticamente permanecen constantes, tienen
una muy pequeña desviación, esto conlleva a que la desviación total del tiempo es
debida en su mayoŕıa a la fase de Postprocesamiento.
En el resto de la sección analizamos el desenvolvimiento de nuestro algoritmo,
además de analizar y comparar las soluciones arrojadas por el mismo. Comprobar o
establecer pautas de robustez del mismo es algo importante, es por esto que analizare-
mos la implementación del algoritmo sobre diversos valores de p (número deseado
de territorios) y τ (desviación permitida del tamaño de los territorios con respecto
a la medida perfecta de balanceo de las actividades nodales). Como experimento
final, presentamos una comparación entre nuestro algoritmo y otro que solo toma en
cuenta la dispersión como objetivo, esto con la finalidad de observar las diferencias
entre las configuraciones de red de ambos tipos de soluciones.
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5.4.1 Experimento D: Diferentes Soluciones
El algoritmo presentado en este trabajo arroja tres tipos distintos de soluciones:
la solución con respecto al mejor valor de la función objetivo (Sobj), la solución con
respecto al mejor valor de dispersión (Sdisp) y la solución con respecto al mejor valor
del costo de ruteo (Sruteo). En este experimento observamos solo una comparación
entre los tres tipos de solución, ya que proveen una variedad para el tomador de
decisiones. Tener varios tipos de soluciones es una ventaja, pero seŕıa aún mejor que
en ese conjunto encontraramos soluciones de calidad.
Sobj Sdisp Sruteo
Dispersión
Promedio 3.40 0 17.87
Desviación 3.85 0 14.65
Costo de Ruteo
Promedio 1.27 3.85 0
Desviación 1.42 2.34 0
Tabla 5.4: Comparación entre los tres tipos de soluciones.
La Tabla 5.4 muestra los valores promedios y la desviación estándar de los
objetivos de dispersión y conto de ruteo para las tres soluciones. Observamos que
Sobj establece un buen compromiso entre ambos objetivos, mientras que Sdisp y
Sruteo aportan el mejor valor para cada uno de los objetivos, respectivamente, sin
perder demasiado en la calidad del otro.
5.4.2 Experimento E: Variación del Parámetro p
El parámetro p es sin duda trascendental para el algoritmo. El valor real de este
parámetro es de alrededor de 40, es por esto que tomamos en cuenta tres diferentes
valores p = 30, p = 40 y p = 50. Al comparar diferentes números de territorios
deseados no podremos comparar las soluciones arrojadas por los mismos, es por esto














































Figura 5.4: Compración de los tiempos de cómputo con los diversos valores de p.
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Se probaron 15 diferentes instancias para cada valor de p, de las cuales se
obtuvo el promedio y además se observó la desviación estándar para cada caso.
En la gráfica de la Figura 5.3 podemos observar que para 30 y 40 territorios
siempre se encuentran soluciones factibles. El problema se comienza a presentar
cuando p = 50 donde encontramos dos soluciones infactibles de las 15 instancias. El
tiempo de cómputo empleado por el algoritmo se incrementa mientras el valor de p
disminuye, como lo observamos en la gráfica de la Figura 5.4.
5.4.3 Experimento F: Variación del Parámetro τ a
Para analizar el efecto que tiene el parámetro τa en el desenvolvimiento del
algoritmo, decidimos emplear diferentes valores del mismo: τa ∈ {0.05, 0.04, 0.03},
a = 1, 2.
τa = 0.05 τa = 0.04 τa = 0.03
Infactibilidad Promedio 0.00000 0.01292 0.19874
Relativa Desviación 0.00000 0.02585 0.22230
Soluciones Factibles 15 10 0
Tabla 5.5: Comparación de los diferentes valores de tolerancia τa.
Lo interesante en esta sección es analizar el alcance de nuestro algoritmo con
respecto a la tolerancia del balanceo territorial. Para ello comparamos la infactibili-
dad relativa y el número de soluciones factibles que se obtuvieron al ejecutar nuestro
algoritmo sobre las 15 instancias para cada valor de τa. Si observamos la Tabla
5.5 nos damos cuenta que para una tolerancia de τa = 0.05 el algoritmo no tiene
problema en encontrar soluciones factibles. Conforme τa disminuye, la dificultad se
incrementa y, como lo vemos, cuando τa = 0.04 el número de soluciones factibles
que se pueden encontrar se va limitando hasta el punto que cuando τa = 0.03, una
solución factible es dif́ıcil de encontrar.
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Como observamos, nuestro algoritmo puede resolver instancias con un valor
τa = 0.05. Si disminuimos este valor, es más dif́ıcil encontrar soluciones factibles
ya que el espacio de soluciones se reduce. Es por esto que cuando τa = 0.03 es
prácticamente imposible obtener una solución.
5.4.4 Experimento G: Mejoras en la Solución del
Algoritmo
Nuestro último experimento compara la solución de nuestro algoritmo (que
considera dispersión y costos de ruteo en el proceso de decisión), al cual llamaremos
ALG2, contra la solución obtenida con un algoritmo que solamente considera la
dispersión durante la formación de territorios, al cual llamaremos ALG1, y al final
se evalúan los costos de ruteo en la solución. De los tres tipos de soluciones que arroja
el algoritmo ALG2 (la solución con respecto al mejor valor de la función objetivo,
la solución con respecto al mejor valor de dispersión y la solución con respecto al
mejor valor del costo de ruteo) solo tomamos en cuenta la solución con respecto al
mejor valor de la función objetivo (Sobj) para este experimento.
En la Tabla 5.6 se resumen los resultados al aplicar los algoritmos ALG1 y
ALG2 a 15 instancias. Las últimas dos columnas reflejan la mejora relativa obtenida
con ALG2 con respecto a ALG1, 100×
(fALG2 − fALG1)
fALG1
, con respecto a la dispersión
y al costo de ruteo.
Es evidente que un valor negativo refleja en realidad un deterioro. Por ejemplo,
para la instancia 1, ALG2 obtiene una solución que mejora en un 67.45 % el costo
de ruteo, auqnue su dispersión se deteriora un 9.29 %
Podemos notar que en la mayoŕıa de los casos las soluciones del algoritmo ALG1
proveen un mejor valor de la dispersión: la máxima mejora del algoritmo ALG2 es
de 5.53 %, mientras que la mı́nima mejora es de −21 %. Con respecto al costo de
ruteo la historia cambia drásticamente. El algoritmo ALG1 arroja evaluaciones muy
altas para el costo de ruteo, en cambio el algoritmo ALG2 provee soluciones que
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mejoran las del algoritmo ALG1 desde un 64.87 % hasta un 72.25 %. En promedio,
la solución del algoritmo ALG2 con respecto a la dispersión se deteriora un 8.51 %,
mientras que con respecto al costo de ruteo tiene una mejora del 67.69 %.
Estos porcentajes nos hacen ver que la naturaleza de exclusión que el algoritmo
ALG1 tiene con respecto al costo de ruteo hace que las soluciones obtenidas no estén
preparadas para una evaluación buena del mismo. Si bien, con el algoritmo ALG2
obtenemos soluciones que pierden, en la mayoŕıa de los casos, un poco con respecto
al criterio de dispersión, si ganan demasiado con respecto a una evaluación del costo
de ruteo.
Este experimento confirmó nuestra hipótesis de que al introducir un término
para la evaluación del costo de ruteo durante el proceso de decisión podŕıamos ob-
tener una buena evaluación sin perder la calidad en el valor de la dispersión. Si
queremos dar un mejor peso a la dispersión no olvidemos que contamos con la
solución Sdisp que nos otorgará el mejor valor con respecto a ella, esto sin perder

























ALG1 ALG2 Mejora ( %)
Dispersión Costo de Ruteo Dispersión Costo de Ruteo Dispersión Costo de Ruteo
1 149.43 55404.96 163.32 18030.40 -9.29 67.45
2 158.41 52416.68 191.68 18156.30 -21.00 65.36
3 165.41 63616.80 190.38 17650.10 -15.09 72.25
4 161.79 50940.50 175.20 17842.60 -8.28 64.97
5 159.25 51564.56 178.84 17685.50 -12.30 65.70
6 166.20 51942.85 163.48 17662.60 1.63 65.99
7 161.60 55233.32 170.77 17641.70 -5.67 68.05
8 155.85 58822.75 180.06 18289.00 -15.53 68.90
9 167.26 52534.79 188.39 16945.70 -12.63 67.74
10 165.13 55283.07 156.00 17732.20 5.53 67.92
11 169.17 56819.06 183.36 17656.70 -8.38 68.92
12 161.78 60735.29 173.22 18106.00 -7.06 70.18
13 160.79 53560.09 175.98 17699.60 -9.44 66.95
14 163.36 54226.95 182.67 17270.10 -11.82 68.15
15 170.82 49771.46 170.33 17483.90 0.28 64.87
Promedio 162.42 54858.21 176.25 17723.49 -8.51 67.69





Este trabajo abordó la idea de introducir una evaluación de costos de ruteo en
un problema de diseño territorial basado en una métrica de distancias de red para
una empresa distribuidora de bebidas de la ciudad de Monterrey, NL, México. En
el estudio de la literatura observamos el vasto trabajo que se ha hecho con respecto
al diseño territorial en sus diferentes ámbitos, pero vemos que el trabajo que se ha
realizado con respecto a la introducción de costos de ruteo en este tipo de problemas
es relativamente poco.
Se estableció un modelo combinatorio para la descripción del problema que fue
formalizada mediante la teoŕıa de grafos. Es aqúı donde se introdujeron los costos de
ruteo en la función objetivo. La evaluación de estos costos no era trivial, es por esto
que observamos primero la estructura de nuestro problema. Detectamos que era más
sencillo realizar una evaluación de costos de ruteo para cada territorio en particular,
por lo cual se introdujo un enfoque del Problema del Agente Viajero (TSP). Otra
observación trascendental fue que estos costos de ruteo realmente no representan un
recorrido del TSP sino simplemente un recorrido en el que cada nodo es visitadodo
al menos una vez.
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Para resolver estos subproblemas de TSP se usó un método de ramificación
y corte que además de proveer lo solución óptima, lo hace en un lapso de tiempo
demasiado pequeño. Esto facilitó la aplicación de esta metodoloǵıa de evaluación de
costos de ruteo.
Se demostró que el problema es NP -duro. Por tanto, se desarrolló un método
heuŕıstico de solución. Este método desarrollado es un algoritmo GRASP basado
en un método de construcción con una métrica de distancias de red sin considerar
los costos de ruteo. La búsqueda local considera la distancia de red como métrica,
además de incluir la evaluación de costos de ruteo en el proceso de decisión. Se
introdujeron además, dos parámetros autoajustables en la función de mérito de la
búsqueda local; uno pondera el término de costos de ruteo y el otro el término de la
suma de infactibilidades. Esto ayudó grandemente al comportamiento del algoritmo,
de manera que un óptimo local era encontrado con rapidez.
Se introdujeron dos heuŕısticas para el recálculo de los costos de ruteo durante
los movimientos de la búsqueda local. Esto debido a que la ejecución del algoritmo
de ramificación y corte era en suma muy costoso. De esta manera se introdujo un
umbral para poder invocar al método exacto cada cierto número de iteraciones y aśı,
conservar la evaluación de los costos de ruteo cerca del valor óptimo de la solución
actual.
El algoritmo diseñado en este trabajo provee tres diferentes soluciones como
lo son: la solución con mejor valor de la función objetivo, la solución con el mejor
valor de dispersión y la solución con el mejor valor del costo de ruteo. Esto provee
de cierta diversidad al tomador de decisiones para escoger la solución que más le
convenga sin perder calidad en las mismas.
Durante la experimentación se ajustaron los parámetros del algoritmo para
después seguir con la evaluación del mismo. Pudimos observar que el costo de ruteo
siempre descendió en cada iteración de la búsqueda local y en cambio, la suma de
infactibilidades tardaba en disminuir. Los diferentes experimentos proporcionaron
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una idea de la calidad del algoritmo. Los tiempos de cómputo son de alrededor de
2000 segundos en promedio. Al comparar las diferentes soluciones del algoritmo, se
observó que la función objetivo realmente proporcionaba un buen compromiso entre
los objetivos de dispersión y costos de ruteo, además de proveer con la solución más
cercana a la factibilidad total.
Con respecto a los parámetros que son definidos por la empresa, en este caso
p (número de territorios) y τa (desviación de la medida perfecta de balanceo de la
actividad a), se realizaron dos experimentos para observar la robustez del algoritmo.
Se concluyó que mientras el valor de p es más grande, más rápidamente se ejecuta el
algoritmo y que mientras el valor de p es más pequeño, la suma de infactibilidades
disminuye. Para el parámetro τa se confirmó que en cuento más pequeño su valor,
es más dif́ıcil obtener soluciones factibles.
Finalmente, nuestro último experimento nos ayudó a tener una idea de la ca-
lidad de nuestro algoritmo. Al compararlo con un algoritmo que solo considera la
dispersión como objetivo, pudimos observar y concluir que cuando consideramos el
costo de ruteo durante el proceso de decisión, la configuración de la solución obtenida
es de mucho mayor calidad. Rotundamente, nuestro algoritmo arrojó mejores solu-
ciones con respecto a la evaluación de los costos de ruteo y valores muy cercanos al
objetivo de la dispersión. De esta manera estamos obteniendo soluciones que pierden
un poco en cuestión de dispersión pero ganan mucho más en cuestión de los costos
de ruteo.
6.2 Contribuciones
Diversas contribuciones pudieron realizarse a lo largo de este trabajo, las cuales
se listan a continuación:
Se logró un entendimiento completo del problema de manera que un enfoque
de distancias de red fue establecido para el mismo.
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Se introdujo un modelo que considera como objetivo una suma ponderada de
la dispersión territorial y los costos de ruteo.
Se desarrolló una metodoloǵıa de solución basada en la metaheuŕıstica GRASP,
donde la fase de construcción aborda un enfoque de distancias de red, y
la búsqueda local enfrentó tanto el recálculo de distancias, como la imple-
mentación de métodos exactos (ramificación y corte) y heuŕısticos para la
evaluación de costos de ruteo.
Se lograron resultados muy satisfactorios con evaluación de costos de ruteo sin
dejar fuera los requerimientos de la empresa. Estos resultados son los primeros
que se obtienen para este problema.
Se desarrolló una herramienta donde se implementó la metodoloǵıa de solución
y los conocimientos adquiridos durante todo el desarrollo del presente trabajo.
Dicha herramienta provee tres soluciones que dan al tomador de decisiones
cierta diversidad, y de esta manera poder elegir la que más se ajuste a sus
necesidades.
6.3 Trabajo a Futuro
Nuestro problema deja abiertas muchas puertas para un posible estudio o ex-
tensión del mismo. Algunas de ellas se listan en esta sección.
6.3.1 Modelo de Programación Entera
Se presentó una formulación de optimización combinatoria del problema. Sin
embargo, para probar soluciones óptimas de instancias pequeñas o inclusive desa-
rrollar esquemas de acotamiento inferior el siguiente paso es el desarrollo del corres-
pondiente modelo de programación entera.
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6.3.2 Mejoras de la Metaheuŕıstica GRASP
La función voraz de la fase de construcción de nuestra metodolóıa GRASP solo
incluye dos términos y ninguno de ellos hace referencia a los costos de ruteo. Aśı, se
puede desarrollar una función voraz en la que eficientemente sean introducidos estos
costos de manera que el tiempo de ejecución del algoritmo no se vea afectado.
Otra parte importante, es considerar la distancia de red dinámica en la etapa de
construcción, ya que simplemente utilizamos las distancias de red en forma estática.
El problema está relacionado con el tiempo que toma el recálculo de distancias para
cada unidad básica dentro del territorio en cuestión. Pero, si se eficientiza aún más
lo realizado en la búsqueda local, es prosible implementarlo en la construcción.
Una parte importante que puede mejorar la eficiencia del GRASP es la reacti-
vidad del parámetro α. De esta manera, el parámetro α tomaŕıa el valor que más con-
venga o que históricamente haya dado mejores resultados en las regiones en cuestión.
6.3.3 Búsqueda Local Especializada
La calidad de soluciones que provee el algoritmo GRASP es relativamente
buena y a partir de aqúı, se puede implementar un algoritmo de búsqueda local
más especializado para tratar de mejorar las soluciones obtenidas. Por ejemplo, un
algoritmo de Búsqueda Local Iterada [45] (IGLS, por sus siglas en inglés), puede dar
buenos resultados ya que ha sido exitoso en el área de secuenciación. Se caracteriza
principalmente por una fase destructiva aleatoria y una fase de reconstruccón voraz.
Además de esto, se puede aplicar una Búsqueda de Entornos Variables (VNS, por
sus siglas en inglés) para obtener una mayor eficiencia del mismo.
6.3.4 Consideraciones del Problema
Los supuestos considerados para la resolución del problema dejan fuera casos
que pueden presentarse en el mundo real. Tal es el caso de la demanda y de los
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posibles cambios que se pueden presentar en la red de distribución. En nuestro caso,
consideramos la demanda de cada cliente como determinista. Una extensión natural
del trabajo es considerar la demanda como parámetro aleatorio lo cual abre la puerta
a un modelo de optimización estocástica y por ende a una metodoloǵıa de solución
radicalmente diferente.
Los cambios en la red de distribución representan lo que se conoce como re-
optimización de la red. Incluir una reoptimización durante el proceso de solución
depende a su vez de la información que la empresa tenga, pero puede ocurrir en
cualquier momento. La complejidad de nuestro problema aumentaŕıa pero resolveŕıa
las problemáticas que se encuentran en el mundo real.
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Apéndice A
Método de Ramificación y Corte
para el Problema del Agente
Viajero
El problema del agente viajero (TSP por sus siglas en inglés) es el problema
de encontrar un tour o ciclo Hamiltoniano en el que todos los vértices de un grafo
son visitados exactamente una vez, reduciendo los costos de este viaje. Los costos de
viaje son generalmente los costos de transportación, distancias, riesgos, etc. El TSP
puede resolverse tanto en grafos dirigidos (TSP asimétrico) como en no dirigidos
(TSP simétrico), además de requerirse que el grafo sea completo para asegurar que
realmente existe un tour. Este apéndice se enfoca solamente en el TSP simétrico,
debido a la naturaleza de nuestro problema. La formulación de programación entera
del TSP tiene un conjunto de restricciones, denominadas restricciones de eliminación
de subtours. El problema es dif́ıcil de resolver porque es NP -duro [26] por lo que
no existe un algoritmo que pueda resolverlo en tiempo polinomial. Los métodos de
ramificación y corte son una extesión de los métodos de ramificación y acotación
[52], en los cuales en cada nodo del árbol de decisión se agregan restricciones válidas
del problema en cuestión a las cuales se les denomina cortes. De esta manera se trata
de reducir el árbol de decisión, ya que cada vez que se agrega un nuevo corte, se
reduce el poliedro del envolvente convexo del problema. En particular, el TSP tiene
su historia con respecto a la manera de resolverse. Laporte [36] ofrece una pequeña
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reseña en la cual podemos observar una breve historia del TSP. En 1966 Martin
[26] implementa las restricciones de eliminación de subtours además de introducir
cortes de integralidad. Miliotis [38] introduce el primer método de ramificación y
corte empleando un método de ramificación y acotación utilizando planos cortantes
de Gomory [52] y restricciones de eliminación de subtours. En el año 1979, Land
[35] introduce las restricciones “2-matching” de Edmonds [26]. Las desigualdades de
peine son introducidas por Chvátal [11]. A partir de aqúı, se comenzó a desarrollar
la teoŕıa de poliedros a través de la cual, nuevos y más eficientes algoritmos han
sido implementados. Algunos de los autores que se han involucrado en la teoŕıa
de poliedros son: Fonlupt, Grötschel, Holland, Hong, Naddef, Padberg, Pulleyblank,
Rinaldi y Thienel, entre otros [26]. Cabe destacar que actualmente se pueden resolver
problemas de hasta 2392 vértices, cosa que anteriormente era imposible. A lo largo
de este caṕıtulo describiremos tanto la formulación y las desigualdades válidas del
TSP, como el método de ramificación y corte que fue utilizado para resolverlo.
A.1 Formulación
Existen diversas formulaciones para describir al problema del agente viajero
simétrico, pero tomaremos la formulación de Dantzig, Fulkerson y Johnson [13] para
ello. Sea V el conjunto de n vértices y E el conjunto de aristas, sea de el costo de





1, si e ∈ E pertenece al tour
0, en otro caso.






x(δ({v})) = 2, v ∈ V (A.2)
x(δ(S)) ≥ 2, S ⊆ V, 2 ≤ |S| ≤ n− 1 (A.3)
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xe ∈ {0, 1}, e ∈ E, (A.4)
donde (A.1) es la función objetivo diseñada para reducir los costos del tour, (A.2)
asegura que para cada nodo siempre debe haber dos aristas asignadas, (A.3) son
las llamadas restricciones de eliminación de subtour, que como mencionamos antes,
existe un número exponencial de ellas y finalmente, (A.4) nos indica que las variables
xe son binarias. En (A.2) y (A.3) existe un término x(δ(B)), B ⊂ V , que significa el
número de aristas adyacentes al conjunto de nodos B, o sea, son las aristas (i, j) ∈ E
tal que, i ∈ B y j ∈ V \B y además, deben ser tomadas como parte de la solución.
El número total de variables resulta ser n(n − 1)/2 que representa el número total
de aristas del grafo en cuestión. Cabe señalar, que solamente n variables tomarán el
valor de 1.
A.2 Desigualdades Válidas para el TSP
Una desigualdad válida para un problema de programación entera, es una res-
tricción que se construye para delimitar el área del conjunto de soluciones factibles y
es deseable que éstas formen parte de la envolvente convexa del poliedro en cuestión.
Particularmente, para el problema del TSP se han desarrollado diversas desigual-
dades válidas para tratar de reducir el tan complejo poliedro de solución. En nuestro
caso, consideraremos dos tipos de desigualdades válidas diferentes: desigualdades de
eliminación de subtours y las llamadas desigualdades de peine. Ambas se describen
detalladamente en esta sección.
A.2.1 Desigualdades de Eliminación de subtours
Antes de entrar completamente en las desigualdades, es necesario definir el
concepto geométrico de faceta, que no es más que cualquiera de las caras de un
poliedro. La desigualdad de eliminación de subtour estará definida de la siguiente
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manera: sea S ⊂ V , elegir al menos |S| − 1 nodos tal que
x(S) ≤ |S| − 1. (A.5)
Teorema A.1 (Grötschel y Padberg [25]) Para todo S ⊆ V , la desigualdad de eli-
minación de subtour (A.5) define una faceta de TSP(Kn) para n ≥ 4.
Aqúı, Kn representa el número de tours posibles de n-vértices. Este resultado es
favorecedor para encontrar la envolvente convexa del TSP, pero aún aśı es imposible
deducir cuántas desigualdades de este tipo necesitaŕıamos para encontrar la solución
óptima del problema. La manera de construir estas desigualdades es relativamente
sencilla: primero resolvemos nuestro TSP relajando las restricciones de integralidad
(A.4) y las restricciones de eliminación de subtour (A.5). Luego, en la solución lo-
calizamos un subtour (para lo cual podemos utilizar un algoritmo de búsqueda por
profundidad o anchura [34]) y contruimos la desigualdad de eliminación de subtours
que está siendo violada por la presente solución. En la Figura A.1 podemos observar
un ejemplo de cómo encontrar una desigualdad de eliminación de subtour, los cuales
son representados con las aristas punteadas. Al introducir esta desigualdad a nuestro
problema estaŕıamos restringiendo esta misma solución cuando resolvamos de nuevo
la relajación lineal. Agregar muchas restricciones de este tipo puede ayudarnos a
encontrar la solución óptima, pero muchas veces es necesario introducir desigual-
dades más especializadas, como lo son las desigualdades de peine, para encontrar la
solución más rápidamente.
A.2.2 Desigualdades de Peine
Las desigualdades de peine constan de dos tipos de conjuntos: el mango y los
dientes. Sea H ⊂ V el mango y sean T1, T2, ..., Ts ⊂ V , s ≥ 3 e impar, los dientes,
tal que cumplen las siguientes propiedades:
H ∩ Ti 6= ∅, i = 1, 2, ..., s
Ti \H 6= ∅, i = 1, 2, ..., s
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Figura A.1: Ejemplo de construcción de una desigualdad de eliminación de subtour.
Ti ∩ Tj = ∅, i 6= j, i, j ≤ s.





x(δ(Ti)) ≥ 3s+ 1. (A.6)
Teorema A.2 (Grötschel y Padberg [25]) Las desigualdades de peine (A.6) definen
una faceta para el TSP (Kn), para n ≥ 6
Las restricciones de peine son generalización de las desigualdades “2-matching”,
en las cuales los dientes son conjuntos de una arista. En la Figura A.2 se muestra
un ejemplo de la generalización de una desigualdad de peine.
A.2.3 Algoritmo de Separación
A diferencia de las restricciones de eliminación de subtour, no es tan trivial
construir una desigualdad de peine. Es por esto que es necesario implementar un al-





Figura A.2: Desigualdad de Peine.
goritmo de separación para ello. Al resolver la relajación lineal de un TSP (relajando
la integralidad de las variables) podemos seguir el siguiente algoritmo para construir
una desigualdad de peine:
1. Escoger 2s vértices.
2. Escoger s vértices para que pertenezcan al mango, H .
3. Formar s pares disjuntos de vértices entre los que pertenecen al mango y los
que no.
4. Encontrar el corte mı́nimo que separe los s vértices del mango de los otros s.
5. Para cada par de vértices asignados, encontrar un mı́nimo corte que los separe
de los otros 2s− 2 vértices.
En la Figura A.3 mostramos un ejemplo donde podemos apreciar claramente los
pasos a seguir para encontrar la desigualdad.
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Solución LPG
′(V ′, E ′) ∈ G(V,E)




Separar H de T1, T2, T3
Encontrar cortes mı́nimos















x1 + x2 + x3 + x4 + x5 + x6 + x1 + x2 + x4 + x2 + x3 + x5 + x1 + x3 + x6 ≥ 10
Figura A.3: Ejemplo de construcción de una desigualdad de peine.
A.3 Método de Ramificación y Corte
Definidas las desigualdades válidas y el algoritmo de separación, podemos des-
cribir el procedimiento del algoritmo de ramificación y corte. El primer paso es
eliminar las restricciones de eliminación de subtours y relajar las restrcciones de
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x(δ(v)) = 2, v ∈ V
0 ≤ xe ≤ 1, e ∈ E. (A.7)
A partir del problema (A.7), que denotaremos por P , se construye el algoritmo
de ramificación y corte (Figura A.4).
El pseudo código de la Figura A.5 es el método que se encarga de construir
el corte e introducirlo en el problema actual. Esta rutina es llevada a cabo hasta
que ningún corte es encontrado, o bien, si ya se obtuvo una solución entera. Cabe
señalar que las rutinas para encontrar las desigualdes de eliminación de subtours y de
peine fueron descritas en las secciones A.2.1 y A.2.3 (algoritmos de separación). En
la Figura A.4 se muestra el algoritmo de ramificación y corte donde P representa la
instancia del problema y P i representa el i-ésimo problema de la lista L de problemas
del árbol de decisión, X i representa la solución del problema P i y zi el valor de la
solución. Finalmente, z y z son las cotas superior e inferior durante el desarrollo del
método, respectivamente.
A.4 Implementación del Algoritmo
Para observar el desempeño del algoritmo de Ramificación y Corte, decidi-
mos implementarlo en algunas instancias de la TSPLIB (biblioteca del TSP)[42].
Medimos algunas caracteŕısticas del método, como los son el tiempo, el número de
desigualdades válidas agregadas y el número de nodos del árbol de solución. La Tabla
A.1 muestra los resultados obtenidos de la implementación del paquete CONCORDE
desarrollado por Applegate et al. [2].
En la historia del TSP, se intentaron resolver diferentes instancias de diversos
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SolTSPExacto (P )
Input: P : Instancia del problema
Output: c: Costo de ruteo
1: X ← ∅, X inc ← ∅, z ← −∞, z ←∞;
2: L← {P};
3: while (L 6= ∅) do
4: Elegir P i ∈ L;
5: X i ← LP(P i), zi ← f(X i);
6: if (X i = ∅) then
7: L← L \ {P i};
8: end if
9: if (zi < z) then
10: L← L \ {P i};
11: break;
12: end if
13: if (X i ∈ {0, 1}) then
14: if (zi < z) then
15: z ← zi, X inc ← X i;
16: end if
17: L← L \ {P i};
18: else
19: if (EncontrarCorte (X i) = YES) then
20: ir a 5;
21: else
22: {P1, ..., Pk} ← Ramificar (P
i);






Figura A.4: Método de Ramificación y Corte para resolver el TSP
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EncontrarCorte (P i, X i)
Input: X i: Solución del problema P i
Output: P i: Problema P i




5: if (DesigualdadPeine (X i) = TRUE) then





Figura A.5: Rutina que agrega un corte al problema P i.
tamaños. En particular, el famoso problema de 42 ciudades de Dantzig se pudo
resolver hasta el año de 1966. Si observamos el último renglón de la tabla solo fueron
necesarios 0.11 segundos para encontrar la solución óptima del mismo.
Al analizar cada uno de los resultados, vemos que el algoritmo es demasiado
eficiente, ya que el mayor tiempo de cómputo fue de 171.39 segundos y estamos
hablando de una instancia de 1000 nodos. Los tiempos vaŕıan según el tamaño y el
tipo de problema, pero si hablamos de problemas relativamente pequeños (n < 100)
el algoritmo tarda menos de 0.5 segundos para encontrar la solución óptima.
El mayor número de nodos del árbol de solución fue de 13 para los problemas
Pa561 y Pr439. Para la mayoŕıa de los problemas, solo se necesitó un nodo, lo cual
nos habla de la importancia de la inclusión de las restricciones válidas. El mayor
número de restricciones generadas fue de 3309 para un problema de 2392 nodos,
pero conforme baja el tamaño del problema, el número de desigualdades necesarias
es menor.
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Como conclusión, se pudo constatar la eficiencia del método de ramificación
y corte para el TSP. Como en nuestro caso espećıfico se requiere resolver TSPs del
orden de los 50-70 nodos para el cálculo del costo de ruteo en cada territorio, queda
más que claro que este método nos brinda una v́ıa excelente para este cálculo al
reportar tiempos de solución inferior a los 0.5 segundos en problemas de tamaño
similar.
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Nombre Tamaño No. Cortes No. Nodos Tiempo (s)
Dsj1000 1000 2543 7 171.39
Pa561 561 2097 13 120.70
Pr439 439 1246 13 74.10
Gr299 299 441 5 4.18
Gil262 262 313 3 10.12
Eil101 101 13 3 0.34
Pr2392 2392 3309 1 51.38
Pr1002 1002 1455 1 20.60
Ali1535 535 814 1 8.70
A280 280 346 1 3.09
Pr226 226 339 1 1.20
D198 198 311 3 5.27
Brg180 180 230 1 1.94
Ch150 150 249 1 1.05
Gr120 120 200 1 0.74
Pr107 107 166 1 0.43
Gr96 96 161 1 0.48
Eil76 76 90 1 0.16
Brazil58 58 85 1 0.25
Dantzig42 42 55 1 0.11
Tabla A.1: Resultados del Método de Ramificación y Corte en instancias de la
TSPLIB.
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donde comienza esta investigación bajo la asesoŕıa del Dr. Roger Z. Ŕıos Mercado.
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