PEMILIHAN MODEL REGRESI LINEAR TERBAIK BERDASARKAN MODIFIKASISTATISTIK Cp MALLOWS (Studi Kasus : Faktor-Faktor yang Mempengaruhi Indeks Prestasi Mahasiswa D3 MI F MIPA UNS) by YUNIATI, TINA
 i 
PEMILIHAN MODEL REGRESI LINEAR TERBAIK 
BERDASARKAN MODIFIKASI STATISTIK Cp MALLOWS 






















Ditulis dan diajukan untuk memenuhi sebagian persyaratan  
memperoleh gelar Sarjana Sains Matematika 
 
 
FAKULTAS MATEMATIKA DAN ILMU PENGETAHUAN ALAM 




PEMILIHAN MODEL REGRESI LINEAR TERBAIK  
BERDASARKAN MODIFIKASI STATISTIK Cp MALLOWS 



















Ditulis dan diajukan untuk memenuhi sebagian persyaratan  






FAKULTAS MATEMATIKA DAN ILMU PENGETAHUAN ALAM 





PEMILIHAN MODEL REGRESI LINEAR TERBAIK 
BERDASARKAN MODIFIKASI STATISTIK Cp
 MALLOWS 
      (Studi Kasus: Faktor-Faktor  yang Mempengaruhi Indeks Prestasi Mahasiswa D3 MI F MIPAUNS) 







Dra. Yuliana Susanti, M.Si 
NIP. 19611219 198703 2 001 
 Pembimbing II 
 
 
Supriyadi Wibowo, M.Si 
NIP.19681110 199512 1 001 
telah dipertahankan di depan Dewan Penguji 
pada hari Jum’at, tanggal 30 April 2010 
dan dinyatakan telah memenuhi syarat. 
Anggota Tim Penguji  Tanda Tangan 
 
1. Drs. Sutrima, M.Si 
NIP. 19661007 199302 1 001 
 1.................................. 
2. Dra. Etik Zukhronah, M.Si. 
NIP. 19661213 199203 2 001 
 2................................... 
3. Dra. Sri Sulistijowati H, M.Si 
NIP. 19690116 199402 2 001 
 3................................... 
Disahkan oleh 




Prof.Drs. Sutarno, M.Sc.Ph.D 
NIP. 19600809 198612 1 001  
 Ketua Jurusan Matematika 
 
 
Drs. Sutrima, M.Si  




Tina Yuniati. (2010). PEMILIHAN MODEL REGRESI LINEAR TERBAIK 
BERDASARKAN MODIFIKASI STATISTIK CP
 MALLOWS ( STUDI 
KASUS : FAKTOR- FAKTOR YANG MEMPENGARUHI  INDEKS 
PRESTASI MAHASISWA D3 MI F MIPA UNS ). Fakultas Matematika dan 
Ilmu Pengetahuan Alam Universitas Sebelas Maret. 
Ada beberapa metode dalam menentukan model regresi linear terbaik 
antara lain  metode seleksi  maju, metode penyisihan, metode bertahap dan 
metode semua kombinasi yang mungkin. Metode semua kombinasi yang mungkin 
adalah metode yang umumnya digunakan. Di dalam metode tersebut ada beberapa 
kriteria yang digunakan yaitu 2R yang disesuaikan ( 2R ), S2 dan Cp Mallows. Cp 
Mallows  berhubungan dengan jumlah kuadrat sisa (JKS) dan rataan kuadrat sisa 
(RKS). RKS model lengkap sering digunakan sebagai estimasi untuk 2s . 
Dikarenakan distribusi dari Cp yang diperoleh dari model lengkap memberikan 
nilai harapan Cp ¹  p, sehingga dapat digunakan Cp yang disesuaikan atau 
modifikasi statistik Cp yaitu Cp
* yang mempunyai E(Cp
*) = p. 
Tujuan dari penulisan ini adalah ingin mengetahui model  regresi 
terbaik tentang faktor-faktor yang mempengaruhi nilai IP mahasiswa D3 MI F 
MIPA UNS ( Nilai UAN, nilai mata kuliah dan jumlah fasilitas yang mendukung ) 
berdasarkan modifikasi statistik Cp Mallows. 
Hasil dari pembahasan menunjukkan bahwa yang mempengaruhi nilai 
IP mahasiswa D3 MI F MIPA UNS adalah nilai mata kuliah, yaitu Manajemen 
Dasar, Pengantar Ilmu Komputer dan Matematika Dasar dengan model regresi 
linearnya adalah Y  = 1.19 + 0.210 X3 + 0.192 X7 + 0.220 X9 









Tina Yuniati. (2010). SELECTION OF BEST LINEAR REGRESSION 
MODEL BASED ON MODIFICATION STATISTIC OF Cp MALLOWS 
(CASE STUDY : THE FACTORS INFLUENCE ACHIEVEMENT INDEX  
OF D3 STUDENTS MI F MIPA UNS ). The faculty of Mathematics and 
Science Sebelas Maret University. 
. There are several methods on determining of best linear regression 
model, i.e the forward selection, the backward elimination procedure, stepwise 
regression procedure, and all possible regression. All possible regression method 
is  frequently used. This has several criteria, adjusted R2, S2  and Mallows Cp. 
Mallows Cp has connection with residual sum of square (SSE), and residual mean 
square (MSE). MSE  is frequently used to estimate 2s  . Since the distribution of 
Cp which is founded from the complete model gives the value of Cp ¹  p, so it is 
used modified Cp (Cp*) . That has  E(Cp
*) =  p .  
The purpose of this research is to find the best regression model of the 
factors that affect  the IP values of D3 student MI F MIPA UNS ( UAN value, the 
value of subjects and support facility ) based on modification statistics of Cp 
Mallows. 
The result of discussion indicate that influence IP value of D3 students  
MI F MIPA UNS is value of subjects, i.e. Basic of  Management, Introduction of  
Computer Science and Basic of Mathematics, with linear regression model is  
Y = 1.19 + 0.210 X3 + 0.192 X7 + 0.220 X9 











Ø Jadikanlah sabar dan  sholat sebagai penolongmu, sesungguhnya Allah 
beserta orang-orang yang sabar (Qs Al-Baqarah :153) 
Ø Boleh jadi kamu membenci sesuatu, padahal ia amat baik bagimu dan 
boleh jadi (pula) kamu menyukai sesuatu, padahal ia amat buruk bagimu, 
Allah mengetahui sedang kamu tidak mengetahui (Qs Al-Baqarah :216) 
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1.1  Latar Belakang Masalah 
Untuk menilai keberhasilan seorang mahasiswa, dapat diketahui dengan melihat 
nilai Indeks Prestasi ( IP ). IP adalah nilai kredit rata-rata yang merupakan satuan nilai akhir 
yang menggambarkan nilai proses belajar mengajar tiap semester atau dapat diartikan juga 
sebagai besaran atau angka yang menyatakan prestasi keberhasilan dalam proses belajar 
mengajar mahasiswa pada suatu semester. IP dihitung dari perkalian nilai dan sksnya dibagi 
dengan jumlah kredit pada satu semester, dinyatakan dalam bilangan dengan dua angka 
desimal di belakang koma. Dalam penelitian ini akan dilihat nilai IP mahasiswa D3 MI F 
MIPA UNS pada semester pertama. Adapun faktor-faktor yang kemungkinan 
mempengaruhi nilai IP seorang mahasiswa adalah nilai UAN waktu SMA, nilai mata kuliah 
, jumlah fasilitas yang mendukung. Model tersebut mempunyai lebih dari satu variabel 
bebas dan satu variabel tak bebas. Dari beberapa variabel bebas yang mempengaruhi 
tersebut akan dilihat variabel mana yang sangat mempengaruhi sehingga dapat dibuat 
model regresinya.   
Dalam menentukan model regresi, variabel bebas dapat masuk dalam model 
secara bersama-sama atau satu persatu. Jika variabel bebas masuk dalam model secara 
bersama-sama maka perhitungan akan ringkas, akan tetapi tidak akan kelihatan apa yang 
terjadi dalam perhitungan tersebut karena setiap variabel bebas yang masuk memberikan 
pengaruh yang berbeda, tergantung pada urutan variabel bebas tersebut yang masuk dalam 
model. Namun tidak berarti semua variabel yang masuk dalam model regresi menjadikan 
model tersebut model yang terbaik (Sembiring,1995). 
Untuk mengatasi kesulitan yang dihadapi dalam menentukan model terbaik  dapat digunakan beberapa metode yaitu metode seleksi  
maju, metode penyisihan, metode bertahap dan metode semua kombinasi yang mungkin. Metode yang sering digunakan adalah 
metode semua kombinasi yang mungkin. Dalam penulisan ini yang akan dibahas hanya metode kombinasi yang mungkin. Dalam 
metode tersebut yang menjadi patokan adalah nilai dari 
2R yang disesuaikan atau 2R , rataan kuadrat sisa dan Cp  Mallows, yang 
dikenal dengan statistik Cp.  Statistik Cp didefinisikan dengan   
pn
JKS





dengan pJKS  adalah jumlah kuadrat sesatan dari model yang ditentukan,
2sˆ  adalah 
estimasi variansi sesatan 2s , n adalah banyak observasi dan p adalah banyaknya parameter 
dalam model. RKS dari model lengkap sering digunakan sebagai estimasi untuk 2s . Untuk 
memilih persamaan terbaik, Draper dan Smith(1981), Montgomery dan Peck(1992) dan 
Myers(1992) menyarankan untuk membuat plot Cp terhadap p untuk semua model yang 
mungkin dan memilih model dengan Cp terkecil atau mendekati p, sedangkan menurut 
Gilmour(1996), model yang dipilih tidak selalu mempunyai Cp terkecil. 
Menurut Gilmour(1996), Montgomery dan Peck(1992) beberapa plot 
menunjukkan banyak model dengan Cp < p hal ini disebabkan karena banyak variabel 
bebas tak penting yang masuk dalam model, sedangkan menurut Draper dan Smith(1981), 
hal tersebut disebabkan karena variansi acak, sehingga titik yang menyatakan persamaan 
prediksi terbaik terdapat dibawah garis Cp = p. Selanjutnya menurut Myers(1992) nilai Cp < 
p, disebabkan karena rata-rata kuadrat sisa dari model lengkap tidak harus menjadi estimasi 
terkecil 2s untuk calon model sehingga menghasilkan Cp < p untuk beberapa calon model. 
Menurut Gilmour(1996), jika estimasi 2s diperoleh dari RKS model lengkap 
maka distribusi dari pC dapat diperoleh dan memberikan nilai harapan dari pC tidak sama 
dengan p, sehingga dapat ditentukan pC yang disesuaikan atau modifikasi dari pC yaitu 
*
pC yang mempunyai nilai harapan sama dengan p. Oleh karena itu dalam pemilihan model 
regresi tidak selalu menggunakan pC yang minimum tetapi lebih baik menggunakan 
*
pC yang mendekati p. 
Dalam penulisan ini akan ditunjukkan bahwa pemilihan model terbaik dengan 
menggunakan metode semua kombinasi yang mungkin. 
1.2  Rumusan Masalah 
Berdasarkan latar belakang masalah di atas, maka permasalahan yang akan 
dibahas dalam penulisan ini adalah bagaimana menentukan model  regresi terbaik dari 
variabel-variabel yang mempengaruhi nilai IP mahasiswa D3 MI F MIPA UNS pada 
semester pertama dengan metode kombinasi yang mungkin  berdasarkan statistik *pC . 
 
1.3  Batasan Masalah 
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Untuk memperjelas pembahasan dan tidak menyimpang dari permasalahan 
maka pembahasan menggunakan batasan masalah bahwa model regresi yang digunakan 
adalah model regresi linear ganda dan statistik *pC digunakan sebagai patokan untuk 
memilih model yang terbaik, serta data yang digunakan adalah data kuantitatif tentang 




1.4  Tujuan Penulisan 
Tujuan yang ingin dicapai dalam penulisan ini adalah ingin mengetahui model  
regresi terbaik tentang variabel-variabel yang mempengaruhi nilai IP mahasiswa D3 MI F 
MIPA UNS. 
 
1.5  Manfaat Penulisan 
Manfaat yang dapat diperoleh dengan penulisan skripsi ini adalah dapat 











Pada bagian pertama akan diberikan tinjauan pustaka yang terdiri dari definisi 
maupun teorema sebagai dasar pengertian untuk mempermudah pembahasan selanjutnya. 
Pada bagian kedua dari bab ini disusun kerangka pemikiran yang menjelaskan alur dalam 
penulisan skripsi ini. 
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2.1  Tinjauan Pustaka 
Berikut ini diberikan beberapa konsep yang berhubungan dengan pembahasan 
yang meliputi : Model Regresi Linear, Metode Kuadrat Terkecil, Estimasi untuk 2s , 
Analisis Variansi, Koefisien Determinasi, Uji Serempak ( uji F ), Uji Parsial ( uji –t ), Uji 
Asumsi Kenormalan, Uji Asumsi Non Multikolinearitas, Uji Asumsi Non Autokorelasi, 
Metode Semua Kombinasi yang Mungkin, Statistik Cp Mallows, Distribusi dari Cp Mallows 
dan Nilai Harapannya, Modifikasi Statistik Cp Mallows, Cp
* dan Nilai Harapannya, 
Interpretasi dari Cp
*       Pemilihan Model Regresi Berdasarkan Statistik Cp
*. 
 
2.1.1 Model Regresi Linear 
Model regresi linear merupakan model regresi yang mempunyai fungsi regresi 
linear dalam parameter. Model regresi yang hanya melibatkan satu variabel tak bebas Y dan  
satu variabel bebas X disebut regresi linear sederhana. Sedangkan model regresi yang 
melibatkan lebih dari satu variabel bebas disebut model regresi linear ganda 
(Sembiring,1995). 
Adapun model regresi linear ganda apabila dinyatakan dalam bentuk matriks 
adalah  
nx1Y = nxpX 11 nxpx eb +  







































                               ],...,,[ 1101 -=¢ pxp bbbb  
                                ],...,[ 211 nxn eeee =¢  
 
diasumsikan bahwa 
1.   e  merupakan sisaan acak yang berdistribusi 2,0( sN I ) 
2.   0)( =eE  
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3.   2)( see =¢E I , dengan 2s adalah variansi 
Definisi 2.1. (Wonnacott, 1985) Misalkan qˆ  adalah suatu estimator/ penduga takbias 
untuk q  bila E (qˆ ) = q  sedangkan estimator V dikatakan bias bila E(V) tidak sama 
dengan q . Sehingga bias didefinisikan sebagai beda antara E(V) dan q  yaitu  Bias Eº (V) 
-q  
 
2.1.2  Metode Kuadrat Terkecil 
Metode kuadrat terkecil merupakan salah satu metode untuk menduga parameter 
koefisien regresi. Metode kuadrat terkecil pada prinsipnya adalah meminimumkan J  
dengan  J = ee ¢ . 
                              J  = ee ¢  
                   = (  X- Y ()¢b  X- Y )b  
                   = ( Y¢ - b ¢ X¢ ) (  X- Y )b  
= Y Y¢ -  XY¢ -b b ¢ Y X¢ + b ¢  XX¢ b  
karena  XY¢ b  merupakan skalar, maka  XY¢ b =(  XY¢ )¢b = 'b Y X¢  sehingga diperoleh  
                             J  = Y Y¢  - 2 'b Y X¢ 'b+  XX¢ b  
untuk mendapatkan nilai b  = ],...,,[ 110 ¢-pbbb  yang merupakan estimator dari 
],...,,[ 110 ¢= -pbbbb  yaitu  





Y X¢ +2  XX¢ 0=b  
sehingga diperoleh persamaan normal dalam bentuk matriks. 
Dengan mengganti semua parameter b  dengan estimator b  maka diperoleh persamaan 
normal yaitu 
 XX¢  b  = Y X¢  
                                                b  = (  XX¢ ) 1- Y X¢  




2.1.3 Estimasi untuk 2s  
Untuk menentukan estimator 2s , diberikan teorema seperti berikut. 
Teorema 2.1 ( Seber, 1977) 
Misalkan Y nx1 = Xnxp 1pxb + 1nxe  , jika E(Ynx1) = Xnxp 1pxb
)
 dengan   
var(Ynx1) = 













  merupakan estimator takbias 
untuk 2s  
. 
2.1.4  Analisis Variansi 
Untuk memudahkan menganalisis suatu model regresi dapat dibuat suatu  tabel 
analisis variansi, seperti pada Tabel 2.1 
Tabel 2.1  Tabel  anava 
Sumber 
variansi 
Jumlah kuadrat Derajat bebas Rata-rata kuadrat Rasio 
Regresi JKR p-1 RKR=JKR/p-1 F=RKR/RKS 
sisa JKS n-p RKS=JKS/n-p  
Total JKT n-1   
    
 
dengan   























i YY  Y Y¢ - Y X b ¢¢¢  
2.1.5  Koefisien Determinasi 
Koefisien determinasi merupakan besaran yang biasa digunakan untuk mengukur 
kebaikan kesesuaian (goodness of fit) garis regresi. 
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Definisi 2.2 (Gujarati, 1995:76) Jumlah Kuadrat Total (JKT) adalah total variasi nilai 









i YY  
Definisi 2.3 (Gujarati, 1995:76) Jumlah Kuadrat Regresi (JKR) adalah total variasi nilai Y  









Definisi 2.4 (Gujarati, 1995:77) Koefisien Determinasi ( 2R ) adalah suatu nilai untuk 
mengukur proporsi (bagian) atau persentase total variasi dalam Y yang di jelaskan oleh 
model regresi. 

























Pada dasarnya ada 2 sifat 2R  yang perlu dicatat yaitu: 
1.  2R  merupakan besaran nonnegatif. 
2.  Nilai 2R  adalah 10 2 ££ R , makin dekat 2R  dengan 1 maka makin baik kecocokan 
model dengan data, tetapi sebaliknya jika 2R  makin mendekati nol maka berarti makin 
kurang baik kecocokannya. 
2.1.6 Uji serempak (uji F) 
Sugiyanto (1995:77) menjelaskan bahwa uji serempak dilakukan untuk 
mengetahui apakah variabel bebas berpengaruh secara bersama-sama terhadap variabel tak 












dengan   RKR : Rataan Kuadrat Regresi 
              RKS : Rataan Kuadrat Sisa 
Pengujian hipotesis yang digunakan adalah sebagai berikut: 
1.  Hipotesis 
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021 =ko ,...,,H bbb:  berarti variabel bebas secara bersama-sama tidak mempunyai 
pengaruh yang signifikan terhadap variabel tak bebas. 
01 ¹jH b:  untuk suatu kj ,...,2,1=  berarti variabel bebas secara bersama-sama 
mempunyai pengaruh yang signifikan terhadap variabel tak bebas. 
2. Tingkat signifikansi:a % 




4. Daerah kritis : oH di tolak jika F hitung ),1;( pnpF --> a  
5. Kesimpulan : jika oH ditolak berarti variabel bebas secara bersama sama mempunyai 
pengaruh yang signifikan terhadap variabel tak bebas. 
 
2.1.7  Uji Parsial (uji –t) 
Menurut Sugiyanto (1995:77) uji parsial dilakukan untuk mengetahui pengaruh 
variabel bebas secara individual terhadap variabel tak bebas, dengan menganggap variabel 
bebas lainnya konstan. 
Pengujian hipotesis yang digunakan adalah sebagai berikut 
1. Hipotesis   
0: =joH b  kj ,...,2,1=   berarti tidak ada pengaruh yang signifikan antara variabel 
bebas ke-j terhadap variabel tak bebas 
0:1 ¹jH b  kj ,...,2,1=  berarti ada pengaruh yang signifikan antara variabel bebas ke-
j terhadap variabel tak bebas 
2. Tingkat signifikansi :a % 






   kj ,...,2,1=  
dengan    jb  : koefisien regresi variabel bebas jx  
)( jSE b  : sisaan standar dari koefisien regresi jb  
4. Daerah kritis : oH di tolak jika t hitung ),2/( pnt -> a  atau  
t hitung ),2/( pnt --< a  
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5. Kesimpulan : jika oH  ditolak berarti variabel bebas secara individu mempunyai 
pengaruh yang signifikan terhadap variabel tak bebas. 
 
2.1.8  Uji Asumsi Kenormalan 
Gujarati(1995:103) menjelaskan bahwa pada regresi linear diasumsikan tiap εi 
terdistribusi secara normal dengan εi ~N(0, σ2). Untuk memeriksa kenormalan data sisaan, 
dapat dilakukan dengan metode plot. Plot yang dimaksud adalah plot antara ei dengan nilai 
normal yang diharapkan yaitu Ф[(i-3/8)/(n+1/4)], dengan  Ф menyatakan distribusi 
kumulatif normal standar. Apabila pola data mendekati garis lurus maka dapat dikatakan 
asumsi kenormalan dipenuhi. Disamping itu juga dihitung korelasi antara ei dengan Ф[(i-
3/8)/(n+1/4], dan nilainya kemudian dibandingkan dengan nilai kritis hampiran(Sembiring, 
1995:812). Jika korelasinya lebih kecil dari nilai kritis hampiran, maka asumsi kenormalan 
tidak dipenuhi. Adapun langkah-langkahnya  sebagai berikut: 
a) H0  :  Sisaan berdistribusi normal 
H1 :  Sisaan tidak berdistribusi normal 
b) Tingkat signifikansi :a % 
c) Statistik uji 
Corr* = Corr (sisaan,skor normal) 
d) Daerah kritis menolak H0 jika Corr
*< (n,a ) yaitu nilai kritis untuk Corr* pada data 
dengan ukuran sampel n dan tingkat signifikansi a  
Kesimpulan, jika Corr*< (n,a ), maka H0 ditolak yang berarti sisaan tidak berdistribusi 
normal. 
 
2.1.9  Uji Asumsi Non Multikolinearitas 
Multikolinearitas berarti adanya hubungan linear yang sempurna di antara 
variabel- variabel bebas dalam suatu model regresi(Gujarati, 1995:320).  
Pendeteksian multikolinearitas dapat dilakukan dengan berbagai cara, salah satunya adalah 
dengan melihat nilai VIF. VIF untuk koefisien regresi adalah sebagai berikut : 







Pengujian hipotesis sebagai berikut: 
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oH : 5<VIF  artinya tidak terdapat multikolinearitas. 
1H : 5>VIF  artinya terdapat multikolinearitas 
dengan VIF  adalah Variance Inflation Factor dan 2iR  adalah koefisien determinasi ganda 
dari regresi yang dihasilkan dari meregresikan variabel Xi  dan Xj  dimana ji ¹ . 
2.1.10  Uji Asumsi Homoskedastik 
Gujarati (1995:355) menyatakan salah satu asumsi penting dalam regresi adalah 
bahwa variansi tiap unsur sisaan ie  adalah suatu angka konstan σ2, yang disebut asumsi 
homoskedastik. Sebaliknya, jika variansi dari sisaan tidak sama untuk setiap ie  disebut 
terjadi heteroskedastik. Pemeriksaan homoskedastik dapat dilakukan dengan membuat plot 
sisaan terhadap Yˆ . Jika data tidak membentuk suatu pola yang sistematis dapat dikatakan 
bahwa asumsi homoskedastik di penuhi, sebaliknya jika data membentuk pola tertentu 
dapat dikatakan asumsi homoskedastik tidak di penuhi.  
 
 
2.1.11  Asumsi Non Autokorelasi 
Dikatakan non autokorelasi apabila sisaan tidak berkorelasi. Autokorelasi dapat 
dideteksi dengan melihat plot antara ei dan order data. Plot tersebut dapat dilihat pada 
output program minitab, jika pola data  terlihat acak maka asumsi non autokorelasi 
dipenuhi. Selain  metode plot, cara lain yang bisa digunakan untuk mendeteksi autokorelasi 
adalah dengan uji Durbin Watson (Sembiring,1995:289). Mekanisme uji Durbin watson 
adalah  
1. Mengestimasi model regresi dengan metode kuadrat terkecil untuk memperoleh nilai ei . 
 
























3.  Untuk ukuran sampel dan banyaknya variabel tertentu, uji Durbin Watson telah 
membuat tabel mengenai pasangan nilai kritis (dL,dU). 
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4.   Jika hipotesis H0 adalah tidak ada korelasi maka 
d<dL atau 4-d<dL       : H0 ditolak 
d>dU atau 4-d>dU     : H0 tidak ditolak 
nilai d yang lain        : tidak ada keputusan yang dapat ditarik 
Jika ternyata setelah pengujian ditemukan adanya autokorelasi maka prosedur 
selanjutnya yang disarankan Sumodiningrat (1992) adalah 































* -= tjtjtj XXX W
)
 t=2,3,....,n dan j=1,2,...,p 
 
3. Menerapkan metode kuadrat terkecil pada data transformasi. 
Dalam prosedur ini dimungkinkan hilangnya satu observasi yaitu observasi 
pertama, karena tidak mempunyai pendahulu. Untuk menghindarkan kehilangan 
satu observasi ini, observasi pertama atas Yi dan Xip ditransformasikan sebagai 
berikut 
2* 1 r-= tt YY  dan 2* 1 r-= tjtj XX  j=1,2,...,p 




2.1.12   Metode Semua Kombinasi yang Mungkin 
Metode semua kombinasi yang mungkin adalah metode yang mengharuskan 
memeriksa semua kombinasi semua peubah bebas yang dapat dibuat. Jika ada k buah 
peubah bebas maka berarti harus memeriksa sejumlah k  persamaan (Sembiring,1995) . 
Dalam  metode semua kombinasi yang mungkin  untuk menilai suatu kebaikan 
model maka yang digunakan sebagai patokan adalah: 
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-  R2 yang disesuaikan, dilambangkan 2R  
-   S2, rataan kuadrat sisa 
-   Cp Mallows 
 
2.1.13   Statistik Cp Mallows 
Model statistik Cp  Mallows dengan p parameter adalah: 
pn
JKS




dengan pJKS  adalah jumlah kuadrat sisaan dari model yang ditentukan, 
2sˆ  adalah estimasi 




2.1.14  Distribusi dari Cp Mallows dan Nilai Harapannya 
Definisi dari statistik Cp Mallows, pn
JKS
C pp 2ˆ 2
+-=
s
 diharapkan untuk 
menjamin bahwa suatu model yang memuat semua variabel independen penting, Cp 
mempunyai nilai harapan p. Beberapa model yang bias diabaikan akan mempunyai 
2)()( spnJKSE p -= . Apabila 
2s) adalah estimasi yang baik untuk 2s , maka nilai 











. Jika 2s) adalah RKS dari model 
lengkap, maka dapat ditunjukkan distribusi dari Cp adalah 12)1( --++-= kpFpkC p . 
Hal ini dapat ditunjukkan sebagai berikut: 













Untuk mendapatkan distribusi dari pC dimana semua variabel independen termuat 
dalam model, diasumsikan bahwa 0.......... === kp bb , yaitu bahwa kp XX ..,,.........  
bukan merupakan variabel independen penting, maka: 
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pkp bbbb  





















pkp bbbb  










dengan 12~ +- pkU c  , )1(2~ --knV c  serta U  dan V  independen, sehingga 
12)1( --++-= kpFpkC p , dengan  1,1~ --+- knpkFF . 
Nilai harapan ini akan lebih besar dari p untuk n-k  kecil yaitu banyak variabel independen 
tidak berbeda jauh dengan banyak observasi. Secara umum E(Cp) akan jauh dari p untuk 
nilai p kecil. 
 
2.1.15  Modifikasi Statistik Cp Mallows, Cp
*dan Nilai Harapannya 
Karena nilai harapan dari Cp untuk model yang memuat semua variabel 
independen penting bukanlah p, akan tetapi  p+2(k-p+1)/(n-k-3), maka dalam melakukan 
pemilihan persamaan regresi terbaik tidak menggunakan Cp , akan tetapi modifikasi 

























CECE pp  
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ECE p  
















                                        p=  
Jadi pCE p =)(
* , yang berarti plot Cp
* terhadap p menunjukkan model yang memuat 





2.1.16  Interpretasi dari Cp
* 
Secara umum, diasumsikan terdapat q-1 variabel bebas penting dari k variabel 
bebas dan misalkan Cq
*  adalah model yang baik, serta 
*i
qC 1+  adalah model ke i yang 





































),...,\,...,(JKRs)kn( qkq bbbb  
Jika jumlah kuadrat di buat partisi maka diperoleh 
 
),...,\(JKR),...,\,...,(JKR),...,\,...,(JKR qqqkqqkq 111111 -+- += bbbbbbbbbbb  
*)i(















),...,\,...,(JKRs)kn( qkq bbbb  
















),...,\,...,(JKRs)kn( qkq bbbb  





),...,\(JKR),...,\,...,(JKRs)kn( qqqkq -- -+-- bbbbbbb  










































C*q  dengan i=1,...,k-q+1 
















qC + minimum sehingga Fi akan maksimum sehingga maksimum Fi digunakan untuk 
menguji apakah suatu model merupakan model yang baik atau tidak 
 
2.1.16  Pemilihan Model Regresi Berdasarkan Statistik Cp
* 
Model regresi yang baik adalah model regresi dengan bias yang kecil yang 
mempunyai nilai Cp jatuh dekat dengan garis Cp = p sedangkan bias yang besar akan 
menyebabkan nilai Cp jatuh di atas garis Cp = p karena pCE p ¹)( maka pemilihan model 
regresi lebih baik menggunakan *pC yang mempunyai nilai yang sama dengan p. 
Pemilihan model regresi berdasarkan *pC  tidak boleh secara langsung memilih 
model dengan *pC minimum, tetapi harus diuji apakah model itu baik atau tidak. Uji yang 












Hipotesis nol (H0) : 0=ib  untuk semua 1,...,1 -= pi ( Xi bukan merupakan variabel yang 
penting). 
Hipotesis Alternatif (H1) : 0¹ib  untuk semua 1,...,1 -= pi ( Xi  merupakan variabel 
penting). 
H0 akan ditolak jika Fi lebih besar dari nilai kritis distribusi maksimum F dengan derajat 
bebas r = k-q+1 dan t = n-k-1 yang ditabelkan oleh Finney (1941) sesuai dengan tingkat 
signifikansi. Pengujian dilakukan terhadap model yang mempunyai nilai *pC yang 
mendekati p sehingga model tersebut hanya memuat variabel penting. 
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2.2  Kerangka Pemikiran 
Kerangka pemikiran dari penulisan ini adalah menentukan model regresi terbaik 
untuk faktor-faktor yang mempengaruhi nilai IP mahasiswa D3 MI F MIPA UNS 
berdasarkan metode kombinasi yang mungkin, dengan melihat nilai Cp nya, kemudian di 
cari  modifikasi statistik pC Mallows apabila p)C(E p ¹ .  
Setelah terpilih model terbaik dengan modifikasi statistik pC Mallows, kemudian di uji 
dengan uji maks(Fi). Kemudian uji kesignifikan model dan yang terakhir uji asumsi apabila 
model terbaik telah terpilih. 
BAB III 
METODE PENELITIAN 
Metode yang digunakan dalam penulisan ini adalah studi literatur yaitu dengan 
mengambil bahan penulisan dari buku dan tulisan yang berkaitan dengan pembahasan pada 
penulisan ini, dan kasus yaitu tentang hal hal yang mempengaruhi nilai IP mahasiswa D3 
MI F MIPA UNS pada semester pertama dengan n = 24 dan software yang dipakai adalah 
minitab 11. 
Adapun langkah-langkah yang diambil penulis untuk menyelesaikan 
permasalahan pada penulisan ini adalah sebagai berikut: 
1. Menentukan persamaan regresi yang terbaik untuk semua kombinasi yang mungkin 
berdasarkan nilai Cp. 
2. Menentukan persamaan terbaik berdasarkan  Cp
*. 
3. Melakukan uji hipotesis terhadap persamaan regresi terbaik. 
4. Melakukan uji asumsi setelah diperoleh persamaan regresi terbaik. 





















4.1  Deskripsi Data 
Berikut adalah data tentang nilai IP dari mahasiswa D3 F MIPA UNS  dengan 
hal hal yang mempengaruhi IP yaitu nilai UAN (X1), nilai mata kuliah Pemrograman Dasar 
(X2), Managemen Dasar (X3), Agama (X4), Sistem Operasi (X5), Algoritma (X6), Pengantar 
Ilmu Komputer (X7), Ilmu Komputer Dasar (X8), Matematika Dasar (X9), Bahasa Inggris 
(X10), jumlah fasilitas yang mendukung (X11). Data diambil dengan membagikan kuesioner 
kepada mahasiswa D3 MI F MIPA UNS tahun  2008. 
Tabel 4.1 Data IP mahasiswa D3 MI F MIPA UNS  dan variabel-variabel yang 
mempengaruhinya 
Y X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 
3.50 50.50 3 4 4 3 3 4 4 3 4 4 
3.45 51.40 3 3 4 3 3 4 3 4 4 1 
3.30 48.35 4 4 3 4 3 4 3 2 3 1 
3.65 42.35 3 4 4 4 3 4 3 4 4 3 
3.50 49.50 4 3 4 3 2 4 3 4 4 1 
3.25 47,00 3 3 3 3 2 4 3 4 4 1 
3.25 53.35 3 3 3 4 2 4 4 4 3 1 
3.70 52.45 4 4 4 3 3 4 4 4 4 5 
3.25 47.00 3 2 3 3 3 3 3 4 4 5 
2.80 45.00 3 3 4 3 3 3 3 2 3 1 
3.80 48.00 4 3 4 4 3 4 4 4 4 6 
3.50 47.95 4 3 4 3 2 4 4 4 3 4 
 32 
2.60 45.00 2 2 4 4 2 3 3 1 3 2 
2.40 40.34 4 2 3 3 2 3 3 3 3 4 
2.70 41.15 2 2 3 3 2 4 3 2 3 1 
3.43 50.56 4 4 4 3 2 3 3 4 3 6 
3.57 39.50 4 3 3 4 4 4 3 4 3 5 
2.84 41.25 2 3 4 4 2 2 3 3 3 4 
3.24 40.15 2 4 4 4 2 2 4 4 3 4 
3.50 38.00 3 4 4 4 3 3 4 4 3 1 
3.48 55.50 3 4 4 4 3 3 3 4 3 3 
3.52 37.50 4 4 4 4 3 3 3 4 3 3 
3.05 49.33 4 2 4 2 2 2 4 4 3 4 
3.24 51.33 3 4 4 3 2 2 3 4 3 6 
 
4. 2  Analisis Data 
Berdasarkan data di atas, untuk memilih persamaan regresi terbaik dengan metode 
semua kombinasi yang mungkin dengan menggunakan software Minitab 11 diperoleh 
sebagian regresi terbaik y versus x1, x2,…,x11. 
 
4.2.1  Pemilihan Persamaan Terbaik Berdasarkan Nilai Cp 
Tabel 4.2  Nilai Cp dan urutan variabel yang masuk dalam model 
Banyak 
variabel 
R2 2R  Cp S Variabel bebas yang masuk model 
1 47.5 45.1 62.7 0.27042 X9 
1 41.3 38.6 72.5 0.28607 X3 
1 26.8 23.5 95.3 0.31928 X6 
1 22.7 19.2 101.8 0.32816 X10 
1 19.9 16.2 106.2 0.33410 X2 
2 66.4 63.2 34.9 0.22133 X6,X9 
2 66.0 62.8 35.6 0.22279 X3,X9 
2 64.4 61.0 38.1 0.22796 X7,X9 
2 61.7 58.0 42.3 0.23645 X3,X10 
2 56.9 52.8 49.9 0.25085 X3,X7 
3 82.0 79.3 12.4 0.16619 X3,X7,X9 
3 76.8 73.4 20.5 0.18843 X4,X7,X9 
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3 76.5 73.0 21.0 0.18963 X3,X6,X9 
3 75.7 72.1 22.2 0.19279 X3,X9,X10 
3 73.9 70.0 25.1 0.20004 X6,X7,X10 
4 85.7 82.7 8.5 0.15171 X3,X4,X7,X9 
4 85.6 82.6 8.6 0.15221 X3,X6,X7,X9 
4 84.8 81.6 9.9 0.15642 X4,X6,X7,X9 
4 83.8 80.4 11.5 0.16156 X3,X7,X9,X11 
4 83.3 79.7 12.4 0.16433 X3,X7,X9,X10 
5 89.9 87.1 4.0 0.13132 X3,X4,X6,X7,X9 
5 87.3 83.7 8.1 0.14725 X3,X4,X7,X9,X11 
5 87.1 83.6 8.3 0.14801 X3,X6,X7,X8,X9 
5 86.7 83.0 8.9 0.15044 X4,X5,X6,X7,X9 
5 86.7 83.0 9.0 0.15055 X3,X6,X7,X9,X11 
6 90.6 87.3 4.8 0.12994 X3,X4,X6,X7,X9,X11 
6 90.4 87.0 5.1 0.13148 X3,X4,X6,X7,X8,X9 
6 90.3 86.9 5.3 0.13228 X1,X3,X4,X6,X7,X9 
6 90.1 86.6 5.6 0.13344 X3,X4,X5,X6,X7,X9 
6 90.0 86.4 5.8 0.13448 X3,X4,X6,X7,X9,X10 
7 91.0 87.1 6.1 0.13094 X3,X4,X6,X7,X8,X9,X11 
7 91.0 87.1 6.2 0.13129 X3,X4,X5,X6,X7,X9,X11 
7 90.9 87.0 6.3 0.13184 X1,X3,X4,X5,X6,X7,X9 
7 90.9 86.9 6.3 0.13190 X1,X3,X4,X6,X7,X9,X11 
7 90.8 86.8 6.5 0.13261 X1,X3,X4,X6,X7,X8,X9 
8 91.6 87.2 7.2 0.13071 X1,X3,X4,X5,X6,X7,X9,X11 
8 91.4 86.8 7.5 0.13243 X1,X3,X4,X5,X6,X7,X8,X9 
8 91.4 86.8 7.6 0.13264 X3,X4,X5,X6,X7,X8,X9,X11 
8 91.3 86.7 7.7 0.13309 X1,X3,X4,X6,X7,X8,X9,X11 
8 91.2 86.5 7.9 0.13435 X3,X4,X6,X7,X8,X9,X10,X11 
9 92.0 86.9 8.6 0.13223 X1,X3,X4,X5,X6,X7,X8,X9,X11 
9 91.7 86.4 9.0 0.13450 X1,X3,X4,X5,X6,X7,X9,X10,X11 
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9 91.7 86.3 9.1 0.13496 X1,X2,X3,X4,X5,X6,X7,X9,X11 
9 91.6 86.3 9.2 0.13531 X1,X3,X4,X5,X6,X7,X8,X9,X10 
9 91.6 86.2 9.2 0.13541 X3,X4,X5,X6,X7,X8,X9,X10,X11 
10 92.2 86.2 10.3 0.13574 X1,X3,X4,X5,X6,X7,X8,X9,X10,X11 
10 92.1 86.0 10.5 0.13661 X1,X2,X3,X4,X5,X6,X7,X8,X9,X10 
10 92.1 86.0 10.5 0.13681 X1,X2,X3,X4,X5,X6,X7,X8,X9,X11 
10 91.9 85.6 10.8 0.13838 X1,X2,X3,X4,X5,X6,X7,X9,X10,X11 
10 91.8 85.5 10.9 0.13887 X2,X3,X4,X5,X6,X7,X8,X9,X10,X11 
11 92.4 85.4 12.0 0.13949 X1,X2,X3,X4,X5,X6,X7,X8,X9,X10,X11 
Berdasarkan nilai Cp tersebut dipilih nilai p yang mendekati parameter. Dari nilai Cp 
diperoleh persamaan regresi terbaik adalah dengan 6 parameter atau 5 variabel bebas 
dengan nilai Cp = 4.0 yaitu X3, X4, X6, X7  dan  X9.  Setelah mengetahui nilai dari Cp maka 









CE p  
Pada kasus tersebut diketahui bahwa terdapat 24 observasi dengan 11 variabel bebas, maka 




+p  nilai E(Cp) jauh dari p. Oleh karena itu perlu adanya modifikasi dari nilai 
Cp yaitu Cp
*yang mempunyai nilai harapan p.     
4.2.2  Pemilihan Persamaan Regresi Terbaik Berdasarkan Cp
* 
Tabel 4.3  Nilai dari Cp dan Cp
* 
p cp Cp* 
2 62.7 60.7 
2 72.5 70.5 
2 95.3 93.3 
2 101.8 99.8 
2 106.2 104.2 
3 34.9 33.1 
3 35.6 33.8 
3 38.1 36.3 
3 42.3 40.5 
3 49.9 48.1 
4 12.4 10.8 
4 20.5 18.9 
4 21 19.4 
4 22.2 20.6 
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4 25.1 23.5 
5 8.5 7.1 
5 8.6 7.2 
5 9.9 8.5 
5 11.5 10.1 
5 12.4 11 
6 4 2.8 
6 8.1 6.9 
6 8.3 7.1 
6 8.9 7.7 
6 9 7.8 
7 4.8 3.8 
7 5.1 4.1 
7 5.3 4.3 
7 5.6 4.6 
7 5.8 4.8 
8 6.1 5.3 
8 6.2 5.4 
8 6.3 5.5 
8 6.3 5.5 
8 6.5 5.7 
9 7.2 6.6 
9 7.5 6.9 
9 7.6 7 
9 7.7 7.1 
9 7.9 7.3 
10 8.6 8.2 
10 9 8.6 
10 9.1 8.7 
10 9.2 8.8 
10 9.2 8.8 
11 10.3 10.1 
11 10.5 10.3 
11 10.5 10.3 
11 10.8 10.6 
11 10.9 10.7 
12 12 12 
Berdasarkan nilai Cp
* tersebut diperoleh nilai Cp
* terkecil C6
* = 2.8  yaitu pada X3, X4, X6, X7 
dan X9 dengan model 99776644330 XXXXXY bbbbbb +++++= . Sedang model 
dengan Cp
* diatasnya adalah C5
*
 = 7.1 terdapat pada  X3, X4,, X7 dan X9  dengan model 
997744330 XXXXY bbbbb ++++= . Uji hipotesis yang dilakukan untuk membuktikan 
persamaan terbaik adalah : 
1)  H0 : 0=ib  untuk semua i = 3, 4, 6, 7, 9 ( X3,  X4,  X6,  X7,  X9  bukan merupakan variabel 
yang penting dalam model ) 
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    H1  : 0¹ib  untuk semua i = 3, 4, 6, 7, 9 (X3,  X4, X6, X7, X9  merupakan variabel yang 
penting dalam model ) 
2)  Dengan 050.=a  
3)  H0 ditolak jika Fi > F ),( tra = F 0.05(7,12) = 10.02  
4)  Statistik uji 









                      = 7.1-2.8+2.2 
                      = 6.5 
5)  kesimpulan, karena nilai maks (Fi) < nilai maks untuk a  maka H0 diterima berarti X3, 
X4,  X6, X7, X9  bukan merupakan variabel  penting dalam model. 
Karena H0 diterima maka variabel tersebut ada yang tidak mendukung dalam model, 
sehingga di coba dengan nilai *pC  yang lain. 
Untuk C5
*= 7.1 terdapat pada X3, X4,, X7 dan X9 dengan model 
997744330 XXXXY bbbbb ++++= . Sedangkan Cp
*  di atasnya C4
* = 10.8 terdapat pada 
X3, X7 dan X9 dengan model 9977330 XXXY bbbb +++= . Uji hipotesis yang dilakukan 
untuk membuktikan persamaan terbaik adalah : 
1) H0 : 0=ib  untuk semua i = 3, 4, 7, 9 ( X3,  X4, X7,  X9  bukan merupakan variabel yang 
penting dalam model ) 
    H1  : 0¹ib  untuk semua i = 3, 4, 7, 9 ( X3,  X4, X7,  X9 merupakan variabel yang penting 
dalam model ) 
2)  Dengan 050.=a  
3)  H0 ditolak jika Fi > F ),( tra = F 0.05(8,12) = 10.4 
4)  Statistik uji 









                    = 10.8 - 7.1 + 2.2 
                    = 5.9 
5)  kesimpulan, karena nilai maks (Fi) < nilai maks untuk a  maka H0 diterima berarti 
berarti X3,  X4,  X7, X9  bukan merupakan variabel penting dalam model. 
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Untuk C4
* = 10.8 terdapat pada X3, X7 dan X9 dengan model 
9977330 XXXY bbbb +++= . Sedangkan  Cp
*  di atasnya C3
*= 33.8  pada X3 dan X9 
dengan model 99330 XXY bbb ++= . Uji hipotesis yang dilakukan untuk membuktikan 
persamaan terbaik adalah : 
1) H0 : 0=ib  untuk semua i = 3, 7, 9 ( X3,  X7,  X9  bukan merupakan variabel yang penting 
dalam model ) 
    H1  : 0¹ib  untuk semua i = 3, 7, 9 ( X3,  X7,  X9 merupakan variabel yang penting dalam 
model ) 
2)  Dengan 05.0=a   
3)  H0 ditolak jika Fi > F ),( tra = F 0.05(9,12) = 10.8  
4)  Statistik uji 









                     = 33.8-10.8+2.2 
                     = 25.2 
5) kesimpulan, karena nilai maks (Fi) > nilai maks untuk a  maka H0 ditolak jadi berarti X3, 
X7, X9  merupakan variabel yang penting dalam model. 
Sehingga di peroleh  model terbaik Y = 1.19 + 0.210 X3 + 0.192 X7 + 0.220 X9  dengan 
variabel bebas  X3 , X7 dan X9 .  
 
4.2.3  Uji Hipotesis Setelah Persamaan Terbaik Diperoleh 
Uji serempak untuk model dengan tiga variabel bebas yaitu X3,  X7 dan X9 adalah  
1)   H0 : Model belum baik ( 9730 ,,i;i ==b ) 
      H1 : Model sudah baik ( 9730 ,,i;i =¹b ) 
2) Dengan 05,0=a  
3) Daerah kritis H0 ditolak jika P-value < 0.05 
4) Statistik uji 










F hitung Nilai P 
Regresi 3 2.51278 0.83759 30.33 0.000 
sisa 20 0.55235 0.02762   
total 23 3.06513    
    Dari tabel anava  terlihat bahwa nilai P-value = 0.00 < 0.05 
5)  Kesimpulan: karena P-value = 0.00 < 0.05 , maka H0 ditolak yang artinya model sudah 
cukup  baik 
Uji parsial untuk masing-masing variabel bebas.  
 Tabel 4.5 Nilai P untuk uji kesignifikan masing-masing variabel bebas 
prediksi Koefisien Koefisien SE T Nilai P VIF 
konstanta 1.1886 0.2291 5.19 0.000 
 
 
X3 0.21480 0.06358 4.42 0.000 1.1 
X7 0.21881 0.05599 4.21 0.000 1.0 
X9 0.22040 0.04177 5.28 0.000 1.1 
Dari nilai P-value dibandingkan dengan a  = 0.05, nilai P-value untuk X3, X7 dan X9 = 
0.000  lebih kecil dari a  = 0.05, maka variabel X3, X7 dan X9 merupakan variabel penting 
dengan model regresi Y = 1.19 + 0.210 X3 + 0.192 X7 + 0.220 X9   
  
4.2.4  Melakukan Uji Asumsi 
Ada 4 asumsi yang harus dipenuhi agar menjadi persamaan terbaik, yaitu: 
1. Asumsi kenormalan 
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Normal Probability Plot of the Residuals
(response is Y)
 
Gambar 1  Plot probabilitas normal 
Pada Gambar 1 diatas terlihat bahwa grafik mendekati garis lurus sehingga asumsi 
kenormalan dipenuhi. Tapi untuk membuktikan hal tersebut maka dapat dilakukan 
dengan melakukan uji kenormalan 
1) H0  : Sisaan berdistribusi normal 
H1 : Sisaan tidak berdistribusi normal 
2) Tingkat signifikansi :5% 
3) Statistik uji 
Corr* = Corr (sisaan,skor normal)  = 0.960 
 
4) Daerah kritis menolak H0 jika Corr
* < (n,a ) = 0.960 
5) Kesimpulan, karena Corr* = 0.960 > (n,a ) = 0.9566 maka H0 tidak ditolak yang 
berarti sisaan berdistribusi normal. 
2. Asumsi non multikolinearitas 
Untuk melihat adanya multikolinearitas atau tidak maka dengan melihat nilai VIF 
nya. Nilai VIF  dapat dilihat pada lampiran 3. Nilai VIF untuk X3  dan X9 = 1.1 
sedangkan  X7 =1.0. Karena nilai VIF < 5, maka dapat dikatakan bahwa asumsi non 
multikolinearitas dipenuhi. 























Gambar 2 Plot sisa terhadap penduga Y 
Dari Gambar 2 di atas terlihat bahwa data tidak membentuk pola tertentu, sehingga 




4. Asumsi non autokorelasi 

















Residuals Versus the Order of the Data
(response is Y)
 
       
Gambar 3 Plot sisa terhadap urutan data   
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Pada Gambar 3 di atas terlihat bahwa grafik tidak membentuk pola tertentu sehingga 
asumsi non autokorelasi dipenuhi. Atau dapat dilihat dari statistik Durbin Watson. 
Uji hipotesis 
1)   H0 : tidak terdapat autokorelasi 
      H1 : terdapat autokorelasi 
2)   H0  tidak ditolak  jika d > du atau 4-d > du  
3)   Dari output  diperoleh nilai statistik Durbin Watson (d) = 2.01 
4)   Dari tabel pada lampiran 5 diperoleh nilai pasangan nilai kritis Durbin Watson 
(1.01,1.78) 
5)  Kesimpulan, karena nilai statistik Durbin Watson d = 2.01 > du = 1.78 maka H0 tidak  
ditolak, jadi dapat disimpulkan bahwa tidak terdapat autokorelasi antar sisaan 
Model dengan 3  variabel bebas adalah model yang baik, dengan kata lain 
Indeks Prestasi hanya dipengaruhi oleh besarnya nilai mata kuliah terutama mata kuliah 
Manajemen Dasar, Pengantar Ilmu Komputer dan Matematika Dasar. Tetapi bukan berarti 
variabel lain adalah variabel tak penting, hanya saja variabel tersebut memberikan sedikit 




5.1  Kesimpulan 
       Dari hasil pembahasan diatas maka dapat ditarik kesimpulan bahwa : 
1. Faktor-faktor yang mempengaruhi IP  mahasiswa D3 MI F MIPA UNS tahun 2008 
adalah nilai dari mata kuliah yaitu Manajemen Dasar (X3), Pengantar Ilmu 
Komputer (X7) dan Matematika Dasar (X9). 
2. Model regresi terbaik adalah Y
)
 = 1.19 + 0.210 X3 + 0.192 X7 + 0.220 X9, 
dengan interpretasinya adalah setiap penambahan satu satuan mata kuliah  
Manajemen Dasar, Pengantar Ilmu Komputer dan satu satuan mata kuliah 
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Matemátika Dasar akan mengakibatkan penambahan nilai IP masing-masing 
sebesar 0.210, 0,192 dan 0.220 
 
5.2  Saran 
             Pada penulisan ini  yang dibahas mengenai pemilihan model regresi linear ganda 
berdasarkan *pC . Bagi pembaca yang berminat dapat memilih persamaan regresi dengan 
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