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SHEAF QUANTIZATION OF LAGRANGIANS
AND
FLOER COHOMOLOGY
C. VITERBO
ABSTRACT. Given an exact Lagrangian submanifold L in T ∗N , we want to construct
a complex of sheaves in the derived category of sheaves on N ×R, such that its sin-
gular support, SS(F •L ), is equal to L̂, the cone constructed over L. Its existence was
stated in [Vit4] in 2011, with a sketch of proof, which however contained a gap (fixed
here by the rectification). A complete proof was shortly after provided by Guillermou
([Gu]) by a completely different method, in particular Guillermou’s method does not
use Floer theory. The proof provided here is, as originally planned, based on Floer ho-
mology. Besides the construction of the complex of sheaves, we prove that the filtered
versions of sheaf cohomology of the quantization and of Floer cohomology coincide,
that is F H∗(N×]−∞,λ[,F •L )' F H∗(L;0N ;λ), and so do their product structures.
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1. NOTATIONS AND BASIC DEFINITIONS
In this paper N will be a compact manifold, and we work in the symplectic mani-
fold (T ∗N ,dλ) where λ = pd q is the Liouville form1 . We shall assume we are given a
connected oriented Lagrangian submanifold L such that
(1) L is exact and λ|L = d fL for some function fL : L −→R
(2) L is spin, or our coefficient field is F=Z/2Z
(3) The Maslov class µL vanishes in H 1(L,F) (this is automatic if F=Z/2Z, since L is
orientable)
Moreover we assume that together with, L we are given fL , a primitive ofλ|L as above,
and a grading, that is if Σ1(L) = {(x, p) ∈ L | dpi(x, p)|T(x,p)L is not onto } is the set of sin-
gular points of the projection on the base, we have a function mL : L \Σ1(L)−→ F such
that for any smooth path γ in L, we have
mL(γ(1))−mL(γ(0))= #al g (Tγ(t )L∩Σ1)
where the right hand side is the number of intersection points counted with sign, of
the path t 7→ Tγ(t )L and the Maslov cocycle Σ1 = {T ∈Λ(T(x,p)(T ∗N )) | T ∩V (x, p) 6= {0}
whereΛ(E) is the Lagrangian Grassmannian in E and V (x, p) the tangent to the vertical
(i.e. Ker(dpi(x,p)))). So if γ is a loop we indeed have mL(γ(1))−mL(γ(0))= 〈µL ,γ〉 = 0.
We refer to Arnold (cf. [Ar]) for this, and point out that it follows from the work of
Kragh [Kragh2] that µL vanishes for an embedded exact Lagrangianand was later re-
proved in Guillermou’s paper ([Gu]), using sheaf theory.
We will call the triple (L, fL ,mL) an exact Lagrangian brane. Note that given L sat-
isfying the above conditions, fL and mL are uniquely defined up to the addition of a
constant (real for fL , belonging to F for mL). Again by abuse of notation, we sometimes
1While the microlocal theory of sheaves was invented by Kashiwara and Schapira and recorded in their
book [K-S], published in the 90’s, we usually also give the relevant reference to [Vit4]. Needless to say,
all results are due to Kashiwara and Schapira and the reference to [Vit4] is only for ease of access to
symplectic geometers, as we tried to make [Vit4] and the present paper self-contained.
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write L instead of (L, fL ,mL). Note also that for us Lagrangian submanifolds are un-
parametrized embeddings, i.e. we identify j : L −→ T N and j ◦ϕ : L −→ T ∗N where ϕ is
an orientation preserving diffeomorphism.
Examples 1.1. (1) If f is a smooth function on N we set Γ f to be the Lagrangian
brane with L f = {(x,d f (x)) | x ∈N }, with fL f (x, p)= f (x) and mL ≡ 0.
(2) Even though we shall mostly restrict to situations where L is compact, one im-
portant case is the conormal bundle of a smooth submanifold V of N . We set
ν∗V = {(x, p) | p = 0 on TxV } and fL ≡ 0, mL ≡ 0.
(3) Similarly if U is codimension zero submanifold with smooth boundary ∂U we
set, writing n(x) for the outside normal of U at x ∈ ∂U :
ν∗U = {(x, p) | either x ∈U , p = 0 or x ∈ ∂U , p = 0 on Tx∂U and 〈p,n(x)〉 < 0}
Again we set fν∗U ≡ 0,mν∗U ≡ 0. Note that this example does not really fit in
our framework, since ν∗U is not smooth, but it will repeatedly appear as limit
of smooth Lagrangians. Note that in a certain weak sense that will be specified
later, we have that if fk is a decreasing sequence of smooth functions converging
to −∞(1−χU ), we have that limk Γ fk = ν∗U .
Let L0,L1 be Lagrangian branes such that the underlying Lagrangians are in general
position. Let J (t , z) (where t ∈ [0,1], z ∈ T ∗N ) be an almost complex structure on T ∗N
compatible with the symplectic form, depending smoothly on (t , z), and such that the
sets {(x, p) ∈ T ∗N | |p| ≤ r } are J-pseudo-convex (at least for r large enough)2. We
define (FC •J (L0,L1),d J ) to be the filtered Floer complex associated to L0,L1, J , that is
the complex generated by intersection points L0 ∩ L1, where x ∈ L0 ∩ L1 has grading
mL0,L1 (x)=mL0 (x)−mL1 (x), action filtration fL0,L1 (x)= fL1 (x)− fL0 (x), and3 such that if
mL0,L1 (x−)=mL0,L1 (x+)−1 the differential is defined by
〈d J x−, x+〉 = #al gM (x−, x+)/R
where, setting ∂¯J u = ∂u∂s (s, t )+ J (t ,u(s, t ))∂u∂t (s, t ), we have
M (x−, x+)= {u :R× [0,1]−→ T ∗N | ∂¯J u = 0, u(s, i ) ∈ Li , lim
s→±∞u(s, t )= x±}
Note that mL0,L1 (x+)−mL0,L1 (x−) is the Fredholm index of the operator ∂¯J on the space
of maps
u :R× [0,1]−→ T ∗N | u(s, i ) ∈ Li , lim
s→±∞u(s, t )= x±
2This is needed to recover compactness of the set of holomorphic curves.
3Watch out, many authors use the opposite convention, filtering by− fL0,L1 . Our convention will be com-
patible with the usual identification with RH om(F •L0 ,F
•
L1
) where F •j are the natural quantizations of
L j .
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Finally FC •J (L0,L1) is filtered by the action fL0,L1 , and we denote by FC
•
J (L0,L1;b) the
quotient of FC •J (L0,L1) by the subspace generated by the intersection points with action
greater than b, and for a < b, by FC •J (L0,L1; a,b) the quotient FC •J (L0,L1; a)/FC •J (L0,L1;b).
It is generated by the intersection points in L0 ∩ L1 with action in the window [a,b[.
Since d J is increasing with respect to the action filtration
4, and d 2J = 0, we may state
Definition 1.2. We set F H•(L0,L1;b) to be the cohomology of (FC •J (L0,L1;b),d J ) and
F H•(L0,L1; a,b) to be the cohomology of (FC •J (L0,L1; a,b),d J ).
Note that according to the work of Floer (cf. [Fl1, Fl2, Fl3, Fl4]), the (filtered) Floer
cohomology does not depend on J . Of course this is not true for the complex itself.
Definition 1.3. LetL be the set of compact Lagrangian branes. The "naive Fukaya cate-
gory" has objects the elements inL and morphisms the cofiltered complex FC •J (L0,L1),
parametrized by J . Note that this is not a category, because Mor(L0,L1) is only defined
if L0 t L1 and even when defined, composition5
FC •J (L0,L1;λ1)⊗FC •J (L1,L2;λ2)−→ FC •J (L0,L2;λ1+λ2)
is not associative.
Note that one can get rid of the transversality requirements by introducing some per-
turbation data as in [Sei]. But we actually still do not get a category, but an A∞-category.
We do get a category if we take the cohomology category, i.e. replace FC • by F H•, this
yields the so-called Donaldson-Fukaya category.
In this paper, we shall replace this "naive Fukaya category" by a bona-fide category
in which the Fukaya category can be "faithfully embedded" (we shall make this a pre-
cise statement when stating the main theorem). We shall associate to L ∈L an element
F •L ∈Db(N ×R), the derived category of bounded complexes of sheaves on N ×R, such
that the singular support of F •L (see [K-S], page 218, or [Vit4] page 139, for the defini-
tion) SS(F •L ) is the conification of L :
L̂ = {(x, t ,τp,τ) | (x, p) ∈ L, t = fL(x, p),τ≥ 0}⊂ T ∗(N ×R)
Examples 1.4. (1) Let L = Γ f , then Γ̂ f = {(x, f (x),τd f (x),τ) | τ ≥ 0}. We fid that
FC •(0N ,Γ f )is the Morse complex of f .
(2) Let L = ν∗U , then ν∗U = {(x,0,−τν(x),τ) | τ ≥ 0} where ν(x) = 0 when x ∈
U and n(x) ∈ T ∗x N is the outgoing normal at x. Thus ν∗U = 0U × {0}×R+ ∪
{(x, t ,τn(x),τ) | τ≥ 0, x ∈ ∂U }
Note that as above, in a certain weak sense, we have that if fk is a decreasing sequence
converging to −∞(1−χU ), we have limk Γ̂ fk =ν∗U .
4i.e. d J (x)= y implies fL0,L1 (x)≤ fL0,L1 (y)
5corresponding to the “pant product”, here sometimes called “triangle product” since it is obtained by
counting holomorphic triangles.
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Moreover, associated to each pair (F •1 ,F
•
2 ) in D
b(N ×R) an element in Db(N ×R),
denoted RH om(F •1 ,F •2 ), such that
MorD(N )(F
•
1 ,F
•
2 )=H 0(N ×R,RH om(F •1 ,F •2 ))=RHom(F •1 ,F •2 ))
defines a category D(N). Note that objects of D(N) are actually in Db+(N ×R) the set of
objects of the derived category with singular support contained6 in {τ≥ 0}. Note that we
can arrange so that RH om(F •1 ,F •2 ) also belongs to Db+(N ×R), so we get an enriched
and closed category7.
Our main theorem then reads
Theorem 1.5 (Main theorem). To each L ∈L we can associateF •L ∈D(N) such that
(1) SS(F •L )= L̂
(2) F •L is pure (cf. [K-S] page 309),FL = 0 near N×{−∞} andFL = kN near N×{+∞}
(3) We have an isomorphism8
F H•(L0,L1; a,b)=H∗
(
N × [a,b[,RH om(F •L0 ,F •L1 )
)
(4) F •L is unique satisfying properties (1) and (2).
(5) The pant product in Floer cohomology is induced through the above identifica-
tion to a product map
RH om(F •L1 ,F •L2 )⊗RH om(F •L2 ,F •L3 )−→RH om(F •L1 ,F •L3 )
inducing a map
H∗(N × [λ,+∞[,Fˇ •L1F •L2 )⊗H∗(N × [µ,+∞[,Fˇ •L2F •L3 )y∪
H∗(N × [λ+µ,+∞[,Fˇ •L1F •L3 )
Note that the construction ofF •L was sketched in [Vit4] in our Eilenberg lectures held
at Columbia in the spring 2011. It was first proved by completely different methods
(without the use of Floer cohomology) by Guillermou in [Gu]. This is also related to the
work of Nadler and Zaslow [Nad, Nad-Z], the original idea that microlocal sheaf theory
had something to say about symplectic topology goes back to the foundational paper
of Tamarkin [Tam] and developed in [G-K-S].
6This category was first used in this context in Tamarkin’s work ([Tam])
7A category is said to be closed if the morphisms are also objects in the category.
8If Z is locally closed, of the form U∩A, with U open and A closed, we have a functor ΓZ (see [Vit4], page
83), that yields the relative cohomology H∗Z (X ,F ) = H∗(U ,U \ A,F ), fitting in the long exact sequence
H∗(U ,U \ A,F )−→H∗(U ,F )−→H∗(U \ A,F )−→H∗+1(U ,U \ A,F )−→. As a result, H∗(N × [a,b[,F •)
could also be denoted H∗(N×]−∞,b[, N×]−∞, a[,F •) .
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Apart from the construction, some of the new features here are the connection be-
tween Floer theory and sheaf theory, that is each one allows to recover the other. We
can thus use sheaf theoretic properties to prove results on Floer cohomology and vice-
versa.
The basic heuristic idea of the proof is as follows. First assume L is obtained from a
generating function quadratic at infinity (GFQI for short). That is
L = LS = {(x, ∂S
∂x
(x,ξ)) | ∂S
∂ξ
(x,ξ)= 0}
where S ∈C∞(N ×Rk ,R) is such that (x,ξ) 7→ ∂S∂ξ (x,ξ) is transverse to 0, and S(x,ξ) coin-
cides with a non-degenerate quadratic form Q(ξ) outside a compact set.
Then, setting US = {(x,ξ, t ) ∈N×Rk×R | S(x,ξ)< t }, kUS the constant sheaf on US and
F •S = (Rpi)∗(kUS ) (wherepi : N×Rk×R−→N×R is the projection, (Rpi)∗ the right-derived
functor on sheaves) satisfies(see [Vit4], page 146 SS(FS)= L̂S . NowF •S satisfies
H•(U × [a,b[;F •S )=H•(U ×Rk × [a,b[,kUS )=H•(Sb|U ,Sa|U )= F H•(ν∗U ,L; a,b)
The meaning of the last equality (and the definition of F H∗(ν∗U ,L; a,b), since ν∗U is
not smooth) will be explained later on. So it is tempting to look for an element F •L
in Db(N ×R) such that FC •(ν∗U ,L; a,b) is quasi-isomorphic to RΓ(U × [a,b[,F •L ). A
first guess would be to take U × [a,b[ 7→ FC •(ν∗U ,L; a,b). But this does not define
a sheaf, not even a presheaf. Indeed, if W ⊂ V ⊂ U , there is indeed a natural map
(that we shall define later) FC •(ν∗U ,L; a,b)−→ FC •(ν∗W,L; a,b), but it only coincides
up to homotopy with the composition of FC •(ν∗U ,L; a,b) −→ FC •(ν∗V ,L; a,b) and
FC •(ν∗V ,L; a,b)−→ FC •(ν∗W,L; a,b). We shall call such a structure a quasi-presheaf.
We shall precisely define this in the next section and prove its main properties. In sec-
tion 5, we rectify this quasi-presheaf to obtain a bona fide presheaf, and then, by sheafi-
fication, a sheaf. We then conclude the proof of the construction ofF •L in the remaining
sections9.
Note that one of the implications of the above theorem, is that even though FC •(L0,L1; a,b)
is not always well defined, and its multiplication not associative, we can replace it by the
quasi-isomorphic complex, RΓ
(
N × [a,b[,RH om(F •L0 ,F •L1 )
)
which is always well de-
fined, and does have associative multiplication.
Remark 1.6. One could have tried to consider the complex of sheavesH •L (U × [a,b[)=
F H•(ν∗U ,L; a,b), but this fails, because this sheaf has extra singular support at points
ofΣ1L , whereΣ
1
L is the set of points of L where the projection pi : L −→N is singular. Note
that a spectral sequence argument implies that its singular support always contains L̂,
but in general SS(HL) strictly contains L̂.
9cf. [Seg],[Vogt],[Go-Ja],[Lurie]
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Let us give here an example where takingH •(U × [a,b[)= F H•(ν∗U ,L; a,b) has sin-
gular support different from L̂. Our example has a GFQI, so we can replace F H•(ν∗U ,L; a,b)
by H•(Sb|U ,S
a
|U ). Consider the Lagrangian in T
∗S1 locally given by x −p2 = 0, then the
reader can check that it is locally generated by S(x,ξ)=−13ξ3+xξ. Thus limε→0 H∗(Sc+εx ,Sc−εx )
equals 0 outside the cusp ±c = 23 (
p
x)3 and k inside. The singular set of this sheaf is
(p2, 23 p
3,τp,τ) | τ> 0}∪0×R×0×R+, of the form L̂ where L = {(x, x2) | x ∈R}∪ {0}×R.
Remark 1.7. We can add to the setL the Lagrangian branes of the form ν∗U where U is
an open set with smooth boundary or a smooth submanifold and the fibers Vx = T ∗x N .
These will always be considered in the category as limits of Γ fk for some sequence, be-
ing understood that the results we state do not depend on the choice of the sequence
fk (unless otherwise stated). Note that F H
∗(ν∗U ,ν∗V ;λ,µ) only makes sense provided
we define some kind of wrapping perturbation (usually obtained by following the ge-
odesic flow) to take care of transversality issues. We shall not however deal with this
issue here, and refer to [Ab-S] as well as [Nad, Nad-Z] for this. Note however that if L is
compact, F H∗(ν∗U ,L;λ,µ) (or F H∗(ν∗U ,L; a,b)) is well defined, regardless of the per-
turbation. We shall usually denote byL ,a category containingL as a full subcategory,
and its objects contain some other non-compact Lagrangian branes. Our results hold
for a suitable choice ofL , and most likely, including conical Lagrangians (i.e. asymp-
totic to some legendrian in ST ∗N ) can be included in L , but this shall be discussed
elsewhere.
Outline of the paper : In the first sections we construct a quasi-presheaf (i.e. a presheaf
were restrictions are only associative up to homotopy), that will after rectification is per-
formed in section 5, be our candidate F •L for quantizing L. Then in section 6 to 8 we
prove that this sheaf satisfies indeed the required properties (1),(2),(3). Section 9 and 10
are devoted to the identification of the pant product with a product defined on sheaves.
Note that in section 10 we explain how Floer cohomology behaves by symplectic reduc-
tion. Finally we sketch some applications in the last sections.
Acknowledgments: Besides the supporting institutions, this paper started during a
stay at IAS Princeton and Columbia University on the Eilenberg chair. I wish to thank
Helmut Hofer, Dusa McDuff for having made this stay possible. I also want to thank
Mohammed Abouzaid for useful discussions.
2. THE FINITE DIMENSIONAL CASE.
In the next section we shall study parametrized families of Lagrangian branes. We
here remind the reader of the finite dimensional situation, where Lagrangians are re-
placed by functions, i.e. the action functional replaced by a finite dimensional function.
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Let ( fτ)τ∈[0,1] be a one parameter family of functions, with f0, f1 being Morse func-
tions. We write F (τ, x)= fτ(x). The equation
d
d s
x(s)=∇xF (τ(s), x(s)), d
d s
τ(s)= ε(τ(s))
where ε(0)= ε(1)= 0,ε(τ)> 0 for τ ∈]0,1[ and ε′(0)> 0,ε′(1)< 0. This has the following
property
d
d s
f (τ(s), x(s))= ∂
∂τ
f (τ(s), x(s))τ′(s)+ ∂
∂x
f (τ(s), x(s))
d
d s
x(s)=
∂
∂τ
f (τ(s), x(s))ε(τ(s))+| ∂
∂x
f (τ(s), x(s))|2
Note that if β′(τ)= ε(τ) we have that τ(s) is the gradient trajectory of the function β.
And also that given any increasing function τ :R→ [0,1] satisfying τ(−∞)= 0,τ(+∞)= 1
plus some convergence requirements at ±∞, we can find a function ε as above, such
that τ′(s)= ε(τ(s)).
Now using the change of variable τ = τ(s), where τ solves τ′(s) = ε(τ(s)), we rewrite
the equation as
d
dτ
x(τ)= 1
ε(τ)
∇xF (τ, x(τ)), d
dτ
τ= 1
Thus
d
dτ
F (τ, x(τ))= 1+ 1
ε(τ)
|∇xF (τ, x(τ))|2
Thus if the set of critical values is contained in [−A, A], we have that a trajectory con-
necting critical points cannot spend more than time T = 2‖ε‖C 0 A
δ0
outside the region
where |∇xF (t , x(t ))|2 ≤ δ0. Thus the trajectory of x follows critical points of fτ, and
jumps from one critical point to another at a higher level in very short time, as is usual
in slow-fast dynamics (see for example [J]).
Now we assume (this follows for example from the Palais-Smale condition) that for
all τ,δ there is η such that | ∂∂x f (τ, x)|2 ≤ η implies that d(x,Kτ)≤ δwhere Kτ is the set of
critical points of fτ. Note that analogously (because Kτ is compact), we could conclude
d( f (τ, x),Cr i t ( fτ))≤ δ, where Cr i t ( fτ) is the set of critical values of fτ.
So assuming ε(s) ∂∂τ f (τ, x) is small, the family ( fτ)τ∈[0,1] is increasing, then either
f (τ(s), x(s)) is close to Cr i t ( f )=⋃τ∈[0,1] Cr i t ( fτ) or s 7→ f (τ(s), x(s)) is increasing.
Thus ifλ is at distance δ from Cr i t ( f ), we have that all trajectories cross levelλ in the
increasing sense, that is if we have a trajectory from (0, x) to (1, y), then we cannot have
f (0, x)>λ> f (1, y). Therefore if for all τ, a,b are not critical values of f (τ,•) a trajectory
of the above equation can only cross the level a or b in the positive sense, and this still
holds if the Cerf diagram- that is the set of pairs (τ, fτ(z)) where z is a critical point
of fτ- always crosses levels a and b in the positive direction. So counting trajectories
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from (0, x) to (1, y) yields a continuation map MC∗( f b0 , f
a
0 ) −→ MC∗( f b1 , f a1 ). Again it
is sufficient that the family ( fτ)τ∈[0,1] be weakly increasing at a,b, i.e. the Cerf diagram
crosses the lines f = a and f = b positively.
FIGURE 1. Positive Cerf diagram
Proposition 2.1. Let ( fτ)τ∈[0,1] be an increasing family of smooth functions. There is then
a continuation map
T( fτ) : MC
∗( f b0 , f
a
0 )−→MC∗( f b1 , f a1 )
Given two increasing homotopies between f0 and f1, they induce the same continuation
map.
Proof. The independence of the continuation map follows from the fact that any two
increasing homotopies are homotopic among increasing homotopies. 
The next section is just the translation the above in the context of Floer theory.
3. RECOLLECTIONS ON FLOER THEORY AND INCREASING HOMOTOPIES
Let L0,L1 be elements in L such
10 that L0 t L1. Let Lτ = ϕτH (L0), where ϕτH is the
Hamiltonian flow of H , Note that given H , Lτ = ϕτH (L0) is a well defined brane : we
want to find fτ on L0 such that d fτ(z)= (ϕτH )∗(λ) and by taking the derivative,
d
dτ
(d fτ(z))= d
dτ
(ϕτH )
∗(λ)= (ϕτH )∗(LXHλ)=
(ϕτH )
∗(diXHλ+ iXH dλ)= d
[
(ϕτH )
∗ (iXHλ+H)]
So if fτ solves the equation
fτ(z)= f0(z)+
∫ τ
0
(ϕtH )
∗ (iXHλ+H)d t
we may set fLτ(ϕ
τ
H (z)) = fτ(z) and this defines a function on ϕτH (L0). Note that fτ
depends on the choice of H and changing H to H = c changes fτ to fτ+ cτ.
Note however that fτ depends on the parametrization of Lτ = ϕtH (L0), while fLτ is
well defined on Lτ.
10Remember that by abuse of language, we denote, if no confusion can occur, a Lagrangian brane and its
underlying Lagrangian submanifold by the same letter.
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Definition 3.1. A family (Lτ)τ∈[0,1] inL is increasing if for some parametrization of Lτ,
the family ( fτ)τ∈[0,1] is increasing.
Indeed, note that to say that the family fτ is increasing only makes sense if it is de-
fined on a fixed manifold, in our case if we are given a family ϕτ : L0 −→ Lτ.
Example 3.2. It is easy to see that if ( fτ)τ∈[0,1] is an increasing family of functions on N ,
then τ−→ g r (d fτ) is increasing.
Conversely assume we are given an increasing family (Lτ fτ)
Proposition 3.3. Given an increasing family (Lτ, fτ), there is a Hamiltonian H such that
iXHλ+H is non-negative on Lτ and ϕτH (L0)= Lτ
Proof. Indeed, letϕτ be such that fLτ◦ϕτ = fτ is increasing. Nowϕτ extends to a Hamil-
tonian flow ϕτH , and we can choose a normalization of H such that
fτ(z)= f0(z)+
∫ τ
0
(ϕtH )
∗ (iXHλ+H)d t
Since fτ is increasing, we get that
d
dτ fτ ≥ 0 hence (ϕtH )∗
(
iXHλ+H
)≥ 0 i.e. iXHλ+H ≥ 0
on Lτ. 
We now have11
Proposition 3.4. Let (Lτ)τ∈[1,2] be an increasing family. Then we have a map
T(Lτ) : FC
∗(L0,L1; a,b)−→ FC∗(L0,L2; a,b)
If two increasing homotopies are homotopic among increasing homotopies, the corre-
sponding maps are chain homotopic, and in particular, the induced map
[T(Lτ)] : F H
∗(L0,L1; a,b)−→ F H∗(L0,L2; a,b)
is the same. The same holds if we have an increasing family (Lσ)σ∈[0,1], and we have a
map
FC∗(L1,L2; a,b)−→ FC∗(L0,L2; a,b)
Proof. Since (Lτ, fτ) is increasing, there is H as above such that iXHλ+H ≥ 0 on Lτ and
ϕτH (L0)= Lτ. Now the boundary map for FC∗(Lτ,L2) is obtained by counting solutions
of
∂J uτ(s, t )= 0,uτ(s,0) ∈ L2,uτ(s,1)= Lτ
But then ϕtτH (vτ(s, t )= uτ(s, t ) where vτ(s, t ) satisfies
∂ J˜ vτ(s, t )= ∇˜H(t , vτ(s, t )), vτ(s,0) ∈ L2,uτ(s,1)= L0
11In the Hamiltonian case, the emphasis on increasing homotopies goes back to [Fl-Ho], section 3.3.
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Moreover this is the Floer pseudo gradient for the action
AτH (γ)=
∫ 1
0
[γ∗λ+τH(tτ,γ(t ))]d t
this part of the argument) where γ(0) ∈ L2,γ(1) ∈ L0. Note that the corresponding Cerf
diagram is given by the AτH (γτ) where γτ is a solution of γ˙τ(t ) = τXH (τt ,γτ(t )) (so that
γτ(0) ∈ L2,γτ(1) ∈ Lτ). Thus the slope fo the Cerf diagram is given by ddτ AτH (γτ) =
τ
∫ 1
0 (iXHλ+H)d t ≥ 0, and we are in the situation of the previous section (finite dimen-
sion played no role in this argument).
Then denoting by M (x, y) the set of such solutions such that mL0,L2 (x) = mL1,L2 (y),
and 〈T(Lτ)x, y〉 = #M (x, y) defines a chain map
T(Lτ) : FC
•(L0,L1; a,b)−→ FC •(L0,L2; a,b)
This map also depends on the choice of the monotone map τ : R −→ [0,1] but we may
take the limit as sups∈Rτ′(s) −→ 0. The fact that the induced map in cohomology does
not depend on the choice of the homotopy easily follows from section 4, Remark 4.3
(2). 
Remark 3.5. (1) One should be careful, because there are several constructions of
continuation maps, and they are not, in general, equivalent (or at least it is an
open problem to figure out when they are) even in the finite dimensional case
(see [Hut], [Komani]).
(2) Also if we do not take an increasing family, we can still build an induced map
in Floer homology, but it will depend on the choice of the homotopy (the same
of course holds for functions). This is already clear for a family of functions, for
example when f0 = f1, we can either take the constant path from f0 to f1, and
the induced endomorphism of MC∗( f b , f a) is then the identity, or consider the
family c(τ)+ f0 where c(τ) is chosen so that (c(1/2)+C )∩ [a,b] =;, where C is
the set of critical values, and the endomorphism of MC∗( f b , f a) is then zero.
(3) In the Lagrangian case, we must assume that the monotone homotopies are ho-
motopic among monotone ones, while this is obvious for functions (as in Propo-
sition 2.1).
(4) The proposition holds under the much weaker assumption of a weakly increas-
ing family with respect to L2. This is a family (Lτ)τ∈[0,1] such that for all z ∈
Lτ0 ∩L2, we have whenever fτ0 (z)− f2(z) ∈ {a,b}, that ddτ fτ(z)|τ=τ0 ≥ 0. In other
words, looking at the Cerf diagram C of the family, that is the set of pairs (τ, f )
where f = fτ(z) with z ∈ Lτ∩L2, that is generically a one dimensional manifold
with singularities, we have that it crosses the lines f = a,b positively.
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4. FLOER THEORY FOR FAMILIES
The content of this section can be found in several papers but here we follow Hutch-
ings, (see [Hut], section 6 and also Igusa in [Igu]). Let us first consider the case of finite
dimensional manifolds, before going to the Floer setting. Let X be a compact manifold,
B k the unit ball in Rk , f0, f1 be Morse functions on X and F : B k × X −→ R a family of
functions on X such that F restricts to f0 near the south pole (i.e. the point (0, ....,0,−1))
denoted S and to f1 in a neighborhood of the north pole (i.e. the point (0, ...,0,1)) de-
noted N . We now consider the height function g on B k and ξg a pseudo-gradient pre-
serving the boundary Sk−1 of B k , and flowing from S to N , and ∇xF a vector field on
B k ×X that is a pseudo-gradient for x 7→ F (λ, x). In other words,
∂
∂x
F (λ, x) ·∇xF (λ, x)≥C
∣∣∣∣ ∂∂x F (λ, x)
∣∣∣∣2
We set ξ˜g be the lift of ξg to B k ×X , and set Zτ(λ, x)=∇xF (λ, x)+τξ˜g .We then have
(dF +τd g )(λ, x) ·Zτ = |∇xF (λ, x)|2+τdF (λ, x) · ξ˜g +τ2|ξ˜g |2
For τ large enough, this has the following properties :
(1) it only vanishes at (S, x) or (N , y), where x (resp. y) is a critical point of f0 (resp.
f1)
(2) away from the critical points of g , g is strictly increasing on the trajectories of
Zτ
(3) the flow of Zτ preserves Sk−1×X , the boundary of B k ×X
(4) the Morse index of (S, x) as a critical point of Fτ(λ, x) = f0+τg is equal to the
Morse index of x for f0. The Morse index of (N , y) as a critical point of Fτ(λ, x) is
equal to the Morse index of y plus k. In standard notation
iM ((S, x),Fτ)= iM (x, f0) andiM ((N , y),Fτ)= iM (y, f1)+k
Let A∗,B∗ be two differentially graded algebras, we denote by Mord g (A∗,B∗) the
graded differential algebra defined by Mord g (A
∗,B∗)k =
⊕
p Hom(A
p ,B p+k ) (where Hom(V ,W )
is the set of linear maps from V to W ) with differential D(( fp )p∈Z)= (d fp+(−1)| f | fp d)p∈ Z
where| f | = k for f ∈Hom(Ap ,B p+k ).
Assuming Z satisfies some standard genericity assumptions, we have
Definition 4.1. The vector field Z defines an element ϕB in Mord g (M∗( f0), M∗( f1))k−1
defined as follows: 〈ϕB (x), y〉 is the algebraic count of the number of trajectories from
(S, x) to (N , y).
Note that the morphism depends on the choice of Z , but we assume Z is chosen once
for all.
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Proposition 4.2. Let Z be fixed and set ϕB to be the above map, and ϕ∂B the same map,
but associated to the restriction of F to ∂B ×X . Then we have D(ϕB )=ϕ∂B
Proof. Indeed, given two critical points of index difference 2, let us consider trajectories
of Z connecting them. The set of these trajectories divided out by the R-action make
a 1-dimensional manifold, and counting its boundary points with sign must yield zero.
So let us describe the trajectories in this boundary :
we first have the broken trajectories, but since their projection on B k must be a
trajectory from S to N , the broken trajectory will either be a trajectory contained in
XS = {S}× X followed by one going from XS to XN = {N }× X and the number of such
trajectories counted with sign and multiplicity yields ϕB ◦dS or a trajectory going first
from XS to XN followed by a trajectory contained inside XN and this yields dN ◦ϕB .
The other boundary points correspond to trajectories with projection in ∂B k , and
these count ϕ∂B . 
Note that we may consider F as a smooth map from B k to C∞(X ,R), we the denote
ϕB as (F )∗. In particular for k = 1, we get the continuation map from Proposition 2.1.
Remark 4.3. (1) The above construction and result also works for any smooth fiber
bundle over a manifold M with boundary ∂M . However the dynamics of a gra-
dient vector field on M preserving ∂M could be much more complicated. We
shall work the case of a simplex later in this section
(2) Applying the above to k = 2 (in fact one should replace B 2 by a square), we get
that given a homotopy of Lagrangians with fixed endpoints, we get that d(F )∗−
(F )∗d = ( f1)∗−( f0)∗, so T0 and T1 induce the same map in cohomology. We shall
see in Proposition 4.6 that when the homotopy is increasing, this also holds for
the relative case (i.e. F H∗(Lτ,L2; a,b)) and proves Proposition 3.4.
Note that the same can be done if we replace the ball by the k simplex,∆k = {(λ1, ....,λk ) |
0 ≤ λ1 ≤ ... ≤ λk ≤ 1}, and g (λ1, ...,λk ) =
∑k
j=1
λ2j
2 −
λ3j
3 and ξg (λ1, ...,λk ) =
∑k
j=1λ j (1−
λ j )
∂
∂λ j
. But then the critical points of g are the up with coordinates λ j = 0 for j ≤ p+1
and λ j = 1 for j ≥ p. In other words, the critical points are the vertices of∆k , and uk has
index k. Note also the the vector field ξg is actually defined in a neighborhood of ∆k
and preserves ∆k . Indeed, the boundary of ∆k is the union of its faces, given by λ1 = 0
for the first face, by λ j −λ j+1 = 0 (for 1≤ j ≤ k−1), and λk = 1 for the last face. Since the
flow of ξg is given by the equations
λ˙ j =λ j (1−λ j )
hence
λ˙ j − λ˙ j+1 = (λ j −λ j+1)(1−λ j −λ j+1)
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and the faces λ j = λ j+1 is indeed preserved. We write u0 = 0 = (0, ....,0),1 = (1,1...,1) =
uk .
Denoting by ip (σ) the simplex obtained by restricting σ to λ1 = .... = λp = 0, tp (σ)
the restriction to λp+1 = .... = λk = 1 and ∂ j (σ) the restriction to λ j = λ j+1. We also
set i (σ) = i0(σ) = σ(u0) and t (σ) = tk (σ) = σ(uk ). Now we have a differential, ∂ on the
set of simplices ∂σ =∑kj=0(−1) j∂ jσ. We actually need another differential, defined by
δσ=∑k−1j=1 (−1) j∂ jσ so that ∂σ= δσ+∂0σ+ (−1)k∂kσ.
Definition 4.4. Let σ : ∆k −→ C∞(X ,R) be a smooth simplex. We define (σ)∗, as the
map
(σ)∗ : MC∗( f b , f a)−→MC∗−k+1( f b , f a)
Proposition 4.5 (Compare with [Igu], cor. 4.11). We have the identity
dσ∗+ (−1)kσ∗d = (δσ)∗+
k−1∑
j=1
(−1) j−1(i jσ)∗ ◦ (t jσ)∗
Proof. Indeed, if we look at how 1-dimensional families of trajectories from Xu0 to Xuk
break-up, we find either a trajectory on Xu0 followed by a trajectory from Xu0 to Xuk
corresponding to σ∗ ◦d , or a trajectory from Xu0 to Xuk followed by a trajectory in Xuk
corresponding to d ◦σ∗, or a trajectory with projection in a pair of faces ipσ and then
tpσ, corresponding to (ip jσ)∗ ◦ (tpσ)∗, or a trajectory contained in one of the faces
connecting u0 to uk , and this corresponds to (δσ)∗

u1
u0
u2
u3
FIGURE 2. Terms of the expression of Proposition 4.5
(u0,u1,u3); (u0,u1,u3)−→ δσ
(u0,u1)◦ (u1,u2,u3)−→ (i1σ)◦ (t2σ)
(u0,u1,u2)◦ (u2,u3)−→ (i2σ)◦ (t1σ)
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Now we just repeat the above for the Floer complex.
Proposition 4.6. Let σ :∆k −→L be a smooth map, and assume that on each trajectory
of ξg the Lagrangians are increasing. Setting L0 =σ(u0),L1 =σ(uk ), we get a map
σ∗ : FC∗(L,L0; a,b)−→ FC∗−k+1(L,L1; a,b)
We have the identity in the Floer complex
dσ∗+ (−1)kσ∗d = (δσ)∗+
k−1∑
j=1
(−1) j−1(i jσ)∗ ◦ (t jσ)∗
The same holds if we have a family σ : ∆k −→L with L1 = σ(u0),L2 = σ(uk ), and in-
creasing on each trajectory of ξg , and consider the map
(σ)∗ : FC∗(L,L0; a,b)−→ FC∗−k+1(L,L1; a,b)
Proof. The proof follows the same lines as Proposition 3.4 and 4.5. Indeed, set Lλ =
Lσ(λ). We look at a one parameter family of trajectories of the mixed Floer equation,
∂
∂s
uλ(s)(s, t )= −J u˙λ(s)(s, t )
∂
∂s
λ(s)= τξg (λ(s))
with conditions uλ(0) ∈ Lλ,uλ(1) ∈ L and lims→±∞uλ(s, t ) ∈ Lλ∩L and lims→−∞λ(s)=
u0, lims→+∞λ(s) = uk . We saw in the proof of Proposition 3.4 that this reduces to a
standard Floer equation, so has the same properties, in particular as far as trajectory
breaking is concerned. The fact that the Lλ(s) are increasing implies the maps are all
well defined from FC∗(L,L0; a,b) to FC∗−k+1(L,L1; a,b). Now the argument is the same
as in the case of functions : for a one parameter family of such Floer trajectories, they
will break up in the same way, yielding the same terms as above.

5. RECTIFICATION OF THE FLOER QUASI-SHEAF
Let F(N) be the category of smooth functions on N with the usual partial order. A k-
simplex in F(N) is an ordered (k+2)-uple12, denoted σ= ( f0 ≤ ...≤ fk+1) and identified
to the map σ : ∆k+1 −→C∞(N ) given by σ(λ1,λ2, ...,λk+1) =
∑k+1
j=0 (λ j+1−λ j ) fk+1− j (we
set λ0 = 0,λk+2 = 1), so that σ(u j )= f j . We also set k = |σ|. Now if we have a trajectory
λ(t ) of ξg , then σ(λ(t )) is increasing. According to Proposition 4.6, we get maps
σ∗ : FC∗(Γ fk+1 ,L; a,b)−→ FC∗−k+1(Γ f0 ,L; a,b)
12we think of σ as a k-simplex of paths from the first vertex to the last vertex, this explains the shift in
dimension : for example a map σ :∆1 −→ X defines a path in X so a 0-simplex in the path space of X .
16 C. VITERBO
such that
dσ∗+ (−1)kσ∗d = (δσ)∗+
k−1∑
j=1
(−1) j−1(i jσ)∗ ◦ (t jσ)∗
and if we set by convention13 for the constant 0-simplex, σ∗ = d , we may rewrite this as
k∑
j=0
(−1) j (i jσ)∗ ◦ (t jσ)∗ = (δσ)∗
Now set V ∗( f )= FC∗(Γ f ,L; a,b) and we set
Definition 5.1. Let us consider C∗(F(N),V ∗) to be the vector space of V ∗-valued chains
generated by the formal objects σ⊗x where x ∈V ∗(t (σ)), endowed with differential
D(σ⊗x)= (δσ⊗x)+ (−1)|σ|σ⊗d x+
|σ|∑
j=1
(−1) j (i jσ)⊗ (t jσ)∗(x)
Remark 5.2. Note that since σ is monotone, so is ipσ, and the maps (ipσ)∗, so that D
respects the action filtration. Note that δ2 = 0. We set δ(σ⊗x)= δσ⊗x
We refer to [Bro] and [Igu2] for what follows. Note that the definition of D is essen-
tially the cobar construction of Adams ([Ad]) or the twisting cochain construction of
Brown ([Bro]).
Note that σ⊗ x 7→ δσ⊗ x =∑|σ|j=1(−1) j∂ jσ⊗ x is well defined in C∗(F(N),V ∗) because
i (∂ jσ)= i (σ), t (∂ jσ)= t (σ) for k−1≥ j ≥ 1.
Proposition 5.3. The differential D on the complex C∗(F(N),V ∗)satisfies D2 = 0.
Proof. For simplicity, we denote the generic simplex as (0, ..,k+1), so for example, ∂ jσ=
(0, ..., j −1, j +1, ...,k+1), ipσ= (0, ..., p). We have
D2(σ⊗x)=D
(
δσ+
k+1∑
p=0
(−1)p ipσ⊗ (tpσ)∗x
)
=
δ2(σ)⊗x+
k+1∑
p=0
(−1)p
p−1∑
l=1
(−1)l∂l ipσ⊗ (tpσ)∗x+
k∑
l=1
(−1)l
k∑
p=0
(−1)p ip∂lσ⊗ (tp∂lσ)∗x+
k+1∑
p=0
(−1)p
k+1−p∑
q=0
(−1)q ip iqσ⊗ (tp tqσ)∗(tqσ)∗
to compute the above sum, we notice that δ2 = 0, and denoting σ= (0, ...,k+1), we can
gather the terms of the form τ⊗ y where τ is either of the form (0, ...., l −1, l +1, ...,k+1)
13Caveat : if σ is a degenerate k-simplex, i.e. with identical vertices, (σ)∗ = d for k = 0, for k ≥ 1, (σ)∗ = id
for k = 1 and (σ)∗ = 0 for k ≥ 2. Thus for any k-simplex, (ikσ)∗ = d .
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or of the form (0, ....., p). The above sum is made of three double sums, and the contri-
bution of each of them to the coefficient of the τ is equal
(1) for τ= (0, ..., l −1, l +1, ..., p) to
(−1)p (−1)l (tpσ)∗x+ (−1)p (−1)l−1(tpσ)∗x+0= 0
(2) for τ= (0...., p)
0+ (−1)p ∑
l≥p
(−1)l (p, ..., l −1, l +1, ...k+1)∗x+
∑
q≥p
(−1)p+q (p, ..., q)∗(q, ...,k+1)∗x
and setting ρ = (p, ...,k+1), this is equal to
(δρ)∗+
j∑
m=0
(−1)q (imρ)∗(tmρ)∗x = 0
according to Proposition 4.6.

Now for a smooth function f (i.e. an object in F(N)), we can consider the functor
f 7→ ⊕
f = f0≤ f1≤.....≤ fp+1
( f0 ≤ f1 ≤ .....≤ fp+1)⊗V q ( fp+1)
where we denote V̂(p,q)( f ) the above summand for index (p, q), V̂n =⊕p+q=n V̂(p,q), and
finally FC p,qL ( f )= ⊕
f0≤ f1≤.....≤ fp+1
( f0 ≤ f1 ≤ .....≤ fp+1)⊗FC q (L,Γ fp+1 )
Now if g ≤ f we have a map FC nL ( f ) −→FC nL (g ) obtained by sending ( f ≤ f1 ≤ ..... ≤
fp+1)⊗FC q (Γ fp+1 ,L) to (g ≤ f1 ≤ .....≤ fp+1)⊗FC q (Γ fp+1 ,L) since if f ≤ f1 we have g ≤ f1.
This induces a map
ρ f ,g :FC nL ( f )−→FC nL (g )
and clearly we have ρg ,h ◦ρ f ,g = ρ f ,h . We therefore have defined a functor F(N)−→Chb
given by f 7→⊕nFC nL ( f ) that is a presheaf on the category F(N). Now we have a natural
map
FC nL ( f )−→FC nL ( f )
given by x 7→ ( f ≤ f )⊗x where ( f ≤ f ) is a 0-simplex.
Proposition 5.4. The map
FC nL ( f )−→FC nL ( f )
given by x 7→ ( f ≤ f )⊗x induces a quasi isomorphism.
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Proof. Remember that the differential is
D(σ⊗x)= δσ⊗x+
|σ|∑
j=0
(−1) j (i jσ)⊗ (t jσ)∗(x)
Let us consider the spectral sequence associated to the filtration by p of FC nL ( f ) =⊕
p,q
FC p,qL ( f ). The map d0 : E p,q0 −→ E p,q+10 is given by σ⊗ x −→ σ⊗ d x, so E p,q1 is
generated by the σ⊗u where u ∈ F H q (L,Γ fp+1 ; a,b) (here σ = ( f0 ≤ ... ≤ fp+1)), and
d1(σ⊗u)= δσ⊗u+ (−1)k ikσ⊗ (tkσ)∗u.
Lemma 5.5. We have E 0,q2 = F H q (Γ f ,L; a,b) and E
p,q
2 = 0 for p 6= 0.
Proof. First of all if ( f j ) j≥0 an increasing sequence, the simplices with vertices in the
sequence are preserved by the differentials. We thus consider a fixed sequence, and to
simplify notations, we write j instead of f j , so we write ( j0 ≤ j1 ≤ .... jk ≤ jk+1) instead
of ( f j0 ≤ f j1 ≤ .....≤ f jk ≤ f jk+1 ), and write σ(l )= jl . Now we compute the cohomology of
the map d1 :σ⊗u 7→ δσ⊗u+ (−1)k ikσ⊗ (tkσ)∗u.
Sublemma 5.6. Let us consider the chain complex Γ∗ where Γk (p, q) is generated by ( j0 ≤
.....≤ jk+1) with p ≤ j0 ≤ jk+1 ≤ q, and the map δ given by
δ( j0 ≤ ....≤ jk+1)=
k∑
l=1
(−1)k−l ( j0 ≤ ...≤ jl−1 ≤ jl+1 ≤ ...≤ jk+1)
Then H∗(Γ∗,δ) vanishes. Same holds for
D1( j0 ≤ .....≤ jk+1)⊗u = δ( j0 ≤ .....≤ jk+1)⊗u+ ( j0 ≤ ....≤ jk )⊗ ( jk ≤ jk+1)∗u
except in degree 0, where H0 equals F.
Proof. For δ, omitting the endpoints j0, jk+1, we recover the usual ∂ operator on sim-
plices. Therefore for k ≥ 1 the homology of Γk vanishes. Now δ( j0 ≤ j1) = 0, so H0 is
generated by ( j0 ≤ j1).
Now for D1. We consider the lexicographic order on k-uples starting from the right.
In other words, ( j0 ≤ j1 ≤ ....≤ jp )< ( j ′0 ≤ j ′1 ≤ ....≤ j ′p ) if and only if jp ≤ j ′p or jl = j ′l for
q ≤ l ≤ p and jq−1 < j ′q−1. Given an element ( j0 ≤ .... ≤ jk+1), we have ( j0 ≤ .... ≤ jk ) ≤
( j0 ≤ ...≤ jl−1 ≤ jl+1 ≤ ...≤ jk+1), so D1( j0 ≤ ....≤ jk+1⊗u) is made of two terms, δ( j0 ≤
....≤ jk )⊗u and a term strictly less than it, except in degree 0, where D1( j0 ≤ j1)⊗u = 0.
As a result the cohomology in degree greater than 1 vanishes, and the 0-cohomology is
generated by ( j0 ≤ j1)⊗u. But D1( j0 ≤ j0 ≤ j1)⊗u = ( j0 ≤ j1)⊗u− ( j0 ≤ j0)⊗ ( j0 ≤ j1)∗u
so each element is cohomologous to an element of the form ( j0 ≤ j0)⊗ v . 

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End of proof of the proposition: According to the lemma, the spectral sequence for
F̂C
n
L ( f ) degenerates at the E2 term and the only nonzero term is E
0,q
2 . But this corre-
sponds to F̂C
0,n
L ( f )= FC nL hence the map
F̂C
0,n
L ( f )−→ F̂C
n
L ( f )
yields an isomorphism of E2 terms hence an isomorphism in cohomology. 
Remark 5.7. One can check directly, that anything is cohomologous to something of the
form ( f0 ≤ f0)⊗u, for du = 0 and then
D1(( f0 ≤ f0 ≤ f1)⊗u)= ( f0 ≤ f1)⊗u+ ( f0 ≤ f0 ≤ f1)⊗du− ( f0 ≤ f0)⊗ ( f0 ≤ f1)∗u
Thus ( f0 ≤ f1)⊗u and ( f0 ≤ f0)⊗( f0 ≤ f1)∗u are cohomologous, so anything is cohomol-
ogous to something of the form ( f0 ≤ f0)⊗u for u ∈ FC∗(Γ f0 ,L).
Since all these constructions respect the action filtration, we get
Proposition 5.8. Let F̂C
n
L ( f ;λ) be obtained by the above construction by replacing FC
n
L ( f )
by the submodule generated by elements of action less than λ. Then similarly
FC nL ( f ,λ)−→ F̂C
n
L ( f ,λ)
is a quasi-isomorphism.
We denote by (R,≤) the category of the poset (R,≤) : objects are real numbers and
there is a unique morphism from a to b if and only if a ≤ b.
Theorem 5.9. The map
( f ,λ) 7→ F̂C nL ( f ,λ)
yields a presheaf over the category F(N)× (R,≤) (that is a functor F(N)× (R,≤) −→ Chb )
with cohomology H∗(F̂C •L( f ,λ))= F H∗L ( f ;λ)= F H∗(Γ f ,L;λ).
Note that the cohomology in the proposition, is just the cohomology of the complex
for f ,λ fixed (it is not any kind of "sheaf cohomology or Cech cohomology).
It will be important to point out that the map F̂C
∗
L( f )−→ F̂C
∗
L(g ) for f ≤ g is induced
by the continuation map FC∗(Γ f ,L;λ)−→ FC∗(Γg ,L;λ).
Remark 5.10. We can replace FC∗(L1,L2; a,b) by FC∗(L1,L2; a,b) the set of classes with
action above a, modulo those with action above b. Then the map δ∗ preserves this quo-
tient, and as a result, setting Vq (g )= FC∗(Γg ,L; a,b), we get that the set of element of the
form (g0 ≥ g1 ≥ g2,≥ ....≥ gp+1)⊗Vq (gp+1) will also yield a rectification F̂C Ln( f ,λ). After
sheafification, this is related to the Verdier dual of the sheaf obtained from the above
construction, and will be useful in relating the quantization of L with the quantization
of −L (see section 9).
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6. FLOER COHOMOLOGY AND GENERATING FUNCTIONS
Let S be a generating function quadratic at infinity, that is S : N ×Rq −→ R such that
ΣS = {(x,ξ) | ∂S∂ξ (x,ξ)= 0 and
LS = {(x, ∂S
∂ξ
(x,ξ)) | ∂S
∂ξ
(x,ξ)= 0}
assuming S(x,ξ) =Q(ξ) is a non-degenerate quadratic form for |ξ| large enough. Note
that S is defined up to fiber preserving diffeomorphism, stabilization (i.e. adding a qua-
dratic form in new variables) and addition of a constant (see [Vit], [Theret]), but this last
freedom can be removed for a brane, by requiring that fL(x,
∂S
∂ξ
(x,ξ)))= S(x, ∂S
∂ξ
(x,ξ))) on
ΣL .
The secret goal of this section - in the situation when L = LS has a G.F.Q.I., S- is
to identify in the derived category F •L and F
•
S = (Rpi)∗(kUS ), where US = {(x,ξ, t ) ∈
N ×Rk ×R | S(x,ξ) < t }, kUS being the constant sheaf over US . However we have not
yet definedF •L (this will be done in the next section), but we in fact just need to identify
Floer cohomology and generating function cohomology in a setting slightly more gen-
eral than in [Vit3]. In the last two propositions, we localize this result to the case where
L = LS only near some fiber T ∗x0 N .
From [Vit3], we have
Theorem 6.1. For L0 = LS0 ,L1 = LS1 be Hamiltonianly isotopic to the zero section and
generated by two G.F.Q.I., S0,S1. We then have an isomorphism
F H∗(L0,L1; a,b)=H∗−i ((S0ªS1)b , (S0ªS1)a)
where (S0ªS1)(x,ξ0,ξ1)= S0(x,ξ0)−S1(x,ξ1).
Proof. For the original proof we refer to [Vit3]. However, since we shall use the mecha-
nism of the proof later on, we summarize here a slightly simpler proof. We shall assume
first L0 = 0N , the general case will be easily reduced to this one.
First let H(t , q, p) be a Hamiltonian with flow ϕt , and assume ϕ1(0N )= LS . Then we
can consider the usual Floer cohomology of LS and 0N , obtained by taking for gener-
ators the intersection points of L and 0N and Floer trajectories the holomorphic strips
between two such intersection points z±, with boundary in L and 0N . This is denoted
by F H∗(L,0N ; a,b). But there is also the Floer complex FC∗(0N ,L1, H ; a,b), where gen-
erators are points x in 0N such that ϕ1(x) ∈ L1 with action14 in [a,b[, and the Floer
trajectories are the strips which are solutions of ∂J u(s, t ) = ∇H(t ,u(s, t )) converging to
the trajectories ϕt (x±) where x± ∈ L0, ϕ1(x±) ∈ L1 and such that u(s,0) ∈ L0,u(s,1) ∈ L1.
14the action is given by
∫ 1
0 pq˙ −H(t , q(t ), p(t ))]d t + fL(q(1), p(1)), where (q(t ), p(t ))=ϕt (q(0), p(0))
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Lemma 6.2. For suitable almost complex structures, we have a chain homotopy equiva-
lence
FC∗(0N ,ϕ1(0N ); a,b)−→ FC∗(0N ,0N , H ; a,b)
Proof. Clearly the generators are the same. We shall identify Floer trajectories, but for
different almost complex structures. Indeed, if u(s, t ) is a Floer trajectory satisfying
u(s,0) ∈ L0,u(s,1) ∈ L1 and ∂J u = 0, we can take v(s, t )=ϕ−t (u(s, t )) and this will satisfy
∂ J˜ v =∇H(t ,u(s, t )), v(s,0) ∈ L0, v(s,1) ∈ L1, where J˜ (t , z)= (ϕ−t )∗ J .

In the sequel we denote FC∗(0N ,0N , H ; a,b) by FC∗(H ; a,b). Note that similarly, if
we consider a smooth function f on N and consider FC∗(Γ f ,0N ; a,b) it will be chain
equivalent to FC∗(0N ,0N , f ; a,b).
Indeed for FC∗(0N ,0N , f ; a,b), the Floer trajectories are given by ∂J v = d f (q), that
can be rewritten, if we take standard coordinates and J is the standard complex struc-
ture associated to the connection ∇, as
∂q
∂s
=∇t p+∇ f (q)
∇s p =−∂q
∂t
The solutions are given by p(s, t )= 0 and q(s, t )= q(s) where dd s q(s)=∇ f (q(s)), and we
exactly get the gradient trajectories of f . Note that∇s∇s+∇t∇t =∆p+(1st order terms)=
d 2 f (q)∂p∂s hence with our boundary conditions, we may apply the maximum principle,
and we have necessarily p ≡ 0. Using the standard notation f λ = {x i nN | f (x)≤ λ}, we
thus just proved,
Lemma 6.3. For a suitable choice of the almost complex structures, we have chain com-
plex isomorphisms
FC∗(0N ,Γ f , ; a,b)−→ FC∗(0N ,0N , f ; a,b)−→MC∗( f b , f a)
Now consider on T ∗N ×T ∗(Rk ) the flows Φt1t0 of H(t , q, p) (i.e. if ϕtt0 is the flow of H ,
thenΦtt0 =ϕtt0 × id) andΨtS of S(q,ξ).
That is for the first flow, it is given by the equations
q˙(t )= ∂
∂p
H(t , q(t ), p(t ))
p˙(t )=− ∂
∂q
H(t , q(t ), p(t ))
ξ˙(t )= 0
η˙(t )= 0
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and for the second 
q˙(t )= 0
p˙(t )= ∂
∂q
S(q,ξ)
ξ˙(t )= 0
η˙(t )= ∂
∂ξ
S(q,ξ)
that isΨtS(q, p,ξ,η)= (q, p+ t ∂∂q S(q,ξ),ξ,η+ t ∂∂ξS(q,ξ)).
The flow Ξt =Ψ−tS Φt0 is generated by the Hamiltonian KH ,S(t , q, p,ξ,η) defined by
KH ,S(t , q, p,ξ,η)=H(t , q, p+ ∂
∂q
S(q,ξ))−S(q,ξ)
and the points ofΞ1(0N×Rk )∩0N×Rk are in one-to-one correspondence withϕ10(0N )∩LS ,
sinceΦ10(0N×Rk )=ϕ10(0N )×0Rk andΨ1S(0N×Rk )= g r aph(dS).
The Floer trajectories are given by the following equations, where K = KH ,S , u(s, t )=
(q(s, t ), p(s, t )) and ζ(s, t )= (ξ(s, t ),η(s, t )){
∂u(s, t )(t )=∇uK (t ,u,ζ)
∂ζ=∇ζK (t ,u,ζ)
Now if S = 12〈Aξ,ξ〉, this reduces to
∂u(s, t )=∇H(t ,u)
∂
∂s
ξ(s, t )= ∂
∂t
η(s, t )+ Aξ
∂
∂s
η(s, t )=− ∂
∂t
ξ(s, t )
But the last two equations imply ∆η− A ∂η∂t = 0 and the boundary conditions, are as
follows :
for ξ± = lims→±∞ξ(s, t ),η± = lims→±∞η(s, t ) will be
∂
∂t
η±(t )+ Aξ± = 0, ∂
∂t
ξ±(t )= 0;η±(0)= η±(1)= 0
this implies ξ± ≡ 0. But then ∆η= 0, hence we also have η± ≡ 0 and then ξ± ≡ 0, and for
t = 0,1, we have η(s,0)= η(s,1)= 0.
Using the maximum principle we get that η≡ 0 hence ξ≡ 0.
This implies that the trajectories of the the above Floer equation are in one-to-one
correspondence with those of ∂u(s, t )=∇H(t ,u).
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On the opposite end, if H ≡ 0, we get

∂
∂s
q(s, t )=∇t p(s, t )− ∂
∂q
S(q(s, t ),ξ(s, t ))
∇s p(s, t )=− ∂
∂t
q(s, t )
∂
∂s
ξ(s, t )= ∂
∂t
η(s, t )− ∂
∂ξ
S(q(s, t ),ξ(s, t ))
∂
∂s
η(s, t )=− ∂
∂t
ξ(s, t )
and as we saw, this yields the Morse complex of S.
Now let Hλ,Sλ be such that Ψ
1
λ
(0N )∩Φ1λ(0N ) does not depend on λ. Here Φtλ is the
flow of Hλ, andΨ
t
λ
the flow of Sλ (i.e. Ψ
t
λ
=ΨtSλ , andΨ
1
λ
(0N )= ΓSλ). We set Lλ = LSλ and
thenΨ1
λ
(0N )∩Φ1λ(0N )'ϕ1λ(0N )∩Lλ, so if we have Lλ =ϕ1λ(L), this is equal toϕ1λ(0N∩L).
One can check that the action of the intersection points does not depend on λ either,
i.e. the action spectrum of Kλ does not depend on λ.
As a result we have that the FC∗(Ψ1
λ
(0N ),Φ1λ(0N ); a,b) are equivalent chain com-
plexes. Forλ= 0, we get FC∗(Ψ1
λ
(0N ),Φ1λ(0N ); a,b)' FC∗(0N ,φ1(0N ); a,b)' FC∗(H ; a,b)
the last equivalence follows from lemma 6.2, while forλ= 1, we get FC∗(Ψ1
λ
(0N ),Φ1λ(0N ); a,b)'
FC∗(LS ,0N ; a,b)'MC∗(Sb ,Sa).
As a result, we have a chain homotopy equivalence
FC∗(K0; a,b)−→ FC∗(K1; a,b)
and in particular the Floer cohomology F H∗(Kλ; a,b) does not depend on λ. If L0 coin-
cides with 0N , we can take S0 = 12〈Aξ,ξ〉 andϕ1(L)= 0N , while for λ= 1, L1 = L and then
H0 = 0 and S1 = S, so we get a chain homotopy equivalence
FC∗(H ; a,b)−→MC∗(Sb ,Sa)
But we proved that FC∗(H ; a,b) is chain equivalent to FC∗(L,0N ; a,b). This proves the
theorem for L1 = 0N . Now in the general case, if ρ(0N )= L1 we have FC∗(L0,L1; a,b)=
FC∗(L0,ρ(0N ); a,b)= FC∗(ρ−1(L0),0N ; a,b) and if Sλ1 is a G.F.Q.I. for (ρλ)ρ−1(L0) and Sλ0
for ρλ(0N ) (in particular we may choose S00 to be a quadratic form), S
λ
1 ªSλ0 is a GFQI
for (ρλ)ρ−1(L0)ªρλ(0N ) = ρλ(ρ−1(L0)−0N ), and it has the same critical points (corre-
sponding to intersection points of ρ−1(L0)∩0N ' L0∩L1) independently of λ. Thus
H∗−i ((S10ªS11)b , (S10ªS11)a)=H∗−i ((S00ªS10)b , (S00ªS01)a)
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Now S10,S
1
1 are GFQI for L0,L1 and S
1
0,S
1
1 for ρ
−1(L0),0N , and by uniqueness theorem
(see [Vit, Theret], S11 is equivalent to a quadratic form, so up to shift in index
F H∗(L0,L1; a,b)= F H∗(ρ−1(L0),0N ; a,b)=H∗−i ((S10)b , (S10)a)=
H∗−i ((S10ªS00)b , (S10ªS00)a)=H∗−i ((S11ªS01)b , (S11ªS01)a)

We now define F H∗(ν∗U ,L; a,b) for U an open set with smooth boundary. First if
f is a smooth function such that Γ f t L we have defined FC∗(L,Γ f ; a,b). Note that
FC∗(L,Γ f ; a,b)= FC∗(L−Γ f ; a,b).
Definition 6.4. We denote by FC∗(ν∗U ,L; a,b) the limit lim−−→FC
∗(Γ fk ,L; a,b), where fk is
a sequence such that (by abuse of notations) fk −→−∞·(1−χU ), that is fk is a decreas-
ing sequence of smooth functions such that fk converges pointwise to −∞ on N \U ,
and to 0 in U and we assume Γ fk t L, so we get an inductive system
FC∗(L−Γ fk ; a,b)−→ FC∗(L−Γ fk+1 ; a,b)
It is not hard to see that the limit vanishes for large (positive or negative) degrees,
since it is bounded by the values of the grading mL . By commutation of direct limits
and homology, we have
F H∗(ν∗U ,L; a,b)= lim−−→F H
∗(Γ fk ,L; a,b)
Remark 6.5. (1) For a =−∞ or b =+∞we define
FC∗(ν∗U ,L;−∞,b)= lim
a→−∞FC
∗(ν∗U ,L; a,b)
and
FC∗(ν∗U ,L; a,+∞)= lim
b→+∞)
FC∗(ν∗U ,L; a,b)
and of course
FC∗(ν∗U ,L)= lim
a→−∞
b→+∞
FC∗(ν∗U ,L; a,b)
(2) Note that if L is "transverse" to ν∗U , that is L does not intersect ∂U × {0} and
L is transverse to the smooth manifold ν∗U \∂U × {0}, then for k large enough,
L∩Γ fk ' L∩ν∗U , and the sequence FC∗(L−Γ fk ; a,b) is stationary.
Note that analogously, we have
Proposition 6.6. Let ( fk )k≥1 be a sequence as above. Then denoting by SλU = Sλ∩U , we
have
lim
k
H∗((S− fk )b , (S− fk )a)=H∗(SbU ,SaU )
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Proof. Let (S− fk )λ = {(x,ξ) | S(x,ξ)− fk (x)≤λ}, then
((S− fk )b , (S− fk )a)∩ {x = x0}= ({ξ | S(x0,ξ)< b+ fk (x0)}, {ξ | S(x0,ξ)< a+ fk (x0)})
For fk (x0)= 0, this equals (Sbx0 ,Sax0 ) while for fk (x0)≥ A we get (Sb−Cx0 ,Sa−Cx0 ), but for C
large enough, there is no critical value of S in [a−C ,b−C ], hence the pair (Sb−Cx0 ,Sa−Cx0 )
is homotopically trivial. Now let Uε be a neighborhood of U , and assume −C (1−χU )≤
fk ≤ −C (1−χUε). Then (S +C (1−χU ))λ ⊂ (S − fk )λ ⊂ (S +C (1−χUε))λ and for C large
enough (remember that a,b are fixed), we have
H∗((S+C (1−χU ))b , (S+C (1−χU ))a)'H∗(SbU ,SaU )
and since H∗(SbU ,S
a
U )= limε→0 H∗(SbUε ,SaUε) the proposition holds. 
From the Proposition 6.6 and Theorem 6.1 we conclude
Theorem 6.7. Let U be an open set with smooth boundary. Let L be a Lagrangian brane
with g.f.q.i. S with quadratic form at infinity of index i . Then there is an isomorphism
F H∗(ν∗U ,L; a,b)'H∗−i (SbU ,SaU )
We now consider the “restriction” map induced by the inclusion V ⊂U where V is
another open set with smooth boundary.
F H∗(ν∗U ,L; a,b)−→ F H∗(ν∗V ,L; a,b)
It is constructed as follows. Let fk , gk be sequences converging to −∞· (1−χU ),−∞·
(1−χV ). Since V ⊂U we may assume fk ≥ gk , so there is a map
F H∗(L,Γ fk ; a,b)−→ F H∗(L,Γgk ; a,b)
and in the limit we get the above restriction map.
Proposition 6.8. We have a commutative diagram
F H∗(ν∗U ,L; a,b) //
'

F H∗(ν∗V ,L; a,b)
'

H∗(SbU ,S
a
U )
// H∗(SbV ,S
a
V )
where the horizontal maps are restriction maps.
Proof. This follows from the diagram obtained for fk ≥ gk
F H∗(Γ fk ,L; a,b) //
'

F H∗(Γgk ,L; a,b)
'

H∗((S+ fk )b , (S+ fk )a) // H∗((S+ gk )b , (S+ gk )b)
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L+Γ f T 0u = L+Γ(1−t ) f +t g L+Γg
S+ f
T tu
T 1u S+ (1− t ) f + t g S+ g
FIGURE 3. The homotopy proving Proposition 6.8
In the above figure, the vertical arrows are obtained by the deformation from Floer
cohomology to GF-cohomology (i.e. the cohomology associated to a generating func-
tion) as in the proof of theorem 6.1, i.e. the family FC∗(Kλ; a,b) while the horizontal ar-
row correspond to a linear homotopy from f to g . More precisely if Kλ(L,S), where L =
LS , is the deformation in the proof of Theorem 6.1, we have for a path λ(u),h(u) such
that λ(0)=λ(1)= 0,h(0)= f ,h(1)= g , the family T 0u =Kλ(u)(L+Γh(u),S+h(u)) which for
a proper choice of the path (as suggested by the above figure) deforms K0(L+Γ f ,L+Γg )
(here h(u)= (1−u) f +ug )) and the family T 1u composition of the path Ku(L+Γ f ,S+ f ),
the path K1(L+Γh(u),S+h(u)) and the opposite of the path Ku(L+Γg ,S+ g ). The first
and last paths correspond to the chain isomorphisms FC∗(L+Γ f ; a,b) −→ MC∗((S +
f )b , (S+ f )a) and FC∗(L+Γg ; a,b) −→ MC∗((S+ g )b , (S+ g )a) and the middle path, to
the map MC∗((S+ f )b , (S+ f )a)−→MC∗((S+g )b , (S+g )a) obtained in Proposition 3.4.
This yields the commutativity of the diagram.

Now we shall deal with Lagrangians which may not necessarily have a G.F.Q.I., how-
ever these always exists locally (and we mean locally in space and action). To exploit
this we need
Proposition 6.9. Assume L0,L1 are Lagrangian submanifolds coinciding in a neighbor-
hood of Vx0 = T ∗x0 N where they are assumed to be analytic. Then there is a neighborhood
U of x0 and ε0 > 0 such that for V ⊂U and δ< ε we have
F H∗(ν∗V ,L0;c−δ,c+δ)= F H∗(ν∗V ,L1;c−δ,c+δ)
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Proof. Indeed, assume W is a convex neighborhood of x0, so that we can find J such
that T ∗U is pseudo-convex whenever U is convex in W (this is the case for the standard
complex structure on T ∗Rn). Then for V ⊂U , a holomorphic strip with one bound-
ary component in ν∗V is either contained in T ∗W , or exits from T ∗U . If this was not
the case, we would have a sequence of holomorphic discs Dn with boundary in ν∗Vn
such that Vn −→ {x0} and Dn exits from T ∗U . But the sequence of such holomorphic
discs will then converge to a holomorphic disc D∞ with boundary in T ∗x0 N ∪L (since
ν∗Vn −→ T ∗x0 N ). Then since Dn ∩ÙT ∗W 6= ;, D∞ is not reduced to a point, and then
limn area(Dn)≥ area(D∞)> 0. As a result, since given x0 ∈N and L analytic near T ∗x0 N ,
we have only finitely many holomorphic discs15 with boundary in T ∗x0 N ∪ L, there-
fore there exists a number A(x0,L) > 0 such that all such discs have area greater than
A(x0,L).
The conclusion is that either Dn ⊂ T ∗U or area(Dn) ≥ A/2 for n large enough. So if
δ< A(x0,U )/4 we have that the holomorphic strips representing FC∗(ν∗V ,L,c−δ,c+δ)
are contained in T ∗U and hence only depend on L∩T ∗U . This concludes our proof. 
We shall need that L ∩T ∗U has a bounded number of connected components for
a sequence of open sets shrinking to a point. This is for example the case when L is
analytic.
Proposition 6.10. Given a real analytic L and (x0, t0) ∈N×R, and L j the connected com-
ponents of L∩T ∗U such that fL(z j ) is near t0 for z j ∈ L j ∩T ∗x0 N . Then for U and δ small
enough, we have
F H∗(ν∗U ,L; t0−δ, t0+δ)=
⊕
j
F H∗(ν∗U ,L j ; t0−δ, t0+δ)
Proof. Indeed, as in the above proof, there is no connecting trajectory between L j and
Lk for j 6= k with action less than ε, since d(L j ,Lk ) is bounded from below by a constant
independent from U , and according to the previous proposition, F H∗(ν∗U ,L j ;c−δ,c+
δ) is well defined. Note that components Lq of L∩T ∗U such that fL(zq ) is far from t0
do not contribute to the direct sum. 
Proposition 6.11. Under the above assumptions, there is a family S j of G.F.Q.I. such that
for U ,ε small enough, we have
F H∗(ν∗U ,L; t0−δ, t0+δ)=
⊕
j
F H∗(ν∗U ,L j ; t0−δ, t0+δ)=
⊕
j
H∗(S j t0+δ|U ,S j
t0−δ
|U )
Proof. Each L j can be assumed to be contained in ϕ j (0N ), where ϕ j is the time one of
a time dependent Hamiltonian isotopy. Then L j is the connected component of some
15It is easy to find, in the non-analytic case, in real dimension 2, a curve having infinitely many intersec-
tion points with a line, and such that the area between consecutive intersection points goes to 0.
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LS j ∩T ∗U = ϕ j (0N )∩T ∗U . By a small perturbation of LS j we may assume that the
critical values of ξ 7→ S j (x,ξ) that do not correspond to points in L j are not in [c0 −
δ,c0+δ]. Then
F H∗(ν∗U ,L j ;c−δ,c+δ)= F H∗(LS j ,ν∗U ;c−δ,c+δ)=H∗(S j c+δ|U ,S j c−δ|U )

7. THE COMPLEX OF SHEAVESFL AND ITS SINGULAR SUPPORT.
Let us consider the presheaf of chain complexes f 7→ F̂C∗L( f ) on F(N), defined in sec-
tion 5, filtered by the F̂C
∗
L( f ,λ). We can also consider this as a presheaf of chain com-
plexes over F(N)× (R,≤). This yields a presheaf of complexes on N × (R,≤) defined as
follows: if fk "converges" to −∞· (1−χU ) we have
F̂ •L (U×]−∞,λ[)= limk F̂C
∗
L( fk ,λ)
The goal of this section is to prove
Theorem 7.1. The sheafification of F̂ •L defines a complex of sheaves on N ×R , denoted
F •L , such that
SS(F •L )= L̂
Remark 7.2. (1) If (R,≤) is the set R endowed with the topology for which open
sets are the ]−∞,λ[, and R denotes the real line with the usual topology, we
have a continuous map i : R −→ (R,≤). Now if F is a presheaf on (R,≤) then
i−1F is a presheaf on R. Note that by definition, i−1(F )(]a,b[) =F (]−∞,b[).
Note also that for such a sheaf, we have SS(i−1F ) ⊂ R× R+, since the map
(i−1F )(]a,b[)−→ (i−1F )(]a′,b[) for a > a′ is an isomorphism. Finally (i−1F )([a,b[)
is defined as the kernel ofF (]−∞,b[)−→F (]−∞, a[).
(2) It will be useful to remember that since the maps FC∗(L,Γ f ;λ)−→ FC∗(L,Γg ;λ)
are induced by continuation for f ≤ g , the same holds for the maps F̂C∗(L,Γ f ;λ)−→
F̂C
∗
(L,Γg ;λ), hence for F̂C
∗
(ν∗U ,L;λ)−→ F̂C∗(ν∗V ,L;λ) for V ⊂U , and finally
for the restriction mapF •(U )−→F •(V ).
Proof. First note that F̂ •L is indeed a presheaf. since if W ⊂ V ⊂U we have functions
fk ≤ gk ≤ hk with limk fk =−∞· (1−χU ), limk gk =−∞· (1−χV ), limk hk =−∞· (1−χW )
and thus maps
F̂C
∗
L( fk ,λ) // 22F̂C
∗
L(gk ,λ) // F̂C
∗
L(hk ,λ)
which form a commutative diagram. Taking the limit as k goes to ∞ we get a com-
mutative diagram
F̂∗L (U×]−∞,λ[) // 11F̂
∗
L (V×]−∞,λ[)) // F̂∗L (W×]−∞,λ[)
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It is easy to see that we also have a commutative diagram as we restrict λ, that is for
λ<µ< ν we have the commutative diagram
F̂∗L (U×]−∞,ν[) // 11F̂∗L (U×]−∞,µ[)) // F̂∗L (U×]−∞,λ[)
hence for W×]−∞,λ[⊂V × [−∞,µ[⊂U × [−∞,ν[, we get a diagram
F̂∗L (U×]−∞,ν[) // 11F̂∗L (V×]−∞,µ[)) // F̂∗L (W×]−∞,λ[)
Since the sets U×]−∞,λ[ form a fundamental basis of open sets stable by intersection,
this implies that F̂L is a presheaf of complexes.
To finish the proof of Theorem 7.1 we need to prove the the statement about the
singular support. This will take up the the rest of this section.
Our strategy is to use the previous section and the fact that the singular support is
local (in x, i.e. SS(F •)∩T ∗x0 N only depends onF • near x0) to replaceFL byFS where
L = LS near T ∗x0 N .
Indeed let S be a G.F.Q.I. such that LS = L near T ∗x0 N , chosen as in the proof of
Proposition 6.11. Let F •S be the element of D
b(N ×R) defined as (Rpi)∗(kUS ) where
US = {(x,ξ,λ) | S(x,ξ)< λ} and pi is the map pi(x,ξ, t )= (x, t ). Note thatF •S (W ) is quasi-
isomorphic to pi∗(Ω∗US (W )) = Ω∗US (pi−1(W )) where Ω∗U is the de Rham complex on U ,
yielding a flabby resolution of kU , and more specifically,F •S (V ×[a,b[)' (Rpi)∗(kUS )(V ×
[a,b[)'Ω∗(SbV ,SaV ).
We have a morphism of presheaves
F̂ •LS −→ F̂ •S
obtained by defining F̂ •S in the same way as F̂
•
L but with FC
∗(ν∗U ,L;λ) replaced by
MC∗(SλU ) where MC
∗(SλU ) is the Morse complex associated to SU and generated by the
critical points inside U , and the “entering” critical points of S∂U (i.e. those such that∇S
points inward), which is quasi-isomorphic to pi∗(Ω∗(SλU )) (see [Lau]). This, according to
the following proposition, induces a morphism of the associated sheaves,
F •LS −→F •S
Proposition 7.3. The chain homotopy equivalence defined in the proof of Proposition
6.8
FC∗(ν∗U ,LS ; a,b)−→MC∗(SbU ,SaU )
induces a sheaf morphism
F •LS −→F •S
that is a quasi-isomorphism on U × [a,b[.
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Proof. Self-evident, since FC∗(ν∗U ,LS ; a,b) is chain homotopy equivalent to F̂ •L and
MC∗(SbU ,S
a
U ) is chain homotopy equivalent to F̂
•
S , and the quasi-isomorphism
FC∗(ν∗U ,LS ; a,b)−→MC∗(SbU ,SaU )
induces a quasi-isomorphism F̂ •LS −→ F̂ •S , hence a quasi-isomorphism between the
corresponding sheaves. 
From this we deduce the
Theorem 7.4. Let S be a G.F.Q.I. for L. Then the map
F •L −→F •S
induces a quasi-isomorphism on all open sets, i.e.
H∗(W,F •L )−→H∗(W,F •S )
is an isomorphism for all open sets W .
Proof. Since the induced morphisms over stalks
(F •L )(x,t ) −→ (F •S )(x,t )
that is the map
H∗((F •L )(x,t ))−→H∗((F •S )(x,t ))
is an isomorphism, and since H∗(W,F •L ) and H
∗(W,F •S ) are limits of spectral sequences
with E2 terms given by H p (W,H q ((F •L )(x,t ))) and H
p (W,H q ((F •S )(x,t ))) and the mor-
phism induces an isomorphism of these E2 terms. The theorem then follows from the
spectral sequence comparison theorem.

Now remember that by definition ofF •S , we have H
∗(W,F •S )= H∗(W, (Rpi)∗(kUS ))=
H∗((pi)−1(W ),kUS )=H∗(WS) where WS = {(x,ξ,λ) | (x, t ) ∈W,S(x,ξ)< t }. Using the five-
lemma and exact sequence of a triple, we get
Lemma 7.5. We have
H∗(W, A,F •LS )=H∗(WS , AS)
We may now conclude that for LS , we have SS(F •LS ) = L̂S . Indeed, for a sheaf F •
the set SS(F •) only depends on H∗(W, A,F •). But we just proved that H∗(W, A,F •LS )=
H∗(WS , AS)=H∗(W, A, (Rpi)∗(kUS )), and we already know that SS((Rpi)∗(kUS ))= L̂S (see
[Vit4], Proposition 9.12 ). 
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We can now finish the proof of Theorem 7.1.
Let x0 ∈N , and p1, ...., pk the intersection points of L and T ∗x N , with action fL(x0, p j )=
a j , and L j the connected component of L∩T ∗U N through (x0, p j ). We denote by S j a
G.F.Q.I. such that L j = LS j near (x0, p j ), and with no other intersection point with T ∗x0 N
having action near a j (as we saw in the proof of Prop 6.11, this can be achieved by per-
turbation). Then according to Proposition 6.11, we have H∗(W, A,F •L ) = H∗(W, A,F •S )
for A ⊂ W , where W is a neighborhood of (x0, t0). By locality of the singular support,
this implies that SS(F •L ) =
⋃
j SS(F
•
S j
) = ⋃ j L̂ j near (x0, t0). But since SS(F •S ) = ⋃ j L̂ j
near (x0, t0) and this coincides with L̂ near (x0, t0) we conclude our proof.
Note that we also easily prove
Theorem 7.6. For U and ε small enough, we have an isomorphism
F H∗(ν∗U ,L, a−ε, a+ε)−→H∗(U × [a−ε, a+ε[,F •L )
Proof. Let S be a G.F.Q.I. generating LS such that LS = L near T ∗x0U and such that the
critical values of S(x0,•) which do not correspond to points in L∩T ∗x0 N do not belong
to [a−ε, a+ε]. Then
F H∗(ν∗U ,L, a−ε, a+ε)'H∗(Sa+εU ,Sa−εU )=H∗(U×[a−ε, a+ε[,F •S )'H∗(U×[a−ε, a+ε[,F •L )
The first isomorphism is Proposition 6.11, the second is by definition of F •S and the
third is by Theorem 7.4 
8. IDENTIFYING FLOER THEORY AND SHEAF THEORY
We start from the following theorem, that we already proved for small U ,ε (see The-
orem 7.6). We denote by αλ,µ the map
αλ,µ : F H
∗(ν∗U ,L;λ,µ)−→H∗(U × [λ,µ[,F •L )
induced by FC∗(ν∗U ,L; a,b) −→ F̂ •L (U × [λ,µ[) −→F •L (U × [λ,µ[), and by αλ = α−∞,λ,
so
αλ : F H
∗(ν∗U ,L;λ)−→H∗(U × [−∞,λ[,F •L )
Theorem 8.1. For all λ<µ we have a canonical isomorphism
αλ,µ : F H
∗(ν∗U ,L;λ,µ)−→H∗(U × [λ,µ[,F •L )
and in particular we have an isomorphism
αλ,µ : F H
∗(L,0N ;λ,µ)−→H∗(N × [λ,µ[,F •L )
Proof. We first deal with the case (λ,µ)= (a−ε, a+ε) with ε> 0, small. We may assume
U is a domain with smooth boundary ∂U . Let us pick a function ϕ such that
(1) U = {x |ϕ(x)< 0}, ∂U =ϕ−1(0) and 0 is a regular value of ϕ.
(2) inf{ϕ(x) | x ∈U }= inf{ϕ(x) | x ∈Rn}=−1
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(3) for all (x, p) ∈ L such that fL(x, p) = a and ϕ(x) < 0 we have for all λ > 0 that
p 6=λdϕ(x)
Note that property (3) holds generically for ϕ, since La = {(x, p) ∈ L | fL(x, p) = a} has
generic dimension n−1, and {(x,λdϕ(x)) |λ> 0,∃p, (x, p) ∈ La} has generic dimension
n, so the intersection is generically empty. Note that a is given and then we are free
to choose ϕ, and that we cannot say anything on the boundary (i.e. ϕ(x) = 0), since
ϕ−1(0)= ∂U0 is fixed.
According to the sheaf theoretic Morse lemma (see [Vit4], Corollary 9.22 ), for s < 0,
provided for x ∈U0 \Us and t ∈ [a−ε, a+ε] we have (x, t ,0,1) ∉ SS(F •L )= L̂−ν∗(U0 \Us)
then
H∗((U0,Us)× (]−∞, a+ε[, ]−∞, a+ε[;F •L )= 0
hence applying the exact sequence of a pair,
H∗(U0× [a−ε, a+ε[;F •L )'H∗(Us × [a−ε, a+ε[;F •L )
Now let us analyse the condition (x, t ,0,1) ∉ SS(F •L ) = L̂−ν∗(U0 \Us). Indeed, this
means, denoting ns(x) the exterior normal to ∂Us at x ∈ ∂Us
(a) either x0 ∉ ∂U0∪∂Us and (x0,0) ∉ L and fL(x,0) ∈ [a−ε, a+ε]
(b) or x0 ∈ ∂U0, p0 =λn0(x0) for λ> 0 and fL(x0, p0) ∈ [a−ε, a+ε]
(c) or x0 ∈ ∂Us , p =λns(x0) for λ> 0 and fL(x0, p0) ∈ [a−ε, a+ε]
If there is no such point, then we just proved that H∗(U0×[a−ε, a+ε[;F •L )=H∗(U−1−δ×
[a−ε, a+ε[, ,F •L )=H∗(;,F •L )= 0 and this is equal to F H∗(ν∗U ,L, a−ε, a+ε), since the
Floer complex has no generator.
Otherwise, we may assume by genericity assumption, choosing ε small enough, that
we have a unique such point, as we can restrict ourselves to the cases s =−1+δ, so we
are either in case (a), (b) or (c).
• In case (a), since we may choose ϕ such that ϕ(x0)=−1, as in as in Figure 4, we
are reduced to considering H∗(U−1+δ× [a− ε, a+ ε[;F •L ), so we are reduced to
the the case where U and ε are small, and we know that
F H∗(ν∗U ,L, a−ε, a+ε)' F H∗(ν∗U ,L−1+δ; a−ε, a+ε)'
H∗(U−1+δ× [a−ε, a+ε[,F •L )'H∗(U0× [a−ε, a+ε[,F •L )
• In case (b) we choose our family Us as in Figure 5, and we are again reduced to
the case U−1+δ is small.
• In case (c) for s close to −1, we see that ν∗(Us) converges to T ∗x0 N where ϕ(x0)=−1. But we can choose x0 so that (x0, p0) ∈ L implies fL(x0, p0) ∉ [a−ε, a+ε] so
this case may be avoided.
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x0
FIGURE 4. The family Us when x0 is in the interior of U0
x0
FIGURE 5. The family Us when x0 is on the boundary of U0
So we reduced our result to the case where U and ε are small, that is Theorem 7.6. In
other words, we just proved that for arbitrary U , and for µ−λ small enough, we have an
isomorphism
αλ,µ : H
∗(U × [λ,µ[,F •L )−→ F H∗(ν∗U ,L;λ,µ)
We may now conclude by the five lemma. Assume we have for λ < c, that αλ is an
isomorphism
αλ : H
∗(U×]−∞,λ[,F •L )−→ F H∗(ν∗U ,L;λ)
then we have for λ < c < µ the folowing commutative diagram where the lines are the
natural exact sequences
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(MV) // F H∗(ν∗U ,L;−∞,λ)
r∗
µ,λ //
αλ

F H∗(ν∗U ,L;−∞,µ)
p∗
µ,λ //
αµ

F H∗(ν∗U ,L;λ,µ)
αλ,µ

//
// H∗(U×]−∞,λ[,F •L )
ρ∗
µ,λ // H∗(U×]−∞,µ[,F •L )
pi∗
µ,λ // H∗(U × [λ,µ[,F •L ) //
Commutativity just follows from the fact that on (R,≤) (i.e. in the λ variable) every-
thing is a sheaf from the beginning. In other words λ 7→ FC∗(ν∗U ,L;−∞,λ) induces
the maps on both lines, which are just sheaf cohomology exact sequences for the pair
(]−∞,µ[,−∞,λ[).
Now for µ−λ small enough, we just proved that αλ,µ is an isomorphism, and since
by assumption αλ is also an isomorphism, the same holds for αµ. Now for λ = −∞ all
the cohomology groups are zero, and we may therefore prove our theorem by induc-
tion, crossing the action values of points in L∩ν∗U one by one. Once we proved the
isomorphism
αλ : H
∗(U×]−∞,λ[,F •L )−→ F H∗(ν∗U ,L;λ)
holds for all λ, applying again the five lemma and the exact sequence of a triple yields
the result for
αλ,µ : H
∗(U × [λ,µ[,F •L )−→ F H∗(ν∗U ,L;λ,µ)

Corollary 8.2. Let Z be a closed submanifold in N . Then for generic L we have
H∗(Z × [a,b[,F •L )= F H∗(L,ν∗Z ; a,b)
Proof. This is obtained by a limiting argument. Let Uδ be a tubular neighborhood of Z
of size δ. Then by definition, H∗(Z × [a,b[,F •L )= limδ→0 H∗(Uδ× [a,b[,F •L ). Now for a
generic L, we have L∩ν∗Z = limδ→0 L∩ν∗Uδ. As a result both generators and Floer tra-
jectories for the pair (ν∗U ,Lδ) converge16 to those for (L,ν∗Z ), and F H∗(L,ν∗Z ; a,b)=
limδ→0 F H∗(ν∗U ,Lδ; a,b). 
In the non-generic case, we shall define H∗(L,ν∗Z ; a,b) as H∗(Z×[a,b[,F •L ), and this
is the same as limδ→0 F H∗(ν∗U ,Lδ; a,b). We may thus assume that the above equality
holds for all L.
9. QUANTIZATION OF (−L) AND SHEAF PRODUCTS
Let L be a Lagrangian brane in T ∗N and−L the image of L by the antisymplectic map
(q, p)−→ (q,−p). Note that f−L(q,−p)=− fL(q, p) and(−L)= {(q, t ,−τp,τ) | t =− fL(q, p), (q, p) ∈ L,τ≥ 0}
16For the Floer trajectories, this is because they have uniformly bounded area.
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is different from −L̂ (since (−L) ⊂ {τ ≥ 0} while −L̂ ⊂ {τ ≤ 0}). However if γ(q, t , p,τ) =
(q,−t , p,−τ), we have γ(−L̂) =(−L). Note also that γ is the cotangent map associated
to c(q, t ) = (q,−t ). Finally to avoid confusion, we denote by V # the dual of the vector
space V , and we assume that the dual of a graded complex has the opposite grading,
i.e. (V p )# has grading −p. This way the dual of a cochain complex is again a cochain
complex17 (i.e. its differential has still degree +1).
We have18
FC∗(−ν∗U ,L;λ,µ)= [FC n−∗(L,−ν∗U ;−µ,−λ)]# =
[FC n−∗(L,ν∗(N \U );−µ,−λ)]# = [FC •(L,ν∗(N \U );−µ,−λ)#]∗−n =
FC •(L,ν∗(N \U ;−µ,−λ)#[−n]
Now the Verdier dual ofF •L is obtained as follows.
By definition, for any complex of sheaves F • and any open set U , we have an exact
sequence
0−→ Γc (U ,F •)−→ Γ(N ,F •)−→ Γ(N \U ,F •)
and this is right exact whenF • is a complex of c-soft sheaves that we denote byS •, i.e.
we have
0−→ Γc (U ,S •)−→ Γ(N ,S •)−→ Γ(N \U ,S •)−→ 0
Note that going to the dual (we are dealing with vector spaces) we get an exact se-
quence of vector spaces19
0←− Γc (U ,F •)# ←− Γ(N ,F •)# ←− Γ(N \U ,F •)#
and we can consider U 7→ Γc (U ,F •)# and U 7→ Γ(N \ U ,F •)# as presheaves, while
Γ(N ,F •)∗ is a constant presheaf. Replacing F • by a soft resolution S •, we get that
U 7→ Γc (U ,S •)# and S˜ • : U 7→ Γ(N \ U ,S •)# become complexes of sheaves, the first
one representing the Verdier dual DF • of F • in the derived category, and we get the
exact sequence of sheaves
0←−DF ←−K •S ←− S˜ •←− 0
Now we apply the above procedure toF •L , but only with respect to the N factor, doing
nothing on the R factor. In other words S˜ • is quasi-isomorphic to the total complex
17Thus ((V •)#)p = (V −p )#. Be careful since V • only means that we are dealing with a complex, while ∗, is
a dumb symbol for the grading: there is no V −• but we can write (V •[m])∗ = (V •)∗−m . For this reason we
shall use the notation FC • for the Floer complex.
18Remember that we choose conventions so that the Maslov index of an intersection point of Γ f and 0N
coincides with the Morse index of the critical point of f . This convention has also the advantage that the
pant product sends classes of degree p and q to a class of degree p+q (and not p+q−n as is the case for
other conventions). On the other hand, changing f to − f changes the index from p to n−p.
19Watch out, these are not sheaves not even presheaves !
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associated to 0 −→ K •
S
−→ DF −→ 0, where K •
S
is a constant sheaf. Since c∗(S˜ •) is
quasi-isomorphic to the sheafification of the rectification of the quasi-presheaf
U 7→ FC •(L,ν∗(N \U );−µ,−λ)# = [FC •(−L,ν∗(U );λ,µ)]#[−n]
and we can identify it toF •−L[−n]. Thus SS(c∗(S˜ •)) =(−L) and since SS(kN ) = 0N , we
have SS(c∗DFL) =(−L). Comparing behavior at infinity, we also see that K •S ' kN×R.
As a conclusion, we get (noticing that c∗(kN×R)= kN×R)
Proposition 9.1. The sheaf complexF •−L is quasi-isomorphic to
0−→ kN×R[−n]−→ c∗(DF •)[−n]−→ 0
We now give an alternative construction of F •−L . We mention that since L is ori-
entable, the orientation sheaf ωN is equal to kN [n] and
DF • =RH om(F •,ωN×R)=RH om(F •[−n],kN×R)[n]
Lemma 9.2. LetF • ∈Db(N×R) be such that SS(F •)= L and satisfies (1), (2) of the main
theorem. Then we have that RH om(F •,kN×R) is pure and simple (i.e. satisfies (1) of the
main theorem), RH om(F •,kN×R)≡ kN near+∞, RH om(F •,kN×R)≡ 0 near−∞, and
SS(RH om(F •,kN×R))=−SS(F •).
Proof. See [K-S], proposition 5.4.14, page 236 (or [Vit4], Proposition 9.43 , page 162 ) .
Note that we use the fact thatF • is constructible. 
Note that as a result SS(RH om(F •,kN×R) ⊂ {τ ≤ 0}, but we want a sheaf such that
SS(G •)⊂ {τ≥ 0}, G • = kN near +∞, G • = 0 near −∞ and SS(G •)= γ(−SS(F •)).
We have forF • =F •L that RHom(kN×R,F •) = k since according to Proposition 8.49
of [Vit4], we have
RHom(kN×R,F •)=H 0(N ×R,RH om(kN×R,F •))
and the singular support of RH om(kN×R,F •)) is contained in τ≥ 0, so
H 0(N ×R,RH om(kN×R,F •))=H 0(N × {+∞},RH om(kN×R,F •))=RHom(kN ,kN )= k
Now take a generator in RHom(kN×R,F •), it induces a morphism in the derived cat-
egory
kN×R
u−→F •
This complex yields an elementF • in Db(N×R) equal to 0 near t =+∞ (whereF • ≡ 0)
and to kN near −∞ (where F • ≡ kN ) obtained by completing the triangle (remember
this is always possible in a unique way, up to a non-unique isomorphism)
F • v−→ kN×R u−→F •
It is easy to see that this does not depend on the choice of u (provided it is nonzero !).
Moreover we have SS(F •)= SS(F •).
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Proposition 9.3. Let Fˇ •L = c∗(RH om(F •L ,kN×R)). ThenF •−L = Fˇ •L in particular
SS(Fˇ •L )=(−L)
and Fˇ •L = kN near +∞ and 0 near −∞.
Proof. Derived functors preserve distinguished triangles, so that applying RH om(•,kN×R[n])
to the triangle
F • v−→ kN×R u−→F •
yields a triangle
RH om(F •,kN×R[n])
v∗−→RH om(kN×R,kN×R[n]) u
∗
−→RH om(F •,kN×R[n])
and since RH om(kN×R,kN×R[n]) ' kN×R and DF •L = RH om(F •,kN×R[n]) we get
that Fˇ •L is quasi-isomorphic to the total complex of
0−→ kN×R[−n] u
∗
−→ c∗(DF •L )[−n]
and this is quasi-isomorphic toF •−L . 
Remember all ours sheaves are constructble. In particular, which is not surprising
(since −(−L)= L), we have D2F • =F • and RH om(F •,G •)=RH om(DG •,DF •).
Examples 9.4. (1) For L = Γ f where f is a smooth function, we have Fˇ •f =F •− f .
(2) For L = ν∗U , we have kˇU×[0,+∞[ = k(N \U )×[0,+∞[
9.1. Sheaf products. Let nowF •1 ,F
•
2 be two sheaves in D
b(N×R) and s :R×R−→R the
map s(u, v)= u+ v . By abuse of notation, we write also s for the map N ×R×N ×R−→
N ×N ×R given by s(x,u, y, v)= (x, y,u+ v) and set dN (x,u, v)= (x,u, x, v).
Definition 9.5. LetF •i (i = 1,2) be two sheaves in Db(Ni ×R) . We set
F •1 ∗F •2 = (Rs)!(F •1 F •2 )
in Db(N1×N2×R) and for N1 =N2,
F •1 F •2 = d−1N (F •1 ∗F •2 ) ∈Db(N ×R)
Finally we set20 RH om(F •1 ,F •2 ) to be the adjoint functor of, that is for allF •1 ,F •2 ,F •3
MorDb (N×R)(F
•
1 ,RH om
(F •2 ,F •3 ))=MorDb (N×R)(F •1F •2 ,F •3 )
Exercice 9.6. (1) For functions f , g ∈C∞(N ), we haveF •f F •g 'F •f +g .
(2) We have k[λ,+∞[k[µ,+∞[ ' k[λ+µ,+∞[
(3) We also have kˇU×[0,+∞[kU×[0,+∞[ = kN×[0,+∞[. This follows from (1).
20we denote by RH om what is denoted Hom∗ in [Vic1].
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(4)  is associative, commutative, and has kN×[0,+∞[ as neutral element.
Note that d−1N and (Rs)! commute, so we have
F •1 F •2 = (Rs)!(F •1 ⊗N F •2 )
where ⊗N means the tensor product is only over N (so F •1 ⊗N F •2 ∈ Db(N ×R×R)).
Assume now theF •i (i = 1,2,3) satisfy the assumptions of our theorem, that is
(1) SS(F •i )= L̂i
(2) F •i is pure and simple
(3) F •i coincides with kN near +∞ and with 0 near −∞.
Lemma 9.7. We haveF •L1 ∗F •L2 is quasi-isomorphic toF •L1×L2 hence
SS(F •L1 ∗F •L2 )=àL1×L2
Proof. It will be convenient to denote by FC∗(L1,L2) the sheaf on (R,≤) given by
]−∞,λ[ 7→ FC∗(L1,L2;−∞,λ)
Then FC∗(L1×L2,L3×L4) coincides with s!(FC∗(L1,L3)⊗FC∗(L2,L4)) since an intersec-
tion point of (L1×L2)∩(L3×L4) corresponding to a pair of intersection points of L1∩L3
and L2 ∩ L4, and the action is the sum of the actions (moreover 〈∂(x1, x3), (x2, x4)〉 =
〈∂x1, x3〉〈∂x2, x4〉). Now the quasi-presheaves (U1,U2) 7→ FC∗(L1×L2,ν∗U1×ν∗U2) and
(U1,U2) 7→ s!(FC∗(L1,L3)⊗FC∗(L2,L4)) do then coincide, so does their rectification and
then sheafification. But s! coincides with (Rs)! because these are flabby sheaves on
(R,≤) (see Appendix). Finally rectification and sheafification on (U1,U2) 7→ FC∗(L1×
L2,ν∗U1 × ν∗U2) yields F •L1×L2 , while the rectification of (U1,U2) 7→ s!(FC∗(L1,L3)⊗
FC∗(L2,L4)) yields (Rs)!(F •L1F
•
L2
)=F •1 ∗F •2 . 
Note that because SS(F •i ) is Lagrangian, the inclusion ([Vit4], Proposition 9.33 , page
155
SS(F •1 F •2 )⊂ SS(F •1 )×SS(F •2 )= L̂1× L̂2
is an equality, since the right hand side is a Lagrangian submanifold and the left-hand
side is coisotropic (see [K-S], Th. 6.5.4 and [Ga]). Now
SS((Rs)!(F
•
1 F •2 ))⊂ (Λs)#(SS((F •1 F •2 )))
the right hand side is the reduction of L̂1× L̂2 by τ1 = τ2, that is àL1×L2. IndeedáL1× (−L2)= (L̂1×(−L2))∩ {τ1 = τ2}/'
where ∩{τ1 = τ2}/' is the symplectic reduction by τ1 = τ2. This is easily checked, since
(̂L1)×(−L2)=
{(q1,− fL1 (q1,−p1),τ1p1,τ1, q2, fL2 (q2, p2),τ2p2,τ2) | (q1,−p1) ∈ L1, (q2, p2) ∈ L2,τ1,τ2 ≥ 0}
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and its reduction is
{(q1, q2, fL2 (q2, p2)− fL1 (q1,−p1),τp1,τp2,τ) | (q1,−p1) ∈ L1, (q2, p2) ∈ L2,τ1,τ2 ≥ 0}
But (Rs)! corresponds on the singular support to reduction by τ1 = τ2, so
SS((Rs)!(F
•
1 Fˇ •2 ))= áL1× (−L2)
Again we have equality, because SS((Rs)!(F •1  Fˇ •2 )) is coisotropic and àL1×L2 is La-
grangian.
Proposition 9.8. If theF •i satisfy the above three conditions, then so doesF
•
1  Fˇ •2 and
we have RH om(F •2 ,F •1 ) = F •1  Fˇ •2 . Moreover F •L1×(−L2) = Fˇ •L2 ∗F •L1 and SS(F •1 ∗
Fˇ •2 )= áL1× (−L2).
Proof. Indeed, SS(Fˇ •2) = −̂L2, and according to the previous lemma, SS(Fˇ •2 ∗F •1 ) =áL1× (−L2). Moreover (Rs)!(Fˇ •2 F •1 )) is simple.
To prove that (Rs)!(Fˇ •2 F •1 )) coincides with 0N near −∞ and with kN near +∞, it
is enough to prove that (Fˇ •2 F •1 ) coincides with 0N×N near {(t1, t2) | t1+ t2 <−A} and
with kN×N near {(t1, t2) | t1+ t2 < A} for A large enough. Since SS(Fˇ •2 F •1 )⊂ {(τ1,τ2) |
τ1 > 0,τ2 > 0} we have for T large enough an isomorphism
H∗(N × {(t1, t2) | t1+ t2 > T },Fˇ •2 F •1 )−→H∗(N × {(t1, t2) | t1 > T, t2 > T },Fˇ •2 F •1 )
hence
RΓ(N × s−1{t > T },Fˇ •2 F •1 )−→RΓ(N × {(t1, t2) | t1 > T, t2 > T },Fˇ •2 F •1 )
is an isomorphism and Fˇ •2 F •1 )' kN×N near +∞.
On the other hand if t1+ t2 < −T either t1 < −T /2 or t2 < −T /2 hence either Fˇ •2 or
F •1 is isomorphic to 0N and Fˇ
•
2 F •1 is isomorphic to 0N×N . That RH om(F •2 ,F •1 )=
F •1  Fˇ •2 either follows from uniqueness or can be proved as 3.4.4 in [K-S], p. 159 since
the sheaves are (cohomologically) constructible. 
Proposition 9.9. We have
H∗(N×]−∞,λ[,F •L1Fˇ •L2 )= F H∗(L1,L2;λ)
Proof. Applying Corollary 8.2, with Z = ∆N , and since Fˇ •2 F •1 is the quantization of
L1× (−L2), we have
H∗(N×]−∞,λ[,Fˇ •L2F •L1 )=H∗(N×]−∞,λ[,d−1N (Fˇ •L2 ∗F •L1 )=
F H∗(L1× (−L2),ν∗∆N ;λ)= F H∗(L1,L2;λ)

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Proposition 9.10. IfF •,G • have bounded support near −∞ (this is always the case for
F •L ), there is a product map
∪ : H∗(N × [λ,+∞[,F •)⊗H∗(N × [µ,+∞[,G •)−→H∗(N × [λ+µ,+∞[,F •G •)
Proof. Indeed, H∗(N×[λ,+∞[,F •)=H∗(N×R,F •kN×[λ,+∞[) and since is associa-
tive and commutative, we have
(F •kN×[λ,+∞[) (G •kN×[µ+∞[))=F •G •kN×[λ+µ,+∞[
and we only have to define a map
H∗(N ×R,F •)⊗H∗(N ×R,G •)−→H∗(N ×R,F •G •)
SinceF •G • = (Rs)!(d−1N (F •G •)) we have
H∗(N ×R[,F •G •)=H∗(N ×R,d−1N (Rs)!(F •G •))=
H∗(∆N ×R, (Rs)!(F •N G •))=H∗s (∆N ×R2,F •N G •)
In the last equality we should be careful about the support (on the real component,
since N is compact anyway), and H∗s means that we should take sections with a support
on which s is proper. But since we will look at sheaves vanishing at −∞, their support
is of the type [a,+∞[, and s is always proper on the product of two such sets. Now for
such sheaves, we have obviously a map
H∗(N×R,F •)⊗H∗(N×R,G •)−→H∗s (N×R×N×R,F •G •)−→H∗(∆N×R2,F •NG •)
the last map being restriction. 
Alternate proof: Remember that H∗(N × [λ,+∞[,F •) is a relative cohomology ofF •
(that ofF • for the pair (R, ]−∞,λ[), and note that
(R, ]−∞,λ[)× (R, ]−∞,µ[)= (R2, ]−∞,λ[×R∪R×]−∞,µ[))
So writing Pλ,µ = {(u, v) | u < λ, v < µ} and Pν = {(u, v) ∈ R2 | u+ v < ν} and Pλ,µ,Pν for
the pairs (R2,Pλ,µ), (R
2,Pν), we have an inclusion
Pλ+µ ⊂ Pλ,µ
so that ifF • is in Db(R2), we have a map
i (Pλ,µ,Pλ+µ) : H∗(Pλ,µ;F •)−→H∗(Pλ+µ;F •)
Thus we have an isomorphism
H∗(N × [λ,+∞[,F •)⊗H∗(N × [µ,+∞[,G •)−→H∗(N 2×Pλ,µ;F •G •)
and a map induced by the restriction as described above
σ∗ : H∗(N 2×Pλ,µ;F •G •)−→H∗(Pλ+µ;F •G •)
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and an isomorphism
H∗(N 2×Pλ+µ;F •G •)'H∗(N 2×[λ+µ,+∞[; (Rs)!(F •G •))=H∗(N 2×[λ+µ,+∞[;F •∗G •)
Finally we compose this with the restriction to the diagonal
ρ∆N : H
∗(N 2× [λ+µ,+∞[;F •∗G •)−→H∗(N × [λ+µ,+∞[;F •G •)
and we get the map
H∗(N × [λ,+∞[,F •)⊗H∗(N × [µ,+∞[,G •)−→H∗(N × [λ+µ,+∞[;F •G •)
We shall prove in the next section that this map induces the Floer cohomology pant
product.
We have now
Proposition 9.11. (1) Denoting by pi : N ×R −→ R the projection, we have the iso-
morphism
(Rpi)∗(Fˇ •LF •L )=H∗(N )⊗k[0,+∞[
(2) There are morphisms kN×[0,+∞[
u−→ Fˇ •L F •L v−→ kN×[0,+∞[ such that the compo-
sition is an isomorphism.
Proof. (1) Indeed, we have
H∗([λ,µ[, (Rpi)!(Fˇ •LF •L ))=H∗(N × [λ,µ[,Fˇ •LF •L )
and this last group is F H∗(L,L;λ,µ) so this is
(a) H∗(N ) if 0 ∈ [λ,µ[
(b) 0 otherwise
A sheaf H • satisfying this properties must have SS(H •) = T ∗{0}N and is pure, and
moreover, is quasi-isomorphic to H∗(N ) at +∞ and 0 at −∞ (since this is the case for
Fˇ •LF •). The only such sheaf is H∗(N )⊗k[0,+∞[.
(2) We have, using the fact that kˇN×[0,+∞[ = kN×[0,+∞[,
Mor(kN×[0,+∞[,Fˇ •LF •L )=Mor(kN×[0,+∞[,RH om(F •L ,F •L ))=
Mor(kN×[0,+∞[F •L ,F •L )=Mor(F •L ,F •L )
So the identity map in this last set yields a "natural morphism" from kN×[0,+∞[ to Fˇ •L
F •. Conversely,
Mor(Fˇ •LF •L ,kN×[0,+∞[)=Mor(F •L ,RH om(Fˇ •L ,kN×[0,+∞[))=Mor(F •L ,F •L )
and again we select the identity map. We let it to the reader to check that composition
yields the identity. 
42 C. VITERBO
In the sequel we shall write F H∗(L1,L2; t−, t+) for the limit as ε goes to 0 of F H∗(L1,L2, t−
ε, t +ε). We finally define a general product map
H∗(N × [λ,+∞[,RH om(F •L1 ,F •L2 )⊗H∗(N × [µ,+∞[,RH om(F •L2 ,F •L3 ))y
H∗(N × [λ+µ,+∞[,RH om(F •L1 ,F •L3 )
that is
H∗(N × [λ,+∞[,Fˇ •L1F •L2 )⊗H∗(N × [µ,+∞[,Fˇ •L2F •L3 )y
H∗(N × [λ+µ,+∞[,Fˇ •L1F •L3 )
or else
H∗(N ×Pλ,µ, (Fˇ •L1F •L2 ) (Fˇ •L2F •L3 )))y
H∗(N × [λ+µ,+∞[,Fˇ •L1F •L3 )
by composing the following maps
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H∗(N × [λ,+∞[,Fˇ •L1F •L2 )⊗H∗(N × [µ,+∞[,Fˇ •L2F •L3 )y'
H∗(N ×N ×Pλ,µ, (Fˇ •L1F •L2 ) (Fˇ •L2F •L3 ))yi (Pλ,µ;Pλ+µ)
H∗(N ×N ×Pλ+µ, (Fˇ •L1F •L2 ) (Fˇ •L2F •L3 )))yd−1N
H∗(N ×Pλ+µ, (Fˇ •L1F •L2 )⊗N (Fˇ •L2F •L3 )))
'
y(Rs)!
H∗(N × [λ+µ,+∞[,Fˇ •L1F •L3Fˇ •L2F •L2 )yid id v
H∗(N × [λ+µ,+∞[,Fˇ •L1F •L3 )
Note that (Rs)!d−1N can also be identified to the map
H∗(N ×N ×Pλ,µ, (Fˇ •L1F •L2 ) (Fˇ •L2F •L3 ))y
H∗(N ×N × [λ+µ,+∞[, ((Fˇ •L1F •L3 )∗ (Fˇ •L2F •L2 ))k∆N×[0,+∞[)y
H∗(N ×N × [λ+µ,+∞[, ((Fˇ •L1F •L3 )∗kN×[0,+∞[)k∆N×[0,+∞[)
Definition 9.12. The map defined above
H∗(N × [λ,+∞[,Fˇ •L1F •L2 )⊗H∗(N × [µ,+∞[,Fˇ •L2F •L3 )y
H∗(N × [λ+µ,+∞[,Fˇ •L1F •L3 )
is denoted ∪.
Finally we have the following
Definition 9.13. There is a category DF(N) such that
(1) It is generated by the constructible objects of Db(N×R) such that (2), (3) hold
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(2) The morphisms betweenF • and G • are RH om(F •,G •)' Fˇ •G • (Proposi-
tion 9.8)
(3) The composition is given by a morphism
RH om(F •,G •)RH om(G •,H •)−→RH om(F •,H •)
since the left hand side can be identified to
(Fˇ •G •) (Gˇ •H •)
the above map is induced by the map
G • Gˇ • −→ kN×[0,+∞[
defined in Proposition 9.11 and we then use the fact thatF •kN×[0,+∞[ =F •
(4) It has a monoidal structure derived from (F •,G •) −→ F •G • with identity
kN×[0,+∞[
In the following section we define the analogue of the pant-product, that will be a
functor
RH om(F •,G •)RH om(G •,H •)−→RH om(F •,H •)
thus making the above an enriched category.
10. SYMPLECTIC REDUCTION AND PANT PRODUCT IDENTIFICATION
Our goal here is to identify a number of operations on the symplectic topology side
with operations on sheaves. Besides an interpretation of symplectic reduction as re-
striction of sheaves, our main goal is to identify the pant product in Floer cohomology
to the product
∪ : RH om(F •1 ,F •2 )⊗RH om(F •2 ,F •3 )−→RH om(F •1 ,F •3 )
We shall first redefine the pant product as follows. Remember that we can iden-
tify F H∗(L1,L2) to F H∗((−L1)×L2,ν∗∆N ), and the same for its filtered version. More-
over there is a canonical isomorphism (this is Künneth, since we are with coefficients
in a field) from F H∗((−L1)× L2 × (−L2)× L3,ν∗∆(1,2)(3,4)N ) to F H∗((−L1)× L2,ν∗∆N )⊗
F H∗((−L2)×L3,ν∗∆N )' F H∗(L1,L2)⊗F H∗(L2,L3).
In the sequel we denote by ∆i , jN the subset of N
4 given by {(q1, q2, q3, q4) | qi = q j } by
∆
(i , j )(k,l )
N =∆
i , j
N ∩∆k,lN and by ∆N the set {(q, q, q, q) | q ∈N }.
10.1. Symplectic reduction. We now have the following two propositions
Proposition 10.1. Let Y ⊂ X be a smooth closed submanifold. Let L be an exact La-
grangian brane with symplectic reduction by T ∗Y X denoted by LY . We assume T
∗
Y X is
transverse to L, and that LY is embedded. Then
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(1) We have an isomorphism
F H∗(L,ν∗Y ; a,b)' F H∗(LY ,0Y ; a,b)
(2) There is a natural map
rY : F H
∗(L,0X ; a,b)−→H∗(LY ,0Y ; a,b)
induced by the composition of the above and of the natural map
F H∗(L,0X ; a,b)−→ F H∗(L,ν∗Y ; a,b)
obtained by pant product with the generator uY of F H 0(0X ,ν∗Y ;−ε,ε) ' H 0(Y )
and induced on the sheaf side by the natural restriction map H∗(X×[a,b[,F •L )−→
H∗(Y × [a,b[,F •L ).
Proof. First the map rY is induced byF •L −→F •L kY ×[0,+∞[. In other words, denoting
by 1Y the generator of H∗(X×]−ε,ε[,kY ×[0,+∞[)'H∗(Y ), we want to first prove that the
following is a commutative diagram
F H∗(L,0X ; a,b)
∪pant uY//
'

F H∗(L,ν∗Y ; a,b)
'

H∗(X × [a,b[,F •L )
∪1Y // H∗(Y × [a,b[,F •L )
Note that we have a restriction map ρX ,Y : H∗(X×[a,b[,F •L )−→H∗(Y ×[a,b[,F •L ) in-
duced by the inclusion of Y in X and also a continuation map cX ,Y : F H∗(L,0X ; a,b)−→
F H∗(L,ν∗Y ; a,b) obtained from the remark that the characteristic functions of X and
Y satisfy (1−χX ) ≤ (1−χY ). Because as we remarked the restriction map on the com-
plex of sheavesF •L is induced by a continuation map on FC
∗ (see Remark 7.2 (2)), the
following diagram is indeed commutative
F H∗(L,0X ; a,b)
cX ,Y //
'

F H∗(L,ν∗Y ; a,b)
'

H∗(X × [a,b[,F •L )
ρX ,Y // H∗(Y × [a,b[,F •L )
so we must prove that cX ,Y and ρX ,Y coincide with the cup-products above.
For ρX ,Y this is easy. Indeed, it is well-known that the restriction map from X ×R to
Y ×R is induced byF • −→F •⊗kY ×R. As a result, replaceF • by an injective complex
I • and kY by another injective resolution, then H∗(X ,F •) −→ H∗(Y ,F •) is induced
by the map of complexes Γ(X ,I •) −→ Γ(Y ,I • ⊗ kY ) defined by s 7→ s ⊗ 1Y , but 1Y ∈
Γ(X ,kY )'H 0(X ,J •), so this map is equivalent to the map induced by the cup product
with 1Y ∈ Γ(X ,kY )=H 0(X ,kY ).
We now consider the case of cX ,Y .
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Lemma 10.2. Let f ∈C∞(N ) be a non-positive function such that maxx∈N f (x)= 0. Then
the pant product
F H∗(L,0N ; a,b)−→ F H∗(L,Γ f ; a,b)
by u f the unit in F H
∗(0N ,Γ f ;−ε,ε), coincides with the monotone continuation map as-
sociated to the homotopy t 7→ t · f .
Proof. Consider the diagram, where the maps F H∗(L2,L2)−→ F H∗(L2,L′2) and F H∗(L1,L2)−→
F H∗(L1,L′2) are induced by an increasing continuation map, denoted respectively by
c2
L2,L′2
,c1
L2,L′2
. Then the following is a commutative diagram (see [Ab-S], proposition 3.15)
F H∗(L1,L2)⊗F H∗(L2,L2)
∪pant //
i d⊗c2
L2,L
′
2
F H∗(L1,L2)
c1
L2,L
′
2
F H∗(L1,L2)⊗F H∗(L2,L′2)
∪pant // F H∗(L1,L′2)
Thanks to monotonicity, we have also for all ε> 0 the following commutative diagram
F H∗(L1,L2;λ)⊗F H∗(L2,L2;ε)
∪pant //
i d⊗c2
L2,L
′
2
F H∗(L1,L2;λ+ε)
c1
L2,L
′
2
F H∗(L1,L2,λ)⊗F H∗(L2,L′2,ε)
∪pant // F H∗(L1,L′2;λ+ε)
therefore for L2 = 0N and L′2 = Γ f for f ≤ 0 we get, denoting by c f both continuation
maps
(∗)
F H∗(L1,0N ;λ)⊗F H∗(0N ,0N ;ε)
∪pant //
i d⊗c f

F H∗(L1,0N ;λ+ε)
c f

F H∗(L1,0N ,λ)⊗F H∗(0N ,Γ f ,ε)
∪pant // F H∗(L1,Γ f ;λ+ε)
and denoting c f (1)= 1 f , we get a diagram
F H∗(L1,0N ;λ)
∪pant 1=i d //
i d

F H∗(L1,0N ;λ+ε)
c f

F H∗(L1,0N ,λ)
∪pant 1 f // F H∗(L1,Γ f ;λ+ε)
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and as ε goes to 0,
F H∗(L1,0N ;λ)
∪pant 1=i d //
i d

F H∗(L1,0N ;λ)
c f

F H∗(L1,0N ,λ)
∪pant 1 f // F H∗(L1,Γ f ;λ)
In other words c f coincides with ∪pant 1 f . 
End of proof of Proposition 10.1: Note that as f goes to −∞· (1−χZ ), the lower right
hand side converges to F H∗(L,ν∗Z ;λ) = F H∗(LZ ,0Z ;λ), and 1 f ∈ F H∗(0N ,Γ f ;ε) con-
verge to uZ ∈ F H∗(0N ,ν∗Z ;ε), so the map rZ is a continuation map. 
We would like to extend the above to a reduction map
F H∗(L1,L2; a,b)−→ F H∗((L1)Z , (L2)Z ; a,b)
also given by a cup product by uZ ∈ F H 0(0N ,ν∗Z ), but which must be explained. We
start by the case where L2 = Γ f . The situation is now easy, because
F H∗(L1,Γ f ; a,b)= F H∗(L1−Γ f ,0N ; a,b)
and (Γ f )Z = Γ f|Z .
Lemma 10.3. Assume L2 = Γ f . Then using the identification F H∗(L1,Γ f ; a,b)= F H∗(L1−
Γ f ,0N ; a,b) we have that the map
rZ : F H
∗(L1,L2; a,b)−→ F H∗((L1)Z , (L2)Z ; a,b)
given by the cup-product with uZ ∈ F H 0(0N ,ν∗Z ;0−,0+)= H 0(Z ). Here again rZ corre-
sponds at the sheaf level to the restriction map
H∗(N × [a,b[,RH om(F •L1 ,F •L2 ))−→H∗(Z × [a,b[,RH om(F •L1 ,F •L2 ))
Since for any X ⊂ N we have ν∗X is the limit of Γ f j for a sequence f j as above. Also
for X transverse to Z we have (ν∗X )Z = ν∗(X ∩Z ) we have also, according to the above
result
Corollary 10.4. Let Z be transverse to X in N . The map
rZ : F H
∗(L,ν∗X ; a,b)−→ F H∗((L)Z , (ν∗X )Z ; a,b)
given by the cup-product with uZ ∈ F H 0(ν∗X ,ν∗(X ∩Z );0−,0+)=H 0(X ∩Z ). Here again
rZ corresponds at the sheaf level to the restriction map
H∗(X × [a,b[,F •L )−→H∗((X ∩Z )× [a,b[,F •L )
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Proof. Indeed, asΓ f converges toν
∗X , we have that (Γ f )Z = Γ f|Z converges toν∗(X∩Z ).
Then we have
F H∗(L,ν∗X ; a,b)= lim
j
F H∗(L,Γ f j ; a,b)
the map from the lemma
F H∗(L,Γ f j ; a,b)−→ F H∗(LZ ,Γ f j |Z ; a,b)
and the identification
lim
j
F H∗(LZ ,Γ f j |Z ; a,b)= F H
∗(LZ ,ν∗(X ∩Z ); a,b)

Finally we can prove that reduction by Z is given by a cup-product without restriction
on L2
Proposition 10.5. Let L1,L2 be lagrangian branes in T ∗N and assume they have good
reduction at Z . Then there is a cup product map
rZ : F H
∗(L1,L2; a,b)−→ F H∗((L1)Z , (L2)Z ; a,b)
given by the cup-product with uZ ∈ F H 0(0N ,ν∗Z ;0−,0+)= H 0(Z ). Here again rZ corre-
sponds at the sheaf level to the restriction map
ρZ : H
∗(N × [a,b[,RH om(F •L1 ,F •L2 ))−→H∗(Z × [a,b[,RH om(F •L1 ,F •L2 ))
Proof. Indeed, we may identify F H∗(L1,L2; a,b) to F H∗(−L1×L2,ν∗∆N ; a,b), and then
according to the previous corollary, considering the reduction with respect to Z × Z ,
and using the fact that (−L1×L2)Z×Z = (−L1)Z × (L2)Z and ∆N ∩ (Z × Z ) = ∆Z , we get
that the map from the Corollary is
F H∗(−L1×L2,ν∗∆N ; a,b)−→ F H∗((−L1×L2)Z×Z ,ν∗(∆Z ))
but since
F H∗((−L1×L2)Z×Z ,ν∗(∆Z ))= F H∗((−L1)Z × (L2)Z ,ν∗∆Z )= F H∗((L1)Z , (L2)Z ))
we get the announced map. Note that F H∗(L1×L2,ν∗∆N ; a,b) corresponds to
H∗(∆N×[a,b[,Fˇ •L1∗F
•
L2
)=H∗(N×[a,b[,Fˇ •L1F •L2 )=H∗(N×[a,b[,RH om(F •L1 ,F •L2 )).

There is another symplectic reduction in a cotangent bundle of a product (or more
generally a fibration), X ×Y . Indeed, the submanifold C X = 0X ×T ∗Y is coisotropic,
and the reduction of L, if L is transverse to C X and the projection L∩C X −→ T ∗Y is an
embedding, is a Lagrangian LY . We then have
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Proposition 10.6. We have, denoting by piY the projection of X ×Y ×R on Y ×R,
H∗(X )⊗F •LY = (RpiY )∗(F •L )
We shall postpone the proof. Note however, that it follows from uniqueness and [K-S]
(see also [Vit4], Proposition 9.7 ) that SS((RpiY )∗(F •L ))= LY . However this happens with
multiplicity, i.e. at t =+∞, we have H∗({y}×{t }, (RpiY )∗(F •L ))=H∗(X ×{y}×{t }, (F •L ))=
H∗(X × {y},kX×Y )=H∗(X ).
Note also that a "heuristic" approach would tell us that (RpiY )∗(F •L ) is obtained by
sheafifying the presheaf associated to the quasi-presheaf V 7→ FC∗(L,0X ×ν∗V ; a,b) =
FC∗(LY ,ν∗V ; a,b) since ν∗X = 0X . The uniqueness theorem tells us that if F with
SS(F )= L̂ andF • =V at +∞ and 0 at −∞, thenF • =F •L ⊗V .
10.2. The pant product. We now consider the pant product. We first look at the Floer
cohomology for products manifolds, i.e. we look at FC∗(L1×L2,0N ×0N ). We claim this
has two filtrations, one coming from the first factor, an other from the second factor.
In other words A(γ1,γ2)= A1(γ1)+ A2(γ2) and the boundary map is increasing both for
A1 and A2, provided our almost complex structure is a product structure. So this two
filtrations allow us to define FC∗(L1×L2,0N ×0N ;P ) for any P open in R2 such that P
is equal to P +Q where Q is the cone, ]−∞,0],×]−∞,0]. By considering PFC∗(L1×
L2,ν∗U1×ν∗U2,P ), we can repeat the arguments of section 5 to section 8 and build a
sheaf PF •L1×L2 on N ×N ×R2Q where R2Q is the space R2 with the topology for which
open sets are subsets P such that P = P +Q (this is largely used in [K-S]). Noting that
PFC∗(L1×L2,0N ×0N ;Pν,R2)= FC∗(L1×L2,0N ×0N ; [ν,∞[)
and hence
H∗(N ×N ×R2, N ×N ×Pν;PF •L1×L2 )=H∗(N × [ν,+∞[,F •L1×L2 )
we have the commutative diagram, using the notations of page 40
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F H∗(L1,0N ;λ,∞)⊗F H∗(L2,0N ;µ,+∞)
'

∪pant
""
' H∗(N × [λ,+∞[,F •L1 )⊗H∗(N × [λ,+∞[,F •L2 )
'

∪
  
PF H∗(−L1×L2,0N ×0N ;Pλ,µ)

' H∗(N ×N ×Pλ,µ,PF •−L1×L2 )
(Rs)!

F H∗(−L1×L2,0N ×0N ;λ+µ,+∞)
r∆N

' H∗(N ×N × [λ+µ,+∞[,F •−L1×L2 )
ρ∆N

F H∗(−L1×L2,ν∗∆N ;λ+µ,+∞)
'

' H∗(N × [λ+µ,+∞[;Fˇ •L1F •L2 )
'

F H∗(L1,L2;λ+µ,+∞) ' H∗(N × [λ+µ,+∞[;RH om(F •L1 ,F •L2 ))
the fact that the long left-side arrow coincides with the pant product in Floer coho-
mology follows from Lemma 10.11, that will be proved later.
We thus just proved:
Proposition 10.7. Let L1,L2 be two Lagrangian branes. Then the pant product
F H∗(L1,0N ;λ,+∞)⊗F H∗(0N ,L2;µ,+∞)−→ F H∗(L1,L2;λ+µ,+∞)
corresponds to the sheaf product defined in Proposition 9.10
∪ : H∗(N × [λ,+∞[;F •L1 )⊗H∗(N × [µ,+∞[;Fˇ •L2 )−→H∗(N × [λ+µ,+∞[;F •L1Fˇ •L2 )
Corollary 10.8. For any two smooth functions f , g , we have a pant product
F H∗(L1,Γ f ;λ,+∞)⊗F H∗(Γg ,L2;µ,+∞)−→ F H∗(L1,L2;λ+µ,+∞)
corresponding to the sheaf cup-product defined in Proposition 9.10
H∗(N×[λ,+∞[;F •L1−Γ f )⊗H
∗(N×[λ,+∞[;Fˇ •L2−Γg )−→H∗(N×[λ+µ,+∞[;F •L1F •g− fFˇ •L2 )
We also have for X , a submanifold of N ,
F H∗(L1,ν∗X ;λ,+∞)⊗F H∗(ν∗X ,L2;µ,+∞)−→ F H∗(L1,L2;λ+µ,+∞)
corresponds to the sheaf cup-product defined in Proposition 9.10
H∗(X × [λ,+∞[;F •L1 )⊗H∗(X × [λ,+∞[;Fˇ •L2 )−→H
∗(X × [λ+µ,+∞[;F •L1Fˇ •L2 )
Proof. The map
F H∗(L1,Γ f ;λ,+∞)⊗F H∗(Γg ,L2;µ,+∞)−→ F H∗(L1−Γ f −g ,L2;λ+µ,+∞)
can be identified to
F H∗(L1−Γ f ,0N ;λ,+∞)⊗F H∗(0N ,Γg −L2;µ,+∞)−→ F H∗(L1−Γ f +,L2−Γg ;λ+µ,+∞)
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According to previous proposition, this corresponds to the map
H∗(N×[λ,+∞[;F •L1−Γ f )⊗H
∗(N×[λ,+∞[;F •Γg−L2 )−→H∗(N×[λ+µ,+∞[;F •L1F •f −gF •L2 )
For the last map, we only have to check thatF •L F •f =F •L+Γ f , and (as a consequence)
F •f F •g =F •f +g . Now if f j −→−∞(1−χX ) and g j −→−∞(1−χX ), g j , we get the second
statement. 
Proposition 10.9. The pant product is induced by the composition of the isomorphism
F H∗(L1,L2)⊗F H∗(L2,L3)= F H∗(L1× (−L2),ν∗∆N )⊗F H∗(ν∗∆N ,L3× (−L2))
with the pant product
∪pant : F H∗(L1× (−L2),ν∗∆N )⊗F H∗(ν∗∆N ,L3× (−L2))y
F H∗(L1× (−L2),L3× (−L2))' F H∗(L1,L3)⊗F H∗((−L2), (−L2))
and the map induced by the projection F H∗((−L2), (−L2))−→ F H 0((−L2), (−L2))' k
Assuming the above proposition, we can conclude the
Proof of (5) of Theorem 1.5. We have the identifications
(1) F H∗(L1× (−L2),ν∗∆N ;λ,+∞) to H∗(N ×N × [λ,+∞[; (Fˇ •L1 ∗F •L2 )k∆N×[0,+∞[)
(2) F H∗(ν∗∆N ,L3× (−L2);λ,+∞) to H∗(N ×N × [λ,+∞[; (F •L3 ∗Fˇ •L2 ) kˇ∆N×[0,+∞[)
and the pant product corresponds to
H∗(N ×N × [λ,+∞[; (Fˇ •L1 ∗F
•
L2
)k∆N×[0,+∞[)⊗H∗(N ×N × [µ,+∞[; (F •L3 ∗Fˇ •L2 ) kˇ∆N×[0,+∞[)y∪
H∗(N ×N × [λ+µ,+∞[; (Fˇ •L1 ∗F
•
L2
) (F •L3 ∗Fˇ •L2 )k∆N×[0,+∞[ kˇ∆N×[0,+∞[︸ ︷︷ ︸
kN×[0,+∞[
)))
Now
(Fˇ •L1 ∗F
•
L2
) (F •L3 ∗Fˇ •L2 )= (F •L1F •L3 )∗ (Fˇ •L2Fˇ •L2 )
and the morphism (Fˇ •L2Fˇ •L2 )−→ kN×[0,+∞[ induces a map
(F •L1Fˇ •L3 )∗ (Fˇ •L2Fˇ •L2 )−→ (F •L1Fˇ •L3 )∗kN×[0,+∞[
hence a map
H∗(N ×N × [λ+µ,+∞[; (F •L1Fˇ •L3 )∗ (F •L2Fˇ •L2 ))y
H∗(N × [λ+µ,+∞[; (Fˇ •L1F •L3 ))⊗H∗(N × [−ε,ε[;F •L2 ⊗F •L2 )
52 C. VITERBO

Lemma 10.10. Let L1,L2 be lagrangians branes in an aspherical symplectic manifold
(M ,ω), and consider in M×M (where M represents M with the opposite symplectic form)
the Floer cohomology pant-product
F H∗(L1×L2,∆M ;λ,+∞)⊗F H 0(∆M ,L3×L2;µ,+∞)

F H∗(L1×L2,L3×L2;λ+µ,+∞)
induces a map
F H∗(L1,L2;λ,+∞)⊗F H∗(L2,L3;µ,+∞)

F H∗(L1,L3;λ+µ,+∞)⊗F H∗(L2,L2;−ε,ε)
through the identifications
F H∗(L1×L2,∆M ;λ,+∞)= F H∗(L1,L2;λ,+∞)
F H∗(∆M ,L3×L2;µ,+∞)= F H∗(L2,L3;µ,+∞)
and
F H∗(L1×L2,L3×L2,∆M ,ν,+∞)= F H∗(L1,L3;ν,+∞)⊗F H∗(L2,L2;0,0)
The projection of the above map on F H∗(L1,L3;λ,+∞)⊗F H 0(L2,L2;0,0) coincides with
the pant-product.
Proof. Indeed, the first map counts the number of holomorphic triangles T in M ×M
with vertices (x1,2, x1,2), where x1,2 ∈ L1 ∩ L2, (x2,3, x2,3) where x2,3 ∈ L2 ∩ L3, (x1,3,u)
where x1,3 ∈ L1∩L3 and u ∈ L2. The boundary of the triangle is the union of
(1) a path contained in ∆M , connecting (x1,2, x1,2) to (x2,3, x2,3), so of the form (α,α)
where α is a path from x1,2 to x2,3.
(2) a path contained in L1 × L2, connecting (x1,2, x1,2) to (x1,3,u), so of the form
(β1,β2) where β1 connects x1,2 to x1,3 and β2 connects x1,2 to u
(3) a path contained in L3×L2 connecting (x3,2, x3,2) to (x1,3,u), so of the form (γ1,γ2
where γ1) connects x3,2 to x1,3 and β2 connects x3,2 to u
Now taking the product almost complex structure J1 and J2 on each factor of M ×M ,
we see that the two projections of T are holomorphic triangles. So we get two triangles
in M or M denoted by T1,T2, and such that
(1) T1 is a holomorphic triangle with vertices x1,2, x3,2, x1,3 and boundaries α,β1,γ1
where γ1 ⊂ L1
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(2) T1 is a holomorphic triangle with vertices x1,2,u, x3,2 and boundaries α,β2,γ2
where γ2 ⊂ L2
Now we can glue this triangles, as shown on figure 7. Reversing the orientation of
T2, this yields a holomorphic triangle with vertices x1,2, x2,3, x1,3 with sides β1 in L1,
γ2 ◦β2 in L2, γ1 in L3, since u is just an arbitrary points in L2 respectively and this is
why we restrict to the component in F H 0(L2,L2). Now define if J (z,u) to be the almost-
complex structure on the triangle T1∪T2 equal to J1 on T1 and J2 on T2, we thus get
a J holomorphic triangle T . Conversely if T is a J-holomorphic triangle of this type,
identifying the triangle to the square of Figure 7, we get two triangles which correspond
to T1,T2 and hence to a (J1, J2) holomorphic triangle defining the pant-product.
x1,3
x3,2
x1,2
L1 ⊃β1
α
γ1 ⊂ L3
T1
x1,2
x3,2
u
γ2 ⊂ L2
α
β2 ⊂ L2
T2
FIGURE 6. Triangles T1,T2
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x1,3
x3,2
x1,2
u
β2
β1
γ1
α
γ2
FIGURE 7. "Triangle" T1#T2
This concludes our proof of the lemma and clearly of the proposition. 
Lemma 10.11. Let Λ be a brane in the symplectic manifold (M ,ω) as in Lemma 10.10.
The the pant product
F H∗(L1× (−L2),Λ×Λ;λ,+∞)⊗F H∗(L1× (−L2),Λ×Λ;µ,+∞)

F H∗(L1× (−L2),∆M ;λ+µ,+∞)= F H∗(L1,L2;λ+µ,+∞)
can be identified to the cup-product
F H(L1,Λ)⊗F H∗(Λ,L2;µ,+∞)−→ F H∗(L1,L2;λ+µ,+∞)
Proof. This is the same idea as in lemma 10.10. The cup product counts holomorphic
triangles connecting (x1, x2) ∈ L1 × (−L2)∩Λ×Λ, i.e. x1 ∈ L1 ∩Λ and x2 ∈ Λ∩ (−L2),
(u,u) ∈Λ×Λ∩∆M i.e. u ∈Λ, and (y, y) ∈ L1× (−L2)∩∆M , i.e. y ∈ L1∩ (−L2).
This is equivalent to a pair of holomorphic triangles, the first connecting x1,u, y , the
second connecting u, x2, y . More precisely we get two triangles as below, and gluing
them we get a triangle with vertices x1, x2, y with x1 ∈ L1 ∩Λ, x2 ∈ L2 ∩Λ, y ∈ L1 ∩ L2,
where u is left free onΛ (this corresponds to taking 1 ∈ F H 0(Λ×Λ,∆M ,0−,0+)'H 0(Λ).
This concludes our proof.
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x1
y
u
Λ⊃β1
α
γ1 ⊂ L1
C1
u
y
x2
γ2 ⊂Λ
α
β2 ⊂ L2
C2
FIGURE 8. Triangles C1,C2
x1
y
u
x2
β2
β1
γ1
α
γ2
FIGURE 9. "Triangle" C1#C2

11. OTHER APPLICATIONS, GENERALIZATIONS, ETC.
An "obvious" application is the Fukaya-Seidel-Smith theorem and Kragh-Abouzaid
Theorem 11.1 ([F-S-S, Kragh2]). Let L be an exact Lagrangian in the cotangent bundle
T ∗N of a simply connected manifold. Then the Maslov class of L vanishes and the pro-
jection pi : L →N induces an isomorphism in cohomology.
Once we have the quantization, the proof is the same in the simply connected case
as in the above references, and Guillermou ([Gu]) proves directly the vanishing of the
Maslov class, while this is proved differently by Kragh and Abouzaid (see [Kragh2]).
11.1. Lagrangian cobordism. Let C be an exact Lagrange cobordism in T ∗(N × [0,1]).
This means C ∩ {t = 0}/(τ) = L0 ⊂ T ∗N and C ∩ {t = 0}/(τ) = L1 ⊂ T ∗N with the proper
orientations. Then F H∗(L1,L)= F H∗(L2,L) for all L.
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Biran and Cornea (see [B-C], [B-C2]) pointed out that if C is a cobordism between L0
and L1 (all manifolds being exact and with vanishing Maslov class), then F H∗(L0,L) '
F H∗(L1,L).
Let us prove this in the case of cotangent bundles. Indeed, let Ĉ be the lift of C to a
homogeneous lagrangian. We have to prove that ifC is a sheaf over X × [0,1], such that
SS(C )= Ĉ ,SS(C|X×{i })= L̂i
H∗(X ,C0)=H∗(X ,C1)
It is enough to check that if ψ(x, t , s)= t for (x, t , s) ∈M × [0,1]×R, then
SS(C )∩Lψ =;
Indeed,
SS(C )= Ĉ = {(x, t ,σp,σt , s,σ) | (x, t , p,τ) ∈C ,d s = pd x+τd t }
Lψ = {(x, t , p,τ, s,σ) | p =σ= 0}
So the intersection corresponds to σ = 0,στ = 1 which is impossible. As a result,
SS(C )∩Lψ = ; hence H∗({ψ ≤ c},C ) does not depend on t , and this implies H∗({ψ =
0},C )=H∗({ψ= 1},C ) that is
H∗(X ,C0)=H∗(X ,C1)
hence F H∗(L0)= F H∗(L1)
Question: What happens if Y is a cobordism between X0 and X1, and we have C as
above in T ∗Y , such that ∂C = L0∪L1. Can one estimate the changes in Floer cohomol-
ogy ?
11.2. Floer cohomology with sheaf coefficients. A number of objects can be defined.
For example, ifG • is an element in Db(N×R) and L an exact Lagrangian in T ∗N we may
define
Definition 11.2. We set F H∗(L,G •)=RHom(F •L ,G •). By definition, we have F H∗(L1,F •L2 )=
F H∗(L1,L2)=RHom(F •L1F •L2 ). All these are filtered in the obvious way.
12. APPENDIX: ON QUASI-PRESHEAVES AND OPERATIONS
If C is a category, let N C be its nerve, that is the category with the same objects as C
and such that Mor(X ,Y ) is a simplicial set, the set of its k simplices Mor(X ,Y )k being
the set of sequences X = X0 f0→ X1 f1→ X2 f2→ ......Xk−1 fk→ Xk+1 = Y , with the map ∂ j :
Mor(X ,Y )k −→Mor(X ,Y )k−1 sending
X = X0 f0→ X1 f1→ X2 f2→ ...X j−1
f j−1→ X j
f j→ X j+1
f j+1→ ...Xk fk→ Xk+1 = Y
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to
X = X0 f0→ X1 f1→ X2 f2→ ...X j−1
f j ◦ f j−1→ X j+1
f j+1→ ...Xk−1 fk→ Xk+1)= Y
and we have that the composition sends Mor(X ,Y )k ×Mor(Y , Z )l to Mor(X , Z )k+l . We
denote by ∂=∑kj=0(−1) j∂k .
Now on Chb the category of bounded chain complexes, we have a simplicial struc-
ture, where Mor(X∗,Y∗)k is the set of linear maps shifting degree by k (but not neces-
sarily chain maps) together with D : Mor(X∗,Y∗)k −→ Mor(X∗,Y∗)k−1 given by D( f ) =
d ◦ f + (−1)k f ◦d .
Now a quasi-presheaf on the category C is by definition a presheaf on the category
N C with values in Chb. In other word to any object X in C we associate F (X ) in Chb,
that is a chain complex, and for each k-simplex σ in Mor(X ,Y )k , we associate F (σ)k
in Mor(X∗,Y∗)k . This is exactly our construction in section 5, where C = F(N), and the
quasi-presheaf is given by f 7→ FC∗L ( f ), or for the filtered situation, C = F(N)× (R,≤)
and ( f ,λ) 7→ FC∗L ( f ,λ). What we did is to replace the quasi-presheaf by a sheaf, in our
case ( f ,λ) 7→ F̂C nL ( f ,λ), such that there is a chain homotopy equivalence FC∗L ( f ,λ) 7→
F̂C
n
L ( f ,λ), functorial in ( f ,λ).
This is part of the general process known as rectification (see [Vogt, Go-Ja, Lurie]).
We shall need the following remark :
Let C t∗ be a filtered graded module. We can consider it as a complex of sheaves on
(R,≥), where open sets are ]s,+∞[, and we have an inclusion C s∗ −→C t∗ for s ≥ t , that is
injective, hence on the dual (cohomological level) we have C∗t −→C s∗ that is surjective.
If we set C∗(]−∞, s[) = C∗s , we get a complex of sheaves on (R,≤), which are flabby,
hence acyclic21. As a result, if s : R×R is given by s(u, v) = u + v , this is a continuous
map (with the product topology of (R,≤)× (R,≤) to (R,≤), and since C∗D∗ is also
made of acyclic sheaves, we get that (Rs)!(C∗D∗) coincides with s!(C∗D∗) on such
filtered graded modules.
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