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Resum 
 
 
Actualment, el reconeixement de cares es una de les àrees de recerca més 
importants degut a les seves nombroses aplicacions com seguretat, videojocs, 
interacció entre humà i màquina, etc. La majoria de les persones disposen 
d’una capacitat molt bona per reconèixer i interpretar cares en contraposició de 
la que disposa una màquina. Aquest es el motiu principal que fa que el 
reconeixement de cares sigui una tasca complexa i difícil. 
 
El principal objectiu d’un sistema de reconeixement és trobar la identificació 
d’una persona a partir d’una o varies imatges d’aquesta tot cercant-la sobre 
una base de dades. 
 
Fins ara, la majoria de les tècniques de reconeixement s’estaven implementant 
amb dues dimensions, es a dir es feia servir una imatge de textura (color o 
escala de grisos). Actualment la recerca en el món tridimensional està 
avançant molt ràpid i això esta possibilitant la incorporació de informació de 
profunditat als nous sistemes 3D de reconeixement. La introducció d’un model 
3D al sistema pot aportar noves característiques identificatives que permeten 
millorar els resultats obtinguts 
 
El principal problema de treballar amb informació de profunditat es que 
aquesta ha de ser degudament preprocessada i alineada. Per aquest motiu, 
aquest projecte es centra sobretot en l’obtenció d’un model tridimensional 
genèric d’un cap a partir d’unes dades 3D pre-adquirides. Aquest model es 
podrà fer servir per ajustar imatges de una persona concreta i extreure les 
característiques identificatives pròpies de cada persona en un mètode de 
reconeixement basat en anàlisis per síntesis. 
 
També s’han estudiat els diferents sistemes de captació tridimensional 
existents, arribant a la conclusió que un dels millors sistemes de captació 
d’informació de profunditat actuals és mitjançant un escàner làser. Un cop 
obtinguda la graella de punts del cap mig ha de ser possible reconèixer les 
persones utilitzant altres tipus de sistemes de captació com per exemple els 
sistemes multicàmera. 
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Overview 
 
 
Nowadays, face recognition is one of the most important research areas due 
to it have so many applications in different areas: security, videogames, 
relations between humans and robots, etc. Recognition faces is an ability that 
the human being have and robots don’t. This is the main difficulty that gives to 
recognition faces a complex solution. 
 
The main aim of a face recognition program is to recognise a person through a 
data base when an image from a person is given to the program. 
 
Recognition techniques have been implemented with two dimensions until 
now, it means the use of a texture image (colour or gray scale) Nowadays, 
three-dimensional research is being developed very quickly and that allows 
including depth maps to new 3D recognition systems. Including a 3D model to 
the system can report new identifying characteristics that allow improving the 
results from programs that are implemented using two dimensional data base.  
 
Workings with depth maps have an extra problem, the information that is given 
to the program have to be pre-processed and well justified. With this purpose, 
this project has as its main aim creates a well averaged three-dimensional 
head with given scanner data. This model will be able to be adjusted with a 
new entry head and extract their main features with a recognition method 
based on synthesis analysis. 
 
 This project also studies the main three-dimensional ways to extract depth 
from heads and concluding that one of the better ways to do it is with a laser 
scan. It will be possible to use other ways to extract depth, like multi-camera 
systems, once we have the grid obtained from the three-dimensional averaged 
head.  
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INTRODUCCIÓ 
 
 
La cara és el punt més important de les persones i per al qual es comencen 
totes les relacions entre aquestes. El més fascinant dels humans és que poden 
reconèixer entre molta gent diferent, i a més, poden diferenciar-ne les emocions 
dels individus segons l’expressió que ens mostrin. No s’ha pogut demostrar 
exactament si l’ésser humà pot diferenciar clarament les emocions, el que no 
es pot refusar és l’habilitat que disposa en reconèixer cares. 
 
El nombre de cares que es poden arribar a reconèixer, pot arribar a ser de 
milers. Molts cops es pot arribar a reconèixer aquelles cares de gent que s’han 
vist un sol cop, i sobretot, identificar els familiars amb una sola mirada. 
L’habilitat de les persones és tant gran que es pot arribar a reconèixer cares 
encara que hagin envellit, encara que no hi hagi molta llum, o fins i tot, que 
portin disfressa, o que portin ulleres, o un canvi de look, o portin una barba, o 
perilla, o bigoti... L’enumeració de canvis sobre una cara pot ser molt llarga, 
però si es coneix bé la persona, hom la reconeix. Només cal observar que quan 
la policia dibuixa un retrat robot sempre hi ha algú que el reconeix, encara que 
pugui ser un fals subjecte, aquest s’assemblarà, i molt, al de la imatge oferta 
per la policia. 
 
Si s’observen els cartells publicitaris se’n pot destacar la importància que les  
persones atribueixen a la cara. Si es desitja vendre un producte que no sigui 
per la cara, com per exemple uns pantalons, o una samarreta, fins i tot un 
collaret, s’observa que el cap no hi apareix, i s’hi apareix, serà degut a que el 
model està d’esquenes o no se’l pot reconèixer, ja sigui per una màscara o per 
falta de lluminositat a la cara. Tot això degut a que el primer que es mira quan 
s’apropa algú és la cara. En el món de la política en canvi també apareixen 
persones en els cartells, però, el que mostren és la cara, a més a més no una 
qualsevol, sinó ens mostren una cara amable, de confiança. Tots aquests 
adjectius els deduïm només mirant la imatge i ens en fem una idea sobre la 
persona que ens mostren, sincer, amable, jove, gran, segur... Tots aquests 
adjectius seran molt difícils de reconèixer per una màquina, sobretot degut a la 
complicació de la qüestió que se’ns presenta. Com diferenciem la cara i com 
els seus estats d’ànims? 
 
Aquesta pregunta ha interessat a grans personatges al llarg de la història. Com 
per exemple Darwin, Leonardo o Aristòtil, que també es van centrar en el 
fenomen del reconeixement de cares i expressions. 
 
El que s’intenta amb aquest treball és que una màquina aconsegueixi fer el que 
una persona pot fer cada dia milers de cops si passeja pel carrer, reconèixer 
cares. El que no es pretén aconseguir és identificar si aquesta persona avui fa 
mala cara, o té una cara de felicitat, o una cara d’aquelles que fan por, o una 
cara de pocs amics, només volem reconèixer qui és. 
 
Un sistema automàtic de reconeixement  ha de seguir els passos de la figura 
0.1 (veure[1] i [2]). 
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Fig. 0.1 Diagrama del funcionament del programa general 
 
En aquest cas es vol utilitzar el model conjunt entre 2D i 3D, un model que ha 
de permetre reconèixer aquesta persona millor que no només utilitzant el 
sistema 2D. Com es mostra en els diagrames de la figura 0.2, l’avantatge que 
presenta la utilització de dades 3D és una millor correspondència, ja que es 
disposen de més dades sobre l’individu. Sobretot permet disposar d’un angle 
més de gir (el d’inclinació del cap endavant i endarrere), i també de les dades 
de profunditat d’aquesta cara disposant de més trets característics de l’individu. 
 
 
Adquirir una imatge 
Determinar si el 
que hem trobat 
és una cara 
Buscar una cara 
Normalització de la imatge 
Sí No 
Guardar un missatge de: No cara 
Reconèixer si està 
a la base de 
dades 
Sí No 
Mostrar qui és 
No podem identificar cap cara , podem 
continuar demanant noves imatges 
Opció de guardar-la, és 
diferent a totes les existents 
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Fig. 0.2 Diagrama de tipus de reconeixements 
 
De tot el procés en que intervé un model amb reconeixement 3D, el projecte es 
centra amb una de les seves principals parts, la de la obtenció d’un model 
tridimensional genèric. La principal funció d’aquest cap en el procés de 
reconeixement és la d’extreure les característiques pròpies de cada individu 
respecte la el cap mig tal i com es mostra en la figura 0.3 
 
Fig. 0.3. (a) Imatge entrant, (b) El cap genèric es sobreposa a la imatge 
entrant, (c) El cap es s’adapta a la imatge en dues dimensions tot alineant-se 
Detecció de cara Detecció de cara Detecció de cara  
Extracció de la 
cara de la imatge 
Extracció de la 
cara de la imatge 
Extracció del cap de la imatge 
Estimació de dos 
angles en que es 
troba el cap 
Estimació dels tres angles en que es troba 
posicionat el cap respecte els eixos 
Buscar el 
posicionament de 
la cara sobre 180º 
per comparar 
Alinear el cap genèric amb la imatge 2D  
Extracció de les 
característiques 
de la imatge 
respecte de la  
textura mitja 
Extracció de les 
característiques 
de la textura 
respecte de la 
mitja Extracció de les 
característiques 
de la textura 
respecte de la 
textura mitja 
Extracció de les 
característiques del 
mapa de profunditat 
respecte del mapa de 
profunditat genèric Reconeixement amb 
les característiques de 
mitjançant només vista 
frontal 
Reconeixement amb 
les característiques de 
textura trobades 
Reconeixement amb 
les característiques de 
textura trobades 
Reconeixement amb 
les característiques de 
profunditat trobades 
Reconeixement 
2D 
Reconeixement 2D + 
textura 180º
Reconeixement 2D + 
textura i relleu 3D 
Reconstruir el relleu deformant la graella 
de punts fins a obtenir un solapament 
Reconstruir la textura amb el mateix 
color i il·luminació de la base de dades 
4  Reconeixement de Cares 3D amb Models Paramètrics 
  
en la mateixa direcció i deformant-ne la graella de punts, (d) S’extreu la 
informació de profunditat un cop s’ha adaptat el cap tridimensional genèric a la 
cara de dues dimensions i també la textura reconstruïda   
 
L’objectiu principal d’aquest projecte és l’obtenció d’aquest cap genèric utilitzat 
en la figura 0.3 on es mostra l’obtenció de les dades de profunditat i textura 
mitjançant l’ús d’aquest model tridimensional genèric. Per aconseguir aquest 
objectiu el treball es divideix en els següents capítols: 
 
En el primer capítol es mostra l’estat de l’art per a l’adquisició de dades 
tridimensionals. Analitzant els sistemes de captació existents, que equivaldria al 
primer punt a seguir per a un reconeixement de cares, l’adquisició de la imatge. 
 
En el segon capítol es mostra la lectura de les dades d’un escàner 3D i la 
representació d’aquestes a l’espai de les tres dimensions. 
 
En el tercer capítol es posicionen les dades de profunditat en una vista frontal 
per així més tard obtenir el resultat del mapa de profunditat. S’alineen totes les 
cares cap a la mateixa direcció. Com es pot observar en la figura 0.3.c és 
necessari establir uns eixos de coordenades pels qual alinear les imatges amb 
el cos tridimensional. 
 
En el quart capítol s’avaluen els resultats obtinguts per als diferents 
alineaments utilitzats. També es mostren els resultats de les textures mitges i 
mapes de profunditat mitjos, així com els temps de procés per aconseguir-ho. 
 
En el cinquè capítol s’exposen les conclusions i les línies futures a seguir així 
com també l’estudi mediambiental i ètic que pot tenir aquest treball.  
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CAPÍTOL 1. ADQUISICIÓ DE DADES 
TRIDIMENSIONALS 
 
Per adquirir unes dades tridimensionals s’han trobat diferents sistemes de 
captació que es presenten a continuació. Aquests sistemes són els més 
utilitzats actualment per els grups de recerca en el camp del reconeixement de 
cares tridimensional. 
 
1.1. Sistemes multicàmera  
 
Aquesta tècnica pot disposar de 2,3 ,4 o tantes lents com es disposin, en el cas 
d’utilitzar només un parell de lents s’anomena sistema estereoscòpic. Sorgeix a 
partir del sistema visual humà, dos ulls. És una tècnica molt utilitzada des de fa 
molts anys, pot anar des de la visió de dues imatges, una per a cada ull, i 
observar en 3D el monestir de Montserrat, fins a Tridef Google Earth, el nou 
Google Earth que mitjançant ulleres bipolars permetrà veure el món en relleu. 
 
Aquest sistemes multicàmera, sobretot utilitzant només dues lents, s’estan 
plantejant com a solució per a futures implantacions de programes 3D en alta 
definició (veure [3]). Aplicant aquest mètode sobre Mpeg-4 permetrà enviar la 
doble imatge amb una càmera com la de la figura2 i permetrà emetre 
programes educatius, pel·lícules en 3D i també es prepara la seva aplicació a 
videoconferències mèdiques. 
 
 
 
 
Fig. 1.1 (a) Càmera HDV utilitzant dues lents, (b) Esquema de captació 
referentciat a dos punts de col·locació de les lents. 
1.1.1. Funcionament 
 
La part matemàtica s’extreu a partir de conèixer la col·locació de les lents en 
l’espai, partint d’aquests punts de col·locació, es referencien els punts a l’espai 
separadament per a cada objectiu. Això comporta una disparitat quan aquestes 
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imatges es comparen. És aquí on molts algorismes intenten millorar aquesta 
disparitat. La figura 1.1.b mostra l’esquema de captació. Aquest sistema s’ha 
desenvolupat fins al punt que es pot reconstruir la imatge 3D sense conèixer 
els punts de captació, sempre i quan les imatges hagin estat captades amb el 
propòsit de reconstruir-les per sistema multicàmera, veure [4]. 
 
1.1.2. Possible aplicació al cas d’estudi 
 
Disposant de varies càmeres del mateix tipus que guardin sobre la mateixa 
persona les seves dades des de diferent punts de captació, sempre coneixent 
aquests punts des d’on s’han captat, es pot arribar aconseguit una imatge 
tridimensional prou complerta (figura 1.2.b). Per fer-ho s’hauran d’aplicar 
algorismes d’interpolació de dades sobre cada imatge. Aplicat sobre una cara 
podria donar bastants bons resultats. Sobretot una aplicació pràctica podria ser 
en els aeroports on es disposa de moltes càmeres, encara que el moviment del 
cap seria un factor que en aquest exemple no s’ha estudiat ,veure [5]. 
 
 
 
Fig. 1.2 (a) Punts des d’on s’han pres les diferents imatges, (b) Núvol de punts 
aconseguit, (c) Textura aconseguida aplicada al núvol de punts 
 
1.2. Sistema de llum estructurada 
 
Aquest sistema permet obtenir un núvol de punts tridimensional a partir de la 
projecció d’una graella, amb un projector, sobre l’objecte que captarem amb 
una càmera, A la figura 1.3 es mostra l’esquema de col·locació,veure[6]. 
 
 
Fig. 1.3 (a) Posicionament del projector i la càmera, (b) Aplicació sobre una 
llanta d’una roda de cotxe. 
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1.2.1. Funcionament 
 
El més important en aquest sistema és detectar els punts d’intersecció de la 
graella projectada sobre l’objecte, veure [7]. Per fer-ho es creen matrius per 
detectar aquests punts. El resultat es mostra a la figura 1.4.c, on després de 
projectar la matriu de colors en 1.4.a i de binaritzar en 1.4.b, a part de filtrar a 
línies més fines, s’apliquen les matrius i es guarden en una matriu els punts 
d’intersecció. Aquesta matriu de punts és el resultat que més tard permet la 
reconstrucció tridimensional, 1.4.d. 
 
  
 
Fig. 1.4 (a) Captura de l’objecte amb la graella aplicada, (b) Captura filtrada i 
binaritzada a dos colors, (c) Mostra de la graella amb els punts trobats, (d) 
reconstrucció del relleu de l’objecte mostrejat 
 
Tot seguit s’aplica un algorisme de triangulació al núvol de punts guardats en la 
matriu, veure [8] resultant la figura 1.5.b. Ara s’entén com a superfície tots 
aquells triangles i també els grans desnivells, absència de punts, el resultat de 
la superfície tridimensional es mostra a la figura 1.5.c 
 
 
Fig. 1.5 (a) Núvol de punts trobat, (b) unió dels punts mitjançant triangles, 
(c) obtenció de la superfície tridimensional 
 
La profunditat s’extreu del fet que la graella projectada sobre l’objecte produeix 
quadrats més petits, que són més pròxims, i els més grossos que es troben a 
una distància més gran, figura 1.6.a. Les línies diagonals ens poden mostrar un 
desnivell, figura 1.6.b, i la falta de punts mostra un desnivell molt brusc que es 
reomplirà al reconstruir la superfície.  
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Fig. 1.6 (a) feix de llum que projecta la graella, (b) incidència de la graella sobre 
un objecte amb diferents relleus 
 
1.2.2. Possible aplicació al cas d’estudi 
 
Com era d’esperar, aquest sistema d’adquisició de punts tridimensional també 
es pot arribar aplicar al reconeixement de cares. A la realitat no s’aplica una 
graella com la mostrada en la figura 1.7.a on el resultat seria 1.7.b 
 
 
 
Fig. 1.7 (a) Graella projectada sobre una escultura en forma de cap, (b) Relleu 
extret només amb la interpretació de la mida dels quadres i direccions de línea 
 
 
Per al reconeixement de persones, s’aplica una graella amb rajos infrarojos, 
així la persona no se’n adona visualment del seu escaneig tridimensional. 
Aquesta tècnica com mostrem en la figura 1.8, ja s’utilitza per a la verificació de 
persones implementat a robots, veure [9], i també és útil per al tipus de projecte 
que tractem. 
 
  
Fig. 1.8 (a) imatge de la persona, (b) imatge amb la graella d’infrarojos 
aplicada, (c) reconstrucció del mapa de profunditat 
 
D’aquest sistema existeixen molts tipus de graelles degut a que podem 
demanar molts punts, i per tant una graella amb moltes línies, o pocs punts, 
amb menor nombre de línies i més separades. Els colors de les línies per 
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identificar-les millor, o l’amplada de línea a utilitzar, són elements diferenciadors 
dels sistemes existents. 
 
1.3. Sistema d’increment d’informació 
 
Aquesta tècnica s’aplica sobre frames capturats d’un vídeo en el que la 
persona apareix continuadament en la seqüència i no ocasiona grans 
moviments del cap, per exemple conferències, exposicions, presentadors de 
telenotícies... Sobre aquest tipus de seqüència de vídeo, es pot arribar a 
extreure la imatge 3D de la persona seleccionada, veure [10]. El que s’utilitza 
és una tècnica que incrementa la informació mútua entre les imatges de la 
seqüència de vídeo. Parteix de la idea que cada punt pot ser vist en la següent 
imatge, i per tant, si hi és, es guarda la seva posició. Després de varies 
captacions s’obté el resultat tridimensional que es mostra a la figura 1.9.b 
 
 
Fig. 1.9 (a) Punts trobats en diferents imatges del vídeo, (b) Representació 
tridimensional del núvol de punts obtingut 
 
1.4. Sistema càmeres de rang 
 
El que utilitzen aquestes càmeres és una matriu de punts, d’aquí el rang de la 
càmera, amb el que s’alineen i obtenen la profunditat. Per utilitzar aquest 
sistema s’ha de disposar d’un projector LCD que projectarà els punts de 
calibratge. Per reconèixer-ne la profunditat serà necessari l’ús d’una càmera 
que disposi de CCD i també un suport variable per prendre les imatges i no 
moure la càmera. 
 
Un cop es disposa de la càmera calibrada amb unes plantilles, en la figura 
1.10.a es mostren les plantilles, panells amb punts, es pot adquirir la imatge de 
relleu amb la càmera de profunditat. El relleu s’obté utilitzant el sistema 
“rangefinder” d’una càmera, aquest sistema busca la distància entre l’objecte  i 
la lent de la càmera per obtenir-ne un millor enfoc. Aprofitant això s’utilitza per a 
tots els punts calibrats, que estan projectats per el projector de LCD, i se n’obté 
una imatge en tres dimensions com es mostra a 1.10.c.  
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Per obtenir el cos sencer de la figura 1.10.b és necessari prendre diferents 
imatges amb diferents panells, uns més grans que ofereixen menys detall, i 
altres més petits que ofereixen més detall. Un cop captades les imatges 
s’utilitzen procediments d’alineació i interpolació per obtenir un escanejat de 
cos sencer, veure [11] . 
 
 
 
 
   
Fig. 1.10 (a)Figura de la Maddalena de Donatello amb les plaques de punts per 
calibrar la càmera  ,(b)  Model obtingut ajuntant totes les petites imatges 
preses,(c) Figura del cap obtinguda mitjançant aquest mètode. 
 
Els sistemes de càmeres de rang poden anar acompanyats de llum 
estructurada, com mostra [12]. Amb aquesta combinació, els resultats són 
mapes de profunditat com els que es desitgen per al reconeixement 3D, on el 
color blanc és el que té més relleu i el negre el que menys, tal com es mostra 
amb els resultats obtinguts a la figura 1.11.b, imatge presa amb objectes variats 
de diferents materials i distàncies. 
 
 
 
Fig. 1.11 (a) Objectes per fotografiar, (b) Mapa de profunditat dels objectes 
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1.5. Sistema d’extracció de relleu només amb la textura: 
 
Aquests sistemes extreuen una profunditat a partir de les dades de la textura. 
Utilitzen diferents referències que ofereix la imatge, com són els contorns, la 
il·luminació i sobretot, les ombres que projecta la llum, veure [13]. Només és 
necessari un objectiu de captació, però els mapes de profunditat que s’obtenen 
no són els més espectaculars actualment. No se’n mostra cap en concret per la 
seva varietat de processos, encara que en un futur, poden ser aquests els 
sistemes que més utilitzats.  
 
1.6. Sistema d’escàner 3D 
 
Aquest sistema és un dels sistemes més utilitzats per als grups punters en 
l’estudi de reconeixement tridimensional.   
 
1.6.1. L’escàner 3030 PS 
 
Aquest escàner és l’utilitza’t per adquirir les mostres de les que disposem. 
Existeixen dues línies d’escàner, una que adquireix mostres amb baixa 
resolució, com el que s’utilitza en aquest projecte, el model 3030PS/RGB que 
ofereix una matriu de 512 x 512. L’altre gamma d’escàner ofereix 2000 x 2000 
mostres, que seria la gamma d’alta resolució com el model 3030PS/s RGB. 
 
Les dimensions de l’escàner de baixa resolució que costa aproximadament 
73.600$ són les que es mostren a la taula 1.1 i el model que s’utilitza es mostra 
a la figura 1.12. 
 
 
Taula 1.1 Dimensions de l’escàner 
 
Dimensions Model 3030 RGB 
Amplada 51cm 
Alçada 36,5cm 
Profunditat 48cm 
Pes 29kg 
 
 
Aquest escàner és el model PS (Portrait Scanner, que ve a dir escàner de fotos 
per la mida del cap, no és un de cos sencer). S’utilitza aquest perquè el que es 
necessita és velocitat. La velocitat d’escaneig, com a necessitat, es dóna degut 
a que el subjecte que escanegem és viu, no és una escultura, amb el qual 
podem anar tant a poc a poc com es vulgui. Segons les especificacions tarda 
entre uns 45 o 50 segons a obtenir l’escaneig del cap, realment molt ràpid si es 
calculen tots els punts que arriba a captar. 
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Fig. 1.12 Imatge de l’escàner utilitzat 
 
1.6.2. Adquisició de les dades 
 
El més important d’aquest escàner per al treball, és entendre com es capten les 
mostres. Un cop s’entén com es capten teòricament les mostres, llavors es pot 
començar a tractar les dades que ofereix l’escàner. 
 
L’escàner 3030 RGB adquireix 30.680 punts per segon d’escaneig, repartits en 
les dades X(angle d’azimut), Y(alçada), Z(profunditat), R(vermell), G(verd), 
B(blau). Les dades s’adquireixen tal i com mostra la taula 1.2, a més es prenen 
amb l’espaiat que mostra la taula 1.3. 
 
Taula 1.2 Mostres preses 
 
Mostra Recorregut de les mostres 
X(Angle Theta) 0º a 360º 
Y(Alçada) 30cm a 34cm 
Z(màxima profunditat) 30cm 
 
Taula 1.3 Espaiat entre mostres 
 
Mostra Espaiat entre mostres 
X (Theta) Depèn de la velocitat de la plataforma. Es 
prenen 30 mostres per segon per tant 
podem anar dels 500µm als 2mm 
Y(min) 350 µm 
Z Entre 75-300 µm 
 
 
Un espaiat com el que ofereix aquest tipus d’escàner és suficient per obtenir un 
bon mapa de profunditat. Els punts tridimensionals queden prou agrupats com 
per formar un relleu sense absència de punts en llocs necessaris com el nas, 
ulls, boca i orelles.  
 
L’escàner 3030PS emet un raig laser de baixa intensitat sobre el cap, i en 
calcula la profunditat (Z) calculant el temps que tarda en rebre el rebot del feix 
de llum. Aquest escàner, al mateix temps adquireix el color del punt que està 
escanejant, ho fa mitjançant un altre sensor d’imatge. El punt es guarda en 
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24bits, que més tard es pot descompondre com a tres dades de 8bits: vermell, 
verd i blau. Aquestes components s’anomenen textura. El tipus d’escàner 
utilitzat, que viatja per la plataforma al voltant del cap, el podem observar en la 
figura 1.13. Les dades es transmeten per via USB a l’ordinador que les ha de 
processar. 
 
 
 
Fig. 1.13. Escàner en funcionament 
 
 
El més important és comprendre en quin ordre i com s’han obtingut aquestes 
mostres en l’espai. La figura 1.14 ens mostra el mètode de captura de l’escàner 
 
Fig. 1.14  Seqüència que segueix l’escàner durant el procés d’adquisició  
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Les mostres s’obtenen en aquest cap per als 360º al voltant del cap, amb un 
total de 512 mostres en el pla d’azimut (X). L’escàner es mou al voltant de la 
persona i n’escaneja aquestes 512  mostres, ho fa amb un angle de gir per a 
cada moviment de 0,615º com mostra la figura 1.15. Presos per la màquina en 
radiants significa un gir de  0,0012272 radiants per cada angle que es 
desplaça, arribant fins als 2π. 
 
 
Fig. 1.15 Obtenció de mostres en el pla d’azimut 
 
 
Per a cada angle que es desplaça en Azimut, l’escàner fa un escombrat 
vertical. Escaneja verticalment 450 mostres, que es prenen amb un espaiat de 
0,700 mil·límetres, i que van des de 0mm fins a 314,300mm. Per tant cobreix 
una distància de 31,43cm en vertical (Y). Això es pot observar en la figura 1.16 
i en especial al ressalt de color taronja.  
 
 
Fig. 1.16 Obtenció de mostres verticals i de profunditat 
 
 
Per a cada punt XY es pren la mostra de profunditat Z, tal i com es mostra en la 
figura 1.16 fent un ressalt de color verd. Anomenem profunditat al conjunt de 
les tres dades XYZ. 
 
Adquisició de dades Tridimensionals   15 
En total es disposa per a cada persona d’un conjunt de dades, el valor del qual, 
s’extreu de 512 x 450 = 230.400 punts. Per cada punt es prenen mostres  de 6 
dades diferents que es descomponen en: “Textura”(vermell, verd, blau) i 
“Punts”(angle d’azimut, alçada vertical, profunditat). Per tant disposem en total 
de 1.382.400 dades per persona. La mostra de textura per a cada punt XY  
queda de la manera mostrada a la figura 1.17. 
 
 
 
 
Fig. 1.17.  Mostra del mapa de textura de 450 X 512 punts 
 
 
L’escàner pren les mostres de la manera indicada, però la col·locació de les 
persones en la base de dades obtinguda no és la desitjada. Teòricament, un 
escàner 3D com el que s’ha utilitzat, necessita que la persona es col·loqui a 
una distància exacte respecte l’escàner, i que es col·loquin totes les persones 
de la mateixa manera. Això significa que s’ha d’idear un sistema de col·locar el 
cap d’una manera igual per a tothom. 
 
En aquest projecte les dades que s’han de tractar corresponen als escàners de 
diferents persones on no es va tenir en compte aquest aspecte. Aquest és un 
dels principals problemes que s’han hagut de resoldre, però, al mateix temps 
ha resultat ser una bona opció, degut a que permetrà reconèixer una cara 
presa en una posició diferent a la desitjada, sempre i quan permeti observar 
part de la cara.  
 
La solució per aquest problema és idear un sistema d’alineació automàtic per a 
la cara. Així disposar de tots les cares de la mateixa manera i ser possible la 
seva manipulació. Les cares escanejades estan col·locades en diferents 
posicions i cadascuna amb angles d’inclinació diferents. Com es mostra en la 
següent representació tridimensional el centre està desplaçat cap un dels 
costats.  
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Fig. 1.18. Mostra d’un cap escanejat directament de l’escàner amb l’eix 
desplaçat. Els espuris es  poden apreciar per tota la cara. 
 
A més a més aquestes mostres disposen d’espuris que dificulten el seu 
tractament. Per tant s’hauran de filtrar totes les mostres per obtenir unes cares 
més fàcils de manipular. 
 
En part es pot afirmar que els models han de tenir molta paciència ja que s’han 
de mantenir quiets gairebé 50 segons. Aquest temps amb l’espaiat d’escaneig 
que s’ha utilitzat en aquest cas, si s’hagués utilitzat un escàner d’alta resolució 
podrien haver estat vora tres minuts segons les especificacions. En aquest cas 
50 segons ha ocasionat que en alguns casos es disposi d’algun ull que ha 
quedat mig aclucat, o algun cap que no coincideix exactament en tot el seu 
relleu degut a un lleu moviment durant l’escaneig. 
 
El sistema d’adquisició de dades és pràctic i, com a curiositat, ha estat utilitzat 
en diferents pel·lícules. Aquestes són per exemple Terminator II, on es va 
escanejar els actors, Juràssic Park, es van escanejar models de dinosaures, 
models de Càsper, el gos de la Màscara, i moltes més pel·lícules que han 
utilitzat aquest sistema de tractament d’imatge. Per veure’n més referències 
sobre el model d’escàner, preus, mides, veure [14]. 
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CAPÍTOL 2. LECTURA I REPRESENTACIÓ DE DADES 
 
Aquest capítol és un dels més importants, si un escàner pren totes les mostres 
correctament, i més tard no es llegeixen, o no s’interpreten, correctament, el 
programa pot disposar de poca efectivitat al reconèixer persones. 
 
Com ja s’ha comentat en el capítol anterior el posicionament de la gent era molt 
important. En aquest cas si sobre un arxiu de profunditat es troben els caps 
adquirits des de diferents centres com ja hem comentat. Com es mostra a 
continuació el cap no és el punt de màxim relleu. Pot succeir que un ull tingui 
menys relleu que un altre, figura 2.1 esquerra, o que el front tingui més relleu 
que el nas, figura 2.1 dreta.  
 
 
Fig. 2.1. Mapes de profunditat llegits de l’escàner 
 
Serà important per aconseguir l’objectiu d’un model de cap genèric aplicar 
mètodes que permetin alinear els eixos i així obtenir un mapa de profunditat on 
la cara sigui el que més sobresurt.  També serà important disposar d’imatges 
netes d’espuris per poder-les sumar. Un cop disposem de les profunditats amb 
la cara com a element de màxim relleu podrem obtenir el mapa de profunditat 
associat a la textura i aplicar tècniques de reconeixement mixtes 2D-3D com el 
P2CA, veure [15]. 
 
2.1. Lectura de dades 
 
2.1.1. Dades de Textura 
 
La textura són les dades de color que s’han pres per l’escàner per a cada punt 
analitzat. En aquest cas el que es desitja és obtenir la textura tal i com es 
mostra a la figura 2.2. per a cada persona. 
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Fig. 2.2 Mostra de Textura per a un individu 
 
Aquesta textura, obtinguda per a cada persona, permetrà aplicar els programes 
de reconeixement mixta 2D-3D, com podria ser el P2CA [15]. Això permetria 
reconèixer la persona encara que la imatge obtinguda en 2D no fos frontal. Si 
es combina la profunditat 3D, és possible aconseguir la textura 2D per a 360º. 
A partir d’una imatge 2D que no sigui frontal, veure [16]. És necessari per tant, 
un mapa de textura per a tots els individus escanejats, on els ulls, llavis, nas i 
orelles, coincideixin en el mateix punt per a tots ells. La mostra de la figura 2.1 
és el resultat un cop aplicat el programa de lectura. 
2.1.2. Dades de Profunditat 
 
Les dades de profunditat són les dades de relleu que ofereix l’escàner: angle, 
radi i alçada. Aquest arxiu és el que permet obtenir la representació en tres 
dimensions. Més tard ha de permetre l’obtenció del mapa de profunditat que 
anirà associat a la cara. En la figura 2.3 es mostra la representació del radi 
sobre un pla. Això ofereix el relleu  de la imatge un cop tractades les dades. 
 
 
 
Fig. 2.3 Mostra de relleu per a un individu 
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2.2. Representació de dades 
 
2.2.1. Obtenció del núvol de punts  
 
Com s’ha explicat disposem de les dades de relleu organitzades per angle i 
radi, per tractar les dades en tres dimensions és necessari fer un canvi de 
dades cilíndriques a cartesianes. Aquest canvi es fa mitjançant 2.1, veure [17]. 
S’aplica sobre un punt ),( iii yx=ϕ , on R és el radi de profunditat i φ és l’angle 
d’azimut per al que ha estat pres el punt. 
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ii
iii
iii
RZ
RY
RX
ϕϕ
ϕφϕϕ
ϕφϕϕ
=
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                 (2.1) 
 
La divisió per un milió de l’angle és necessari degut a que l’escàner guarda les 
dades en radiants, però sense coma, i per tant 3141632 és l’angle més pròxim 
a pi=3,14159.  En aquest cas un cop es divideix per un milió resulta: 3,141632 
 
 
 
Fig. 2.4. Mostra de la projecció cilíndrica del núvol de punts 
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CAPÍTOL 3. TRACTAMENT DE LES DADES 
 
 
Aquest punt és important per aconseguir l’objectiu d’aquest projecte. Si no 
disposem de totes les mostres en la mateixa direcció, com s’ha mostrat en les 
figures 1.18 i 2.1 no es podrà més tard aconseguir el cap genèric,i per tant, 
aplicar els algorismes de reconeixement de cares. Sobretot degut a la falta de 
semblança que tindran per les posicions que ocuparan les dades. Es podria 
donar el cas d’alinear malament i no obtenir mai el reconeixement d’una 
persona que sí que és a la base de dades on es cerca. El procediment que es 
seguirà per disposar d’unes mostres amb posicionament de cara i mides del 
cap iguals és el de la figura 3.1. 
 
 
Fig. 3.1. Procediment per disposar de les cares amb mateix centre i posició 
 
 
3.1. Translació al centre geomètric  
 
Per tractar les imatges cal disposar de la imatge centrada. Per tant s’haurà de 
buscar el centre geomètric del cap. Per fer-ho es busca el vector mig de totes 
les dades de profunditat disponibles per a cada persona. Es busca el valor mig 
per a les dades X,  per a les dades Y i també per a les dades Z. Amb això, es 
troba el centre real del cap. Diem real perquè de moment les dades de cada 
persona estan referentciades al centre ofert per l’escàner. Un centre diferent 
per a cada persona que es veu afectat per la posició que mantinguessin en el 
moment de ser escanejades. 
 
Un cop es disposa del centre geomètric per a cada cap, per tant el centre del 
núvol de punts, cal traslladar aquest centre al centre de coordenades (0,0,0). 
Aquest moviment de translació s’aconsegueix aplicant la matriu 3.1: 
 
Càlcul del centre geomètric 
Translació al centre del cap 
Eliminació d’espuris
Alineació dels eixos amb un dels mètodes 
Escalat del relleu 
Obtenció del mapa de profunditat 
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Translacio                       (3.1) 
 
 
El símbol de les dades és negatiu, degut a que el que es fa, és traslladar les 
dades al punt (0,0,0) així restem el nou centre (Centre X,Centre Y,Centre Z). El 
moviment que estem creant l’escenifiquem en les figures 3.2. 
 
 
Fig. 3.2. (a)Eixos de coordenades del cap en vermell i de referència en negre, 
(b) moviment de translació efectuat per als eixos del cap 
 
Com es mostra a la figura 3.3 aplicant la matriu al centre trobat per aquest cap 
el núvol de punts queda centrat respecte el seu centre geomètric. 
 
 
 
Fig. 3.3. (a) En aquesta imatge s’observa la projecció del cap vista des de dalt 
sobre un pla x,y. De color vermell es mostren les dades extretes de l’escàner i 
de color blau aquestes dades traslladades. (b) Mostra dels dos centres en 
l’espai tridimensional. 
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3.2. Eliminació d’espuris 
 
S’espera disposar de dades sense espuris ja que aquests podrien estar en els 
punt seleccionats. En aquest cas els ulls es troben amb relleu nul, punts que 
utilitzem en tots els mètodes. L’escàner no adquireix profunditat per aquests 
punts degut a que el feix de llum que emet és reflexat amb un angle diferent al 
d’incidència. L’aquositat de l’ull ocasiona aquest reflex per a totes les cares de 
la base de dades. Per tant l’escàner ens retorna un missatge de no input i 
referència el relleu a 0, tal com mostra la figura 3.4.a  
 
  
Fig. 3.4. (a) Mostra 3D amb profunditat de l’ull igual a 0 i molts espuris, (b) 
Mostra 3D amb profunditat de l’ull un cop aplicat el programa 
 
L’eliminació d’espuris resultant la podem observar en la figura 3.4.b respecte de 
la 3.4.a. Aquesta eliminació d’espuris no es centra només en els ulls, sinó que 
s’eliminen també els espuris que sobresurten en la major part de la cara.  
 
Per fer-ho primer de tot s’aplica un filtre de mitjana només al voltant de les 
dades de l’ull per realçar-ne el seu valor. Un cop ja tenim realçat l’ull s’aplica el 
filtre a totes les dades de relleu. D’aquesta manera el cap ja no mostra els 
espuris més grans, figura 3.5.b. Els de menys relleu quedaran disminuïts a no 
res, o com a molt, produiran algun petit relleu a la cara que no afectarà en el 
mateix grau que ho feia abans d’aplicar el filtratge. 
 
 
 
Fig. 3.5. (a) Cap amb espuris, (b) Cap un cop aplicat el filtratge 
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3.3. Alineació d’eixos segons Euler 
 
Euler va definir el canvis necessaris per sobreposar dos plans situats a l’espai 
amb diferents sistemes de coordenades. Per fer-ho Euler només necessitava 
trobar tres angles i la recta on s’interseccionen aquests plans.  
 
En aquest projecte s’utilitza un sistema molt semblant per alinear totes les 
cares en la mateixa direcció. D’aquesta manera es poden tractar totes les 
dades de la mateixa manera, veure [18]. Si disposem de dos sistemes de 
coordenades, com seria el cas, per una banda el sistema de coordenades amb 
que es va prendre la imatge, i per tant amb les seves coordenades X Y Z. Per 
altra banda es disposa dels eixos en que es representen les dades, eixos ABC. 
En aquest punt ja s’ha traslladat la matriu a un origen comú A,X=0 B,Y=0 
C,Z=0. Ara es procedeix al càlcul dels angles de gir respecte els eixos x y z. Es 
necessiten trobar els angles α β γ que es mostren en la figura 3.6. 
 
 
 
Fig. 3.6. Angles d’Euler per alinear dos plans de dos sistemes de coordenades 
diferents 
 
Si es defineix N, de color verd, com la recta on tallen els plans AB amb XY es 
trobaran els angles entre aquesta línea de punts i els eixos dels dos plans. 
 
Per tal d’alinear les dades en algun d’aquests angles, serà necessari multiplicar 
les dades de relleu 3D per la matriu de canvi de coordenades 3.2 
 
 
(3.2) 
 
 
 
24  Reconeixement de Cares 3D amb Models Paramètrics 
Les matrius que s’utilitzen en aquest projecte segueixen un principi semblant, 
són les que es poden aplicar quan es tenen tres eixos i es vol girar sobre 
cadascun d’aquests individualment. 
 
Aplicar un gir sobre un eix significa multiplicar per una matriu de canvi que 
traslladarà totes les dades, amb un gir d’angle donat, a una posició en que els 
altres dos eixos estaran alineats amb els eixos de l’altre sistema de 
coordenades. Per fer-ho s’utilitzen les matrius  3.3, 3.4 i 3.5. Cada matriu 
multiplica per “1” la columna que afecta l’eix sobre el que es gira. Aquesta idea 
s’extreu de la primera matriu de canvi d’Euler. Aquestes matrius són de 4x4 per 
si més tard es poden aplicar totes les rotacions i el trasllat al nou centre en una 
de sola matriu. Recordem que 3.1 és una matriu de 4x4. Les matrius inverses 
per desfer-ne les rotacions aplicades s’aconsegueixen canviant el símbols dels 
sinus( quan són positius per negatius i per als negatius deixar-los positius). 
  
Gir sobre l’eix X: 
 
  
                                  (3.3) 
 
 
 
Gir sobre l’eix Y: 
 
 
 
                                  (3.4) 
  
 
 
Gir sobre l’eix Z: 
 
 
 
                                   (3.5) 
 
 
 
3.4. Alineació dels eixos: 
 
Per alinear els eixos s’utilitzen dos mètodes diferents. Un d’ells necessita dos 
punts per trobar els angles i l’altre 4 punts per aconseguir un ajustament més fi. 
Primer de tot s’explica l’alineament amb dos, d’aquest alineament s’espera que 
sigui ràpid ja que es parteix de la selecció de dos punts, aquest alineament 
necessita l’ajut d’una mostra guardada, cosa que amb el de quatre punts no és 
necessari i permetrà calcular tots els angles abans d’aplicar els girs. Per tant 
serà més eficient degut a que amb una sola matriu es podran aplicar tots els 
girs. Finalment s’explica un mètode que utilitza quatre punts però que no 
aconsegueix els resultats d’alineació esperats. 
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3.4.1. Mètode d’alineació a partir de dos punts de referència 
 
Aquest tipus d’alineació necessita de la selecció de dos punts de referència, en 
aquest cas els ulls com es mostra a la figura 3.7. També s’utilitza un cap 
anomenat mostra. És un cap alineat manualment donant valors als angles fins 
alinear els eixos i que hem guardat prèviament. Aquest cap mostra permetrà 
trobar l’angle de gir sobre l’eix X degut a que utilitzant només la informació de 
dos punts només es podrien aplicar dos girs. 
 
 
Fig. 3.7. Selecció dels dos ulls 
 
3.4.1.1. Gir de l’eix Z 
 
Com que ja es disposa de la posició dels dos ulls es troba l’angle per al qual 
s’aplicarà el gir. El resultat que es desitja obtenir es mostra en la figura 3.8. 
 
Fig. 3.8. (a) Gir sobre l’eix z, (b) Resultat un cop aplicat el gir sobre l’eix z 
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Primer de tot es busca el punt mig entre els dos ulls 3.6. Aquest punt 
),( migmigmig yx=ϕ  entre ulls serà el clot que hi ha entre el nas i el front. 
 
 
⎥⎦
⎤⎢⎣
⎡ +++=
2
____
2
____ YdretullYesquerraullXdretullXesquerraull
migϕ       (3.6) 
 
 
Ara és necessari trobar l’angle de Gir per aquest punt. Per fer-ho es necessita 
disposar de la hipotenusa i crear el triangle per extreure’n l’angle. 
 
 
                                         22 migmig yxH +=                                                (3.7) 
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Aplicant 3.7 i 3.8 s’obté l’angle que es buscava. El que s’obté aplicant aquest 
gir, mitjançant la matriu d’alineació sobre l’eix z, és que els eixos X e Y 
d’ambdós sistemes de coordenades queden projectats, no sobreposats un eix 
sobre l’altre. Aquest resultat es mostra en les figures 3.8.  
 
El resultat un cop aplicada la matriu 3.9 al núvol de punts es mostrem a la 
figura 3.9.b. El nas és la referència que permet observar a la figura3.9.a com 
s’obté el gir desitjat sobre l’eix z. 
 
 
 
Fig. 3.9. (a)Cap sense aplicar el gir, (b) Cap un cop aplicat el gir sobre l’eix z 
 
 
3.4.1.2. Gir de l’eix Y 
 
Ara que ja es disposa del cap centrat i girat sobre l’eix z, el següent pas és 
aplicar el gir a l’eix Y, aquest gir es mostra a la figura 3.10.  
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Fig. 3.10. (a)Gir sobre l’eix y, (b) Resultat d’aplicar el gir sobre l’eix y 
Amb aquest gir s’obté que els eixos X coincideixin. Ara ja es pot advertir que 
amb el gir de l’eix restant s’obtindrà la superposició dels altres dos eixos. Per 
fer aquesta alineació sobre Y primer es comença trobant el triangle que formen 
els dos ulls. 
 
 
 
Fig. 3.11. Triangle que s’utilitza per trobar l’angle de Gir 
 
 
Per fer-ho es busca la projecció dels dos ulls en el núvol de punts. Tot seguit, 
es busquen els costats d’aquest triangle, figura 3.11. Primer de tot es troba el 
costat de base que s’anomena distància “d” 3.9. També se’n cerca l’altre costat 
que s’anomena alçada “a” 3.10. 
 
 
                          )(_)(_ xdretpuntxesquerrapuntd −=                                     (3.9) 
 
                          )(_)(_ ydretpuntyesquerrapunta −=                                  (3.10) 
  
Acte seguit s’utilitza la fórmula 3.7 per trobar-ne la hipotenusa i així ja poder 
aplicar 3.8 i obtenir l’angle. En aquest cas dxmig =   i  aymig = . 
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Els resultats que s’obtenen amb l’aplicació d’aquest mètode al núvol de punts 
es mostren a la figura 3.12. 
 
 
 
Fig. 3.12. (a)Cap sense aplicar el gir, (b) Cap un cop aplicat el gir sobre l’eix y 
 
3.4.1.3. Gir de l’eix X 
 
L’últim gir que s’aplica és el que permet obtenir els tres eixos de coordenades 
alineats. Això significa que les dades comparteixen el mateix centre de 
coordenades i el mateix sistema de coordenades. S’haurà aconseguit 
normalitzar la representació tridimensional de les cares. La figura 3.13 
exemplifica  el moviment que es realitza en aquest apartat. 
 
Fig. 3.13. (a)Gir sobre l’eix x, (b) Alineació resultant d’aplicar tots els girs 
 
Per girar sobre l’eix X es necessiten les coordenades dels punts dels ulls 
projectats sobre els eixos Y i Z després d’haver aplicat els girs explicats 
prèviament en els dos últims apartats. En aquest càlcul d’angle és necessari 
utilitzar els punts guardats del cap de mostra, aquell que tenim guardat com a 
model per alinear.  
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S’aplica el programa només a un l’ull. Això es fa degut a que els dos núvols de 
punts disposen de l’alçada dels ulls alineada i per tan és indiferent quin ull 
utilitzar. 
 
Ara es busquen la hipotenusa i l’angle per a cadascun dels punts, tant per les 
dades de la mostra com el núvol de punts per alinear. El resultat és l’obtenció 
de dos angles. Aquests angles són els necessaris per a que els ulls quedessin 
projectats sobre l’eix vertical Z. El triangle es forma entre el centre de la cara, 
l’ull i l’eix vertical Z. Cadascun és calculat per separat anomenem alpha a 
l’angle del model guardat, figura 3.14.a, i a l’actual l’anomenem beta, figura 
3.14.b. 
 
 
 
Fig. 3.14. (a) Angle alpha per al model, (b) Angle Beta per a la nova mostra 
 
 
Ara es busca l’angle de gir necessari per aplicar sobre l’eix X. Aquest angle surt 
de la resta βα −=angle . Aquí ens trobem amb dos casos per aplicar.  
 
Si l’angle és negatiu s’aplica la matriu 3.3.  En cas contrari, que l’angle sigui 
positiu, s’aplica la matriu 3.3 amb els símbols dels sinus canviats com s’ha 
explicat en aquell apartat. El resultat es pot observar en la següent figura 
3.15.b. 
 
 
  
Fig. 3.15. (a)Cap sense aplicar el gir, (b) Cap un cop aplicat el gir sobre l’eix x 
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3.4.2. Mètode d’alineació a partir de quatre punts de referència 
 
Els quatre punts que es marquem en aquest cas són els dos ulls i les dues 
comissures dels llavis. S’espera com ja hem dit que sigui més eficient per 
només aplicar una matriu. 
 
 
Fig. 3.16. Selecció dels quatre punts 
3.4.2.1. Càlcul dels tres angles de gir 
 
Els angles de gir per alinear els eixos Y i Z es calculen de la mateixa manera 
que es feia en el mètode anterior. Es guarden els valors d’aquest angles en 
Beta, que serà l’angle de gir per a l’eix Y, i en Gamma, que serà l’angle de gir 
per a l’eix Z. El que es calcula diferent, al disposar de dos punts més, els de les 
comissures, és l’angle de gir per a X.  
 
El primer que es fa és trobar el punt mig entre els ulls i el punt mig entre les 
comissures dels llavis com mostrem a la figura 3.17.a 
 
 
 
 
 
Fig. 3.17.(a) Punt mig de color groc i punts seleccionats en vermell, (b) Triangle 
que es troba entre els dos punts i que servirà per trobar-ne l’angle 
 
Tractament de les dades    31 
Ara que ja s’han obtingut els valors d’aquests dos punts, només cal trobar 
l’angle necessari per a que aquests punts quedin paral·lels a l’eix Z, i per tant, 
l’angle de gir que cal aplicar a l’eix X. L’angle que es troba s’anomena Alfa. Els 
resultats que mostrats a continuació s’han obtingut aplicant primerament els 
girs en els altres eixos i finalment en aquest, això es fa per comprovar l’angle 
que es troba entre aquests dos punts serveix per aplicar el gir 
 
 
 
Fig. 3.18. (a)Cap un cop aplicats els girs sobre els eixos Z i Y, (b) Cap resultant 
d’aplicar el gir sobre l’eix X trobat a partir de seleccionar quatre punts 
 
3.4.2.2. Alineació per als tres eixos 
 
Mitjançant la multiplicació d’una sola matriu, 3.11, s’ aconsegueix l’alineació 
dels eixos, i per tant del núvol de punts, amb una sola passada. Aquesta única 
multiplicació es pot fer perquè ara es disposa dels tres angles amb 
independència de si s’ha aplicat cap gir previ al núvol de punts. 
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Ara el que es fa és multiplicar cada punt per la matriu de canvi per obtenir-ne 
els punts alineats, de l’altre manera patien tres canvis de posició per separat. 
 
                       [ ] [ ] canvideMatriuzyxzyx ·11''' =                            (3.12) 
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3.4.3. Mètode d’alineació erroni utilitzant quatre punts de selecció 
 
En un primer moment s’utilitza un conjunt de punts que l’usuari ha de 
seleccionar abans de cada gir, el nas, els ulls i el clot sota els llavis, figura 3.19 
 
 
 
Fig. 3.19. Selecció de quatre punts, dos ulls, nas i el clot entre mentó i llavi 
 
3.4.3.1. Gir aplicat a l’eix Z 
 
Per girar sobre l’eix z es mostra una vista com la de la figura 3.20.a i es 
selecciona el nas. Ara s’aplica el gir i el resultat és semblant al que s’obté amb 
els altres procediments. El gir sobre aquest eix deixa la punta del nas ben 
alineada. El problema és que els ulls no queden paral·lels a l’eix X com es 
mostra amb la línea groga dibuixada entre els centres dels ulls a la figura 
3.20.b. En els altres procediments sí que quedava paral·lela a l’eix X ja que 
s’utilitzava el punt mig entre els ulls. 
 
 
  
Fig. 3.20. (a)Gir que es vol aplicar a l’eix z tot seleccionant el nas, (b) Cap un 
cop aplicat el gir sobre l’eix z 
 
Aquesta tècnica s’aplica per centrar en altres projectes, veure [19], on s’aplica 
com a referència per aproximar en primer moment la direcció de la cara. 
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Per girar s’obté l’angle a partir del punt projectat del nas a l’espai respecte l’eix. 
Apliquem la mateixa matriu 3.5 amb l’angle obtingut.  
 
3.4.3.2. Gir aplicat a l’eix Y 
 
Per a girar en aquest cas s’utilitza l’angle que es troba amb el triangle format a 
partir de seleccionar els dos ulls sobre la textura. No s’agafen les projeccions 
del núvol de punts però s’obté el mateix angle de gir. Per tant s’aplica la 
mateixa matriu que s’utilitza en els altres mètodes d’alineació. El resultat és el 
mateix que la figura 3.12. 
 
3.4.3.3. Gir aplicat a l’eix X 
 
Un cop aplicats els dos girs anteriors es demana que l’usuari seleccioni el punt 
més baix que hi ha entre la barbeta (mentó), i els llavis, punt més baix de la 
figura 3.19. A la figura 3.21.a i 3.21.b es mostra la dificultat d’aquest tipus de 
selecció. La implementació automàtica de la selecció d’aquests dos punts es 
preveu molt difícil de trobar, de totes maneres s’ha volgut testejar els resultats 
de l’alineació dels caps a partir d’aquests punts i comparar-los amb els dels 
procediments anteriors perquè sembla possible trobar l’angle entre el model 
guardat i la mostra actual només disposant del mateix punt i anivellant-los a la 
mateixa alçada. 
 
Primer es demana marcar la mostra d’exemple i després l’actual. El resultat a 
3.21.c és un error, degut a que mai quedaran alineats utilitzant aquest mètode. 
El per què, es resolt sabent que anivellem dos punts a una mateixa alçada, 
però, com podem observar, no tots tenim la mateixa allargada de cara i per 
tant, mai queden exactament en la mateixa posició. Aquesta petita diferència 
morfològica permet uns graus de diferència que el programa no pot sumar 
aleatòriament i per tant no trobem l’angle de gir correcte per aplicar.  
 
 
 
  
   
Fig. 3.21 (a) Seleccionament del punt en la mostra d’exemple, (b) 
Seleccionament del punt en la mostra actual, (c) Resultat obtingut 
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3.5. Escalat del relleu 
 
L’escalat del relleu és necessari si es vol obtenir una correspondència de punts 
més exacte.  Per fer-ho s’utilitza la matriu com la següent: 
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El valor horitzontal s’extreu de la diferència entre els punts dels dos ulls i 
s’adequa a una distància de referència que és el valor que es disposa per al 
cap genèric. El valor vertical s’extreu de la diferència entre els punts de les 
comissures i els ulls i s’escala amb la distància del model genèric.  
 
 
Fig. 3.22 (a) Mides del model genèric, (b) Mostra entrant, (c) Resultat d’escalar 
el cap a les mateixes mides 
 
Per obtenir el valor de profunditat faltaria marcar més punts que només quatre. 
Els resultats es poden observar sobretot a la punta del nas i el contorn dels ulls, 
figura 3.23. El nas no acaba d’encaixar degut a que s’escala a partir de les 
comissures dels llavis i dels ulls. 
 
 
Fig. 3.23 (a) Sense utilitzar escalat: imatge i núvol de punts, (b) Resultat 
escalant: imatge i núvol de punts 
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3.6. Obtenció del Mapa de Profunditat 
 
Ara que es disposa de les dades tridimensionals del cap i que es pot traslladar 
a qualsevol punt de l’espai, es pot produir el mapa de profunditat associat a 
cada núvol de punts. Per fer-ho es necessita buscar un centre per a tots els 
caps. El centre s’escull a partir del model genèric mig, model que es mostra en 
el capítol següent. Un cop es disposa del model mig, creat a partir de 30 
persones diferents, en podem buscar el centre geomètric. Aquest centre és on 
es trasllada el núvol de punts de cada cap. D’aquesta manera es crea el seu 
propi mapa de profunditat.  
 
El mapa de profunditat,figura 3.24.b, mostra el relleu de la cara. Partint que el 
valor “0”,color negre, equival al nivell de profunditat més baix i “1”, color blanc, 
és el nivell de profunditat més alt. S’espera per tant que el nas sigui el punt de 
relleu que sobresurti més, i per tant, el de màxim relleu de la cara. Amb aquest 
mapa contribuirà a reconèixer persones, ja que ara es disposa de la textura 
figura 3.24.a. i també del seu mapa de profunditat associat. 
 
 
Fig. 3.24. (a)Mapa de Textura, (b) Mapa de profunditat obtingut 
 
Per aconseguir aquest Mapa de profunditat, primer s’hauran d’aconseguir les 
dades del radi  i  de l’angle a partir de les coordenades del núvol de punts 
respecte els eixos. Per tant s’aplica un canvi de coordenades, però, en aquest 
cas de cartesianes a cilíndriques:  
                                22 )_()_( ypuntxpuntradi +=                                     (3.14) 
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Primer, però, abans d’aplicar aquest canvi de cartesianes a cilíndriques, és 
necessari traslladar aquest cap al centre geomètric, que en aquest cas és el 
centre format pel cap mig de 30 individus.   
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Un cop aplicat el canvi, ara se’n calcula el radi 3.14  i l’angle theta 3.15. Com es 
pot observar, es pot realitzar un gir en l’eix X si es donen valors a l’angle. 
Encara que s’escull X, es pot aplicar també per als altres eixos, aquest gir 
s’indica com una possible modificació per obtenir diferents mapes de 
profunditat. 
 
Del resultat de la matriu anterior es busca el màxim relleu de tota la matriu i el 
guardem com a màxim. També se’n busca el mínim relleu.  Com s’exemplifica 
a continuació, per obtenir el valor de “0”, només cal restar-li al relleu mínim el 
seu propi valor. Per tal d’aconseguir que el màxim sigui “1”, al màxim també 
se’n resta el mínim, així com també a tota la resta de dades. Per normalitzar el 
valor es divideix per la mateixa operació a totes les dades, Màxim – Mínim. 
 
S’ha de comentar que si es busca un màxim relleu per a tota la gent de la base 
de dades es trobarà un màxim únic i un mínim únic que donaran peu a uns 
mapes de profunditat on el color blanc tindrà el mateix valor per a tots els 
mapes obtinguts, i cada color de l’escala de grisos també tindrà el mateix valor 
de relleu per a totes les persones. En aquest cas es podrà observar si el nas és 
disposa de molt de relleu o no com més blanc sigui, en el mètode que s’ha 
aplicat, sempre el nas és el punt de màxim relleu, per tant blanc. 
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CAPÍTOL 4. RESULTATS D’ALINEACIÓ 
 
Primer de tot, cal recordar que es crea aquest model mig per a poder 
extreure’n, més tard, la diferència que té cada persona respecta la suma de 
varies cares, la mitja, aquest  és el principal objectiu d’aquest projecte. En 
aquest capítol es mostren els models mitjos obtinguts per als diferents mètodes 
i també els seus mapes de textura i profunditat associats.  
 
4.1. Suma de cares 
 
Una de les parts més importants de tot el treball és aconseguir aquest cap 
genèric mig que permetrà en un futur desenvolupar el reconeixement. La seva 
rellevància és que serveix per només guardar les característiques diferents de 
cadascú respecte ell, i per tant, allò que pot permetre reconèixer les diferents 
persones, els trets característics.  
 
4.1.1. Com se sumen les cares 
 
Un cop s’apliquen tots els canvis comentats als capítols anteriors sobre una de 
les cares, es procedeix a la seva suma de la manera que mostra 4.1. X seria la 
matriu que conté el núvol de punts equivalents a un cap, i M el nombre de 
persones que s’utilitzen per a l’obtenció d’aquest cap mig: 
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1
1_                                             (4.1) 
 
Es crea un procediment que utilitza tots els mètodes explicats amb anterioritat i 
que va guardant els resultats de cada cara sumats a l’anterior per finalment ser 
dividits pel nombre total de les cares que s’han utilitzat per la suma. El resultat 
és una persona que no s’assembla a ningú, com es mostra en la figura 4.1 
extreta de [20]. Aquesta cara representa la suma de 200 persones amb el 
mateix sistema d’escanejar que aquest programa però obtinguda amb un altre 
mètode d’alineació i suma. És una cara que s’assembla a tothom i de la qual 
tothom es diferencia en uns matisos, aquests matisos són els que es guardaran 
com a característics en un programa de reconeixement tridimensional. 
 
 
Fig. 4.1. Cap mig de la suma de 200 persones diferents 
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4.1.2. Diagrama general del procediment d’alineació utilitzat 
 
Aquest és l’esquema bàsic i general del programa s’ha creat 
 
 
Fig. 4.2. Diagrama general del programa 
 
Si es guarden les dades obtingudes de textura, profunditat i es van sumant 
s’obtindrà un programa que crearà la cara mitja.  Aquest també serveix per 
obtenir les dades d’una persona i comparar-la amb una la cara mitja obtinguda 
amb el mateix procediment. 
 
A continuació es mostraren els resultats obtinguts al aplicar els mètodes 
d’alineació descrits al capítol anterior en els apartats 3.4.1 i 3.4.2. Les dades 
que s’han fet servir provenen de la Universitat Tecnològica de Varsòvia i 
consten de les dades de Textura i Profunditat per individu amb un total de 30 
persones diferents on: 2 són dones i 28 són homes, d’aquests 29 són blancs 
caucàsic i 1 és africà, 1 disposa de bigoti 1 de barba i la resta no en disposen. 
 
Es faran un total de 3 experiments per cada mètode: el primer s’aplicarà el 
procediment per obtenir la textura mitja de la suma de les 30 persones, el 
segon per obtenir el cap genèric i, el tercer per obtenir un mapa de profunditat 
mig. Després es compararan els mètodes amb 2 i 4 punts segons el seu cost 
computacional per al fet d’alinear.   
Llegim l’arxiu de Textura
Llegim l’arxiu de dades de Profunditat 
Demanem la selecció de punts per marcatge 2 o 4 
Busquem el centre geomètric i n’hi traslladem les 
dades amb aquest nou centre 
Alineem els eixos amb un dels diferents mètodes
Programa 
general 
Demanem la selecció dels dos ulls
Canviem les dades a cartesianes per 
disposar de coordenades x,y,z 
Tornem a traslladar el núvol de punts a un centre a 
mateixa distància dels ulls per a tots 
Creem el mapa de profunditat
Creem el mapa de textura
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4.1.3. Resultats de sumar cares seleccionant dos punts 
 
Utilitzant el procediment anterior, descrit en el diagrama 4.2, i només 
seleccionant els dos ulls, s’obtenen els següents resultats quan es sumen els 
caps de 30 individus diferents. Per observar l’evolució de cada suma es pot 
consultar l’Annex II on es mostra pas per pas l’obtenció d’aquest cap. 
 
 
 
 
 
 Fig. 4.3. Captures del cap mig format per la suma de 30 persones mitjançant la 
selecció de 2 punts. La primera fila mostra els punts formant una graella a 
l’espai i la segona mostra la superposició de la textura mitja. 
 
 
Un cop s’obté aquest cap, també se’n mostra la textura mitja aconseguida i el 
mapa de profunditat mig. 
 
 
 
 
Fig.4.4 (a) Textura mitja obtinguda de la suma 30 persones, (b) Mapa de 
profunditat mig obtingut de la suma de 30 persones 
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4.1.4. Resultats de sumar cares seleccionant quatre punts 
 
Utilitzant el procediment descrit en el diagrama 4.2 i seleccionant quatre punts, 
s’obtenen els següents resultats al sumar els caps de 30 persones diferents. La 
mostra de l’obtenció d’aquest cap es mostra a l’Annex II. 
 
 
 
   
 
Fig. 4.5. Captures del cap mig format per la suma de 30 persones mitjançant la 
selecció de 4 punts. La primera fila mostra la graella de punts a l’espai i la 
segona i la segona mostra la superposició de la textura mitja. 
 
 
Un cop es disposa d’aquest cap, també se’n mostrem la textura mitja 
aconseguida i el mapa de profunditat mig.  
 
 
 
  
Fig. 4.6. (a) Textura mitja obtinguda de la suma 30 persones, (b) Mapa de 
profunditat mig obtingut de la suma de 30 persones  
 
 
 
Resultats d’alineació    41 
4.2. Temps per als  diferents programes d’alineació 
 
Es mesuren els temps d’alineació per als dos principals programes amb un total 
de 10 escàners de 10 persones diferents que s’utilitzen en els dos programes 
en el mateix ordre.  
4.2.1. Utilitzant dos punts 
 
Alineació amb marcatge de 2 punts
0
0,5
1
1,5
2
2,5
3
1 2 3 4 5 6 7 8 9 10
Nombre de mostres
Te
m
ps
 (s
eg
on
s)
Mostres Temps(s) 
1 2,464 
2 1,994 
3 1,981 
4 2,016 
5 1,999 
6 1,971 
7 1,979 
8 1,988 
9 2,015 
10 1,983 
 
Mitja 2,039 
 
Mitja sense 
la 1ª 
mostra 
1,992 
Fig. 4.7. (a)Gràfica de temps per l’alineació de cada mostra, (b) Taula dels 
temps per mostra i també dels temps mitjos 
4.2.2. Utilitzant quatre punts 
 
Alineació amb marcatge de 4 punts
0,480
0,500
0,520
0,540
0,560
0,580
0,600
0,620
1 2 3 4 5 6 7 8 9 10
Nombre de mostres
Te
m
ps
 (s
eg
on
s)
Mostres Temps(s) 
1 0,610 
2 0,535 
3 0,532 
4 0,529 
5 0,533 
6 0,528 
7 0,529 
8 0,533 
9 0,529 
10 0,530 
 
Mitja 0,539 
 
Mitja sense 
la 1ª mostra 0,531 
Fig. 4.8. (a)Gràfica de temps per l’alineació de cada mostra, (b) Taula dels 
temps per mostra i també dels temps mitjos 
 
Tots els resultats que s’obtenen amb el programa s’apliquen sobre un ordinador 
portàtil amb les següents característiques principals: Procesador: Intel Core 
Duo T5500, 1,66GHz; Memòria RAM: 2GB; Sistema Operatiu: Windows Vista 
Home Premium; Software utilitzat: Matlab 7.0 
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CAPÍTOL 5. CONCLUSIONS 
 
5.1. Conclusions extretes dels resultats 
 
Els resultats obtinguts mostren que els dos programes obtenen un cap mig molt 
semblant. Vistos des dels diferents angles disposen de distàncies semblants i 
ofereixen un model de cap mig ben definit per a la cara. 
 
Com es mostra en les figures 4.3 i 4.5 el cap mig és una cara que correspon a 
la mitja de cares de 30 persones. Les diferències entre els dos mètodes no són 
identificables, el relleu de nas, ulls i boca que ofereixen és molt aproximat amb 
els dos mètodes, i per tant, es pot dir que els dos han funcionat correctament. 
Aquest cap obtingut està format pels 230.400 punts que encaixen amb la 
textura mitja.  
 
Aquesta textura mitja s’observa en ambdós casos molt ben definida per a la 
part central, la cara, i per  a la resta molt difosa, orelles i cabells. Sobretot si 
s’observen les orelles podrem observar la nul·litat d’aquestes. Aquest fet 
s’origina al controlar només els ulls per al posicionament de la textura. Quants 
més punts s’encaixen, millor s’observa la suma de cares. 
 
El mapa de profunditat és molt semblant per als dos casos. Si s’observen les 
figures 4.4.b i 4.6.b s’observa una lleu milloria per al mentó en el cas d’utilitzar 
un alineament que disposa de 4 punts seleccionats i un escalat del cap per a 
una major afinitat. Ressaltar el relleu del nas, com a punt de màxim relleu, pot 
ser la millor opció per obtenir un bon mapa de profunditat.  
 
Si es centra el problema en el marcatge de punts, s’observa un problema quan 
només se’n seleccionen dos. Aquest problema sorgeix en el moment que la 
imatge de la cara disposa d’un angle d’inclinació més gran o igual a 90 graus. 
En aquest cas l’ull esquerra serà el dret per la màquina i a l’inrevés per l’altre 
ull. Per això, si es marquen quatre punts, quan aquest problema succeeix, les 
comissures dels llavis estan per sobre dels ulls, identificant-se el problema i 
solucionant-lo sumant 90 graus al gir a efectuar sobre l’eix Y. Amb això no es 
pot justificar que quatre punts siguin suficients per a un bon reconeixement. 
Però més punts, com mostren els resultats, també tenen una part negativa. 
  
La part negativa és la dificultat que pot suposar implementar automàticament 
els algoritmes de cerca dels punts seleccionats. Per exemple trobar les 
comissures dels llavis en cares que mostrin expressions facials. La part positiva 
però és un millor ajustament de punts i més possibilitats de reconèixer la 
persona en el cas de manca d’informació. Per exemple quan està de costat 
amb dos punts es disposaria d’un sol punt i no es podrien aplicar els mètodes 
explicats. En canvi disposant de molts punts podríem alinear-lo encara que les 
oclusions fossin parcials, sempre seran necessaris un mínim de punts. L’altre 
avantatge com mostren les gràfiques 4.7 i 4.8 es que alinear amb quatre punts 
és un segon i mig més ràpid per al programa de dos punts. Aquest fet de ser 
més ràpid en l’alineació no és casualitat, recordem que aquest programa utilitza 
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una sola matriu per alinear i per tant ho fa en un sol pas, cosa que per a l’altre 
programa són tres passos diferents. 
 
5.2. Consideracions mediambientals i ètiques 
 
En aquest projecte els principals problemes que es troben són ètics. Aquests 
problemes són molt difícils de tractar ja que cadascú té la seva pròpia visió de 
com tractar aquests problemes, i sobretot cadascú defineix de diferent manera 
fins a quin grau afecten a les persones. 
 
Un dels principals és la intimitat. És sabut per tothom que la intimitat, és un 
moment que ens sentim segurs de la no intrusió de cap altre persona en les 
nostres accions. A partir de la implantació de sistemes de reconeixement com 
aquests en aeroports, trens, bancs, i demés llocs que necessitin vigilància, 
tothom podrà ser identificat pel sol fet d’anar a comprar, o anar de vacances. 
Aquest control farà sentir una mena de vigilància sobre la població molt gran, i 
farà cridar a aquelles veus alarmistes que desconfien de la privacitat i el bon ús 
d’aquests sistemes. 
 
Un altre punt de problemàtica serà la seva implantació en l’àrea de treball. 
Aquest sistema implantat en un banc, pot permetre saber des de quina hora 
han entrat els treballadors i a quina han sortit, però no només de treballar, sinó 
a fer un descans o al lavabo. Avui en dia seria necessari disposar d’una 
persona controlant les càmeres apuntant tots els moviments dels empleats. Un 
cop implantat, cada moviment seria indicat per la detecció de la mateixa 
persona en una altre càmera dins del propi banc, en cas de disposar-ne de més 
d’una clar. 
 
Per altra banda, una bona implantació d’aquest tipus de sistemes, evitaran l’ús 
de molts carnets, papers o claus. Estris que actualment permeten la 
identificació de la persona davant de situacions, com per exemple, accedir a un 
edifici amb la targeta de la corporació, poder accedir al pis desitjat en 
ascensors que funcionen amb clau, o omplir un formulari de correus conforme 
s’ha rebut el paquet.  Tot aquest estalvi de materials també s’ha de disposar 
com un punt a favor d’aquesta mena de sistemes. 
 
 
5.3. Línees futures 
 
Els punts a seguir en un futur són varis i a continuació es tracten els més 
essencials. Un sistema de reconeixement de cares utilitzant la combinació 3D 
amb 2D hauria de seguir els passos següents per resoldre possibles problemes 
com el de disposar de les orelles: 
 
Primer de tot adquirir una imatge de la qual buscar una cara amb un programa. 
Aquest programa cerca la forma d’una cara dins d’un tot i en selecciona els 
límits, una mostra n’és la figura 5.1.a, veure [21] i [22] per entendre’n el 
funcionament. 
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Fig. 5.1.  (a) Imatge captada per la webcam aplicant un programa de cerca de 
cares dins la imatge, (b) Punts a marcar en l’acondicionament de la imatge 
 
 
Un cop s’ha trobat la imatge, s’acondiciona aquesta imatge i es detecten molts 
més punts dels especificats en el programa creat d’aquest TFC, figura 5.1.b.  
 
Serà necessari en un primer moment marcar els punts de color blau per obtenir 
un primer ajust satisfactori. Aquests punts són a nivell global i permetran 
reconèixer en bases de dades petites. És possible en un primer nivell escalar el 
cap per encaixar amb aquests 9 punts i disposar d’una primera base de dades 
que permeti l’ús de programes mixtos 2D-3D.  
 
En una segona etapa pot ser necessari marcar els punts pintats de color 
vermell, servirà per obtenir un resultat més fi i encaixar millor la cara mitja sobre 
l’adquirida. 
 
Per fer-ho correctament s’haurà de fer mitjançant la graella tridimensional de la 
que es disposa per al cap genèric. Aquest és un dels punts més importants a 
seguir en un futur. La graella no haurà de ser fixa com la que es disposa 
actualment, s’haurà de convertir en deformable. Un cop aquesta graella es 
pugui ajustar: deformar les galtes, fer més petit el nas, obrir o tancar la boca... 
aquesta graella permetrà sobreposar-se a la imatge entrant 2D i extreure’n el 
relleu tridimensional.  
 
            
 
Fig. 5.2. (a) Imatge acondicionada amb els punts bàsics, (b) Escalat del cap 
tridimensional per encaixar amb la cara donada 
 
Resultats d’alineació    45 
En la figura 5.2.a es mostra que un cop acondicionada la imatge amb els punts 
bàsics, els blaus, es pot buscar la correspondència amb el cap mig creat en 
aquest TFC, figura 5.2.b. 
 
En el punt d’acondicionament el nas juga un paper importat, veure [23]. 
Aquesta regió en tres dimensions junt amb la boca pot mostrar l’expressió facial 
que té la persona en la imatge, si riu, plora... i per tant  identificant l’expressió. 
 
Un cop identificada l’expressió es pot canviar, mitjançant la graella deformable, 
a una posició que no expressi sentiments, una cara neutre, veure [24]. Per fer-
ho correctament haurem de disposar d’una base de dades tridimensional, amb 
diferents expressions. 
 
Un cop fet això es pot aplicar el relleu tridimensional de la cara mitja i adaptar-
lo a la actual. Amb això es troben les diferències que mostra cada individu 
respecte la mitja, per tant les seves característiques identificatives (cosa que no 
és possible mostrar degut a que primer es necessita controlar la graella 
modificable que s’adapti perfectament a la cara, el que es mostra és la imatge 
directament sobre el relleu del cap mig). Comparant aquestes característiques 
identificatives amb les persones de la base de dades haurem de ser capaços 
d’identificar de qui es tracta en el cas que hi sigui. 
 
   
Fig 5.3.  Textura sobreposada al cap mig vist des de diferents angles 
 
Un altre problema com es pot observar en la figura 5.3, és la falta de control 
sobre la il·luminació. Seria important poder-ne controlar aquest factor sobre la 
imatge adquirida. Si es disposa d’un llum fix, sinó que és variable, és necessari 
identificar les fonts de llum que s’apliquen sobre la imatge adquirida, ja sigui 
amb un sensor o amb un programa que identifiqui les ombres sobre la imatge. 
Un cop identificat el focus de llum s’ha de poder modificar la incidència 
mitjançant el relleu 3D. La figura 5.4 mostra un control de llum aplicat sobre la 
cara tridimensional utilitzant la posició de focus que ofereix Matlab.  
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Fig. 5.4. Imatges de la cara sobreposada al relleu mig i canviant de posició els 
focus de llum 
 
Un cop controlats tots aquest factors, es disposarà d’una textura amb el mateix 
tipus de llum d’incidència. Això farà que totes les textures que es disposa en la 
base de dades tinguin un mateix tipus d’ombres i color de pell. També es 
disposarà d’un mapa de profunditat extret a partir d’una imatge de dos 
dimensions. Aquest permetrà identificar la persona amb més trets identificatius. 
Les figures mostrades a sota no són l’obtenció de la textura en 3D de la imatge 
entrant, ni el relleu associat, només són una mostra dels resultats que s’han 
d’obtenir en un futur, en la figura 5.5.a caldria ajustar el color de pell al del 
mapa de textura general. 
 
 
 
Fig. 5.5.  (a) Textura amb no corresponent a la utilitzada, (b) Mapa de 
profunditat per al cap mig, no es correspon al relleu de la imatge entrant 
 
5.4. Conclusions generals  
 
Dels tipus d’escàner dels que es disposen, capítol 1, l’escàner tridimensional en 
aquests moments és un dels més fiables en reconstruir models molt aproximats 
al relleu real. Això queda mostrat en la figura 5.6. És el resultat d’un estudi 
aplicant els tres principals sistemes: estereovisió, llum estructurada i l’escàner 
3D, veure l’estudi [25]. D’aquest estudi se’n extreu que l’escàner ara per ara és 
el més fiable. No ho és quan s’aplica sobre superfícies reflectants on la llum 
estructurada n’extreu un millor resultat, per exemple els ulls. L’ús de 
l’estereovisió no produeix grans resultats sobre objectes, és el que més errors 
acostuma a produir. Sobretot la diferencia percentual en l’error augmenta com 
més lluny es troba l’objecte que es desitja analitzar, tal i com es mostra a la 
figura de sota. 
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Fig. 5.6. Tant per cent d’error que mostren els diferents tipus de captació 
tridimensional respecte la distància a que es situa l’objecte a reconèixer. 
 
 
Al utilitzar dos mètodes diferents per alinear i obtenir un cap molt igual, es pot 
concloure que aquest cap tridimensional genèric és útil per al tipus de gent que 
s’inclou en la base de dades. També es va fer una prova amb un tipus 
d’alineació mitjançant eigenvectors. Els eigenvectors ens proporcionaven la 
direcció del cap i l’únic que es feia era aplicar les matrius de gir amb l’angle 
proporcionat per aquest vectors de direcció màxims. En l’annex I s’adjunten els 
dos scripts que s’han utilitzat en aquest TFC(1.14 i 1.15 de l’annex I). L’ús 
d’aquest programa no ha estat útil degut a que els caps contenien els colls de 
les camises, i també els cabells però pot ser útil si es disposa d’una altra base 
de dades. 
 
El que no es pot afirmar, és que el cap obtingut en aquest treball sigui el cap 
mig per a la població mundial. Per ser-ho falten imatges de persones de totes 
les contrades del planeta, i els trets identificatius de cada conjunt de població 
marcaran una cara mitja o una altra de ben diferent.  
 
Els sistemes de reconeixement mixtos que utilitzen dades de dues i tres 
dimensions pot esdevenir un gran avantatge en pocs anys a venir. Encara que 
els processos d’instal·lació siguin lents, quan els resultats siguin bons, i la seva 
eficàcia quedi mostrada, la seva implantació serà molt ràpida, la seguretat avui 
en dia és la primera preocupació dels governs dels principals països.  
 
El perill que corre un sistema d’aquestes característiques és la necessitat de 
disposar d’imatges de totes les persones, no pot faltar ningú. Quan una 
persona falti, se l’haurà d’incloure com a nova cara i se l’hi hauran de fer les 
fotos pertinents, amb la documentació de la seva identitat, per incloure’l dins la 
base d’imatges de la població. Tindrà més acceptació, en un primer moment, 
sobre bases de dades limitades, com per exemple tots els estudiants de la 
UPC. Es podria utilitzar per accedir als laboratoris dels que s’estigui matriculat 
sense necessitat de demanar permís per a les claus als professors o 
conserges, ni la necessitat de demanar l’accés a l’aula amb hores d’antelació. 
A més a més es disposaria de totes les persones que haguéssin accedit al 
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laboratori des del moment en que s’obre el laboratori sense la necessitat de 
passar el full d’assistència. 
 
Un dels factors importants serà reconèixer als bessons i diferenciar també entre 
pares i fills. Exemples com els següents mostren la complicació: 
 
 
Fig. 5.7. (a)Mostra de dos germans bessons extret de www.Naucoclea.com 
(b)Pare i fill, extret de news.bbc.co.uk  
  
L’envelliment de les persones serà un factor el qual demanarà molt d’estudi, 
veure [26],[27] i [28], això serà decisiu per a la implantació d’aquest tipus de 
programes. La base de dades ha de ser útil per als anys entre renovacions 
d’imatges individuals. Haurà d’assemblar-se al tipus de renovació del carnet 
d’identitat. 
 
Es pot esperar la seva aplicació en el món dels videojocs. Pot ser probable que 
dintre de poc temps tots disposem del nostre personatge clon jugant en el món 
virtual en tres dimensions. 
 
La implementació dels programes de reconeixement tardaran bastant sobretot 
per dues raons. La primera és el temps que pot tarda en reconèixer una 
persona, aquest temps hauria de ser de molts pocs segons. La segona raó és 
disposar d’una base de dades tant gran com la de la població d’un país. 
 
La manera més probable de començar a comercialitzar-ne l’ús serà com a 
programes de verificació. Aquest programes només hauran de corroborar la 
identificació de la persona. 
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Annexes 
 
Annex I. Annex I. Scripts programats en Matlab 
 
1.1 Textura.m 
 
%Primer de tot obrirem l'arxiu i el transformarem. 
[nom,path]=uigetfile('*.txt'); 
fid = fopen(nom); 
 
%Ara comprobem si el podrem llegir perquè hi existeix alguna cosa 
if(fid<1) 
    'Error de lectura, comproba que el format d,arxiu es correcte' 
end 
arxiu = fscanf(fid,'%g %g %g',[3 inf]); 
fclose(fid); 
 
%Ara el normalitzem 
arxiu=double(arxiu)/255; 
auxiliar=ones(450,512,3); 
 
%Guardem en auxiliar els tres colors de la matriu 
auxiliar(:,:,1)=col2im(arxiu(1,1:230400),[1 1],[450 512],'sliding'); 
auxiliar(:,:,2)=col2im(arxiu(2,1:230400),[1 1],[450 512],'sliding'); 
auxiliar(:,:,3)=col2im(arxiu(3,1:230400),[1 1],[450 512],'sliding'); 
 
%Mostrem com son les dades d'origen 
imshow(auxiliar); 
pause; 
 
%Ara girem des d'un bon pricipi la mariu 
    auxiliar2(:,:,:)=auxiliar(450:-1:1,:,:); 
 
%Mostrem la matriu de dades girada 
imshow(auxiliar2); 
pause; 
 
%Demanem dos punts per trobar-ne els ulls i ara començar a centrar la imatge 
'ull esquerre' 
pause; 
ull_e=ginput(1); 
'ull dret' 
pause; 
ull_d=ginput(1); 
 
%En busquem la distància entre els dos ulls 
d=sqrt((ull_e(1,1)-ull_d(1,1)).^2+(ull_e(1,2)-ull_d(1,2)).^2); 
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%Ara el centre entre els dos ulls,  
centre=ull_e(1,1)+(d/2); 
 
%Ara calculem la quantitat de desplaçaments necessaris que caldrà fer per 
%centrar la imatge i la centrem 
moviment=256-centre; 
 
auxiliar3=ones(450,512,3); 
for i=1:1:512 
    real=i+floor(moviment); 
    if real>512 
        real=real-512; 
    end 
auxiliar3(:,real,:)=auxiliar2(:,i,:); 
end 
 
%Ara centrarem l'alçada dels ulls a 200 píxels i ho farem per l'ull esquerra  
altura=ull_e(1,2); 
moviment2=200-ull_e(1,2); 
 
if moviment2>0 
    for i=1:1:450 
        real2=i+floor(moviment2); 
        if real2>450 
           real2=real2-450; 
        end 
        auxiliar2(real2,:,:)=auxiliar3(i,:,:); 
    end 
else 
    for i=450:-1:1 
        real2=i+floor(moviment2); 
        if real2<=0 
           real2=450+real2; 
        end 
        auxiliar2(real2,:,:)=auxiliar3(i,:,:); 
    end 
end 
 
cara=auxiliar2; 
 
imshow(auxiliar2); 
 
 
1.2 Profunditat.m 
 
%Per llegir els arxius que contenen l'angle azimut verticals i el radi ho 
%fem amb la següent comanda: 
[nom,path]=uigetfile('*.txt'); 
[azimuth,vertical,radius]=textread(nom, '%f %f %s', 230400); 
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%ara n’anul·lem la paraula void i la substituïm per 0 ja que crèiem que quan 
%apareix la paraula VOID  significa que l’escàner no va trobar res en la 
%seva proximitat, per tant no hi ha part de cara i per tant li assignem 
%radi 0 obtenint així la no projecció del punt, bé, la projecció de molts 
%punts a les coordenades d'origen, (0,0,0) 
radius = strrep(radius, 'VOID', '0'); 
 
%Ara el que fem és transformar el tipus de component de cell a double, per 
%a fer-ho primer però, haurem de transformar-la de cell a char i finalment 
%de char a double. 
doubleradius=str2num(char(radius(1:1:230400))); 
 
%El que fem a continuació és crear una matriu de dades on podrem guardar 
%les tres components, radi, angle d’azimut i alçada en vertical 
matriu_dades=ones(450,512,3); 
 
%Ara el transformem al mateix tipus de format d'imatge en el que tenim 
%guardada la matriu de textures, això ens servirà més endavant per accedir 
%al mateix punt de color i coordenada 
doubleradius=col2im(doubleradius(1:230400,1),[1 1],[450 512],'sliding'); 
azimuth=col2im(azimuth(1:230400,1),[1 1],[450 512],'sliding'); 
vertical=col2im(vertical(1:230400,1),[1 1],[450 512],'sliding'); 
 
 
%Anivellem les diferències abruptes del radi aplicant un filtre de mitjana 
doubleradius(1:1:450,1:1:512)=medfilt2(doubleradius(1:1:450,1:1:512)); 
 
%Com també hem fet amb la imatge girem d'ordre les dades per a que es 
%corresponguin els accessos entre textura i profunditat 
matriu_dades(:,:,1)=doubleradius(450:-1:1,:); 
matriu_dades(:,:,2)=azimuth(450:-1:1,:); 
matriu_dades(:,:,3)=vertical(450:-1:1,:); 
 
%Aquesta part aprofita la mateixa transformació de centrar la imatge aplicada a 
%textura per mantenir en una mateixa posició els punts de textura i profunditat 
centre=ull_e(1,1)+(d/2); 
moviment=256-centre; 
auxiliar3=ones(450,512,3); 
for i=1:1:512 
    real=i+floor(moviment); 
    if real>512 
        real=real-512; 
    end 
auxiliar3(:,real,:)=matriu_dades(:,i,:); 
end 
 
altura=ull_e(1,2); 
moviment2=200-ull_e(1,2); 
if moviment2>0 
    for i=1:1:450 
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        real2=i+floor(moviment2); 
        if real2>450 
           real2=real2-450; 
        end 
        matriu_dades(real2,:,:)=auxiliar3(i,:,:); 
    end 
else 
    for i=450:-1:1 
        real2=i+floor(moviment2); 
        if real2<=0 
           real2=450+real2; 
        end 
        matriu_dades(real2,:,:)=auxiliar3(i,:,:); 
    end 
end 
 
 
1.3 Crear_ulls.m 
 
%Aquesta és una funció que crea la regió de l'ull degut als reflexes 
%que s’ocasionen en l’escàner. Primer es demana la posició dels ulls 
imshow(auxiliar2) 
zoom(2.5) 
'Selecciona primer l´ull esquerra i segonament el dret' 
esquerrer=ginput(1); 
esquerrer=floor(esquerrer); 
pause; 
dreter=ginput(1); 
dreter=floor(dreter); 
 
%Es guarden les dades de relleu originals(que ja havien passat pel filtratge 
%d’espuris de l’arxiu profunditat) 
dades_esquerra=matriu_dades(esquerrer(2)-2:1:esquerrer(2)+12,esquerrer(1)-
12:1:esquerrer(1)+12,1); 
dades_dret=matriu_dades(dreter(2)-12:1:dreter(2)+12,dreter(1)-
12:1:dreter(1)+12,1); 
 
%Aconseguirem unes matrius de 41 per 41 de dades que després podrem 
%recuperar tant per a l'ull esquerra com la dreta, cal dir que 41x41 és més 
%gran que la de 25x25 de l’interpolació que apliquem tot seguit 
x_esquerra=matriu_dades(esquerrer(2)-20:1:esquerrer(2)+20,esquerrer(1)-
20:1:esquerrer(1)+20,1).*cos((matriu_dades(esquerrer(2)-20:1:esquerrer(2)+20, 
esquerrer(1)-20:1:esquerrer(1)+20,2)/1000000)); 
y_esquerra=matriu_dades(esquerrer(2)-20:1:esquerrer(2)+20,esquerrer(1)-
20:1:esquerrer(1)+20,1).*sin((matriu_dades(esquerrer(2)-
20:1:esquerrer(2)+20,esquerrer(1)-20:1:esquerrer(1)+20,2)/1000000)); 
 
z_esquerra=matriu_dades(esquerrer(2)-20:1:esquerrer(2)+20,esquerrer(1)-
20:1:esquerrer(1)+20,3); 
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x_dreta=(matriu_dades(dreter(2)-20:1:dreter(2)+20,dreter(1)-
20:1:dreter(1)+20,1).*cos((matriu_dades(dreter(2)-20:1:dreter(2)+20,dreter(1)-
20:1:dreter(1)+20,2)/1000000))); 
 
y_dreta=(matriu_dades(dreter(2)-20:1:dreter(2)+20,dreter(1)-
20:1:dreter(1)+20,1).*sin((matriu_dades(dreter(2)-20:1:dreter(2)+20,dreter(1)-
20:1:dreter(1)+20,2)/1000000))); 
 
z_dreta=matriu_dades(dreter(2)-20:1:dreter(2)+20,dreter(1)-
20:1:dreter(1)+20,3); 
 
%S’aplica el filtratge al centre de l'ull 
matriu_dades(dreter(2)-12:1:dreter(2)+12,dreter(1)-
12:1:dreter(1)+12,1)=medfilt2(matriu_dades(dreter(2)-
12:1:dreter(2)+12,dreter(1)-12:1:dreter(1)+12,1),[13 13]); 
matriu_dades(esquerrer(2)-12:1:esquerrer(2)+12,esquerrer(1)-
12:1:esquerrer(1)+12,1)=medfilt2(matriu_dades(esquerrer(2)-
12:1:esquerrer(2)+12,esquerrer(1)-12:1:esquerrer(1)+12,1),[13 13]); 
 
%Cridem l’arxiu que ens transforma les dades a cartesianes 
Forma; 
 
%Recordem que forma retorna X Y Z, per tant ara ens cal accedir a tot el 
%contorn de les dades i substituir-les 
for i=1:1:41 
    for j=1:1:41 
        if(X(esquerrer(2)-20+i,esquerrer(1)-20+j,:)<=0) 
            X(esquerrer(2)-20+i,esquerrer(1)-20+j)=x_esquerra(i,j); 
            Y(esquerrer(2)-20+i,esquerrer(1)-20+j)=y_esquerra(i,j); 
            Z(esquerrer(2)-20+i,esquerrer(1)-20+j)=z_esquerra(i,j); 
        end 
    end 
end 
 
for i=1:1:41 
    for j=1:1:41 
        if(X(dreter(2)-20+i,dreter(1)-20+j,:)<=0) 
            X(dreter(2)-20+i,dreter(1)-20+j)=x_dreta(i,j); 
            Y(dreter(2)-20+i,dreter(1)-20+j)=y_dreta(i,j); 
            Z(dreter(2)-20+i,dreter(1)-20+j)=z_dreta(i,j); 
        end 
    end 
end 
%Finalment apliquem un altre filtre de mitjana per anivellar els contorns de l’ull 
%amb la cara 
X(1:1:450,1:1:512)=medfilt2(X(1:1:450,1:1:512)); 
Y(1:1:450,1:1:512)=medfilt2(Y(1:1:450,1:1:512)); 
Z(1:1:450,1:1:512)=medfilt2(Z(1:1:450,1:1:512)); 
 
 
Annexes    57 
1.3. Bis: Seleccio_i_espuris 
 
És el mateix codi utilitzat a Crear_ulls amb la diferència a l’inici dels punts de 
selecció, punt important per al desenvolupament automàtic que es pugui fer 
posteriorment. 
 
imshow(auxiliar2) 
zoom(1.5) 
'Selecciona primer l´ull esquerra i segonament el dret' 
pause; 
esquerrer=ginput(1); 
esquerrer=floor(esquerrer); 
pause; 
dreter=ginput(1); 
dreter=floor(dreter); 
'Selecciona primer la comisura del llavi esquerra i segonament la dreta' 
pause; 
comis_e=ginput(1); 
comis_e=floor(comis_e); 
pause; 
comis_d=ginput(1); 
comis_d=floor(comis_d); 
 
 
1.4 Forma 
 
%Creem les coordenades cartesianes amb les dades obtingudes del relleu. 
%Dividim per 1000000 el radi per obtenir les dades en radiants degut a que 
%estaven guardades en micres 
for i=1:1:450 
    for j=1:1:512 
X(i,j)=(matriu_dades(i,j,1).*cos((matriu_dades(i,j,2)/1000000))); 
Y(i,j)=(matriu_dades(i,j,1).*sin((matriu_dades(i,j,2)/1000000))); 
Z(i,j)=matriu_dades(i,j,3); 
    end 
end 
 
 
1.5 Mitja 
 
%Inicialitzem les primeres variables auxiliars 
a=0; 
c_x=1; 
c_y=1; 
c_z=1; 
%Sumem cada dada amb el seu valor i pes corresponents 
for i=1:1:450 
    for j=1:1:512 
        if(X(i,j)&&Y(i,j))>0 
            a=a+1; 
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            c_x=(1/a)*(c_x*(a-1)+X(i,j)); 
            c_y=(1/a)*(c_y*(a-1)+Y(i,j)); 
            c_z=(1/a)*(c_z*(a-1)+Z(i,j)); 
        end 
    end 
end 
 
%Finalment guardem el centre geomètric en la variable centre que serà útil per 
%a altres programes 
centre=[c_x,c_y,c_z]; 
 
 
1.6 Translacio.m 
 
%Primer hem d'executar mitja per obtenir el nou centre en x y z i així traslladar 
%tots els punts a on els pertoca 
%Posem els punts en negatiu perquè el centre per matlab continua sent 0,0,0 
%i per tant el que fem es traslladar tots els punts en sentit invers 
for i=1:1:450 
    for j=1:1:512 
A = [ X(i,j), Y(i,j), Z(i,j), 1 ] * [ 1 0 0 0; 0 1 0 0; 0 0 1 0; -floor(centre(1)) -
floor(centre(2)) -floor(centre(3)) 1]; 
         x(i,j)=A(1); 
         y(i,j)=A(2); 
         z(i,j)=A(3); 
    end 
end 
 
 
1.7 Eix_Z.m 
 
%Aquesta és l’alineació sobre l'eix z i així encarar els ulls mirant per a 
%totes les cares cap al mateix punt: 
punt=[floor((esquerrer(2)+dreter(2))./2) floor((esquerrer(1)+dreter(1))./2)]; 
 
%Ara trobem el punt projectat a l'espai del pla (x,y) 
punt_espai=[x(punt(1),punt(2)) y(punt(1),punt(2))]; 
 
hipotenusa=sqrt((punt_espai(1))^2+(punt_espai(2))^2); 
angle=-acos(punt_espai(1)/hipotenusa)-(pi/2); 
 
Matriu_z=[cos(angle) sin(angle) 0 0; -sin(angle) cos(angle) 0 0; 0 0 1 0; 0 0 0 1]; 
 
for i=1:1:450 
    for j=1:1:512 
        A=[x(i,j),y(i,j),z(i,j),1]*Matriu_z; 
        x(i,j)=A(1); 
        y(i,j)=A(2); 
        z(i,j)=A(3); 
    end 
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end 
%Si en volem veure el resultat executem:  plot(x,y,'r*') 
 
 
1.8 Eix_Y.m 
%%Alineació dels ulls respecte de l'eix y: 
%Sabem la posició dels ulls i per tant en podrem determinar l'angle entre 
%ells: 
punt_esquerra=[x(esquerrer(2),esquerrer(1)) y(esquerrer(2),esquerrer(1))]; 
punt_dret=[x(dreter(2),dreter(1)) y(dreter(2),dreter(1))]; 
 
%En calculem els costats del triangle que formen per així calcular l'angle 
distancia_x=abs(floor(punt_esquerra(1))-floor(punt_dret(1))); 
alcada_z=floor(abs(punt_esquerra(2)))-floor(abs(punt_dret(2))); 
 
%Segons el símbol de l'alçada negatiu o positiu sabrem cap a on hem d’alinear 
hipotenusa=sqrt((distancia_x)^2+(alcada_z)^2); 
 
%Dividim l'angle per dos degut a que l'angle és entre els dos ulls i per 
%tant quan rotem respecte el centre quedarien malament. Quedarien bé en cas 
%de que el centre fos un dels ulls 
angle=(acos(distancia_x/hipotenusa))/2; 
 
if(alcada_z<0) 
 
Matriu_y=[cos(angle) 0 -sin(angle) 0; 0 1 0 0; sin(angle) 0 cos(angle) 0; 0 0 0 1]; 
    for i=1:1:450 
            for j=1:1:512 
                A=[x(i,j),y(i,j),z(i,j),1]*Matriu_y; 
                x(i,j)=A(1); 
                y(i,j)=A(2); 
                z(i,j)=A(3); 
            end 
    end 
 
else 
 
Matriu_y=[cos(angle) 0 sin(angle) 0; 0 1 0 0; -sin(angle) 0 cos(angle) 0; 0 0 0 1]; 
    for i=1:1:450 
            for j=1:1:512 
                A=[x(i,j),y(i,j),z(i,j),1]*Matriu_y; 
                x(i,j)=A(1); 
                y(i,j)=A(2); 
                z(i,j)=A(3); 
            end 
    end 
end 
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1.9 Eix_X.m 
 
%Tenim guardada una mostra manualment alineada amb les següents 
%característiques: “load imatge 55 x y z centre auxiliar2 esquerrer dreter” és 
%l'equivalent a: 
load 55pro6 h j k centre auxiliar2 esq dr 
 
%El que necessitem per girar sobre l'eix x són les seves coordenades en y 
%i sobretot respecte z(en aquest cas k) l'alçada: 
%Ho apliquem tot a l'angle esquerra degut a que prèviament ja alineem amb 
%l'eix Y i per tant ara els dos punts es troben a la mateixa alçada només 
%en necessitem un de cada cara 
esq_mostra=[j(esq(2),esq(1)) k(esq(2),esq(1))]; 
%dr_mostra=[j(dr(2),dr(1)) k(dr(2),dr(1))]; 
punt_esquerra=[y(esquerrer(2),esquerrer(1)) z(esquerrer(2),esquerrer(1))]; 
%punt_dret=[y(dreter(2),dreter(1)) z(dreter(2),dreter(1))]; 
 
hipotenusa1=sqrt((esq_mostra(1))^2+(esq_mostra(2))^2); 
hipotenusa2=sqrt((punt_esquerra(1))^2+(punt_esquerra(2))^2); 
alpha=acos(esq_mostra(1)/hipotenusa1); 
beta=acos(punt_esquerra(1)/hipotenusa2); 
angle=alpha-beta; 
 
if(angle<0) 
 
Matriu_x=[1 0 0 0; 0 cos(angle) sin(angle) 0; 0 -sin(angle) cos(angle) 0; 0 0 0 1]; 
    for i=1:1:450 
        for j=1:1:512 
            A=[x(i,j),y(i,j),z(i,j),1]*Matriu_x; 
            x(i,j)=A(1); 
            y(i,j)=A(2); 
            z(i,j)=A(3); 
        end 
    end 
 
else 
 
Matriu_x=[1 0 0 0; 0 cos(angle) -sin(angle) 0; 0 sin(angle) cos(angle) 0; 0 0 0 1]; 
    for i=1:1:450 
        for j=1:1:512 
            A=[x(i,j),y(i,j),z(i,j),1]*Matriu_x; 
            x(i,j)=A(1); 
            y(i,j)=A(2); 
            z(i,j)=A(3); 
        end 
    end 
 
end 
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1.10 Alineació_tres_eixos.m 
 
%Programa que intenta ajuntar tots els moviments en una sola passada, per 
%fer-ho primer trobem els angles per a cada moviment d'alineació i després 
%ho apliquem al núvol de punts. Observar que per a l’alineació de l’eix X 
%variem el rograma 
 
%%%%%%%%%%%%%%%%%%%%%%%Angle_Z 
punt=[floor((esquerrer(2)+dreter(2))./2) floor((esquerrer(1)+dreter(1))./2)]; 
%Ara trobem el putn projectat a l'espai del pla (x,y) 
punt_espai=[x(punt(1),punt(2)) y(punt(1),punt(2))]; 
 
hipotenusa=sqrt((punt_espai(1))^2+(punt_espai(2))^2); 
angle_z=-acos(punt_espai(1)/hipotenusa)-(pi/2); 
 
Matriu_z = [ cos(angle_z) sin(angle_z) 0 0 ; -sin(angle_z) cos(angle_z) 0 0 ; 0 0 
1 0; 0 0 0 1 ] ; 
 
%%%%%%%%%%%%%%%%%%%%%%%Angle_Y 
punt_esquerra=[x(esquerrer(2),esquerrer(1)) y(esquerrer(2),esquerrer(1))]; 
punt_dret=[x(dreter(2),dreter(1)) y(dreter(2),dreter(1))]; 
 
%En calculem els costats del triangle que formen per així calcular l'angle 
distancia_x=abs(floor(punt_esquerra(1))-floor(punt_dret(1))); 
alcada_z=floor(abs(punt_esquerra(2)))-floor(abs(punt_dret(2))); 
 
%Segons el símbol de l'alçada negatiu o positiu sabrem cap a on hem d’alinear 
hipotenusa=sqrt((distancia_x)^2+(alcada_z)^2); 
 
%Dividim l'angle per dos degut a que l'angle és entre els dos ulls i per 
%tant quan rotem respecte el centre quedarien malament. Quedarien bé en cas 
%de que el centre fos un dels ulls 
angle_y=(acos(distancia_x/hipotenusa))/2; 
 
if(alcada_z<0) 
    Matriu_y=[cos(angle_y) 0 -sin(angle_y) 0; 0 1 0 0; sin(angle_y) 0 
cos(angle_y) 0; 0 0 0 1]; 
else 
    Matriu_y=[cos(angle_y) 0 sin(angle_y) 0; 0 1 0 0; -sin(angle_y) 0 
cos(angle_y) 0; 0 0 0 1];     
end 
 
%%%%%%%%%%%%%%%%%%%%%%Angle_X 
 
punt=[floor((esquerrer(2)+dreter(2))./2) floor((esquerrer(1)+dreter(1))./2)]; 
%Ara trobem el punt projectat a l'espai del pla (x,y) 
punt_espai=[y(punt(1),punt(2)) z(punt(1),punt(2))]; 
punt2=[floor((comis_e(2)+comis_d(2))./2) floor((comis_e(1)+comis_d(1))./2)]; 
 
%Ara trobem el punt projectat a l'espai del pla (x,y) 
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punt2_espai=[y(punt2(1),punt2(2)) z(punt2(1),punt2(2))]; 
 
%En calculem els costats del triangle que formen per així calcular l'angle 
distancia_y=(floor(punt_espai(1))-floor(punt2_espai(1))); 
 
%alcada_z=floor(abs(punt_esquerra(1)))-floor(abs(punt_dret(1))); 
alcada_z=floor(abs(punt_espai(2)))-floor(abs(punt2_espai(2))); 
 
%Segons el símbol de l'alçada negatiu o positiu sabrem cap a on hem d’alinear 
%si el cap mirant cap a terra o encarar-lo cap al cel 
hipotenusa=sqrt((distancia_y)^2+(alcada_z)^2); 
 
%Dividim l'angle per dos degut a que l'angle és entre el punt mig dels dos ulls i 
%el punt mig entre les comisures dels llavis. Per tant quan alineem respecte el 
%centre quedarien malament. Després per 10 degut a que l’angle té la coma 
%desplaçada en radiants 
angle_x=(acos(abs(distancia_y)/hipotenusa))./2; 
angle_x=angle_x/10; 
 
if(distancia_y>0) 
     Matriu_x=[1 0 0 0; 0 cos(angle_x) sin(angle_x) 0; 0 -sin(angle_x) 
cos(angle_x) 0; 0 0 0 1]; 
else 
    Matriu_x=[1 0 0 0; 0 cos(angle_x) -sin(angle_x) 0; 0 sin(angle_x) 
cos(angle_x) 0; 0 0 0 1]; 
end 
 
%Creem la matriu d’alineacio 
Matriu_alineacio=Matriu_z*Matriu_y*Matriu_x; 
 
%%%%%%%%%%%%%%%%%%%%Alineació en una sola passada 
for i=1:1:450 
        for j=1:1:512 
            A=[x(i,j),y(i,j),z(i,j),1]*Matriu_alineacio; 
            x(i,j)=A(1); 
            y(i,j)=A(2); 
            z(i,j)=A(3); 
        end 
    end 
 
 
1.11 Mapa_profunditat.m 
 
%Primer de tot traslladem el centre a una part que ens convé, un centre on 
%el nas tingui el relleu que es mereix. L'origen el trobem després dobtenir el 
%cap mig per a 16 pesones en busquem el seu centre geomètric que tenim 
%guardat i que per tant el carreguem 
 
load origen_16 centre2 
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%a la matriu mapa_relleu hi guardem les dades com si fossin originals de 
%l'escànner i a "eix"_relleu hi guardem la traslacio feta per a cada punt 
 
for i=1:1:450 
     for j=1:1:512  
 
        A=[x(i,j),y(i,j),z(i,j),1]*[1 0 0 0; 0 1 0 0; 0 0 1 0;-2*floor(centre2(1)/2) -
floor(centre2(2)/2) -floor(centre2(3)) 1]; 
         
        x_relleu(i,j)=A(1); 
        y_relleu(i,j)=A(2); 
        z_relleu(i,j)=A(3); 
         
        matriu_mapa(i,j,1)=sqrt((x_relleu(i,j))^2+(y_relleu(i,j))^2); 
        matriu_mapa(i,j,2)=acos((x_relleu(i,j))/matriu_mapa(i,j,1)); 
        matriu_mapa(i,j,3)=z_relleu(i,j); 
    end 
end 
 
%En busquem el màxim relleu per assignar el vlaor de 1 i el minim per ser el 0 
maxim=max(max(matriu_mapa(:,:,1))); 
minim=min(min(matriu_mapa(:,:,1)));  
 
for i=1:1:450    
    for j=1:1:512 
        color(i,j)=(((matriu_mapa(i,j,1))-minim)/(maxim-minim));%*255; 
    end 
end 
 
 
1.12 Program_alineat.m 
 
Textura; 
%mostrem l'arxiu de textura obert per obrir el mateix de profunditat 
nom 
Profunditat; 
Seleccio_i_espuris; 
Mitja; 
Traslacio; 
Alineacio_tres_eixos; 
Traslacio2; 
 
 
1.13 Cara_mitja_alineat 
 
clear all; 
%Demanem el nombre de cares que volem alinear i sumar 
Nombre=input('Nombre de cares'); 
 
%Inicialitzem les variables de components 
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Program_alineat; 
comp1=x; 
comp2=y; 
comp3=z; 
cara1=cara; 
Mapa_profunditat; 
color1=color; 
for i=2:1:Nombre 
    Program_alineat 
     comp1=(comp1+x); 
     comp2=(comp2+y); 
     comp3=(comp3+z); 
     cara1=cara1+cara; 
     Mapa_profunditat; 
     color1=color1+color; 
end 
 
comp1=comp1/Nombre; 
comp2=comp2/Nombre; 
comp3=comp3/Nombre; 
cara1=cara1/Nombre; 
color1=color1/Nombre; 
 
%Per mostrar la suma tridimensional: 
%surface(comp1,comp2,comp3) 
%Si li sumem la textura mitja 
%surface(comp1,comp2,comp3,cara1) 
%Per mostrar el mapa de profunditat mig: 
%imshow(color1) 
%Per mostrar la textura de la cara mitja: 
%imshow(cara1) 
 
 
1.14 Direccio.m 
 
%Eigenvectors 
 
for i=1:1:450 
    for j=1:1:512 
        if(X(i,j)&&Y(i,j))>0 
           B=[X(i,j) Y(i,j) Z(i,j)]-[centre(1) centre(2) centre(3)]; 
           matriupunts(i,j,1)=B(1); 
           matriupunts(i,j,2)=B(2); 
           matriupunts(i,j,3)=B(3); 
        else 
           matriupunts(i,j,1)=1;%centre(1); 
           matriupunts(i,j,2)=1;%centre(2); 
           matriupunts(i,j,3)=1;%centre(3); 
        end 
    end 
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end 
 
 
A_x=(1/(450*512))*(matriupunts(:,:,1)*(matriupunts(:,:,1))'); 
A_y=(1/(450*512))*(matriupunts(:,:,2)*(matriupunts(:,:,2))'); 
A_z=(1/(450*512))*(matriupunts(:,:,3)*(matriupunts(:,:,3))'); 
%%V_1=[A_x(1,1),A_y(1,1),A_z(1,1)]; 
 
[Vect_x,Diago_x]=eig(A_x); 
Autovalors_x=diag(Diago_x); 
Autovectors_x=A_x*Vect_x; 
 
 
[Vect_y,Diago_y]=eig(A_y); 
Autovalors_y=diag(Diago_y); 
Autovectors_y=A_y*Vect_y; 
 
 
[Vect_z,Diago_z]=eig(A_z); 
Autovalors_z=diag(Diago_z); 
Autovectors_z=A_z*Vect_z; 
 
 
1.15 Rotant autovector.m 
 
%Substituïm a la variable punt el valor del primer autovector 
hipotenusa=sqrt((Autovectors_x(punt))^2+(Autovectors_y(punt))^2); 
angle_cos=-acos(Autovectors_y(punt)/hipotenusa); 
angle_sin=-asin(Autovectors_x(punt)/hipotenusa); 
Matriu_z=[cos(angle_cos) sin(angle_sin) 0 0; -sin(angle_sin) cos(angle_cos) 0 
0; 0 0 1 0; 0 0 0 1]; 
for i=1:1:450 
    for j=1:1:512 
        A=[x(i,j),y(i,j),z(i,j),1]*Matriu_z; 
        x(i,j)=A(1); 
        y(i,j)=A(2); 
        z(i,j)=A(3); 
    end 
end 
 
hipotenusa=sqrt((Autovectors_y(punt))^2+(Autovectors_z(punt))^2); 
angle_cos=acos(Autovectors_z(punt)/hipotenusa); 
angle_sin=asin(Autovectors_y(punt)/hipotenusa); 
Matriu_y=[cos(angle_cos) 0 -sin(angle_sin) 0; 0 1 0 0; sin(angle_sin) 0 
cos(angle_cos) 0; 0 0 0 1]; 
for i=1:1:450 
    for j=1:1:512 
        A=[x(i,j),y(i,j),z(i,j),1]*Matriu_y; 
        x(i,j)=A(1); 
        y(i,j)=A(2); 
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        z(i,j)=A(3); 
    end 
end 
 
hipotenusa=sqrt((Autovectors_x(punt))^2+(Autovectors_z(punt))^2); 
angle_cos=-acos(Autovectors_z(punt)/hipotenusa); 
angle_sin=-asin(Autovectors_x(punt)/hipotenusa); 
Matriu_x=[1 0 0 0; 0 cos(angle_cos) sin(angle_sin) 0; 0 -sin(angle_sin) 
cos(angle_cos) 0; 0 0 0 1]; 
 for i=1:1:450 
    for j=1:1:512 
        A=[X(i,j),Y(i,j),Z(i,j),1]*Matriu_x; 
        x(i,j)=A(1); 
        y(i,j)=A(2); 
        z(i,j)=A(3); 
    end 
end 
 
1.15 Escalat.m 
 
%Cal fer un escalat per tant ara el que hem de fer és multiplicar la matriu de la 
%cara que no s'adapti a la mida per algun valor: 
%Primer ens cal trobar el valor a multiplicar valor=98 per vertical i 75 horitzontal 
%un cop tenim el valor el substituim a la matriu 
 
longitud_vertical=98; 
longitud_actualv=comis_e(2)-esquerrer(2); 
valor_vertical=longitud_vertical/longitud_actualv; 
longitud_horitzontal=75; 
longitud_actualh=dreter(1)-esquerrer(1); 
valor_horitzontal=longitud_horitzontal/longitud_actualh; 
 
Matriu_rescalat=[valor_horitzontal 0 0 0; 0 1 0 0; 0 0 valor_vertical 0; 0 0 0 1]; 
for i=1:1:450 
    for j=1:1:512 
        A=[x(i,j),y(i,j),z(i,j),1]*Matriu_rescalat; 
        x(i,j)=A(1); 
        y(i,j)=A(2); 
        z(i,j)=A(3); 
    end 
end 
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Annex II. Base de dades utilitzada  
 
Referència Textura Mapa Profunditat 3D individual  
(1)20s3041 
 
(2)21s3122 
 
(3)24s2524 
 
 
(4)27s2872 
 
(5)35s2916 
 
(6)36s2925 
 
(7)37s2923 
 
(8)38s2903 
 
(9)41s2769 
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(10)43s2663 
 
(11)48s3112 
 
(12)49s3117 
 
(13)53s2818 
 
 
(14)54s2987 
 
(15)55s3373 
 
(16)56s3378 
 
(17)58s2014 
 
(18)59s3340 
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(19)60s3469 
 
(20)63s3086 
 
(21)65s3416 
 
(22)67s2532 
 
(23)69s3275 
 
(24)72s2076 
 
(25)74s2933 
 
(26)75s2519 
 
(27)76s3175 
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(28)78s3099 
 
(29)90s3254 
 
(30)108s2455
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Annex III. Resultats entremitjos del cap genèric. 
 
 Mapa Mig 2 punts Mapa Mig 4 punts Cara_mitja 2 punts Cara_mitja 4 punts 
1 
   
2 
 
3 
  
4 
  
5 
 
6 
 
72  Reconeixement de Cares 3D amb Models Paramètrics 
7 
  
8 
  
9 
  
10 
  
11 
  
12 
  
13 
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14 
  
15 
 
16 
  
17 
  
18 
  
19 
  
20 
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21 
  
22 
  
23 
  
24 
  
25 
  
26 
 
Annexes    75 
27 
   
28 
 
  
29 
30 
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Annex IV. Control d’il·luminació controlat amb Matlab 
 
Matlab permet controlar el punt d’iluminació sobre la imatge i en respecta les 
ombres creades pels relleus de l’objecte, en aquest cas utilitzem el cap mig 
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Annex V. Diagrames de programació Matlab 
 
El programa utilitat per implementar tota la teoria explicada en els capítols 2,3 i 
4 és Matlab. A continuació s’exposen els diagrames amb una breu explicació 
dels arxius escrits i dels resultats obtinguts durant l’execució del programa. 
 
Lectura de dades 
 
 
 
 
 
 
 
Obrir arxiu 
col.txt 
No és un 
arxiu de 
color 
Canviar de columnes a matriu de 450x512 per a cada color 
Demanar la selecció de l’ull esquerra i després del dret 
Trobar el punt mig entre ulls i el centrem a la columna 256 de 512 
Centrem l’ull esquerra a la fila 200 de 450 (triem 200 visualment) 
Rotar la imatge respecte l’eix horitzontal, (mirall a files) 
Canviar la paraula de “Void” per 0 i convertir les dades “ASCII” a “num” 
Girar la imatge respecte l’eix horitzontal, (mirall a files) 
Aplicar filtre al radi per eliminar espuris 
Obrir arxiu 
asc.txt 
No és un 
arxiu de 
relleu 
Apliquem els mateixos moviments: mirall a files, centrar el punt 
mig a 256 i moure l’ull esquerra a la fila 200 
Canviar de columnes a matrius de 450x512 per a cada dada 
Textura 
Profunditat 
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Textura 
 
L’arxiu utilitzat per a obtenir el mapa de Textura és Textura.m. Aquest 
programa llegeix les dades de color i les guarda en una matriu de 450x512x3 el 
nombre tres correspon a vermell, verd, blau. Per fer-ho s’obre un document 
“.txt” com el que es mostra a la figura IV.1. Aquest document s’obté després 
d’interpretar les dades de l’escàner mitjançant un programa que ja porta aquest 
escàner. 
 
 
 
Fig. IV.1. Mostra de l’arxiu de color 
 
 
Ara es mostra la matriu de punts de color per pantalla, figura IV.2.a la original i 
a la figura IV.2.b es mostra el reflex efectuat respecte l’eix horitzontal per 
disposar de les dades de manera més senzilla per tractar. 
 
 
Fig. IV.2. (a)Mostra de textura original, (b)Mostra del reflex de la textura 
 
 
Ara es demana la selecció de dos punts de referència per al programa. Primer 
es demana la posició de l’ull esquerra i segonament la posició de l’ull dret 
(figura IV.3 a). Un cop es disposa d’aquests punts es vol col·locar totes les 
textures de la mateixa manera: es desitja obtenir unes textures on el cap estigui 
centrat. Per fer-ho el punt mig entre els ulls s’ha de convertir en el centre. 
Primer de tot es realitza un moviment horitzontal de columnes fins que es 
disposa del punt mig entre ulls, que acostuma a ser el nas, al centre. Un cop 
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s’ha fet això es posa l’ull esquerra a una alçada fixada. Aquesta alçada s’ha 
fixat a la línea 200 de les 450 de les que es disposa. Finalment s’obté la imatge 
a la figura IV.3.b. 
 
 
Fig. IV.3. (a)Mostra de selecció d’ulls, (b)Mostra de textura després del 
programa 
 
Profunditat 
 
L’arxiu Profunditat.m és el que llegeix les dades de punts i les guarda en una 
matriu de 450x512x3 radi,angle azimut, alçada. Com es mostra en la figura IV.4 
quan l’escàner no troba res a més de 30cm respecte la seva posició retorna 
“VOID” que equival a dir que no ha trobat rebot. En el tipus d’arxiu utilitzat, el 
Void, no es pot interpretar per representar un buit i per tant el substituïm pel 
valor de 0. L’arxiu “.txt” mostra el que s’ha dit en anterioritat, a la primera 
columna trobaríem els 0 radiants, en la segona mostrem l’alçada de menor a 
major(de baix a dalt) i en la tercera s’hi guarda la profunditat. 
 
 
 
 
Fig. IV.4. Mostra de l’arxiu de profunditat 
 
 
Un cop s’obre i es guarda en una matriu amb les tres components s’apliquen 
els mateixos canvis aplicats a la textura per a que encaixin els colors amb les 
posicions de relleu. També s’aplica un filtre per eliminar els espuris que 
inevitablement es poden crear per petits rebots. A la figura IV.5 es mostra la 
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projecció del radi sobre el pla llegint la imatge abans d’aplicar el programa. En 
el capítol 2 a l’apartat de Profunditat 2.1.2 es mostra en la figura el resultat del 
programa. 
 
 
 
Fig. IV.5. Mostra de profunditat 
 
 
Transformació per al núvol de punts 
 
Mitjançant l’arxiu Forma. s’aplica la transformació a cartesianes. Si es vol 
observar la projecció 3D amb Matlab s’ha d’utilitzar l’ordre “surface(X,Y,Z,cara)” 
aquesta ordre mostra una projecció cilíndrica de les dades que se li entren de 
coordenades X Y Z.  Si es disposen dels colors de la imatge, com és el cas, a 
cada punt se li associen uns colors, en aquest cas els continguts a “cara” que 
són els de textura que s’han tractat prèviament. La figura 2.3 n’és el resultat 
d’aplicar el programa. 
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Centrar el núvol de punts 
 
 
 
Translació 
 
Mitjançant el programa Translació.m s’efectua el moviment explicat prèviament 
aplicant la matriu 2.3. Per poder aplicar la translació primer es crida al script 
Mitja.m el qual retorna el vector mig, aquest vector es troba mitjançant 2.2. El 
que s’obté es mostra en la figura 2.5, en aquest cas el centre no estava 
col·locat correctament i amb el moviment aplicat s’obté la posició correcta. 
 
Creació dels ulls 
 
El programa Crear_ulls.m suavitza el contorn del punt i aconseguir uns valors 
per a l’ull sencer que creen la seva profunditat. 
 
Mostrar la imatge per seleccionar els ulls ampliats amb zoom 
Apliquem l’arxiu forma per a un núvol de punts , matriu de 
41x41 al voltant de cada ull 
Apliquem el filtre “medfilt2” al voltant de l’ull amb una matriu 12x12 
Apliquem l’arxiu Forma que ens canvia les dades a cartesianes 
Guardem el radi original de les dades que envolten cada ull en 
dues matrius de 25x25 
Substituïm tots els punts al voltant de l’ull que estiguin referentciats a 0 
amb els punts de la matriu de 41x41 prèviament guardats 
Sumem totes les components de relleu i les guardem a centre 
Recorrem les tres matrius multiplicant cada vector (x,y,z) per la 
matriu mostrada a 2.3 utilitzant com a centre el calculat a mitja  
Crear 
ulls 
Mitja 
Translació 
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Primer s’utilitza un filtre anomenat “medfilt2” que utilitza Matlab i serveix per 
agafar el valor mig d’una matriu de punts al voltant del que ja es disposa. És un 
filtre de mitjana que funciona de la següent manera:  
 
Agafa la matriu donada “A” i l’omple de zeros al seu voltant. Això ho fa per a 
realçar el valor del punt central  i disminuir els del seu voltant, justament és el 
que necessitem. 
                               
 
 
                                  
 
 
 
 
El resultat d’ordenar el primer valor mig i escollir-ne el valor central és:  
 [ ]551000000  = 0 
 
En el cas del punt central: 
 [ ]655544110  = 4 
 
Finalment s’obté la següent matriu un cop aplicat el filtre: 
 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
010
141
010
A
 
 
Quan s’utilitza per al núvol de punts s’utilitza una matriu A de 25x25 per 
analitzar. El filtre que utilitzem és de 12x12 per saber que mai es tindrà un valor 
de “0” al punt escollit com a centre de l’ull. El resultat d’aplicar aquest filtre és el 
mostrat a la figura IV.7: 
 
 
 
 
Fig. IV.7. Mostres 3D amb profunditat de l’ull igual un cop aplicat el filtre 
 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
415
405
651
A
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
=
00000
04150
04050
06510
00000
_ AMatlab
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Com es pot observar en les figures el voltant dels ulls prenen el valor de 0, com 
s’esperava degut al funcionament del filtre. Però es pot observar una clara 
milloria per al centre de l’ull que ara disposa de relleu, cosa que abans no tenia, 
i era un punt molt necessari per al bon funcionament del programa. 
 
Com es disposa del funcionament d’aquest filtre es guarden les dades de relleu 
dels punts de contorn que quedaran distorsionats a 0. Un cop aplicat aquest 
filtre ara s’hi tornen a posar les dades originals de les que es disposava per 
aquells punts i així es pot crear el relleu en aquesta part tant important del 
programa.  
 
Posicionar en una mateixa direcció 
 
 
 
 
Guardem a punt les dades de fila i columna mitra 
entre l’ull esquerra i dret 
Apliquem l’arxiu forma per a un núvol de punts , matriu de 
41x41 al voltant de cada ull 
Busquem la hipotenusa i l’angle del punt, aquest angle li restem pi/2 
Calculem els valors de la matriu 3.4 amb l’angle obtingut 
Guardem a punt_espai les coordenades en el núvol de punts 
del la fila i columna guardats a punt sobre els eixos XY 
Recorrem les tres matrius multiplicant cada vector (x,y,z) per la matriu  
de gir obtinguda al pas anterior  
Guardem les coordenades del núvol de punts corresponents als ull 
sobre els eixos XZ 
Calculem els costats del triangle a utilitzar per calcular-ne l’angle. 
Distància: espai entre ulls, Alçada: diferencia d’alçada  
Gir 
sobre Z 
Gir 
sobre Y Busquem la hipotenusa i l’angle. Dividim per 2 l’angle perquè el 
calculem entre ulls i per tant el gir només ha de ser-ne la meitat 
Recorrem les tres matrius de dades multiplicant cada vector (x,y,z) per 
la matriu  de gir obtinguda a 3.3 si l’alçada és positiva, sinó utilitzem la 
matriu amb el símbol dels sinus canviat 
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Girde l’eix Z 
 
Mitjançant el programa Eix_z.m s’obté l’exposa’t en el capítol 3. Per fer-ho es 
demana la selecció dels ulls per tenir-ne la posició. S’aplica la següent fórmula 
per trobar el punt mig. 
 
 
            
 
 
Cal observar que la funció “ginput” de Matlab, que s’utilitza per a seleccionar  
els punts dels ulls, retorna les dades primer en horitzontal i després vertical 
quan el programa disposa de les dades guardades en vertical i horitzontal. Per 
tant s‘accedeix a les dades primer utilitzant el nombre 2 i després al 1, no és 
que sigui un error en l’ordre. Ara que ja es disposa del punt el que faltarà és 
saber on està projectat aquest punt en l’espai X,Y. Es substitueix la posició del 
punt dins la matriu de dades i se’n troba el projectat sobre el pla. Ara que ja es 
coneixen les seves coordenades X, Y es calcula la hipotenusa 3.7 ,respecte 
l’eix Z de les coordenades del Matlab, no les referentciades del cap. Ara se’n 
troba l’angle amb 3.8. El següent pas és aplicar la matriu 3.5. i obtenir la 
realització del gir. 
 
 
Gir de l’eix Y 
 
El programa Eix_y.m és el que permet girar sobre aquest eix. Amb les dades 
obtingudes de ginput es disposa dels punts dels ulls i es pot aplicar la teoria 
explicada a l’apartat 3.1.3. Els resultats també es mostren en el mateix apartat. 
Carreguem una mostra que tenim guardada la qual 
està posicionada manualment 
Guardem a punt_esquerra les coordenades en el núvol de 
punts del la fila i columna guardats a punt sobre els eixos YZ 
Busquem la hipotenusa i l’angle de cada punt 
Restem l’angle de la mostra menys l’angle actual 
Guardem a esq_mostra les coordenades en el núvol de punts 
del la fila i columna guardats a punt sobre els eixos YZ 
Recorrem les tres matrius de dades multiplicant cada vector (x,y,z) per 
la matriu  de gir obtinguda a 3.2 si l’angle és negatiu, sinó utilitzem la 
matriu amb el símbol dels sinus canviat 
Gir 
sobre X 
⎥⎦
⎤⎢⎣
⎡ ++=
2
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2
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Gir de l’eix X 
 
Aquesta ultima alineació s’efectua mitjançant el programa Eix_x.m que, tot 
aplicant la teoria de 3.1.4, permet realitzar aquest últim gir. Les dades 
prèviament guardades serviran per aconseguir el resultat. Per carregar-les 
s’utilitza la següent sentència de matlab: 
 
 “load 55pro6 h j k centre auxiliar2 esq dr”  
 
Les dades més importants de les que cal disposar són el núvol de punts h,j,k 
(x,y,z) i sobretot de la posició dels ulls esq i dr. Amb tot es podrà comparar 
l’últim gir que cal fer, tal i com ja s’ha explicat al llarg del projecte. 
 
Suma de diferents cares 
 
El programa que serveix per crear la cara mitja és també el programa total 
utilitzat en aquest projecte, ja que aquest crida a totes les funcions explicades 
anteriorment. Per utilitzar-lo primer es crea un bloc que anomenarem 
Programa_Cara que serà cridat per a cada cara. El programa de suma cares 
anirà cridant aquest programa i també el de creació del mapa de relleu. 
 
 
 
 
 
Crear_ulls.m 
Mitja.m 
Traslació.m 
Textura.m 
Profunditat.m 
 
Gir_Eix_Z.m 
Gir_Eix_Y.m 
Gir_Eix_X.m 
Programa 
Cara 
Forma.m 
Traslació2.m 
Escalar.m 
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Multipliquem per la matriu 4.4 amb angle pi 
Carreguem el centre mig de 16 cares 
Obtenim el radi mitjançant 4.2 
Obtenim l’angle theta mitjançant 4.3 
Creació del 
Mapa de 
relleu 
Igualem l’alçada a la obtinguda de la 
translació aplicada per la matriu 
Ara en busquem el mínim a la matriu i 
acte seguit el màxim 
Guardem a color el valor per a cada punt del radi – 
mínim, dividit per el màxim menys el mínim 
Demanem el nombre de cares que es desitgen sumar 
Guardem les components del núvol de punts el mapa de relleu 
en unes variables auxiliars que ens serviran per  fer les sumes 
Ara entrem dins un for que té per nombre mínim el 2 i per 
màxim el nombre de cares a sumar. Per cada iteració 
Sumem les noves components de cada iteració amb les ja 
guardades i les escrivim sobre les mateixes auxiliars 
Finalment un cop ja hem acabat per a totes les cares dividim cada 
component per el nombre de cares que hem introduït 
Programa 
suma cares 
Programa 
Cara 
Creació del 
Mapa de relleu 
Programa 
Cara 
Creació del 
Mapa de relleu 
