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Temperature dependence of thermopower in the multiorbital Hubbard model is studied by using the dynamical
mean-field theory with the non-crossing approximation impurity solver. It is found that the Coulomb interac-
tion, the Hund coupling, and the crystal filed splitting bring about non-monotonic temperature dependence of
the thermopower, including its sign reversal. The implication of our theoretical results to some materials is
discussed.
PACS numbers: 72.15.Jf, 71.10.Fd, 75.20.Hr
The thermopower in strongly correlated electron systems
has been attracting much attention [1–13]. The thermopower
is the entropy flow by the electric current, so that the spin
and orbital degrees of freedom are of importance to enhance
the thermopower [1, 6, 8, 10]. In the strongly correlated sys-
tems, the thermopower often shows the non-monotonic tem-
perature dependence [9, 12, 13]. Furthermore, in the multior-
bital correlated system, the electronic state reflects the crystal
field splitting and the Hund coupling. So far, the thermopower
in the multiorbital correlated electron system has been studied
by several groups [8, 9], while the effect of the crystal field
splitting and the Hund coupling has not been fully examined
on the temperature dependence of the thermopower in multi-
orbital correlated systems.
In this paper, we study the thermopower in the multiorbital
Hubbard model given by,
H =
∑
k,m,σ
(εk +∆m) c
†
kmσckmσ + U
∑
i,m
nim↑nim↓
+ U ′
∑
i,m<m′,σ,σ′
nimσnim′σ′
− J
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(
c†imσcimσ′c
†
im′σ′cim′σ + h.c.
)
+ I
∑
i,m<m′
(
c†im↑c
†
im↓cim′↓cim′↑ + h.c.
)
, (1)
with the electron spin σ(=↑, ↓), the orbital index m, and the
dispersion relation of the non-interacting electrons εk. Here,
∆m denotes the energy level of the m-th orbital, U (U ′) is the
intraorbital (interorbital) Coulomb repulsion, J and I are the
magnitude of Hund coupling and pair hopping, respectively.
Below, we impose the conditions, U = U ′+J + I and J = I
assuming the orbital symmetry, t2g or eg.
The many-body interactions are dealt with using the dy-
namical mean-field theory (DMFT) [2, 3, 5, 7, 9, 12–14] with
the non-crossing approximation (NCA) [2, 15, 16] impurity
solver. In this work, we consider the semicircular density of
states for the non-interacting system,
D0(ω) =
2
πW 2
0
√
W 2
0
− ω2. (2)
The thermopower Q is then given by Q = −(kB/e)(A1/A0)
with,
Al =
π
~kB
∑
m,σ
∫
dωdǫ
(βω)l
4 cosh2 (βω/2)
[ρm,σ(ω, ǫ)]
2
D0(ǫ), (3)
where β = 1/kBT [3, 5] . The spectral density ρm,σ(ω, ǫ)
is given by ρm,σ(ω, ǫ) ≡ −ImGm,σ(ω, ǫ)/π with the Green’s
function Gm,σ(ω, ǫ) obtained by DMFT. Below, W0 is taken
to be unity.
First, we examine the two-orbital system with ∆1 =
−∆2 = −∆/2. Figures 1 (a) and (b) show the effect of
crystal-field splitting ∆ and J on the temperature dependence
of Q, respectively [17]. As in the single-orbital model [13],
we find the non-monotonic temperature dependence of the
thermopower due to the Coulomb interaction. This behavior
resembles the experimental report on doped vanadates [12].
By introducing finite ∆ and/or J , all the lines are shifted down
(see the broken and solid lines in Fig. 1).
Here, we briefly summarize the Heikes formula [1, 6, 8, 10]
being useful to understand the non-monotonic temperature
dependence and the shifts by ∆ and/or J . The following
two cases are considered in the high-temperature limit; (1)
Q1 = Q(T → ∞, U) by keeping kBT < U , and (2)
Q2 = Q(T → ∞, U) by keeping kBT > U . In the case
(1), U → ∞ is taken before T → ∞. In this limit, except
for integer fillings, one needs to consider two kinds of sites,
A and B, where the electron occupancy in A-site, nA, differs
from that in B-site, nB, by one, i.e., nA − nB = 1. The each
sites have the local degeneracies, gA and gB, in accordance
with the electron occupancy. Therefore, the high-temperature
limit Q1 is given by,
Q1 = −
kB
e
ln
gA
gB
−
kB
e
ln
(
n− nA
nB − n
)
, (4)
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FIG. 1: (Color online) (a) Temperature dependence of the ther-
mopower for U = 3 and J = 0 with n=2.2, 2.6, and 3.1. The
broken (solid) line indicates the thermopower for ∆ = 0 (∆ = 0.4).
(b) Temperature dependence of the thermopower for U = 3, and
∆ = 0 with n=2.2, 2.6, and 3.1. The broken (solid) line represents
the thermopower for J = 0 (J = 0.5).
where n is the electron density with nA > n > nB. In the
case (2), on the other hand, U is of less importance, so that
Q2 in the ν-orbital system is given by,
Q2 = −
kB
e
ln
(
2ν − n
n
)
. (5)
Note that 2 in Eq. (5) is associated with the spin degree of
freedom.
The non-monotonic temperature dependences shown in
Fig. 1 are understood by the change from Q1 to Q2. As an
example, let us consider the temperature dependence of Q for
n = 3.1 with U = 3, J = I = 0 and ∆ = 0 in Fig. 1(a)
(see the red broken line). In this case, (nA, nB) = (4, 3)
and gA/gB = 1/4 result in negative Q1, while Q2 is pos-
itive. For the temperature region kBT < U , the Coulomb
interaction is in effect for the entropy transport, and hence,
Q approaches Q1 [1, 6, 8, 10, 12, 13]. On the other hand, at
high-temperatures kBT ≫ U , , the effect of U is of less im-
portance, so that Q approaches Q2. The change from Q1 to
Q2 is seen in the temperature dependence of Q in Fig. 1(a),
i.e., the broken line for n = 3.1 changes the sign from neg-
ative to positive at the temperature region, 0.3 < kBT . This
picture consistently explains the other cases shown by broken
lines in Fig. 1.
By including ∆, Q is shifted down in the negative direction
as shown in Fig. 1(a) (see the difference between the broken
and solid lines). For finite ∆, electrons prefer to go into the
lower-energy-level orbital. Let us consider the effect of ∆
in the formula Q1. It is noted that the first term of Q1, i.e.,
−(kB/e) ln(gA/gB) decreases for ∆ → ∞ in all the cases in
Fig. 1(a). (For example, for 2 < n < 3, gA/gB = 4/6 for
∆ = 0, while gA/gB = 2/1 for ∆ → ∞.) Hence, Q1 is
shifted down in the negative direction.
Next, we discuss the effect of Hund coupling on the ther-
mopower based on Q1 (see Fig. 1(b)). Note that the condition
U ′ − J = U − 3J (=3) is imposed to roughly fix the Mott
gap. Consequently, the magnitude of the on-site Coulomb in-
teraction U increases by including a finite J . Therefore, the
temperature region where the Coulomb interaction is in effect
on Q is expanded, and hence the lines in Fig. 1(b) are shifted
down in the high temperature region [13]. In addition to the
shift by U , the lines for n = 2.2 and n = 2.6 in Fig. 1(b) are
shifted down particularly around kBT ∼ 0.5. The shifts are
explained by the change of spin degeneracy by J . For n = 2.2
and n = 2.6, i.e., 2 < n < 3 with ∆=0, gA/gB = 4/6 for
J=0, while gA/gB = 4/3 for J → ∞. This leads to the
change in Q1 and then the shifts of the lines for n = 2.2 and
n = 2.6 in Fig. 1(b) around kBT ∼ 0.5. For 3 < n < 4, on
the other hand, the degeneracies gA and gB are not modified
by J . Consequently, the result for n = 3.1 around kBT ∼ 0.5
is not much affected by J in comparison with the other elec-
tron densities at 2 < n < 3. The consideration on Q1 and Q2
consistently explains the effects of J on the calculated results
shown in Fig. 1(b).
As a summary of the two-orbital model, the discussion on
Q1 and Q2 gives the following understanding for the temper-
ature dependence of thermopower: (i) The strong Coulomb
interaction gives the non-monotonic temperature dependence,
i.e., the change from Q1 to Q2. (ii) The effect of crystal field
splitting and Hund coupling is explained by the first term of
Q1.
Finally, we consider the three-orbital model with ∆1 =
∆2 = −∆3 = ∆, and the electron densities 1 < n < 2.
Figure 2 shows the temperature dependence of Q in the three-
orbital model for n=1.4, 1.7, and 1.8 [17]. Here, we take the
parameter set, U ′−J = 3 and J = 0.5. The consideration on
Q1 and Q2 is again useful to understand the non-monotonic
temperature dependence and the effect of ∆. For example, for
n = 1.8 with ∆ = 0, (nA, nB) = (2, 1) and gA/gB = 9/6,
and therefore Q1 is positive, while Q2 is negative. This ex-
plains the temperature dependence of Q for this doping. By
introducing ∆, the first term of Q1, −(kB/e) ln(gA/gB), “de-
creases” in all the cases in Fig. 2 because gA/gB is increased
to 6/2 as ∆ → ∞. Hence, all the lines shown in Fig. 2 are
shifted down in the negative direction.
In our previous study [12], we have reported the non-
monotonic temperature dependence of the thermopower in
La1−xSrxVO3, which is well explained by considering Q1
and Q2 in the three orbital system. In this material, the vana-
dium valence is in between +3 (d2) and +4 (d1) and the trans-
port properties are determined by the t2g manifold associated
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FIG. 2: (Color online) Temperature dependence of the thermopower
in the three-orbital Hubbard model for U ′ − J = 3 and J = 0.5
with n=1.4, 1.7, and 1.8. The thin and thick lines are for ∆ = 0 and
∆ = 0.25, respectively.
with the three orbital system. In this study, we have clari-
fied the effect of ∆ and J on the temperature dependence of
the thermopower. In reality, the crystal field splitting can be
modified by applying a pressure. Thus, high pressure mea-
surements are highly desired to test our theoretical results.
We have shown the temperature dependences of the ther-
mopower in the two- and three-orbital Hubbard models by
using the dynamical mean-field theory with the non-crossing
approximation impurity solver. It has been clarified how the
Hund coupling, the crystal field splitting and the Coulomb in-
teraction produce the non-monotonic temperature behavior of
the thermopower. It is also found that the sign of thermopower
is changed by temperature and electron density. The entropy
consideration at high temperatures, i.e., Heikes formula, con-
sistently explains the effect of the crystal field splitting and
the Hund coupling on the thermopower.
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