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搜索的 再加上交叉的作用 使它不容易陷入局部最小误差  
    论文的第一章对反向传播神经网络和遗传算法作了原理介绍和对它们在分
析化学中的应用作了文献综述 论文的第二章把基于反向传播神经网络的遗传算
法分别应用于葡萄酒 啤酒和白酒的识别实验 葡萄酒 啤酒 白酒和黄酒的识


















Eletronic nose is the product of modern science and techniques. Generally, it 
consists of the gas sensors array and pattern recognition. Pattern recognition usually 
are principal component analysis(PCA), partial least squares regression(PLS) and 
artificial neural network. In this dissertation , the application of genetic algorithms 
based on back-propagation neural network in distinguish gases is discussed in details. 
Back-propagation is one of artificial neural network widely used in analytical 
chemistry. The artificial neural network is adjusted by the error of expected value and 
computation value. After that training process , ANN was used to as a pattern 
recognition tool. Genetic algorithms is one kind of randomized seeking methods 
based on natural selection and natural inheritance. Its searching don’t depend on the 
information because the characteristics of its are the strategy of population searching 
and the crossovering information between individuals. For the algorithm starts its 
search from multipoints , additional the function of crossover operator , genetic 
algorithms could find global optimal value. 
   In chapter 1, the principle of back-propagation nerual network and genetic 
algorithms were introduced and their application in analytical chemistry was reviewed. 
The genetic algorithms based on BP –NN was applied to evaluate the affection of 
combination of gas sensors and choosed the bests to recognite perfume and liquor in 
chapter 2. There is evaluation of various sensors in this chapter.  In chapter 3 , the 
conclusion was obtained. 
Keywords : Gas Recognition, Artificial Neural Network,  
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    人工神经网络(Artificial Neural Network ANN)或称为神经网络(Neural Network
NN)是近年来人工智能的一个前沿研究领域 与以往的基于符号机制的 Alan Mathison 
Turing 和 John von Neumann 的计算机理论迥然不同 神经网络是基于连接机制的大规模并
行处理和分布式的信息存储 它依靠大量神经元的联接以及这种连接所引起的神经元的不同
兴奋状态和系统所表现出的总体行为 与当今计算机相比 更加接近人脑的信息处理模式[1
6] 它的主要特点是 高度并行 高度非线性全局作用 良好的容错性 
    自 1943 年第一个神经网络模型-MP 模型被提出至今 神经网络的发展十分迅速 特别
是 1982 年提出的 Hopfield 神经网络模型和 Rumelhart1985 年提出的反向传播算法
(Back-propagation BP) 使 Hopfield 模型和多层前馈神经网络成为用途广泛的神经网络
模型 在语音识别 模式识别 图象处理和工业控制等领域颇有成效  
    在众多的神经网络模型中 反向传播算法 back-propagation  BP 虽然有易陷入局
部最小值 训练时间长的缺点 但它的输入很容易与现实中的问题直接联系起来 无需设计
特别的函数和对待解决问题重新编码 输出直观 且在时间允许范围内 可以模拟几乎任何
函数[1,6]等优点 使 BP 算法成为研究和应用最广泛的神经网络 一般把以 BP 算法为基础的
神经网络成为 BP 网络  
1.1.1 反向传播神经网络数学提要 
    反向传播神经网络中介于输入单元和输出单元之间 一层或多层 的神经元
称为隐单元 它们与外界没有直接的联系 但其状态的改变 则能影响输入与输
出之间的关系  
    设有 m 层神经网络 如果在输入层加上输入模式 P 并设第 k层 I 单元输入总和为 kiu
输出为 kiV 由 k-1 层的第 j 个神经元到 k 层的第 I 个神经元的结合权为 ijW 各个神经元
的输入输出关系函数是 f 则各变量之间的关系为  
)( ki
k






















图 1.1.1-1 反向传播学习算法 













   1.1.1-(3) 
式中 jy 是输出单元的期望输出 在这里作为教师信号
m
jV 是实际的输出 它是输入模式 P
和权值的函数  
    这种算法实际上是求误差函数的极小值 可利用非线性规划中的最快下降法 使权值沿
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jij VdW ε     1.1.1-(5) 
其中 是学习步长 取正参数 下面讨论求
k























∂=   1.1.1-(6) 


































对于式 6 可以有两种情况  
1 如果 j 是输出层 第 m 层 的神经元 k=m 则 yj是整个网络的期望输出 为定值




















j yVVVd −−=    1.1.1-(9) 
































































号 然后通过如下公式改变权值  
1−⋅⋅−=∆ kj
k





























    反向传播学习算法是解决多层网络的有效算法 但如果网络的层次较多时 计算量很大
收敛较慢 原则上也存在局部最小问题  
    为改善收敛特性 可采用权值更新量 ijW∆ 的修正公式  





− αε   1.1.1-(12) 
即后一次的权值更新适当考虑到上一次的权值更新值 其中 为调整变化量的参数 当学习
步长取 0.1 0.4 时 可取 0.7 0.9  
1.1.2 神经网络在分析化学中的应用 
    BP 神经网络可以有效地对数据模式进行分类 很适合处理那些原因与结果关系不太确
定的问题 而许多分析化学数据正具有这种不确定性 因此可以预见 BP 神经网络对于某些
分析化学问题的研究是有效的  
    1.1.2.1 构效关系的研究 
    Aoyama[7]等人将 BP 网络模型用于丝裂霉素类抗癌药物的抗癌活性研究 研究对象的其
中三个位置的取代基有变化 化合物样本数为 16 所用到的化合物参数共有 6 个 实验的
分类和预测结果均优于自适应最小二乘法 ALS Aoyama 利用类似的方法对 29 个芳基丙烯酰
哌嗪衍生物的抗高血压活性进行了研究 将 29 个化合物全部作为训练样本时 分类正确率
为 90 优于 ALS 方法的 62 76 在随机地抽取 21 个样本作为训练集 剩下的 8 个作
为检验集时 训练正确率为 90 预测正确率为 75  
    宋新华[8]等利用 BP 算法研究了对位取代苯酚衍生物的生物活性与其结构及
物理化学性质之间的定量构效关系 优化了 ANN 模型的参数设计 提出了动态调
节网络学习速率的经验规则以改善网络的性能 采用 f(x)=1(1+e-x)作为网络节
点的输入输出转换函数的三层神经网络具有较佳性能 当取隐含节点数为 10 时














    石乐明[9]等人用 BP 神经网络研究磺酰脲类除草剂 SUH 的除草活性 共研究了 97 种化合
物 它们的结构框架如图 1 所示 其中五个位置的取代基团有变化 所用的 10 个化合物结
构参数中 5 个是结构因子的摩尔折射率 MR 4 个为结构因子的电负性参数 EN 1 个是化合
物的有机/无机值 0/1 值 在输入单元为 10 隐单元为 15 输出单元为 2 的网络上 以
96 个样本作为训练集 训练 2 万次后 网络的分类正确率为 100 用交叉验证法检验网络
的 预 测 能 力 得 到 的 预 报 正 确 率 为 82.3 石 乐 明 [10] 还 对
1-aryl-1,4-dihydro-4-oxo-(thio)-pyridazine 衍生物的结构与去雄活性之间的关系进行


















研究 所得结果与线性回归比较 有非常显著的提高  
在神经网络的研究早期 认为神经网络的输出可以不加挑选和限制 并认为这是神经
网络的一大优点 在后来的研究中分析事实并非如此 先用逐步线性回归方法挑选重要的自
变量(在该实验中挑出基团的摩尔折射率 MR 和电负性参数 EN) 用回归方法的输出作为神经
网络的输入 进行神经网络计算 谢前[13]用该方法研究了含硫芳香衍生物对发生细菌毒性的
构效关系研究 并对未知毒性化合物进行预测 陈德钊[14]用分类相关分析法在样本学习前进
行预处理 降低模式的维数 并滤除分量间的相关性 有利于网络的学习和预测  
R2






图 1.1 3 含硫芳香衍生物框架图 
1.1.2.2 色波谱解析和预测 
Long[15]等人用 BP 网络处理近红外(NIR)光谱测定小麦中蛋白质含量的数据和两组利用
紫外 可见 UV Vis 光谱测定药物中有效成分的数据 对 NIR 分析 主成分分析法 PCA
结果优于 BP 网络的结果 交叉验证过程中的标准差分别为 1.1 和 1.2 预测时的标准差分
别为 1.9 和 2.2 对 UV-Vis 光谱实验 BP 网络方法优于 PCA 认为此时的分析体系存在着
严重的非线性响应 PCA 和 PLS 方法难以对这种非线性响应进行有效的描述 而神经网络则
能很好地处理非线性问题 刘嘉等[16]将迭代目标转换因子分析与 BP 神经网络用于分光光度
法同时测定邻 间 对硝基甲苯 得到的结果均优于目标转换因子分析法 潘孝忠等[17]系统
考查了利用BP算法 UV分光光度法同时定量测定四组分混合溶液时参数选择对网络训练和
预报性能的影响 并用优化参数后的 BP 网络定量计算了苋菜红 赤藓红 胭脂红三组分色
素体系 方艳红等[18]利用 BP 算法和逐步判别分析法与紫外分光光度法结合 根据鱼肉中肌
苷酸的含量对鱼肉鲜度进行识别 余煜棉[19]将 BP 算法结合紫外分光光度法测定息喘灵片中
的茶碱 盐酸麻黄素 异戊巴比妥的含量 其预测准确率在 97.0% 101.3%之间 测定的变
异系数为 2.3% 4.7% 李志良[20]用改进的 BP 算法分析复发制剂中 Phenobarbital














结果表明 BP 网络在化合物谱图识别中的应用前景是乐观的 Aoyama[23]等利用 BP 网络和 13C 
NMR 相对化学位移数据确定 Norbornene 类衍生物的构型(endo/exe) 其结果优于模式识别
方法 Kvasnicka[24]研究了无环烷烃 13C NMR 化学位移的预测问题 预测结果比经验公式法
的计算结果更接近实验值 神经网络在红外光谱中的应用也取得了令人满意的结果[25]  
俞汝勤[26]等将 BP 算法应用于罗丹明 B 丁基罗丹明 B 和曙红 B 的三元混合物体系的非
线性荧光校正问题的研究 完成了三组份的同时测定 最大相对误差不超过 6 BP 神经网










1      1.1 (13) 





d =          1.1 (14) 
其中 ea 逼近误差 
  e1 训练集预测平均相对误差 
  ec 监控集预测平均相对误差 
  n1 训练样本数 
  nc 监控集样本数 
  n 已知样本数 
  da 为逼近度 
  c 常数(调节 da值在适当范围 便于作图) 
n1/n,nc/n 为训练集和监控集相对逼近误差的权重 用 BP 网络的逼近误差和逼近度作
为人工神经网络的建模评价指标 并通过应用与多元非线性的数值模拟和实际药物光度分析
数据解析表明该指标意义明确  
殷龙彪[28]用 BP 算法对间二氯苯 邻二氯苯 对二甲苯和环己烷的红外光谱进行校正
吉海彦[29]用 BP 算法处理 FT NIR 漫反射光谱 对谷物中含量在 10 1的蛋白质 10 2的脂肪
10 2 10 3的六种氨基酸(Lys Leu Ile Val Thr Phe)的定量分析数据进行了解析 其
结果与经典化学方法相比 没有系统误差 且优于逐步回归分析所得结果 张卓勇[30]等用
BP 算法对 ICP AES 中重叠光谱干扰进行校正 并利用模拟的 Ce4123.380nm 和 Pr314.361nm
光谱对神经网络的训练方式 输入范围 噪声影响等作了较详细的讨论  
蔡煜东[31]等以被测物的诱导效应 I 摩尔折射度 R0 疏水亲脂参数 lgP 以及分子联通
性指数作为 BP 神经网络的输入 来预测被测物的气相色谱的保留值 最大相对误差不超过
8.7% 李志良[32]以有机脂肪酸 脂 胺 脂肪醇等摩尔折射率 MR 诱导指数 I 疏水参数
lgP 及分子联接性指数 1 作为改进的 BP 神经网络的输入 预测相应化合物的气相色谱保留
值 预测的最大误差不超过 10 优于多元线性回归 缪华健[33]先在色谱重叠峰的一阶导
数曲线上取出 5 个无因次特征值 然后用 BP 算法把这五个特征值映射成重叠峰中子峰面积
积分率之间的关系 一系列实验的结果表明 用 BP 算法得到的子峰面积的正确度优于传统
的垂线法及函数拟合法 而且计算工作量小 可用于实时处理  
李通化[34]对蒽 菲混合物的 HPLC 色谱图进行分析 在紫外检测 波长 256nm 采样 40
次 间隔 1s BP 神经网络的预报误差最大不超过 7.5% 乔延江[35]等对不同种类不同产地的













数据 为解析古代漆膜的年代提供了一条有效的新途径  
刘海林[37]用自适应滤波的多层 BP 网络处理 Raman 光谱数据 实验结果表明 BP 网络可
以提高 Raman 光谱的信噪比和分辨率  
1.1.2.3 物质的识别 
Ema[38]等使用压电晶体传感器阵列和 BP 算法 在水溶液体系判别各种酒气识别率为 88
邢婉丽[39]以 7 个分别涂上聚乙烯吡咯烷(PVP) 抗坏血酸 三乙醇胺 三乙酸甘油脂
盐酸 VB6 盐酸谷氨酸 多氯联苯的压电晶体传感器组成传感器阵列 测量纸张 材料 塑




Bos 等[45,46]将 BP 网络用于离子选择电极阵列的非线性校正 对 Ca K Cl 等离子进行
同时测定 在该工作中除了采用离子的选择电极外 还包括一个玻璃电极 由于神经网络具
有较高的非线性校正能力 离子选择电极响应中许多非线性问题 例如电极斜率及选择系数
的确定等得以迎刃而解 在测定电位滴定突跃附近 建立 E V 曲线的 BP 网络插值模型 由
其二阶微商求得滴定终点 拟合的最大相对误差不超过 0.1%[47] 用两层隐含层的 BP 神经网
络处理 K /Ca2+/ −3NO /Cl
-传感器阵列信号 拟合的最大相对误差不超过 7.4% 预测误差小
于 6.9%[48] 刘思东[49]等将 BP 算法用于脉冲极谱法中 Pb(II)和 Tl(I)重叠信号峰的解析  
吕庆章[50,51]等用 BP 网络预测四卤化物 XY4和六卤化物





理性质 以二元系实验数据为基础 利用 BP 神经网络构造混合物组成 温度等物性关系的
模型 并对 4 个三元混合体系的密度和 5 个三元混合物体系的黏度进行预测 结果令人满意
[53] 用同样的方法 通过 BP 神经网络表达混合物组成与过摩尔体积的定量关系 进行推测
三元混合物体系的过摩尔体积 研究了 16 个极性与非极性混合物体系 预测结果要优于
Rastogi 方程的计算结果[54] 严虹[55]用 BP 算法计算 −−+ −− 23
2 COOHCa 三元体系的累积稳
定常数 在考虑了 CO2的影响后 得到的 lg 1 lg 2 lg 3 lg 4较为理想 把 BP 神经
网络应用于 35 个核苷 12 个嘌呤碱和嘧啶碱的疏水分配系数 lgP(P 1 辛醇/水分配系数)
的预测 预测精度显著高于 BlgP 法 ClgP 法 AlgP 法 并根据预测结果讨论了分子内氢键
及分子构象柔顺性对这类化合物疏水性的影响[56] 把 BP 运用于生物样品 冠心病患者对照
组(健康人)血液中微量金属元素 Sr Cu Mg Zn 的进行含量综合分析 并以此来预报被测
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第二节遗传算法 
    遗传算法(Genetic Algorithm-GA)是一类借鉴生物界自然选择和自然遗传机制的随机
化搜索算法 由美国 J.Holland[1]教授于 1975 年首先提出 其主要特点是群体搜索策略和群
体中个体之间的信息交换 搜索不依赖于梯度信息 它尤其适用于处理传统搜索方法难于解
决的复杂和非线性问题 可广泛用于组合优化 机器学习 自适应控制 规划设计和人工生
命等领域 是 21 世纪有关智能计算中的热门技术之一  
1.2.1 遗传算法基本原理 
    遗传算法是具有 生成+检测 (generate-and-test)的迭代过程的搜索算法 它的基本
流程如图 2.1.2-1 所示  
    遗传算法是一种群体型操作 该操作以群体中的所有个体为对象 选择(selection)
交叉(crossover)和变异(mutation)是遗传算法的 3 个主要操作算子 它们构成了所谓的遗
传操作(genetic operation) 使遗传算法具有了其它传统方法所没有的特性 遗传算法包
含了如下 5 个基本要素 1)参数编码 2)初始群体的设定 3)适应度函数的设计 4)遗传操
作设计 5)控制参数设定(主要是指群体大小和使用遗传操作的概率等) 这 5 个要素构成了
遗传算法的核心内容[2,3,4] 下面对它们的进行一些详细介绍  
1.2.1.1 编码     
    由于遗传算法不能直接处理空间的解数据,因此我们必须通过编码将它们表示成遗传空
间的基因型串结构数据 编码的策略或方法对于遗传操作 尤其是对于交叉操作的功能有很
大的影响  
编码技术有以下几种 一维染色体编码 多参数映射编码 离散化(discretization)
编码 可变染色体长度编码 二维染色体编码和树结构编码 由于本论文涉及到一维染色体
编码技术 下面就对它作一个简要的介绍  
    所谓一维染色体编码是指搜索空间的参数转换到遗传空间后 其相应得基因呈一维排列
构成染色体 具体地说 在遗传空间中 用以表示个体的字符集中的要素构成了字符串 一



















图 1.2 1 标准遗传算法流程图 
 
    目前一维编码还有其它新的提案和方法 其中包括实数表示 格雷码表示和表表示等[5]  
1.2.1.2 初始群体的生成 
    由于遗传算法的群体型操作的需要 所以我们必须为遗传操作准备一个由若干初始解组
成的初始群体  
    模拟退火算法中 温度无限高的状态能量分布是通过随机状态的选择来设定的 同样
遗传算法中初始群体中的个体也是随机产生的 一般来讲 初始群体的设定可采取如下的策
略  
(1) 根据问题固有知识 设法把握最优解所占空间在整个问题空间中的分布范围 然后 在
此分布范围内设定初始群体  
(2) 先随机生成一定数目的个体 然后从中挑选出最好的个体加到初始群体中 这种过程不
断迭代 直到初始群体中个体数达到了预先确定的规模  
1.2.1.3 适应度评估检测 
    遗传算法在搜索进化过程中一般不需要其它外部信息 仅用评估函数值来评估个体或解
的优劣 并作为以后遗传操作的依据 评估函数值又称适应度 fitness 遗传算法的目标
函数不受连续可微的约束且定义域可以为任意集合 对目标函数的唯一要求是 针对输入可
计算出能加以比较的非负结果 这一特点使遗传算法应有范围很广  
    由于遗传算法中 适应度函数要比较排序并在此基础上计算选择概率 所以适应度函数
的值要取正值 在通常搜索方法下 为了把一个最小化问题转化为最大化问题 只需要简单
的把费用函数乘以-1 即可 但对遗传算法而言 这种方法还不足以保证在各种情况下的非























=    1.2 1 
显然存在多种方式来选择系数 Cmax Cmax可以是一个合适的输入值 也可采用迄今为止进化过
程中 g(x)的最大值或当前群体中 g(x)的最大值 Cmax最好与群体无关  
1.2.1.4 选择(selection) 
    选择或复制操作的目的是为了从当前群体中选出优良的个体 使它们有机会作为父代为
下一代繁殖子孙 判断个体优良与否的准则就是各自的适应度值 显然这一操作是借用了达
尔文适者生存的进化原则 即个体适应度越高 其被选择的机会就越多 选择操作实现方式
很多 主要有最佳保留 elitist model 选择机制赌轮选择 roulette wheel selection
机制 期望值模型 expected value model 选择机制 随机竞争 stochastic tournament
选择机制 排序 ranking 选择机制 联赛选择方式(tournament selection model) 排
挤方法(crowding model)混合选择机制  
    其中赌轮选择 roulette wheel selection 机制也称为适应度比例法(fitness 
proportional model)或蒙特卡罗(Monte Carlo)选择 是目前遗传算法中最基本也是最常用
的选择方法 在该方法中 各个个体的选择概率和其适应度成比例 设群体大小为 n 其中
个体 i 的适应度值为 fi 则 i 被选择的概率 Psi 为显然 概率 Psi 反映了个体 i 的适应度
在整个群体的个体适应度总和中所占比例 个体适应度越大 其被选择的概率就越高 反之
亦然 按式 1 计算出群体中各个个体的选择概率后 就可以决定哪些个体被选出 该思想可
用以下等算法描述  
  procedure selection 
  begin 
   I=0 
   sun=0 
   wheel-pos=random*FSUM 
   While sum<=wheel-pos  or i<=PSIZE do 
    i=i+1 
    sum=sum+Fi 
   endwhile 
   srt-no=i 
  end 
    这里 FSUM 为群体中所有个体适应度和 Fi 为第 i 个个体的适应度 random 是在[0
1]区间内产生随机数的随机函数 wheel-pos 相当于赌轮环上等位置 str-no 是所选个体号  
1.2.1.5 交叉操作 crossover) 
    在自然界生物进化过程中起核心作用的是生物遗传基因的重组(加上变异) 同样 遗传
算法中起核心作用的是遗传操作的交叉算子 所谓交叉是指把两个父代个体的部分结构加以
替换重组而生成新个体的操作 通过交叉 遗传算法的搜索能力得到飞跃提高 常用的交叉
操作有一点交叉(one-point crossover) 二点交叉(two-point crossover) 多点交叉
(multi- point crossover)  一致交叉(uniform crossover)  
    其中一点交叉又叫简单交叉 具体操作是 在个体串中随机设定一个交叉点 实行交叉
时 该点前或后灯两个个体的部分结构进行互换 并生成两个新个体  
1.2.1.6 变异操作 mutation  
    变异算子的基本内容是对群体中的个体串的某些基因座上等基因值作变动 就基于字符
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