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Abstract

Land surface temperature (LST) is an environmental variable derived from thermal infrared
(TIR) imagery. Satellite platforms are a good source of TIR imagery because of their
ability to provide widespread and frequent coverage of the Earth’s surface. It is common
that a single satellite remote sensing platform is able to provide images with good spatial
resolution or temporal resolution but not both. LST is an important parameter for studies
on the urban heat island (UHI) effect. These studies are limited by the spatial or temporal
resolutions of available LST products. This thesis presents an algorithm to estimate land
surface temperature with high spatial and high temporal resolutions by downscaling GOES16’s LST product. This is done by extending an epitomic representations methodology,
previously used to create high-resolution land cover maps, to land surface temperature
data. An LST product with high spatial and high temporal resolutions will benefit UHI
studies as well as any users of LST data. The accuracy and precision of our downscaled
LST products are in line with the targets set by the GOES-16 satellite’s LST product of
2.5 K for accuracy and 2.3 K for precision.
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Chapter 1
Introduction

1.1

Satellite Remote Sensing

Remote sensing is the process of drawing conclusions about an object or event from data
collected at a distance [6]. An example of remote sensing is an imaging sensor aboard
a satellite thousands of kilometers above the Earth used to track the development of a
hurricane in the Atlantic ocean. Passive and active methods to measure electromagnetic
(EM) radiation are two common ways of collecting data in remote sensing. In the context
of satellite remote sensing of the Earth, passive remote sensing measures radiation that
originates from the Sun and is reflected by the Earth’s surface or radiation that is emitted
by the Earth itself. Active remote sensing measures radiation that is emitted by the sensor
and reflected by the Earth’s surface. Passive remote sensing of EM radiation emitted by
the Earth itself is what makes it possible to measure the planet’s surface temperature (see
Sections 1.2 and 1.3). The performance of a satellite platform or sensor can be, in part,
quantified by two metrics that are typically at odds with each other. Spatial resolution,
which refers to the size of the smallest object that can be detected by the satellite sensor in
units of meters and temporal resolution, which refers to the frequency of measurements of
the same geographic location on Earth by a single satellite sensor in units of minutes, hours,
or days. Spatial and temporal resolutions are determined by satellite orbit/altitude, sensor
configuration, and wavelength of the EM radiation being measured. Table 1.1 compares
the design choices between four satellite platforms and the effect they have on spatial and
temporal resolutions.

1

Table 1.1: A comparison of four satellites/sensors to illustrate the
trade-off between spatial and temporal resolutions due to the choice
in orbit, scan type, and wavelength of EM radiation being measured.
Specifications sourced from NASA, NOAA, and USGS websites.

1.1.1

The Effect of Orbit/Altitude on Temporal Resolution

Most Earth observing satellites orbit the planet 700 Km above the surface in low Earth
orbit (LEO) or 36,000 Km above the surface in geosynchronous equatorial orbit (GEO). See
Figure 1.1 to get a sense of the difference between orbits. If we imagine ourselves equipped
with a camera in LEO, we would be revolving around the Earth and the Earth would be
rotating below us. If we took an image of New York City from above and we wanted to take
a second one, we would need to wait to find ourselves directly above the city again. The
wait could take several days (and a couple hundred trips around the Earth) resulting in a
low temporal resolution. Now imagine ourselves equipped with a camera in GEO, we would
always have a view of the same half of the Earth. Taking a second image of the city would
only take as long as it takes to press the shutter button again. For a satellite, pressing the
shutter may take a few minutes resulting in a high temporal resolution. Subsection 1.1.2
notes, however, that a higher altitude can result in a lower spatial resolution. Satellites in
LEO can additionally be in sun-synchronous orbit (SSO). A satellite in SSO passes over a
given location on the Earth’s surface at a particular local solar time. This is an advantage
because all images will have the same illumination characteristics but also a disadvantage
because the satellite is not capable of imaging a location at different hours of the day.
2

Figure 1.1: Red circles indicate the satellites, green circles are the satellite orbits, the fuzzy circles are planet Earth. Left: GOES-16 in GEO
(view from the north pole) can image an entire hemisphere of the planet
at once. Landsat 8 in LEO (view from the equator) can image only a
small section of the planet at a time. James Yoder [46].

1.1.2

The Effect of Sensor Configuration on Spatial and Temporal Resolutions

Imaging sensors are an array of pixel detectors. Sensor geometry is shown in Figure 1.2.
The instantaneous field of view (IFOV) for an imaging sensor is the angle extending from
a single pixel detector in the direction the sensor is pointed [29], it depends on the detector
size w and focal length f as IFOV = 2 arctan (w/2f ). The ground-projected instantaneous
field of view (GIFOV) is what is meant when describing the spatial resolution of a satellite
sensor, it is a function of IFOV and satellite altitude h as GIFOV = 2h tan (IFOV/2) or
equivalently GIFOV = hw/f . Decreasing the focal length, increasing detector size, or
increasing satellite altitude can reduce the spatial resolution of a satellite sensor. The scan
type of the sensor affects how much area of the planet’s surface a single image covers. Two
common scan types are pushbroom and whiskbroom [23], they are illustrated in Figure 1.3.
Pushbrooms have a line array of thousands of detectors, they scan the full width of the
image at once and the image height is captured as the satellite moves along in the orbit.

3

Whiskbrooms have a line array of tens of detectors, they scan from side to side to cover
the full width of the image (like a panoramic picture), the image height is captured as the
satellite moves along in the orbit. Covering a large area allows the sensor to image the
entire planet quickly, improving the temporal resolution.

Figure 1.2: Sensor geometry [35].

1.1.3

Figure 1.3: Sensor scan types [34].

The Effect of EM Wavelength on Spatial Resolution

An image is formed from the energy of photons collected by the pixel detectors of an imaging
sensor. The energy of a photon Q is inversely proportional to its wavelength λ and can be
quantified with Equation 1.1 where h is Planck’s constant and c is the speed of light [3].
Because energy decreases as wavelength increases, compared to sensors measuring visible
light, thermal infrared (see Section 1.2) sensors have larger detectors to capture enough
energy to make a good measurement. Subsection 1.1.2 notes that increasing detector size,
w, reduces spatial resolution.

4

Q = hc/λ

1.1.4

(1.1)

Defining the Units used to Measure EM Radiation

In remote sensing, EM radiation is typically reported in units of spectral radiance. We begin
with radiant energy Q, the energy of EM waves for a given wavelength λ in units of joules
per micron wavelength [J/µm], calculated with Equation 1.1. We then calculate radiant
flux φ, the radiant energy per unit time t in units of watts per micron wavelength [W/µm],
with φ = dQ/dt. Finally, spectral radiance Lλ , the radiant flux per unit projected area A
per unit solid angle Ω per wavelength λ in units of watts per square meter per steradian
per micron wavelength [W/(m2 sr µm)], is calculated with Lλ =

1.2

∂3φ
1
.
cosθ ∂A∂Ω∂λ

Thermal Infrared Remote Sensing

All objects with a temperature above absolute zero (0 Kelvin or −273◦ Celsius) emit EM
radiation. Planck [31] describes a black body as an idealized object that absorbs (and
emits) EM radiation equally well at all wavelengths. The Sun and Earth approximate
black bodies. Planck’s law in Equation 1.2, where h is Planck’s constant, c is the speed
of light, and k is the Boltzmann constant, can be used to estimate the amount of EM
energy emitted by a black body as a function of wavelength λ and temperature T , in units
of spectral radiance L. An atmospheric window is a range of wavelengths for which EM
radiation that is reflected or emitted by the Earth’s surface can pass through to space
without being absorbed by atmospheric gases [39]. The plot in Figure 1.4 puts this all
together. It shows the atmospheric windows in purple, a curve of Planck’s law for the
Earth with a temperature of 288 K (the average global surface temperature in 2019 [7]),
and a curve of Planck’s law for the Sun with a temperature of 6000 K after accounting for
Sun-Earth distance. The peak of Earth’s curve coincides with the atmospheric window in
the 8-14 µm range. Furthermore, the Sun’s curve quickly decays after 3 µm. This means
5

that any radiation, with a wavelength above 8 µm, that is measured by a satellite sensor
is likely emitted by the Earth itself and not reflected from the Sun. A satellite sensor
meant for TIR remote sensing will place imaging channels accordingly. GOES-16’s ABI,
for example, has two TIR channels centered at 11.2 and 12.3 µm. TIR channels are essential
to deriving land surface temperature products (see Section 1.3). TIR remote sensing’s sole
reliance on emitted radiation by the Earth and independence from reflected radiation from
the sun means LST can be measured not only during the day but also at night.

L(λ, T ) =

2hc2
1
hc
5
λ e λkT − 1

Figure 1.4: Illustrates the reasoning for placing GOES-16’s TIR bands
at 11.2 and 12.3 µm. The atmospheric window in the 8-14 µm range,
Earth’s peak EM radiation emission at 10 µm, and the lack of radiation
interference from the Sun above 8 µm.

6

(1.2)

1.2.1

Defining Brightness Temperature and Emissivity

Brightness temperature is the temperature of a black body needed to recreate an observed
spectral radiance at a given wavelength [27], as if solving Planck’s Law in Equation 1.2 for
T . Black bodies are ideal models, real objects emit radiation better at some wavelengths
than others, i.e. they are selective radiators. This selectivity is described by emissivity ε, a
measure of how efficiently an object radiates energy compared to a black body at the same
wavelength and temperature [28]. It is calculated as a ratio by εobj = Lobj /Lbb where L is
spectral radiance, obj is object, and bb is black body. Two objects can exhibit the same
spectral radiance despite having different temperatures because of their emissivity. Given
an observed spectral radiance, emissivity or temperature must be known to retrieve the
other. Most satellite LST products (see Section 1.3) use spectral libraries with compiled
emissivity data for different objects in order to estimate temperature.

1.3

Land Surface Temperature

In the GOES-R Series Mission Requirements Document [25], land surface temperature is
defined as the skin temperature of the uppermost layer of the land surface, whether that is
bare soil, pavement, tree tops, or ice. Land surface temperature must not be confused with
air temperature, the latter is usually measured at 1.5 meters above the surface. Air and land
temperature can differ from each other, think feeling a cool breeze in the air while standing
on the hot surface of a parking lot. LST has applications in meteorology as an indicator
of the Earth’s surface energy budget and in agriculture for frost mapping and crop stress
monitoring [18]. LST products have been used in studies of the urban heat island effect
(see Section 1.4) and in social science research (see Section 1.5). Land surface temperature
can be estimated from the thermal infrared channels of satellite imaging sensors. Different
satellite platforms deliver LST products with differing spatial and temporal resolutions
(Table 1.2). A visual comparison between Landsat 8 (30 m resolution) and GOES-16 (2
Km resolution) LST products is shown in Figure 1.5.
7

Table 1.2: A comparison of four satellite LST products. Specifications
sourced from NASA, NOAA, and USGS websites.

Figure 1.5: (a) Satellite view of the El Paso - Juarez area, (b) Landsat 8
LST product (30 m), (c) GOES-16 LST product (2 Km). Temperature
bar in kelvin. Note GOES-16’s coarser spatial resolution.

1.3.1

Deriving LST for the GOES-16 Satellite ABI Sensor

The split-window technique is commonly employed to estimate land surface temperature for
satellite sensors with two TIR channels. McMillin [20] reported that atmospheric absorption
in the TIR bands could be corrected by using the signal differences between adjacent
channels. The GOES-16 LST product is based on a split-window technique that corrects
for atmospheric absorption, applies predetermined surface emissivity information, with the
addition of an atmospheric path length term to further correct for satellite view zenith angle
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effects. GOES-16’s LST product is derived from the ABI’s TIR channels 14 and 15 at 11.2
and 12.3 µm, respectively, with Ts = c+a1 B14 +a2 (B14 −B15 )+a3 ε+d(B14 −B15 )(sec θ −1)
[45]. In the equation, Ts is land surface temperature, B is brightness temperature, ε =
(ε14 + ε15 )/2 is the average surface emissivity at wavelengths 11.2 and 12.3 µm, θ is the
satellite view zenith angle, and a1 , a2 , a3 , c, d are constants determined by atmospheric
simulation and regression analysis. All satellite platforms have a tailored equation to
retrieve land surface temperature.

1.4

Urban Heat Island Effect

The urban heat island (UHI) effect is defined in [8] as the phenomenon whereby urban
areas experience warmer temperatures than their rural surroundings. Figure 1.6 illustrates
the temperature profile in urban vs. rural areas. The UHI effect increases energy and water
demand as well as pollution, negatively impacts human health, and decreases air and water
quality. Temperatures related to the UHI effect exhibit a diurnal behavior due to daytime
heating and nighttime cooling. Surface UHI pertains to the heating of surfaces like roofs
and pavement, this can be measured through satellite remote sensing. As such, satellite
land surface temperature products have been utilized in studies of the UHI effect. Imhoff
[2] measured the intensity of UHIs in relation to the type of land cover American cities
displaced. It was found that the intensity is greater for northeastern cities that displaced
forests than for southwestern cities that displaced deserts. Wang [40] studied the increase
or decrease in the UHI effect through time as cities grew. It was found that typically
the UHI effect worsens as cities replace the natural landscape with impervious surfaces.
There was, however, a slight decrease in the UHI effect in cities like Phoenix, Arizona as
construction developments added vegetation that would otherwise not have been there due
to the desert environment, having a cooling effect.
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Figure 1.6: Land surface temperature profile as one moves from urban
centers to rural areas [22].

1.5

Social Science Applications of LST Products

Social scientists have utilized satellite land surface temperature products to answer questions pertaining to climate justice. Climate justice is a term used to expand the discussion
of climate change into a political and social issue (for its disproportionate effect on vulnerable populations) from its usual discussion as an environmental issue (for its effects like rising
global temperatures) [37]. In [30], the authors explored how historically “redlined” neighborhoods relate to present day spatial patterns of LST in urban areas. In the 1930s, US
government sponsored, Home Owners’ Loan Corporation generated maps that highlighted
neighborhoods deemed to be “hazardous” for real estate investment (often times based on
racial makeup) with the color red. In the past, some of these neighborhoods where taken
down to build highways. In the present day, they are primarily low-to-moderate income
and inhabited by people of color. The study found that American neighborhoods historically classified as “hazardous” were, on average, 2.6◦ Celsius warmer than neighborhoods
historically classified as “best” (in the present day, these neighborhoods are primarily aboveaverage income and white). In [5], the authors explored a relationship between socioeconomic factors and LST, NDVI, and NDBI at the census tract level in 20 US cities. They use
an “urban heat risk index” (UHRI), calculated with U HRI = (LST + N DBI) − N DV I,
to summarize the physical factors related to urban heat. NDVI is a measure of vegetation
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abundance and NDBI is a measure of built structure density. The research found that,
nationally, census tracts with lower socioeconomic status based on lower levels of income,
education, and home ownership are exposed to greater urban heat risk. They note, however,
that a census tract’s racial/ethnic makeup has a more complex relationship with urban heat
risk. The overarching message these studies hoped to convey is that individuals who are
most at risk due to the effects of climate change are the least able to do something about
it. As such, policies to combat climate change must implement plans that are feasible and
just for everyone.

1.6

Downscaling

In remote sensing, downscaling is the process of increasing the spatial resolution of an
image or data product. In a downscaled image, each pixel represents a smaller spatial
area than it did in the original image. Downscaling has the visual effect of making an
image look sharper and more detailed but these are not the only desired effects. Figure 1.7
shows an example of downscaling a true color satellite image where the sharpening effect of
downscaling can be seen. The downscaled image should also preserve the integrity of the
variable being measured, in this case LST. The downscaled LST product should provide
temperature values that are true to the actual temperature of the land surface, this point is
illustrated in Figure 1.8. Downscaling is, in a sense, another name for the term upsampling
in the field of digital signal processing. Upsampling a low sample rate sequence (like pixels
every 2 Km in a low-resolution image), taken from a signal of interest (like the planet’s
surface), aims to approximate the sequence that would have been obtained had sampling
been done at a higher rate (like pixels every 30 m in a high-resolution image). Downscaling
is similar to the term “resolution enhancement” used in image processing.
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Figure 1.7: Downscaling example. Satellite view of the UTEP campus.
The image on the left has a spatial resolution of 30 m, it was downscaled
using a pan-sharpening color space transformation method (see Section
2.1) to produce the image on the right with a spatial resolution of 15
m.

Figure 1.8: (a) Satellite view of east El Paso/Airport, (b) 2 Km GOES16 LST product of the same area, (c) 30 m Landsat 8 LST product
which we will consider to provide the true temperature of the land
surface. All have a superimposed 2 Km resolution grid. The plus symbols indicate a grass surface in a golf course. Because of GOES-16’s
coarse resolution, the cooler temperature of the grass is mixed with
the warmer temperature of the surrounding more abundant impervious surfaces. The grass is estimated to have a temperature of 328 K
in (b). The downscaled GOES-16 LST product should estimate the
temperature of the grass closer to its true value of 314 K seen in (c).
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1.7

The Problem, Goal, and Justification

The UHI effect, which can be measured with satellite LST products, exhibits a diurnal
behavior. City blocks and structures exist at a scale of around 100 meters. On one had,
GOES-16’s LST product can capture the UHI diurnal behavior due to its 1 hour temporal
resolution but it cannot resolve urban blocks due to its 2 Km spatial resolution. On the
other hand, Landsat 8’s LST product can resolve urban blocks due to its 30 m spatial
resolution but it cannot capture the UHI diurnal behavior due to its 16 day temporal
resolution. Other satellite platforms offer LST products with varying degrees of improved
spatial or temporal resolutions compared to these two extremes but no single satellite is
able to capture the UHI effect both spatially and temporally. The objective of this research
is to estimate LST at high spatial and temporal resolutions by downscaling GOES-16’s LST
product. The research presents a method to downscale GOES-16’s land surface temperature
product. The method extends the use of epitomic representations for the super-resolution
of categorical data like land cover maps (see Section 2.6) to downscaling of continuous
variables like land surface temperature. Downscaling GOES-16’s LST product would allow
for estimation of a LST product with a temporal resolution of 1 hour and a spatial resolution
of 30 meters. A high spatiotemporal resolution LST product could be used in the following
ways. Aid scientists study the urban heat island effect and its environmental and social
impacts. Inform NOAA/NWS about the spatial patterns of heat in urban areas when
issuing excessive heat warnings. Aid city planners identify neighborhoods which may need
mitigation strategies to combat the effects of high heat events on the environment and the
public. Help community leaders educate the public on how they can protect themselves
from the hazards of high heat events.
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1.8

Thesis Outline

Chapter 1 gives an introduction to satellite remote sensing, land surface temperature, and
the urban heat island effect. It describes the need for satellite LST products with high
spatial and temporal resolutions to properly study the UHI effect. This need justifies this
research on downscaling GOES-16’s LST product. Chapter 2 provides a review of methods
in the literature to downscale satellite remote sensing images and products. Chapter 3 describes the algorithm used in this work to downscale LST products and the methodology to
evaluate our results. Chapter 4 discusses the results for downscaling experiments using the
algorithm. Finally, Chapter 5 wraps up the thesis with concluding remarks and suggestions
for future work.
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Chapter 2
Literature Review

In this chapter, resolution exclusively refers to spatial resolution, not temporal resolution
unless noted otherwise. There is a variety of methodologies proposed in the literature for
downscaling satellite remote sensing data. Regardless of how different the methodologies
may seem, they can all be described as aiming to source high-resolution spatial detail from
somewhere and fuse it with the low spatial resolution image somehow. The signal flow
diagrams, presented in the next sections, color the high-resolution (HR) source in green
and the low-resolution (LR) data in red for each methodology. In the signal flow diagrams,
the convention will be that low-resolution data at t0 needs to be downscaled because highresolution data is not available at t0 but is available at some other tK (recall that sensors
with high spatial resolution tend to have lower temporal resolution and vice versa). One
last thing to note is that methodologies differ in their choice of data processing level, some
work with lower level data like radiance and reflectance, others work with derived products
like spectral indices, land surface temperature, and land cover type maps. An effort will
be made to note what kind of data each work in the literature was downscaling. The
methodologies are organized into the following categories.

2.1

Transformation Methods

Examples of transformation methods used for downscaling are color pan-sharpening, principal component analysis, and the wavelet transform [47]. Transformation methods change
the data space of the low-resolution image, e.g. the hue-saturation-intensity color space,
principal component space, or the frequency domain. Next, a high-resolution image replaces one of the components in this new data space that represents the spatial detail of
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the low-resolution image, i.e. the intensity component, the first principal component, or the
high frequency component. The transformation is inverted resulting in a downscaled image.
The signal flow diagram is shown in Figure 2.1. Transformation methods are typically used
to downscale multispectral channels using a panchromatic channel from the same satellite
sensor (or from another sensor). A panchromatic channel has a better resolution than the
multispectral channels. These methods typically work with radiance or reflectance data
and are limited in use to the red, green, and blue portions of the EM spectrum.

Figure 2.1: Signal flow diagram for transformation methods. Example
of their use to downscale the multispectral channels of a satellite sensor.

2.2

Reconstruction Methods

Gao [14] presented a method to blend reflectance data from the Landsat 7 ETM+ sensor
and the Terra/Aqua MODIS sensor, the blended product has the spatial resolution of
ETM+ and the temporal resolution of MODIS. The algorithm extracts spatial details from
the subtraction of low- and high-resolution images at tK. The extracted details are added
to a low-resolution image at t0 to get a downscaled image. The algorithm is done within a
moving window, it estimates the center pixel of the window using the context of surrounding
pixels with a weighing function. The signal flow diagram is shown in Figure 2.2. Wu [13]
extended this method to land surface temperature data to estimate an LST product with a
spatial resolution of 100 meters and a temporal resolution of 30 minutes by slightly altering
the algorithm to blend data from three satellites/sensors: Landsat TM/ETM+, MODIS,
and GOES-10.
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Figure 2.2: Signal flow diagram for the reconstruction method presented in [14]. Example of how the method could be used to downscale
GOES LST data.

2.3

Linear and Non-Linear Model Methods

These methods model the low-resolution data as a function of a high-resolution predictor. In
[33], LST = f (N DV I, albedo), where NDVI is a spectral index used to highlight vegetation
in remote sensing data, albedo is a measure of the reflective properties of a surface, and
f is a linear regression model. In [26], LST = f (N DV I, elevation), where elevation is
a location’s height above sea level and f is a non-linear random forest model. In [32],
Landsat 7’s ETM+ thermal infrared channel T IR = f (V N IR), where VNIR are the
visible/ near infrared channels of the sensor and f is a single hidden layer feed forward neural
network. Regardless if the model is linear or non-linear, the model is trained using lowresolution data (the high-resolution predictor is upscaled to decrease its spatial resolution)
then tested by inputting the high-resolution predictor into the model. The output of the
model is a downscaled version of the low-resolution data. Typically these methods have
a final “residual correction” step to make sure the estimated downscaled product, when
aggregated, matches the original low -resolution data. The signal flow diagram for these
methods is shown in Figure 2.3.
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Figure 2.3: Signal flow diagram for linear and non-linear model methods. Example of their use to downscale GOES LST data.

2.4

Bayesian Inference Methods

These methods pose the problem of downscaling as the maximization of a conditional
probability distribution function. The probability of a high-resolution image at t0 is conditioned on the observed low-resolution image at t0 and observations of high-resolution images at tK. Bayes’ theorem and assumptions of independence are used to break down the
problem as follows P (HRt0 |LRt0 , HRtK ) ≈ P (LRt0 |HRt0 )P (HRt0 |HRtK ). These methods are summarized in [11]. P (LRt0 |HRt0 ) is obtained from an “observational model”
LRt0 = W (HRt0 ) + n, where W is a spatial blurring operator and n is gaussian white
noise. P (HRt0 |HRtK ) is obtained from the assumption that HRt0 and HRtK are jointly
normally distributed. Works using this methodology develop different ways to estimate
the needed mean and covariance matrices. Xue [10] used bayesian inference to downscale
MODIS reflectance data by blending it with data from Landsat 7’s ETM+.

2.5

Sparse Representation Methods

Sparse representations suppose that patches from an image are constructed from a select
few (as in sparse) “elementary” features like edges, corners, and patterns. These features,
called atoms, form a collection called a dictionary. Sparse representations were used for
image “super-resolution” in [19]. In [16], sparse representations are used to downscale
MODIS reflectance data by blending it with Landsat ETM+ data. In this work, there is a
low- and a high- resolution dictionary. It is assumed the sparse representation between low-
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resolution patches and the low-resolution dictionary is scale invariant and can be used to
infer the high-resolution dictionary as well as estimate the corresponding high-resolution
patches. The signal flow diagram is shown in Figure 2.4. The dictionaries are trained
using image gradients and image differences which highlight the edges (details) in images.
A similar application of sparse representations exists in the field of compressive sensing,
which studies the recovery of signals when only a few samples of the signals are available
[36].

Figure 2.4: Signal flow diagram for sparse representations as used in
[16] for downscaling MODIS reflectance data.

2.6

Epitomic Representation Methods

In order to effectively explain epitomic representation methods for downscaling, Subsection
2.6.1 describes what the epitome model is and how it is derived then Subsection 2.6.2 gives
an example of the use of the epitome model for estimating high-resolution land label maps.
Epitomic representation methods are used to downscale LST products in this work.

2.6.1

The Epitome Model

In the Merriam-Webster dictionary, the word epitome is defined as “a brief presentation or
statement of something” [21]. In image processing, an epitome is a small and condensed
version of an image that retains the features and textures of the original. The concept was
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first presented in [17]. An image and its epitome are shown in Figure 2.5. More accurately,
the epitome is a Gaussian mixture model of image patches and is composed of three grids of
parameters; means, variances, and weights (µ, σ 2 , π), that describe the components of the
model. The epitome that is shown in Figure 2.5(b) is just the mean (µ) grid. The model
supposes that a patch x (a patch is a small group of pixels) from the original image can be
mapped to any one of K components, s, in the epitome. The parameters of a component
are spread across the epitome by the size of patch. The mapping between patches in
the original image and components in the epitome is shown in Figure 2.6. Following the
description of a Gaussian mixture model, the law of total probability [15] gives the marginal
P
probability of patch x as p(x) = K
s=1 p(x|s)p(s). p(x|s), defined in Equation 2.1, is the
conditional probability that patch x comes from component s. p(s), defined in Equation 2.2,
is the weight of component s and ijk are a pixel’s column, row, and channel in the patch.
Component s, at position (a, b) in the epitome, has means µsijk = µa+i,b+j,k , variances
2
σsijk
= σ 2a+i,b+j,k , and weights πsij = π a+i,b+j . In [1], the parameters of the epitome model

are trained using patches from the original image and stochastic gradient descent. Like it
is done in neural network training, the parameters of the model are updated incrementally
using batches of data (a batch is a set of patches). The parameters are updated with
P P
d
n
n
log
n
s p(x |s)p(s) where x are individual patches in a batch, and the parameters
dθ
are θ = {µabk , σ abk , π ab }. The means are initialized randomly, the variances and weights
are initialized to “reasonable” values. Training parameters that must be set before hand
are the grid size of the epitome, the amount of batches, the amount of patches in a batch,
and the size of the patches.

p(x|s) =

Y
ijk

1

q
e
2
2πσsijk

p(s) =

Y
ij
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πsij

(xijk −µsijk )2
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Figure 2.5: (a) Original image (512 by 512 pixels), (b) The image’s
epitome (299 by 299 pixels). The epitome condenses the features and
textures of the original image indicated by the shape pairs: Circle road, Triangle - river, Square - path, Diamond - house, Pentagon grass field, and Hexagon - forest. Note that features in an epitome do
not appear at the same locations as they do in the original image. [1].

Figure 2.6: Visualization of the epitome model. Patches in the original
image can be mapped to any component in the epitome, some mappings
are more likely than others. Only a few patches, components, and
mappings are shown. Modified from [44].
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2.6.2

Epitome Model for Estimating High-Resolution Land Label
Maps

In [1], the epitome model was used to estimate high-resolution land-label maps. The dataset
consisted of 1 m high-resolution VNIR imagery, a 30 m low-resolution land-class map with
20 classes (developed, barren, forest, shrublands, wetlands, etc.), and a 1 m high-resolution
land-label map with 4 labels (water, forest, field, and impervious). The dataset was divided
into north and south regions with the goal of estimating a 1 m high-resolution land-label
map for the north region. The signal flow diagram for the methodology is shown in Figure
2.7, it is labeled with Steps 0 to 4. Step 0 trains an epitome to obtain the parameters of
components s using patches xn from south VNIR imagery. Step 1 derives the conditional
distribution p(s|g), which describes the probability of component s belonging to one of the
20 land-classes g. This distribution is found using another set of patches xp from north
VNIR imagery and the land-class g p for each patch in the north land-class map. Step 2
derives the conditional distribution p(l|g), which describes the probability of a land-label
l within a land-class g, (e.g. the developed class is mostly made up of the impervious
label and not the forest label). This distribution is known a priori in [1]. Step 3 derives
the conditional distribution p(l|s), which describes the probability of component s being
marked as one of the 4 land-labels l. This distribution is estimated using an iterative
algorithm involving p(s|g) and p(l|g). In step 4, the epitome, whose components s are
now marked with high-resolution land-label l, can be used to estimate a high-resolution
land-label map for the north region using another set of patches xr from the north VNIR
imagery. The methodology exploits the fact that an image patch can always be mapped
to a matching component in the epitome. Example results of estimating a high-resolution
land-label map are shown in Figure 2.8.
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Figure 2.7: Signal flow diagram for how the epitome model was used
to estimate high resolution land-label maps in [1]. Steps 0 to 4 are
described further in Subsection 2.6.2.

Figure 2.8: Example results from the experiments conducted in [1]. (a)
Input aerial 1 m resolution VNIR image, (b) Input 30 m resolution 20
land-class map, (c) Output 1 m resolution 4 land-label map.

2.7

Chapter 2 Summary

Chapter 2 organizes the numerous methods in the literature for downscaling satellite remote sensing images and products into the transformation, reconstruction, linear/nonlinear model, bayesian inference, sparse representation, and epitomic representation categories. It delves into detail on the epitomic representation category as this is the method
used to downscale LST products in this work.
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Chapter 3
Methodology

A methodology using epitomic representations for the “super-resolution” of categorical
datasets like land-label maps was presented in [1] (see Section 2.6). This methodology is
extended for the purposes of downscaling GOES-16’s land surface temperature product
where temperature is a continuous variable. Land-label data consists of a few distinct
“quantization” levels, 4 or 20 as was seen in Subsection 2.6.2. LST data, however, is a
continuous variable, where even if temperature values are quantized to the nearest whole
number could result in upwards of 40 or more quantization levels.

3.1

Study Area

The study area is a 70 by 70 Km square centered at the intersection of Paisano Dr. and
Alameda Ave. in the City of El Paso. A satellite image of the study area is shown in Figure
3.1. The main features of the study area are the City of El Paso, Texas, Ciudad Juarez,
Mexico, two mountain ranges, desert land, and croplands. Experiments were conducted
over a period from August 2019 to November 2020.

3.2

Dataset

The dataset consists of high-resolution Landsat 8 surface reflectance products (sourced
from USGS EarthExplorer [43]) for channels 2, 4, 5, and 6 on three dates: te1 , te2 , te3
where subscript e signifies that products on these dates are used to train an epitome for
each of the four temperate seasons. Ideally, we have one product for each month in the
season. For example, the summer epitome is trained with products from July, August,
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and September. Additionally, we need surface reflectance products for date t0 which is the
date on or closest to the date of the low-resolution LST product we wish to downscale.
High-resolution Landsat 8 land surface temperature products (also sourced from USGS
EarthExplorer) are needed for five dates: t−2 , t−1 , t0 , t1 , and t2 . Dates t−2 , t−1 , t1 , and
t2 are the closest dates to t0 with LST products with no cloud cover. The high-resolution
LST product at t0 is used for testing and validation. All products are collected at 10:40
AM Mountain Standard Time, this is the time the Landsat 8 satellite passes over the study
area. In our experiments, the low-resolution LST products were simulated by upscaling
the high-resolution Landsat 8 LST products. Doing so shields our experiments from errors
caused by image registration discrepancies both in time and space.

Figure 3.1: Satellite view of the study area. The white box is a section
of the El Paso-Juarez urban area,the blue box is desert land, the green
boxes are mountain ranges, and the red boxes are croplands.

3.3

Data Pre-processing

All products are reprojected to the WGS 84 coordinate system (this accomplishes image
registration), cropped to the study area, and resized to 2100 by 2100 pixels, doing so results
in the products having a spatial resolution of 33.33 m. Normalized Difference Vegetation
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Index (NDVI) and a second index, created here to visually contrast the city from the desert
(we refer to it as the Normalized Differnce Urban-Sand Index, NDUSI), are derived for the
following dates: te1 , te2 , te3 , and t0 . NDVI is calculated with NDVI =

C5 −C4
C5 +C4

[42] where C

is surface reflectance and subscripts are channels 4 and 5, it is further normalized to the
range 0 to 1 with NDVI =

NDVI+1
.
2

NDUSI is calculated with NDUSI =

C6 −C2
C6 +C2

where C

is surface reflectance and subscripts are channels 2 and 6, it is further normalized to the
range 0 to 1 with NDUSI =

NDUSI+1
.
2

NDVI and NDUSI products are “stacked” to form a

two “channel” image. Simulated low-resolution LST products are derived for the following
dates: t−2 , t−1 , t0 , t1 , and t2 . Landsat 8’s LST products are upscaled to the GOES-16
LST resolution of 2 Km by spatial averaging every 60 by 60 block of pixels. The resulting
products have a size of 35 by 35 pixels. In order to be able to use the low-resolution LST
products with the rest of the products, they are resized/resampled to 2100 by 2100 pixels
using nearest-neighbor interpolation. All LST values are rounded to the nearest integer.
An example of a dataset used in an experiment is shown in Figure 3.2.

Figure 3.2: (a) NDVI product t0 , (b) NDUSI product t0 , Highresolution LST products for (c) t−1 , (e) t0 , and (g) t1 , Simulated lowresolution LST products for (d) t−1 , (f) t0 , and (h) t1 . The temperature
colorbar is in units of Kelvin. Not shown are the NDVI/NDUSI products for te1 , te2 , and te3 nor the LST products for t−2 and t2 .
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3.4

Algorithm

The algorithm is broken down into 6 steps, numbered 0 to 5. The goal is to downscale the
simulated low-resolution LST product on date t0 . Tables 3.3, 3.4, and 3.5 towards the end
of the chapter summarize the datasets needed for the algorithm for all experiments. Only
half of the product is downscaled at a time to avoid using a given image patch to both
train (Step 1) and infer (Step 4). The signal flow diagram for the algorithm is shown in
Figure 3.3, it is labeled with Steps 0 to 5.

Figure 3.3: Signal flow diagram for how epitomic representations are
used to downscale low-resolution land surface temperature products.
Steps 1 through 4 are repeated, exchanging west and east, before continuing to step 5.

3.4.1

Step 0: Epitome Training

Step 0 trains an epitome using randomly chosen patches xn from the NDVI/NDUSI products for the following dates: te1 , te2 , te3 . We obtain the parameters; means, variances, and
weights (µ, σ 2 , π) for components s of the epitome model. Details for training the epitome were presented in Subsection 2.6.1. The means, variances, and weights are initialized,
parametrized, and clipped as in [1]. Each epitome has a grid size of 199 by 199 pixels and
is trained with 60000 batches each consisting of 64 patches, the patches vary in size from
3 by 3 to 9 by 9 pixels. The idea is to make a summary of the typical NDVI and NDUSI
values of the study area for a given season. Table 3.1 summarizes the product dates used
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to train the epitome for each season. Figure 3.4 shows an example of the resulting means,
variances, and weights for a trained epitome.
Table 3.1: Datasets for training epitomes, the dates are color coded
based on the satellite and product.

Figure 3.4: Example of an epitome trained on the NDVI/NDUSI products for the Summer te1 , te2 , and te3 in Table 3.1. Epitome means for
(a) NDVI, (b) NDUSI, inverse variances for (c) NDVI, (d) NDUSI, and
(e) Weights.
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3.4.2

Step 1: Estimating p(s|g)

Step 1 estimates the probability of a component s in the epitome having a low-resolution
LST value of g, p(s|g). The low-resolution LST product and NDVI/NDUSI product for
t0 are evenly split into west and east areas. We begin by randomly sampling 1280000
patches of size 3 by 3 pixels from the west half of the NDVI/NDUSI product. Each patch
xp is paired to a low-resolution LST value g p . g p is sampled from the low-resolution LST
product at the same location where the center pixel of patch xp was sampled from the
NDVI/NDUSI product. Then, we find the probability of component s given patch x using
Bayes’ theorem; p(s|x) ∝ p(x|s)p(s) with p(x|s) and p(s) defined in Equations 2.1 and 2.2,
respectively. Finally, p(s|g) is obtained by summing all p(s|x) where patch x was paired to
P
LST value g with p(s|g) ∝ t:gp =g p(s|xp ). Visualizing all of p(s|g) is a tall order, Figure
3.5 shows the most likely low-resolution LST value g for each component s in the epitome
from Figure 3.4.

Figure 3.5: Visualization of the most likely low-resolution LST value g
for components s in an epitome. A way to make sense of this is to note
that regions with high NDVI values in Figure 3.4(a) are more likely
to have lower LST values. We can see that vegetation, like croplands,
exhibit a high NDVI and low LST by referring to Figures 3.1 and 3.2.
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3.4.3

Step 2.1: Estimating the Range of LST values l and g

Before estimating p(l|g) in Subsection 3.4.4, we first observe that the range of LST values l
for the high-resolution LST products on the top row of Figure 3.2 is larger than the range
of LST values g for the low-resolution LST products on the bottom row. This is more
easily seen in Figure 3.6 which compares the histograms of the high- and low-resolution
LST products of Figure 3.2(c) and (d), respectively. What this means is we must estimate
the range of LST values l that the downscaled LST product for t0 will have. To do so,
we studied the temperature range of 23 pairs of cloud-free high-resolution and simulated
low-resolution LST products between June 06, 2019 and February 04, 2021. On average,
the lowest temperature in the high-resolution LST product was 19 Kelvin lower than the
lowest temperature in the low-resolution LST product. Similarly, the highest temperatures
differed by 7 Kelvin. As an example, the range of LST values g for the low-resolution LST
product at t0 is known to be 310 to 333 Kelvin. We estimate the range of LST values l for
the downscaled LST product at t0 to be 291 to 340 Kelvin. The range of LST values l for
the reference high-resolution LST product at t0 is 299 to 339, the estimate is not far off.

Figure 3.6: Histograms for (a) High-res LST product in Figure 3.2(c)
and (b) Low-res LST product in Figure 3.2(d). They have similar
shapes but the high-res LST histogram has a larger range.
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3.4.4

Step 2.2: Estimating p(l|g)

Now we estimate the distribution of high-resolution LST values l for a low-resolution LST
value g, p(l|g). There are 3600 (60 by 60) high-resolution pixels within one low-resolution
pixel. Here, we use the low- and high-resolution LST products for t−2 , t−1 , t1 , and t2 . The
process to estimate the conditional distribution is illustrated in Figure 3.7. All the products
have already been reprojected/registered and the low-resolution LST products have been
resampled in data pre-processing (see Section 3.3), this corresponds to Figure 3.7(b). We
will use the example where g = 314 K and l = 319 K. In the low-resolution LST products,
note which pixels have a value of 314 and how many there are this is the total (Figure
3.7(c)). In the high-resolution LST products, of the noted pixels, count how many have a
value of 319, this is the count (Figure 3.7(d)). Then, p(l = 319|g = 314) = count/total.
This is done for all g and l that were found in Step 2.1. Figure 3.8 shows an example of
p(l|g).

Figure 3.7: The process to estimate p(l|g). (a) Lo-res LST product
where red pixels equal 319 K and blue pixels equal 314 K, (b) Resampled
lo-res LST product using nearest neighbor interpolation, (c) Note which
pixels in the lo-res LST product equal 314 K, there are 18 pixels, (d)
In the high-res LST product, of the noted pixels, 6 of them equal 319
K. Then p(319|314) = 1/3.
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Figure 3.8: p(l|g) estimated from the low- and high-resolution LST
products for t−2 , t−1 , t1 , and t2 . It is clear that as g gets warmer the
distribution of l will trend towards warmer values as well, but we also
see that the distribution for low temperatures is more spread out.

3.4.5

Step 3: Estimating p(l|s)

Step 3 estimates the probability of a component s in the epitome having a high-resolution
P
LST value of l, p(l|s). We know that p(l|g) = s p(l|s)p(s|g). As in [1], p(l|s) can be found
by minimizing the Kullback-Leibler distance between the known p(l|g) (found in Step 2)
and its estimate (the right side of the equation where p(s|g) was found in Step 1) with
Equation 3.1. This problem can be solved with an expectation-maximization algorithm
P
and an auxiliary distribution, qls (s), to bound log[ s p(l|s)p(s|g)]. To get the expectation
step observe that in Equation 3.2 the bound on the right side of the inequality is made
tight with Equation 3.3. The maximization step optimizes for p(l|s) with Equation 3.4.
We iterate Equations 3.3 and 3.4 (with p(l|s) initialized randomly and p(g) assumed to be
a uniform distribution) for a maximum of 50 iterations to obtain p(l|s). Visualizing all of
p(l|s) is a tall order, Figure 3.9 shows the most likely high-resolution LST value l for each
component s in the epitome from Figure 3.4.
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Figure 3.9: Visualization of the most likely high-resolution LST value l
for components s in an epitome. The range and variability of temperature values in this figure is larger than that of Figure 3.5.

3.4.6

Step 4: Preliminary Downscaled LST Product

We return to the NDVI/NDUSI product at t0 (recall it was evenly split into west and
east areas in Step 1). We now find the high-resolution LST value l of each pixel on the
east half of the NDVI/NDUSI product. We sample the 3 by 3 size patch surrounding
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each pixel and refer to this patch as xr . We find the conditional distribution p(l|xr ) with
P
p(l|xr ) = s p(s|xr )p(l|s), where p(s|x) is derived as is done in Subsection 3.4.2 and p(l|s)
was derived in Subsection 3.4.5. We use only the top 10 components s with the highest
probability in p(s|xr ) to perform the product and sum to reduce computation time. Recall
that an image patch can always be mapped to a matching component in the epitome and
that some mappings will be more likely than others, using all components s is not strictly
necessary. Finally, we take the high-resolution LST value l with the highest probability in
p(l|xr ) to be the preliminary high-resolution LST value for each patch (and thus for each
pixel) in the east half of the study area. Figure 3.10 shows the preliminary downscaled LST
product for t0 after each half of the study area was downscaled individually. So far, the
algorithm does a great job at estimating that the croplands are the coolest regions in the
study area, followed by the urban area, and then the desert land as warmest. It doesn’t,
however, capture the spatial patterns of temperature that are not correlated to land cover
types. This can be seen in the mountain ranges, which typically are cool because of the
higher elevation but are shown as warm because the model makes its estimate based on
the fact that they have little vegetation.

Figure 3.10: Preliminary downscaled LST product for t0 .
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3.4.7

Step 5: Residual Correction

So far, what the algorithm does is estimate the most likely LST for a given NDVI/NDUSI
value. Sometimes, LST exhibits spatial patterns that are not directly related to the spatial
distribution of NDVI/NDUSI values in the study area. The preliminary downscaled LST
product obtained in Subsection 3.4.6 lacks these spatial patterns but they can be recovered
by doing a residual correction. Residual correction has been used by many researchers,
including the authors of [26] who used a random forest model to downscale LST products.
The preliminary downscaled LST product (here named LSTpr and shown in Figure 3.10)
is upscaled to a spatial resolution of 2 Km by spatial averaging every 60 by 60 block of
pixels. This “upscaled-downscaled” LST product is named here as LSTup (shown in Figure
3.11(b)). The residual ∆, is obtained by subtracting LSTup from the original low-resolution
LST product (here named LSTlr and shown in Figure 3.11(a)), i.e. ∆ = LSTlr − LSTup .
The residual (shown in Figure 3.11(c)) is added back to the preliminary downscaled LST
product to obtain the final downscaled LST product LSTf inal , i.e. LSTf inal = LSTpr + ∆.
An example of the final downscaled LST product for t0 is shown in Figure 3.12. We can see
the LST product in this figure now has a spatial distribution of LST that is more similar
to Figure 3.2(e).

Figure 3.11: (a) Original low-resolution LST product (LSTlr ), (b)
LSTup , (c) Residual (∆).
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Figure 3.12: (a) The final downscaled LST product (LSTf inal ) for t0
obtained after applying residual correction to the preliminary downscaled LST product in Figure 3.10. (b) The reference high-resolution
LST product for comparison

3.5

Testing and Validation

The Committee on Earth Observation Satellites (CEOS), an international organization
of 34 national space agencies, describes best practices for the validation of satellite derived land surface temperature products in [4]. The best method for validation of satellite
LST products is a direct comparison against ground based LST measurements from climate/weather stations. Unfortunately, there is no station that provides LST measurements
within the study area chosen in this work. While not as robust as ground based validation,
comparison against existing LST products is a viable alternative with some caveats and
benefits. Inter-comparison between satellite LST products must account for differences in
satellite spatial resolution and view angle (image spatial registration) and differences in
timing between the products (image temporal registration). The inter-comparison method
is useful in qualitative analysis to find disagreements between LST products over large
areas, which is not possible with ground based validation. Finally, it is advised to break
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down validation on a spatial (Section 3.5.4) and temporal (Section 3.5.5) basis as well as
using only cloud free data to reduce the effect of cloud contamination on the results.

3.5.1

Simulated vs. Actual Low-resolution LST Products

The experiments performed and the datasets used are described in Tables 3.3 and 3.4.
Downscaled LST products are validated against an existing high-resolution LST product
on the same date t0 . Each experiment is done twice, first with simulated low-resolution LST
data and again with actual low-resolution LST data from the GOES-16 satellite (sourced
from NOAA-CLASS [24]). Using simulated data removes the effect of spatial and temporal
image registration discrepancies on the results and provides a reference image to use in
assessment of the downscaled product. For completeness, the results for experiments with
actual low-resolution data are also reported. All products can be registered by reprojecting
them to the WGS 84 coordinate system as done in the methodology. This, however, doesn’t
change the fact that all satellites have a different view angle of the study area. The temporal
offset between LST products when using actual low-resolution LST data is reported in the
LST offset columns of Tables 3.3 and 3.4.

3.5.2

Validation Metrics & Targets

CEOS best practices use accuracy, precision, and uncertainty, reported in units of Kelvin
(K), as metrics for the validation of LST products . Accuracy, or bias, is the average
difference between the estimated LST values and the reference LST values. We quantify
P
that with the mean absolute error: MAE = N1 N
i=1 |Gi − Li |. Precision is the standard
deviation of the difference between the estimated LST values and the reference LST values.
q P
N
1
2
That is the standard deviation of the error: STD =
i=1 (Gi − Li − ME) where
N
P
ME = N1 N
bias and precision errors
i=1 (Gi − Li ), is the mean error. Uncertainty includes
q P
2
and is estimated with the root mean square error: RMSE = N1 N
i=1 (Gi − Li ) . Here, G
is the downscaled LST product, L is the reference high-resolution LST product, N is the
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total number of pixels in the products, and subscript i is for each pixel in the products. If
ME is zero, STD = RMSE. For satellite LST products intended for use in climate studies,
CEOS targets a precision of 1 K and an uncertainty of 1 K [4]. The GOES-R Series Mission
Requirements Document [25] has an accuracy target of 2.5 K and a precision target of 2.3
K for the GOES-16 LST product. These targets are summarized in Table 3.2 and are used
to gauge our downscaling results.
Table 3.2: Error metrics and Targets.

3.5.3

Structural Similarity Index

The structural similarity index (SSIM) presented in [38] is a metric to objectively quantify
image quality and can be used to gauge image reconstruction results against a reference
image. The index can be calculated on the entire image at once or using a moving window. The latter produces an SSIM map where each pixel in the image has an SSIM value
calculated by taking the surrounding window into account. The mean structural similarity
index (MSSIM) is the average SSIM value in the map. We use the MSSIM to evaluate the
downscaled LST product against the reference high-resolution LST product. To calculate
the index, each LST product pair (the downscaled result and reference) must be normalized
to a range of 0 to 1. We utilize windows of size 59 by 59 pixels for experiments where the
low-resolution LST product has a resolution of 2 Km and windows of size 29 by 29 pixels
and 15 by 15 pixels when the resolution is 1 Km and 500 m, respectively, as in the scale
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factor analysis (Subsection 3.5.6). The index exists in a range between 0 and 1, with a
value closer to 1 signifying better reconstruction/downscaling results.

3.5.4

Spatial Analysis

Spatial analysis consists of reporting results for the entire study area and for individual
land cover types. A land cover map is sourced from the Commission for Environmental
Cooperation [9]. In 2015, the commission produced a land cover map of the North American
continent at a resolution of 30 meters (using Landsat satellite imagery). We use this map
for validating our downscaling results per land cover type. The map is reprojected to the
WGS 84 coordinate system, cropped to the study area, and resized to 2100 by 2100 pixels
to make it compatible with the rest of the datasets. In the study area, the map consists of
12 different land cover types which are then reduced to 5. The five land cover types and
the percent of the study area they occupy are as follows; urban (21.7%), cropland (7.6%),
grassland (7.9%), shrubland (62.1%), and other (0.8%) which consists of forest, wetland,
barren land, and water. The land cover map of the study area is shown in Figure 3.13.

Figure 3.13: Land cover map of the study area [9].
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3.5.5

Temporal Analysis

Temporal analysis consists of reporting results for the four seasons; winter, spring, summer,
and fall. Seasonal validation is carried out by comparing against high-resolution Landsat 8
LST products. The experiments and datasets used for seasonal analysis are summarized in
Table 3.3. Temporal analysis is supplemented by reporting results for different hours of the
day and night. Day/night validation is carried out by comparing against high-resolution
ECOSTRESS LST products (sourced from USGS EarthExplorer [43]). The experiments
and datasets used are summarized in Table 3.4.

3.5.6

Scale Factor Analysis

Additional analysis studies the effects of scale factor in the downscaling process. The idea
is to learn if the methodology is equally effective for downscaling to 30 m when starting
from a resolution of 2 Km, 1 Km, or 500 m, the dates used for scale factor analysis are
marked in the scale factor analysis column of Table 3.3.
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Table 3.3: Datasets for seasonal and scale factor analysis. The dates are
color coded based on the satellite and product below the table for either
simulated or actual low-resolution LST data. Scale factor analysis is
only done with simulated low-resolution LST data. The LST offset
column is only relevant when using actual low-resolution LST data.

Table 3.4: Datasets for day/night analysis. The dates are color coded
based on the satellite and product below the table for either simulated
or actual low-resolution LST data. The LST offset columns are only
relevant when using actual low-resolution LST data.
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3.6

Social Science Application

In the summer of 2020, the NOAA Climate Program Office (NOAA CPO) in partnership
with CAPA Strategies LLC and local governments coordinated 13 urban heat island mapping field campaigns in cities across the country [12]. One of those campaigns took place in
the City of El Paso on July 10th. Volunteers collected air temperature and humidity data
throughout the city by driving predetermined routes through various neighborhoods and
along major roads with sensors attached to their vehicles. Data was collected at 6 AM, 3
PM, and 7 PM. The Center for Inter-American and Border Studies at The University of
Texas at El Paso plans to use the data for social science research focused on socioeconomic
factors and the distribution of hot spots in El Paso and the surrounding area. The air
temperature data collected during the campaign has very good spatial resolution but is
limited to areas located inside El Paso’s city limits, leaving out Ciudad Juarez, Mexico
right across the border and surrounding cities and towns. While air temperature and land
surface temperature are not the same, LST data has been shown to be useful in social
science research (see Section 1.5). We downscaled GOES-16 LST products for hours corresponding to those of the field campaign in an effort to expand the spatial extent of the
existing data. The datasets used for this application are shown in Table 3.5.
Table 3.5: Datasets for social science application. The dates are color
coded based on the satellite and product below the table.
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3.7

Chapter 3 Summary

Chapter 3 describes the study area, dataset, and algorithm based on epitomic representations used to downscale LST products. The algorithm is broken down into 5 major
steps. It also describes the methodology to evaluate our downscaled results using accuracy,
precision, uncertainty, and the structural similarity index as metrics. We use LST error
targets set by the Committee on Earth Observation Satellites and the official GOES-16
LST product for reference. The evaluation methodology explores the algorithm’s performance through spatial, temporal, and scale factor analyses, as well as comparing results
when using simulated vs. actual low-resolution LST products.

43

Chapter 4
Results and Discussion

This chapter presents results for the downscaling experiments described in Tables 3.3, 3.4,
and 3.5 in chapter 3. The discussion is broken down following the analyses described in
Sections 3.5 and 3.6 after a short discussion on the algorithm’s assumptions and limitations.
For simplicity, discussion of numeric results may be done with averages based on the type
of analysis being done.

4.1

Algorithm Assumptions

The biggest assumption the algorithm makes is that land surface temperature is able to be
modelled as a function of NDVI/NDUSI only if the experiment area is not too large. This
is a consequence of LST being a highly dynamic variable and NDVI/NDUSI being very
static predictors. If the experiment area were to cover the entire United States it would be
a challenge to find the most likely LST for a given NDVI/NDUSI value. For example, at a
given point in time, vegetated surfaces have similar NDVIs in Texas as they do in Alaska
but their temperatures are likely to be very different. Would the algorithm decide that
vegetated surfaces are warm because of Texas or cool because of Alaska? This same issue
presents itself when we split the study area in half to separate training and inferring data
(a good engineering practice), it can happen that the two halves have widely different LST
values for a given NDVI/NDUSI value.
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4.2

Algorithm Limitations

This research presents an extension of the algorithm in [1], where it was used to produce
high-resolution land-label maps (categorical variables), to downscale land surface temperature products (continuous variables). Step 2.2 (Subsection 3.4.4) is identified as the limiting
step in the algorithm’s application to LST data. In [1], p(l|g) is known a priori and describes the distribution of high-resolution land-labels for a given low-resolution land-class
(e.g. the developed class is mostly made up of the impervious label and not the forest
label). This works great because land cover labels or classes are highly static variables. In
the case of land surface temperature, the distribution of high-resolution LST values within
a low-resolution LST pixel can be very different even for two low-resolution pixels with
the same LST value. As a result, the counting and normalizing process used in Step 2.2
tends to return approximately “normal” distributions for p(l|g). Furthermore, the algorithm relies on low- and high-resolution LST pairs from 10:40 AM to estimate p(l|g). It
may happen that the LST values for the products at t0 are outside the range of LST values
for the “bracketing” LST products at t−2 , t−1 , t1 , and t2 and p(l|g) cannot be estimated
or is estimated from very few samples. The consequence is that the LST product is not
downscaled or the temperature of different surface types is not properly discerned resulting
in little spatial detail, this is particularly a problem for downscaling LST products collected
at night.
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4.3

Qualitative Results

The first discussion is a visual evaluation of the downscaling results. We use the scale
shown in Table 4.1 with possible scores of 0, 1, 2, and 3. This scale was created for
this work exclusively and is entirely subjective. Figure 4.1 shows examples of each score.
The qualitative scores when downscaling simulated low-resolution LST products are on
average higher than the scores when downscaling actual low-resolution LST products. An
example of this is shown in Tables 4.2 and 4.3 where the score average is 2.25 for simulated
experiments and 1.08 for actual experiments. The qualitative scores are on average higher
for the spring and summer seasons than for fall and winter. An example of this is shown in
Table 4.2, where the average scores for spring and summer are 2.67 and 3.00, respectively,
while fall and winter both average 1.67. The qualitative scores are on average higher for the
day than they are for the night. An example of this is shown in Table 4.4, where the average
score for the day is 2.00 and 0.25 for the night. The scale factor does not appear to have a
large effect on the qualitative scores. Table 4.6 shows that when the original low-resolution
LST product is 2 Km or 500 m the score is 2.50 and for 1 Km it is 2.75. We point out that
the reference high-resolution LST products from Landsat 8 and ECOSTRESS have a native
resolution of 100 and 70 meters, respectively, and are resampled to 30 m for our evaluations.
Our downscaled LST products have a native resolution of 30 m because the NDVI/NDUSI
predictors are native 30 m. As a result, our downscaled LST products sometimes look
sharper/more detailed than the reference.
Table 4.1: Qualitative scale for visual evaluation of downscaling results.
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Figure 4.1: Qualitative scale examples. Top row: reference LST products. Bottom row: downscaled LST products. Numeric results in Tables 4.2 and 4.4. The area pictured is northeast El Paso/airport (center
of study area). Pair (a) on 08/26/2019: score of 3, the downscaled result looks very much like the reference. Pair (b) on 06/09/2020: score
of 2, the downscaled product has some areas that are blotchier (circle) or smoother (square) than they are in the reference. Pair (c) on
10/29/2020: score of 1, there are features in the downscaled product
that are not the same temperature as they are in the reference (circle).
Pair (d) on 05/26/2020: score of 0, did not downscale.
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4.4

Using Simulated vs. Actual Low-resolution LST
Products Results

We now compare the mean absolute error, standard deviation of the error, and root mean
square error when downscaling simulated vs. actual low-resolution LST products. In
Tables 4.2 and 4.3 for seasonal analysis, we see that for simulated experiments the study
area average mean absolute error is 1.22 K and the standard deviation and root mean
square error are both 1.89 K. For actual experiments, they are 2.09 K, 2.39 K, and 2.76
K, respectively. None of the experiments meet the strict CEOS targets of a standard
deviation and RMSE of 1 K. The simulated experiments meet the GOES-16 LST product
targets of a mean absolute error of 2.5 K and a standard deviation of 2.3 K, the actual
experiments only fail to meet the standard deviation target by 0.09 K. In their experiments,
the author’s working on a linear model method [33] reported an RMSE of 2.76 K. The
author’s working on a reconstruction method [13] reported an RMSE of 1.40 K. Each
method, including the one presented here, used a different dataset but we can see our
results are comparable to those found in the literature. Similar conclusions about simulated
experiments performing better than actual experiments can be drawn from Tables 4.4 and
4.5 for day/night analysis. Another takeaway, is that downscaling results from actual
experiments tend to have a bias in temperature of around 2 to 3 Kelvin (compared to a
bias of 1 to 2 Kelvin for simulated experiments). Figure 4.2 shows a comparison between
the results for downscaling a simulated vs. actual low-resolution LST product on the same
date (experiment date: 04/22/2020, numeric results in Tables 4.2 and 4.3). The biggest
difference is that the actual experiment results in Figure 4.2(c), (f), and (i) appear to have
less temperature “dynamic range” than corresponding simulated experiment results in (b),
(e), and (h).
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Figure 4.2: Downscaling simulated vs. actual low-resolution LST products results. Left column: reference high-resolution LST product. Middle column: simulated low-resolution LST product downscaling results.
Right column: actual low-resolution LST product downscaling results.
Top row: entire study area. Middle row: zoom into the croplands in
the upper valley (top left of the study area). Bottom row: zoom into
El Paso’s east side (center right of the study area).
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4.5

Structural Similarity Index Results

We use the mean structural similarity index (MSSIM) presented in [38] to evaluate our
downscaling results (see Subsection 3.5.3). The MSSIM when downscaling simulated lowresolution LST products is on average slightly higher than the MSSIM when downscaling
actual low-resolution LST products. An example of this is shown in Tables 4.2 and 4.3 where
the average MSSIM is 0.79 for simulated experiments and 0.78 for actual experiments. The
MSSIM is on average higher for the winter and summer seasons than for spring and fall.
An example of this is shown in Table 4.2, where the average MSSIM is 0.81 for winter
and summer while it is 0.75 for spring and 0.77 for fall. The smaller the difference in
scale between the resolution of the low-resolution LST product and the target downscaled
resolution the higher the MSSIM. In other words, MSSIM results were better when the
starting resolution was 500 m than when it was 1 Km or 2 Km. This can be seen in
Table 4.6 where the average MSSIM is 0.81, 0.78, and 0.78 for 500 m, 1 Km, and 2 Km,
respectively. The MSSIM is not consistently better for either day or night. In the simulated
experiments (Table 4.4), the average MSSIM was 0.74 for the night and 0.64 for the day.
In the actual experiments (Table 4.5), the average MSSIM was 0.72 for the night and 0.73
for the day. It is interesting that the MSSIM for the night experiments is close to or even
better than for the day experiments when for the night experiments the algorithm fails to
downscale the LST product due to the limitation discussed in Section 4.2. Figure 4.3 shows
an example of the output map from a structural similarity analysis on a downscaled LST
product (experiment date: 03/05/2020, numeric results in Table 4.2).
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Figure 4.3: Structural similarity index results. Shown is the entire
study area. (a) reference high-resolution LST Product. (b) downscaled
LST product. (c) structural similarity index map. (d) land cover map.
The structural similarity index map helps us visualize that the algorithm performs better for the grassland and shrubland land cover types
(where (c) is whiter) than for the urban and cropland land cover types
(where (c) is grayer), see Section 4.6 for further discussion.
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4.6

Spatial Analysis Results

Regardless of the season, day or night, scale factor, or if the experiment used simulated or
actual low-resolution data, results were better for the grassland and shrubland land cover
types than for the urban and cropland land cover types by about 1 K to 1.5 K. For example,
in Table 4.2 for seasonal analysis, the grassland average mean absolute error was 0.89 K,
the standard deviation was 1.32 K, and the RMSE was 1.33 K. For shrubland, the same
metrics were 0.92 K, 1.48 K, and 1.48 K, respectively. For urban, the results were 1.79
K, 2.41 K, and 2.41 K, respectively, and for cropland they were 2.36 K, 3.03 K, and 3.03
K, respectively. The grassland and shrubland land cover types meet the GOES-16 LST
product targets of 2.5 K for mean absolute error and 2.3 K for standard deviation, the urban
and cropland land cover types fail to meet the standard deviation target. The “other” land
cover type occupies only 0.8% of the study area and encompasses widely different land cover
categories so we avoid drawing conclusions from the results for the ”other” land cover type
but they are still included in the tables. Figure 4.4 shows downscaling results for various
subsets of the study area (experiment date: 07/11/2020, numeric results in Table 4.2).
This figure visualizes the downscaling results based on land cover type.
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Figure 4.4: Spatial analysis results. Top row: northeast El Paso/airport
(center of study area). Middle row: east El Paso (center right of study
area). Bottom row: lower valley (bottom right of study area). Left column: reference high-resolution LST product. Middle column: downscaled LST product. Right column: land cover map.
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4.7

Temporal Analysis Results

Temporal analysis is split into two categories, seasonal analysis and day/night analysis.
In seasonal analysis, results are better for winter and fall than for summer and spring by
about 0.5 to 1.0 Kelvin. From Table 4.2, we see the results for winter are a mean absolute
error of 0.88 K and a standard deviation and RMSE of 1.35 K, for the fall the results are
1.17 K, 1.82 K, and 1.82 K, respectively, for the summer the results are 1.39 K, 2.16 K,
and 2.16 K, respectively, and finally for the spring the results are 1.45 K, 2.23 K, and 2.23
K, respectively. All seasons meet the GOES-16 LST product targets for a mean absolute
error of 2.5 K and a standard deviation of 2.3 K. Figure 4.5 shows downscaling results
over a subset of the study area for all four seasons (numeric results in Table 4.2). This
figure shows the increase then decrease in the spatial extent of cooler temperatures (color
green) due to vegetated surfaces as the seasons go by. Because of the algorithm limitation
discussed in Section 4.2, all (save for one) night experiments failed to downscale the LST
product and day/night analysis is not possible. We are able to verify however, that LST
products from ECOSTRESS and GOES-16 do agree with each other. This can be seen in
Table 4.5 where the average night mean absolute error is 1.06 K, the standard deviation
is 1.13 K, and the RMSE is 1.34 K. The latter two metrics are very close to the CEOS
targets of 1 K for both standard deviation and RMSE. The corresponding metrics for the
day are a mean absolute error of 2.02 K, a standard deviation of 1.88 K, and a RMSE of
2.55 K. These values meet the GOES-16 LST product mean absolute error and standard
deviation targets of 2.5 K and 2.3 K, respectively. Figure 4.6 shows downscaling results for
a day and a night experiment (numeric results in Table 4.4).
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Figure 4.5: Seasonal analysis results. Shown are the croplands in the
lower valley located at the bottom right of the study area. Top row:
reference high-resolution LST products. Bottom row: downscaled LST
products. Pair (a) winter 01/01/2020. Pair (b) spring 05/24/2020. Pair
(c) summer 07/11/2020. Pair (d) fall 11/16/2020. Note the colorbars
are different for each season.
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Figure 4.6: Day/night analysis results. Shown is the entire study area.
Left column: reference high-resolution LST product. Right column:
downscaled LST products. Pair (a) 01/29/2020 at 11 PM, the algorithm does not downscale the LST product due to limitation discussed
in Section 4.2. Pair (b) 10/09/2020 at 10 AM, features can be more
easily discerned than in (a).
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4.8

Scale Factor Analysis Results

The algorithm appears to perform better when the resolution of the low-resolution LST
product is closer to the target downscaled resolution. Meaning, results for a starting
resolution of 500 m are better than they are for 2 Km. Improvements are not apparent when
comparing a starting resolution of 1 Km vs. 2 Km. For the study area, the average results
were a mean absolute error of around 1.13 K for all resolutions, and a standard deviation
and RMSE of 1.84 K, 1.85 K, and 1.82 K for the 2 Km, 1 Km, and 500 m resolutions,
respectively (see Table 4.6). The improvements are more noticeable for some land cover
types. For example, the RMSE of the grassland land cover type went from 1.30 K, to 1.35
K, and dropped to 1.04 K for 2 Km, 1 Km, and 500 m, respectively. Similar findings to
those that were discovered in the spatial analysis results (Section 4.6) are present here.
The results for the urban and cropland land cover types are not as good as they are for the
rest of the land cover types. For example, on average for the cropland land cover type, the
RMSE worsened from 2.98 K to 3.06 K, and finally to 3.22 K for 2 Km, 1 Km, and 500 m,
respectively. Figure 4.7 shows a comparison of the downscaling results between a starting
resolution of 2 Km, 1 Km, and 500 m for the same date (experiment date: 08/12/2020,
numeric results in Table 4.6). The most notable difference is the tiling effect that happens
because of the residual correction step (Subsection 3.4.7) is less apparent in Figure 4.7(d)
than in (c) and (b) especially on the right side of the images where the Franklin Mountains
are located.
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Figure 4.7: Scale factor analysis results. The area pictured is El Paso’s
west side. (a) reference high-resolution LST product. (b) 2 Km resolution LST product downscaling results. (c) 1 Km resolution LST
product downscaling results. (d) 500 m resolution LST product downscaling results.

4.9

Social Science Application Results

Figure 4.8 shows the results of downscaling GOES-16 LST products for three hours (6 AM,
3 PM, and 7 PM) corresponding to when air temperature data was collected during the
heat watch campaign on July 10, 2020. An advantage LST data has over air temperature
data is the increased amount of spatial coverage it provides. We can see in Figure 4.8 that
air temperature data is limited to the El Paso city limits while the LST data extends to
the desert surrounding the city. On the other hand, an advantage air temperature data has
over LST data is that it can be collected regardless of sky conditions. The LST products in
Figure 4.8 are missing data due to cloud cover, this is especially noticeable in the morning
and evening products.
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Figure 4.8: Social science application. The temperature scales are in
degrees Fahrenheit, note that the temperature ranges are widely different between pairs. Left column: downscaled LST products. Right
column: air temperature products from heat watch campaign [41]. Pair
(a) 6:00 AM, the LST product did not downscale due to limitation discussed in Section 4.2 but we can observe that the air warms up faster
than the surface in the morning. Pair (b) 3:00 PM, by the afternoon
the temperature of the surface is much higher than that of the air. We
can also see the same cool spots (the circles) in both products. Pair (c)
7:00 PM, we can see the surface cools down at a faster rate than the
air.
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4.10

Chapter 4 Summary

Chapter 4 first discusses the assumptions and limitations of the algorithm and then presents
the results of our downscaling experiments. We find that our downscaled LST products
do not meet the strict targets set by the Committee on Earth Observing Satellites but do
meet the targets set by the GOES-16 LST product. Performance is better for shrubland
and grassland land cover types than for urban covers and croplands. Performance is better
for the winter and fall seasons than for summer and spring. Performance is better when the
spatial resolution of the LST product to be downscaled is higher. Finally, performance is
better when downscaling simulated vs. actual low-resolution LST products. At the end of
the chapter, we present a social science application for downscaling LST products where we
visually compare our downscaled LST data against air temperature data collected during
a field campaign in El Paso in 2020.

4.11

Results Tables
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Table 4.2: Seasonal analysis results with simulated data.
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Table 4.3: Seasonal analysis results with actual data.

Table 4.4: Day/night analysis results with simulated data.

Table 4.5: Day/night analysis results with actual data.
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Table 4.6: Scale factor analysis results with simulated data.

Chapter 5
Conclusions and Future Work

5.1

Conclusions

This work presents an application of the epitome model, first presented in [17], to downscale
low-resolution satellite LST products. The algorithm presented here is an extension of
the algorithm used in [1], to produce high-resolution categorical datasets like land cover
type maps, to downscale LST products where temperature is a continuous variable. This
mission was undertaken due to the importance of LST products for world climate and
weather monitoring, city planning and community outreach, as well as for studies on the
environmental and social impacts of the urban heat island effect. Evaluation was done by
comparing our downscaled LST products against reference high-resolution LST products
from Landsat 8 and ECOSTRESS. Qualitatively, our downscaled LST products exhibit the
same spatial features and details as the reference products, these features were completely
unresolved in the original low-resolution LST products. We use accuracy, precision, and
uncertainty to quantitatively evaluate our downscaling results aiming for targets set by the
Committee on Earth Observation Satellites (CEOS) and those of the proven GOES-16 LST
product. CEOS precision and uncertainty targets of 1 K were not met by our downscaled
results but the accuracy target of 2.5 K and precision target of 2.3 K for the GOES-16
LST product were. We find that results are better for grassland and shrubland land cover
types then for urban and cropland land cover types by about 1 K to 1.5 K. We find that
results are better for the winter and fall seasons than for the summer and spring by about
0.5 K to 1.0 K. Finally, we find that the choice of method, or perhaps data, to estimate
one of the conditional distribution functions in this work limits the algorithm’s ability to
downscale LST products at night. The work presented in this research shows the potential
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the epitome model has to help solve the problem of downscaling LST products and also
opens the door for improvement through future work.

5.2

Future Work

The algorithm’s performance in the urban and cropland land cover types could possibly
be improved by changing or adding predictors to the model. Spectral indices, other than
NDVI and NDUSI, as well as a digital elevation model could be candidate predictors. It
would be interesting to compare the influence of different combinations of predictors on the
results, some may have a greater influence at certain times of the day.
To address the limitations of step 2 in the algorithm, which affects the ability to downscale LST products at night, we suggest two approaches. The first approach is to use
historical data to ensure we always have a distribution for each temperature in the lowresolution LST product. The second approach is some model that would remove the reliance
on existing LST products entirely.
It may be necessary to improve the validation of the downscaled LST products by
running experiments over different environments and climate types. In particular, it would
be useful to run experiments over areas containing climate/weather stations for direct
validation against ground based LST measurements.
The method currently quantizes LST values to the nearest whole number, it would be
interesting to test the algorithm’s performance with finer or coarser quantizations. Once
the algorithm’s shortcomings are addressed and the downscaled LST products are properly
validated, future work could focus on simplifying the overall algorithm.
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Appendix A
List of Acronyms

ABI - Advanced Baseline Imager
CAPA Strategies - Climate Adaptation Planning Analytics
CEOS - Committee on Earth Observation Satellites
ECOSTRESS - ECOsystem Spaceborne Thermal Radiometer Experiment on Space Station
EM – Electromagnetic
ETM – Enhanced Thematic Mapper
GEO – Geosynchronous Equatorial Orbit
GIFOV – Ground-projected Instantaneous Field of View
GOES – Geostationary Operational Environmental Satellite
IFOV – Instantaneous Field of View
ISS - International Space Station
LEO – Low Earth Orbit
LST – Land Surface Temperature
MAE - Mean Absolute Error
ME - Mean Error
MODIS – Moderate Resolution Imaging Spectroradiometer
MSSIM - Mean Structural SIMilarity Index
NDBI - Normalized Difference Built-up Index
NDUSI - Normalized Difference Urban-Sand Index
NDVI – Normalized Difference Vegetation Index
NOAA – National Oceanic and Atmospheric Administration
NOAA CPO - NOAA Climate Program Office
NOAA-CLASS - NOAA Comprehensive Large Array-Data Stewardship System
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NWS – National Weather Service
OLI – Operational Land Imager
RMSE – Root Mean Square Error
SSIM - Structural SIMilarity Index
SSO - Sun Synchronous Orbit
TIR – Thermal InfraRed portion of the EM spectrum
TIRS – Thermal InfraRed Sensor
TM – Thematic Mapper
UHI – Urban Heat Island
USGS - United States Geological Survey
VIS – Visible portion of the EM spectrum
VNIR – Visible and Near InfraRed portion of the EM spectrum
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