Abstract Person re-identification aims to identify whether pairs of images belong to the same person or not. This problem is challenging due to large differences in camera views, lighting and background. One of the mainstream in learning CNN features is to design loss functions which reinforce both the class separation and intra-class compactness. In this paper, we propose a novel Orthogonal Center Learning method with Subspace Masking for person re-identification. We make the following contributions: (i) we develop a center learning module to learn the class centers by simultaneously reducing the intra-class differences and inter-class correlations by orthogonalization; (ii) we introduce a subspace masking mechanism to enhance the generalization of the learned class centers; and (iii) we devise to integrate the average pooling and max pooling in a regularizing manner that fully exploits their *Wenjie Pei and Yu-Wing Tai are joint corresponding authors. -mail: weinong.wang@hotmail.com, wenjiecoder@gmail.com, freyaqcao@tencent.com, iushuhust@gmail.com, goodshenxy@gmail.com, yuwingtai@tencent.com powers. Extensive experiments show that our proposed method consistently outperforms the state-of-the-art methods on the large-scale ReID datasets including Market-1501, DukeMTMCReID, CUHK03 and MSMT17.
Introduction
The task of person re-identification over images is to identify the same person in different shooting environments such as camera views, person poses and lighting conditions. It is widely applied to surveillance, person tracking sport or other scenarios in which a substantial amount of people may involve. Hence, a robust person reidentification algorithm is required to cope with a large number of person classes. The state-of-the-art methods for person reidentification focus on either improving the structure of feature learning modules Chang et al (2018); Li et al (2018) ; Sun et al (2018) , or designing more effective loss functions Chen et al (2017) ; Hadsell et al (2006) ; Hermans et al (2017) as we do in this work. A typical way of designing loss functions is to combine softmax loss and triplet loss together since their advantages are complementary: softmax loss defines the optimization as a classification problem and tries to classify each individual sample correctly while the triplet loss aims to maximize the relative distance between same-class pairs and differentclass pairs.
With a new perspective, the center loss Wen et al (2016) aims to minimize the distances between samples of the same class. It is originally proposed for face recognition but is straightforward to be applied to person re-identification Jin et al (2017) ; Xiao et al (2019) due to the similar task setting: both are open-set identification tasks (the classes in test set may not appear in training set) with large number of classes. In this paper, we propose a novel orthogonal center learning module to further boost the feature learning procedure. Different from center loss, we formulate the learning objective functions by not only minimizing the distance between each sample to its corresponding center, but also maximizing the separability between samples from different classes. Specifically, we propose to leverage the orthogonalization to reduce the inter-class correlations.
Orthogonal regularization has been widely explored to improve the performance and training efficiency either by easing the gradient vanishing/explosion in Recurrent Neural Networks (RNNs) Arjovsky et al (2016) ; Vorontsov et al (2017) or stabilizing the distribution of activations for Convolutional networks (CNNs) Bansal et al (2018) ; Huang et al (2018) . It is also used to reduce the correlations among learned features Sun et al (2017); Xie et al (2017) ; Zhang et al (2017) . Inspired by this observation, we propose to apply orthogonalization to decorrelate the class centers which can potentially yield better separability among samples from different classes. Besides, the orthogonality regularization also encourages the full exploitation of the embedding space of class centers.
To further improve the generalization of the class centers and unleash their full potential, we propose a subspace masking mechanism in the center learning module. Specifically, we randomly mask some units of a center embedding to make them disabled and learn the center with the rest of the activated units during training. Thus, this masking mechanism encourages class centers to be representative in their subspaces, which in turn results in more generalizable class centers in full space in test time. Our proposed center learning module works jointly with the softmax loss and triplet loss and the whole model can be trained in an end-to-end manner. In practice, we parameterize the class centers to involve them into the optimization of the whole model, which is in contrast to the classical center loss: alternately update the class centers and optimize the model parameters. To reduce the computation complexity and mitigate the potential overfitting, the global pooling or max pooling are typically applied in the last layer of convolutional networks. Both global and max poolings have their own merits. We devise a regularizing way in a step-wise learning scheme to integrate these two pooling methods to explore their combined potential. To summarize, our proposed method benefits from following advantages:
-We propose a center learning module, which learns the class centers by a two-pronged strategy: 1) minimize the intra-class distances and 2) maximize the inter-class separabilities by reducing the inter-class correlations using orthogonalization. -We propose a subspace masking mechanism to improve the generalization of the class centers. -We devise a regularizing way to integrate the average pooling and max pooling to fully unleash their combined power. -Our method outperforms the state-of-the-art methods of person Re-ID on four datasets. Particularly, our method surpasses the state-of-the-art method by 7.1% by Rank-1 and 10.8% by mAP on CUHK03 dataset.
Related Work
There is a large amount of work on person reidentification. Below, we review the most representative methods that are closely related to our proposed method. Liu et al (2017 Liu et al ( , 2016 Wang et al (2018b,c) have been proposed to enhance the discriminative power of the deep features. Different from the classical center loss Wen et al (2016) , we not only minimize the distance between each sample to its corresponding center, but also maximize the separability between samples from different classes by orthogonalization to reduce the inter-class correlations. Unlike Zhang et al (2017) which mounts an instance-level global orthogonal regularization upon the triplet loss to push the negative pairs to be orthogonal (in the feature space), our method performs the orthogonal regularization between different class centers to reduce inter-class correlations. Furthermore, we introduce a subspace masking mechanism to improve the generalization of class centers in subspaces. Different from Dropout Srivastava et al (2014) and DropBlock Ghiasi et al (2018) which perform dropout operations in feature space, our proposed subspace masking mechanism performs masking in the center embedding space to improve the generalization of the learned class centers. We also explore other sampling strategies different from the Bernoulli distribution typically adopted in Dropout Srivastava et al (2014) and DropBlock Ghiasi et al (2018) to show the effectiveness of the proposed subspace masking mechanism.
Method
We aim to optimize feature learning in such a way that the distance between intra-class samples is minimized whilst maximizing the separability between inter-class samples. To this end, we propose to learn centers for each class by encouraging each sample to be close to the corresponding class center while reducing the correlations among class centers. Furthermore, we propose a subspace masking mechanism to improve the generalization of class centers in subspaces. Figure 1 illustrates the architecture of our model. We employ softmax loss and triplet loss Hermans et al (2017) as the basis loss functions to guide the optimization of the feature learning module (ConvNet C), which has been proven effective in Person Re-Id Sun et al (2017); Zheng et al (2018) . Our center learning module is proposed to further enhance the optimization jointly with the basis losses.
Center Learning
Given a training set comprising N samples (im-
and their associated class la-
categorized into M classes, we first employ a deep ConvNet C (ResNet-50 He et al (2016) in our implementation) to extract latent feature embeddings denoted as
. The obtained features V are then fed into our proposed center learning module and other two basis losses to steer the optimization of parameters in ConvNet C.
Collaborative center learning with softmax loss. A well-learned class center is expected to characterize the samples belonging to this class in the feature space. Intuitively, an optimized center can be calculated as the geometric center of samples belonging to this class in the feature space, which is not feasible since sample features and class centers are optimized dependently on each other. A compromised way Wen et al (2016) is to randomly sample a center position and then iteratively update it using an approximated center position which is calculated as the geometric center of the sample features belonging to this class in each training batch. Hence, sample features and class centers are optimized alternately. A potential drawback of this process is that the class centers are not involved in the optimization by gradient descent of the feature learning (ConvNet C) directly and thus the optimization is inefficient and unstable. To circumvent this issue, we propose to parameterize class centers and optimize them with the ConvNet C jointly. Specifically, we correspond class centers to parameters W ∈ R d×M of the linear transformation before the softmax function, which projects feature embeddings from d to M (the number of classes). Each column of W parameterizes a corresponding class center:
where W(:, i) indicates the i-th column of W. The rationale behind this design is that each column of the transformation matrix W can be considered as a class embedding to measure the compatibility between this class and the sample feature embeddings by dot product. Thus it is consistent with the intention of our center learning and the class centers C = (c 1 , c 2 , . . . , c M ) := W N*384*128*3 Orthogonal Constraint ℒ +,-<. Fig. 1 The architecture of our method. The feature embeddings extracted by ConvNet C are fed into the basis losses and our center learning module to guide the optimization of the whole model. The center learning module is designed to minimize the intra-class distances (L intra ) and minimize the inter-class correlations by orthogonalization (L inter ). We parameterize the class centers using the linear transformation weights before the softmax loss to perform collaborative learning. We propose a subspace masking mechanism to perform intra-class constraints in subspace (L m intra ) to improve the generalization of class centers.
can be optimized collaboratively by center learning module and softmax loss. We adopt a two-pronged strategy to guide the optimization of class centers C in center learning module: minimize intra-class distances and reduce inter-class correlations.
Minimizing intra-class distances. Consider a batch of samples {v} B i=1 in a training iteration, we minimize the sum of the Euclidean distance between each sample and its corresponding class center:
Reducing inter-class correlations by orthogonalization. We propose to apply orthogonalization to reduce correlations among class centers and thereby increase the separability between samples from different classes. Specifically, we first normalize each class center by L2-norm and then employ a soft orthogonal constraint performed under the standard Frobenius norm in the center learning module:
Since the optimization of Equation 3 is independent from input samples, it is prone to converge rapidly to a bad local optimum. To make the optimizing process more smooth and synchronize with the optimization of other loss functions, we only apply the orthogonal constraint to the class centers (of samples) involved in the current training batch of each iteration. Theoretically, a potential flaw of the orthogonal constraint in Equation 3 is that all centers cannot be strictly orthogonal to each other when the number of classes are significantly larger than the dimensions of center embeddings (M d). In this case, one feasible solution Bansal et al (2018) is to relax the constraint to minimize the max correlation between any pair of centers, which is equivalent to minimize:
In practice, we find that the standard orthogonal loss L inter in Equation 3 suffices for the real datasets used in experiments since our aim is to reduce inter-class correlations rather than pursue the strictly orthogonalization between centers. An alternative way to increase the separability between class centers is to directly maximize the pairwise Euclidean distance by the Hinge loss:
The difference between it and the orthogonalization-based loss in Equation 3 is that L inter-euclid performs constraints in the Euclidean space while the orthogonalization operates in the angular space to reduce inter-class correlations. Each has its own merits. Nevertheless, since we adopt the triplet loss as the basis loss which also performs inter-class constraints in Euclidean space, we consider that L inter-euclid is not necessary. The follow-up experiments validate our speculation.
Subspace Masking
We propose a subspace masking mechanism in the center learning module to improve the generalization of the class centers and unleash their full potential. The key idea is to mask some units of center embeddings according to a probability to make them disabled and leave the rest of units activated during training. Thus, it is able to enhance the representation power of the class centers in subspaces. In particular, for each unit of a center embedding we mask it with the probability following the Bernoulli distribution B(p) on the intra-class loss L intra :
where d is the size of center embeddings (as well as the feature embeddings v i ) and p is the probability of sampling value 1 from Bernoulli distribution. In practice, we handle it as a hyperparameter and select its value based on a held-out validation set. The benefits of our subspace masking mechanism are threefold:
-Perspective of center learning: the subspace masking encourages class centers to be physically representative of their corresponding classes in subspaces. Since different subspaces would be randomly selected in different training iterations, the class centers are able to have better generalization in original full space in test time. -Perspective of feature learning: our subspace masking mechanism also guides the feature learning to be discriminative in subspace. It encourages the model to capture potential discriminative features in local patches. -Perspective of dropout: By the gradient backpropagation via feature embeddings v i in Equation 6 to the ConvNet C, it also has the similar functionality of dropout scheme: train an exponential number of "thinned" networks and aggregate them at test phase.
Optimization
Given a training set, we optimize the feature learning module ConvNet C by minimizing our proposed orthogonal center learning losses (L m intra in Equation 6 and L inter in Equation 5), jointly with basis losses including softmax loss and triplet loss in an end-to-end manner:
where α 1 , α 2 and α 3 are hyper-parameters to balance different losses.
Regularizing feature pooling. Typically, the global average pooling is applied to the last layer of convolutional networks for person Re-ID Sun et al (2018); to reduce the computation complexity and mitigate the potential overfitting. While the average pooling has been proven to be effective in most cases, a drawback is that it is prone to neutralize the discriminative information which could be captured by max pooling. Actually both average pooling and max pooling have their own advantages. It would be beneficial to take into account both pooling methods. For instance, a straightforward way Fu et al (2018) is to combine (e.g., add up) the resulting features of two pooling operations on the same feature map and feed the obtained feature to subsequent loss functions. The potential disadvantage of such way is that fusing pooled features by two operations before loss functions may mislead the loss functions during optimization and is hard to learn the desired features that incorporate merits from both average and max poolings.
To circumvent this limitation, we propose a regularizing way to integrate these two pooling methods. Specifically, we employ individual loss functions to learn pooled features for average pooling and max pooling separately. As shown in Figure 2 , we split the ConvNet C into two pathways at the last stage of ResNet-50: one followed with the average pooling and the other followed with the max pooling. Each of them is assigned with an individual triplet loss to learn the correspondingly pooled feature. Meanwhile, two types of pooled features are combined by element-wise averaging operation to be the output feature embeddings of ConvNet C, which are fed into final loss functions presented in Equation 7:
where v AP i and v
M P i
are the pooled features by average pooling and max pooling respectively for the i-th sample. Refining features by such stepwise supervised learning has been explored before Lee et al (2015) ; Xie and Tu (2015) . Benefited from this step-wise learning scheme, both pooled features are expected to be learned with the desired properties.
Experiments
To validate the effectiveness of the proposed method, we conduct experiments on four large Table 2 Comparison of our proposed L inter with GOR Zhang et al (2017) on three datasets in terms of Rank-1 (R1) and mAP.
Datasets and Evaluation Protocol

Implementation Details
We adopt Resnet-50 He et al (2016) (2018), we remove the spatial downsampling operation of the last stage in ConvNet C to preserve more fine-grained information. The learned feature embeddings of ConvNet C further go through a Batch Normalization Ioffe and Szegedy (2015) followed by the LeakyReLU before fed into loss functions. The input images are preprocessed by resizing them to 384 × 128 and horizontal flipping, normalization and random erasing Zhong et al (2017b) are used for data augmentation. We randomly select 16 persons with 4 images for each person for each batch during training, resulting in a batch size of 64. To make the training at the early stage more stable, we utilize the gradual warming up strategy Goyal et al (2017) . Adam Kingma and Ba (2014) is employed with the weight decay of 1e-4 for gradient descent optimization. The training process lasts for 400 epoches and the learning rate starts from 0.001 and decreases by 0.1 at {80, 180, 300} epochs. The hyper-parameters α 1 , α 2 and α 3 are validated on a held-out validation set. To evaluate our model, we provide a customized baseline which also applies ConvNet C for feature extraction while using softmax loss and triplet loss (basis losses in our model) to guide the optimization.
Ablation Study
We first perform quantitative evaluation to investigate the effect of each component of our center learning module. To this end, we conduct ablation experiments which begin with the customized baseline (using only basis losses) and then incrementally augments loss functions with the proposed L intra , L m intra and L inter . Besides, we also evaluate the classical center loss(CCL) Wen et al (2016) and L inter-euclid in Equation 5 (which maximizes inter-class distance in Euclidean space) for comparison. Figure 3 presents the experimental results on Market-1501, DukeMTMC-ReID and CUHK03.
Effect of L intra . Compared to the baseline using only basis losses, our proposed L intra improves the performance by a large margin, especially on CUHK03. It shows the robustness and effectiveness of L intra . In contrast, the classical center loss (CCL) only boosts the performance upon the baseline on Market-1501. Thus, it validates that parameterizing the class centers with weights of the linear transformation before softmax loss is beneficial for collaborative training between the center learning and softmax loss.
Effect of subspace masking (L m intra ). Figure 3 shows that employing subspace masking L m intra outperforms L intra on all three datasets, which indicates that optimizing class centers and feature learning in subspace via intra-class constraints is indeed able to further improve the performance.
Typically we sample the masking units following the Bernoulli distribution. To further investigate the effect of different sampling strategies, we also explore two more sampling protocols: Weighted sampling which samples the unmasked units according to the probability proportional to the euclidean intra-class distance of the corresponding units and Hard-unit sampling which directly selects the units with large euclidean intra-class distance (corresponding to hard units). We compare between these three different sampling strategies as well as Dropout Srivastava et al (2014) and DropBlock Ghiasi et al (2018) in Table 1 . We observe that our subspace masking with any of 3 sampling strategies consistently outperforms Dropout and DropBlock which indicates its advantages over other two methods. Besides, there is not much performance difference between 3 sampling strategies, thus our subspace masking mechanism is not sensitive to the selection of sampling strategy.
Effect of L inter based on orthogonalization. L inter is expected to reduce the inter-class correlation by orthogonalization. Adding L inter to loss functions achieves additional performance gain compared to using baseline and L m intra . Another interesting observation is that adding L inter-euclid Fig. 6 t-SNE maps of CUHK03 test data from 10 randomly selected classes, constructed by the ConvNet C supervised by respectively the basis losses (baseline), classical center loss (CCL) and our proposed loss (ours). The points with different colors refer to different classes.
makes little contribution to the performance. We surmise that this is because we adopt the triplet loss as the basis loss which also performs inter-class constraints in Euclidean space, hence L inter-euclid is not necessary anymore.
Furthermore, We conduct experiments to compare our method with GOR Zhang et al (2017) which performs orthogonal regularization for negative pairs in triplet loss. The results presented in Table 2 shows that it is helpless for the overall performance and worse than the performance of our proposed L inter .
Effect of Regularizing feature pooling. Next we perform ablation study to investigate our proposed regularized pooling method, which aims to explore the full potential of both average pooling and max pooling. We compare with the pooling method (denoted as Max-Avg) used in HPM Fu et al (2018) which simply adds up the resulting features of two pooling operations on the same feature map. Figure 4 presents the experimental results. We observe that our proposed pooling method achieves remarkable performance gain over baseline and outperforms HPM by a large margin. It demonstrates the effectiveness of our pooling method, which employs a step-wise learning scheme to assign an individual triplet loss for both max and average poolings. Table 4 Comparison of our method with state-of-the-arts on Market-1501 in terms of Rank-1 (R1), Rank-5 (R5), Rank-10 (R10) and mAP.
Qualitative Evaluation
We conduct experiments on CUHK03 to show the ability of our proposed method to compact sam-ples within each class as well as separate samples from different classes. To this end, we apply t-SNE Maaten and Hinton (2008) on feature embeddings output by ConvNet C, and visualize the t-SNE maps learned by the baseline (softmax + triplet loss), classical center loss (CCL) and our proposed loss in Figure 6 . It is obvious that CCL improves the baseline, and our proposed loss significantly enhances the compactness within the same class and the dissociation of different classes over baseline and CCL. Besides, we present four groups of challenging examples of CUHK03 test set in Figure 5 to show that our method is more powerful than CCL and baseline. arts on significantly. In particular, our method outperforms the second best model HPM by 7.1% on Rank-1 and 10.8% on mAP, which illustrates the substantial superiority of our proposed method over other methods.
Evaluation on Market-1501. Table 4 reports the comparison results on Market-1501 Zheng et al (2015) . Our method achieves the best performance among all metrics in both two settings (with or without random erasing), which indicates the superiority of our method. Note that HPM utilizes both original images and flipped images to extract features and combines them in test phase, which is not used by other methods. Furthermore, we perform experimental comparison over an expanded dataset with additional 500K distractors. Table 5 reports Rank-1 accuracy and mAP over four with different sizes of gallery sets containing 19, 732, 119, 732, 219, 732, and 519, 732 images respectively. Our method consistently outperforms other methods by a large margin across different gallery sets, which implies the robustness of our method.
Evaluation on DukeMTMC-ReID. Table 6 lists the experimental results of our method and the state-of-the-arts on DukeMTMC-ReID Ristani et al (2016); Zheng et al (2017) dataset. Our method performs best on rank-5, rank-10 and mAP and ranks the second place on Rank-1 in the setting without random erasing. HPM achieves best on Rank-1 a5d performs slightly better than ours. In the setting with random erasing, our model substantially outperforms other models. Table 6 Comparison of our method with state-of-the-arts on DukeMTMC-ReID in terms of Rank-1 (R1), Rank-5 (R5), Rank-10 (R10) and mAP.
Evaluation on MSMT2017. MSMT17 Wei et al (2018) is currently the largest and most challenging public dataset for person Re-ID. Since it is newly released, hence there is not many baseline models for comparison. We provide in Table 7 the results of our method and the baselines reported by MSMT17 Wei et al (2018) . Our method beats the baselines by a significant margin. Particularly, compared to the GLAD Wei et al (2018) which performs the second place, our method gains 15.2% and 17.7% on Rank-1 and mAP respectively. This observation validates the scalability and robustness of our method in large-scale scenes. Table 7 Performance of our method and other baseline models on MSMT17 in terms of Rank-1 (R1), Rank-5 (R5), Rank-10 (R10) and mAP. We also provide the results (the line denoted as ours * ) in the setting with random erasing.
Conclusion
In this work, we have presented a novel orthogonal center learning module to learn the class centers with subspace masking for person reidentification. We formulate its learning objective by minimizing the intra-class distances and reducing the inter-class correlations via orthogonalization. Then, a subspace masking mechanism is introduced to further improve the generalization of the learned class centers. Besides, we propose a regularized way to combine the average pooling and max pooling to fully unleash their combined power. Our model surpasses the stateof-the-art work on the challenging person Re-ID datasets including Market-1501, DukeMTMCReID, CUHK03 and MSMT17.
