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Abstract
In this paper we present a duality theory for compact groups in the case when the C*-
algebra A, the fixed point algebra of the corresponding Hilbert C*-system (F ,G), has a
nontrivial center Z ⊃ C1 and the relative commutant satisfies the minimality condition
A′ ∩ F = Z ,
as well as a technical condition called regularity. The abstract characterization of the men-
tioned Hilbert C*-system is expressed by means of an inclusion of C*-categories TC < T , where
TC is a suitable DR-category and T a full subcategory of the category of endomorphisms of
A. Both categories have the same objects and the arrows of T can be generated from the
arrows of TC and the center Z.
A crucial new element that appears in the present analysis is an abelian group C(G), which
we call the chain group of G, and that can be constructed from certain equivalence relation
defined on Ĝ, the dual object of G. The chain group, which is isomorphic to the character
group of the center of G, determines the action of irreducible endomorphisms of A when
restricted to Z. Moreover, C(G) encodes the possibility of defining a symmetry ǫ also for the
larger category T of the previous inclusion.
1 Introduction
The superselection theory in algebraic quantum field theory, as stated by the Doplicher-Haag-
Roberts (DHR) selection criterion [31, 14, 15], led to a profound body of work, culminating in
the general Doplicher-Roberts (DR) duality theory for compact groups [21]. The DHR criterion
selects a distinguished class of “admissible” representations of a quasilocal algebra A of observ-
ables, which has trivial center Z := Z(A) = C1. This corresponds to the selection of a so-called
DR-category T , which is a full subcategory of the category of endomorphisms of the C*-algebra
A (see Definition 3.18 below). Furthermore, from this endomorphism category T the DR-analysis
constructs a C*-algebra F ⊃ A together with a compact group action α : G ∋ g → αg ∈ AutF
such that:
• A is the fixed point algebra of this action
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• T coincides with the category of all “canonical endomorphisms” of A, associated with the
pair {F , αG} (cf. Subsection 3.2).
F is called a Hilbert extension of A in [11]. Physically, F is identified as a field algebra and
G with a global gauge group of the system. The pair {F , αG}, which we call Hilbert C*-system
(cf. Definition 2.1; the name crossed product is also used), is uniquely determined by T up to
A-module isomorphisms. Conversely, {F , αG} determines uniquely its category of all canonical
endomorphisms. Therefore {T ,A} can be seen as the abstract side of the representation category
of a compact group, while {F , αG} corresponds to the concrete side of the representation category
of G, and, roughly, any irreducible representations of G is explicitly realized within the Hilbert
C*-system. One can state the equivalence of the “selection principle”, given by T and the
“symmetry principle”, given by the compact group G. This is one of the crucial theorems of the
Doplicher-Roberts theory.
In the DR-theory the center Z of the C*-algebra A plays a peculiar role: as stated above, if
A corresponds to the inductive limit of a net of local C*-algebras indexed by open and bounded
regions of Minkowski space, then the triviality of the center of A is a consequence of standard
assumptions on the net of local C*-algebras. But, in general, the C*-algebra appearing in the
DR-theorem does not need to be a quasilocal algebra and, in fact, one has to assume explicitly
that Z = C1 in this context (see [21, Theorem 6.1]). Finally, we quote from the introduction of
the article [21]: “There is, however, no known analogue of Theorem 4.1 of [20] for a C∗-algebra
with a non-trivial center and hence nothing resembling a “duality” in this more general setting.”
The aim of the present paper is to show that there is a duality theory for compact groups in
the case of a nontrivial center, if the relative commutant of the corresponding Hilbert C*-system
satisfies the following minimality condition:
A′ ∩ F = Z (1)
(cf. Theorem 4.14). The essence of the previous result is that now the abstract characterization of
the mentioned Hilbert C*-system is expressed by means of an inclusion of C*-categories TC < T ,
where TC is a suitable DR-category and T a full subcategory of the category of endomorphisms of
A. Both categories have the same objects and the arrows of T can be generated from the arrows
of TC and the center Z.
Several new elements appear in the generalization of the DR-theory studied here. The crucial
one is an abelian group C(G), which we call the chain group of G, and that can be constructed
from certain equivalence relation defined on Ĝ, the dual object of the compact group G. The
chain group, which is interesting in itself and isomorphic to the character group of the center
of G, determines the action of irreducible endomorphisms of A when restricted to the center
Z(A). Moreover, C(G) appears explicitly in the construction of a family of examples realizing the
inclusion of categories TC < T mentioned above (cf. Section 6). Finally, the chain group encodes
also the possibility of defining a symmetry ǫ also for the larger category T of the previous
inclusion.
There are several reasons that motivate the generalization of the DR-theory for systems satis-
fying the minimality condition (1) for the relative commutant:
(i) In this context there is a nice intrinsic characterization of the Hilbert C*-systems satisfying
(1) and a further technical condition called regularity (cf. Theorems 4.11 and 4.14). One
can also prove several results in the spirit of the DR-theory: for example, the category T
is isomorphic to a subcategory MG of the category of free Hilbert Z-bimodules generated
by the algebraic Hilbert spaces in TG (cf. Proposition 4.4).
(ii) In the context of compact groups, the equation (1) is also convenient for technical reasons.
The minimality of the relative commutant implies that irreducible endomorphisms are mu-
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tually disjoint (cf. Proposition 4.3) and this fact is crucial to have a nice decomposition of
objects in terms of irreducible ones (cf. Proposition 4.6).
(iii) The nontriviality of the center gives also the possibility to a more geometrical interpretation
of the DR-theory. Indeed, from Gelfand’s theorem we have Z ∼= C(Γ), Γ a compact
Hausdorff space, and in certain situations the Hilbert C*-system {F , αG} is a direct integral
over Γ, where the Hilbert C*-system corresponding to a.e. base point λ ∈ Γ is of a DR-type
with the same group G. Here the chain group plays again an important role. This more
geometrical line of research has lead to recent developments in the context of vector bundles
(cf. [42, 43, 41]).
(iv) There are physically relevant examples that satisfy the condition (1). For example, this
equation is presented in [36] as a “new principle”. Moreover, the elements of the center Z
of A may be interpreted as classical observables contained in the quasilocal algebra.
(v) The present generalization of the DR-theory in the context minimal and regular Hilbert
C*-systems has also found application in the context of superselection theory for systems
carrying quantum constraints (see [5] as well as [27, 30] for a C*-algebraic formulation of
the theory of quantum constraints).
The paper is structured in 9 sections: in Section 2 we introduce the notion of a Hilbert C*-
system (cf. Definition 2.1) and give a detailed account of its properties. Hilbert C*-systems are
special types of C*-dynamical systems {F , αG} that, in addition, contain the information of the
representation category of G. They also satisfy important properties, which are interesting in
themselves, as for example: the fixed point algebra A is simple if F is simple (cf. Subsection 3.4
for further results on the ideal structure of these algebras); one can naturally introduce spectral
subspaces of F and prove Parseval-type equations for a suitable A-valued scalar product on
F (cf. Proposition 2.5). Finally, Hilbert C*-systems provide a natural and concrete frame to
describe the DR-theory as well as the generalization to the nontrivial center situation that we
study here. In Section 3 we study the important relation between two C*-categories TG and T
that are naturally associated with a Hilbert C*-system. In general, TG is a subcategory of T
and this inclusion turns out to be characteristic for the inverse result stated in Theorem 4.14.
In Section 4 the main duality theorems are stated in the context of minimal and regular Hilbert
C*-systems. The next section defines the notion of an irreducible object and introduces the chain
group of G, denoted by C(G). We give examples of chain groups for several finite and compact
Lie groups and show that the chain group is isomorphic to the character group of the center of
G (see also [37]). There is a close relation between the chain group and the set of irreducible
canonical endomorphisms: an irreducible canonical endomorphism of A restricted to the center
Z turns out to be an automorphism of Z. We show that there is a group homomorphism between
the chain group and the subgroup of autZ generated by irreducible objects (cf. Theorem 5.7).
One of the typical difficulties in the context of a nontrivial center is that Z is not stable under
the action of a general canonical endomorphism σ, i.e.
σ(Z) 6⊂ Z .
In this section we also give an explicit formula in terms of isotypical projections that describes
the action of reducible endomorphisms restricted to the center (cf. Theorem 5.9). In Section 6
we construct a family of examples that satisfy the requirements of the pair of categories TC < T
considered in Theorem 4.14. In Section 7 we analyze the situation where the homomorphism
between the chain group and the subgroup of autZ generated by irreducible objects is trivial. In
this case Z becomes the common center of A and F . We can therefore decompose these algebras,
which in this section are assumed to be separable, w.r.t. Z. Then the Hilbert C*-system {F , αG}
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becomes a direct integral over Γ := specZ and the fibre Hilbert C*-system corresponding to the
base point λ ∈ Γ is of a DR-type with the same group G. That means, in particular, that the
fixed point algebra associated with a.e. λ has a trivial center. Another simplifying condition of
the present situation is the fact that any canonical endomorphism acts trivially on the center,
i.e. ρ Z = id Z. Moreover, we show that in this case the minimality condition already implies
the regularity of the corresponding Hilbert C*-system (cf. Corollary 7.7). The special situation
studied in this section is also related to the notion of extention of C*-categories by abelian
C*-algebras (cf. [41]).
Some conclusions connecting the present analysis to related lines of research are stated in
Section 8. Finally, the paper contains an appendix recalling the decomposition of a C*-algebra
w.r.t. its center.
2 Basic properties of Hilbert C*-systems
In this section we summarize the structures from superselection theory which we need. For proofs,
we refer to the literature if possible, otherwise proofs are included in this paper.
Below F will always denote a unital C*-algebra. A Hilbert space H ⊂ F is called algebraic
if the scalar product 〈·, ·〉 of H is given by 〈A,B〉1 := A∗B for A, B ∈ H . Henceforth, we
consider only finite-dimensional algebraic Hilbert spaces. The support suppH of H is defined by
suppH :=
∑d
j=1ΦjΦ
∗
j , where {Φj | j = 1, . . . , d} is any orthonormal basis of H. Unless otherwise
specified, we assume below that each considered algebraic Hilbert space H satisfies suppH = 1.
We also fix a compact C*-dynamical system {F ,G, α}, i.e. G is a compact group and α : G ∋
g → αg ∈ AutF is a pointwise norm-continuous morphism. For D ∈ Ĝ (the dual of G) its spectral
projection ΠD ∈ L(F) is defined by
ΠD(F ) :=
∫
G
χD(g)αg(F ) dg for all F ∈ F , (2)
where: χD(g) := dimD · Trπ(g), π ∈ D ,
and dg is the normalized Haar measure of the compact group G. The spectrum of αG can then
be defined by
spec αG :=
{
D ∈ Ĝ | ΠD 6= 0
}
.
Note that spec αG coincides with the so-called Arveson spectrum of αG (see e.g. [1]).
Our central object of study is:
2.1 Definition The compact C*-dynamical system {F ,G, α} is called a Hilbert C*-system if
for each D ∈ Ĝ there is an algebraic Hilbert space HD ⊂ ΠDF , such that αG acts invariantly on
HD, and the unitary representation αG HD is in the equivalence class D ∈ Ĝ.
We are mainly interested in Hilbert C*-systems whose fixed point algebras coincide such that
they appear as extensions of it.
2.2 Definition A Hilbert C*-system {F ,G, α} is called a Hilbert extension of a C*-algebra
A ⊂ F if A is the fixed point algebra of G. Two Hilbert extensions {Fi, G , α
i}, i = 1, 2 of A
(w.r.t. the same group G) are called A-module isomorphic if there is an isomorphism τ : F1 →
F2 such that τ(A) = A for A ∈ A, and τ intertwines the group actions, i.e. τ ◦ α
1
g = α
2
g ◦ τ ,
g ∈ G.
2.3 Remark (i) For a Hilbert C*-system {F ,G, α} one has specαG = Ĝ and the morphism
α : G → AutF is necessarily faithful. So, since G is compact and AutF is Hausdorff
w.r.t. the topology of pointwise norm-convergence, α is a homeomorphism of G onto its
image. Thus G and αG are isomorphic as topological groups.
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(ii) Group automorphisms of G lead to A-module isomorphic Hilbert extensions of A, i.e. if
{F ,G, α} is a Hilbert extension of A and ξ an automorphism of G, then the Hilbert exten-
sions {F ,G, α} and {F ,G, α ◦ ξ} are A-module isomorphic.
Therefore, the Hilbert C*-system {F ,G, α} depends, up to A-module isomorphisms, only
on αG , which is isomorphic to G. In other words, up to A-module isomorphism we may
identify G and αG ⊂ AutF neglecting the action α which has no relevance from this point
of view. Therefore in the following, unless it is otherwise specified, we use the notation
{F ,G} for a Hilbert extension of A, where G ⊂ AutF .
(iii) As mentioned above, Hilbert C*-systems arise in DHR-superselection theory (cf. [11, 2]).
Mathematically, there are constructions by means of tensor products B of Cuntz algebras
OHu , B = ⊗u∈Ob ROHu , where R is a category whose objects u are finite-dimensional con-
tinuous unitary representations of a compact group G on Hilbert spacesHu with dim Hu > 1
and whose arrows are the corresponding intertwining operators (cf. [18, Section 7]). In these
examples the center Z of the fixed point algebra A is trivial.
Further examples in the context of the CAR-algebra with an abelian group G = T and
nontrivial center Z are given in [4]. In Section 6 we construct a family of examples of
minimal and regular Hilbert C*-systems for nonabelian groups and with nontrivial Z.
2.4 Remark A Hilbert C*-system is a very highly structured object;- below we list some impor-
tant properties (for details, consult [2, 11]):
(i) Given two G-invariant algebraic Hilbert spaces H,K ⊂ F , then span(H · K) is also a G-
invariant algebraic Hilbert space which we will briefly denote by H·K. It carries the tensor
product of the representations of G carried by H and K.
(ii) Let H,K as before but not necessarily of support 1: There is a natural isometric embedding
of L(H,K) into F given by
L(H,K) ∋ T → J (T ) :=
∑
j,k
tjkΨjΦ
∗
k, tjk ∈ C,
where {Φk}k resp. {Ψj}j are orthonormal basis of H resp. K and where
T (Φk) =
∑
j
tjkΨj,
i.e. (tj,k) is the matrix of T w.r.t. these orthonormal basis. One has
T (Φ) = J (T ) · Φ, Φ ∈ H.
For simplicity of notation we will often put T̂ := J (T ). Moreover, we have T̂ ∈ A iff
T ∈ LG(H,K), where LG(H,K) denotes the linear subspace of L(H,K) consisting of all
intertwining operators of the representations of G on H and K (cf. [11, p. 222]).
(iii) Generally for a Hilbert C*-system, the assignment D → HD is not unique. If U ∈ A
is unitary then also UHD ⊂ ΠDF is an G-invariant algebraic Hilbert space carrying a
representation in D. Note that each G-invariant algebraic Hilbert space K which carries a
representation of D is of this form, i.e. there is a unitary V ∈ A such that K = VHD.
(iv) There is a useful partial order on the G-invariant algebraic Hilbert spaces. We defineH < K
to mean that there is an orthoprojection E on K such that EK is invariant w.r.t. G and
the representation G H is unitarily equivalent to G EK.
Note that H < K iff there is an isometry V ∈ A such that V V ∗ =: E is a projection of K,
i.e. VH = EK (use (ii)).
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(v) Given a Hilbert C*-system {F , G} a useful *-subalgebra of F is
Ffin :=
{
F ∈ F | ΠDF 6= 0 for only finitely many D ∈ Ĝ
}
which is dense in F w.r.t. the C*-norm (cf. [39]).
(vi) The spectral projections satisfy:
ΠD1ΠD2 = ΠD2ΠD1 = δD1D2ΠD1
‖ΠD‖ ≤ d(D)
3/2 , d(D) := dim(HD) ,
ΠDF = span(AHD) ,
ΠD(AFB) = A ·ΠD(F ) · B, A,B ∈ A, F ∈ F ,
A = ΠιF ,
where ι ∈ Ĝ denotes the trivial representation of G.
(vii) In F there is an A-scalar product given by 〈F, G〉A := ΠιFG
∗, w.r.t. which the spectral
projections are symmetric, i.e. 〈ΠDF, G〉A = 〈F, ΠDG〉A for all F, G ∈ F , D ∈ Ĝ. Using
the A-scalar product one can define a norm on F , called the A-norm
|F |A := ‖〈F,F 〉‖
1/2, F ∈ F .
Note that |F |A ≤ ‖F‖ and that F in general is not closed w.r.t. the A-norm.
The following result confirms the importance and naturalness of the previously defined norm
| · |A in the context of Hilbert C*-systems. This norm plays also a fundamental role in the so-
called inverse superselection theory which reconstructs the Hilbert C*-system from the data A
and a suitable family of endomorphisms of A (cf. [3, 2, 8]).
2.5 Proposition Let {F , G} be a Hilbert C*-system, then for each F ∈ F we have
F =
∑
D∈Ĝ
ΠDF (3)
where the sum on the right hand side is convergent w.r.t. the A-norm and we have Parseval’s
equation:
〈F,F 〉A =
∑
D∈Ĝ
〈ΠDF,ΠDF 〉A . (4)
Proof: Let Γ ⊂ Ĝ, card Γ < ∞. The set {Γ} of all such subsets of Ĝ is a directed net. The
assertion (3) means ∑
D∈Ĝ
ΠDF := lim
Γ→Ĝ
FΓ,
where
FΓ :=
∑
D∈Γ
ΠDF,
and “lim” means convergence w.r.t. the A-norm. On the other hand, if Γ is fixed, we put
GΓ = GΓ(CD, D ∈ Γ) :=
∑
D∈Γ
CD, CD ∈ ΠDF .
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Then GΓ ∈ Ffin. By a simple calculation one obtains
〈F −GΓ, F −GΓ〉A = 〈F, F 〉A −
∑
D∈Γ
〈ΠDF,ΠDF 〉A +
∑
D∈Γ
〈ΠDF − CD,ΠDF − CD〉A.
Since ∑
D∈Γ
〈ΠDF − CD,ΠDF − CD〉A ≥ 0
we obtain
〈F −GΓ, F −GΓ〉A ≥ 〈F, F 〉A −
∑
D∈Γ
〈ΠDF, ΠDF 〉A (5)
=
〈
F −
∑
D∈Γ
ΠDF, F −
∑
D∈Γ
ΠDF
〉
A
≥ 0.
Therefore
〈F, F 〉A ≥
∑
D∈Γ
〈ΠDF,ΠDF 〉A
Since ‖X‖ ≥ |X|A for all X ∈ F we have
‖F −GΓ‖ ≥ |F −GΓ|A ≥ |F − FΓ|A.
According to Shiga’s theorem (see [39]) the left hand side can be chosen arbitrary small for
suitable Γ and suitable coefficients CD. Hence |F − FΓ|A → 0 for Γ→ Ĝ follows. This is (3) and
this implies
lim
Γ→Ĝ
‖〈F,F 〉A −
∑
D∈Γ
〈ΠDF,ΠDF 〉A‖ = 0,
which proves (4).
Note that (3) does not in general converge w.r.t. the C*-norm ‖ · ‖.
2.6 Corollary (i) Each F ∈ F is uniquely determined by its projections ΠDF, D ∈ Ĝ, i.e. F = 0
iff ΠDF = 0 for all D ∈ Ĝ.
(ii) We have that |ΠD|A = 1 for all D ∈ Ĝ, where | · |A denotes the operator norm of ΠD w.r.t. the
norm | · |A in F .
3 Two natural examples of C*-categories associated with a
Hilbert C*-system
In the following we introduce two important examples of C*-categories that naturally appear in
the context of Hilbert C*-systems. For the general definition and further properties of tensor
C*-categories we refer to [21, 35]. We mention only that the notion of an irreducible object
introduced in [7, Section 5] (see also [8]) can be defined for arbitrary tensor C*-categories T:
ρ ∈ ObT is called irreducible if
(ρ, ρ) = 1ρ × (ι, ι) , (6)
where ι denotes the unit for the tensor product of objects, 1ρ is the unit of the unital C*-algebra
(ρ, ρ) and × is the tensor product of arrows. We denote the set of all irreducible objects in T by
IrrT.
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3.1 The category TG of all G-invariant algebraic Hilbert spaces
The G-invariant algebraic Hilbert spaces H of {F ,G}, satisfying suppH = 1, form the objects of
a C*-category TG whose arrows are given by (H,K) := J (LG(H,K)) ⊂ A. The tensor product
of objects is given by the product in F , the unit object is ι := C1 and (ι, ι) = C1. The
composition of arrows J (T ) ∈ (H,H′), J (S) ∈ (K,K′) is given by J (T ⊗ S) ∈ (HK,H′K′),
where T ⊗ S ∈ LG(H ⊗K,H
′ ⊗K′). H is irreducible iff (H,H) = C1 (Schur’s lemma).
We will focus next on the additional structure of TG. For this recall the partial order in ObTG
given in Remark 2.4 (iv). If K ∈ Ob TG is given, an object H < K is called a subobject of
K. If E ∈ J (LG(K)) is an orthoprojection 0 < E < 1, i.e. E is a reducing projection for the
representation of G on K, then the question arises whether there is an object H such that the
representations on H and EK are unitarily equivalent. This suggests the concept of closedness
of TG w.r.t. subobjects.
3.1 Definition The category TG is closed w.r.t. subobjects if to each K ∈ Ob TG and to each
nontrivial orthoprojection E ∈ J (LG(K)) there is an isometry V ∈ A with V V
∗ = E. (In this
case H := V ∗K is a subobject H < K assigned to E.)
Second, if V,W ∈ A are isometries with V V ∗ +WW ∗ = 1 and H,K ∈ ObTG then we call the
algebraic Hilbert space VH +WK of support 1 a direct sum of H and K. It is G-invariant and
carries the direct sum of the representations on H and K. Therefore we define
3.2 Definition The category TG is closed w.r.t. direct sums if to each H1,H2 ∈ Ob TG there
is an object K ∈ Ob TG and there are isometries V1, V2 ∈ A with V1V
∗
1 + V2V
∗
2 = 1 such that
K = V1H1 + V2H2.
Since Ob TG contains all G-invariant algebraic Hilbert spaces, TG is always closed w.r.t. direct
sums provided that A contains a pair V,W of isometries with V V ∗ +WW ∗ = 1. This condition
for A we call Property B. It will play an important role in the rest of the paper. We have
3.3 Proposition If A satisfies Property B then TG is closed w.r.t. direct sums.
3.4 Proposition (i) If the category TG is closed w.r.t. direct sums, then it is closed w.r.t. sub-
objects.
(ii) Let G be nonabelian. If the category TG is closed w.r.t. subobjects, then it is closed w.r.t. di-
rect sums.
Proof: (i) First we assume that TG is closed w.r.t. direct sums. Note that in this case for
any n ∈ N there are isometries Wj ∈ A, j = 1, 2, ..., n, such that
∑n
j=1WjW
∗
j = 1. Then to
each finite-dimensional representation U there is a G-invariant algebraic Hilbert space K such
that U is realized on K, because U = ⊕
D∈Ĝ mD · UD, UD ∈ D, and in A there are isometries
WD, l, l = 1, 2, ...,mD (mD being the multiplicity of UD in the decomposition of U) such that∑
D, lWD, lW
∗
D, l = 1. Therefore K :=
∑
D, lWD, lHD is an object from TG and carries exactly the
representation U .
Now let K ∈ Ob TG and E ∈ J (LG(K)), 0 < E < 1, a reducing projection, i.e. EK ⊂ K
is a reducing subspace that carries a certain representation of G. Note that suppEK 6= 1.
Nevertheless there is an object H ∈ Ob TG which carries this representation: choose in EK and
H the (orthonormal) basis {Φj}j of EK, {Ψj}j of H in such a way that the representation
matrices coincide. Put A :=
∑
j ΦjΨ
∗
j . Then A ∈ A, A
∗A = 1 and AA∗ = E follows, i.e. H is a
subobject of K w.r.t. E.
(ii) Now we assume that TG is closed w.r.t. subobjects. Then choose HD1,HD2 ∈ Ob TG,
whose dimensions are larger than 1. Then K := HD1 · HD2 ∈ Ob TG and it carries the reducible
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representation UD1 ⊗ UD2 , i.e. there is a projection E, 0 < E < 1, E ∈ J (LG(K)). Then to E
and 1 − E there correspond isometries V,W ∈ A with V V ∗ +WW ∗ = 1, hence TG is closed
w.r.t. direct sums.
3.5 Remark Note that if the group G is a compact abelian then Ĝ is a discrete abelian group, the
character group. Pontryagin’s duality theorem shows that in this case the notions of direct sums
and subobjects are irrelevant for the duality theory (see also Remark 4.15). If the compact group
is non abelian the duality theory changes radically and closure under direct sums and subobjects
become essential properties.
3.2 The category T of all canonical endomorphisms
3.6 Definition To each G-invariant algebraic Hilbert space H ⊂ F there is assigned a correspond-
ing inner endomorphism ρH ∈ EndF given by
ρH(F ) :=
d(H)∑
j=1
ΦjFΦ
∗
j ,
where {Φj | j = 1, . . . , d(H)} is any orthonormal basis of H. We call canonical endomorphism
the restriction of ρH to A, i.e. ρH A ∈ endA.
3.7 Remark (i) Note that the definition of the canonical endomorphisms uses terms of F
explicitly. Therefore, the question arises whether the inner endomorphisms ρH can be
characterized by intrinsic properties of their restriction to A (see the beginning of Section 4
below). This interplay between the inner and the canonical endomorphisms ρH resp. ρH A
plays an essential role in the DR-theory. Below, we omit the restriction symbol and regard
the ρH also as endomorphisms of A. We will identify the set of canonical endomorphisms
of A as the objects of a very important category with interesting closure properties.
(ii) If the emphasis is only on the class D ∈ Ĝ and not on its corresponding algebraic Hilbert
space HD, we will write ρD instead of ρHD .
(iii) Note that ΦA = ρH(A)Φ for all Φ ∈ H and A ∈ A.
(iv) Note that the identity endomorphism ι is assigned to H = C1, i.e. ρ
C1
:= ι.
(v) Let H,K be as before, then ρH ◦ ρK = ρH·K.
(vi) Whilst an invariant algebraic Hilbert space uniquely determines its canonical endomor-
phism, in general the converse does not hold.
3.8 Proposition Let H,K be G-invariant algebraic Hilbert spaces. Then: ρH A = ρK A iff
Ψ∗Φ ∈ A′ ∩ F for all Φ ∈ H,Ψ ∈ K.
Proof: It is straightforward to check the condition for orthonormal basis of H and K.
3.9 Definition Let {F , G} be a Hilbert C*-system with fixed point algebra A. The intertwiner
space of canonical endomorphisms σ, τ is:
(σ, τ) := {X ∈ A | Xσ(A) = τ(A)X for all A ∈ A}
and this is a complex Banach space. We will say that σ, τ ∈ EndA are mutually disjoint if
(σ, τ) = {0} when σ 6= τ .
9
We denote by T the category with objects consisting of the canonical endomorphisms ρH for
G-invariant algebraic Hilbert spaces H ⊂ F with suppH = 1 and with arrows given by the
intertwiner spaces.
3.10 Remark (i) T is the second example of a tensor C*-category. The tensor product of
objects is given by composition of endomorphisms (see Remark 3.7(v)) and ι = id . The
composition of arrows is defined as follows: For A ∈ (σ, σ′), B ∈ (τ, τ ′), we put A×B :=
Aσ(B) ∈ (στ, σ′τ ′).
(ii) We have (ι, ι) = Z := center of A and from the Definition in (6) we have ρH ∈ ObT is
irreducible if (ρH, ρH) = ρH(Z). Note that this corresponds precisely to the case where
G acts irreducibly on H (see [8, Subsection 3.1] and [7, Section 5]). We denote the set of
irreducible objects in T by Irr T .
(iii) Recall the isometry J : LG(H,K) −→ A encountered in Remark 2.4(ii). We claim that its
image is in fact contained in (ρH, ρK). To see this, let Φ ∈ H, A ∈ A and T ∈ LG(H,K).
Then putting T̂ := J (T ) we have
T̂ ρH(A)Φ = T̂Φ · A = T (Φ) · A = ρK(A)T (Φ) = ρK(A)T̂ · Φ
hence
T̂ ρH(A) = ρK(A)T̂
i.e. T̂ ∈ (ρH, ρK) or
(H,K) = J (LG(H,K)) ⊆ (ρH, ρK) .
In general, the inclusion is proper. Note finally, that if A = J (T ), B = J (S) for T ∈
LG(H,H
′), S ∈ LG(K,K
′), then A × B = J (T ⊗ S), i.e. × restricted to the intertwiner
spaces (H,K) etc., coincides with the composition of arrows of TG .
(iv) Recall that H < K iff there is an isometry V ∈ A such that V V ∗ =: E is a projection of K
i.e. VH = EK. In this case we have V ∈ (ρH, ρK) and E ∈ (ρK, ρK). Moreover, E does not
belong to the center of A.
There is an important connection between the categories TG and T in the case of a trivial
relative commutant A′ ∩ F = C1 (see [18, Lemma 2.4]). Note that in this case A must have a
trivial center Z = C1.
3.11 Proposition There is a faithful functor from the categories TG to T which is a bijection of
objects. In general the functor is not full, but if the relative commutant satisfies A′ ∩ F = C1,
then TG and T are isomorphic categories.
Proof: For the objects the functor is specified by H → ρH and for the arrows by (H,K) ∋ A →
A ∈ (ρH, ρK). Note that the compatibility of functor w.r.t. the composition of arrows follows
from Remark 3.10 (iii). For the second assertion use Proposition 3.8 and that Φ∗AΨ ∈ C1 for
Φ ∈ K,Ψ ∈ H.
We now want to exhibit closure properties of T similarly as for TG .
3.12 Definition (i) τ ∈ ObT is a subobject of σ ∈ ObT , denoted τ < σ, if there there is an
isometry V ∈ (τ, σ). In this case τ(·) = V ∗σ(·)V and V V ∗ =: E ∈ (σ, σ) follow.
(ii) ρ ∈ Ob T is a direct sum of σ, τ ∈ Ob T , if there are isometries V ∈ (σ, ρ), W ∈ (τ, ρ)
with V V ∗ +WW ∗ = 1 such that
ρ(·) = V σ(·)V ∗ +Wτ(·)W ∗ =: σ ⊕ τ.
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3.13 Remark (i) The subobject relation τ < σ is again a partial order: let τ < σ and σ < µ,
so that there are isometries V ∈ (τ, σ) and W ∈ (σ, µ). Then WV ∈ (τ, µ) is also an
isometry, i.e. τ < µ.
(ii) Note that if τ = ρH, σ = ρK for G-invariant algebraic Hilbert spacesH ,K satisfyingH < K,
then a fortiori τ < σ. However if τ, σ are given and one only knows that there are algebraic
Hilbert spaces H < K, then the transitivity property may not hold in general.
(iii) If σ := ρH, τ := ρK then ρ = ρL where L := VH+WK.
(iv) A direct sum σ⊕ τ, defined above (where a priori ρ is not necessarily an object of T ) with
isometries V,W ∈ A , V V ∗+WW ∗ = 1 is only unique up to unitary equivalence, i.e. if ρ, ρ′
are direct sums of σ and ρ, then there is a unitary U ∈ (ρ, ρ′).
The closedness of T w.r.t. direct sums is defined by the closedness of TG w.r.t. direct sums.
The closedness of T w.r.t. subobjects is defined by the closedness of TG w.r.t. subobjects in the
following sense: if
ρ = ρH ∈ Ob T (7)
is given, then for all H satisfying (7) and to each nontrivial projection E ∈ J (LG(H)) there is
an isometry VH ∈ A with VHV
∗
H = E.
This means
3.14 Proposition If A satisfies Property B then T is closed w.r.t. direct sums and subobjects.
3.3 Permutation and conjugation structures on TG: DR-categories
To complete the analysis of the categories TG and T we will recall briefly their permutation and
conjugation structure. First, we will consider these structures on TG (cf. Remark 3.17 (ii) below).
We assume in this subsection that the fixed point algebra A of {F , G} satisfies Property B.
3.15 Proposition (Permutation structure) TG has a permutation structure, i.e. a map
ObTG ∋ H,K → ǫ(H,K) ∈ (HK, KH) ,
where ǫ(H,K) is unitary and satisfies
(i) ǫ(H,K) · ǫ(K,H) = 1.
(ii) ǫ(C1,H) = ǫ(H,C1) = 1.
(iii) ǫ(H1H2,H3) = ǫ(H1,H3) · ρH1(ǫ(H2,H3)) , Hi ∈ Ob TG, i = 1, 2, 3.
(iv) ǫ(H′,K′)A×B = B ×Aǫ(H,K), A ∈ (H,H′), B ∈ (K,K′).
Tensor categories that have a map ǫ(·, ·) satisfying the properties (i)-(iv) adapted from above
are called symmetric (cf. [21, p. 160]). The map ǫ(·, ·) is also called a permutator or symmetry.
3.16 Proposition (Conjugation structure) TG has a conjugation structure, i.e. to each H ∈
ObTG there is a conjugated algebraic Hilbert space H ∈ Ob TG carrying the corresponding conju-
gated representation and there are conjugates RH ∈ (C1,HH), SH = ǫ(H,H)RH such that
S∗H ρH(RH) = 1 and R
∗
H ρH(SH) = 1 .
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3.17 Remark (i) A permutator (or symmetry) ǫ(·, ·) as in Proposition 3.15 is given by
ǫ(H,K) := J (θ(H,K)) ,
where θ denotes the flip operator of the tensor product H ⊗ K. Let {Φi}i,{Ψk}k be or-
thonormal basis of the algebraic Hilbert spaces H and K, respectively. Then
ǫ(H,K) =
∑
i,k
Ψk ΦiΨ
∗
k Φ
∗
i .
If H carries the direct sum of irreducible representations in {Dj}j ⊂ Ĝ, then H carries the
corresponding direct sum of the conjugated representations in {Dj}j ⊂ Ĝ. Denote by {Φi}i
the conjugated basis of H w.r.t. {Φi}i, then we have the relation
RH =
∑
i
ΦiΦi .
(ii) It is possible to use the functor in Proposition 3.11 to transfer the corresponding per-
mutation and conjugation structure to T . Note, nevertheless, that if the inclusion
(H,K) ⊆ (ρH, ρK) is proper (cf. Remark 3.10 (iii)), then the property corresponding to
(iv) in Proposition 3.15 is valid only for a smaller set of arrows.
We can now sum up the rich structure of the category TG in the notion of a (Doplicher/Roberts)
DR-category (cf. [21]).
3.18 Definition An (abstract) tensor C*-category TC with (ι, ι) = C1, closed w.r.t. direct sums
and subobjects, equipped with a permutation and a conjugation structure is called an (abstract)
DR-category.
The category TG introduced in Subsection 3.1 is an example of a DR-category. It is a special
Tannaka-Krein category for the group G, where the objects and the arrows are embedded in the
algebra F . Moreover, if A′ ∩ F = C1 (which implies Z = C1), the category T of canonical
endomorphisms is another example of a DR-category (cf. Proposition 3.11).
3.19 Remark In the context of the DR-theory we can associate with any ρ ∈ IrrTC a unique
element D ∈ Ĝ, where G is the group associated with the DR-category TC. We denote by Irr 0TC
a complete system of irreducible and mutually disjoint objects.
One of the most fundamental results associated with DR-categories is the existence of an
integer-valued dimension function on the objects of TC. It is defined as follows: Let ρ ∈ Ob TC
and Rρ ∈ (ι, ρρ) a conjugate. Then
d(ρ)1 := R∗ρRρ ∈ (ι, ι) = C1 . (8)
The dimension function d(·) is independent of the choice of conjugates and gives the same value
on unitarily equivalent objects. Moreover, it satisfies the following properties (cf. [21, Sections 2]
or [11, Subsection 11.1.6]):
3.20 Proposition Let ObTC ∋ ρ → d(ρ) be the dimension function defined above. Then for
ρ, ρ1, ρ2 ∈ ObTC we have
(i) d(ρ) ∈ N.
(ii) d(ι) = 1 and d(ρ) = d(ρ).
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(iii) d(ρ1 ◦ ρ2) = d(ρ1) d(ρ2) and d(ρ1 ⊕ ρ2) = d(ρ1) + d(ρ2)
(iv) λ =
⊕r
j=1
⊕m(ρj ,λ)
l=1 ρjl, with ρjl := ρj ∈ Irr0 TC (recall Remark 3.19), l = 1, 2, . . . ,m(ρj , λ)
and d(λ) =
∑r
j=1m(ρj , λ)d(ρj), where (ρ, λ)C are algebraic Hilbert spaces and m(ρ, λ) :=
dim (ρ, λ)C.
3.4 The ideal structure of Hilbert C*-Systems
Given a Hilbert C*-system {F , G}, we will analyze in the present subsection the relation between
the ideal structures of F and of the fixed point algebra A. It is clear that these must be closely
related since F can be generated from A and {HD}D∈ Ĝ, the latter being a complete system of
irreducible algebraic Hilbert spaces with support 1 (cf. Definition 2.1 and Remark 2.4 (v),(vi)).
First we introduce the following weaker notions of simplicity which are natural in the context
of Hilbert C*-systems.
3.21 Definition {F , G} denotes a Hilbert C*-system.
(i) Let E ⊂ F be a closed two-sided ideal in F , i.e. E  F . We say that E is G-invariant if
g(E) ⊆ E, g ∈ G. F is G-simple if it has no nontrivial G-invariant closed two-sided ideals.
(ii) Let I ⊂ A be a closed two-sided ideal in A, i.e. I  A. We say that I is ρ-invariant
if ρD(I) ⊆ I, D ∈ Ĝ, where {ρD}D∈ Ĝ, are the canonical endomorphisms associated to
a complete system {HD}D∈ Ĝ of irreducible algebraic Hilbert spaces with support 1. I is
ρ-simple if it has no nontrivial ρ-invariant closed two-sided ideals.
3.22 Remark Note that the notion of ρ-simplicity is independent of the particular choice of the
system {HD}D∈ Ĝ. In fact, if IA is ρ-invariant w.r.t. {ρD}D∈ Ĝ, then any other unitary equivalent
endomorphism ρ′D(·) = V ρD(·)V
∗, D ∈ Ĝ and V a unitary in A, still satisfies
ρ′D(I) = V ρD(I)V
∗ ⊆ V I V ∗ ⊆ I .
3.23 Lemma Let E F be G-invariant and ΠD the spectral projections defined in (2). Then E is
ΠD-invariant, i.e. ΠD(E) ⊆ E for all D ∈ Ĝ.
Proof: Let E ∈ E . By the definition of spectral projection in (2) we have
ΠD(E) :=
∫
G
χD(g)αg(E) dg .
Since E is closed, we obtain from the definition of the integral and the pointwise norm continuity
of the group action that ΠD(E) ∈ E .
3.24 Proposition Let {F , G} be a Hilbert C*-system with fixed point algebra A. Then we have
the following four implications:
F is simple ⇒ F is G-simple ⇒ A is simple ⇒ A is ρ-simple ⇒ F is G-simple.
Proof: The first and third implication above are trivial.
i) To show that the G-simplicity of F implies the simplicity of A assume that A is not simple:
let I A be a nontrivial closed 2-sided ideal and consider
Er := clo ‖·‖ span {I HD | D ∈ Ĝ} .
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Er is a closed right ideal in F : indeed, recall that
F := clo ‖·‖ span {AHD | D ∈ Ĝ}
and take A ∈ A. Then
I HD AHD′ = IρD(A)︸ ︷︷ ︸
∈I
HDHD′ ⊂ Er , D,D
′ ∈ Ĝ ,
where the latter inclusion follows from the fact that the tensor productHDHD′ can be decomposed
in terms of irreducible algebraic Hilbert spaces: indeed, for H ∈ HD, H
′ ∈ HD′ , there are
AD, k ∈ A such that H ·H
′ =
∑
D, k
AD, kΦD, k. Thus we have shown that
span {I HD | D ∈ Ĝ} · span {AHD′ | D
′ ∈ Ĝ} ⊂ Er .
Take now {Fn}n ⊂ span {AHD′ | D
′ ∈ Ĝ} such that Fn → F ∈ F . Then for any E0 ∈
span {I HD | D ∈ Ĝ} we have E0F ∈ Er, because Er ∋ E0Fn → E0F . Similarly one can show
that EF ∈ Er for all E ∈ Er, F ∈ F , hence Er is a closed right ideal in F . This implies that
E := Er ∩ E
∗
r F is a nonzero closed 2-sided ideal in F , which is proper since 1 6∈ E . Finally, E is
also G-invariant, because g(I) = I ⊆ A and g(HD) = HD, g ∈ G, D ∈ Ĝ. Summing up we have
shown that if A is not simple, then F is not G-simple.
ii) To show the last implication, assume that F is not G-simple: let E  F be a nontrivial, G-
invariant and closed 2-sided ideal. According to Lemma 3.23 we have that E is also ΠD-invariant
for D ∈ Ĝ and we define the following closed two-sided ideal in A:
I := Πι(E) = E ∩ AA .
We still need to show that I is ρ-invariant and nontrivial. Since E is a two-sided ideal in F we
have for any D ∈ Ĝ and any X ∈ I = E ∩ A
ρD(X) =
∑
k
ΦD,k X Φ
∗
D, k
∈ E ∩ A ,
where {ΦD, k}k is an orthonormal basis of HD. Thus I is ρ-invariant. Moreover, I is proper
because E is proper: 1 6∈ I ⊂ E . To conclude the proof we have to show that I 6= {0}. For
this choose an element E′ ∈ E with E′ 6= 0. Since E is ΠD-invariant (cf. Lemma 3.23) we
have ΠD(E
′) ∈ E for all D ∈ Ĝ and according to Corollary 2.6 (i) there is a D ∈ Ĝ such that
E := ΠD(E
′) 6= 0. Then we can write
E =
∑
k
AkΦD,k for some Ak ∈ A
and at least one of the coefficients does not vanish, say Ak0 6= 0. Since E is a two-sided ideal in
F we have EΦ∗D, k0 ∈ E . Then we compute
Πι(EΦ
∗
D, k0
) =
∫
G
g(EΦ∗
D, k0
) dg
=
∑
k
Ak
∫
G
g(ΦD, k)g(Φ
∗
D, k0
) dg
=
∑
k
Ak ·
∑
k′, i′
(∫
G
Uk′, k(g)Ui′ , k0(g) dg
)
ΦD, k′ Φ
∗
D, i′
=
∑
k
Ak ·
∑
k′, i′
1
d(D)
δk′, i′ δk, k0ΦD,k′ Φ
∗
D, i′
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=
1
d(D)
Ak0
∑
k′
ΦD,k′ Φ
∗
D, k′
=
1
d(D)
Ak0 6= 0 ,
where d(D) is the dimension of the representation U ∈ D. In the previous equations we have
used that suppHD = 1, the orthogonality of the matrix elements Uk′, k(g) (recall Peter-Weyl’s
Theorem [33, Theorem 27.40]) as well as the transformation g(ΦD, k) =
∑
k′ Uk′, k(g)ΦD, k′ . We
have thus shown that I is nonzero, since
0 6=
1
d(D)
Ak0 = Πι(EΦ
∗
D, k0
) ∈ I
and the proof is concluded.
3.25 Corollary If I A is ρ-invariant, then the closed right ideal defined by
E := clo ‖·‖ span {I HD | D ∈ Ĝ}
satisfies E∗ = E, hence is a closed two-sided ideal in F .
Proof: First we show that E∗ ⊆ E by using the conjugation structure of TG: E
∗ is generated by
H∗D I, D ∈ Ĝ. From Remark 3.17 (i) it follows that Φ
∗
D,k = R
∗
D ΦD, k and from this we obtain
H∗
D
I = R∗
D
HD I = R
∗
D
ρD(I)HD ⊆ I HD ⊆ E .
This shows the inclusion E∗ ⊆ E and from E∗ ⊆ E = (E∗)∗ ⊆ E∗ we get the equality E∗ = E .
4 Minimal and regular Hilbert C*-systems
The DR-theorem associates with a DR-category T an essentially unique compact group G [21,
Theorem 6.1]. In the context of Hilbert C*-systems we have a bijective correspondence between
{A,T } and {F , G} ,
where A is a unital C*-algebra with trivial center Z = A′ ∩A = C1 (and satisfying Property B)
and T is a DR-category realized as unital endomorphisms of A. {F , G} is a Hilbert extension
of A having trivial relative commutant, i.e. A′ ∩ F = C1 (see [21, 22, 20, 3]). This correspon-
dence is connected with the second part of Proposition 3.11 which requires a trivial center of A.
The DR-theorem says that in the case of Hilbert extensions of A with trivial relative commu-
tant, the category T of all canonical endomorphisms can be indeed characterized intrinsically by
their abstract algebraic properties as endomorphisms of A and a corresponding bijection can be
established.
In this section we want to extend such a bijective correspondence to C*-algebras A with non-
trivial center Z ⊃ C1 and satisfying Property B. A first step in this direction is given in [8]. In
this context and due to Proposition 3.11 one has to face the problem that the category TG and
T can not be isomorphic anymore, since now we have
C1 ⊂ Z ⊆ A′ ∩ F .
We will investigate in the following the class of Hilbert extensions {F , G} with compact group G
and where the relative commutant satisfies the following minimality condition
A′ ∩ F = Z . (9)
In items (i)-(iv) of the introduction we gave several motivations that justify this choice. There-
fore we define
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4.1 Definition A Hilbert C*-system {F ,G} is called minimal if the condition
A′ ∩ F = Z (10)
is satisfied.
4.2 Remark (i) The adjective minimal comes from the property of the relative commutant.
Note that one always has Z ⊆ A′∩F . In the context of the DR-theory one has also minimal
Hilbert C*-systems, because there Z = C1 and A′ ∩ F = C1.
(ii) Let {F ,G} be a C*-dynamical system with fixed point algebra A having trivial center
Z(A) = C1 and relative commutant satisfying
A′ ∩ F = Z(F) with Z(F) = F ′ ∩ F .
Then {F ,G} can be obtained by inducing up from an essentially unique C*-dynamical
system {F0,G0}, where G0 is a closed subgroup of G, the fixed point algebra coincides with
A and the relative commutant is trivial, i.e. A′ ∩ F0 = C1 (cf. [17, Theorem 1]). For a
generalization of this result in the case where Z(A) is nontrivial and the corresponding
relative commutant satisfies
A′ ∩ F = Z(A) ∨ Z(F)
see [42].
4.3 Proposition Let {F , G} be a given Hilbert C*-system. Then A′ ∩ F = Z iff (ρD, ρD′) = {0}
for D 6= D′, i.e. iff the set {ρD | D ∈ Ĝ} is mutually disjoint.
Proof: First note that F ∈ A′ ∩ F iff ΠDF ∈ (ρD, ι)HD for all D ∈ Ĝ. Therefore A
′ ∩ F = Z iff
(ρD, ι) = 0 for all D 6= ι. But if this is true then also (ρD, ρD′) = 0 follows for all D 6= D
′ (see
e.g. [11, p. 193]).
Observe that in any Hilbert C*-system, for each τ ∈ Ob T the space Hτ := HτZ, (where Hτ
is a G-invariant algebraic Hilbert space) is a G-invariant free right Hilbert Z-module with inner
product given as usual by
〈H1,H2〉 := H
∗
1H2 ∈ Z , H1,H2 ∈ Hτ .
Moreover, since for any τ ∈ Ob T , we have that Z ⊂ (τ, τ), it is easy to see that there is a
canonical left action of Z on Hτ . Concretely, there is a natural *-homomorphism Z → LZ(H)
(see [7, Sections 3 and 4] for more details). Hence Hτ becomes a Z-bimodule. Next we state the
isomorphism between the category of canonical endomorphisms and the corresponding category
of Z-bimodules.
4.4 Proposition Let {F , G} be a given minimal Hilbert C*-system, where the fixed point algebra
A has center Z. Then the category T of all canonical endomorphisms of {F , G} is isomorphic to
the subcategory MG of the category of free Hilbert Z-bimodules with objects H = HZ, H ∈ ObTG,
and arrows given by the corresponding G-invariant module morphisms LZ(H1,H2;G).
The bijection of objects is given by ρH ↔ H = HZ which satisfies the conditions
ρH = (AdV ) ◦ ρ1 + (AdW ) ◦ ρ2 ←→ H = V H1 +WH2
ρ1 ◦ ρ2 ←→ H1 · H2 ,
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where the latter product is the inner tensor product of the the Hilbert Z-modules w.r.t. the *-
homomorphism Z → LZ(H2). The bijection on arrows is defined by
J : LZ(H1,H2;G)→ (ρ1, ρ2) with J (T ) :=
∑
j,k
ΨjZj,kΦ
∗
k =: T̂ .
Here {Ψj}j , {Φk}k are orthonormal basis of H2,H1, respectively, and (Zj,k)j,k is the matrix of
the right Z-linear operator T from H1 to H2 which intertwines the G-action.
Proof: Note first that the minimality condition and Proposition 3.8 guarantee that the bijection
on objects is independent of the choice of the algebraic Hilbert spaces within H, provided these
define the same canonical endomorphism. The rest of the proof is in Proposition 3.1 and Section 4
of [7].
4.5 Remark Note that the category MG is a tensor C*-category. This follows from the fact that
T̂ Z = Z T̂ , Z ∈ Z , T ∈ LZ(H1,H2;G) ,
where T̂ ∈ A is defined in Remark 2.4 (ii). The previous equation implies
T (Z·) = Z T (·) , Z ∈ Z , T ∈ LZ(H1,H2;G) ,
and by [16, p. 268] this condition guarantees that MG is a tensor C*-category. Note that in
general the category of Hilbert Z-bimodules with the larger arrow sets LZ(H1,H2) is only a
semitensor C*-category (cf. [16, Section 2] for the definition of this notion and further details).1
The following result recalls the useful decomposition for a general Hilbert Z-module H ∈
Ob MG in terms of irreducible ones HD = HDZ, D ∈ Ĝ. From Proposition 4.4 one has equiva-
lently a decomposition of endomorphism ρH ∈ Ob T in terms of the corresponding irreducibles
ρD ∈ Irr T .
4.6 Proposition Let H ∈ ObMG be a G-invariant free Hilbert Z-module in F . Then H can be
decomposed into the following orthogonal direct sum:
H = ⊕
D
(ρD, ρH)HD .
If {WD, l}
m(D)
l=1 denotes an orthonormal basis of (ρD, ρH), where m(D) is the multiplicity of D ∈ Ĝ
in the decomposition of UH, then the isotypical projection can be written as
PD :=
m(D)∑
l=1
WD, lW
∗
D, l .
The canonical endomorphism associated with H is given by
ρH(A) =
∑
D, l
WD, l · ρD(A) ·W
∗
D, l .
Recalling the notion of ρ invariant ideals in A stated in Definition 3.21 (ii) we have the following
immediate consequence of the previous decomposition result for canonical endomorphisms.
4.7 Corollary Let {F , G} be a minimal Hilbert C*-system with fixed point algebra A and let I be
a closed two-sided ideal in A. Then I is ρ-invariant iff ρ(I) ⊆ I for all ρ ∈ ObT .
1We would like to acknowledge an anonymous referee for mentioning reference [16] to us.
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The Proposition 4.4 above shows that the canonical endomorphisms uniquely fix the correspond-
ing Z-modules, but not the choice of the generating algebraic Hilbert spaces. The assumption
of the minimality condition (10) is crucial here. From the point of view of the Z-modules it is
natural to consider next the following property of Hilbert C*-systems: the existence of a special
choice of algebraic Hilbert spaces within the modules that define the canonical endomorphisms
and which is compatible with products.
4.8 Definition A Hilbert C*-system {F , G} is called regular if there is an assignment
ObT ∋ σ →Hσ ∈ ObTG
such that σ = ρHσ , i.e. σ is the canonical endomorphism of the algebraic Hilbert space Hσ, and
which is compatible with products:
σ ◦ τ →Hσ · Hτ .
4.9 Remark (i) In a minimal Hilbert C*-system regularity means that there is a “generating”
Hilbert space Hτ ⊂ Hτ for each τ (with Hτ = HτZ) such that the compatibility relation
for products stated in Definition 4.8 holds. If a Hilbert C*-system is minimal and Z = C1
then it is necessarily regular.
(ii) Note that the minimality condition and the compactness of the group imply that the Hilbert
modules associated with objects in T are free. From the point of view of crossed products by
endomorphisms considered in [43] this corresponds to a special case (cf. [43, Example 4.1]).
Nevertheless, even in this particular situation with a compact group, there are cases where
still one can not associate a symmetry to the larger category T . In the context of Hilbert
C*-modules this means that the left action does not coincide with the corresponding right
action (in contrast with the situation considered in [43, Section 4]). The existence of a
symmetry is related to the nontriviality of the chain group homomorphism to be introduced
in the next section (see also Proposition 5.10, Remark 7.3 (i) and Section 8).
4.10 Lemma Let {F , G} be a minimal and regular Hilbert C*-system. For σ, τ ∈ Ob T and
ρ, ρ′ ∈ IrrT put
(σ, τ)C := J (LG(Hσ,Hτ )) ⊆ (σ, τ) , (ρ, τ)C := J (LG(Hρ,Hτ )) ⊆ (ρ, τ) , etc .,
(cf. Remark 3.10 (iii)). If {Wτ, ρ, k}k ⊂ (ρ, τ)C , {Wσ, ρ′, k′}k′ ⊂ (ρ
′, σ)C are orthonormal basis,
then
{Wτ, ρ, k ·W
∗
σ, ρ, k′}ρ,k,k′
is an orthonormal basis of (σ, τ)C, where the ρ’s are those irreducibles appearing in the decom-
position of σ and τ (cf. Proposition 4.6).
Proof: From the orthonormality relations of {Wτ, ρ, k}k and {Wσ, ρ′, k′}k′ and from the disjointness
relation for irreducible objects in Proposition 4.3, it follows directly that {Wτ, ρ, k ·W
∗
σ, ρ, k′}ρ,k,k′
is an orthonormal system in (σ, τ)C. For any A ∈ (σ, τ)C put
λρ,k,k′ :=W
∗
τ, ρ, k AWσ, ρ, k′ ∈ (ρ, ρ)C = C1 ,
where the last equation follows from the fact that the algebraic Hilbert space corresponding to ρ
carries an irreducible representation. Then it is immediate to verify that
A =
∑
ρ,k,k′
λρ,k,k′Wτ, ρ, kW
∗
σ, ρ, k′ ,
hence {Wτ, ρ, k ·W
∗
σ, ρ, k′}ρ,k,k′ is an orthonormal basis in (σ, τ)C.
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4.11 Theorem Let {F , G} be a minimal and regular Hilbert C*-system (where the fixed point
algebra A satisfies Property B). Then T contains a DR-subcategory TC with the same objects,
ObTC = ObT , and arrows (σ, τ)C ⊆ (σ, τ) such that:
(σ, τ) = (σ, τ)
C
σ(Z) = τ(Z) (σ, τ)
C
σ(Z) . (11)
Proof: Let H,K are G-invariant algebraic Hilbert spaces. Recall that the isometry J : L(H,K)→
F has the property
(H,K) = J (LG(H,K)) ⊆ (ρH, ρK) ,
(cf. Remark 3.10 (iii)). Now let σ → Hσ be the assignment given in Definition 4.8 for regular
Hilbert C*-systems, and put
(σ, τ)
C
:= (Hσ,Hτ ) .
Then the definitions of the symmetry ǫ(·, ·), the conjugates σ and their intertwiners Rσ, Sσ are
as follows (cf. Remark 3.17 (i)):
ǫ(σ, τ) :=
∑
j,k
ΨkΦjΨ
∗
kΦ
∗
j ,
where {Φj}j resp. {Ψk}k are orthonormal basis of Hσ resp. Hτ . We also define: σ := ρK, where
K carries the representation of G which is conjugated to the representation on Hσ. Recall that
all finite-dimensional representations of G can be realized by some G-invariant algebraic Hilbert
space. Moreover, K is chosen as the “distinguished” Hilbert space according to the assumption
of regularity. Let {Ωj}j be an orthonormal basis of K and put
Rσ :=
∑
j
ΩjΦj, Sσ := ǫ(σ, σ)Rσ.
With these choices it is easy to verify that TC is indeed a DR-subcategory of T (cf. Definition 3.18).
It remains to show Eq. (11). The inclusion (σ, τ) ⊇ (σ, τ)
C
σ(Z) follows immediately from
the fact that (σ, τ) is a right σ(Z)-module. To show the reverse inclusion let {Wτ, ρ, k}k ⊂ (ρ, τ)C ,
{Wσ, ρ′, k′}k′ ⊂ (ρ
′, σ)C be orthonormal basis as in Lemma 4.10. Take A ∈ (σ, τ) and define
ρ(Zρ,k,k′) :=W
∗
τ, ρ, k AWσ, ρ, k′ ∈ (ρ, ρ) = ρ(Z) .
Then
A =
∑
ρ,k,k′
Wτ, ρ, k ρ(Zρ,k,k′)W
∗
σ, ρ, k′
=
∑
ρ,k,k′
Wτ, ρ, kW
∗
σ, ρ, k′ σ(Zρ,k,k′) ∈ (σ, τ)C σ(Z) ,
and the proof of Eq. (11) is completed.
4.12 Remark (i) Recall that the category TG introduced in Subsection 3.1 is an example of a
DR-category (recall Remark 3.10) and in fact it plays the role of the subcategory TC as a
subcategory of the in general larger category T of canonical endomorphisms of the minimal
and regular Hilbert C*-system.
(ii) The assumptions of the previous theorem imply that each basis of (σ, τ)C is simultaneously
a module basis of (σ, τ) modulo σ(Z) as a right module, i.e. the module (σ, τ) is free.
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(iii) For simplicity we will sometimes call a DR-subcategory TC of T satisfying the properties of
Theorem 4.11 admissible.
(iv) Note that the properties (P.2)-(P.4) (with the exception of P.2.6) in [8, Section 2] are
contained in the assumption that TC is a DR-subcategory of T (cf. Definition 3.18).
Let ObT ∋ ρ→ Vρ ∈ (ρ, ρ) be a choice of unitaries such that
Vρ◦σ = Vρ × Vσ. (12)
Note that (12) implies that Vι = 1, because Vσ = Vισ = Vι × Vσ = VιVσ. This choice allows one
to define from the subcategory TC of T another subcategory T
′
C
of T with the same properties as
TC. To do this, put
(ρ, σ)′
C
:= Vσ(ρ, σ)CV
∗
ρ ⊂ (ρ, σ) (13)
and for the corresponding permutation structure ǫ′(ρ, σ) for T ′
C
one takes:
ǫ′(ρ, σ) := (Vσ × Vρ) · ǫ(ρ, σ) · (Vρ × Vσ)
∗. (14)
It is easy to check that ǫ′ defines a permutation structure (cf. Proposition 3.15). The correspond-
ing conjugates R′ρ are defined by
R′ρ := VρρRρ, S
′
ρ := ǫ
′(ρ, ρ)R′ρ (15)
(recall also Proposition 3.16). Then it is straightforward to verify that the new subcategory T ′
C
also satisfies the assumptions of Theorem 4.11.
This suggests the following definition of equivalence between subcategories.
4.13 Definition Two admissible DR-subcategories TC and T
′
C
of T are called equivalent if there
is an assignment
ObT ∋ ρ→ Vρ ∈ (ρ, ρ), with Vρ unitary satisfying Vρ◦σ = Vρ × Vσ,
and such that the equations (13), (14) and (15) hold.
The converse of Theorem 4.11 gives our main duality theorem. The proof, which is constructive,
is divided into several steps (see Subsection 4.1 below).
4.14 Theorem Let T be a tensor C*-category of unital endomorphisms of A and let TC be an
admissible DR-subcategory. Then there is a minimal and regular Hilbert extension {F , G} of
A, where G is the compact group assigned to the DR-category TC and T is isomorphic to the
category of all canonical endomorphisms of {F , G}. Moreover, if T
C
, T ′
C
are two admissible DR-
subcategories of T , then the corresponding Hilbert extensions are A-module isomorphic iff T
C
is
equivalent to T ′
C
.
The previous result says that for minimal and regular Hilbert C*-systems there is an intrinsic
characterization of the category of all canonical endomorphisms in terms of A only. Moreover, up
to A-module isomorphisms, there is a bijection between minimal and regular Hilbert extensions
and tensor C*-categories T of unital endomorphisms of A with admissible DR-subcategories.
Note that Theorem 4.14 is an immediate generalization of the DR-theorem (mentioned at the
beginning of this section) for the case that Z ⊃ C1, i.e. if Z = C1 then T itself is admissible
(hence a DR-category) and the corresponding Hilbert extensions have trivial relative commutant.
Notice also that from the assumption of the existence of an admissible DR-subcategory it follows
that A satisfies Property B.
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4.15 Remark (Abelian groups) In the case that G is abelian and compact the preceding struc-
ture simplifies radically (see Remark 3.5). Specifically, Ĝ is a discrete abelian group (the character
group), each HD, D ∈ Ĝ, is one-dimensional with a generating unitary UD, hence the canonical
endomorphisms ρHD (denoted briefly by ρD, see Remark 3.7(ii)) are in fact automorphisms (nec-
essarily outer on A). Since ρD1 ◦ρD2 = ρD1D2 in this case the set Γ of all canonical endomorphisms
ρHD is a group with the property
Ĝ ∼= Γ/intA .
Therefore, it is not necessary to take into account direct sums or subobjects in this case and one
can drop Property B as an assumption on A.
If in addition Z = C1 the permutators ǫ (restricted to Ĝ × Ĝ) are elements of the second
cohomology group H2(Ĝ) and
UD1 · UD2 = ω(D1,D2)UD1◦D2,
where
ǫ(D1,D2) =
ω(D1,D2)
ω(D2,D1)
and ω is a corresponding 2-cocycle. The field algebra F is just the ω-twisted discrete crossed
product of A with Ĝ (see e.g. [2, p. 86 ff.] for details). For the case Z ⊃ C1 see [9]. (The minimal
case is not specially mentioned there.)
4.1 Proof of Theorem 4.14
The construction of the Hilbert extension {F , G} associated with the pair TC < T , where TC is
an admissible DR-subcategory, is done in several steps which are adapted from [3, Sections 3-6]
and [8, 7]. The strategy is to define first a left A-module F0 using the dimension function defined
in (8). The structure of F0 is then gradually enriched by making use of the properties of TC.
1. Step: The bimodule F0, algebraic Hilbert spaces and free Hilbert Z-modules.
To each ρ ∈ Irr0 T (cf. Remark 3.19) we assign a Hilbert space Hρ with dim Hρ = d(ρ) and,
using orthonormal bases {Φρj}j of Hρ, we define the left A-module
F0 :=
{∑
ρ,j
AρjΦρj | Aρj ∈ A, finite sum
}
,
where the {Φρj}ρj form an A-module basis of F0. F0 is independent of the special choice of the
bases {Φρj}j of Hρ and putting ΦρjA := ρ(A)Φρj , F0 turns out to be a bimodule.
Next we introduce Hilbert spaces for any object in the category. For this purpose recall that
ρ < α means that ρ is a subobject of α and that (ρ, α)C is an algebraic Hilbert space in A whose
dimension coincides with the multiplicity of ρ in the decomposition of α (cf. Proposition 3.20 (iv)).
Then we have
Hα := ⊕
ρ<α
(ρ, α)CHρ and Hα ⊂ F0, α ∈ ObT , (16)
as well as the right-Z-Hilbert modules
Hρ := HρZ = ZHρ and Hα := ⊕
ρ<α
(ρ, α)Hρ = HαZ,
with the corresponding Z-scalar product
〈X,Y 〉α :=
∑
ρ,j
ρ−1(X∗ρjYρj) , where
21
X =
∑
ρ,j
XρjΦρj, Xρj ∈ (ρ, α), Y =
∑
ρ,j
YρjΦρj, Yρj ∈ (ρ, α).
The preceding comments show that we have established the following functor F between the cat-
egories T (resp. TC) and the corresponding category of Hilbert Z-modules (resp. Hilbert spaces);
(cf. e.g. [7, Section 4] and [3, Corollary 3.3]).
4.16 Lemma The functor F given by
Ob T ∋ α 7→ Hα ⊂ F0 and (α, β) ∋ A 7→ F(A) ∈ LZ(Hα → Hβ) ,
where F(A)X := AX, X ∈ Hα, defines an isomorphism between the corresponding categories and
F(A∗) is the module adjoint w.r.t. 〈·, ·〉α. Similarly, one can apply F to TC in order to obtain the
associated subcategory of algebraic Hilbert spaces Hα and arrows F((α, β)C) ⊂ L(Hα →Hβ).
Proof: Similar as in [7, p. 791 ff].
2. Step: Product and *-structure on F0.
We can now apply results in [3] to the category F(TC)
4.17 Lemma There exists a product structure on F0 with the properties
span {Φ ·Ψ | Φ ∈ Hα, Ψ ∈ Hβ} = Hαβ ,
ǫ(α, β)ΦΨ = ΨΦ, Φ ∈ Hα, Ψ ∈ Hβ,
〈XY,X ′Y ′〉αβ = 〈X,X
′〉α · 〈Y, Y
′〉β , X,X
′ ∈ Hα, Y, Y
′ ∈ Hβ.
Note that for orthonormal bases {Φj}j , {Ψk}k of Hα, Hβ, respectively, we obtain from
Lemma 4.17 that
ǫ(α, β) =
∑
j,k
ΨkΦjΨ
∗
kΦ
∗
j .
As in [3, Section 5] we introduce the notion of a conjugated basis Φαj of Hα w.r.t. an orthonor-
mal basis Φαj of Hα such that Rα =
∑
j ΦαjΦαj. This is necessary in order to put a compatible
*-structure on F0.
4.18 Lemma Let Φρ,j be a conjugated basis corresponding to the basis Φρ,j, ρ ∈ Irr0 T , and define
Φ∗ρj := R
∗
ρΦρj, j = 1, 2, ..., d(ρ). Then F0 turns into a *-algebra. The Hilbert spaces Hα and the
corresponding modules Hα are algebraic, i.e.
〈X,Y 〉α = X
∗Y, X, Y ∈ Hα.
The objects α ∈ Ob T are identified as canonical endomorphisms
α(A) =
d(α)∑
j=1
ΦαjAΦ
∗
αj .
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3. Step: C*-norm and completion of F0.
In F0 one has natural projections Πρ onto the ρ-component of the decomposition:
Πρ
(∑
σ,j
AσjΦσj
)
:=
d(ρ)∑
j=1
AρjΦρj, ρ ∈ Irr0 T .
To put a C*-norm ‖ · ‖∗ we argue as in [3, Section 6]. Its construction is essentially based on the
following A-scalar product on F0
〈F,G〉 :=
∑
ρ,j
1
d(ρ)
AρjB
∗
ρj , for F :=
∑
ρ,j
AρjΦρj, G :=
∑
ρ,j
BρjΦρj,
4.19 Lemma The scalar product 〈·, ·〉 satisfies 〈F,G〉 = ΠιFG
∗ and Πρ is selfadjoint w.r.t. 〈·, ·〉.
The projections Πρ and the scalar product have continuous extensions to F := clo‖·‖∗F0 and
ΠρF = span {AHρ}.
4. Step: The compact group G.
Finally, the symmetry group w.r.t. 〈·, ·〉 is defined by the subgroup of all automorphisms g ∈
autF satisfying 〈gF1, gF2〉 = 〈F1, F2〉. It leads to
4.20 Lemma The symmetry group coincides with the stabilizer stabA of A and the modules Hα
are invariant w.r.t. stabA.
Proof: Use [7, Lemma 7.1] (cf. also with [3, Section 6]).
This suggests to consider the subgroup G ⊆ stabA consisting of all elements of stabA leaving
even the Hilbert spaces Hα invariant. Then it turns out that the pair {F ,G} is a Hilbert extension
of A.
4.21 Lemma G is compact and the spectrum specG on F coincides with the dual Gˆ. For ρ ∈ IrrT
the Hilbert spaces Hρ are irreducible w.r.t. G, i.e. there is a bijection Irr0 T ∋ ρ ↔ D ∈ Gˆ.
Moreover A coincides with the fixed point algebra of the action of G in F and A′ ∩ F = Z.
4.22 Remark The DR-Theorem shows that any DR-category TC has an unique (modulo isomor-
phisms) compact group GDR associated with it. We will show here that GDR coincides with the
compact group G obtained as a subgroup of stabA in the previous lemma.
For any α ∈ Ob TC = Ob T we can assign a Hilbert space as in the first step above:
α→Hα := ⊕
ρ<α
(ρ, α)CHρ .
These Hilbert spaces together with the corresponding arrows (cf. Lemma 4.16) defines a TK-
category TTK for GDR and by construction it is clear that we have the isomorphism TTK ∼= TC.
But at the same time TTK is a Tannaka-Krein category for G, since by Lemma 4.21, G acts on Hρ
irreducibly, ρ ∈ IrrT , and invariantly on Hα, α ∈ ObT (recall that (ρ, α)C ⊂ A and G ⊂ stabA).
Therefore GDR and G are isomorphic, because they have the same TK-category.
5. Step: Uniqueness of the Hilbert extension.
First assume that the subcategories TC and T
′
C
are equivalent. We consider the Hilbert extension
F assigned to TC. The corresponding invariant Hilbert spaces are given by (16). Now we change
these Hilbert spaces by
Hα → VαHα =: H
′
α .
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Using the function F of Lemma 4.16 so that LG(Hα →Hβ) := F((α, β)C) ∼= (α, β)C we obtain
LG(VαHα → VβHβ) = VβLG(Hα →Hβ)V
∗
α
∼= (α, β)′C. (17)
Further, w.r.t. the “new Hilbert spaces” we obtain the ‘primed’ permutators and conjugates of
the second subcategory. This means, it is sufficient to prove that if the subcategory TC is given,
then two Hilbert extensions, assigned to (T ,TC) according to the first part of the theorem, are
always A-module isomorphic. Now let F1,F2 be two Hilbert extensions assigned to TC. For
ρ ∈ Irr0 T let {Φ
1
ρj}j ,{Φ
2
ρj}k be orthonormal bases of the Hilbert spaces H
1
ρ,H
2
ρ, respectively.
Then
Φrρj · Φ
r
σk =
∑
τ,l
KτlρjσkΦ
r
τl, K
τl
ρjσk ∈ (τ, ρσ)C, r = 1, 2.
Therefore the definition
J (
∑
ρ,j
AρjΦ
1
ρj) :=
∑
ρ,j
AρjΦ
2
ρj
is easily seen to extend to an A-module isomorphism from F1 onto F2 (see [11, p. 203 ff.]).
Second, we assume that the Hilbert extensions F1,F2 assigned to T
1
C
,T 2
C
, respectively, are A-
module isomorphic. The G-invariant Hilbert spaces are given by (16). Now let J be an A-module
isomorphism J : F1 → F2 so that
J (H1α) = ⊕
ρ<α
(ρ, α)1
C
J (H1ρ)
and again the J (H1α) form a system of G-invariant Hilbert spaces in F2. Further we have the
system H2α in F2. That is, to each α we obtain two G-invariant Hilbert spaces H
2
α and J (H
1
α)
that are contained in the Hilbert module H2α. Let {Φα,j}j ,{Ψα,j}j be orthonormal bases of
J (H1α),H
2
α, respectively. Then obviously Vα :=
∑
j Ψα,jΦ
∗
α,j is a unitary with Vα ∈ (α,α) and
H2α = Vα J (H
1
α). Further, for X ∈ H
1
α,Y ∈ H
1
β (hence XY ∈ H
1
αβ) we have
VαJ (X)VβJ (Y ) = Vαα(Vβ)J (XY ) = Vα◦β J (XY ) ,
and this implies Vα◦β = Vα × Vβ. Finally, we argue as in (17) to obtain
Vβ (α, β)
1
C Vα = (α, β)
2
C.
and the latter equation implies Eqs. (13)-(15).
5 Minimal Hilbert C*-systems for nonabelian groups
Let {F ,G} be a minimal Hilbert C*-system with G nonabelian and such that the fixed point
algebra A satisfies Property B. Recall from Remark 3.10 (i) that ρ ∈ Irr T if (ρ, ρ) = ρ(Z). In
this case one has trivially that Z ⊆ ρ(Z). We will next show that for irreducible endomorphisms
the previous inclusion is actually an equality.
5.1 Proposition For any ρ ∈ Irr T we have ρ(Z) = Z and ρ Z is an automorphism of Z,
i.e. ρ ∈ autZ.
Proof: Choose an irreducible endomorphisms ρ ∈ Irr T and recall that in this case the conjugated
endomorphism is also irreducible, i.e. (ρ, ρ) = ρ(Z). From Proposition 3.16 we have that the
conjugates Rρ and Sρ := ǫ(ρ, ρ)Rρ satisfy the relations
R∗ρρ(Sρ) = 1 and S
∗
ρρ(Rρ) = 1 ,
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and we can define in terms of these the following two vector space isomorphisms (see e.g. [34]):
(ρ, ρ) ∋ Y → Y ∗Rρ ∈ (ι, ρρ) and (ι, ρρ) ∋ X → S
∗
ρρ(X) ∈ (ρ, ρ).
Composing these isomorphisms in the case of an irreducible pair ρ, ρ we obtain
(ρ, ρ) ∋ ρ(Z)→ S∗ρρ(ρ(Z)
∗Rρ) = Z
∗ ∈ (ρ, ρ)
i.e.
(ρ, ρ) ∋ ρ(Z)→ Z∗ ∈ (ρ, ρ)
is a vector space isomorphism from (ρ, ρ) onto (ρ, ρ). Therefore ρ(Z) = Z and ρ Z is an
automorphism of Z.
From the previous proposition it follows immediately:
5.2 Corollary (i) Let λ = ρ1 ◦ ρ2 ◦ . . . ◦ ρn, where ρi ∈ IrrT , i = 1, . . . , n. Then λ(Z) = Z and
λ Z ∈ autZ.
(ii) For any unitary U ∈ A we have (adU ◦ ρ) Z = ρ Z, ρ ∈ IrrT .
From the previous result we can now introduce the following automorphism on Z which only
depends on the class D ∈ Ĝ:
Ĝ ∋ D → αD := ρD Z ∈ autZ . (18)
We will introduce next an equivalence relation2 in Ĝ which, roughly speaking, relates elements
D,D′ ∈ Ĝ if there is a “chain of tensor products” of elements in Ĝ containing D and D′. This
equivalence relation appears naturally when considering the action of irreducible canonical endo-
morphisms on Z (see Theorem 5.7 and Remark 5.8 below).
To make the preceding notion precise recall the algebraic structure of Ĝ: denote by × the
natural operation on subsets of Ĝ associated with the decomposition of the tensor products of
irreducible representations: for D1,D2 ∈ Ĝ the set D1 ×D2 contains the corresponding classes
that appear in the decomposition of UD1 ⊗ UD2 , where UDi ∈ Di, i = 1, 2, is any representant of
the corresponding class. That means that if
UD1 ⊗ UD2 =
s
⊕
k=1
mk UD′
k
(mk ≡ multiplicities ) ,
then D1 ×D2 = {D
′
1, . . . ,D
′
s}. For Γ,Γ1,Γ2 ⊂ Ĝ put
Γ1 × Γ2 = ∪{D1 ×D2 | Di ∈ Γi, i = 1, 2} and D × Γ = {D} × Γ .
Further if D ∈ Ĝ denotes the conjugate class to D ∈ Ĝ denote by Γ = {D | D ∈ Γ}. Recall
in particular that if D ∈ D0 ×D1, D
′ ∈ D′0 × D
′
1, then D × D
′ ⊂ D0 ×D1 × D
′
0 ×D
′
1 or that
1 ∈ Γ× Γ (cf. [33, Definition 27.35] for further details).
We can now make precise the previous idea:
5.3 Definition D,D′ ∈ Ĝ are called equivalent, D ≈ D′, if there exist D1, . . . ,Dn ∈ Ĝ such that
D,D′ ∈ D1 × . . .×Dn .
2We would like to acknowledge an observation of P.A. Zito concerning the equivalence relation that served to
simplify the presentation below.
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5.4 Remark (i) It is easy to check that the relation ≈ is an equivalence relation in Ĝ. Indeed,
reflexivity and symmetry are trivial. To show transitivity let D ≈ D′ as above andD′ ≈ D′′,
i.e. D′,D′′ ∈ D′1× . . .×D
′
k for some D
′
1, . . . ,D
′
k ∈ Ĝ. We will show that D,D
′′ is contained
in the larger chain
Γ := D1 × . . .×Dn ×D1 × . . .×Dn ×D
′
1 × . . . ×D
′
k .
Indeed, D′′ ∈ Γ, because 1 ∈ D1×. . .×Dn×D1 × . . .×Dn andD
′′ ∈ D′1×. . .×D
′
k. Further,
since D′ ∈ D1 × . . . ×Dn and D
′ ∈ D′1 × . . . ×D
′
k we also have that 1 ∈ D1 × . . .×Dn ×
D′1 × . . .×D
′
k, and therefore D ∈ Γ (cf. [33, Theorem 27.38]).
Denote by square brackets [·] the corresponding chain equivalence classes and by C(G) the
set of these equivalence classes, i.e.
C(G) := {[D] | D ∈ Ĝ} .
(ii) Note that any pairD,D′ ∈ D0×D1 satisfies by definitionD ≈ D
′. Therefore forD0,D1 ∈ Ĝ
we have that D0 ×D1 also specifies an element of C(G) and we can simply put
[D0 ×D1] := [D] ,
where D is any element in D0 ×D1.
(iii) It is also possible to formulate the previous equivalence relation entirely in terms of char-
acters.
We will define on C(G) a product ⊠ (see Eq. (20) below) so that (C(G), ⊠) becomes an abelian
group which for simplicity we call chain group. Moreover, the chain group can be related to
the character group of the center C of G. For this recall also the notion of conjugacy class of a
representation (cf. [26]): let D ∈ Ĝ and UD any representant in D. By Schur’s Lemma we have
UD C = ΥD · 1 , (19)
and it can be easily seen that ΥD is a character on the center C of G which only depends on D,
i.e. ΥD ∈ Ĉ.
5.5 Theorem Let G be a compact nonabelian group and denote its center by C.
(i) The set C(G) becomes an abelian group w.r.t. the following multiplication: for D0,D1 ∈ Ĝ
put
[D0] ⊠ [D1] := [D0 ×D1] (20)
(recall Remark 5.4 (ii)).
(ii) The conjugacy classes ΥD (cf. Eq. (19)) depend on the chain equivalence class [D]. The
chain group and the character group of the center of G are isomorphic. The isomorphism
is given by
η : C(G)→ Ĉ with η([D]) := Υ[D] ,
where Υ[D] is the conjugacy class associated with [D] ∈ C(G).
Proof: (i) Recall first that by Remark 5.4 (ii) the r.h.s. of (20) is well defined. We need to verify
next that the l.h.s. of (20) is independent of the representants D0,D1 ∈ Ĝ: suppose that D0 ≈ D
′
0
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as well as D1 ≈ D
′
1 and we will show that any D ∈ D0 × D1 is related to any D
′ ∈ D′0 × D
′
1,
i.e. D ≈ D′, so that they specify the same equivalence class. Let
Di,D
′
i ∈ Di1 × . . .×Diki , i = 0, 1 ,
for some Di1, . . . ,Diki ∈ Ĝ. Then
D ∈ D0 ×D1 ⊂ D01 × . . .×D0k0 ×D11 × . . .×D1k1 ⊃ D
′
0 ×D
′
1 ∋ D
′ .
This shows that D ≈ D′ and the product ⊠ is well defined.
The neutral element of C(G) is given by the class generated by the trivial representation 1. The
inverse element to [D] is given by [D], because 1 ∈ D × D. Finally the commutativity of the
product is guaranteed by the equation D0 ×D1 = D1 ×D0 (see [33, Theorem 27.38] for details).
(ii) To show that the mapping η is well defined note that for the tensor product of irreducible
representations UDi , i = 1, . . . , n, we have
UD1 ⊗ . . .⊗ UDn C = ΥD1 · . . . ·ΥDn1 . (21)
Even more, any irreducible representation appearing in the decomposition of UD1 ⊗ . . . ⊗ UDn
defines the same conjugacy class ΥD1 · . . . ·ΥDn. This shows that if D ≈ D
′, then ΥD = ΥD′ and
that the η is a group homomorphism from C(G) to Ĉ:
Υ[D1]⊠ [D2] = Υ[D1⊠D2] = Υ[D1] ·Υ[D2] .
Similarly we can consider the group homomorphism η̂: C → Ĉ(G) given by
C ∋ c 7→ η̂c , where η̂c([D]) := Υ[D](c) , [D] ∈ C(G) .
The homomorphism η̂ is injective because if η̂c0([D]) = 1 for all [D] ∈ C(G), then UD(c0) = 1
for all D ∈ Ĝ, hence c0 = e (recall from Gelfand-Raikov’s theorem [32, Theorem 22.12] that the
continuous irreducible unitary representations of G separate the points of the group).
Finally, the surjectivity of η̂ is an application of Tannaka’s duality theorem (cf. Theorem 30.40
in [33]). To sketch the argument we need to recall the following facts. Let TTK be a Tannaka-
Krein category associated with the compact group G. We denote by {HD}D∈Ĝ a complete set of
irreducible objects. A representation r of TTK is an assignment
Ob TTK ∋ H → r(H) ∈ U(H) (Unitary operators on H) ,
which is compatible with the direct sums, the tensor products, the conjugation structure and the
arrows of TTK (see properties T1 − T6 in 30.34 of [33] for further details). Now any character
χ ∈ Ĉ(G) specifies the following assignment
HD → cχ(HD) := χ([D]) · 1HD ∈ U(HD) , D ∈ Ĝ .
Taking into account direct sums, tensor products, the conjugation structure and the arrows of
TTK we may extend cχ(·) to a representation of TTK . By Tannaka’s duality theorem cχ(·) specifies
an element of G. Even more, cχ(·) ∈ C, because
cχ(HD) · g(HD) = g(HD) · cχ(HD) , D ∈ Ĝ
implies
cχ(H) · g(H) = g(H) · cχ(H) , H ∈ Ob TTK .
Therefore η̂cχ = χ and we have shown that C and Ĉ(G) are isomorphic. Pontryagin’s duality
theorem concludes the proof.
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5.6 Remark (i) The injectivity of the mapping η in the previous theorem was stated as a
conjecture in the first version of this paper (see Conjecture 5.10 in [6]). This conjecture
was then proved by M. Mu¨ger in [37]. For the sake of completeness we have included a
simple proof of this property. We also refer to [37] for further nice consequences of the
isomorphism C(G) ∼= Ĉ in the context of fusion categories.
(ii) We will leave for the end of this section the computation of chain groups associated with
several finite and compact Lie groups. In all the examples we will show explicitly that the
chain group C(G) is isomorphic to the character group Ĉ(G) of the center of G.
We will now concentrate on the relation of the chain group C(G), associated with the group G
of a Hilbert C*-system {F , G}, with the irreducible canonical endomorphisms restricted to Z.
In particular recall the automorphisms on Z given in Eq. (18) by αD := ρD Z ∈ autZ which are
associated with any class D ∈ Ĝ.
5.7 Theorem (i) Let D,D′ ∈ Ĝ be equivalent, i.e. D ≈ D′. Then αD = αD′ and we can
associate the automorphism α[D] ∈ autZ with the chain group element [D] ∈ C(G).
(ii) There is a natural group homomorphism between the chain group and the automorphism
group generated by the irreducible endomorphisms restricted to Z (cf. Proposition 5.1):
C(G) ∋ [D] 7→ α[D] ∈ autZ . (22)
Proof: (i) First we show that if λ = ρ1◦. . .◦ρn is a finite product of irreducibles whose dimensions
are larger than one, then λ Z = αD for all D ∈ Ĝ appearing in the decomposition of λ: for this
recall from Proposition 4.6 that λ can be decomposed as
λ(·) =
∑
D,j
WD,j ρD(·) W
∗
D,j , (23)
where the ρD’s, D ∈ Ĝ, are irreducible and {WD,j}j is an orthonormal basis of (ρD, λ). Then by
Corollary 5.2 (i) and Proposition 5.1 we have λ(Z) ∈ Z for all Z ∈ Z as well as
λ(Z) =
∑
D,j
WD,j αD(Z)W
∗
D,j =
∑
D
αD(Z)
∑
j
WD,jW
∗
D,j =
∑
D
αD(Z)ED ,
where
ED :=
∑
j
WD,jW
∗
D,j (24)
is the so-called isotypical projection w.r.t. D ∈ Ĝ. Therefore
∑
D
αD(Z)ED = λ(Z) or∑
D
(αD(Z) − λ(Z))ED = 0 and this implies (αD(Z) − λ(Z))ED = 0 for all D appearing in
the decomposition of λ. Using (24) and the orthogonality relations of the WD,j’s we obtain
finally αD = λ Z, hence all irreducibles ρD occurring in the decomposition of λ coincide on Z.
Second, let D ≈ D′, i.e. D,D′ ∈ D1× . . .×Dn for some D1, . . . ,Dn ∈ Ĝ (cf. Definition 5.3). For
the endomorphisms this implies that ρD and ρD′ appear in the decomposition of ρD1 ◦ . . . ◦ ρDn
The arguments of the first part of the proof show that
αD = αD′ .
(ii) The homomorphism property follows immediately from the arguments of the proof of part (i)
since for any D1,D2 ∈ Ĝ we have
α[D1] ◦ α[D2] = α [D1×D2] = α[D1]⊠ [D2]
(recall Theorem 5.5 (i)).
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5.8 Remark Note that the chain group and in particular Theorem 5.7 (i) completes the picture of
the action of the irreducible canonical endomorphisms on the center Z of the fixed point algebra
A (recall also Eq. (18)). Indeed, we may summarize this action by means of the following diagram
Ĝ → C(G) → aut Z
D 7→ [D] 7→ α[D]
5.9 Theorem Let λ ∈ Ob T . Then its action on Z can be described by means of the following
formula
λ(Z) =
∑
[D]
α[D](Z) ·
( ∑
D′ ∈ [D]
ED′
)
, Z ∈ Z ,
where ED′ is the isotypical projection w.r.t. D
′ ∈ Ĝ.
Proof: First note that for a general λ ∈ Ob T the equation (23) is still valid (cf. Proposition 4.6).
From this we have for Z ∈ Z
λ(Z) =
∑
D
αD(Z)
∑
j
WD,jW
∗
D,j =
∑
D
αD(Z)ED =
∑
[D]
α[D](Z) ·
( ∑
D′ ∈ [D]
ED′
)
,
where for the last equation we have used Theorem 5.7 (i).
Next we show how a nontrivial chain group homomorphism (22) acts as an obstruction to the
existence of a symmetry associated with the larger category T .
Let H, H˜ ∈ IrrTG be irreducible algebraic Hilbert spaces and H = HZ, H˜ = H˜Z ∈ IrrMG
the corresponding free Z-modules. By Proposition 4.4 we associate with them the irreducible
endomorphisms ρ, ρ˜ ∈ IrrT and denote the automorphisms of their restriction to Z by
α := ρ Z and α˜ := ρ˜ Z .
If {Φi}i and {Φ˜j}i are orthonormal basis of H resp. H˜, then
Ψi :=
∑
i′
Φi′ Zi′i and Ψ˜j :=
∑
j′
Φ˜j′ Z˜j′j Zi′i, Z˜j′j ∈ Z , (25)
are arbitrary orthonormal basis of the corresponding modules H resp. H˜, where
Z := (Zi′i)i′,i and Z˜ := (Z˜j′j)j′,j ∈ Mat (Z) satisfy Z
∗Z = ZZ∗ = 1 = Z˜∗Z˜ = Z˜Z˜∗ .
5.10 Proposition With the previous notation define
ǫ(H, H˜) :=
∑
i,j
Φ˜j Φi Φ˜
∗
j Φ
∗
i and ǫ(H, H˜) :=
∑
i,j
Ψ˜j Ψi Ψ˜
∗
j Ψ
∗
i .
Then we have
ǫ(H, H˜) = ǫ(H, H˜) iff α˜ (Z)Z∗ = 1 and Z˜ α(Z˜∗) = 1 ,
where α˜(Z) := (α˜(Zi′i))i′,i ∈ Mat (Z) (similarly for α(Z˜
∗)).
Proof: Using Eq. (25) we have
ǫ(H, H˜) =
∑
i,j
Ψ˜j Ψi Ψ˜
∗
j Ψ
∗
i =
∑
i,j,i′,j′,i′′,j′′
Φ˜j′ Z˜j′j Φi′ Zi′iZ˜
∗
j′′jΦ˜
∗
j′′ Z
∗
i′′iΦ
∗
i′′
=
∑
i,j,i′,j′,i′′,j′′
Φ˜j′ Φi′ α
−1(Z˜j′j)Zi′i Z˜
∗
j′′j α˜
−1(Z∗i′′i) Φ˜
∗
j′′ Φ
∗
i′′
!
=
∑
i,j
Φ˜j Φi Φ˜
∗
j Φ
∗
i = ǫ(H, H˜)
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Multiplying the previous equation from the left with Φ∗i′0
Φ˜∗j′0
and from the right with Φi0Φ˜j0 we
obtain ∑
i,j
α−1(Z˜j′0j) Z˜
∗
j0 j
Zi′0i α˜
−1(Z∗i0i) = δj
′
0j0
δi′0i0 .
That means ∑
j
Z˜j′0j α(Z˜
∗
j0 j
) = δj′0j0 and
∑
i
α˜(Zi′0i)Z
∗
i0i
= δi′0i0 .
and the proof is concluded.
5.1 Examples of chain groups for some finite and compact Lie groups
We will give next several examples of chain groups associated with nonabelian finite and compact
Lie groups. We will also show that in all the examples considered the chain group is isomorphic
to the character group of the center. Note also that if the group is abelian, then one can identify
the chain group with the corresponding character group.
If G is the group we will denote its center by C(G) and the corresponding chain group by C(G).
Compact Lie groups: We begin with the case G = SU(2). Denote by
l ∈ {0, 1
2
, 1, 3
2
, . . .} = ŜU(2)
the class specified by the usual representation T (l) of SU(2) on the space of complex polynomials
of degree ≤ 2l which has dimension 2l+1. Then the decomposition theory for the tensor products
T (l) ⊗ T (l
′) (cf. [33, Theorem 29.26]) gives
l × l′ =
{
|l − l′|, |l − l′|+ 1, . . . , l + l′
}
, l, l′ ∈ {0, 1
2
, 1, 3
2
, . . .} .
This decomposition structure implies that
l ≈ l′ iff l, l′ are both integers or both half - integers .
We can finally conclude that
C(SU(2)) =
{
[0], [1
2
]
}
∼= Z2 ∼= Ĉ(SU(2)) .
Using Brauer-Weyl theory one can directly establish for G = SU(N) the isomorphism between
the corresponding chain group and the character group of the center.3
Similarly one can proceed in other examples. Using well-known results on the decomposition
of the tensor product of irreducible representations (see e.g. [33, Section 29]) we list the following
further examples of chain groups.
(i) If G = U(2) we have that its dual is given by the following labels:
Û(2) =
{
(m, l) | l ∈ {0, 1
2
, 1, 3
2
, . . .} , m ∈ Z and m+ 2l even
}
.
Then we compute
C (U(2)) =
{
[(m+, 0)] , [(m−,
1
2
)] | m+/m− is even/odd
}
∼= Z ∼= Ĉ(U(2)) .
3Christoph Schweigert, private communication.
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(ii) If G = O(3) we have
Ô(3) =
{
(0, l) , (1, l) | l ∈ {0, 1
2
, 1, 3
2
, . . .}
}
and
C (O(3)) = { [(0, 0)] , [(1, 0)] } ∼= Z2 ∼= Ĉ(O(3)) .
(iii) For G = SO(3) recall that
ŜO(3) = {0, 1, 2, . . .} .
In this case the corresponding center as well as the chain group are trivial:
C(SO(3)) = {[0]} ∼= Ĉ(SO(3)) .
Finite groups: We consider first the family of dihedral groups G = D2m, m ≥ 2. The group
D2m has order 2m and is generated by two elements a, b that satisfy the relations
am = b2 = e and bab = am−1 .
We consider first the case where m = 2l, l ∈ N, is even. Then the center of D2m is C(D2m) =
{e, al} ∼= Z2 and its dual is given by
D̂2m = {1, χ1, χ2, χ3} ∪ {Dk | k = 1, . . . ,
m−2
2
} ,
where {1, χ1, χ2, χ3} are 1-dimensional representations and {Dk}
m−2
2
k = 1 are 2-dimensional repre-
sentations. From the results concerning the decomposition of tensor products of irreducible
representations stated in [33, §27.62 (d)] we conclude:
C(D2m) = { [1] , [D1] } ∼= Z2 ∼= Ĉ(D2m) . (26)
To check the details of the previous example D2m, m = 2l, l ∈ N, it is useful to distinguish further
between the cases l even or odd. Indeed, if l is even, then
1 ≈ χ1 ≈ χ2 ≈ χ3 ≈ Dk , k even and D1 ≈ Dk′ , k
′ odd .
If l is odd, then the corresponding chain classes have slightly different representants
1 ≈ χ1 ≈ Dk , k even and χ2 ≈ χ3 ≈ D1 ≈ Dk′ , k
′ odd .
Similarly we can use the results in [33, Section 27] to compute the following family of examples:
(iv) G = D2m with m odd. Then the center is trivial, C(D2m) = {e}, and
D̂2m = {1, χ1} ∪ {Dk | k = 1, . . . ,
m−1
2
} ,
where {1, χ1, χ2, χ3} are 1-dimensional representations and {Dk}
m−1
2
k = 1 are 2-dimensional rep-
resentations. As before we compute
C(D2m) = { [1] } ∼= Ĉ(D2m) .
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(v) Let G = Q4m be the generalized quaternion groups which is a group of order 4m generated
by two elements a, b that satisfy the relations a2m = b4 = e, b2 = am and bab−1 = a2m−1.
Its center is given by C(Q4m) = {e, a
m} ∼= Z2 and
Q̂4m = {1, χ1, χ2, χ3} ∪ {Dk | k = 1, . . . ,m− 1} ,
where {1, χ1, χ2, χ3} are 1-dimensional representations and {Dk}
m−1
k = 1 are 2-dimensional rep-
resentations. Distinguishing again between the cases m even or odd we obtain using [33,
§27.62 (e)]
C(Q4m) = { [1] , [D1] } ∼= Z2 ∼= ̂C(Q4m) . (27)
(vi) We conclude this list of examples mentioning the cases of the permutation groups P3,P4
and the the alternating group A4 which have trivial center. It is straightforward to verify
that the corresponding chain groups are also trivial.
5.11 Remark As stated in Corollary 3.2 of [37] the isomorphism between the chain group of G
and the character group of its center shows that the center of a compact group depends only on
the representation ring of G. This is in fact explicitly verified for the groups D8l and Q8l, l ∈ N,
which are particularly interesting for this question. Recall that these groups are non-isomorphic
but have isomorphic duals (cf. [33, §27.62 (f)]) and therefore isomorphic chain groups. Therefore
the centers of D8l and Q8l must also be isomorphic (compare with the Eqs. (26) and (27) above).
6 A family of examples
In this section we will give a family of examples of pairs of categories TC < T , where TC is
admissible (recall Remark 4.12 (iii)).
Let AC be a unital C*-algebra with trivial center, Z(AC) = C1, and satisfying Property B.
Denote by Z a unital abelian C*-algebra and define
A := AC ⊗ Z ,
which is again a C*-algebra with unit 1 ⊗ 1 and center Z = Z(A) = 1 ⊗ Z. Let TDR be
a DR-category (recall Definition 3.18) realized as endomorphisms of AC. The objects of TDR
are denoted by ρ, σ etc. and the corresponding arrows by (ρ, σ). Let G be the compact group
associated with TDR and denote by C its corresponding chain group. We consider also a fixed
group homomorphism (recall Theorem 5.7)
C ∋ [D] 7→ α[D] ∈ autZ . (28)
We can now start defining the C*-category T realized as endomorphism of the larger algebra
A with nontrivial center Z. To identify the new objects we proceed in two steps: first we extend
irreducible endomorphisms in TDR to endomorphisms of A. Second, we use the decomposition
result in Proposition 4.6 to extend general objects in TDR to endomorphisms of A. The extended
endomorphisms of the larger algebra A are interpreted as new objects of the category T .
(a) If ρ is irreducible, ρ ∈ IrrTDR , we define
ρ˜ := ρ⊗ α[D] ∈ endA ,
where D ∈ Ĝ is the corresponding class associated with ρ ∈ IrrTDR (cf. Remark 3.19).
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(b) Let τ ∈ Ob TDR . According to Proposition 4.6, the endomorphism τ can be decomposed
in terms of irreducible objects as
τ(·) =
∑
ρ, l
Wρ, l ρ(·)W
∗
ρ, l ,
where {Wρ, l}l denotes an orthonormal basis of (ρ, τ) and ρ ∈ IrrTDR . We assign to τ the
following endomorphism of A
τ˜(·) :=
∑
ρ, l
(Wρ, l ⊗ 1) ρ˜ (·) (Wρ, l ⊗ 1)
∗
=
∑
ρ, l
(Wρ, l ρ (·)W
∗
ρ, l)⊗ α[D](·) , (29)
where for the second equation we have used the previous item (a).
(c) The arrows in T are defined as usual
( ρ˜, τ˜ ) := {A ∈ A | A ρ˜(X) = τ˜(X)A , X ∈ A} .
6.1 Proposition Let T be the C*-category defined by means of (a),(b) and (c) above. Then the
objects ρ˜, ρ˜1, ρ˜2 defined in part (a) satisfy:
(i) Irreducibility: ρ˜ ∈ IrrT , i.e. ( ρ˜, ρ˜ ) = ρ˜(Z) = Z.
(ii) Pairwise disjointness: ( ρ˜1, ρ˜2 ) = {0} if ρ˜1 6= ρ˜2.
Proof: For the proof it is convenient to apply Gelfand’s theorem: any Z ∈ Z can be identified
with a continuous function over the compact space spec (Z), Z(·) ∈ C(specZ), and
A = AC ⊗ Z ∼= C(specZ → AC) .
In particular, we will need below that any elementary tensor A = A0 ⊗ Z ∈ AC ⊗ Z can be
expressed as the function specZ ∋ µ→ A(µ) = Z(µ)A0.
(i) Let ρ˜ := ρ ⊗ α[D] ∈ Ob T with D ∈ Ĝ associated with ρ ∈ IrrTDR by means of the DR-
Theorem (cf. Remark 3.19). It is clear that ρ˜(Z) ⊆ ( ρ˜, ρ˜ ), since
ρ˜ (Z) = 1⊗ α[D](Z) = 1⊗ Z = Z ⊆ ( ρ˜, ρ˜ ) .
For the converse inclusion let A ∈ ( ρ˜, ρ˜ ). In particular, this implies
A ρ˜ (X ⊗ 1) = ρ˜ (X ⊗ 1)A , X ∈ AC .
The previous equation can be rewritten using Gelfand’s theorem in terms of functions over specZ
as
A(µ) ρ (X) = ρ (X)A(µ) , X ∈ AC , µ ∈ specZ .
Since ρ ∈ IrrTDR , i.e. (ρ, ρ) = C1, we conclude that A(µ) = λ(µ)1, where λ is a continuous
scalar function on specZ. Applying once more Gelfand’s theorem we have
A ∈ 1⊗ Z = 1⊗ α[D](Z) = ρ˜ (Z)
and we have shown that ρ˜ ∈ IrrT .
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(ii) Let ρ˜i = ρi ⊗ α[Di], ρi ∈ IrrTDR , i = 1, 2, and ρ˜1 6= ρ˜2. To show the disjointness relation
( ρ˜1, ρ˜2 ) = {0} choose A ∈ ( ρ˜1, ρ˜2 ) ⊂ A = AC ⊗ Z. The intertwiner element A must satisfy in
particular
A (ρ1 ⊗ α[D1]) (X ⊗ 1) = (ρ2 ⊗ α[D2]) (X ⊗ 1)A , X ∈ AC ,
which in terms of functions over specZ means
A(µ) ρ1 (X) = ρ2 (X)A(µ) , X ∈ AC , µ ∈ specZ .
Since ρ1 6= ρ2 are irreducible in TDR we have (ρ1, ρ2) = {0}, hence A(µ) = 0, µ ∈ specZ, and we
conclude that A = 0.
We can now state the main result of this section, namely the specification of a family of
examples satisfying the hypothesis of Theorem 4.14. Note that from the construction prescription
in (a) and (b) above, there is a bijective correspondence between Ob TDR (which are realized as
endomorphisms of AC) and Ob T (which are realized as endomorphisms of the larger algebra
A = AC ⊗ Z).
6.2 Theorem Let AC be a unital C*-algebra with trivial center (and satisfying Property B). De-
note by Z a unital abelian C*-algebra and define
A := AC ⊗ Z so that Z := Z(A) = 1⊗ Z .
If TDR is a DR-category (cf. Definition 3.18) realized as endomorphisms of AC, let T be the
C*-category specified by (a),(b),(c) above. Define the C*-category TC as follows: ObTC := Ob T
and
( σ˜, τ˜ )C := (σ, τ)⊗ 1 ⊂ A ,
where σ, τ are the objects in TDR corresponding to σ˜, τ˜ ∈ Ob T . Then TC is an admissible subcat-
egory of T , i.e. the arrows satisfy the equation
(σ˜, τ˜) = (σ˜, τ˜ )
C
σ˜(Z) , (30)
(cf. Theorem 4.11).
Proof: We need to show Eq. (30), that means that we can generate the “larger” arrows set
of T with the “smaller” arrow set of TC and the center Z. From the decomposition result in
Proposition 4.6 it is sufficient to prove the special case
(ρ˜, τ˜ ) = (ρ˜, τ˜)
C
ρ˜(Z) , ρ˜ ∈ IrrT , τ˜ ∈ ObT .
First we show (ρ˜, τ˜) ⊇ (ρ˜, τ˜ )
C
ρ˜(Z). For this, take an orthonormal basis {Wρ,l}
n
l=1 ⊂ (ρ, τ), where
ρ ∈ IrrTDR , τ ∈ ObTDR . It is enough to show that for any l = 1, . . . , n and any Z0 ∈ Z the
following equation holds:(
(Wρ, l ⊗ 1) ρ˜ (1⊗ Z0)
)
ρ˜ (X ⊗ Z) = τ˜ (X ⊗ Z)
(
(Wρ, l ⊗ 1) ρ˜ (1⊗ Z0)
)
, X ∈ AC , Z ∈ Z .
Using the definition of irreducible ρ˜ in part (a) above we can rewrite the last equation as
Wρ, l ρ (X)⊗ α[D](Z0Z) = τ˜ (X ⊗ Z) (Wρ,l ⊗ α[D](Z0)) , X ∈ AC , Z ∈ Z , (31)
where D ∈ Ĝ corresponds to ρ ∈ IrrTDR according to DR-Theorem. We consider now the
expression τ˜ (X ⊗ Z) separately and use Eq. (29) to obtain
τ˜ (X ⊗ Z) =
∑
ρ′, l′
(Wρ′, l′ ρ
′(X)W ∗ρ′, l′)⊗ α[D′](Z) ,
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where {Wρ′,l′}l′ ⊂ (ρ
′, τ) is an orthonormal basis and D′ ∈ Ĝ corresponds to ρ′ ∈ IrrTDR .
Inserting this in the r.h.s. of Eq. (31) and using the orthogonality relations W ∗ρ′,l′Wρ,l = δρρ′δll′
we obtain
τ˜ (X ⊗ Z) (Wρ,l ⊗ α[D](Z0)) =
∑
ρ′, l′
(Wρ′, l′ ρ
′ (X)W ∗ρ′, l′Wρ, l)⊗ (α[D′](Z)α[D](Z0))
= Wρ, l ρ (X) ⊗ α[D](Z0Z)
which coincides with the l.h.s. of Eq. (31). This concludes the proof of the inclusion (ρ˜, τ˜ ) ⊇
(ρ˜, τ˜ )
C
ρ˜(Z).
To show the reverse inclusion choose A ∈ (ρ˜, τ˜) so that
A ρ˜ (X ⊗ Z) = τ˜ (X ⊗ Z)A , X ∈ AC , Z ∈ Z
A (ρ (X) ⊗ α[D](Z)) =
(∑
ρ′, l′
(Wρ′, l′ ρ
′ (X)W ∗ρ′, l′)⊗ α[D′](Z)
)
A ,
where {Wρ′,l′}l′ ⊂ (ρ
′, τ) is an orthonormal basis as before. Multiplying the previous equation
with W ∗ρ,l ⊗ 1 from the left we get
((W ∗ρ,l ⊗ 1)A) (ρ (X) ⊗ α[D](Z)) = (ρ (X)⊗ α[D](Z)) ((W
∗
ρ, l ⊗ 1)A) , X ∈ AC , Z ∈ Z ,
and this shows that
(W ∗ρ,l ⊗ 1)A ∈ (ρ˜, ρ˜) = ρ˜(1⊗ Z) ,
where for the last equation we have used Proposition 6.1 (i). Therefore, for any Wρ,l there is a
Zρ,l ∈ Z such that (W
∗
ρ,l⊗1)A = 1⊗α[D](Zρ,l). Multiplying this relation from the left byWρ,l⊗1
and summing up w.r.t. l we obtain∑
l
(Eρ ⊗ 1)A =
∑
l
Wρ,l ⊗ α[D](Zρ,l) ,
where Eρ :=
∑
lWρ,lW
∗
ρ,l ∈ (τ, τ) is the isotypical projection w.r.t. ρ ∈ IrrTDR . To conclude the
proof recall the disjointness relation in Proposition 6.1 (ii) which implies
(W ∗ρ′,l′ ⊗ 1)A ∈ (ρ˜, ρ˜
′) = {0} for all ρ˜ 6= ρ˜′ ,
hence (Eρ′ ⊗ 1)A = 0 for all ρ˜ 6= ρ˜′. Now from the property
∑
ρEρ = 1 of the isotypical
projections we obtain
A =
∑
l
Wρ,l ⊗ α[D](Zρ,l) =
∑
l
(Wρ,l ⊗ 1) (1⊗ α[D](Zρ,l)) ∈ (ρ˜, τ˜ )C ρ˜(Z)
and the proof is concluded.
We can now apply Theorem 4.14 to the pair of categories TC < T constructed in this section
to obtain the following result:
6.3 Proposition Let TC < T be the pair of C*-categories constructed in Theorem 6.2, where TC
is an admissible subcategory of T . Then there exists an essentially unique minimal and regular
Hilbert extension {F , G} of A.
6.4 Remark Note that construction of the inclusion of C*-categories TC < T in Theorem 6.2
depends crucially on the choice of the chain group homomorphism in Eq. (28). Therefore different
choices of this homomorphism will produce different minimal and regular Hilbert extensions.
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7 The case of a trivial chain group homomorphism
We will assume in this section that the chain group homomorphism given in Eq. (22) is trivial. We
will see that in this case the analysis of minimal Hilbert C*-systems {F , G} simplifies considerably.
In fact, this assumption implies that any irreducible endomorphism acts trivially on the center
Z and by Proposition 4.6 we finally obtain
ρ Z = id Z for any ρ ∈ ObT . (32)
For example, the chain group homomorphism is trivial if the chain group C(G) itself is trivial
(see the examples in (iii),(iv) and (vi) of Subsection 5.1). This means that any D ∈ Ĝ lies in the
chain equivalence class of the trivial representation.
7.1 Proposition Let {F , G} be minimal Hilbert C*-system with fixed point algebra A satisfying
Property B and center Z = A ∩A′. Then the center of F coincides with Z, i.e. F ∩ F ′ = Z.
Proof: Let ρ = ρH be irreducible, ρ(A) =
∑
j ΦjAΦ
∗
j with an orthonormal basis {Φj}j of H.
Since ρ(Z) = Z we get ΦjZ = ZΦj for all j. Further F = C
∗(A, {H}), where H runs through
all irreducible Hilbert spaces. This implies ZF = FZ for all F ∈ F . Therefore Z ⊆ F ′ ∩ F ⊆
A′ ∩ F = Z, hence F ′ ∩ F = Z follows.
Next we show that in the case of a trivial chain group homomorphism one can still associate a
symmetry with the larger category T . For this purpose, recall from Proposition 4.4 that to any
ρ ∈ ObT there exists a unique free Z-bimodule Hρ ∈ ObMG .
7.2 Corollary Each canonical endomorphism of a minimal Hilbert C*-system {F ,G} is a Z-
module endomorphism. The symmetry ǫ(ρ, σ), ρ, σ ∈ Ob T , defined for {Φi}i,{Ψj}j orthonormal
basis in Hρ, Hσ by
ǫ(ρ, σ) :=
∑
i,j
ΨjΦiΨ
∗
jΦ
∗
i ∈ (ρσ, σρ) ,
satisfy the corresponding properties of Proposition 3.15.
Proof: From the result F ′ ∩ F = Z and the definition of a canonical endomorphisms we get
immediately that ρ(AZ) = ρ(A)Z = Zρ(A) for any ρ ∈ ObT and any Z ∈ Z, hence the objects
in T are Z-module endomorphism. In particular, this also implies α := ρ Z = id Z for all
ρ ∈ ObT . Therefore by Proposition 5.10 we get that the definition of ǫ(·, ·) is independent of
the module basis chosen in the Hilbert Z-module assigned to the objects of T . The additional
properties of ǫ(·, ·) are then verified easily (cf. Proposition 3.15).
7.3 Remark (i) As already mentioned in [7, Remark 6.4] it is not possible in general to as-
sociate a symmetry ǫ(·, ·) with the larger category of canonical endomorphisms T . The
reason is that, in general, the formula in the previous corollary is not independent of the
module basis chosen (recall Proposition 5.10). Therefore the existence of a symmetry in
the present context suggests that the nontriviality of the chain group homomorphism given
in Eq. (22) is an obstruction to the existence of a well defined ǫ within the category T .
(ii) The present section is also related to the notion of extention of C*-categories C by abelian
C*-algebras C(Γ) studied in [41]. In this reference it is shown that the DR-algebra as-
sociated with an object of the extension category CΓ is a continuous field of DR-algebras
corresponding to the initial category C. (For the construction of DR-algebras associated
with suitable C*-categories see [19].)
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The previous corollary means that, in the present situation, the category T of all canonical
endomorphisms is “almost” a DR-category (cf. Definition 3.18): in fact, there is a permutation
and a conjugation structure. The only difference is that we have (ι, ι) = Z ⊃ C1.
The next theorem shows that, using the central decomposition w.r.t. the common center Z
(cf. Proposition 7.1), a minimal Hilbert C*-system {F , G} satisfying ρ Z = id Z, ρ ∈ Ob T ,
can be considered as a direct integral of Hilbert C*-systems {F(λ),G}λ, λ ∈ specZ, with trivial
relative commutant and a fiber-independent compact group. Moreover, the Hilbert C*-systems
{F(λ),G} associated with the base points λ are Hilbert extensions of their fixed point algebras
A(λ) which carry DR-categories given by the fibre decomposition of the category T of {F ,G}.
We assume for the rest of this section that the C*-algebras A and F are separable and faithfully
represented in some Hilbert space h. We put Z ∼= C(Γ), Γ := specZ (cf. Section 9).
7.4 Theorem Let {F ,G} be a minimal Hilbert C*-system with fixed point algebra A satisfying
Property B. Z is the common center of A and F (cf. Proposition 7.1). The fiber C*-algebras
corresponding to the central decomposition w.r.t. Z (cf. Section 9) are denoted by A(λ), F(λ),
λ ∈ Γ. Then, there is an exceptional Borel set Γ0 ⊂ Γ, with µ(Γ0) = 0, such that for all λ ∈ Γ\Γ0,
(i) A(λ) ⊂ F(λ) and A(λ) satisfies Property B (cf. Subsection 3.1).
(ii) Let H ⊂ F be a G-invariant algebraic Hilbert space with support 1. Then the fiber spaces
H(λ) ⊂ F(λ) are again G-invariant algebraic Hilbert spaces satisfying suppH(λ) = 1. If
H = HZ is the free Z-bimodule generated by H, then H(λ) = H(λ).
(iii) {F(λ),G} is a Hilbert C*-system. Let ρ, σ ∈ ObT be canonical endomorphisms and de-
note by ρλ, σλ their fibre decomposition (cf. Proposition 9.3). Then ρλ, σλ are canonical
endomorphisms associated with {F(λ),G} and the intertwiner space (ρλ, σλ) is given by
(ρλ, σλ) = (ρ, σ)λ.
(iv) The category Tλ of canonical endomorphisms associated with {F(λ),G} is a DR-category,
that means in particular (ιλ, ιλ) = C1λ and the Hilbert C*-system {F(λ),G} has a trivial
relative commutant.
Proof: (i) The inclusion A(λ) ⊂ F(λ) is obvious from Theorem 9.1 in the appendix. The C*-
algebra A satisfies Property B, if there exist isometries V,W ∈ A satisfying V V ∗ +WW ∗ = 1.
By Theorem 9.1 it follows that the representation of V,W on the fibre spaces satisfy analogous
properties.
(ii) Let {Φi}i be an orthonormal basis of the G-invariant algebraic Hilbert H ∈ Ob TG. It
transforms according to a unitary representation U of G. By Theorem 9.1 we have that, for λ ∈
Γ\Γ0, {Φi(λ)}i is an orthonormal basis ofH(λ) transforming according to the same representation
U (hence H(λ) is G-invariant) and suppH(λ) = 1. Finally, let H = HZ ⊂ F be the free Z-
bimodule generated by H. Any H ∈ H can be written as
∑
iΦi Zi for some Zi ∈ Z, hence its
fibre component becomes
H(λ) =
∑
i
Φi(λ)Zi(λ) ∈ H(λ).
This shows H(λ) = H(λ) for all λ ∈ Γ \ Γ0.
(iii) The first part follows already from (ii). Eq. (32) implies that all canonical endomorphisms
of {F ,G} are Z-module endomorphisms, hence from Proposition 9.3 we have
ρλ(A(λ)) =
∑
i
Φi(λ)A(λ)Φi(λ)
∗ ,
i.e. ρλ is canonical w.r.t. {F(λ),G}. Finally, it is straightforward to show that A ∈ (ρ, σ) iff
A(λ) ∈ (ρλ, σλ) for all λ ∈ Γ \ Γ0.
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(iv) The permutation and conjugation structures of TG (recall Subsection 3.3) can be “disin-
tegrated” and the fibre components define the permutation and conjugation structures of Tλ.
Finally, (ι, ι) = Z implies (ιλ, ιλ) = C1λ and A
′ ∩ F = Z gives A(λ)′ ∩ F(λ) = C1λ for all
λ ∈ Γ \ Γ0.
7.5 Remark Note the item (iii) in the previous theorem implies that the compact group G is
unique for all F(λ), λ ∈ Γ \ Γ0, even if specZ is disconnected.
Furthermore we have the following inverse theorem.
7.6 Theorem Let A be a unital C*-algebra with center Z and satisfying Property B. Suppose that
Γ := specZ is connected and let T be a tensor C*-category realized as unital endomorphisms of
A and equipped with the following properties:
(i) All ρ ∈ Ob T are Z-module endomorphisms.
(ii) T is closed w.r.t. direct sums and subobjects.
(iii) T is equipped with a permutation and a conjugation structure (cf. Propositions 3.15 and
3.16).
Then there is a minimal Hilbert extension {F ,G} of A with F ′ ∩ F = Z and such that T is
isomorphic to the category of all canonical endomorphisms of {F ,G}.
Proof: Let A =
∫
ΓA(λ)µ(dλ) be the central decomposition of A over the direct integral
L2(Γ, µ, fλ) (cf. Theorem 9.1). Denote by T (λ), λ ∈ Γ \ Γ0, the C*-category associated with
A(λ) given by the fibre decomposition of T and whose objects ρλ are realized as endomorphisms
of A(λ) (cf. Proposition 9.3 and recall that Γ0 is the corresponding exceptional set). First we
show that T (λ) is a DR-category (recall Definition 3.18): indeed, (ιλ, ιλ) = C1λ follows from
the fact that that the C*-algebras A(λ) have trivial center (cf. Theorem 9.1). Note also that
ρ ∈ IrrT iff (ρλ, ρλ) = C1λ, λ ∈ Γ \ Γ0, i.e. ρλ ∈ IrrT (λ). Closure under direct sums and
subobjects follows from (ii). Recall that from (i), (iii) and Corollary 7.2 we have a well defined
permutation structure on T which can be carried over to T (λ). Similarly we can “disintegrate”
the conjugation structure, e.g. we have for the conjugate
(ι, ρρ) ∋ Rρ =
∫
Γ
Rρλ µ(dλ)
andRρλ satisfies the corresponding properties on the fibre. This shows that T (λ) is a DR-category
for all λ ∈ Γ \ Γ0.
Now, by the DR-theory we have on the one hand that
R∗ρλRρλ = dρλ1λ ,
where dρλ ∈ N. On the other hand R
∗
ρRρ ∈ Z
∼= C(Γ) and therefore λ → dρλ is continuous on
Γ. That means that dρλ = dρ ∈ N is constant over Γ. We use this result to analyze the Hilbert
extension {F(λ),G(λ)} of A(λ) which satisfies A(λ)′ ∩ F(λ) = C1λ (cf. [3])). The existence
of this fibre Hilbert C*-system for all λ ∈ Γ \ Γ0 is guaranteed by the DR-Theorem. For any
ρλ ∈ IrrT (λ) we consider a dρ-dimensional algebraic Hilbert space Hρλ ≡ Hρ, which is constant
over Γ and generated by the an orthonormal basis {Φρ,i}
dρ
i=1, i.e.
Hρ = span {Φρ,i | i = 1, . . . , dρ} . (33)
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We may assume that the isometries Φρ,i are represented on a fixed Hilbert space h0. For any
arbitrary τλ ∈ Ob T (λ) we associate the algebraic Hilbert space
Hτ (λ) := ⊕
ρλ∈IrrT (λ)
(ρλ, τλ) Hρ .
We have
Hτ (λ) ⊂ Ffin (λ) :=
{ ∑
ρλ∈ IrrT (λ)
Aρλ,j(λ)Φρ,j
}
⊂ F(λ) := clo ‖·‖λFfin (λ)
and the elements of the algebraic Hilbert space are bounded operators on fλ ⊗ h0. Put
F :=
∫
Γ
F(λ)µ(dλ) ⊂ L
(
L2(Γ, µ, fλ ⊗ h0)
)
with C*-norm given by ‖ · ‖ := ess supλ ‖ · ‖λ.
Finally we have to define a compact group action on F . For this, recall that on each fibre over
λ ∈ Γ \ Γ0, the compact group G(λ) acts as follows: each A(λ) ∈ A(λ) is left pointwise invariant
under the group action. Moreover, any Hρ, ρ ∈ IrrT , carries an irreducible representation of
G(λ) which does not depend on λ (cf. Eq. (33)). Therefore the action G(λ) is independent of λ,
hence we put G(λ) ≡ G, where G is compact. Since {F(λ),G} is a Hilbert C*-system it follows
immediately that {F ,G} is also a Hilbert C*-system. We still need to show that it is also minimal.
For this take for any D ∈ G a canonical endomorphism ρD,λ ∈ IrrT (λ), λ ∈ Γ \ Γ0. Since ρD,λ
is disjoint from ιλ for any D 6= ι, i.e. (ρD,λ, ιλ) = 0, we have that the corresponding integrated
endomorphism satisfies the same property (ρD, ι) = 0 for any D 6= ι. From [11, Lemma 10.1.8]
we have that A′ ∩ F = Z and the proof is completed.
7.7 Corollary Each minimal Hilbert C*-system satisfying ρ Z = id Z, ρ ∈ ObT , with Γ :=
specZ connected, is regular.
Proof: First recall from the proof of the previous theorem that the fiber Hilbert C*-systems have
trivial relative commutant. This means that for all λ ∈ Γ\Γ0 there is a one-to-one correspondence
between the fiber endomorphisms and the generating Hilbert spaces,
ρλ ↔Hρλ ⊂ F(λ)
such that
ρλ ◦ σλ ↔ Hρλ · Hσλ .
If one chooses for all λ ∈ Γ\Γ0 a fixed Hilbert space Hρλ , then these fiber spaces define a Hilbert
space Hρ ⊂ F such that
ρ ◦ σ ↔ Hρ · Hσ.
Therefore {F ,G} is regular.
7.8 Remark We will extend in this remark the inverse result stated in Theorem 7.6 to the follow-
ing situation: let {A,T } satisfy the assumptions of Theorem 7.6 except that now Γ is a disjoint
union of (in general infinite) connected components Γa, a ∈ A, i.e.
Γ =
·
∪Γa .
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With each Γa, a ∈ A, we can associate a central orthoprojection Pa, which is defined by means
of the following continuous function over Γ:
Pa(λ) :=
{
1 if λ ∈ Γa
0 otherwise .
The projections in {Pa}a∈A are mutually disjoint and satisfy
∑
a Pa = 1 (strong operator con-
vergence; to define the previous sum in the infinite case consider a net of projections indexed
by the class of all finite subsets of A partially ordered by inclusion ⊆, cf. [28, Sections 2.5 and
2.6]). The Hilbert space h, on which the algebra A is represented, decomposes as h = ⊕aha and
(xa)a∈A ∈ ⊕a∈Aha if
∑
a ‖xa‖
2 <∞. Therefore we can decompose A as a direct sum
A = ⊕a∈AAa and in particular Z = ⊕a∈AZa
where Aa := APa has center Za := Z Pa. Recall that (Aa)a∈A ∈ ⊕a∈AAa if sup {‖Aa‖ | a ∈
A} <∞.
From property (i) we can consistently define a family of Za-module endomorphisms Ta :=
{ρa} ⊂ endAa by means of
ρa(APa) := ρ(APa) = ρ(A)Pa ∈ Aa , A ∈ A .
Moreover, since A satisfies Property B, then Aa also satisfies this property on ha, i.e. Aa contains
are isometries Va,Wa satisfying VaV
∗
a +WaW
∗
a = Pa. Similarly we can adapt the assumptions
(i)-(iii) to the pair {Aa,Ta}, a ∈ A. By the proof of Theorem 7.6 we can construct Hilbert
C*-systems {Fa,Ga}, with Ga compact and satisfying
A′a ∩ Fa = Za as well as F
′
a ∩ Fa = Za , a ∈ A .
Now, in order to be able to built up from these systems a minimal Hilbert C*-system with a
compact group we need to make the following additional assumption (recall Remark 7.5):
Assumption: The compact groups Ga are mutually isomorphic, i.e.
Ga ∼= G , for some compact groupG . (34)
Under this assumption put finally F := ⊕aFa, where G acts on each component. The Hilbert
C*-system {F ,G} satisfies
A′ ∩ F = ⊕aZa = Z ,
hence it is minimal. Finally, note that Corollary 7.7 can be also adapted to the present more
general situation satisfying the assumption (34).
7.9 Remark The reason why we need to make the assumption (34) is that we want to reconstruct
Hilbert C*-systems {F ,G} of the type studied in Theorem 7.4. A similar situation that considers
more general groups, where e.g. the mapping Γ ∋ λ → Gλ is not constant, is studied in [43,
Section 3, Example 3.1].
8 Conclusions
In the present paper we have described a generalization of the DR-duality theory of compact
groups, to the case where the underlying C*-algebra A has a nontrivial center. The abstract
characterization of minimal and regular Hilbert C*-systems with a compact group G is now given
by the inclusion of C*-categories TC < T , where TC is an admissible DR-subcategory of T , the
latter category being realized as endomorphisms of A. A crucial new entity that appears when
the center Z of A is nontrivial is the chain group C(G), which is an abelian group constructed
from a suitable equivalence relation in Ĝ (the dual object of G) and which is isomorphic to the
character group of the center of G. Our results suggest the following considerations:
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• As far as the symmetry ǫ is concerned, the special case studied in Section 7 was also
addressed in the context of vector bundles and crossed products by endomorphisms (see
e.g. [43, Eq. (3.7) and Section 4]). In the mentioned reference, the existence of a symmetry
is guaranteed by the fact that the left and right Z-actions on (ι, E) coincide, where E is a
vector bundle over the compact Hausdorff space specZ and (ι, E) denotes the Z-bimodule
vector bundle morphism from ι := specZ ×C into E . (Vasselli studies also bundles in [43],
where left and right actions do not coincide.)
However, the situation analyzed in the present paper can not be fully compared with the
case studied in [43]. In the latter paper much more general groups are considered and, in
fact, many of them are not even locally compact. For this reason no decomposition theory
in terms of irreducible objects is mentioned in that context. It is therefore not clear how the
notion of a nontrivial chain group should be extended to the general framework of vector
bundles. Recall that the notion of chain group was suggested by the decomposition theory of
canonical endomorphisms and their restriction to Z (cf. Theorem 5.7 (ii)). The nontriviality
of the chain group homomorphism Eq. (22) gives an obstruction to the existence of a
symmetry associated with the larger category T (see Proposition 5.10 and Remark 7.3 (i)).
• In lower dimensional quantum field theory models (see e.g. [12, 36, 25] or [23, Chapter 8]),
a nontrivial center appears when one constructs the so-called universal algebra. In the case
of nets of C*-algebras indexed by open intervals of S1, the universal algebra replaces the
notion of quasi-local algebra (inductive limit). (Recall that in this case the index set is not
directed. See [24] or [11, Chapter 5].) Although these models do not fit completely within
the frame studied in this paper (there is no DR-Theorem and a nontrivial monodromy in
two dimensions) we still hope that some pieces of the analysis considered here can be also
applied in that situation. E.g. the generalization of the notion of irreducible objects and
the analysis of their restriction to the center Z that in our context led to the definition of
the chain group.
9 Appendix: Decomposition of a C*-algebra w.r.t. its center
For convenience of the reader we recall the following facts: let A be a unital and separable C*-
algebra, Z its center and π a faithful representation of A on a separable Hilbert space h, π(A) ⊂
L(h). According to Gelfand’s theorem we have Z ∼= C(Γ), where Γ := specZ is a compact second
countable Hausdorff space. Then π Z defines a distinguished spectral measure Epi(·) on the Borel
sets {∆} ⊂ Γ such that
π(Z) =
∫
Γ
Z(λ)Epi(dλ) , (35)
where Z(·) ∈ C(Γ) is the continuous function corresponding to Z ∈ Z (see e.g. M.A. Neumark
[38, p. 278]). Since Z is the center of A we obtain from (35)
Epi(∆)π(A) = π(A)Epi(∆), A ∈ A, ∆ ⊂ Γ . (36)
Let Φ : h → ĥ := L2(Γ, µ, fλ) be a unitary spectral transformation assigned to Epi, where µ is
a corresponding regular Borel measure on Γ and fλ are the fibre Hilbert spaces (cf. [44, Chap-
ter 14]). (The spectral representation space ĥ (direct integral) is also denoted in the literature as∫
Γ fλ µ(dλ).) The transformed projections E(∆) on ĥ act as multiplication by the corresponding
characteristic function χ∆(·).
Applying the spectral transformation we obtain from the equations (35) and (36) the following
inclusions
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C(Γ) ⊂ adΦ ◦ π(A) ⊂ L∞ (Γ, µ,L(fλ)) , (37)
where L∞ (Γ, µ,L(fλ)) denotes the von Neumann algebra on ĥ of all decomposable operators
B: ĥ → ĥ given for almost all λ ∈ Γ by
(B g)(λ) := B(λ) g(λ) , g ∈ ĥ , B(λ) ∈ L(fλ) .
These operators λ 7→ B(λ) are called “admissible” (see e.g. [10, Chapter 4]) and the measurable
Borel function λ → ‖B(λ)‖λ satisfies ess sup ‖B(λ)‖λ < ∞, where ‖ · ‖λ denotes the operator
norm in L(fλ). Then ‖B‖ = ess sup ‖B(λ)‖λ follows.
The equation (37) means that we have an isomorphism
A ∋ A 7→ A(·) , A(λ) ∈ L(fλ) ,
and that (
(adΦ ◦ π(A)) x̂
)
(λ) =
(
A(λ)
)
x̂(λ) , for ĥ ∋ x̂ := Φ(x) , x ∈ h .
Moreover C(Γ) is the center of the C*-algebra adΦ ◦ π(A) and if A(λ) = 0 for almost all λ ∈ Γ,
then A = 0.
9.1 Theorem Let (Γ, µ) be the measure space mentioned above. Then, there is an exceptional
Borel set Γ0 ⊂ Γ, with µ(Γ0) = 0, such that for all λ ∈ Γ \ Γ0,
(i) the set
Aλ := {A(λ) | A ∈ A}
is a well defined C*-subalgebra of L(fλ) and πλ, given by
A ∋ A 7→ πλ(A) := A(λ) ∈ Aλ ,
is a representation of A on fλ,
(ii) Aλ has trivial center, i.e. Z(Aλ) = A
′
λ ∩ Aλ = C1λ.
Proof: Part (i) follows from Eq. (37). For simplicity we omit in following the explicit use of the
representation π. To show (ii) let Z˜ be a separable abelian C*-algebra containing Z ∼= C(Γ) and
strongly closed in A′ ∩ A′′, i.e.
Z ⊂ Z˜ ⊂ Z˜ ′′ = A′ ∩ A′′ .
Then by Gelfand’s theorem we have Z˜ ∼= C(Γ˜), where Γ˜ is a compact second countable Hausdorff
space. Moreover we have Γ ∼= Γ˜/ ∼, where ∼ denotes the following equivalence relation: λ˜1 ∼ λ˜2
if Z(λ˜1) = Z(λ˜2) for all Z ∈ Z. In other words the elements of Z can be identified with functions
in C(Γ˜) that are constant on the corresponding equivalence classes (i.e. let λ ∈ Γ and denote by
[λ] the corresponding equivalence class in Γ˜, so that for any λ˜ ∈ [λ] we have Z(λ˜) = Z(λ)).
According to M.A. Neumark [38, p. 278] we have also for Z˜ a distinguished spectral measure
E˜(·) on the Borel sets ∆˜ in Γ˜ such that
Z˜ =
∫
Γ˜
Z˜(λ˜)E˜(dλ˜).
The relation of the previous decomposition with the one given in (35) is specified by the following
equation: for ∆ be a Borel set in Γ we have
E(∆) =
∫
∆˜
E˜(dλ˜) , where ∆˜ = ∪
λ∈∆
[λ] is a Borel set in Γ˜ .
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Now the central decomposition of the von Neumann algebra A′′ is done over the space Γ˜ with
regular Borel measure µ˜ and the fibre von Neumann algebras A′′(λ˜) are factors for all λ˜ ∈ Γ˜ \ Γ˜0,
where Γ˜0 = ∪λ∈Γ0 [λ] and µ˜(Γ˜0) = µ(Γ0) = 0. In the decomposition of A ⊂ A
′′ over Γ˜ we have
that the algebras A
λ˜
coincide on the representatives of the equivalence class [λ] with the algebra
Aλ, λ ∈ (Γ \Γ0). Moreover the functions λ˜→ A(λ˜) ∈ Aλ have constant values, A(λ˜) = A(λ), for
all λ˜ ∈ [λ].
Finally, for Z˜ ∈ Z˜ we have that Z˜(λ˜), λ˜ ∈ Γ˜ \ Γ˜0, are scalar functions. If, in particular, Z ∈ Z,
then Z(λ˜) has a constant value ζZ for all λ˜ ∈ [λ]. Therefore we have
Z(λ) = ζZ1λ
and the proof is concluded.
9.2 Remark We mention here the special case where the spectral measure Epi has homogeneous
multiplicity. Then there is a unique fiber Hilbert space f and ĥ = L2(Γ, µ, f). Moreover, Aλ is a
C*-algebra on f for µ-almost all λ ∈ Γ and for A(λ) ∈ Aλ we have
ess supλ∈Γ‖A(λ)‖L(f) <∞ .
If we assume that all operator functions Γ ∋ λ→ A(λ) ∈ L(f) are continuous w.r.t. the operator
norm ‖ · ‖L(f), then also λ→ ‖A(λ)‖L(f) is continuous and
Â := adΦ ◦ π(A) ⊂ C(Γ,L(f)) ⊂ L∞(Γ, µ,L(f)).
No exceptional set is needed and Aλ is a unital C*-subalgebra of L(f), {Aλ, Â} is a continuous
field of C*-algebras over Γ and Â is simultaneously the C*-algebra defined by this field (see
Dixmier [13, p. 218 ff.]). If Aλ is independent of λ, for example Aλ = L(f) (this is true if
Â = C(Γ,L(f)) = C(Γ)⊗ L(f) consists of all continuous operator functions on Γ), then the field
is trivial (in the sense of Dixmier).
9.1 Z-module endomorphisms
To keep notation simple we omit the explicit use of the representation π. Recall that a unital
endomorphism ρ of A is called a Z-module endomorphism if
ρ(AZ) = ρ(A)Z, A ∈ A, Z ∈ Z. (38)
The following proposition can be easily verified using the results in this section.
9.3 Proposition Let ρ be a unital Z-module endomorphism of A and let Γ0 be the exceptional
set of Theorem 9.1. Then the family of mappings {ρλ: Aλ → Aλ}λ∈(Γ\Γ0) defined by
Aλ ∋ A(λ)→ ρλ(A(λ)) := (ρ(A))(λ) ∈ Aλ
is a family of unital endomorphism of Aλ.
9.4 Remark Note that the family of endomorphisms {ρλ}λ∈(Γ\Γ0) introduced in the previous
proposition satisfies
‖ρλ(A(λ))‖λ ≤ ‖A(λ)‖λ and ess supλ∈(Γ\Γ0)‖ρλ(A(λ))‖λ <∞ , A(λ) ∈ A(λ) .
If {σλ}λ∈(Γ\Γ0) is any family of unital endomorphism of {Aλ}λ∈(Γ\Γ0), then it also satisfies the
following boundedness condition:
ess supλ∈(Γ\Γ0)‖σλ(A(λ))‖λ ≤ ess supλ∈(Γ\Γ0)‖A(λ)‖λ <∞ , A ∈ A .
However, the family {σλ}λ∈(Γ\Γ0) does not necessarily define a “global” endomorphism σ of A.
But if this is the case, then σ is also a Z-module endomorphism, because
(σ(AZ))(λ) = σλ((AZ)(λ)) = σλ(A(λ)Z(λ)) = Z(λ)σλ(A(λ)) = (σ(A)Z)(λ) .
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