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と記述できる。(1)の分子は尤度と事前分布の積であり、分母はθの事後密度である。この式は




わない。θ*における事後密度の推定量を ( )yπˆ *θ 、周辺尤度m(y)の推定量を ( )ymˆ と記述すれば、
周辺尤度m(y)の推定量は、 






mˆ =  
である。一般に周辺尤度を実際に計算する場合、上式の両辺を対数変換した 
( ) ( ) ( ) ( )yθθθyy *** πˆπfmˆ lnlnlnln −+=                          …(2) 
を利用する。(2)の推定では右辺第1項と第2項は尤度関数と事前分布なので容易に計算可能であ
るが、 ( )yθ*πˆ の計算は容易でない。 





































































d(θ)=∫min{f(θ), K×h(θ)}d θと記述すれば、全てのθについて次の不等式が成りたつ。 





































hKf ×,min ≦ ( ) ( )θθ hd
K
×  
が 成 り 立 つ の で 、 こ の サ ン プ リ ン グ は h(θ) か ら 生 成 し た θ の サ ン プ ル を 採 択 確 率
( ) ( ){ } ( )













う θ のサンプルが得られることとなる。 




                          …(3) 
ちなみに、min{ f(θ), K×h(θ)}= K×h(θ)×αAR(θ)であることを用いると、q(θ)は以下の様に記述する
こともできる。 
q(θ)= ( ) ( )( )θ
θθα
d






この採択確率は確率分布 f(θ)と提案分布 q(θ)を用いて以下のように記述できる。 































5 詳細は砂田(2005)の付録 B を参考にされたい。 
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以上から、h(θ)と 2 種類の採択確率を利用して、f(θ)に従うサンプルを生成できることが分かる。 
 




























































































































































































































0 sνs,nνIG  
ただし、s2= ( ) ( )YYYY ˆ'ˆ 1 −Ω− − 、 γXY =ˆ である。この逆ガンマ分布からσ2をサンプリング
する。 
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9 ν>0 であるから、正規分布でなく、正値のみを考える切断正規分布を利用する。 
棄却サンプリング連鎖を用いた場合の周辺尤度の推定―誤差項に t 分布を仮定した自己回帰モデルを例に――砂田 


























































－ 100 － 
山形大学紀要（社会科学）第37巻第１号 
に紹介しておこう。 
















































































p(θi,θi*|y,ψ*i-1,ψi+1)=αMH (θi,θi*|y,ψ*i-1,ψi+1)×q(θi*|y,ψ*i-1ψi+1)                     …(4) 
と記述できる。この部分核は以下の局所反転条件 









( ) ( ) ( )
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π(θ*i|y,ψ*i-1)=
( ) ( ) ( ) ( )





























































( ) ( ) ( ) ( ) i*iii*i*ii*i*iARi*i*iiMH ψdψ,|πψ,ψ,hψ,ψ,αψ,ψ,,α 1111111 −+−+−+−∫ yθyθyθyθθ  
を推定する。分母については、π(ψi+1|y,ψ*i)h(θi|y,ψ*i-1,ψi+1)に従う(ψi+1,θi)を用いて 
αMH(θ*i,θi|y,ψ*i-1,ψi+1)αAR(θi|y,ψ*i-1,ψi+1)をモンテカルロ積分して、 









プリングで得られたG個のサンプルは{ }Gggi 1)(, =ψ と記述できる。このG個のサンプルを 
αMH(θi,θi*|y,ψ*i-1,ψi+1)αAR(θi*|y,ψ*i-1,ψi+1)h(θi*|y,ψ*i-1,ψi+1)のψiに代入して平均した値が(6)の分子 
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のサンプリングで得られたJ個のサンプルを { }Jjji 1)(, =ψ と記述する。このJ個のサンプルを
αMH(θi,θi*|y,ψ*i-1,ψi+1)αAR(θi*|y,ψ*i-1,ψi+1)のθiとψi+1に代入し平均した値が(6)の分母、 














































































i ,,,π1 11 θθyθ L  の推定量を計算する。 
対数周辺尤度の推定量は次式の様になるので、上述したπ(θ*1,…,θ*B|y) の推定量を利用して計
算する。 









































a．f(θ’1|y,θ2,θ3,z) ≦ K×h(θ’1|y,θ2,θ3,z)ならば 
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   αMH(θ1,θ’1|y, θ2,θ3,z) =
( ) ( )





















( ) ( ) ( ) ( )


















を利用して、θ2,θ3,zをフルコンディショナルな事後密度π(θ2| y,θ1,θ3,z)、π(θ3| y,θ1,θ2,z)、π(z| y,θ1,θ2,θ3)
からサンプリングする。この作業をG回行う。g回目のサンプリングの結果を(θ(g)1,θ(g)2,θ(g)3,z(g))




ぞれπ(θ2| y,θ3,z,θ*1)、π(θ3| y,θ2,z,θ*1)、π(z| y,θ2,θ3,θ*1)からサンプリングする。その後でθ1をh(θ1| 
y,θ2,θ3,z )からサンプリングする。これが1回のサンプリングであり、この作業をJ回行う。j回目
のサンプリングの結果を(θ(j)1,θ(j)2,θ(j)3,z(j)) と記述すれば、得られるサンプルは 
{ }Jj)j()j()j()j( z,θ,θ,θ 1321 = である。このサンプルをαMH(θ1*,θ1|y,θ2,θ3,z)αAR(θ1*,θ1|y,θ2,θ3,z)に代入し
た値が分母の推定量である。 
π(θ*1|y)の推定には、得られたサンプル{ }Gg)g()g()g()g( z,θ,θ,θ 1321 = と{ }Jj)j()j()j()j( z,θ,θ,θ 1321 = を
利用してモンテカルロ積分を行う。π(θ*1|y)の推定量 ( )y*θπˆ 1 は次式の通りである。 
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リングする。得られた { }Gg)g()g()g( z,θ,θ 132 = の中の { }Gg)g()g( z,θ 13 = を次式に代入すれば、 
π(θ*2|y,θ*1)を推定できる。 






1 y  
π(θ*3|y,θ*1,θ*2)の推定は π(θ*3|y,θ*1,θ*2)は π(z|y,θ*1,θ*2,θ3)、π(θ3|y,θ*1,θ*2,z)を用いて θ3 と z を交互に
サンプリングして、(θ3,z)のサンプルを得る。得られた { }Gg)g()g( z,θ 13 = の中の { }Gg)g(z 1= を次式
に代入すれば、π(θ*3|y,θ*1,θ*2)を推定できる。 








1 y  
π(θ*1|y) 、π(θ*2|y,θ*1) 、π(θ*3|y,θ*1,θ*2)の推定量を上述した方法に従って計算した後、次式に代入
して対数周辺尤度 ln m(y)の推定を行う。 
( ) ( )****** θ,θ,θπθ,θ,θfmˆ 321321 lnlnln +⎟⎠⎞⎜⎝⎛= yy ( ) ( ) ( )****** θ,θ,θπˆθ,θπˆθπˆ 213121 lnlnln yyy −−−  
…(11) 
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を用いて(σ2,γ,ω)のサンプル { }Gg)g()g()g(, ,,σ 12 ωγ = を生成する。その中の(γ,ω)のサンプル
{ }Gg)g()g( , 1ωγ = と ν*λ,σ2*を密度関数 p(σ2|y,γ,ω,νλ)に代入、及び平均して π(σ2*|y,νλ*)を推定する。 
 























































1ν 22λλ *i** ,IG  
を用いて(γ,ω)のサンプル { }Gg)g()g( , 1ωγ = を生成する。その中の ω のサンプル { }Ggg 1)( =ω と
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そこで以下の 4 つの確率分布を用いてサンプルを生成する。 



























































































1 22 σενν λλ iIG  
これらを用いて生成した{ }Gg)g(,)g()g()g( ,,ω,ν 12 =σγλ と ν*λ を(12)の分子に代入する。 
次に(12)の分母の計算を考えてみよう。分母の計算には(νλ, σ2,γ,ω)のサンプルが必要である。
































































1 22** σενν λλ iIG  
である。そのサンプルを h(νλ)、つまり切断正規分布 N+(ν*λ,σ*2)の条件部分に代入して νλ のサン
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プルを生成する。こうして生成した{ }Jj)j(,)j()j()j( σ,,,ν 12 =γωλ を(12)の分母に代入する。 





















y   
である。ただし、(12)の αMH(νλ, νλ’|y, σ2,γ,ω)は π(νλ) ×f(y|νλ,σ2,γ,ω) と K*×h(νλ|y,σ2,γ,ω)の大小関係
で以下のように変化する。 
a．f(νλ’|y,σ2,γ,ω) ≦K*×h(νλ’|y,σ2,γ,ω)ならば、 























   αMH(νλ, νλ’|y, σ2,γ,ω) =
( ) ( )





















こうして ( ) ( ) ( )****** σ,ν,πˆ,ν,σπˆ,νπˆ 22 λλλ γ yyy を計算して、 
( ) ( )****** γ,σ,πγ,σ,νfmˆ 2λ2λ νlnlnln +⎟⎠⎞⎜⎝⎛= yy ( ) ( ) ( )****** σ,ν,πˆν,σπˆπˆ 22 lnlnln λλλ γν yyy −−−  











































パラメータ OLSE 真の値 事後平均 事後標準偏差 事後自己相関 
γ0 3.15271 3.0 3.19598 0.53795 0.02026 
γ1 0.48825 0.5 0.48978 0.07311 - 0.02386 
σ2 11.6352 5 6.3793 1.62291 0.36947 
νλ  6 4.91121 2.70593 0.69444 
y t=γ0+γ1y t-1 +u t  u t～t(0,σ2,νλ), νλの採択率：0.79633, OLSによる(N-AR(1))決定係数=0.26228 
 
表 2：決定係数と尤度の比較(MCMC の推定値を利用) 
項目 決定係数 対数尤度 対数周辺尤度 
t-AR(1) 0.26410 -256.755 -257.985 
N-AR(1) 0.26227 -261.452 -265.214 
                                  
表 3：密度の推定値 
項目 lnπ(νλ*|y) lnπ(σ2*|y,νλ*) lnπ(γ*|y,ν*λ,σ2*) 
t-AR(1) -3.58401 -1.06211 6.24203 
項目  lnπ(σ2*|y) lnπ(γ*|y,σ2*) 
N-AR(1)  -1.37375 1.75595 
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Estimation of Marginal Likelihood, When We Use Accept-reject 
Metropolis-Hastings Sampling 
－Auto Regressive Model with t Distribution Error Term Case－ 
 
Hiroshi SUNADA 
(Department of Law, Economics and Public Policy) 
 
 
we introduce Accept-Reject Metropolis-Hastings(AR-MH) Sampling and explam how to 
estimate the parameters of the auto regressive model, whose error terms obey t distribution, 
by the AR-MH sampling.  
 Then we introduce how to estimate marginal likelihood, when parameters are estimated by 
AR-MH Sampling. As example, we simulate the data from the auto regressive model, whose 
error terms obey t distribution, and estimate both the parameters and marginal likelihood. 
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