Support vector machine has been explored and many applications found within various research areas and application domains. Many support vector machine techniques have been specifically developed for certain application domains. This paper is an attempt to provide an overview on applications of support vector machines within the oil refineries to the professionals inside oil refineries, researchers and academicians. This paper has grouped and summarized applications of support vector machines within various units inside refineries. Application of support vector machines to a particular domain within refineries can be used as guidelines to assess the effectiveness of the support vector machines in that domain. This survey provides a better understanding of the different applications that have been developed for one area which allows finding of applications in other domains.
INTRODUCTION
Oil refineries are vital to daily life, industries and economies, and in general they are of importance to the maintenance of civilization itself.Refineries are large and complex and with millions of records of data, decision making is very crucial. Data mining techniques, such as support vector machine (SVM) are very useful for this major industry. Despite the fact that SVMs have found some interesting usage within oil refineries, there exists *Corresponding author. E-mail: Saybani@gmail.com or Saybani@siswa.um.edu.my.
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no survey on where, why and how SVMs have been used in the process of oil refining. To fill this gap, researchers decided to investigate this issue, and this paper is the result of the study. This survey is an attempt to provide an overall view of the usage of SVMs within oil refining process, authors of this paper not only present the techniques and algorithm used, but also bring the application domain within the oil refining process for which applications were developed. This survey is based on a search in the keyword index and publications and information for support vector machines and oil refineries on the following search engines: ACM digital Library, IEEE Xplore, Science Direct e-Books, Scopus, Springer Link, and Web of Science.
SUPPORT VECTOR MACHINES THEORY
There are many resources about definition of SVM, however, most of them are difficult to follow, therefore in order to understand SVM easier, this paper attempted to combine definitions and explanations, from these resources (Laura, 2008; Nationalbank, 2007; Statsoft, 2010; SVMS.org, 2010; Wikipedia, 2010) . SVMs are a set of related supervised learning technique from the field of machine learning that analyze data and recognize patterns, which is used for classification and regression analysis. Its root can be found in the statistical learning theory (SVMS.org, 2010) which originally was invented by Vapnik and colleagues at AT&T Bell Laboratories in 1995, however the current standard "soft margin" was proposed by Cortes and Vapnik (Wikipedia, 2010) .
SVM is a non-linear classifier, and the main concept behind it is to non-linearly map the input data to some high dimensional space, where the data can be linearly separated. This provides greater classification (or regression) performance. SVM is an excellent tool for data classification and regression (Chunming Wu, 2010) . SVM is one of the data mining techniques, which is also mentioned in the connection with machine learning. SVM learns the relationship between input and output data, let's consider a set of training dataT = ‫ݔ({‬ ଵ ‫ݕ,‬ ଵ ), ‫ݔ(‬ ଶ ‫ݕ,‬ ଶ ‫ݔ(,…,)‬ ‫ݕ,‬ )}, where ‫ݔ‬ ∈ℜ is m-dimensional input vector and ‫ݕ‬ ∈ {-1, +1} is the discrete output vector, each ‫ݕ‬ can be either 1 or −1, indicating the class to which the point ‫ݔ‬ belongs. SVM constructs hyperplanes in a multidimensional space which separates cases of different classes. SVM supports both regression and classification tasks. An optimal hyperplane can be produced through an iterative training algorithm which is used to minimize an error function.
The goal is to find the maximum-margin hyperplane that divides the points having ‫ݕ‬ = + 1 from those having ‫ݕ‬ = − 1. Any hyperplane can be written as a set of points x satisfying:
where ‫ݕ‬ ො is the predicted output, x is the input pattern, w is weight vector which is normal to the hyperplane and b is bias. Weight and bias have to be set during the training process. Thinking of geometric, calculating the values of the parameters w and b means looking for a hyperplane that best separates class ‫ݕ‬ = +1 from class ‫ݕ‬ = −1 based on some criterion (Venkoparao et al., 2009) . SVMs maximize the margin between the two classes, which is also known as margin-maximization. The margin is the distance between the hyperplanes bounding each class, where in the hypothetical perfectly separable case no observation may lay. Maximizing the margin allows us to select the two hyperplanes of the margin in a way that there are no points between them and then try to maximize their distance; in other words we search for the classification function that can most safely separate the classes. Figure 1 represents a binary space with two input variables. Here -1 represent one class of the training sample and + 1 the other class. The threshold separating the classes is the line in the middle between the two margin boundaries, which are canonically represented as ‫ݓ‬ ் .x + b = 1 and ‫ݓ‬ ் .x + b = -1. Then, the margin is 2 / ||w||, where ||w|| is the norm of the vector w (Laura, 2008; Nationalbank, 2007) .
In order to avoid data points falling into the margin, except for some classification error ξ, the following constraints are added:
This can be summarized in the form of:
for all i = 1, …, n and ߦ ≥ 0 It is expressed as an optimization problem for w and b:
(5) subject to:
where C is capacity, or a tuning parameter, it weighs insample classification errors and therefore controls the generalization ability of an SVM. If C increases, the weight given to in-sample misclassifications increases too, this leads to a lower generalization of the machine. On the other hand low generalization means that the machine may work well on the training set, but would perform miserably on a new sample. As a result of overfitting on the training sample, for example, we may get bad generalization, in the case that this sample shows some untypical and non-repeating data structure.
By choosing a low C, the risk of over fitting an SVM on the training sample is reduced. The smaller the C, the wider is the margin, and the more and larger in-sample classification errors are permitted (Laura, 2008; Nationalbank, 2007) . There could be a temptation to express the previous optimization problem by means of non-negative Lagrange multipliers ∝ as:
However, this would be wrong, because by choosing ∝ = + ∞ we could reach minimum for all members, and not only for the best one which is chosen solving the original problem. This problem is written as follows:
The solution of this optimization problem is given by the saddle-point of the Lagrangian, minimized with respect to w, b and ξ, and maximized with respect to ∝. This will lead to the fact that all the points which is separated as ‫ݕ‬ ሺ‫.ݓ‬ ‫ݔ‬ + ܾሻ − 1 > 0 , do not matter since the corresponding ∝ must be set to zero. This problem is solved by standard quadratic programming (QP) techniques and programs. The solution can be expressed by terms of linear combination of the training vectors as:
Only a few ∝ will be greater than zero. The corresponding ‫ݔ‬ are exactly the support vectors, which lie on the margin and satisfy:
‫ݕ‬ ሺ‫.ݓ‬ ‫ݔ‬ + ܾሻ = 1 (10) (Wikipedia, 2010) .
The points, whose ∝ ≠ 0, are called support vectors and are the relevant ones for the calculation of w. Support vectors lie on the margin boundaries or, for non-perfectly separable data, within the margin. This way, the complexity of calculations does not depend on the dimension of the input space, but on the number of support vectors. Here ‫ݔ‬ ାଵ and ‫ݔ‬ ିଵ are any two support vectors belonging to different classes, which lie on the margin boundaries.
The score function ‫ݖ‬ can be written as follows:
The scalar product is the product of the class ‫ݔ‬ which is to be classified and ‫ݔ‬ the support vectors in the training Saybani et al. 6297
sample, of ∝ , and of ‫ݕ‬ . By comparing ‫ݖ‬ with a benchmark value, we are able to estimate if a company has to be classified as ‫ݔ‬ or ‫ݔ‬ (Laura, 2008; Nationalbank, 2007) . In the case of a non-linear SVM, the score function is computed by substituting the scalar product with a kernel function.
"Kernels are symmetric, semi-positive definite functions satisfying the Mercer theorem. If this theorem is satisfied, it is ensured that there exists a (possibly) non-linear map ߮ from the input space into some feature space, such that its inner product equals the kernel. The non-linear transformation ߮ is only implicitly defined through the use of a kernel, since it only appears as an inner product" (Laura, 2008; Nationalbank, 2007) .
SVM models can be classified into four distinct groups, depending on the form of error function (Statsoft, 2010) :
Classification SVM type I also known as C-SVM classification. For this type of SVM, training involves the minimization of the error function:
such that:
where C is the capacity constant, w is the vector of coefficients, b is a constant and ߦ are parameters for handling nonseparable data (inputs). The index i labels the n training cases. Note that ‫ݕ‬ ∈ {-1, +1} is the class labels and ‫ݔ‬ is the independent variables. The kernel ߮ is used to transform data from the input (independent) to the feature space. It should be noted that the larger the C, the more the error is penalized. Thus, C should be chosen with care to avoid over fitting (Statsoft, 2010) .
Classification SVM type II
Classification SVM type II, also known as nu-SVM Classification. In contrast to classification SVM type I, the classification SVM type II model minimizes the error function (Statsoft, 2010) :
In a regression SVM, you have to estimate the functional dependence of the dependent variable y on a set of independent variables x. Like other regression problems, the assumption is that the relationship between the independent and dependent variables is given by a deterministic function f plus the addition of some additive noise (Statsoft, 2010) .
Regression SVM type I
Regression SVM type I also known as epsilon-SVM regression.
The task is then to find a functional form for f that is able to correctly predict new cases that the SVM has not been presented with before. This can be achieved by training the SVM model on a sample set that is, training set, a process that involves, like classification case, the sequential optimization of an error function. Depending on the definition of this error function, two types of SVM models are recognized (Statsoft, 2010) :
Regression SVM type 2
Regression SVM type 2 also known as nu-SVM regression. For this SVM model, the error function is given (Statsoft, 2010): such that:
There are number of kernels that can be used in support vector machines models. These include linear, polynomial, radial basis function (RBF) and sigmoid (Statsoft, 2010) : Kernel functions:
in the order of appearing:
SVM enjoys a relative relevance, because like all other classification techniques, SVM has advantages and disadvantages, and its importance depends on the kind of data being analyzed (Laura, 2008; Nationalbank, 2007) . Authors mention that SVMs are useful tools for analyzing of non-regularity in the data, for instance when the data are not regularly distributed or have an unknown distribution.
The flexibility of choosing threshold separating one class from the other one increase through kernel function, which does not have to be linear and even does not have to have the same functional form for all data, because it is a non-parametric function and operates locally (Nello, 2004) . As a consequence these functions work with nonlinearly dependent data coming from DCS sensors, which are used in the refineries. The use of kernels, the absence of local minima, the sparseness of the solution and the capacity control obtained by optimizing the margin or other 'dimension independent' quantities such as the number of support vectors are the key features of SVM (Nello, 2004) .
There is no need to make assumptions about the functional form of the transformation, which makes data linearly separable, because kernel implicitly contains a non-linear transformation. In other words, the human expertise judgment in advance is not needed, since the transformation occurs implicitly on a robust theoretical basis (Laura, 2008; Nationalbank, 2007) .
Another advantage of SVM is that training sample data is allowed to have some bias, because by choosing an appropriate generalization grade C and r (in the case of a Gaussian kernel), SVMs are robust (Laura, 2008; Nationalbank, 2007) .In comparison with neural networks, which have multiple solutions associated with local minima and therefore, may not be robust over different samples, SVMs deliver a unique solution, because the optimality problem is convex (Laura, 2008; Nationalbank, 2007) . Burges (1998) sees the biggest limitation of the support vector approach in choice of the kernel, the second limitation he mentions is speed and size, both in training and testing. Discrete data presents another problem, and the optimal design for multiclass SVM classifiers is a further area for research.
The lack of transparency of results is seen as a common disadvantage of non-parametric techniques, such as SVMs. High dimensionality of data can represent another limitation for SVMs (Laura, 2008; Nationalbank, 2007) .
LITERATURE REVIEW
There are good number of articles and surveys that show the usage of support vector machines, examples are (Byun and Lee, 2002) : which looks at the applications of SVM for pattern recognition, or (Campbell, 2000) which covers the algorithmic approaches to training SVM, another survey (Guosheng, 2008) handles training algorithms for SVM classifiers (Samanta et al., 2003) concentrate on artificial neural networks and SVMs with genetic algorithm for bearing fault detection, and (Sapankevych and Sankar, 2009 ) deals with time series prediction using SVM. These surveys demonstrate the diversity of usage of SVM in many branches of the industry. Recent survey shows, that SVM has found most applications in the financial market prediction, followed by electrical utility forecasting, control process and signal processing, miscellaneous applications, business applications, environmental parameter estimation and machine reliability forecasting (Sapankevych and Sankar, 2009) . In his survey, Campbell (2000) indicates the popularity of SVM for machine learning tasks, such as classification, regression or novelty detection, he also mentions that SVMs were successfully applied in particle identification, face recognition, text categorization, engine knock detection and bioinformatics. Guosheng (2008) reviewed more than thirty algorithms that were used in various SVMs applications. Pai (2005) used SVM to forecast the production values of the machinery industry in Taiwan. Yan et al. (2009) propose a forecasting approach on development of manufacturing industry using SVM combined with "Grey system". Saman (2010) refers to the use of SVM for anomaly detection. Yafen et al. (2006) used least squares support vector machine (LS-SVM), RBF neural network and squares SVM regression methods to control quality of dry point of aviation kerosene in the atmospheric distillation column, which is a very important factor. Authors adopted a Saybani et al. 6299
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method based on LS-SVM regression to implement online estimation of aviation kerosene dry point, and compared this method with RBF neural network and SVM regression. Authors claim that their simulation results show that the soft sensing based on LS-SVM regression has better abilities of model generalization and real-time character. Yan et al. (2004) introduced SVM into soft sensor modeling and proposed a soft sensing modeling method based on SVM. A model selection method within the Bayesian evidence framework was proposed to select an optimal model for a soft sensor based on SVM. In their case study, researchers applied soft sensors based on SVM to estimate the freezing point of light diesel oil in distillation column. Authors showed that the estimated outputs of SVM soft sensors with the optimal model match the real values of the freezing point of light diesel oil which follows the varying trend of the freezing point of light diesel oil very well. Experimental results demonstrated that SVM provides a new and effective method for soft sensing modeling and has promising application in industrial process applications. (Petkovi et al. (2009) used support vector machines for predicting electrical energy consumption in the atmospheric distillation of oil refining at a particular oil refinery. During cross-validation process of the SVM training, they used particle swarm optimization (PSO) algorithm for selecting free SVM kernel parameters. Researchers showed that incorporation of PSO into SVM training process greatly enhanced the quality of prediction. Xie et al. (2006) proposed a method for predicting crude oil price; they used SVM and compared its performance with auto regressive integrated moving average (ARIMA) and back-propagation neural network (BPNN). They concluded that SVM outperformed the other two methods.
ENTERPRISE PERFORMANCE AND PREDICTION USING SUPPORT VECTOR MACHINES
In order to evaluate and predict the performance of an enterprise such as an oil refinery, Jiekun and Zaixu (2009) proposed a model which uses data envelopment analysis (DEA) and SVM. He used DEA method to first, evaluate DEA efficiency of all the oil refining enterprises performance. Then, he took the input/output data and results of some decision making units (DMUs) as the learning examples to train the SVM network and test the network. He showed that his real example testifies the efficiency, practicability and intellectual ability of this method. Petkovi et al. (2009) used SVM to predict the level of power consumption.
FLARE ANALYSIS USING SUPPORT VECTOR MACHINES
Venkoparao et al. (2009) proposed an algorithm using Classification of gasoline (Balabin et al., 2010) SVM to analyze videos captured from the flares. Refineries flare up the exhaust gases prior to releasing the gases in to the atmosphere. The model proposed, was an attempt to reduce environment pollution. They argue that the area or volume of the flare and its color can be interpreted as the quantity of released gas during refining process, and these parameters of flare indirectly indicate the performance of refining process. Balabin et al. (2010) did near infrared (NIR) spectroscopy for gasoline classification and compared the abilities of nine different multivariate classification methods: linear discriminant analysis (LDA), quadratic discriminant analysis (QDA), regularized discriminant analysis (RDA), soft independent modeling of class analogy (SIMCA), partial least squares (PLS) classification, K-nearest neighbour (KNN), support vector machines (SVM), probabilistic neural network (PNN) and multilayer perceptron (ANN-MLP). They found that KNN, SVM and PNN techniques for classification were the most effective ones. Table 1 summarizes the articles, and gives an overview about the areas within the oil refineries, where SVM has found applications. The second column shows whether or not the authors used a particular known algorithm or developed their own algorithm, the third column shows the type of SVMs used by the authors. The fourth column shows what Kernel function were used. The fifth column shows the area within the oil refineries, where SVM were applied, the sixth column shows the purpose of using SVM and the last column gives the reference to the articles.
CLASSIFICATION OF GASOLINE USING SUPPORT VECTOR MACHINES

RESULTS AND DISCUSSION
SVMs, produce accurate and robust classification results based on a sound mathematical basis without the need for human interference to choose an optimal linearization function. Kernel functions are used to linearize the data. Many support vector machine techniques have been specifically developed for certain application domains. Support vector machines have gained in popularity, because of its powerful learning mechanisms. These mechanisms provide a method of classifications for numerous applications detailed in this survey paper. This survey tries to provide a comprehensive and structured overview of the research on application of support vector machines within oil refineries, since oil refineries are crucial for the civilization. This paper has grouped the applications of support vector machines within various units inside refineries. For each unit this survey has identified the purpose for using support vector machines. Application of support vector machines to a particular domain within refineries can be used as guidelines to assess the effectiveness of the support vector machines in that domain. This survey also delivers an easier and more succinct understanding of the support vector machines, and identifies the adventages and disadvantages of support vector machines. This survey provides a better understanding of the different applications that have been developed for one area which may find applications in other domains at refineries. This paper is an attempt to provide a broad overview on applications of support vector machines in the oil refineries to the professionals inside oil refineries, researchers and academicians. Authors also summarized the result in a table, and the information were classified as follows: kind of algorithm used, type of support vector machines used, kernel function used, usage of support vector machines within oil refining process, purpose of using support vector machines and source of information. Researchers found that support vector machines were used to analyze flare, classify gasoline, predict crude oil price, evaluate and predict the performance of an oil refinery, control quality of the dry point of the aviation kerosene, and to estimate freezing point of light diesel oil. Researchers also suggested other areas within oil refineries, where support vector machines could be used. Several refineries have their own weather stations which measure different parameters; these data could be used in connection with SVM to help reduce the pollution. SVM can also be used in the laboratory to predict the quality of various products of a refinery. It can also be used to predict viscosity of various fuels. These are just a few research areas and future work that the authors intend to carry out. Authors believe that SVMs can be applied in many other areas within the refineries.
CONCLUSION
This paper has grouped and summarized applications of support vector machines within various units inside Saybani et al. 6301 refineries. Application of support vector machines to a particular domain within refineries can be used as guidelines to assess the effectiveness of the support vector machines in that domain. In conclusion, SVM research continues to be an important approach for classifications of data within oil refineries; however, researchers who applied SVM for condition monitoring, diagnosis and prognosis within refineries are relatively rare.
