Abstract
Introduction
In recent years, there has been an increasing interest in warehousing technology and OLAP applications which view data as having multiple dimensions, with hierarchies defined on each dimension. Users typically employ OLAP applications for decision making. They inquire about the values, and analyze the behavior of meaqure attributes in terms of their dimensions. The volume of data stored in OLAP tables is typically huge, in the order of multiple gigabytes, or even terabytes. In some cases, users store on disks only a subset of the data they own. They move the rest of the detailed data on tertiary storage systems, or even take them off line. A common example is history sales data, where only the data of the recent few years are stored online, and the rest are archived. When older years are archived, possibly data of finer granularity are permanently deleted, and only aggregated values are stored for future reference. In other cases, even if the data remain online, they are aggreNick Koudas AT&T Labs-Research koudas @research.att.com gated not only to support user queries faster, but also to save space. For example, in several organizations, such as AT&T, terabytes of data are generated every day. It is common that these data are aggregated to save storage space, thus the detailed information that produced the aggregates is lost.
Given the summarized form of data, users are often interested in inquiring about the data that generated the summarized form. These data either might have expired from the warehouse, and thus are no longer available, or they might not be available online. In the example of Figure l (a), assume that for the state of NY (i.e., the upper half of the table) we only store the aggregated sales for each city and for each category as shown in Figure l(b) , and that we have deleted all the detailed values. The users might want to inquire about the number of men's Levi's jeans sold in Queens NY (a point query), or they might request the number of men's and woman's jeans sold in each city of NY state (a range query). We want to be able to answer these queries by using only the stored aggregate values. In this work we present a technique that tackles this problem. Similar issues arise in transaction recording systems [ 131 as well as in statistical databases 11, 161.
Even if the original base data exist, the ability to reconstruct the original data from the summaries is of great value.
Computing summaries is essentially a data reduction process in which great information loss takes place. In order to reconstruct the data, various assumptions have to be made about the statistical properties of the reduced data. Given the reconstructed and the original data at hand, we can test how strong our assumptions about the original data were, just by comparing the two. This is useful in reasoning about the properties of the underlying data set and could be of great value in data mining. It can help detect correlations in the data, and identify deviations, that is, values that do not conform to the underlying model. Such results are of great interest to the analyst, because they indicate local or global abnormalities.
In this paper, we propose the use of an information theoretic principle for the reconstruction of the original data from the summarized forms. Our reconstruction technique is based on the well recognized and widely applicable information theoretic principle of maximum entropy [9] . We present algorithms for the efficient reconstruction of data from the aggregates. Moreover, using an information theoretic formalism we identify and describe in detail an alternate benefit of the proposed reconstruction techniques, namely the ability to 'rank' each reconstructed value by its potential 'interest' to the user, as a means of aiding data analysis. The notion of interest in data mining is a difficult problem and several approaches have been proposed for its formal definition [22] . Although all the measures of interest are subjective and heavily dependent on the application, we argue that an information theoretic approach to this problem, besides being mathematically rigorous, appears conceptually appealing as well.
Our contributionscan be summarized as follows. Wepropose a method for reconstructing multidimensional values from the already computed aggregated data, which does not require any additional special data structures. We describe an extension to the above method, in which we are able to providequality (error) guarantees for the reconstruction. We present a method to identify and rank deviations in multidimensional datasets. This method does not depend on any a priori or domain knowledge for the problem at hand, and it also does not require any parameter settings or calibrations.
Finally, we perfom an extensive experimental evaluation, using both synthetic and real datasets.
The rest of the paper is organized as follows. Section 2 reviews related work. In Section 3 we present some necessary background material and Section 4 presents the reconstruction algorithm. Section 5 discusses the two particular application scenarios of the algorithm. In Section 6 we present experimental results evaluating the performance and the utility of the proposed algorithms, and we present our conclusions in Section 7.
Related Work
The principle of maximum entropy [9] has been successfully applied in different domains, including linguistics [6] and databases [ There exists a sizeable bibliography in histogramming techniques and approximate query answering 119, 12,23,2, 21, 4, 51. Our approach is fundamentally different. Previous work focused on the problem of data reconstruction by constructing specialized summarized representations of the data. We argue, that since aggregated data are already stored in the warehouse, it is imperative to examine the quality of reconstruction one can attain from the aggregates. This approach could potentially have a great deal of benefit, if the quality of the reconstruction is good.
The problem of identifying interesting values in a dataset is related to deviation detection. Arning et al. [3] try to identify the subset of a databa3e that is most dissimilar to the rest of the data. Other approaches discuss algorithms specialized in metric spaces that scale to large datasets [ 141. The drawback of the above approaches is that the user is required to come up with the right selection of functions and parameters which requires a great deal of effort. Our algorithm does not need such input, making the whole procedure less cumbersome and more robust. In that sense, our work is closer to the framework proposed by Sarawagi et al. 1201 . They describe an algorithm that mines the data in a data cube for exceptions. However, this method is computationally expensive, depends on the computation of the entire data cube, and cannot accommodate updates.
Background
Consider a schema R = ( A l , A 2 For example, the grid query ( 2 , l ) is a point query asking for the sales of women's Levi's in Queens, while the grid query (7, 5 ) is a range query referring to the entire upper half of the dataset. In our experience, grid queries are the most common in warehouse environments. The reason we are interested in this special class of queries is that it significantly reduces the space of possiblequeries. For the rest of this paper we will refer to gridqueries simply as queries, and to the subset of the entire data5et they involve as dataset. Note though, that by answering a grid query using our techniques, we can also answer any other query asking for a subset of the answer we computed.
A basic observation about any instance r of R is that it can be viewed as a discrete n dimensional probability distribution, P,.(Al,. . . A n ) . This can be accomplished by normalizing the value Y on each row of T by the sum of all Y values. The analogy between r and P, can be extended further. Consider for example the following query:
The outcome of this query is one of the n marginal distributions of P,. of order (number of variables) n -1. All we need to do, is normalize sum(Y) by the sum of all Y values. (This normalization is needed for mathematical correctness, but is not required by the techniques discussed in this paper.) Reasoning similarly, one can draw the analogy between all the group by's on r and all the marginal distributions of P,. . Thus, we can view the problem of reconstructing r from its aggregates as analogous to the problem of reconstructing an n dimensional probability distribution from a number of its marginal distributions. Based on this analogy, in the rest of this paper, we use the terms group by on instance r and marginal distribution of P,. interchangeably.
Maximum Entropy Distributions
Let P(A1, . . . , An) be an n dimensional discrete probability distribution, to be estimated from a number of its marginals. With n variables, there are 2n -2 marginals (excluding the grand total and the base data) of P in total. More- 
where P ( j ) is a marginal distribution of P, with j E S.
The maximum entropy estimation of P is a model fitting technique. It finds the model with the 'least' information or fewest assumptions given the specified constraints.
The method appears ideal for this estimation problem as it is designed for lack of data rather than an excess thereof. The overriding principle in maximum entropy is that when nothing is known the distribution should be as uniform as possible. The constraints (the marginal distributions in our case) specify the regions where the estimated distribution should be minimally non-uniform in order to satisfy these constraints.
Properties of Maximum Entropy
Let P ( X ) be an n-dimensional probability distribution.
We denote by Pi, 1 5 i 5 n -1 the maximum entropy approximation to P using only marginals of order i as constraints. Then the following theorems hold.
Theorem 1 [IS]
Let p be a member of the class of discrete probability distributions that can be constructed using a specijied set of lower order marginal distributions of order
i. Then, among all distributions p, Pi minimizes:
The measure D is known in the literature as the relative entropy [91 and measures the similarity of two probability distributions. More precisely D is a measure of the inefficiency of assuming that the distribution is p when the true distribution is P . In statistics D arises as an expected logarithm of the likelihood ratio, and one can show that by minimizing D ( p , P ) we also minimize the x2 test between p and P [15] .
Theorem 2 [I51 Let
Pi, 1 5 i 5 n -1 be the maximum entropy approximation of P using only marginals of order i. Then the following inequality holds:
Theorem 2 states that a better estimation of P can be performed by using marginals of order i + 1 than marginals of order i, for 1 5 i 5 n -1.
Algorithmic Solution
Problem 1 is a constraint optimization problem that is not amenable to a general closed form solution. The standard technique for solving this maximization problem is the method of Lagrange Multipliers [7] . This method calls for the solution of a rather complex system of equations with high computational cost. Moreover, a different system of equations has to be derived each time, depending on the specified constraints. Ideally, we are after an algorithmic approach that can operate directly on the specified constraints and derive the estimation with minimal human intervention.
In this section, we propose the use of an algorithmic approach. The technique is called Iterative Proportional Fitting (IPF), and was introducedin the statistics literature [ 101.
It is an iterative algorithm that converges to the maximum entropy solution. IPF has the following properties [SI: it always converges monotonically to the required unique maximum entropy estimation, given a number of marginals; a stopping rule may be used that ensures accuracy to any desired degree in the solution; the estimates depend only on a particular small set of marginals; convergence, as well as the speed of convergence, are not directly affected by the starting values; finally, in some cases, convergence to the exact estimates is achieved after only a single iterative cycle.
Description of IPF
Let r(A1, A ? , . . . , A,,, 1') be a relational instance. We specify a multidimensional range of interest [dls, dlJ x This procedure is guaranteed to converge to the maximum entropy estimation of P given the specified collection of marginals. The estimates converge in a monotonically decreasing fashion, and we commonly choose to terminate the iterations when the change in each individual estimate becomes smaller than some user specified 6 value. For all the experiments presented herein we set 6 to 10% of the median of the values designated by Q. We chose the median because it is not affected by any extreme values, and it can be efficiently computed [ 171. In addition, we have shown that the algorithm is not very sensitive to the value of 6 [18], making the specific choice less important. A skeleton of the IPF algorithm is given in Figure 2 . Due to lack of space, an example of applying the IPF algorithm is presented in the full version of the paper [ 181. 
Algorithmic Complexity
The IPF algorithm requires as input the marginals corresponding to a query Q. It then iterates over a grid G which is the same size as the result set of Q. We can safely assume that the marginals fit in main memory, but this may not be true for G.
If the available memory is large enough to fit the grid G then the algorithm needs to read from disk only the marginals. All the subsequent operations take place in main memory. Considering the large sizes of memory that are commonplace nowadays, we expect that the algorithm will be able to provide fast answers to a significant number of queries by operating on memory-resident data.
In the case where G does not fit in memory, the algorithm during each iteration makes ( : ) passes over G, where n is the dimensionality of Q, and k is the order of the marginals used for the estimation. After having computed the estimates based on a single marginal for all the values in G, the algorithm has to make one more disk pass over G in order to calculate the new estimated marginals. In our implementation, we cut the number of passes in half by incorporating the update of the estimated marginals with the computation of the base values, reducing the cost of the algorithm to [ (E)t] passes over G, where t is the number of iterations. The results that we report in the experimental section illustrate the worst case scenario, where the dataset does not fit in main memory.
Error Guarantees for the Approximation
For various applications, being able to provide error guarantees for the reconstruction of individual values is imperative. We can safely assume that at the time of the computation of the aggregates the original data are still available. Assuming that a grid query Q encompasses N cells from the base data, theupper bound for the total error for Q can be calculated using the formula2 N . mas{di}, l 5 i 5 N (albeit this is an over-estimation of the real error).
We may extend the above approach in order to provide tighter error guarantees as follows. Store a number k (user defined) of the largest estimation errors for each query in W . Given a query in W that involves a number of the cells whose correct values have been explicitly stored, the reconstruction algorithm uses these correct values, and. thus induces no error for the specific cells. Consequently, the overall error for the query is dramatically reduced. If the error guarantee per query should be bounded by a user specified value, we can choose k (the number of values to store) such that the overall error of reconstruction satisfies the error bound.
In many cases the number of cells for which the approximation is really poor will be relatively small. In the experimental section we evaluate this argument and we present graphs depicting the distribution of errors for the real datasets we used. The graphs show that only a minor percentage of the cells exhibit high errors, and thus, can be ef- ficiently stored, inducing a small storage overhead.
UsingIPF
In the following sections, we discuss issues related to the applicationsof IPF, both for query answering and knowledge discovery.
Computing the Marginals
Given a d-dimensional grid query Q the algorithm has to determine the order of the marginals to use for reconstruction as well as the ranges of these marginals pertinent to Q. In light of Theorem 2, marginals of order IC will produce more accurate estimates than marginals of order IC -1. In the experimental section we present graphs exploring the time and accuracy tradeoffs related to this choice.
Assuming one decides to use the marginals of order k , the exact marginals relevant to Q have to be determined. 
Mining Interesting Patterns
In the case that the base data are available, the proposed reconstruction technique has a different utility. Maximum entropy reconstruction from a number of marginals is performed based on the assumption that the marginals of interest are pairwise independent. By reconstructing the data and comparing them with the base data, the validity of the painvise independence assumption can be tested. Any data value that violates the pairwise independence assumption, will induce a larger reconstruction error than one that does not. This provides an automatic way to reason about the underlying correlations among attributes. For example if the volume of sales of men's Levi's jeans in Queens incurs the largest estimation error than all sales of Levi's in the cities of NY state, we know that the volume of sales at Queens represents the strongest violation of the independence assumption among sales in NY state. We term such values deviations, because they deviate from the estimation model.
The basis for terming a specific value as a deviant can be a measure of the distance between the actual and the estimated value, i.e., the estimation error, such as absolute difference. However, the aforementioned metric may not always produce qualitative results. In order to remedy this situation, we can use a formula which normalizes the estimation error of a value with respect to the standard deviation U of all the estimation errors returned by the algorithm s = -, where with Y , we denote the original value of cell i , and with E its estimation. Then, we choose a cutting threshold for s, that can effectively prune all the normal perturbations in the dataset, leaving us with only the large deviations. The above technique splits the sorted set of deviations into two regions: it assigns the statistically large deviations to the first region, and the rest to the second one. We refer to the boundary point between those two regions as the cutoflpoint, and we demonstrate its role in the experimental evaluation. A commonly used threshold is for s = 2, which will prune 95% of the approximation errors a$ trivial, leaving only the largest 5% for consideration (the values follow from the properties of Normal distributions). The system can subsequently sort those deviating values, and pick the t o p 4 among them. In the experimental section, we present graphs that visualize the ability of the algorithm to spot deviations, using both synthetic and real datasets. 
Experimental Evaluation
In order to test thc IPF algorithm we used a mixture of synthetic and real datasets. The synthetic datasets produced are derived by sampling uniform and Gaussian data distributions.
Uniform: We produced datasets of dimensionality 2,3, and 4, with different variance values. The size of the datasets varied from 1,000 to 20,000 tuples.
Gaussian: We produced datasets of dimensionality 2,3, and4. The values were sampled from Gaussian distributions with 3 different sigma U values. In the experiments we refer to these values for CT as small, medium, and large. The size of the datasets varied from 1,000 to 20,000 tuples.
We also experimented with three Gaussian datasets which had additional random noise uniformly distributed. The thirddataset was derived from a mixture of two multidimensional Gaussian distributions. We refer to these datasets as gsmalls, g-larges, and g m i x respectively. The statistical properties of those datasets are reported in Table 1 .
Real: Two of the real datasets, calls and calls3, are derived from AT&T proprietary data. They represent aggregated telephone calls in certain regions and over time. They are 2-and 3-dimensional, and their size is 10,000 tuples.
We also used census, a dataset from the U.S. Census Bureau, containing information about the age, education, and income of individuals. It is a 4-dimensional dataset from which we extracted instances of 10,000-50,000 tuples. Table 1 summarizes the statistical properties of caEZs and censusd0K. The rest of the real datasets exhibit similar characteristics.
satisfying the imposed space constraints. The benefit in query reconstruction is defined as the number of "important" grid queries that can be reconstructed with the greatest accuracy, where importance may be user-defined, or determined by the query workload. The above situation gives rise to an optimization problem that one can show is NP-Hard, but is amenable to an efficient solutionusing heuristics. Moreover, assuming that we wish to utilize the reconstruction for iden- for the datasets we used ranges from 3 to 5.
i ?
Note that all the above datasets also have an additional 5 measure attribute. Therefore, the total number of attributes i ii
Exploring the Properties of the Algorithm
In this section we present experiments concerning the run-time of the algorithm, and the property stated in Theorem 2. strates the outcome of experiments for datasets of different dimensionalities. As expected, there exists a linear relationship between the size of the dataset and the run-time ! of the algorithm. Moreover, when dimensionality increases, the number of marginals that the algorithm uses increases as well. This explains the steeper curves of the graph for the higher dimensions.
Other experiments that we performed indicate that there is no correlation between the dataset size and the number of iterations that the algorithmneeds to perform in order to converge. Nevertheless, as Figure 3(b) depicts, the number of iterations increases with the dimensionality of the dataset.
The above results demonstrate that this approach can be effectively used by the analyst in real time, and in an interactive fashion, for middle-sized queries even when they do not fit in main memory.
The following graph is the experimental verification of Theorem 2. We used 4-dimensional datasets, and measured the error of the estimation when the algorithm operates with marginals of orders 1 to 3. Figure 4 (a) displays the fact that when we use higher order marginals for the reconstruction of the same dataset, the error is diminishing. It is interesting to note here, that the relative benefit of employing marginals of higher order is increasing. Thus, when we use marginals of order 3 the reduction of the error is more acute. The greater accuracy that we are gaining by using marginals of high or- der comes at the expense of time. The run-time of the algorithm increases with the order of the marginals (Figure 4(b) ).
Evaluating the Accuracy of Reconstruction
A number of experiments try to investigate the behavior of the algorithm when reconstructing an unknown dataset.
The graph in Figure 5 (a) shows how the error changes when the dataset size increases. We used three different 3-dimensional datasets drawn from Gaussian distributions with the same mean p , but different sigma g, as described in the previous section. As is evident from figure 5(a) , the error of reconstruction is related to the variance of the underlying dataset and it increases as the variance increases. By increasing the size of the dataset, the error increases (but not dramatically) as more values are included in the computation of the error. The next graph, Figure 5 (b), depicts how the dataset dimensionality affects the accuracy of the estimations. During this experiment we instructed the algorithm to use the marginals of the highest order common to all the datasets. It is evident that the reconstruction error increases with dimensionality; however, the increase seems correlated to the variance of the underlying dataset, since the increase of the error as the dimensionality increases is only nominal for datasets with similar variance.
The experiments with the uniform datasets gave results similar to the above, and we do not present them here.
In the following experiment we used the real datasets to verify the trends that the reconstruction error follows as indicated by the previous experiments. Figure 6 curacy of reconstruction both when dimensionality goes up and when the size of the dataset increases, which is in accordance with the results of the experiments using the synthetic datasets.
Reconstruction with Error Guarantees
In the following experiments, we try to assess the benefit of providing error guarantees. The method we propose in order to achieve this goal (as discussed in Section 4.3) explicitly stores a small number of deviating values, which are subsequently used during the reconstruction phase to diminish the error.
In the first set of experiments we explore the distribution of the size of the estimation errors (i.e., the absolute error between the real and the estimated value for an individual cell). The graph in Figure 7 (a) depicts the distributions for
. the datasets calls and calls3. Both curves indicate that the error sizes follow a Zipf-ian like distribution, with a very small fraction of the instances having large values. This fact indicates that the choice to store the largest estimation errors as extra information is very likely to pay off during reconstruction. Figure 7 (b) shows the same graph for different sizes of the census dataset. The results show that for all the sizes the error follows a highly skewed distribution.
The next experiments evaluate the relative benefit of storing a number of deviating values per query in order to guarantee a specified reconstruction error level. Figure 8 shows the error of the reconstruction when the number of deviations that the algorithm is using increases from 0 to the size of the dataset. The user may choose between those two ends according to the application requirements for error guarantees, and the space restrictions on the number of values that can be stored. 
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In every ca$e, storing only a very small number of deviations is enough to dramatically decrease the error. In both cases of the real datasets we used, storing only the few largest deviations decreased the error by two orders of magnitude. As expected, at the other end of the spectrum, when the algorithm has knowledge of all the errors,~ it uses this information to achieve a perfect reconstruction.
It is interesting to note here the role that the cutoffpoint can play in this situation (see Section 5.2) . In the graphs, the cutoff point, is marked with a vertical line, and it can be used to determine the point (and subsequently the number of values to materialize) at which the relative benefit of storing additional deviating values becomes negligible.
In Figure 9 , we use a logarithmic scale for the y-axis to present the same graphs as before. In addition to the actual reconstruction error, we plot a theoretical upper-bound for the error, following the discussion in Section 4.3. Even though this bound is not very tight, it may still be useful for certain kind of applications. These graphs also enforce our argument about the cutoffpoint. It is clear that the cutoffpoint separates the initial region of dramatic decrease of the error from the plateau that follows. The added benefit of storing extra values from the latter region is quite small. datasets. Note, that the graphs we present involve datasets in two dimensions only, for illustration purposes. We produced two datasets (namely gJarges and gsmulls) drawn from Gaussian distributions, one with large ( Figure 10(a) ), and one with small sigma value (Figure 10(b) ). We then added some uniform noise on top of the Gaussian distributions. The algorithm captured the general trends of the data, and was able to report the values that deviate the most from the norm. The top-4 of these values are presented in Table 2 . Manual inspection of the results reveals that these are indeed the predominant deviations in the datase ts .
The third synthetic dataset (gmin) we tested is a combination of two multidimensional Gaussian distributions with different mean and sigma values, and some noise on top (Figure ll(a) ). Once more, the algorithm correctly identified the base distributions, and singled out the most significant deviating values (reported in Table 2 ). Note that the algorithm does not merely identify global phenomena, e.g., reporting the maximum value along a dimension. Instead, it takes into account the local neighborhood in which a particular value appears, and reports any incongruities therein.
In the following experiments, we instructed the algorithm to find the most deviating values in two of the real datasets, the culls, and the census-50K dataset.
Figure ll(b) depicts the culls dataset along with the top-4 deviating values, which are also listed in Table 3 . All the marked values are instances of unusually high volume of calls. This information is important to the analyst since it indicates exceptional behavior which can either be fraudulent, or mark special cases in the dataset.
The outcome of the second experiment, with census50K, cannot be graphically depicted, because the dataset is 5-dimensional. The attributes of the dataset are age, command of English, number of children, level of education, and in-come. As expected, the above attributes are not independent. For example, the income tends to get larger with age, and when the level of education is higher. Nevertheless, there exist values that do not follow these patterns. Among the top deviations are a middle-aged person with high level of education who earns less than 20K, a person with a PhD degree who earns merely 3K, and a 24-year old who earns 200K. These are certainly results that deviate from the norm, and therefore are interesting.
Note that the algorithm is able to identify all the above results as interesting even though it has no domain knowledge, and it gets no user input.
Conclusion
In this paper we considered the problems of using just the aggregate information in order to provide approximate answers to queries and identify interesting values in multidimensional datasets. Each problem is of particular interest in the field of data analysis and approximate query answering respectively, especially since the volume of data stored in warehouses is huge. The techniques we discussed are based on the theoretic principle of maximum entropy. We also proposed an extended framework that allows the user to choose specific error guarantees for the reconstruction process. Finally, we presented a detailed performance study using both real and synthetic data, highlighting the applicability and benefits of the approach, as well as the efficiency of the proposed algorithms.
