An introduction to formalism of quantum computation and to the theory of quantum error-correcting codes is presented. Error-correction schemes due to Shor and Calderbank are also represented.
Introduction
Quantum computers may have more computational power than the ordinary ones 7] . But in order to actually build a quantum computer, one has to solve many technical problems. The quantum system used in computation should be carefully isolated from the environment in order to shield against destructive interaction. On the other hand, it cannot be completely isolated since the computation should carry on and supervised somehow. It seems to be inevitable that a quantum system will eventually become entangled with the environment and therefore decay. This procedure is referred as decoherence. The goal of quantum error correction is to provide methods to restore the quantum state after destructive decoherence.
The purpose of this report is to provide an introduction to formalism of quantum computation and to the theory of quantum error-correction. Errorcorrection schemes due to Shor 6] and Calderbank, Shor 2] are represented.
A Model of quantum computation 2.1 Quantum states as vectors
We shall rst introduce the formalism of quantum physics in the simple form, based on state vectors. However, this set-up will not fully describe the behavior of compound quantum systems which is needed to understand the error processes in quantum computations. Therefore we shall generalize the formalism into the one based on self-adjoint operators. Throughout this paper we handle nite-dimensional quantum systems.
The basic information unit in quantum computation is quantum bit, qubit, for short. Qubits could be implemented in principle by using any two-state microsystem. The table 2.1 (extracted from 7]) lists some physical systems that have been investigated as potential qubits.
De nition 2.1.1. The basis states of a qubit are represented as orthonormal basis vectors in two-dimensional complex vector space. Using the notations of P. Dirac, we denote these basis vectors by j0i and j1i and assign logical 0 and 1 to these vectors.
Equipped with standard inner product h j 'i this vector space becomes two-dimensional Hilbert space H 2 . Conventionally, in the literature of physics, the inner product is assumed to be linear with respect to the second Taking more quantum bits, we get the analogue of register of n bits in quantum computation, which is (binary) quantum register of length n. 
Boolean circuits
We shall introduce a model for polynomial time quantum computation similar to a well-known computation model for polynomial time classical computation: The input wires of a Boolean circuit can be given a value 0 or 1. Then the function computed by the circuit is interpreted in the obvious way.
De nition 2.2.2. The size of a circuit is the number of gates in it. A family of circuits is a sequence C = (C 0 ; C 1 ; : : : ) of Boolean circuits, where C n has n input variables. We say that a language L f0; 1g has polynomial circuits if there is a family of circuits C and a number k such that
The size of C n is at most n k .
x 2 L if and only if C jxj on input x outputs 1. We also say that family C = (C 0 ; C 1 ; : : : ) decides L.
In order to obtain a good model for computation, we have to strengthen the notion of circuits:
De nition 2.2.3. The family C = (C 0 ; C 1 ; : : : ) of polynomial circuits is uniform if there is a number l and a Turing machine that on input 1 n outputs C n using no more than n l computational steps. We also say that a language L has uniformly polynomial circuits if there is a uniform family C = (C 0 ; C 1 ; : : : ) that decides L. See 4] The value computed by a quantum circuit is interpreted according to de nition 2.3.1.
To show that quantum circuits have at least the same power as classical that shall do the work of copymachine: M c j00i =j00i and M c j10i =j11i, it is clear that whatever computation can be done with a classical circuit, there is a quantum circuit of (essentially) same size, equipped with some ancillary input wires, doing the same computation.
Quantum parallelism
Consider a family of Boolean circuits computing a function f : f0; 1g ! f0; 1g. Denote the restriction of f onto f0; 1g n by f n . Now, for each n, there is a quantum circuit U n with n inputs and some dummy input wires that computes the function f n : U n jki j0i =jki jf n (k)i; (2.4.1) where ancillary qubits are not written explicitly.
We 
Quantum states as operators
When we think about superposition (2.1.3), it would be convenient to say that both qubits still have a state of their own, as a subsystems of the compound system. Heuristically we would require a state representation for both qubits that is somehow between j 0i and j 1i, but a superposition will not do, as we have seen. In this section we will generalize the concept of a state and the generalization will be used in the sequel. In fact, the error processes in quantum systems are due to the fact that eventually the system will become entangled with the environment and therefore change. De nition 2.6.1. A state of a quantum system is a positive, unit-trace operator on H. The set of states is denoted by S(H) All matrices representing states will be called density matrices as well. A density matrix associated to a state vector is nothing but another representation of an equivalence class of state vectors (i. e. a state), but how is the general notion of state related to the simple density matrices belonging to state vectors? We begin the analysis by observing that if is a eigenvalue of a state A and ' and eigenvector belonging to , then
and it follows that the eigenvalues must be real. Moreover, eigenvectors belonging to disjoint eigenvalues are orthogonal: If 1 6 = 2 and A' 1 = 1 ' 1 ,
The claim follows, since 1 It still remains to describe the time evolution of the states in this new formalism. We would like to preserve the time evolution of pure states, so j'ih'j7 !jU'ihU'j= U j'ih'j U : (2.6.8) In quantum physics this is organized as follows: For each i there is a projection E(f i g) = E( i ) such that p(f i g j ') = h'jE( i )'i:
Therefore, we identify an observable with a projection-valued measure E that maps (Borel) subsets of R to projections on the state space. Measure E satis es 1) E(X) is a projection for each Borel set X, 2) E(R) = I, 3) E( X i ) = P E(X i ) for disjoint sequence (X i ) of Borel sets.
From condition 3) it follows that E(X) and E(Y ) are orthogonal projections whenever X and Y are disjoint sets. Therefore, an observable E de nes a self-adjoint mapping A E by spectral representation A E = 1 E( 1 ) + 2 E( 2 ) + : : : + n E( n ):
The expected value of E at state ' is given by 1 p( 1 j ') + 2 p( 2 j ') + : : : + n p( n j ') = 1 h'jE( 1 )'i + 2 h'jE( 2 )'i + : : : We conclude that the observation procedure described in section 2.5 can be realized by observables of this form.
To generalize the probabilities into other than vector states, we write
Any observable E and any state T together induce a probability measure X 7 ! Tr(T E(X)); (2.7.5) and we interpret this in Principle 5. Given a state T and observable E, the value
is the probability that measurement of E while system is in state T, gives a result in set X.
There is also an inverse result on probability measures of form (2.7.5), see 5] for proof. For the statement, we de ne the set P(H) to be the projections on H. Theorem 2.7.1 (A. Gleason, 1957) . If dim H 3, then each probability measure : P(H) ! 0; 1] having properties 1) (0) = 0, (I) = 1 2) ( P P i ) = P (P i ) for each orthogonal sequence (P i ) in P(H)
is generated via a state T by T (P ) = Tr(T P):
(2.7.6) Let H (1) and H (2) be the state spaces of two quantum systems and tensor product H
H (2) the state space of the compound system. If T 1 2 S(H (1) ), and T 2 2 S(H (2) ), then T 1 T 2 2 S(H
H (2) ) and Tr ? (T 1 T 2 )(P 1 I) = Tr(T 1 P 1 T 2 ) = Tr(T 1 P 1 ) (2.7.7)
for any projection P 1 on H (1) . This gives idea to Principle 6. Let T 2 S(H
H (2) ) be any state of the compound system. The states of the subsystems 1 (T ) and 2 (T ) are determined by requirements Tr( 1 (T )P 1 ) = Tr(T (P 1 I)) for each P 1 2 P(H (1) ) (2.7.8) Tr( 2 (T )P 2 ) = Tr(T (I P 2 )) for each P 2 2 P(H (2) ): (2.7.9)
We say that 1 (T ) is obtained by tracing over H (2) and vice versa.
See 1] for the proof of the following theorem.
13
Theorem 2.7.2. For any state T 2 S(H (1) H (2) ) there are unique states 1 (T ) 2 S(H (1) ) and 2 (T ) 2 S(H (2) ) that satisfy (2.7.8) and (2.7.9). If f' 1 ; : : : ; ' r g and f 1 ; : : : ; s g are orthonormal bases of H (1) and H (2) , then 1 (T ) = X i;j;k h' i k jT(' j k )i j' i ih' j j : (2.7.10) An analogous representation can be found for 2 (T ).
Notice that from (2.7.10) it evident that 1 (aT +bS) = a 1 (T )+b 1 (S).
For future use, we will compute the state of the rst subsystem, when the compound system is in a pure state T =j ih j and =
