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COMBINACIÓN DE METODOLOGÍAS
DE PREDICCIÓN PARA EL SECTOR
DE LAS TELECOMUNICACIONES
Este documento busca ser una referencia para el OSIPTEL cuando se requiera realizar predicciones 
sobre valores futuros en los indicadores relevantes del sector de las telecomunicaciones. Para 
ello se muestran las metodologías más comunes como: Modelos de Box-Jenkins, Modelos de 
Suavizamiento Exponencial, Modelos de Regresiones Polinomiales y Modelos de Crecimiento 
Promedio.
Adicionalmente, como en muchas ocasiones suele suceder, distintos organismos predicen 
diferentes valores para un mismo indicador (incluso, considerando los mismos datos históricos). 
Esto sucede simplemente porque escogieron distintas metodologías de predicción. Pero, ¿cuál 
es la mejor predicción? ¿Existe una metodología que sea superior a otras? En términos generales, 
la respuesta es NO. Cada metodología trata de manera diferente y, por ende, recoge diferente 
información de los datos históricos para realizar predicciones.
En ese sentido, lo novedoso de este documento es demostrar (tal como lo señalan los estudios 
recientes) que las predicciones más idóneas provienen de una combinación de metodologías 
más que del uso de una única metodología. Para ello se recurre al Test de Diebold y Mariano, a 
fin de corroborar si la combinación de metodologías arrojaría predicciones más eficientes que 
una única metodología.
Como aplicación, se realiza predicciones sobre el indicador de líneas móviles en servicio al 
cierre del año 2020. De acuerdo con los resultados, la mejor metodología (individual) para este 
indicador es la de Box-Jenkins y, por tanto, es la que se escogería para realizar predicciones. Sin 
embargo, la combinación de metodologías (Box-Jenkins + Regresiones Polinomiales) es mucho 
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El OSIPTEL, entre sus labores, tiene la responsabilidad de promover y proteger la dinámica 
competitiva en los distintos mercados de servicios públicos de telecomunicaciones. Para 
cumplir con dicho objetivo, evalúa constantemente formas de diseñar e implementar 
políticas que incrementen la intensidad competitiva con el fin último de mejorar los niveles 
de bienestar en los usuarios.
De esta forma, el OSIPTEL –en muchas ocasiones– requiere anticipar o predecir los posibles 
escenarios que podrían ocurrir en los distintos servicios, a fin de estimular o intensificar 
la dinámica competitiva, sobre todo en aquellos servicios que están sujetos a cambios 
constantes (por ejemplo, el mercado de telefonía móvil).
En ese sentido, con el objetivo de identificar las metodologías más idóneas para predecir 
valores futuros sobre indicadores correspondientes al sector, se desarrolla aquí un breve 
marco teórico sobre las principales metodologías, así como su aplicación sobre el indicador 
de líneas móviles en servicio.
La clasificación de las metodologías de predicción suele realizarse considerando la cantidad 
de variables que se pretende predecir. En el caso del sector de las telecomunicaciones, 
los indicadores utilizados corresponden a series univariadas1 (por ej. tráfico, líneas en 
servicio, inversiones, ARPU, tarifa implícita, número de portaciones). Por tanto, se utilizan 
metodologías como Modelos de Box-Jenkins (o procesos ARIMA), Modelos de Suavizamiento 
Exponencial, Modelos de Regresiones Polinomiales (o Tendencia Determinística) y Modelos 
de Crecimiento Compuesto2.
1 Solo en el caso de predecir un modelo que combine series univariadas podría emplearse modelos de predicción 
multivariado.
2 En el caso de series multivariadas se utilizan los Modelos de Vectores Autorregresivos (o modelos VAR) y los modelos 
de Redes Neuronales Artificiales.
3 Por ejemplo, en el caso peruano es muy frecuente que el BCRP estime una proyección del PBI para el cierre del 
año distinta al nivel proyectado por el INEI o por el MEF.
4 Es preciso señalar que la selección del mercado móvil para el estudio se debe al dinamismo que ha presentado. Sin 
embargo, la predicción podría utilizarse perfectamente para cualquier mercado del sector de telecomunicaciones.
1
Por otro lado, en muchas ocasiones suele suceder que una institución estime una predicción 
diferente a la predicción estimada por otra institución, a pesar de tratarse de la misma 
variable y haberse utilizado los mismos datos históricos (incluso, para predicciones de muy 
corto plazo). Esto es posible porque probablemente emplearon diferentes metodologías de 
predicción3.
En ese sentido, es natural que surjan las siguientes preguntas: ¿Cuál es la mejor predicción 
para este indicador?; ¿Qué método de predicción es más efectivo?; o, en última instancia; 
¿Con qué predicción nos quedamos al final? Sobre estas preguntas es preciso señalar que 
cada metodología trata la información de una manera diferente y, por tanto, extrae distinta 
información considerada –en ambos casos– como información valiosa. Luego, a pesar de 
que las distintas predicciones arrojen información valiosa, los investigadores comúnmente 
optan por solo una de las predicciones (sin sustento alguno o con algún criterio de selección). 
Sin embargo, es muy probable que se esté dejando a un lado información valiosa o, tal vez, 
la mejor predicción.
Ante esto existe un test estadístico –de reciente uso– que permite comparar entre dos o más 
metodologías y de esta manera conocer cuál de las metodologías empleadas es la que más 
se ajusta a los valores que se están analizando. Incluso, la bondad de este test va mucho más 
allá, pues también permite –y de ser necesario recomienda– realizar una nueva regresión 
que combine algunas (o todas las) metodologías, asignándole una ponderación a cada 
metodología. De esta forma, la nueva predicción consideraría mucha más información, que 
de por sí una única metodología no la hubiera considerado. Este potente test fue propuesto 
por Diebold y Mariano (1995).
En ese sentido, el desarrollo del documento consta de las siguientes secciones:
• Una descripción rápida del mercado móvil peruano. Esto con el objetivo de observar su 
evolución y poner en contexto el indicador sobre el que se van a emplear las metodologías 
de predicción4. Así, se menciona variables como número de líneas móviles, penetración del 
servicio y líneas portadas (Sección 2).
• Una introducción sobre el cuerpo teórico de las principales metodologías de predicción 
mencionadas y el tratamiento previo que le debe realizar a la serie antes de emplear alguna 
de las metodologías (Sección 3 y 4).
• Un desarrollo teórico sobre la intuición que existe detrás del Test de Diebold y Mariano, a fin 
de ser utilizado para determinar la predicción más idónea (modelo individual más eficiente 
versus combinación de metodologías). (Sección 5).
INTRODUCCIÓN
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En el sector de telecomunicaciones peruano, la telefonía móvil es uno de los servicios más 
dinámicos y de mayor crecimiento. A marzo de 2018, este mercado contó con cuatro empresas 
operadoras con red propia (Telefónica del Perú, América Móvil, Entel Perú y Viettel) y un operador 
móvil virtual (Inkacel5).
A continuación, se muestran las principales estadísticas que reflejan la evolución y dinamismo en 
el servicio móvil.
2
ESTADO ACTUAL DEL MERCADO 
DE TELEFONÍA MÓVIL
Número de líneas, participación de mercado y 
tasa de penetración
• Se realizan predicciones sobre el número de líneas móviles en servicio al cierre del año 2020, 
sobre la base de las metodologías de Box Jenkins, Suavizamiento Exponencial, Regresiones 
Polinomiales y Tasas de crecimiento promedio. Esto a fin de conocer cuál de las metodologías 
individuales (a través de estadísticos de decisión) se ajustaría mejor al indicador mencionado.
 
Asimismo, se aplica el Test de Diebold y Mariano a fin de constatar si una combinación de las 
predicciones obtenidas es más eficiente que las predicciones realizadas cada una por separado, 
para la serie de líneas móviles en servicio. (Sección 6).
• Demostración empírica de que la predicción a través de la combinación de metodologías es 
más idónea que cualquier predicción realizada bajo una metodología individual. Asimismo, se 
muestra cómo se asignan los parámetros óptimos a cada metodología dentro de la combinación. 
(Sección 7).
El número de líneas móviles en servicio mantiene una tendencia al alza. Así, a marzo de 2018 
se registraron alrededor de 40 millones de líneas en servicio. El crecimiento sostenido de las 
líneas en servicio ha generado que, desde fines del 2010, en el Perú se cuente con más líneas 
móviles que habitantes6.
Medida como el número de líneas por cada 100 habitantes, la tasa de penetración del servicio 
móvil continuó en ascenso. Si bien para enero de 2005 solo 15 de cada 100 habitantes 
contaban con una línea móvil, para noviembre de 2010 ya existía una línea móvil por cada 
habitante (penetración igual a 100%). Finalmente, a marzo de 2018, la tasa de penetración 
alcanzó las 131 líneas en servicio por cada 100 habitantes.
Número de Líneas (En Mlls.)

































































































Evolución del número de líneas móviles y penetración del servicio.
(Ene. 2006 - Mar. 2018)
Fuente: Empresas Operadoras. Elaboración propia.
5 Inkacel fue la empresa que adquirió a Virgin Mobile en agosto de 2017. 6 De acuerdo con el Instituto Nacional de Estadística e Informática del Perú (INEI), al 31 de marzo de 2018, el Perú 
tenía una población de 30 millones 657 mil 614 personas, cifra inferior a las 40 millones 20 mil 419 líneas móviles en 
servicio.
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De acuerdo con la participación de líneas móviles en servicio por empresa operadora, a marzo 
de 2018, Telefónica del Perú ocupó el primer lugar con 15.1 millones de líneas en servicio (38% 
de participación), seguido de América Móvil con 12.6 millones (32% de participación) y, de Entel y 
Viettel con 6.8 (17%) y 5.4 (13%) millones, respectivamente.
La evolución de la concentración del mercado en el servicio móvil (representado por el Índice 
de Hirschman-Herfinndahl, en adelante HHI7) presenta una tendencia decreciente. La Figura 2 
muestra que el HHI en enero de 2006 alcanzó el valor de 4,886; mientras que a marzo de 2018 
dicho indicador fue de 2,8918.
A fin de observar la desconcentración del mercado móvil en los últimos cuatro años, la siguiente 
figura también presenta una comparación de las participaciones de mercado de las empresas 
operadoras antes del relanzamiento de la Portabilidad Numérica Móvil - PNM (junio de 2014), el 
desbloqueo de equipos móviles y el ingreso de Entel y Viettel, conjuntamente con las actuales 
participaciones de mercado (marzo de 2018).
La PNM ha mantenido una alta aceptación entre los usuarios desde su relanzamiento, lo cual se 
refleja en la cantidad de portaciones efectuadas desde ese momento. Solo en  mayo de 2018 se 
registró un total de 703,772 líneas portadas, cifra 13.9% superior a la registrada en el mes anterior 
y que permite sumar un total de 9,008,415 portaciones desde junio de 2014.
 
Respecto de la posición neta acumulada, entre el 16 de julio de 2014 y el 31 de mayo de 2018, 
Telefónica del Perú es la empresa operadora que perdió una mayor cantidad de abonados 
(-1,529,539 líneas). Mientras tanto, Entel capturó una posición neta de 1,631,019 portaciones. 
La siguiente figura presenta la evolución de la cantidad de portaciones (en términos netos) por 
empresa operadora. (Ver figura 3).
Entel es la empresa que más usuarios ha obtenido por la PNM; sin embargo, esta cifra se ha reducido 
en los dos últimos trimestres. Por el contrario, América Móvil pasó de presentar portaciones netas 
cercanas a cero a presentar portaciones positivas (incluso un número de portaciones mayor a la 
de Entel).
Por su parte, Telefónica del Perú en los últimos trimestres ha venido mejorando su posición neta, 
mientras que Viettel se ha convertido en la empresa que más usuarios ha perdido por portabilidad 
en los dos últimos trimestres.
Concentración del mercado
Número de teléfonos móviles 
efectivamente portados
7 Llamado HHI por sus siglas en inglés. El HHI se calcula a partir de las participaciones de mercado  de cada empresa 
operadora, de acuerdo con la siguiente fórmula: . Esta fórmula castiga a mayores participaciones; es 
decir, mientras mayor participación tenga un operador, el HHI se elevará en una mayor magnitud.
8 El Departamento de Justicia de Estados Unidos (DOJ) clasifica las concentraciones de mercado de acuerdo al nivel 
del HHI:
 • HHI < 1500 – Mercado no concentrado
 • 1500 ≤ HHI < 2500 – Mercado moderadamente concentrado
 • HHI ≥ 2500 – Mercado altamente concentrado
Cabe señalar que estos mismos umbrales han sido adoptados por las diferentes autoridades de competencia a nivel 
mundial.
Figura 2:
Evolución del Índice de Concentración del Servicio - HHI.
(Ene. 2006 - Mar. 2018)
Figura 3:
Evolución de líneas móviles en servicio efectivamente portadas (en 
términos netos), a nivel de empresa operadora
(Julio 2014 – mayo 2018)
6,000
Entrada de Entel y Viettel



































































Fuente: Empresas Operadoras. Elaboración propia.
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Cualquier metodología para predecir los valores futuros de algún indicador (o variable) se basa 
principalmente sobre sus propios valores en los periodos pasados (esto es, sobre su serie histórica). 
Sin embargo, antes de realizar cualquier predicción, el comportamiento de la serie histórica debe 
satisfacer algunos supuestos:
(i) La serie debe ser No Estacional.
(ii) La serie debe ser Estacionaria.
Por tanto, resulta necesario analizar y observar si la serie histórica cumple con los supuestos (i) y 
(ii). En caso de que esta no cumpla con alguno de los supuestos, es necesario corregirla. Como 
referencia se utilizará el indicador de número de líneas móviles en servicio.
Empleando como indicador el número de líneas móviles en servicio, el estadístico de Kruskal-
Wallis (W ) arrojó un p value-  asociado menor a 0.05, por lo que se rechaza la hipótesis nula 
de No Estacionalidad. 
Dado que la serie histórica de líneas móviles en servicio es estacional, resulta necesario 
“desestacionalizarla”. Para ello se elige un modelo de desagregación de la serie en sus cuatro 
componentes. Los modelos más utilizados son:
 • El modelo aditivo:  
 • El modelo multiplicativo: 
 • El  modelo log-aditivo: 
Con el propósito de seleccionar el modelo más adecuado se recurre a una figura que relaciona el 
valor promedio y la desviación estándar de la serie histórica. En caso de que dicha figura muestre 
una tendencia creciente, se aplica un modelo multiplicativo; mientras que, en el caso de que no 
muestre una tendencia (constante) se aplica un modelo aditivo.
Con base en la serie histórica de líneas móviles en servicio, la presencia de una tendencia creciente 
en la relación promedio-desviación estándar señala que el mejor modelo debe ser uno de corte 
multiplicativo.
Luego se selecciona la metodología que se implementará para la descomposición de la serie 
histórica. Entre las metodologías se encuentran Tramo Seats, Census X-11 y Census X-12. Para 
este caso se emplea la metodología Census X-12.
3
Toda serie está constituida por cuatro componentes no observables: (i) Tendencial ( Tt ), (ii) Cíclico 
( Ct ), (iii) Estacional ( Et ) e (iv) Irregular ( It ). Cada uno de estos componentes debe ser considerado 
al momento de “limpiar” la serie de aquellos factores exógenos que no son de interés.
Existen diversas pruebas estadísticas que permiten detectar la existencia de estacionalidad dentro 
de una serie, como son el F-Test y el Test no-paramétrico de Kruskal-Wallis. Estas pruebas tienen 
como hipótesis nula de que la serie histórica es No Estacional.
Estacionalidad
Tabla 1:
Prueba No-Paramétrica de Kruskal-Wallis9 para detectar Estacionalidad 








9 El Test de Kruskall-Wallis emplea el siguiente estadístico (W):
Figura 4:
Dispersión Promedio-Desviación Estándar de la serie 
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Algebraicamente la descomposición de la serie histórica ( Xt ) conlleva a la aplicación de los 
siguientes pasos (P1 a P5). Sin embargo, es necesario mencionar que –más allá de la estimación 
de cada uno de dichos pasos– cualquier software econométrico arroja los resultados de manera 
instantánea, sin efectuar cálculos adicionales (Ver Anexo 1)10.
P1. Para estimar el componente tendencia-ciclo (TCt ) se efectúa un promedio móvil centrado 
de 12 términos.
P2. Para estimar el componente estacional-irregular ( EIt ) se dividen los valores de la serie original 
entre los valores del componente tendencia-ciclo hallados en P1.
P3. Para obtener el componente estacional ( Et ) se estima un promedio móvil de tres términos 
utilizando los valores de EIt  para cada mes.
P5. Finalmente, la serie desestacionalizada ( XDt ) resulta de dividir los valores de la serie original 
entre los valores del componente estacional.
P4. El componente irregular ( It ) se obtiene del ratio entre los valores de EIt  y Et . 
A continuación se muestra la desagregación de la serie histórica de líneas móviles en servicio en 
sus cuatro componentes.
Para el análisis, la serie histórica de interés es la sombreada en la figura anterior (Serie 
Desestacionalizada (XD)). A partir de dicha serie sobre líneas móviles en servicio “desestacionalizada” 
se obtendrán los resultados que se muestran en el resto del documento.
Finalmente, a través de la Prueba Q puede evaluarse la calidad del ajuste estacional de la serie 
histórica. Mientras más cercano a cero se encuentre Prueba Q , mejor será el ajuste estacional.
donde Mi  es un conjunto de estadísticos de evaluación sobre la calidad de ajuste estacional y 
wi  son las ponderaciones que se le da a cada uno de esos estadísticos. Para el caso de las líneas 
móviles en servicio se estimó un valor de .Q 0 68= , lo que significa que existe un buen ajuste de 
la serie desestacionalizada.
10 El Anexo 1 muestra la secuencia que debe seguirse para descomponer una serie temporal bajo el software EViews.
Figura 5:
Descomposición de la evolución de la serie de 
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Elaboración propia.
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Estacionariedad
Una serie es estacionaria si su media y varianza son invariantes en el tiempo. Además, la covarianza 
entre dos periodos solo depende de su distancia o rezago, y no del tiempo en el que se estime la 
covarianza11.
Con el objetivo de detectar si existe estacionariedad (inexistencia de raíces unitarias) o no-
estacionariedad (presencia de raíces unitarias), se recurre a las pruebas de Dickey-Füller Aumentado 
(ADF) y a la de Phillps-Perron (P-P)12. Para ello se plantea lo siguiente:
La tabla anterior muestra que los valores p value-  asociados a las pruebas ADF y P-P son 
mayores a 0.05, por lo que se acepta la hipótesis nula de que la serie es No Estacionaria. Para 
transformarla a una serie estacionaria se debe estimar la primera diferencia al logaritmo de la serie 
histórica ( logD ).
Luego, la siguiente tabla muestra que al extraer la primera diferencia al logaritmo ( logD  ) de 
la serie de líneas móviles en servicio, esta se convierte en serie estacionaria. En particular, el 
p value- del test ADF es 0.0451, mientras que el del test P-P es 0.00.
Lo anterior también se constata a través de la siguiente figura, en la que se muestra que con la 
logD  ya se presenta Estacionariedad.
Las hipótesis estadísticas de este tipo de pruebas son como siguen:
(la serie no es estacionaria)
(la serie es estacionaria)
Los resultados de las pruebas ADF y P-P para la serie histórica de líneas móviles en servicio se 
muestran en la Tabla 213.
Tabla 2:
Pruebas ADF y P-P para la detección de Estacionariedad sobre la 
serie histórica de LÍNEAS MÓVILES EN SERVICIO
Tabla 3:
Pruebas ADF y P-P para la detección de Estacionariedad sobre la logD  de la serie 
LÍNEAS MÓVILES EN SERVICIO
Augmented Dickey-Füller test statistic 
(Prueba ADF)
Augmented Dickey-Füller test statistic 
(Prueba ADF)
Phillips - Perron test statistic 
(Prueba P-P)














(*) Mackinnon (1996) one-side p-values





























 • Media:  
 • Varianza:  
 • Covarianza:  
12 También existen otros métodos para detectar la existencia de estacionariedad de una serie. Como “métodos 
informales” se tiene el análisis gráfico y el análisis de correlograma; en cuanto a “métodos formales” están la prueba 
de Kwiatkowski-Phillips-Schmidt-Shin (KPSS), la prueba de Elliott- Rothenberg-Stock (ERS) y la de Ng Perron.
13 El Anexo 2 muestra la secuencia que debe seguirse para detectar si existe estacionariedad en la serie temporal.
Figura 6:
Primera diferencia de la serie 
LÍNEAS MÓVILES EN SERVICIO
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Cuando la serie temporal de algún indicador ya es no-estacional y estacionaria, se recurre al 
empleo de metodologías de predicción para pronosticar el comportamiento que tendrá dicho 
indicador. Casi siempre es necesario realizar predicciones con más de una metodología a 
fin de comparar y observar cuál es la predicción más precisa y robusta14. Entre las principales 
metodologías univariadas se encuentran:
En adelante los estadísticos relevantes que se utilizarán para comparar entre metodologías (y 
versiones dentro de una metodología) serán el coeficiente de Desigualdad de Theil (en adelante, 
U-Theil), la Raíz del Error Cuadrático Medio (en adelante, RMSE) y los Criterios de Información de 
Akaike, Schwartz y Hanna Quinn16. Mientras que, U-Theil y RMSE serán los estadísticos utilizados 
para comparar entre versiones de Suavizamiento Exponencial y Regresiones Polinomiales, los 
Criterios de Información serán utilizados para comparar dentro de Box-Jenkins.
A continuación se desarrolla brevemente la base teórica de cada metodología. Sin embargo, el 
lector que no esté interesado en la formalidad de las metodologías de predicción podría obviar lo 
que queda de este capítulo.
El problema surge cuando ante tantas metodologías de predicción posibles (e incluso versiones 
dentro de cada metodología) debe decidirse por la que mejor pronostique al indicador. Para 
esto se estiman algunos estadísticos de decisión que permiten comparar entre las metodologías 
potenciales, con el objetivo de obtener la metodología (y su versión) más idónea para realizar 
predicciones15.
Tabla 4:






































14 Como se verá más adelante, si bien la base teórica parece complicada, se debe mencionar que los paquetes 
informáticos desarrollan de manera casi automática cada metodología.
15 Por ello es frecuente que los interesados en predicciones las realicen empleando más de una metodología y sobre 
la base de dichos estadísticos compararlas y obtener la metodología (con su versión) más idónea.













































17 En el Anexo 6 se muestra la secuencia para realizar esta metodología en EViews.
18 Por sus siglas en inglés, Autoregressive Integrated Moving Average.
19 Los modelos de series de tiempo no suelen comportarse exclusivamente como un Proceso Autorregresivo ( ) 
o un Proceso de Medias Móviles ( ). Normalmente las series presentan ambos patrones de comportamientos, por 
esto se suele modelar bajo la .
METODOLOGÍA DE BOX JENKINS17 
Proceso Autorregresivo: 
Esta metodología considera que la serie temporal que se trata de predecir es generada por 
un proceso estocástico, cuya naturaleza puede ser caracterizada mediante un modelo. A esta 
metodología se le denominó Procesos Autorregresivos Integrados de Media Móvil ( 18)19. A 
continuación se muestran brevemente sus componentes AR  y  , el mismo proceso 
y la extensión SARIMA . 
Los rezagos de una variable se expresan de manera simbólica por el término 
( ( ), ( ), ( ), )…AR AR AR AR1 2 3  dependiendo de la cantidad de rezagos que se desea incluir. 
La forma general de un modelo ( )AR p viene dado por:
Esto indica que la variable yt  es explicada únicamente por sus “ p ” valores rezagados. Para 
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El proceso AR  es estacionario solo si las raíces del polinomio ( )Lp{  son mayores a 1. Como ejemplo, un proceso ( , )ARMA 1 1  vendría dada por:
Donde se cumple que k k 1c zc= -  para k 2$ .
Donde:
: Componente estacional (en nuestro caso será 12, por ser data mensual) 
: polinomio de rezagos del componente ( )AR p
: polinomio de rezagos del componente AR  estacional ( P )
: operador de diferencias de orden " d "
: operador de diferencias el componente estacional " s "
: polinomio de rezagos del componente MA q^ h
: polinomio de rezagos del componente  estacional ( Q )
Para que un modelo ARMA  sea estacionario solo basta observar si su componente AR es 
estacionario. Si se cumple que | |<1, el proceso es estacionario.
Realizando sustituciones sucesivas se puede obtener la representación ( )MA 3 de este 
proceso.
La media del proceso es /( )c 1 z- , la misma que no depende del tiempo. La varianza (γ0) y 
la autocovarianza (γi) tendrán la siguiente estructura:
Admitiendo la posibilidad de que algunas raíces sean imaginarias, estas deben tener un 
módulo mayor a 120.
Proceso de Medias Móviles: 
Modelo Autorregresivo Integrado de Medias Móviles 
Los términos de error de la serie se suelen representar por la expresión 
, dependiendo de la cantidad de términos de error que se 
incluya en el análisis.
La expresión general de un proceso MA q^ hes:
Como se trabaja con series ya estacionarias, el orden de integración de las variables será 
0. Así, un modelo de este tipo sería un ARIMA (p,0,q) o simplemente ARMA (p,q), la cual se 
expresa bajo la siguiente notación:
De manera general, un MA 3^ h  tendrá la siguiente representación:
Donde,
20 Todo proceso  estacionario puede ser expresado como un .
Modelo Autorregresivo Estacional Integrado de Medias 
Móviles
Una extensión de los modelos  son los modelos SARIMA  (modelo  
+ Componente estacional), debido a la complejidad y amplitud de su desarrollo se 
obvia la demostración de este tipo de modelos. La forma general de un modelo 




2322 Combinación de metodologías de predicción para el sector de las telecomunicaciones
METODOLOGÍA SOBRE SUAVIZAMIENTO          
EXPONENCIAL
El Suavizamiento Exponencial es una metodología de predicción que asigna mayores 
ponderaciones a las observaciones más recientes, con la característica de que las ponderaciones 
asignadas van reduciéndose de manera exponencial a medida que las observaciones son más 
distantes al periodo actual.
Existen diversas versiones de esta metodología. El uso de una u otra versión depende del ajuste y 
las características de la distribución de los datos. Nuevamente, las diversas versiones pueden ser 
comparadas a través de estadísticos como la U-Theil y la RMSE, a fin de observar cuál es la versión 
más precisa con base a esta metodología.
Específicamente existen seis versiones de esta metodología:
Suavizamiento Exponencial Simple
Suavizamiento Exponencial Doble o versión de Holt
Esta versión es apropiada para series que se mueven aleatoriamente alrededor de un valor 
promedio (sin tendencia ni patrones estacionales). La serie suavizada ytt  de yt  se estima de 
manera recursiva:
Donde S  es la serie suavizada simple, D  es la serie suavizada doble y 0 11 1a . Las 
predicciones de Suavizamiento Exponencial doble son estimadas como:
La expresión  nos indica la pendiente.
Donde T  es la última observación de la muestra de estimación.
Para ello, se necesita un valor inicial de ytt  y un valor para a . Las predicciones bajo esta 
versión son constantes para las observaciones futuras. Dicha constante viene dada por:
Esta versión aplica Suavizamiento Exponencial simple dos veces. Es apropiada para series 
que tienen una tendencia lineal. La serie y  es definida por las recursiones:
con,y y y1t t t 1a a= + - -t t^ h
y y k 0T k T 6 2=+t t
y S D S D k2 1T k T T T Ta
a= - + - -+
t ^ h
Versión de Holt-Winters Multiplicativo
Versión de Holt-Winters Aditivo
Esta versión es empleada cuando las series tienen una tendencia lineal y variación estacional 
multiplicativa21. La serie suavizada ytt  está dada por:
Donde a  es el componente permanente; b  es la tendencia y, ct  es el factor estacional 
multiplicativo. Estos coeficientes son definidos por las siguientes recursiones:
Donde  son los factores de suavizamiento y s  es la frecuencia de la 
estacionalidad. Las predicciones son estimadas como:
Esta versión es apropiada para series con una tendencia temporal lineal y variación estacional 
aditiva. La serie suavizada ytt  viene dada por:
21 Esta versión tiene la ventaja de adaptarse fácilmente a medida que se tiene nueva información disponible.
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Donde a , b  y c  son los componentes permanente, tendencial y estacional aditivo. Los tres 
coeficientes son definidos por las siguientes ecuaciones recursivas:
Donde  son los factores de suavizamiento y s  es la frecuencia de la 
estacionalidad. Las predicciones son calculadas como:
Los coeficientes a  y b  se definen por las siguientes ecuaciones recursivas:
Donde  son los factores de suavizamiento. Las predicciones son calculadas 
como:
y a T b T K ct k T k s= + ++ + -t ^ ^h h
Versión de Holt-Winters No-Estacional
Versión de Suavizamiento Exponencial Cuadrático o 
versión de Brow
Esta versión es empleada en series con tendencia lineal, pero sin componente estacional. 
Esta versión es muy similar a la de suavizamiento estacional doble, ya que ambas generan 
predicciones con una tendencia lineal y sin componente estacional. La serie suavizada ytt  
está dada por:
Las versiones estudiadas (en 4.2.1. al 4.2.5) arrojan resultados con un elevado error al intentar 
predecir series temporales que presentan una tendencia no lineal en su comportamiento.
Sin embargo, en estos casos se emplea la versión cuadrática o de Brow. La idea detrás de 
esta versión es aplicar un triple Suavizamiento Exponencial.
bk= +
y a T b T kT k = ++t ^ ^h h
Las predicciones sobre Suavizamiento Exponencial cuadrático son estimadas de la siguiente 
manera:
Donde Sles la serie suavizada simple, Smes la serie suavizada doble, Snes la serie suavizada 
triple y a  es el factor de Suavizamiento Exponencial que pertenece al intervalo [0,1]. Además,
METODOLOGÍA SOBRE REGRESIONES 
POLINOMIALES
Esta metodología es una extensión a los modelos de regresión lineal. Para ello, se plantea una 
ecuación de grado " "n . En muchos casos la variable independiente del modelo de regresión es 
el tiempo.
Para aplicar el método de mínimos cuadrados ordinarios se parte de la función de regresión 
muestral:
donde ait  son los estimadores y uit  los residuos de la regresión. Minimizando la suma de los 
residuos al cuadrado ( S ).
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En base a las derivadas parciales presentadas, se realiza una representación matricial del sistema 
de ecuaciones normales asociadas.
Siempre y cuando la matriz Ax  sea invertible, se puede hallar el vector de estimadores  . Para los 
propósitos del presente documento, la variable " "x viene representada por el tiempo , ...,t m0! 6 @ .
Las derivadas parciales están dadas por: Donde " "n  es el tamaño de la serie. Por tanto, el valor estimado para cada uno de los siguientes 
datos puede ser estimado de la siguiente forma:
METODOLOGÍA SOBRE TASA DE CRECIMIENTO 
PROMEDIO COMPUESTA
Esta es una de las metodologías de más fácil aplicación22 (no se requiere ninguna condición 
previa). Para su implementación se considera el valor inicial y el valor final que tomó el indicador 
en cuestión. Así, sea  t0 y tn el valor inicial (pasado) y el valor final (presente) del indicador, se calcula 
la tasa de crecimiento y se supone que –para los siguientes periodos– el indicador crecerá a la 
misma tasa. De esta forma la tasa de crecimiento viene dada por:
22 Es necesario que los intervalos de tiempos sean regulares (por ej. mensual, trimestral, etc.)
5 TEST DE DIEBOLD Y MARIANO
Como se mencionó anteriormente es frecuente que los agentes estimen valores de predicción 
diferentes para un mismo indicador, a pesar de que se utilicen los mismos datos históricos. Esto 
puede suceder cuando se utilizan distintas metodologías. Al respecto, cada metodología maneja 
la información de manera diferente y, por ende, extrae información distinta, la misma que –
independientemente de la metodología que se aplique– puede ser considerada como información 
valiosa.
Luego, ante la presencia de predicciones bajo distintas metodologías, es común observar que 
los investigadores –a través de distintos estadísticos– opten por utilizar una única técnica de 
predicción. Sin embargo, si bien estas técnicas permiten escoger el mejor modelo de predicción, 
cuando se deja de lado el resto de técnicas es muy probable que no se considere información 
importante que la técnica seleccionada no capturó.
En base a esto, existe una prueba estadística importante (y relativamente nueva) que permite conocer 
si efectivamente la metodología “más idónea” es la que mejor predice los datos; o en su defecto, 
si una posible combinación de las mejores predicciones obtenidas por dos o más metodologías 
arroja un resultado más robusto. Este test fue propuesto por Diebold y Mariano (1995). Por tanto, 
según este test, si se considera más de una metodología es probable que la predicción se ajuste 
más a los datos si las metodologías colaboran con diferente información valiosa.
4.4
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La siguiente figura muestra que si bien ambas metodologías (Box-Jenkins y Suavizamiento 
Exponencial) consideran como “información valiosa” parte de la información potencial que brinda 
la serie de datos histórica, también se muestra que cada metodología utiliza información que no 
es considerada por la otra metodología. Esta combinación de metodologías se puede generalizar 
para un mayor número de metodologías potenciales a ser utilizadas.
En este documento se considera la comparación de metodologías individuales y combinación de 
metodologías hasta un máximo de tres metodologías. A saber: Suavizamiento Exponencial, Box-
Jenkins y Regresiones Polinomiales.
Elaboración propia.
Figura 7:
Extracción de información sobre la base de las metodologías de predicción
(Base para la prueba de Diebold y Mariano)
Información potencial extraída de la serie
Combinando obtenemos
mayor conjunto informacional,




Para predicciones empleando combinación   
de dos metodologías
Para evaluar si dos metodologías de predicción conjuntas podrían explicar de manera más 
robusta el comportamiento de una serie en comparación a una metodología individual, se realiza 
una combinación lineal convexa de los valores predichos por ambas metodologías y1t   y  y2t 23.
Donde,  . El problema radica en encontrar el ponderador óptimo (a ) que minimice el 
Error Cuadrático Medio ( ECM ) de yct . Esto es que el ECM de la combinación sea menor que el 
ECM de las predicciones de manera individual ( ECM de y1t  y el ECM de y2t ).
Si se asume que los errores e1t  y e2t   son insesgados, entonces los errores de predicción también 
serán insesgados. Bajo este supuesto se obtiene la siguiente equivalencia.
Mediante algunas manipulaciones algebraicas con el objetivo de encontrar una combinación 
lineal de los errores de predicción24.
Aplicando varianza en ambos lados de esta última expresión,
En tal sentido, minimizar el ECM  (o la varianza) significa que:
y y y1c 1 2a a= + -t t t^ h
ECM e Var ec c=t t6 6@ @
23 Para fines prácticos se obvia los índices temporales y el horizonte de proyección de la serie “y".
24 La ventaja de trabajar con los errores de predicción es que estos son estacionarios.
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De este modo se obtiene un ECM (de la combinación de predicciones) menor que los ECM de 
las predicciones individuales. Una forma alterna para obtener el ponderador óptimo a * es por 
medio de una regresión MCO sobre la siguiente ecuación transformada,
Si se acepta estadísticamente la hipótesis nula, significa que la metodología con la que se predijo 
y1t  no aporta información relevante para mejorar la proyección obtenida por y2t . Por otro lado, si 
se rechaza estadísticamente la hipótesis nula significa que la metodología por la que se predijo 
y1t sí aporta información importante al predictor y2t , por lo que es mejor combinar metodologías 
de predicción.
donde el error combinado ( ect ) es el residuo que se obtiene de la regresión. Esta forma es más 














Para predicciones empleando combinación de 
tres metodologías
Generalizando la combinación de predicciones para tres metodologías, se parte de la siguiente 
ecuación:
Por lo que puede establecerse el error combinado como sigue:
Para fines de la regresión MCO se tiene la siguiente expresión:
Teniendo como hipótesis nula,
donde: 1a b i+ + =















Nuevamente, si no se rechaza la hipótesis nula, significa que las metodologías que predijeron 
y1t  y y3t  no aportan información relevante para mejorar la predicción de y2t . Por el contrario, si 
se rechaza la hipótesis nula, la mejor predicción se obtiene de combinar las metodologías de 
predicción25.
Se emplea la serie de número de líneas móviles en servicio, a fin de estimar el valor que tomará 
este indicador al cierre del año 2020. Para esto se considera información proveniente de la Norma 
de Requerimientos de Información Periódica (NRIP) del OSIPTEL26. En particular se emplea como 
data histórica el número de líneas móviles mensuales desde enero de 2001 hasta marzo de 
201827. En las secciones previas (3.1 y 3.2), esta serie fue tratada a fin de que sea no-estacional y 
estacionaria.
6
APLICACIÓN Y RESULTADOS 
SOBRE PREDICCIONES
25 Notar que ahora la prueba de hipótesis es una prueba conjunta, por lo que se debe utilizar el estadístico F.
26 Las predicciones realizadas a continuación se basan en información actualizada a junio de 2018. Así, cualquier 
cambio en los datos podría alterar los resultados obtenidos.
27   Esto es, una serie compuesta por más de 200 observaciones para predecir 33 observaciones hacia adelante.
Predicciones a partir de distintas metodologías 
de manera individual
Las predicciones de las líneas móviles en servicio al cierre del 2020 son realizadas en base a 
distintas metodologías: (i) Suavizamiento Exponencial, (ii) Box-Jenkins (o Procesos ARIMA), (iii) 
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Como se mencionó, a su vez cada metodología presenta diversas versiones (ver Tabla 4 en 
Capítulo 4). Por ello, la primera tarea es estimar las predicciones y compararlas (de acuerdo a 
estadísticos como RMSE, U-Theil y Criterios de Información), con el propósito de conocer la 
versión de cada metodología que más se ajuste a la serie de datos históricos.
Predicción bajo Metodología de Suavizamiento   
Exponencial28
Predicción bajo Metodología de Box-Jenkins30
La aplicación de Suavizamiento Exponencial muestra que la versión de Holt-Winters No 
Estacional es la más idónea. Esto, por presentar la menor U-Theil (0.0042) y la menor RMSE 
(195,855), en comparación al resto de versiones. La segunda versión más eficiente para esta 
metodología es la de Holt-Winters Aditivo, la cual cuenta con una RMSE de 202,178 y una 
U-Theil igual a 0.0043. (Ver siguiente Tabla).
Hasta hace unos cuantos años, la elección de un modelo de predicción bajo la metodología 
de Box-Jenkins era un trabajo arduo, dado que esto se realizaba mediante un procedimiento 
de ensayo-error, lo cual conlleva a que –en muchas ocasiones– el modelo escogido no 
necesariamente sea el más idóneo.
No obstante, las últimas actualizaciones en muchos programas econométricos arrojan de 
manera inmediata el modelo más idóneo –bajo esta metodología– para la serie analizada. 
Incluso, además de presentar el mejor modelo de predicción para los datos históricos de la 
serie, también arroja un ranking con los modelos ARIMA que más se ajustan a la serie.
Los resultados mostrados en la Tabla 5 concuerdan con las predicciones presentadas en 
la siguiente figura. En efecto, ambas versiones (Holt-Winters No Estacional y Holt Winters 
Aditivo) estimaron una predicción similar para el total de líneas en servicio para el cierre del 
2020 (46.8 millones y 46.5 millones, respectivamente).
Mientras que las otras dos versiones (Exponencial Doble y Holt-Winters Multiplicativo) 
arrojaron predicciones muy por debajo (o muy por encima) de los valores predichos por 
las versiones que mejor se ajustaron a la serie de datos analizada. Es por esta razón, que a 
dichas versiones se les asocia mayores niveles en los indicadores U-Theil y RMSE29.
Tabla 5:
Versión Más Idónea bajo Suavizamiento Exponencial para la serie de 














28 En el Anexo 3 se muestra la secuencia para realizar esta metodología en EViews.
29 En el Anexo 8 se muestra el análisis gráfico de los residuos para esta metodología en EViews. 30 En el Anexo 4 se muestra la secuencia para realizar esta metodología en EViews.
Figura 8:
Predicciones para LÍNEAS MÓVILES EN SERVICIO sobre distintas versiones de 
la Metodología de Suavizamiento Exponencial
(En Millones)
Holt-Winters Multiplicativo
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En el caso de la metodología de Box-Jenkins, los Criterios de Información (Akaike, Schwarz 
y Hannan-Quin) son preferibles a RMSE y a U-Theil, como estadísticos de decisión. Por ello, 
siguiendo los Criterios de información, el área sombreada de la figura izquierda muestra que 
existen varios modelos idóneos (con un valor de Akaike de 26.03). La tabla de la derecha 
confirma que cualquiera de esos cuatro modelos podrían ser empleados para realizar 
predicciones, al mostrar que en el resto de Criterios de Información estos modelos también 
obtuvieron los mismos valores.









. En particular, el primer 
modelo predice un valor de 47.4 millones de líneas móviles en servicio al cierre del año 
202031.
Figura 9:
Modelos Más Eficientes con la Metodología de Box-Jenkins para la serie de 
LÍNEAS MÓVILES EN SERVICIO
Box-Jekins
Indicadores








-2682.885 26.038 26.231 26.116
-2682.885 26.038 26.231 26.116
-2682.885 26.038 26.231 26.116
-2682.885 26.038 26.231 26.116
-2682.885 26.038 26.231 26.116
-2682.885 26.038 26.231 26.116






























































































































Predicción bajo Metodología de Regresiones    
Polinomiales32
Para el caso de la metodología de Regresiones Polinomiales se muestran las predicciones 
realizadas para los cuatro primeros grados (lineal, cuadrática, cúbica y cuártica)33. Una vez 
obtenidas las predicciones por cada grado, se estiman los RMSE y U-Theil, a fin de identificar 
la versión que permita mejores predicciones. (Ver Tabla 6).
De acuerdo con la tabla anterior, bajo esta metodología la mejor versión para predecir los 
valores futuros de la serie de líneas móviles en servicio corresponde a la de cuarto grado 
(menores valores de RMSE y U-Theil que el resto de versiones)34.
Tabla 6:





Primer Grado o Lineal 2,520,079 0.0542
Segundo Grado o Cuadrática 2,494,616 0.0536
Tercer Grado o Cúbica 1,891,061 0.0406
Cuarto Grado o Cuártica 1,260,541 0.0270
Elaboración propia.
31 En el Anexo 9 se muestra el análisis gráfico de los residuos para la metodología de Box-Jenkins realizadas en EViews. 
32 En el Anexo 5 se muestra la secuencia para realizar esta metodología en EViews.
33 Primer grado o lineal: y a a tt 0 1= +
   Segundo grado o cuadrática: y a a t a tt 0 1 2 2= + +
   Tercer grado o cúbica: y a a t a t a tt 0 1 2 2 3 3= + + +
   Cuarto grado o cuártica: y a a t a t a t a tt 0 1 2 2 3 3 4 4= + + + +
34 En el Anexo 7 se muestra el análisis gráfico de los residuos para esta metodología en EViews.
Elaboración propia.
6.1.3
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Figura 10:


































































































































En base a la Figura 10, la versión más idónea de la metodología Regresión Polinomial para 
predecir la serie de líneas móviles en servicio es la de Cuarto Grado. Así, mediante esta 
versión se predice que existirán alrededor de 60.3 millones de líneas móviles al cierre del 
2020, cifra muy superior que la predicha por las anteriores metodologías.
En muchas ocasiones, las predicciones son realizadas considerando una única metodología y 
encontrando la mejor versión (o modelo) de predicción para una serie determinada. El problema 
que surge con esto es que al utilizar una única metodología no se tiene la seguridad de haber 
empleado la más idónea. Por tal motivo, en este documento se realizaron las predicciones 
considerando distintas metodologías.
Comparación de predicciones realizadas por   
distintas metodologías
Resumiendo las mejores versiones (o modelos) que se han estimado para cada una de las 
metodologías se tiene que:
• Bajo la metodología de Box-Jenkins, el modelo que mejor se ajustó fue el de un SARIMA 
(4,1,4)(2,0,0)
12
. Esto es, un proceso ARIMA con componentes estacionales. 
• Bajo la metodología de Suavizamiento Exponencial, la versión que más se ajusta corresponde 
a un Holt-Winters No Estacional.
• Con la metodología de Regresiones Polinomiales (o Tendencia determinística), se seleccionó 
un modelo de cuarto grado.
• Con el método de Crecimiento Promedio Compuesto, el modelo de mayor ajuste es uno 
asociado a una tasa de crecimiento mensual de 1.65%.
Luego de conocer las mejores versiones para cada metodología, se pueden emplear nuevamente 
los estadísticos RMSE y U-Theil35 con el propósito de conocer cuál es la metodología (y versión) 
más idónea para predecir una determinada serie. Para nuestro caso, las líneas móviles en servicio 
al cierre del año 2020.
De este modo, la Tabla 7 muestra que –entre todas las metodologías empleadas– la metodología 
de Box-Jenkins es la más idónea para predecir las líneas móviles en servicio. Esto porque presenta 
una menor RMSE (107,403) y una menor U-Theil (0.0023). Por tanto, si se decide por considerar 
una única metodología para predecir los valores futuros de la serie de líneas móviles en servicio, 
esta debería ser la de Box Jenkins (en especial, un SARIMA (4,1,4)(2,0,0)
12
). Como segunda opción se 
tiene a la metodología de Suavizamiento Exponencial (en su versión Holt-Winters No Estacional), 
la cual presenta un valor de RMSE y U-Theil muy cercano a la de Box-Jenkins.
Adicionalmente, la siguiente figura muestra la evolución de la serie proyectada de líneas móviles 
en servicio con distintas metodologías.
Tabla 7:
Metodología Más Idónea para predecir la serie de 
LÍNEAS MÓVILES EN SERVICIO
Metodología empleada
Indicadores
RMSE U de Theil
Box-Jenkins (ARIMA) 107,403 0.0023
Suavizamiento Exponencial 195,855 0.0042
Regresión Polinomial 1,260,541 0.0270
Elaboración propia.
35 Si bien se mencionó que en el caso de Box-Jenkins los criterios de información son los mejores estadísticos de 
decisión. Para comparar entre metodologías se tuvo que calcular el RMSE y el U-Theil.
6.2
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No obstante, si bien esta metodología es la más idónea para predecir los valores futuros de la serie 
de líneas móviles en servicio, es necesario mencionar que la predicción podría aún ser mejorada si 
se considera una combinación de metodologías.
La idea detrás de esto es que debe considerarse que cada metodología de predicción trata la serie 
histórica de manera distinta y extrae diferente información del conjunto (o potencial) de información 
que brinda la serie histórica. Por tanto, puede suponerse que el uso de dos o más metodologías 
ofrecería mayor información.
En ese sentido, qué impulsaría a elegir una única metodología de predicción, cuando combinando 
más de una metodología podría obtenerse un mayor ajuste de los datos respecto a la serie histórica 
y, de esta forma, contar con predicciones más robustas. Esto se verá en la siguiente sección, en 
donde se aplicará -de ser posible- la combinación de metodologías de predicción para las series de 
líneas móviles en servicio.
Las metodologías menos precisas para predecir serían la de Regresiones Polinomiales y la de Tasa 
de Crecimiento Compuesta. Estas metodologías predicen un valor de 60.3 millones y 68.5 millones 
de líneas al cierre del  2020, respectivamente. Estos resultados son consistentes con los altos valores 
de RMSE y U-Theil, los cuales se encuentran muy por encima de sus similares obtenidos para las 
metodologías de Box-Jenkins y Suavizamiento Exponencial
Por los resultados mostrados en la tabla anterior, la figura sombreada es la que describiría la mejor 
predicción de las líneas móviles en servicio al cierre 2020 (metodología de Box-Jenkins).
Por tanto, en un análisis preliminar podría mencionarse que de acuerdo con los resultados obtenidos, 
se espera que –al cierre del año 2020– el número de líneas móviles en servicio alcance un total de 
47.4 millones de líneas.
Figura 11:






























































Método aditivo Holt - Winters

























































El Test de Diebold y Mariano permite probar si la combinación de dos o más metodologías 
de predicción es más idónea (predicción más robusta) que el uso de la mejor metodología de 
predicción de manera individual. Para considerar si es necesaria una combinación de metodologías 
de predicción, estas son tomadas dos a dos, para finalmente comprobar si una combinación de 
las tres metodologías es aún más eficiente. 
Para cada una de las combinaciones de predicciones se realiza el test de Diebold y Mariano. En 
este caso la prueba de hipótesis sería la siguiente:
Adicionalmente, como se especificó anteriormente, en caso de  que el Test de Diebold y Mariano 
recomiende una combinación de metodologías de predicción, es de esperar que en cualquier 
combinación de predicciones se le asocie una mayor ponderación a las metodologías más 
eficientes y una menor ponderación a las metodologías menos eficientes. 
La siguiente tabla muestra un resumen de los principales estadísticos derivados de las regresiones 
MCO realizadas para estimar los ponderadores que se le asigna a cada metodología dentro de la 
combinación lineal de metodologías (a ).
… NO combinación de Metodologías
… SI combinación de Metodologías















4140 Combinación de metodologías de predicción para el sector de las telecomunicaciones
La tabla anterior muestra que los p value-  asociados a los ponderadores de cualquiera de las 
predicciones combinadas se encuentran por debajo de 0.05 (ver cuarta columna de la tabla), por lo 
que se asume que estos son significativos (con lo que se rechaza la hipótesis nula de que 0MCOa =
). Por tanto, esto sugiere que debe realizarse una combinación de metodologías de predicción.
La tabla anterior muestra que para el caso analizado sobre líneas móviles en servicio se tiene que:
• En una combinación de predicciones de Box-Jenkins y Regresiones Polinomiales se le 
otorgarían ponderaciones de 0.983 y 0.017, respectivamente.
• En una combinación de predicciones de Suavizamiento Exponencial y Regresiones 
Polinomiales se le otorgarían ponderaciones de 0.962 y 0.038, respectivamente.
Sobre las ponderaciones asignadas a cada una de las metodologías para este caso específico se 
deduce que:
 
• La metodología Box-Jenkins es superior estadísticamente a la de Suavizamiento Exponencial. 
Esto es consistente con los resultados obtenidos en las predicciones individuales.
• Pese a haber tratado a la metodología de Regresiones Polinomiales como una metodología 
ineficiente para predecir las líneas móviles en servicio de manera individual, la metodología le 
otorga una ponderación -por más pequeña que sea- para realizar una mejor predicción bajo 
la combinación de metodologías36.
Es necesario tener en cuenta que en la tabla mostrada no se incluye la combinación entre 
las metodologías de Box-Jenkins y Suavizamiento Exponencial ni la combinación entre las 
metodologías Box-Jenkins, Suavizamiento Exponencial y Regresiones Polinomiales, por el 
simple hecho de que –al parecer– la información extraída por la metodología de Suavizamiento 
Exponencial –en este caso- estaría contenida en la información extraída por la metodología de 
Box-Jenkins, algo que difícilmente sucede.
7 COMBINACIÓN DE 
METODOLOGÍAS DE PREDICCIÓN
De acuerdo con la literatura, Diebold y Lopez (1996), Newbold y Harvey (2002) sostienen que a 
menudo se ha encontrado que la combinación de predicciones individuales del mismo evento 
supera a las predicciones individuales, en el sentido de que la predicción combinada arroja un error 
de pronóstico medio cuadrático más pequeño. 
Por su parte, Clemen (1989) señala que, según la evidencia empírica, la combinación de predicciones 
múltiples lleva a una mayor precisión de la predicción. Así, en muchos casos uno puede hacer 
mejoras dramáticas en el rendimiento simplemente promediando las predicciones.
Los resultados mostrados también son consistentes con lo señalado por Granger (1969):
 “si el objetivo es hacer una buena predicción, no es buen procedimiento descartar   
 predicciones, ya que casi siempre contiene información útil e independiente”37.
Como se mencionó en la sección 6, para el caso de las líneas móviles en servicio, la información 
extraída por la metodología de Box-Jenkins ya estaría contenida en la información extraída por la 
metodología de Suavizamiento Exponencial. Por tanto, las únicas combinaciones de metodologías 
que tendrían sentido ser efectuadas son las que se muestran en la Tabla 9.
Tabla 9:
Combinación Más Idónea para predecir los valores de la serie de 












Comparación de Combinaciones de Metodologías de 
Predicción del número de LÍNEAS MÓVILES EN SERVICIO
Predicciones combinadas
Coeficientes
(ponderadores) t Fp. value (t) p. value (F)
Box-Jenkis + Regresiones 
Polinomiales







36 Nuevamente, esto se debe a que la información que extrae esta metodología de la serie histórica, no la extrae 
ninguna de las otras dos metodologías (denominadas eficientes).
37 Asimismo, menciona que esta información independiente puede ser de dos tipos: (i) una predicción se basa en 
variables o información que la otra predicción no ha considerado, (ii) cada metodología de predicción hace una 
suposición diferente sobre la forma de la relación entre las variables.
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Finalmente, la figura a continuación muestra la evolución de la serie de líneas móviles en 
servicio al cierre del año 2020, bajo ambas combinaciones de metodologías de predicción. 
En particular, sobre la base de los estadísticos de decisión, la figura sombreada muestra que 
la combinación de las metodologías de predicción (Box-Jenkins y Regresiones Polinomiales) 
arroja resultados más precisos que cualquier otra predicción (individual o combinada). Así, al 
cierre del año 2020, se estaría alcanzando un total de 47.6 millones de líneas en servicio.
El sector de las telecomunicaciones se caracteriza por ser muy dinámico, tanto por la intensidad 
competitiva que ejercen las empresas operadoras como por la aparición de nuevas tecnologías 
sobre las que se brindan los servicios. En ese sentido es frecuente que –para algunos servicios– se 
necesite realizar predicciones sobre indicadores relevantes a fin de anticipar su tendencia y sus 
valores futuros.
Es por dicha necesidad que el presente documento pretende ser una referencia al momento 
de realizar predicciones sobre la evolución de indicadores univariados. Para ello se presentó 
el tratamiento previo que debe ejecutarse sobre la serie histórica, con el propósito de realizar 
predicciones siguiendo distintas metodologías (Suavizamiento Exponencial, Box-Jenkins, 
Regresiones Polinomiales y Crecimiento Promedio).
De este modo, y con la serie de líneas móviles en servicio, se seleccionó la mejor versión (o modelo) 
de cada metodología –de manera individual– para predecir su evolución hasta el cierre del 2020. 
De acuerdo con estadísticos de decisión (RMSE y U-Theil), se observó que la mejor metodología 
para predecir dicha serie fue la de Box-Jenkins, seguido de Suavizamiento Exponencial y, muy 
lejanamente la metodología de Regresiones Polinomiales.
No obstante, lo novedoso de este documento es que se pueden obtener predicciones mucho 
más precisas si se considera no solo la mejor opción (de una metodología individual), sino una 
combinación de las mejores opciones bajo diferentes metodologías. Tal como se especificó en el 
documento, la literatura econométrica señala claramente que la combinación de metodologías 
arroja mejores predicciones que las obtenidas a través de metodologías individuales.
A pesar de que el presente documento (así como la literatura econométrica reciente) considera que 
la combinación de metodologías de predicción resulta de gran importancia, se debe de tener en 
cuenta lo siguiente:
Figura 12:
Evolución con distintas combinaciones de metodologías de predicción































































8 CONCLUSIONES Y 
RECOMENDACIONES
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• Si la información extraída de la serie por parte de una metodología de predicción está 
contenida dentro de la información extraída por otra metodología, la combinación de 
estas metodologías sería trivial, y el análisis realizado llevaría a utilizar aquella metodología 
que extraiga la mayor cantidad de información de la serie histórica, en combinación con 
otras metodologías. Sin embargo, basta que otra metodología considere información 
adicional, para que la combinación sea posible. Esto es, lo que sucedió en el caso de la 
predicción del número de líneas móviles en servicio.
• Si bien una metodología de predicción podría no ser muy precisa para pronosticar los 
valores futuros de algún indicador (como sucedió con Regresiones Polinomiales en 
las predicciones del número de líneas móviles en servicio y suscripciones de televisión 
de paga), esta no debería de ser descartada porque es muy probable que extraiga 
información que el resto de metodologías no haya extraído y, por tanto contribuir con 
la predicción.
La siguiente tabla muestra que la combinación de metodologías es una mejor opción que 
el uso de metodologías de manera individual (menores valores de RMSE y U-Theil). Así, se 
espera que al cierre del año 2020 se cuente con 47.6 millones de líneas móviles en servicio, 
cifra cercana a la de Box –Jenkins individual. Esto es consistente porque no se considera a 
la metodología de Suavizamiento Exponencial (al parecer extrae la misma información que 
la de Box-Jenkins) y al hecho de que a las metodologías con predicciones más eficientes se 
les asigne mayores ponderadores al momento de realizar la combinación de metodologías.
Por tanto, se recomienda que:
• En base al caso aplicado en el presente documento y a los avances en las técnicas de 
predicción,  se debe evaluar no solo la metodología más idónea para una determinada 
serie, sino las distintas combinaciones en las metodologías de predicción. Es muy 
probable que estas últimas arrojen resultados más precisos.
• Lo mencionado en el párrafo precedente ya no es un proceso complicado, pues varios de 
los programas informáticos -como Risk Simulator y EViews- incluyen como herramienta 
una versión automática para encontrar las mejores predicciones para cada metodología. 
No obstante, lo que aún no se incluye de manera automática es la opción de comparar 
si una combinación de metodologías arroja resultados más precisos que la mejor opción 
individual. Aunque, esto último puede realizarse según lo explicado en el documento.
• No existe una metodología de predicción superior a otra. La aplicación de una u otra 
metodología depende de la cantidad de datos con los que cuente la serie y de la forma 
de su evolución. Así, cuando se cuente con pocos datos históricos, no es posible esperar 
predicciones precisas empleando la metodología de Box-Jenkins, pero sí empleando 
Suavizamiento Exponencial38. Luego, respecto a la forma de la evolución de la serie, se 
recomienda siempre recurrir al paquete informático, a fin de evaluar todos los casos 
posibles.
• Aunque la mejor versión dentro de una metodología arroje un valor alto de RMSE y 
U-Theil (en comparación a otras metodologías), es muy probable que en la combinación 
de metodologías esta no sea descartada porque recoge información que el resto de 
metodologías no capturó. Esto pudo verse en la predicción de líneas móviles en servicio 
mediante Regresiones Polinomiales.
• A pesar de que en otras investigaciones como Granger y Newbold (1975), Makridakis 
y Hibon (1978) Winkler y Makridakis (1983) sugieren que las metodologías deben ser 
ponderadas a través de un promedio simple debido a la complejidad de encontrar los 
ponderadores, el caso práctico realizado en este documento -a través del empleo de 
software- demuestra que la importancia que tiene cada metodología particular depende 
del ajuste que esta tenga sobre los datos históricos analizados.
Tabla 10:
Combinación Más Idónea para predecir los valores de la serie de 













Regresiones Polinomiales Cuarto grado
Holt-Winters No EstacionalSuavizamiento Exponencial 
Box-Jenkins (ARIMA) SARIMA (4,1,4)(2,0,0)
12







38 Incluso, el mismo paquete informático arroja una advertencia de que se requiere de más datos con Box-Jenkins, lo 
cual no sucede con otras metodologías como Suavizamiento Exponencial.
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ANEXOS
ANEXO 1
SECUENCIA DE DESESTACIONALIZACIÓN DE UNA SERIE TEMPORAL 
(EViews).
ANEXO 2
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ANEXO 3
SECUENCIA PARA REALIZACIÓN DE PREDICCIÓN DE 
SUAVIZAMIENTO EXPONENCIAL (EViews).
ANEXO 5
SECUENCIA PARA REALIZACIÓN DE PREDICCIÓN POR REGRESIONES 
POLINOMIALES (EViews).
ANEXO 4
SECUENCIA PARA REALIZACIÓN DE PREDICCIÓN POR BOX-JENKINS 
(EViews).
Elaboración propia.
Elaboración propia. Elaboración propia.
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ANEXO 6
SECUENCIA DE ANÁLISIS PARA LA IMPLEMENTACIÓN DE LA 
METODOLOGÍA DE BOX JENKINS
ANEXO 7
ANÁLISIS DE LOS RESIDUOS BAJO LA METODOLOGÍA DE 
REGRESIÓNES POLINOMIALES
ANEXO 8
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ANEXO 9
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