We tested the feasibility of measuring fat thickness using a miniaturized chip LED sensor module, testing 12 healthy female subjects. The module consisted of a single detector and four sources at four different source-detector distances (SD). A segmental curve-fitting procedure was applied, using an empirical algorithm obtained by Monte-Carlo simulation, and fat thicknesses were estimated. These thicknesses were compared to computed-tomography (CT) results; the correlation coefficient between CT and optical measurements was 0.932 for bicep sites. The mean percentage error between the two measurements was 13.12%. We conclude that fat thickness can be efficiently measured using the simple sensor module.
I. INTRODUCTION
Recently, the interest in keeping a lean body shape by monitoring body composition has increased greatly. One of the parameters that can be monitored is bodyfat thickness, near the skin; however, an inexpensive and easy-to-use device that can quantify this fat thickness is not readily available.
There are various techniques that can be used to measure lean body mass and subcutaneous fat distribution [1] . In particular, imaging methods such as magnetic resonance imaging (MRI), electrical conductivity, computer tomography (CT), dual-energy X-ray absorptionmetry (DEXA), and ultrasound imaging are precise and accurate techniques. However, these methods are not easily accessible, due to their high costs and, in the cases of CT and DEXA, the concomitant risk of radiological burden. A noninvasive optical approach for measuring fat thickness would have many advantages over these expensive technologies, since it would cost less and poses no risk of radiation toxicity [2] [4] . An LED-based -optical lipometer was introduced that measures both percentage of total body fat distribution and subcutaneous adipose tissue thickness, using an optical sensor head of 660 nm LED and a photodetector [5] [6] . However, this system uses lamp LEDs, making it large in size and inappropriate for incorporating into portable devices such as cell phones. We propose a simple, portable, and *Corresponding author: bmk515@korea.ac.kr Optical Skin-fat Thickness Measurement Using Miniaturized
miniaturized optical sensor module with multiple LED sources and a detector. In our previous study, we constructed a sensor module with a packaged chip LED at a 770 nm wavelength and tested its performance using two layer tissue phantoms [7] [8] .
In this study, we measured human fat thicknesses using our sensor module and an empirical algorithm for four measurement sites-biceps, triceps, front thigh, and calf-of 12 healthy females, and we compared the results with those obtained using the CT technique.
II. MATERIALS AND METHODS

Theory
As light passes through homogenous scattering media such as biological tissues, the light fluence is attenuated exponentially. The degree of attenuation is dependent on the optical properties of the media, such as the absorption (μa), and scattering (μs) coefficients. The Green s function solution of the diffusion equation is ' expressed as [9] : 
where (r) is the light fluence rate, r is the distance from the isotropic source to the detector,               is the diffusion coefficient,      is the optical penetration depth, and g is anisotropy factor. g is cos . θ is scattering angle in medium. θ
In reflection geometry for a semi-infinite medium, the effect of the boundary condition must be considered; the diffuse reflectance (R(r)) can be similarly expressed as follows [9] :
As r increases, the decay of diffuse reflectance is mostly dominated by the exponential function.
These formulae have been used for deducing the optical properties of biological tissues, under the assumption that the target samples are homogeneous [9] . However, for layered samples such as human skin, these simplified models cannot be readily applied. Instead, we performed a Monte-Carlo simulation and obtained an empirical formulation that can be used for estimating fat layer thickness [10] [11] [12] .
Typical human skin consists of layers of stratum corneum, epidermis, dermis, fat, and a muscle layer. Fig.  1(a) shows a simplified layered model of the human skin and the probable light paths for various sourcedetector distances (SDs). The simplified model is assumed to consist of dermis (including stratum corneum and epidermis), fat, and muscle. It is well known that the larger the SD, the deeper the light penetration is; when the SD is small, the photons pass mostly through the dermis and the upper part of the fat. As the SD distance becomes larger, there exists a higher probability that some portion of the photons will reach the fat-muscle interface. In our previous study, we showed that when the SD is about 20 mm, a fat thickness of up to 20 mm will significantly affect the diffuse reflectance intensity [7] . Fig. 1 (b) shows a picture of the sensor module, comprising chip LED sources (S0, S1, S2, S3) and a silicon photodiode (PD). The center wavelength of the bare chip LEDs was 770 nm. The frequency of the LED pulse operation was about 4.8 kHz and its duty was less than 10%. The dimensions of the PD were 3.2 mm 1.8 mm 1.1 mm (height) and its active area was × × 1.2 mm 1.2 mm in size. × The light sources are separated from the detector at four different distances: 3 mm (S0), 5 mm (S1), 10 mm (S2), and 20 mm (S3). As the SD increases, the detected intensity rapidly decreases. Because of this rapid decay, we used more LED sources as the SD distance became larger. The number of LED sources for the SD of 3 mm, 5 mm, 10 mm, and 20 mm were two, two, five, and five, respectively. Also, the amplifier gains for the SD of 3 mm, 5 mm, 10 mm, and 20 mm were adjusted to 1, 1, 1, and 20, respectively.
Experimental setup
The measurement sites were the biceps, triceps, front thigh, and calf. We measured the actual fat thicknesses using CT and used the data as a reference for testing our module. The fat thickness distribution for the four measurement sites from 12 females is shown in Table 1 .
The range of fat thickness varied from 3.5 mm (biceps) to 24.5 mm (front thigh). We adjusted the gain of the amplifier, so that the signal intensity (V) for the maximum fat thickness of 24.5 mm would be included. The applied current of each chip LED was less than 70 mA; in particular, the applied current at SD 3 mm was set to lower than that at SD 5 mm, to prevent signal saturation.
III. RESULTS AND DISCUSSION
We have created a series of Monte-Carlo simulations, to find an empirical but reasonable algorithm that can deduce tissue-fat thicknesses from parameters obtained using our module. We have made six assumptions during these simulation studies:
1. As the SD distance becomes larger, the photons penetrate deeper into the tissue. 2. The reflection intensity data for SD 3 mm and 5 mm reflect mostly the effects of the skin conditions, and the photons do not reach the fat-muscle interfaces. 3. The diffuse reflectance decays exponentially as the SD becomes larger. 4. A large part of the reflected light at SD 20 passes through the fat-muscle interface, and the signal intensity is largely affected by the large absorption coefficient of the muscle. 5. Only a small part of the reflected light at SD 10 passes through the fat-muscle interface, and the signal intensity is not much affected by fat thickness. 6. To quantify the fat thickness, it is more desirable to use parameters that are unitless.
Based on these assumptions, we have compared the slope between SD 5 and SD 10 (slope 1) with that between SD 5 and SD 20 (slope 2). Slope 1 is much less affected by fat thickness, while slope 2 is greatly affected. In this way, the influence of individual skin surface conditions is minimized, since the signal at SD 5 is used as a reference. Also, because the ratio between the two slopes is used, the resultant data are unitless.
For our simulation, we used the optical properties of tissues from published data [9] . The absorption (μa) and reduced scattering coefficients (μs ) were 0.35 cm ' Fig. 2 shows our simulation results. The signal fluctuation from the simulation was caused by the statistical nature of the Monte Carlo method. As expected, the slope ratio varied according to fat thickness. Even better, the relationship appears to be linear in this thickness range. We verified our model against experimental results. It is important that all the probes maintain the same interface with the tissue, and so we gently applied the probe to the tissue and made sure that no air gaps 
existed at the interfaces and that the pressure to the tissue was consistent between measurements. First, we tested if the back-reflected signals for SD 3 mm and SD 5 mm were sensitive to the fat thickness variations in the biceps area (Fig. 3) . The fat thicknesses from 12 females were measured separately using CT, as mentioned above. As expected, the measured intensity for both SD 3 mm and SD 5 mm remained almost uniform as the fat thickness varied; this is because the SD distance is not large enough and the photons barely reach the fat-muscle interface. We believe that the small variations in Fig.  2 mostly reflect the amount of melanin in each individual, assuming that the probe-skin interface was constant for all cases. Similar patterns were also observed at the other three measurement sites.
Based on these observations, we compared the decay slope between SD 5 mm and 10 mm (slope 1) and the slope between SD 5 mm and 20 mm (slope 2). The ratio between slopes 1 and 2 was compared with the CT fat thickness data. Before calculating the slope, all measured intensities were normalized while taking into consideration the different amplifier gain, applied current to LED, and number of LEDs. Fig. 4 shows the experimental results that correlate the slope ratio and reference CT fat thicknesses of biceps, triceps, front thigh, and calf in 12 females. As predicted by the Monte Carlo simulations, all slope ratios linearly increased in proportion to the fat thicknesses. These figures show that our technique can estimate fat thickness reasonably well; the correlation coefficients were 0.932 (biceps), 0.772 (triceps), 0.954 (front thigh), and 0.857 (calf). We fitted each set of data to a linear function and found regression equations for each site. For example, the regression equation for biceps is represented as follows: Slope ratio = 1.2061+0.032 Fat thickness. × Table 2 shows a comparison of absolute thickness difference with a reference to CT thickness for biceps, -triceps, front thigh, and calf. The percent errors for the biceps, triceps, front thigh, and calf measurement sites were 11.41, 17.99, 9.01, and 14.05, respectively. As shown in Table 2 and Fig. 4 , the percent error was small for the biceps and front thigh; for triceps and calf, the percent error was slightly larger.
In Fig. 5 , all graphs from Fig. 4 are plotted into a single graph. It seems that slope ratios change similarly with thickness, for all sites; however, it is difficult to say whether a simple linear fitting predicts the actual thickness of each site. This may have been partially caused by the morphological differences among the different body sites. We instead suggest that the data from each site must be fitted individually.
Finally, in Fig. 6 , we compare the fat thicknesses measured using CT and our optical method, after linear fitting at each site; the correlation coefficient was 0.920.
IV. CONCLUSION
We demonstrated the feasibility of fat thickness measurements by means of miniaturized chip LEDs (770 nm). For the four measurement sites-biceps, triceps, front thigh, and calf of 12 females, for a total of 48 data points-the mean percent error for the measured thickness compared with that of the reference CT thickness was 13.12%. After proper linear fitting for each measurement site, the correlation between optically and CTmeasured fat thicknesses showed a high value of 0.920. Further improvements to accuracy using the chip LEDs sensor module will be sought in the near future. 
